By using a numerically exact diagonalization technique and a block-extended version of the finite-temperature Lanczos method, we study thermodynamic properties of an S = 1/2 Heisenberg model on the triangular lattice with an antiferromagnetic nearest-neighbor interaction J and a four-spin ring-exchange interaction J c . Calculations are performed on small clusters under the periodic-boundary conditions. In contrast to the purely triangular case with J c = 0, the specific heat exhibits a characteristic double-peak structure for J c /J 0.04. From the calculation of the entropy and the uniform magnetic susceptibility, it is shown that non-magnetic excitations exist below the magnetic excitation for J c /J 0.04. (a) J c /J =0.00 J c /J =0.02 J c /J =0.04 J c /J =0.06 J c /J =0.08 J c /J =0.10 (b) J c /J =0.00 J c /J =0.02 J c /J =0.04 J c /J =0.06 J c /J =0.08 J c /J =0.10
I. INTRODUCTION
The S = 1/2 Heisenberg antiferromagnet on the triangular lattice is a prototypical frustrated quantum system and has been a candidate of a resonating-valence-bond (RVB) or a spin-liquid ground state [1, 2] . Although the ground state is likely to be the conventional 120 • Néel state according to the recent numerical and theoretical studies [3] [4] [5] [6] [7] [8] , the quest for a spin-liquid state in the same lattice is still continuing by incorporating additional terms to stabilize a spinliquid state, such as the next-nearest-neighbor exchange interaction [9] [10] [11] [12] [13] and the four-spin ring-exchange interaction J c [14, 15] . These exchange interactions can be considered as an introduction of the charge fluctuation [16, 17] and thus become more relevant for describing magnetic properties of Mott insulators in proximity of the metal-insulator transition [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . While the ring-exchange interaction itself has long been considered for describing the magnetism in the three-dimensional solid 3 He [28] [29] [30] [31] [32] [33] [34] , NiS 2 [35] , and the parent compounds of high-T c cuprate superconductor such as La 2 CuO 4 [36] [37] [38] [39] [40] [41] , its importance in triangular-lattice systems near Mott transition is attracting a renewed attention recently [14, 15, 42, 43] in organic Mott insulators κ-(ET) 2 Cu 2 (CN) 3 [44] [45] [46] and EtMe 3 Sb[Pd(dmit) 2 ] 2 [47, 48] , and a charge-density-wave Mott insulator 1T -TaS 2 [49, 50] .
As an effective model for the triangular-lattice materials near Mott transition but with frozen charge degrees of freedom, the ring-exchange model on the triangular lattice has been proposed [14, 15, 42, 43] . The model is described by the following Hamiltonian:
where J is the nearest-neighbor exchange coupling, J c is the four-spin ring-exchange coupling,Ŝ i = (Ŝ x i ,Ŝ y i ,Ŝ z i ) is the S = 1/2 spin operator, andP i jkl permutes four spins at sites i, j, k, and l on an elementary parallelogram cyclically connected as i-j-k-l-i (see Fig. 1 ). More specifically, we define that i-k and j-l are diagonals of the parallelogram, and k is the next-nearest neighbor of i on the triangular lattice, as indicated in Fig. 1 . The ring-exchange operatorP i jkl can be expressed by a product of permutation operators aŝ
whereP i j =P † i j = 2Ŝ i ·Ŝ j + 1 2 is the permutation operator exchanging spins at site i and j. It follows thatP † i jkl =P lk ji = P −1 i jkl . The sum indicated by i j in the first term ofĤ runs over all pairs of nearest-neighbor sites i and j, and the second sum indicated by i jkl runs over all elementary parallelograms (denoted by shaded blue in Fig. 1 ) formed by sites i, j, k, and l.
In terms of the t/U expansion of the half-filled Hubbard model with the nearest-neighbor hopping t and the on-site interaction U, the ring-exchange term appears in the fourthorder expansion with J c = 20t 4 /U 3 , although additional cor-arXiv:1912.11240v1 [cond-mat.str-el] 24 Dec 2019 rection terms appear in the expansion with the fourth order [16, 17] . Note that the Hamiltonian in Eq. (1) has been considered as a model for the nuclear magnetism of a 3 He film adsorbed on graphite preplated with 4 He at a particular commensurate density but with a ferromagnetic J < 0 [5, [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] , although a recent fixed-node diffusion Monte Carlo calculation poses a question on the realization of such a commensurate crystalline state [61] .
Since J > 0 and J c 0 are relevant for the magnetism near Mott transition, let us briefly summarize the groundstate phase diagram of the model in Eq. (1) for J > 0 and J c 0 discussed in the previous literature. For J > 0 and J c = 0, the ground state is the three-sublattice (120 • ) state [3] [4] [5] [6] [7] [8] 14] . For J = 0 and J c > 0, the ground state is a spinliquid state (SL-I), which corresponds to the RVB state, with no spin gap [5, 59, 62] . Another spin-liquid state (SL-II) appears for moderate J c /J [5, 14, 59, 62] , where SL-II phase has many singlet excitations in the spin gap (i.e., below the lowest magnetic excitation).
Besides exploring the spin-liquid ground states, it is also crucial to study excitation properties such as thermodynamics as they can be measured experimentally [46, [63] [64] [65] . In this paper, we examine the effect of the ring-exchange interaction on the thermodynamic properties such as the specific heat, entropy, uniform magnetic susceptibility, and generalized Wilson ratio. Recently, these thermodynamic properties, except for the specific heat, of the same model on a 28-site cluster has been reported [66] using the finite-temperature Lanczos method [67] [68] [69] . Here, we propose an extended version of the finite-temperature Lanczos method with the block Lanczos algorithm, and adopt it for small-cluster calculations up to 36 sites. The block-Lanczos extension allows for an efficient sampling over random states that is required for approximate evaluation of the trace over a basis set of the Hilbert space.
The rest of this paper is organized as follows. The finitetemperature Lanczos method with the extension to the block-Lanczos algorithm is described in Sec. II. The method is applied in Sec. III to calculate the entropy, the specific heat, the uniform magnetic susceptibility, and the generalized Wilson ratio of the model for various values of J c /J. The results are summarized and discussed in Sec. IV. An algorithm to find a spin configuration from a given state label in a Hilbert space of a fixed magnetization S z = i S z i is described in Appendix A. The effect of the ring-exchange interaction J c on the spin-wave excitation in the 120 • Néel state is studied within the linear spin-wave theory in Appendix B. Throughout the paper, we set = k B = 1.
II. METHOD
In this section, we describe the finite-temperature Lanczos method, which allows us to evaluate the partition function and thermal averages of physical observables approximately, without full numerical diagonalization of the Hamiltonian. Before entering the details, let us first briefly summarize the procedure of the finite-temperature Lanczos method. The key approximations made in the finite-temperature Lanczos method are (i) stochastic evaluation of the trace of operatorÔ and (ii) approximate evaluation of Boltzmann factor e −βĤ by the Lanczos method, where β is the inverse temperature. We use the random-phase states for stochastic samplings in (i) and adopt the block Lanczos method for (ii).
A. Exact partition function
The partition function Z at temperature T = 1/β is defined by
where E n is an eigenvalue ofĤ associated with an eigenstate |E n , i.e.,Ĥ
and N st is the number of eigenstates. The thermal average of operatorÂ is given by
In practice, one can make use of symmetries of the Hamiltonian to reduce the computational cost for numerical diagonalization or Lanczos iterations as
with
where α labels symmetry sectors of the Hamiltonian, N sym is the number of symmetry sectors, N (α) st is the number of states in a given symmetry sector α satisfying N st = N sym α=1 N (α) st , andĤ (α) is the block-diagonalized Hamiltonian, i.e.,Ĥ = ⊕ N sym α=1Ĥ (α) . We consider the Hamiltonian in Eq. (1) on small clusters under the periodic-boundary conditions. The symmetry sectors are labeled as (α) = (k, S z ), where k is the momentum and S z is the eigenvalue ofŜ z = L i=1Ŝ z i , and L is the number of sites. This labeling of the symmetry sectors results in N sym = L(L+1). Figure 2 shows the available momenta for the L = 6 × 6 cluster, which is the largest size used in the present study. In Appendix A, we describe an algorithm to find a spin configuration for a given state label in the fixed-magnetization Hilbert space. We evaluate Z (α) numerically exactly if N (α) st 10 4 . For evaluation of Z (α) with larger N (α) st , we employ the finitetemperature Lanczos method [67] [68] [69] combined with the block-Lanczos algorithm described in the following sections. Below we drop the superscript (α) labeling the symmetry sectors for brevity.
B. Random-phase state
Following Refs. [70, 71] , here we review some properties of the random-phase states, which is relevant to the stochastic evaluation of the trace. Consider a state |r such that
where {|x } is an arbitrary complete orthonormal set satisfyinĝ 1 = N st x=1 |x x| and x|x = δ xx , and θ r x are random variables distributing uniformly in [0, 2π) [72] . Notice that |r is not normalized becuase r|r = N st .
We now define a statistical average as
where r denotes a different set of the random variables. Since e iθ r = δ xx ,. we can easily show that |r 's are statistically complete
The expectation value of operatorÔ with respect to |r is given by
Therefore, the trace can be evaluated stochastically as
Finally, if the statistical average is truncated at a finite number R of the random-phase states in Eq. (13), the leading error |δO|, where δO is the second term of the right-hand side of Eq. (12) , is estimated as [70, 71] 
Here,Ô is assumed to be a Hermitian operator. Note, however, thatÔ = e −βĤÂ is not Hermitian ifÂ does not commute witĥ H, even ifÂ itself is Hermitian. In such a case,Ô can still be chosen Hermitian if the symmetric form
is used as in Eq. (5).
C. Finite-temperature Lanczos method
From Eqs. (10) and (13) we obtain
Now the matrix element r|e −βĤ |r has to be evaluated. If the full diagonalization ofĤ were possible, the matrix element could be evaluated exactly by inserting the identity with the eigenstatesP Eig = N st n=1 |E n E n | =1. In the finitetemperature Lanczos method,P Eig is approximated by the projection onto the Ritz statesP Ritz = N L l=1 | r l r l |, where | r l is the l-th Ritz state associated with the Ritz value r l obtained by the Lanczos algorithm terminated at the N L th step of the Lanczos iteration started with the initial state |r . The partition function is thus approximated as
where the first approximation is made by truncating the number of the random states at a finite value R, and the second approximation is made by approximating the Boltzmann factor as e −βĤ ≈ e −βĤP Ritz = N L l=1 e −β r l | r l r l |. Equation (17) is the approximate partition function calculated in the finite-temperature Lanczos method [67] [68] [69] . Notice that since |r defined in Eq. (9) is not normalized, differently from Refs. [67] [68] [69] , the factor N st does not appear in Eq. (17) . Such a factor is taken into account in | r l |r | 2 in our formulation.
D. Block Lanczos algorithm
Here, we describe the block Lanczos algorithm [73] [74] [75] [76] to adopt it for the finite-temperature Lanczos method. As the initial states, we first generate M B random-phase states
To describe the algorithm, it is convenient to move to the matrix notation. Let Y ∈ C N st ×M B be a matrix representation of the set of random-phase states in Eq. (18) in the orthonormal basis {|x } used in Eq. (9), i.e.,
Namely, Y contains M B random-phase vectors as column vectors.
Since the M B random-phase vectors are not orthonormalized each other, Y itself cannot be used as the initial vectors for the block Lanczos algorithm. Instead, M B orthonormalized vectors can be obtained from a QR factorization of Y as
where
can be used as the initial vectors for the block-Lanczos algorithm. Block-Lanczos vectors Q 2 , Q 3 , · · · , Q k max with k max = N L /M B are constructed successively by iterating the following procedures for k = 1 to k max : 
can be constructed after the procedure (21) of the kth block-Lanczos iteration. It follows from Eqs.
A diagonalization of T k max gives N L Ritz values as its eigenvalues, i.e.,
where U is a unitary matrix. Here, the superscript {r} denotes that the Ritz values are obtained by the block-Lanczos method with the initial states {r} = {r 1 , r 2 , · · · , r M B }. It follows from Eq. (25) and
Finally, the overlap between the initial state and the l-th Ritz state is given by
where Q † j Q j = δ j , j I is used in the last equality.
E. Block-extended finite-temperature Lanczos method
Now the block-extended version of the finite-temperature Lanczos method can be formulated. For simplicity, we assume that the number R of the random-phase states is multiple of the number M B of the block size. Introducing
the approximate partition function in Eq. (17) can be expressed as
On the equality of the first line, the R (= R B M B ) randomphase states are simply re-labeled by a combination of the subscripts r and b. To obtain the second line, the projection operatorP Ritz = N L l=1 | {r} l {r} l | is inserted. A formal difference from the standard finite-temperature Lanczos method is that the overlap squared, | r l |r | 2 , in Eq. (17) is replaced by the averaged one over the M B random-phase states, Similarly to the partition function, the numerator of Eq. (5) is approximated as
Here, the right-most expression of Eq. (5) is adopted as in the low-temperature Lanczos method [77] . IfÂ commutes witĥ H, then | {r} l are simultaneous eigenstates ofÂ andĤ. In this case, Eq. (30) can be further simplified because {r}
A nice property of the block-extended version of the finitetemperature Lanczos method [Eqs. (29) and (30)] is that one can flexibly choose R B and M B to exploit the computational resource efficiently. For example, the summation R B r=1 · · · can be done independently for each r, while a block size of M B > 1 allows for the better performance in a single process as compared to the case of M B = 1. To be more specific, let us consider an on-the-fly Hamiltonian multiplication to the block-Lanczos vectors. In that case, the dominant computational costs are generating Hamiltonian matrix elements rather than performing simple multiply-add operations. Since the block Lanczos method multiplies the Hamiltonian matrix to M B vectors simultaneously, M B times less operations for generating the matrix elements are required to achieve the same number of Hamiltonian-vector multiplications, as compared to the standard Lanczos method. We remark that such simultaneous Hamiltonian multiplication to vectors can be employed also in the polynomial expansion technique [71] .
In the block Lanczos method, at least 2M B vectors (of N st dimension) have to be stored. When the required memory for storing the 2M B vectors exceeds the limit of the available resource, one can simply reduce the number M B of the block size, or even switch to the standard finite-temperature Lanczos method merely by setting M B = 1. Fortunately, the smaller number R of samplings is required for the larger N st to maintain a statistical accuracy (see for example Ref. [78] and Sec. II F). Now we have three parameters R B , M B , and N L for controlling the accuracy of the block-extended version of the finitetemperature Lanczos method. Values of these parameters will be specified for each result in Sec. III. The finite-temperature Lanczos method for observables commuting withĤ [67] [68] [69] , the low-temperature Lanczos method for observables not commuting withĤ [77] , and the block-extended version of the finite-temperature Lanczos method for observables not commuting withĤ described in the previous section, can all be regarded as a method that makes use of the canonical thermal-pure-quantum (CTPQ) state [79] , as recently demonstrated with the standard finitetemperatur Lanczos method in Ref. [80] . For example, the matrix element r b |e −βĤ |r b appearing in Eq. (29) is the inner product of the (unnormalized) CTPQ state e −βĤ/2 |r b . There are several ways to evaluate matrix functions operated to vectors without full diagonalization, such as polynomial expansion techniques [81] [82] [83] [84] [85] [86] [87] [88] [89] . With the Lanczos method used here, the CTPQ state is approximated by a linear combination of the N L Ritz states | {r}
In this sense, although it is difficult to estimate the systematic error associated with the approximation made in Eq. (31), one can still refer to the convergence analysis of CTPQ states [79] . For instance, the better convergence in probability to the ensemble average is expected for the larger D(T ) = e Ls(T ) with s(T ) being the entropy density. Here D(T ) can be interpreted as a temperature-dependent effective dimension of the Hilbert space, because it satisfies lim T →∞ D(T ) = N st and lim T →0 D(T ) = g, where g is the ground-state degeneracy.
Note that the (block) Lanczos method approximates well the extremal eigenvalues and eigenstates within a few hundreds of the Lanczos steps N L , almost independently of the realization of the initial random-phase state |r b . Therefore, the (block) Lanczos approach to the matrix exponential, as in Eq. (31), complements the CTPQ approach at low temperatures by its fast convergence to the ground state and low-lying excited states for each symmetry sector. In particular, the block Lanczos method can better approximate the low-lying excited states, especially within the block size, as compared to the standard Lanczos method [73] . On the other hand, empirically, the convergence of the (block) Lanczos method to the inner (i.e., non extremal) eigenpairs with dense spectra seems "random", in the sense that the convergence depends on the realization of |r b for fixed N L , as observed in spectra of dynamical correlation functions [69] . This implies that relatively large error bars are expected at temperatures where the specific heat exhibits a peak, because the larger specific heat indicates the larger fluctuation of the internal energy Ĥ , thus implying the denser eigen spectra ofĤ. Finally, we remark that a connection between the finite-temperature Lanczos method and the eigenstate-thermalization hypothesis [90, 91] has been discussed recently in Ref. [92] . III. RESULTS Figure 3 shows the specific heat the entropy density
and the uniform magnetic susceptibility
at K/J = 0.07 for L = 4 × 4, 18, 5 × 4, 6 × 4, 30, and 6 × 6 (see Fig. 4 ). Notice that the entropy density s(T ) is normalized with respect to lim T →∞ s(T ) = ln 2 in the figure. Since these three quantities involve only the thermal average of the quantities that commute withĤ, the calculations are particularly efficient as compared to the quantities that do not commute withĤ. Statistical errors are estimated from the unbiased estimation of standard deviatioñ
where X r is calculated c(T ), s(T ), or χ(T ) but for a given r (without averaging over r), andX is c(T ), s(T ), or χ(T ) itself. For comparison, the full-diagonalization results are also shown in Fig. 3 for L 20. It is confirmed for L = 18 and L = 5 × 4 that the results obtained by the block-extended version of the finite-temperature Lanczos method coincide with the full-diagonalization results within error bars. Figure 5 shows the J c dependence of c(T ), s(T ), χ(T ), and a generalized temperature-dependent Wilson ratio
recently introduced in Ref. [93] for L = 36, which is the largest cluster available and preserves all the symmetries of the triangular lattice. The error bars for R W (T ) are obtained in the same way for c(T ), s(T ), and χ(T ). Without the ring-exchange interaction (J c /J = 0), c(T ) exhibits a peak around T/J = 0.2 and a broad shoulder for T/J 0.5, while no significant structure can be found in s(T ). This is in good agreement with the previous results calculated by the finite-temperature Lanczos and the exponential tensorrenormalization-group methods [66, [94] [95] [96] .
For J c /J 0.04, the specific heat c(T ) shows a doublepeak structure with a broad high-temperature peak around T high /J ∼ 1 and a sharp low-temperature peak T low /J 1. As shown in Fig. 3(a) , the low-temperature peak position for J c /J = 0.07 tends to be lowered for the larger clusters, while the high-temperature peak is insensitive to the system size. For example, for the L = 6 × 6 cluster, the high-temperature peak appears at T high /J ≈ 0.8 and the low-temperature peak is found at T low /J ≈ 0.05. At the highest temperature around T/J ∼ 10, the entropy density reaches s = ln 2 ≈ 0.693, indicating that the system is in the paramagnetic state. In the temperature regime where c(T ) shows a dip between the two peaks, s(T ) exhibits a shoulder-like structure which is visible in the semi-log plot shown in Fig. 5(c) . Interestingly, about the half of the total entropy s = 1 2 ln 2 ≈ 0.347 remains at such a temperature regime. The shoulder-like structure of s(T ) becomes more prominent for the larger system size [see Fig. 3 
As shown in Figs. 5(e) and 5(f), the uniform magnetic susceptibility χ(T ) decreases quickly below temperature T χ at which χ(T ) takes a maximum. The peak position T χ varies from T χ ≈ 0.3J for J c /J = 0 to T χ ≈ 0.15J for J c /J = 0.1. In particular, a rapid decrease of T χ can be observed for 0 J c /J 0.06. It is also found that for J c /J 0.02 there exists a temperature region where the entropy and specific heat are finite while χ(T ) is almost zero. This implies that many non-magnetic excitations exist below the first magnetic excitation.
Such characteristic low-lying excitations can be better seen in the temperature-dependent Wilson ratio R W (T ) [93] shown in Figs. 5(g) and 5(h). If this quantity tends to zero, it is indicative that the magnetic excitations are inactive while nonmagnetic ones are active. Although error bars are too large to discuss its behavior for T/J < 0.1 and J c /J 0.02, the slight upturn of R(T ) for T/J ∼ 0.2 and J c /J = 0 is consistent with the result for the pure-triangular case reported in Ref. [93] . Despite the large error bars, one can still see a clear change of behavior in R W (T ) for T/J < 0.4 between the parameter regions J c /J 0.02 and J c /J 0.04.
Finally, it is observed in Fig. 5 that the error bars become larger below the temperature at which the specific heat takes the maximum (the low-temperature maximum for J 0.04). This behavior is expected from the discussion in Sec. II F.
IV. SUMMARY AND DISCUSSION
The thermodynamic properties of an S = 1/2 antiferromagnetic Heisenberg model on the triangular lattice with the ring-exchange interaction have been studied by the blockextended version of the finite-temperature Lanczos method. The results for entropy s(T ), uniform magnetic susceptibility χ(T ), and Wilson ratio R W (T ) have shown that there exist low-energy non-magnetic excitations for J c /J 0.04. At the same time, the specific heat c(T ) shows a characteristic double-peak structure for J c /J 0.04.
As it it apparent from s(T ), χ(T ), and R W (T ), there is a great deal of similarity in the low-lying excitations between the ring-exchange model studied here and the J 1 − J 2 model on the triangular lattice or the kagome-lattice antiferromagnet [66, 93, 97, 98] . However, the double-peak structure found here in c(T ) for J c /J 0.04 distinguishes the ring-exchange model from the other models. Indeed, such a double-peak structure has not been observed in the J 1 − J 2 model on the triangular lattice for J 2 /J 1 = 0.1 and 0.2 [94] . Moreover, the separation of the two peaks is found to be more pronounced with increasing the system size. Such a systemsize dependence of the low-temperature peak positions is in contrast to that in the kagome-lattice antiferromagnet where the lower-temperature peak moves towards higher temperatures with increasing the system size [78, 99] . Instead, a system-size dependence similar to the ring-exchange model found here has also been observed in the Kitaev model [100] . This implies that the excitations corresponding to the hightemperature peak are spatially local, while those corresponding to the low-temperature peak are not.
It is interesting to compare the present results with the recent experiments on Ba 2 CoNb 6 O 24 , which is considered to be the S = 1/2 two-dimensional triangular-lattice Heisenberg antiferromagnet, with a nearest-neighbor coupling J = 0.144 meV [64] or J = 1.66 ± 0.06 K [65] . In this material, no indication of the magnetic order has been found in the thermodynamic measurements down to T = 80mK. After subtraction of the phonon contribution (∝ T 3 ), the specific heat takes a single-peak structure. Considering the absence of the double-peak structure in the specific heat, the case without the ring-exchange interaction (i.e., J c /J = 0) is rather more relevant to Ba 2 CoNb 6 O 24 than the ring-exchange model. In the literature [64, 65] , the absence of the 120 • long-range order at finite temperatures is attributed to a realization of the Mermin-Wagner theorem [101] on the real material.
In Appendix B, we study the effect of ring-exchange interaction J c on the spin-wave dispersion in the 120 • ordered state, within the linear spin-wave theory. It is found that the spin-excitation energies near the M point and symmetrically equivalent points are decreased drastically with J c . However, the spin-wave analysis, which takes into account only the magnon excitation, was not able to capture the characteristic thermodynamic features, including the double-peak structure of c(T ), found in our numerical calculations. In particular, the microscopic understanding of the double-peak structure in c(T ) found here deserves a rather systematic analysis for larger clusters and is left for the future study. The two-dimensional search technique introduced by Lin [102] is an efficient method to find a state label j for a given spin configuration i, i.e., j(i), with relatively small amount of storage, whose dimension is 2 × 2 L/2 . Here, a set of the binary digits {b l } that represents i with
is assigned to a spin configuration, by identifying b l = 0 (b l = 1) with the presence of a spin-↓ (spin-↑) at the lth site. The inverse table, which returns a spin configuration i for a given state label j, i.e., i( j), is often stored. For a fixedmagnetization Hilbert space, the length of the inverse table is given by the binomial coefficient
where N σ is the number of spins with spin σ, N ↑ +N ↓ = L, and the magnetization is given by S z = (N ↑ − N ↓ )/2. The range of the state label j can be chosen as
For a concrete example of the correspondence between j and i, see Table I . Since the range of i is given by
i might be 64 bit integer for L 32. An algorithm that returns a spin configuration i for a given state label j may be useful when spin configurations i do not appear sequentially during the calculation of matrix elements of the Hamiltonian, due to, for example, a parallelization of the on-the-fly matrix-vector multiplication.
Here we introduce such a function i( j) by assuming that both i and j are in the ascending order, as in Table I . The basic idea is to assign a state label j to one of the shortest paths from the vertex L L−N ↑ to the topmost vertex 0 0 on the Pascal's triangle (see Fig. 6 ). Since there are L L−N ↑ different paths, a one-to-one correspondence between the shortest paths and { j} should exist.
To find a correspondence between binary numbers and the shortest paths on the Pascal's triangle, the following combinatorial recursion formula should be reminded; In terms of the Pascal's triangle, Eq. (A5) relates the current vertex (left-hand side) with its upper left vertex (first term of the right-hand side) and upper right vertex (second term of the right-hand side). More specifically, among the total L L−N ↑ spin configurations, L−1 L−N ↑ −1 = L−1 N ↑ spin configurations have "0" at the Lth binary digit, and L−1 L−N ↑ = L−1 N ↑ −1 spin configurations have "1" at the Lth binary digit, assuming that the number of 1's is N ↑ . By taking into account also the assumption that both i and j are in the ascending order with Eq. (A3), the Lth binary digit b L of i for a given j is determined as
This property holds for any (L, N ↑ , j), implying that i can be determined by repeatedly evaluating the above for the remaining binary digits {b l } L−1 l=1 with a proper manipulation (decrement) of (L, N ↑ , j). A proposed function of finding a spin configuration i for a given set of (L, N ↑ , j) is summarized in Algorithm 1.
Algorithm 1 A function that returns a spin configuration i for given number of site L, number of up spins N ↑ , and state label j. Comments are given in the right-most side.
Require:
Input: integer L, N ↑ , and j 1. Binomial coefficients should be calculated and stored in advance for the better performance.
2. Regarding the lines 3-5 of Algorithm 1, the temporal variablesj,Ñ ↑ , andL can be considered as temporal state label, temporal number of ↑ spins, and temporal system size, respectively. In terms of the shortest paths on the Pascal's triangle, the decrementing loop of L means that the shortest path is determined by climbing up the Pascal's triangle from its Lth row, andÑ ↑ is the remaining number of rightward paths.Ñ ↑ andj also has to be decremented properly in the loop (lines 14-15 of Algorithm 1), as it will be described in remark 5 below.
3. Regarding the lines 6-8 of Algorithm 1, the conditioñ j = 1 indicates that, among the remainingL binary digits of i, the lowestÑ ↑ digits should be filled with 1's, i.e.,
In terms of the shortest paths on the Pascal's triangle, this implies that the rest of the path goes first in the upper left directionL −Ñ ↑ times and then in the upper right directionÑ ↑ times.
4. Regarding the lines 9-11 of Algorithm 1, the conditioñ j = L N ↑ indicates that, among the remainingL binary digits of i, the highestÑ ↑ digits should be filled with 1's, i.e.,
In terms of the shortest paths on the Pascal's triangle, this implies that the rest of the path goes first in the upper right directionÑ ↑ times and then in the upper left directionL −Ñ ↑ times.
5.
Regarding the lines 12-15 of Algorithm 1, the conditioñ j > L −1 N ↑ indicates that theLth binary digit of i is 1, as discussed around Eqs. (A5) and (A6). In terms of the shortest paths on the Pascal's triangle, this implies that the rightward path is chosen to go fromLth row to (L−1)th row. As in line 15,Ñ ↑ is decreased by 1 because the remaining rightward paths has to be decreased by 1. As in line 14,j has to be decreased in order to satisfy
for the next loop. This allows us to make use of the relation between the combinatorial recursion and the binary digits for (L,Ñ ↑ ,j).
6.
Although it is not implemented in Algorithm 1, at somẽ L one can switch to refer to a "small" table i(L,Ñ ↑ ,j) stored in advance in the memory to determine the re-mainingL binary digits of i, instead of fully performing the loop overL. One can also implement a quick return whenÑ ↑ = 1 (when the current vertex is on the line next to the right edge) orL −Ñ ↑ = 1 (when the current vertex is on the line next to the left edge) is satisfied. Figure 6 shows a concrete example of the algorithm for L = 6, N ↑ = 3, and j = 7. The path from the vertex 6 3 = 20 to the topmost vertex is uniquely determined, and accordingly the algorithm returns the corresponding spin configuration i(L = 6, N ↑ = 3, j = 7) = (010110) 2 = 22.
The algorithm is applicable also to other models such as the Hubbard model where the total electron configuration can be given as a tensor product of up-spin and down-spin electron configurations, and the t-J model where the total electron configuration can be given as a tensor product of hole and spin configurations, if the Hilbert space is constructed for a fixed magnetization and number of electrons.
Appendix B: Linear spin-wave theory
Here we study the effect of the cyclic exchange interaction J c on the spin-wave dispersion in the 120 • Néel ordered state within the linear spin-wave theory. A comparison of the spinwave dispersion of the Heisenberg model on the triangular lattice with the nearest and the next-nearest-neighbor interactions (J-J model) is also be made.
Full Hamiltonian
Before starting the linear spin-wave approximation, it it convenient to rewrite the full HamiltonianĤ in terms of the sum of inner products of spin operators. The four-spin exchange term can be written aŝ
If the sum over all plaquettes i jkl is performed, the first term (multiplied by J c ) results in
because there exist 3L plaquettes for the L-site system under periodic-boundary conditions (see Fig. 1 ). Similarly, the second term results in
where i j denotes a pair of spins on the next-nearestneighbor sites i and j on the triangular lattice. The factor 5 in the first term is because the nearest-neighbor bonds ((i , j ) = {(i, j), ( j, k), (k, l), (l, i), ( j, l)}) appear five times in the sum over the plaquettes for the ring-exchange term. Similarly, the factor 1 in the second term is because the nextnearest-neighbor bond ((i , j ) = {(i, k)}) appears once for each plaqueatte. Now the full Hamiltonian is written aŝ 
Rotating frame
The 120 • Néel state has a three-sublattice structure, as shown in Fig. 7 . However, introduction of the rotating frame [103] [104] [105] [106] [107] [108] [109] [110] allows us to develop a one-sublattice spinwave theory for the 120 • Néel state.
In terms of the spin operators in the rotating frame (X-Y-Z), the spin operators in the original frame (x-y-z) can be written asŜ
where θ i = Q · r i with Q = (4π/3, 0) being a wave vector corresponding to the 120 • order and r i the position of site i. The inner product of spin operators is thus given bŷ
where θ i j = θ i − θ j . We assume that the spins are pointing along Z axis of the rotating (X-Y-Z) frame. The Holstein-Primakoff transformation [111] for the spin operators in the rotating frame results inŜ
are bosonic annihilation and creation operators, respectively, satisfying the canonical commutation relations [â i ,â j ] = 0 and [â i ,â † j ] = δ i j .
Linear spin-wave approximation
Up to the quadratic terms of the bosonic operators, the inner product of the spin operators is approximated aŝ
Notice that cos θ i j = −1/2 for the nearest neighbors and cos θ i j = 1 for next-nearest neighbors. Similarly,Q i jkl is approximated aŝ 
By substituting cos θ i j = cos θ kl = cos θ il = cos θ jk = cos θ jl = −1/2, cos θ ik = 1, sin θ i j sin θ kl = −3/4, sin θ il sin θ jk = 3/4, and sin θ ik sin θ jl = 0 forQ i jkl ,Q il jk , andQ ik jl , we find
Notice in Eq. (B11) that the subscript pair (i, k) contributes to the next-nearest-neighbor terms, while the others to the nearest-neighbor terms.
Spin-wave Hamiltonian
By substituting the approximations in Eqs. (B9) and (B11) into the Hamiltonian Eq. (B5), and carefully evaluating the sum over all plaquettes, similarly in Eq. (B4), we obtain the spin-wave Hamiltonian
and
With the Fourier transformation of the bosonic operatorŝ a i = 1 √ L qâq e iq·r i ,Ĥ sw in the momentum space is given bŷ
i=1 e iq·δ i with δ i (δ i ) being the vectors connecting the nearest (next-nearest) neighbors.
Spin-wave dispersion
We now introduce a Bogoliubov transformation
under the condition u 2 q − v 2 q = 1 and thus the new operatorŝ b q andb † q obey the canonical bosonic commutation relations.
If u q and v q are chosen to satisfy u 2 q + v 2 q = A(q)/Ω(q) and 2u q v q = B(q)/Ω(q) with
the spin-wave Hamiltonian is given bŷ
where Ω(q) is the spin-wave dispersion. 
where the second line is for S = 1/2. It is found that the spin-wave excitation energy along the K-M line, especially at the M point, reduces drastically with increasing J c /J, and finally becomes zero when J c /J = 0.1, implying instability of the 120 • Néel order. On the other hand, the spin-wave velocity around the Γ point remains the same and the highest spin-wave excitation energy is kept around 1.5J as J c /J is increased. For a comparison, Fig. 8(b) shows the S = 1/2 linear spinwave dispersion Ω(q) for the J-J model defined aŝ
with J being the next-nearest-neighbor exchange interaction. The linear spin-wave dispersion for this model can be obtained by replacing A 0 , A 1 , A 2 , B 1 , and B 2 in Eqs. (B16) and (B17) withÃ 0 ,Ã 1 ,Ã 2 ,B 1 , andB 2 , wherẽ
Again the zero modes at the Γ, K, and K points are preserved with increasing J /J. The excitation energy at the M point is given by also reduced from ∼ 1.6J to ∼ 1.05J as J /J is increased. A similar dependence of the excitation energy on the interaction parameter J has been found also in the square lattice with the linear spin-wave theory [40] .
The spin-wave excitation has two characteristic energy scales. One is the maxima of Ω(q) and the other is the saddle points, minima, and nearly flat dispersion of Ω(q) at and around the M and equivalent points. The comparison of the spin-wave dispersions suggests that, although both J c and J can increase the separation of the two energy scales, the more significant separation may appear in the J-J c model than in the J-J model. Note however that analytical and numerical studies beyond the linear spin-wave theory [13, 112, 113] have shown a strong renormalization of the magnon excitation energy as compared to the spin-wave theory for the pure triangular-lattice case with J c = J = 0.
Finally, we note that the spin-wave analysis captures the magnon excitations but not non-magnetic ones. Indeed, we were not able to find the double-peak structure of the specific heat within the spin-wave analysis. This implies that the non-magnetic excitations beyond the simple magnon excitations might be essential to understand the characteristic double-peak structure of the specific heat found here in the finite-temperature Lanczos calculations.
