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Resumen
La complejidad del problema inverso en geof´ısica ha llevado a soluciones no anal´ıticas por
lo que se han explorado distintas te´cnicas alternativas en la bu´squeda de una solucio´n o´ptima,
dentro de las que se pueden mencionar las te´cnicas metaheur´ısticas, ya que conociendo
el espacio de soluciones, el problema inverso puede ser planteado como un problema de
optimizacio´n en el que nuestra bu´squeda (dadas ciertas restricciones) se puede reducir a
encontrar de manera aleatoria un o´ptimo que proporcione una solucio´n al problema. Los
me´todos geof´ısicos analizados en el presente trabajo son s´ısmica de refraccio´n y sondeo
ele´ctrico vertical, que se aplican generalmente a la delimitacio´n de estructuras cerca de
la superficie. La aplicacio´n del sondeo ele´ctrico vertical es apropiada cuando las unidades
geolo´gicas se presentan de manera superficial y con una gran extensio´n lateral en la litolog´ıa,
aunque su desempen˜o se limita al afrontar el problema de equivalencia. La s´ısmica de
refraccio´n tambie´n tiene sus limitaciones, como la incapacidad de detectar estratos delgados y
sus respectivas profundidades y velocidades. Las limitaciones de cada te´cnica pueden reducirse
en gran medida adoptando un esquema de inversio´n conjunta. Diferentes cantidades f´ısicas
pueden integrarse en una inversio´n conjunta si los datos medidos esta´n influenciados por
un subconjunto de para´metros comunes. Para los datos de s´ısmica de refraccio´n y sondeos
ele´ctricos verticales que representan respuestas f´ısicamente diferentes, el espesor de capa
puede funcionar como para´metro en comu´n para ambos. El objetivo principal del presente
trabajo es introducir un algoritmo capaz de resolver la inversio´n conjunta de ambos me´todos
utilizando Programacio´n Evolutiva, una variante de los me´todos de Monte Carlo inspirada en
la evolucio´n de las especies y la seleccio´n natural. Se realizaron varias pruebas teniendo como
resultado una estimacio´n de para´metros bastante aproximada a los propuestos en el modelado
directo, se probo´ que la te´cnica es capaz de ser utilizada en datos sinte´ticos contaminados
con ruido, validando su efectividad para poder trabajar con datos reales.
viii
Abstract
The complexity of the inverse problem in geophysics has led to non-analytical solutions.
Therefore, alternative techniques have been explored in the search for an optimal solution,
within which metaheuristic techniques can be mentioned, since knowing the solutions space,
the inverse problem can be posed as an optimization problem in which our search (given
certain constraints) can be reduced to randomly find an optimum that provides a solution to
the problem. The methods analyzed in the present work are refraction seismic and vertical
electrical sounding, which are generally applied for the delimitation of structures near the
surface. The application of the vertical electrical sounding is appropriate when the geological
units are presented superficially and with a great lateral extension in the lithology, although
their performance is limited when facing the problem of equivalence. Seismic refraction also
has its limitations, such as inability to detect thin strata and their respective depths and
velocities. The individual constraints of each technique can be greatly reduced by adopting a
joint inversion scheme. Different physical quantities can be integrated into a joint inversion
if the measured data is influenced by a subset of common parameters. For refractive seismic
and vertical electrical sounding data representing physically different responses, the layer
thickness can function as the common parameter for both. The main objective of the present
work is to introduce an algorithm capable of solving the joint inversion of both methods using
the Evolutionary Programming technique, a variant of Monte Carlo methods inspired by the
evolution of the species and the natural selection from which it was obtained an estimation of
parameters quite close to those proposed in direct modeling, it was proved that it is capable
of being used in synthetic data contaminated with noise, validating its effectiveness in order
to be able to work with real data.
ix
Cap´ıtulo 1
Introduccio´n
1.1. Antecedentes
El determinar la estructura del subsuelo y sus propiedades f´ısicas a partir de los datos
geof´ısicos observados consiste en resolver el problema inverso. Es por esta razo´n que la teor´ıa
del problema inverso en su sentido ma´s amplio ha sido desarrollada por investigadores que
han propuesto distintas te´cnicas para la inversio´n de datos en geof´ısica (Menke, 1984; Meju,
1994; Parker, 1994; Sen y Stoffa, 1995; Tarantola, 2005) ya que se trata de entender el interior
de la Tierra so´lo a partir de datos obtenidos desde la superficie. Para comprender como los
datos son afectados por el modelo se procede a resolver el problema directo, que consiste en
calcular la respuesta para un modelo del subsuelo propuesto. Las limitaciones individuales de
cada me´todo geof´ısico pueden reducirse en gran medida adoptando un esquema de inversio´n
conjunta en el que diferentes cantidades f´ısicas pueden integrarse si los datos medidos esta´n
influenciados por un subconjunto de para´metros comunes. Vozoff y Jupp (1974) introdujeron
esta te´cnica mediante la combinacio´n de datos de resistividad y magnetotelu´ricos observando
una mejor resolucio´n en los para´metros del modelo estimado. A partir de ese an˜o diversos
autores han estudiado la combinacio´n de diferentes me´todos geof´ısicos con la finalidad de
obtener una mejor estimacio´n de para´metros, entre los ma´s comunes se pueden mencionar
los me´todos s´ısmicos-geole´ctricos (Kumar et al., 1999; Gallardo y Meju, 2003; de Nardis et
al., 2005; Juhojuntti y Kamm, 2015), de resistividad, conductividad y medicio´n magne´tica
de resistividad (MMR) (Me´ndez Delgado, 1997; Pe´rez Flores et al., 2001) para delimitar
estructutras superficiales y los me´todos magne´ticos-gravime´tricos para obtener una mejor
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resolucio´n a ma´s profundidad (Fedi y Rapolla, 1999; Gallardo Delgado et al., 2003; Pilkington,
2006).
La complejidad del problema inverso en geof´ısica ha llevado a soluciones no anal´ıticas por lo
que se han explorado distintas te´cnicas alternativas en la bu´squeda de una solucio´n o´ptima,
dentro de estas te´cnicas se pueden mencionar los Algoritmos Evolutivos (AEs), te´cnicas
fundamentadas en los principios evolutivos de la naturaleza e introducidos durante los an˜os
60 y 70 mediante tres interpretaciones distintas de esta idea. As´ı es como la Programacio´n
Evolutiva (PE) (Fogel et al., 1966), las Estrategias Evolutivas (EE) (Rechenberg, 1973) y los
Algoritmos Gene´ticos (AGs) (Holland, 1975) sentaron las bases de lo que es hoy en d´ıa la
Computacio´n Evolutiva (CE), es a partir de estos an˜os que los AEs se han diversificado en
el campo de la optimizacio´n por distintas ramas de la ciencia.
De acuerdo a Deb (2001), aunque existen diferentes AEs, todos comparten un conjunto de
propiedades en comu´n que las diferencian de los me´todos cla´sicos de optimizacio´n: trabajan
con una poblacio´n de soluciones en un determinado espacio de bu´squeda lo que elimina la
dependencia de asumir una solucio´n inicial as´ı como reducir la tendencia a quedar atrapado
en un mı´nimo local. Al iniciar con un conjunto aleatorio de soluciones, un AE modifica la
poblacio´n actual a una poblacio´n diferente en cada iteracio´n. El trabajar con un nu´mero
de soluciones proporciona al AE la capacidad para detectar mu´ltiples soluciones o´ptimas en
cada simulacio´n. Ya que no se requiere linealizar el problema directo o calcular derivadas
parciales el AE no asume una estructura particular del problema a resolver, esto debido a
que sus operadores utilizan procesos estoca´sticos y no determin´ısticos.
Una vez hecho el ana´lisis anterior y conociendo el espacio de soluciones, el problema
inverso puede ser planteado como un problema de optimizacio´n en el que nuestra bu´squeda
(dadas ciertas restricciones) se puede reducir a encontrar, de manera aleatoria, un o´ptimo
que proporcione una solucio´n al problema.
Los dos me´todos geof´ısicos analizados en este trabajo son Sondeos Ele´ctricos Verticales
(SEVs) y S´ısmica de Refraccio´n que se aplican generalmente para la delimitacio´n de
estructuras cerca de la superficie. Se utiliza el lenguaje de programacio´n R, uno de
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los lenguajes ma´s utilizados en investigacio´n por la comunidad estad´ıstica y que sera´
implementado en el a´rea de la optimizacio´n al disen˜ar un algoritmo de PE para aplicarlo
a la inversio´n conjunta de los me´todos antes mencionados.
1.2. Hipo´tesis
Aplicar un algoritmo de PE en la inversio´n conjunta de s´ısmica de refraccio´n y sondeos
ele´ctricos verticales producira´ buenos resultados para diversas pruebas de inversio´n de datos
sinte´ticos en modelos 1-D, validando su aplicacio´n a datos reales.
1.3. Objetivos
1.3.1. Objetivos Generales
• Disen˜o de un algoritmo de PE de fa´cil implementacio´n para poder aplicarlo a distintos
problemas de inversio´n en geof´ısica y de optimizacio´n en general.
• Inversio´n conjunta de datos de resistividad aparente en SEVs y de tiempos de arribo
en S´ısmica de Refraccio´n, utilizando un algoritmo de PE con el cual se puedan obtener
modelos 1-D del subsuelo y cuyos datos calculados se ajusten de manera adecuada a la
respuesta s´ısmica y resistiva observada.
1.3.2. Objetivos Particulares
• Programar un algoritmo de PE en el lenguaje de programacio´n R.
• Validar el funcionamiento de PE mediante la optimizacio´n de distintas funciones que
presenten una gran cantidad de ma´ximos y mı´nimos locales.
• Programar el Trazado de Rayos de S´ısmica de Refraccio´n mediante la optimizacio´n de
la ecuacio´n de tiempo de arribo para resolver el problema directo. Esto permitira´, por
un lado, obtener datos sinte´ticos para hacer pruebas y validar el algoritmo de inversio´n
de s´ısmica de refraccio´n; por otro lado, generar datos “reales” al contaminarlos con
ruido.
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• Resolver el problema directo de resistividad aparente para distintos modelos 1-D
mediante filtros lineales de Guptasarma. Esto, al igual que en el punto anterior,
permitira´ obtener datos sinte´ticos para hacer pruebas y validar el algoritmo de inversio´n
para sondeos ele´ctricos verticales; por otro lado, generar datos “reales” al contaminarlos
con ruido.
• Validar la autenticidad de los programas generados para resolver el problema directo
en ambos me´todos.
• Generar datos sinte´ticos de resistividad aparente y tiempos de arribo para distintos
modelos 1-D del subsuelo, as´ı como agregarle un cierto porcentaje de ruido gaussiano
para simular las condiciones de datos reales.
• Adaptar el algoritmo de PE para aplicarlo a la inversio´n conjunta de SEVs y S´ısmica
de Refraccio´n considerando el para´metro en comu´n entre ambos me´todos.
• Someter el algoritmo de PE a distintas pruebas de inversio´n de datos sinte´ticos de
resistividad aparente y tiempos de arribo.
1.4. Metodolog´ıa
Se realizo´ una recopilacio´n bibliogra´fica sobre los temas a abordar, fueron consultados
varios art´ıculos, libros y trabajos de grado que tratan los principios de los me´todos geof´ısicos
analizados en el presente trabajo, as´ı como de las distintas te´cnicas de inversio´n, haciendo
e´nfasis en la Programacio´n Evolutiva, una variante de los algoritmos evolutivos adaptado
para el problema en cuestio´n y programado en R Studio.
En el Cap´ıtulo 2 se presenta un bosquejo de las distintas te´cnicas de inversio´n as´ı como
un ana´lisis ma´s detallado de la Programacio´n Evolutiva y su aplicacio´n en geofis´ıca. En
el Cap´ıtulo 3 se presenta la metodolog´ıa a seguir en la inversio´n de datos mediante PE
aplicada a los me´todos geof´ısicos de s´ısmica y resistividad, de manera individual y conjunta.
Posteriormente se muestran en el Cap´ıtulo 4 los resultados de la inversio´n aplicada a distintos
modelos estratificados del subsuelo validando el funcionamiento del algoritmo.
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Cap´ıtulo 2
Optimizacio´n Global en Inversio´n
Geof´ısica
2.1. Introduccio´n
La complejidad del problema inverso se debe principalmente a tres aspectos a considerar,
el primero de ellos es la existencia de la solucio´n ya que puede no existir un modelo
que ajuste exactamente a los datos por lo que la respuesta obtenida es una aproximacio´n
de la solucio´n real, el siguiente aspecto es la unicidad de la solucio´n, un solo problema
puede tener mu´ltiples soluciones, caso que se presenta cuando modelos totalmente distintos
producen un buen ajuste de datos, y por u´ltimo, la extrema inestabilidad durante el ca´lculo
de la solucio´n, por lo que un pequen˜o cambio en los valores durante el proceso puede modificar
completamente el modelo final (Aster et al., 2013). Segu´n Tarantola (2005), el procedimiento
cient´ıfico para el estudio de un sistema f´ısico puede ser dividido en los tres siguientes pasos.
i Parametrizacio´n del sistema: reconocimiento de los para´metros mı´nimos del modelo
cuyos valores caracterizan completamente el sistema.
ii Modelado Directo: comprender las leyes f´ısicas que permitan, para valores dados de
para´metros del modelo, realizar predicciones en los resultados de las mediciones de
algunos para´metros observados.
iii Modelado Inverso: uso de los resultados reales de algunas mediciones de los para´metros
observables para inferir los valores reales de los para´metros del modelo.
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2.2. Me´todos de inversio´n basados en modelos
Se generan datos sinte´ticos para un modelo propuesto y se comparan con los datos
observados. Si la coincidencia entre datos observados y sinte´ticos es aceptable, el modelo se
acepta como la solucio´n o´ptima. De lo contrario, se cambia el modelo, se vuelven a calcular los
datos sinte´ticos y se comparan de nuevo con las observaciones. Este procedimiento se repite
de manera iterativa hasta que se obtiene una coincidencia aceptable entre datos observados
y sinte´ticos. De esta manera, la inversio´n puede ser vista como un problema de optimizacio´n
ya que se busca un modelo el cual minimize las diferencias entre entre datos observados
y sinte´ticos. Los me´todos de optimizacio´n var´ıan segu´n su me´todo de bu´squeda al modelo
o´ptimo. El ma´s simple de los me´todos de optimizacio´n es aquel que asume una relacio´n
lineal entre los datos y el modelo, en cuyo caso se puede obtener una respuesta a la primera
iteracio´n.
En geof´ısica, siempre se trabaja con datos discretos y por lo tanto, es conveniente
representar los datos como un vector columna de tipo
d =
[
d1, d2, d3, . . . , dND
]T
(2.1)
donde ND es el nu´mero de datos y T significa traspuesta. Por ejemplo, en s´ısmica de
refraccio´n cada valor di corresponde a un tiempo de arribo para cada distancia fuente-geo´fono
donde ND es el nu´mero de geo´fonos. En sondeos ele´ctricos verticales, cada di es un valor de
resistividad aparente medido a una separacio´n de electrodos.
Similarmente, un modelo del subsuelo puede tambie´n ser representado por un vector
columna
m =
[
m1, m2, m3, . . . , mNP
]T
(2.2)
donde NP es el nu´mero total de para´metros del modelo. Por ejemplo para un modelado 1-D
en SEV’s los para´metros del modelo son los espesores (hi) y resistividades (ρi) de las capas
del subsuelo. Los datos sinte´ticos son generados por el modelado directo usando un vector de
para´metros m. Por lo tanto, el vector de datos sinte´ticos dcal puede ser calculado mediante
la aplicacio´n de un operador de modelado directo, G, para el vector de para´metros m,
dcal = G(m) (2.3)
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El problema inverso ahora se reduce a determinar un modelo que minimize las diferencias
entre los datos observados y sinte´ticos. Si el vector de error e es dado por
ei = dobs − dcal (2.4)
una manera general de representarlo para llegar a una convergencia es definirla como una
funcio´n rms entre los datos observados y calculados
rms =
(
∑N
i=1 (d
i
obs − dical)2)
1/2
N1/2
(2.5)
donde, diobs son los datos observados, d
i
cal los datos calculados y N es el nu´mero de datos.
De acuerdo a Sen y Stoffa (1995), dependiendo del me´todo de bu´squeda aplicado para
encontrar soluciones o´ptimas, los me´todos de inversio´n basados en modelos pueden ser
clasificados en las siguientes categor´ıas:
Me´todos lineales/linealizados
Estos me´todos asumen que los datos esta´n en funcio´n de los para´metros del modelo, por lo
tanto es posible reemplazar el operador de modelado directo g en con un operador lineal, una
matriz G para obtener
d = Gm (2.6)
este problema inverso ahora puede ser resuelto con me´todos de a´lgebra lineal conocidos.
Me´todos iterativos lineales
Estos me´todos tambie´n pueden ser llamados me´todos basados en gradientes, ya que usan la
derivada de la informacio´n para calcular el modelo a evaluar, como una forma de linealizar
el problema. Algunos de los me´todos de inversio´n que pertenencen a esta categor´ıa son:
Mı´nimos Cuadrados, Descomposicio´n de Valores Singulares, Mı´nimos Cuadrados Ponderados,
Newton, etc. Cabe sen˜alar que estos son considerados los me´todos cla´sicos para resolver el
problema inverso en geof´ısica. Los datos observados y calculados para el modelo son evaluados
iterativamente hasta obtener una diferencia mı´nima en el error a partir de un conjunto inicial
de valores de los para´metros del modelo, denominado solucio´n inicial. Ya que una solucio´n en
cada iteracio´n es modificada en una solucio´n diferente (que se espera sea mejor), el resultado
es una sola solucio´n o´ptima. Estos me´todos convergen en el mı´nimo local ma´s cercano a la
solucio´n inicial debido a que no exploran todo el espacio de bu´squeda.
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Me´todos de Monte-Carlo
Este me´todo involucra un muestreo aleatorio en un espacio de bu´squeda. Se espera que en un
nu´mero reducido de intentos, pueda ser capaz de obtener buenos resultados. Es una bu´squeda
completamente aleatoria y puede ser costosa computacionalmente.
Me´todos de Monte-Carlo direccionados
Son los denominados me´todos de optimizacio´n global (los algoritmos evolutivos pertenecen a
esta categor´ıa). Estos me´todos utilizan la aleatoriedad con un cierto grado de direccio´n para
guiar su bu´squeda.
2.3. Optimizacio´n Global
Los me´todos de bu´squeda u optimizacio´n global utilizan procesos aleatorios o estoca´sticos
para generar modelos dentro del espacio de bu´squeda completo. Estos modelos son evaluados
por medio de una funcio´n objetivo para determinar su calidad como solucio´n al problema.
Uno de los principales objetivos al resolver el problema inverso en geof´ısica es obtener el
mı´nimo de la funcio´n de error rms (funcio´n objetivo) la cual mide la discrepancia entre los
datos observados y calculados para un modelo propuesto. Al tener la posibilidad de explorar
cualquier punto del espacio de bu´squeda, reducen la tendencia de converger a un mı´nimo
local y aumentan la probabilidad de que la solucio´n final corresponda a la solucio´n global
del problema; la cual se puede definir como el conjunto de valores de los para´metros del
modelo dentro del espacio de bu´squeda que proporcionen el valor mı´nimo de la funcio´n
objetivo (Sa´nchez Priego, 2012). Como se ha mencionado anteriormente, el campo de la
optimizacio´n ha cambiado a trave´s de los an˜os mediante la introduccio´n de una serie de
algoritmos no cla´sicos y estoca´sticos de optimizacio´n. Dentro de los me´todos de optimizacio´n
global se encuentran los algoritmos evolutivos (AE) que simulan los principios evolutivos de
la naturaleza para guiar su bu´squeda hasta la solucio´n o´ptima, se suelen dividir en tres:
• Algoritmos Gene´ticos
• Programacio´n Evolutiva
• Estrategias Evolutivas
8
CAPI´TULO 2. OPTIMIZACIO´N GLOBAL EN INVERSIO´N GEOFI´SICA
Aunque existen una serie de diferentes algoritmos evolutivos, todos esta´n motivados por los
principios naturales evolutivos. Una de las diferencias ma´s notables de los algoritmos cla´sicos
de optimizacio´n aplicados en geof´ısica es que los AEs utilizan una poblacio´n de soluciones en
cada iteracio´n, en vez de solo una solucio´n. Ya que una poblacio´n de soluciones es procesada en
cada iteracio´n, el resultado de un AE es tambie´n una poblacio´n de soluciones. Si el problema
de optimizacio´n tiene un solo o´ptimo, se espera una convergencia de todos los miembros
de la poblacio´n a una misma solucio´n. Sin embargo, si un problema de optimizacio´n tiene
mu´ltiples soluciones, un AE puede ser utilizado para detectar mu´ltiples soluciones o´ptimas
en su poblacio´n final.
2.3.1. Programacio´n Evolutiva
Es muy dif´ıcil identificar si un AE es mejor que otro debido a que el rendimiento puede variar
para cada problema de optimizacio´n. La te´cnica utilizada en el presente estudio para resolver
el problema de optimizacio´n se llama Programacio´n Evolutiva (PE). Debido a que este me´todo
no utiliza una operacio´n de cruza, puede resultar en una poblacio´n ma´s diversa que una sola
ejecucio´n de Algoritmos Gene´ticos (AG); esto puede ser muy u´til para la inversio´n de datos
en geof´ısica. De acuerdo a la descripcio´n presentada por Ba¨ck y Schwefel (1993) la PE es
implementada de la siguiente manera.
1) Generar la poblacio´n inicial de n individuos, establecer k = 1, donde k representa el
nu´mero de generacio´n en el que se encuentra el algoritmo. Cada individuo es tomado
como un par de vectores evaluados (xi, σi), ∀i ∈ {1, · · · , n}, donde las xi’s son las
variables a estimar y σi’s son las desviaciones esta´ndar para las mutaciones Gaussianas.
2) Evaluar el puntaje de aptitud para cada individuo (xi, σi), ∀i ∈ {1, · · · , n}, de la
poblacio´n basado en la funcio´n objetivo, f(xi).
3) Cada padre (xi, σi), i = 1, · · · , n, genera un solo descendiente (x′i, σ′i) para cada
individuo mutado, representado por j = 1, · · · , n
x′j = xi(j) + σiNj(0, 1) (2.7)
η′j = σi(j)exp(τ
′N(0, 1) + τNj(0, 1)) (2.8)
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donde xi(j), x
′
i(j), σi(j) y σ
′
i(j) denotan la componente j de los vectores xi,x
′
i, σi y σ
′
i
respectivamente. N(0, 1) denota un nu´mero aleatorio con distribucio´n normal de media
cero y desviacio´n esta´ndar uno. Nj(0, 1) indica que el nu´mero aleatorio es generado
de nuevo para cada valor de j. Los factores τ y τ ′ se establecen comunmente como
(
√
2
√
n)−1 y (
√
2n)−1.
4) Calcular la aptitud de cada descendiente (x′i, σ
′
i), ∀i ∈ {1, · · · , n}.
5) Realizar una comparacio´n de parejas para todo el conjunto de padres (xi, σi)
y descendientes (x′i, σ
′
i), ∀i ∈ {1, · · · , n}. Para cada individuo, el oponente q es
seleccionado uniformemente de manera aleatoria de todos los padres y descendientes.
Para cada comparacio´n, si la aptitud del individuo es menor (o mayor en caso de
maximizar) a la del oponente, el primero recibe una ”victoria”.
6) Seleccionar los n individuos de (xi, σi) y x
′
i, σ
′
i, ∀i ∈ {1, · · · , n}, que tienen el mayor
nu´mero de victorias para ser padres de la siguiente generacio´n.
7) Terminar si el criterio de detencio´n se cumple; de lo contrario, k = k+1 e ir al Paso 3.
PROGRAMACIO´N EVOLUTIVA
Representacio´n del individuo
Poblacio´n Inicial
Mutacio´n
Evaluacio´n
Seleccio´n
Generaciones
Figura 2.1: Diagrama de flujo de Programacio´n Evolutiva
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Funcio´n con una sola variable
Con el fin de analizar el desempen˜o de un algoritmo de PE, se procede a optimizar la
siguiente funcio´n:
Maximizar f(x) = 2(2(x−0.1)/0.8)
2
sin6(5πx),
0 ≤ x ≤ 1.

 (2.9)
La Ecuacio´n 2.9 (Deb, 2001) tiene un ma´ximo de f(x) = 1.0 en x = 0.1, el problema radica
en encontrar el ma´ximo dentro del espacio de bu´squeda [0,1]. Se utilizo´ una poblacio´n de 100
individuos a lo largo de 15 generaciones, en la Figura 2.2 se puede apreciar la convegencia de
todos los individuos hasta llegar al o´ptimo.
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Figura 2.2: Evolucio´n de una poblacio´n de 100 individuos a lo largo de 15 generaciones en la
maximizacio´n de la funcio´n presentada en la Ecuacio´n 2.9. Los valores mostrados en cada gra´fica
corresponden al seguimiento de un individuo elegido al azar, representado por •.
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Funcio´n de dos variables
La funcio´n Egg-Holder (2.10) presenta una gran cantidad de ma´ximos y mı´nimos locales
como se muestra en la Figura 2.3; por lo tanto, es una buena prueba para validar el
funcionamiento del algoritmo de PE. El problema consiste en encontrar dentro del rango
[−521, 521] los valores x1 y x2 tal que:
Minimizar f(x1, x2) = −(x2 + 47) sin
(√∣∣∣x2 + x1
2
+ 47
∣∣∣)− x1 sin(√|x1 − (x2 + 47)|) ,
xi ∈ [−521, 521] para i= 1,2.


(2.10)
Tiene un mı´nimo de f(x) = −959.6406 en (x1, x2) = (512, 404.2318). Se utilizo´ una
poblacio´n de 100 individuos hasta alcanzar el mı´nimo en la generacio´n 54. En la Figura 2.4
se puede apreciar la convergencia de todos los individuos hasta llegar al o´ptimo.
x2
−400
−200
0
200
400
x1
−400
−200
0
200
400
 
−2000
−1500
−1000
−500
0
500
1000
−500
0
500
1000
f( x1x2)
Función Egg−Holder
Figura 2.3: Funcio´n Egg-Holder, con una gran cantidad de ma´ximos y mı´nimos locales.
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Funcion Egg−Holder
Generacion No. 1
x1= 456.516   x2= 470.379   f(x1,x2)= −882.074
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Funcion Egg−Holder
Generacion No. 5
x1= 504.27   x2= 401.034   f(x1,x2)= −907.735
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Funcion Egg−Holder
Generacion No. 30
x1= 508.338   x2= 401.034   f(x1,x2)= −945.059
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Funcion Egg−Holder
Generacion No. 54
x1= 512.552   x2= 403.344   f(x1,x2)= −959.31
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Figura 2.4: Evolucio´n de una poblacio´n de 100 individuos a lo largo de 54 generaciones, el resultado
de la estimacio´n de para´metros se presenta en (d) donde se puede apreciar la convergencia de todos
los individuos a una misma respuesta.
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2.4. Programacio´n Evolutiva aplicada a Estimacio´n de
Para´metros
2.4.1. Anomal´ıa gravime´trica de una esfera
A manera de introduccio´n a la te´cnica utilizada en este trabajo se presenta la aplicacio´n
de Programacio´n Evolutiva para realizar la estimacio´n de para´metros de la anomal´ıa
gravime´trica generada por una esfera enterrada a cierta profundidad. La funcio´n que permite
calcular la anomal´ıa gravime´trica g es:
g =
4G∆ρπr3z
3(x2 + z2)3/2
(2.11)
donde
x = distancia
z = profundidad del centro de la esfera
r = radio de la esfera
∆ρ = contraste de densidades que se mantiene constante
G = constante gravitacional
los para´metros a estimar son z y r. Una vez definida la funcio´n a trabajar el siguiente
paso es definir los operadores de Programacio´n Evolutiva, que fueron implementados de la
siguiente manera:
1. Representacio´n del individuo
Individuo cuyo taman˜o depende de la cantidad de para´metros a estimar
[
r, z, sd, rms
]
(2.12)
donde r y z son los para´metros a estimar, sd es la desviacio´n esta´ndar utilizada para
la mutacio´n Gaussiana y
rms =
√∑N
i=1(g − gˆ)2
N
(2.13)
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donde gˆ son los valores calculados y N = nu´mero de datos, la Ecuacio´n 2.13 es la
funcio´n a minimizar ya que se busca una diferencia mı´nima entre los datos observados
y calculados.
2. Poblacio´n Inicial
Se generan aleatoriamente en un determinado espacio de bu´squeda las desviaciones
esta´ndar sd y los para´metros del modelo a trave´s de un conjunto de n individuos de
la primera generacio´n (Poblacio´n Inicial), los cuales son evaluados en la Ecuacio´n 2.13,
arrojando un valor rms para cada uno de ellos. Es de esperar que en este caso el valor
no sea o´ptimo, ya que el proceso es realizado completamente al azar.


r1, z1, sd1, rms1
r2, z2, sd2, rms2
...
...
...
...
rn, zn, sdn, rmsn


(2.14)
3. Mutacio´n
Todos los individuos de la poblacio´n son sometidos a la mutacio´n analizada en la
Subseccio´n 2.3.1, que modifica el valor de sus para´metros, por lo que se genera una nueva
poblacio´n de iguales dimensiones a la Poblacio´n Inicial, que se denomina Poblacio´n
Mutada.
4. Evaluacio´n
Los para´metros mutados son evaluados en (2.11) y posteriormente en (2.13) generando
un nuevo valor rms para cada individuo. Los individuos con valores rms ma´s bajos
tendra´n ma´s probabilidad de pasar a la siguiente generacio´n.
5. Seleccio´n
Se define un conjunto de individuos formado por la Poblacio´n Inicial y la Poblacio´n
Mutada, los cuales son sometidos a un torneo que consiste en un formato de competencia
todos contra todos, por lo que cada individuo compite con otro elegido al azar. Al
individuo que resulte ganador, es decir, el que tenga el menor rms, recibe un valor
de victoria tantas veces como sea ganador torneo tras torneo. Este valor nos permite
conocer el resultado final de los enfrentamientos, solo el 50% de los individuos del
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conjunto de la poblacio´n que hayan ganado el mayor nu´mero de veces formara´n la nueva
Poblacio´n Inicial en la siguiente generacio´n, el proceso se repite hasta que se tenga una
convergencia en el algoritmo o se cumpla con algu´n criterio, ya sea de tiempo o al
establecer un l´ımite en el error.
2.4.2. Resultados del modelo de esfera
Fueron utilizados 100 individuos a lo largo de 100 generaciones en un rango de bu´squeda
lo suficientemente amplio para explorar un gran espacio de soluciones. En la Figura 2.5 se
muestra gra´ficamente la convergencia de todos los individuos a la solucio´n final, as´ı como los
valores de los para´metros estimados con el pasar de las generaciones.
2.5. Resumen
En este cap´ıtulo se presentaron las bases y fundamentos de la inversio´n de datos, as´ı como
las distintas te´cnicas que existen para dar una solucio´n al problema, haciendo e´nfasis en los
me´todos de optimizacio´n global. Se realizo´ un ana´lisis de la Programacio´n Evolutiva haciendo
una descripcio´n detallada de cada uno de los operadores de este me´todo (Representacio´n
del Individuo, Poblacio´n Inicial, Mutacio´n, Evaluacio´n y Seleccio´n), para posteriormente
poner a prueba su funcionamiento al optimizar distintas funciones. Por u´ltimo, se presenta
la aplicacio´n de la Programacio´n Evolutiva en geof´ısica para realizar la estimacio´n de
para´metros. El procedimiento a seguir muy similar en los me´todos a considerar en esta
investigacio´n, aunque se presentan pequen˜as variaciones en sus operadores, mismas que se
analizara´n en el Cap´ıtulo 3.
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Figura 2.5: Evolucio´n de una poblacio´n de 100 individuos a lo largo de 100 generaciones, el
resultado de la estimacio´n de para´metros se presenta en (d) donde se puede apreciar la convergencia
de todos los individuos a una misma respuesta.
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Cap´ıtulo 3
Inversio´n de S´ısmica y Resistividad
mediante PE
3.1. Introduccio´n
Los me´todos analizados en el presente trabajo son S´ısmica de Refraccio´n y Sondeo Ele´ctrico
Vertical, que se aplican principalmente a aquellos problemas donde las discontinuidades o
cambios de formacio´n esta´n pro´ximos a la superficie. La S´ısmica de Refraccio´n determina las
velocidades y profundidades de un medio estratificado, a partir del registro del tiempo de
viaje de la onda refractada entre la fuente de energ´ıa y cada uno de los geo´fonos. El Sondeo
Ele´ctrico Vertical (SEV) es una de las te´cnicas ma´s utilizadas en geof´ısica para detectar y
establecer los l´ımites de capas horizontales del subsusuelo estratificado, basa´ndose en su
contraste resistivo. Consiste en la inyeccio´n de corriente continua, en el a´rea de estudio,
mediante un par de electrodos y la determinacio´n, mediante otro par de electrodos, de la
diferencia de potencial.
En este cap´ıtulo se presenta la metodolog´ıa a seguir para la aplicacio´n de Programacio´n
Evolutiva en la inversio´n de datos. Cabe sen˜alar que en el presente documento se asume que el
lector comprende las bases teo´ricas de los me´todos considerados en esta investigacio´n, en caso
de querer abordar a mayor detalle las leyes y fundamentos teo´ricos de s´ısmica y resistividad
se recomienda consultar Telford et al. (1990), Burger (1992) o Kearey et al. (2013).
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Se realiza un ana´lisis detallado de las funciones utilizadas para resolver el modelado directo
mediante el Trazado de Rayos para obtener los tiempos arribo en S´ısmica de Refraccio´n y
el calculo de resistividad aparente en un SEV. Posteriormente se presenta un esquema para
dar solucio´n al problema inverso mediante PE de manera individual y conjunta.
3.2. S´ısmica de Refraccio´n
3.2.1. Modelado directo de S´ısmica de Refraccio´n utilizando
Programacio´n Evolutiva
Disen˜o del Modelo Geolo´gico
Para simular el tiempo de arribo de la trayectoria del rayo que viaja desde la fuente a
cada uno de los geo´fonos primeramente se procede a disen˜ar un modelo geolo´gico de capas
horizontales y velocidades definido por la pendiente m, profundidad de la interface h y
velocidad V de cada uno de los estratos, modelados a partir de
y = mx+ b (3.1)
donde b = h y x = distancia fuente-geo´fono. Como se puede apreciar en la Figura 3.1 la
profundidad h es a la base del estrato y esta´ proyectada exactamente desde la fuente en
superficie, en cuanto a la inclinacio´n del estrato es necesario convertir el a´ngulo expresado
en grados a radianes
m =
tanα ∗ π
180
(3.2)
al sustituir la Ecuacio´n 3.2 y los valores x y b en la Ecuacio´n 3.1 se puede obtener una
expresio´n ma´s generalizada (Ecuacio´n 3.3 (Marroqu´ın Navarro, 2012)) y que es la utilizada
para realizar el modelado geolo´gico
y =
tanα ∗ π
180
∗ (gn − F ) + h (3.3)
Donde gn − F corresponde a la distancia fuente-geo´fono.
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Deduccio´n de la Ecuacio´n de Tiempo de Arribo
Para el modelo estratificado de tres interfaces presentado en la Figura 3.1 la onda directa
viaja de P1 a P6, mientras que la onda refractada en V1 − V2 recorre la trayectoria P1P2P5P6
y la refractada en V2−V3 viaja por P1P2P3P4P5P6. A continuacio´n, se presenta un ana´lisis de
la segunda trayectoria con el fin de deducir la ecuacio´n de tiempos de arribo (Da´vila Torres,
2012), por lo tanto el tiempo total del recorrido se puede calcular como:
tiempo =
P1P2
V1
+
P2P3
V2
+
P3P4
V3
+
P4P5
V2
+
P5P6
V1
(3.4)
V
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1
= m
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= m
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3
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3
x+ h
3
dg
V1 < V2 < V3
Figura 3.1: Esquema representativo de la trayectoria de un rayo refractado en un medio de tres
capas simbolizando los para´metros utilizados en la Ecuacio´n 3.8 (Modificado de Marroqu´ın Navarro
(2012)).
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Basa´ndose en la Figura 3.1 y utilizando la fo´rmula para la distancia entre dos puntos, la
Ecuacio´n 3.4 puede escribirse como:
tiempo =
√
(x2 − x1)2 + (y2 − y1)2
V1
+
√
(x3 − x2)2 + (y3 − y2)2
V2
+√
(x4 − x3)2 + (y4 − y3)2
V3
+√
(x5 − x4)2 + (y5 − y4)2
V2
+
√
(x6 − x5)2 + (y6 − y5)2
V1
(3.5)
utilizando
∑
la Ecuacio´n 3.5 puede reescribirse como:
tiempo =
2∑
i=1
√
(xi+1 − xi)2 + (yi+1 − yi)2
Vi
+
√
(x4 − x3)2 + (y4 − y3)2
V3
+
2∑
i=1
√
(xi+4 − xi+3)2 + (yi+4 − yi+3)2
V3−i
(3.6)
La Ecuacio´n 3.6 anterior puede ser generalizada para n capas,
tiempo =
n∑
i=1
√
(xi+1 − xi)2 + (yi+1 − yi)2
Vi
+
√
(xn+2 − xn+1)2 + (yn+2 − yn+1)2
Vn+1
+
n∑
i=1
√
(xn+2+i − xn+1+i)2 + (yn+2+i − yn+1+i)2
Vn+1−i
(3.7)
Sustituyendo en la Ecuacio´n 3.7 las ecuaciones de la Figura 3.1 se obtiene
tiempo =
n∑
i=1
√
(xi+1 − xi)2 + ((mi+1xi+1 + hi+1)− (mixi + hi))2
Vi
+
√
(xn+2 − xn+1)2 + ((mn+1xn+2 + hn+1)− (mn+1xn+1 + hn+1))2
Vn+1
+
n∑
i=1
√
(xn+2+i − xn+1+i)2 + ((mn+1−ixn+2+i + hn+1−i)− (mn+2−ixn+1+i + hn+2−i))2
Vn+1−i
(3.8)
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De esta forma la Ecuacio´n 3.8 esta´ en funcio´n de:
• V = Velocidad
• h = Profundidad
• m = Pendiente, con m = tanα ∗ π
180
donde α es el a´ngulo de inclinacio´n de las interfaces.
• x = Coordenadas (x, y), los puntos por donde el rayo pasa de una interface a otra.
La Ecuacio´n 3.8 se tomara´ como la funcio´n objetivo a minimizar mediante PE cuyos
operadores y procedimiento para atacar este problema sera´n explicados en la siguiente
subseccio´n. Es importante sen˜alar que para este trabajo m = 0 debido a que los modelos a
analizar se presentan en capas horizontales.
3.2.2. Optimizacio´n de la ecuacio´n de tiempos de arribo mediante
Programacio´n Evolutiva
Una vez determinado el modelo geolo´gico (con m, h y V de cada estrato definido) y
la funcio´n objetivo, el siguiente paso es definir los operadores de PE (Figura 2.1) para el
modelado directo de s´ısmica de refraccio´n; todo esto con la finalidad de calcular los tiempos
de arribo y trayectorias de cada rayo que viaja desde la fuente al geo´fono correspondiente.
1. Representacio´n del individuo
Como primer paso se representa el individuo de la siguiente manera
[
(x1 · · · xp) sd ta
]
(3.9)
donde xp son todas las posiciones del rayo cuando pasa de una interface a otra, sd es la
desviacio´n esta´ndar utilizada para la mutacio´n gaussiana y ta son los tiempos de arribo
calculados para cada individuo.
2. Poblacio´n Inicial
Basa´ndose en la Figura 3.1, las posiciones x1 (fuente) y xp = dg (geo´fono) de cada
individuo n se conocen, por lo que se establece un espacio de bu´squeda restringido
entre estos l´ımites, el cual sera´ utilizado para generar aleatoriamente el conjunto de
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individuos dentro del rango establecido y que conformara´n la Poblacio´n Inicial, que se
puede representar como


(x11 · · · xp1) sd1 ta1
(x12 · · · xp2) sd2 ta2
...
...
...
...
...
(x1n · · · xpn) sdn tan


(3.10)
3. Mutacio´n
Todos los individuos de la poblacio´n son sometidos a una mutacio´n, la cual consiste
en la suma de sd a cada elemento del mismo (Seccio´n 2.4), con excepcio´n de ta, esto
producira´ una nueva poblacio´n la cual se denomina Poblacio´n Mutada.
4. Evaluacio´n
Cada individuo mutado es evaluado en la Ecuacio´n 3.24 que genera un nuevo tiempo
de arribo ta distinto al individuo original. Los individuos con un tiempo de recorrido
menor a los dema´s tienen ma´s posibilidad de pasar a la siguiente generacio´n y heredar
sus caracter´ısticas.
5. Seleccio´n
A partir de la Poblacio´n Inicial y la Poblacio´n Mutada se forma un solo conjunto de
rayos, el cual es sometido a un torneo de seleccio´n para elegir a las mejores soluciones
que formara´n la siguiente generacio´n. El torneo consiste en enfrentar a cada uno de los
rayos del conjunto en un formato de todos contra todos, por lo que cada trayectoria
del rayo es enfrentada con otra elegida al azar. El que tenga un tiempo menor de
recorrido a trave´s de los estratos significara´ que es mejor, de acuerdo a lo que se busca
y recibira´ un valor de victoria tantas veces como sea ganador torneo tras torneo. El
50% de los individuos del conjunto que tengan menor tiempo de arribo, formaran la
nueva Poblacio´n Inicial en la siguiente generacio´n.
Se han disen˜ado cuatro modelos para simular las trayectorias del rayo desde la fuente a
cada uno de los geo´fonos, de manera que el tiempo de arribo sea mı´nimo. Cabe sen˜alar que
la Ecuacio´n 3.8 esta´ disen˜ada para estimar las trayectorias y tiempos de arribo en s´ısmica de
refraccio´n, en caso de querer abordar a mayor detalle la s´ısmica de reflexio´n as´ı como modelos
ma´s complejos de s´ısmica de refraccio´n, se recomienda consultar Da´vila Torres (2012).
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Modelo 1
El Modelo 1 esta´ compuesto de 3 capas y un semiespacio con velocidad ascendente,
una fuente en superficie ubicada en el centro y un arreglo de geo´fonos equidistantes a los
costados de la misma. Los para´metros utilizados tanto para disen˜ar el Modelo 1 como para
la Programacio´n Evolutiva implementada son presentados en la Tabla 3.1. El nu´mero de
variables a calcular para cada trayectoria fuente-geo´fono son 6 que asciende a 72 en total
debido al nu´mero de geo´fonos utilizados (12). Cabe sen˜alar que la informacio´n es obtenida de
la u´ltima capa por lo que los tiempos de arribo calculados para este modelo no corresponder´ıan
a lo que es la realidad en un estudio de s´ısmica de refraccio´n, para esto, se requiere tomar en
cuenta la onda directa y obtener informacio´n de todas las capas del modelo. De la Figura 3.2
a la Figura 3.5 se puede apreciar la convergencia de todos los individuos a una misma solucio´n
con el pasar de las generaciones, el objetivo principal de este ejemplo es mostrar gra´ficamente
el funcionamiento del algoritmo al momento de resolver el problema directo para s´ısmica de
refraccio´n.
Tabla 3.1: Para´metros utilizados para el Modelo 1.
Para´metros Modelo 1
Estrato Velocidad (m/s) Profundidad
1 400 m/s 5 m
2 1500 m/s 13 m
3 2500 m/s 22 m
4 4500 m/s -
Para´metros de PE
Generaciones 100
Individuos 50
Espacio de bu´squeda F − gn
Para´metros a estimar cada F − gn 6
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Sismica de Refraccion
Generacion No. 1
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Figura 3.2: Poblacio´n inicial del trazado de rayos para s´ısmica de refraccio´n. Aplicado al modelo
descrito en la Tabla 3.1
Sismica de Refraccion
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Figura 3.3: Trazado de rayos en la generacio´n 20. Se puede apreciar la tendencia a seguir para
cada trayectoria Fuente-Geo´fono en las siguientes generaciones.
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Sismica de Refraccion
Generacion No. 50
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Figura 3.4: Trazado de rayos en la generacio´n 50. Se presenta la convergencia de cada individuo
en base al tiempo mı´nimo para cada trayectoria Fuente-Geo´fono.
Sismica de Refraccion
Generacion No. 100
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Figura 3.5: Trazado de rayos en la generacio´n 100, todos los individuos han llegado a una misma
solucio´n al encontrar la trayectoria con el tiempo mı´nimo para cada distancia Fuente-Geo´fono.
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Modelo 2
El Modelo 2 presenta interfaz con velocidades ascendentes (Tabla 3.2), el objetivo principal
de este ejemplo es demostrar la eficacia y veracidad del algoritmo en el que se realiza
un ana´lisis ma´s completo considerando la onda directa e informacio´n de todas las capas
del subsuelo. Los tiempos de arribo presentados en Tabla 3.3 fueron tomados de la Tabla
3.1 de Burger (1992) y son comparados con los tiempos de arribo calculados mediante la
optimizacio´n de la Ecuacio´n 3.8 utilizada en este trabajo. En la Tabla 3.3 se presentan
los resultados obtenidos en cada me´todo implementado. Como se puede apreciar, existen
diferencias mı´nimas entre los tiempos de arribo calculados, lo que comprueba la veracidad y
eficacia del algoritmo implementado con PE. Se puede observar que a partir del geo´fono 30
la onda refractada llega a ser ma´s ra´pida que la onda directa, ya que viaja con la velocidad
de la segunda capa que es mayor a la primera. De manera gra´fica esto se representa como
un cambio en la tendencia lineal de los tiempos de arribo correspondientes para cada capa,
como lo muestra la Figura 3.7. La Figura 3.6 muestra el resultado final para el trazado de
rayos en la generacio´n 50.
Tabla 3.2: Para´metros utilizados para el Modelo 2.
Para´metros Modelo 2
Estrato Velocidad (m/s) Profundidad
1 1400 m/s 10 m
2 4500 m/s -
Para´metros de PE
Generaciones 50
Individuos 20
Espacio de bu´squeda F − gn
Para´metros a estimar cada F − gn 2
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Tabla 3.3: Tiempos de arribo calculados para el Modelo 2 mediante el algoritmo de PE y
comparados con los obtenidos de Burger (1992). Se puede apreciar como la onda refractada a
partir del geo´fono 30 llega a ser ma´s ra´pida que la onda directa.
Geo´fono (m)
Tiempo de arribo (ms)
Onda Directa
Onda Refractada Onda Refractada
Burger (1992) PE
3 2.14 14.24 14.45
6 4.29 14.91 14.91
9 4.29 14.91 14.91
12 8.57 16.24 16.24
15 10.71 16.91 16.91
18 12.86 17.58 17.58
21 15 18.24 18.24
24 17.14 18.91 18.91
27 19.29 19.58 19.58
30 21.43 20.24 20.24
33 23.57 20.91 20.91
36 25.71 21.58 21.58
39 27.86 22.24 22.24
42 30 22.91 22.91
45 32.14 23.58 23.58
48 34.29 24.24 24.24
51 36.43 24.91 24.91
54 38.57 25.58 25.58
57 40.71 26.24 26.24
60 42.86 26.91 26.91
63 45 27.58 27.58
66 47.14 28.24 28.24
69 49.29 28.91 28.91
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Figura 3.6: Trazado de rayos que viajan a trave´s del estrato inferior del Modelo 2 a partir de las
coordenadas obtenidas por el algoritmo de PE
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Figura 3.7: Tiempos de arribo graficados a partir del Modelo 2.
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Modelo 3
El Modelo 3 es tomado de Burger (1992) en el que se considera un caso de 2 interfaces
y un semi-espacio. El modelo incrementa sus velocidades y puede representar una zona con
sedimentos no consolidados y consolidados que sobreyacen a un macizo rocoso (Tabla 3.4).
La Figura 3.9 muestra el cambio en la tendencia de los tiempos de arribo correspondientes a
cada capa.
Tabla 3.4: Para´metros utilizados para el Modelo 3.
Para´metros Modelo 3
Estrato Velocidad (m/s) Profundidad
1 400 m/s 15 m
2 2000 m/s 50 m
3 5000 m/s -
Para´metros de PE
Generaciones 200
Individuos 20
Espacio de bu´squeda F − gn
 10  20  30  40  50  60  70  80  90  100  110  120  130  140  150  160  170  180  190  200
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Figura 3.8: Trazado de rayos que viajan a trave´s de todos los estratos presentes en el Modelo 3.
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Figura 3.9: Tiempos de arribo graficados a partir del Modelo 3 (Figura 3.8).
Se interpreta una curva de tiempo de arribo como el da la Figura 3.9 representando un caso
de tres capas, ya que se tienen tres segmentos de l´ınea recta, cada uno con una pendiente
ma´s baja que la ma´s cercana a la fuente de energ´ıa. Las velocidades para cada capa esta´n
disponibles a partir de la curva al igual que los espesores de las dos primeras capas. A partir
de esta informacio´n y de algu´n conocimiento general de la geolog´ıa local, se puede llegar a
un modelo razonable para la geolog´ıa superficial en el sitio de exploracio´n.
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Modelo 4
Para el Modelo 4 se toman 3 interfaces y un semi-espacio, lo que aumenta la cantidad
de variables a calcular que asciende a 288 considerando el nu´mero de capas y geo´fonos. En
la Figura 3.10 se muestra el resultado del modelado directo de s´ısmica de refraccio´n. En la
Figura 3.11 se presentan los tiempos de arribo calculados.
Tabla 3.5: Para´metros utilizados para el Modelo 4.
Para´metros Modelo 4
Estrato Velocidad (m/s) Profundidad Buzamiento
1 500 m/s 5 m 0◦
2 1000 m/s 15 m 0◦
3 2000 m/s 30 0◦
4 4000 m/s - -
Para´metros de PE
Generaciones 200
Individuos 20
Espacio de bu´squeda F − gn
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Figura 3.10: Trazado de rayos s´ısmicos que viajan a trave´s de todos los estratos del Modelo 4.
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Figura 3.11: Tiempos de arribo calculados para el Modelo 4.
3.2.3. Modelado inverso de S´ısmica de Refraccio´n utilizando
Programacio´n Evolutiva
Se ha definido el modelo geolo´gico utilizado para simular la trayectoria del rayo y as´ı obtener
los tiempos de arribo correspondientes para cada distancia fuente-geo´fono. Esta informacio´n
generada (datos sinte´ticos) sera´ utilizada como base para probar la efectividad del algortimo
de inversio´n. El primer paso consiste en definir el nu´mero de capas del modelo (Figura 3.1),
cuya posicio´n de la fuente se ubica al extremo izquierdo del perfil. Se utilizaron modelos
de capas horizontales con el fin de obtener los datos para inferir los para´metros geolo´gicos
mediante la optimizacio´n de la Ecuacio´n 3.8. La mutacio´n implementada en los problemas
analizados anteriormente ha sido la mutacio´n Gaussiana (Subseccio´n 2.3.1), cabe sen˜alar
que el rendimiento de un algoritmo depende directamente de este operador que puede ser
modificado para cada problema a resolver con el objetivo principal de reducir la tendencia
a quedar atrapado en un mı´nimo local y explorar todo el espacio de soluciones. Para este
caso se obtuvieron mejores resultados con una mutacio´n completamente diferente, misma que
se analizara´ a continuacio´n. Para esto, se procede a definir los operadores de Programacio´n
Evolutiva.
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1. Representacio´n del individuo
Los para´metros del modelo a inferir son la velocidad v del medio por el que viaja la
onda, la profundidad h del estrato y la coordenada x que representa la posicio´n por
la cual el rayo pasa de una interface a otra, se tendra´n nc ∗ 2 (donde nc representa el
nu´mero de capas) posiciones de x por cada geo´fono para el caso de refraccio´n s´ısmica.
El individuo es representado como un vector de nu´mero reales, los cuales se generan
aleatoriamente dentro del rango de bu´squeda para cada para´metro.
[
(x1 · · · xnc∗2), (v1 · · · vnc), (h1 · · · hnc), rms
]
(3.11)
el rms esta´ dado por la ecuacio´n (2.13).
2. Poblacio´n Inicial
Se generan aleatoriamente, en un espacio de bu´squeda y con distribucio´n uniforme, los
para´metros de un conjunto de individuos de la primera generacio´n (Poblacio´n Inicial)
los cuales son evaluados en la (2.13) arrojando un valor rms para cada uno de ellos.
3. Mutacio´n
El operador presentado para implementar la mutacio´n, esta´ basado en
(Marroqu´ın Navarro, 2012), a partir del cual se genera un cambio en una posicio´n
del rayo s´ısmico, esto hace posible mantener una diversidad que permita al algoritmo
escapar de mı´nimos locales. Se presentan dos principales cambios, en el primero se
elige una posicio´n al azar entre [(v1 · · · vn), (h1 · · · hn)], posteriormente se calcula
la distancia entre el valor elegido y cada uno de los extremos del rango de bu´squeda
dado. Una vez realizado lo anterior, se selecciona la distancia ma´s corta y se obtiene
el porcentaje de movimiento que se suma o resta a la posicio´n a mutar obteniendo
un rango [a, b] que permitira´ el movimiento o el cambio en el para´metro mutado,
asegurando que al momento de aplicar el porcentaje de movimiento nunca se saldra´
de los rangos establecidos. El segundo cambio ocurre en las posiciones [(x1 · · · xnc∗2)],
en el punto donde el rayo se refracta en su totalidad. La mutacio´n empleada es la
misma utilizada en los para´metros a inferir, con la excepcio´n de que el porcentaje de
movimiento se determina encontrando la distancia ma´s corta entre la posicio´n anterior
y posterior de la x seleccionada, obteniendo el rango cerrado [a, b] mostrado en la
Figura 3.12, el cual permite que la mutacio´n no salga de los rangos establecidos.
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4. Evaluacio´n
Los para´metros mutados son evaluados en (3.8) y posteriormente en (2.13) generando
un nuevo valor rms para cada individuo.
5. Seleccio´n
La seleccio´n utilizada para escoger a las mejores soluciones es la misma descrita en la
Seccio´n 2.4.
a b
[ ]
V
1
V
2
V
3
h1
h2
h3
α
1
α
2
α
3
Figura 3.12: Representacio´n de un individuo o rayo s´ısmico mutado que viaja a trave´s de un
modelo de velocidades.
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3.3. Sondeo Ele´ctrico Vertical (SEV)
3.3.1. Modelado Directo de SEV
En el contexto de la prospeccio´n geoele´ctrica planteamos el problema directo en la pra´ctica
del SEV en los siguientes te´rminos: determinar la curva de resistividad aparente que se obtiene
en la superficie de un medio estratificado de manera horizontal (Pous, 1983). El potencial a
una distancia r debido al punto medio de corriente I en superficie puede ser expresado como
V =
I
2π
∫
∞
0
k(λ)J0(λr)dλ (3.12)
donde J0(λr) es la funcio´n Bessel de orden cero , y k(λ) es la funcio´n kernel. La resistividad
aparente para un arreglo Shlumberger esta dada por
ρa = ρ1s
2
∫
∞
0
k(λ)J1(λs)dλ (3.13)
donde
ρa = resistividad aparente
s = semiespacio entre electrodos de corriente, AB/2
ρ1 = resistividad de la primera capa
λ = para´metro de integracio´n de dimensio´n 1/s
k = funcio´n kernel
J1 = funcio´n de Bessel de primer orden
Es conocido que la funcio´n kernel se determina imponiendo las condiciones de frontera
una vez que los para´metros de espesor y resistividad de cada capa han sido escogidos para
obtener su expresio´n se utiliza la relacio´n recursiva de Pekeris (1940) que esta´ dada por
ki =
ki+1 + Pi tanh(λti)
Pi + ki+1 tanh(λti)
(3.14)
donde
ti = hi − hi−1 = espesor de la capa
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Pi =
ρi
ρi+1
= razo´n entre las resistividades
en te´rminos de la transformada de resistividad (Ti = ρiki) (Koefoed, 1968), la Ecuacio´n 3.14
puede ser reescrita como
Ti =
Ti+1 + ρi tanh(λti)
1 +
Ti+1 tanh(λti)
ρi
(3.15)
Las resistividades y espesores que definen el corte geoele´ctrico esta´n contenidos como
para´metros en la funcio´n T, cuya expresio´n depende del nu´mero de capas considerado. A
ra´ız de la publicacio´n de Ghosh (1971) se demostro´ que la relacio´n entre la resistividad
aparente y la funcio´n transformada de resistividad podr´ıa verse a trave´s de un filtro lineal,
cuya funcio´n caracter´ıstica es independiente de los para´metros del corte geoele´ctrico. La
convolucio´n de los valores de resistividad aparente ρa(λ)n con los coeficientes del filtro (fj)
produce los valores de la transformada de resistividad Tn(λ) en un punto n. Esto se afirma
en la siguiente ecuacio´n de convolucio´n digitalizada
Tn(λ) =
N∑
j=1
fjρa(λ)n−j (3.16)
para n = 0, 1, 2, 3, 4, 5, ...
Para obtener los valores de resistividad aparente, el primer paso es calcular los valores
de transformada de resistividad para un medio estratificado en los puntos Tn(0, 1, 2, ....)
utilizando la relacio´n recursiva de Pekeris (3.14). Posteriormente, el valor de resistividad
aparente para un punto n es calculado utlizando
ρa(λ)n =
N∑
j=1
fjT (λ)n−j (3.17)
En la Tabla 3.6 se muestran los coeficientes del filtro digital “corto” que Ghosh (1971) propone
para un arreglo Schlumberger.
Tabla 3.6: Coeficientes del filtro digital “corto” de Ghosh para un arreglo Schlumberger.
α−2 α−1 α0 α1 α2 α3 α4 α5 α6
-0.0723 0.3999 0.3492 0.1675 0.0858 0.0358 0.0198 0.0067 0.0076
Guptasarma (1982) propuso un me´todo de optimizacio´n para crear filtros lineales de corta
longitud, con el cual se logro´ incrementar la precisio´n para los ca´lculos de resisitividades
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aparentes. El modelado de la curva de resistividad aparente en esta investigacio´n fue realizado
haciendo uso de un filtro Guptasarma de 11 puntos cuyos coeficientes se muestran en la
Tabla 3.7 (Sa´nchez Priego, 2012).
Tabla 3.7: Coeficientes del filtro Guptasarma de 11 puntos.
Abscisa (base-10) Abscisa (base-e) Coeficientes del filtro
-0.420 625 -0.968 524 854 74 0.041 873
-0.202 656 25 -0.466 633 260 21 -0.022 258
0.015 312 5 0.035 258 334 23 0.387 66
0.233 281 25 0.537 149 928 69 0.647 103
0.451 25 1.039 041 523 21 1.848 73
0.669 218 75 1.540 933 117 65 -2.960 84
0.887 187 5 2.042 824 712 17 1.358 412
1.105 156 25 2.544 716 306 69 -0.377 59
1.323 125 3.046 607 901 13 0.097 107
1.541 093 75 3.548 499 495 63 -0.024 243
1.759 062 5 4.050 391 090 11 0.004 046
Para evaluar la resistividad aparente en un arreglo Schlumberger con un espaciado s primero
se determina T (λ) para r = 1, ...., N , utlizando
λr = 10
ar − log10 s (3.18)
donde ar son los valores de la abscisa en base-10 que se muestran en la Tabla 3.7. Los valores
de resistividad aparente son dados por
ρα =
N∑
r=1
frT (λr) (3.19)
donde fr representa los coeficientes del filtro Guptasarma (1982). Para utilizar los valores de
la abscisa en base e, λr debe ser calculada como
λr = e
ar − loge s (3.20)
En la Figura 3.13 se muestran distintos modelos estratificados del subsuelo con sus respectivos
valores de resistividad aparente.
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(a) Curva de resistividad para un modelo de 2
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(b) Curva de resistiviad Tipo A.
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(c) Curva de resistiviad Tipo K.
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Figura 3.13: Curva de resistividad aparente para distintos modelos estratificados del subsuelo. Se
pueden apreciar algunas de las nomenclaturas utilizadas para la interpretacio´n, en caso de abordar
a mayor detalle este tema se recomienda consultar Telford et al. (1990) o Kearey et al. (2013)
.
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3.3.2. Modelado Inverso de SEV utilizando Programacio´n
Evolutiva
El objetivo de la inversio´n de resistividad aparente es estimar los espesores y resistividades
de las capas del modelo disen˜ado para datos sinte´ticos o del subsuelo en donde se realizo´
el estudio para datos reales. Utilizando la funcio´n de modelado directo (Ecuacio´n 3.19)
se generaron datos sinte´ticos de resistividad aparente para un conjunto predeterminado de
20 valores de AB/2, (Levent y Demirci, 2008) los cuales fueron utlizados para estimar los
para´metros del medio estratificado propuesto.
Para realizar la inversio´n de SEV’s, la Programacio´n Evolutiva fue implementada de la
siguiente manera:
1. Representacio´n del individuo
Individuo cuya cantidad de para´metros se aumenta dependiendo del nu´mero de estratos
del modelo (nc). Se representa de la siguiente manera:
[
ρ1 · · · ρnc, E1 · · · Enc−1, sd, rms
]
(3.21)
donde ρnc y Enc−1 son los para´metros a estimar para cada individuo n, sd es la
desviacio´n esta´ndar para la mutacio´n Gaussiana y
rms =
(
∑N
i=1 (ρα − ˆρα)
2
)
1/2
N1/2
(3.22)
donde ρˆα son los valores calculados de resistividad aparente y N = nu´mero de datos,
la Ecuacio´n 3.22 es la funcio´n a minimizar (Levent y Demirci, 2008) ya que se busca
una diferencia mı´nima entre los datos observados y calculados.
2. Poblacio´n Inicial
Se generan aleatoriamente, en un determinado espacio de bu´squeda, las desviaciones
esta´ndar sd y los para´metros de un conjunto de individuos de la primera generacio´n
(Poblacio´n Inicial) los cuales son evaluados en la Ecuacio´n 3.22 arrojando un valor rms
para cada uno de ellos. Es de esperar que en este caso el valor no sea o´ptimo ya que el
proceso es realizado completamente al azar.
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

ρ11 · · · ρnc1, E11 · · · E(nc−1)1, sd1, rms1
ρ12 · · · ρnc2, E12 · · · E(nc−1)2, sd2, rms2
...
...
...
...
...
...
...
...
ρ1n · · · ρncn, E1n · · · E(nc−1)n, sdn, rmsn


(3.23)
3. Mutacio´n
Todos los individuos de la poblacio´n son sometidos a una mutacio´n que modifica el valor
de sus para´metros, por lo que se genera una nueva poblacio´n de iguales dimensiones a
la Poblacio´n Inicial, la cual se denomina Poblacio´n Mutada.
4. Evaluacio´n
Los para´metros mutados son evaluados en (3.19) y posteriormente en (3.22) generando
un nuevo valor rms para cada individuo. Los individuos con valores rms ma´s bajos
tendra´n ma´s probabilidad de pasar a la siguiente generacio´n.
5. Seleccio´n
La seleccio´n utilizada para este problema es la misma descrita en la Seccio´n 2.4.
3.4. Inversio´n Conjunta
La inversio´n de datos geof´ısicos consiste en operar directamente sobre los datos para
obtener una perspectiva de la estructura que los generan. Se diferencia del enfoque tradicional
directo de interpretacio´n geof´ısica en la que se asume un modelo, se calcula su respuesta y
se compara con las observaciones; posteriormente los para´metros del modelo se modifican
de una manera que se espera mejorar el ajuste de datos. La adaptacio´n de la inversio´n
conjunta es la consecuencia directa de los me´todos complejos de interpretacio´n en geof´ısica
junto con el desarrollo de los me´todos de inversio´n. El te´rmino se ha aplicado en la literatura
para la inversio´n de datos medidos por diferentes principios f´ısicos. Por ejemplo para la
exploracio´n superficial, generalmente se representa la inversio´n conjunta da datos s´ısmicos
y geoele´ctricos. Vozoff y Jupp (1974) introdujeron tal me´todo mediante la combinacio´n de
datos resistivos y magnetotelu´ricos, observando una mejor resolucio´n en los para´metros del
modelo estimado. Las limitaciones de las te´cnicas individuales pueden reducirse en gran
medida adoptando esquemas de inversio´n conjunta. Diferentes cantidades f´ısicas pueden
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integrarse en una inversio´n conjunta, si al menos los datos medidos esta´n influenciados
por un subconjunto de para´metros comunes. Para el caso de datos s´ısmicos y geoele´ctricos
que representan respuestas f´ısicamente diferentes, el espesor de capa puede funcionar como
un para´metro comu´n en ambos. Los l´ımites entre dos capas de diferentes resistividades y
velocidades s´ısmicas puede no coincidir. Por lo tanto, puede ocurrir que, el nu´mero de capas
derivadas por inversio´n individual de datos s´ısmicos y geoele´ctricos no sean ide´nticos. Para
los modelos analizados en el presente trabajo, se asume que las interfaces de capas son las
mismas para las propiedades geoele´ctricas y s´ısmicas, con el objetivo de asegurar que los
datos de cada me´todo pueden combinarse en un esquema de inversio´n conjunta esperando
reducir en gran medida la singularidad e inestabilidad del problema, cabe sen˜alar que el rms
utilizado es el presentado por Levent y Demirci (2008).
3.4.1. Esquema de Inversio´n Conjunta mediante PE
Una vez analizada la inversio´n para cada me´todo, se han identificado las funciones de
modelado directo e individuos para cada uno de ellos, los cuales esta´n representados de la
siguiente manera
S´ısmica de Refraccio´n
Funcio´n para modelado directo
tiempo =
n∑
i=1
√
(xi+1 − xi)2 + ((mi+1xi+1 + hi+1)− (mixi + hi))2
Vi
+
√
(xn+2 − xn+1)2 + ((mn+1xn+2 + hn+1)− (mn+1xn+1 + hn+1))2
Vn+1
+
n∑
i=1
√
(xn+2+i − xn+1+i)2 + ((mn+1−ixn+2+i + hn+1−i)− (mn+2−ixn+1+i + hn+2−i))2
Vn+1−i
(3.24)
Individuo utilizado en PE para el modelado inverso
[
(x1 · · · xnc∗2), (v1 · · · vnc), (h1 · · · hnc), rms
]
(3.25)
para cada capa nc, x denota las coordenadas por donde pasa el rayo de una interface a otra,
h la profundidad y v la velocidad. Para m = 0, considerando que los modelos analizados se
presentan en capas horizontales.
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Sondeo Ele´ctrico Vertical
Funcio´n para modelado directo
ρα =
N∑
r=1
frT (λr) (3.26)
En un arreglo Schlumberger para un espaciado s primero se determina T (λ), dada por la
Ecuacio´n 3.15, para r = 1, ...., N , utlizando
λr = 10
ar − log10 s (3.27)
donde ar son los valores de la abscisa en base-10 que se muestran en la Tabla 3.7.
Individuo utilizado en PE para el modelado inverso
[
(ρ1 · · · ρnc), (E1 · · · Enc−1), rms
]
(3.28)
donde ρnc es la resistividad y Enc el espesor para cada capa nc.
Se propone un algoritmo de aplicacio´n conjunta con un enfoque multi-secuencial para
invertir datos de tiempo de arribo en refraccio´n s´ısmica y resistividad aparente en sondeo
ele´ctrico vertical para la delimitacio´n de manera simulta´nea de la velocidad, resistividad
y profundidad de cada una de las interfaces. Considerando que el espesor de capas es el
para´metro en comu´n para ambos y que la inversio´n es realizada mediante Programacio´n
Evolutiva, el individuo se representa de la siguiente manera:
[
(x1 · · · xnc∗2), (v1 · · · vnc), (h1 · · · hnc), (ρ1 · · · ρnc), rms
]
(3.29)
el rms utilizado para obtener la diferencia mı´nima entre datos observados y calculados fue
el siguiente:
rms =
(
∑N
i=1 (datoobs − datocal)2)
1/2
N1/2
(3.30)
donde N = nu´mero de datos. Aunque la inversio´n presentada en S´ısmica de Refraccio´n es
por medio de Programacio´n Evolutiva, es oportuno considerar las te´cnicas existentes para
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determinar profundidades y velocidades (Burger, 1992), esto con la finalidad de obtener una
mejor estimacio´n de para´metros.
3.5. Resumen
En este cap´ıtulo se realizo´ un ana´lisis de cada una de las funciones utilizadas para resolver
el modelado directo en Refraccio´n (Ecuacio´n 3.8) y SEV (Ecuacio´n 3.19) que relacionan los
tiempos de arribo y los valores de resistividad aparente con los para´metros del modelo que
son la velocidad, la profundidad y resistividad de los estratos.
Posteriormente se presenta una descripcio´n detallada de cada uno de los operadores
de Programacio´n Evolutiva para resolver el problema inverso de cada me´todo de manera
individual. Por u´ltimo se presenta un esquema de inversio´n conjunta relacionando la
profundidad como para´metro en comu´n para Refraccio´n y SEV. En el Cap´ıtulo 4 se presentan
las pruebas de inversio´n de datos a las que fue sometido el algoritmo.
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Cap´ıtulo 4
Ana´lisis y Resultados
4.1. Introduccio´n
A continuacio´n se muestran los resultados de la inversio´n aplicada a distintos modelos
estratificados del subsuelo. Por medio de la Ecuacio´n 3.24 para S´ısmica de Refraccio´n y la
Ecuacio´n 3.19 para Sondeos Ele´ctricos Verticales fueron generados los datos sinte´ticos a los
cuales se les agrego´ un cierto porcentaje de ruido gaussiano. Para cada modelo sometido
a prueba se obtuvo un conjunto de 4 gra´ficas para comprender de una mejor manera el
funcionamiento del algoritmo utilizado, mostrando la solucio´n final de la inversio´n:
a) Gra´fica Tiempo-Distancia, la cual muestra los tiempos de arribo calculados por medio
de la optimizacion de la Ecuacio´n 3.24 utilizando PE.
b) Curva de resistividad aparente del modelo analizado, calculada mediante el filtro lineal
de 11 puntos de Guptasarma.
c) Gra´fica RMS que muestra el error entre los datos observados y calculados en cada
generacio´n.
d) Modelo estimado a partir de los para´metros calculados en la inversio´n, que corresponde
al mejor individuo de cada generacio´n.
Se realizo´ la inversio´n de 7 modelos con distintos grados de complejidad para validar la
efectividad del algoritmo, los para´metros a estimar son la Velocidad, la Resistividad y la
Profundidad del estrato.
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4.2. Inversio´n de Datos
Como primer ejemplo se presenta un caso de 2 capas (Figura 4.1) para mostrar la evolucio´n
de una poblacio´n de 100 individuos a lo largo de 300 generaciones que se muestran desde la
Figura 4.2 hasta la Figura 4.6. La evolucio´n muestra la convergencia de una gran cantidad de
individuos a una misma solucio´n. El modelo estimado presentado en la gra´fica corresponde al
mejor individuo de cada generacion. En la primera generacio´n se observa como la poblacio´n
inicial explora todo el espacio de soluciones de manera uniforme por lo que el modelo estimado
se encuentra bastante alejado de la solucio´n real. En la Tabla 4.1 se presentan los para´metros
utilizados en la PE.
Distancia (m)
0 10 20 30 40 50 60
10 m
v1=500m/s
v2=1000m/s 0 °
ρ1=50(Ωm)
ρ2=150(Ωm)
Powered by TCPDF (www.tcpdf.org)
Figura 4.1: Para´metros del Modelo 1, de 2 capas con resistividades y velocidades en orden
ascendente.
Tabla 4.1: Para´metros utilizados en los operadores de Programacio´n Evolutiva para el Modelo 1,
as´ı como los espacios de bu´squeda establecidos para cada para´metro a estimar (EB).
Generaciones Individuos EB Profundidad EB Velocidad EB Resistividad
300 100 0-50 m 0-2000 m/s 0-300 Ω-m
Es importante sen˜alar que en S´ısmica de Refraccio´n se tomaron los tiempos de arribo
refractados en la segunda capa para un arreglo de 12 geo´fonos distribuidos a lo largo de 60m;
para el SEV se tomo´ la curva de resistividad aparente generada por el medio estratificado.
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Figura 4.2: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 1 en la generacio´n 1, la
poblacio´n inicial explora todo el espacio de soluciones.
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Figura 4.3: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 1 en la generacio´n 20, se puede
apreciar la tendencia a seguir en las siguientes generaciones.
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Figura 4.4: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 1 en la generacio´n 50.
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Figura 4.5: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 1 en la generacio´n 150.
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Figura 4.6: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 1 en la generacio´n 300, a partir
de la generacio´n 150 se puede apreciar una estabilidad en el valor rms. Todos los individuos han llegado a una misma solucio´n.
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4.2.1. Inversio´n de datos para modelos de 3 capas y un semiespacio
Modelo 2
A partir de este ejemplo se utilizo´ la te´cnica de determinacio´n de velocidades para S´ısmica
de Refraccio´n en un medio estratificado (1/pendiente de la recta), esto con la finalidad de
reducir el espacios de bu´squeda en la velocidad la cual se determino´ con un porcentaje de
movimiento (%M) similar al mostrado en la Subseccio´n 3.2.3 al aplicar la mutacio´n en el
algoritmo para obtener una mejor estimacio´n de para´metros. En el Modelo 2 mostrado en la
Figura 4.7, se presenta un medio de 3 capas y un semiespacio con resistividad y velocidad
ascendente, el resultado final de la inversio´n se muestra gra´ficamente en la Figura 4.8. La
Tabla 4.2 presenta los para´metros utilizados en los operadores de Programacio´n Evolutiva
aplicada al Modelo 2.
Distancia (m)
0 50 100 150 200
15 m
50 m
v1=400m/s
v2=2000m/s
v3=5000m/s
0 °
0 °
ρ1=20(Ωm)
ρ2=100(Ωm)
ρ3=200(Ωm)
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Figura 4.7: Para´metros del Modelo 2, de tres capas con velocidades y resistividades en orden
ascendente.
Tabla 4.2: Para´metros utilizados en los operadores de Programacio´n Evolutiva para el Modelo 2,
as´ı como los espacios de bu´squeda establecidos para cada para´metro a estimar (EB).
Generaciones Individuos EB Profundidad EB Resistividad %M Velocidad
500 10 0-60 m 0-500 Ω-m 20
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Figura 4.8: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 2.
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Modelo 3
Se presenta una capa resistiva en medio de dos conductivas mostrado en la Figura 4.9, con
el objetivo de resolver la inversio´n en un problema de equivalencia, para estos casos puede
resultar ma´s dif´ıcil ya que se puede presentar un conjunto de soluciones que tengan un buen
ajuste a la curva de resistividad aparente, aunque con la informacio´n proporcionada por la
s´ısmica de refraccio´n se puede reducir esta incertidumbre, para determinar la solucio´n o´ptima
del modelo se toma aquella con el valor rms ma´s bajo. El resultado final de la inversio´n se
muestra gra´ficamente en la Figura 4.10. La Tabla 4.3 presenta los para´metros utilizados en
los operadores de Programacio´n Evolutiva aplicada al Modelo 3.
Distancia (m)
0 20 40 60 80 100
10 m
25 m
v1=500m/s
v2=1000m/s
v3=2000m/s
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Figura 4.9: Para´metros del Modelo 3, de tres capas con velocidades ascendentes y una capa resistiva
en medio de dos conductivas.
Tabla 4.3: Para´metros utilizados en los operadores de Programacio´n Evolutiva para el Modelo 3,
as´ı como los espacios de bu´squeda establecidos para cada para´metro a estimar (EB).
Generaciones Individuos EB Profundidad EB Resistividad %M Velocidad
500 10 0-60 m 0-300 Ω-m 20
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Figura 4.10: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 3.
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Modelo 4
A partir de este modelo se agrego´ un 5% de ruido gaussiano a los datos observados para
simular las condiciones de los datos reales. Al igual que en el Modelo 3 se plantea un problema
de equivalencia como se presenta en la Figura 4.11, aunque para este caso se propone un medio
conductor en medio de dos resistivos. En la Tabla 4.4 se muestran los para´metros utilizados
en la PE; mientras que en la Figura 4.12 se muestra el resultado final de la inversio´n.
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Figura 4.11: Para´metros del Modelo 4, de tres capas con velocidades ascendentes y una capa
conductiva en medio de dos resistivas.
Tabla 4.4: Para´metros utilizados en los operadores de Programacio´n Evolutiva para el Modelo 4,
as´ı como los espacios de bu´squeda establecidos para cada para´metro a estimar (EB).
Generaciones Individuos EB Profundidad EB Resistividad %M Velocidad
800 10 0-40 m 0-300 Ω-m 20
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Figura 4.12: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 4.
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4.2.2. Inversio´n de datos para modelos de 4 capas
Modelo 5
El Modelo 5 fue disen˜ado para 4 capas en el cual se presentan valores de resistividad
ascendentes con la profundidad como se muestra en la Figura 4.13. Conforme el modelo
se vuelve ma´s complejo la cantidad de variables aumenta por lo que puede ser requerida
una mayor cantidad de generaciones para llegar a una solucio´n o´ptima. En la Tabla 4.5 se
muestran los para´metros utilizados en la PE, mientras que en la Figura 4.14 se muestra el
resultado final de la inversio´n.
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Figura 4.13: Para´metros del Modelo 5, de 4 capas con velocidades y resistividades en orden
ascendente.
Tabla 4.5: Para´metros utilizados en los operadores de Programacio´n Evolutiva para el Modelo 5,
as´ı como los espacios de bu´squeda establecidos para cada para´metro a estimar (EB).
Generaciones Individuos EB Profundidad EB Resistividad %M Velocidad
800 10 0-40 m 0-400 Ω-m 20
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Figura 4.14: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 5.
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Modelo 6
Para el Modelo 6 se presentan distintos medios conductivos intercalados con resistivos
aumentando la complejidad del problema (Figura 4.15). En la Tabla 4.6 se muestran los
para´metros utilizados en la PE, mientras que en la Figura 4.16 se muestra el resultado final
de la inversio´n.
Distancia (m)
0 20 40 60 80 100 120
5 m
15 m
30 m
v1=500m/s
v2=1000m/s
v3=2000m/s
v4=4000m/s
0 °
0 °
0 °
ρ1=30(Ωm)
ρ2=250(Ωm)
ρ3=10(Ωm)
ρ4=100(Ωm)
Powered by TCPDF (www.tcpdf.org)
Figura 4.15: Para´metros del Modelo 6, de 4 capas con velocidades ascendentes y alternacio´n en
resistividades.
Tabla 4.6: Para´metros utilizados en los operadores de Programacio´n Evolutiva para el Modelo 6,
as´ı como los espacios de bu´squeda establecidos para cada para´metro a estimar (EB).
Generaciones Individuos EB Profundidad EB Resistividad %M Velocidad
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Figura 4.16: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 6.
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4.2.3. Inversio´n de datos para un modelo complejo
Modelo 7
Para este caso se analizo´ un modelo que presenta un mismo medio intemperizado
superficialmente y humedecido a cierta profundidad, por lo que s´ısmicamente se comporta
como un medio de 2 capas y resistivamente como un medio de tres capas (Figura 4.17). En la
Tabla 4.7 se muestran los para´metros utilizados en la PE. La Figura 4.18 muestra el resultado
final de la inversio´n.
Distancia (m)
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Figura 4.17: Para´metros del Modelo 7, que consiste de dos capas para s´ısmica y tres capas para
resistividad.
Tabla 4.7: Para´metros utilizados en los operadores de Programacio´n Evolutiva para el Modelo 7,
as´ı como los espacios de bu´squeda establecidos para cada para´metro a estimar (EB).
Generaciones Individuos EB Profundidad EB Resistividad %M Velocidad
800 10 0-40 m 0-400 Ω-m 20
Se aplico´ un 5% de ruido gaussiano a los datos sinte´ticos de s´ısmica y resistividad del
Modelo 7 para simular las condiciones de datos reales y se realizo´ la inversio´n. La Figura 4.19
muestra los resultados obtenidos.
62
C
A
P
I´T
U
L
O
4.
A
N
A´
L
IS
IS
Y
R
E
S
U
L
T
A
D
O
S
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
20 40 60 80 100
20
40
60
80
10
0
12
0
Tiempo−Distancia
Distancia (m)
Ti
em
po
 (m
s)
● Observado
Calculado
● ● ● ● ●
●
● ● ●
●
●
●
●
●
● ●
● ●
● ●
1 2 5 10 20 50 100 200
20
50
10
0
20
0
50
0
Curva de Resistividad Aparente
AB/2 (m)
R
es
is
tiv
id
ad
 A
pa
re
nt
e 
(O
hm
−m
) ● ObservadoCalculado
0 200 400 600 800
1
2
5
10
20
RMS
Generaciones
R
M
S
Error
Distancia (m)
Modelo Estimado
Pr
of
un
di
da
d 
(m
)
0 20 40 60 80 100
−
40
−
30
−
20
−
10
0
5.08 m
15.13 m
v1=499.93m/s
v2=503.24m/s
v3=1501m/s
0 °
0 °
ρ1=99.29(Ωm)
ρ2=50.57(Ωm)
ρ3=198.15(Ωm)
Caso sin Ruido
Powered by TCPDF (www.tcpdf.org)
Figura 4.18: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 7.
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Figura 4.19: Resultado de la inversio´n conjunta de datos de resistividad aparente y tiempos de arribo del Modelo 7 contaminado con un 5%
de ruido gaussiano.
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4.3. Ana´lisis
Se presenta un distinto grado de complejidad para cada uno de los modelos analizados,
con el objetivo de probar la versatilidad del algoritmo de inversio´n. Se puede apreciar que al
pasar un nu´mero determinado de generaciones el valor RMS no sufre cambios significativos,
esto debido a que las diferencias entre los datos observados y calculados son mı´nimos por lo
que el problema converge a una misma solucio´n, que corresponde a los para´metros estimados
en la inversio´n conjunta.
Al realizar la inversio´n en modelos contaminados con ruido, el valor RMS es proporcional
con el porcentaje de ruido de los datos, pero se obtienen buenos resultados con niveles de 1
al 5% de ruido gaussiano. El nu´mero de generaciones e individuos utilizados para resolver
cada problema puede variar, para este caso se obtuvo un mejor rendimiento al utilizar un
nu´mero reducido de individuos.
4.4. Resumen
Se han presentado los resultados obtenidos mediante las pruebas de inversio´n para
distintos modelos estratificados del subsuelo, en ellos se pueden observar las diferencias
mı´nimas entre los datos observados y calculados produciendo una estimacio´n de para´metros
bastante aproximada a los modelos propuestos en el problema directo, lo que comprueba el
funcionamiento correcto del algoritmo de inversio´n.
Como se puede apreciar en los me´todos sometidos a prueba, los espacios de bu´squeda
seleccionados var´ıan para cada para´metro a estimar, esto mejora considerablemente el
rendimiento del algoritmo ya que al aplicar ciertas restricciones, se eliminan las soluciones
no viables.
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Conclusiones y Recomendaciones
5.1. Conclusiones
El algoritmo aplicado a la inversio´n conjunta de S´ısmica de Refraccio´n y SEV’s tuvo como
resultado una estimacio´n de para´metros bastante aproximada a los propuestos en el modelado
directo. Se probo´ que es capaz de ser utilizado en datos sinte´ticos contaminados con ruido
validando su efectividad al trabajar con datos reales, por lo que la Programacio´n Evolutiva
puede ser considerada como una buena opcio´n para resolver el problema inverso en geof´ısica.
Algunas particularidades en la bu´squeda de la solucio´n al problema inverso son:
a) La seleccio´n de un rango de bu´squeda lo suficientemente amplio para explorar el espacio
de soluciones que es acortado con el paso de las generaciones hasta llegar a una solucio´n
o´ptima.
b) Este rango de bu´squeda inicial puede ser reducido con informacio´n geof´ısica y geolo´gica
del a´rea de estudio con la finalidad de mejorar el tiempo de co´mputo y la solucio´n
estimada por el algoritmo.
c) Establecer un nu´mero de generaciones e individuos puede ser diferente para cada
problema a resolver, en este trabajo se resolvieron distintos problemas de optimizacio´n
cuyos para´metros de PE var´ıan para cada uno de ellos.
El uso de las te´cnicas metaheur´ısticas en la geof´ısica es viable ya que muchos de los
problemas que presentan un alto grado de complejidad pueden ser planteados como un
problema de optimizacio´n. El lenguaje de programacio´n R demostro´ que a pesar de tener
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un enfoque estad´ıstico posee la capacidad necesaria para ser utilizado al abordar problemas
de optimizacio´n.
5.2. Recomendaciones
Existen mejoras que pueden implementarse en el me´todo propuesto, algunas
recomendaciones que se pueden desprender como un trabajo futuro son las siguientes:
a) Efectuar la inversio´n conjunta combinando me´todos geof´ısicos que no hayan sido
analizados en el presente trabajo, para considerar la relacio´n de para´metros en comu´n
de cantidades f´ısicas diferentes.
b) Realizar la inversio´n en modelos con anisotrop´ıa en el medio, as´ı como en distintas
geometr´ıas del subsuelo.
c) Adaptar la PE a la inversio´n de datos en modelos 2-D del subsuelo.
d) Combinar la Optimizacio´n Multiobjetivo con los Algoritmos Evolutivos, ya que la
inversio´n conjunta requiere la optimizacio´n simulta´nea de ma´s de una funcio´n.
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