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ある．Zhao and Li [3]により連続変数を 1つ持つナップサック問題に対する 1/2-近似アルゴリズ




























θ∗ ≤ f(x̄) ≤ αθ∗
を満たす許容解 x̄を返すアルゴリズムをその最小化問題に対する α-近似アルゴリズムとよぶ．こ
のとき，α ≥ 1である．同様にして最大化問題の場合，任意のインスタンスに対しその最適値 θ∗
に関して
















aijxj ≥ bi (i = 1, . . . ,m)













aijxj ≥ bi (i = 1, . . . ,m)
xj ≥ 0 (j = 1, . . . , n)
(2.2)












aijyi ≤ cj (j = 1, . . . , n)
yi ≥ 0 (i = 1, . . . ,m)
(2.3)
となる．あるアルゴリズムから得られる解 x̄と双対問題 (2.3)のある解 ȳが次の補題を満たすな
らばアルゴリズムは問題 (2.1)に対する αβ-近似アルゴリズムであるといえる．
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定理 2.1 (田村，村松 [7, 定理 2.3，注 2.8]) 線形計画問題では，主問題と双対問題がともに実
行可能ならばこれらは最適解をもち，それぞれの最適値は一致する．
定理 2.1は双対定理と呼ばれる．
定理 2.2 問題 (2.1)の解 x̄と問題 (2.3)の解 ȳがある α > 0，β > 0に関して
j = 1, . . . , nに対しx̄j > 0 =⇒
m∑
i=1
aij ȳi ≥ cj/α (2.4a)
i = 1, . . . ,mに対しȳi > 0 =⇒
n∑
j=1





























cj x̄j ≤ αβθ
となる．さらに問題 (2.2)は問題 (2.1)の LP緩和であることから θ ≤ θ∗なので，
n∑
j=1






ナップサック問題 (KP)は品物の集合 V = {1, . . . , n}，品物 jの重さ wj ∈ Z++ (j ∈ V )，価値












xj ∈ {0, 1} (j ∈ V )
(KP)
と定式化される [1]．ただし，以下を仮定する．





ε > 0に依存する．そこでKPに対する 1/2-近似アルゴリズム [1]が知られている．そのアルゴリ
ズム (アルゴリズムAと呼ぶ)を以下に記す．
アルゴリズムA
Input: KPのデータ V = {1, . . . , n}，w ∈ Zn++，r ∈ Z++，v ∈ Zn++
Output: x̄ ∈ {0, 1}n，I ⊆ V，s ∈ V
Step 1. I ← ∅とする．








j∈I wj + wi ≤ rならば I ← I ∪ {i}として Step 2に戻る．
Step 4.
∑
j∈I vj ≤ viならば Step 6へ




1 if j ∈ I
0 otherwise
とし，Step 7へ




1 if j = i
0 otherwise
とする．













xj ∈ [0, 1] (j ∈ V )
(LKP)
と定式化する．KPとアルゴリズム Aに関する諸定理を以下に記す．また，以下では簡単のため
に品物は 1から順番に s番目まで選択されたものとし，I = {1, . . . , s− 1}とする．
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if j = s
0 if j = s+ 1, . . . , n
となる．
定理 2.4 アルゴリズムAはKPに対する 1/2-近似アルゴリズムである．
証明 KPの最適値を θ∗とし，LKPの最適解を θLPとしたとき最大化問題の性質より，
θLP ≥ θ∗
が成り立つ．よってアルゴリズムAより得られる I と sを用いると定理 2.3より
∑
j∈I

























連続変数を 1つもつナップサック問題はMarchand and Wolsey [2]によって提案された問題で












wjxj ≤ r + s
xj ∈ {0, 1} (j ∈ V )













wjxj ≤ r + s
xj ∈ {0, 1} (j ∈ V )














wjxj ≤ r + s
xj ∈ {0, 1} (j ∈ V )
s ∈ [l, 0]
(2.6)
に分解することができる．ここで，問題 (2.5)の最適解と問題 (2.6)の最適解のうち最適値が大き
いものを選択すれば (KPC)の最適解になることがわかる．なぜならば連続変数 sは 1つしかない
ため，(KPC)の最適解において s ≥ 0あるいは s < 0のどちらかの値をとるためである．ここで











wjxj ≤ r′ + s′
xj ∈ {0, 1} (j ∈ V )
s′ ∈ [0, l′]
(2.7)
と等価に変形することができる．問題 (2.7)は問題 (2.5)と目的関数のみが違うことに注目する．問




vj x̄j − cs̄ ≥ α
∑
j∈V




vj x̄j − cs̄+ cl′ ≥ α
∑
j∈V
vj x̃j − αcs̃+ cl′ ≥ α
∑
j∈V
vj x̃j − αcs̃+ αcl′
が得られる．このことより，問題 (2.5)に α-近似アルゴリズムが存在するならば問題 (2.7)にも α-
近似アルゴリズムが存在することがわかる．
また，KPCの最適値を θOPTとし，さらに問題 (2.5)と (2.7)の最適値をそれぞれ θ1OPTと θ2OPT，




OPT ≥ max{θ1APX, θ2APX} ≥ αθ1OPT ≥ αθOPT
が成り立つ．またこれは θOPTと θ2OPTが一致する場合も同様である．よって問題 (2.5)に対する
α-近似アルゴリズムはKPCに対する α-近似アルゴリズムでもあるといえる．














Input: 問題 2.5のデータ V，w，r，v，u，c
Output: 目的関数値 C
Step 1. I = ∅とする．






Step 3. w(I) + wi > r + uならば Step 6へ
Step 4. v(I) ≥ v(I ∪ {i})ならば Step 6へ
Step 5. I ← I ∪ {i}とし，Step 2に戻る
Step 6. C = max{v(I), vi}を返す




最小化ナップサック問題 (MinKP)は品物の集合 V = {1, . . . , n}と品物 jの重さ aj ∈ Z++ (j ∈












xj ∈ {0, 1} (j ∈ V )
(MinKP)
と定式化される [5]．ただし以下を仮定する．
仮定 2 ∑j∈V aj ≥ b
CarrらはMinKPにおける品物の部分集合A ⊆ V を用いて妥当不等式
∑
j∈V \A












aj(A) = min{aj , b(A)}
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である．












aj(A)xj ≥ b(A) (A ⊆ V )













aj(A)y(A) ≤ cj (j ∈ V )
y(A) ≥ 0 (A ⊆ V )
となる．





Step 1. x← 0，y ← 0，I0 ← ∅，k ← 0， b̄← b，c̄j ← cj (∀j ∈ V )と表記する．












c̄j ← c̄j − aj(Ik)y(Ik) (∀j ∈ V \ Ik),
Ik+1 ← Ik ∪ {i}
k ← k + 1
Step 4. b̄ > 0ならば Step 2に戻る．





1 if j ∈ Ik̄
0 if j ∈ V \ Ik̄
とする．
Step 6. x̄ = x，ȳ = y，k̄を解として出力




























xj ∈ {0, 1} (j ∈ V )
ys ∈ [0, 1] (s ∈W )
(MinKPC)
で定式化する．ただし以下の仮定する．
仮定 3 ∑j∈V aj +
∑
s∈W us ≥ b
このとき，離散な品物の集合を V = {1, . . . , n}，連続な品物の集合を W = {1, . . . ,m} とし，
a, c ∈ Zn++，u,p ∈ Zm++，b ∈ Z++である．また，I ⊆ V，T ⊆W を用いて























• V : 離散な品物の集合
• W : 連続な品物の集合
• aj，cj (j ∈ V ): 離散な品物のパラメータ




• (x̄, ȳ): MinKPCの解
11
• G ⊆ 2V × 2W : アルゴリズムの反復から得られる情報
• {z̄(I, T ) | (I, T ) ∈ G}: MinKPCの LP緩和の双対問題の解
• k̄: V のカウンタ
• h̄: W のカウンタ
• ĥ: 任意の s ∈ Thについて ȳs > 0であるような最大の h
Step 1. I0 ← ∅，T0 ← ∅，k ← 0，h← 0，b̄← b，c̄j ← cj (j ∈ V )，p̄s ← ps (s ∈W )，G← ∅




| j ∈ V \ Ik
}




| s ∈W \ Th
}
を計算する．
Step 3. 「Th ̸= W かつ p̄tut <
c̄i
ai(Ik,Th)
」または Ik = V ならば以下を実行する．
3.1. 以下の通り更新する．
z̄(Ik, Th)← p̄t/ut
c̄j ← c̄j − aj(Ik, Th)z̄(Ik, Th) (j ∈ V \ Ik)
p̄s ← p̄s − usz̄(Ik, Th) (s ∈W \ Th)
b̄← b̄− ut
G← G ∪ {(Ik, Th)}
3.2. Th+1 ← Th ∪ {t}とする．
3.3. h← h+ 1とする
3.4. b̄ > 0ならば Step 2へ，そうでないならば Step 5へ
Step 4. 以下を実行する．
4.1. 以下の通り更新する．
z̄(Ik, Th)← c̄i/ai(Ik, Th)
c̄j ← c̄j − aj(Ik, Th)z̄(Ik, Th) (j ∈ V \ Ik)
p̄s ← p̄s − usz̄(Ik, Th) (s ∈W \ Th)
b̄← b̄− ai
G← G ∪ {(Ik, Th)}
4.2. Ik+1 ← Ik ∪ {i}とする．
4.3. k ← k + 1とする．
4.4. b̄ > 0ならば Step 2に戻る．
Step 5. z̄(Ik, Th)← 0とし，G← G ∪ {(Ik, Th)}とする．
Step 6. ĥ = hとし，ĥ > 0ならば以下を実行する．
6.1. s ∈ Tĥ \ Tĥ−1について
ys ← b(Ik̄, Tĥ−1)/us
とする．
6.2. ys = 0ならば ĥ← ĥ− 1とし，さらに ĥ > 0ならば Step 6.1に戻る．
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1 if j ∈ Ik̄





0 if s ∈W \ Th̄
1 if s ∈ Tĥ−1(ĥ > 0)
ys if s = ĥ
とする．
Step 8. (x̄, ȳ)，G，{z̄(I, T ) | (I, T ) ∈ G}，k̄，h̄，ĥを出力




Case A: 1回も Step 3が実行されずにアルゴリズムが終了する場合．このとき，アルゴリズムの
出力 ( ¯x, ȳ)において，連続な品物は 1つも選択されていない．
— h̄ = ĥ = 0となり，G = {(I0, T0), . . . , (Ik̄, T0)}，|G| = k̄ + 1となる (図 1)．
図 1: Case Aのときの Step 6前後の様子 (k̄ = 5, h̄ = 0, ĥ = 0)
Case B: 1回以上は Step 3が実行され，最後に Step 4.4から Step 5へ遷移する場合．
— h̄ ≥ ĥとなり，G = {(I0, T0), . . . , (Ik, Th̄), . . . , (Ik̄, Th̄)}，|G| = k̄ + h̄+ 1となる (図 2)．
図 2: Case Bのときの Step 6前後の様子 (k̄ = 2, h̄ = 3, ĥ = 2)
この場合，(Ik̄, Th) ∈ Gとなる hは h̄のみである．
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Case C: 1回以上は Step 4が実行され，最後に Step 3.4から Step 5へ遷移する場合．
— h̄ = ĥとなり，G = {(I0, T0), . . . , (Ik̄, Th), . . . , (Ik̄, Th̄)}，|G| = k̄ + h̄+ 1となる (図 3)．
図 3: Case Cのときの Step 6前後の様子 (k̄ = 3, h̄ = 2, ĥ = 2)
Case D: 1回も Step 4が実行されずにアルゴリズムが終了する場合．
— h̄ = ĥとなり，G = {(I0, T0), . . . , (I0, Th̄)}，|G| = h̄+ 1となる (図 4)．
図 4: Case Dのときの Step 6前後の様子 (k̄ = 0, h̄ = 5, ĥ = 5)
補題 3.1 アルゴリズムDより得られた (x̄, ȳ)はMinKPCの許容解である．
証明 アルゴリズム Step 7より，任意の j ∈ V について x̄j ∈ {0, 1}が成り立ち，かつ任意の

















≤ b(I0, Tĥ−1)− b(I0, Tĥ−1)
= 0






















aj(I, T )xj +
∑
s∈W\T















aj(I, T )xj +
∑
s∈W\T
usys ≥ b(I, T ) ((I, T ) ∈ G)
xj ≥ 0 (j ∈ V )













aj(I, T )z(I, T ) ≤ cj (j ∈ V )
∑
(I,T )∈G:s ̸∈T
usz(I, T ) ≤ ps (s ∈W )
z(I, T ) ≥ 0 ((I, T ) ∈ G)
(DLPM(G))
となる．
補題 3.2により LPM(G)がMinKPCの LP緩和であることを示す．
補題 3.2 MinKPCの任意の許容解 (x,y)は LPM(G)の許容解である．
証明 MinKPCの制約 xj ∈ {0, 1}，ys ∈ [0, 1]より，xj ≥ 0，ys ≥ 0は明らかに成り立つ．よって
MinKPCの許容解が任意の (I, T ) ∈ Gについて不等式
∑
j∈V \I
aj(I, T )xj +
∑
s∈W\T
usys ≥ b(I, T ) (3.1)
を満たしていることを示せばよい．ここで


















aj(I, T ) +
∑
s∈S\T
usys ≥ b(I, T ) (3.2)
が任意の (I, T ) ∈ Gについて成り立つことを示せば良い．
ここである j ∈ J \ Iについて aj(I, T ) = b(I, T )である場合，明らかに不等式 (3.2)は成立する．
そこで全ての j ∈ J \Iについて aj(I, T ) = ajの場合を考える．このとき定義より b(I, T ) > aj > 0
なので，











aj(I, T ) +
∑
s∈S\T





































usys − b ≥ 0
が成り立つ．したがって (x,y)は LPM(G)の許容解である． ✷
次にアルゴリズムDより得られる z̄がDLPM(G)の非負制約を満たしていることを示す．また，
z̄がこれ以外のDLPM(G)の制約を満たしていることについては補題 3.4と 3.5で証明する．
補題 3.3 アルゴリズムDより得られる z̄について任意の (I, T ) ∈ Gに対して
z̄(I, T ) ≥ 0
が成り立つ．
証明 アルゴリズム Step 3.1で c̄j が更新されるときは，
c̄j − aj(Ik, Th)z̄(Ik, Th) = c̄j − aj(Ik, Th) ·
p̄t
ut




が成り立つ．アルゴリズム Step 4.1で c̄j が更新されるときについても
c̄j − aj(Ik, Th)z̄(Ik, Th) = c̄j − aj(Ik, Th)
c̄i
ai(Ik, Th)





が成り立つ．ここで，アルゴリズム Step 4.1で c̄iが更新される場合を考えると




であり，c̄i = 0とされた後には Step 3.1と Step 4.1では更新されないため，アルゴリズム全体を
通して任意の j ∈ V について c̄j ≥ 0が成り立つ．同様にしてアルゴリズム全体を通して任意の
s ∈W について p̄s ≥ 0が成り立つ．また，定義より任意の (I, T ) ∈ Gについて aj(I, T ) ≥ 0であ
り，さらに任意の s ∈W について us ∈ R++なので Step 3.1と Step 4.1の z(I, T )の更新式より，
任意の (I, T ) ∈ Gについて z̄(I, T ) ≥ 0が成り立つ． ✷
補題 3.4 アルゴリズムDより得られる z̄と k̄に対し以下が成立する:
∑
(I,T )∈G:j /∈I
aj(I, T )z̄(I, T ) = cj , (∀j ∈ Ik̄) (3.3)
∑
(I,T )∈G:j /∈I
aj(I, T )z̄(I, T ) ≤ cj , (∀j ∈ V \ Ik̄) (3.4)
証明 補題 3.3より，アルゴリズム終了時に j ∈ Ik̄ であるような c̄j について c̄j = 0が成り立つ．
c̄j = 0と更新されるような反復では c̄j = 0とした後に Ik+1 = Ik ∪ {j}とすることに注意すると，




aj(I, T )z̄(I, T ) = 0





aj(I, T )z̄(I, T ) ≥ 0
となり，式 (3.4)が成立する． ✷
補題 3.5 アルゴリズムDより得られる z̄と h̄を用いると以下が成立する:
∑
(I,T )∈G:s/∈T
usz̄(I, T ) = ps, (∀s ∈ Th̄) (3.5)
∑
(I,T )∈G:s/∈T
usz̄(I, T ) ≤ ps, (∀s ∈W \ Th̄) (3.6)
証明 補題 3.3より，アルゴリズム終了時に s ∈ Th̄であるような p̄sについて p̄s = 0が成り立つ．
p̄s = 0と更新されるような反復では p̄s = 0とした後に Th+1 = Ih ∪ {s}とすることに注意すると，




usz̄(I, T ) = 0
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usz̄(I, T ) ≥ 0
となり，式 (3.6)が成立する． ✷
3.3 近似率の証明
本節ではアルゴリズムの近似率の証明を行う．Case A から D のそれぞれについて，以下が成
り立っていることに注意する．







aj ≥ b (3.7)
が成り立つ．













usȳs ≥ b (3.8)
が成り立つ．












usȳs ≥ b (3.9)
が成り立つ．















usȳs ≤ 2b(Ik, Th) (3.10)
が成り立つ．
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証明 仮定より，k̄ ≥ 1であるので，Case Dはありえない．よって Case A，B，Cの 3つの場合
について示す．
Case A: このとき h̄ = 0であることに注意すると，式 (3.10)を示すためには
∑
j∈V \Ik










aj(Ik, T0) + ak̄(Ik, T0)
と書ける．このとき，定義より ak̄(Ik, T0) ≤ b(Ik, T0)なので，式 (3.11)を示すためには
∑
j∈Ik̄−1\Ik
aj(Ik, T0) ≤ b(Ik, T0) (3.12)
を示せばよい．



















aj ≤ b(Ik, T0)
より不等式 (3.12)が成り立つ．


























usȳs ≤ b(Ik, Th)
を示せばよい．
































































usȳs ≤ b(Ik, Th)
を示せばよい．
このとき 14ページより，Case Cのとき h̄ = ĥなので，h < h̄の場合についてのみ考えれば良

















































usȳs ≤ 2b(Ik̄, Th) (3.13)
が成り立つ．
証明 このとき，∑j∈V \Ik̄ aj(Ik̄, Th)x̄j = 0なので，不等式 (3.13)を示すには
∑
s∈W\Th
usȳs ≤ 2b(Ik̄, Th) (3.14)
を示せばよい．ここで h ≥ ĥのときは∑s∈W\Th usȳs = 0より不等式 (3.14)は明らかに成り立つ．
次に h ≤ ĥ− 1の場合について考える．Case Aのとき h̄ = 0かつ ĥ = 0なので，(Ik, Th) ∈ Gな
ら h = h̄ = ĥである．今，h ≤ ĥ− 1のときを考えているため，Case Aはありえない．Case Bの
20
ときはページ 13の性質よりCase Aと同様にしてありえない．よってCase CとCase Dのときを























































証明 補題 3.1，補題 3.2より (x̄, ȳ)は LPM(G)の許容解であり，補題 3.3，補題 3.4，補題 3.5よ
り，{z̄(I, T ) | (I, T ) ∈ G}は DLPM(G)の許容解である．このとき LPM(G)と DLPM(G)には
許容解が存在するため，双対定理より 2つの問題に最適解が存在し，最適値が一致する．θLP を
LPM(G)の最適値としたとき，DLPM(G)の最適値も θLPである．また，補題 3.2より θ∗ ≥ θLP
が成り立つ．
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usz̄(I, T )− ps
⎞
⎠ ȳs






























































































数を 1つもつナップサック問題においては連続変数 sは s ∈ [l, u]となっている．MinKPCの定式
化のときに ys ∈ [0, 1]とし，ナップサック制約内で係数 usを掛けることにより最小化ナップサッ
ク問題における品物が連続であるような問題として扱っている．つまり本研究では連続変数 ysの
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