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Abstract. A central task in heterogeneous information networks (HIN)
is how to characterise an entity, which underlies a wide range of applica-
tions such as similarity search, entity proﬁling and linkage. Most existing
work focus on using the main features common to all. While this app-
roach makes sense in settings where commonality is of primary interest,
there are many scenarios as important where uncommon and discrimi-
native features are more useful. To address the problem, a novel model
COHIN (Characterize Objects in Heterogeneous Information Networks) is
proposed, where each object is characterized as a set of feature paths that
contain both main and discriminative features. In addition, we develop an
eﬀective pruning strategy to achieve greater query performance. Exten-
sive experiments on real datasets demonstrate that our proposed model
can achieve high performance.
1 Introduction
The recent boom of social network services of all kinds has brought excitement
to the research community with a wide range of interesting yet challenging top-
ics. Among them one area of particular research interest and practical value is
the characterisation, comparison and linkage of entities, especially user identity,
across diﬀerent platforms. Recent advances along this line include [1–4] which
focus on connecting users across diﬀerent social platforms with structural and
semantic information, [5–7] addressing entity resolution, and [4,8,9] investigating
similarity between objects of the same or diﬀerent types. Despite their multiplic-
ity and diversity, one common task central to all these work is to decide how to
select and prioritise the features in consideration. The answers to these questions,
unfortunately, are hardly straightforward as they depend on the nature of the
application. One large class of applications look for the commonality among enti-
ties where entities are characterised with the most similar features among them.
Naturally, solutions to these tasks focus on frequent patterns, or the “main”
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features of the entities, and it is along this line that most existing approaches
have been identiﬁed with. However, it is crucial to notice that, there are also suf-
ﬁcient, and equally important, application settings where “uncommon”, which
we refer to as discriminative, features actually play a more important role. In
these situations, we seek to identify what are unique about an entity, in order
to distinguish it from others in tasks of summarisation, comparison and linkage.
We further illustrate with the following examples.
Example 1: Entity Proﬁling. Proﬁling researchers from a heterogeneous infor-
mation network (HIN) such as DBLP is useful for academia. While it is impor-
tant to summarise the main features of a researcher, it is also valuable to identify
their unique aspects. This is because for many leading researchers, their proﬁles
would appear highly similar if we only focus on their main features. For exam-
ple, Philip S. Yu and Jiawei Han, both prominent researchers in data mining,
have published a great number of papers in the same venues, including KDD,
ICDM, SDM, etc., for many of which they are even co-authors. An informative
and insightful proﬁling algorithm should in this case be able to identify not only
what are similar between them but, perhaps more importantly, what are the
distinct research aspects of each as well, as further illustrated in the following
conceptual example.
Consider the example in Fig. 1, suppose Jim, Lee and Tom are researchers
who have published papers in several venues with diﬀerent terms. As seen in
Table 1(c), while they share the same main features, they do exhibit their unique-
ness if we take the discriminative features into account — Jim connects SIGIR
which has accepted his paper with the term IR, ICDE has accepted Lee’s paper
with the term DB, and Tom has published a paper in AAAI. Yet, as shown
in Table 1(a), since the authors have the same main features, frequent-pattern-
based solutions [10] would not work. Similarily, meta-path-based methods [9]
hardly help from Table 1(b). It is clear that to comprehensively proﬁle entities
in HINs, existing methods based on frequent patterns and meta-paths, such as
[8,9] would fall short by neglecting the discriminative features.
Fig. 1. An example of characterizing objects
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Table 1. Characterize authors with venue
(a) Frequent pattern
Author Venue
Jim KDD
Lee KDD
Tom KDD
(b) Meta path
Author Venue
Jim KDD
Lee KDD
Tom KDD
(c) Main and discrimi-
native features
Author Venue
Jim KDD, SIGIR
Lee KDD, ICDE
Tom KDD, AAAI
Example 2: User Identity Linkage. The problem of User Identity Linkage
(UIL), which aims to identify the accounts of the same user across diﬀerent social
platforms, has recently been attracting an increasing amount of attention and
eﬀort due to both the signiﬁcant research challenges and the immense practical
value of the problem [4]. One popular concept widely applied as intuition in
this problem is that of “homophile”, which essentially states that similar people
share similar traits, e.g., friends. In this setting, it translates into the logic that,
if two accounts uA and uB on two social platforms A and B respectively, we can
use the number of their common friends to measure how likely uA and uB belong
to the same user. Correct as it may be, this observation does not provide the
most eﬀective and eﬃcient clue to the identity linkage problem due to the fact
that people from the same context (workplace, school, neighbourhood) would
naturally share many common friends, which means it is hard to distinguish
two such people by this observation. On the other hand, what could really help
quickly identify the linkage is to look for those unique and discriminative friends,
few there maybe, that uA and uB both have. Similarly we can take advantage
of users’ discriminative interests or behaviour patterns, the availability of which
are well supported by the long-tail observation for social platforms.
We propose in this paper a novel model COHIN to extract both the main
and discriminative features that can be applied to a wide range of applications
including user linkage, similarity search and entity proﬁling. Lying at the heart
of these applications is how to measure similarity between two objects and ﬁnd
two objects with the minimum distance. We also propose a pruning strategy to
improve query performance instead of enumerating all candidates. We summarise
our major contributions as follows.
– We identify the importance of discriminative features in characterizing objects
in heterogeneous information networks, and propose the COHIN model.
– We develop novel algorithms to extract features for objects across diﬀerent
platforms. Furthermore, a novel pruning strategy is proposed with the goal
of achieving better query performance.
– We conduct extensive experiments on real datasets, and the experimental
results demonstrate that the proposed model COHIN can achieve high eﬃ-
ciency and accuracy.
The rest of paper is organized as follows. We brieﬂy review existing work
related to our problem in Sect. 2 and formulate the problem in Sect. 3. In Sect. 4,
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we introduce the baseline approach, which is followed by the optimization in
Sect. 5. We develop a pruning strategy in Sect. 6. Experiment results are reported
in Sect. 7, followed by the conclusion in Sect. 8.
2 Related Work
2.1 Heterogeneous Information Networks Analysis
As the basic mining functions for heterogeneous information networks, clustering
and classiﬁcation have received great attentions during the last decade [11–13].
Sun et al. [11] propose the RankClus to address the problem of generating clusters
with ranking information. The following work [12] develops a novel ranking-based
clustering method called NetClus, diﬀerent from [11] that focuses on bi-typed
heterogeneous network, a start network schema is proposed for the clustering of
multi-typed heterogeneous network.
Meta path-based similarity search and mining also play an important role
in analyzing the heterogeneous information networks, and the existing studies
[8,9,14] have made signiﬁcant contributions. The meta path-based similarity
measure called PathSim [8] is able to ﬁnd peer objects with the same type,
however it is not applicable for measuring relatedness between diﬀerent types of
objects. Followed by this work, a novel measure HeteSim [9] is proposed, with
the goal of measuring similarity between objects with the same type or diﬀerent
types based on the given meta paths.
2.2 User Linkage and Entity Resolution
Connecting corresponding identities across communities is a challenging problem
in heterogeneous information networks, which is ﬁrstly introduced in [15]. In
the following work, [1,3,4] pay attentions to user linkage with more abundant
information. The purpose of [3] is to address the cross-media user identiﬁcation
problem, where a behavioral model is proposed by considering the user names,
language and writing styles. The framework HYDRA [4] investigates the problem
of large-scale social identity linkage across diﬀerent social networks by integrating
all social information associated with a user.
Entity resolution is another concern in social networks [6,16,17]. [16] focuses
on ﬁnding identiﬁers referring to the same real-world entities, where several
adaptive techniques are developed for clustering and matching. As it is rather
hard to automatically select appropriate similarity functions, [6] deﬁnes “how
similar is similar”, by which inappropriate similarity functions are pruned.
2.3 Mining of Discriminative Features
Recently people pay attentions to mine the discriminative features for graph pat-
tern recognition [18–20]. A mining framework, called LEAP, is proposed in [18]
to ﬁnd the most discriminative subgraph. [19] studies the problem of supervised
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feature selection among frequent subgraphs, where an approach called CORK is
designed to optimize a submodular quality criterion for subgraph mining. [20]
develops a diversiﬁed discriminative feature selection method for graph classiﬁ-
cation, where discriminative score is used to select frequent subgraph features,
and a new diversiﬁed discriminative score is introduced to select features that
have a higher diversity.
3 Problem Statement
In this section, we present several deﬁnitions and the notations used throughout
the paper, and formulate the problem.
Deﬁnition 1 Information Network [8]. Given a network schema S =
(A,R), where A = {A} is a set of object types and R = {R} is a set of relations,
a heterogeneous information network is defined as a directed graph G = (V,E)
with an object type mapping function φ : V → A and a link type mapping func-
tion ψ : E → R. For each object v ∈ V , it belongs to one particular object
type φ(v) ∈ A, and each link e ∈ E belongs to a particular relation ψ(e) ∈ R.
When the types of objects |A| > 1 or the types of relations |R| > 1, the net-
work is called heterogeneous information network; otherwise, it reduces to
a homogeneous information network.
FAPCJim = Jim
(1,0.03)−−−−−→ Paper (0.308,0.03)−−−−−−−→ V enue
{
(0.25,0.67)−−−−−−−→ SIGIR
(0.75,0.042)−−−−−−−→ KDD
(1)
FAPCLee = Lee
(1,0.061)−−−−−→ Paper (0.3,0.06)−−−−−−→ V enue
{
(0.33,0.67)−−−−−−−→ ICDE
(0.67,0.083)−−−−−−−→ KDD
(2)
Deﬁnition 2 Meta Path [8]. A meta path P is a path defined on a schema
S = (A,R), and is denoted in the form of A1 R1−−→ A1 A2−−→ · · · Rl−1−−−→ Al, which
defines a composite relation R = R1 ◦ R2 ◦ · · · ◦ Rl−1 between type A1 and Al,
where ◦ represents the composition operator on relations.
The well-known bibliographic information network DBLP is a typical hetero-
geneous information network. As presented in the Fig. 2(a), the network schema
of DBLP dataset contains objects from four types of entities: authors (A), papers
(P ), venues (C) and terms (T ). The types of links connecting two objects are
deﬁned by the relations between them. For instance, the links between diﬀerent
papers denote citing or cited-by relations. Given two types A1 and A2, we use
A1
R−→ A2 to denote the relation R from A1 to A2.
For each meta path P, the length of P is the number of relations in it.
Furthermore, the type names are used to represent the meta path if there exist no
multiple relations between the same pair of types: P = (A1A2 · · ·Al). Seen from
Fig. 2(b), the length-2 meta path A writes−−−−→ P published−−−−−−→ C means authors publish
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Fig. 2. Bibliographic information network schema and a meta path
papers in conferences, short as APC. Given a concrete path p = (a1a2 · · · al)
between a1 and al in network G, the path is a instance of P(p ∈ P), if for each
ai we have φ(ai) = Ai and each link ei = 〈ai, ai+1〉 belongs to the relation Ri.
Deﬁnition 3 Relation Matrix. Given a meta path P = (A1A2 · · ·Al), a
matrix MP = UA1A2 · · ·UAl−1Al is defined as the relation matrix of P, where
UAiAi+1 is the adjacency matrix between type Ai and type Ai+1, and each element
MP(i, j) denotes the number of concrete paths between node xi ∈ A1 and node
yj ∈ Al, and |MP(i, ·)| is used to represent the number of paths from xi ∈ A1 to
the last type Al following the meta path P.
As seen in Eq. (3), MAPC represents the relation matrix of the meta path
P = APC in Fig. 1. The element M(1, 3) = 3 denotes the ﬁrst author Jim has
published 3 papers in the third conference KDD.
MAPC = UAP • UPC =
⎛
⎝1 0 3 00 1 2 0
0 0 3 1
⎞
⎠ (3)
Deﬁnition 4 Feature Path. Given a meta path P = (A1A2 · · ·Al) and an
object vi, a path FPvi = vi
(ω,δ)−−−→ A2 (ω,δ)−−−→ · · · (ω,δ)−−−→ Al (ω,δ)−−−→ θ is defined as
a feature path following the meta path P, where vi is an object of A1, ω and δ
denote the main and discrimination score of a link respectively, and θ is a set of
objects contained by the entity type Al.
For each feature path, the computation of ω and δ is threefold:
(1) Computing ω and δ base on the Eq. (4) for the ﬁrst link vi → A2,⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ω(vi, A2) =
|MA1A2 (i,·)|∑
Bk∈S
|MA1Bk (i,·)|
δ(vi, A2) =
||MA1A2 (i,·)|−
1
m
m∑
j=1
|MA1A2 (j,·)||
m∑
j=1
|MA1A2 (j,·)|
(4)
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where ω(vi, A2) denotes the main score of the link vi → A2, δ(vi, A2) represents
the discriminative score of this link compared with other links vi → Ak, and S
is a set of types that link A1 directly.
(2) For any two adjacent types At−1 and At (3 ≤ t ≤ l), we use the following
equations to compute ω and δ,⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ω(At−1, At) =
|MA1···At (i,·)|∑
Bk∈S
|MA1···At−1Bk(i,·)|
δ(At−1, At) =
||MA1···At (i,·)|−
1
m
m∑
j=1
|MA1···At (j,·)|
m∑
j=1
|MA1···At(j,·)|
(5)
where S is a set of types that link type At−1 directly, and 1
m
m∑
j=1
|MA1···At(j, ·)|
is the average number of paths of all objects from A1 to At following the meta
path P = A1 · · ·At.
(3) For the last type Al (Al
(ω,δ)−−−→ θ), Eq. (6) is used to compute ω(Al, vj)
and δ(Al, vj) between Al and each object vj ∈ Al.⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ω(Al, vj) =
M(i,j)
m∑
k=1
M(i,k)
δ(Al, vj) =
|M(i,j)−
1
m
m∑
k=1
M(i,k)|
m∑
k=1
M(i,k)
(6)
Consider the example in Fig. 1, given the meta path P1 = APC for
author Jim, we get the feature path FP1Jim presented in Eq. (1). Obviously,
the venue KDD is the main research domain of Jim due to the main score
ω(V enue,KDD) = 0.75. However, SIGIR is also a signiﬁcant property, which
distinguishes Jim from other authors with discriminative score δ(V enue, IR) =
0.67. Compared with Jim, Lee has the same main research domain KDD.
However, we can distinguish them easily, due to the discriminative feature
δ(V enue, ICDE) = 0.67 of Lee. From the example we know the main and dis-
criminative features are necessary while characterizing objects in heterogeneous
information networks.
Problem Formalization. Given a heterogeneous information network G =
(V,E) with a schema S, each object v in V is characterized as a set of feature
paths DFv = (FP1v ,FP2v , · · · ,FPmv ), where each feature path FPiv follows a certain
meta path Pi.
4 Baseline Method of COHIN
4.1 Calculation of Feature Paths
In this section, we propose a baseline method to calculate feature paths for
objects in V , where each feature path is computed based on a given meta path.
10 W. Chen et al.
Note that, objects are often compared with the same properties in real appli-
cations. For example, in DBLP, we measure the similarity between two authors
in their research domain with the meta path APT , and the meta path APA is
used to compare their co-authors. Consequently, we characterize objects with
feature paths that follow the same meta paths. Given a set of meta paths
P = {P1,P2, · · · ,Pm}, we can obtain DFv = (FP1v ,FP2v , · · · ,FPmv ) for each
object v based on Eqs. (4), (5) and (6).
4.2 Measure Similarity
The proposed model is applicable for many applications, such as entity match,
user linkage and similarity search. And the key element of these applications is
how to measure the similarity between any two objects with feature paths. Given
two objects v and v′, let DFv = {FP1v , · · · ,FPmv } and DFv′ = {FP1v′ , · · · ,FPmv′ }, we
use Dis(v, v′) to denote the distance between v and v′, which is given as follows:
Dis(v, v′) =
m∑
k=1
Dis(FPkv ,FPkv′ ) (7)
where Dis(FPkv ,FPkv′ ) denotes the distance between FPkv and FPkv′ , which is
discussed in the sequel.
Given a feature path FPkv = v
(ω,δ)−−−→ A2 (ω,δ)−−−→ · · · (ω,δ)−−−→ Al (ω,δ)−−−→ θ following
meta path Pk, and another feature path FPkv′ = v′
(ω,δ)−−−→ A2 (ω,δ)−−−→ · · · (ω,δ)−−−→
Am
(ω,δ)−−−→ θ′ following the same meta path Pk, the distance between FPkv and
FPkv′ is deﬁned as follows:
Dis(FPkv ,FPkv′ ) = |ω(v,A2) − ω(v′, A2)| + |δ(v,A2) − δ(v′, A2)| + Dis(θ, θ′)
+
l−1∑
k=2
|ωv(Ak, Ak+1) − ωv′(Ak, Ak+1)|
+
l−1∑
k=2
|δv(Ak, Ak+1) − δv′(Ak, Ak+1)| (8)
where the Dis(θ, θ′) denotes the distance between θ and θ′. Let θ = (v1, v2, · · · ,
vm) and θ′ = (v′1, v
′
2, · · · , v′n), Dis(θ, θ′) is given as follows:
Dis(θ, θ′) =
∑
vk∈θ∩θ′
(|ωv(Al, vk) − ωv′(Al, vk)| + |δv(Al, vk) − δv′(Al, vk)|) (9)
+
∑
vk∈θ−θ∩θ′
(ωv(Al, vk) + δv(Al, vk)) +
∑
vk∈θ′−θ∩θ′
(ωv′(Al, vk) + δv′(Al, vk))
Example 3: Given meta paths APC, APT and APA to calculate feature paths
for authors in Fig. 1, the distances between them are presented in Table 2. Based
on Eq. (7), we have Dis(Jim, Tom) = Dis(FAPCJim ,FAPCTom )+Dis(FAPTJim ,FAPTTom )
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Table 2. Distance between objects
(a) APC
Jim Lee Tom
Jim 0 2.104 1.834
Lee 2.104 0 2.104
Tom 1.834 2.104 0
(b) APT
Jim Lee Tom
Jim 0 2.092 1.834
Lee 2.092 0 2.092
Tom 1.834 2.092 0
(c) APA
Jim Lee Tom
Jim 0 1.253 1.4
Lee 1.253 0 1.253
Tom 1.4 1.253 0
+Dis(FAPAJim ,FAPATom )=5.068. Similarily, we can obtain Dis(Jim,Lee)=5.449 and
Dis(Tom,Lee)=5.449. Obviously, Jim and Tom are the most similarity objects
with respect to research interest and co-authorship, since Dis(Jim, Tom) <
Dis(Jim,Lee) and Dis(Jim, Tom) < Dis(Lee, Tom).
5 Optimization
The baseline method discussed in Sect. 4 can achieve high performance while
characterizing objects with feature paths that follow the same meta paths. How-
ever, this method may become unuseful if we characterize objects across diﬀerent
social platforms, due to the diversity of network schemas across diﬀerent plat-
forms, and it is diﬃcult to characterize objects with same meta paths. In order
to tackle the problem, we design more general approaches here.
Algorithm 1. Compute a Feature Path
Input: a network G with a schema S, an object v, λ
Output: a feature path FPv
1: Ao ← v;
2: repeat
3: add link Ao
(ω,δ)−−−→ Ai into the feature path FPv with the function choose (Ao);
4: Ao ← Ai;
5: until the length of FPv is larger than λ;
6: for vj ∈ Al do
7: compute ω(Al, vj) and δ(Al, vj) based on Eq.(6); //Al is the last node of FPv
8: end for
9: return the feature path FPv
10: Procedure choose (Ao)
11: for each type Ai linked with Ao do
12: select Ai with the maximum ω(Ai, Ao) + δ(Ai, Ao);
13: end for
14: return the link Ao
(ω,δ)−−−→ Ai;
As presented in Algorithm1, we develop a depth-ﬁrst method to characterize
objects with main and discriminative features, where Ao denotes the node that
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Fig. 3. Characterizing objects with feature paths (Color ﬁgure online)
need to be visited next, the function choose (Ao) is designed for selecting a
proper link Ao
(ω,δ)−−−→ Ai for each process, and λ denotes a given threshold of the
length of feature path.
Example 4: Continue the example in Fig. 1, given λ = 3, we get results pre-
sented in Fig. 3, where each tree is composed of a set of feature paths. In Fig. 3(a),
the blue part is a feature path that follows the mate path APA and the red part
follows the meta path APT . Compared with the baseline method, the results
here contain more signiﬁcant information.
Next, we develop novel approaches to measure similarity between diﬀerent
objects. As discussed in [21,22], measuring similarity between two trees contains
two components. (1) Transform a tree to a string. We construct an inverted
labeled Pru¨fer sequence (IPS) for a tree, where the post-order is used to num-
ber tree nodes. By extending IPS, we construct FIPS (extended IPS), which is
composed of a sequence of tuples in the form of (type, ω, δ). Seen from Table 3,
we construct IPS and FIPS for Jim, Lee and Tom. As we just consider the tree
nodes with ω and δ, the root node is omitted for FIPS. (2) Compute the edit
distance between two strings.
Given two trees with corresponding strings FIPS=(α1, · · · , αm), FIPS′ =
(β1, · · · , βn), a matrix G is proposed such that its element G[i, j] denotes the dis-
tance between substrings FIPSi = (α1, · · · , αi)(1 ≤ i ≤ m) and FIPS′j =
(β1, · · · , βj)(1 ≤ j ≤ n). The element G[i, j] is given as follows:
Table 3. IPS and FIPS
Author IPS and FIPS
Jim IPS: JimPaperPaperAuthorPaperTermPaperVenueAuthorTomAuthorLeeTer-
mDMTermIRVenueKDDVenueSIGIR
FIPS:
(Paper,1,0.03)(Paper,1,0.03)(Author,0.384,0.024)· · · (Venue,0.308,0.03)(SIGIR,0.25,0.667)
Lee IPS: LeePaperPaperAuthorPaperTermPaperVenueAuthorTomAuthorJimTer-
mDMTermDBVenueKDDConfICDE
FIPS: (Paper,1,0.061)(Paper,1,0.061)(Author,0.4,0.03)· · · (Venue,0.3,0.06)(ICDE,0.33,0.667)
Tom IPS: TomPaperPaperAuthorPaperTermPaperVenueAuthorLeeAuthorJimTer-
mAITermDMVenueAAAIConfKDD
FIPS:
(Paper,1,0.03)(Paper,1,0.03)(Author,0.384,0.024)· · · (Venue,0.308,0.03)(KDD,0.75,0.042)
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G[i, j] = min
⎧
⎪⎨
⎪⎩
G[i − 1, j] + αi.ω + αi.δ + 1
G[i, j − 1] + βj .ω + βj .δ + 1
G[i − 1, j − 1] + |αi.ω − βj .ω| + |αi.δ − βj .δ|, if αi.type = βj .type
G[i − 1, j − 1] + αi.ω + βj .ω + αi.δ + βj .δ + 1, if αi.type = βj .type
(10)
Note that the element G[m,n] holds the distance between the given trees.
In Fig. 3, we can obtain Dis(Jim,Lee)=G[19, 19] = 5.46, Dis(Jim, Tom) =
G[19, 19] = 5.05, and Dis(Lee, Tom) = G[19, 19] = 5.37.
6 Feature Score Based Prune Strategy
Given an object v and a set of objects V , a straightforward way to ﬁnd the
top-k objects with the minimum distance Dis(v, v′) is to calculate the distance
for each object v′ in V . However, this is very time consuming, especially for a
large |V |. With the goal of achieving high query performance, a feature score
based strategy is proposed to prune search space.
Firstly, we calculate the feature score for each object v′ in V based on
Eq. (11).
FSv′ =
∑
p∈FIPSv′
p.ω + p.δ (11)
Theorem 1. Given two objects v and v′ with FIPSv = (α1, · · · , αm) and
FIPSv′ = (β1, · · · , βn), it holds that Dis(v, v′) = G[m,n] ≥ |FSv − FSv′ |.
Proof. Let m ≤ n, Dis(v, v′) gets the minimum value when IPSv is a part
of IPSv′ after removing the ﬁrst node, which means that ∀αk ∈ FIPSv, there
exists βt ∈ FIPSv′ such that αk.tpye = βt.type, then Dis(v, v′) = G[m,n] ≥=
m∑
αk.tpye=βt.type
(|αk.ω − βt.ω| + |αk.δ − βt.δ|)+
∑
(βj .ω + βj .δ) = |FSv − FSv′ |,
where
∑
(βj .ω+βj .δ) denotes the sum of ω and δ for all βj in remained FIPSv′ .

unionsq
Secondly, we obtain a sorted set Vs by sorting objects in V according to
feature scores. Note that, we keep track of top-k objects with the minimum
distance Dis(v, v′), and the maximum value in current top-k results is denoted
as Dis(v, vk).
Theorem 2. Given an object v, for all unvisited objects v′ in Vs, they are pruned
if |FSv − FSv′ | ≥ Dis(v, vk).
Proof. According to Theorem1, for all unvisited objects, it holds that
Dis(v, v′) ≥ |FSv − FSv′ |. If |FSv − FSv′ | ≥ Dis(v, vk), we have Dis(v, v′) ≥
Dis(v, vk). Consequently, these objects should be pruned. 
unionsq
During the process of ﬁnding object v′ with the minimum distance Dis(v, v′),
we calculate Dis(v, v′) based on Eq. (10) and update Dis(v, vk) if necessary. The
process is terminated if |FSv − FSv′ | ≥ Dis(v, vk), according to Theorem2.
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7 Experiments
We conduct extensive experiments on real datasets to evaluate the performance
of the model through case studies, entity match and real-time query. All algo-
rithms are implemented on a Core i5-4570 3.2GHz machine with 16GB memory.
7.1 Datasets
We use the following three datasets: (1) DBLP: This dataset is collected from
DBLP website, which contains 1217512 authors with 2907314 papers. In order to
study the most powerful authors, we sort all authors with corresponding number
of papers and select the top 1015 authors with 742858 papers. (2) Renren:
Renren is an important social network for users to share comments, pictures,
videos, etc. The platform contains 240 million users in China. (3) Sina Weibo:
Sina is another popular social network of China with more than 200 million
registered users, and the number of active users is 89 million per month.
In order to study the performance of the proposed methods while collecting
objects from diﬀerent platforms, we select 2679 users from Renren and Sina as the
ground truth. Note that we use the following algorithms to compare performance
and eﬃciency. (1) HeteSim: which is proposed in [9]. (2) The baseline method
MFP, details of which are presented in Sect. 4. (3) The second method is OFP,
details of which are discussed in Sect. 5. (4) The ﬁnal approach PFP, which uses
the prune strategy to reduce the number of candidates.
7.2 Summary of Objects
We compare the performance of HeteSim, MFP and OFP, while characterizing
objects in DBLP. As venues and co-authors are of critical importance to authors
in DBLP, we use the meta paths APA and APC to characterize authors for
HeteSim and the results are presented in Table 4, where the top-5 most similar
authors and venues to author ”Jiawei Han” are returned. The same meta paths
are also used to calculate feature paths for MFP and the characterizations are
presented in Fig. 4. Diﬀerent from HeteSim that only focuses on the main fea-
tures, MFP takes main and discriminative features into account and it contains
more signiﬁcant information, where the main and discriminative scores are used
to denote the importance of a property. Note that OFP performs even better
than the baseline methods. As seen from Fig. 5, it contains the most abundant
information compared with the baseline methods. More importantly, there is no
need to give meta paths for OFP, as which characterizes objects automatically
with depth-ﬁrst strategy. Obviously, OFP is the optimal approach to characterize
objects in heterogeneous information.
7.3 Performance on Entity Match
Entity match is an important application of the proposed model COHIN, we ran-
domly select 1K, 1.5K, 2K, 2.5K users from the ground truth to investigate the
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Table 4. Top-5 similar authors and top-5 related venues to “Jiawei Han” in DBLP
(a) Meta path: APA
Rank Author
1 Xifeng Yan
2 Philip S. Yu
3 Jing Gao
4 Yizhou Sun
5 Xin Jin
(b) Meta path: APC
Rank Venue
1 KDD
2 ICDM
3 SDM
4 TKDE
5 SIGMOD
Fig. 4. Characterize objects with MFP
Fig. 5. Characterize objects with OFP
performance of MFP and OFP on entity match, by comparing the corresponding
recall and precision. We conduct the experiments 30 times and report the average
result in Fig. 6(a) and (b). Without surprise, OFP outperforms MFP with higher
recall and precision, since it contains more signiﬁcant information. As shown in
Figs. 4 and 5, OFP contains more main and discriminative features while charac-
terizing the same object. Consequently, OFP is more likely to have higher recall
and precision. Note that, the recall and precision of these two approaches do not
change obviously with the increase of the number of objects to be characterized,
which means that they have good scalability.
7.4 Query Eﬃciency
In order to investigate the eﬃciency of the proposed methods OFP and PFP,
we randomly select 1K, 1.5K, 2K, 2.5K users from Sina to ﬁnd the most similar
objects in Renren. Each experiment is repeated 20 times and the average time
cost of OFP and PFP is presented in Fig. 6(c). Without surprise, PFP performs
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Fig. 6. Performance on entity match and eﬃciency (Color ﬁgure online)
better than OFP since many candidates are pruned during the process by the
proposed strategy, i.e., we can achieve higher query eﬃciency with the proposed
prune strategy.
8 Conclusion
We study a problem of characterizing objects in heterogeneous information net-
works. Diﬀerent from traditional studies that focus on the main features of an
object, we have proposed a novel model COHIN to characterize objects with
main and discriminative features. The proposed model has many applications,
such as similarity search, entity resolution, user linkage, etc. In oder to achieve
higher query performance, we develop a prune strategy to reduce search space.
Experiment results demonstrate that COHIN can achieve high performance.
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