Abstract
Introduction
Clinical Decision Support (CDS) systems aim to provide useful information to clinicians to enhance health and health care [1, 2] . This information should be available and accessible at point of care [3] . One of the common CDS resources is literature such as Medline that has potential to use in evidence-based medicine at point of care. As the volume of literature continuously expands, it is not possible for clinicians to update their medical knowledge [4] . During a physician's lifetime, medical knowledge is increased by four-fold [5] . Here is the place that CDS systems could assist clinicians to make a better evidence-based judgment at point of care via retrieving relevant publications to their questions [6] . The systems should be able to filter unrelated publications and retrieve highly related studies. The current state of the art in natural language processing (NLP) incorporates semantics into information retrieval [3] that could be used in this problem. For example, Semantic Medline [7] utilizes NLP to summarize Medline citations and analyze salient content in titles and abstracts. There are multiple systems [8] - [10] quite successful in retrieving relevant publications to clinicians' queries but failed to be operationalized at point of care due to the long response time.
Ask Mayo Expert (AME) [11] is a web-based system operationalized at Mayo clinic to provide vetted evidencebased clinical decision support at point of care. However, the content covered by AME is limited and about 30% of the queries entered by clinicians are null search, i.e., zero hits returned. Previously, our group developed a system to retrieve sentences from Semantic Medline to support clinicians' information needs [8] . After processing a clinician's query, the system retrieved related Medline abstracts via NCBI E-utils [12] . A MySQL implementation of Semantic Medline Database (SemMedDB) [7] used to extract relevant predications from the retrieved documents. The system was promising but the response time was not acceptable at point of care. To address this issue, we propose the use of document-based data store and search strategy for operationalizing the system. Specifically, we integrate all required resources into a schema-less and document-based store. Each document contains a sentence from Semantic Medline, predicates, and metadata about the publication. ElasticSearch (ES), a text search engine with the capability of running on a distributed environment, is used in our system to index and retrieve data. In the following, we provide necessary background information. The proposed system is described next. We then present our experiment demonstrating the applicability of the system as a point of care tool.
Background
In the big data era, there is a need for a database system that is able to store and retrieve huge amount of data efficiently and able to handle variations in data format. Built upon the advance in storing, exploring, and analyzing unstructured data, the movement in "Not only SQL" (NoSQL) has convinced data scientists that relational database (RDB) is not the best fit in the big data era. Like any other domains, there is a huge amount of data generated in healthcare such as clinical notes, literature, and etc. that have been used in a variety of biomedical applications [13] , [14] . To make the data efficiently accessible, there is a need to adopt the big data technology. For example, in evidence-based medicine, one of the valuable resources could be Semantic Medline, semantically enhanced with predicates extracted by SemRep [15] from Medline titles and abstracts, that contains approximately 70 million semantic predicates. Currently, the predicates are stored in a relational database called Semantic Medline Database (SemMedDB). It has been used by many researchers to facilitate knowledge discovery. For example, Cairelli et al. implemented a system [16] that transferred Semantic Medline predications into an interactive graph of semantic predications. Zhang et al. [17] applied Semantic Medline predications to find drug-drug interactions in clinical text. Workman and Stoddart [18] proposed to use Semantic Medline as a potential decision support system for point of care. Their system provided a graphic interface of semantic predications relevant to user's information need. Previously, we also have built a system to handle null search for a point of care tool, Ask Mayo Expert (AME), but failed to be operationalized due to the long response time. In this project, we present our work on utilizing the big data technology to operationalize the use of Semantic Medline at point of care.
Before describing the application, we like to discuss some of RDB's features and consider their usage in SemMedDB. One of RDB's advantages is supporting transaction and providing ACID (Atomicity, Consistency, Isolation, Durability) compliance. Nevertheless, is it required for SemMedDB? As SemMedDB is semi-static, meaning most of SQL queries on SemMedDB are Select queries, so ACID compliance isn't required. Of course, time to time there are bunch of Inserts (for new publications) but they do not jeopardize the database consistency. Does increasing data size affect RDB performance? The size of SemMedDB keeps growing over the years and the performance of RDB will decrease. Is using traditional relational database efficient to develop a text search engine on the top of this repository? There are several tools that implemented for this purpose and they could be used as database and search engines such as: Lucene, Indri, Solr, and Elasticsearch (that all are based on Lucene [19] ).
Methods
Our goal is to retrieve relevant sentences from scientific articles for answering clinicians' questions at point of care. The query could be as simple as a single word, phrase, or sentence. In our previous systems [8] - [10] , we proposed several approaches to retrieve relevant sentences and rank them based on different measures such as tf-idf, Journal information, publication type, and etc. There are multiple steps in the previous system [8] as shown in the top part of Figure 1 . The first step, query processing, involved: tokenization, lexical normalization, UMLS Metathesaurus look-up, and concept screening and Medical Subject Heading (MeSH) conversion. After processing and expanding user's query, the system used NCBI E-utils to retrieve relevant Medline abstracts. E-utils returned PubMed identifier (PMID) and meta-data of relevant abstracts. In the next step, the system queried SemMedDB to retrieve sentences that appeared in these abstracts containing at least one semantic predication. With respect to the SemMedDB design, the system needed to join two tables that one of them has more than 17 million rows and the other one, more than 143 million rows. Then the system ranked the retrieved sentences. In the new system, we integrated all needed resources into one place and instead of using a relational database, one of the common search engines, ElasticSearch (ES), is utilized to store and search the data. ES is a search engine built upon Apache Lucene and supports distributed implementation. To implement the new system, we first downloaded needed resources including Metadata for Medline abstracts (retrieved from PubMed), predication information from SemMedDB, and SCImago journal and country ranking information [20] . After downloading the resources, we indexed and stored them in ES. As ES is a document-based search engine, we first formed documents and then indexed them. Unlike RDB, which requires a carefully defined schema, a document in ES contains a record or tuple without a predefined schema. A document in ES is equivalent to a row in relational database. Each document in our index contains: sentence, abstract's metadata, and journal's rank information. Figure 2 illustrates the original source of each field in ES's document. After building the index, we were able to query the index and retrieve relevant sentences to user query. As mentioned earlier, the query could be one word, multiple words, or sentence. The system followed the same method, we used in the previous system [8] , to process and expand the query. ES retrieved and ranked relevant sentences. As we integrated Medline abstracts Query processing
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Metadata from Medlinemetadata and SemMedDB data, the system did not need to query two resources. Like the previous system, we uses publication type and journal score to rank the retrieved sentences (more detail about the ranking method in [9] , [10] ).
Integrating the ranking and searching is one of the advantages of using ES. The bottom part of Figure 1 illustrates the architecture of our new implementation.
Figure 2:
Original resources for each field in our index. SemMedDB, Medline abstracts, and SCImago journal scores are public resources that our system utilizes to create the ES documents.
Results
We implemented our systems in Java and compared response time for 2,750 queries for two approaches. These queries were asked by clinicians with no hits in AME. To get the top five relevant sentences for each of these queries, the new approach took 5 minutes and 19 seconds total. The average response time for each query was about 116 milliseconds with the median response time less than 100 milliseconds. Table 1 shows ten of these queries, response time, and three top relevant sentences retrieved by the new system. In addition, the response time for the previous system is mentioned. Figure 3 illustrates the distribution of response time for the queries. 
Discussion
Previously, our group developed several systems to retrieve relevant publications automatically for expert-written content [8] , [10] . In the previous systems, we focused on finding and ranking the most relevant sentences to user's query. The main bottleneck for operationalizing the previous system [8] was the response time. Our motivation for
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Distribution of response time this work was to take advantage of the big data technology and make our system applicable at point of care by shortening the response time. We migrated all needed resources from RDB to NoSQL environment. The new design decreased the system response time significantly and made the system applicable at point of care. Of course, we sacrificed some of RDB features such as minimum redundancy. We should add that for updating the data on the regular basis, the migration to the NoSQL environment does not affect the process, as Semantic Medline is updated every three months.
There are several limitations of this study. 1) We did not evaluate quality of responses in this study because our focus was the response time with no change of basic retrieval and ranking algorithms. 2) Another approach to integrate all the resources is, ignoring normalization in RDB and populating one table in RDB with all the resources. We did not compare our system with this design, because RDB is not as powerful as ES in searching text. 3) We did not evaluate different type of metrics to rank retrieved sentences, as we reported them previously.
Conclusion
This study builds upon our previous work where we showed that using Semantic Medline could return better answers to clinicians who search for evidence. To make the system applicable at point of care, we migrated Semantic Medline to big data environment. Comparing our new system with the old one illustrated a significant decrease in response time. 
