We study the local in time existence of a regular solution of a nonlinear parabolic backward-forward system arising from the theory of Mean-Field Games (briefly MFG). The proof is based on a contraction argument in a suitable space that takes account of the peculiar structure of the system, which involves also a coupling at the final horizon. We apply the result to obtain existence to very general MFG models, including also congestion problems.
Introduction
Let T N = R N /IZ N be the N -dimensional flat torus. Denote by Q T = T N × (0, T ). We consider the following nonlinear backward-forward parabolic system: where h is a regularising nonlocal term. The aim of this paper is to study the short time existence of a regular solution of system (1.1) under very general assumptions on the data. The peculiarities of the system are: 1) nonlinear backward-forward parabolic form; 2) the final condition on u depends on m through a regularising nonlocal term; 3) the coupling functions F and G can have a very general form, but F does not depend on the second derivatives of the unknowns. From the structure 1) and 2), classical results on forward parabolic systems cannot be directly applied and the problem of well posedness is non standard. The general structure 1)-3) of (1.1) is inspired by parabolic systems arising from the theory of Mean-Field Games (briefly MFG), where u represents the value function of a stochastic control problem and m is a density distribution of a population of identical players. In a typical MFG setting, the functions u and m satisfy the following system of two equations (called Hamilton-Jacobi-Bellman and Fokker-Plank, respectively): We refer to Section 4 for a more detailed derivation of this system.
As for the general problem (1.1), under the assumptions stated at the beginning of the following section, the main existence theorem can be stated as follows: The solution found in Theorem 1.1 is locally unique in the sense specified in Remark 3.1. The proof of the theorem is based on a contraction procedure in a suitable space, that takes into account the forward-backward structure of the system which has a coupling also at the final horizon. We only require F and G to be bounded with respect to x, t and locally Lipschitz continuous with respect to the other entries; in addition, G is required to be globally Lipschitz continuous with respect to the entry of the second order term D 2 u. This is a natural assumption for the models that we have in mind (see in particular the equation for m in (1.2)). As stated in point 2), h should be a regularising function of m. Such gain of regularity is true for example when one considers h of convolution form, or h independent of m. The gain of regularity of h is crucial in our fixed point method. Without this assumption the argument would need additional smallness of other data. For additional comments, see Remark 2.1 and Section 3.1, where it is shown that existence for arbitrary small times T may even fail for linear problems when h is not regularizing.
Our existence result can be applied to very general MFG models. The existence of smooth solutions for systems of the form (1.2) has been explored in several works, see e.g. [5, 7, 13, 14, 15, 19, 21] and references therein. Existence for arbitrarily large time horizons T typically requires assumptions on the behaviour of H at infinity, that are crucial to obtain a priori estimates. Our result is for short-time horizons, but just requires enough local regularity of H: we have basically no restrictions on the behaviour of H when its entries are large. We are in particular interested in MFG models with congestion, that are particularly delicate due to the presence of a singular Hamiltonian H. Short time existence has been discussed in [10] , [16] under suitable growth assumptions on H, relying on the peculiar MFG structure. For a detailed description and derivation of MFG systems, additional references and the statements of our results on congestion problems, see Section 4.
The paper is organized as follows: in Section 2 we state the assumptions and we present some preliminary results. In Section 3 we give the proof of the main theorem. We also give a counterexample for a very simple linear system where the final condition is of local (non-regularizing) type. In Section 4 we apply the result to prove short time existence of a solution to some general classes of MFGs. In the Appendix we give the proof of the classical estimate in the periodic setting, stated in Section 2, that is used extensively.
Notations: For any non-negative real number r ≥ 0 and q ≥ 1, we will denote by W r q (T N ) the (fractional) Sobolev-Slobodeckij space of periodic functions (see [18, p. 70] for its definition); we will denote by u , will be the space of functions in L p (Q T ) with weak derivatives in the x-variable in L p (Q T ). For any real and non-integer number r > 0, C r,r/2 (Q T ) with norm |u| (r) Q T will be the standard Hölder parabolic space (see [18, p. 7] , where the alternative notation H r,r/2 is used). Note that here we mean that the regularity is up to the parabolic boundary, hence, since the spatial variable varies in the torus, up to t = 0. Finally, C 1,0 (Q T ) with norm |u| (1) Q T will be the space of continuous functions on Q T with continuous derivatives in the x-variable, up to t = 0 as for the Hölder spaces. We denote by · ∞ the ∞-norm. S N denotes the space of symmetric matrices of order N .
Setting of the problem and preliminary results
In this section we state our standing assumptions and we write some useful lemmata and propositions. Throughout the paper we assume: (A1) a ij (x, t) and c ij (x, t) are continuous functions on Q T .
, and there exists
∞ (T N ) and m 0 ≥ δ > 0. Before we prove the theorem, some remarks on the assumptions and useful preliminary lemmata are in order.
Remark 2.1. First, note that (A2) and (A3) require F and G to be bounded with respect to x, t and locally Lipschitz continuous with respect to a, b, p, q. Note that for G we need a linear dependence on H, this is a natural assumption for the models we have in mind. Moreover, G is required to be globally Lipschitz continuous with respect to H, that corresponds to the entry of the second order term D 2 u.
By (A4), h should be a regularizing function of m. Such gain of regularity holds for example when one considers h of the form h[m] = h 0 (m ⋆ ψ), where h 0 is a twice differentiable function and ψ is a smoothing kernel. Another example is to consider a constant function of m, namely h[m] = u T , where u T ∈ C 2 (T N ). The gain of regularity of h is crucial in our fixed point method. Without this assumption, say if h[m](x) = h 0 (m(x)), the argument would need additional smallness of other data. In this case, as we will see in Section 3.1, existence for arbitrary small times T may even fail for linear problems.
Lemma 2.2. There exists C 0 > 0 such that
Proof. Since
T N , hence from (A4) and (A5)
Proof. Follows immediately from the definition of |f |
Proof. We prove (2.5), (2.6) is analogous. By Hölder inequality applied to |f | p for any r > 1, take r ′ such that
Choosing r such that q = rp, we have
Taking r = 2, i.e. q = 2p we have the result. ✷
We recall now the following embedding proposition proved by R. Gianni in [9] . Observe that the constant M remains bounded for bounded values of T while in the estimate of Corollary of p.342 of [18] it blows up as T tends to zero.
where M remains bounded for bounded values of T .
In the following proposition we state some regularity results for linear parabolic equations in the flat torus. Such results are classical and well-known for equations on cylinders with boundary conditions (see [18] ); for the convenience of the reader, we show that they hold true also for equations that are set in the domain Q T = T N × (0, T ), and basically follow from local parabolic regularity. Let
Proposition 2.6. Under assumptions H1) there exists a unique solution u ∈ C 2+α,1+α/2 (Q T ) of problem (2.9) and the following estimate holds:
where the constant C 1 depends only on the norms of the coefficients a ij , a i , a specified in H1), on N, α and T , and remains bounded for bounded values of T . Under assumptions H2) there exists a unique solution u ∈ W 2,1 q (Q T ) of problem (2.9) and the following estimate holds:
where the constant C 2 depends only on the norms of the coefficients a ij , a i , a specified in H2), on N, q and T , and remains bounded for bounded values of T .
Proof. The proof is given in Appendix A. ✷
The existence theorem
In this section we prove Theorem 1.1. At the end of the section we give a simple counterexample where existence may fail.
Proof of Theorem 1.1.
Step 1: Lipschitz regularization of F, G. Let K > 0 be large enough, so that
where δ, L h , C 0 are as in (A4), (A5) and (2.3). Let ϕ,φ : R → R be globally Lipschitz functions such that ϕ(
We will construct a solution to (1.1) with F, G replaced by F , G defined as follows:
Note that by (A3), G satisfies
possibly by a constant L G that is larger than the one in (A3)). Moreover, again by (A3) and the fact that |φ|, |ϕ|, |ψ| are bounded by 2K, we have for some
for all a, b, p, q, H, x, t. Analogous bounds hold also for F by (A2).
Step 2: fixed point set-up. Let us define the space (see also Remark 3.3)
Define now the operator T on X T M in the following way:
where (u, m) is the solution of the following problems
We aim at showing that T is a contraction on X T M for suitable M and small T . 
The initial condition for u * (x, 0) depends on m(T, x) which is well defined from the regularity of m(t, x) obtained below. 
. We can therefore apply Proposition 2.6 to (3.15) to get
(in what follows, we will not make the dependence on constants on K explicit). Hence, by the embedding (2.8), we have the following inequality:
where C is bounded for bounded values of T . Hence, from (3.18) and (A5)
In particular, note that, from (3.20), we have that the trace m(x, T ) is well defined and
T N ≤ C(M ). We now pass to study the well posedness of problem (3.17) and the regularity of its solution u * . From estimate (3.22) , the regularising assumptions (A4) and (2.3) on h, the initial condition u * (x, 0) = h(m(T, x), x) is well defined. In turn, when m(x, t) is assigned with the regularity found above (see (3.20) ) problem (3.17) admits a solution u * by boundedness of F . From the initial condition for u * and (2.3),
In particular, taking into account again that T N is bounded, for any q > 1, for some constant C we have
We now study the regularity of u * . Since the estimate in Proposition 2.6 is valid for any q, we obtain, because of the boundedness of F , (3.21) and (3.25),
Applying (2.6) of Lemma 2.4 we get
Hence, using again embedding (2.8) and (3.27) we obtain
Therefore, using (2.4) of Lemma 2.3 and taking into account (3.28), we have
At this point, using estimate (3.24) we obtain
Now we can easily see that (3.27) and (3.30) together with (3.21) allow us to prove that T maps X T M into itself. Indeed,
At this point we choose
and we take T sufficiently small that
and
Step 4:
Let us denote T (û 2 ,m 2 ) =: (u 2 , m 2 ) and T (û 1 ,m 1 ) =: (u 1 , m 1 ). We have to prove that
Denoting by U * (x, T − t) := U (x, t), taking into account (3.15)-(3.16) and (3.17), U * and M satisfy:
, we follow the same procedure as in Step 1. First, note that G satisfies (3.13), so
Therefore, by Proposition 2.6 and M (x, 0) = 0,
Hence, from (3.34), (2.4) and the embedding (2.8),
As far as U * is concerned, from Proposition 2.6,
Note that, from assumption (A4) and using the boundedness of T N , for some constant C we have
Hence from (3.37), (3.36) becomes
Then, in view of (3.35) and boundedness of Q T ,
From (2.6) of Lemma 2.4 we obtain
From the embedding result (2.8) (see also (3.29)), we have
where the last inequality comes from (3.40), (3.37) and (3.35). At this point, taking into account (3.40), (3.41), (3.35), for T sufficiently small, we have proved that the operator T is a contraction. The fixed point (u * (T − t), m) is a solution to (1.1) with F, G replaced by F , G, with the required regularity.
Step 5: back to the initial problem. Note that F and G coincide with F and G respectively whenever the fixed point (u, m) satisfies m(x, t) ∈ [1/K, K], u(x, t) ∈ [−K, K] and |Du(x, t)|, |Dm(x, t)| ≤ K on Q T . This is true if T is sufficiently small. Indeed, by (3.30) and the choice (3.12) of K one has
while by (3.21) , |m|
Finally, by (3.20) and (A4),
that yields the desired result. ✷ p (Q T ) is continuously embedded in C 1,0 (Q T ). The crucial point is that such embedding depends on T ; to rule out this dependence one has to make the initial datum explicit (see in particular (2.8)). Therefore, to simplify a bit the argument we preferred to control separately both u 
Non-regularizing h: a counterexample to short-time existence
As mentioned in Remark 2.1, it is crucial in our fixed point method that h in the final condition u(x, T ) = h[m(T )] be a regularising function of m. We will show in the sequel that without this assumption, existence for arbitrary small times T may even fail for linear problems. Let us consider the following linear parabolic backward-forward system, with α ∈ R to be chosen
Here, h[m](x) = αm(x), and clearly h[m] has the same regularity of m. Thus, h does not satisfy (A4). We claim that For all α < −2, there exist smooth initial data m 0 and a sequence
Suppose that, for some T > 0, there exists a solution (u, m) to (3.42). Let λ k and φ k (x), k ≥ 0 be the eigenvalues and eigenfunctions of the Laplace operator on T N , i.e.
and m k and u k satisfy (3.43)
We will suppose that the coefficients of the initial datum satisfy m 0k = 0 for all k (this is possible as soon as m 0k vanishes sufficiently fast as k → ∞).
Deriving the second equation and taking into account the first one in (3.43), we get
Solving (3.44) we obtain that
Note that if α < −2, (α + 1) sinh(λ k T ) + cosh(λ k T ) vanishes for positive values of T , and in particular when T coincides with some
In such case we reach a contradiction, since (α + 1) cosh(λ k T ) + sinh(λ k T ) = 0, and therefore A k cannot be determined. Since (3.45) has no solutions, m cannot exist. Finally, by the fact that λ k → +∞ as k → +∞, we have T k → 0, hence a short time existence result (as stated in Theorem 1.1) cannot hold: for any T there exists a T k ∈ (0, T ] such that the k−th problem does not admit a solution in [0, T k ], and for this reason, problem (3.42) cannot be solved.
Remark 3.4. Note that without the regularising assumption on h the existence argument of Theorem 1.1 would work supposing additional smallness of some data. For example, one could consider the equation m t − ∆m = ǫ∆u (in a system like (3.42)) with ǫ sufficiently small, or final datum u(x, T ) = α m(x, T ) with |α| and m 0 (x) suitably small. This is coherent with the previous non-existence counterexample where α < −2.
Some parabolic systems arising in the theory of MeanField Games
Mean-Field Games (MFG) have been introduced simultaneously by Lasry and Lions [20] , [21] , [22] and Huang et. al. [17] to describe Nash equilibria in games with a very large number of identical agents. A general form of a MFG system can be derived as follows. Consider a given population density distribution m(x, t). A typical agent in the game wants to minimize his own cost by controlling his state X, that is driven by a stochastic differential equation of the form
where v s is the control, B s is a Brownian motion and Σ(·, ·) is a positive matrix. The cost is given by
where L is some Lagrangian function, h is the final cost, defined as a functional of m(·, T ) and the state X T at the final horizon T of the game. Assume that all the data are periodic in the x-variable. Formally, the dynamic programming principle leads to an Hamilton-Jacobi-Bellman equation for the value function of the agent u(x, t) =
where A(x, t) = 1 2 ΣΣ T (x, t) and the Hamiltonian H is the Legendre transform of L with respect to the v variable, i.e.
H(x, t, p, m) = sup
Moreover, the optimal control v * s of the agent is given in feedback form by
Typically, one assumes L to be convex in the v-entry. In this case, H is strictly convex in the p-entry, and v * (x, s) can be uniquely determined by
In an equilibrium situation, since all agents are identical, the distribution of the population should coincide with the distribution of all the agents when they play optimally. Hence, the density of the law of every single agent should satisfy the following Fokker-Planck equation
where m 0 is the density of the initial distribution of the agents ((4.48) can be derived by plugging v * into (4.46) and using the Ito's formula). The coupled system of nonlinear parabolic PDEs (4.47)-(4.48) with backwardforward structure is of the form (1.1) if
where the dependence on H, A, m and their derivatives with respect to (m, Du, x, t) and (x, t) respectively has been omitted for brevity. A general short-time existence result for (4.47)-(4.48) reads as follows.
• H is continuous with respect to x, t, p, m, Proof. In view of (4.49) and the standing assumptions, it suffices to apply Theorem 1.1. ✷ A typical case in the MFG literature is when L has split dependence with respect to m and v, that is,
The existence of smooth solutions in this case has been explored in several works, see e.g. [5, 7, 13, 14, 15] and references therein. Existence for arbitrary time horizon T typically requires assumptions on the behaviour of H at infinity, that are crucial to obtain a priori estimates. As stated in the Introduction, our result is for short-time horizons, but no assumptions on the behaviour at infinity of H are required. Note finally that C 2 regularity of H is crucial for uniqueness in short-time, while for large T uniqueness may fail in general even when H is smooth (see [3, 4, 6, 7] ).
Congestion problems
A class of MFG problems that attracted an increasing interest during the last few years is the so-called congestion case, namely when
where α > 0 and L 1 is a convex function. The term m α penalizes L 1 (v) when m is large, so agents prefer to move at low speed in congested areas. On the other hand, as soon as the environment density m approaches zero, an agent can increase his own velocity without increasing significantly his cost. The parameter α can be then regarded as the strength of congestion. The difficulties in this problem are mainly caused by the singular term m α . It has been firstly discussed by Lions [19] , and has been subsequently addressed in a series of papers. In [8, 11, 12 ] the stationary case is treated. As for the time-dependent problem, short-time existence of weak solutions, under some restrictions on α and H, has been proved in [16] . A general result of existence of weak solutions for arbitrary time horizon T is discussed in [1] . So far, smoothness of solutions has been verified in the short-time regimes only in [10] . All the mentioned works do rely on the MFG structure of (4.47)-(4.48). Here, we just exploit standard regularizing properties of the diffusion, and propose a general existence result for (4.47)-(4.48) that requires very mild local (regularity) assumptions on the nonlinearity H. The key tool is the standard contraction mapping theorem, that has already been explored in the MFG setting in [7] and [2] in more particular cases.
The MFG system then takes the form (4.50)
A corollary of Theorem 4.1 thus reads 
A Appendix
In this final appendix we prove Proposition 2.6 of Section 2.
Proof of Proposition 2.6. We write the proof for the existence of a solution in the class C 2+α,1+α/2 (Q T ) and for the estimate (2.10). In a similar way one obtains the existence in W 2,1 q (Q T ) and the proof of (2.11). Recall that the problem on T N × [0, T ] is equivalent to the same problem with 1-periodic data in the x-variable in R N × [0, T ], namely with all the data satisfying w(x + z, t) = w(x, t) for all z ∈ IZ N . As far as the existence of a smooth solution of problem (2.9) is concerned, it is sufficient to apply Theorem 5.1 p.320 of [18] . Since the solution of such a Cauchy problem is unique, it must be periodic in the x-variable. and dist(R N 1 , C(R N 2 )) = 1. We take advantage of local parabolic estimates, which allow us to get an a priori estimate regardless of the lateral boundary conditions which are unknown for us.
In particular, using the local estimate (10.5) p. 352 of [18] with Ω ′ = R N 1 and Ω ′′ := R N 2 , (note that in our case S ′′ is empty) we have (A.52) |u| 
