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EXTENSION TECHNIQUE FOR COMPLETE BERNSTEIN
FUNCTIONS OF THE LAPLACE OPERATOR
MATEUSZ KWAŚNICKI, JACEK MUCHA
Abstract. We discuss representation of certain functions of the Laplace operator ∆ as
Dirichlet-to-Neumann maps for appropriate elliptic operators in half-space. A classical
result identifies (−∆)1/2, the square root of the d-dimensional Laplace operator, with
the Dirichlet-to-Neumann map for the (d + 1)-dimensional Laplace operator ∆t,x in
(0,∞)×Rd. Caffarelli and Silvestre extended this to fractional powers (−∆)α/2, which
correspond to operators∇t,x(t1−α∇t,x). We provide an analogous result for all complete
Bernstein functions of −∆ using Krein’s spectral theory of strings.
Two sample applications are provided: a Courant–Hilbert nodal line theorem for
harmonic extensions of the eigenfunctions of non-local Schrödinger operators ψ(−∆) +
V (x), as well as an upper bound for the eigenvalues of these operators. Here ψ is a
complete Bernstein function and V is a confining potential.
1. Introduction
A classical result states that the Dirichlet-to-Neumann operator in half-space is the
square root of the Laplace operator; namely, if u(t, x) is harmonic in H = (0,∞) × Rd
with boundary value f(x) = u(0, x), then, given some boundedness condition on u,
we have
−(−∆)1/2f(x) = ∂tu(0, x).
The above observation was extended to general fractional powers of the Laplace operator
in the context of non-local partial differential equations by Caffarelli and Silvestre in [5]:
for α ∈ (0, 2), if u satisfies the elliptic equation
∇t,x(t1−α∇t,xu(t, x)) = 0 (1.1)
in H with boundary value f(x) = u(0, x), then, under appropriate boundedness assump-
tion on u, we have
−(−∆)α/2f(x) = |Γ(−
α
2
)|
α2αΓ(α
2
)
lim
t→0+
t1−α∂tu(t, x)
=
|Γ(−α
2
)|
2αΓ(α
2
)
lim
t→0+
u(t, x)− u(0, x)
tα
.
(1.2)
Noteworthy, the above extension dates back to the paper of Molchanov and Ostrovski [42]
within the probabilistic context, and it has been used by other authors before the work
of Caffarelli and Silvestre; see, for example [10, 41, 25]. Nevertheless, the representation
of the fractional Laplace operator given in (1.2) is now known as the Caffarelli–Silvestre
extension technique. It is most commonly applied in the setting of L 2 spaces, but
versions for other Banach spaces or operators are also available, see [2, 22, 47]. In fact,
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the above technique works for fractional powers of essentially arbitrary nonnegative self-
adjoint operators. For a brief discussion and further properties, we refer to Section 2.8
in [37].
It is a relatively simple consequence of Krein’s spectral theory of strings that if the
weight t1−α in (1.1) is replaced by a more general function a(t), then the corresponding
Dirichlet-to-Neumann operator is again a function of −∆, say ψ(−∆), and furthermore ψ
is a complete Bernstein function. Conversely, any complete Bernstein function of −∆ can
be represented in this way, if one allows for certain singularities of a(t). Even though this
method has already been discussed in literature (see, for example, [21, 35, 49]), finding a
good reference is problematic.
The main purpose of this article is to fill in this gap and discuss rigorously the above-
mentioned general extension technique. This is complemented by two applications for
non-local Schrödinger operators ψ(−∆)+V (x): a Courant–Hilbert theorem on nodal do-
mains (for the extension problem), and an upper bound for the eigenvalues. For simplicity,
we focus on L2(Rd) results, although a more general approach seems to be possible.
We remark that the extension technique can also be generalised in different direc-
tions. For example, higher-order powers of −∆ can be studied in a somewhat similar
way, see [7, 23, 44, 48]. Furthermore, in [18] a closely related, but essentially different
extension technique is developed in a non-commutative setting, for the sub-Laplacian on
the Heisenberg group.
1.1. Extension technique. If ψ is a function on [0,∞), by ψ(−∆) we understand the
Fourier multiplier on L 2(Rd) with symbol ψ(|ξ|2), that is, the operator
ψ(−∆)f = F−1(ψ(| · |2)Ff(| · |)). (1.3)
Here F denotes the Fourier transform, and f is in the domain D(ψ(−∆)) of ψ(−∆) if
both f(ξ) and ψ(|ξ|2)Ff(ξ) are in L 2(Rd). Our goal is to identify the operator ψ(−∆),
for appropriate functions ψ, with the Dirichlet-to-Neumann operator for an appropriate
elliptic differential operator in H.
The differential operators in H that we consider are of the form
∇t,x(a(t)∇t,xu(t, x)), (1.4)
sometimes expressed in an equivalent way as
∆t,xu(t, x) +
a′(t)
a(t)
∂tu(t, x) =
1
a(t)
∇t,x(a(t)∇t,xu(t, x)), (1.5)
or, in variable s such that ds = (a(t))−1dt,
∂2su(s, x) + A(s)∆xu(s, x). (1.6)
Here a(t) and A(s) are nonnegative coefficients, related one to the other by the condition
A(s)ds = a(t)dt. For further details about this change of variable, see Section 3. In fact
we allow the coefficient A(s) to be a locally finite measure A(ds) on some interval [0, R),
with R is possibly infinite; in this case the corresponding differential operator is defined
on (0, R) × Rd. To keep the presentation simple, however, we discuss this general case
only in Appendix A, and (with minor exceptions) in the remaining part of the article we
only consider the regular case, when R = ∞ and A(s) is a nonnegative, locally integrable
function.
We consider functions u(t, x) (or u(s, x)) harmonic with respect to any of the above
differential operators. The Dirichlet-to-Neumann operator is defined as
Lf(x) = lim
t→0+
u(t, x)− u(0, x)
s(t)
= lim
t→0+
a(t)∂tu(t, x) (1.7)
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for the operator (1.5) (where s is again given by ds = (a(t))−1dt), and
Lf(x) = ∂su(0, x) = lim
s→0+
u(s, x)− u(0, x)
s
(1.8)
when the form given in (1.6) is considered.
The main result in this part is contained in the following theorem, which is a relatively
simple corollary of Krein’s spectral theory of strings.
Theorem I. Given the coefficient a(t) or A(s) (or, more generally, A(ds)), there is a
complete Bernstein function ψ such that L = ψ(−∆). Conversely, for any complete
Bernstein function ψ there is a unique corresponding coefficient A(ds).
The above result, as well as many other results in this section, is stated in a somewhat
informal way: we do not specify the conditions on A(s) or a(t), nor we give a rigorous
definition of L. In fact, Theorem I is a combination of several results: bijective cor-
respondence between A(s) and ψ is a part of Theorem 3.1; the identification of L and
ψ(−∆) in the regular case is given in Theorems 4.3 and 4.6 for the operator (1.6), and in
Theorem 4.9 for the operator (1.5); the general case is discussed in Theorem A.2. These
results are carefully stated, and include all necessary definitions and assumptions.
Noteworthy, the Krein correspondence between ψ and a(t) or A(s) described in The-
orem I is not explicit, and there is no easy way to find the coefficients a(t) or A(s)
corresponding to a given complete Bernstein function ψ. Furthermore, only a handful of
explicit pairs of corresponding ψ and a(t) or A(s) are known.
It is often more convenient to have the identification described in Theorem I at the
level of quadratic forms. This is discussed in our next result, which involves the quadratic
form EH(u, u), defined by
EH(u, u) =
∫
∞
0
∫
Rd
a(t)|∇t,xu(t, x)|2dxdt (1.9)
for the operator (1.5), and by
EH(u, u) =
∫
∞
0
∫
Rd
(
(∂su(s, x))
2 + A(s)|∇xu(s, x)|2
)
dxds (1.10)
for the operator (1.6).
Theorem II. If u(0, x) = f(x), then
EH(u, u) >
∫
Rd
ψ(|ξ|2)|Ff(ξ)|2dξ.
Furthermore, equality holds if and only if either side is finite and u is harmonic with
respect to the corresponding operator (1.5) or (1.6).
In the regular case, a detailed statement of Theorem II, which includes all necessary
assumptions on u and f , is given in Theorems 4.4 and 4.5 for the operator (1.6), and in
Theorem 4.10 for the operator (1.5). The general case is studied in Theorem A.3.
1.2. Non-local Schrödinger operators. The eigenvalues and eigenfunctions of the
non-local Schrödinger operator L+ V (x) = ψ(−∆) + V (x) admit a standard variational
description in terms of the quadratic form∫
Rd
ψ(|ξ|2)|Ff(ξ)|2dξ +
∫
Rd
V (x)(f(x))2dx.
More precisely, the n-th eigenfunction is the minimiser of the above expression among all
functions f with L 2(Rd) norm 1 that are orthogonal to the preceding n−1 eigenfunctions.
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(Here and below eigenfunctions are always arranged so that the corresponding eigenvalues
for a non-decreasing sequence. We assume that V is a confining potential, so that L+V (x)
has purely discrete spectrum).
Theorem II implies that if ψ is a complete Bernstein function, then the above quadratic
form can be replaced by the local expression
EH(u, u) +
∫
Rd
V (x)(u(0, x))2dx.
In this case the n-th eigenfunction is the boundary value of the minimiser of the above
quadratic form among all functions u such that the boundary value u(0, ·) is orthogonal
to the preceding n− 1 eigenfunctions and has L 2(Rn) norm 1. For a formal statement,
we refer to Theorem 6.2.
Standard arguments show that, given minimal regularity of A(s), the harmonic exten-
sion of the n-th eigenfunction can have no more than n nodal parts.
Theorem III. Suppose that the coefficient a(t) or A(s) is positive and locally Lipschitz
continuous, and that V is a locally bounded confining potential. Let fn be the n-th eigen-
function of the operator L+V (x), and let un be the extension of fn to H which is harmonic
with respect to the operator LH . Then un has no more than n nodal parts.
A formal statement is given in Theorem 7.3. By a simple geometric argument, Theo-
rem III implies that if d = 1, then fn has no more than 2n − 1 nodal parts. A natural
conjecture states that in fact fn has no more than n nodal parts, in fact — also in
higher dimensions; this is however an open problem even for the fractional Laplace op-
erator with very simple potentials, for example, an infinite potential well. For further
discussion, see [3].
If d > 2, Theorem III does not provide any bound on the number of nodal parts of
fn. However, if V (x) is a radial function, then the operator L + V (x) preserves the
class of radial functions, and Theorem 7.3 can be applied to this restriction. This leads
to the following result, which gives a bound on the number of nodal parts of radial
eigenfunctions. This bound is still rather unsatisfactory, but it is applicable; see, for
example, [19, 21].
Theorem IV. Suppose that d > 2, that the coefficient a(t) or A(s) is positive and locally
Lipschitz continuous, and that V is a radial, locally bounded confining potential. Let frad,n
be the n-th radial eigenfunction of the operator L+V (x), and let urad,n be the extension of
frad,n to H which is harmonic with respect to the operator LH . Then urad,n has no more
than n nodal parts, and frad,n has no more than 2n− 1 nodal parts.
For a rigorous statement we refer to Theorem 7.4. Again, it is conjectured that the
number of nodal parts of frad,n in fact does not exceed n.
Curiously, to our best knowledge, given a complete Bernstein function ψ, it is not
known whether there is a simpler way to verify that the coefficients a(t) or A(s) are
locally Lipschitz continuous other than finding these coefficients explicitly.
Theorems III and IV are extensions of the results of Section 3.2 in [19] or Section 5
in [21], where ψ(λ) = λα/2 is studied. A rather simple modification shows that the
assertion of Theorem III holds true also when V is a potential well, that is, for the operator
ψ(−∆) in a domain, with zero exterior condition. This modifications was studied, for
ψ(λ) = λ1/2, in [3].
Our last main result provides an upper bound for the eigenvalues µn of the non-local
Schrödinger operator L+ V (x) in terms of the eigenvalues λn of a standard Schrödinger
operator −∆ + γV (x) for an appropriate constant γ (depending on n). For simplicity,
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below we state the result for the fractional Laplace operator and homogeneous potentials,
which is identical to Corollary 8.3. For a more general version, we refer to Theorem 8.1.
Theorem V. Suppose that V is a locally bounded, positive (except at zero) potential
which is homogeneous with degree p > 0. Let λn be the eigenvalues of −∆ + V (x), and
let µn be the eigenvalues of (−∆)α/2 + V (x). Then
µn 6 λ
(2+p)α/(2α+2p)
n .
As p → ∞, the above bound approximates the well-known bound µn 6 λα/2n for the
eigenvalues of (−∆)α/2 and −∆ in a domain, with zero boundary/exterior condition. This
was proved (for general complete Bernstein functions ψ) by DeBlassie [11] and Chen and
Song [9].
An estimate related to that of Theorem V is proved recently in [27]. Further results
on spectral theory of non-local Schrödinger operators can be found, among others, in [6,
17, 20, 28, 29, 30, 33, 34, 36, 39, 40].
The structure of the article corresponds to the above description of main results. We
begin with a short section on preliminary results. Then we outline Krein’s spectral theory
of strings in Section 3; a more in-depth discussion is deferred to Appendix A. In Section 4
we introduce the harmonic extension techinque and prove Theorems I and Theorem II.
After that we discuss a number of examples in Section 5. Next three sections discuss
applications to non-local Schrödinger operators: the variational principle (Section 6),
the Courant–Hilbert theorem (Section 7) and estimates of eigenvalues (Section 8). We
conclude the paper with a brief discussion of probabilistic aspects of the extension method.
2. Preliminaries
In this section we collect definitions and known results for later use. Throughout the
text d = 1, 2, . . . denotes the dimension. We typically use letters f, g, h for functions
defined on Rd, and letters u, v, w for functions on the half-space H = (0,∞) ×Rd. We
denote the Lebesgue space of p-integrable functions on a domain D by L p(D). By Ff
we denote the isometric Fourier transform of a function f : if f ∈ L 1(Rd), then
Ff(ξ) = (2pi)−d/2
∫
Rd
e−iξ·xf(x)dx,
and F extends to a unitary operator on L 2(Rd).
2.1. Complete Bernstein functions. Functions ψ : [0,∞)→ [0,∞) of the form
ψ(λ) = c1 + c2λ+
1
pi
∫
(0,∞)
λ
λ+ s
m(ds)
s
for some constants c1, c2 > 0 and some nonnegative measure m that satisfies the in-
tegrability condition
∫
(0,∞)
s−1(1 + s)−1m(ds) < ∞, are said to be complete Bernstein
functions. This class has found numerous applications in various areas of mathematics,
and it admits several characterisations, of which we mention two:
(1) A function ψ : [0,∞) → [0,∞) is a complete Bernstein function if and only if it
extends to a holomorphic function of λ ∈ C\ (−∞, 0], with Imψ(λ) > 0 whenever
Imλ > 0 (that is, ψ is a Pick function which is nonnegative on (0,∞)).
(2) The class of complete Bernstein functions coincides with the class of nonnegative
operator monotone functions, that is, functions ψ such that ψ(L2) − ψ(L1) is
nonnegative definite whenever L1, L2 are self-adjoint operators such that L2 −L1
is nonnegative definite.
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Yet another characterisation, which is crucial for our needs, is given by Krein’s corre-
spondence, as stated in Theorem 3.1. For a detailed discussion of complete Bernstein
functions we refer to [46].
2.2. Weak differentiability and ACL property. As usual, by ∂j we denote the deriv-
ative along j-th coordinate, by ∇ the gradient, and by ∆ the Laplace operator. We use
the same symbol ∂j for pointwise and weak derivatives. Recall that a locally integrable
function f defined on a domain D ⊆ Rd is weakly differentiable if and only if there exist
functions ∂jf , j = 1, 2, . . . , d, such that∫
D
∂jf(x)g(x)dx = −
∫
D
f(x)∂jg(x)dx,
for all g ∈ C∞c (D) (infinitely smooth, compactly supported functions), where ∂jg is the
usual derivative of g.
For brevity, by an absolutely continuous function we will always mean a locally ab-
solutely continuous function. In dimension one, f is weakly differentiable if and only if
it is equal almost everywhere to an absolutely continuous function f˜ . In this case f˜ is
differentiable almost everywhere, f˜(y)− f˜(x) it is equal to the integral of f˜ ′ over [x, y],
and the weak derivative of f is equal (almost everywhere) to f˜ ′.
A similar description is available in higher dimensions, using absolute continuity on
lines, abbreviated as ACL. Namely, a function f has the ACL property if, for every
cardinal direction, f is absolutely continuous on almost every line in that direction.
A well-known theorem asserts that f is weakly differentiable if and only if it is equal
almost everywhere to a function f˜ with the ACL property such that ∇f˜(x) is locally
integrable in D.
3. Krein’s spectral theory of strings
3.1. Fundamental result. The harmonic extension technique is based on Krein’s spec-
tral theory of strings. Our starting point is the following theorem, which is essentially
due to Krein. References and further discussion can be found in Appendix A.
Theorem 3.1. Suppose that A(s) is a locally integrable function on [0,∞) with values
in [0,∞]. Then for every λ > 0 there exists a unique non-increasing function ϕλ(s) on
[0,∞) which solves 
ϕ′′λ(s) = λA(s)ϕλ(s) for s > 0,
ϕλ(0) = 1,
lims→∞ ϕλ(s) > 0
(3.1)
(with the second derivative understood in the weak sense). Furthermore, the expression
ψ(λ) = −ϕ′λ(0)
defines a complete Bernstein function ψ, and the correspondence between A(s) and ψ(λ)
is one-to-one.
More generally, let A be a Krein’s string: a locally finite nonnegative Borel measure
A(ds) on [0, R), where R ∈ (0,∞]. Then for every λ > 0 there is a unique non-increasing
function ϕλ(s) on [0, R) which solves problem (3.1) (with the second derivative understood
in the sense of distributions), with an additional Dirichlet boundary condition ϕλ(R) = 0
at s = R imposed in the case when R is finite and (R − s)A(ds) is a finite measure.
Furthermore, any non-zero complete Bernstein function ψ can be obtained in the above
manner in a unique way.
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We remark that the Neumann boundary condition ϕ′λ(R) = 0 would correspond to
extending the string to [0,∞) in such a way that A = 0 on [R,∞). If (R − s)A(ds) is
an infinite measure on a finite interval [0, R), then the Dirichlet condition at s = R is
automatically satisfied.
We also note that when R = ∞ or when (R − s)A(ds) is an infinite measure on a
finite interval [0, R), then any solution of the system (3.1) which is not a multiple of ϕλ
necessarily diverges to ∞ or −∞ as s→∞.
In order not to overwhelm the reader with technical details, throughout the article we
restrict our attention to the regular case, that is, we will assume that A is a nonnegative
locally integrable function on [0,∞). The extension to the general case is discussed
in Appendix A, where also the existence and properties of ϕλ are further discussed.
More information about Krein’s spectral theory of strings can be found, for example, in
Chapter 5 of [15], in [32] and in Chapter 15 of [46].
Note that ϕλ is non-increasing and convex, so that in particular
0 6 −ϕ′λ(s) 6
ϕλ(0)− ϕλ(s)
s
6
1
s
(3.2)
for all s > 0 and λ > 0. Although this estimate is very rough, it is completely sufficient
for our needs.
We will need the following rather standard property: if f is an absolutely continuous
function satisfying f(0) = 1, then∫
∞
0
(
(f ′(s))2 + λA(s)(f(s))2
)
ds > ψ(λ), (3.3)
and equality holds if and only if f = ϕλ. For completeness, we provide a short proof.
Equality for f = ϕλ follows by integration by parts: we have ϕλ(0)ϕ
′
λ(0) = −ψ(λ), and
ϕλ(s)ϕ
′
λ(s) converges to zero as s→∞, so that∫
∞
0
(ϕ′λ(s))
2ds = ψ(λ)−
∫
∞
0
ϕλ(s)ϕ
′′
λ(s)ds.
Since ϕ′′λ(s) = λA(s)ϕλ(s), equality in (3.3) for f = ϕλ follows.
Suppose now that f is absolutely continuous and f(0) = 1. Estimate (3.3) holds
trivially if f ′ is not square integrable. Otherwise, by Schwartz inequality, for S > 0 we
have
|f(S)− f(0)|2 6
(∫ S
0
|f ′(s)|ds
)2
6 S
∫ S
0
|f ′(s)|2ds 6 S
∫
∞
0
|f ′(s)|2ds. (3.4)
Therefore, |f(S)| 6 1+√S ∫∞
0
|f ′(s)|2ds for all S > 0. In particular, by (3.2), f(s)ϕ′λ(s)
converges to zero as s → ∞. Denote g(s) = f(s) − ϕλ(s). Then g is an absolutely
continuous function, g(0) = 0 and g(s)ϕ′λ(s) converges to zero as s → ∞. Therefore,
integration by parts gives∫
∞
0
g′(s)ϕ′λ(s)ds = −
∫
∞
0
g(s)ϕ′′λ(s)ds = −
∫
∞
0
λA(s)g(s)ϕλ(s)ds.
Clearly,∫
∞
0
(
(f ′(s))2 + λA(s)(f(s))2
)
ds =
∫
∞
0
(
(ϕ′λ(s))
2 + λA(s)(ϕλ(s))
2
)
ds
+ 2
∫
∞
0
(
ϕ′λ(s)g
′(s) + λA(s)ϕλ(s)g(s)
)
ds+
∫
∞
0
(
(g′(s))2 + λA(s)(g(s))2
)
ds.
We already know that the first integral in the right-hand side is equal to ψ(λ), while the
middle one is zero. The last one is nonnegative, and it is equal to zero if and only if
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g′(s) = 0 for almost all s, which implies that g is identically zero. The proof of (3.3) is
complete.
3.2. Change of variable. Suppose that a(t) is a Borel function on (0,∞), with values
in [0,∞], such that σ(T ) = ∫ T
0
(a(t))−1dt is strictly increasing and finite for all T > 0,
and such that σ(t) diverges to infinity as t→∞. Then A(σ(t)) = (a(t))2 defines a Borel
function A(s) on (0,∞).
Conversely, if a positive, Borel function A(s) is given, then the corresponding σ(t)
and a(t) = 1/σ′(t) can be found by solving the ordinary differential equation A(σ(t)) =
(σ′(t))−2, that is, they are described by the identity∫ σ(t)
0
√
A(s) ds = t
for t ∈ (0,∞). In order that σ(t) is indeed well-defined and continuous, we need to
assume that the integral of (A(s))1/2 is strictly increasing, finite and divergent to infinity
as s → ∞; for absolute continuity of σ (required for the definition of a(t) = (σ′(t))−1),
additional conditions on A(s) need to be imposed.
After a change of variable s = σ(t), we find that∫
A(s)ds =
∫
A(σ(t))σ′(t)dt =
∫
a(t)dt.
Therefore, local integrability of a(t) on [0,∞) is equivalent to local integrability of A(s)
on [0,∞).
Suppose that f˜(t) = f(σ(t)). Note that σ(t) is absolutely continuous and monotone.
It follows that if f is absolutely continuous, then so is f˜ . The converse is also true, since
the inverse function σ−1(s) is absolutely continuous (as a consequence of the fact that
σ′(t) = (a(t))−1 is positive almost everywhere due to local integrability of a(t)). The
derivatives (either pointwise or weak) of f and f˜ are related by the identity
a(t)f˜ ′(t) = a(t)f ′(σ(t))σ′(t) = f ′(σ(t))
for almost all t.
If f ′ is absolutely continuous, then it follows that a(t)f˜ ′(t) is absolutely continuous,
and furthermore
(a(t))−1(a(t)f˜ ′(t))′ = (a(t))−1f ′′(σ(t))σ′(t)
= (a(t))−2f ′′(σ(t)) = (A(σ(t)))−1f ′′(σ(t)).
(3.5)
In other words, the operator (a(t))−1∂t(a(t)∂t) is equivalent to the operator (A(s))
−1∂2s
after a change of variable s = σ(t). This explains the identification of Dirichlet-to-
Neumann operators given by (1.6) and (1.8) on one hand, and by (1.5) and (1.7) on the
other.
We will need a similar correspondence in terms of quadratic forms. If f(σ(t)) = f˜(t),
we clearly have∫
∞
0
a(t)(f˜(t))2dt =
∫
∞
0
(a(t))2(f(σ(t)))2σ′(t)dt =
∫
∞
0
A(s)(f(s))2ds. (3.6)
Furthermore, if f or f˜ is weakly differentiable, then∫
∞
0
a(t)(f˜ ′(t))2dt =
∫
∞
0
(a(t))−1f ′(σ(t)))2dt =
∫
∞
0
(f ′(s))2ds. (3.7)
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4. Extension technique
4.1. Quadratic form in halfspace. Throughout the entire section we assume that A(s)
is a nonnegative, locally integrable function on [0,∞). Recall that H = (0,∞)×Rd.
Definition 4.1. For a function u on H, we define
EH(u, u) =
∫
∞
0
∫
Rd
(
(∂su(s, x))
2 + A(s)|∇xu(s, x)|2
)
dxds. (4.1)
The domain of this form, denoted D(EH), is the set of all locally integrable functions u
on H which satisfy the following conditions: u(s, x) is weakly differentiable with respect
to s, (A(s))1/2u(s, x) is weakly differentiable with respect to x, the integral in (4.1) is
finite, and ∫ s1
s0
∫
Rd
A(s)|u(s, x)|2dxds <∞ (4.2)
whenever 0 < s0 < s1.
Note that if A(s) is locally bounded below by a positive constant, then we can simply
say that u(s, x) is weakly differentiable with respect to both s and x. However, for general
A, the function (A(s))−1/2 may fail to be integrable, and therefore weak differentiability
of (A(s))1/2u(s, x) with respect to x need not imply weak differentiability of u(s, x) with
respect to x. In this case, the second term under the integral in (4.1) should in fact be
understood as |∇x((A(s))1/2u(s, x))|2; for simplicity, however, we abuse the notation and
we use the less formal expression A(s)|∇xu(s, x)|2.
Clearly, EH defined above is the quadratic form of the operator
LHu(s, x) = ∂
2
su(s, x) + A(s)∆xu(s, x).
As this operator will only be used in the weak sense, we do not need to specify the domain
of LH .
Let Fxu(s, ·) denote the Fourier transform of u(s, ·). By Plancherel’s theorem, one
easily finds that u ∈ D(EH) if and only if Fxu(s, ξ) is weakly differentiable with respect
to s, ∫ s1
s0
∫
Rd
A(s)|Fxu(s, ξ)|2dxds <∞ (4.3)
whenever 0 < s0 < s1, and the integral in the right-hand side of the identity
EH(u, u) =
∫
∞
0
∫
Rd
(|∂sFxu(s, ξ)|2 + A(s)|ξ|2|Fxu(s, ξ)|2)dξds (4.4)
is finite; the above equality expresses EH in terms of the Fourier transform.
If u ∈ D(EH), then ∂su(s, ·), as an L 2(Rd)-valued function, is locally integrable on
[0,∞) (in the sense of Bochner’s integral). Indeed, by Schwarz inequality,(∫ s1
s0
‖∂su(s, ·)‖2ds
)2
6 (s1 − s0)
∫ s1
s0
‖∂su(s, ·)‖22ds 6 (s1 − s0)EH(u, u) (4.5)
whenever 0 6 s0 < s1 (this is an analogue of (3.4)). Furthermore, one easily sees that for
almost all S, the Bochner integral ∫ S
0
∂su(s, ·)ds
10 MATEUSZ KWAŚNICKI, JACEK MUCHA
is equal to u0(·) + u(S, ·) for some function (‘constant’) u0 ∈ L 2(Rd). If we denote
u(0, ·) = u0(·), then, after modification on a set of zero Lebesgue measure, we may
assume that in fact
u(S, ·) = u(0, ·) +
∫ S
0
∂su(s, ·)ds, (4.6)
for all S ∈ [0,∞). Observe that (4.6) and (4.5) imply that
‖u(s, ·)‖2 6 ‖u(0, ·)‖2 + (sEH(u, u))1/2. (4.7)
From now on we will always assume that (4.6) holds for all S ∈ [0,∞) whenever we
consider u ∈ D(EH).
4.2. Boundary form. The trace E (f, f) of the quadratic form EH(u, u) on the boundary
of H is defined as the minimal value of EH(u, u) among all u ∈ D(EH) which satisfy the
boundary condition u(0, x) = f(x). It is not very difficult to see that the minimisers u are
harmonic functions with respect to LH , and these harmonic functions can be described
in terms of the Fourier transform and the functions ϕλ introduced in Section 3. A short
calculation reveals that in fact
E (f, f) =
∫
Rd
ψ(|ξ|2)|f(ξ)|2dξ, (4.8)
where ψ(λ) = −ϕ′λ(0) is a complete Bernstein function described by Theorem 3.1.
We take (4.8) as the definition, with the domain D(E ) defined to be the space of all
f ∈ L 2(Rd) for which the integral in the definition (4.8) of E (f, f) is finite. With this
definition, we will prove that indeed E (f, f) is the trace of EH(u, u) on the boundary. We
also denote by L = ψ(−∆) the Fourier multiplier with symbol ψ(|ξ|2), that is, as in (1.3),
F (Lf)(ξ) = ψ(|ξ|2)Ff(ξ),
with domain D(L) consisting of those f ∈ L 2(Rd) for which ψ(|ξ|2)Ff(ξ) is square
integrable.
Let ϕ(λ, s) = ϕλ(s) be the function defined in Theorem 3.1. We introduce the harmonic
extension operator.
Definition 4.2. For f ∈ L 2(Rd) we define its harmonic extension u = ext(f) to H by
means of Fourier transform,
Fxu(s, ξ) = ϕ(|ξ|2, s)Ff(ξ),
where Fxu(s, ·) is the Fourier transform of u(s, ·).
Since ϕ(λ, s) is bounded by 1, the harmonic extension is well-defined, and we have
‖u(s, ·)‖2 6 ‖f‖2. We begin by observing that the Dirichlet-to-Neumann operator applied
to ext(f) coincides with Lf .
Theorem 4.3. Let f ∈ L 2(Rd) and u = ext(f). Then f ∈ D(L) if and only if the limit
in the definition of ∂su(0, ·) exists in L 2(Rd), and in this case
Lf = −∂su(0, ·) = − lim
s→0+
∂su(s, ·).
Proof. Recall that −∂sϕ(λ, s) is decreasing and equal to ψ(λ) for s = 0. Thus, if f ∈
D(L), then the desired result follows by dominated convergence. On the other hand,
if the limit in the definition of ∂su(0, ·) exists, then ψ(ξ2)f(ξ) is square integrable by
monotone convergence, and so f ∈ D(L). 
Our next two results state that E (f, f) = EH(u, u) if u = ext(f), and that ext(f)
indeed minimises E (u, u) among all u ∈ D(EH) such that u(0, x) = f(x).
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Theorem 4.4. Let f ∈ L 2(Rd) and u = ext(f). Then u ∈ D(EH) if and only if
f ∈ D(E ), and in this case
E (f, f) = EH(u, u).
Proof. Since ‖u(s, ·)‖2 6 ‖f‖2 and since A(s) is locally integrable,∫ s1
s0
∫
Rd
A(s)|u(s, x)|2dxds <∞
whenever 0 < s0 < s1. By equality in (3.3) and Fubini,∫
∞
0
∫
Rd
(|∂sFxu(s, ξ)|2 + A(s)|ξ|2|Fxu(s, ξ)|2)dξds
=
∫
∞
0
∫
Rd
(
(∂sϕ(|ξ|2, s))2 + A(s)|ξ|2(ϕ(|ξ|2, s))2
)|Ff(ξ)|2dξds
=
∫
Rd
ψ(|ξ|2)|Ff(ξ)|2dξ.
(4.9)
If u ∈ D(EH), then the left-hand side is equal to EH(u, u) (by (4.4)), and therefore
f ∈ D(E ) and E (f, f) = EH(u, u). Conversely, if f ∈ D(E ), then the right-hand side of
the equality (4.9) is finite. Therefore, Fxu(s, ξ) is weakly differentiable with respect to s,
and the expression in (4.4) is finite. We conclude that u ∈ D(EH), as desired. 
Theorem 4.5. Let v ∈ D(EH), f(x) = v(0, x) and u = ext(f). Then f ∈ D(L) and
EH(v, v) > EH(u, u) = E (f, f).
Moreover, the space D(EH) is a direct sum of D0 and Dharm, where
D0 = {u ∈ D(EH) : u(0, x) = 0 for almost all x ∈ Rd},
Dharm = {ext(f) : f ∈ D(E )}
are orthogonal to each other with respect to EH .
Proof. Let v ∈ D(EH) and f(x) = v(0, x). By (4.4),
EH(v, v) =
∫
∞
0
∫
Rd
(|∂sFxv(s, ξ)|2 + A(s)|ξ|2|Fxv(s, ξ)|2)dξds
By the ACL characterisation, after a modification on the set of zero Lebesgue measure,
for almost all ξ ∈ Rd, the function Fxv(·, ξ) is absolutely continuous on [0,∞), and
the pointwise and weak definitions of ∂sFxv(s, ξ) coincide for almost all s. Denote this
modification by w(s, ξ). For those ξ for which w(·, ξ) is absolutely continuous, w(0, ξ) 6= 0
and w(·, ξ) is square integrable on (0,∞), we have, by (3.3),∫
∞
0
(|∂sw(s, ξ)|2 + A(s)|ξ|2|w(s, ξ)|2)ds > ψ(|ξ|2)|w(0, ξ)|2
(we applied (3.3) to f(s) = Re(w(s, ξ)/w(0, ξ)) and λ = |ξ|2). The above inequality is
also trivially true when w(0, ξ) = 0. These two cases cover almost all ξ ∈ Rd. Therefore,
by Fubini,
EH(v, v) >
∫
Rd
ψ(|ξ|2)|w(0, ξ)|2dξ.
Observe that w(s, ξ) converges to w(0, ξ) as s → 0+ for almost all ξ ∈ Rd. On the
other hand, by (4.7) we know that v(s, ·) converges to f in L 2(Rd). However, w(s, ·) =
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Fxv(s, ·) for almost all s, and so a subsequence of w(s, ·) converges to Ff in L 2(Rd).
Therefore, w(0, ξ) = Ff(ξ) for almost all ξ ∈ Rd, and we conclude that f ∈ D(L) and
EH(v, v) > E (f, f).
The first part of the theorem follows now by Theorem 4.4. Furthermore, if we denote
u = ext(f), then u ∈ Dharm and v− u ∈ D0, so that indeed D(EH) is a sum of Dharm and
D0.
Orthogonality of Dharm and D0 follows now by a standard argument: if u ∈ Dharm,
v ∈ D0 and α ∈ R, then EH(u+ αv, u+ αv) > EH(u, u), which reduces to
2αEH(u, v) + α
2
EH(v, v) > 0;
thus, EH(u, v) = 0. (Here, of course, EH(u, v) denotes the Hermitian form corresponding
to the quadratic form EH(u, u)). 
We conclude this section with a result that explains the name harmonic extension used
for the function ext(f).
Theorem 4.6. If f ∈ L 2(Rd), then the harmonic extension u = ext(f) satisfies
∂2su(s, x) + A(s)∆xu(s, x) = 0 (4.10)
in H in the weak sense. Conversely, if u satisfies (4.10) in H in the weak sense and
‖u(s, ·)‖2 is a bounded function of s, then u = ext(f) for some f ∈ L 2(Rd).
Proof. We understand (4.10) as∫
∞
0
∫
Rd
u(s, x)(g′′(s)h(x) + A(s)g(s)∆h(x))dxds = 0 (4.11)
for all test functions g ∈ C∞c ((0,∞)) and h ∈ C∞c (Rd). If u = ext(f), by Plancherel’s
theorem the left-hand side of (4.11) is equal to∫
∞
0
∫
Rd
Ff(ξ)ϕ(|ξ|2, s)(g′′(s)− A(s)g(s)|ξ|2)Fh(ξ)dξds.
For any ξ ∈ Rd the integral over s ∈ (0,∞) is zero due to the fact that ϕ′′λ(s) =
−λA(s)ϕλ(s) in the weak sense. The first statement is thus proved.
To prove the second one, we use a similar argument: Plancherel’s theorem implies that∫
∞
0
∫
Rd
Fxu(s, ξ)(g
′′(s)− A(s)g(s)|ξ|2)Fh(ξ)dξds = 0.
By considering a countable and linearly dense set of pairs g ∈ C∞c ((0,∞)) and h ∈
C∞c (R
d), we see that for almost all ξ ∈ Rd, Fxu(·, ξ) is a weak solution of ϕ′′(s) =
|ξ|2A(s)ϕ(s). Such a solution is either a multiple of ϕ(|ξ|2, s), or a function that diverges
to±∞ as s→∞. Since the L 2(Rd) norms of Fxu(s, ·) are bounded as s→∞, for almost
all ξ ∈ Rd we have Fxu(s, ξ) = ϕ(|ξ|2, s)F (ξ) for some F (ξ). Using again boundedness
of ‖Fxu(s, ·)‖2 we conclude that F ∈ L 2(Rd), and therefore u = ext(F−1F ). 
4.3. Change of variable. We now rephrase the results of the previous section in terms
of the operator (1.5). Suppose that a(t) is a locally integrable nonnegative function on
[0,∞) such that (a(t))−1 is also locally integrable, but not integrable, on [0,∞). An
extension to the case when (a(t))−1 is integrable on [0,∞) is discussed in Appendix A.2.
Following Section 3.2, we define
σ(T ) =
∫ T
0
(a(t))−1dt.
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Using the results of Section 3.2, we can identify the quadratic form EH defined earlier in
this section with the following one.
Definition 4.7. For a function u˜ on H, the quadratic form E˜H(u˜, u˜) is defined by the
expression
E˜H(u˜, u˜) =
∫
∞
0
∫
Rd
a(t)|∇t,xu˜(t, x)|2dxdt. (4.12)
The domain D(E˜H) of this form is the set of all locally integrable functions u˜ on H
which satisfy the following conditions: u˜(t, x) is weakly differentiable with respect to t,
(a(t))1/2u˜(t, x) is weakly differentiable with respect to x, the integral in (4.12) is finite,
and ∫ t1
t0
∫
Rd
a(t)|u˜(t, x)|2dxdt <∞ (4.13)
whenever 0 < t0 < t1. Finally, if f ∈ L 2(Rd), then we define its harmonic extension
u˜ = ex˜t f by u˜(t, x) = u(σ(t), x), where u = ext(f).
Recall that under our assumptions, the function A(s) defined by A(σ(t)) = (a(t))2 is
locally integrable on [0,∞). Equivalence of the quadratic forms EH and E˜H , as well as
the corresponding Dirichlet-to-Neumann operators, is very simple when the coefficients
are regular enough. In the general case, one needs to pay extra attention to domains.
Lemma 4.8. Suppose that u(σ(t), x) = u˜(t, x). Then u ∈ D(EH) if and only if u˜ ∈
D(E˜H), and in this case EH(u, u) = E˜H(u˜, u˜).
Proof. Recall that if f(σ(t)) = f˜(t), then absolute continuity of f(s) is equivalent to
absolute continuity of f˜(t). By the ACL characterisation of weak differentiability, weak
differentiability of u(s, x) with respect to s is equivalent to weak differentiability of u˜(t, x)
with respect to t.
Using the same method together with formula (3.6), we see that weak differentiability of
(A(s))1/2u(s, x) with respect to x is equivalent to weak differentiability of (a(t))1/2u˜(t, x)
with respect to t.
By (3.6) and (3.7), the integrals defining EH(u, u) and E˜H(u˜, u˜) are equal. Similarly,
by (3.6), the integrals in (4.2) and (4.13) are equal if s0 = σ(t0) and s1 = σ(t1). Therefore,
u ∈ D(EH) if and only if u˜ ∈ D(E˜H), and we already noted that in this case EH(u, u) =
E˜H(u˜, u˜). 
The following result follows almost immediately from Theorems 4.3 and 4.6.
Theorem 4.9. Suppose that f ∈ L 2(Rd) and u˜ = ex˜t(f). Then u˜ satisfies
∂t,x(a(t)∂t,xu˜(t, x)) = 0 (4.14)
in H in the weak sense. Furthermore, f ∈ D(L) if and only if any of the limits in the
identity
Lf = − lim
t→0+
u˜(t, ·)− u˜(0, ·)
σ(t)
= − lim
t→0+
a(t)∂tu˜(t, ·)
exists in L 2(Rd). Finally, if u˜ satisfies (4.14) in the weak sense and ‖u(t, ·)‖2 is a
bounded function of t, then u˜ = ex˜t(f) for some f ∈ L 2(Rd).
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Proof. The first and the last statements are merely a reformulation of Theorem 4.6,
combined with the identification (3.5) of the operators (A(s))−1∂2s and (a(t))
−1∂t(a(t)∂t):
for any test function v ∈ C∞c (H) and v˜(t, x) = v(σ(t), x) we have∫
∞
0
∫
Rd
∂t,x(a(t)∂t,xu˜(t, x))v˜(t, x)dxdt
=
∫
∞
0
∫
Rd
u˜(t, x)∂t,x(a(t)∂t,xv˜(t, x))dxdt
=
∫
∞
0
∫
Rd
a(t)u˜(t, x)((a(t))−1∂t(a(t)∂tv˜(t, x)) + ∆xv˜(t, x))dxdt
=
∫
∞
0
∫
Rd
A(s)u(s, x)((A(s))−1∂2sv(s, x) + ∆xv(s, x))dxds
=
∫
∞
0
∫
Rd
(∂2su(s, x) + A(s)∆xu(s, x))v(s, x)dxds.
The middle statement is a direct consequence of Theorem 4.3. 
By combining Lemma 4.8 with Theorems 4.4 and 4.5, we immediately get the following
result.
Theorem 4.10. Let f ∈ L 2(Rd) and u˜ = ex˜t(f). Then f ∈ D(E ) if and only if
u˜ ∈ D(E˜H). If v˜ ∈ D(E˜H), f(x) = v˜(0, x) and u˜ = ex˜t(f), then f ∈ D(E ) and
E˜H(v˜, v˜) > E˜H(u˜, u˜) = E (f, f).
Moreover, the space D(E˜H) is a direct sum of D˜0 and D˜harm, where
D˜0 = {u˜ ∈ D(E˜H) : u˜(0, x) = 0 for almost all x ∈ Rd},
D˜harm = {ex˜t(f) : f ∈ D(E )}
are orthogonal to each other with respect to E˜H .
5. Examples
Before we proceed with applications of the extension technique introduced in the pre-
vious section, we discuss several examples. Noteworthy, there is only a handful of known
pairs of explicit coefficients A(s) (or a(t)) and corresponding complete Bernstein functions
ψ(λ); Chapter 15 in [46] contains a concise table in a different (probabilistic) language.
This is, however, not an essential problem in most applications of the variational prin-
ciples of Theorem 6.2, because in order to use them, one typically does not require an
explicit form of the coefficients: it is sufficient to know that appropriate coefficients A(s)
or a(t) exist.
Throughout this section, as it was the case in the introduction, we drop tilde from the
notation, and write u(t, x) for what was denoted by u˜(t, x) in Section 4.3. We also simply
write ϕλ(t) instead of more formal ϕλ(σ(t)).
Most examples below are arranged in the following way: we begin with coefficients A(s)
or a(t) and find the corresponding ϕλ(s) or ϕλ(t). The harmonic extension u = ext(f)
for the operator (1.5) is then given by
Fxu(t, ξ) = ϕλ(t)Ff(ξ),
where λ = |ξ|2.
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5.1. Classical Dirichlet-to-Neumann operator. Let A(s) = 1, or a(t) = 1. Then
σ(t) = t, so the two parametrisations are identical. Clearly, ϕλ(t) = exp(−λ1/2t), ψ(λ) =
λ1/2, and we recover the classical result: if u(t, x) is harmonic inH (that is, ∆t,xu(t, x) = 0
in H) with boundary value u(0, x) = f(x), then∫
Rd
|ξ||Ff(ξ)|2dξ =
∫
∞
0
∫
Rd
|∇t,xu(t, x)|2dxdt,
(−∆)1/2f = ∂tu(0, ·).
(5.1)
Two things need to be clarified here. In this section we understand that in expressions
similar to (5.1) one side is defined (i.e. the integral is finite in either side of the first
equality; |ξ|Ff(|ξ|) is square integrable in the left-hand side of the second equality;
the partial derivative exists with a limit in L 2(Rd) in the right-hand side of the second
equality) if and only if the other one is also defined. Furthermore, we need to impose some
boundedness condition to assert that indeed u = ext(f) in the sense of Definition 4.2.
By Theorem 4.6, it is sufficient to assume that u is twice differentiable in the weak sense,
with u(s, ·) bounded in L 2 for s ∈ (0,∞), and that harmonicity is understood in the
weak sense. Note, however, that in most cases this condition can be significantly relaxed.
5.2. Caffarelli–Silvestre extension technique. Let α ∈ (0, 2), and define two con-
stants:
cα = 2
αΓ(α/2)|Γ(−α/2)|−1, Cα = 21−α/2(Γ(α/2))−1.
Consider the coefficients
A(s) = α−2c2/αα s
2/α−2 or a(t) = α−1cαt
1−α.
Then one finds that
ϕλ(s) = Cα(cαλ
α/2s)1/2Kα/2((cαλ
α/2s)1/α),
ψ(λ) = λα/2,
where Kα/2 is the modified Bessel function of the second kind. In variable t, we have
σ(t) = c−1α t
α,
ϕλ(t) = Cα(λ
1/2t)α/2Kα/2(λ
1/2t),
ψ(λ) = λα/2,
Therefore, if u(t, x) satisfies
∇t,x(t1−α∇t,xu(t, x)) = 0
in H with boundary value u(0, x) = f(x), then∫
Rd
|ξ|α|Ff(ξ)|2dξ =
∫
∞
0
∫
Rd
α−1cαt
1−α|∇t,xu(s, x)|2dxds
and
(−∆)α/2f = −α−1cα lim
t→0+
t1−α∂tu(t, ·).
This can be re-written in variable s: if u(s, x) satisfies
∂2su(s, x) + α
−2c2/αα s
2/α−2∆xu(s, x) = 0
in H with boundary value u(0, x) = f(x), then∫
Rd
|ξ|α|Ff(ξ)|2dξ =
∫
∞
0
∫
Rd
(
(∂su(s, x))
2 + α−2c2/αα s
2−2/α∇xu(s, x)|2
)
dxds
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and
(−∆)α/2f = −∂su(0, ·).
This example was first studied by Molchanov and Ostrovski [42] in the language of sto-
chastic processes, and then recently by Caffarelli and Silvestre [5] in the context of non-
local partial differential equations; see Introduction for further references.
5.3. Quasi-relativistic operator. Let m > 0 and define
A(s) = (1 + 2ms)−2 or a(t) = e−2mt.
Then
ϕλ(s) = (1 + 2ms)
(2m)−1(m−(m2+λ)1/2),
ψ(λ) = (m2 + λ)1/2 −m.
In variable t, we have
σ(t) = (2m)−1(e2mt − 1),
ϕλ(t) = e
(m−(m2+λ)1/2)t.
Therefore, the quasi-relativistic operator (−∆ + m2)1/2 − m can be expressed as the
Dirichlet-to-Neumann operator for differential operators
∂2su(s, x) + (1 + 2ms)
−2∆xu(s, x)
or
∇t,x(e−2mt∇t,xu(t, x))
in H. This example was studied, in the probabilistic context, in [43].
5.4. A string of finite length. A closely related example is obtained by considering
A(s) = (1− 2ms)−2 or a(t) = e2mt,
where in this case the range of s is finite: s ∈ (0, (2m)−1). The corresponding version of
the results of Section 4 is discussed in Appendix A.2.
Note that ((2m)−1 − s)A(s) is not integrable, so that ϕλ(s) automatically satisfies the
Dirichlet condition at s = (2m)−1. In particular, A(s) is not integrable, and therefore
u(s, ·) automatically converges in L 2(Rd) to zero as s→ ((2m)−1)− for every u ∈ D(EH).
We have
ϕλ(s) = (1− 2ms)(2m)−1(m+(m2+λ)1/2),
ψ(λ) = (m2 + λ)1/2 +m,
and in variable t,
σ(t) = (2m)−1(1− e−2mt),
ϕλ(t) = e
−(m+(m2+λ)1/2)t.
This gives a harmonic extension problem for the operator (−∆+m2)1/2+m, which differs
by a constant from the quasi-relativistic operator from the previous example.
Since (λ+m2)1/2 is complete Bernstein function, there must be a corresponding coef-
ficient A(s) or a(t). To our knowledge, the explicit form for this coefficient is not known.
There is, however, a different way to represent (−∆ + m2)1/2: consider the classical
extension problem for −∆ + m2 instead of −∆. This approach was exploited in, for
example, [1, 4].
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5.5. Quasi-relativistic-type operators. More generally, if ψ(−∆) is the Dirichlet-to-
Neumann operator for the differential operator (1.5), then it is easy to construct an
analogous representation for ψ(µ−∆)− ψ(µ), where µ > 0. Indeed, denote
Laf(t) = (a(t))
−1(a(t)f ′(t))′ = f ′′(t) + (a(t))−1a′(t)f ′(t)
and observe that
La(ϕµf) = ϕµLaf + 2ϕ
′
µf
′ + fLaϕµ
= ϕµLaf + 2ϕ
′
µf
′ + µfϕµ.
On the other hand, if b(t) = a(t)(ϕµ(t))
2, then
Lbf(t) = f
′′(t) + (a(t))−1a′(t) + 2(ϕµ(t))
−1ϕ′µ(t)f
′(t).
Therefore,
ϕ−1µ La(ϕµf) = Lbf + µf.
Set fλ(t) = (ϕµ(t))
−1ϕµ+λ(t). Then
Lbfλ = ϕ
−1
µ La(ϕµfλ)− µfλ = ϕ−1µ Laϕλ − µfλ = (µ+ λ)ϕ−1µ ϕλ − µfλ = λfλ.
Furthermore,
lim
t→0+
b(t)f ′λ(t) = lim
t→0+
a(t)(ϕµ(t))
2((ϕµ(t))
−1ϕµ+λ(t))
′
= lim
t→0+
a(t)(ϕ′µ+λ(t)ϕµ(t)− ϕµ+λ(t)ϕ′µ(t)) = ψ(µ+ λ)− ψ(µ).
We conclude that the coefficient b(t) indeed corresponds to ψ(µ+ λ)− ψ(µ).
In particular, the operator (m2−∆)α/2−mα is the Dirichlet-to-Neumann operator for
the differential operator
α−1cαm
α∇t,x(t(Kα/2(mt))2∇t,xu(t, x));
here we set µ = m2. This calculation is due to [13] in probabilistic context.
Note that the argument used in this section works well in variable t, but it is not
easy to reproduce in variable s: the operator (A(s))−1(ϕµ(s)f(s))
′′ is not of the form
(B(s))−1f(s) + µf(s) unless another change of variable is introduced.
5.6. Operators in the theory of linear water waves. In the theory of linear water
waves, one often considers the Dirichlet-to-Neumann operator for A(s) = 1, or a(t) = 1,
in a finite interval (0, R) (which represents the depth of the ocean). Since σ(t) = t, the
two parametrisations coincide. A version of the results of Section 4 adapted to the present
setting is discussed in Appendix A.2.
Imposing Neumann boundary condition at t = R is equivalent to setting A(s) = 0 for
s > R, and one easily finds that
ϕλ(t) =
cosh(λ1/2(R− t))
cosh(λ1/2R)
,
ψ(λ) = λ1/2 tanh(λ1/2R).
The corresponding operator has Fourier symbol |ξ| tanh(R|ξ|).
Dirichlet condition at t = R is equivalent to considering a string of finite length R, and
we get
ϕλ(t) =
sinh(λ1/2(R− t))
sinh(λ1/2R)
,
ψ(λ) = λ1/2(tanh(λ1/2R))−1.
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Therefore, the Dirichlet-to-Neumann operator has Fourier symbol |ξ|(tanh(R|ξ|))−1.
5.7. Complementary operators. The previous examples suggest that if the coefficient
a(t) corresponds to the operator ψ(−∆), then the coefficient b(t) = (a(t))−1 corresponds
to the complementary operator (−∆)(ψ(−∆))−1; if problems in a finite strip t ∈ (0, R) are
considered, Dirichlet and Neumann boundary conditions at t = R need to be exchanged.
This is indeed a case, as we will briefly show.
Let ϕλ be the function described by Theorem 3.1 in variable t; that is, ϕλ is a non-
increasing non-negative function such that ϕλ(0) = 1 and (a(t))
−1(a(t)ϕ′λ(t))
′ = λϕλ(t).
We also know that a(t)ϕ′λ(t) converges to −ψ(λ) as t→ 0+.
Let ϑλ(t) = −(ψ(λ))−1a(t)ϕ′λ(t). Then ϑλ(0) = 1, ϑλ(t) > 0, and
ϑ′λ(t) = −(ψ(λ))−1(a(t)ϕ′λ(t))′ = −λ(ψ(λ))−1a(t)ϕλ(t).
In particular, ϑλ is non-increasing. Furthermore,
a(t)((a(t))−1ϑ′λ(t))
′ = −(ψ(λ))−1a(t)ϕ′λ(t) = λϑλ(t).
Therefore, ϑλ is the analogue of the function ϕλ for the coefficient b(t) = (a(t))
−1 (instead
of a(t)). Finally,
(a(t))−1ϑ′λ(t) = −λ(ψ(λ))−1ϕλ(t) = λ(ψ(λ))−1ϑλ(t).
converges to λ(ψ(λ))−1 as t→ 0+. This completes the proof our claim.
Noteworthy, the operators (1.5) corresponding to a(t) and b(t) = (a(t))−1 are
∂2t +
a′(t)
a(t)
∂t and ∂
2
t −
a′(t)
a(t)
∂t;
in particular, they are (formally) adjoint one to the other.
Let us state the above property in terms of variable s. Recall that the coefficient
a(t) corresponds to A(s) such that A(σ(t)) = (a(t))2. In a similar way, b(t) = (a(t))−1
corresponds to B(s) such that B(τ(t)) = (b(t))2, where τ(T ) =
∫ T
0
(b(t))−1dt. It follows
that ∫ σ(T )
0
A(s)ds =
∫ T
0
A(σ(t))σ′(t)dt =
∫ T
0
a(t)dt =
∫ T
0
(b(t))−1dt = τ(T ),
and similarly ∫ τ(T )
0
B(s)ds = σ(T ).
In other words, A([0, σ(T ))) = τ(T ) and B([0, τ(T ))) = σ(T ), that is, the distribution
functions A([0, s)) and B([0, s)) form a pair of inverse functions.
The above observation is a special case of a general fact in Krein’s spectral theory of
strings: the distribution functions of two strings A and B form a pair of (generalised)
inverse functions if and only if the complete Bernstein functions that correspond to A
and B are ψ(λ) and λ(ψ(λ))−1; see [15].
5.8. A non-standard example. An interesting class of examples is obtained by con-
sidering α ∈ R and
a(t) = (1− t)1−2α,
where the range of t is finite: t ∈ (0, 1). Again we refer to Appendix A.2 for the discussion
of the results of Section 4 within the present context.
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When α > 0, then in addition a Dirichlet boundary condition needs to be imposed on
ϕλ(t) at t = 1. It is easy to verify that
ϕλ(t) =
(1− t)αIα(λ1/2(1− t))
Iα(λ1/2)
,
ψ(λ) =
λ1/2Iα−1(λ
1/2)
Iα(λ1/2)
,
where Iα is the modified Bessel function of the first kind. This can be re-written in
variable s as follows. We find that if α 6= 0, then
σ(t) =
{
(2α)−1(1− (1− t)2α) if α 6= 0,
− log(1− t) if α = 0,
so that s ∈ (0,∞) if α 6 0, while s ∈ (0, (2α)−1) if α > 0. It follows that
A(s) =
{
(1− 2αs)1/α−2 if α 6= 0,
e−2s if α = 0.
A formula for ϕλ(s) can be given, but it is of little use.
Observe that when α > 0, then ((2α)−1 − s)A(s) is always integrable, and A(s) is
integrable if and only if α > 1. Therefore, if 0 < α < 1, one needs to impose an
additional condition that u(s, ·) converges to 0 in L 2(Rd) as s → ((2α)−1)− in the
definition of D(EH).
6. Variational principle
Let V (x) be a locally bounded function on Rd, bounded from below. We consider the
Schrödinger operator L+ V (x) = ψ(−∆) + V (x) and its quadratic form
EV (f, f) = E (f, f) +
∫
Rd
V (x)(f(x))2dx
=
∫
Rd
ψ(|ξ|2)|Ff(ξ)|2dξ +
∫
Rd
V (x)(f(x))2dx,
with domain D(EV ) equal to the set of those f ∈ D(E ) for which V (x)(f(x))2 is inte-
grable. In order to use the harmonic extension technique, here we assume that ψ is a
complete Bernstein function.
Standard arguments show that if ψ is unbounded and V (x) is confining (that is, it
converges to infinity as |x| → ∞), then the operator L+ V (x) has discrete spectrum. In
fact, a more general statement is true; we refer to [38] for further discussion.
Under the above assumptions, there is a complete orthonormal sequence of eigenfunc-
tions fn of L+V (x), with corresponding eigenvalues µn arranged in a non-increasing way,
and furthermore the sequence µn diverges to infinity.
Recall that f is an eigenfunction with eigenvalue µ if and only if
EV (f, g) = µ
∫
Rd
f(x)g(x)dx
for all g ∈ D(EV ). The eigenvalues below the essential spectrum are described by standard
variational principles. For simplicity, we only state the results when ψ and V converge to
infinity at infinity, and we denote by f1, f2, . . . the orthonormal sequence of eigenfunctions
of L+ V (x), with eigenvalues µ1 6 µ2 6 . . .
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Theorem 6.1. The eigenvalues are given by the variational formula
µn = inf{EV (f, f) : f ∈ D(EV ), ‖f‖2 = 1,
f is orthogonal to f1, f2, . . . , fn−1 in L
2(Rd)},
and fn is one of the functions f for which the infimum is attained. Another description
is provided by the min-max principle
µn = inf{sup{EV (f, f) : f ∈ D , ‖f‖2 = 1} :
D is an n-dimensional subspace of D(EV )}.
Let EH be the quadratic form described in Definition 4.1, and let D(EH,V ) be the space
of those u ∈ D(EH) for which V (x)(u(0, x))2 is integrable. For u ∈ D(EH,V ) define
EH,V (u, u) = EH(u, u) +
∫
Rd
V (x)(u(0, x))2dx.
In a similar way we define E˜H,V and its domain D(E˜H,V ) using the form given in Defini-
tion 4.7. By the identification of E with EH or E˜H , we immediately have the following
result.
Theorem 6.2. The two variational principles of Theorem 6.1 can be rewritten as
µn = inf{EH,V (u, u) : u ∈ D(EH,V ), ‖u(0, ·)‖2 = 1,
u(0, ·) is orthogonal to f1, . . . , fn−1 in L 2(Rd)},
(6.1)
and un = ext(fn) is one of the functions u for which the infimum is attained. We also
have
µn = inf{sup{EH,V (u, u) : u ∈ D , ‖u(0, ·)‖2 = 1} :
D is a subspace of D(EH,V ) such that {u(0, ·) : u ∈ D} is n-dimensional}.
Similar expressions in terms of E˜H,V are valid.
Proof. Let ηn denote the infimum in the right-hand side of (6.1). By considering u =
ext(fn) and observing that EH,V (u, u) = EV (fn, fn) = µn, we immediately see that µn >
ηn. On the other hand, for any u as in the definition of µn, we have EH,V (u, u) >
EV (f, f) > µn, where f = u(0, ·), so that ηn > µn.
The proof of the second statement is very similar. 
Theorem 6.2 turns out to be useful for two reasons. The form EH and the corresponding
operator LH are local, and therefore geometrical properties of functions harmonic with
respect to LH are easier to study. This is illustrated by the Courant–Hilbert nodal
line theorem in Section 7. Furthermore, it is often much simpler to evaluate EH(u, u)
for appropriate function u than to calculate (or estimate) E (f, f) for the corresponding
boundary value f(x) = u(0, x). Since EH(u, u) > E (f, f), this method can be used to
find bounds for eigenvalues µn, as indicated in Section 8.
7. Courant–Hilbert nodal line theorem
Throughout this section we assume that V is a confining potential, and ψ is an un-
bounded complete Bernstein function. We consider the quadratic form EH described in
Definition 4.1, as well as
EH,V (u, u) = EH(u, u) +
∫
Rd
V (x)(u(0, x))2dx
introduced in Section 6. In a similar way we consider E˜H and E˜H,V .
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Let fn be the sequence of eigenfunctions of the operator corresponding to EH,V , and
let µn be the corresponding eigenvalues, arranged in a non-decreasing way. We define
un = ext(fn) to be the harmonic extension of fn.
We will also assume that exp(−tψ(|ξ|2)) is integrable over Rd for any t > 0. Under this
assumption it is known that fn is continuous on R
d, and Ffn is integrable (see Section 9
for further discussion). Using Fourier inversion formula and dominated convergence, one
easily finds that in this case un is continuous on H.
Fix n and denote byD a nodal domain of un, that is, a connected component of {(s, x) ∈
H : un(s, x) 6= 0}. Furthermore, let v(s, x) = 1D(s, x)un(s, x) be the corresponding nodal
part of un.
Lemma 7.1. Any nodal part v of un = ext(fn) is weakly differentiable, with ∇s,xv(s, x) =
1D(s, x)∇s,xun(s, x). In particular, v ∈ D(EH).
Proof. The result follows from the ACL characterisation of weak differentiability in a
rather standard way. The details are, however, somewhat technical, and therefore we
outline the proof.
After a modification on a set of zero Lebesgue measure, un has the ACL property;
since un is already continuous, in fact no modification is needed. Fix a line on which un
is absolutely continuous. We will argue that from the definition of absolute continuity it
follows that v = 1Dun is also absolutely continuous on this line.
Fix ε > 0 and choose δ > 0 according to the definition of absolute continuity of un on
the chosen line. Consider a collection of mutually disjoint intervals (pj , qj) of total length
less then δ, and replace any interval (pj , qj) which intersects ∂D by two sub-intervals
(pj, rj) and (rj, qj), for arbitrary rj ∈ (pj, qj) ∩ ∂D. For notational convenience, set
rj = qj if (pj, qj) has no common point with ∂D. Then the sum of |v(pj)− v(qj)| is easily
shown not to exceed the sum of |un(pj)−un(rj)|+ |un(rj)−un(qj)|. Thus, v is absolutely
continuous on the line considered.
Furthermore, if ∂ stands for the derivative along the chosen line, ∂v(p) = ∂un(p) for
p ∈ D and ∂v(p) = 0 if p /∈ D. Suppose now that p ∈ ∂D. If there is a sequence of
points pn /∈ D on the chosen line convergent to p, then ∂v(p) = 0. Finally, there is only a
countable number of points p ∈ ∂D on the chosen line for which such a sequence pn does
not exist. Thus, ∂v(p) = ∂un(p)1D(p) for almost all p on the chosen line.
It follows that v has the ACL property, with ∇s,xv(s, x) = 1D(s, x)∇s,xun(s, x) almost
everywhere. The desired result follows by the ACL characterisation of weak differentia-
bility. 
Let v be a nodal part of un, and let g(x) = v(0, x). (Note that g need not be a nodal
part of fn). Since fn is an eigenfunction, we have EV (fn, g) = µn
∫
Rd
fn(x)g(x)dx, that
is,
EH,V (un, v) = µn
∫
Rd
un(0, x)v(0, x)dx.
However, un(s, x)v(s, x) = (v(s, x))
2, and ∇s,xun(s, x) · ∇s,xv(s, x) = |∇s,xv(s, x)|2 (the
latter equality holds almost everywhere). Therefore,
EH,V (v, v) = EH,V (un, v) = µn
∫
Rd
un(0, x)v(0, x)dx = µn
∫
Rd
(v(0, x))2dx. (7.1)
The weak Courant–Hilbert theorem holds in full generality. For a strong version, we
need the unique continuation property.
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Theorem 7.2 (a special case of Theorem 17.2.6 in [26]). If A(s) is positive and locally
Lipschitz continuous, f ∈ D(E ) and u = ext(f), then the set {(s, x) ∈ H : u(s, x) = 0}
has either zero of full Lebesgue measure.
Note that A(s) satisfies the assumptions of the above theorem if and only if the corre-
sponding coefficient a(t) is positive and locally Lipschitz continuous, for either condition
implies that both σ and the inverse function σ−1 are locally C 1.
Noteworthy, there is no simple condition on the complete Bernstein function ψ(ξ) which
implies that the corresponding coefficient A(s) is Lipschitz continuous. This condition is,
however, satisfied for all examples in Section 5.
The proof of the following Courant–Hilbert-type result is standard. For completeness,
we provide the details.
Theorem 7.3. Suppose that exp(−tψ(|ξ|2)) is integrable over Rd for any t > 0. The
number of nodal parts of the harmonic extension un = ext(fn) of the n-th eigenfunction
does not exceed:
(a) max{j ∈ N : µj = µn} in the general case (weak version);
(b) min{j ∈ N : µj = µn} if A(s) is positive and locally Lipschitz (strong version).
Proof. Both statements are proved by a very similar argument: let N = min{j ∈ N : µj >
µn} for the weak version, N = min{j ∈ N : µj = µn} for the strong version. Suppose
that un has at least N nodal parts v1, v2, . . . , vN . Let v =
∑N
j=1 αjvj be a non-zero linear
combination of these nodal parts such that v(0, ·) is orthogonal to f1, f2, . . . , fN−1.
By Lemma 7.1, vj ∈ D(EH,V ), and by (7.1),
EH,V (vj, vj) = µn
∫
Rd
(vj(0, x))
2dx.
Furthermore, if i 6= j, then vi(0, x)vj(0, x) and ∇vi(s, x) · ∇vj(s, x) are equal to zero
almost everywhere (again by Lemma 7.1), and therefore
∫
Rd
vi(0, x)vj(0, x)dx = 0 and
EH,V (vi, vj) = 0. It follows that v ∈ D(EH,V ) and
EH,V (v, v) =
N∑
j=1
EH,V (vj , vj) =
N∑
j=1
µn
∫
Rd
(vj(0, x))
2dx = µn
∫
Rd
(v(0, x))2dx. (7.2)
On the other hand, v(0, x) is orthogonal to f1, f2, . . . , fN−1, and so v can be written as an
orthogonal sum
∑
∞
j=N βjuj. We now consider the weak and strong versions separately.
For the weak version, we have µN > µn. Thus,
EH,V (v, v) =
∞∑
j=1
µj|βj|2 > µN
∞∑
j=N
|βj|2 = µN
∫
Rd
(v(0, x))2dx,
a contradiction with (7.2) (for necessarily EH,V (v, v) > 0). Therefore, un has less than N
nodal parts, as desired.
For the strong version, let M = min{j ∈ N : µj > µn}. By (7.2),
0 = EH,V (v, v)− µn
∫
Rd
(v(0, x))2dx =
∞∑
j=N
(µj − µn)|βj|2 =
∞∑
j=M
(µj − µn)|βj |2.
Thus, βj = 0 for all j > M , and so g(x) = v(0, x) is a linear combination of eigenfunctions
fN , fN+1, . . . , fM−1, all corresponding to the same eigenvalue µn. It follows that g is
itself an eigenfunction corresponding to the eigenvalue µn, and so EV (g, g) = µn‖g‖22 =
EH,V (v, v). By Theorem 4.5, we have v = ext(g), and therefore, by Theorem 7.2, the set
{(s, x) ∈ H : v(s, x) = 0} has zero Lebesgue measure. However, v is a linear combination
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of the nodal parts v1, v2, . . . , vN of un. If un had another nodal part, the set {(s, x) ∈
H : v(s, x) = 0} would contain the corresponding nodal domain and thus would have
non-empty interior. Therefore, un has no more than N nodal parts, as desired. 
As remarked in the introduction, a variant of Theorem 7.3 can be given for radial
functions when the underlying potential is a radial functions. The proof of the following
result is very similar to the proof of Theorem 7.3, and thus it is omitted.
Theorem 7.4. Suppose that V (x) is a radial confining potential and that exp(−tψ(|ξ|2))
is integrable over Rd for any t > 0. Let µrad,n denote the non-decreasing sequence of
eigenvalues of ψ(−∆) + V (x) that correspond to radial eigenfunctions. Let urad,n(t, |x|)
be the harmonic extension ext(frad,n). Then the number of nodal parts of un on (0,∞)×
(0,∞) does not exceed:
(a) max{j ∈ N : µj = µn} in the general case (weak version);
(b) min{j ∈ N : µj = µn} if A(s) is positive and locally Lipschitz (strong version).
In particular, the number of nodal parts of the profile function of frad,n on (0,∞) does
not exceed 2n− 1.
We remark that an analogous statement is true for eigenvalues that correspond to
eigenfunctions of the form f(|x|)v(x) for any given solid harmonic polynomial v(x) (for
example, v(x) = xj , v(x) = x
2
i−x2j or v(x) = xixj , where i 6= j). For a detailed discussion,
we refer to Section 2.1 in [14] or Appendix C.3 in [21].
8. Estimates of eigenvalues
We continue to assume that V (x) is a confining potential, and that ψ is an unbounded
complete Bernstein function. Our goal in this section is to compare the eigenvalues µn of
L+ V (x) = ψ(−∆) + V (x) with the eigenvalues λn of −∆+ γV (x) for a suitable γ > 0.
This is achieved by constructing appropriate test functions and inserting them into the
variational formula.
Throughout this section we write 〈V f, f〉 for ∫
Rd
V (x)|f(x)|2dx.
Let γ > 0 and λ > 0. Let f be weakly differentiable with ∇f ∈ L 2(Rd) and ‖f‖2 = 1,
and let η = ‖∇f‖22+γ〈V f, f〉. Let u(s, x) = ϕλ(s)f(x), where ϕλ is the function described
by Theorem 3.1. Clearly, u ∈ D(EH) and
EH(u, u) =
∫
∞
0
(
(ϕ′λ(s))
2‖f‖22 + A(s)((ϕλ(s))2‖∇f‖22
)
dt.
Recall that ‖f‖22 = 1 and ‖∇f‖22 = η − γ〈V f, f〉. Thus,
EH(u, u) =
∫
∞
0
(
(ϕ′λ(s))
2 + (η − γ〈V f, f〉)A(s)(ϕλ(s))2
)
ds.
By equality in (3.3),
EH(u, u) = ψ(λ) + (η − λ− γ〈V f, f〉)
∫
∞
0
A(s)(ϕλ(s))
2ds.
Suppose that λ > η and that
γ
∫
∞
0
A(s)(ϕλ(s))
2dt > 1. (8.1)
Then it follows that
EH,V (u, u) = EH(u, u) + 〈V f, f〉 6 ψ(λ).
This essentially proves the following comparison result.
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Theorem 8.1. Suppose that V is a nonnegative confining potential and λ > 0. Choose
γ =
(∫
∞
0
A(s)(ϕλ(s))
2ds
)
−1
,
and let λn be the non-decreasing sequence of eigenvalues of −∆+γV . Let n be the greatest
index such that λn 6 λ. Then the n-th smallest eigenvalue µn of ψ(−∆) + V (x) is not
greater than ψ(λ).
Proof. If f is in the linear span of the first n eigenfunctions of −∆ + γV , then η =
‖∇f‖22 + γ〈V f, f〉 satisfies η 6 λn 6 λ. Therefore, by the discussion preceding the
statement of the theorem, the function u(s, x) = ϕλ(s)f(x) satisfies
EH,V (u, u) 6 ψ(λ).
From the min-max variational characterisation of µn, we conclude that µn 6 ψ(λ). 
Apparently, the above theorem is new even for the fractional Laplace operator. In this
case
a(t) =
2α−1Γ(α
2
)
Γ(1− α
2
)
t1−α,
ϕλ(t) =
21−α/2
Γ(α
2
)
(
√
λt)α/2Kα/2(
√
λt),
and ∫
∞
0
a(t)(ϕλ(t))
2dt =
2α/2λα/2−1/2
Γ(1− α
2
)
∫
∞
0
(
√
λt)1−α/2Kα/2(
√
λt)dt
=
2α/2λα/2−1
Γ(1− α
2
)
∫
∞
0
r1−α/2Kα/2(r)dr = λ
α/2−1,
see formula 6.561.16 in [24].
Corollary 8.2. Suppose that V is a nonnegative confining potential and λ > 0. Let λn be
the non-decreasing sequence of eigenvalues of −∆+ λ1−α/2V . Let n be the greatest index
such that λn 6 λ. Then the n-th smallest eigenvalue µn of (−∆)α/2 + V (x) is not greater
than λα/2.
This can be specialised further when V is homogeneous with degree p > 0. Indeed, in
this case if f is an eigenfunction of −∆ + V (x) with eigenvalue λ, then fa(x) = f(ax)
satisfies ∆fa(x) = a
2∆f(ax) = a2V (ax)f(ax) − a2λf(ax) = a2+pV (x)fa(x) − a2λfa(x).
Therefore, fa is an eigenfunction of −∆+ a2+pV (x) with eigenvalue a2λ. In other words,
if γ = a2+p, then fa is the eigenfunction of −∆+ γV (x) with eigenvalue γ2/(2+p)λ.
Corollary 8.3. Suppose that V is a locally bounded, positive (except at zero) poten-
tial which is homogeneous with degree p > 0. Let λn be the non-decreasing sequence
of eigenvalues of −∆ + V (x), and µn be the non-decreasing sequence of eigenvalues of
(−∆)α/2 + V (x). Then
µn 6 λ
(2+p)α/(2α+2p)
n .
Proof. Choose λ > 0. Then the n-th smallest eigenvalue of −∆+λ1−α/2V is λ(2−α)/(2+p)λn.
This is equal to λ if λ1−(2−α)/(2+p) = λn, that is, λ = λ
(2+p)/(α+p)
n . 
9. Probabilistic motivations
We end this article with a brief discussion of our results from the point of view of
probability theory.
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9.1. Lévy processes. If ψ is a complete Bernstein function (more generally, if ψ is a
Bernstein function), then ψ(−∆) is the generator of a Lévy process X(t) in Rd, which
can be obtained from the standard Brownian motion B(t) by a random change of time.
More precisely, the process X(t) can be constructed as B(S(t)), where S(t) is a sub-
ordinator (an increasing Lévy process) such that the Laplace transform of the distri-
bution of S(t) is exp(−tψ(λ)), and such that B(t) and S(t) are independent processes.
By a simple calculation, the Fourier transform of the distribution of S(t) is equal to
(2pi)−d/2 exp(−tψ(|ξ|2)). For more information about Lévy processes, generators and
subordination, we refer to [45, 46].
The semi-group generated by −ψ(−∆) is a Feller semi-group (that is, a strongly contin-
uous semi-group of operators on C0(R
d)), and the operators exp(−tψ(−∆)) are strongly
Feller (that is, they map bounded measurable functions into continuous ones) if and
only if exp(−tψ(|ξ|2)) is integrable for every t > 0. These properties are inherited by
the semi-group of −ψ(−∆) + V (x), provided that V (x) is bounded below and locally
bounded above. In fact a more general statement is true, it is sufficient to assume that
V (x) is in an appropriate Kato class, see, for example, Theorem 2.5 in [12].
9.2. Traces of diffusions. The operators given in (1.4), (1.5) and (1.6) are generators of
certain diffusions Y (t) in H, reflected on the boundary. The Lévy process X(t) discussed
in the previous section can be obtained as the trace of Y (t) on the boundary. More
precisely, the set of times {t > 0 : Y (t) ∈ ∂H} is equal to the range of some subordinator
R(t) (namely, the inverse local time of the first coordinate of Y (t) at zero), and X(t) is
equal to the process Y (R(t)).
Note that the above interpretation of X(t) coincides with the one given in the previous
section (as a subordinate Brownian motion) only when a(t) or A(s) is constant, and X(t)
is the Cauchy process. Indeed, the last d coordinates of Y (t) are not independent from the
process R(t), unless a(t) = 1 or A(s) = 1, so Y (R(t)) is not equivalent to subordination
of the last d coordinates of Y (t) using the subordinator R(t).
We remark that traces of Markov processes on appropriate sets have been studied in
general in terms of quadratic (Dirichlet) forms, see [8], as well as in probabilistic context,
see [31].
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Appendix A. Krein’s string theory
A.1. Extension to general Krein’s strings. For simplicity, most results have been
stated for regular Krein’s strings. However, their extension to the general case is typically
straightforward. In this section we discuss the necessary changes.
Recall that Krein’s string is a locally finite nonnegative measure on [0, R), where R ∈
(0,∞]. As pointed out in Theorem 3.1, if R is finite and (R−s)A(ds) is a finite measure,
then we need to impose a Dirichlet boundary condition at s = R in the definition of ϕλ.
Theorem 3.1 in Section 3.1 is already stated for general Krein’s strings. Change of
variable described in Section 3.2 is not applicable unless A(ds) is a function. In this case
A(s) can still be defined on a finite interval only, as well as the corresponding coefficient
a(t). We return to this subject in part A.2.
We now turn our attention to Section 4. Definition 4.1 takes the following form.
Definition A.1. For a function u on H, we let
EH(u, u) =
∫ R
0
∫
Rd
(∂su(s, x))
2dxds+
∫
[0,R)
∫
Rd
|∇xu(s, x)|2dxA(ds), (A.1)
with u ∈ D(EH) if and only if the following conditions are satisfied: u(s, x) is weakly
differentiable in s; u(s, ·), as a function in L 2(Rd), depends continuously on s (which
asserts that (4.6) holds for all S ∈ [0, R));∫
[s0,s1)
∫
Rd
|u(s, x)|2dxA(ds) <∞
whenever 0 < s0 < s1 < R; for A(ds)-almost all s the weak gradient ∇xu(s, x) exists, and
the integrals in (A.1) are finite; if R is finite and A is a finite measure, then in addition
u(s, ·) converges in L 2(Rd) to zero as s→ R−.
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We emphasize that since the measure A may fail to be absolutely continuous, we need
to assume that formula (4.6) holds for all S ∈ [0, R), or at least for almost all S ∈ [0, R)
with respect to both the Lebesgue measure and A.
It is somewhat easier to describe D(EH) in terms of the Fourier variable: formula (4.4)
becomes
EH(u, u) =
∫ R
0
∫
Rd
(∂sFxu(s, ξ))
2dξds+
∫
[0,R)
∫
Rd
|ξ|2|Fxu(s, ξ)|2dξA(ds), (A.2)
and u ∈ D(EH) if and only if: Fxu(s, ξ) is weakly differentiable in s; u(s, ·), as a function
in L 2(Rd), depends continuously on s; the integral in (A.2) is finite; and if R is finite and
A is a finite measure, then in addition Fxu(s, ·) converges in L 2(Rd) to zero as s→ R−.
The notion of the harmonic extension u = ext(f) (Definition 4.2) remains the same in
the general case; so does Theorem 4.3. The proofs of Theorems 4.4 and 4.5 require only
notational changes: replacing
∫
∞
0
and A(s)ds by
∫
[0,R)
and A(ds). Theorem 4.6 extends
without modifications to the case of finite R when the measure (R − s)A(ds) is infinite.
When (R− s)A(ds) is a finite measure, one needs to additionally impose a Dirichlet-type
condition that ‖u(s, ·)‖2 converges to 0 as s→ R−.
For reader’s convenience, we re-state the above theorems in the general context dis-
cussed above.
Theorem A.2. Suppose that f ∈ L 2(Rd) and u = ext(f). Then u satisfies
∂2su(s, x) + A(ds)∆xu(s, x) = 0 (A.3)
in H in the sense of distributions. Furthermore, f ∈ D(L) if and only if the limit in the
definition of ∂su(0, ·) exists in L 2(Rd), and in this case
Lf = −∂su(0, ·) = − lim
s→0+
∂su(s, ·).
Finally, suppose that u satisfies (A.3) in the sense of distributions, ‖u(s, ·)‖2 is a bounded
function of s, and in addition, when R is finite and (R − s)A(ds) is a finite measure,
u(s, ·) converges to 0 in L 2(Rd) as s→ R−. Then u = ext(f) for some f ∈ L 2(Rd).
Theorem A.3. Let f ∈ L 2(Rd) and u = ext(f). Then f ∈ D(E ) if and only if
u ∈ D(EH). If v ∈ D(EH), f(x) = v(0, x) and u = ext(f), then f ∈ D(E ) and
EH(v, v) > EH(u, u) = E (f, f).
Moreover, the space D(EH) is a direct sum of D0 and Dharm, where
D0 = {u ∈ D(EH) : u(0, x) = 0 for almost all x ∈ Rd},
Dharm = {ext(f) : f ∈ D(E )}
are orthogonal to each other with respect to EH .
With these extensions, the applications given in Sections 7 and 8 extend immediately
to general Krein’s strings.
A.2. Change of variable for strings of finite length. In Definition 4.7 we can now
include coefficients a(t) such that (a(t))−1 is integrable over [0,∞), and possibly defined
on an interval [0, r) only, where r ∈ (0,∞]. If σ(t) is bounded, then the coefficient A(s)
is only defined on [0, R) for finite R = limt→r− σ(t).
If a(t) is integrable over [0, r), then A(s) is integrable on [0, R). In this case we can
extend A(s) so that A(s) = 0 for s > R, and we can still apply Lemma 4.8, provided that
we assume that u(R, ·) is the limit of u(σ(t), ·) = u˜(t, ·) as t→ r−, and u(s, x) = u(R, x)
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for s > R. It is then easy to see that the variational description of the eigenvalues in
terms of the form E˜H in Section 6 remains unaltered.
However, if we instead consider A(s) to be a Krein’s string with length R, then Def-
inition 4.7 requires an additional condition that u˜(t, ·) converges in L 2(Rd) to zero as
t→ r− in order that u˜ ∈ D(E˜H).
If a(t) is not integrable on [0, r), then no further conditions are necessary: if (a(t))−1 is
integrable and u˜ ∈ D(E˜H), then u˜(t, ·) automatically converges to 0 in L 2(Rd) as t→ r−.
Note that the following seven combinations are possible:
(a) r =∞, (a(t))−1 not integrable (R = ∞), a(t) not integrable (A infinite);
(b) r =∞, (a(t))−1 not integrable (R = ∞), a(t) integrable (A finite);
(c) r =∞, (a(t))−1 integrable (R <∞), a(t) not integrable (A infinite);
(d) r <∞, (a(t))−1 not integrable (R = ∞), a(t) not integrable (A infinite);
(e) r <∞, (a(t))−1 not integrable (R = ∞), a(t) integrable (A finite);
(f) r <∞, (a(t))−1 integrable (R <∞), a(t) not integrable (A infinite);
(g) r <∞, (a(t))−1 integrable (R <∞), a(t) integrable (A finite),
and only case (d) seems to be rather exotic: examples corresponding to other cases
are given in Section 5. More specifically, the classical and Caffarelli–Silvestre exten-
sion problems for (−∆)α/2 (see Sections 5.1 and 5.2) correspond to (a). The extension
problem for (m2 − ∆)α/2 − m (see Section 5.3) is an example of type (b), while the
one for (m2 −∆)α/2 +m (see Section 5.4) belongs to (c). The operators related to the
theory of linear water waves (see Section 5.6), with Fourier symbols |ξ| tanh(R|ξ|) and
|ξ|(tanh(R|ξ|))−1 are clearly of type (g). Finally, the example described in Section 5.8 is
of type (e) or (f), depending on the value of the parameter α.
A.3. Existence and properties of ϕλ. For completeness, we recall some basic facts
from Krein’s spectral theory of strings. Throughout this section A(ds) is a Krein’s string,
that is, a locally finite measure on [0, R), with possibly infinite R > 0.
Theorem A.4 (see [32]). Let λ > 0. The Cauchy problem
f ′′(s) = λf(s)A(ds),
f(0) = a,
f ′(0) = b
has a unique solution on [0, R) for any a, b ∈ R. Here the second derivative is understood
in the sense of distributions, that is, we require that
f(S) = f(0) + f ′(0)S +
∫
[0,S)
(S − s)λf(s)A(ds)
for s ∈ [0, R).
If fN and fD are the solutions of the above problem with fN (0) = f
′
D(0) = 1, f
′
N(0) =
fD(0) = 0, then
lim
s→R−
fD(s)
fN(s)
=
∫ R
0
1
(fN(s))2
ds =
1
ψ(λ)
(A.4)
for a complete Bernstein function ψ.
Conversely, for any complete Bernstein function ψ there is a unique corresponding
Krein’s string A(ds), so that Krein’s correspondence is a bijection between Krein’s strings
and complete Bernstein functions.
Note that the first equality in (A.4) follows from the fact that the Wrońskian f ′DfN −
f ′NfD is constant one, and therefore 1/f
2
N = (fD/fN)
′. In particular, if λ > 0, then
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fD/fN is non-decreasing. Many further properties of Krein’s correspondence, including
the relationship between asymptotic behaviour of A(ds) and ψ(λ), can be found in [32];
see also the references therein.
The function ϕλ satisfying the conditions of Theorem 3.1 can be constructed as
ϕλ(s) = fN(s)− (ψ(λ))−1fD(s).
Clearly, ϕ′′λ(s) = λϕλ(s)A(ds), ϕλ(0) = 0 and −ϕ′λ(0) = ψ(λ). Furthermore, since fD/fN
is non-decreasing, fD(s)/fN(s) 6 ψ(λ), and therefore ϕλ(s) > 0 for all s. It follows that
ϕ′′λ(s) > 0, so that ϕλ is convex. It is also easy to see that ϕλ is decreasing. Indeed,
it is the limit as c → (ψ(λ))−1 of fN − cfD. However, if c > (ψ(λ))−1, then fN − cfD
is nonnegative and convex on some initial interval [0, s0) and then it becomes negative
and concave on (s0, R), and thus it is non-increasing. It follows that ψλ is necessarily
non-increasing.
Observe that the estimate (3.3) (with equality if and only if f = ϕλ) extends to the
general setting: one only needs to replace the usual integration by parts by a suitable
application of Fubini’s theorem.
For λ = 0 we simply have fN(s) = 1 and fD(s) = s, so that ϕ0(s) = 1−ψ(λ)s. Suppose
that λ > 0. If R is infinite, then fD(s) > s, so that fD is unbounded. It follows that ϕλ is
the only bounded solution of the equation f ′′(s) = λf(s)A(ds) with f(0) = 1. Similarly,
if R is finite, then fN is unbounded if and only if (R− s)A(ds) is an infinite measure. If
this is the case, then again ϕλ is the only bounded solution of f
′′(s) = λf(s)A(ds) such
that f(0) = 1. Otherwise, all solutions of this problem are bounded.
Similarly, one can show that if λ > 0 and A is an infinite measure, then ϕλ is the only
solution of the problem f ′′(s) = λf(s)A(ds) for which f ′ is bounded. If A is a finite
measure, however, then all solutions of this problem have bounded derivative.
Finally, we note that by equality in (3.3), for λ > 0, (ϕλ(s))
2 is integrable over [0, R)
with respect to A(ds). Furthermore, if R is infinite or A is an infinite measure, ϕλ is
the only solution of f ′′(s) = λf(s)A(ds) such that f(0) = 1 and
∫
[0,R)
(f(s))2A(ds) <∞.
Otherwise the integrability condition is satisfied by all solutions of f ′′(s) = λf(s)A(ds).
This explains the need for additional Dirichlet boundary condition in Definition A.1.
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