Abstract Let U be the quantized enveloping algebra andU its modified form. Lusztig gives some symmetries on U andU. Since the realization of U by the reduced Drinfeld double of the RingelHall algebra, one can apply the BGP-reflection functors to the double Ringel-Hall algebra to obtain Lusztig's symmetries on U and their important properties, for instance, the braid relations. In this paper, we define a modified formḢ of the Ringel-Hall algebra and realize the Lusztig's symmetries oṅ U by applying the BGP-reflection functors toḢ.
Introduction
Let U be the quantized enveloping algebra associated to a symmetrizable generalized Cartan matrix. Lusztig introduces some symmetries T i acting on an integrable U-module and then on the quantized enveloping algebra U ( [1] [2] [3] ). LetU be the modified quantized enveloping algebra obtained from U by modifying the Cartan part U 0 to ⊕ λ∈P Q(v)1 λ . This algebra has same representations with U. Lusztig also introduces some symmetries T i acting on the modified quantized enveloping algebraU ( [3] ).
Let H * q (Λ) be the Ringel-Hall algebra associated to a finite dimensional hereditary algebra Λ. Then the composition subalgebra C * q (Λ) realizes the positive part U + of the quantized enveloping algebra by the Ringel-Green Theorem ( [4] [5] ). One can extend the Ringel-Green theorem to the Drinfeld double version and realize the whole U by the reduced Drinfeld double of the composition algebra ( [6] ). These work give a connection between the representation theory of finite dimensional hereditary algebras and quantized enveloping algebras.
Via the Ringel-Hall algebra approach, one can apply the BGP-reflection functors to the quantum enveloping algebras U + and U to obtain Lusztig's symmetries and their properties in a conceptual way ( [7] [8] ). This method gives a precise construction of Lusztig's symmetries not only in the quantum enveloping algebras, also for the whole Drinfeld doubles of Ringel-Hall algebras ( [9] [10]).
In this paper, we define a modified formḢ satisfy the braid relations. In Section 5, we define Lusztig's symmetries onḢ * q (Λ) and find the precise relation between these symmetries and the maps induced by the BGP-reflection functors.
2 Quantized enveloping algebras and their modified forms
Quantized enveloping algebras
Denote by Q the field of rational numbers and Z the ring of integers. Let I be a finite index set with |I| = n and A = (a ij ) i,j∈I be a generalized Cartan matrix. Denote by r(A) the rank of A. Let P ∨ be a free abelian group of rank 2n − r(A) with a Z-basis {h i |i ∈ I} ∪ {d s |s = 1, . . . , n − r(A)} and h = Q ⊗ Z P ∨ be the Q-linear space spanned by P ∨ . We call P ∨ the dual weight lattice and h the Cartan subalgebra. We also define the weight lattice to be P = {λ ∈ h * |λ(P ∨ ) ⊂ Z}. Set Π ∨ = {h i |i ∈ I} and choose a linearly independent subset Π = {α i |i ∈ I} ⊂ h * satisfying α j (h i ) = a ij and α j (d s ) = 0 or 1 for i, j ∈ I, s = 1, . . . , n − rankA. The elements of Π are called simple roots, and the elements of Π ∨ are called simple coroots. The quintuple (A, Π, Π ∨ , P, P ∨ ) is called a Cartan datum associated with the generalized Cartan matrix A. Let W be the Weyl group generated by simple reflections s i for all i ∈ I. There exists a bilinear form (−, −) on h * ( [11] ).
We recall the definition of the quantized enveloping algebras. Assume that A = (a ij ) i,j∈I is a symmetrizable generalized Cartan matrix and D = diag(ε i |i ∈ I) is its symmetrizing matrix.
Fix an indeterminate v. For n ∈ Z, we set are elements of the field Q(v). The quantized enveloping algebra U associated with a Cartan datum (A, Π, Π ∨ , P, P ∨ ) is an associative algebra over Q(v) with 1 generated by the elements E i , F i (i ∈ I) and K µ (µ ∈ P ∨ ) subject to the following relations:
K µ E i K −µ = v αi(µ) E i for all i ∈ I, µ ∈ P ∨ ; (2.2)
3) Here,K ν = Π i∈I K εiνihi for ν = i∈I ν i h i , v i = v εi and E
Let U + (resp. U − ) be the subalgebra of U generated by the elements E i (resp. F i ) for i ∈ I, and let U 0 be the subalgebra of U generated by K µ for µ ∈ P ∨ . We know that the quantized enveloping algebra has the triangular decomposition
Let f be the associative algebra defined by Lusztig in [3] , which is generated by θ i (i ∈ I) subject to the following relations
Modified quantized enveloping algebras
Let us recall the definition of the modified formU of U in [3] .
If λ ′ , λ ′′ ∈ P , we set
Consider the weight space decomposition U = ⊕ β U(β), where β runs through ZI and U(β) = {x ∈ U|K µ xK
There is a natural associative Q(v)-algebra structure onU inherited from that of U. It is defined as follows: for any λ
, where 1 is the unit element of U. Then they satisfy 1 λ 1 λ ′ = δ λ,λ ′ 1 λ . In general, there is no unit element in the algebraU. However the family (1 λ ) λ∈P can be regarded locally as the unit element inU.
Note
Lusztig's symmetries onU
In [3] , Lusztig introduces some symmetries on U, which is now called Lusztig's symmetries. Fix i ∈ I. Define T i : U → U on the generators as follows:
Lusztig also introduces symmetries T i :U →U induced by the symmetries on U. We write the following formulas:
3 Ringel-Hall algebras and their modified form
Ringel-Hall algebras
In this subsection, we recall the definition of Ringel-Hall algebras, following the notations in [12] , [8] and [10] . Let k be a finite field and Λ be a finite dimensional hereditary k-algebra. According to [12] , we can identity Λ with the tensor algebra of a k-species. A valued graph (Γ, d) is a finite set Γ together with nonnegative integers d ij for all i, j ∈ Γ such that d ii = 0 and there exist positive integers {ε i } i∈Γ satisfying
Given a Cartan datum (A, Π, Π ∨ , P, P ∨ ), there is a valued graph (Γ, d) corresponding to it. An orientation Ω of a valued graph (Γ, d) is given by an order on each edge {i, j}, which is indicated by an arrow i → j. We call Q = (Γ, d, Ω) a valued quiver.
We assume that Q = (Γ, d, Ω) is connected and contains no cycles. Let S = (F i , i M j ) i,j∈Γ be a reduced k-species of type Q, that is, for all i, j ∈ Γ, i M j is an F i -F j -bimodule, where F i and F j are finite extensions of k in an algebraic closure and dim
We denote by rep-S the category of finite dimensional representations of S over k. Let Λ be the tensor algebra of S. Then the category rep-S is equivalent to the module category mod-Λ of finite dimensional modules over Λ.
Given three modules L, M and N in mod-Λ, denote by g L MN the number of Λ-submodules W of L such that W ≃ N and L/W ≃ N in mod-Λ. Let v = |k| ∈ C, P be the set of isomorphism classes of finite dimensional (nilpotent) Λ-modules and ind(P) be the set of isomorphism classes of indecomposable finite dimensional (nilpotent) Λ-modules. The Ringel-Hall algebra H q (Λ) of Λ is by definition the Q(v)-space with basis {u [M] |[M ] ∈ P} whose multiplication is given by
It is easily seen that H q (Λ) is associative Q(v)-algebra with unit u [0] , where 0 denotes the zero module.
For each representation V = (V i , j ϕ i ) in rep-S, the dimension vector of V is defined to be dimV = (dim Fi V i ) i∈Γ ∈ N Γ . For V, W ∈ rep-S, The Euler form is defined by
where dimV = (a 1 , . . . , a n ) and dimW = (b 1 , . . . , b n ). It is well known that
Further, the symmetric Euler form is defined as
Both −, − and (−, −) are well defined on the Grothendieck group G(Λ) of mod-Λ. In fact, the Grothendieck group G(Λ) with the symmetric Euler form is a Cartan datum. Let I ⊂ P be the set of isomorphism classes of (nilpotent) simple Λ-modules, which can be identified with Γ. Then the Euler form and the symmetric Euler form are defined on ZI. We also identify N Γ with NI and regard dimV as an element in NI for each representation V = (V i , j ϕ i ) in rep-S. For each α ∈ P, we fix a representation V α in the isomorphism class α. For α, β ∈ P, we set
Note that for α, β ∈ P, (α, β) = ( i∈I a i α i , i∈I b i α i ), where dimV α = a i i and dimV β = b i i. Hence, we also use α to express the element i∈I a i α i in P and the element i∈I a i h i in P ∨ .
The twisted Ringel-Hall algebra H * q (Λ) is defined as follows. Set H * q (Λ) = H q (Λ) as Q(v)-vector space and define the multiplication by
The composition algebra C * q (Λ) is a subalgebra of H * q (Λ) generated by u i = u [Si] , i ∈ I, where S i is the (nilpotent) simple module corresponding to i ∈ I. For any Λ-module M , we denote
Note that { M |M ∈ P} is a Q(v)-basis of H * q (Λ). Then we consider the generic form of Ringel-Hall algebras. Let Q be a valued quiver and Λ k the corresponding finite dimensional hereditary algebra of a k-species which is of type Q. Denote by H * q (Λ k ) the twisted Ringel-Hall algebra of Λ k . Let K be a set of finite fields k such that the set {q k = |k||k ∈ K} is infinite and R be an integral domain containing Q and an element v q k such that v 2 q k = q k for each k ∈ K. For each k ∈ K, we consider the composition algebra C * q (Λ k ) which is the R-subalgebra of H * q (Λ k ) generated by the elements u i (k). Consider the direct product
. We may regard it as the A-algebra generated by u i where v is considered as an indeterminate. Finally, denote by C * (Q) = Q(v) ⊗ C * (Q) A the generic twisted composition algebra of type Q. 
Double Ringel-Hall algebras
Let Λ be a finite dimensional hereditary algebra. In [6] , the reduced Drinfeld double D(Λ) of Λ is defined. As an associative algebra, D(Λ) is generated by u α (+) , u α (−) (α ∈ P) and K µ (µ ∈ P ∨ ) subject to the following relations ( [8] ):
where α, β, λ, λ
From the definition of D(Λ), we have two algebra monomorphisms (+) :
be the subalgebra of D(Λ) generated by u i (±) (i ∈ I) and K µ (µ ∈ P ∨ ). In [6] , the Green-Ringel Theorem 3.2 is extended to the Drinfeld double version and D c (Λ) realizes the corresponding quantum enveloping algebra U.
Another definition ofU and a similar form of H * (Λ)
In [3] , Lusztig gives another definition ofU as follows.U can be viewed as the algebra generated by the symbols x + 1 ζ x ′− and x − 1 ζ x ′+ with x ∈ f ν , x ′ ∈ f ν ′ for various ν, ν ′ ∈ NI and ζ ∈ P ; these symbols are subject to the following relations (3.7) to (3.13):
Let k be a finite field and Λ a finite dimensional hereditary k-algebra. For each ν ∈ NI, set
Similarly, we can defineḢ * q (Λ) as follows.Ḣ * q (Λ) is the algebra generated by the symbols
′ ∈ NI and ζ ∈ P ; these symbols are subject to the following relations (3.14) to (3.18):
(3.14)
Here a λ is the order of the automorphism group of
Similarly to the case of modified form of quantum group, we have the following direct sums decompositionsḢ *
LetĊ * q (Λ) be the composition algebra, which is a subalgebra ofḢ * q (Λ) generated by u
for all i, j ∈ I and ζ ∈ P . Similarly to the Ringel-Hall algebra case we can consider the generic form ofḢ * (Λ) and its generic composition subalgebraĊ * (Q), which is isomorphic to the corresponding modified quantum enveloping algebraU. If a formula inĊ * q (Λ) is independent of the choice of the field, it can be viewed as a formula inĊ * (Q) ≃U.
BGP-reflection functors and Lusztig's symmetries
In this section we apply the BGP-reflection functors to the Ringel-Hall algebras and obtain an alternative construction of Lusztig's symmetries on modified quantum enveloping algebras.
BGP-reflection functors
Let Q = (Γ, d, Ω) be a valued quiver, S = (F i , i M j ) i,j∈Γ be a k-species of type Q and p be a sink or source of (Γ, d, Ω). We define a new orientation σ p Ω of (Γ, d) by reversing the direction of arrows along all edges containing p and σ p Q = (Γ, d, σ p Ω). Let σ p S be the k-species obtained from S by replacing r M s by its k-dual for r = p or s = p. Then σ p S is a reduced k-species of type σ p Q. Assume Λ is the corresponding finite dimensional hereditary algebra to S. We denote by σ i Λ the corresponding finite dimensional hereditary algebra to σ i S. Now, we recall the definition of the Bernstein-Gelfand-Ponomarev (BGP) reflection functors σ
and W p be the kernel of
that is, we have the following exact sequence of vector spaces
Let j ψ i = j ϕ i for i = p, and
Similarly, if p is a source of Ω, we can define σ − p from rep-S to rep-σ p S. For i ∈ Γ, let rep-S i be the full subcategory of rep-S containing all representations which do not have V i as a direct summand, where V i is the simple representation with dimV i = i. If i is a sink or source, then rep-S i is closed under direct summands and extensions. If i is a sink (resp. source), then σ
Construction of Lusztig's symmetries
Assume i is a sink of Q. We first define a map T i fromḢ * q (Λ) toḢ * q (σ i Λ). For λ ∈ P, assume that V λ = V λ0 ⊕ tV i and V λ0 contains no direct summand isomorphic to V i . Then Hom(V λ0 , V i ) = 0 and Ext(V i , V λ0 ) = 0. In this case
In fact, the definition of T i is induced by the following formulas:
Note that, by the relation (3.18) in the definition ofḢ * (Λ), we can define T i on all the generators ofḢ * (Λ). If we can prove that T i keeps the relations (3.14) to (3.17), then T i induces a map fromḢ
. This is the first main result of this section.
Theorem 4.1. Let i be a sink. The formula (4.1) and (4.2) induces a Q(v)-algebra isomorphism
The proof of Theorem 4.1 will be given in the last section. Let i be a sink. For j ∈ I, if i = j, we have T i (u
. Note the formula (4.1) and (4.2) are independent of the choice of the field. We can consider them as formulas inĊ * (Q) andĊ * (σ i Q). Since botḣ C * (Q) andĊ * (σ i Q) are isomorphic toU , T i induces a endomorphism onU , if we identifyĊ * (Q) andĊ * (σ i Q) withU . Assume i is a source. For λ ∈ P, assume that V λ = V λ0 ⊕ tV i and V λ0 contains no direct summand isomorphic to V i . Then Hom(V i , V λ0 ) = 0 and Ext(V λ0 , V i ) = 0. In this case
where
By a similar way, we can prove that T Then we will prove that T i coincides with T i .
Proposition 4.3 ([8])
. Let i = j ∈ I and n = a ij .
(1) If i is a sink, then in H * q (Λ) we have
where λ ∈ P is the unique isomorphism class of indecomposable representation with the dimension vector j + ni.
Since i is a sink in Q, i is a source in σ i Q, and V σ
Hence
Similarly we can check T i = T i on other generators. Hence, we have the following theorem. 
Braid group relations
Let A = (a ij ) i,j∈I be a symmetrizable generalized Cartan matrix. If d(i, j) = a ij a ji ≤ 3, then the order m(i, j) of s i s j is finite ( [11] ). In fact, we have
The braid group of type A is defined by the generators {κ i } i∈I and relations κ i κ j · · · = κ j κ i . . . for i = j with m(i, j) ≤ +∞ factors on both sides, where m(i, j) is the order of s i s j in W , that is,
3) Let Λ be a finite dimensional hereditary algebra, and A be the corresponding generalized Cartan matrix. In [8] , the Lusztig's symmetries on D c (Λ) are constructed as follows. Theorem 4.5. Let i be a sink. For all λ ∈ P and µ ∈ P ∨ , we write V λ ≃ V λ0 ⊕ tV i where V λ0 contain no direct summand isomorphic to V i . Then the mapT i is defined as follows:
In [8] , the following theorem is proved. Let Λ be a finite dimensional hereditary algebra. Similarly to the the relation betweenU and U, We consider the relation betweenḢ * q (Λ) and D(Λ). For any ζ ∈ P , we have a surjective linear mapping
For any ζ, ζ ′ ∈ P , β ∈ ZI and any x ∈ D(Λ), y ∈ D(Λ)(β),
Our main result in this subsection is the following. . Proof For all λ ∈ P and µ ∈ P ∨ , we write V λ ≃ V λ0 ⊕ tV i where V λ0 contain no direct summand isomorphic to V i . We need to check that for any ζ ∈ P π siζ (T i ( u λ (+) )) = T i (π ζ ( u λ (+) )); (4.7)
). Hence we have formula (4.7). Similarly, we can get formula (4.8) and (4.9). Then Theorem 4.6 implies this theorem. 5 Lusztig's symmetries on the modified form of RingelHall algebras
The structure of Ringel-Hall algebras
First we recall the structure of the Ringel-Hall algebra considered in [14] and [9] . We consider a bilinear form ψ :
. We define d m (Λ) as the subalgebra of H * q (Λ) generated by d m−1 (Λ) and L πm (Λ). Hence there is a chain of subalgebras of H *
The elements in the set {x j |j ∈ I ∪ J} generate the Ringel-Hall algebra H * q (Λ). Let y i = −v −1 i u i for all i ∈ I and y j = χ j x j for all j ∈ J. By [14] and [9] , the double Ringel-Hall algebra D(Λ) is generated by the elements x i (+), y i (−), i ∈ I ∪ J and K µ , µ ∈ P ∨ subject to the following relations:
for any i, j ∈ I ∪ J with (δ i , δ j ) = 0,
Here, δ i = α i for i ∈ I, δ j = π m for j = (m, p) ∈ J and a ij = 2 (δi,δj ) (δi,δi) . Note thatÃ = (a ij ) ij∈I∪J is a Borcherds-Cartan matrix. We can define a modified quantized enveloping algebraU(Ã) of the generalized Kac-Moody algebra associated toÃ.U(Ã) is generated by the elements E i 1 ζ , F i 1 ζ for all i ∈ I ∪ J and ζ ∈ P subject to the following relations:
for all i, j ∈ I ∪ J; (5.10) for i ∈ I, j ∈ I ∪ J and i = j, setting b = 1 − a ij ,
and
Since there exists a map π ζ : D(Λ) →Ḣ * q (Λ)1 ζ for any ζ ∈ P , the algebraḢ * q (Λ) is generated by the elements x + i 1 ζ , y − i 1 ζ for all i ∈ I ∪ J and ζ ∈ P subject to the relations (5.8) to (5.13). Hence, we have an isomorphism ι :Ḣ *
There is an operator τ on H * q (Λ) defined as follows:
Lusztig's symmetries on the modified form of the Ringel-Hall algebras
We first recall the definition of Lusztig's symmetries of D(Λ) defined in [9] . For all i ∈ I, definẽ T i : D(Λ) → D(Λ) on generators as follows
Under the maps
. From the formulas above, we get
for every ζ ∈ P . Let H * q (Λ) i be the subspace of H * q (Λ) spanned by the elements in the set
Proof In [10] , it is proved that
From the definition of ψ
Relation between the Lusztig's symmetries and the BGP-reflection functors
In this subsection, we consider the relation between the Lusztig's symmetries and the BGPreflection functors. The method is similar to these in [10] .
Hence we have ψ
Similarly we can prove that
Theorem 5.3. Let i ∈ I be a sink. Then for each m ≥ 1,
Proof We first prove the theorem for L
We have the following isomorphisms
The first isomorphism is showed in [9] . For the second one, we have proved that T i is an isomorphism in Theorem 4.1. Hence we just need to show
As in Section 5.1, by choosing the basis {x (m,p) |1 ≤ p ≤ η m } of L πm for all m, we get a set of generators G = {x
is generated by these elements subject to the relations (5.8) to (5.13). If i ∈ I is a sink, the theorem above implies that the image of G under
becomes a set of generators ofḢ * q (σ i Λ) subject to the same relations. Hence, we also have an isomorphism
Under the isomorphisms ι and ι ′ , the maps T i and T i induce maps onU(Ã), which are also denoted by T i and T i respectively. Then we have the following theorem.
Theorem 5.4. Let i ∈ I be a sink. Then the isomorphisms T i and T i coincide as maps froṁ U(Ã) toU(Ã).
Proof Under the isomorphisms ι and ι ′ , we get a map
sends the generators E i 1 ζ and F i 1 ζ to themselves. Hence
is the identical map oṅ U(Ã). So T i and T i coincide.
Braid group relations
In [10] , the following theorem is proved. 6 The proof of Theorem 4.1
Let i be a sink and we follow the method used in [8] .
From the definition of T i , we have the following proposition.
Proposition 6.1. For any λ, λ ′ ∈ P, we have
For the proof of other relations, we first give some lemmas.
Lemma 6.2. For any λ ∈ P and m ∈ N, we have
Proof We write V λ = V λ0 ⊕ tV i as above, then
While
where r 1 = −m 2 ε i + mε i − (ζ, mα i ) and r 2 = λ 0 , ti + t 2 ε i + tε i − (ζ, tα i ). Clearly, r 1 + r 2 = r. Hence we have formula (6.3) in Lemma 6.2. Lemma 6.3. For any λ ∈ P, we have
Proof Recall the relation (3.14)
in the definition ofḢ * q (Λ). Let λ ′ = i in the above relation. We can get formula (6.4) . Similarly, let λ = i and λ ′ = λ. We get formula (6.5).
Lemma 6.4. For any β ∈ P and m ∈ N, we have
Proof From the definition of T i , we only need to prove
By Lemma 6.2, it suffices to prove the lemma for the case V β does not contain V i as a direct summand. So we assume that V i is not a direct summand of V β .
First we have ( [8] )
In the computation above, we use the fact that if g α βi = 0 and V α = V β ⊕ V i , then V α contains no direct summand isomorphic to V i . On the other hand,
we only need to prove
It is sufficient to prove that
In rep-S, V i is a simple injective and V σ
In the computation, we use the following formula
Then by induction, we get the formula (6.6).
Proposition 6.5. For α, β ∈ P, we have
Proof By Lemma 6.2 and Lemma 6.4, we can assume that V α and V β do not contain V i as a direct summand. In [15] , Ringel points that σ
, where H * q (Λ) i is the subalgebra generated by M (α) with V α ∈ rep-S i . Hence we prove formula (6.7).
Similarly, we have Proposition 6.6. For α, β ∈ P, we have
Then the most difficult defining relation (3.18) should be verified, that is, for an element y ∈Ḣ * q (Λ), which can be writen as y =
x,x ′ ,ζ
we should verify that
Proposition 6.7. For any λ, λ ′ ∈ P, we have
Proof By Proposition 6.5 and Proposition 6.6, we may assume that V λ and V λ ′ contain no direct summand isomorphic to V i . Then V α and V α ′ also contain no direct summand isomorphic to V i . Let
First consider L. We have Since V α and V β ′ contain no direct summand isomorphic to V i , we have Then
We may assume V γ contains no direct summand isomorphic to V i . Hence we have By the first relation (3.14) in the definition ofḢ * q (Λ), we have T i (L) = T i (R).
Then Proposition 6.1, 6.5, 6.6 and 6.7 imply Theorem 4.1.
