Abstract. Currently and in the future, users demand for ubiquitous network connection to interact with the world. Moreover, the mobile devices are increasingly widespread and are better equipped in terms of access connections and services support. Mobility management is therefore an intrinsic feature of mobile networks; however, it is not yet ready to support the so called Userprovided networks (UPNs), where the network elements can be devices controlled by regular users, or providers, and share subscribed access. In these scenarios, mobility has to be rethought to consider user-centric approaches. This paper discusses the efficiency and applicability of current mobility assumptions in user-centric scenarios, discussing their requirements and solutions addressing several types of networks that may exhibit user-centric characteristics. It also identifies the fundamentals of a user-centric mobility management architecture able to efficiently deal with the dynamicity of the aforementioned scenarios.
Introduction
Today, ubiquitous access is not only a commodity for Internet users, but it is also essential to interact with the world. Moreover, mobile devices are increasingly widespread and are better equipped in terms of access technologies and service support. Moreover, mobility is an essential key feature which holds specific network requirements. For instance, any movement across different network segments should be transparent to the user, so that the network should be able to maintain service continuity independently of location and access media, supporting the heterogeneity of today's networks and technologies.
Mobility management is today an intrinsic feature of mobile networks. However, it is still a feature left aside in what concerns the most recent trends in wireless networking, namely, in user-centric environments. In these environments, the social behavior inherent to humans is also impacting the way network access is perceived; they consider that users develop spontaneous wireless networks simply based upon cooperation and access sharing on particular communities. Such user-centric architectures bring in several challenges to the traditional and tightly controlled mobility management schemes. First, in user-centric scenarios, the network elements are usually devices either carried or controlled by regular Internet users or providers. Second, users share subscribed Internet access. Third, users (and hence, the devices they own) tend to be mobile, with large dynamicity. Fourth, in these networks, some access control features may be transferred by the provider to the control of the user (as it is the case of femtocells).
Current mobility management solutions are not optimized for the previously described aspects, mainly personalization and dynamicity. It is therefore of major importance to re-think mobility management from an out-of-the-box perspective, and in particular, to consider user-centric approaches and how these can assist not only the individual user but also the provider in terms of mobility management coupled to the day-to-day living of Internet users. Such re-thinking has to consider trends on personalization and dynamicity: it is required to pro-vide a mobility process applied to distinct users with different mobility patterns, and also to different services and its characteristics, and forming different social networks.
As a first step towards a better re-thinking, this paper identifies and describes main user-centric scenarios, their assumptions, and mobility management requirements. We aim at assessing the suitability of current mobility models when applied to the described scenarios, and we show why a new approach and paradigm for mobility is required. For the sake of simplicity, one part of the discussion is divided in three blocks that we consider essential from a mobility management perspective: i) binding definition, what is the binding information and its initial discovery; ii) binding maintenance, how to maintain the translation/mapping update and at which cost; and iii) forwarding data problem, the required data plane techniques to keep up with the mutating control plane. We identify the main problems derived from the integration of these three steps in user-centric scenarios and propose some ideas to improve it. We analyze the cur rent problem of the use of IP address for both identification and location in the scope of mobility management and how it interferes with personal mobility, services mobility and multihoming. We further discuss initial ideas on requirements and characteristics of a mobility management architecture aiming at decentralizing the global management in usercentric scenarios, and exploiting how the context of users, networks and services can assist in optimizing mobility management. Finally, we analyze the distribution of mobility control points in the network according to different models and how they could be reallocated, based on adaptable principals that react to network changes. This paper is organized as follows. Section 2 covers related work, also explaining our contribution in regards to previous work. Section 3 describes a set of user-centric scenarios, their mobility management assumptions and requirements, and their integration with current mobility solutions. Section 4 discusses challenges that we have identified and potential solutions to the identified gaps. The paper concludes with a summary and future work in section 5.
Related Work
To understand potential mobility patterns related to spontaneous environments, Huang et al. addressed the specific scenario of incident scenes, such as disaster networks and the need to provide connectivity on such environments [1] . The authors provided an analytical categorization of parameters that are related to mobility in such environments, and provide a set of recommendations to follow in regards to mobility in self-organizing networks. A study on an Urban landscape based on Google WiFi mesh network [2] provides a good basis for the analysis of wireless usage. In particular, the authors show that such usage is splitted into three classes mostly based on user devices, namely, traditional mobile computers (notebooks), APs, and PDA-like smart-phones. The authors also show that the urban mobility patterns exhibit the property of geographic locality. Specifically regarding accounting of mobile users in wireless environments, a solution considers the application of agents that track node mobility, the Mobile Agent (MA) middleware [3] . Such solution is based on having agents sent on demand to administer nodes. The central block works on the control plane only, in contrast to centralized mobility management solutions of today. A few proposals [4] [5] have considered the application of overlays to deal with mobility from a global perspective. This gives the means to consider mobility management from a distributed perspective, where the mobility anchor point may be placed within the user premises. However, these solutions do not consider de-centralization nor decoupling of mobility functionality. A proposal for a spontaneous environment mobility architecture based on the definition of more adequate addressing schemes, and hence, of more adequate routing [6] , combines the notions of geographical routing based on ballistic trajectories with a location service based on Distributed Hash Tables (DHT) to achieve seamless mobility management in a k-neighborhood. Mobility management is based on the definition of an identifier that identifies the node on its constructed pseudo-geographical space and which associates the node with a k-neighborhood, thus providing an identifier to its mesh area.
User-Centric Scenarios
Broadband Internet access is in its majority complemented by wireless technologies in the last hop. Such wireless deployment, added to the low-cost and open-source firmware available, lead to a paradigm change in the user role in terms of networking architectures: the user today can contribute and assist in increasing the reach and support of the Internet broadband access. Hence, such networking scenarios correspond to user-centric scenarios in the sense that the user is capable of controlling its own wireless devices, which become part of the network.
The main aspects of user-centric scenarios relevant from a mobility management perspective are the following: high mobility frequency (users adhere to such wireless infrastructures mostly to be able to move freely across additional spots); nodes in the network that provide access to other nodes may change frequently; users share connectivity (share Internet subscription). To better analyse the implications of these aspects in terms of mobility management, we describe examples of scenarios with To support the comparison analysis, we provide Table 1 . This table contains a set of main features that, jointly, characterize mobility management functionality: identification and user profile database, access control/authorization, service portability, resource management adaptation, and the potential need for local and global handover optimization. 
Hotspot
The Hotspot is today the most popular architecture available with user-centric capabilities. Its main purpose is to expand and to complement current Internet broadband access. Wireless hotspots abound around us in residential households and public establishments (e.g. universities, shopping centers, hospitals, hotels). A Hotspot is composed by at least one wireless Access Point (AP) connected to the Internet through an Access Router (AR), being these devices usually provided by a Network Access Provider or an Internet Service Provider. Usually, the AR and AP are co-located (e.g. as part of the Residential Gateway on a household). In public Hotspots several APs may be connected to the same AR to provide a wider coverage area. Although in the hotspot scenario there is no connectivity relaying from one user to the other, the AP media is shared.
Fig. 2. Hotspot Scenario
The hotspot is controlled and owned by a provider. This is the case for our residential household, where we have an AP placed and controlled by our provider. Given that its purpose is to expand capillarity, hotspot users normally stick around and hence are said to visit a few preferred locations mobility is limited in scope (cf. first column of Table 1 ). Node movement speed is low (e.g. users walking on a house or to a coffee-shop), and connectivity while users move is intermittent.
Within a specific hotspot, movement is usually taken care of by the MAC layer. Moreover, user identification and authentication is provided by regular means based on MAC and IP identification, and controlled by the provider the user or a hotspot (for the case of pre-paid access) subscribes to. Hence, a hotspot is centralized, from an access control perspective. Service portability is an aspect that is only considered for hotspots belonging to the same provider, and resource management is usually inexistent, being the service provided on a best-effort basis. Consequently, the need to perform handovers normally relates to inter-hotspot scenarios, where users arrive or leave a hotspot. When inter-hotspot handovers occur, they are dealt with from an OSI Layer 3 perspective.
Fig. 3. MANET and WMN Scenarios

WMN and MANET Scenarios
Wireless Mesh Networks (WMN) and Mobile Ad-hoc Network (MANET) scenarios, which are respectively covered by the second and third columns of Table 1 , are both sub-cases of ad-hoc networks. A main difference to highlight between WMNs and MANETs is that, while in WMNs all nodes are static, in MANETs all nodes may move, even though today most of the gateways are static. Both these scenarios have intrinsic characteristics that must be considered when addressing mobility management.
Similarly to the hotspot scenario, these scenarios are also applied to provide connectivity expansion in an autonomous way. However, it should be noticed that for this specific case (and in contrast to the hotspot model), the provider has no control on the MANET growth/operation. Hence, key aspects to take into consideration in this model are the clear split of network management functionality between the access and the MANET (Customer Premises) region. Moreover, there is no centralized control and hence, ad-hoc transmission brings both benefits and disadvantages (e.g. overhearing). Central to the deployment of this scenario is the need to consider a dynamic routing (multi-hop) protocol, to ensure reliable transmission across several hops.
The gateway nodes are, from a mobility management perspective, crucial nodes in the sense that the mobility anchor point may be co-located with theses nodes. Moreover, gateway nodes are also relevant in terms of access control.
Portability is also a feature that is limited to the scope of a specific community or tied to a provider.
User-Provided Networks
User Provided Networks (UPN) aspects are presented in column four of Table 1 . UPNs relate to a recent trend in spontaneous wireless deployments where individual users or communities share subscribed access in exchange of incentives. Hence, the user becomes a provider of services given that by sharing Internet access users devices become networking devices, for instance, they relay connectivity. This Fig. 4 . UPN Scenario aspect is not completely synchronized with the Internet end-to-end principle, which describes a clear functional splitting between end-systems and the network. A key aspect to UPNs is that they rely on existing network topologies, as illustrated in Fig. 4 .
We can divide the UPNs according to two main types: infrastructure-based and mesh-based. Both types are being applied as complement to existing access networks: they allow expansion of such infrastructures across one wireless hop. For both models, there is usually one individual or entity (the Micro-Provider, MP ) which is responsible for sharing its connection with N-1 other users (out of a universe of N users, who today belong to a single community). Moreover, a user is, in a specific community, simply identified by a virtual identifier (a set of credentials username and password) which is stored by a Virtual Operator (VO) and rely upon whenever the user decides to access the Internet by means of a specific community hotspot.
To better illustrate examples of UPNs, we here consider three different scenarios. In the first scenario, a hotspot owner willingly shares the Internet access with specific friends, using a local authentication procedure. The requirements and assumptions of this scenario are similar to the ones of the Hotspot model.
Another scenario corresponds to the regular municipality Wireless Fidelity (WiFi) case, being the user authentication local. In this scenario, the network adopts a mesh topology, so the characteristics and requirements of this scenario are similar to WMN, previously analyzed. The last UPN corresponds to a residential scenario, where a regular user at home decides to open access to a specific community, which is managed by a VO (cf. Table 1 ). The only relation the MP has to the VO is that the MP belongs to the community coordinated by the VO.
In terms of mobility management, UPNs are expected to exhibit more variability than the previously described scenarios given that user equipment is part of the network. For instance, a user can turn off his equipment at any time without previously notifying users profiting from the relayed connectivity. The impact of having users controlling portions of the network is highly related to the underlying network architecture(s): such impact may be local or propagated to the whole network. From a mobility management perspective, the MP is the crucial point to consider. The VO (in contrast to scenarios where the provider performs mobility management) is simply a coordinator for access control.
In terms of handovers, the UPNs privilege the inter-UPN handovers among MPs of users of the same community. The idea of the UPN is to provide connectivity in a large area to a user that belongs to the community. The user can move inside of a certain area, maintaining the connectivity from several access points. In general, the size of each UPN is small, so the requirement of intra-UPN handovers is not high.
DTNs
Delay Tolerant Networks (DTN) are used for chaotic conditions, like natural disasters, wars, accidents or space networks. These networks have completely different paradigms comparing with the previous ones. DTN is a concept an not a network topology or technology, since it can be applied to current network structures in disruptive and chaotic scenarios, as presented in Fig. 5 . DTNs present intermittent connectivity, long and variable delay, asymmetric data rates and high error rates. The main purpose of DTNs is to deliver vital messages without losing any information, independently of the delay and connectivity. In these scenarios, some messages are stored in some nodes along the path until being possible to forward them. The traditional end-to-end notion of the transport protocols, like Transport Control Protocol, is impossible to be applied to DTNs.
In DTNs, the access control and authorization is decentralized through the network elements that form the DTN. The dimensions of the DTN depends on each scenario, from small spaces with disruption of connectivity, such as rural places, to the large and sparse places when natural disasters occur. DTNs could exist across different access technologies, and it is important to exploit all connectivity points and resources available, since they are reduced and sparse.
In DTNs, the identification of the user is provided spontaneously by the community, since the user database is inexistent. In this scenario, the identification of each user, regarding his community role and qualification, is extremely important. Besides the importance of the identification, its relevance depends on the location tracking process that is vital for the mobility management.
Fig. 5. DTN Scenario
In DTNs, users usually transport information, while they move along the entire network. When a user finds a connectivity point in the network, he delivers all stored information to the next storage point (other user or network element). The handovers between the DTN and the outside are not common and rarely happen, so the mobility management should consider the intra-DTN as the main priority.
Mobility Issues
In this section, we discuss the efficiency and applicability of the current mobility assumptions, requirements and solutions in user-centric scenarios. We discuss the main requirements and assumptions to improve the mobility management in the chosen scenarios, analyze the main advantages and drawbacks of the existing mobility solutions for each scenario, and identify the aspects that can be changed to improve each scenario.
Hotspot is implemented under a tree topology network model; therefore, gateways are strategical and natural points where communication messages travel, especially in inter-hotspot communications. The implementation of a mobility control point in the gateway is obviously an efficient solution, since the distance in hops between the gateway and a generic mobile node is, in average, the smallest in the entire hotspot. Moreover, data traffic between the hotspot and the outside is forced to cross the gateway, so it can be easily forwarded. In general, gateways are present in almost every user-centric scenario, being good elements for mobility control and even traffic forwarding. It is important to remember that most of the current hotspots already use bindings through Network Address Translation (NAT) to map the private IP/port addresses into a global IP/port address. The current mobility solutions can deal with the hotspot scenario, but not in a efficient way. The fact that it is required to send traffic to the home agent ( [7] ) every time a user wants to communicate with another one is one of the problems. Moreover, when the MN changes from one hotspot to another near the previous one, the user needs to inform its correspondent node of its new location, so that the correspondent node sends the packets directly to the new location. Another issue with current Mobile IP (MIP)-based solutions ( [7] , [8] , [9] , [10] ) is that the home agent is associated with the gateways, so if the gateway fails, the home agent gets unavailable and the nodes belonging to that home agent will not be located by other nodes. In specific situations, where the hotspot has large dimensions and the user moves inside a small part of the hotspot, a control point in a network element that covers only the area visited by the user can be introduced, optimizing the mobility process, but also introducing a new level of control.
WMNs and MANETs implement mesh topologies, so they are substantially different from the Hotspot model. Although the traffic between the ad-hoc network and the outside needs to cross the gateway, interior traffic does not. Thus, gateways usually are implemented in the border of the ad-hoc network. In this sense, it is possible that a mesh node with fewer hops to a certain mobile node than the distance to the gateway, can take part on the local mobility management, specially in large WMNs. This solution is possible only for WMNs, since the mesh routers are stable and fixed. Specially in large WMNs, a control unit inside the network can decrease the overhead of control and improve the time to react to changes. Data packets are routed through wireless hops, delaying the delivery, which depends on the load to access the medium, in a considerable time. The current MIP-based solutions only implement the mobility control up to the gateway, so these assumptions require significant changes. In a MANET, it is difficult and dangerous to select a control point in the middle of the network, since the routers, composed by the mobile nodes, are constantly moving and changing routes and topology. Therefore, it is better to implement the control functions only up to the gateway or in specific situations where the user has appropriate patterns that relate to stability. The current mobility management solutions do not cope with the dynamics and adaptability of the mobility control points along time. It is important that a user is able to subscribe a new mobility control point, not only when the previous one goes down, but also when a new one offers better conditions.
The UPNs bring different paradigms in mobility management, since a mobile node can use a wireless access network according to the user that becomes a MicroProvider (MP); therefore, a MP can switch off its network equipment and the users in this UPN will lose the internet connectivity. In this sense, the users that become MP need to have specific stability patterns. We can have several MPs near each other, sharing their internet connection with other members of the same community, so, it is useful to exploit mobility control mechanisms among them for users that spend their time using these MPs to obtain connectivity. In some scenarios, these MPs can create a mesh network with their devices, being connected by two different ways. These cases, together with specific patterns of the users, provide the substrate to introduce mobility control inside the UPNs. The current solutions of mobility are not prepared to cope with these dynamic scenarios, where gateways and other network elements are constantly changing. Thus, home agents and mobility anchor points should not be statically defined in a certain network element; they should have the capability to be transferred to other points, reacting to the network behavior. In these scenarios completely focused on the user as the last access, the identification of each user should be taken into account, since most of the current mobility solutions do not use it, defining the IP for both location and identification.
DTNs present different characteristics and assumptions when compared to the previous ones. These networks can have both structured and unstructured parts forming the entire network. This scenario then covers several concepts of the previous scenarios, where spontaneity, dynamics, social and priority are the main paradigms. These networks are not controlled, but it is important to assure that different entities have different priorities to properly operate, such as in a natural disaster. The messages must be delivered without losing packets in the communication. The location part of mobility management is of great importance for this kind of applications, since we need to find as fast as possible the designated user and send him the vital information. In this scenario, the mobility control points should be very dynamic, since the network changes all the times, according to network, users and environment. In this case, it becomes important to introduce the control points near the most important users and in strategical places according the environment, inside the DTN. The search for control points needs to be very fast, since some devices carry with them vital information that should be forwarded to the network as soon as possible. Currently, no mobility solution can handle with chaotic scenarios, since it was not envisioned for these applications. The mobility management solution for this scenario should be analyzed from a different perspective, integrating adaptability, spontaneity and personalization (e.g. identification and qualifications) in a overall mobility management solution.
Challenges of Mobility Management
In this section, we discuss the main issues in mobility management when dealing with user-centric scenarios, which will then be used to derive the fundamentals of a usercentric mobility management architecture. Fig. 6 illustrates the main challenges and initial ideas to improve the mobility management.
The current Internet model uses the IP address for both identification and location. In the Future Internet, it is expected that the IP address will only represent the location of a certain device according to the distribution of the IP addresses. The identification may not be connected to the IP address, since the user may change access network, use multiple interfaces and several devices. In this sense, binding definition needs to be re-thought to integrate the user's identification in the binding mechanism: this would allow the update of all IP addresses of the different interfaces, independent of the location and device of the user. Moreover, it provides the base to develop personal mobility, exploit multihoming, and increase the flexibility in the mobility management supported, enabling the user to be connected to different networks and mobility control points according to the services, network conditions and user requirements. Current mobility solutions define mobility control points, like the Mobility Anchor Point (MAP), in order to maintain the bindings of the mobile nodes. The control plane is separated from the data plane, since the binding update process is independent of data forwarding. However, it is not clear if control plane shall be completely separated from the data plane. Considering that the routing and similar mechanisms are part of the control plane, current mobility solutions are more concerned with the control plane, specially the bindings maintenance; data forwarding is treated with the same approaches in the different scenarios. One possible solution for this problem is the development of two separate structures, one dealing with binding and another dealing with the data forwarding. These two structures need to be integrated in order to provide the best results for the general mobility management approach. This idea provides flexibility in the selection of both structures, since control binding elements require less resource than the data forwarding elements. Another possible solution is to develop an approach that deals with both parts, defining elements that, not only maintain bindings, but also decide on the traffic forwarding. This approach does not need the communication of the two structures, reducing overhead and time to react to events. However, it is much more rigid in the selection of the elements, since they will receive and send traffic not destined to them.
User-centric scenarios, as explained before, present several requirements, which dynamicity, spontaneity and personalization are some of them. In order to provide mobility management in these scenarios and according to the previous discussion on control and data traffic, the control points (bindings and data) must adapt to network changes, as illustrated in Fig. 7 . These control points should be dynamically selected according to current network information, users information and services. When a control element fails (it moves or shuts down), the control mechanism needs to be moved to another element of the network. Besides failures, the control point could be moved to optimize resources and improve the general performance of the network (Fig. 7) . A network element shall be able to recognize its neighbors that are available to be control points. Each control element should be classified according to context information in order to produce a ranked list of the neighbors' control elements (several ranked lists may exist according to user and services context). If a control element is shutting down, it selects the best one of the neighbors' ranked list and interacts with the selected control element to transfer the stored information and functions. As discussed in subsection 3.6, the distribution of mobility control points depends on the user-centric scenario. If binding and data control are aggregated in an unique structure, mobility control points will be advantageous when implemented in the gateway or edge node. However, if control points for binding and data are separated, the control binding points can be implemented inside the user-centric network, specially in the WMNs and DTNs.
Finally, we discuss the method to place the control points through the network. The four main approaches are: centralized, hierarchical, decentralized and distributed, sorted from the most central to the most distributed. Each one has advantages and disadvantages, regarding binding maintenance and traffic forwarding. In the centralized approach, it is easier to update and search for bindings, since the central point is well-known, never changing. However, the centralization of the binding storage increases overhead and latency when a user wants to communicate with a near one, since each user needs to constantly update his location to the central point. Centralization has another disadvantage regarding tolerance to failures, since it is a unique point of failure. Regarding the data forwarding, it has several disadvantages, where one of them is the unique point of failure. Forwarding traffic with a central point implies that all traffic crosses this point, increasing the packets load near the central point and causing an unload-balanced traffic in the network. Another problem is the time to redirect traffic to the new location of the user, since the central point is far away from user. The hierarchical approach presents the same problem of failure, since we have several levels and the higher level usually is a central point that controls several lower levels. However, this solution introduces scalability, since it allows a more efficient binding search and update when a user wants to communicate with a neighbor, since it only uses lower levels for updating and searching. The data forwarding in hierarchical approach presents similar problems to the centralized approach, since it needs to cross the central point of the higher layer of the hierarchy. The decentralized approach is the most balanced, since it distributes the bindings across several points, according to a predefined criteria. So, it is much more tolerant to failure than centralized or hierarchical. Depending on the size of network, this solution can use different number of control points; they are relatively near to users, being easier and faster to update and search for users. However, decentralization implies an efficient method to distributively search for user location, or to synchronize the decentralized nodes. Regarding data forwarding, decentralization allows to redirect data to the current user's location in a fast way, without a significant impact in the overhead and load balancing. The last method is the distributed, where all nodes of a network participate in the mobility management. This method is the most tolerant do failures, since, even with several failures the network continues to work. However, this approach requires a large overhead and intelligence to search for a user's location. The simplicity in updating process increases the complexity in the searching process. Another problem is the update of information among the entire nodes, that increases not only the overhead but also the time of synchro-nization. This time needs to low, since several events (search and update) are constantly happening and the answer to these requests should be according to the latest network information.
Conclusions
This paper assessed the efficiency and applicability of current mobility assumptions in user-centric scenarios, addressing their requirements and solutions when applied to several types of networks that may exhibit user-centric characteristics, such as hotspots, wireless mesh and ad-hoc networks, user provided networks and delay tolerant networks. This study showed that current solutions of mobility are not prepared to cope with most of the scenarios: they may not be efficient (hotspot), they do not cope with the dynamics and adaptability of the mobility control points along time (WMNs, MANETs and UPNs), or they are not prepared to specific scenarios (DTNs). This paper also identified the fundamentals of a user-centric mobility management architecture able to efficiently deal with the aforementioned scenarios, such as: the integration of the user's identification in the binding mechanism; the coupling and decoupling of both control and data planes; the support of dynamic control points according to network conditions, user and service requirements; and the decision on where to place the control points in the network. The definition and specification of the user-centric mobility architecture, addressing the several issues discussed here, will be left as future work.
