Abstract. In wireless sensor network, the existing reinforcement learning routing algorithm usually optimize single goal and the process of route establishment is complex. It also has problem of data forwarding control overhead. In this paper, we present a dynamic adaptive routing algorithm with feedback learning ability to balance the energy of wireless sensor network, to reduce the routing hops, and to reduce the establishment complexity. The algorithm will use the local routing information and the method of feedback to learn neighbors' state; routing reward values will be obtained by weighted calculation according to the energy information and the hop counts information; the optimal routing strategy will be obtained by updating the Q-value of routing table.
prolong the network lifetime.
Combining with Q-learning algorithm [12] , this paper proposed a routing strategy based on feedback learning, a kind of Energy Consumption Balance and hops Less Adaptation Routing Algorithm (ECBHLA). It make WSNs energy equilibrium and reduce the hops of data transmission that will improve the overall network performance and enhanced the robustness of the network. The algorithm has very low overhead of routing and it is completely distributed.
Routing Algorithm With Feedback Based On Reinforcement Learning
Common WSNs routing algorithm is used to collect data from a source node, and then spread to a sink node. In the process of data transmission, one neighbor node can be chosen to forward data. The choices of neighbor nodes determine the routing path. Fig. 1 show a routing path from the source node to the sink node. Reinforcement learning algorithm for WSNs routing path finding process is similar to the markov decision process (MDP), MDP include: (1) S, the state set (2) A, the action set (3) P: S×S ×A →[0,1], P(s' | s, a)： ∀s ∈S ∀a ∈A ∑s'∈S P(s' | s, a) = 1. P (s' | s, a) represents the corresponding action probability value from s to s' state a. (4) R:S×A ×S →R, R(s, a, s'), give a Movement value of reward. In WSNs environment, each node can be regarded as a state s and neighbor state s'. From state s to s' has a corresponding action a, perform an action a means from s send data to s'. In the routing table, each item corresponding to a Q-value. Q(s,a 1 ) on behalf the Q-value of the current node s routing to the next hop node s' to perform an action a 1 . When forward data, traverse the Q-value in the routing table to choose a neighbor nodes, as shown in figure 2 . Therefore, the main task of the learning strategy is to find a particular sequence of Q value. π : S → A π on behalf of a sequence of mapping of a group of state to the action. Enable the sequence to achieve maximum value of the total reward equivalent to find a fixed set of Q-value.
Each time to perform action a, the agent will receive a "current reward point" and a "long-term reward value" which used to update the Q-value. The updated Q-value will affect the future choices of routing. Update the Q-value using formula [13] :
wherea is the learning rate, it's value range in 0 1 a < < . It controls the updated Q-value of speed. , a factor to control the "long-term reward" value will contribution to Q-value. r(s, a) calculation is as follows:
The agent will try to move from one state to another state, until reach the target state. We call this is a discovery process. Agent keep record of quad (s, a, r, s') sequence which will learning the "experience". (s, a, r, s) means performed the action a by state s reach s' getting the reward value r. By the "experience", use the formula (1) To receive data from other nodes in a network, sink node must broadcast request message (Request Message) to the network, declaring himself to be the sink node. This process is similar to DD's interest spread phase where each node forward the request message to the surrounding nodes after receives the request message. The content of the request message contains: ID, SinkID, Hops, and Energy. Fig. 3 shows the structure of a request message. Each node maintains a routing table, as shown in Table 1 . Each line of routing table represents a routing table entries which has four properties. The first line stores the ID of the sink node. The rest stores neighbor nodes. Energy properties represent the residual Energy of neighbor nodes, Hops represent minimum hops to forward data from neighbor nodes to the sink node. Q-value represent Q value of rule that choosing a neighbor node as the next-hop node to forward, Q-value obtained by Eq. (1). Source nodes send data to the neighbor nodes in flood way, neighbor nodes will send it's routing information back to the neighbor which forward data to it. The node who receives the feedback information need to calculate the reward values, R (s, a, s'). Considering the global Energy balance and real-time (hop less), Energy and Hops in the routing table design to R (s, a, s ′) as parameters:
θ is the weight parameter, it's value between 0 and 1. In order to prevent routing too biased towards the energy equilibrium and ignore the real time, or too biased towards real-time and ignore the energy equilibrium, θ suggested value is 0.6. Es′ represent feedback energy values of neighbor node S. Hs′ represent feedback hops values of neighbor node S. The term A is a constant value, A can be customized in the practical application. In the case of Table [1] , when update the Q-value of Neighbor1 whose ID is 38, first calculate R (s, a, 46) and R (s, a, 38) according to the Eq. (3), then calculate the Q(s, a) according to Eq. (1) and Eq. (2) .
In order to improve the energy utilization and reduce redundant transmission, we don't use the sink node periodically broadcast request data to drive the whole network nodes update their routing table. Here we use the method of notify sink node: when a node's energy content Eq. (4), the node forwards data with an update mark. Sink node sends the request message if received update mark.
Where E 0 is the node's energy at the latest update moment, and E is the node's energy of current moment. The value of can based on the dynamic variation of the network speed in the interval values between 10% ~ 20%.
Experiments
Network simulation tool is OMNeT++ 4.5, running in Linux operating system. The main simulation Settings: Node movement type is StationaryMobility, speed is zero. Initial energy of nodes is 1000mAh. Nodes' maximum send power, pMax is 0.15 mW. Fig. 4 is the topology of network which contents 50 nodes. The nodes (exclude sink node) every 30 seconds to produce a packet of 50 byte size in application layer. The network layer using the ECBHLA and Flooding. The physical layer using the IEEE 802.15.4 protocol. Table 2 lists the main configuration of each layer. Because ECBHLA need to sink statement phase and learning phase, so the network energy consumption is larger than Flooding in the early. After establishing node's routing table, energy consumption would be reduced. Figure 5 shows the energy dissipations of ECBHLA and Flooding respectively run 20 minutes, 30 minutes, 60 minutes and 90 minutes in 150 nodes network. Compared with Flooding routing protocol, ECBHLA in 0 ~ 40 minutes the consumption of energy is larger, With the increase of operation time, ECBHLA energy cost is relatively lower, compared with Flooding routing protocol, the overall energy consumption advantages are more obvious.
Fig. 5: Network energy consumption
Source nodes send data through multiple hops to the sink node, the sink node counts hops. Fig. 6 is the average hops statistics under the situation of containing 150 nodes topology network running 120 minutes. Due to data of Flooding protocol broadcast out simply, the path of the data reach the sink node is uncertain, so the average hops that data need to reach the sink node will not decrease along with the network running time. ECBHLA's routing behavior is similar to Flooding in the sink statement phase and learning phase, the average hop counts of data transmission is larger. But with the increase of network running time, the nodes' routing table gradually established, the average hop counts of ECBHLA will be reduced. Table 3 is the statistics of the energy consumption and the average hops that ECBHLA and Flooding in the network which contains 150 nodes under the simulation of running 20 minutes, 30 minutes, 60 minutes and 90 minutes. From the point of data in the table, in the consumption of energy, with the increase of operation time, ECBHLA's growth of energy consumption is slow. 20 ~ 90 minutes, the growth rate of ECBHLA energy consumption is about 1400mW-s/min, and Flooding is about 3800mW-s/min. Given the average hop counts of data transmission, comparing ECBHLA and Flooding in the period of 30 ~ 90 minutes, the former is about 5.3, the latter is about 8.6. ECBHLA's fluctuation of the mean hops is more stable, the former variance is about 0.6 while the latter is about 6.3.
Conclusion
This paper analyzes the information processing mechanism of a single sensor in WSNs, proposes an energy equilibrium and less hops dynamic adaptive routing algorithm (ECBHLA) by combining with the enhanced learning algorithm of machine learning. ECBHLA use local routing information while it don't need the whole topology information to learn neighbor state through the feedback and control the forward of data, nodes choose the neighbors which required less hops and has larger energy. ECNHLA's energy consumption is larger at first, but it will decrease after the learning phase. In the network, data transmission delay can be measured according to the average hops and ECBHLA's average hop counts remains relatively low in stable transmission phase.
