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A computational fluid dynamics model was developed to investigate the 
concentration distribution of species which are secreted in one cell lane and absorbed 
in another cell lane, as co-cultured in a micro-patterned bioreactor. The study was 
carried out with axial and cross flow configurations and investigated the effect of 
Peclet number and Damkohler number, of release and absorption lane, on the 
concentration distribution at the cell surface. A commercial CFD software, FLUENT 
was used to solve the species transport equation, and a user defined function was 
developed to incorporate the boundary condition.  The results show that micro-pattern 
with cross flow is more effective than that with axial flow. In cross flow, higher 
Peclet number lowers the difference in concentration between the release and the 
absorption cell lanes, but the mean values at the bioreactor base is lower as well. 
Higher Damkohler number of release lane results in higher mean values but higher 
difference in concentration as well. Higher Damkohler number of absorption lane 
gives lower mean values and higher difference in concentration between the two lanes. 
Axial flow pattern is less effective to be used as a co-cultured bioreactor. In cross 
flow patterned bioreactor, if the absorption rate is equal or greater than the release 
rate, the width of the absorbing cell lane should be smaller than that of the release 
lanes.  
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NONMENCLATURE 
A   concentration fluctuation amplitude 
C   molar concentration 
Ca  concentration mean value  
Cn   concentration of grids nearest to the boundary 
Cs   concentration on the cell surface 
ds   distance between the grid centoid and the boundary  
D   effective diffusivity 
Da   Damkohler number 
 f    force acting on the fluid in the control volume 
H   height of the bioreactor 
I   unit tensor 
Kma   absorption Michaelis constant  
Kmr  release Michaelis constant 
n    unit vector orthogonal to surface 
 p    pressure 
P   node at which the integral equation is approximated 
Pe   Peclet number 
Q   vector 
S          surface enclosing control volume  
Sc         Schmidt number 
t          time 
T         stress tensor 
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U   velocity 
Ua  average velocity 
Vma  maximum absorption reaction rate  
Vmr  maximum release reaction rate 
w   width of the bioreactor 
  
Greek Symbols 
Ω    control volume 
Γ    Diffusivity for the quantity φ (In Appendix D) 
µ                    dynamic viscosity 
φ    scalar quantity 
ρ   culture medium density 
γ    cell density 
 
Subscripts  
r                            denotes  release lane 
a         denote absorption lane  
vii 
LIST OF TABLES 
 
 
Table 3.1 Parameters for Equation (3.1)      38 
(a) For Equation (3.1 a) 
(b) For Equation (3.1 b) 
Table 3.2 Parameters for Function Equation (3.2)     39 
(a) For Equation (3.2 a) 




LIST OF FIGURES 
 
 
Figure 1.1 Randomly distributed coculture of hepatocytes  
and liver epithelial cells       7 
 
Figure 1.2 Schematic of novel method for generating micropatterned cocultures 8 
 
Figure 1.3 Micropatterned cocultures with constant ratio of cell populations  9 
 
Figure 1.4 Schematic of  the flow directions on the base of the bioreactor             10
           
Figure 2.1 Schematic of the microchannel parallel plate bioreactors   23 
 
Figure 2.2 Schematic of boundary conditions at the cell surface   24 
Figure 3.1 Axial species concentration distribution on the base plate (y=0) 
             in a 2D channel         
(a) Pe=50, Da=0.1        41 
(b) Pe=20, Da=0.5        41 
Figure 3.2 Convergence history for axial flow pattern:  
Pe=5, Dar=1.0 Daa=0.5       42 
 
Figure 3.3 Convergence history for cross flow pattern:  
Pe=5, Dar=1.0 Daa=0.1       42 
 
Figure 3.4 Stream wise velocity distribution in a rectangular cross-section. 
 Pe=5, Dar=1.0, Daa=0.1       43 
 
Figure 3.5. Concentration distribution in the main channel at various vertical sections: 
Pe=5, Dar=1.0 Daa=0.1; axial flow      44 
 
Figure 3.6 Effect of Pe on concentration distribution: 
at L/2; Dar=1.0, Daa=0.5; axial flow      45 
(a) Spanwise        
(b) Release cell lane center 
(c) Absorption cell lane center 
 
 
Figure 3.7 Effect of Daa on spanwise concentration distribution: 








Figure 3.8 Effect of Daa on concentration distribution along the release cell lane;  





Figure 3.9 Effect of Daa on concentration distribution along the absorption cell lane; 





Figure 3.10 Top view of contour of concentration distribution on the cell surfaces,  
 Pe=5, Dar=1.0, Daa=0.5; cross flow      53 
 
Figure 3.11 Side view of concentration distribution contour in the bioreactor 
Pe=50,Dar=1,Daa=0.5; cross flow      54 
(a) Pe=0.5 
(b) Pe=5 
(c) Pe=50   
 
Figure 3.12 Effect of Pe on the concentration distribution;  
Dar=1.0, Daa=0.5; cross flow       55 
 
Figure 3.13 Effect of Pe on the amplitude and mean values: 
Dar=1.0, Daa=0.5; cross flow       56 
(a) Mean values  
(b) Amplitude 
 
Figure 3.14 Effect of Dar on the concentration distribution:  
Pe=5, Daa=0.5; cross flow        57 
 
Figure 3.15 Effect of Dar on the amplitude and mean values:  
Pe=5, Daa=0.5; cross flow       58 
(a) Mean values  
(b) Amplitude  
 
Figure 3.16 Effect of Daa on the concentration distribution:  
Pe=5, Dar=1.0; cross flow                  59 
 
Figure 3.17 Effect of Daa on the amplitude and mean values:  
Pe=5, Dar=1.0; cross flow       60 




Figure 3.18 Concentration distribution at same ratio: 
Daa/Dar=0.5; Pe=5; cross flow      61 
 
Figure 3.19 Amplitude and Mean values at same ratio:  
Daa/Dar=0.5; Pe=5; cross flow      62 
(a) Mean values  
(b) Amplitude 
 
Figure 3.20 Effect of Km: Pe=5, Dar=1.0, Daa=1.0; cross flow   63 
 
Figure 3.21 Empirical curve fitting; Pe=5, Dar=1.0, Daa=0.5; cross flow  64 
(a)Original data         
(b) Mean values and amplitude       
(c) Concentration difference from the mean value 
(d) Normalized concentration difference of various sets of lanes plotted 
together over one cycle 
(e) Comparison of empirical curve and original data from (d) 
 
Figure 3.22 Empirical curve; cross flow      67 
(a) For various Pe 
(b) For various Dar 
(c) For various Daa 
(d) For various reaction rates at the same absorption/release ratio 
 
Figure 3.23 Empirical curves for all cases; cross flow    71 
 
Figure 3.24 Prediction of concentration distribution from empirical curve;  










The shape of cells, their capacity for motility, and their polarity are determined by 
how the cell interacts with its neighboring cells. These interactions are known as 
cell-cell interactions. Cell-cell interactions are central to the function of many 
organ systems. A common theme for the cell-cell interactions is the interaction of 
parenchymal cells with nonparenchymal neighbors which result in modulations of 
cell growth, migration, and/or differentiation. Specially, these interactions are of 
fundamental importance in physiology, pathophysiology, cancer, developmental 
biology wound healing, and the efforts to replace tissue function through ‘tissue 
engineering’. In addition, cell-cell interactions are playing a significant role in 
bio-artificial organ and devices. 
 
Co-cultivation of parenchymal and mesenchymal cells has been widely utilized as 
a paradigm for the study of cell-cell interactions in vitro, and co-cultures have 
been widely used in studies of various physiological and pathophysiologic 
processes including host response to sepsis, mutagenesis xenobiotic toxicity, 
response to oxidative stress and lipid metabolism.  
 
Co-cultivation of hepatocytes with nonparenchymal cells has been shown to 
preserve stereotypical hepatocyte morphology and a variety of synthetic, 
metabolic, and detoxification functions of the liver. Although cell communication 
clearly plays a role in the regulation of these hepatospecific functions, the 
complex rules that govern the influence of homotypic cell interactions, heterotypic 
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cell interactions, cell density, and ratio of cell populations remain undetermined. 
These issues may be elucidated by use of a model system that allows precise 
control over these interactions, and by computing of the concentration distribution 
of ‘freely secreted’ signals on the cell surfaces. 
 
In addition, co-cultures of two cell types provide highly functional tissue 
constructs for use in therapeutic or investigational applications (S. N. Bhatia et al. 
(1998)), especially, the ability to preserve key features of the hepatocyte 
phenotype in vitro may have important applications in hepatocyte-based therapies 
for liver disease. Since co-culture of hepatocytes and other cell types can greatly 
increase the functional life span of the liver cells in bioreactor such as the Bio-
Artificial Liver devices (BAL), investigation on co-cultured bioreactor may 
eventually finds its application in the field of BAL industry. 
 
To date, parallel-plate chambers have been utilized for providing cellular 
environment mimicking physiological conditions (Koller et al., 1993; Halberstadt 
et al., 1994; Rinkes et al. 1994). Within the bioreactors, medium flow supplying 
nutrient is necessary, therefore the flow conditions in the fluid phase in the 
bioreactor can have least two possible effects on liver cells functions. Firstly, by 
affecting mass transport, they can cause non uniform distribution of species which 
result in direct cell functions. Secondly, they cause a mechanical shear stress to be 
exerted on the cells. In this study, only the mass transfer features were 
investigated. The shear stress distribution on the base of the bioreactor was not in 
the scope of this study.  
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1.2 Literature Review 
Many researchers have been involved in the experimental studies on the co-
culture of hepatocytes and the nonparenchymal system. Cell-cell interaction plays 
a fundamental role in liver in vivo. Some descriptions are given in Appendix C.  
 
Clement et al (1984) reported that in conventional cultures, human hepatocytes 
did not survive more than 2 to 3 weeks and by Day 8 decreased their ability to 
secrete albumin. Although primary hepatocytes maintained under conventional 
culture conditions have been used broadly for short term studies of drug 
metabolism and hepatotoxicity, the rapid loss of many liver-specific functions, the 
failure to reestablish normal cell polarity and architecture, including bile 
canaliculi, and the deterioration of cell viability within several days have limited 
their applications for long-terms studies, as well as their use in BAL devices.  
 
Langenbach et al. in 1979 first noted co-culture effects through work with 
hepatocytes atop irradiated feeder layers of human fibroblasts. Guguen-uillouzo et 
al. (1984) elucidated, by a mixed co-culture of hepatocytes with live isolated rat 
liver epithelial cells, the effect of cell-cell interactions on the hepatocyte 
phenotype. Clement et al. (1998) depicted the functional outcome of co-culture 
and the clear demonstration of retention of a liver-specific function, albumin 
secretion, for many weeks (5 wk). In fact, relatively stable albumin production has 
been observed for long as 65 days (Mesnil et. al. 1987).  
 
The precise mechanisms that regulate increases in liver-specific function in 
hepatocyte cocultures have not yet been elucidated. The potential mediators of 
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cell–cell communication include soluble factors secreted by nonparenchymal cells, 
cell-cell contacts and cell-matrix contacts. Although many researchers tended to 
believe that cell-cell and cell-matrix contacts may be the major regulator, the 
prerequisite for glucocorticoids in the medium formulation accentuates the fact 
that soluble factors play a crucial role in the hepatocytes co-culture environment.  
 
Figure 1.1 shows the earliest images, of retained hepatocyte morphology and 
function in vitro due to co-cultivation with another liver cell type. However, cell-
cell interactions in this randomly distributed co-culture had been difficult to 
manipulate precisely. Recently, Bhatia, et. al. (1997) successfully used ‘cellular 
micro-patterning’ techniques to quantitatively control heterotypic interactions and 
to study the effect of local tissue microenvironments. This photolithographic 
technique developed for the micro-patterning of cells to allow spatial control over 
two distinct cell populations is shown in Figure 1.2. Briefly, borosilicate wafers 
were patterned with photoresist (a polymer that has variable solubility with 
exposure to ultraviolet light) by exposure to light through a prefabricated chrome 
mask (Figure1. 2A). Patterned substrates were used to control subsequent 
immobilization of collagen I (Figure 1.2B). The localization of adhesive 
extracellular matrix (here, collagen I) allowed for patterning of the first cell type, 
primary hepatocytes (Figure1.2C). Hepatocytes exhibited a well-spaced 
morphology with distinct nuclei and bright intercellular borders. Subsequent 
deposition of a nonparenchymal cell type (here, 3T3-J2 fibroblasts) allowed for 
spatial control over heterotypic cell interactions in the cellular microenvironment 
(Figure1.2D).  
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Although cells patterned initially is not restricted using the above method, 
reorganization through cell motility was observed by Bhatia et. al. (1998) to be 
dependent both on hepatocyte island diameter as well as center-to-center spacing. 
With islands greater than or equal to 490 mµ  , an observable pattern remained for 
at least 2 weeks, smaller patterns, however, was observed to reorganized into cord 
like structures in days.   
 
Figure 1.3 shows the cell circle patterns with different circle diameters and 
spacing used by Bhatia et al. (1998) This micro-patterned co-cultured wafer can 
also be used as the base of the bioreactor. If needed, the island may be seeded not 
as cycle ones. For experimental or future clinical purposes, the patterns of the 
cells arrangement can be characterized into two groups: 1) cell lanes, and 2) cell 
islands. Cells lane can be seeded with different lane widths, and cells islands can 
also be arranged with different cell island diameters.  
 
Based on the above survey, we can conclude that co-culture of hepatocytes and 
nonparenchymal cell can be an effective way to preserve the hepatic function. 
Although there is not a conclusion by what mechanism the co-culture system can 
up regulate and prolong the liver cells function, precisely patterned co-culture 
bioreactor may be most competitive in the BAL industry. Many researchers 
conducted experiments using micro-patterning techniques to investigate the cell-
cell interaction occurred at the physical interfaces, and their studies focused 
mainly on investigating the physical mechanism of co-culture. Few of them tried 
to using a numerical method to model the concentration of the micropatterned 
bioreactor.   
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The cell-cell interaction may be influenced by the species secreted by cells in the 
neighborhood. However, not much effort has been given to the study of species 
concentration distribution on the cell surface in the bioreactor. Studies in this field 
may be especially significant for the future application of micro-patterned co-
culture bioreactors used as BAL devices. 
 
1.4 Objectives and Scopes 
The main objective of this work was to study the mass transport characteristics in 
a micro-patterned bioreactor which consists of parallel lanes of cells. Species are 
released from cells of one lane and absorbed by cells of the adjacent lane. (See 
Figure 1.4) The effect of flow directions will be investigated. The medium flow in 
this study will be modeled to flow through the bioreactor both along the cell lanes 
and normal to the cell lanes. In addition, the effects of flow velocity, bioreactor 
channel height, reaction rate of release and absorption rate will also be studied. 
 
During this study, the concentration distribution at the base of the bio-reactor will 
be determined by a computation fluid dynamics software, FLUENT which is 
based on finite-volume method. Although the shear stress is also believed to affect 
the cell functions and in turn the whole performance of the efficiency of the 
bioreactor, it is not in the scope of this study. 











Figure 1.1 Randomly distributed coculture of hepatocytes and liver epithelial cells 
(from Guguen-Guillouzo et al., 1984 ) 











Figure 1.2 Schematic of novel method for generating micropatterned cocultures.  
(From Bhatia et. al., 1998) 
 
 










Figure 1.3 Micropatterned cocultures with constant ratio of cell populations.  
 
 (From Bhatia et. al., 1998) 










Figure 1.4 Schematic of the flow directions on the base of the bioreactor: (a) axial 
flow on cell lanes, (b) cross flow on cell lanes and the corresponding 




Cells on this lane release species 
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CHAPTER 2  
THEORETICAL MODEL  
2.1 Bioreactor Model  
The bioreactor modeled in this study was a micro channel with dimensions of 
width 200 mµ , effective height 100 mµ  and length 1.5 cm as show in Figure 2.1. 
Micro-patterned cell lanes on the base were modeled as showed in Figure 1.4. For 
the case of cross flow, the cell lane width is modeled as 500 mµ , and for the axial 
flow, the width of secretion cell lanes is 150 mµ , and the width of absorption cell 
lanes is 50 mµ . Different dimensions were used due to the slow process of the 
diffusion in the axial flow case. However, in presentation of the results, 
normalized length of the channel will be used.  
 
2.2 Governing Equations 
In formulating the governing equations for the species transport and the medium 
flow within the parallel plate bioreactor, the following assumptions are made: 
1) The fluid is incompressible and Newtonian. Gravitational effects are neglected. 
2) The solution of the media and bio-molecules is dilute, so that the concentration  
gradient can only affect the diffusion of the molecules, and have no effect on the 
flow field. 
3) The transfer process is very slow, so the time course can be treated as steady. 
 
The conservation equations for continuity, momentum and species transport are 
expressed in the form of Cartesian tensor notation: 
 
Continuity equation: 
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0=⋅∇ U         (2.1) 
Momentum equation: 
UpUU 2)( ∇+−∇=∇⋅⋅ µρ        (2.2) 
Species transport equation: 
CDCU 2∇=∇⋅              (2.3)                                               
where U is the velocity; p is the pressure; ρ is the density of the culture medium; 
C is the molar concentration, and D is the effective diffusivity, respectively. 
 
2.3 Boundary Conditions 
The velocity of the medium flow inside the bio-reactor is assumed to be Poiseuille 
profile, which can be expressed as below: 
)(6 22 yHyH
UaU ⋅−−= ,        (2.4) 
where Ua represents the average velocity; H denotes the channel height.  
 
At the inlet and the outlet, the axial velocity is assumed to be fully developed.  
C=0, at z=0 and 0=∂
∂
z
C , at z=L;     (2.5) 
 
At the side walls, periodic boundary conditions are imposed to eliminate the side 
wall effect on the concentration distribution, so that the diffusion and convection 






Ud , at x=0 and x=W.     (2.6)  
where, W is the width of the bioreactor; H is the height of the bioreactor; L is the 
length of the bioreactor. 








C , at y=H;       (2.7)  
The boundary conditions for the species transport equation may be formulated 
based on the assumption that the one cell type lanes secrete the species at a zero 
order reaction rate (constant flux), and the other cell type lanes absorb the species 
at the first order reaction rate (Michaelis-Menten Model), which means that the 
consumption can never exceed secreting rate for first order bioreaction. That is 
why the first order Michaelis-Menten model is chosen for consumption model.  
Had the zeroth order consumption been used, negative concentration would 
appear at the boundary. These assumptions can also avoid the unstable solution of 
the computation process. Whether a bio-reaction is in first or zero order will have 
to be determined by experiments.  
 
At y=0, the bottom of the bioreactor, where the cell lanes are preseeded,, the 
species transport boundary condition can be obtained from the mass balance 
between release rate and diffusion: 





∂−=⋅γ  ( Fick’s Law)     (2.8) 
where rγ  is cell density of the releasing cell lanes; mrV  is the release bio-reaction 
rate, and y is the coordinate axial normal to the cell lanes surface.  
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Similarly, at the consumption cell lanes surface, a model derived from first order 
Michaelis – Menten model was used to simulate the species absorption reaction. 








∂ γ ,          (2.9) 
where aγ is the consumption lanes cell density; maV is the maximum consumption 
reaction rate; maK  is the Michaelis constant of the absorption . 
 
The reactions described by the Michaelis-Menten model are given by the 










+=+= ,       (2.10) 
where, rs represents the consumption or release rate, with units of moles/reaction 
volume/time; C represents the substrate or reactant concentration in units of 
moles/volume; Vm represents the maximum reaction rate for a given total enzyme 
concentration Et (units/reaction volume), where tcatm EkV = , and kcat is the reaction 
rate constant (noles/Units/time). Enzyme activity is commonly expressed in terms 
of “units”. Km is the Michaelis constant and may be considered as that substrate 
concentration at which the reaction rate is equal to one-half the maximum rate 
(Vm). Note that at high substrate concentrations, the reaction rate saturate at Vm, 
because in total, there are not enough active sites on the enzyme molecules for 
substrate reactions. The reaction rate is then independent of the substrate 
concentration and is therefore said to be zero order. At low substrate 
concentrations (C<<Km), the reaction rate rs is linearly proportional to the 
substrate concentration and is therefore said to be first order.   




Equation (2.5) states that the medium flowing into the bioreactor does not contain 
the species of interest. Equation (2.8) represents a constant mass flux of the 
secreted species from the release cell lanes surfaces. No slip fluid flow condition 
is assumed at the cell surface. Equation (2.9) states that the consumption of the 
biomolecue is based on a Michaelis – Menten model and no slip boundary 
condition. Finally, at the outlet boundary where the fluid leaves the calculation 
domain, neither the value nor the flux of the concentration is known. This 
boundary condition is considered as a free boundary condition predefined in 
FLUNT, in which the concentration and velocity at the boundary are set equal to 
that of the nearest node in the interior  
 
2.4 Mass Transfer and Reaction Parameters    
Peclet Number (Pe) will be used to represent the flow rate. Through all the cases, 




⋅= ,          (2.11) 
where, Ua is the average velocity flow through the channel, H is the height of the 
channel, and D is the effective diffusivity.  
 
Damkohler number (Da) will be used to represent the bioreaction rate, which is 





,          (2.12) 
where Vm is the reaction rate, H is the height of the channel, and γ  represents the 
cell density, D denotes the effect diffusivity, C0 is the reference concentration.  




In this study, there will be two Damkohler numbers. One is for the species release 
reaction which can be represented by Dar,; the other is for the species absorption 
reaction represented by Daa. To simplify the system, the reference concentration 




γ=0 ,         (2.13) 
where, Vmr is the species releasing rate, rγ  is the cell density of the release cell 
lanes. C0 was set to 190 in this model. For the release reaction, Dar will by 
definition from Equation (2.12) be 1.0.  
 
Using C0 as the reference concentration, normalized boundary condition (Equation 










        (2.14) 
Da then is the indicator of the reaction rate.  










,        (2.15) 
where, Vma is the maximum consumption rate of the hepatocyte, and aγ  is the cell 
density of the hepatocyte; rγ  is the cell density of the release cell lanes 
 
According to Equation (2.15), Daa can also be viewed as the rate of species 
consumption by cells in absorption lane (e,g. hepatocytes) to that of species in 
secretion lane (e.g. fibroblast cells) .  
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2.5 Numerical Method  
In the present study, the governing Equations (2.1) to (2.3) were solved using a 
computational fluid dynamics code (FLUENT) which is based on Finite Volume 
Method (see the Appendix D) and structured\unstructured grid data structure. The 
power law discretization form was used to discretize the convection term in the 
governing equation. Two dimensional flow model was used to create the media 
flow within the bioreactor channel. The User Defined Scalars model was used to 
solve species concentration distribution. A User Defined Functions linked to 
FLUENT standard solver were developed to incorporate the release and 
absorption boundary conditions. 
 
2.5.1 User Defined Function (UDF)  
User Defined Functions (UDF) were developed to simulate the boundary 
conditions on the release cell lanes and absorption cell lanes.  UDF is a function 
program which can be dynamically loaded with the FLUENT solver to enhance 
the standard features of the code.  
 





∂         (2.17) 
This boundary condition was performed using Finite Difference method. Explicit 
forward Euler Scheme was used to perform the discretization. The left handside of 





∂ ,        (2.18) 
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where Cn is the concentration of the grid nearest to the boundary; Cs is the 




CC rmrns ⋅⋅+= γ        (2.19) 
Equation (2.19) will be used to generate the UDF programming for the release 
reaction boundary condition. 
 









∂ γ         (2.20) 








⋅⋅=− γ        (2.21) 









42 −−−  was not used due to nonphysical meaning)  




b a −+⋅⋅= γ ;  
KmaCnc ⋅−= .  
Equation (2.22) will be used to generate the source code of the UDF. 
 
The source code of the developed UDF linked to FLUENT can be found from the 
Appendix A. 
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2.5.2 User Defined Scalars (UDS) 
User Defined Scalars (UDS) was defined to calculate the concentration. In 
FLUENT, there are two ways to simulate concentration transportation: one is to 
use species transport equation predefined by FLUENT; the other is to define a 
User Defined Scalar (UDS), the magnitude of which represents the concentration, 
then use an extra UDS transport equation added to the N-S equations. FLUENT 
can solve the transport equation for an arbitrary UDS in the same way that it 
solves the transport equation for a scalar such as species mass fraction. 
 
In this study, UDS transport equation was used instead of the species transport 
equation. This is because in species transport equation, the mass fraction has to be 
used as the transport scalar, which is extremely small in this study. (i.e. in the 
order of 10-7) For such a small scalar, the error could be relatively greater even 
though the residue can be very small.  In User Defined Scalar transport equation, 
however, an arbitrary unit can be chosen for the transporting scalar.  In this study 
a widely used unit in the literature, UM(nmol/ml),  is used for the concentration. 
Therefore, the scalar’s  magnitude will be in the order of 10.  
 
Almost all the data about in the literature is in the unit of UM or others, but very 
rarely, the mass fraction was used. Therefore, using UDS can not only increase the 
accuracy of the computing, but also avoid the trivial problem of unit conversion.  
 















)(  k=1, …, N,    (2.23) 
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where kΓ and kSφ are the diffusion coefficient and source term supplied by you for 
each of the N scalar equations. For the steady-state case, FLUENT will solve 












∂ )( , k=1, …, N,     (2.24) 
 
2.7 Verification of Numerical Method and Convergence Criteria 
Verification of the mesh size and numerical method is carried out by comparing 
against an analytical solution of oxygen transport at the bottom of a two-
dimensional flat-bed micro-channel bioreactor with uniform, constant flow 
velocity and constant reaction rate at the base.  
 
Analytical solutions were obtained by Tilles et al. (2001) for the simple case of 
uniform flow (or constant velocity) in the longitudinal direction (z axis) and 
diffusion in the y direction (perpendicular to the base of the bio-reactor where 
oxygen is constantly consumed by hepatocytes). The steady state dimensionless 













∂         (2.25) 
where the concentration , C(z,y) is made dimensionless with respect to the inlet 
concentration (Cin) , and z and y are made dimensionless by the length (L) and the 
height (H) of the bioreactor, respectively. The Peclet number (Pe) is Pe=UH/D, 
with U as the average velocity and D as the oxygen diffusivity. The boundary 
conditions are: 
1y0  0;z @  1y)C(z, ≤≤== ,      (2.26) 
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1y0  0;y @  Da
y
C ≤≤==∂
∂ ,       (2.27) 
1y0  1;y @  0
y
C ≤≤==∂
∂ ,       (2.28) 
 


















DaDaDa πππ  (2.29) 
Equation (2.29) will be used for the code verification. .  
 
By using the flow conditions of the above mentioned case study, setting the 
preseeded release and absorption cell lanes to consume, results of the present 
numerical model can be obtained for comparison. Then by comparing the 
analytical results obtained from Equation (2.29) against the numerical results, the 
mesh size and numerical method can be verified. 
 
In the main numerical model, the following convergence criteria were used to 







UDSR N                                  
where, is the largest absolute value of the UDS residual in the first five 
iterations and is the residual in the Nth iteration.  
 




(a) Side view 
 
 
Figure 2.1 Schematic representation of the microchannel parallel plate bioreactors 
used in computing. The width of the bioreactor is 0.2 mm. 
 
(b) Plane view for axial lane 
Cells on this lane release species 
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CHAPTER 3  
Results and Discussion 
 
In this computational study, FLUENT was used calculate the concentration 
distribution of the species secreted by one cell type, which in turn can affect the 
function of the another cell type co-cultured in a micro-patterned bio-reactor. User 
defined functions (UDF) were developed to incorporate the boundary conditions 
for the secretion and absorption cell surface reaction The concentration 
distribution within the parallel plate bioreactors is influenced greatly by the 
medium flow rate, cellular release and absorption reaction rates, and the cell 
patterns preseeded on the base of the bioreactor.  In the present study, fourteen 
cases with various combinations of Peclet number (medium flow rate), and 
Damkohler number (cellular release rate or absorption rate) were investigated to 
analyze the influence of flow and reaction rate on the species concentration 
distribution. The numerical simulation is based on theoretical models developed in 
Chapter 2. The first six cases were computed for a micro patterned bioreactor with 
an axial medium flow. The other eight cases were simulation of a micro patterned 
bioreactor with a cross flow. These numerical results were analyzed to study the 
influence of different parameters.  Finally, the data were modeled by means of 
empirical curves.  
 
3.1 Verification of Numerical Model and Convergence  
 The mesh size and the numerical model were verified by comparing against an 
analytical solution of oxygen transport at the bottom of a two-dimensional flat-bed 
microchannel bioreactor with uniform, constant flow velocity and constant 
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reaction rate at the base. The comparison of analytical and numerical results of 
cases Pe=50, Da=0.1, and Pe=20, Da=0.5 are shown in Figure 3.1. The 
agreements are good, which indicate that the present numerical model is 
satisfactory and the mesh is fine enough for the further computation. Because the 
mesh number of this computing domain is relatively small, (3X104) which is not 
numerically costly, further study for the optimum mesh size was not performed in 
this study. 
The convergence histories of an axial flow case and a cross flow case are shown in 
Figure 3.2 and Figure 3.3. The results confirmed that the solutions have  
converged.  
 
3.2 Micro-pattern with axial flow 
The first six cases studied was micro pattern with axial flow through the micro-
channel bioreactor. The preseeded cell pattern and the flow direction are shown in 
Figure 1.4 (a). Initially, both the width of release cell lanes and absorption lanes 
were set to 0.5 mm (data not shown). The concentration at the cell surface, 
however, is extremely small (data not shown). So the width of absorption cell 
lanes was reduced to 0.05 mm, and the width of the secretion lane to 0.15 mm. 
The two dimensional flow within the bioreactor is shown in Figure 3.4. The 
concentration contour graphic is show in Figure 3.5. 
 
3.2.1 Effect of Peclet Number 
Figure 3.6 (a) shows the effect of Pe on the spanwise concentration The 
concentration distributions are measured on the bottom (cell lanes surface) along 
the axis y = 0. For lower Peclet number cases, the concentration variation along 
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the spanwise direction is greater than that of the higher Peclet number cases. The 
concentration difference between the release lane center for Pe=0.5 is around two 
times of that of the Pe =5, and about 4 times of that of Pe=50.  
 
Figure 3.6 (b) shows the effect of Pe on the concentration distribution along the 
release cell lanes. At lower Peclet number, the concentration along the lane center 
is higher. Concentrations for Pe=0.5 can be more that two time higher than that of 
case Pe=5, and be around 4 times of that of Pe=50.  
 
Figure 3.6 (c) shows the effect of Pe on the concentration distribution along the 
absorption cell lanes. Similar to effect on the release lane center, the lower the 
Peclet number, the higher the concentration. The concentration difference at the 
absorption lane center, however, is much greater than that of the release lanes. At 
the out let of the bioreactor, the concentration is almost zero for Pe=50. And the 
outlet concentration for Pe=0.5 is more than 8 times of that of case Pe=5. 
 
 The above finding for micro-patterns with axial flow may be explained by the 
relationship between the convection and diffusion in the bioreactor. With fixed 
bioreactor height and solute diffusivity in the media, lower Peclet number meant 
lower flow velocity, and in turn lower convection rate. In addition, the media flow 
at the inlet has no species. Therefore, for lower Peclet number cases, the release 
lane could build up more species and there would be more time for the species 
diffusion from the release to the absorption lanes The absorption lane also has 
more time to absorb. So the variation along the spanwise would be greater, and as 
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a result, the concentration along the release as well as the absorption lane center 
would be higher at smaller Pe..  
 
3.2.2 Effect of Absorption Lane Damkohler Number  
Figure 3.7 (a), (b) and (c) show the effect of Daa on the concentration variation 
along the spanwise direction for cases Pe=0.5; Pe=5; and Pe=50 respectively. For 
all 3 cases, the concentration for higher Daa is lower than that of lower Daa case. 
The lower the Peclet number, the higher the difference. For Pe=50, especially, the 
concentration difference can be ignored.  
 
Figure 3.8 shows the effect of Daa on concentration distribution along the center 
of release cell lane. Daa does not affect the concentration on the release lane for 
all the cases studied. For Pe=0.5, 5 and 50, concentrations of Daa=0.1 are close to 
that of Daa=0.5. 
 
Figure 3.9 shows the effect of Daa on concentration distribution along the 
absorption cell lane. Daa has some influence on the concentration on the 
absorption lane, and the lower the Peclet number, the greater the influence. 
However, for case Pe=50, there is almost no difference between concentration of 
Daa=0.1 and Daa=0.5; the difference becomes greater as the increase of Pe.  
 
By definition, under conditions of fixed bioreactor height and species diffusivity, 
Daa represents the absorption reaction rate. In addition, there was only diffusion 
in the spanwise direction, so the species transfer rate in this direction is very small 
compared to the absorption rate of the lane. This may be the reason why the Daa 
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does not affect the concentration on the release lane. For higher Daa, the 
absorption lane consume species at more higher rate, so the concentration at the 
absorption lane becomes lower. As Pe increases, the media flows faster, and 
convected away more species release by the secretion cells; thus the overall 
species flow from release to absorption lane became less dominated by absorption 
rate, so that the concentration difference between the two lanes became smaller 
for different Damkohler number.  
 
3.3 Micro-patterns with cross flow   
 The schematic of micro patterned co-culture cell patterns is shown in Figure 1.5 
(b). Release and absorption cell lanes were modeled on the bottom surface in the 
bioreactor. The modeling procedure was described elsewhere in this thesis 
(Chapter 1). The widths of both the release and absorption cell lanes were set at 
0.5 mm in the recent study.  The media flow direction through the parallel plate 
bioreactor was normal to the cell lanes. The flow fields for the crossflow micro-
pattern are the same as that of the axial flow field. (as shown in Figure 3.4) The 
flow within the bioreactor channel is two dimensional.   
 
Figure 3.10 shows the top view of the contour of concentration distribution on the 
bottom plate. This contour is the computational result of one case (Pe=5, Dar=1.0, 
Daa=0.5, Kmr=0.0, Kma=0.035). Top views of other cases have similar 
characteristics. (data not shown) The shape of the cell lane can be seen clearly. 
The cell lane patterns show the same trend for the other cases.   
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3.3.1 Effect of Peclet Number  
Figure 3.11 (a), (b) and (c) show the side view contour of concentration for 
Pe=0.5, Pe=5 and Pe=50 respectively. As the Peclet number goes higher, the 
concentration layer becomes smaller near the base of the bioreactor.  
 
Figure 3.12 shows effect of Pe on the concentration distribution for cases of three 
Peclet numbers. (Pe=0.5, 5 and 50)  The concentration at lower Peclet number is 
higher. Case Pe=0.5 shows the highest concentration and Pe=50 the lowest.  
 
The effect of Pe on the mean values and the amplitude are shown in Figure 3.13 (a) 
and (b). As seen in Figure 3.13, the Peclet number can significantly affect the 
mean values and fluctuation amplitude along the bioreactor length. It is shown 
that with the increase of Peclet number, the mean values and amplitudes are 
smaller. For both mean values and the amplitude, Pe=0.5 is around 2 times of 
Pe=5, and 4 times of Pe=50.  
 
The above findings about effect of Pe  could be explained by two factors: one is 
inlet concentration of the media flow; the other is that the media flow velocity. 
With lower Peclet number, the flow speed is smaller, so that there would be more 
species build-up in the bioreactor, and in turn, the concentration as well as the 
mean value would be higher than that of higher Peclet number. For lower Peclet 
number, the absorption lane cells would have time to consume the species; thus 
concentration would reduce significantly more from the release lane to the 
absorption lane. The fluctuation amplitude from release to absorption lanes, 
therefore would be higher with lower Peclet numbers.  
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The flow through a micropattern bioreactor should not be so low as to give high 
fluctuation of concentration. However the flow should not be too high that the 
solute cannot be absorbed and most of it will be flushed away. The concentration 
in the absorbing cell lanes has to be greater than the critical value of cell viability. 
 
3.3.2 Effect of Release Lane Damkohler Number 
There are two reaction rates in this co-cultured micro-patterned bioreactor: one is 
the species secretion rate of release cell lanes; the other is the species consumption 
rate of absorption cell lanes. These two rates are represented by the two 
Damkohler numbers, Dar and Daa respectively. Dar and Daa are assumed to affect 
the concentration distribution on the cell lanes. In the present study, the effects of 
Dar and Daa are investigated by keeping other parameters unchanged and make 
Dar or Daa the only parameter as the variable.  
 
With higher Dar, the concentration distribution, mean values and amplitude are all 
higher than those at lower Dar.  These effects are shown clearly in Figure 3.14, 
Figure 3.15 (a) and (b) respectively. Compared with Dar=0.5, case Dar=1.0 shows 
higher, around 2 times, concentration, mean values and amplitude.  
 
Under the same flow conditions and absorption rate, higher Dar meant higher 
species release rate. The concentration would go more up on the release lanes, and 
this in turn raised the mean value. The concentration over the absorption lanes is 
also raised somewhat higher, but the concentration difference, the amplitude, 
between the release lanes and absorption lanes would be bigger for higher Dar.  
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3.3.3 Effect of Absorption Lane Damkohler Number 
Unlike Dar, the effect of Daa is reverse. Higher Daa caused lower concentration, 
lower mean values, but higher amplitude. Daa=1.0, compared with Daa=0.5 and 
0.1, show the lowest concentration in Figure 3.16, the lowest mean value in Figure 
3.17 (a), but the highest amplitude in Figure 3.17 (b).  
 
This finding can be explained similarly to the effect of Dar. In this study, Daa 
represented the absorption rate. Higher consumption rate with higher Daa, 
lowered the species accumulation and the concentration on the absorption lanes.  
Higher consumption rate means the absorption lane absorb more species from the 
release lane. The concentration distribution would be, therefore, lower. Thus the 
mean value would be lower due to the lowered absorption lane concentration. 
However, there is larger concentration difference between release and absorption 
lane; thus the amplitude, would  be greater.  
 
3.3.4 Effect of Damkohler Number Ratio 
Figure 3.18 shows the concentration distribution at the same Daa/Dar ratio. In the 
bioreactor, similar Daa to Dar ratio can result in different concentration 
distribution. Daa=0.5 Dar=1.0 and Daa=0.25 and Dar=0.5 have the same ratio, but 
the concentration vary significantly.  
 
Higher Dar and Daa show higher mean value and amplitude. As shown in Figure 
3.19 (a) and (b), both the mean value and amplitude for case Dar=1.0, Daa=0.5 is 
around two times of that of case Dar=0.5, Daa=0.25. 
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With higher reaction rates, the concentration would be higher on release lanes and 
go down lower on absorption lanes. Therefore the amplitude and the mean value 
are higher. The concentration on the lanes would be higher as well. As similar 
ratio Daa/Dar gives different concentrations, Daa/Dar ratio is unsuitable to be 
used as a parameter of the bioreactor design and evaluation. 
 
3.3.5 Effect of Michaelis Constant 
The effect of Km is shown in Figure 3.20. Lower Km can make the concentration 
distribution lower. For lower Km, the species secreted by the release lanes may not 
reach the full length of the absorption cell lanes. There is only on small length of 
absorption lane which has species for reaction. On region of the absorption lane 
farther away from the upflow release lane, the concentration is 0.  
 
The Michaelis-Menten model was used to simulate the species secretion and 
absorption reactions. In Michaelis-Menten model, higher Km means lower 
reaction rate. In this study, the release reaction, Kmr was assumed to be zero, 
which means the release reaction rate is constant at the maximal value, that is the 
zeroth order reaction. And the Michaelis-Meten constant Kma for the absorption 
was set to 0.035 and 0.0. For case Km=0.0, the release rate was set equal to the 
absorption rate. But since some of the species secreted by the release lanes 
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3.3.6 Empirical Curve of Concentration Distribution 
As shown in Figure 3.21 (a), the original data of concentration distribution 
fluctuates with distance from the inlet because of the repeating of cycles over a 
pair of micro-patterned release and absorption lanes. However, it is not periodic 
over the micro-pattern cycle as the mean values and amplitude increase with 
distance. The aim of this analysis is to find an empirical curve of concentration 
distribution with distance. A FORTRAN code (see Appendix B) was developed to 
do the data postprocessing work. The MATLAB curve fitting tool package was 
used to do curve fitting part of work and to obtain the empirical equations. Using 
the case Pe=5, Dar=1.0, Daa=0.5, Kmr=0.0, Kma=0.035 as an example, Figure 
3.21 (a) to (f) show the procedure of finding the empirical curve. 
 
1) The maximum and minimum peak points of Figure 3.21 (a) were found to be 
well fitted by a power function, which is in the form of: 
))ln(exp(/ BxACoCs +⋅= , for release lane    (3.1 a) 
))ln(exp(/ DxCCoCs +⋅= ,  for absorption lane    (3.1 b) 
where, A, B, C, D are constants. The values of these parameters for the cases 
studied are given in Table 3.1. 
 
2) From the maximum and minimum peak curves obtained from Equation (3.1 a 
and b), the mean values and amplitude of the concentration can be obtained. The 
mean values Ca, was defined as the average of the curves of Equation 3.1 a and b. 
The fluctuation amplitude A was obtained by subtracting the minimum from the 
maximum curves (Equation 3.1 a and b) and then divided by 2.0.  The variation of 
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the mean value and amplitude along the bioreactor length are shown in Figure 
3.21 (b).  
 
3) The concentration difference from mean value is obtained by subtracting the 
mean value (Figure 3.21 b) from the concentration (Figure 3.21 a). The 
concentration is symmetrical about z/H axis as shown in Figure 3.21 c. 
 
4) The concentration difference (Figure 3.21 c is a fluctuating wave function with 
a growing amplitude. By normalizing the value by the amplitude, the wave will be 
approximately periodic. This periodicity is confirmed by plotting together,  over 
one cycle (Figure 3.21 d), the cyclic curves of many pairs of release – absorption 
lanes  
 
5) The periodic curve (Figure 3.21 d) can be represented by a function within one 










/)/( , for absorption lane: 15.0 ≤< x  (3.2 b) 
where, x is the normalized pattern length z/L; L is the micro-pattern length 
including the width of a pair of release and absorption lanes. The values of 
constants a to j for cases of interest are shown in Table 3.2. For smaller Peclet 
number cases, the functions have the similar form; for greater Pe=50, the 
concentration variation becomes almost linear with the reaction length.   
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Figure 3.21 e compares the model prediction and original data. They showed a 
fairly good agreement, although there is some small differences at the second half 
of the curves. However, these differences occurred in processing of the original 
concentration data. These differences are likely to be caused by the possibility that 
the secretion amplitude is not equal to the absorption amplitude. During the curve 
fitting process, however, the same amplitude was assumed for both the secretion 
and the absorption lanes. 
 
In Figure 3.22 a, b, c and d,  the normalized periodic curve of concentration 
difference are plotted for other cases with different Pe, Daa, Dar, and Daa/Dar 
ratio. The empirical curves for various cases are plotted together in Figure 3.23. 
The results show that the normalized concentration difference may be represented 
by a periodic function. The parameters for the representative periodic function are 
different for the various cases and are given in Table 3.2. 
 
In the present study, the computation was made on 15 pattern cycles, and the 
prediction of empirical Equation (3.2) was carried out over 30 pattern cycles. The 
comparison of empirical prediction and the original data is presented in Figure 
3.24. As shown in Figure 3.24, the concentration distribution predicted by the 
empirical curve shows a good agreement with the original concentration obtained 





Chapter 3                                                                              Results and Discussion 
 
36 
3.4 Evaluation of micropattern bioreactor 
3.4.1 Desirable performance of a typical bioreactor 
The desirable states of affair with regards to concentration and their distribution in 
a typical bioreactor is that the concentration must not fall below the critical value 
for cell viability. Low solute concentration may cause cell death or loss of cell 
function. For example, the concentration of oxygen on the absorbing cell (porcine 
hepatocytes) must be sufficiently large to sustain the cell functions (Roy et al. 
2001). Hypoxia of porcine hepatocytes may occur at partial pressure of oxygen in 
the range of 2-8 mmHg (Balis et al., 1999).  
 
As for a normalized measure or indicator of bioreactor performance, the 
Damkohlar number (Equation 2.14) is a measure of the reaction rate. It 
characterizes the total rate of consumption by absorbing cell species and involves 
the cell density. The Damkohlar number should be high in a bioreactor so that the 
reaction rate at the base is high as shown in Equation 2.15. However a high 
Damkohlar number will result in lower concentration distribution which must not 
fall below a critical value as discussed above. The Damkolhlar number for the 
oxygen uptake of rat hepatocyte is around 0.14 (Roy et al. 2001).  
 
3.4.2 Application of Micropattern Results  
The numerical results of concentration may be of interest to the study of cell-cell 
interaction using co-culture of cells growing on micro-patterned lanes. In such a 
study, it will be essential to know the solute concentration in the absorption lane, 
which is given out by cells in the release lane. For interpretation of result, the 
concentration should not fluctuate greatly over a lane. The numerical model 
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enables prediction of the concentration distribution which is difficult to find 
experimentally. Knowing the concentration, it is possible to study and understand 
its effect on the cell-cell interaction. 
 
The present study shows that the concentration distribution is non uniform and 
this feature makes axial flow pattern less effective to be used as co-culture 
bioreactors as well as BAL devices. With axial flow, not much species secreted by 
release cell lane will reach the absorption lane. Micro-pattern with cross flow, in 
contrast, has better behavior because its variation between the release and absorb 
less is less than that of the axial flow.  (see Figure 3.6 a and Figure 3.12) 
 
In cross flow cases, two factors have to be considered to select an appropriate 
Peclet number for the micro-patterned bioreactor. Higher Pe has lower mean 
concentration (Figure 3.13 a). However, lower Pe has bigger concentration 
fluctuation along the release and absorption cell lanes (Figure 3.13 b). Therefore, 
some compromise is needed to satisfy the requirement of micropatterned 
bioreactor for application as a BAL device. The appropriate Pe value would differ 
according to the cell types, the micro patterns, and even the geometry of the 
bioreactor. The appropriate Pe may be in the order of 10. (See Figure 3.12)  
 
Reaction rates, including absorption rate, release rate and Michaelis constant (Km) 
have to be considered for the design of the micro-pattern.  The present study show 
that even with the release reaction rate similar to the absorption rate, the released 
solute could not reach the full width of the absorption cell lanes (see Figure 3.20). 
Some of the solute was convected away by the medium flow. To rectify this, the 
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width of absorption cell lanes should be shorter than that of the release lanes. For 
cases in which the absorption rate are equal or greater than that of the release rate, 
narrower cell lanes are needed to ensure that the cells in the lanes do not suffer 
from solute insufficiencies.   
 
Empirical equation (3.2) can be used either to predict the concentration 
distribution along the length beyond that of this model, or optimize the 
configuration of the cell patterns. A desirable micropattern configuration may be 
that the absorbing rate per unit overall base area is optimal. 
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Table 3.1 Parameters for Equation (3.1) : Kmr=0.0, Kma=0.035 
(a) Parameters for Equation 3.1 a: for maximum points curve 
Pe Dar Daa A B 
0.5 1.0 0.5 0.213 0.148 
5 1.0 0.5 0.165 -1.26 
50 1.0 0.5 0.187 -1.90 
5 0.5 0.5 0.132 -2.15 
5 1.0 0.1      0.217 -0.893 
5 1.0 1.0 0.122 1.56 
5 0.5 0.25 0.168 1.90 
 
 (b) Parameters for Equation  3.1 b: for minimum points curve 
Pe Dar Daa  C  D 
0.5 1.0 0.5 0.636   0.927 
5 1.0 0.5 0.536   -0.704   
50 1.0 0.5 0.494 -1.44  
5 0.5 0.5 0.439     -2.11   
5 1.0 0.1 0.529   -0.151  
5 1.0 1.0 0.476      -1.72   
5 0.5 0.25 0.479     -1.44 
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Table 3.2 Parameters for Function Equation (3.2): Kmr=0.0, Kma=0.035 
(a) For Equation 3.2 a 
Pe Dar Daa a b c d e 
0.5 1.0 0.5 -1.96 2.66 -0.263 -0.0169 0.0224 
5 1.0 0.5 -3.43 3.93 -0.905 -0.00501 -0.00501
50 1.0 0.5 -3.41 3.92 -0.0983 -0.00326 0.00519 
5 0.5 0.5 -3.41 3.87 -0.0844 -0.00312 0.00501 
5 1.0 0.1 -3.40 3.92 -0.102 -0.00330 0.00527 
5 0.5 0.25 -3.44 3.93 -0.0915 -0.00322 0.00508 
 
(b) For Equation 3.2 b 
Pe Dar Daa f g h i j 
0.5 1.0 0.5 0.977 -3.27 1.98 -0.273 -0.460 
5 1.0 0.5 2.49 -6.67 4.57 -0.915 -0.478 
50 1.0 0.5 2.44 -6.34 4.17 -0.797 -0.477 
5 0.5 0.5 2.32 -6.47 4.57 -0.946 -0.477 
5 1.0 0.1 2.55 -6.41 4.08 -0.750 -0.477 
5 0.5 0.25 2.43 -6.58 4.52 -0.100 -0.477 
 
 






























































(b) Pe=20, Da=0.5 
Figure 3.1 Axial species concentration distribution on the base plate (y=0) 
                   in a 2D channel 











Figure 3.3 Convergence history for cross flow pattern: Pe=5, Dar=1.0 Daa=0.1 














Figure 3.4 Stream wise velocity distribution in a rectangular cross-section. 
  Pe=5, Dar=1.0, Daa=0.1 
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Figure 3.5. Concentration distribution in the main channel at various vertical 
sections: Pe=5, Dar=1.0 Daa=0.1; axial flow 




















Absorption laneRelease lane Release lane
 
(a) Spanwise  
 
Figure 3.6 Effect of Pe on concentration distribution; at z/L=0.5, at the base along 
half length of the bioreactor; Dar=1.0, Daa=0.1; axial flow. The Release lane 
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(b) Release cell lane center 
 
Figure 3.6 Effect of Pe on concentration distribution; Dar=1.0, Daa=0.1; axial 
flow  
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(c) Absorption cell lane center 
Figure 3.6 Effect of Pe on concentration distribution; Dar=1.0, Daa=0.1; axial 
flow 

























Figure 3.7 Effect of Daa on spanwise concentration distribution: at z/L=0.5; 
Dar=1.0; axial flow 
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(b) Pe=5 
Figure 3.7 Effect of Daa on spanwise concentration distribution: at z/L=0.5, y=0; 
Dar=1.0; axial flow 
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(c) Pe=50 
Figure 3.7 Effect of Daa on spanwise concentration distribution: at z/L=0.5, y=0; 
Dar=1.0; axial flow  
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(c) Pe=50  
Figure 3.8 Effect of Daa on concentration distribution along the release cell lane; 
Dar=1.0; axial flow 
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(c) Pe=50 
Figure 3.9 Effect of Daa on concentration distribution along the absorption cell 
lane; Dar=1.0; axial flow 











Figure 3.10 Top view of contour of concentration distribution on the cell surfaces,  
  Pe=5, Dar=1.0, Daa=0.5; cross flow 
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(a) Pe=0.5  
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(C) Pe=50 
Figure 3.11 Side view of concentration distribution contour in the bioreactor. 
Pe=50,Dar=1,Daa=0.5; cross flow 
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Figure 3.12 Effect of Pe on the concentration distribution; Dar=1.0, Daa=0.5; 
cross flow 
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(b) Amplitude 
Figure 3.13 Effect of Pe on the amplitude and mean values; Dar=1.0, Daa=0.5; 
cross flow 

























 z/H x 10-4 
 
Figure 3.14 Effect of Dar on the concentration distribution; Pe=5, Daa=0.5; cross 
flow  
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(b) Amplitude 
Figure 3.15 Effect of Dar on the amplitude and mean values; Pe=5, Daa=0.5; cross 
flow  
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Figure 3.16 Effect of Daa on the concentration distribution: Pe=5, Dar=1.0; cross 
flow 
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(b) Amplitude 
Figure 3.17 Effect of Daa on the amplitude and mean values: Pe=5, Dar=1.0; cross 
flow 
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Figure 3.18 Concentration distribution at same reaction ratio; Daa/Dar=0.5, Pe=5; 
cross flow   
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(b) Amplitude 
Figure 3.19 Amplitude and Mean values at same ratio; Daa/Dar=0.5, Pe=5; cross 
flow 
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Figure 3.20 Effect of Km: Pe=5, Dar=1.0, Daa=1.0; cross flow
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(b) Mean values and amplitude 
Figure 3.21 Empirical curve fitting; Pe=5, Dar=1.0, Daa=0.5; cross flow 
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(d) Normalized concentration difference for various sets of lanes plotted 
together over one cycle 
Figure 3.21 Empirical curve fitting; Pe=5, Dar=1.0, Daa=0.5; cross flow 
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(e) Comparison of empirical curve and original data from (d) 
 












(a) For various Pe 
Figure 3.22 Empirical curve; cross flow 
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(b) For various Dar 
Figure 3.22 Empirical curve; cross flow 
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(c) For various Daa 
Figure 3.22 Empirical curve; cross flow 
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(d) For various reaction rates at the same absorption/release ratio 
Figure 3.22 Empirical curve; cross flow 
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Figure 3.24 Prediction of concentration distribution from empirical curve; Pe=5, 
Dar=1.0, Daa=0.5, Kmr=0, Kma=0.035; cross flow 




CONCLUSIONS AND RECOMMENDATIONS 
 
4.1 Conclusions 
In the present study, a numerical model was developed to study the concentration 
distribution at the base of a micro-patterned bioreactor. A computational fluid 
dynamics code (FLUENT) which is based on Finite Volume Method was used to 
solve the diffusion transport equation. User Defined Function (UDF) code was 
developed for the boundary conditions of reaction at the cell surfaces. Finally, 
empirical curves were developed for the concentration distribution.  
 
Two micro-pattern configurations, axial flow and cross flow, were studied. In axial 
flow pattern, the cell lanes are parallel along flow direction; in cross flow pattern, the 
cell lanes are normal to the flow. The concentration value in axial flow pattern is low, 
and the non uniformity is too large. These features make micro-pattern with axial not 
effective to be used as a co-cultured bioreactor.  
 
Micro-pattern with cross flow, in contrast, has higher concentration value and the non 
uniformity is not so severe as that of axial flow. The findings in the present study may 
be summarized as: 
1) Higher Peclet number lowers the difference in concentration between the 
release and the absorption cell lanes, but the mean value at the bioreactor base 
is lower as well. 
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2) Higher release Damkohler number results in higher mean value but higher 
difference in concentration between release and absorption lanes. 
3) Higher absorption Damkohler number gives lower mean values and higher 
difference in concentration between release and absorption lanes. 
4) The concentration distribution can be transformed to a periodic curve which 
can be fitted by a function over one micro-pattern length.  
 
4.2 Recommendations 
To further investigate the effect of lane width on the concentration distribution, 
various combinations of release and absorption lane width can be done using the 
numerical model developed in the present study. Future investigation of other micro-
pattern configurations such as cell islands is recommended to find a optimum micro-
pattern configuration for use as a co-culture bioreactor. Experiments are required for 
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Source Code Developed for the User Defined Function (UDF) 
 
/************************************/ 












DEFINE_PROFILE(dar1kmr0, thread, position) 
{ 
 /*this is the release rate, the unit is nmole/1e06cells/s*/ 
 real s=3.8; /*2000/3600.0*/    
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/         
 real r=0.1;                
 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/           
 face_t f; 
 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND]; 
 Thread *t0=thread->t0; 
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  F_PROFILE(f,thread,position)=s*r/de*ds*100.0+C_UDSI(c0, t0, C1); 
 } 
 end_f_loop(f, thread) 
} 
 
DEFINE_PROFILE(dar0_5kmr0, thread, position) 
{ 
 /*this is the release rate, the unit is nmole/1e06cells/s*/ 
 real s=1.9; /*2000/3600.0*/    
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/         
 real r=0.1;                
 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/           
 face_t f; 
 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND]; 
 Thread *t0=thread->t0; 
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  F_PROFILE(f,thread,position)=s*r/de*ds*100.0+C_UDSI(c0, t0, C1); 
 } 
 end_f_loop(f, thread) 
} 
 
DEFINE_PROFILE(dar1kmr0_035, thread, i1) 
{ 
 /*this is the release rate, the unit is nmole/1e06cells/s*/ 
 real vm=-3.8; /*2000/3600.0*/    
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/         
 real r=0.1;                
 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/           
 face_t f; 
   real km=6.664;  
 real b, c, y;  
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 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND]; 
 Thread *t0=thread->t0; 
  
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  y=C_UDSI(c0, t0, C1);     /*this is the UDS of the cell center 
near the boundary,the unit is uMol/cm**3*/ 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  b=ds*100.0*vm*r/de+km-y;  
  c=-km*y;               
  F_PROFILE(f,thread,i1)=(-b+sqrt(b*b-4.*c))/2.0; 
 } 
 end_f_loop(f, thread) 
} 
 
DEFINE_PROFILE(Daa0_5km6, thread, i1) 
{ 
 /*this is the consumption rate, the unit is nmol/1e06cells/s*/ 
 real vm=1.9;      
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/          
 real r=0.1;                
 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/    
/* real dz=0.0001;   */ 
 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND];          
 Thread *t0=thread->t0; 
 face_t f; 
 real y=0; 
    real km=6.664;              /*nmole/cm**3*/ 
 real b, c; 
  
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  y=C_UDSI(c0, t0, C1);     /*this is the UDS of the cell center 
near the boundary,the unit is uMol/cm**3*/ 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  b=ds*100.0*vm*r/de+km-y;  
  c=-km*y;               
  F_PROFILE(f,thread,i1)=(-b+sqrt(b*b-4.*c))/2.0; 
 } 
 end_f_loop(f, thread) 
 } 
 
DEFINE_PROFILE(Daa0_1km6, thread, i1) 
{ 
 /*this is the consumption rate, the unit is nmol/1e06cells/s*/ 
 real vm=0.38;      
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/          
 real r=0.1;                
 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/    
 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND];          
 Thread *t0=thread->t0; 
 face_t f; 
 real y=0; 
    real km=6.664;              /*nmole/cm**3*/ 
 real b, c; 
  
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  y=C_UDSI(c0, t0, C1);     /*this is the UDS of the cell center 
near the boundary,the unit is uMol/cm**3*/ 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  b=ds*100.0*vm*r/de+km-y;  









DEFINE_PROFILE(Daa0_25km6, thread, i1) 
{ 
 /*this is the consumption rate, the unit is nmol/1e06cells/s*/ 
 real vm=0.95;      
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/          
 real r=0.1;                
 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/    
/* real dz=0.0001;   */ 
 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND];          
 Thread *t0=thread->t0; 
 face_t f; 
 real y=0; 
    real km=6.664;              /*nmole/cm**3*/ 
 real b, c; 
  
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  y=C_UDSI(c0, t0, C1);     /*this is the UDS of the cell center 
near the boundary,the unit is uMol/cm**3*/ 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  b=ds*100.0*vm*r/de+km-y;  








DEFINE_PROFILE(Daa1km6, thread, i1) 
{ 
 /*this is the consumption rate, the unit is nmol/1e06cells/s*/ 
 real vm=3.8;      
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/          
 real r=0.1;                
 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/    
/* real dz=0.0001;   */ 
 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND];          
 Thread *t0=thread->t0; 
 face_t f; 
 real y=0; 
    real km=6.664;              /*nmole/cm**3*/ 
 real b, c; 
  
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  y=C_UDSI(c0, t0, C1);     /*this is the UDS of the cell center 
near the boundary,the unit is uMol/cm**3*/ 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  b=ds*100.0*vm*r/de+km-y;  








DEFINE_PROFILE(km0Daa0_1, thread, i1) 
{ 
 /*this is the consumption rate, the unit is nmol/1e06cells/s*/ 
 real vm=0.38;      
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/          
 real r=0.1;                
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 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/    
/* real dz=0.0001;   */ 
 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND];          
 Thread *t0=thread->t0; 
 face_t f; 
 real y=0; 
    real km=0;              /*nmole/cm**3*/ 
 real b, c; 
  
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  y=C_UDSI(c0, t0, C1);     /*this is the UDS of the cell center 
near the boundary,the unit is uMol/cm**3*/ 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  b=ds*100.0*vm*r/de+km-y;  








DEFINE_PROFILE(km0Daa1, thread, i1) 
{ 
 /*this is the consumption rate, the unit is nmol/1e06cells/s*/ 
 real vm=3.8;      
 /*this is the cell density, unit is 1e06 hepatocytes/cm2*/          
 real r=0.1;                
 /*this is the effective difussivity of the biochemical,the unit is 
cm**2/s*/ 
 real de=2.0e-5;   
 /*this is the cell size, the unit is cm*/    
/* real dz=0.0001;   */ 
 real A[ND_ND],ds,es[ND_ND],A_by_es,dr0[ND_ND];          
 Thread *t0=thread->t0; 
 face_t f; 
 real y=0; 
    real km=0;              /*nmole/cm**3*/ 
 real b, c; 
  
 begin_f_loop(f, thread) 
 { 
  cell_t c0 = F_C0(f,thread); 
  y=C_UDSI(c0, t0, C1);     /*this is the UDS of the cell center 
near the boundary,the unit is uMol/cm**3*/ 
  BOUNDARY_FACE_GEOMETRY(f,thread,A,ds,es,A_by_es,dr0); 
  b=ds*100.0*vm*r/de+km-y;  




 end_f_loop(f, thread) 
  
} 
DEFINE_PROFILE(velocity_pe5, t, i) 
{ 
 real x[ND_ND],pe,de,h,y; 




 begin_f_loop(f, t) 
 { 
  F_CENTROID(x,f,t); 
  y=x[1]; 








DEFINE_PROFILE(velocity_pe50, t, i) 
{ 
 real x[ND_ND],pe,de,h,y; 




 begin_f_loop(f, t) 
 { 
  F_CENTROID(x,f,t); 
  y=x[1]; 




 end_f_loop(f, t) 
  
} 
DEFINE_PROFILE(velocity_pe0_5, t, i) 
{ 
 real x[ND_ND],pe,de,h,y; 




 begin_f_loop(f, t) 
 { 
  F_CENTROID(x,f,t); 
  y=x[1]; 









 Source Code Developed for Data Postprocessing in Curvefitting 
 
******************************************************************************* 
c-------------------- this program used to do the postprocessing--------------- 
 program CF 
******************************************************************************  
 COMMON X(1500), C(1500) 
 
 
 CALL READINDATA 
 call magnitude  
 
 
 CALL originalfitting 
 CALL PERIODIC 
 
 call cyclefitting 
 call finalfitting 
 print*, 'progame runs over, thank you!' 
 END  
******************************************************************************* 
C---------------------DATA READ IN PROCESS------------------------------------- 
******************************************************************************* 
 SUBROUTINE READINDATA 
 COMMON X(1500), C(1500) 
 n=1500 
 OPEN(6, FILE='originaldata.dat') 
 DO 100 I=1,n 






C------------------- CURVEFITTING PROCESS ------------------------------------- 
******************************************************************************* 
 subroutine originalfitting 
 COMMON X(1500), C(1500),cf(1500) 
 real a,b,c 
 curve1(a,b,c)= exp(b*log(a)+c) 
 curve2(a,b,c)=exp(b*log(a)+c) 
 OPEN(7, FILE='originalfit.dat') 
c WRITE(7,*)'VARIABLES = "X", "C"' 




 A1 =0.2169      
 B1 = -0.8931      
 A2=0.5285      
      B2=-0.1514     
 n=1500 





 write(7,*) X(I), cf(I) 






c---------------------- below is used to make a periodic function-------------- 
******************************************************************************* 
 SUBROUTINE PERIODIC 
 COMMON X(1500), C(1500),cf(1500) 
 dimension G_n(15,100),G(15,1500)   
 dimension cm(15) 
 dimension xnon(100) 
 open(220, file='ampl_c.dat') 
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 DO 291 i=1,15 














 WRITE (91,*)'ZONE DATAPACKING=BLOCK, I=', n 
 write(92,*)'VARIABLES="X","1","2","3","4","5","6","7","8", 
 1"9","10","11","12","13","14","15"' 
 WRITE (92,*)'ZONE DATAPACKING=BLOCK, I=', n 
******************************************************************************* 
*-------------------------- save techplot data by block------------------------ 
 





 do 294 i=1,15 









*-------------------------- techplot data complete----------------------------- 
******************************************************************************* 
 open(310, file='phaseIx.dat') 
 open(311, file='phaseIc.dat') 
 open(320, file='phaseIIx.dat') 
 open(321, file='phaseIIc.dat') 
  
 do 310 i=2,15 



















c--------------------- programe to find the maximum and munimum values--------- 
******************************************************************************* 
 subroutine magnitude  
 COMMON X(1500), C(1500) 
 open(20, file='releasepeaks.dat') 
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c WRITE(20,*)'VARIABLES = "X", "C"' 
c WRITE(20,*)'ZONE DATAPACKING=POINT, I=15' 
 open(201,file='rp_x.dat') 
 open(202,file='rp_c.dat') 
 open(21, file='absorbpeaks.dat') 
c WRITE(21,*)'VARIABLES = "X", "C"' 
c WRITE(21,*)'ZONE DATAPACKING=POINT, I=15' 
 open(211,file='ap_x.dat') 
 open(212,file='ap_c.dat') 
 real tmp1=C(1) 
 real tmp2=C(2) 
 n=1500 
 do 400 i=2,n-1 
 if (tmp2.GE.tmp1.and.tmp2.GE.C(i)) then  




 if (tmp2.LT.tmp1.and.tmp2.LT.C(i)) then 







 write(21,*)x(n), c(n) 
 write(211,*)x(n) 








c-------------------compute the magnitude-------------------------------------- 
 OPEN(25, file='releasepeaks.dat') 
  
 open(26, file='absorbpeaks.dat') 
 open(22, file='amplitude.dat') 
 open(221,file='ampl_x.dat') 
 open(222,file='ampl_c.dat') 
 WRITE(22,*)'VARIABLES = "X", "M"' 
 WRITE(22,*)'ZONE DATAPACKING=POINT, I=15' 
 do 500 i=1,15 
c pause 
 read(25,*)xr, rm  
  
 read(26,*)xa, am 
 xm=(xr+xa)/2 
 tm=(rm-am)/2.0 
 write(22,*)xm, tm 
 write(221,*)xm 










c------------------------- calculate the cyclefitting results------------------ 
******************************************************************************* 
 subroutine cyclefitting  
 phase1(a,pa1,pa2,pa3,pa4,qa1)=(pa1*x**3+pa2*x*x+pa3*x+pa4)/(x+qa1) 
 phase2(a,pb1,pb2,pb3,pb4,qb1)=(pb1*x**3+pb2*x*x+pb3*x+pb4)/(x+qb1) 
 open(27, file='cyclefitting.dat') 
 
c------------- pe5da0.1 ---------------------------------------------------- 
c      pa1 =      -3.406     
c c      pa2 =       3.871   
c      pa3 =    -0.08444   
c      pa4 =   -0.003124  
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c       qa1 =    0.005013  
c       pb1 =       2.315  
c      pb2 =      -6.468   
c       pb3 =       4.571   
c       pb4 =     -0.9462  
c       qb1 =     -0.4773  
c----------------pe5 da0.5----------------------------------------------------- 
  pa1 =      -3.432   
       pa2 =       3.925   
       pa3 =    -0.09045   
       pa4 =   -0.003211   
       qa1 =    0.005107  
       pb1 =       2.488  
       pb2 =      -6.673  
       pb3 =       4.567  
       pb4 =      -0.915  
       qb1 =     -0.4772  
 
 
 real x=0 
 real x1=0 
 real c=0 















c----------------------- calculate the final fitting results------------------- 
******************************************************************************* 
 subroutine finalfitting 
 real am   
 real a 
 curve1(a,b,c)=exp(b*log(a)+c) 
 curve2(a,b,c)=exp(b*log(a)+c)  
 phase1(a,pa1,pa2,pa3,pa4,qa1)=(pa1*x**3+pa2*x*x+pa3*x+pa4)/(x+qa1) 
 phase2(a,pb1,pb2,pb3,pb4,qb1)=(pb1*x**3+pb2*x*x+pb3*x+pb4)/(x+qb1) 
 A1 =0.2169      
 B1 = -0.8931      
 A2=0.5285      
      B2=-0.1514 
c-------------------------pe5 da0.1-------------------------------------------- 
c  pa1 =      -3.406   
c      pa2 =       3.871   
c       pa3 =    -0.08444   
c       pa4 =   -0.003124  
c       qa1 =    0.005013  
c       pb1 =       2.315  
c       pb2 =      -6.468   
c       pb3 =       4.571   
c       pb4 =     -0.9462  
c       qb1 =     -0.4773  
c---------------------------pe5 da0.5------------------------------------------ 
 pa1 =      -3.432   
       pa2 =       3.925   
       pa3 =    -0.09045   
       pa4 =   -0.003211   
       qa1 =    0.005107  
       pb1 =       2.488  
       pb2 =      -6.673  
       pb3 =       4.567  
       pb4 =      -0.915  
       qb1 =     -0.4772  
 










 do 800 j=1, 50 
 x=(j-1)/50.0 
 










 write(28,*)ax, c 
 write(38,*)xpeh, c_mean 













 Cell-Cell Interaction In The Liver  
In vivo, The liver arises as a bud from part of the foregut. The ‘hepatic 
diverticulum’ extends into the septum transversum, where it rapidly enlarges and 
divides into two parts: 1) the primordium of the liver and the intrahe-patic portion 
of the biliary apparatus, and 2) the gall bladder and cystic duct. The proliferating 
endodermal cells give rise to interlacing cords of liver cells and the epithelial 
lining of the intrahepatic biliary apparatus. As the liver cords penetrate the 
mesodermal septum transversum, they break up the mesodermal umbilical and 
vitelline veins, forming the hepatic sinusoids   
 
The fibrous and hemopoietic tissue and Kupffer cells of the liver are also derived 
from the mesodermal septum transversum. Gilbert, and S.F. (1991) thought that 
the mesenchyme induces the ndoderm to proliferate, branch, and differentiate.  
 
Houssaint, E. (1990) had shown experimentally in chimeric avian and mouse 
livers that differentiated hepatocytes arise from the endodermal compartment and 
mesenchyme gives rise to the endothelial lining of the adult sinusoids. In addition, 
when endoderm was cultivated alone, it failed to differentiate; however, tissue 
interactions between hepatic endoderm and mesenchyme induced hepatocyte 
differentiation in vitro. More recently, specific cytokines and transcription factors 
have been identified by Bezerra, J. A. (1998) and Cereghini, S. (1996) as 
important mediators of this process. In contrast, the adult form of the liver, a 
complex multicellular  structure, is seen in Figure 1.1  (reprinted from Kaplowitz). 
It consists of differentiated hepatocytes (H) separated from a fenestrated 
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endothelium (E) by the Space of Disse. Lipocytes (stellate or Ito cells) are 
elaborate, extensive processes that encircle the sinusoid, well-positioned for both 
communication with hepatocytes and the potential to modify the extracellular 
space by secretion of extracellular matrix. Biliary ductal cells contact hepatocytes 
toward the end of the hepatic sinusoid (not depicted) and Kupffer cells (the 
resident macrophage), and Pit cells (a type of natural killer cell) are free to roam 
through the blood and tissue compartment. Thus, the adult liver provides a 
scaffold for many complex cell– cell interactions that allow for effective, 
coordinated organ function. 
 
 The information about cell– cell interactions in liver development and terminal 
differentiation implies an essential role for cell signaling between parenchymal 
and nonparenchymal tissue compartments. Cocultivation of hepatocytes with 
other cell types in vitro offers a unique model for in-depth study of these critical 
pathways. 
 
Figure A.1 Schematic of the liver sinusoid (From Kaplowitz., N., 1992, Structure 
and function of the liver. In liver and Biliary Diseases)  
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Appendix D 
FLUENT and Finite Volume Method  
1 Introduction  
Commercial CFD software FLUENT (FLUENT incorporated) was used to 
obtain both two and three dimensional velocity and concentration distributions in 
the bio-reactors. FLUENT is a state-of-the-art computer program for modeling 
fluid flow in complex geometries.  
 
For all flows, FLUENT solves conservation equations for mass and momentum. 
For flows involving species mixing or reactions, a species conservation equation 
is solved.  In FLUENT, Finite-Volume Method (FVM) employed as the 
discretization process for all the above equation.  Therefore, in this chapter, the 
Finite-Volume Method will be presented.   
 
In the computing process, a control-volume-based technique is used that consists 
of:  
1. Division of the domain into discrete control volumes using a 
computational grid.  
2. Integration of the governing equations on the individual control 
volumes to construct algebraic equations for the discrete dependent 
variables (``unknowns'') such as velocities, pressure, temperature, and 
conserved scalars.  
3. Linearization of the discretized equations and solution of the resultant 
linear equation system to yield updated values of the dependent 
variables.  
 
2 Conservation Principles 
Conservation laws can be derived by considering a given quantity of matter of 
control mass (CM) and its extensive properties, such as mass, momentum and 
energy. This approach is used to study the dynamics of solid bodies, where the 
CM is easily identified. In fluid flows, however, it is difficult to follow a parcel of 
matter. It is more convenient to deal with the flow within a certain spatial region 
called control volume (CV), rather than in a parcel of matter which quickly passes 
through the region of interest. This method of analysis is called the control volume 
approach.  
 
The conservation law for an extensive property relates the rate of change of the 
amount of that property in given control mass to externally determined effects. 
For mass, which is neither created nor destroyed in the flows of interest, the 
conservation equation can be written:  0=
dt
dm .                                            (1) 
On the other hand, momentum can be changed  by the action of forces and its 
conservation equation is Newton’s second law of motion:  ∑= fdtmvd )( , (2) 
Where t stands for time, m for mass, v for the velocity, and f for forces acting on 
the control mass.  
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We will transform these laws into a control volume form. The fundamental 
variables will be intensive rather than extensive properties; the former are 
properties which are independent of the amount of matter considered.  
 
If φ  is any conserved intensive property (for mass conservation, φ =1; for 
momentum conservation, φ =v; for conservation of a scalar, φ represents the 
conserved property per unit mass), then the corresponding extensive property 





dρφ ,         (3) 
where CMΩ stands for volume occupied by the CM. using this definition, the left 









)(ρφρφρφ ,     (4) 
where CVΩ is the CV volume, SCV is the surface enclosing CV, n is the unit vector 
orthogonal to SCV and directed outwards, v is the fluid velocity and vb is the 
velocity with which the CV is moving. For a fixed CV, vb=0 and the first 
derivative on the right hand side becomes a local derivative.  This equation states 
that the rate of change of the amount of the property in the control mass, Φ , is the 
rate of change of the property within the control volume plus the net flux of φ  
through the CV boundary due to fluid motion relative to the CV boundary. The 
last term is usually called the convective flux of φ  through the CV boundary.  
 
3 Conservation Equations 
3.1 Mass Conservation 
The integral form of the mass conservation (continuity) equation follows directly 
from the control volume equation, by setting φ =1: 
0=⋅+Ω∂
∂ ∫∫Ω S ndSvdt ρρ ,       (5) 
 
3.2 Momentum Conservation 
To derive the momentum conservation equation, use the control volume method 
described in Sect. 2; use Eqs. (2) and (4) and replaces φ  by v, e.g. for a fixed 
fluid-containing volume of space: 
∑∫∫ =⋅+Ω∂∂ Ω fndSvvvdt S ρρ ,       (6) 
To express the right hand side in terms of intensive properties, on has to consider 
the forces which may act on the fluid in a CV: 
• Surface forces (pressure, normal and shear stresses, surface tension etc.); 
• Body forces (gravity, centrifugal and Coriolis forces, electromagnetic 
forces, etc.) 
The surface forces due to pressure and stresses are, from the molecular point of 
view the microscopic momentum fluxes across a surface. If these fluxes cannot be 
written in terms of the properties whose conservation the equations govern 
(density and velocity), the system of equations is not closed; that is there are fewer 
equations than dependent variables and solution is not possible. This possibility 
can be avoided by making certain assumptions. The simplest assumption is that 
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the fluid is Newtonian; fortunately, the Newtonian model applies to many actual 
fluids. 
 
For Newtonian fluids, the stress tensor T, which is the molecular rate of the 
transport of momentum, can be written: 
DIdivp µνµ 2)
3
2( ++−=Τ ,       (7) 
where µ  is the dynamic viscosity, I is the unit tensor, p is the static pressure and 
D is the rate of strain (deformation) tensor: 
])([
2
1 TgradgradD νν += .       (8) 
With the body forces (per unit mass) being represented by b, the integral form of 
the momentum conservation equation becomes: 
∫∫∫∫ ΩΩ Ω+⋅Τ=⋅+Ω∂∂ bdndSndSvvvdt SS ρρρ .    (3.9) 
 
3.3.3 Conservation of Scalar Quantities 
The integral form of the equation describing conservation of a scalar quantity,φ , 
is analogous to the previous equations and reads: 
∑∫∫ =⋅+Ω∂∂ Ω φρφρφ fndSvdt S ,      (10) 
where φf  represents transport of φ  by mechanisms other than convection and any 
sources or sinks of the scalar. Diffusive transport if always present (even in 
stagnant fluids), and it is usually described by a gradient approximation, e.g. 
Fourier’s Law for heat diffusion and Fick’s law for mass diffusion: 
∫ ⋅Γ= Sd ndSgradf φφ ,        (11) 
whereΓ  is the diffusivity for the quantity φ .  






∂ ∫∫∫Ω µρρ ,    (12) 
where C represents the concentration, and Sc is the Schmidt number, defined as; 
De
Sc ρ
µ= .  
 
3.4 General form Conservation Equation 
It is useful to write the conservation equations in a general form, as all of the 
above equations (Equations (6), (9), (12).) have common terms. The discretization 
and analysis can then be carried out in a general manner; when necessary, terms 
peculiar to be an equation can be handled separately. 
The integral form of the generic conservation equation follows directly from Eqs. 
(10) and (11): 
Ω+⋅Γ=⋅+Ω∂
∂ ∫∫∫∫ ΩΩ dqndSgradndSvdt SS φφρφρφ ,    (13) 
where φq is the source or sink of φ . By applying the Gauss’ divergence theorem at 




∂ )()()( .     (14) 
In Cartesian coordinates and tensor notation, the differential form of the generic 














∂ )()( .     (15) 
 
 
4 Finite Volume Methods 
4.1 Introduction  
The FV method uses the integral form of the conservation equations (e.g. 
Equation (13)) as its starting point. The solution domain is subdivided into a finite 
number of contiguous control volumes (CVs), and the conservation equations are 
applied to each CV. At the centroid  of each CV lies a computational node at 
which the variable values are to e calculated. Interpolation is used to express 
variable values at the CV surface in terms of the nodal (CV –center) values. 
Surface and volume integrals are approximated using suitable quadrature formulae. 
As a result, one obtains an algebraic equation for each CV, in which a number of 
neighbor nodal values appear. 
 
4.2 Approximation of surface integrals 
In Figure 3.1 and 3.2, ty0pical 2D and 3d Cartesian control volumes are shown 
together with the notation we shall use. The CV surface consists of four (in 2D) or 
six (in 3D) plane faces, denoted by lower-case letters corresponding to their 
direction (e, w, n, s, t, and b) with respect to the central node (P). the 2D case can 
be regarded as a special case of 3D one in which the dependent variables are 
independent of z.  In this section we will deal mostly with 2D grids; the extension 
to 3D problems is straightforward. 
 
Figure D.1.  A typical CV and the notation used for a Cartesian 2d grid 
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Figure D.2. A typical CV and the notation used for a Cartesian 3d grid 
The net flux through the CV boundary is the sum of integrals over the four (in 2D) 




fdSfdS ,        (16) 
where f is the component of the convective ( nv ⋅ρφ ) or diffusive ( ngrad ⋅Γ φ ) 
flux vector in the direction normal to CV face. As the velocity field and the fluid 
properties are assumed known, the only unknown isφ . If the velocity field is not 
known, the problem is more complex and involves non-linear coupled equations. 
For maintenance of conservation, it is important that CVs do not overlap; each CV 
face is unique to the two CVs which lie on either side of it.  
 
In what follows, only a typical CV face, the one labeled ‘e’ in Figure 3.1 will be 
considered; analogous expressions may be derived for all faces by making 
appropriate index substitutions.  
 
To calculate the surface integral in Equation (16) exactly, one would need to know 
the integrand f everywhere on the surface Se. This information is not available as 
only the nodal (CV center) values of theφ  are calculated so an approximation 
must be introduced. This is best done using two levels of approximation: 
• the integral is approximated in terms of the variable values at one or more 
locations on the cell face; 
• the cell-face values are approximated in terms of the nodal (CV center) 
values. 
 
The simplest approximation to the integral is the midpoint rule: the integral is 
approximated as a product of the integrand at the cell-face center (which is itself 
an approximation to the mean value over the surface and the cell-face area: 
eeeeSee
SfSffdSF ≈== ∫        (17) 
This approximation of the integral –provided the value of f at location ‘e’ is 
known – is of the second –order accuracy. 
 
Since the value of f is not available at the cell face center ‘e’, it has to be obtained 
by interpolation. In order to preserve the second-order accuracy of the midpoint 
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rule approximation of the surface integral, the value of fe has to be computed with 
at least second-order accuracy.  
 
Another second-order approximation of the surface integral in 2D is the trapezoid 







fdSF +≈= ∫ .       (18) 
In this case we need to evaluate the flux at the CV corners. 
 
For higher-order approximation of the surface integrals, the flux must be 
evaluated at more than two locations. A fourth-order approximation is Simpson’s 







fdSF ++≈= ∫ .      (19) 
Here the values of f are needed at three locations: the cell face center ‘e’ and the 
two corners, ‘ne’ and ‘se’. In order to retain the fourth –order accuracy these 
values have to be obtained by interpolation of the nodal values at least as accurate 
as Simpson’s role. Cubic polynomials are suitable, as shown below. 
 
In 3D, the midpoint rule is again the simplest second-order approximation. 
Higher-order approximations, which require the integrand at locations other than 
cell face center (e.g. corners and centers of edges) are possible, but they are more 
difficult to implement.  
 
If the variation of f is assumed to have some particular simple shape (e.g. an 
interpolation polynomial), the integration is easy. The accuracy of the 
approximation then depends on the order of shape functions. 
 
4.3 Interpolation and Differentiation 
The approximations to the integrals require the values at locations other than 
computational nodes. The integrand, denoted in the previous sections by f, 
involves the product of several variables and/or variable gradients at those 
locations: nvf c ⋅= ρφ for the convective flux and ngradf d ⋅Γ= φ for the 
diffusive flux. We assume that the velocity field and fluid properties ρ  and Γ are 
known at all locations. To calculate the convective and diffusive fluxes, the value 
of and its gradient normal to the cell face at one or more locations on the CV 
surface are needed. They have to be expressed in terms of the nodal values by 
interpolation. Numerous possibilities are available; in this computing, the Power-
Law scheme was used. 
 
The power-law discretization scheme interpolates the face value of a variable,φ , 






∂ φφρ )( ,        (20) 
where Γ and vρ  are constant across the interval x∂ . Equation (20) can be 















,       (21) 
where 0|0 == xφφ , and LxL == |φφ , and Pe is the Peclet number:  
Γ=
vLPe ρ .         (22) 
 
Figure D.3. Variation of a Variable φ  Between and (Equation (22)) 
Figure D.3 shows that for large Pe, the value of φ  at x=L/2 is approximately equal 
to the upstream value. When Pe=0 (no flow, or pure diffusion), φ  may be 
interpolated using a simple linear average between the values at x=0 and x=L. 
When the Peclet number has an intermediate value, the interpolated value for φ  at 
x=L/2 must be derived by applying the ``power law'' equivalent of Equation  (22).  
 
The variation of )(xφ  between x=0 and x=L is depicted in Figure 3.3 for a range 
of values of the Peclet number. Figure  3.3 shows that for large Pe, the value of φ  
at x=L/2 is approximately equal to the upstream value. This implies that when the 
flow is dominated by convection, interpolation can be accomplished by simply 
letting the face value of a variable be set equal to its ``upwind'' or upstream value. 
This is the standard first-order scheme for FLUENT. If the power-law scheme is 
selected, FLUENT uses Equation (3.22) in an equivalent ``power law'' format, as 
its interpolation scheme.  
 
4.4 Implementation of Boundary Conditions  
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Each CV provides one algebraic equation. Volume integral are calculated in the 
same way for every CV, but fluxes through CV faces coinciding with the domain 
boundary require special treatment. These boundary fluxes must either be known, 
or be expressed as a combination of the interior values and boundary data. Since 
they do not give additional equations, they should not introduce additional 
unknowns. Since there are no nodes outside the boundary, these approximations 
must be based on one-sided differences or extrapolations. 
 
Usually, convective fluxes are prescribed at the inflow boundary. Convective flues 
are zero at impermeable walls and symmetry planes, and are usually assumed to 
be independent of the coordinate normal to an outflow boundary; in this case, 
upwind approximations can be used. Diffusive fluxes are sometimes specified at a 
wall e.g. specified heat flux or species flux or boundary values of variables are 
prescribed. In such a case the diffusive flues are evaluated using one-sided 
approximations for normal gradients. If the gradient itself is specified, it is used to 
calculate the flux, and an approximation for the flux in terms of nodal values can 
be used to calculate the boundary value of the variable.  
 
The boundary conditions on the secretion and absorption surface were performed 
by UDF. A user-defined function, or UDF, is a function that you program that can 
be dynamically loaded with the FLUENT solver to enhance the standard features 
of the code.  
 
 
4.5 The algebraic Equation System 
By summing all the flux approximations, we produce and algebraic equation 
which relates the variable value at the center of the CV to the values at several 
neighbor CVs. The number of equations and unknowns are both equal to the 
number of CVs so the so system is well-posed. The algebraic equation for a 
particular CV has the form of: 
∑ =+ PllPP QAA φφ ,        (29) 
where, P denotes the node at which the integral equation is approximated and 
index l runs over the neighbor nodes involved in finite-volume approximations. 
The system of equations for the whole solution domain has the matrix form given 
by:  
QA =φ ,         (30) 
where A is the square sparse coefficient matrix, φ  is a vector (or column matrix) 
containing the variable values at the grid nodes , and Q is the vector containing the 
terms on the right-hand side of Equation. (3.30). 
 
3.6 Computing Sequence in FLUENT 
The segregated solver was used in this study. Using this approach, the governing 
equations are solved sequentially (i.e., segregated from one another). Because the 
governing equations are non-linear (and coupled), several iterations of the solution 
loop must be performed before a converged solution is obtained. Each iteration 
consists of the steps illustrated in Figure D.5  and outlined below:  
1. Fluid properties are updated, based on the current solution. (If the calculation 
has just begun, the fluid properties will be updated based on the initialized 
solution.)  
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2. The , , and momentum equations are each solved in turn using current 
values for pressure and face mass fluxes, in order to update the velocity field.  
3. Since the velocities obtained in Step 2 may not satisfy the continuity equation 
locally, a ``Poisson-type'' equation for the pressure correction is derived from the 
continuity equation and the linearized momentum equations. This pressure 
correction equation is then solved to obtain the necessary corrections to the 
pressure and velocity fields and the face mass fluxes such that continuity is 
satisfied.  
4. Where appropriate, equations for scalars such as turbulence, energy, species, 
and radiation are solved using the previously updated values of the other variables.  
5. When interphase coupling is to be included, the source terms in the appropriate 
continuous phase equations may be updated with a discrete phase trajectory 
calculation.  
6. A check for convergence of the equation set is made.  
These steps are continued until the convergence criteria are met.  
 
 
Figure D.5.  Overview of the Segregated Solution Method 
 
 
 
 
