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Abstract As a global and grievous mental disease, ma-
jor depressive disorder (MDD) has received much atten-
tion. Accurate detection of MDD via physiological sig-
nals represents an urgent research topic. Here, a frequency-
dependent multilayer brain network, combined with deep
convolutional neural network (CNN), is developed to
detect the MDD. Multivariate pseudo Wigner distribu-
tion is firstly introduced to extract the time-frequency
characteristics from the multi-channel EEG signals. Then
multilayer brain network is constructed, with each layer
corresponding to a specific frequency band. Such multi-
layer framework is in line with the nature of the work-
ings of the brain, and can effectively characterize the
brain state. Further, a multilayer deep CNN architec-
ture is designed to study the brain network topology
features, which is finally used to accurately detect MDD.
The experimental results on a publicly available MDD
dataset show that the proposed approach is able to
detect MDD with state-of-the-art accuracy of 97.27%.
Our approach, combining multilayer brain network and
deep CNN, enriches the multivariate time series analy-
sis theory and helps to better characterize and recognize
the complex brain states.
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1 Introduction
Major depressive disorder (MDD) has become a world-
wide mental illness for people of all ages [1, 2]. Accord-
ing to a survey listed in [3], the percentage of MDD
patients in Chinese children and adolescents was about
1.3% in 2018. Globally, more than 300 million people
suffer from depression. Unlike slight changes of mood in
daily life, MDD may lead to a large number of serious
health problems. More seriously, MDD patients have a
higher suicidal tendency than healthy people. There-
fore, accurate and timely detection of MDD is of great
significance in scientific research and social life.
In the past few years, related research [4, 5] has
gained a lot of attention. The analysis of MDD us-
ing electrophysiological signals has become a hot topic.
Various electrophysiological signals, such as functional
magnetic resonance imaging (fMRI) [6, 7], electrocar-
diogram (ECG) [8, 9], electroencephalogram (EEG) [10-
14], etc. have been adopted. Among them, EEG pos-
sesses the advantage of easy access, low cost, non-invasive,
and high temporal resolution. It is favored in the study
of MDD [15]. For example, Goldschmied et al. [16] ana-
lyzed the changes of EEG in the theta band and pointed
out that sleep slow-wave activity played a whole dif-
ferent role in the regulation of sleep stability between
healthy people and MDD patients. Murphy et al. [17]
studied the impact of the severity of depression on work-
ing memory maintenance from the view of EEG anal-
ysis. In particular, given the complexity of the brain,
EEG is characterized by its nonlinear and non-stationary
nature [18]. Effective information from the frequency or
time domains is constantly changing, and affects each
other. Combining time and frequency information to
analyze EEG signals can provide a more comprehensive
understanding of the brain. Existing studies have shown
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that time-frequency analysis, developed from the tradi-
tional frequency domain analysis, can exactly provide
the necessary theoretical support for this [19, 20]. Tian
et al. [21] used short-time Fourier transform (STFT)
to extract the 2-D feature of motor imagery EEG sig-
nals, and sent it into a convolutional neural network
for binary classification. Bhattacharyya et al. [22] de-
composed the EEG signal into rhythm signals of differ-
ent frequency bands through empirical wavelet trans-
form (EWT), and used them to detect the epileptic
foci. Recently, multivariate pseudo Wigner distribution
(MPWD) has been successfully applied to emotion de-
tection based on multichannel EEG signals due to its
lower computational cost [23], and it has shown the
great potential in multivariate time-frequency analysis.
In recent years, complex network derived from com-
plex systems has evolved into an effective theory for
analyzing complex dynamics. A typical complex net-
work topology consists of nodes and edges. For a spe-
cific research topic, one should elaborately choose the
nodes. Then the complex system characteristics can be
mapped into the network topology, namely, the edge re-
lationship among these nodes. Complex network anal-
ysis has been involved in many fields and has achieved
great successes [24-26]. Human brain is recognized as
an extremely complex and fascinating system. The ap-
plication of complex network theory to brain research
has gained a lot of attention, especially in multi-channel
EEG signal analysis [27, 28]. Functional brain network
is a typical example, where brain electrodes are set as
nodes and then the edges can be determined via di-
verse correlation measures between electrodes. Com-
monly used measures include coherence, mutual infor-
mation, phase lag index, phase locking value (PLV)
[29, 30], and others. Among them, taking nonlinear-
ity into account, PLV gives the modulus of the aver-
aged instantaneous phase differences between two stud-
ied time series and is employed in this work. More-
over, complex system exhibits obvious multiple charac-
teristics, so does the brain. As the latest development
in complex networks, multilayer network [31-34] pos-
sesses large number of nodes in multiple layers with
different types of edges. Different layers correspond to
different aspects of the studied system and allow pro-
viding a more intuitive and accurate characterization.
Plenty of successful applications have been achieved in
diverse fields involving linguistic subsystem [32], epi-
demic spreading [34], multiphase flow [35, 36] and brain
research [37].
Complex systems contain the evolution of complex
patterns. The understanding of these complex patterns
provides a feasible direction for solving various clas-
sification problems. Machine learning (ML) is such a
popular approach to do this. Diverse machine learn-
ing algorithms involving feature extraction, feature se-
lection, and classification have been widely used. The
same is true in MDD research [10, 13]. In recent years,
as a particular subset of ML methods, deep learning
[30, 38-40] has achieved many state-of-the-art results
in diverse fields like object detection, speech recogni-
tion, and natural language processing. Deep learning is
an end-to-end learning method, can extract deeper and
intrinsic representation directly from input by itself. So
far, numbers of architectures of deep learning have been
proposed, which also includes the development of con-
volution neural network (CNN). CNN allows extract-
ing a variety of potential features from inputs by using
many convolution kernels. Related models with more
layers, more connections [41] and more detailed convo-
lutions [42, 43] have been proposed for better results.
All these confirm that CNN method is a good choice to
dig the effective features for characterizing the studied
systems.
In this paper, a novel framework combining multi-
layer network and deep learning is developed for recog-
nition of MDD. We first perform MPWD on multi-
channel EEG signals to conduct time-frequency repre-
sentation (TFR). Then taking the rhythm specificity
into account, a novel frequency-dependent multilayer
brain (FDMB) network is inferred, where each layer
involves a PLV-based functional brain network, corre-
sponding to one specific frequency band. Such FDMB
network dose consider and balance both the frequency
characteristics and channel coupling of the multi-channel
EEG signals, providing a comprehensive mapping of
the brain. Moreover, considering the strong ability of
deep learning for structure feature learning, we develop
a multilayer deep CNN with FDMB networks served as
the inputs. The results show that such combination of
multilayer network and deep learning performs well on
MDD detection task and can achieve a state-of-the-art
accuracy of 97.27%. The whole structure of our work is
shown in Fig. 1.
2 Methodology
2.1 The construction of FDMB network
Multi-channel EEG signals are a direct reflection of the
brain, which presents an obvious frequency-dependent
characteristics. Existing work has shown that different
frequency bands are related to different brain functions.
From the point of multi-frequency analysis, combined
with the ability of complex network for characterizing
complex topological features, FDMB network is devel-
oped here. The schematic diagram of FDMB network is
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Fig. 1 The overall framework of our work.











 , t = 1, 2, ..., N (1)
where N represents the length of the signals, p de-
notes the number of channels, ai(t), i = 1, 2, . . . , p and
φi(t), i = 1, 2, . . . , p represent the instantaneous ampli-
tudes and phases, respectively. MPWD is first used to
determine the time-frequency representation of x+(t).
MPWD allows effectively capturing the non-stationary
and transient features, which exactly meets the need
for EEG analysis. For x+(t), Wigner distribution, also




xH+ (t− τ/2)x+(t+ τ/2)e−jωτdτ, (2)
where xH+ (t) is the Hermitian transpose of x+(t). The
inverse of Wigner distribution can be described by






The central frequency of the Wigner distribution for






By using the inverse Wigner distribution, (4) can be


















According to [23], [44], the joint instantaneous frequency




















where the symbol = stands for the imaginary part of a
complex signal and φ′i(t) is the instantaneous frequency
for each sub-component. In a similar way, the instanta-
neous bandwidth follows from
v2x(t) =
∫∞



















Finally, we use a multivariate extension of the pseudo
Wigner distribution, where a window function is em-
ployed to evaluate (2), and therefore MPWD can be
realized. More details see [23].
Then, six frequency bands, including delta δ (0.5-4
Hz), theta θ (4-8.5 Hz), alpha α (8.5-17.5 Hz), beta
β (17.5-35 Hz), low-gamma γ (31-50 Hz) and high-
gamma γ (51-70 Hz), are introduced. Such band setting
is consistent with previous research on MDD [13]. For
a specific frequency band, we average the MPWD coef-
ficients from the frequency direction and obtain a new
p-channel signals. Via setting the channels as nodes,
and determining the edges between nodes via PLV, a
frequency dependent brain network can be constructed.
PLV is a representative method for quantifying the syn-
chronization between EEG signals. Taking x(t), t = 1, 2, ..., N
as an example, Hilbert transform is used to decompose
x(t) into two parts, i.e., the analytic amplitude Ax(t)
and the analytic phase φx(t) [45]:
z(t) = x(t) + ix̃(t) = Ax(t) exp(iφx(t)), (9)
where x̃(t) stands for the Hilbert transform of x(t). Ac-
cording to [29], the mathematical expression of PLV










where N represents the length of the signals, θ(t) =
φx(t)− φy(t) stands for the instantaneous phase differ-
ence. By inferring brain networks in different frequency
bands, FDMB network with six layers (corresponding
to δ, θ, α, β, low-γ, and high-γ, respectively) can be
constructed, with p nodes in each layer.
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2.2 Multilayer deep convolutional neural network
Here, taking FDMB network as input, a multilayer deep
CNN (MDCNN) model is carefully designed for the de-
tection of MDD. Figure. 2 provides the detailed archi-
tecture. The multilayer structure of the MDCNN model
exactly matches the structure of the FDMB network.
Different layers of the MDCNN model share the same
structure, and their outputs are finally concatenated
together for classification. Such design helps to effec-
tively learn and integrate the rich network topology
characteristics hidden in different layers of the FDMB
network. Particularly, a core block composed of three
consecutive convolutional layers, one batch normaliza-
tion (BN) layer and one pooling layer is designed as
the core of the MDCNN model. Such combination of
basic hidden layers can effectively avoid overfitting and
speed up model training, and has been confirmed by
many existing works.
Fig. 2 The architecture of the MDCNN model.
Next, we take the first layer (corresponding to delta
band) as an example to specify the design of the model.
The detailed parameters are displayed in Table I. As de-
scribed before, FDMB network integrates the time, fre-
quency and channel-related information, and allows ef-
fectively characterizing the multivariate times series of
complex systems. Note that, FDMB network, stored in
the adjacency matrix, presents rich features via various
distributions of network edges and is a grid-like data.
Existing studies have confirmed that by setting the
appropriate convolution kernel, the convolution layer
shows a strong advantage in analyzing grid-like data.
So we arrange the convolution layer at the beginning of
the core block.
Generally, convolutional layer uses a “kernel” to ex-
tract the representative features from the previous layer,
Table 1 The detailed parameters of one layer of the MDCNN
model.
Layers Parameters Output
Core Block 1 Conv, 5*5@32* (PRelu) 19,19,32
Conv, 5*5@32 (PRelu) 19,19,32
Conv, 5*5@32 (PRelu) 19,19,32
Batch Normalization 19,19,32
Max-pool, 2*2 9,9,32
Dropout 1 Dropout layer, p=0.22 9,9,32
Core Block 2 Conv, 3*3@64 (PRelu) 9,9,64
Conv, 3*3@64 (PRelu) 9,9,64
Conv, 3*3@64 (PRelu) 9,9,64
Batch Normalization 9,9,64
Max-pool, 2*2 4,4,64
Dropout 2 Dropout layer, p=0.18 4,4,64
Flatten Flatten layer 1024
Dense Dense layer 320
(PRelu, L2 norm =0.00015)
* Conv, 5*5@32 means that 32 kernels with 5*5 size in this
convolutional layer.
and output them in the form of a “feature map”. The
kth feature maps (zi,j)
l
k of the lth layer can be obtained







i,j ) + b
l
k), (11)
where xl−1i,j denotes the input block centered at loca-
tion (i, j) in the (l − 1)th layer, wlk and blk represent
the weight matrix and bias term of the kth convolu-
tion kernel, respectively, conv(·) means the convolution
operation. Same convolution is utilized. After careful
research, we set three convolutional layers in each core
block, which is deep enough and stable for extracting
the effective features. A BN layer is then added after
the convolutional layers to accelerate the training pro-
cess. For a specific layer l with an input x(l), the BN is
implemented as follows:
y(l) = γ(l)x̂(l) + β(l), (12)
where γ(l) and β(l) are learnable parameters which aim
to keep the distribution of y(l) and x(l) consistent, x̂(l)





where mean(·) and std(·) mean the expectation and
standard deviation of x(l). Finally, a pooling layer is
added to achieve shift-invariance from the perspective
of downsampling. For each feature map (z:,:)
l
k, the pool-





k),∀(m,n) ∈ Rij , (14)
where Rij means the adjacent region around the loca-
tion (i, j) and its size is consistent with the filter of the
Multilayer brain network combined with deep convolutional neural network for detecting major depressive disorder 5
pooling layer, and pooling operation pool(·) is elected
as max pooling here. After one core block, a dropout
layer is added to avoid over-fitting, which randomly se-
lects the output neurons of the previous layer with a
probability Pd.
Considering the balance between feature extraction
ability and computational load, we use two core blocks
in one layer of the MDCNN model and their parameter
settings are different. Specifically, the convolution ker-
nel of the core block 2 is smaller than core block 1. After
two core blocks, a fully connected layer (dense layer) is
added to integrate the learned features. In our work,
parametric rectified linear unit (PRelu) is used as the
activation function of the convolutional layers and fully




x, x > 0
αx, otherwise
, (15)
where α is a learnable parameter, making the model
more learnable and helps to accelerate the training pro-
cess. Finally, as shown in Fig. 2, all learned features
from six inputs of the MDCNN model are concate-
nated together for classification, using softmax activa-
tion function.
3 MDD dataset
In this study, MDD dataset contributed by Mumtaz et
al. [13] is used, which contains 34 MDD patients and 30
healthy controls. The MDD patients contain 17 males
and 17 females with the average age of 40.3 ± 12.9
years, while the healthy controls contain 21 males and
9 females with the average age of 38.3 ± 15.6 years.
According to the Diagnostic and Statistical Manual-IV
(DSM-IV) [46], all the MDD patients met the criterion
for depression. The human ethics committee of Hospi-
tal University Sains Malaysia (HUSM), Malaysia, has
agreed on the implementation of the experiment. Dur-
ing the experiment, the resting state EEG data was
recorded from each participant, which involved 5-min
eyes-closed (EC) condition and 5-min eyes-open (EO)
condition. A 19-electrode EEG cap with linked-ear (LE)
reference [47] was utilized to capture the EEG signals
from the scalp. All electrodes are placed in accordance
with international 10∼20 electrode placement standard
[48]. Nineteen electrodes involve the frontal (Fp1, Fp2,
F3, F4, F7, F8, Fpz), temporal (T3, T4, T5, T6), pari-
etal (P3, P4, P7, P8), occipital (O1, O2) and central
(C3, C4) areas. The sample rate was 256 Hz. Referring
to the existing work on this dataset [10-13], the original
EEG signals were filtered by a bandpass filter (0.5-70
Hz) to eliminate interference, and the power line noise
was eliminated by a 50 Hz notch filter. It should be
noted that not all subjects have both EC and EO data
in the available data files. For one file, corresponding to
one state (EC or EO) of a subject, we uniformly select
the first 180s of data for analysis.
4 Results and discussion
4.1 MPWD and FDMB network of MDD patients
Brain is a typical complex system, and its internal ac-
tivities are closely related to the rhythm information.
In order to analyze the brain activities of MDD patients
from the time-frequency point of view, MPWD analysis
is performed on the EEG signals. Two EEG signal seg-
ments are selected, with a length of 10s, corresponding
to an MDD patient and a healthy control, respectively.
The EEG signals and corresponding MPWD are shown
in Fig. 3. As can be seen, there are significant differences
in MPWD between the MDD patient and healthy con-
trol. In detail, the MPWD of MDD patient presents a
more scattered distribution. Some short-term concen-
trated distributions appear in the low frequency band.
Based on the multilayer network architecture, FDMB
network integrates the time, frequency and channel-
related information, and allows effectively character-
izing the brain. Two randomly selected FDMB net-
works are visualized in Fig. 4. One sub-figure corre-
sponds to one layer of the FDMB network and is re-
lated to one specific frequency band. FDMB network
of MDD patient is on the first row, and FDMB net-
work of healthy control is on the second row. As can
be seen, the network topologies show obvious differ-
ences in different frequency bands. This suggests that
MDD is closely related to band energy, which is con-
sistent with the conclusions of existing work [49]. All
these suggest that the FDMB network has the ability to
characterize the differences of the brain between MDD
patients and healthy controls, and confirm the impor-
tance of rhythms and electrodes (channels) in the study
of MDD.
4.2 MDCNN model for classification
Based on the MDD dataset described in Section. III,
a sample set is constructed. For each subject, the first
180s of data are selected. A non-overlapping sliding win-
dow with length 2s is used to partition the samples.
In total, there are 5130 samples in the healthy control
group and 5580 samples in the MDD patient group.
Ten-fold cross-validation is utilized. For each fold, 90%
of the whole samples are chosen as the training set and
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Fig. 3 MPWD analysis results for an MDD patient and a healthy control. The first row is the EEG signals from one randomly
selected channel. The second row shows the time-frequency distribution of the EEG signals.
Fig. 4 Visualization of brain networks in different frequency bands of an MDD patient and a healthy control. The color
represents the degree of connection between different channels.
the remaining 10% as the testing set. We also selected
10% of the training samples as the validation set. Tak-
ing the FDMB networks as input, the MDCNN model
is trained using Keras through a fully-supervised way.
Based on the Adam optimizer, all kinds of weights and
biases are optimized via minimizing the cross-entropy
loss function. The best model is recorded when the loss
on the validation set reaches a minimum value. All
these are performed on a server with a 4.20 GHz In-
tel(R) Core(TM) i7-7700K CPU, a NVIDIA GeForce
GTX TITAN X and 16G RAM. Learning rate is set as
0.0001. 300 epochs are conducted with batch size 128.
Four performance metrics, including accuracy, sensitiv-
ity, specificity, and F-measure, are introduced to eval-
uate the model’s performance on the testing set. They
are defined as follows:
Accuracy =
TP + TN










F −measure = 2× TP
FP + FN + 2× TP
, (19)
where TP, TN, FP and FN mean “true positive”, “true
negative”, “false positive” and “false negative”, respec-
tively. Among them, F-measure can be regarded as a
weighted harmonic average of sensitivity and specificity.
The classification results of our method and existing
works on this MDD dataset (Mumtaz et al. [13]) are
displayed in Table. II. As can be seen, our method
performs well on all performance metrics, with accu-
racy 97.27%, sensitivity 97.22%, specificity 97.35%, F-
measure 0.97.
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Table 2 Classification results of our work and some existing works on this MDD dataset.
Study Methods or Features Classifier Performance*
ACC SEN SPE F-M
Mumtaz et al.(2017) [13] Wavelet features Logistic regression 87.50% 95% 80% 0.81
Mahato et al.(2019) [10] Alpha power+RWE MLPNN; RBFN 93.33% 94.44% 87.78%
Mumtaz et al.(2017) [12] SL, coherence and MI SVM 94.70% 98.30% 91.40% 0.95
Our work FDMB+MDCNN MDCNN 97.27% 97.22% 97.35% 0.97
* The ACC, SEN, SPE, F-M in the Performance column refers to accuracy, sensitivity, specificity and F-measure, respectively.
In order to further explore the impact of different
frequency bands on MDD detection, we also provide
the results when using only one single frequency band.
Particularly, we regard 0.5-70Hz as one frequency band,
which means no band division and the classification re-
sults in this case are also tested. The corresponding
results are shown in Fig. 5. By fusing rich information
Fig. 5 The classification results by using different frequency
bands.
from multiple frequency bands, our method combining
multilayer brain network and deep learning shows the
best results. And the results of the beta and low-gamma
bands are significantly higher than other bands, indicat-
ing that more information can be obtained from these
two bands to detect MDD. It is worth mentioning that
when no band division is performed, the classification
accuracy is only 84.31%. This is because that the char-
acteristics in different frequency bands cannot be specif-
ically used, which causes confusion of information.
In addition, we plot the receiver operating char-
acteristics (ROC) curve of different situations, shown
in Fig. 6. And the area under curve (AUC) is calcu-
lated. AUC is a commonly used measure for illustrat-
ing the performance of a binary classifier system. The
AUC value lies between 0 and 1, and a higher AUC
value indicates a better classification performance. We
can see that the AUC ranking is roughly the same as
accuracy ranking. Our method has the highest AUC
of 0.997, showing that the combined FDMB+MDCNN
framework using all frequency bands has a good classi-
fication ability. We also test the sensitivity of the core
Fig. 6 The ROC curves of the classification using different
frequency bands.
block to the number of convolutional layers, as shown
in Table III. We find that when we arrange three con-
volutional layers in one core block, the proposed MD-
CNN model achieves the best classification accuracy.
And the results are not greatly dependent on the num-
ber of convolutional layers in the core block. All these
demonstrate that the proposed framework combining
multilayer brain network and MDCNN model can learn
effective information for MDD detection.
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Table 3 Classification results using different numbers of con-
volutional layers in the core block.
Number of ACC SEN SPE F-M
conv layers*
1 96.94% 96.02% 97.93% 97.03%
2 97.23% 97.47% 96.96% 97.34%
3 97.27% 97.22% 97.33% 97.38%
* “conv layers” means convolutional layers. “ACC”, “SEN”,
“SPE”, “F-M” refer to accuracy, sensitivity, specificity and
F-measure, respectively.
5 Conclusion
MDD severely affects the daily lives of patients and
their families, and is widespread worldwide. Efficient
detection of MDD can provide the necessary guidance
for timely treatment and reduce the adverse effects of
the disease. Here, based on EEG signals, a novel FDMB
network with multilayer structure is developed. FDMB
network integrates the time, frequency and channel-
related information, and allows effectively characteriz-
ing the brain of MDD. From the network view, it can
be found that the network topologies of the FDMB net-
works show obvious differences for MDD patients and
healthy controls, in different frequency bands. Further,
aiming at fully extracting the effective features from
the FDMB network, a matched multilayer deep CNN
(MDCNN) model is designed. The multilayer structure
of the MDCNN model exactly matches the structure
of the FDMB network. By comparison, we find that
our framework combining brain network and deep CNN
can effectively distinguish between MDD patients and
healthy controls. This also illustrates the effectiveness
of deep learning theory in EEG signal analysis. Consid-
ering the universality and validity of our method, we
expect it to be successfully applied in more EEG signal
classification tasks.
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