Multiple description (MD) coding is an attractive framework for robust information transmission over non-prioritized and unpredictable networks. In this paper, a novel MD image coding scheme is proposed based on convolutional neural networks (CNNs), which aims to improve the reconstructed quality of side and central decoders. For this purpose initially, a given image is encoded into two independent descriptions by sub-sampling. Such a design can make the proposed method compatible with the existing image coding standards. At the decoder, in order to achieve high-quality of side and central image reconstruction, three CNNs, including two side decoder sub-networks and one central decoder subnetwork, are adopted into an end-to-end reconstruction framework. Experimental results show the improvement achieved by the proposed scheme in terms of both peak signal-to-noise ratio values and subjective quality. The proposed method demonstrates better rate central and side distortion performance. key words: image coding, multiple description (MD) coding, convolutional neural network
Introduction
Multiple description (MD) coding is a significant technique for robust transmission over error-prone channels. It can effectively combat packet loss without any retransmission, thus satisfying the demand of real time services and mitigating the impact of network congestion [1] . The classical scheme of MD coding is to encode one source into two bit streams (descriptions) which are mutually refinable and can be decoded independently. Those descriptions are then transmitted over separate channels. On the receiver side, if only one stream is received correctly, then the source can be reconstructed with a degraded but acceptable quality by side decoder, and the resultant distortion is called side distortion. Otherwise, if more than one stream is received, higher quality is obtained, with a so-called central distortion.
Many methods of multiple description image coding have been proposed, mainly including MD scalar quantizer [2] , MD lattice vector quantizer [3] , MD based on pairwise correlating transforms [4] , and MD based on FEC [5] , which are reported to have achieved better performance. Manuscript However, these works cannot fully consider the compatibility with the existing image coding standards, which limits their practical applications.
To overcome this limitation, some standard-compliant MD image coding schemes have been proposed and achieved promising results [1] , [6] , [7] . Because some image compression standards, such as JPEG and JPEG 2000, require the input image to be a rectangular grid of pixels, source splitting is adopted to generate multiple descriptions in those methods. For example, in [1] , the source samples are split into odd-and even-indexed subsets which then encoded into two diverse descriptions. For side reconstruction, interpolation is used to decode from any subset of the descriptions. For central reconstruction, decoding from both channels requires the interleaving of the samples.
In recent years, deep learning not only have achieved great achievements in high-level computer vision tasks, but also been successfully utilized in low-level tasks. For example, Jiang et al. [8] propose an end-to-end compression framework using two CNNs, which have achieved high-quality image compression at low bit rates. In addition, Dong et al. [10] propose a CNN based image superresolution (SR) method named SRCNN, which has achieved significant boost of performance in restoration quality by learning an end-to-end mapping between low and highresolution images. Zhao et al. [11] propose a CNNbased depth image artifact removal scheme using two subnetworks. All these studies seem to illustrate the efficiency of adopting CNNs into image processing.
Motivated by the successful application of CNNs, we propose an end-to-end MD coding framework, called MD-CNN, which consists of three CNNs to improve the reconstructed quality of side and central decoders. An input image is split into two subsets by odd/even separation, which then can be encoded into two diverse descriptions by standard image codecs. If either of descriptions is lost, the received one will be fed into the side decoder sub-network to improve the quality of side reconstruction. Besides, if both descriptions are received, they can be processed by the central decoder sub-network. To the best of our knowledge, this is the first deep learning-based MD coding method. Compared with classical standard-compliant schemes, the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) values reconstructed by the proposed scheme can be improved significantly in both side and central channels.
The remainder of this paper is organized as follows. Section 2 elaborates the proposed scheme, including the ar- 
Proposed Scheme
In this section, we first introduce the architecture of the proposed MD coding scheme based on CNNs and then present the details of the reconstruction networks.
Overview of Proposed Scheme
As shown in Fig. 1 (a) , the proposed multiple description scheme consists of image codecs and three CNNs. In order to be compatible with the existing image coding standards, many sub-sampling methods can be adopted to generate multiple description. Since our research focuses on improving the quality of side and central image reconstruction, we choose a more traditional and simple sub-sampling method, namely odd and even separation, to obtain two subsets. Specifically, for the input image X, odd-and evennumbered samples are separated horizontally to generate two subsets which then can be transmitted at two channels. Any standard image codec can be used to compress the sub-sampled images with a half size to produce Description 1 and 2. In the decoder, we propose a novel reconstruction network based on convolutional neural networks named MDCNN. If only Description 1 or 2 can be received, the side decoder sub-networks of D 1 and D 2 can be used to improve the quality of side reconstruction respectively. Otherwise, when both representations are received, the central decoder sub-network D 0 will be used to reconstruct the original image with better quality than side decoder. 
Reconstruction Network
Given Description 1 and 2, our goal is to reconstruct the input image X whether one or two descriptions received at the decoder side. Meanwhile, the more the descriptions are received, the higher quality of the reconstruction can be achieved. As illustrated in Fig. 1 (b) , the proposed MDCNN consists of three sub-networks, which are explained in the following sections.
Side Decoder Sub-Networks
For the two decoded images X 1 and X 2 , we first upscale it to the desired size using bicubic interpolation. Then, our goal is to learn two mappings ϕ 1 and ϕ 2 which can be formulated as:
where Y 1 and Y 2 represent the side decoder results, Θ 1 and Θ 2 are the parameters of side decoder sub-networks D 1 and D 2 respectively. Since the two side decoder sub-networks are the same, we will take D 1 as an example to describe the network architecture. As shown in Fig. 1 (b) , the D 1 consists of five convolutional layers. The first and last layers are similar to SR-CNN [10] , which are adopted to generate feature representations and reconstruct the source image respectively. The middle three layers are used as non-linear mapping layers. Considering the degradation of input images quality caused by compression, we design a reasonably filter with size 3 × 3 for the second and forth layers to grasp richer structural information, which in turn facilitate the accurate reconstruction of high-quality images. In order to find a tradeoff between the compression performance and the computational complexity of the mapping, the third layer is retained with kernel size 1 × 1 compared with the SRCNN [10] . The convolutional operations are set with stride 1 and padding 1 which are used to keep the size of reconstruction image same as the ground truth image. ReLU [15] is utilized as an activation function after the convolutional layers to realize nonlinear mapping, except the last layer.
Central Decoder Sub-Network
The central decoder sub-network D 0 is designed to enhance the quality of the central decoder when both descriptions are received. The two side reconstruction images are fed into D 0 which are concatenated on the channel's dimension. The aim of D 0 is to learn a mapping ϕ 0 which can be formulated as:
where Y 0 represents the central decoder result, and Θ 0 is the parameters of D 0 . The structure of D 0 is similar to the D 1 or D 2 , except the width (i.e., the number of filters in a layer) of the layers considering the capacity of the network.
Loss Function
All of the sub-networks in MDCNN are designed to make the reconstructed image as similar as possible to the original image. Therefore, a corresponding optimization goal is needed for each sub-network by minimizing a distance l p (p = 1 or p = 2) between the original and reconstructed image as follows:
where Y 1 or Y 2 represents the reconstruction of side decoder, and Y 0 represents the reconstruction results of central decoder, and M × N is the size of the input image patch of X.
In [16] , it has been reported that l 2 loss always leads to unnatural blurriness of the output image. Considering that l 1 loss function is more robust and is generally less sensitive to outliers than l 2 loss, we choose l 1 loss in our network to keep the reconstructed image closer to the original image, and maintain the image detail well.
Experimental Results
To evaluate the performance of the proposed scheme, we conduct experimental comparisons against the conventional method which uses interpolator and odd/even interleaving in the side and central decoder respectively. The training details and experimental results are shown in the following sections.
Implementation Details
Our training datasets consist of 91 images from Yang et al. [14] , 200 images from the training set of Berkeley Segmentation Dataset [12] , and 100 images from General-100 dataset [13] . A total of 362856 patches of size 32 × 32 are sampled with a stride of 20 on the 391 images as well as their augmentation (horizontal flipping and vertical flipping). The training is performed using TensorFlow [17] on GPU. The weights are optimized by the Adam [18] solver, where β 1 = 0.5, β 2 = 0.999 and the learning rate is set to be 2e-4. For testing, two datasets of SET5 [19] and SET14 [20] are used to prove the generalization ability of the scheme.
Objective and Visual Quality Comparison
In our experiment, we use JPEG codec with different quality factor (QF) to achieve different target total bit rate. And then the corresponding network for different value of QF can be trained. Here, we compare the performance of the proposed scheme with the traditional method in datasets of SET5 and SET14. According to the MD coding quality assessment, we compare not only the rate central distortion performance when two descriptions can be received correctly, but also the rate side distortion performance when only one description can be received.
The objective quality comparisons have been shown in Table 1 and Table 2 , which tabulate the pairs of central and side distortion results in terms of both PSNR and SSIM with respect to various QF for the test image sequences of SET5 and SET14, respectively. As seen from Table 1 , for side distortion, the proposed method achieves on average 1.435-2.449dB gains in PSNR and 0.029-0.135 gains in SSIM compared against the basic method, and for central distortion, it achieves on average 1.023-1.981dB and 0.011-0.174 gains in PSNR and SSIM, respectively. Meanwhile, the performance on SET14 of our MDCNN is shown in Table 2 , which demonstrates that the proposed scheme can gain around 1.101-1.780dB and 0.026-0.062 in PSNR and SSIM in side decoder, and gain around 0.662-1.360dB and 0.001-0.087 in central decoder. As a result, for side distortion, the proposed method outperforms the basic method at the same QF. For central distortion, in many cases, our method is better than the basic method. Although our PSNR is slightly inferior to the basic method on QF = 75 for SET14, our SSIM is better than the baseline. Figure 2 shows the central and side distortion performance of the proposed scheme against the traditional method for the image Butterfly, Pepper, Lena and Barbara from the test datasets. It can be seen that the side and central PSNR outperform the conventional method for the given same or a very close total rate. Furthermore, the visual quality comparisons at the total rate of 0.5 bits/pixel (bpp) for Butterfly are provided in Fig. 3 . We can see in the proposed method the blocking artifacts have been removed and more textures can be preserved.
Conclusion
In this paper, we propose a novel CNNs based MD image coding scheme, which consists of three sub-networks to improve the reconstruction quality of the side and central decoders. Experimental results demonstrate that the proposed scheme achieves better performance in both single and central channels than the conventional method, and it is compatible with the existing image coding standards. Our work indicates the effectiveness of deep neural networks in MD coding, which will inspire other researchers to design better architectures to improve the performance of MD coding.
