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Abstract
Let K be a field and Γ a finite directed multi-graph. The focus of this paper is to offer a complete
description of all path algebras KΓ and admissible orders with the property that all of their finitely
generated ideals have finite Gro¨bner bases and of those which contain a finitely generated ideal whose
Gro¨bner bases are all infinite.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
Let K be a field and Γ a finite directed graph. The paper contains a complete description of
all path algebras KΓ and admissible orders on the set of paths with the property that all of the
finitely generated ideals of KΓ have finite Gro¨bner bases. Although it would be helpful for the
reader to have a general understanding of path algebras and non-commutative Gro¨bner bases it is
not necessary; there is a brief introduction to these subjects in Section 2, which will be relevant
to the main result and its proof. Introductions to path algebras and non-commutative Gro¨bner
bases may also be found in Farkas et al. (1993), Green (1999), and Mora (1989).
In the third section induced subgraphs are introduced and defined. The properties of induced
subgraphs will allow us to compartmentalize the problem of producing Gro¨bner bases. In much
the same way that breaking a graph into its blocks is useful in graph theory, our deconstruction of
a graph will simplify the cases we must consider when classifying path algebras. In Section 4 the
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Noetherian path algebras are described. Although this description is likely to be known to those
with experience working with path algebras a reference in the literature where this description
has been proven was not readily apparent. Hence the section is included for completeness and as
a prelude to our main result. This description is relevant to the theme of the paper since all ideals
of Noetherian rings have finite Gro¨bner bases with respect to any path order.
It is undecidable in general to show whether an ideal I in a path algebra has a finite Gro¨bner
basis or not, without first finding one. In fact a general solution to this problem would imply a
solution to the word problem. Nevertheless, it is useful to know when computing a Gro¨bner basis
will stop in a finite amount of time. Consequently the aim of this paper is to advance sufficient
conditions in which this is known to occur. Since non-finitely generated ideals cannot have finite
Gro¨bner bases we need only consider finitely generated ideals. In Section 5 we define Gro¨bner
finite path algebras to be the path algebras such that all of their finitely generated ideals have
finite Gro¨bner bases. We go on to classify which path algebras are Gro¨bner finite. Furthermore
we offer a simple description of the orders in which Gro¨bner finite path algebras have finite
Gro¨bner bases. The last section references some related research for Gro¨bner bases over factor
algebras. Also some questions are posed as to how the results of this paper may be used to extend
what is known about Gro¨bner bases in the factor algebra setting.
One reason we have focused on path algebras is they are a central tool in the study of finite
dimensional algebras. An introduction to finite dimensional algebras may be found in Auslander
et al. (1995). Applications of non-commutative Gro¨bner bases may be found in Bardzell (2001),
Cojocaru et al. (1999), Kronewitter (2001) and Peeva (1998).
2. Background
For the remainder of the paper a graph Γ will be allowed to have arrows from a vertex to
itself and multiple arrows between the same set of vertices. Given a graph let β denote the set
of paths of finite length, β0 denote the set of vertices and β1 denote the set of arrows. Arbitrary
vertices and arrows will be denoted by vi and αi respectively. We define functions o : β → β0
and t : β → β0, such that for any path p ∈ β, o(p) is the origin or first vertex of a path p and
t (p) is the terminus or last vertex of a path p. The convention will be to write paths α1α2 · · ·αn
from left to right, such that t (αi ) = o(αi+1). For a path p, define the length function l(p) to be
the number of arrows that occur in a path p, counting multiplicities. Two paths will be said to
intersect if they share a common vertex. A cycle is a path that begins and ends at the same vertex.
A single vertex may be considered a trivial cycle.
Define multiplication of paths such that for all p, q in β, if t (p) = o(q), then pq is the path
adjoining p and q by concatenation. Otherwise, if t (p) = o(q), then pq = 0. Notice that β ∪{0}
is closed under multiplication. Let K be an arbitrary field. The path algebra KΓ is defined to be
the set of all finite linear combinations of paths in β with coefficients in K . Addition in KΓ is the
usual K -vector space addition, where β is a K -basis for KΓ . Multiplication in the path algebra,
KΓ , extends K -linearly from the definition for multiplication of paths in β
⋃{0}. In general,
KΓ has identity 1 =∑ni=1 vi and K
∑n
i=1 vi is contained in its center. Thus K acts centrally on
KΓ , so that k ·∑ ki pi =∑(kki)pi for any k, ki ∈ K and pi ∈ β. These operations make KΓ
a K -algebra.
A Gro¨bner basis for an ideal in a path algebra is dependent upon choosing an ordering for the
paths in β. A path order < is considered to be an admissible order if it satisfies the following
four conditions.
For all p, q, r, s ∈ β:
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1. When p = q either p < q or q < p.
2. Every nonempty set of paths has a least element.
3. p < q =⇒ pr < qr whenever pr = 0 and qr = 0. Also sp < sq whenever sp = 0 and
sq = 0.
4. p = qr = 0 =⇒ p ≥ q and p ≥ r .
In general an ideal I in the path algebra KΓ , with path order <, has a Gro¨bner basis whenever
< is admissible.
The following definitions are used continually throughout the paper.
Definition 2.1. For any x ∈ KΓ the support of x , denoted as Supp(x), is the set of all paths that
occur in x . For example, let x = ∑ni=1 γi pi with γi ∈ K − {0} and pi ∈ β with pi = p j for
i = j . Then Supp(x) = {p1, . . . , pn}.
Definition 2.2. Given an admissible order <, for any nonzero x ∈ KΓ , the tip of x , denoted
as Tip(x), is the largest path in Supp(x). That is, Tip(x) ∈ Supp(x) and for all p ∈ Supp(x),
p ≤ Tip(x).
Definition 2.3. Given X ⊂ KΓ the set {p ∈ β|p = Tip(x) for some x ∈ X} is denoted as
Tip(X).
Definition 2.4. For p, q ∈ β, we say p divides q , if q = x py for some paths x, y ∈ β.
Notice that the definition for division of paths includes the case where either one or both of x
and y have length 0.
Definition 2.5. Let I be an ideal in the path algebra KΓ with admissible order <. We say a set
G ⊂ I is a Gro¨bner basis for I when for all x ∈ I − {0}, there exists g ∈ G such that Tip(g)
divides Tip(x).
Let X be a subset of KΓ and y ∈ KΓ . We say y can be reduced by X if for some p in
Supp(y), there exists x ∈ X such that Tip(x) divides p. A reduction of y by X is given by
y − kpxq , where x ∈ X , p, q ∈ β, and k ∈ K −{0} such that kp(Tip(x))q is a term in y. A total
reduction of y by X is an element resulting from a sequence of reductions that cannot be further
reduced by X . In general, two total reductions of an element y need not be the same element.
We say an element y reduces to 0 by X if there is a total reduction of y by X which is 0. A set
X ⊂ KΓ is said to be reduced if for all x ∈ X x cannot be reduced by X − {x}.
Given an element x ∈ KΓ and a path p ∈ β let cTip(x) ∈ K denote the coefficient of the tip
of x and let cpx ∈ K denote the coefficient of the path p in x .
Proposition 2.6. If G is a Gro¨bner basis for the ideal I , then G is a generating set for the
elements of I . Also G reduces the elements of I to 0.
Proof. Let KΓ be a path algebra with admissible order <. Let I be an ideal and let G be a
Gro¨bner basis for I . Let x1 ∈ I . For every xn ∈ I such that xn = 0 there exists g ∈ G such
that Tip(g) divides Tip(xn). Let xn+1 = xn − cTip(xn)c−1Tip(g) pgq be a reduction of xn by g. Then
Tip(xn+1) < Tip(xn). Also since g, xn ∈ I it follows that xn+1 ∈ I . Repeating this tip reduction
on xn to produce xn+1 yields a decreasing sequence Tip(x1) > Tip(x2) > · · · , which terminates
only if xn = 0. Since < is an admissible order, every set of paths has a least element. Hence the
sequence must terminate with xn = 0 and the result follows. 
M.J. Leamer / Journal of Symbolic Computation 41 (2006) 98–111 101
Understanding the mechanics of Algorithms 2.7 and 2.8 is not necessary for understanding
the rest of the paper and they may be skipped. Algorithm 2.8 is used however in Algorithm 2.16
which is in turn relevant to the proof of the main result. Therefore one should note that
R(S) denotes the particular monic reduced generating set that Algorithm 2.8 produces from a
generating set S. Also note that every element in R(S) is the reduction of an element in S. The
order < will be made apparent from the context.
Element Reduction Algorithm 2.7. Given an element f ∈ KΓ , an admissible order < and a
set S = { f1, f2, . . . , fn}, the following algorithm gives, as an output r = RedS( f ), a total
reduction of f by S.
Input: f , { f1, f2, . . . , fn}
Output: r
r = f
reduced=no
WHILE (reduced=no)
IF (s = pTip( fi )q for some s ∈ Supp(r), p, q ∈ β, and fi )
Let s be the largest path in Supp(r) of the form pTip( fi )q .
Let i be the largest integer such that s = pTip( fi )q .
r = r − csr c−1Tip( fi ) p fi q
ELSE
reduced= yes
We will denote the particular total reduction of an element f by a set S, that the algorithm
above produces, as RedS( f ). The order < will be made apparent by the context. For the next
algorithm it is important to note that since K is a field and therefore a Euclidean domain there
exists an ordering <K on K . Therefore we may construct an order <KΓ on KΓ as follows.
Choose an order >K on K . For f, g ∈ KΓ , f >KΓ g provided that Tip( f − g) ∈ Supp( f ) and
whenever Tip( f − g) ∈ Supp(g) then cTip( f −g) >K 0.
Set Reduction Algorithm 2.8. Given a finite generating set S = { f1, f2, . . . , fn} for an ideal
I ⊂ KΓ , and an admissible order <, the following algorithm gives as an output R(S), a finite
monic reduced generating set for I .
Input:{ f1, f2, . . . , fn}
Output: R
S = { f1, f2, . . . , fn}
R = ∅
WHILE (S = ∅)
Let f be the <KΓ maximal element of S
S = S − { f }
f ′ = RedS∪R( f )
if f = 0 then R = R ∪ {c−1Tip( f ′) f ′}
If ( f = f ′)
S = S ∪ R
R = ∅
Proposition 2.9. Given an ideal I in KΓ and an admissible order <, there is a unique Gro¨bner
basis G, such that G is a reduced set and the coefficients of the tips of the elements of G are all 1.
102 M.J. Leamer / Journal of Symbolic Computation 41 (2006) 98–111
Proof. Given a path algebra KΓ , an ideal I and an admissible order <, let G and G′ be Gro¨bner
bases for I . Suppose G and G′ are both reduced monic sets. Since G ⊂ I , for every g1 ∈ G there
exists g′ ∈ G′ such that Tip(g′) divides Tip(g1). Since G′ ⊂ I there exists g2 ∈ G such that
Tip(g2) divides Tip(g′). Thus Tip(g2) divides Tip(g1). G is a reduced set, so g2 must equal g1.
It follows that Tip(g1) = Tip(g′) = Tip(g2). Thus there is a bijective correspondence between
elements of G and elements of G′ with the same tip. Thus g′ cannot be reduced by G−{g1}. Thus
g′ − g1 cannot be reduced by G. Since g′ − g1 is in I it must be 0. Thus g′ = g1 and G′ = G. 
Definition 2.10. We call the unique reduced monic Gro¨bner basis the reduced Gro¨bner basis.
The next well known result is taken from Proposition 2.6 of Green (1999).
Proposition 2.11. The reduced Gro¨bner basis is minimal in the sense that for a reduced Gro¨bner
basis G′ and any Gro¨bner basis G, for the same ideal with the same admissible order, we have
Tip(G′) ⊂ Tip(G).
This implies |G′| ≤ |G|. So given an ideal I in the path algebra KΓ with admissible order, if
the reduced Gro¨bner basis is not finite then no other Gro¨bner basis will be finite.
Definition 2.12. A nonzero element, x ∈ KΓ , is called uniform if for all p and q in Supp(x),
o(p) = o(q) and t (p) = t (q).
The functions o and t may be extended so that they are defined on all uniform elements, such
that for x uniform and for any p ∈ Supp(x) we have o(x) = o(p) and t (x) = t (p).
Proposition 2.13. The elements of a reduced Gro¨bner basis are uniform.
The proof of Proposition 2.13 is left to the reader.
Definition 2.14. Let f, g ∈ KΓ , with admissible order < on KΓ . Suppose there are paths p and
q , of positive length, such that Tip( f )p = qTip(g), with l(p) < l(Tip(g)). Then f and g have
an overlap relation, denoted as o( f, g, p, q), given by
o( f, g, p, q) = c−1Tip( f ) f p − c−1Tip(g)qg.
Given elements f and g whose tips overlap, the p and q will not necessarily be unique and
consequently the same two elements f and g may have multiple overlap relations. Additionally
an element may have an overlap relation with itself, i.e. o( f, f, p, q) is possibly an overlap
relation.
Example. Let Γ be the graph with one vertex and two arrows x and y from the vertex to itself.
Then RΓ is isomorphic to R〈x, y〉, the free algebra in two non-commutative variables over the
real numbers. Let < be the length lexicographic order, with x < y. Let f = 5yyxyx − 2xx and
g = xyxy − 7y. Then Tip( f ) = yyxyx and Tip(g) = xyxy. There are three overlap relations
among f and g:
o( f, g, y, yy) = (1/5) f y − yyg = (−2/5)xxy + 7yyy
o( f, g, yxy, yyxy) = (1/5) f yxy − yyxyg = (−2/5)xxyxy + 7yyxyy
o(g, g, xy, xy) = gxy − xyg = −7yxy + 7xyy.
The following lemma taken from Bergman (1978) is key to the theory of non-commutative
Gro¨bner bases.
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Bergman’s Diamond Lemma 2.15. Let G be a set of uniform elements that form a generating
set for the ideal I ⊂ KΓ , such that for all g, g′ ∈ G, Tip(g) does not divide Tip(g′). Suppose that
for each f, g ∈ G every overlap relation o( f, g, p, q) reduces to 0 by G. Then, G is a Gro¨bner
basis for the ideal I .
Bergman’s Diamond Lemma is useful in that it allows one to determine whether a particular
generating set is a Gro¨bner basis. Bergman’s Diamond Lemma implies that through a process of
repeatedly taking overlap relations from a generating set, adding them to the set and then reducing
the set, one can obtain a finite Gro¨bner basis if one exists. Otherwise this process never stops and
the cardinality of the Gro¨bner basis is unbounded. The following computational procedure is not
an algorithm since it may not terminate in a finite amount of time. It can be found in a slightly
different form in Section 2.4 of Green (1999). The procedure produces a reduced Gro¨bner basis
in the limit.
The Buchberger–Mora–Farkas–Green Procedure 2.16. Given a path algebra KΓ an
admissible order < and a finite generating set { f1, f2, . . . , fm} for an ideal I , the following
procedure produces a reduced Gro¨bner basis for I in the limit:
Input: A generating set { f1, f2, . . . , fm} for an ideal I ⊂ KΓ
Output: If the procedure terminates a reduced Gro¨bner basis Gn
n = 0
G0 = ∅
G1 = R({ f1, . . . , fm })
WHILE (Gn = Gn+1)
n = n + 1
G′n = Gn
FOR ( all pairs f, g ∈ Gn and all overlap relations o( f, g, p, q) = 0)
G′n = G′n ∪ {o( f, g, p, q)}
Gn+1 = R(G′n)
Proposition 2.17. Given a path algebra KΓ an admissible order < and a finite generating set
{ f1, f2, . . . , fm} for an ideal I , let Gn be the output of the nth iteration of the Buchberger–
Mora–Farkas–Green procedure. Then the set {g | ∃n such that g ∈ Gk ,∀k ≥ n} is the reduced
Gro¨bner basis for I . Note that in the case where the procedure terminates, Gn = {g | ∃n such
that g ∈ Gk,∀k ≥ n}.
Proof. The output R(∗) of Algorithm 2.8 is a reduced monic set, so Gn+1 = R(G′n) will always
contain monic elements. Since for all n, Gn is a generating set for I , it follows that ∪Gn is also
a generating set for I . Each set Gn+1 is the set reduction of a set containing Gn . Therefore Gn+1
reduces the elements of Gn to 0. It follows that {g| ∃n such that g ∈ Gk,∀k ≥ n} is a set
reduction of ∪Gn . Thus {g| ∃n such that g ∈ Gk,∀k ≥ n} is a generating set for I . Each set
Gn+1 is the reduction of a set containing the overlap relations of the elements of Gn . Therefore
Gn+1 reduces the overlap relations of the set Gn to 0. Since {g| ∃n such that g ∈ Gk ,∀k ≥ n}
is the reduction of ∪Gn , it reduces each set Gn+1 to 0. Thus {g| ∃n such that g ∈ Gk,∀k ≥ n}
also reduces the overlap relations of the elements of Gn to 0 for all n. For g1, g2 ∈ {g| ∃n such
that g ∈ Gk,∀k ≥ n}, there exists N such that g1, g2 ∈ GN . Therefore o(g1, g2, p, q) reduces
to 0 by {g| ∃n such that g ∈ Gk,∀k ≥ n}. Also, since GN is reduced, Tip(g1) does not divide
Tip(g2). It follows from Bergman’s Diamond Lemma 2.15 that {g| ∃n such that g ∈ Gk,∀k ≥ n}
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is a Gro¨bner basis for I . Since {g| ∃n such that g ∈ Gk ,∀k ≥ n} is a reduced monic set, it is the
reduced Gro¨bner basis for I . 
To produce a reduced Gro¨bner basis in the limit means that, if the procedure stops on the nth
iteration, then the set Gn is a reduced Gro¨bner basis. Otherwise, given a finite subset S of the
reduced Gro¨bner basis G, there exists N such that S is a subset of GN . Also S will be in Gn for
all n > N .
3. Induced subgraphs
Definition 3.1. Let Γ be a graph and v,w vertices in Γ . Then the induced subgraph between v
and w, denoted as Γ (v,w), is the smallest subgraph of Γ containing all the paths from v to w. If
there are no paths between v and w, then Γ (v,w) is the empty graph.
Definition 3.2. A maximal induced subgraph is an induced subgraph Γ (vi , v j ) such that
Γ (vi , v j ) ⊂ Γ (vh , vk) implies Γ (vi , v j ) = Γ (vh, vk).
Given an ideal, one may first construct a Gro¨bner basis for the restriction of that ideal to each
induced subgraph, then take their union to produce a Gro¨bner basis for the original ideal. Thus
we may compartmentalize the problem of producing Gro¨bner bases. This will not affect the speed
of computation but it will allow us to make some classifications of path algebras in the next few
sections.
Definition 3.3. Let S be a subset of KΓ and let Γ ′ be a subgraph of Γ . Then the restriction of S
to Γ ′ is S|Γ ′ = {x ∈ S| x ∈ KΓ ′}.
Notice that for ideals I ⊂ KΓ and subgraphs Γ ′ of Γ , I|Γ ′ is an ideal in KΓ ′.
An admissible order on a set of paths β remains admissible when restricted to any of its
subsets that are closed under multiplication. Hence for any path algebra KΓ , with admissible
order <, if Γ ′ is a subgraph of Γ then the restriction of < to Γ ′ remains admissible on KΓ ′.
For the remainder of the paper we will assume that the order used on any subgraph is the same
as the order used on the original graph and we will not distinguish between an order and its
restriction.
Lemma 3.4. Given a path algebra KΓ , an admissible order < and an ideal I in KΓ , let G be
the reduced Gro¨bner basis for I . Let Γ (v,w) be an induced subgraph of Γ . Then G|Γ (v,w) is the
reduced Gro¨bner basis for I|Γ (v,w) .
Proof. Given a path algebra KΓ , an admissible order < and an ideal I in KΓ , let G be the
reduced Gro¨bner basis for I . G reduces the elements of I|Γ (v,w) ⊂ I to zero. By Proposition 2.13,
the elements of G are uniform. A uniform element x ∈ KΓ may reduce an element in KΓ (v,w)
only if x ∈ KΓ (v,w). G|Γ (v,w) reduces all elements in I|Γ (v,w) to zero. Thus G|Γ (v,w) is a Gro¨bner
basis for I|Γ (v,w) . If g ∈ G|Γ (v,w) , then g ∈ G and is fully reduced by G − {g}. Thus g is fully
reduced by G|Γ (v,w) − {g} and is monic. So by Definition 2.10, G|Γ (v,w) is the reduced Gro¨bner
basis for I|Γ (v,w) . 
Corollary 3.5. Let I be an ideal in the path algebra KΓ and < an admissible order. Let Γ ′ be a
subgraph of Γ , which is the union of induced subgraphs of Γ . Let G be a reduced Gro¨bner basis
for I . Then G|Γ ′ is a reduced Gro¨bner basis for I|Γ ′ .
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Corollary 3.6. Given a path algebra KΓ , an admissible order <, and an ideal I in KΓ , let
{Γ (1),Γ (2), . . . ,Γ (n)} be the set of maximal induced subgraphs of Γ . Let G(i) be a reduced
Gro¨bner basis for I|
Γ (i)
. Then G =⋃ni=1 G(i) is a reduced Gro¨bner basis for I .
We use Corollary 3.6 in the proof of our main result. It implies that given an admissible order,
all the finitely generated ideals of a path algebra have finite Gro¨bner bases if and only if the
restriction of each finitely generated ideal to each of the induced subgraphs has a finite Gro¨bner
basis.
Definition 3.7. Let x ∈ KΓ . Then the uniform decomposition of x is the set Ux =
{vi xv j |vi , v j ∈ β0}.
Proposition 3.8. Let I be an ideal in KΓ with generating set S. Then
⋃
x∈S Ux is a uniform
generating set for I .
Proof. Let y ∈ ⋃x∈S Ux . Then y = vi xv j for some x ∈ S and vertices vi , v j . x ∈ S
implies x ∈ I , which implies y = vi xv j ∈ I . Thus 〈⋃x∈S Ux 〉 ⊂ I . Let x ∈ S. Then,
x = 1x1 = (∑i vi )x(
∑
j v j ) =
∑
i, j vi xv j ∈ 〈
⋃
x∈S Ux〉. Therefore, I = 〈S〉 ⊂ 〈
⋃
x∈S Ux 〉.
All the elements of
⋃
x∈S Ux are uniform, by definition, and the result follows. 
Lemma 3.9. An ideal I in KΓ is finitely generated if and only if I|
Γ (i)
is finitely generated, for
each maximal induced subgraph Γ (i) of Γ .
Proof. Suppose I is a finitely generated ideal in KΓ . Let S be a finite generating set for I . Then
US = ⋃x∈S Ux is also finite, since |US | < |S|Max x (|Ux |) ≤ |S||β0|2 < ∞. Let Γ (i) be a
maximal induced subgraph of Γ . Then {x ∈ US |o(x), t (x) ∈ Γ (i)} is a finite generating set for
I|
Γ (i)
.
Let Γ (1),Γ (2), . . . ,Γ (n) be the maximal induced subgraphs of Γ . Suppose that
I|
Γ (1)
, I|
Γ (2)
, . . . , I|
Γ (n)
are finitely generated. Let S1, S2, . . . , Sn be finite generating sets, for
each of the restricted ideals. Let f ∈ I . Then y ∈ U f implies that there exists i such that
y ∈ I|
Γ (i)
= 〈Si 〉. So f ∈ 〈S1, S2, . . . , Sn〉 and consequently I ⊂ 〈S1, S2, . . . , Sn〉. Since Si ⊂ I
we have I = 〈S1, S2, . . . , Sn〉. Thus I is finitely generated. 
Lemma 3.9 implies that a path algebra is Noetherian if and only if the path algebra with the
same field over each of its induced subgraphs is Noetherian.
4. Noetherian path algebras
Definition 4.1. A nontrivial cycle C on a graphΓ is said to be an intermediate cycle if Γ contains
an arrow not occurring on C with its origin on C and an arrow not occurring on C with its
terminus on C .
Theorem 4.2. A path algebra KΓ is Noetherian if and only if Γ contains no intermediate cycles.
Proof. Let Γ be a graph containing a non-trivial cycle C , an arrow α j not occurring on C , with
its origin on C , and an arrow αi not occurring on C , with its terminus on C . Allow for the
possibility that αi = α j . Let p be the shortest path along C from t (αi ) to o(α j ) and let q be the
path such that pq completes one cycle around C . Then 〈αi (pq)n pα j | n ∈ N〉 is a non-finitely
generated ideal, of KΓ . Thus KΓ is not Noetherian.
It remains to be shown that path algebras over all other graphs are Noetherian. Let Γ be a
graph that does not contain a cycle with an arrow entering the cycle and an arrow coming out of
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the cycle. Then no path on Γ can travel along more than two cycles. Thus, all of the maximal
induced subgraphs of Γ contain at most two cycles which do not intersect, one with arrows
coming out of it and one with arrows entering it. A maximal induced subgraph Γ (i) is contained
in another graph Γ ′ consisting of two non-intersecting cycles A and B , and a finite number of
possibly overlapping paths from A to B . Let {Γ (1),Γ (2), . . . ,Γ (k)} be the set of maximal induced
subgraphs of Γ .
Assume that, for some i , KΓ (i) contains an ideal I , which is not finitely generated. Choose a
graph Γ ′ containing Γ (i) consisting of two non-intersecting cycles A and B and a finite number
of paths from A to B . Let S be a reduced generating set for I . Then, S is infinite and the tips
of the elements of S do not divide one another. Thus Tip(S) is also infinite. Let T be the finite
set of paths on Γ ′ that do not completely go around either cycle A or cycle B . For each p ∈ T
let Tp = {q ∈ β| o(p) = o(q), t (p) = t (q)}. Since every path on Γ (i) shares an origin and
terminus with some path in T , it follows that there exists p ∈ T such that Tip(S)∩ Tp is infinite.
Suppose, either o(p) is not on A or t (p) is not on B . Let q1, q2 ∈ Tip(S) ∩ Tp . Then the shorter
of q1 and q2 divides the other. Since Tip(S) was reduced, this implies q1 = q2 and Tip(S) ∩ Tp
has cardinality 1.
Thus we may assume that o(p) is on A and t (p) is on B . For each pn ∈ Tip(S) ∩ Tp there
exist non-negative integers an and bn such that pn wraps completely around A, an times and pn
wraps completely around B, bn times. Then pn does not divide pm implies either an > am or
bn > bm . Since there are only an non-negative integers less than an and bn non-negative integer
places less than bn , |Tip(S)∩Tp | ≤ an +bn +1 < ∞ for any n such that pn ∈ Tip(S)∩Tp . This
contradicts the fact that S was infinite. Thus I is finitely generated and KΓ (i) is Noetherian, for
all i . Consequently, by Lemma 3.9, KΓ is Noetherian and the result follows. 
5. Introducing Gro¨bner finite path algebras
Definition 5.1. Define a path algebra to be Gro¨bner finite if there is an admissible order < such
that all of its finitely generated ideals have finite reduced Gro¨bner bases.
Our next goal will be to describe all Gro¨bner finite path algebras. Furthermore, we will show
that for all Gro¨bner finite path algebras there are orders which produce a finite Gro¨bner basis for
every ideal.
The following examples will be used in the proof of Theorem 5.6.
Example 5.2. Let Γ be the graph given below:
p   
b

    

b′
 		



q    
    

c
 		



Let < be an admissible order on the paths of Γ such that for some i ∈ N we have qci > b′bq .
Let i be fixed for this example. Consider the ideal 〈pbq , qci − b′bq〉 of KΓ . The only overlap
relations between elements of the form pb(b′b) j q and qci − b′bq are o(pb(b′b) j q, qci −
b′bq, ci , pb(b′b) j ) = pb(b′b) j+1q . Hence {pb(b′b) j q, qci − b′bq| j ∈ N0} is a generating
set for 〈pbq, qci − b′bq〉 and all of its overlap relations reduce to zero. By Bergman’s Diamond
Lemma {pb(b′b) j q, qci − b′bq| j ∈ N0} is a Gro¨bner basis for 〈pbq, qci − b′bq〉. Notice that
{pb(b′b) j q, qci −b′bq| j ∈ N0} is a reduced monic set. Hence {pb(b′b) j q, qci −b′bq| j ∈ N0}
is the reduced Gro¨bner basis for 〈pbq, qci − b′bq〉.
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Alternatively for any admissible order < such that qci < b′bq the ideal 〈pbq, b′bq −qci〉 has
a finite Gro¨bner basis {pbq, b′bq − qci}. This is readily apparent since there are no overlap
relations between the elements of the set {pbq, b′bq − qci}.
Example 5.3. Let Γ be the graph given below:
p1   
p2

    

p3
 		



p4   
p5

    

p6
 		



p7  
Let < be an admissible order on the paths of Γ . If p4 p5 p6 > p3 p2 p4, then by an argument
similar to Example 5.2, the ideal 〈p1 p2 p4, p4 p5 p6 − p3 p2 p4〉 of KΓ has infinite reduced
Gro¨bner basis {p1 p2(p3 p2)i p4, p4 p5 p6 − p3 p2 p4| i ∈ N0}. Else, if p3 p2 p4 > p4 p5 p6, then
also by an argument similar to Example 5.2, the ideal 〈p4 p5 p7, p3 p2 p4 − p4 p5 p6〉 of KΓ has
infinite reduced Gro¨bner basis {p4(p5 p6)i p5 p7, p3 p2 p4 − p4 p5 p6| i ∈ N0}. It follows that
KΓ has a finitely generated ideal with an infinite reduced Gro¨bner basis, under any admissible
order.
Example 5.4. Now let Γ be a graph which contains two nontrivial cycles P and Q, which
intersect at a vertex v. Let p be the path from v to itself that goes around P once and let q
be the path from v to itself that goes around Q once. If pq2 > p2q , then consider the ideal
〈pqpq, pq2 − p2q〉 of KΓ . Notice that the only overlap relations between elements of the forms
pqpiq and pq2− p2q are o(pqpiq, pq2− p2q, q, pqpi−1) = pqpi+1q . Thus the reduced monic
set {pqpiq, pq2 − p2q| i ∈ N} is a generating set for the ideal and the overlap relations of its
elements reduce to zero by its elements. Thus {pqpiq, pq2− p2q| i ∈ N} is the reduced Gro¨bner
basis for the ideal 〈pqpq, pq2 − p2q〉. Else, if p2q > pq2, then by a similar argument the ideal
〈pqpq, p2q − pq2〉 of KΓ has reduced Gro¨bner basis {pqi pq, p2q − pq2| i ∈ N}. Therefore,
any path algebra which contains two intersecting cycles also contains a finitely generated ideal
with an infinite reduced Gro¨bner basis under any admissible order.
The next result is a description of graphs with certain properties. Later, in Theorem 5.6, it will
become clear that path algebras whose graphs have these properties will be the Gro¨bner finite
path algebras. Hence as with Noetherian path algebras, whether a path algebra is Gro¨bner finite
is independent of the chosen field.
Proposition 5.5. Suppose Γ is a graph such that no path on Γ passes through two intermediate
cycles. Then a nonempty induced subgraph Γ (v,w) is either a possibly trivial cycle or Γ (v,w)
consists of a possibly trivial cycle A, paths pi1, pi2, . . . , pimi from A to a cycle Bi , paths
qi1, qi2, . . . , qini from cycle Bi to a possibly trivial cycle C such that i ∈ {1, 2, . . . , j} and
noncyclic paths h1, h2, . . . , hk from A to C, with j and k in N0 not both 0. These paths may
intersect with the restriction that no path on Γ (v,w) intersects more than one of the Bi .
Proof. Let Γ be a graph such that no path on Γ travels through two intermediate cycles. Then
Γ does not contain any intersecting cycles. Thus every path p on Γ must be contained within a
subgraph
 
    

C1
 		



q1    
    

C2
 		



q2   qn−1    
    

Cn
 		



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such that C1 or Cn may be trivial cycles of one vertex. Suppose p is not contained within a cycle.
Since Γ does not contain the graph
Γ ′ = p1   
p2

    

p3
 		



p4   
p5

    

p6
 		



p7  
p can travel on at most 2 of the paths qi ; it follows that either p is contained within one of the
following two subgraphs Γp:
Γp =  
    

A
 		



pi j    
    

Bi
 		



qik    
    

C
 		



or
Γp =  
 
   

A
 		



hi    
    

C
 		


 .
Note that A or C may be trivial cycles consisting of one vertex, with o(p) on A and t (p) on C .
Suppose vertices v and w are not contained in the same cycle. It follows from the definition
of induced subgraphs that if we take S to be the set of all the paths p from v to w, then
Γ (v,w) = ⋃p∈S Γp . The cycles Bδ and Bγ do not intersect for δ = γ since Γ contains no
intersecting cycles. Furthermore, if Γ (v,w) contains a path which intersects more than one of
the Bi , then the graph Γ would have to contain a graph of the form Γ ′ as a subgraph which would
contradict the hypothesis. The result follows. 
The next theorem is our main result. It implies which path algebras are Gro¨bner finite.
Furthermore it describes the admissible orders under which the finitely generated ideals of these
path algebras will have finite Gro¨bner bases.
Theorem 5.6. A path algebra KΓ with admissible ordering < contains a finitely generated ideal
with infinite reduced Gro¨bner basis if and only if the graph Γ and the order < satisfy one of the
following conditions.
(1) Γ contains two intersecting cycles.
(2) Γ contains a subgraph of the form
p   
b

    

b′
 		



q    
    

c
 		



where l(b) may be zero, with b′bq < qci for some i .
(3) Γ contains a subgraph of the form
 
    

a
 		



p   
b

    

b′
 		



q  
where l(b) may be zero, with pbb′ < ai p for some i .
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Proof. Let KΓ be a path algebra and < an admissible order. We have already shown in
Examples 5.2 and 5.4 that if Γ and < satisfy any of (1), (2), or (3), then KΓ contains a finitely
generated ideal with an infinite reduced Gro¨bner basis. So we may assume that none of conditions
(1), (2), or (3) are satisfied. Example 5.3 shows that if Γ were to have a graph Γ ′ of the following
form as a subgraph, then it would have to satisfy either (2) or (3):
Γ ′ = p1   
p2

    

p3
 		



p4   
p5

    

p6
 		



p7   .
So Γ does not have any graph of the form Γ ′ as a subgraph. Let I be a finitely generated ideal
in KΓ with reduced Gro¨bner basis G. Assume that G is infinite. Then, by Proposition 3.4, there
exists an induced subgraph Γ (v,w) of Γ such that G|Γ (v,w) , the reduced Gro¨bner basis of I|Γ (v,w) ,
is infinite.
If Γ (v,w) consisted of a cycle, then it would be Noetherian, which would contradict the
hypothesis. Thus by Proposition 5.5 we know that Γ (v,w) consists of a possibly trivial cycle A,
paths pi1, pi2, . . . , pimi from A to a cycle Bi , paths qi1, qi2, . . . , qini from cycle Bi to a cycle
C such that i ∈ {1, 2, . . . , α} and noncyclic paths h1, h2, . . . , hγ from A to C with α, γ ∈ N0
not both equal to 0. Let ai j be a path with t (ai j ) = o(pi j ) that is on A and let cik be a path
with o(cik) = t (qik) that is on C . Also let bi jk be the shortest path along Bi from t (pi j )
to o(qik) and let b′i j k be the path along Bi such that bi jkb′i j k completes one cycle around Bi .
Since (2) and (3) are not satisfied, we have pi j bi j kb′i j k > ai j pi j and b′i j kbi j kqik > qikcik for
all i, j and k. It follows by the properties of an admissible order that pi j (bi jkb′i j k)δ+2bi jkqik
> ai j pi j (bi jkb′i j k)δbi jkqikcik for any δ.
We may choose Γ (v,w) to be minimal such that for all Γ (v′, w′)  Γ (v,w), we have
that G|Γ (v,w) is infinite but G|Γ (v′,w′) is finite. Thus v′Gw′ is finite whenever v′ and w′ are in
Γ (v,w) but not both on A and C respectively and consequently (
∑
vi ∈A vi )G(
∑
v j ∈C v j ) is
infinite. Let G(1) = ⋃ viGv j be the union over all vi and v j in Γ (v,w) that are not both on
A and C respectively. Thus G(1) is a finite subset of G. Let Γ ′′ be the subgraph of Γ (v,w)
consisting of cycles A, C and the paths hi from A to C which do not intersect the cycles Bi .
Since Γ ′′ is Noetherian, every reduced set of paths on Γ ′′ is finite. Therefore the subset of
(
∑
vi∈A vi )Tip(G)(
∑
v j ∈C v j ) containing only those paths which do not intersect some cycle
Bi is finite. Let G(2) be the finite subset of (
∑
vi ∈A vi )G(
∑
v j ∈C v j ) consisting of those elements
whose tips are on Γ ′′.
Partition the paths starting on A and ending on C that intersect some cycle Bi into sets,
Spq = {ap(bb′)hbqc| h ∈ N0, p = pi j , b = bi jk , b′ = b′i j k, q = qik for fixed i, j, k. Also
a and c are any paths on A and C with t (a) = o(p) and o(c) = t (q) }. There are only finitely
many such sets. Therefore, there exists Spq such that Tip(G) ∩ Spq is infinite.
Let R be a relation on the sets Spq such that SpqRSp′q ′ whenever for each x ∈ Spq there
exists y ∈ Sp′q ′ such that x < y. Suppose we do not have SpqRSp′q ′ ; then there exists x ∈ Spq
such that x > y for all y ∈ Sp′q ′ , which implies Sp′q ′RSpq . It follows that for all pairs of
sets Spq and Sp′q ′ we have at least one of SpqRSp′q ′ and Sp′q ′RSpq . Suppose that SpqRSp′q ′
and Sp′q ′RSp′′q ′′ . Then for all x ∈ Spq there exist y ∈ Sp′q ′ such that x < y and there exists
z ∈ Sp′′q ′′ with x < y < z. Thus SpqRSp′′q ′′ . These properties of the relation R allow us to
group the sets Spq into ordered equivalence classes Ch , in such a way that for Spq ∈ Ch and
110 M.J. Leamer / Journal of Symbolic Computation 41 (2006) 98–111
Sp′q ′ ∈ Ch′ , SpqRSp′q ′ if and only if h ≤ h′. Let Th = ⋃S∈Ch S. Since there are only a finite
number of sets Th , there exists h such that Tip(G)∩Th is infinite. Let ω be the largest integer such
that Tip(G) ∩ Tω is infinite. Then G(3) = {g ∈ G| Tip(g) ∈ Th for h > ω} is a finite subset of G.
Starting with a finite generating set, let Gn be the set defined in the nth iteration of
Algorithm 2.16. By Proposition 2.17, whenever n is sufficiently large, G(1) ∪ G(2) ∪ G(3) ⊂ Gn .
Furthermore we may choose n large enough that all the overlap relations o( f, g, r, s) with
f, g ∈ G(1) ∪G(2) ∪G(3) reduce to zero by Gn . It follows that if an overlap relation o( f, g, r, s) ∈
(
∑
vi ∈A vi )KΓ (
∑
v j ∈C v j ) does not reduce to 0, with f, g ∈ Gn , then either Tip(g) ∈
⋃
h≤ω Th
or Tip( f ) ∈⋃h≤ω Th .
Let xn be the largest path in Tip(Gn) ∩ (⋃h≤ω Th). Due to the way the Th were constructed,
we may choose an p(bb′)δbqcn ∈ Tω such that an p(bb′)δbqcn > xn . For f, g ∈ Gn let y = 0 be
the element that o( f, g, r, s) ∈ (∑vi ∈A vi )KΓ (
∑
v j ∈C v j ) reduces to when the set G′n , the union
of the elements of Gn and their overlap relations, is made into the reduced set Gn+1 at the end of
the nth iteration of Algorithm 2.16. Specifically, we are referring to the line in Algorithm 2.16,
Gn+1 = R(G′n), where Algorithm 2.16 calls Algorithm 2.8. In general, for a generating set S
every element in the reduced set R(S) is the reduction of an element in S. If Tip(g) ∈⋃h≤ω Th ,
then
Tip(y) ≤ Tip(o( f, g, r, s)) < sTip(g) < sa′an p(bb′)δbqcn ≤ an+1 p(bb′)δbqcn
where a′ is the shortest path along C connecting an and s. Else, if f ∈⋃h≤ω Th , then
Tip(y) ≤ Tip(o( f, g, r, s)) < Tip( f )r < an p(bb′)δbqcnc′r ≤ an p(bb′)δbqcn+1
where c′ is the shortest path along C connecting cn and r . Let an+1 and cn+1 be the longest
paths sa′an and cnc′r that occur among all overlap relations o( f, g, r, s) that do not re-
duce to zero in the nth iteration. Let xn+1 ∈ Tip(Gn+1) ∩ (⋃h≤ω Th); then it follows that
xn+1 < an+1 p(bb′)δbqcn+1. By the hypothesis on our order, an+1 p < p(bb′) and bqcn+1 <
(bb′)bq . Therefore by the properties of admissible orderings, xn+1 < an+1 p(bb′)δbqcn+1 <
p(bb′)δ+2bq . Thus, by induction, x < p(bb′)δ+2bq for all x ∈ Tip(G) ∩ (⋃h≤ω Th).
Let Tω = ⋃S∈Cω S =
⋃γ
j=1{a j p j (b j b′j )kb j q j c j | k ∈ N0; p j , b j , b′j , q j are fixed and
a j and c j are any paths on A and C respectively with t (a) = o(p) and o(c) = t (q)}.
Then for all j there exists k j such that p j (b j b′j )k j b j q j > p(bb′)δ+2bq . Thus, any sub-
set of Tω with all paths less than p(bb′)δ+2bq is contained within a finite union of the
sets {a j p j (b j b′j )t b j q j c j | p j (b j b j2)t b j1q j is a fixed path}. However any reduced subset of
{a j p j (b j b′j )t b j q j c j | p j (b j b′j )t b j q j is a fixed path} is finite. Therefore any reduced subset of
Tω whose paths are all less than p(bb′)δ+2bq is finite. Consequently Tip(G) ∩ Tω is finite. This
contradicts the hypothesis that (
∑
vi∈A vi )G(
∑
v j∈C v j ) is infinite. Thus G|Γ (v,w) is finite for any
induced subgraph Γ (v,w). Thus by Corollary 3.6, G is finite and the result follows. 
The following is an example of an admissible order on the Gro¨bner finite path algebras for
which all of the reduced Gro¨bner bases of the finitely generated ideals are all finite.
The dual-weighted-left-lexicographic order. Let Γ be a graph such that no path on Γ passes
through two intermediate cycles. Let β ′1 be the set of arrows which are not on an intermediate
cycle. Fix a set of positive integers {nα ∈ N| α ∈ β1}. Let W : β1 → N ⊕ N be such that
for α ∈ β ′1 we have W (α) = (0, nα) and for α ∈ β1 − β ′1 we have W (α) = (nα, 0). Define
W : β → N such that W (α1 . . . αr ) = ∑ri=1 W (αi ), with componentwise addition. Order the
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set N ⊕ N so that (n, m) < (n′, m′) whenever n < n′ or when n = n′ and m < m′. Next, order
the vertices and let W (vi ) = (0, 0) for all vi ∈ β0 and choose a left lexicographic order. Finally
define p < q if W (p) < W (q); else, if W (p) = W (q), then use the left lexicographic order.
It is left to the reader to show that the dual-weighted-left-lexicographic order satisfies the
four conditions which make it an admissible order. Let Γ be a graph such that no path on Γ
travels through two intermediate cycles. Then by Theorem 5.6 KΓ contains only ideals with
finite reduced Gro¨bner bases under the dual-weighted-left-lexicographic order.
Corollary 5.7. A path algebra KΓ is Gro¨bner finite if and only if no path on Γ travels through
two intermediate cycles.
6. Continuing research
It may be possible to extend some of these results to the setting of factor algebras A =
K 〈X〉upslopeI . Let X be a finite alphabet, K a field and K 〈X〉 the free algebra over X with coefficients
in K . Let I ⊂ K 〈X〉 be an ideal with finite reduced Gro¨bner basis G under the admissible order
<. Let A = K 〈X〉upslopeI be a factor algebra. The following definition comes from Ufnarovshki
(1982). The Ufnarovski graph of A, denoted as U(A), is defined as follows. Let l be the length
of the longest element in Tip(G). The vertices of U(A) correspond to the normal words of length
l − 1. Let wi and w j be two normal words of length l − 1 in A. There is an arrow from wi to
w j whenever wi xi = x jw j is also a normal word for some xi , x j ∈ X , in which case the arrow
from wi to w j is labeled xi . The following two propositions are taken from Nordbeck (2001).
Proposition 6.1. There is a bijective correspondence between the paths of U(A) and the normal
words of A of length at least l − 1.
Proposition 6.2. Let I and J be ideals with J ⊃ I . Let K 〈X〉upslopeI be a factor algebra over a field
K . Let I have a finite Gro¨bner basis. Then J has a finite Gro¨bner basis whenever U(A) contains
no intermediate cycles.
Examples 5.2 and 5.4 can be directly adapted to show that when K U(A) meets any of the
conditions of Theorem 5.6, there exists J ⊃ I with infinite reduced Gro¨bner basis. It is not clear
however whether the converse holds.
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