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POISSON SUMMATION FORMULA
FOR THE SPACE OF FUNCTIONALS
Takashi NITTA and Tomoko OKADA
Abstract
In our last work, we formulate a Fourier transformation on the infinite-
dimensional space of functionals. Here we first calculate the Fourier trans-
formation of infinite-dimensional Gaussian distribution exp
(
−piξ ∫∞−∞ α2(t)dt)
for ξ ∈ C with Re(ξ) > 0, α ∈ L2(R), using our formulated Feynman path
integral. Secondly we develop the Poisson summation formula for the space
of functionals, and define a functional Zs, s ∈ C, the Feynman path integral
of that corresponds to the Riemann zeta function in the case Re(s) > 1.
0. Introduction
Feynman([F-H]) used the concept of his path integral for physical quantiza-
tions. The word ′′physical quantizations′′ has two meanings : one is for quantum
mechanics and the other is for quantum field theory. We usually use the same
word ′′Feynman path integral′′. However the meanings included in ′′Feynman
path integral′′ are two sides, according to the above. One is of quantum mechan-
ics and the other is of quantum field theory. The first Feynman path integral
corresponds to a study of functional analysis on the space of functions. For func-
tional analysis, there exist many works from standard analysis and nonstandard
analysis. However an approach has been hard from standard analysis or non-
standard analysis to study the space of ′′functionals′′ associating with the second
Feynman path integral.
In our last paper([N-O2]), we defined a delta functional δ and an infinites-
imal Fourier transformation F in the space of functionals as one of generaliza-
tions for Kinoshita’s infinitesimal Fourier transformation in the space of func-
tions. Historically, in 1962, Gaishi Takeuchi([T]) introduced an infinitesimal δ-
function for the space of functions under nonstandard analysis. In 1988, 1990,
Kinoshita([K1],[K2]) defined an infinitesimal Fourier transformation for the space
of functions. Nitta and Okada([N-O1],[N-O2]) defined, for funtionals, an infinites-
imal Fourier transformation, using a concept of double infinitesimal, and calcu-
lated the infinitesimal Fourier transformation for two typical examples. The main
idea is to use the concept of double infinitesimals and putting standard parts twice
st(st( . )). In our theory, the infinitesimal Fourier transformation of δ, δ2, ... , and√
δ, ... can be calculated as constant functionals, 1, infinite, ... , and infinitesimal,
... .
Now let H be an even infinite number in ∗R, and L be an infinitesimal lattice
1
L :=
{
εz
∣∣ z ∈ ∗Z, −H
2
≤ εz < H
2
}
, where ε = 1
H
, and let H ′ be an even
infinite number in ⋆( ∗R), and L′ be an infinitesimal lattice
L′ :=
{
ε′z′
∣∣ z′ ∈ ⋆( ∗Z), −H′
2
≤ ε′z′ < H′
2
}
, where ε′ = 1
H′ .
Then we extend the calculation in our previous work to the case of
gξ(a) = exp
(−πξ ⋆ε∑εn∈L a(εn)2) for ξ ∈ C with Re(ξ) > 0.
If there exists α ∈ L2 so that a = ⋆α, then st(exp (−πξ ⋆ε∑εn∈L a(εn)2))) is
equal to exp
(
−πξ ∫∞−∞ α2(t)dt). The standard part of the functional
exp
(−πξ ⋆ε∑εn∈L a(εn)2) corresponds naturally to exp(−πξ ∫∞−∞ α2(t)dt) in
the standard meaning. Our Fourier transformation of exp
(−πξ ⋆ε∑εn∈L a(εn)2)
is Cξ(b) exp
(−πξ−1 ⋆ε∑εn∈L b(εn)2) where st(Cξ(b)) = (∗( 1√ξ))H2 (∈ ∗R). In
the calculation, we assume that the real part ξ is positive. Even if ξ is i or −i,
the coefficient is equal to
(
∗
(
1√
ξ
))H2
shown in the previous paper. Furthermore,
let m be an integer so that m|2 ⋆HH ′2, and
gim(a) = exp(−iπm ⋆ε
∑
k∈L a
2(k))
that associates with exp
(
−imπ ∫∞−∞ α2(t)dt) in the standard meaning. Then we
calculate our Fourier transformation for gim : (Fgim)(b) = Cim(b)g 1
im
(b).
We show that Cim(b) =
(√
m
2
1+i
2 ⋆HH′2
m
1+i
)( ⋆H)2
for positive m and Cim(b) =(√
−m
2
1+(−i)
2 ⋆HH′2
−m
1−i
)( ⋆H)2
for negative m if m| b(k)
ε′ for arbitrary k in L.
Furthermore Using the second infinitesimal and the lattice, we extend the
Poisson summation formula of finite group to infinitesimal Fourier transforma-
tions for the space of functions and also for the space of functionals. For an
example, we apply the Poisson summation formula to the above functional gξ. If
the groups are special, it appears the H2-th product of θ-functions, or the con-
stant
(
∗
(
1√
ξ
))H2
. We also apply it to the functional gim. Finally we define a
functional that associates to the Riemann zeta function. Using our Poisson sum-
mation formula for functionals, we study a relationship between the functional
and the Riemann zeta function.
1. Preliminaries
1-1. Infinitesimal Fourier transformations by Kinoshita (cf. [Ki],[N-
O1],[N-O2])
Let Λ be an infinite set. Let F be an ultrafilter on Λ. For each λ ∈ Λ, let
Sλ be a set. We put an equivalence relation ∼ induced from F on
∏
λ∈Λ Sλ. For
α = (αλ), β = (βλ) (λ ∈ Λ),
α ∼ β ⇐⇒ {λ ∈ Λ |αλ = βλ} ∈ F .
2
The set of equivalence classes is called ultraproduct of Sλ for F with respect to
∼. If Sλ = S for λ ∈ Λ, then it is called ultraproduct of S for F and it is written
as ∗S. The set S is naturally embedded in ∗S by the following mapping :
s (∈ S) 7→ [(sλ = s), λ ∈ Λ] (∈ ∗S),
where [ ] denotes the equivalence class with respect to the ultrafilter F . We
write the mapping as ∗, and call it naturally elementary embedding. From now
on, we identify the image ∗(S) as S.
Let H (∈ ∗Z) be an infinite even number. The infinite number H is even,
when for H = [(Hλ), λ ∈ Λ], {λ ∈ Λ |Hλ is even} ∈ F . We denote 1H by ε. We
define an infinitesimal lattice space L, an infinitesimal lattice subspace L and a
space of functions R(L) on L as follows :
L := ε ∗Z = {εz | z ∈ ∗Z},
L :=
{
εz
∣∣ z ∈ ∗Z, −H
2
≤ εz < H
2
}
(⊂ L),
R(L) := {ϕ |ϕ is an internal function from L to ∗C} .
We extend R(L) to the space of periodic functions on L with period H . We write
the same notation R(L) for the space of periodic functions.
Gaishi Takeuchi([T]) introduced an infinitesimal δ function. Furthermore
Moto-o Kinoshita ([Ki]) constructed an infinitesimal Fourier transformation the-
ory on R(L).
We explain it briefly. For ϕ, ψ ∈ R(L), the infinitesimal δ function, the in-
finitesimal Fourier transformation Fϕ (∈ R(L)), the inverse infinitesimal Fourier
transformation Fϕ (∈ R(L)) and the convolution ϕ ∗ ψ (∈ R(L)) are defined as
follows :
δ ∈ R(L), δ(x) :=
{
H (x = 0),
0 (x 6= 0),
(Fϕ)(p) :=
∑
x∈L ε exp (−2πipx)ϕ(x),
(Fϕ)(p) :=
∑
x∈L ε exp (2πipx)ϕ(x),
(ϕ ∗ ψ)(x) :=∑y∈L εϕ(x− y)ψ(y).
1-2. Formulation of infinitesimal Fourier transformation on the
space of functionals (cf. [N-O1],[N-O2])
To treat a ∗-unbounded functional f in the nonstandard analysis, we need
a second nonstandardization. Let F2 := F be a nonprincipal ultrafilter on an
infinite set Λ2 := Λ as above. Denote the ultraproduct of a set S with respect
to F2 by
∗S as above. Let F1 be another nonprincipal ultrafilter on an infinite
set Λ1. Take the
∗-ultrafilter ∗F1 on ∗Λ1. For an internal set S in the sense
of ∗-nonstandardization, let ⋆S be the ∗-ultraproduct of S with respect to ∗F1.
Thus, we define a double ultraproduct ⋆(∗R), ⋆(∗Z), etc for the set R, Z, etc. It
is shown easily that
⋆(∗S) = SΛ1×Λ2/F F21 ,
where F F21 denotes the ultrafilter on Λ1 × Λ2 such that for any A ⊂ Λ1 × Λ2,
A ∈ F F21 if and only if
3
{λ ∈ Λ1 | {µ ∈ Λ2 | (λ, µ) ∈ A} ∈ F2} ∈ F1.
We always work with this double nonstandardization. The natural imbedding ⋆S
of an internal element S which is not considered as a set in ∗-nonstandardization
is often denoted simply by S.
An infinite number in ⋆(∗R) is defined to be greater than any element in
∗R. We remark that an infinite number in ∗R is not infinite in ⋆( ∗R), that is,
the word ′′an infinite number in ⋆(∗R)′′ has a double meaning. An infinitesimal
number in ⋆(∗R) is also defined to be nonzero and whose absolute value is less
than each positive number in ∗R.
Definition 1.1. Let H(∈ ∗Z), H ′(∈ ⋆(∗Z)) be even positive numbers such
that H ′ is larger than any element in ∗Z, and let ε(∈ ∗R), ε′(∈ ⋆(∗R)) be
infinitesimals satifying εH = 1, ε′H ′ = 1. We define as follows :
L := ε ∗Z = {εz | z ∈ ∗Z}, L′ := ε′ ⋆( ∗Z) = {ε′z′ | z′ ∈ ⋆( ∗Z)},
L :=
{
εz
∣∣ z ∈ ∗Z, −H
2
≤ εz < H
2
}
(⊂ L),
L′ :=
{
ε′z′
∣∣ z′ ∈ ⋆( ∗Z), −H′
2
≤ ε′z′ < H′
2
}
(⊂ L′).
We define a latticed space of functions X as follows,
X := {a | a is an internal function with a double meaning, from ⋆ (L) to L′}
We define three equivalence relations ∼H , ∼⋆(H) and ∼H′ on L, ⋆(L) and L′ :
x ∼H y ⇐⇒ x− y ∈ H ∗Z, x ∼⋆(H) y ⇐⇒ x− y ∈ ⋆(H) ⋆( ∗Z),
x ∼H′ y ⇐⇒ x− y ∈ H ′ ⋆( ∗Z).
Then we identify L/ ∼H , ⋆(L)/ ∼⋆(H) and L′/ ∼H′ as L, ⋆(L) and L′. Since ⋆(L)
is identified with L, the set ⋆(L)/ ∼⋆(H) is identified with L/ ∼H . Furthermore
we represent X as the following internal set :
{a | a is an internal function with a double meaning, from ⋆(L)/ ∼⋆(H) to L′/ ∼H′
}.
We use the same notation as a function from ⋆(L) to L′ to represent a function
in the above internal set. We define the space A of functionals as follows :
A := {f | f is an internal function with a double meaning, from X to ⋆( ∗C)}.
We define an infinitesimal delta function δ(a)(∈ A), an infinitesimal Fourier
transformation of f(∈ A), an inverse infinitesimal Fourier transformation of f
and a convolution of f , g(∈ A), by the following :
Definition 1.2.
δ(a) :=
{
(H ′)(
⋆H)2 (a = 0),
0 (a 6= 0),
ε0 := (H
′)−(
⋆H)2 ∈ ⋆(∗R),
(Ff)(b) :=
∑
a∈X ε0 exp
(−2πi∑k∈L a(k)b(k)) f(a),
(Ff)(b) :=
∑
a∈X ε0 exp
(
2πi
∑
k∈L a(k)b(k)
)
f(a),
(f ∗ g)(a) :=∑a′∈X ε0f(a− a′)g(a′).
We define an inner product on A :
4
(f, g) :=
∑
b∈X ε0f(b)g(b), where f(b) is the complex conjugate of f(b).
Replacing the definitions of L′, δ, ε0, F , F in Definition 1.1 and Definition 1.2
by the following, we shall define another type of infinitesimal Fourier transforma-
tion. The different point is only the definition of an inner product of the space of
functions X . In Definition 1.2, the inner product of a, b(∈ X) is ∑k∈L a(k)b(k),
and in the following definition, it is ⋆ε
∑
k∈L a(k)b(k).
Definition 1.3.
L′ :=
{
ε′z′
∣∣ z′ ∈ ⋆( ∗Z), − ⋆HH′
2
≤ ε′z′ < ⋆HH′
2
}
,
δ(a) :=
{
( ⋆H)
( ⋆H)2
2 H ′(
⋆H)2 (a = 0),
0 (a 6= 0),
ε0 := (
⋆H)−
( ⋆H)2
2 H ′−(
⋆H)2
(Ff)(b) :=
∑
a∈X ε0 exp
(−2πi ⋆ε∑k∈L a(k)b(k)) f(a),
(Ff)(b) :=
∑
a∈X ε0 exp
(
2πi ⋆ε
∑
k∈L a(k)b(k)
)
f(a).
Then we obtain the following theorem :
Theorem 1.4([N-O2]).
(1) δ = F1 = F1, (2) F is unitary, F 4 = 1, FF = FF = 1,
(3) f ∗ δ = δ ∗ f = f, (4) f ∗ g = g ∗ f ,
(5) F (f ∗ g) = (Ff)(Fg), (6) F (f ∗ g) = (Ff)(Fg),
(7) F (fg) = (Ff) ∗ (Fg), (8) F (fg) = (Ff) ∗ (Fg).
The definition implies the following proposition :
Proposition 1.5([N-O2]). If l ∈ R+, then Fδl = (H ′)(l−1)( ⋆H)2 .
If there exists α, β ∈ L2(R) so that a = ∗α|L, b = ∗β|L, that is, a(k) =
⋆( ∗α(k)), b(k) = ⋆( ∗β(k)), then st(st(⋆ε
∑
k∈L a(k)b(k))) =
∫∞
−∞ a(x)b(x)dx. Def-
inition 1.3 is easier understanding than Definition 1.2 for a standard meaning.
For the reason, we consider mainly Definition 1.3 about several examples.
2. Examples of the infinitesimal Fourier transformation on the space
of functions
We calculate the infinitesimal Fourier transformations of ϕξ, ϕim ∈ R(L) :
1. ϕξ(x) = exp(−ξπx2), where ξ ∈ C, Re(ξ) > 0,
2. ϕim(x) = exp(−imπx2), where m ∈ Z.
For ϕξ, we obtain :
Proposition 2.1.
(Fϕξ)(p) = cξ(p)ϕξ(
p
ξ
), where cξ(p) =
∑
x∈L ε exp(−ξπ(x+ iξp)2).
If p is finite, then st(cξ(p)) =
1√
ξ
.
Proof. The infinitesimal Fourier transformations of ϕξ is :
(Fϕξ)(p) =
∑
x∈L ε exp(−2πipx) exp(−ξπx2)
=
∑
x∈L ε exp(−ξπ(x+ iξp)2 − π 1ξp2)
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= (
∑
x∈L ε exp(−ξπ(x+ iξp)2)) exp(−π 1ξp2) = cξ(p)ϕξ(pξ ),
where cξ(p) =
∑
x∈L ε exp(−ξπ(x+ iξp)2). If p is finite, then st(cξ(p))
=
∫∞
−∞ exp
(
−ξπ
(
t+ i
ξ
st(p)
)2)
dt = 1√
ξ
.
Using Theorem 1.4(8), we obtain for cξ :
Proposition 2.2. ϕξ(x
′) =
(
Fcξ(p) ∗
(
c 1
ξ
(−x)ϕξ(x)
))
(x′).
Proof. We obtain : (Fϕξ)(p) = cξ(p)ϕξ(
p
ξ
), and put F to the above :
(F (Fϕξ))(x) = (F (cξ(p)ϕξ(
p
ξ
)))(x)
= (Fcξ(p) ∗ Fϕξ(pξ ))(x), that is, ϕξ(x) = (Fcξ(p) ∗ Fϕξ(pξ ))(x).
Now (Fϕξ(
p
ξ
))(x) =
∑
p∈L ε exp(−2πipx) exp(−ξ(pξ )2π)
=
∑
p∈L ε exp(−π 1ξ (p2 − 2πiξpx)) =
∑
p∈L ε exp(−πξ (p− iξx)2 + πξ (iξx)2)
=
(∑
p∈L ε exp(−πξ (p− iξx)2)
)
exp(−πξx2) =
(∑
p∈L ε exp(−πξ (p− iξx)2)
)
ϕξ(x).
By the definition : cξ(p) =
∑
x∈L ε exp(−πξ(x+ i1ξp)2), the summation∑
p∈L ε exp(−πξ (p−iξx)2) is c 1ξ (−x). Hence ϕξ(x
′) =
(
Fcξ(p) ∗
(
c 1
ξ
(−x)ϕξ(x)
))
(x′).
For the following proposition 2.3, we recall the Gauss sum(cf.[R]) :
For z ∈ N, Gauss sum ∑z−1l=0 exp(−i2πz l2) is equal to √z 1+(−i)z1−i .
Proposition 2.3. If m|2H2 and m|p
ε
, then (Fϕim)(p) = cim(p) exp(iπ
1
m
p2),
where cim(p) =
√
m
2
1+i
2H2
m
1+i
for positive m and cim(p) =
√
−m
2
1+(−i) 2H
2
−m
1−i for nega-
tive m.
Proof. (Fϕim)(p) =
∑
x∈L ε exp(−imπx2) exp(−2πixp)
=
∑
x∈L ε exp(−imπ(x+ pm)2) exp(iπ 1mp2)
= cim(p) exp(iπ
1
m
p2), where cim(p) =
∑
x∈L ε exp(−imπ(x+ pm)2).
Sincem|p
ε
, the element p
m
is in L. We remark that exp(−iπmx2) = exp(−iπm(x+
H)2). For positive m,
cim(p) =
∑
x∈L ε exp(−imπx2) =
∑
0≤n<H2 ε exp(−i2π m2H2n2)
= m
2
∑
0≤n< 2H2
m
ε exp(−i2π m
2H2
n2) = m
2
(
ε
√
2H2
m
1+(−i) 2H
2
m
1−i
)
, by the above Gauss
sum. Hence cim(p) =
√
m
2
1+i
2H2
m
1+i
. For negative m, the proof is as same as the
above.
3. Examples of the infinitesimal Fourier transformation for the
space of functionals
We define an equivalence relation ∼ ⋆HH′ in L′ by x ∼ ⋆HH′ y ⇔ x − y ∈
⋆HH ′ ⋆( ∗Z). We identify L′/ ∼ ⋆HH′ with L′. Let
XH, ⋆HH′ := {a′ | a′ is an internal function with a double meaning, from ⋆(L)/ ∼⋆(H)
to L′/ ∼ ⋆HH′},
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and let e be a mapping from X to XH, ⋆HH′, defined by (e(a))([k]) = [a(kˆ)], where
[ ] in left hand side represents the equivalence class for the equivalence relation
∼⋆(H) in ⋆(L), kˆ is a representative in ⋆(L) satisfying k ∼⋆(H) kˆ, and [ ] in right
hand side represents the equivalence class for the equivalence relation ∼ ⋆HH′ in
L′. Furthermore let e♯(f)(a′) be defined by f(e−1(a′)).
3-1. The infinitesimal Fourier transformation of gξ(a) = exp
(−π ⋆εξ∑k∈L a2(k))
with ξ ∈ C, Re(ξ) > 0
We calculate the infinitesimal Fourier transformation of
gξ(a) = exp
(−π ⋆εξ∑k∈L a2(k)), where ξ ∈ C, Re(ξ) > 0,
in the space A of functionals, for Definition 1.3. We identify ⋆( ∗ξ) ∈ C with
ξ ∈ C.
Theorem 3.1. (F (e♯(gξ)))(b) = Cξ(b)gξ(
b
ξ
), where b ∈ X and
Cξ(b) =
∑
a∈X ε0 exp
(
−π ⋆εξ∑k∈L(a(k) + i1ξ b(k))2) .
Proof. We do the infinitesimal Fourier transformation of e♯(gξ)(a).
(F (e♯(gξ)))(b) = F
(
exp
(−π ⋆εξ∑k∈L a2(k))) (b)
=
∑
a∈X ε0 exp
(−2iπ ⋆ε∑k∈L a(k)b(k)) exp (−π ⋆εξ∑k∈L a2(k))
=
∑
a∈X ε0 exp
(
−π ⋆εξ∑k∈L(a2(k) + 2i1ξa(k)b(k)))
=
∑
a∈X ε0 exp
(
−π ⋆εξ∑k∈L((a(k) + i1ξ b(k))2 + 1ξ b2(k)))
=
(∑
a∈X ε0 exp
(
−π ⋆εξ∑k∈L(a(k) + i1ξ b(k))2)) exp (−π ⋆ε1ξ ∑k∈L b2(k))
= Cξ(b)gξ(
b
ξ
).
Let ⋆ ◦ ∗ : R → ⋆( ∗R) be the natural elementary embedding and let st(c)
for c ∈ ⋆( ∗R) be the standard part of c with respect to the natural elementary
embedding ⋆ ◦ ∗.
Theorem 3.2. If the image of b (∈ X) is bounded by a finite value of ∗R,
that is, ∃b0 ∈ ∗R s.t. k ∈ L⇒ |b(k)| ≤ ⋆(b0), then
st(Cξ(b)) =
(
∗
(
1√
ξ
))H2
(∈ ∗R) and st

 Cξ(b)
⋆
((
∗
(
1√
ξ
))H2)

 = 1.
Proof. We show that st
(
Cξ(b)
⋆
(
(∗(
∫∞
−∞ exp(−πξx2)dx))
H2
)
)
= 1.
We consider the term Cξ(b) =
∑
a∈X ε0 exp
(
−π ⋆εξ∑k∈L(a(k) + i1ξ b(k))2) .
We write (a(k))λµ = ε
′
λµz
a
λµ(kµ) (z
a
λµ(kµ) ∈ Z), (b(k))λµ = ε′λµzbλµ(kµ) (zbλµ(kµ) ∈
Z), where λ ∈ Λ1, µ ∈ Λ2. From now on, we denote zaλµ(kµ), zbλµ(kµ) by zaλµ, zbλµ for
simplicity. Then the λµ-component of
∑
a∈X ε0 exp
(
−π ⋆εξ∑k∈L(a(k) + i1ξ b(k))2)
is equal to∑
aλµ∈Xλµ(ε0)λµ exp
(
−πεµξ
∑
kµ∈Lµ((a(k))λµ + i
1
ξ
(b(k))λµ)
2
)
=
∑
aλµ∈Xλµ
∏
kµ∈Lµ
√
εµε
′
λµ exp
(
−πεµξ((a(k))λµ + i1ξ (b(k))λµ)2
)
7
=
∏
kµ∈Lµ
(∑
(a(k))λµ∈L′λµ
√
εµε
′
λµ exp
(
−πεµξ((a(k))λµ + i1ξ (b(k))λµ)2
))
=
∏
kµ∈Lµ
(∑
ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµ exp
(
−πεµξ(ε′λµzaλµ + i1ξ ε′λµzbλµ)2
))
=
∏
kµ∈Lµ
(∑
ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµ exp
(
−πξ(√εµε′λµzaλµ + i1ξ
√
εµε
′
λµz
b
λµ)
2
))
.
We assume that the image of b (∈ X) is bounded by a finite value of ∗R, that is,
∃b0 ∈ ∗R s.t. k ∈ L⇒ |b(k)| ≤ ⋆(b0). The λµ-component of∑
a∈X ε0 exp(−π ⋆εξ
∑
k∈L(a(k)+i
1
ξ
b(k))2)
⋆
(
(∗(
∫∞
−∞ exp(−πξx2)dx))
H2
) is equal to
∏
kµ∈Lµ
∑
ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµ exp(−πξ(√εµε′λµzaλµ+i 1ξ
√
εµε
′
λµz
b
λµ)
2)∫∞
−∞ exp(−πξx2)dx
.We write
√
εµε
′
λµz
a
λµ,
√
εµε
′
λµz
b
λµ
as aλµ, bλµ for simplicity, and
Bλµ(kµ) :=
∑
ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµ exp
(
−πξ(√εµε′λµzaλµ + i1ξ
√
εµε
′
λµz
b
λµ)
2
)
− ∫∞−∞ exp(−π(x+ i1ξ√εµε′λµzbλµ)2)dx.
It is equal to
−(∫ −√εµ H′λµ2−∞ exp(−πξ(x+ ibλµ)2)dx+ ∫∞√εµ H′λµ2 exp(−πξ(x+ i1ξ bλµ)2)dx
)
+
∑
ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµ exp
(
−πξ(√εµε′λµzaλµ + i1ξ
√
εµε
′
λµz
b
λµ)
2
)
− ∫ √εµ H′λµ2
−√εµ
H′
λµ
2
exp(−πξ(x+ i1
ξ
bλµ)
2)dx · · · (∗1).
Then the above is equal to
∏
kµ∈Lµ
∑
ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµ exp(−πξ(√εµε′λµzaλµ+i 1ξ
√
εµε
′
λµz
b
λµ)
2)∫∞
−∞ exp(−πξx2)dx
=
∏
kµ∈Lµ
(
1 +
Bλµ(kµ)∫∞
−∞ exp(−πξx2)dx
)
· · · (∗2).
We show that [(Bλµ(kµ))] is infinitesimal in
⋆( ∗C) with respect to ∗C. It im-
plies that
[(
1
Bλµ(kµ)
)]
is infinite in ⋆( ∗C). Since bλµ is finite and
[(√
εµ
H′
λµ
2
)]
is
infinitesimal in ⋆( ∗R) with respect to ∗R, the first and second terms of (∗1), that
is,
[(∫ −√εµ H′λµ2
−∞ exp(−πξ(x+ i1ξ bλµ)2)dx
)]
and
[(∫∞
√
εµ
H′
λµ
2
exp(−πξ(x+ i1
ξ
bλµ)
2)dx
)]
is infinitesimal in ⋆( ∗C) with respect to ∗C. In order to show that [(Bλµ(kµ))]
is infinitesimal in ⋆( ∗C), we consider the third and forth terms in (∗1), and we
prove that it is represents an infinitesimal number.
First we calculate
exp(−πξ(x+ i1
ξ
√
εµε
′
λµz
b
λµ)
2)− exp(−πξ(√εµε′λµzaλµ + i1ξ
√
εµε
′
λµz
b
λµ)
2).
Since
exp(−πξ(x+ i1
ξ
bλµ)
2)
= exp(−π(αx2 − αb
2
λµ
α2+β2
)) exp(−iπ(βx2 + 2bλµx+ βb
2
λµ
α2+β2
))
= exp(−π(αx2 − αb
2
λµ
α2+β2
)) cos(π(βx2 + 2bλµx+
βb2
λµ
α2+β2
))
−i exp(−π(αx2 − αb
2
λµ
α2+β2
)) sin(π(βx2 + 2bλµx+
βb2λµ
α2+β2
)),
the above is
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exp(−πξ(x+ i1
ξ
bλµ)
2)− exp(−πξ(aλµ + i1ξ bλµ)2)
=
{
exp(−π(αx2 − αb
2
λµ
α2+β2
)) cos(π(βx2 + 2bλµx+
βb2λµ
α2+β2
))
− exp(−π(αa2λµ −
αb2λµ
α2+β2
)) cos(π(βa2λµ + 2bλµaλµ +
βb2λµ
α2+β2
))
}
−i{exp(−π(αx2 − αb2λµ
α2+β2
)) sin(π(βx2 + 2bλµx+
βb2λµ
α2+β2
))
− exp(−π(αa2λµ −
αb2λµ
α2+β2
)) sin(π(βa2λµ + 2bλµaλµ +
βb2λµ
α2+β2
))
}
. · · · (∗3)
We consider the first term of (∗3). Then
exp(−π(αx2 − αb
2
λµ
α2+β2
)) cos(π(βx2 + 2bλµx+
βb2λµ
α2+β2
))
is equal to
exp(π
αb2λµ
α2+β2
) exp(−παx2) cos(π(βx2 + 2bλµx+ βb
2
λµ
α2+β2
)).
We put
f(x) = exp(−παx2) cos(π(βx2 + 2bλµx+ βb
2
λµ
α2+β2
)).
We assume that 0 ≤ bλµ.
f ′(x) = −2παx exp(−παx2) cos(π(βx2 + 2bλµx+ βb
2
λµ
α2+β2
))
− exp(−παx2)(2πβx+ 2πbλµ) sin(π(βx2 + 2bλµx+ βb
2
λµ
α2+β2
))
= −2π√(αx)2 + (βx+ bλµ)2 exp(−παx2) cos(π(βx2 + 2bλµx+ βb2λµα2+β2 ) + αx),
where
cosαx =
αx√
(αx)2+(βx+bλµ)2
, − sinαx = βx+bλµ√
(αx)2+(βx+bλµ)2
.
Since 0 < α, if 0 ≤ β and 0 ≤ x, then 0 ≤ cosαx and sinαx ≤ 0. Hence
−π
2
≤ αx < 0. There is a unique maximum of |f(x)| in{
x ∈ R
∣∣∣ π2 (2m− 1) ≤ π(βx2 + 2bλµx+ βb2λµα2+β2 ) < π2 (2m+ 1)}
for each m ∈ Z (−1 ≤ m), that is, x satisfies
f ′(x) = 0, π
2
(2m− 1) ≤ π(βx2 + 2bλµx+ βb
2
λµ
α2+β2
) < π
2
(2m+ 1)
⇐⇒ π(βx2 + 2bλµx+ βb
2
λµ
α2+β2
) + αx =
π
2
(2m− 1). · · · (∗4)
We write the value of x having the maximum of |f(x)| in the interval as (A2m)λµ.
On the other hand, we denote the value αx at x = (A2m)λµ by αA2m . Then
(A2m)λµ =
−bλµ+
√
α2b2
λµ
α2+β2
+β
2
(2m−1)−αA2m
π
β
.
The maximum of f(x) is f((A2m)λµ) = exp
(−πα(A2m)2λµ) cos (mπ − π2 − αA2m) .
Since limm→∞
(A2m)λµ√
2m−1
2β
= 1, there exists m such that
√
2m−1
4β
< (A2m)λµ. Hence
there exists m such that
|f((A2m)λµ)| ≤ exp
(−π(A2m)2λµ) ≤ exp(−π 2m−14β ) .
We denote the value of x at f(x) = 0, that is,
π(βx2 + 2bλµx+
βb2λµ
α2+β2
) = π
2
(2m+ 1)
9
by (A2m+1)λµ. Then (A2m+1)λµ =
−bλµ+
√
α2b2
λµ
α2+β2
+β
2
(2m−1)
β
. We consider∣∣∣∑ε′λµzaλµ∈L′λµ√εµε′λµ exp(−π(√εµε′λµzaλµ)2−(ε′λµzbλµ)2)) cos(2πε′λµzbλµ√εµε′λµzaλµ)−∫ √εµ H′λµ2
−√εµ
H′
λµ
2
exp(−π(x2 − b2λµ)) cos(2πbλµx)dx
∣∣∣.
It is equal to
exp(πb2λµ)
∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµ exp(−π(√εµε′λµzaλµ)2) cos(2πε′λµzbλµ√εµε′λµzaλµ)−∫ √εµ H′λµ2
−√εµ
H′
λµ
2
exp(−πx2) cos(2πbλµx)dx
∣∣∣
= exp(πb2λµ)
∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ √εµ H′λµ2
−√εµ
H′
λµ
2
f(x)dx
∣∣∣.
We show that the following term is infinitesimal in ⋆( ∗R) with respect to ∗R :∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ √εµ H′λµ2
−√εµ
H′
λµ
2
f(x)dx
∣∣∣.
Now
(A2(m+1)+1)λµ − (A2m+1)λµ
=
−bλµ+
√
α2b2
λµ
α2+β2
+β
2
(2(m+1)−1)
β
− −bλµ+
√
α2b2
λµ
α2+β2
+β
2
(2m−1)
β
=
√
α2b2
λµ
α2+β2
+β
2
(2(m+1)−1)−
√
α2b2
λµ
α2+β2
+β
2
(2m−1)
β
= 1
2
(√
α2b2
λµ
α2+β2
+β
2
(2(m+1)−1)+
√
α2b2
λµ
α2+β2
+β
2
(2m−1)
) · · · (∗5).
Since
−√εµH
′
λµ
2
≤ x ≤ √εµH
′
λµ
2
· · · (∗6)
and the image of b (∈ X) is bounded by a finite value of ∗R, that is, ∃b0 ∈
∗R s.t. k ∈ L⇒ |b(k)| ≤ ⋆(b0), the above (∗5) is greater than the following value
: 1
4
√
|b0|2+β2 (2m+1)
. The value π(2m+ 1) satisfies (∗6), π(2m+ 1) ≤ √εµH
′
λµ
2
, that
is, 2m+ 1 ≤
√
εµH
′
λµ
2π
, and 1
4
√
|b0|2+ 2β (2m+1)
≥ 1
4
√
|b0|2+
β
√
εµH
′
λµ
4π
.
Furthermore 1
4
√
|b0|2+ 2β (2m+1)
≥ 1
4
√
|b0|2+β
√
εH′
4π
>
√
εε′.
Hence{
λ
∣∣ {µ ∣∣ |(A2(m+1)+1)λµ − (A2m+1)λµ| > √ελε′λµ} ∈ F2} ∈ F1 .
We consider the λµ-component satisfying the above. Now∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ √εµ H′λµ2
−√εµ
H′
λµ
2
f(x)dx
∣∣∣
≤
∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
, za
λµ
≥0
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ √εµ H′λµ2
0
f(x)dx
∣∣∣
+
∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
, za
λµ
≤0
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ 0
−√εµ
H′
λµ
2
f(x)dx
∣∣∣.
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We consider the difference∑
ε′
λµ
za
λµ
∈L′
λµ
, za
λµ
≥0
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ √εµ H′λµ2
0
f(x)dx.
We devide the interval (−∞,∞) into a sum of intervals where the function f is
monoton increasing or monoton decreasing. The absolute value of the difference
is bounded to the sum of the absolute values of the difference whose integral
areas are restricted to these intervals. Each difference is bounded to the product
of {(the maximum value of f on the interval) − (the minimum value of f on the
interval)} and √εµε′λµ. Hence∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
, za
λµ
≥0
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ √εµ H′λµ2
0
f(x)dx
∣∣∣
≤ √εµε′λµ2
∑∞
m=0 |f(A2m)|
≤ √εµε′λµ2
∑∞
m=0 exp
(
−π
(
2m−1
4β
))
.
Since the value 2
∑∞
m=0 exp
(
−π
(
2m−1
4β
))
is finite, the following value
√
εµε
′
λµ2
∑∞
m=0 exp
(
−π
(
2m−1
4β
))
is infinitesimal in ⋆( ∗R) with respect to ∗R.
The same argument implies in the case x < 0∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
, za
λµ
≤0
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ 0
−√εµ
H′
λµ
2
f(x)dx
∣∣∣
is infinitesimal in ⋆( ∗R) with respect to ∗R also.
Hence∣∣∣∑ε′
λµ
za
λµ
∈L′
λµ
√
εµε
′
λµf(
√
εµε
′
λµz
a
λµ)
2)− ∫ √εµ H′λµ2
−√εµ
H′
λµ
2
f(x)dx
∣∣∣
is infinitesimal in ⋆( ∗R) with respect to ∗R.
If bλµ < 0, the argument is parallel, and also, for the term of sin in (∗3),
though sin is not an even function, the same argument holds. Hence [(Bλµ(kµ))]
is infinitesimal in ⋆( ∗C) with respect to ∗C. Hence
st
(∑
a∈X ε0 exp(−π ⋆εξ
∑
k∈L(a(k)+i
1
ξ
b(k))2)
⋆
(
(∗(
∫∞
−∞ exp(−πξx2)dx))
H2
)
)
= st
(∏
kµ∈Lµ
(
1 +
Bλµ(kµ)∫∞
−∞ exp(−πξx2)dx
))
=
∏
kµ∈Lµ st
((
1 +
Bλµ(kµ)∫∞
−∞ exp(−πξx2)dx
))
=
∏
kµ∈Lµ 1
= 1.
Since
∫∞
−∞ exp(−πξx2)dx = 1√ξ , then
st

∑a∈X ε0 exp(−π ⋆εξ∑k∈L(a(k)+i 1ξ b(k))2)
⋆
((
∗
(
1√
ξ
))H2)

 = 1, that is, st

 Cξ(b)
⋆
((
∗
(
1√
ξ
))H2)

 = 1.
Furthermore
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st

 Cξ(b)
⋆
((
∗
(
1√
ξ
))H2)

 = st

st

 Cξ(b)
⋆
((
∗
(
1√
ξ
))H2)



 = 1.
The argument is same about the infinitesimal Fourier transformation of g′ξ(a) =
exp(−πξ∑k∈L a2(k)), for Definition 1.2, as the above.
Theorem 3.3. (F (e♯(g′ξ)))(b) = Bξ(b)g
′
ξ(
b
ξ
), where b ∈ X and
Bξ(b) =
∑
a∈X ε0 exp
(
−πξ∑k∈L(a(k) + i1ξ b(k))2). Furthermore, if the image
of b (∈ X) is bounded by a finite value of ∗R, that is, ∃b0 ∈ ∗R s.t. k ∈ L ⇒
|b(k)| ≤ ⋆(b0), then
st(Bξ(b)) =
(
∗
(
1√
ξ
))H2
(∈ ∗R) and st

 Bξ(b)
⋆
((
∗
(
1√
ξ
))H2)

 = 1.
3-2. The infinitesimal Fourier transformation of gim = exp(−iπm ⋆ε
∑
k∈L a
2(k))
with m ∈ Z
We calculate the infinitesimal Fourier transformation of
gim(a) = exp(−iπm ⋆ε
∑
k∈L a
2(k)), where m ∈ Z,
for Definition 1.3.
Proposition 3.4. (F (e♯(gim)))(b) is written as Cim(b)g 1
im
(b).
Ifm|2 ⋆HH ′2 andm| b(k)
ε′ for an arbitrary k in L, then (F (e
♯(gim)))(b) = Cim(b)g 1
im
(b),
where Cim(b) =
(√
m
2
1+i
2 ⋆HH′2
m
1+i
)( ⋆H)2
for a positive m and
Cim(b) =
(√
−m
2
1+(−i)
2 ⋆HH′2
−m
1−i
)( ⋆H)2
for a negative m.
Proof. (F (e♯(gim)))(b) =
∑
a∈X ε0 exp(−2πi ⋆ε
∑
k∈L a(k)b(k)) exp(−iπm ⋆ε
∑
k∈L a
2(k))
=
∑
a∈X ε0 exp(−iπm ⋆ε
∑
k∈L(a(k) +
1
m
b(k))2) exp(iπ 1
m
⋆ε
∑
k∈L b
2(k))
= Cim(b)g 1
im
(b), where Cim(b) =
∑
a∈X ε0 exp(−iπm ⋆ε
∑
k∈L(a(k)+
1
m
b(k))2).
When we denote a(k), b(k) by ε′n′, ε′l′,∑
− ⋆H H′2
2
≤a(k)< ⋆H H′2
2
exp(−iπm ⋆ε∑k∈L(a(k) + 1mb(k))2)
=
∑
− ⋆H H′2
2
≤a(k)< ⋆H H′2
2
exp(−iπm ⋆ε∑k∈L(ε′n′ + ε′ n′m )2).
Since m| b(k)
ε′ , for positive m, it is equal to∑
− ⋆H H′2
2
≤a(k)< ⋆H H′2
2
exp(−iπm ⋆εε′2n′2) =∑− ⋆H H′2
2
≤a(k)< ⋆H H′2
2
exp(−2πi m
2 ⋆HH′2n
′2)
= m
2
∑
0≤n′< 2 ⋆HH′2
m
exp(−2πi m
2 ⋆HH′2n
′2) = m
2
√
2 ⋆HH′2
m
1+i
2 ⋆HH′2
m
1+i
,
by Lemma 2.3. Hence Cim =
(√
m
2
1+i
2 ⋆HH′2
m
1+i
)( ⋆H)2
for a positive m. For a
negative m, the proof is as same as the above.
The argument is same about the infinitesimal Fourier transformation of
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g′im(a) = exp(−iπm
∑
k∈L a
2(k)), where m ∈ Z,
for Definition 1.2, as the above.
Proposition 3.5. If m|2 ⋆HH ′2 and m| b(k)
ε′ for an arbitrary k in L, then
(F (e♯(g′im)))(b) = Bim(b)g
′
1
im
(b), where Bim(b) =
(√
m
2
1+i
2H′2
m
1+i
)( ⋆H)2
for a posi-
tive m and Bim(b) =
(√
−m
2
1+(−i)
2H′2
−m
1−i
)( ⋆H)2
for a negative m.
4. Poisson summation formula for infinitesimal Fourier transforma-
tion by Kinoshita
We extend Poisson summation formula of finite group to Kinoshita’s infinites-
imal Fourier transformation.
4-1. Formulation
Theorem 4.1. Let S be an internal subgroup of L. Then we obtain, for
ϕ ∈ R(L),
|S⊥|− 12 ∑p∈S⊥(Fϕ)(p) = |S|− 12 ∑x∈S ϕ(x),
where S⊥ := {p ∈ L | exp(2πipx) = 1 for ∀x ∈ S}.
Since L is an internal cyclic group, S is also an internal cyclic group. The
genarater of L is ε. The genarater of S is written as εs (s ∈ ∗Z). Since the order
of L is H2, so s is a factor of H2.
We prepare the following lemma for the proof of Theorem 4.1.
Lemma 4.2. S⊥ =< εH
2
s
>.
Proof of Lemma 4.2. For p ∈ S⊥, we write p = εt. Then we obtain the
following :
exp(2πipεs) = 1⇐⇒ exp(2πiεtεs) = 1⇐⇒ exp(2πt s
H2
) = 1⇐⇒ t s
H2
∈ ∗Z.
Hence the generater of S⊥ is εH
2
s
.
Proof of Theorem 4.1. By Lemma 4.2, |S| = H2
s
and |S⊥| = s. If x /∈ S,
then εH
2
s
xs = εH2x ∈ ∗Z,
(
exp
(
2πiεH
2
s
x
))s
= 1. For x ∈ L,
∑
p∈S⊥
exp(2πipx) =


exp(2π(−H
2
)x)(1−(exp(2πiεH2
s
x)s))
1−exp(2πiεH2
s
x)
(x /∈ S)∑
p∈S⊥ 1 (x ∈ S)
=
{
0 (x /∈ S)
s (x ∈ S) .
Hence∑
p∈S⊥(Fϕ)(p) =
∑
p∈S⊥ ε(
∑
x∈L ϕ(x) exp(2πipx)) = ε
∑
x∈L ϕ(x)(
∑
p∈S⊥ exp(2πipx))
= ε
∑
x∈S ϕ(x)s =
s
H
∑
x∈S ϕ(x).
Thus
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1√
s
∑
p∈S⊥(Fϕ)(p) =
1√
s
s
H
∑
x∈S ϕ(x) =
√
s
H2
∑
x∈S ϕ(x) · · · (1),
|S⊥|− 12 ∑p∈S⊥(Fϕ)(p) = 1|S| 12 ∑x∈S ϕ(x).
Proposition 4.3 Especially if s is equal to H , then (1) implies that∑
p∈S⊥(Fϕ)(p) =
∑
x∈S ϕ(x).
The standard part of the above is
st(
∑
p∈S⊥(Fϕ)(p)) =st(
∑
x∈S ϕ(x)).
If there exists a standard function ϕ′ : R→ C so that ϕ = ∗ϕ′|L, then the right
hand side is equal to
∑
−∞<x<∞ ϕ
′(x), that is,
∑
−∞<x<∞st(ϕ)(x). Furthermore
if εs is infinitesimal and ϕ′ is integrable on R, then
st(εs
∑
x∈S ϕ(x)) =
∫∞
−∞ ϕ
′(x)dx.
Since (1) implies that∑
p∈S⊥(Fϕ)(p) = εs
∑
x∈S ϕ(x),
we obtain st(
∑
p∈S⊥(Fϕ)(p)) =
∫∞
−∞ ϕ
′(x)dx, that is,
∫∞
−∞st(ϕ)(x)dx.
We decompose H to prime factors H = pl11 p
l2
2 · · · plmm , where p1 = 2, p1 < p2 <
· · · < pm, each pi is a prime number, 0 < li. Since S is a subgroup of L, the
number s is a factor of H2. When we write s as pk11 p
k2
2 · · ·pkmm , the order of S is
equal to p2l1−k11 p
2l2−k2
2 · · · p2lm−kmm and the order of S⊥ is pk11 pk22 · · · pkmm . Hence (1)
is
(pk11 p
k2
2 · · · pkmm )−
1
2
∑
(p∈S⊥(Fϕ)(p)) = (p
2l1−k1
1 p
2l2−k2
2 · · · p2lm−kmm )−
1
2
∑
x∈S ϕ(x).
4-2. Examples
We apply Theorem 4.1 to the following two functions :
1. ϕi(x) = exp(−iπx2),
2. ϕξ(x) = exp(−ξπx2).
The infinitesimal Fourier transformations of the functions are :
1. (Fϕi)(p) = exp(−iπ4 )ϕi(p),
2. (Fϕξ)(p) = cξ(p)ϕξ(
p
ξ
),
where st(cξ(p)) =
1√
ξ
, if p is finite. Hence we obtain :
1. |S⊥|− 12 exp(−iπ
4
)
∑
p∈S⊥ ϕi(p) = |S|−
1
2
∑
x∈S ϕi(x),
2. |S⊥|− 12 ∑p∈S⊥ cξ(p)ϕξ(pξ ) = |S|− 12 ∑x∈S ϕξ(x).
When the generator of S is εs, we write this as the following, explicitly :
1. H exp(−iπ
4
)
∑
p∈S⊥ exp(iπp
2) = s
∑
x∈S exp(−iπx2),
2. H
∑
p∈S⊥ cξ(p)exp(−1ξπp2) = s
∑
x∈S exp(−ξπx2).
We obtain the following proposition :
Proposition 4.4
(i) If s = H , then the generator of S is 1 and S = S⊥ = L ∩ ∗Z. Hence
1. exp(−iπ
4
)
∑
p∈L∩ ∗Z exp(iπp
2) =
∑
x∈L∩ ∗Z exp(−iπx2),
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2.
∑
p∈L∩ ∗Z cξ(p)exp(−1ξπp2) =
∑
x∈L∩ ∗Z exp(−ξπx2).
We put the standard part of the above, we obtain :
1. exp(−iπ
4
)
∑
−∞<p<∞ exp(iπp
2) =
∑
−∞<x<∞ exp(−iπx2),
2. st(
∑
p∈L∩ ∗Z cξ(p)exp(−1ξπp2)) =st(
∑
x∈L∩ ∗Z exp(−ξπx2)) =
∑
−∞<n<∞ exp(−ξπn2) =
θ(iξ), where θ(z) is the θ-function.
(ii) If εs is infinitesimal, then the equation : 2. H
∑
p∈S⊥ cξ(p)exp(−1ξπp2) =
s
∑
x∈S exp(−ξπx2) implies the following :
2. st(
∑
p∈S⊥ cξ(p)exp(−1ξπp2)) =st(εs
∑
x∈S exp(−ξπx2))
=
∫∞
−∞ exp(−ξπx2)dx = 1√ξ .
It is known that st(cξ(p) =
1√
ξ
, and
∑
−∞<x<∞ exp(−ξπx2) in 2 of (i) is equal
to 1√
ξ
∑
−∞<p<∞ exp(−1ξπp2) by the standard Poisson summation formula. Hence,
by 2 of (i), st(
∑
p∈S⊥ cξ(p)exp(−1ξπp2)) =
∑
−∞<p<∞st(cξ(p)exp(−1ξπp2)).
We extend the above formulation of ϕi(x) to ϕim(x) = exp(−imπx2), for an
integer m so that m|2H2 . If m|p
ε
, we recall
(Fϕim)(p) = cim(p) exp(iπ
1
m
p2),
where cim(p) =
√
m
2
1+i
2H2
m
1+i
for a positive m and cim(p) =
√
−m
2
1+(−i)
2H2
−m
1−i for a
negative m.
Hence |S⊥|− 12 ∑p∈S⊥ cim(p)ϕ 1im (p) = |S|− 12 ∑x∈S ϕim(x). When the generator
εs′ of S⊥ satifies m|s′, that is, the generator εs of S satifies m|H2
s
, it reduces to
the following :
H
√
m
2
1+i
2H2
m
1+i
∑
p∈S⊥ exp(iπ
1
m
p2) = s
∑
x∈S exp(−imπx2) for a positive m,
H
√
−m
2
1+(−i)
2H2
−m
1−i
∑
p∈S⊥ exp(iπ
1
m
p2) = s
∑
x∈S exp(−imπx2) for a negative m.
If s = H and m|H , then√
m
2
1+i
2H2
m
1+i
∑
−∞<p<∞ exp(iπ
1
m
p2) =
∑
−∞<x<∞ exp(−imπx2)
for a positive m,√
−m
2
1+(−i)
2H2
−m
1−i
∑
−∞<p<∞ exp(iπ
1
m
p2) =
∑
−∞<x<∞ exp(−imπx2)
for a negative m, that is,
√
m exp(−iπ
4
)
∑
−∞<p<∞ exp(iπ
1
m
p2) =
∑
−∞<x<∞ exp(−imπx2) for a posi-
tive m,√−m exp(iπ
4
)
∑
−∞<p<∞ exp(iπ
1
m
p2) =
∑
−∞<x<∞ exp(−imπx2) for a nega-
tive m.
We remark that it does not coincide with the formula exp(iπ
4
) 1√−zθ(−1z ) = θ(z)
for θ-function of Im(z) > 0. The reason is that the above nonstandard calculation
implies an m multiple of the domain for the function exp(−imπx2).
5. Poisson summation formula for Definition 1.2 on the space of
functionals
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We extend Poisson summation formula of finite group to our infinitesimal
Fourier transformation, Definition 1.2, on the space of functionals originally de-
fined in [N-O1].
5-1. Formulation
Theorem 5.1. Let Y be an internal subgroup of X . Then we obtain, for
f ∈ A,
|Y ⊥|− 12 ∑b∈Y ⊥(Ff)(b) = |Y |− 12 ∑a∈Y f(a),
where Y ⊥ := {b ∈ X | exp(2πi < a, b >) = 1 for ∀a ∈ X} and < a, b >:=∑
k∈L a(k)b(k).
Lemma 5.2. |Y ⊥| = |X||Y | .
Proof of Lemma 5.2. For k ∈ L, we denote Yk := {a(k) ∈ L′ | a ∈ Y }.
b ∈ Y ⊥ ⇐⇒ ∀a ∈ Y, exp(2πi∑k∈L a(k)b(k)) = 1
⇐⇒ ∀a ∈ Y, ∏k∈L(exp(2πia(k)b(k))) = 1
⇐⇒ ∀k ∈ L, ∀a(k) ∈ Yk, exp(2πia(k)b(k)) = 1
⇐⇒ ∀k ∈ L, b(k) ∈ Y ⊥k
⇐⇒ b : L→ L′, ∀k ∈ L, b(k) ∈ Y ⊥k .
Hence |Y ⊥| =∏k∈L |Y ⊥k |. Theorem 3.1 implies |Y ⊥k | = H′2|Yk| . Thus
|Y ⊥| =∏k∈L (H′2|Yk|
)
= H
′2 ∗H∏
k∈L |Yk| =
|X|
|Y | .
Proof of Theorem 5.1.
|Y ⊥|− 12 ∑b∈Y ⊥(Ff)(b)
= |Y ⊥|− 12 ∑b∈Y ⊥∑a∈X ε0 exp(−2πi < a, b >)f(a)
= |Y ⊥|− 12 ∑a∈X ε0(∑b∈Y ⊥ exp(−2πi < a, b >))f(a).
Since
∑
b∈Y ⊥ exp(−2πi < a, b >) =
{
0 (a /∈ Y )
|Y ⊥| (a ∈ Y ), the above is equal to
|Y ⊥|− 12ε0|Y ⊥|
∑
a∈Y f(a) = |Y ⊥|−
1
2 (H ′)−
∗H2 ∑
a∈Y f(a) = |Y |−
1
2
∑
a∈Y f(a).
Especially if f is written as
∏
k∈L fk, that is, f(a) =
∏
k∈L fk(a(k)), then
(Ff)(b) is
∑
a∈X ε0 exp(−2πi
∑
k∈L a(k)b(k))
∏
k∈L fk(a(k)). It is calculated to∏
k∈L(
∑
a(k)∈L′ ε
′ exp(−2πia(k)b(k))fk(a(k)), that represents an infinite product
of infinitesimal Fourier transformation defined by Kinoshita. In general, since f is
not written as
∏
k∈L fk, our infinitesimal Fourier transformation is not represented
as an product of infinitesimal Fourier transformation defined by Kinoshita.
We summarize the argument, we obtain : Ff =
∏
k∈L Fkfk, where Fk is an
infinitesimal Fourier transformation for each k ∈ L. We apply Proposition 5.3 to
each Fk.
Corollary 5.3
(i) If each generator of Yk is equal to 1, f is written as
∏
k∈L fk, fk =
∗(st(fk))|L′,
and
∑
−∞<n<∞st(fk)(n) converges, then
st(
∑
b∈Y ⊥(Ff)(b)) =
∏
k∈L(
∑
−∞<n<∞st(fk)(n)).
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(ii) If each generator of Yk is infinitesimal, f is written as
∏
k∈L fk, fk =
∗(st(fk))|L′
and st(fk) is L1-integrable on R, then
st(
∑
b∈Y ⊥(Ff)(b)) =
∏
k∈L
∫
−∞<t<∞st(fk)(t)dt.
5-2. Examples
From now on the infinitesimal Fourier transformation F (e♯(f)) for a functional
f ∈ A is often denoted simply Ff . We apply Theorem 5.2 to the following two
functionals :
1. fi(a) = exp(−iπ
∑
k∈L a(k)
2),
2. fξ(a) = exp(−ξπ
∑
k∈L a(k)
2), where ξ ∈ C, Re(ξ) > 0.
The infinitesimal Fourier transformations of the functionals are :
1. (Ffi)(b) = (−1)H2 fi(b),
2. (Ffξ)(b) = Bξ(b)fξ(
b
ξ
),
hence we obtain :
1. |Y ⊥|− 12 (−1)H2 ∑b∈Y ⊥ fi(b) = |Y |− 12 ∑a∈Y fi(a),
2. |Y ⊥|− 12 ∑b∈Y ⊥ Bξ(b)fξ( bξ ) = |Y |− 12 ∑a∈Y fξ(a).
We write this as the following, explicitly :
1. |Y ⊥|− 12 (−1)H2 ∑b∈Y ⊥ exp(−iπ∑k∈L b(k)2) = |Y |− 12 ∑a∈Y exp(−iπ∑k∈L a(k)2),
2. |Y ⊥|− 12 ∑b∈Y ⊥ Bξ(b) exp(−1ξπ∑k∈L b(k)2) = |Y |− 12 ∑a∈Y exp(−ξπ∑k∈L a(k)2).
Corollaly 5.3 implies the following proposition 5.4.
Proposition 5.4
(i) If each generator of Yk is equal to 1, then
1. (−1)H2 st(∑b∈Y ⊥ exp(−iπ∏k∈L b(k)2)) = (∑−∞<n<∞ exp(−iπn2))H2 ,
2. st(
∑
b∈Y ⊥ Bξ(b) exp(−1ξπ
∑
k∈L b(k)
2)) = (
∑
−∞<n<∞ exp(−ξπn2))H
2(
= (θ(iξ))H
2
)
,
(ii) If each generator of Yk is equal to a natural number mk, then
1. (−1)H2 st(∑b∈Y ⊥ exp(−iπ∏k∈L b(k)2)) =∏k∈L(mk∑−∞<n<∞ exp(−iπm2kn2)),
2. st(
∑
b∈Y ⊥ Bξ(b) exp(−1ξπ
∑
k∈L b(k)
2)) =
∏
k∈L(mk
∑
−∞<n<∞ exp(−ξπm2kn2))(
=
∏
k∈L(mkθ(im
2
kξ))
)
,
(iii) If each generator of Yk is infinitesimal, then
2. st(
∑
b∈Y ⊥ Bξ(b) exp(−1ξπ
∑
k∈L b(k)
2)) = (
∫∞
−∞ exp(−ξπt2)dt)H
2(
=
(
∗
(
1√
ξ
))H2)
.
We extend the above formulation of gi(a) to gim(a) = exp(−imπ
∑
k∈L a
2(k)),
for an integer m so that m|2H ′2 . If m| b(k)
ε′ , we recall
(Fgim)(b) = Bim(b)g 1
im
(b), where Bim(b) =
(√
m
2
1+i
2H′2
m
1+i
)( ⋆H)2
for a positive
m and Bim(b) =
(√
−m
2
1+(−i)
2H′2
−m
1−i
)( ⋆H)2
for a negative m.
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Hence |Y ⊥|− 12 ∑b∈Y ⊥ Bim(b)g 1im (b) = |Y |− 12 ∑a∈Y gim(a). When each genera-
tor ε′s′k of Y ⊥k satisfies m|s′k, that is, each generator ε′sk of Yk satisfies m|H
′2
sk
, it
reduces to the following :
H ′(
⋆H)2
(√
m
2
1+i
2H′2
m
1+i
)( ⋆H)2 ∑
b∈Y ⊥ exp(iπ
1
m
∑
k∈L b(k)
2)
=
∏
k∈L sk
∑
a∈Y exp(−imπ
∑
k∈L a(k)
2) for a positive m, and
H ′(
⋆H)2
(√
−m
2
1+(−i)
2H′2
−m
1−i
)( ⋆H)2 ∑
b∈Y ⊥ exp(iπ
1
m
∑
k∈L b(k)
2)
=
∏
k∈L sk
∑
a∈Y exp(−imπ
∑
k∈L a(k)
2) for a negative m.
If sk = H
′ and m|H ′, then(√
m
2
1+i
2H′2
m
1+i
)( ⋆H)2 ∑
b∈Y ⊥ exp(iπ
1
m
∑
k∈L b(k)
2)
=
∑
a∈Y exp(−imπ
∑
k∈L a(k)
2) for a positive m, and(√
−m
2
1+(−i)
2H′2
−m
1−i
)( ⋆H)2 ∑
b∈Y ⊥ exp(iπ
1
m
∑
k∈L b(k)
2)
=
∑
a∈Y exp(−imπ
∑
k∈L a(k)
2) for a negative m, that is,(√
m exp(−iπ
4
)
)( ⋆H)2 ∑
b∈Y ⊥ exp(iπ
1
m
∑
k∈L b(k)
2)
=
∑
a∈Y exp(−imπ
∑
k∈L a(k)
2) for a positive m, and(√−m exp(iπ
4
)
)( ⋆H)2 ∑
b∈Y ⊥ exp(iπ
1
m
∑
k∈L b(k)
2)
=
∑
a∈Y exp(−imπ
∑
k∈L a(k)
2) for a negative m.
6. Poisson summation formula for Definition 1.3 on the space of
functionals
We extend Poisson summation formula of finite group to our infinitesimal
Fourier transformation, Definition 1.3, on the space of functionals originally de-
fined in [N-O1].
6-1. Formulation
We obtain the following theorem for Definition 1.3 as the above argument.
Theorem 6.1. Let Y be an internal subgroup of X . Then we obtain, for
f ∈ A,
|Y ⊥ε|− 12 ∑b∈Y ⊥ε(Ff)(b) = |Y |− 12 ∑a∈Y f(a),
where Y ⊥ε := {b ∈ X | exp(2πi < a, b >ε) = 1 for ∀a ∈ X} and < a, b >ε:=
⋆ε
∑
k∈L a(k)b(k).
Lemma 6.2. |Y ⊥ε| = |X||Y | .
Proof of Lemma 6.2. For k ∈ L, we denote Yk := {a(k) ∈ L′ | a ∈ Y }.
b ∈ Y ⊥ε ⇐⇒ ∀a ∈ Y, exp(2πi ⋆ε∑k∈L a(k)b(k)) = 1
⇐⇒ ∀a ∈ Y, ∏k∈L(exp(2πi ⋆εa(k)b(k))) = 1
⇐⇒ ∀k ∈ L, ∀a(k) ∈ Yk, exp(2πi ⋆εa(k)b(k)) = 1
⇐⇒ ∀k ∈ L, ⋆εb(k) ∈ Y ⊥k
⇐⇒ b : L→ L′, ∀k ∈ L, ⋆εb(k) ∈ Y ⊥k .
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For k ∈ L, we write m, n as gereraters defined by :
Yk =< ε
′m >, {b(k) ∈ L′ | ⋆εb(k) ∈ Y ⊥k } =< ε′n > .
Now
exp(2πi ⋆εε′mε′n) = 1⇐⇒ ⋆εε′mε′n ∈ ⋆( ∗Z)
⇐⇒ ⋆εε′mε′n = 1 · · · (1).
We write Y ⊥εk := {b(k) ∈ L′ | ⋆εb(k) ∈ Y ⊥k }. Then |Y ⊥εk | = |L
′|
n
=
⋆HH′2
n
=
1
⋆εε′2n = m. This is equal to
⋆HH′2
⋆HH′2
m
= |L
′|
|Yk| . Hence
|Y ⊥ε| =∏k∈L |Y ⊥εk | =∏k∈L |L′||Yk| = |L′| ⋆H2∏k∈L |Yk| = |X||Y | .
Proof of Theorem 6.1.
|Y ⊥ε|− 12 ∑b∈Y ⊥ε(Ff)(b)
= |Y ⊥ε|− 12 ∑b∈Y ⊥ε∑a∈X ε0 exp(−2πi < a, b >ε)f(a)
= |Y ⊥ε|− 12 ∑a∈X ε0(∑b∈Y ⊥ε exp(−2πi < a, b >ε))f(a).
Since
∑
b∈Y ⊥ε exp(−2πi < a, b >ε) =
{
0 (a /∈ Y )
|Y ⊥ε| (a ∈ Y ) , the above is equal to
|Y ⊥ε|− 12 ε0|Y ⊥ε|
∑
a∈Y f(a) = |Y ⊥ε|−
1
2 (H ′)−
∗H2∑
a∈Y f(a) = |Y |−
1
2
∑
a∈Y f(a).
We obtain the following :
Corollary 6.3
(i) If each generator of Yk is equal to 1, f is written as
∏
k∈L fk, fk =
∗(st(fk))|L′,
and
∑
−∞<n<∞st(fk)(n) converges, then
H
H2
2 st(
∑
b∈Y ⊥(Ff)(b)) =
∏
k∈L(
∑
−∞<n<∞st(fk)(n)).
(ii) If each generator of Yk is infinitesimal, f is written as
∏
k∈L fk, fk =
∗(st(fk))|L′,
and st(fk) is L1-integrable on R, then
H
H2
2 st(
∑
b∈Y ⊥(Ff)(b)) =
∏
k∈L
∫∞
−∞st(fk)(t)dt.
6-2. Examples
We apply Theorem 3.3 to the following two functionals :
1. gi(a) = exp(−iπ ⋆ε
∑
k∈L a(k)
2),
2. gξ(a) = exp(−ξπ ⋆ε
∑
k∈L a(k)
2).
The infinitesimal Fourier transformations of the functionals are :
1. (Fgi)(b) = (−1)H2 gi(b),
2. (Fgξ)(b) = Cξ(b)gξ(
b
ξ
),
hence we obtain :
1. |Y ⊥ε|− 12 (−1)H2 ∑b∈Y ⊥ε gi(b) = |Y |− 12 ∑a∈Y gi(a),
2. |Y ⊥ε|− 12 ∑b∈Y ⊥ε Cξ(b)gξ( bξ ) = |Y |− 12 ∑a∈Y gξ(a).
We write this as the following, explicitly :
1. |Y ⊥ε|− 12 (−1)H2 ∑b∈Y ⊥ε exp(−iπ ⋆ε∑k∈L b(k)2) = |Y |− 12 ∑a∈Y exp(−iπ ⋆ε∑k∈L a(k)2),
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2. |Y ⊥ε|− 12 ∑b∈Y ⊥ε Cξ(b)exp(−1ξπ ⋆ε∑k∈L a(k)2) = |Y |− 12 ∑a∈Y exp(−ξπ ⋆ε∑k∈L a(k)2).
Corollaly 5.3 implies the following proposition 5.8.
Proposition 6.4
(i) If each generator of Yk is equal to 1, then the standard parts are :
1. H
H2
2 (−1)H2 st(∑b∈Y ⊥ε exp(−iπε∑k∈L b(k)2)) = (∑−∞<n<∞ exp(−iπεn2))H2 ,
2. H
H2
2 st(
∑
b∈Y ⊥ε Cξ(b) exp(−1ξπε
∑
k∈L b(k)
2)) = (
∑
−∞<n<∞ exp(−ξπεn2))H
2(
= (θ(iξ))H
2
)
,
(ii) If each generator of Yk is equal to a natural number mk, then
1. H
H2
2 (−1)H2 st(∑b∈Y ⊥ε exp(−iπε∑k∈L b(k)2)) =∏k∈L(mk∑−∞<n<∞ exp(−iπεm2kn2)),
2. H
H2
2 st(
∑
b∈Y ⊥ε Cξ(b) exp(−1ξπε
∑
k∈L b(k)
2)) =
∏
k∈L(mk
∑
−∞<n<∞ exp(−ξπεm2kn2))(
=
∏
k∈L(mkθ(im
2
kξ))
)
,
(iii) If each generator of Yk is infinitesimal, then
2. st(
∑
b∈Y ⊥ε Cξ(b) exp(−1ξπε
∑
k∈L b(k)
2)) = (
∫∞
−∞ exp(−ξπt2)dt)H
2(
=
(
∗
(
1√
ξ
))H2)
.
We extend the above formulation of gi(a) to gim(a) = exp(−imπ ⋆ε
∑
k∈L a
2(k)),
for an integer m so that m|2 ⋆HH ′2 . If m| b(k)
ε′ for an arbitrary k ∈ L, we recall
(Fgim)(b) = Cim(b)g 1
im
(b), where Cim(b) =
(√
m
2
1+i
2 ⋆HH′2
m
1+i
) ⋆H2
for a positive
m and Cim(b) =
(√
−m
2
1+(−i)
2 ⋆HH′2
−m
1−i
) ⋆H2
for a negative m.
Hence |Y ⊥ε |− 12 ∑b∈Y ⊥ Cim(b)g 1im (b) = |Y |− 12 ∑a∈Y gim(a). When each genera-
tor ε′s′k of Y
⊥ε
k satisfies m|s′k, that is, each generator ε′sk of Yk satisfies m|
⋆HH′2
sk
,
it reduces to the following :
H
H2
2 H ′(
⋆H)2
(√
m
2
1+i
2 ⋆HH′2
m
1+i
)( ⋆H)2 ∑
b∈Y ⊥ε exp(iπ
1
m
⋆ε
∑
k∈L b(k)
2)
=
∏
k∈L sk
∑
a∈Y exp(−imπ ⋆ε
∑
k∈L a(k)
2) for a positive m, and
H
H2
2 H ′(
⋆H)2
(√
−m
2
1+(−i)
2 ⋆HH′2
−m
1−i
)( ⋆H)2 ∑
b∈Y ⊥ε exp(iπ
1
m
⋆ε
∑
k∈L b(k)
2)
=
∏
k∈L sk
∑
a∈Y exp(−imπ ⋆ε
∑
k∈L a(k)
2) for a negative m.
If sk = H
′ and m|H ′, then
H
H2
2
(√
m
2
1+i
2 ⋆HH′2
m
1+i
)( ⋆H)2 ∑
b∈Y ⊥ε exp(iπ
1
m
∑
k∈L b(k)
2)
=
∑
a∈Y exp(−imπ ⋆ε
∑
k∈L a(k)
2) for a positive m, and
H
H2
2
(√
−m
2
1+(−i)
2 ⋆HH′2
−m
1−i
)( ⋆H)2 ∑
b∈Y ⊥ε exp(iπ
1
m
∑
k∈L b(k)
2)
=
∑
a∈Y exp(−imπ ⋆ε
∑
k∈L a(k)
2) for a negative m, that is,
H
H2
2
(√
m exp(−iπ
4
)
)( ⋆H)2 ∑
b∈Y ⊥ε exp(iπ
1
m
∑
k∈L b(k)
2)
20
=
∑
a∈Y exp(−imπ ⋆ε
∑
k∈L a(k)
2) for a positive m, and
H
H2
2
(√−m exp(iπ
4
)
)( ⋆H)2 ∑
b∈Y ⊥ε exp(iπ
1
m
∑
k∈L b(k)
2)
=
∑
a∈Y exp(−imπ ⋆ε
∑
k∈L a(k)
2) for a negative m.
7. The infinitesimal Fourier transformation of a functional Zs(a)
In this section, we define a functional on X , and study a relationship between
the functional and the Riemann zeta function. We order all prime numbers as
p(1) = 2, p(2) = 3, ... , p(n) < p(n + 1), ... , that is, p is a mapping from N to
the set {prime number}, p : N → {prime number}. The nonstandard extension
∗p : ∗N → ∗{prime number} is written as ∗p([lµ]) = [p(lµ)], and we define a
mapping p˜ : ∗N → ⋆( ∗{prime number}) as p˜([lµ]) = ⋆[p(lµ)]. For s ∈ C, we
define Zs(∈ A) as the following :
Zs(a) :=
∏
k∈L p˜(H(k +
H
2
) + 1)(−s(a(k)+
H′
2
)),
now H(k+H
2
)+1 is an element of ∗N and a(k)+H
′
2
is an element of ⋆( ∗N). Then
Zs(a) is calculated as exp(−s
∑
k∈L log(p˜(H(k+
H
2
)+1))a(k))
∏
k∈L p˜(H(k+
H
2
)+
1)−s
H′
2 . We obtain the following theorem for the Fourier transformation of e♯(Zs)
for Definition 1.2 :
Theorem 7.1. (F (e♯(Zs)))(b) =
(∏
k∈L p˜(H(k +
H
2
) + 1)
)−sH′
2
·∏k∈L ε′ sinh((2πib(k)+s log p˜(H(k+H2 )+1))H′2 )exp(− ε′
2
(2πib(k)+s log p˜(H(k+H
2
)+1)) sinh( ε
′
2
(2πib(k)+s log p˜(H(k+H
2
)+1))
.
Proof. (F (e♯(Zs)))(b) =
(∏
k∈L p˜(H(k +
H
2
) + 1)
)−sH′
2
·∑a∈X ε0 exp(−s∑k∈L log p˜(H(k + H2 ) + 1)a(k)) exp(−2πi ∑k∈L a(k)b(k))
=
(∏
k∈L p˜(H(k +
H
2
) + 1)
)−sH′
2
·∑a∈X ε0 exp(−(2πi b(k) + s log p˜(H(k + H2 ) + 1))a(k))
=
(∏
k∈L p˜(H(k +
H
2
) + 1)
)−s ⋆HH′2
2
·∏k∈L ε′∑a(k)∈L′ exp(−(2πi b(k) + s log p˜(H(k + H2 ) + 1))a(k))
=
(∏
k∈L p˜(H(k +
H
2
) + 1)
)−sH′
2
·∏k∈L ε′ exp((2πi b(k)+s log p˜(H(k+H2 )+1))H′2 )−exp(−(2πi b(k)+s log p˜(H(k+H2 )+1))H′2 )1−exp(−ε′(2πi ⋆εb(k)+s log p˜(H(k+H
2
)+1))
=
(∏
k∈L p˜(H(k +
H
2
) + 1)
)−sH′
2
·∏k∈L ε′ sinh((2πi b(k)+s log p˜(H(k+H2 )+1))H′2 )exp(− ε′
2
(2πi b(k)+s log p˜(H(k+H
2
)+1)) sinh( ε
′
2
(2πi b(k)+s log p˜(H(k+H
2
)+1))
.
We denote the Riemann zeta function by ζ(s), defined by ζ(s) =
∏∞
l=1
1
1−p(l)−s
for Re(s) > 1. Let YZ be a subgroup of X so that each generator of (YZ)k is equal
to 1. Then we obtain the following theorem :
Theorem 7.2. If Re(s) > 1, then st(st(
∑
a∈YZ e
♯(Zs))(a))) = ζ(s).
Proof. st(st(
∑
a∈YZ e
♯(Zs))(a)))
=st
(
st
((∏
k∈L p˜(H(k +
H
2
) + 1)
)(−s(a(k)+H′
2
))
))
= st
(
st
(∏
k∈L
1−p˜(H(k+H
2
)+1)−sH
′
1−p˜(H(k+H
2
)+1)−s
))
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(
st
(∏
k∈L
1
1−p˜(H(k+H
2
)+1)−s
))
= ζ(s).
Furthermore, Corollary 5.3.(1) and Theorem 7.2 imply the following :
Corollary 7.3. st(
∑
b∈Y ⊥
Z
(F (e♯(Zs)))(b)) = st
(∏
k∈L
1−p˜(H(k+H
2
)+1)−sH
′
1−p˜(H(k+H
2
)+1)−s
)
.
Hence we obtain : st(st(
∑
b∈Y ⊥
Z
(F (e♯(Zs)))(b)))) = ζ(s) for Re(s) > 1.
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