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The empirical characteristic function process with estimated parameters is approximated by appropriate 
complex valued Gaussian processes under a sequence of local alternatives. Several types of estimators 
used to estimate the nuisance parameters are studied in detail. Applications to inference for stable laws 
are also discussed. 
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1. Introduction 
Let X,, . . . , X,, be i.i.d. real random variables with distribution function (d.f.) F(x) 
and characteristic function (c.f.) d(t). Let F, denote the empirical distribution 
function (e.c.f.) and define the empirical characteristic function (e.c.f.) of the 
X1,. . .,X, by 
m 
A(t) = 
I 
eirx dF,(x) ~1 i eitX,. 
-‘x n j-1 
(1.1) 
Define the empirical characteristic process as 
i 
m 
Cm(t) = eirx dX,,(x) =&(4,,(t) - 4(t)} 
-02 
where X,,(x) =&{F,(x) -F(x)}. Note that, 
(i) EC,(t)=O, -03<<<03, 
(ii) EC,(t,)C,(t,)=~(t,-t,)-~(t,)~(-t,), --<ft,, t2<a. 
Let C(l) be a mean zero complex-valued Gaussian process satisfying C(t) = 
C( - t) and having the same covariance structure as C,(t). 
Research partially supported by the U.S. Army Research Office through the Mathematical Science 
Institute at Cornell University. 
0304-4149/92/$05.00 0 1992-Elsevier Science Publishers B.V. All rights reserved 
84 M. T. Wells / Empirical characteristic function 
Motivated by the initial paper of Feuerverger and Mureika (1977), CsGrg6 (1981a) 
shows that although the finite dimensional distributions of C,, converge to C for 
any d.f. F, C, does not necessarily converge weakly to C. This is due to the fact 
that C does not necessarily have continuous sample paths for any d.f. F. Csorgii 
gives the following sufficient conditions for weak convergence of C,, to C on 
C[T1, T21: 
x”F(-x)+x”(l-F(x))=O(l) as X+CO for some a>O, (1.2) 
where C[ T,, T,] is the Banach space of continuous complex-valued functions defined 
on [T,, T2] endowed with the supremum norm. This condition is equivalent to the 
condition (see Kawata (1972, p. 420)) that there exist an (Y, 0 < LY < 2, such that 
l-Re4(t)=O(t”) as t+O+. (1.3) 
It is easily shown that (1.3) holds for the stable laws. Hence the weak convergence 
of the empirical characteristic process in C[ T,, T2] hold whenever X has a stable 
law. This is quite a useful result for inference within the stable family. 
The main results of CsiirgG’s (1981a) paper concern the strong approximation of 
C,, by approximate sequences of copies of C. These strong approximations are built 
on the following result of Komlos, Major and Tusnady (1975) for the empirical 
process X,. 
Theorem 1.1. If the underlying probability space is rich enough then there exists a 
sequence {B,(y): 0 s y s l} of Brownian bridges and a Kiefer process { K(y, t): 
0~ y< 1, 0~ t <co} such that 
sup IX,(x) - B,( F(x))1 “2 0( n-“2 log n) (1.4) 
x0<x<cc 
and 
sup IX,,(x) - K(F(x), n)l”z O(nP”2 log2 n). 
~a3<X<cx 
0 (1.5) 
Remark 1.1. By the phrase “if the underlying probability space is rich enough”, we 
mean that an independent sequence of Wiener processes, independent of the i.i.d. 
sequence {X,,}, can be constructed on the assumed probability space. In what follows, 
it will be assumed that the underlying probability spaces are rich enough in this sense. 
Remark 1.2. (i) A Brownian bridge {B(y): 0s-y s 1) is a Gaussian process with 
zero mean function and covariance function E{ B(y,) B(y,)} = y, A y, - y,y2 where 
y1 A y2 = min(y,, ~~1. 
(ii) A Kiefer process {K(y, t): 0~ ye 1, 0~ t s 00) is a two parameter Gaussian 
process with zero mean function and covariance function 
E{K(y,, s)K(y~, t)> = (s A t)(v, A ~2 -35.~2). (1.6) 
M. T. Wells / Empirical characteristic funcrion 85 
(iii) For each fixed t > 0, l/v’? K(y, 1) g B(y), where E denotes equality in distri- 
bution; see Csiirgo and Rev&z (1981) for a full account of the above process. 
To study the behavior of the empirical characteristic function process, consider 
the following sequences of complex-valued stochastic processes, 
m 
eitx dB,,(F(x)); r, d t 5 Tz , (1.7) 
--a, 
K*(t, n) =& dK(F(x), n); T,G t< Tz , (1.8) 
where B,( .) and K( ., .) are defined as above. For each n, 
{B:(t)}~{C(t)}~{K*(t, n)}. 
The following result gives a strong approximation for the empirical characteristic 
function process. 
Theorem 1.2 (Csiirgo, 1981a). If condition (1.2) is satisjied, then on the probability 
space of Theorem 1.1, 
sup (C,,(t)-B;(t)(“z’O(r,(n)) 
7,rr=T; 
(1.9) 
and 
sup (C,(t)-K”(t, n)y=O(r*(n)) 
7,=rs-T* 
where r,(n) = n-al(Za+4)(log n)(ja+l)/a+*,j = 1, 2. [7 
(1.10) 
Remark 1.3. Note that if cr + cc, then rj(n) + nP”‘(log n)‘, which correspond to the 
Komlos et al. rates of Theorem 3.1.1 for X,,. 
Theorem 1.2 can be used to construct goodness-of-fit tests for a completely 
specified characteristic function &(t). However, in many partial situations the 
characteristic function is not completely specified. Instead, the characteristic function 
involves parameters, say of the form, { 4( t; PO, 0); 0 E 0) where PO is a p-dimensional 
vector of specified parameters and 8 is a q-dimensional vector of unknown param- 
eters in some suitable parameter space 0. We may also be interested in the power 
properties of this test procedure against a sequence of local alternatives {A,,}, 
{4(t; Pn, 0): 0 E 0) where P,, = PO-t -y/A for some fixed y. Hence it is of interest 
to investigate the behavior of the empirical characteristic function process with 
estimated parameters 
cl(t) = {4$(t) - 4(t; PO, fik (1.11) 
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wherei,,=(&,,,..., in,,) is some estimator of the unknown vector 13~ = (8,,,, . . . , Ooq) 
of the true values of the parameter 8. CsSrgB (1981b) investigated C?,,(t) under the 
null hypothesis y= 0 for two specific estimators of 0. We shall consider a more 
general class of estimators of 0 and extend the approximation results to a sequence 
of contiguous alternatives. At the end of CsSrgB’s (1981b) paper he concludes that 
since the processes discussed there, depend on the unknown parameters, the theory 
developed can not be applied to test goodness-of-fit. We will show how this situation 
may be remedied so that the limiting process does not depend on the unknown 
parameters. We also show that the type of estimators Csiirgo used, fit into our 
general class of estimators. 
Our proof follows the methodology used by Burke, Csorgii, Csijrgii and Revesz 
(1979) who gave a strong approximation to the empirical process with estimated 
parameters, namely, the process 
%(x) =A {F,(x) - F(x; PO, L)). 
In Section 2 we will list the necessary notations and assumptions. Section 3 will 
contain the main results, while in Section 4 we will show that CsSrgo’s examples 
fit into our general framework and then extend these results to sequences of 
contiguous alternatives. 
In goodness-of-fit tests, one can see that the empirical distribution function type 
statistics as well as the x2 and spacings tests depend on the explicit form of the 
distribution function. While in the X2-type tests one must compute the probabilities 
of cells with predetermined boundaries, in spacings tests, one finds the probabilities 
of cells whose boundaries correspond to the successive order statistics. When the 
distribution function or density has no explicit form as in many stable laws, one 
may construct goodness-of-fit tests based on other transforms like the empirical 
characteristic functions. This is what we shall do in this article. For more information 
on the properties of the empirical characteristic function see the collection of six 
papers in CsGrg6 (1984). 
2. Notations and Assumptions 
(Nl) By sup,lh,(t)\ =O(g(n)), we mean that lim,,,sup,lh,(t)/g(n)l<oo almost 
surely. 
(N2) The transpose of a vector z, will be denoted by ut. 
(N3) The norm )I .I\ is defined by the usual Euclidean norm on [w’. 
(N4) The integral 5~ will denote the vector (Jo,, . . . , sup)’ where u = (v,, . . . , u,,)~. 
(N5) For a scalar function f(x; 0) of the vector 8, a/a0f(x; 0,) will denote the 
vector of partial derivatives (a/ae,f(x; 0), . . . , d/dB,f(x; 0))’ evaluated at 0 = 0”. 
Consider the family of characteristic function (c.f.) given by {4(t; PO, 0); 0 E 01, 
where PO is a p-dimensional column vector of specified parameters and 0 is a 
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q-dimensional column vector of unknown parameters, but known to belong to a 
subset 0 of IP. We are interested in testing whether the true c.f. 4 of the i.i.d. 
sequence X,, . . . , X,, belongs to {c$( t; PO, 19); 0 E O}. That is, we wish to test the 
composite null hypothesis: 
H,,: 4 E {4(r; PO, 0); f3 E @>. (2.1) 
Suppose the vector 8 is estimated by {i,,} = ({i,31}, {in,}, . . . , {i?,,,}), a sequence 
of estimators, where each Ii,,,}, j = 1, . . . , q, is obtained from the sample X,, . . . , X,,. 
Under Ho, we shall assume: 
Assumption Al. 
ICxj ; PO 3 eO) + &On9 
where 8” is the true unknown value of 0 under H,, and that the following conditions 
are satisfied for an observation X. 
(i) E{QX, PO, 44 1 Ho) = 0. 
(ii) &0n 1I-t 0 as n + co. 
(iii) L(P,, &J = E{I(X; PO, &)l’(X; PO, 4JIH0) is a non-negative definite matrix. 
(iv) 1 is a continuous function of (p, 0) E N, uniformly in x, where K is the closure 
of a given neighborhood of (PO, 0,)‘. 
(v) The derivative a/ax Z(x; p, 0) is uniformly bounded in x E R and (p, 0)‘~ .N. 
We wish to study ?,I (t) under the sequence of alternatives given by 
A, : 4 E {L(f, Pn, 0); fl E @I, (2.2) 
where {A,,( f, /3,,, 13); 8 E O} has the same parametric structure as that of 
{@(r, PO, 0); 0 E 0) and A,( r, fin, 0,) converges uniformly to 4( t, &,, 0,) as n + cc 
(see Assumption A2(i)). Suppose that the characteristic function A, has correspond- 
ing distribution function G,. 
Under the sequence of alternatives given by (2.2), we will assume: 
Assumption A2. 
6) J;;(P, -PO) + Y as n + 00 for some p-dimensional column vector y. 
(ii) &(0, - 0 0 is bounded uniformly in n, where 0, is the true unknown value ) 
of 0 under {A,,}. 
(iii) Under {A,}, 
where the q-vector functions are measurable and bounded in x, n and (p, 0)‘~ JY. 
(iv) E{L(X, Pn, 8,) IA,J = 0. 
(v) A is a given finite matrix of order p x q. 
(4 s,,SO as n+co. 
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(vii) The matrix L(p,,, f3,) = E{Z,,(X; P,,, O,)l’,(X; P,,, O,)lA,} is non-negative 
definite and converges to L(p,, 0,) as n + co. 
(viii) I, is a continuous function of (/3, O)‘E JV, uniformly in x. 
(ix) The derivative a/ax I,,(x; p, 0) is bounded uniformly in x E R, (p, 0)‘~ X 
and n. 
Remark 2.1. In Section 4 we will give several examples of estimator based on the 
e.c.f. for which these assumptions hold. Burke, Csiirgo, Csiirgii and RCvCsz (1974) 
showed that maximum likelihood estimators satisfy Assumption A2(iii). 
We shall need the following assumptions on the structure of the underlying 
characteristic functions 4 and A,, : 
Assumption A3. 
(i) The vector of partial derivatives a2/E$L3B +( t; p, O), a/a@0 A,,( t; p, 0) exist, 
are continuous functions of (/3, f3)‘E X uniformly in t E [T,, TJ and are uniformly 
bounded in t E [T,, TJ, (p, O)‘E X and n. 
(ii) For (p, 0) E ,Ir, 
sup IIJ;;[L(t;pO, 6J-4(t;p0, e)]-w(t; e)ll-,o as n-,a, 
T,GI<T* 
where w( t; 0) is a bounded continuous function of 8, for (PO, 0) E K uniformly in 
tg[T,, T21. 
(iii) sup 
II 
3’A,(t,p0, e,)- apse &44t,p,,ed 11 4 
as n+co. 
7T;=zET2 
A typical example of this parametric set up is the mixture problem, which may 
be formulated as follows: 
Example 2.1. Suppose we wish to test 
H,,: +EMt;pO,e);e+ vs. A,: +EMt,p,,e,); e,E@] 
where A,(t;Pn,en)=(P-l/~)~(t;p,,e-S,)+(q+1/J;;)~(t;p,,8+S,) for a 
given p, q such that p + q = 1 and & 6, + S, &(p, - &,) + y as n -+ CO. Notice that 
fi[+(l; PO. @-&(t; PO, &)I 
=G&+w;kb, e-4doo, e-a 
+ 4w; po, 0) - 40; PO, 0 + ml 
+[~(t;Po,e-s,)-4(t;po,e+s,)l (2.3) 
(2.4) 
for 0; E (8 -S,, 0) and 0; E (0, 0 + S,), by the mean value theorem. 
The term in (2.3) is o(1) by Assumption A3(i). By Assumption A3(i), (2.4) tends 
to S[a/aO +( t; PO, O)] := w( t; 0) as n + co. Hence Assumption A3(ii) is satisfied. 
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We shall need the following assumption to assure that the limiting process has 
continuous sample paths (see 1.3): 
Assumption A4. There exist 0 < cy s 2 such that 
l-Re4(t;p,0)=O(t”) and l-Reh,(t;&ti)=O(t”) 
as t+O+ for (p, 0)E.K 
3. Weak Approximation 
In this section we show how the empirical characteristic function process with 
estimated parameters can be approximated by appropriate complex valued Gaussian 
processes under a sequence of local alternatives. Our main result is as follows: 
Theorem 3.1. Under the sequence of alternatives {A,} defined by (2.2), and under 
Assumptions A2, A3 and A4, one can construct a Gaussian process A (t, n; A,, &, 0,) 
such that 
where A is de$ned by 
A(t, n; A,, Pn, 0,) 
dK(G,(x; Pn, &), n) 
-(Ad’; An(t; Pn, ‘A,)+ y’s L(t; Pn, 6x)+ w(t; &I, (3.1) 
K ( *, . ) is the Kiefer process and G,, is the distribution function corresponding to the 
characteristic function A,, . 
Note that the first term on the right hand side of (3.1) is just K*(G,,(x; /3,,, e,), n) 
of (1.8). To prove this theorem we will need the following preliminary due to Burke 
and Csiirgii (1976). 
Lemma 3.2. For the Kiefer process K ( . , . ) of Theorem 1.1, let 
& zn =fi[Fn(x)-G(x,Pn, &)I-&K(G(x; A, &I, n). 
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Then under the sequence of alternatives {A,,}, 
I 
a: 
I,(x, &, 0,) d.zZ,,(x) 2 0 as n+cO. Cl 
--oo 
Proof of Theorem 3.1. First notice that by Assumption A4, A( t, n; A,,, /3,,, 0,) is a 
Gaussian process with continuous sample paths. Under the sequence of alternatives 
{A,,}, using Theorems 1.1 and 1.2 and a Taylor series expansion, we have 
c = Jt;{Ck(t) - $J(t, PO, &)I 
=6{&(t)-A,(6 Pn, RI)I+vWL(t, Pn, %)-L(C PO, &)I 
+&&,(t; pO, 0,)-4(t; pO, e,))-J;;W; PO, k)-40; PO, 0,)) 
-J;;{#(c PO, 6) -+(t, PO, 6J 
=K*(t,n; G,(x,P,, 8,))+&Zn(f)+\j;;(pn-P~)‘~An(l;PI, of) 
+fi(e,-e,)‘~k&;p*, ef)+W(t; 8,) 
=K*k n; G,WL rc,,))+3$jA,,O; Pf, e;)+W(t; 0,) 
- 1 kii, L(Xj;Pn, %)+A7 %4(t,Po, ef)+E4n(f) I ‘a 
where 
i&) = kn(t) +J;;Mt; pO, 0,) - 40; pO, e,)> - w(t; e,), 
&*~(t)=&i,,(t)+~{(P.-P~)-vi’.~A,,(t;P”, 0:) 
+J;;(e, - eJ$ k(t; P:, 0,) - 40; po, of*)1 
and 
(3.2) 
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By Assumption A3(ii) and Theorem 1.2, 
sup (~~,(f)j-+O as n+co. 
7,=S,ST* 
By Assumption A2(i) and the continuity and boundedness property, Assumption 
A3(i), of the partial 
Finally, by Assumption A2(v) and Assumption A3(i), 
and hence, 
sup I&n(t)l 5 0 as n+oo. 
T,SST2 
Because of the continuity properties, Assumption A3(i), (ii), of A,, and by (3.2) we 
have 
where 
Now since, 
= L(x; A, 6,) d{n[E(x) - ‘X(x; Pn, %,)I) 
by Assumption A2(ii), we have under {A,,}, 
By Lemma 3.2 and Assumption A3(i), 
t sup l”(-Y Pn, 0,) d&,,(x) d ~j-p,,kp,, 0,) 50 as n+oo. 
x 
Hence the theorem is proved since A(r, n; A,, pn, 0,) is a Gaussian process with 
continuous sample paths. 0 
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Corollary 3.3. Under {A,,} and Assumptions A2, A3 and A4, 
=&KY6 n; F(x, PO, eo)) 
L(x; PO, &I d & K(Hx, PO, eo), n) t d - . z 40; P”, 0,) 
(3.3) 
where K ( . , . ) is the Kiefer process of Theorem 1.1 and K *( *, . ) is the process of 
Theorem 1.2. 
Proof. Since (/I,,, 0,) + (PO, 0,) as n + co, by the continuity Assumption A3(ii) and 
convergence Assumptions A3(ii), (iii) we have 
sup Iw(t; 0,)-w(l; e,)l+o as n+oo. 
T,StST* 
By Assumption A2(vii) and (ix), 
sup IL(x; Pn, 0,) - 1(x; PO, eo)l + 0 as n -+ a. 
T,G’ST> 
Finally by the continuous sample path properties of the Kiefer process, the result 
follows. 0 
Remark 3.1. If one was interested in Durbin’s (1973) type of alternative sequences 
then we let A, = 4, I, = Z, 8, = 8, and w( t, 0,) = 0. Note also that although the true 
unknown value 8, of 8 under {A,,} is different from the true unknown value OO 
under Ho, it does not affect the resulting Gaussian process if Assumption A2(ii) is 
satisfied. Csiirgii (1981b) proved the following type of result for two special cases. 
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Corollary 3.4. Under the null hypothesis H, and Assumptions Al and A3(i), 
sup I&t>-&&, n)$O as n+oo, 
T,SISTZ 
where 
Acdt, n) =& K”(t, n; V-T PO, 43)) 
- l(x; PO, 44 d& K(F(x; Po, &A n> f . 
Proof. Using the results of Corollary 3.3 with y =O and w( t; 0,) =O the result 
follows. 0 
Remark 3.2. The Gaussian process A( t, n; 4, PO, 0,) defined by (3.3) has mean 
function 
=-(Ay)‘.~~(f;Po,e,)fy’~~(t;~,, e,)+w(t, e,) 
and covariance function 
min(n, m) = Jnm {+(t-s;po, eo)-40: PO, 0,)4(-s; PO, 0,)) 
(I 
a3 
- e”“k PO, 00) Wx; PO, 0,) 
-‘x > 
$44-s, PO, 0,) 
- e’“4x; PO, a Wx; PO, 0,) 
> 
5 40; PO, 0,) 
+& 40; PO, eo)wo, 0,) $4(-s; po, e,), 
where L(p,, 0,) is defined in Assumption A2(vii). 
Corollary 3.5. Under the condition of Corollary 3.3, 
(3.4) 
A A 
SUP IG(t)-C(t; &PO, e,)lJ4 as n-+a, 
T,S;r=zT, 
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where 
- 
II 
1(x; PO, &) dB(F(x; PO, 41)) ‘5 +(t; Po, 4) 
1 
-(&)‘+#WO, 8,)+~$W;p,, ‘%)+w(t, 00) 
(3.5) 
where B( *) is the Brownian bridge of Theorem 1.1 and B:( .) is the process dejined 
in Theorem 1.2. 
Proof. Recall Remark 1.2(iii) that for each fixed t > 0, l/J? K(y, t) = B(y). Apply 
this to Corollary 3.3 and the result follows. 0 
Remark 3.3. The Gaussian process &(t; 4, PO, 0,) defined by (3.5) has the same 
mean function as A( t, n; 4, &,O,) and the same covariance function except the 
factor min(m, n)/m which is identically equal to one. 
Remark 3.4. It is clear that the limiting Gaussian processes defined above, depend 
on the true unknown value of 0. Thus, in general, the above theorems and corollaries 
cannot be applied to test the composite hypothesis. At the end of CsGrgG’s (1981b) 
paper he concludes that since the processes discussed there, depend on the unknown 
parameters, the theory developed can not be applied to test goodness-of-fit. However, 
we can remedy the situation as follows. Let A(t, n; 4, PO, 6,,) be defined as in (3.3) 
with 8, replaced by in, the estimator of 13. The following theorem proves that this, 
uniformly approximates the one with unknown BO, 
Theorem 3.6. Under the conditions of Corollary 3.3, 
and hence under {A,,}, 
Proof. The difference A (t,n; 4, PO, 0,) - A( t, n; 4, PO, I!,,) may be written as 
1 - 
v5 eilx d[K(F(x; PO, &), n)-K(F(x; PO, &), n)l 
f(x; PO, 0,) d[K(F(x; PO, 64, n)-K(F(x; P,,, &), 41; 4tt; PO, 4,) 1 
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Since & - &,+ 0 as n + ~0, by the continuity properties of the Kiefer process, by 
Assumption A2(viii), Assumption A3(ii), (iii), the continuity properties of the 
functions involved, and the supremum of the difference tends to zero in probability. 
Hence, by an application of the triangle inequality the result follows. 0 
Corollary 3.7. Under the conditions of Corollary 3.4, 
Sup I~~(t)-;io(f,n)~~O as n+oo, 
-T,zSISGT, 
where 
A(4 n) =& K*(f, n; F(x; PO, &I) 
~K(~,n;F(x;~o,~n)) 
11 
t 
. 
Proof. The proof follows from the above theorem, if we let y = 0 and w( t; 0,) = 
w(t; &)=O. 0 
Remark 3.5. It seems unusual for the processes A( t, n; 4, PO, i,,) and A(f, n) to 
depend on the estimator t?,,. However, these are just as good approximations to 
&(t) as any process, asymptotically as n goes to infinity. 
Remark 3.6. Just as in Corollary 3.5, similar statements of the above results can be 
made using the Gaussian process B$( .) of Theorem 1.2 instead of the process 
K *(. , . ). However, our approach of working with Gaussian processes defined in 
terms of the Kiefer process also gives us the joint distribution of A in t and in n, 
while the corresponding results in terms of Brownian bridges would only give a 
Gaussian process e’(f) in t for each n. 
To carry out goodness-of-fit tests using the results above we need the following 
result about functionals of&(r), which is an estimated parameter version of CsSrgG’s 
(1981a) Corollary 1. The proof is similar and will be omitted. 
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Lemma 3.8. Consider the following functionals on C[ T,, T,]: 
I 
T2 
q*(u) = lu(t)12 dG(t), 
T, 
T, 
~2(u) = 
I 
We u(t))‘dG(tL 
Tl 
q’,(u) = 
I 
TX 
(Im u(t))‘dG(t), 
Tl 
where G is some distribution function with support [T,, Tz]. Also let VJu) be an 
arbitrary real valued functional, for which the Lipschitz condition 
I1yq(u)-P‘%(v)IsL sup lu(t) - v(r)1 for u, v E C[T,, T21, 
T,=zr~-7~ 
holds with some positive constant L. Suppose W,(C) has density function Sk(x), 
k=l,..., 4, with respect to the Lebesgue measure. Then, under the conditions of 
Theorem 3.1, 
sup Iw&f(eJ sx)-P(TPk(e)=Zx)I:O fork=1,...,4, 
--co<X<‘xI 
provided that the functions f4(x) and x”‘fk(x>, k = 1,2,3, are bounded. q 
4. Examples 
The representation in Assumption A2 for the sequence of estimators (0,) needs 
some clarification. Durbin (1973) proposes the representation in Assumption A2 
under {A,,}, 
(4.1) 
In this section, we will show that the important examples will satisfy (4.1) under 
certain regularity conditions. 
When talking about the convergence of &,, it is natural to base the sequence of 
estimators {in} on the theoretical and empirical characteristic functions. The first 
examples are discussed by Csiirgo (1981b) under the null hypothesis, here the 
discussion will be for the estimators under {A,}. In these cases it is shown that (4.1) 
is satisfied. 
Example 4.1. Let H be a non-decreasing weight function with unit variation or R. 
Consider the estimators, i,,, which minimizes the integral for a fixed p, 
In(P,O)= co 
I 
(4,(r) - 4(t; P, 0))’ dH(t). (4.2) _-co 
It seems that Press (1972) was the first to propose such an estimator to estimate 
the unknown parameters in a stable characteristic function. Heathcote (1977) 
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investigated the consistency and asymptotic normality of this estimator for a general 
weight function H. Heathcote calls the estimator i,, which minimizes Z,,(p, 0) of 
(4.2) the ‘integrated squared error estimator’ or the ISEE. 
Let c and s denote the real and imaginary parts of 4, so that 
4(t; P, 0) = c(r; P, e)+is(t; P, 0). (4.3) 
We will need the following assumptions for this example: 
(i) aZc(r;P,O) a2s(t;/3,0) a2c(t;P,B)anda2s(t;P,~) 
@k@l ’ aekapl ’ aejdek d8jaok 
exist for all t E R and are uniformly bounded by such functions oft that are integrable 
withrespecttoH,forj,k=l,..., qandl=l,..., p. 
I) dH(t)<co for k= 1,. . . , q. 
Assuming the above conditions hold, the estimator $, is one for which 
$Z&e*)=(O,...,O) (4.4) 
* 
and the matrix a”/a02 I,(& 0,) is positive definite. Because of (i) above we have 
$j Z”@, 6) = - ; j”l 4x; P, 8) (4.5) 
where u(x; p, 0) = ( vl(x; /3, O), . . . , v,(x; p, 0)) for 
vk(x; P, 0) = Ccos(=) - ccc P, O)l$ c(t; p, e) 
k 
+[sin(tx)-s(t; p, f?)]-$s(r; p, 0) dH(t). (4.6) 
k 
By (i) above we can differentiate under the integral sign once more to get 
where V(x; /3, 0) is a q x q symmetric matrix whose (k, Z)th entry is 
vk,(x; P, O) = [cos(tx) - c(c P, O>l& cl?; P, 0) 
k I 
where 
+[sin(lx)-s(t;p, 13)] a2 - s(C P, 0) 
a@k@l 
dH(t) - wk,(p, 0) 
(4.7) 
+$ s(t; P, 0); c(r; P, 0) dH(t). 
k I 
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Clearly, EV(X,, /3, 0,) = - W(@, 0,) where W(p, 0,) is the q x q symmetric matrix 
whose (k, Z)th entry is okl(j3, 0,) and where OO is the true unknown value of 0. 
Lemma 4.1. Under conditions (i) and (ii) above and under the sequence of alternatives 
{A,,}, the ISEE has the representation (4.1), where 
1(x; A, &I)= W-Y& &)v(x; Pn, @O) 
and 
A = W-‘(PO, W$, 4x1; PO, 4,). 
Proof. By a Taylor series expansion and the use of the identity 
we have 
=; cl v(~; pn, e,)(it - so)+< ,il 44; Pf, e3(pn -PO> 
i- , 
= 0. 
Hence it then follows, 
5 j$ 44; h, 0,) 
= w(P,, fh.wWL - a 
+ f ,c Lvtxj; A, w WP,, eoH~eAo) 
nJ 1 
I 
-WX,; Po, 4,)~ 
(4.8) 
where IIC - &II s Ilk - 4dl and 11~: -PAI < llPn -Poll. 
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By the strong law of large numbers, the second and sixth terms of (4.8) tend to 
zero almost surely. Since &(p, - &) + y as n + cc the fourth and seventh terms 
also tend to zero. By condition (i) above and the consistency of g,, the third term 
tends to zero in probability. Therefore we can write 
where B,,, 5 0. Hence, 
Jai - 4) =& w-‘(PO, &J i dx,; Pn, 63) 
,=l 
-$4X,; PO, e,) + Eln I 
as claimed. 0 
We can also obtain the q-dimensional generalization of the results in Heathcote 
(1977) under the sequence of alternatives {A,,} by applying the central limit theorem 
to the representation of &(6,, - 0,) as a sum of functions of independent and 
identically distributed random variables. 
Theorem 4.2. Under conditions (i) and (ii) above and {A,,}, 
where 
and 
wh, 4,) = WW,,, 4zbw,; kb, 4h’(x,; PO, 4m-‘h e,). 0 
Example 4.2. Let A(t) = (A,(t), . . . , A,(t)) be a vector function, where each com- 
ponent Ak( t) are general complex valued functions of bounded variation on R with 
A,(t) = A,( -t), k = 1, . . . , q. Consider the estimator, i,, which solves 
J&(P, 0) = 
I 
ui {I,-~(t,p,,eo)}dA(t)=(O,...,O). (4.9) 
--oc 
This estimate is known as the ‘integrated error estimate’ or the IEE. Feuerverger 
and McDunnough (1981) show that (q = 1) this estimator is consistent and 
asymptotically normal. The main feature of this estimator is that if A(t) is ideally 
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chosen, i,, is asymptotically efficient. We will leave the choice of A(t) arbitrary for 
our discussion. 
We will need to make the following additional assumptions: 
(iii) 4( t; p, O), a2/ap~B +( t; p, 19) and a2/ae2 +( t; p, 0) are all jointly continuous 
in ?EIR and (/3, O)EN. 
() IIS 
co 
iv ItI dA(t) <co. 
-02 II 
Let 
r(x; P, 0) = 
I 
a3 Ieirx - $4~ P, e)l Ml) (4.10) 
--cu 
and T(P, /3) be the matrix whose Ith entry is 
I 
PlA4(1;/3,0)dA,(I) fork,I=l,...,q 
and B(P, 0) be the matrix whose (k, Z)th entry is 
for k=l,..., p,l=l,..., q. 
Lemma 4.3. Under conditions (iii) and (iv) above and the sequence of alternatives 
{A,}, the IEE has the representation (4.1), where I(x; &, 0,) = T’(p,, &)r(x; &, 0,) 
and A = TP1(PO, &JH~,, 0,). 
Proof. Applying a Taylor series on E,(&, &) = (0, . . . , 0) we have 
m 
_-m L&(t) - 4(t, Pn, edl dA(t) - I _“,$4(t; PZ, 03 dA(t)(& - 4,) 
- I -1; 4(t; Pf, 63 Wt)(Po-Pn) 
= (0,. . . ) 0) 
T(P,, e,M&be,)+[WX, et?-W,, eoWWL-eo) 
=hj4, r(Xj; A, 4d+~wt, eXY-(kh -A)1 
+[wx, e9-Wo, ~d~+~(Po, eh 
for IIeX-&ll~ II~n-&Jl and llP?-Pdl~ IILL-Poll. 
(4.11) 
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Since v5( & - 0,) = O,( 1) and by (iii) the second term on the left hand side of 
(4.11) tends to zero in probability as n + CO. Also by (iii), the third term on the right 
hand side tend to zero as n + ~0. The second term on the right hand side tends to 
zero under {A,} since &(p, -PO) + y as n + ~0. Therefore 
where cln 5 0. q 
We can also obtain a q-dimensional generalization of the results in Feuerverger 
and McDunnough (1981) under the sequence of alternatives {A,,} by applying the 
central limit theorem to the representation of &( iE - 0,) as a sum of functions of 
independent and identically distributed random variables. 
Theorem 4.4. Under conditions (iii) and (iv) above and {A,}, 
where 
and 
Example 4.3. On the basis of empirical work, Feigin and Heathcote (1976) suggest 
that tests based on the empirical characteristic function are more powerful than 
certain tests based on the empirical distribution function. This suggests that even 
when one knows the explicit form of the distribution function of the sample, one 
may want to use tests based on the empirical characteristic functions. In this case 
one does not need to use estimation procedures that are independent of the likelihood 
function, since maximum likelihood estimates may be available. As previously 
mentioned Burke, C&go, Csorgo, and RCvCsz (1979) showed that the maximum 
likelihood estimators satisfy (4.1), hence the results of Section 3 may be applied 
when the estimates used are the maximum likelihood estimators. 
Remark 4.1. Once the distribution theory of the estimators above has been dem- 
onstrated one may use the results to construct asymptotic tests of hypotheses for 
the various parameters of interest. These results such serve to be quite useful for 
constructing tests of hypotheses within the family of stable distribution. 
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