We revisit the derivation of the expressions for the calculation of second-harmonic generation spectra and show the equivalence of different approaches proposed in the literature. A method is suggested to include excitonic effects in the calculation. Numerical tests are performed for the linear and nonlinear optical response of bulk GaAs. Excitonic effects are found to give rise to a redistribution of oscillator strength, thus improving the agreement with experiment.
I. INTRODUCTION
Linear and nonlinear methods of optical spectroscopy are rapidly gaining importance for materials characterization. [1] [2] [3] Even-order nonlinear optical spectroscopy has emerged as an unusually sensitive technique for noninvasive analysis of surfaces and buried interfaces of centrosymmetric materials. 4 In order to fully exploit the diagnostic potential of such spectroscopies and in order to assist in the development of novel optical materials, methods are required to predict the magnitude and frequency dependence of linear and nonlinear optical susceptibilities with high accuracy. Recent years have seen impressive methodological progress in the accurate numerical modeling of linear optical properties from firstprinciples.
The typical starting point is the independent͑quasi͒particle approximation ͑IPA/IQA͒ in which the linear dielectric function ͑for translationally invariant systems͒ is given by ⑀ ␣␤ ͑͒ = ␦ ␣␤ + Here the f nm ͑k͒ = f(⑀ n ͑k͒) − f(⑀ m ͑k͒) are the Fermi blocking factors for the Bloch states ͉nk͘ and ͉mk͘ with the energies ⑀ n ͑k͒ and ⑀ m ͑k͒, V is the system volume, and = + i is the frequency with a small positive imaginary part , which turns off the electromagnetic field adiabatically. The
are the momentum matrix elements of the system and បw mn ͑k͒ = ⑀ m ͑k͒ − ⑀ n ͑k͒ are the energy differences between band m and n at point k in the Brillouin zone ͑BZ͒. These values can be calculated, e.g., within density-functional theory in the local-density approximation ͑DFT-LDA͒. Additionally, self-energy effects can be included in the GW approximation. [5] [6] [7] Moreover, the Bethe-Salpeter equation ͑BSE͒ can be solved for pair excitations in order to account for excitonic and local-field ͑LF͒ contributions to the linear optical response. [8] [9] [10] Linear optical properties can thus be predicted reliably even for complex systems such as semiconducter surfaces 11, 12 or water. 13 The progress in the numerical determination of nonlinear optical susceptibilities, however, is lagging behind. The formalism is far more complex. Therefore, different numerical and methodological approaches for the ab initio calculation of the nonlinear optical response are used, [14] [15] [16] which are not easily seen to be equivalent. Numerical results obtained within the IQA for the second-harmonic susceptibility xyz ͑2͒ ͑−2 ; , ͒, even of simple bulk systems such as GaAs, 15, [17] [18] [19] neither agree very well with each other nor with the experiment. 20 Numerical results including electronhole interaction are presently available only for low photon frequencies. 21 Due to these deficiencies in the numerical modeling of second-harmonic generation ͑SHG͒ spectra from first-principles, empirical and semiempirical approaches 22, 23 are still widely used for their interpretation.
The deficiencies in the theoretical description and numerical calculation of SHG spectra motivate the present study. We start with a brief review of the methodology to calculate response functions from band-structure theory. For the SHG case, the equivalence to Aspnes' approach 16 as well as to the derivation by Sipe et al. 17 is shown. Then a method is proposed to include excitonic and local-field effects in nonlinear-response functions. Finally, numerical results for the prototypical example of bulk GaAs are presented. Both linear and nonlinear optical responses are discussed, to allow for a better understanding of the physics behind the manybody interactions. can be obtained by replacing the mechanical by the electrodynamical momentum operator. We restrict ourselves to insulators and undoped semiconductors. Then, the free-carrier density vanishes at zero temperature. Consequently, we neglect terms proportional to expectation values of the electron density operator in Eq. ͑4͒.
Exploiting gauge invariance, 48 we set
according to the transversal gauge. Here ext is the scalar potential, E ext is the external electric field, and B ext is the external magnetic field. To describe the response, we start from the relation between induced and total current density operators,
and expand the former in a power series of the vector potential A ext . By expanding Eq. ͑3͒ as
one obtains from Eq. ͑4͒ ͑without terms proportional to the free-carrier density͒
The corresponding expectation values for nonmagnetic materials are given by
where ͑i͒ are the quasiconductivity tensors. This is in contrast to the conductivity tensors ͑i͒ that are related to an expansion with respect to the total electic field E͑x , t͒ = E ind ͑x , t͒ + E ext ͑x , t͒. One can interpret the induced electric field as a field generated by the redistribution of the system electrons in the presence of the external perturbation. Within the self-consistent-field approximation, this effect is already contained in the Hamiltonian via the density-dependent self-consistent potential. 24 However, it can be shown that this effect can account for restricting the calculation of the conductivities to terms containing irreducible graphs, 49 the so called irreducible part of the expectation value. [25] [26] [27] [28] Therefore, it holds that
Taking into account that the electric fields E ␤ ext and E ␥ ext are physically equivalent, the conductivity tensors are given by
B. Response functions
In general, the Fourier transforms of the response functions are wave-vector-dependent. However, here we are interested in the response to electromagnetic waves with photon energies below 10 eV. The corresponding photon wave vectors are small compared to the extent of the BZ. Therefore, the following discussion is restricted to the optical limit, i.e., vanishing wave vectors q → 0.
There is another complication related to the difference between macroscopic and microscopic optical susceptibilities, i.e., the so-called local-field ͑LF͒ effects. 26 In the case of the linear response, these effects can be treated according to the prescription of Adler and Wiser. 29, 30 The effect of local fields can also be taken into account by an electron-hole exchange term in the two-particle Hamiltonian. 12, 31 Such a treatment of LF effects by an additional unscreened but short-ranged Coulomb interaction between optically excited ͑quasi͒electrons and ͑quasi͒holes can be used in the calculation of nonlinear optical coefficients. For that reason, we follow this method for the inculsion of LF effects. Of course, studying the limit of independent ͑quasi͒particles below, we neglect the influence of these effects by neglecting the total ͑quasi͒electron-͑quasi͒hole interaction.
Within these approximations, the optical polarization P ␣ ͑͒ can be expressed in terms of the total macroscopic electric field E͑͒, 32, 33 
For nonmagnetic materials, one obtains from Maxwell's equations
In combination with Eqs. ͑15͒ and ͑17͒, this leads to the linear dielectric function
and with Eqs. ͑16͒ and ͑18͒ to the SHG susceptibility
The current operators are defined by
Using a Bloch representation,
where â nk † ͑t͒, â nk ͑t͒ are the creation and annihilation operators of electrons in Bloch states ͉nk͘, one obtains the following expressions for the linear and nonlinear ͑here: SHG͒ response functions:
So far, except for the restriction to one class of diagrams, no assumptions have been made about the electron-electron interaction. It will be specified in the following.
C. Independent-(quasi)particle approach
The DFT-LDA eigenvalues may be interpreted as zero-order terms of a perturbative expansion of the quasiparticle energy, which can be corrected for self-energy effects by performing quasiparticle calculations, e.g., in the GW approximation ͑GWA͒, 5, 6, 34 or by simply shifting the unoccupied state energies by a constant value, i.e., by applying the so-called scissors operator. In any case, the momentum matrix elements have to be renormalized. 7 With ⑀ n ͑k͒ representing the energy of state ͉nk͘, the time dependence of the creation and annihilation operators is given by
Together with the interband energies ប nm ͑k͒ and accounting for spin degeneracy, the response functions take the explicit forms
and
͑29͒
where
can be split into two-and three-band contributions. Replacing 3 in the prefactor by energy differences as explained in 35, one finds
The prime at the sum symbolizes that the sum runs over indices n m l. We mention that the replacement of the 3 prefactor by energy differences is exact only for undoped semiconductors at zero temperature. This can easily be seen for the imaginary part of the response function. 35 For the linear case, it has been shown that this replacement corresponds to the gauge invariance of the response functions. 50 As shown in Appendix A, formulas ͑31͒ and ͑32͒ are equivalent to the corresponding expressions derived by Sipe, Ghahramani, and Hughes. 14,17 Appendix A also shows that our derivation allows a more condensed formulation of the final result for the second-order coefficients. The Bloch representation ͑24͒ includes both intraband and interband terms, without further discrimination. In the intraband case, the momentum matrix elements take the simple form
The numerical calculations take advantage from exploiting symmetry properties. Time-reversal symmetry requires for the transition matrix elements
whereas the occupation numbers and band energies are invariant with respect to an inversion in the reciprocal space. This results in
with the combination of matrix elements G nml ␣␤␥ defined by
This expression is equivalent to Aspnes's formulation of the SHG susceptibility for independent Bloch electrons, 16 provided only completely filled and empty bands are considered.
In the case of cubic symmetry, the above expression can be modified taking into account that only the off-diagonal elements xyz ͑2͒ are different from zero. We apply the method of invariants by symmetrizing the G nml ␣␤␥ with respect to the Cartesian directions. Defining
one obtains for the imaginary part of the SHG susceptibility
with fully occupied valence bands ͑v͒ and empty conduction bands ͑c͒. A similar expression, but with an erroneous sign, was used in Ref. 15 . It is interesting to note that the two-band term ␣␤␥ ͑2͒ two ͑−2 , , ͒ vanishes for cubic symmetry.
D. Excitonic and local-field effects
Usually, the linear optical response is strongly modified by electron-hole attraction ͑excitonic effects͒ and local-field effects. [8] [9] [10] Much less is known about the impact of electronhole correlation and exchange on the nonlinear optical properties. 21 This is due to the enormously increased computational effort upon considering the coupling between electron-hole pairs. In the following, we propose a method to include excitonic effects in the calculation of the SHG susceptibility that is based on the time-evolution technique developed earlier by some of the present authors for solving the BSE. 11, 12 In the Bloch picture ͑24͒, the inclusion of the screened Coulomb attraction and the short-ranged exchange term requires additional approximations. To simplify the calculation of the expectation values of the creation and annihilation operators in Eq. ͑26͒, we neglect dynamical screening effects and the interaction between ͑v , vЈ͒ and ͑c , cЈ͒ states, which violate the particle conservation, as well as excitations corresponding to negative frequencies. 34 In the case of bulk silicon, it has been numerically shown 36 that the influence of these effects is negligible. The BSE can be reformulated to find the resolvent of a Hermitian ͑quasi͒electron-͑quasi͒hole Hamiltonian Ĥ Ex , reduced by the photon energy. 12 This Hamiltonian leads to electron-hole pair states ͉⌳͘. For vanishing center-of-mass motion, 51 they are given by
where ͉g͘ is the ground state of the system and A ⌳ cv ͑k͒ are complex mixing coefficients of electron-hole pairs in different single-particle states of the IQA. The eigenvectors A ⌳ cv ͑k͒ and the pair excitation energies E ⌳ solve the eigenvalue problem
where Ĥ Ex is the Hermitian resonant part of the complete two-particle Hamiltonian. It is given by
where W is the statically screened Coulomb potential and v represents the bare Coulomb potential without the long-range part. 27, 28, 31, 34 The diagonal first part of the Hamiltonian ͑41͒ contains the vertical quasiparticle transition energies ⑀ n ͑k͒. In the explicit computations, we calculate these quasiparticle energies in the GW approximation. 5, 6, 34 The second contribution contains two terms. The first one represents the electronhole attraction, while the second one represents the shortranged electron-hole exchange, 37 or, in other words, LF effects. 36 The nk ͑x͒ are quasiparticle wave functions approximated, e.g., by Kohn-Sham orbitals. Using the electronhole pair states ͉⌳͘ and their completeness in evaluating Eq. ͑26͒, and neglecting intraband contributions, one obtains ͑see Appendix B͒
The calculation of ␣␤␥ ͑2͒ ͑−2 ; , ͒ according to Eq. ͑42͒ seemingly requires the solution of the eigenvalue problem ͑40͒ for the exciton Hamiltonian ͑41͒. The rank of Ĥ Ex is given by the number of states N = N v ϫ N c ϫ N k , where N v is the number of valence bands, N c is the number of conduction bands, and N k is the number of points used to sample the ͑BZ͒. As will be shown below, a high number of k points are required to obtain numerically converged SHG spectra. This renders the diagonalization of Ĥ Ex a computationally very expensive task. In order to bypass the diagonalization bottleneck, we extend an earlier suggestion by Glutsch et al.: 38 If the energy dependence of the macroscopic polarizability on the eigenvalues of the exciton Hamiltonian is Fourier transformed, the polarizability can be obtained from the solution of an initial-value problem for the vector
͑43͒
The time evolution of this vector is driven by the twoparticle Hamiltonian
and its initial value is given by
This results in a SHG susceptibility ͑see Appendix B͒ of the form
While the time integrations in the first term on the right-hand side ͑rhs͒ of Eq. ͑46͒ can be performed independently, they cannot be separated in the second part, rendering its evaluation very expensive, because of the order of 10 3 time steps are usually required. Fortunately, it turns out that the second term on the rhs of Eq. ͑46͒ is comparatively small for photon energies above the band gap. Within the IPA, this can be seen easily: In this case, the second term reduces to
and is thus much smaller than the double-and singlefrequency contributions, i.e., contributions proportional to
and f nm ͑k͒ nm ͑k͒ − ͑49͒
entering the first term on the rhs of Eq. ͑46͒. For the case of electron-hole interaction, the small contribution of the second term on the rhs of Eq. ͑46͒ is demonstrated numerically in Fig. 1 . Due to computational limitations, we used a set of 20 random k points to sample the BZ, which is of course not enough for convergence. But it might be enough to indicate how the second term on the rhs of Eq. ͑46͒ contributes. This term will be neglected in the following. As can be seen in Fig. 1 , the SHG susceptibility calculated according to Eq. ͑46͒ diverges as → 0. Unfortunately, the replacement of the prefactor −3 by energy differences ͑as in the IQA case͒ is not possible any more. For this reason ͑using our time-dependent formalism and finite lifetime broadening of the electron-hole pairs͒, we are not able to calculate the static limit xyz ͑2͒ ͑0͒ including excitonic and LF effects. To attack this problem, we would either need to solve the eigenvalue problem ͑40͒ and to replace the −3 in Eq. ͑42͒ by the eigenvalues E ⌳ ͑analogous to the method in Ref. 35 , or to follow the method outlined in Ref. 21 . As will be shown below, the low-frequency values calculated within our time-evolution approach agree well with the results by Chang et al.
21

III. EXAMPLE: BULK GaAs
A. Computational approach
Due to the availibility of recent experimental data 20 and earlier theoretical work ͑see, e.g., Refs. 15 and 17-19͒, we use bulk GaAs as an example to demonstrate the influence of many-body effects on SHG spectra. We start from firstprinciples pseudopotential calculations, using a massively parallel multigrid implementation of the DFT-LDA. 39 The core electrons are eliminated with the use of pseudopotentials. 40 The spacing of the finest mesh used to describe the valence electron wave functions and charge density is 0.246 Å.
In the second step, we include electronic self-energy effects in order to account for the quasiparticle aspects. This requires the replacement of the LDA exchange and correlation potential by the nonlocal and energy-dependent selfenergy operator ⌺͑r , rЈ ; E͒. We calculate ⌺ in the GW approximation, 5, 6, 34 where it is expressed as a convolution of the single-particle propagator G and the dynamically screened Coulomb interaction W. As a further approximation, we use a model dielectric function 41 to calculate W. This speeds up the calculations substantially. Our approach lifts the underestimation of transition energies. The E 0 , E 1 , E 0 Ј, and E 2 critical point energies of the bulk band structure are blueshifted from 0.6, 2.5, 3.9, and 4.1 eV to 1.4, 3.2, 4.7, and 5.0 eV, respectively. These transition energies are in good agreement with the values of 1.52, 3.04, 4.6-4.8, and 4.9-5.1 eV measured at low temperatures. 42 Alternatively, one can use a rigid shift of 0.6 eV ͑scissors operator͒ to improve the agreement between the single-particle energies and experiment. Because this is computationally much cheaper, this option is used in the following for convergence tests. After imposing the quasiparticle corrections upon the DFT-LDA values, one has to rescale the oscillator strengths of the transition matrix elements. 7, 14 Electron-hole attraction and local-field effects are taken into account in the third step. Thereby, the exciton Hamiltonian ͑41͒ is calculated using the approach outlined in Ref. 12 . In particular, the screened electron-hole attraction W is calculated using the same approximations as in the self-energy. 41 Before we turn to the calculated spectra, we mention one difficulty associated with including the electron-hole attraction effects: The electron-hole pair energies E ⌳ do not correspond to the excitation of single electron-hole pairs anymore. Rather, they result from the superposition of many contrib- 
Another option consists in rescaling the complete twoparticle state with the two-particle energy E ⌳ ,
͑51͒
In numerical tests for the linear optical response, we found only negligible differences between the two methods. In the following, we use Eq. ͑50͒ for SHG and Eq. ͑51͒ for linear optical spectra.
B. Linear response
The linear optical response of GaAs up to 6 eV is found to be completely converged using 1000 random k points in the BZ of the eight-atom supercell ͑SC͒ ͑equivalent to 4000 k points in the BZ of the primitive unit cell͒ and 10 conduction bands. Results for the imaginary part of the dielectric function obtained in the IPA and IQA as well as from the solution of the BSE are compared with experiment 43 in Fig. 2 . The IQA and BSE spectra are based on GW calculations. We find the IQA spectrum to be blueshifted with respect to the IPA results. Good agreement with experiment is found concerning the energy positions of the E 1 , E 0 Ј, and E 2 critical points. Solving the BSE for the polarization function leads to a slight redistribution of oscillator strength from E 0 Ј and E 2 to E 1 accompanied by a small redshift. The spectrum calculated on the BSE level of theory agrees well with experiment 43 and earlier calculations. 44 The relatively small influence of excitonic and local-field effects probably explains the success of calculations of GaAs surface optical properties where many-body effects were neglected or simply approximated by rigidly shifting the conduction-band energies. 45, 46 
C. Nonlinear response
The major features of the SHG signal are converged using 500 random k points in the BZ of the eight-atom SC. However, to achieve complete numerical convergence, the number of k points has to be increased to about 8000 random points in the BZ of the eight-atom SC, as shown in Fig. 3 .
In order to establish the accuracy limits of our calculation, we calculated the SHG spectra of Si with 500 random k points. Due to the inversion symmetry, bulk Si is expected to show no SHG signal. As can be seen in Fig. 4 , the magnitude of the calculated Si SHG susceptibility is indeed more than two orders of magnitude smaller than that of GaAs. It shows the numerical error bar ͑keeping in mind that we are not explicitly using the inversion symmetry of Si in our approach͒ and is an impressive proof of the accuracy of our implementation.
Computer time and memory limitations prevented us from studying the effects of electron-hole interactions and local fields according to Eq. ͑46͒ for more than 500 k points. The SHG spectra with and without excitonic effects calculated with these 500 k points are shown in Fig. 5 . Similar to the study performed by Chang, Shirley, and Levine, 21 we find a rather moderate increase of the SHG susceptibility for energies below about 3 eV ͑see also Table I͒ . For higher photon energies, a slight reduction of the susceptibility occurs. Figure 6 shows a comparison of the SHG spectrum calculated within the IPA, the IQA, and on the BSE level of theory with experimental data. 20 Self-energy effects in the GW approximation lead to a blueshift of the IPA results as well as to a redistribution of oscillator strength. Consistent with earlier calculations by Hughes and Sipe, 17 a pronounced underestimation of the predicted peak height compared to the measurement for photon energies of about 1.5 eV is observed. This may correspond to the underestimation of the E 1 peak in the linear absorption spectrum calculated within the IQA. Indeed, we find that the inclusion of electron-hole attraction and local-field effects ͑by adding the difference between the IQA and BSE results calculated for 500 k points͒ enhances the 1.5 eV peak. The calculated effect, however, is certainly not large enough to fully account for the discrepancies between the IQA results and experiment. One possible reason could be the limited number of k points. Due to the mixing of the states related to the exchange interaction and electron-hole attraction, this may impair the quality of the spectrum more than for calculations where only vertical transitions enter. On the other hand, there are also some uncertainties in the experimental determination of the SHG susceptibility, e.g., all surface contributions must be subtracted from the total measured signal to obtain the bulk contribution.
IV. CONCLUSIONS
An approach for the calculation of the second-harmonic polarizability has been presented that allows for the inclusion of excitonic effects from first-principles over a wide energy range. Numerical results obtained for bulk GaAs show that the inclusion of the electron-hole interaction improves the agreement with experimental data by moderately increasing the SHG susceptibilty for photon energies below about 3 eV. However, the effect is too weak to account completely for the differences between the spectra within the IQA and the measured data available at present.
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respectively. Here ͉g͘ is the ground state of the system. Using the explicit time dependence of the two-particle states according to Eq. ͑44͒, we find In the next step, we apply the relations for the independent quasiparticles in completely filled ͑v͒ or empty ͑c͒ bands,
͑B7͒
where we have neglected a ͑three-band-͒intraband contribution ␦ vv Ј ␦ cc Ј ␦ lm ͑which vanishes in the IQA͒. That means we only take into account the processes which already occur in the independent-quasiparticle framework. Additional SHG processes, which would be induced by the Coulomb correlation of electrons and holes, are neglected. In crystals with extended states, they are small. For systems with strongly localized states and weak screening, this approximation needs to be verified. From Eqs. ͑B6͒-͑B8͒ and ͑26͒ and accounting for spin degeneracy, we obtain 
Performing the time integrations in Eq. ͑B9͒, one obtains expression ͑42͒. On the other hand, we can replace the occurring coefficients A ⌳ cv ͑k͒ by the vectors cvk ␣ ͑t͒ according to the definition ͑43͒ and obtain the SHG susceptibility in the timedependent scheme,
