In quantum mechanics, useful experiments require multiple measurements performed on the identically prepared physical objects composing experimental ensembles. Experimental systems also suffer from environmental interference, and one should not assume that all objects in the experimental ensemble suffer interference identically from a single, uncontrolled environment. Here we present a framework for treating multiple quantum environments and fluctuations affecting only subsets of the experimental ensemble. We also discuss a kinematic effect of indistinguishability not applicable to closed systems. As an application, we treat inefficient photon scattering as an open system. We also create a toy model for the environmental interference suffered by systems undergoing Rabi oscillations, and we find that this kinematic effect may explain the puzzling Excitation Induced Dephasing generally measured in experiments.
I. INTRODUCTION
It is because quantum theory makes probabilistic predictions that all quantitatively useful experiments require repeated measurements performed on identically prepared physical objects [1] . These identically prepared physical objects constitute what we will call the experimental ensemble. And one cannot assume that all ensemble members, while treated identically by an experimenter, are also treated identically by an uncontrolled environment.
First we will explain what is meant by the experimental ensemble. Then to treat multiple quantum environments we will introduce a framework that one can use in addition to the typical reduced dynamics of open systems [2] . We will also explore a kinematic effect arising from the indistinguishability of different ensemble members. As applications, and to isolate the kinematics, we will work within the framework to model systems with either trivial or simple closed-system dynamics. We will treat as an open system the inefficient scattering of photons from a beam splitter. Then we will create a toy model for real experimental systems undergoing Rabi oscillations. We find that the general yet often puzzling phenomenon called Excitation Induced Dephasing results from the kinematics of indistinguishable ensemble members, and consequently we find very good quantitative agreement with a wide variety of experiments. For one well-known experiment [3] , we find unprecedented quantitative agreement.
II. MEASUREMENTS AND THE EXPERIMENTAL ENSEMBLE
The experimental ensemble is particularly easy to identify in modern experiments, such as [3] [4] [5] [6] [7] [8] , in which one repeatedly prepares, manipulates, and then measures the state of single physical objects, one at a time.
For example, in [3] , a single beryllium ion is confined in a Paul trap. It is prepared to be in a motional and hyperfine ground state, and then a laser drives stimulated Raman transitions for a time duration, t, after which the state of the single ion is measured. Following that single observation, the preparation-evolution-measurement process is repeated. For every value of t at which the experiment is performed, the result is the average of 4000 observations [9] . There is an experimental ensemble for every measured value of t, and in this example every ensemble has size 4000.
We offer these experiments only as clear illustrations of the experimental ensemble (though we will address [3] and [8] again in Section VI). Often multiple objects from the experimental ensemble are present simultaneously in the laboratory.
To generalize for systems and observables with discrete spectra, let λ label a possible result of a quantum mechanical measurement. Assume that one performs N measurements, and that the result λ is found n λ times. The results of these measurements are counting ratios:
As is clear from experiments, the t in (1) corresponds to a duration in time rather than to a time on the laboratory's clock. Depending on the type of experiment, the ensemble size, N , may or may not be a function of t.
The N measurements in (1) are performed on an experimental ensemble of N identically prepared physical objects. Because individual measurements are always assumed to be independent of each other, the individual members of the experimental ensemble are assumed not to interact with each other. Thus the experimental ensemble must not be confused with a many-particle state having interacting components, for which useful measurements require an experimental ensemble of many-particle objects. A major subject of this study is whether or not the members can be considered also statistically independent in terms of exchange symmetry or other correlations. This will be discussed in detail later.
III. KINEMATIC ASPECTS OF QUANTUM THEORY
One compares the experimental results in the form of (1) to theoretical probabilities. The theoretical image of any closed, quantum mechanical system is an operator algebra defined in a linear scalarproduct space, Φ. The vectors φ α span Φ, and every linear combination of the φ α ∈ Φ can possibly represent the state of the system. Assume that preparable states are represented by the basis vectors φ α . In practice, one infers from a measurement or from a preparation procedure the state of an experimental system. From the φ α one constructs the appropriate density operator, ρ(t) = α w α |φ α (t) φ α (t)|, with α w α = 1, to represent the inferred state of the closed system. In this paper, we will only consider systems for which α takes discrete values.
One characterizes an experimental observable by a prescription for how it is to be measured, and in the theory one represents it using a linear operator in Φ. For simplicity and because it is appropriate for the experiments described above, we will consider a projection operator, Λ = |λ λ|, into the onedimensional subspace of Φ that is associated with the observable labeled above by λ. If λ can be a value of the index α, then the subspace spanned by |λ λ| will be spanned also by one of the |φ α φ α |, such that the inner product λ|φ α ∝ δ αλ . It is straightforward to generalize to observables that do not have the φ α as eigenvectors.
These are kinematic aspects of quantum theory, and they are thus independent of any particular quantum system. The dynamics specific to a particular system enters the theory only through a concrete choice of the space Φ and of the operator algebra defined in it.
For projection operators such as Λ, the expectation value is the probability of finding the discrete value λ in a measurement. The predictions of quantum theory are calculated in the form of Born probabilities, P Λ ρ(t) , where
The explicit comparison between experiment and theory is counting ratio ≡ n λ N (t)
Experiment Theory
When comparing experimental results to theoretical predictions (2) , increasing N leads to stronger statistical conclusions regarding an inferred outcome, but increasing N does not change the outcome itself. In other words, the theoretical predictions on the right hand side of (2) are always independent of the number of members in an ensemble, N , because no theoretical prediction should depend on the number of times one performs an experiment to verify it. A theory's independence from N is a necessary condition for the identification of the experimental ensemble.
IV. MULTIPLE QUANTUM ENVIRONMENTS FOR A SINGLE EXPERIMENT
Experimental systems cannot be perfectly isolated, and actual measurements always reveal the experimental signatures of environmental interference. In quantum theory there exist well-understood mechanisms to treat the interference between a quantum system and its environment [2] . The result is often a reduced dynamics, which can be used to calculate for an open system an increase in entropy or a loss of coherence.
One has typically not considered the possibility that different ensemble members might suffer interference from different environmental systems or from fluctuations within a single environmental system. That this possibility is relevant is especially obvious for the experiments described above [3] [4] [5] [6] [7] [8] , in which no two ensemble members are ever present simultaneously in the laboratory. Of course, because quantum theory describes physical phenomena independently of how many ensemble members are present simultaneously, then it must be relevant for all experiments and any number of simultaneously present members.
By ignoring the possibility that different ensemble members suffer interference differently, one implicitly assumes either that the uncontrolled environment treats them all identically or that experimenters can prepare and control the state of the entire environment. In practice, this is either unlikely or impossible.
A. Different environments from the beginning
The simplest possibility for treating multiple quantum environments is to associate, for the entirety of the experiment, different ensemble members with different environmental systems. We will use m to label these different environmental systems, E m . The density operator representing the state of E m will be labeled ρ Em . The state of the subset of ensemble members suffering interference from the environmental system E m will be represented by ρ m . One must also label the time evolution operator, U m (t), defined so that as a function of the duration, t, after active preparation, the time evolution of the composite of system and environment is
For a measurement performed at t, the states of the ensemble members are represented by the density operators
where Tr Em denotes a partial trace over the degrees of freedom of the environmental system, E m . This is the typical reduced dynamics for open systems [2] , but we have added the index m to label the dynamics corresponding to the different environmental systems.
The density operator, ρ(t), to be used in comparison with experimental data (2) is then
Here M is the number of different environments deemed necessary for a model. So that the left hand side of (4) is a valid density operator, the real numbers a m in (4) must satisfy the convexity requirements a m ≥ 0 and M m=0 a m = 1.
B. Interference events
With (4), any given ensemble member remains for the entirety of the experiment in the subset corresponding to a given environmental system. This will be problematic if there occur fluctuations in the environmental systems themselves, and the fluctuations affect only portions of subsets. We have assumed that members of the entire ensemble suffer interference differently, so we must assume also that members of any subset from (4) suffer differently. In a general treatment, there will be no fixed subsets of ensemble members.
To treat the possibility that members of any subset suffer environmental interference differently, one can assume that different fluctuations occur during different events throughout an experiment's duration. Such events could describe something as simple as a temporary loss of homogeneity of a magnetic field. Another possibility for an interference event is the actual passive measurement of an observable in the state of an ensemble member. In the context of decoherence, Leggett has called this measurement process "garbling" [10] . 1 We imagine the following sequence of interference events. Recall that, when treating actual data (2) , and thus when representing the state of ensemble members, the t represents a duration from active preparation. All members are therefore initially prepared at t = 0.
1. A physicist actively prepares the initial state of all experimental ensemble members such that they are represented by a density operator labeled ρ 0 (t). At t = t * 1 there occurs an interference event that cannot be described by the closed-system dynamics. If we ignore for now any finite duration of the event and any other source of environmental interference, then before the interference event (0 ≤ t < t * 1 ) all ensemble members are represented by ρ 0 (t).
2. At t = t * 1 the interference event affects some subset of the experimental ensemble. Because the closed-system dynamics cannot describe the interference, the affected members can no longer be represented by ρ 0 (t). Thus, to represent the state of the affected subset, one requires a new density operator: ρ 1 (t − t * 1 ). The unaffected members will continue to be in a state represented by ρ 0 (t).
If there is another interference event occurring
at a duration t * 2 , then another density operator, ρ 2 (t − t * 2 ), will be required.
The density operator, ρ(t), to be used in comparison with experimental data (2) will thus exhibit a branching behavior as time progresses:
There is a notational complication here because the time parameter for experimental results, and thus the t in (2), represents a duration from preparation. We will writet on the left hand side to represent 1 Dirac has described the act of measurement as causing "a jump in the state of the dynamical system" [1] . While other interpretations exist, in active measurements ensemble members are never observed to be in superpositions.
If nature does not distinguish between active and passive measurements, it is precisely this "jump in the state" that requires a new density operator.
duration from active preparation of ensemble members. The branches on the right hand side of (5) will be functions of the different t i = t − t * i , representing duration from the times t * i when the ρ i became necessary. If the distinction is unnecessary, we will use t. For closed systems, this notation is not needed because t i → t =t.
Every line in (5) could be written in the same form as (4), but here M would be the number of interference events. If there is a sequence of such events, say at t * i , then the number of density operators on the right hand side will depend on the time duration,t, and more and more branches will appear as the time duration grows.
Note that nothing new has been introduced to standard quantum mechanics, and that we have not assumed any new microphysical phenomena.
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In the absence of environmental interference, these approaches obviously reduce to the theory for closed systems. In the limit that all members suffer external interference identically, one has the typical formalism for open systems. All we have done differently is apply the standard theory to open systems in such a way that one can address the possibility that different ensemble members may suffer environmental interference differently. One should not read (5) to mean that the density operator undergoes a particular, dynamical change. Rather, this expression means that subsets of ensemble members suffer differently and therefore require different density operators to represent their states.
C. The branching process
To represent the possibility that betweent and t + ∆t and before active measurement, some subset of the experimental ensemble suffers interference and afterward must be described by a new density operator, ρ 1 , let us write from (5)
Note that (6) is not mathematically correct. Let ρ i be constructed from vectors in the space Φ i . In Φ i is defined the operator algebra representing the system's dynamics following one particular type of en-vironmental interference, which may not be defined in the space of the closed system itself. The dynamics of environmental interference is uncontrolled and may be unknown. In general, Φ i = Φ j =i , and one cannot perform the sum in (6) . Instead, (6) is a phenomenological statement that is required because one can neither perfectly isolate experimental systems nor ensure that all ensemble members suffer interference identically.
While (6) might not make mathematical sense, it will have a sensible physical interpretation if the calculated probabilities are real numbers between 0 and 1. The corresponding expression for the Born probability is
To calculate Born probabilities one must decide how the operators Λ i or ρ i might be extended or limited to other spaces such that this requirement is fulfilled. For the remainder of this paper, we will assume that this can be done.
3 Again, the weights, a 0 and a 1 , in (6) and (7) must satisfy a 0 + a 1 = 1.
We have ignored any dynamics hidden by the arrow in (6) . If the timescale associated with the interference event, ∆t in (6), is very small compared to the dynamical timescales of the experiment, then one can safely ignore it. If it is not, then in models one must include interference dynamics along with the regular system dynamics.
D. Partitioning and indistinguishability
Finally, let us consider the weights, a i , in (4) and (5) . The a i express the relative sizes of the ensemble's different subsets, which are in states represented by the different ρ i . To determine the relative sizes of these subsets, one must partition an ensemble of arbitrary size, N .
To complicate matters, there is a kinematic requirement that limits one's knowledge of which members suffer interference from which environments. When the spatial wave functions of n simultaneously present ensemble members overlap, any n-body wave function must transform as one of the irreducible representations of the permutation group of order (n!). Even if the non-interacting ensemble members are sufficiently spaced that particle statistics can be ignored, when an external system cannot distinguish them, interactions still must respect a permutation symmetry. It is this condition that leads to the well-known phenomenon of superradiance [12] . This phenomenon has previously been investigated in the context of open systems [13] and called collective decoherence, in which a bath (environment) cannot distinguish between n qubits. Here we have generalized to allow multiple baths, and we will attempt to treat the case that n varies and is not known.
Clearly, if one does not know n, then one cannot explicitly address a permutation symmetry when determining the a i . The physical interpretation of the permutation symmetry is that some simultaneously present members of the ensemble are indistinguishable and cannot be given physically meaningful labels.
We conclude with a set of restrictions on partitioning:
1. ρ represents the state of an arbitrary number, N , of ensemble members (see Section III).
2. Subsets are therefore also of arbitrary size.
3. One cannot explicitly address the number of ensemble members simultaneously affected by a single, uncontrolled environment.
4. One cannot give individual ensemble members a physically meaningful label.
These restrictions seem to prevent one from avoiding partitioning by defining within a standard reduced dynamics any single, "effective" environment or any interaction operator that dynamically mimics the kinematic effects of indistinguishability for the average ensemble member. In the next two sections, we will use the framework to treat different physical systems. To isolate the effects of kinematics, in Section V we create a model with trivial dynamics, and in Section VI we create a model with simple dynamics.
V. APPLICATION: BEAM SPLITTER
Consider the simple system of a photon, γ, incident on a beam splitter, being either transmitted into one phototube or else reflected into a different phototube. Figure 1 is a schematic of the experiment. The photon scattering system is interesting as the basis of a photon current. The probabilistic nature of the scattering at the beam splitter is for the photon current a source of noise [14] characterized by correlations between photons in the transmitted and reflected branches.
A. Second quantization calculation
Second quantization provides a simple and effective framework for calculating correlations, in terms of occupation numbers in the incident, transmitted, and reflected currents. In the next section we will use our framework and compare to the results of this section. We are not interested in the microscopic scattering dynamics for a photon incident on a beam splitter, so following [15] for this simple case we will deal only with asymptotic in and out states at fixed energy, and ignore other quantum numbers.
One comment is required, however. Because the scattering operator,Ŝ, does not change the space of asymptotic states, one requires another input channel in Figure 1 , corresponding to photons incident from the top. Such photons, were they present, would transmit into phototube 1 and reflect into phototube 2. This imagined photon source is not present in the actual experiment, however, so one fixes its input as the vacuum state. Though it emits no photons, only when the imagined photon source is present in the calculation does one calculate the correct values for the correlation functions [15] .
To preserve the symmetry implied by the theoretical approach, let us temporarily change the input system to include this imagined source. The creation and annihilation operators for incoming photons will beâ † i andâ i , where i = 1, 2, and
The actual source, seen in Figure 1 , will correspond to i = 1, and the imagined source will correspond to i = 2. For photons in the reflected and transmitted currents, one defines the creation and annihilation operators,b † i andb i , with i = 1, 2 corresponding to the label on the phototubes in Figure 1 , and also satisfying (8) .
The reflection or transmission at the beam splitter is then treated as a scattering event, and one can relate the incoming photons to the transmitted and reflected photons by [14] ,
Here the unitary scattering matrix is written in terms of the complex reflection coefficient, r, and the complex transmission coefficient, t, which satisfy |r| 2 + |t| 2 = 1. The vacuum state for the input photons is |0 1 |0 2 ≡ |0 . We will consider an input state, |n , containing n photons emitted by the actual source, i = 1, so that
Following [14] , we let |r 11 | 2 ≡ R and |t 21 | 2 ≡ T , and we assume unit efficiencies for measurement. The operator representing the occupation number in the reflected channel of Figure 1 isn R =b † 1b 1 , and the the operator representing the occupation number in the transmitted channel of Figure 1 isn T =b † 2b 2 . Using (9) and (10), one calculates for the correlations between occupation numbers:
Scattering as an interference event
In this section we will begin to work within the open systems framework of Section IV, and in the next section we will introduce losses. The scattering system of Figure 1 is naturally divided at the beam splitter, into subsystems: To measure the expectation values in (11), one actively prepares n photons simultaneously in the incident channel. The n photons then scatter from the beam splitter, and one measures the state of the n photons by counting the numbers registered in phototubes 1 and 2. If one performs N measurements, then one has identically prepared the state of n photons a total of N times.
Every incident photon is actively prepared in a state represented by ρ A = |i i|. Eventually every photon reaches the beam splitter and is scattered, which is the interference event during which the uncontrolled environment passively prepares every photon such that its state must be described by ρ B . According to the framework proposed in Section IV, in addition to the typical reduced dynamics, density operators undergo the branching (12) whenever subsets of ensemble members are passively prepared by an uncontrolled environment. 4 All dynamics for in and out states is trivial, so we will drop the time dependence from equations in this section.
The scattering matrix in (9) preserves photon number [15] . From this we deduce for (12) that w A + w B = 1. For the simple scattering experiment in which one assumes unit efficiencies, all photons are eventually scattered into states in System B. We can therefore deduce further that w A = 0, fixing w B = 1.
If one knows the scattering theory (9) for the passive preparation of photons by the beam splitter, then one can write for n = 1 (13) up to the coefficients. For this example with trivial dynamics, the framework simply reproduces an expression (13) commonly used in the study of quantum optics [16] . The only difference for our framework is that (13) represents the state of only the n = 1 subset of the experimental ensemble.
Of course, one often will not know the complete theory for passive preparations by an unknown environment. The measurements that lead to (11) are not sensitive to entanglement, and the dependence of the correlation functions on n is entirely kinematic.
Without more sophisticated measurements or a complete scattering theory, by imagining that a physicist actively prepares any number of photons in a sequence n j , j = 1, 2, 3 . . ., one can deduce a form for ρ B that, though incomplete, is consistent with (11) . For any sequence n j , the probability that any given photon is reflected is
After an incident photon is scattered, then, the probability to find it in the reflected channel is
Similarly, the probability to find the photon in the transmitted channel is
Knowing (14) and (15) from measurements, and without knowing about the entanglement in (13), one deduces for (12)
We are interested in exploring the kinematics of indistinguishability without knowing the number, n, of photons present, and therefore not concerned with entanglement. If the beam splitter is to represent an unknown environment, when developing models one presumably would not even know about entanglement or the imagined photon source. For the remainder of this section we will ignore off-diagonal elements of the density operator (13) and restrict ourselves to operators of the form (16) .
In (16) we have also ignored the kinematics associated with the simultaneous presence of n incident photons. One cannot start with (16) and directly calculate the correlation functions in (11) . One way to include the kinematic information is to write the analogue of (16) (16) into an ensemble of n-photon objects while respecting permutation symmetry and the requirements of Section IV D.
Each of the single photons is passively prepared with probability R to be in the state |r and with probability T to be in the state |t . The ensemble members are otherwise indistinguishable, so to partition the ensemble we will use the binomial distribution,
to average over the partitions containing combinations of k indistinguishable photons reflected with probability R and (n − k) indistinguishable photons transmitted with probability T .
The expectation values n R and n T are then related to the first moment of the binomial distribution. We calculate
and
In this method, we put k inside the summation to represent the number of photons reflected. We put (n − k) inside the summation to represent the number of photons transmitted. Therefore n RnT is
For the remaining relations, we find
as expected from (11). Though we have not yet introduced losses or dynamics, we have treated the scattering event as an interference event, and we have partitioned an experimental ensemble.
C. Open systems and inefficiencies
With the generalization of the theory of open systems and the partitioning method of Section V B, it is straightforward to introduce losses into the photon scattering system. We will consider two sources of inefficiency. The first occurs if photons are scattered toward the phototubes of Figure 1 but the photo-tubes fail to register the photons. Unless one models the detector quantum mechanically, detector inefficiency does not require an open system treatment. Let Λ ′ R be the operator representing observation of reflected photons, and let Λ ′ T represent observation of transmitted photons. If there is some probability of a failed registration, then one has
where ǫ R is the probability that a photon fails to register in phototube 1, and ǫ T is the probability that a photon fails to register in phototube 2. The probability to measure a reflected photon is
and the probability to measure a transmitted photon is
The second type of inefficiency occurs when the beam splitter scatters photons into such directions that they will not hit either phototube. Then one introduces another system, System C, that includes these photons. System B is the system of interest, and System C corresponds to the environmental system of the typical framework [2] . Unmeasurable photons are in a state represented by a density operator, ρ C , constructed from vectors in the space Φ C , which does not contain |r or |t . Instead of (16), one uses
to represent passive preparation at the beam splitter (again ignoring entanglement).
It is important to note again that (23) is not mathematically correct because ρ B and ρ C are not defined in the same space. The probability after scattering to measure the observable represented by Λ is
where w B + w C = 1, and Λ C is the appropriate operator in the space Φ C . Because System C contains photons that are not measured, Λ C is the zero operator in Φ C . The probability to measure a reflected photon is P R w B ρ B = w B R, and the probability to measure a transmitted photon is
In real experiments, both sources of measurement inefficiency will appear, and one will have for the probabilities
Now we can check the results in (11) , for the case that one does not have unit efficiencies. Let R ′ be the probability that a reflected photon is registered and T ′ be the probability that a transmitted photon is registered. Let η be the probability that an ensemble member is not measured, such that
If the experimental ensemble contains all photons actively prepared in the incident channel, then
If, instead, the experimental ensemble contains only those photons scattered into System B, then w B = 1, and
In general, one will not know if a photon remains unmeasured because of inefficiencies in scattering or because of inefficiencies in the phototubes. In other words, one can measure R ′ and T ′ , but one will not know which of (26) or (27) is appropriate.
In (23) we have the theory for the state of any single photon before and after an interference event. To calculate correlation functions for different n, again we partition the experimental ensemble. Now we must use the multinomial distribution:
where δ n,j+k+ℓ is the Kronecker delta. Because of (25), we have n R = nR ′ , n T = nT ′ , and n RnT = R ′ T ′ n(n − 1). Using (25) , the other expectation values are
Comparing (28)- (33), where R ′ + T ′ + η = 1, one can see how to generalize to imperfect measurements the results (11) of Section V A, where R + T = 1 and inefficiencies were ignored. The main difference is that (∆n R ) 2 = (∆n T ) 2 when η = 0. If one writes from (11) that (∆n R ) 2 = nR(1 − R) and (∆n T ) 2 = nT (1 − T ), however, then one can correctly take R → R ′ and T → T ′ .
In the language of the theory of open systems [2] , the system of interest includes measurable photons in states described by ρ B , which is constructed from vectors in Φ B . The environment contains unmeasurable photons in states described by ρ C , which is constructed from vectors in Φ C . All scattered photons are represented by vectors in Φ = Φ B ⊕ Φ C , which is the space of states of the combined "system plus environment," when entanglement with the environment is ignored.
In scattering experiments, one does not measure a dynamical dissipation in currents. In (16) and (23) we therefore have models without dynamics. Inefficiencies appear as a measurement event rate smaller than the incidence rate per area of incoming objects, for a given cross section. While an experimenter continues to supply photons, the losses appear only as measurement inefficiencies, which are treated by normalizing measured data to the total number of photons registered in the phototubes over the course of the experiment.
VI. APPLICATION: RABI OSCILLATIONS EXPERIMENTS
As an application with simple dynamics, we will create a toy model for systems undergoing Rabi oscillations. Here time cannot be ignored, and we must deduce a form for environmental interactions. We will also implement the technique used in the previous section to partition the ensemble of single photons represented by (16) into an ensemble of nphoton objects.
A. Rabi Oscillations
The theory of Rabi oscillations is well established [17] . It describes a two level system, with levels described by the projection operators |g g| representing the ground state and |e e| representing the excited state. When the system is prepared at t = 0 to be in the excited state, |e , and it is coupled to a correctly tuned radiation field, the probability at t to find the system in the ground state, |g , is
where Ω is called the Rabi frequency. (The probability to find the system in the same state in which it was prepared is cos 2 (Ωt).) These expressions are calculated using the dynamics for closed systems undergoing Rabi oscillations. The probability in (34) is to be compared with experimental results (2) .
In actual experiments, because of environmental interference one never measures the result in (34). In this paper we wish to consider several very different but very clean and well-controlled experiments [3, 8, [18] [19] [20] [21] [22] .
In one experiment [3] , also discussed in Section II, internal levels of a 9 Be + ion couple to the harmonic binding potential. Rabi oscillations occur between two of the coupled internal and vibrational levels, and the oscillations between different sets of levels are measured. In another experiment [8] , Rabi oscillations are observed between the circular states of a Rydberg atom coupled to a field stored in a high Q cavity. In [18] , the Rabi oscillations are between the spin states of two electrons in a double quantum dot. In [19] , Rabi oscillations occur between motional states of electrons bound to shallow donors in semiconductors. These motional states mimic the levels of a hydrogen atom. In three experiments [20] [21] [22] , oscillations occur between excitation levels of electrons confined in quantum dots.
The measured results in [3, 8, 18] , do not match the prediction in (34). Instead, the measured probability is fit by an appropriately damped sinusoid that is a function of the time duration,t, from active preparation,
where γ is an experimentally determined damping factor. In [18] , amplitude, offset, and phase are fit as well, because the oscillations are measured also as a function of a swept detuning voltage. In [21, 22] , photocurrent is measured, and from it the dephasing of the Rabi oscillations is inferred. Numerically solving the models they fit to their data, the subsystems undergoing Rabi oscillations fit (35).
B. Dynamics for the toy model
Already having the kinematic requirements for open systems and indistinguishable ensemble members, our next task is to deduce the proper dynamics for the experimental system in question. This means we must identify the spaces Φ i and the corresponding algebras of observables. Starting with the branched density operator from (5), we calculate the probability at a durationt from active preparation:
where, as before, ρ i is constructed from vectors in Φ i . For the long-time behavior of the measured result in (35), one has lim t→∞ P |g g| ρ(t) = 1 2 .
From this we deduce that there is no dissipation for the experimental system, and that the terms P Λi ρ i (t i ) in (36) ought not to introduce the type of losses considered for the beam splitter in Section V C. For these experiments, we then hypothesize that immediately after the interference event, Φ 0 = Φ 1 = Φ i for all i, so we can take Φ i → Φ. The algebra of observables will therefore be the typical algebra for the closed system, so we will take Λ i → Λ = |g g|. We want a probability of the form
where M branch is the number of branches. To keep track of the branches, we will find it convenient to retain the label i for the ρ i , even though all ρ i are defined in the same space, Φ. This formula is deceptively simple in appearance, because, in general, the number of branches, M branch , will depend ont, and the value of a m ′ for a fixed m ′ will depend on M branch .
The ρ i are all defined in Φ, and to keep our model simple we will assume that during interference events the environment prepares the system to be in energy eigenstates, |g and |e , ignoring entanglement. When a passive preparation occurs at t i = 0, the most general form for ρ i in (5) is then
with w i + v i = 1. In (38), w is a weight appropriate for ensemble members prepared passively to be in the ground state, and v is a weight for ensemble members prepared in the excited state. Note that this is not a new idea. Leggett has suggested [10] that decoherence "is exactly the result of a 'measurement' whose result is uninspected," and he has called this process "garbling." With this toy model, developed within our framework, we will treat the effects of garbling. We ignore the dynamics of the measurement process itself because it is simply not understood and apparently occurs over very small durations in time.
C. Born probability For simplicity, we will assume that the passive measurements for our systems are fair measurements, though this would not generally be required. To isolate kinematic effects, we will also ignore any reduced dynamics expressed in (3) and (4).
When modeling experiments or using more sophisticated models for environmental interaction, one would probably use a full simulation. To maintain transparency, however, we will search for an analytical formula for our toy model. We will start with a sequence of interference events described in Section IV B. Because the damping of the oscillations in (35) is exponential, the decay rate is constant, and we can deduce that there should be a single timescale, ∆t, for regularly spaced interference events. Then the Born probability when there may have been n interference events is P |g g| ρ(n∆t) .
As discussed in Section III, models should not depend on the ensemble size or on the number of members simultaneously present. Intuitively, one would like a model that does depend on the number of interference events that have occurred. Note from our treatment of photon scattering that counting indistinguishable ensemble members is equivalent to counting as indistinguishable the events in which they are prepared.
We are consequently led to a model with two parameters. ∆t is the timescale for interference. β represents the probability that a randomly chosen time interval will have preceded an interference event, with 0 ≤ β ≤ 1 and β = 1 for a perfectly isolated system. This can be better understood after equation (42). We will again use the binomial distribution,
and the normalization
To illustrate the model, let us write (36) for the case that the average ensemble member will have suffered only one interference event before an active measurement occurs. This will truncate our formula at a reasonable size, and we will generalize to multiple events below. The probability at 4∆t to find in |g members that have been initially prepared at t = 0 to be in |e is
The explanation of (39) is straightforward. It is in the form of the probability in (36), and each line corresponds to a branch of the density operator in (5) . From partitioning the ensemble for the beam splitter (Section V), we know that the size of a subset is proportional to the number of events in which ensemble members are appropriately prepared, if we count the events themselves as indistinguishable. We must relate the binomial distribution to the passage of time, so at every step k, with 0 ≤ k ≤ n = 4, we count the (normalized) number of combinations for arranging the n time intervals between possible event times, such that k of them came before the single interference event. This number is given by b(n, k, β), and is called a i in (36) and (5) .
Because possible interference events occur at increments of the time scale, ∆t, the weight b(n, k, β) is attached to any passive preparation occurring at k∆t. Consider the second line, where k = 3, and compare to the notation in (38). The weight w = sin 2 (Ω 3∆t). The weight v = cos 2 (Ω 3∆t). The duration from passive preparation to 4∆t is then (4 − 3)∆t = 1∆t, so the functions with argument 1∆t contain the time dependence of the Born probability of the mixed state.
Let us introduce the notation P (i) |g g| ρ(n∆t) to represent the Born probability under the assumption that members on average will have suffered i interference events before active measurement. Then for general n,
By simply exchanging cos 2 (Ω k∆t) and sin 2 (Ω k∆t), we calculate P
|e e| ρ(n∆t) , which is the probability to find the ensemble members in the excited state.
In (40), we have assumed that ensemble members will have suffered one interference event. To allow for the possibility of multiple events, the terms sin 2 (Ω k∆t) and cos 2 (Ω k∆t) must be replaced with new functions of k∆t, that predict the effects of interference events prior to the single event assumed in (40). For general i, we get the recursive expression
We have written the Born probability as a function of n∆t. The final step is to scale our result back to the continuoust. The first moment of the binomial distribution is
After stepping through time to n∆t, on average β n of the intervals will have preceded the interference event number i. This provides us a physical interpretation of our two parameters. To ensure that the time scales with something physical, as indicated by the exponential nature of the damping, and scales as well with the recursive index i, we will need to use k ∆t = β n∆t =t. After a calculation of the probability as a function of n∆t, we make the replacement
This restricts us to non-zero values of β and ∆t. We have also simply interpolated between the discrete values of n at which (41) is actually defined. Because our time scale is understood to be an average value, it would be inappropriate to assume for our model anything more complicated. The probability at the duration,t, from active preparation and assuming on average i interference events, is therefore
In Figure 2 we have plotted P
|g g| ρ(t) . For clean experiments we expect a good approximation for i = 5. The agreement with the experimentally measured damped sinusoid is very good.
D. Measurable consequence of indistinguishability
Experiments reveal that the damping factor, γ, seems to depend generally on the Rabi frequency, Ω, regardless of the nature of the experiment. In the experiment with 9 Be + ions [3] , the different levels are described by the kets | ↓, n and | ↑, n+1 , where | ↓ and | ↑ are internal states of the Be ion, and |n represents vibrational Fock states. Rabi oscillations are measured for the frequencies [3, 9] Ω n,n+1 = Ω 0.202 e −0.202
where L 
|g g| ρ(t) , for indistinguishable ensemble members. For the dots we have used equations (41) and (44). The solid line is a plot of the damped sinusoid (35) that fits the experimental data. We have used Ω∆t ≈ 0.7 and β = 0.995, and we have fit γ/Ω = 0.039.
to increase with n according to
In the experiment [18] with spin states of two electrons in a double quantum dot, the damping factor, γ, is stated to be proportional to the Rabi frequency, Ω, though no mathematical relation is given.
For [19] [20] [21] [22] , this dependence has been called Excitation Induced Dephasing (EID), and its cause has remained an open question. In [21, 22] , the dependence of the damping factor on the Rabi frequency has been found to be γ ∝ Ω 2 .
These results for such different experiments suggest that some dependence of γ on Ω may be due to a general, kinematic effect rather than any dynamics specific to an experimental system or its uncontrolled environment.
When we include the kinematics of indistinguishability in our toy model, we find that the damping factor, γ, does in general depend on the Rabi frequency, Ω, in agreement with measurements and the phenomenon called Excitation Induced Dephasing. For β close to 1, the probability is dominated by the terms proportional to b(n, k = n, β). Solving the rather crude, truncated form
and using (44), we get
For small ∆t, (48) is
where
For β ≈ 1 and Ω∆t ≪ 1, γ is quadratic in Ω. This matches the results in [21, 22] . Because we made no assumption regarding the dynamics of environmental interference, the same model is general enough to apply also to the system in [3] , and with it we fit the measured relation (46) between γ and Ω. Figure 3 is the result of fitting the damping factor, γ n , to P (5) |g g| ρ(t) , calculated with the sequence of frequencies in (45) and with Ω 0 ∆t ≈ 0.2. (The exponent can be shifted by choosing different time scales.) Unfortunately, we are limited by computational resources to n ≤ 6, and for n = 6 we were only able to use the first few oscillations when fitting. Figure 3 shows a very good quantitative agreement with experiment (46). Our study indicates that the decoherence measured in [3] is explained simply by the environmental interference characterized in Section VI B and having a characteristic frequency of ≈ 5Ω 0 .
In the standard decoherence program, one typically treats these experiments using the decoherence master equation, and ignores the possibility that different ensemble members may suffer environmental interference differently. The generic solution of the master equation describing a system undergoing Rabi oscillations [2] predicts a constant γ, with no dependence on Ω. This is one reason why the measured results have been puzzling. . The large dots result from our theoretical calculation of the Born probability using (41) and (44). The solid line is the experimentally measured relation, (1 + n) 0.7 . To indicate a scale for the exponent, the thin dashed line is a plot of (1 + n) 0.8 , and the thin dotted line is a plot of (1 + n) 0.6 .
When assuming that all ensemble members suffer interference identically, one has not needed to consider the kinematics associated with indistinguishability. As a consequence, one has searched for dynamical explanations for the measured dependence of γ on Ω. For example, for the experiment on Be ions [3] , one has required models with detailed interaction terms exclusive to the experiment itself. Among other things [23] [24] [25] , one has assumed laser amplitude noise [26] , decay from intermediate levels and, simultaneously, charge-coupling of the ion with the trap's electrodes [27, 28] , or feedback damping from polarized background gas polarized by the oscillating ions themselves [29] . While plausible, none of these studies has resulted in an agreement as quantitatively good as that in Figure 3 .
Because they contain dynamics exclusive to experiments on ions in a Paul trap, many of these models have in effect been tuned to that experiment. They are thus not applicable to the other types of experiments [18] [19] [20] [21] [22] . The models [21, 22, 30, 31] used to explain the EID measured in experiments with shallow donors and quantum dots have typically assumed a feedback dynamics from, for example, excitation induced phonons in substrates, and these models have often been quantitatively successful.
When one invokes dynamics to explain a kinematic effect, of course, one risks overly tuning models and misdiagnosing the underlying physics. We have demonstrated that none of these dynamical mechanisms is necessary to explain Excitation Induced Dephasing. As shown in Appendix B, an analogous model for distinguishable ensemble members predicts no dependence of γ on Ω. We therefore conclude that a dependence of γ on Ω, or EID, may indeed be general, as suggested by experiment, and that it may be a kinematic effect of the indistinguishability of separate, uncontrolled interactions between quantum systems and their environment.
VII. CONCLUSION
In addition to the typical reduced dynamics for open quantum systems [2] , to understand environmental interference one must faithfully represent the physics involved in the preparation, evolution, and measurement of all members of the experimental ensemble. This means one must address the possibility that different subsets of the experimental ensemble may suffer environmental interference differently.
We have introduced a framework to treat multiple quantum environments. We have discussed a kinematic effect of indistinguishability that affects only open quantum systems. The indistinguishability of experimental ensemble members greatly complicates the partitioning that our approach requires. Based on the beam splitter model, we have made the simplifying hypothesis that environmental interference occurs in events that are themselves indistinguishable. We have not yet investigated alternative treatments, but the kinematic nature of the effect would seem to preclude the possibility of treating it dynamically through a single, "effective" environmental system and a typical reduced dynamics.
To demonstrate our generalization for multiple quantum environments, within the framework we have described two simple systems. We calculated correlation functions for photons scattered at a beam splitter, with and without losses. We created a decoherence model for systems undergoing Rabi oscillations. In one case [3] , we have found unprecedented quantitative agreement with measurements. We have also discovered that the kinematic effect of indistinguishability can explain the generally measured Excitation Induced Dephasing that has previously required different dynamical explanations for different experiments. Full treatment of experiments will likely require more detailed models addressing multiple sources of environmental interference, dressed states, reduced dynamics, etc. But the qualitative and quantitative success of our single, general model for different types of Rabi oscillations experiments is very promising. p 1 (t) = η p 0 (t) + (1 − η) p 0 (1∆t) cos
2 Ω (t − 1∆t) + 1 − p 0 (1∆t) sin 2 Ω (t − 1∆t) .
For general n, we have p n (t) = η p n−1 (t) + (1 − η) p n−1 (n∆t) cos 2 Ω (t − n∆t) + 1 − p n−1 (n∆t) sin 2 Ω (t − n∆t) . (B3)
Note the reappearance of a recursive structure similar to that of (41). Recursively partitioning the experimental ensemble in this way (B3), however, requires that one can at any time label different ensemble members and know to which partition they belong. Because the recursion index, n, is also the index counting time in functions of n∆t, there is no need to rescale the time parameter, as was done in (43). Figure 4 shows the results of two sample calculations using (B1) with (B3). The dots are calculated from our model. The solid lines are plots of the decaying sinusoid in (35), which fits the experimental measurements. For both figures we have used Ω∆t ≈ 0.08. The results in Figure 4 (a) were calculated using η = 0.99 and resulted in a fitted value for the damping factor of γ/Ω = 0.05. The results in Figure 4 (b) were calculated using η = 0.997 and resulted in a fitted value for the damping factor of γ/Ω = 0.015. Recall that η = 1 for a perfectly isolated system. This calculation for distinguishable members results in a fitted damping factor, γ, that is independent of Ω. 
FIG. 4.
The Born probability, P |g g| ρ(t) , when members of the ensemble are distinguishable. For both plots, Ω∆t ≈ 0.08. The dots are the results of recursive calculations using (B3) and (B1). The solid lines are plots of the damped sinusoid (35) that fits the experimental data. Recall that η is the probability that members will not suffer a perturbation at the times n∆t.
