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な統計処理，(3) 様々なグラフ形式による解析結果の視覚化，を 1 つの環境で連続的に行
えるメリットは大きい。 
 
2. R とパッケージのインストール 
 
 R は，Windows，Mac，Linux などの複数の OS で動作するマルチプラットフォームのプ
ログラムであり，公式ウェブサイト (http://www.r-project.org/) から無償でダウ
ンロードすることができる。R 本体のインストール方法や基本操作に関しては，Lander 
(2013) などに詳しい。 
また，様々な解析に特化した追加パッケージも同じウェブサイトから入手可能である。
そして，本稿で用いる追加パッケージは，languageR，tm，wordcloudの 3 つである。
これらをインストールするには，R を起動し，インターネットに接続可能な環境で，以下
のスクリプトを入力する。行頭の > は 1 つのコマンドの開始位置を示すものであり，自
分で入力する必要はない。因みに，# で始まる部分はコメントであり，省略可能である。
つまり，実際の処理では，ボールド体の部分のみを入力すればよい。 
 
> # 追加パッケージのインストール 
> install.packages(c("languageR", "tm", "wordcloud"), dependencies 
= TRUE) 
 
3. データの読み込み 
 
 本稿では，簡便のために，languageRパッケージに収められている aliceデータセッ
トを分析対象とする。これは，Lewis Carroll の Alice’s adventure in wonderland (1865) のテキ
ストから句読点を除いたものである。このデータを読み込んで，その冒頭部分を確認する
には，以下のスクリプトを入力する。 
 
> # データの読み込み 
> library(languageR) 
> corpus <- alice 
> # データの冒頭 20語のみを表示 
> head(corpus, 20) 
 
 上記のスクリプトを実行すると，以下のような結果が得られる。 
 
 [1] "ALICE"       "S"             "ADVENTURES"  "IN"  
 [5] "WONDERLAND" "Lewis"        "Carroll"      "THE" 
 [9] "MILLENNIUM" "FULCRUM"      "EDITION"     "3" 
[13] "0"            "CHAPTER"      "I"            "Down" 
[17] "the"          "Rabbit-Hole" "Alice"       "was" 
?．????????
????????????? languageR????????????? alice???????????
???????? Lewis Carroll? Alice’s adventure in wonderland??????????????????
?????????????????????????????????????????????
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 因みに，R のワーキングディレクトリに保存されているファイル（例えば，hoge.txt）
を読み込むには，以下のようにする。 
 
> # ローカルファイルの読み込み 
> corpus2 <- scan("hoge.txt", what = "char", sep = "¥n", quiet = TRUE)
 
 また，Project Gutenberg (https://www.gutenberg.org/) などのウェブサイトで公開
されているテキストファイルを直接読み込む場合は，以下のように URL（例えば，
http://www.xxx/yyy.txt）を直接指定する。 
 
> # インターネット上のデータの読み込み 
> corpus3 <- scan("http://www.xxx/yyy.txt", what = "char", sep = "¥n", 
quiet = TRUE) 
 
 そして，XML 形式のファイルを読み込む方法については Jockers (2014)，SGML 形式の
ファイルを読み込む方法については Gries (2009) をそれぞれ参照されたい。 
 次節以降，上段で読み込んだ aliceデータを用いて，(1) KWIC コンコーダンス，(2) ワ
ードリスト，(3) コロケーションテーブル，(4) n-gram リスト，の作成を行う。これらの処
理のうち，(1) から (3) に関しては，Gries (2009) のスクリプトに基づく。但し，本稿のス
クリプトでは，数字，句読点，空白の削除などの前処理が追加されている。また，コンコ
ーダンスプロットやワードクラウドなどの視覚化の方法を提示する。 
 
4. KWIC コンコーダンス 
 
 テキストにおける特定の単語や表現に関して，その用例を網羅的に抽出する場合は，
KWIC (Key Word In Context) コンコーダンスという表示形式 (Baker, Hardie, & McEnery, 
2006, pp. 42-44) が一般的である。この形式を用いることで，検索語がどのような文脈で使
われているかを確認することができる。以下の例では，rabbit を検索語として，その前後 5
語ずつを表示している。また，rabbit と Rabbit を一度に検索できるように，テキスト中の
全ての文字を小文字に変換し，余分なスペースを削除している。 
 
> # 大文字を小文字に変換 
> corpus.lower <- tolower(corpus) 
> # テキストを単語のベクトルに変換 
> word.vector <- unlist(strsplit(corpus.lower, "¥¥W")) 
> # スペースを削除 
> not.blank <- which(word.vector != "") 
> word.vector2 <- word.vector[not.blank] 
> # 検索語の生起位置を取得 
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> } 
 
 上記のスクリプトを実行すると，以下のような結果が得られる。R の aliceデータセッ
トの中で rabbit は 51 回使われているが，以下では，紙面の都合で最初の 10 例のみを示す。 
 
-------------------- 1 --------------------  
0 chapter i down the [ rabbit ] hole alice was beginning to  
-------------------- 2 --------------------  
daisies when suddenly a white [ rabbit ] with pink eyes ran close 
-------------------- 3 --------------------  
the way to hear the [ rabbit ] say to itself oh dear  
-------------------- 4 --------------------  
quite natural but when the [ rabbit ] actually took a watch out  
-------------------- 5 --------------------  
had never before seen a [ rabbit ] with either a waistcoat pocket 
-------------------- 6 --------------------  
it pop down a large [ rabbit ] hole under the hedge in  
-------------------- 7 --------------------  
to get out again the [ rabbit ] hole went straight on like  
-------------------- 8 --------------------  
long passage and the white [ rabbit ] was still in sight hurrying 
-------------------- 9 --------------------  
turned the corner but the [ rabbit ] was no longer to be  
-------------------- 10 --------------------  
coming it was the white [ rabbit ] returning splendidly dressed with 
a 
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ット (Anthony, 2005, p. 9) による視覚化が有効である。コンコーダンスプロットでは，テキ
スト中で検索語が表れている位置をバーコードのような形式で表現される。 
 
> # 検索語の生起位置を視覚化 
> plot(corpus.lower == "rabbit", type = "h", yaxt = "n", main = 
"rabbit") 
 
 上記のスクリプトを実行すると，図 1 のような結果が得られる。それを見ると，rabbit
が物語の前半と後半で多く使われていることが分かる。 
 
 
図 1: コンコーダンスプロット 
 
5. コロケーションテーブル 
 
 また，分析対象とする単語がどのような単語と一緒に使われているのかを知りたい場合
には，コロケーション（共起語）(Baker, Hardie, & McEnery, 2006, pp. 36-38) の頻度を集計
する。以下の例では，rabbit の前後 3 語の位置で使われている単語の頻度を集計し，その
結果をコロケーションテーブルという形式で，出力ファイル (output.txt) に保存して
いる。 
 
> # ノードワードの指定（以下の例では，"rabbit"） 
> search.word <- "¥¥brabbit¥¥b" 
> # スパンの指定（以下の例では，前後 3語まで） 
> span <- 3 
> span <- (-span : span) 
> # 出力ファイルの指定 
> output.file <- "output.txt" 
> # ノードワードの出現する位置を特定 
> positions.of.matches <- grep(search.word, word.vector2, perl = 
TRUE) 
> # コロケーションの集計 
????????????????? ???????????????????? rabbit?????
????????????????????
?????????????????????????
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図 1：コンコーダンスプロット
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> span <- (-span : span) 
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> # コロケーションの集計 
> results <- list() 
> for(i in 1 : length(span)) {  
>  collocate.positions <- positions.of.matches + span[i] 
>  collocates <- word.vector2[collocate.positions] 
>  sorted.collocates <- sort(table(collocates), decreasing = 
TRUE) 
>  results[[i]] <- sorted.collocates 
> } 
> # 集計表のヘッダーを出力 
> cat(paste(rep(c("W_", "F_"), length(span)), rep(span, each = 2), 
sep = ""), "¥n", sep = "¥t", file = output.file) 
> # 集計データを出力 
> lengths <- sapply(results, length) 
> for(k in 1 : max(lengths)) { 
>  output.string <- paste(names(sapply(results, "[", k]), 
sapply(results, "[", k], sep = "¥t") 
>  output.string.2 <- gsub("NA¥tNA", "¥t", output.string, perl 
= TRUE) 
>  cat(output.string.2, "¥n", sep = "¥t", file = output.file, 
append = TRUE) 
> } 
 
 上記のスクリプトを実行すると，表 1 のようなコロケーションテーブルが得られる。表
中の W_0 は検索語を表し，W_-3，W_-2 ，W_-1 ，W_1 ，W_2，W_3 は，検索語から見
て左 3 語の位置，左 2 語の位置，左 1 語の位置，右 1 語の位置，右 2 語の位置，右 3 語の
位置，をそれぞれ表している。また，F_-3～F_3 は，左 3 語～右 3 語の位置に生起する語
の頻度を表している。表 1 を見ると，rabbit の直前 (W_-1) では the や white，直後 (W_1) で
は hole などが多く使われていることが分かる。 
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6. ワードリスト 
 
 次に，テキスト中に現れている全ての単語の頻度を集計し，ワードリスト（語彙頻度表）
(Baker, Hardie, & McEnery, 2006, p. 169) を作成する。以下の例では，tm パッケージの
removeNumbers関数と removePunctuation関数を用いて，テキスト中の数字と句読
点を削除している（aliceデータに句読点は含まれていないが，一般的なテキストには句
読点が多く含まれている）。 
 
> # テキストから数字と句読点を削除 
> library(tm) 
> corpus.cleaned <- removeNumbers(corpus.lower) 
> corpus.cleaned <- removePunctuation(corpus.cleaned) 
> # ワードリストの作成 
> freq.list <- table(corpus.cleaned) 
> sorted.freq.list <- sort(freq.list, decreasing = TRUE) 
> sorted.table <- paste(names(sorted.freq.list), sorted.freq.list, 
sep = ": ") 
> # ワードリスト（頻度上位 20位まで）の確認 
> head(sorted.table, 20) 
 
 alice データセットにおける頻度上位 20 語は，以下の通りである。一般的に，頻度上
位語の多くは，the や and などの機能語である。どのようなテキストにも高頻度で現れる語
を集計対象から除外したい場合は，tm パッケージの removeWords 関数で細かく指定す
ることができる。 
 
 [1] "the: 1639" "and: 866"    "to: 725"    "a: 631" 
 [5] "it: 595"    "she: 553"    "i: 545"     "of: 511" 
 [9] "said: 462" "you: 411"    "alice: 398" "in: 367" 
[13] "was: 357" "that: 315"   "as: 263"     "her: 248" 
[17] "t: 218"    "at: 212"     "s: 201"      "on: 193" 
 
 そして，テキスト中に現れている全ての単語をワードクラウド (Abedin & Das, 2015, pp. 
101-103) をの形式で視覚化するには，wordcloud パッケージの wordcloud 関数を用い
る。以下の例では，使用頻度が 5 回以上の単語のみを表示している（図 2）。ワードクラウ
ドでは，高頻度語が大きなフォントで表示され，低頻度語は小さなフォントで表示されて
いる。 
 
> # ワードクラウドの作成 
> library(wordcloud) 
> wordcloud(word.vector2, min.freq = 5, random.order = FALSE) 
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6. ワードリスト 
 
 次に，テキスト中に現れている全ての単語の頻度を集計し，ワードリスト（語彙頻度表）
(Baker, Hardie, & McEnery, 2006, p. 169) を作成する。以下の例では，tm パッケージの
removeNumbers関数と removePunctuation関数を用いて，テキスト中の数字と句読
点を削除している（aliceデータに句読点は含まれていないが，一般的なテキストには句
読点が多く含まれている）。 
 
> # テキストから数字と句読点を削除 
> library(tm) 
> corpus.cleaned <- removeNumbers(corpus.lower) 
> corpus.cleaned <- removePunctuation(corpus.cleaned) 
> # ワードリストの作成 
> freq.list <- table(corpus.cleaned) 
> sorted.freq.list <- sort(freq.list, decreasing = TRUE) 
> sorted.table <- paste(names(sorted.freq.list), sorted.freq.list, 
sep = ": ") 
> # ワードリスト（頻度上位 20位まで）の確認 
> head(sorted.table, 20) 
 
 alice データセットにおける頻度上位 20 語は，以下の通りである。一般的に，頻度上
位語の多くは，the や and などの機能語である。どのようなテキストにも高頻度で現れる語
を集計対象から除外したい場合は，tm パッケージの removeWords 関数で細かく指定す
ることができる。 
 
 [1] "the: 1639" "and: 866"    "to: 725"    "a: 631" 
 [5] "it: 595"    "she: 553"    "i: 545"     "of: 511" 
 [9] "said: 462" "you: 411"    "alice: 398" "in: 367" 
[13] "was: 357" "that: 315"   "as: 263"     "her: 248" 
[17] "t: 218"    "at: 212"     "s: 201"      "on: 193" 
 
 そして，テキスト中に現れている全ての単語をワードクラウド (Abedin & Das, 2015, pp. 
101-103) をの形式で視覚化するには，wordcloud パッケージの wordcloud 関数を用い
る。以下の例では，使用頻度が 5 回以上の単語のみを表示している（図 2）。ワードクラウ
ドでは，高頻度語が大きなフォントで表示され，低頻度語は小さなフォントで表示されて
いる。 
 
> # ワードクラウドの作成 
> library(wordcloud) 
> wordcloud(word.vector2, min.freq = 5, random.order = FALSE) 
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6. ワードリスト 
 
 次に，テキスト中に現れている全ての単語の頻度を集計し，ワードリスト（語彙頻度表）
(Baker, Hardie, & McEnery, 2006, p. 169) を作成する。以下の例では，tm パッケージの
removeNumbers関数と removePunctuation関数を用いて，テキスト中の数字と句読
点を削除している（aliceデータに句読点は含まれていないが，一般的なテキストには句
読点が多く含まれている）。 
 
> # テキストから数字と句読点を削除 
> library(tm) 
> corpus.cleaned <- removeNumbers(corpus.lower) 
> corpus.cleaned <- removePunctuation(corpus.cleaned) 
> # ワードリストの作成 
> freq.list <- table(corpus.cleaned) 
> sorted.freq.list <- sort(freq.list, decreasing = TRUE) 
> sorted.table <- paste(names(sorted.freq.list), sorted.freq.list, 
sep = ": ") 
> # ワードリスト（頻度上位 20位まで）の確認 
> head(sorted.table, 20) 
 
 alice データセットにおける頻度上位 20 語は，以下の通りである。一般的に，頻度上
位語の多くは，the や and などの機能語である。どのようなテキストにも高頻度で現れる語
を集計対象から除外したい場合は，tm パッケージの removeWords 関数で細かく指定す
ることができる。 
 
 [1] "the: 1639" "and: 866"    "to: 725"    "a: 631" 
 [5] "it: 595"    "she: 553"    "i: 545"     "of: 511" 
 [9] "said: 462" "you: 411"    "alice: 398" "in: 367" 
[13] "was: 357" "that: 315"   "as: 263"     "her: 248" 
[17] "t: 218"    "at: 212"     "s: 201"      "on: 193" 
 
 そして，テキスト中に現れている全ての単語をワードクラウド (Abedin & Das, 2015, pp. 
101-103) をの形式で視覚化するには，wordcloud パッケージの wordcloud 関数を用い
る。以下の例では，使用頻度が 5 回以上の単語のみを表示している（図 2）。ワードクラウ
ドでは，高頻度語が大きなフォントで表示され，低頻度語は小さなフォントで表示されて
いる。 
 
> # ワードクラウドの作成 
> library(wordcloud) 
> wordcloud(word.vector2, min.freq = 5, random.order = FALSE) 
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図 2：ワードクラウド
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図 2: ワードクラウド 
 
 また，テキストにおける語彙の豊富さを測る指標としては，type/token ratio (TTR) (Baker, 
Hardie, & McEnery, 2006, p. 162) が最も一般的である。 
 
> # 総語数 (tokens) の計算 
> length(corpus.cleaned) 
> # 異語数 (types) の計算 
> length(unique(corpus.cleaned)) 
> # TTRの計算 
> length(unique(corpus.cleaned)) / length(corpus.cleaned) 
 
 上記のスクリプトによって計算された総語数，異語数，TTR は，以下の通りである。TTR
の値が 1 に近いほど，テキスト中の語彙が豊富であることを示している。 ?????????????????????????? TTR???????????TTR???
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? ????????????????????????????? 
[1] 27269  #総語数 
[1] 2604  #異語数 
[1] 0.09549305  # TTR 
 
 なお，koRpus パッケージを用いることで，語彙の豊富さに関する様々な指標を計算す
ることが可能である (小林, 2015)。 
 さらに，ステミング（語幹処理）(Bird, Klein, & Loper, 2009, p. 107) を行う場合は，tmパ
ッケージの stemDocument関数が便利である。しかし，レマタイズ（見出し語化）(Bird, 
Klein, & Loper, 2009, p. 108) を 行 う に は ， TreeTagger 
(http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/) のような
外部のプログラムを使う必要がある。 
 
7. n-gram リスト 
 
 最後に，テキスト中における単語連鎖 (n-grams) (Baker, Hardie, & McEnery, 2006, p. 122) 
を集計する。以下は，2 語の連鎖 (2-grams) の頻度を集計し，頻度上位 20 位までを表示し
ている。 
 
> # 2-gramsの抽出 
> x <- length(word.vector2) - 1 
> results <- vector() 
> for (i in 1 : x) { 
>  ngram <- paste(word.vector2[i], word.vector2[i + 1]) 
>  results <- append(results, ngram) 
> } 
> # 頻度集計 
> ngram.freq <- table(results) 
> sorted.ngram.freq <- sort(ngram.freq, decreasing = TRUE) 
> sorted.table <- paste(names(sorted.ngram.freq), sorted.ngram.freq, 
sep = ": ") 
> # 頻度上位 20位までを表示 
> head(sorted.table, 20) 
 
 上記のスクリプトを実行すると，以下のような集計結果が得られる。 
 
 [1] "said the: 210"   "of the: 133"     "said alice: 116" 
 [4] "in a: 97"         "and the: 82"     "in the: 80"  
 [7] "it was: 76"       "the queen: 72"   "to the: 69" 
[10] "the king: 62"    "as she: 61"      "don t: 61" 
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?Abstract?
Analyzing English Texts with R
Yuichiro KOBAYASHI
?The purpose of the present paper is to introduce programming techniques for text mining. 
This paper explains how to make a concordance, wordlist, collocation table, and n-gram list, 
using R, a free software environment for data analysis. It also shows the visualization 
methods for text analysis, such as concordance plot and word cloud. By writing our own 
programs, we can conduct analyses that are not possible with ready-made tools, and tailor 
the output of the analyses to meet our research needs. 
