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Abstract
We give an elementary introduction to the theory of algebraic and topological quantum
groups (in the spirit of S. L. Woronowicz). In particular, we recall the basic facts from Hopf
(∗-) algebra theory, theory of compact (matrix) quantum groups and the theory of their
actions on compact quantum spaces. We also provide the most important examples, in-
cluding the classification of quantum SL(2)-groups, their real forms and quantum spheres.
We also consider quantum SLq(N)-groups and quantum Lorentz groups.
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1. Introduction and physical motivations
What are quantum groups?
Let G be a group in the usual sense, i. e. a set satisfying the group axioms, and k be a
field. With this group one can associate a commutative, associative k-algebra of functions
from G to k with pointwise algebra structure, i. e. for any two elements f and f ′, for any
scalar α ∈ k, and g ∈ G we have
(f + f ′)(g) := f(g) + f ′(g), (αf)(g) := αf(g), (ff ′)(g) := f(g)f ′(g)
If G is a topological group, usually only continuous functions are considered, and for an
algebraic group the functions are normally polynomial functions. These algebras are called
“algebras of functions on G.” These algebras inherit some extra structures and axioms for
those structures from the group structure and its axioms on G. Locally compact groups
can be reconstructed from this algebra.
Now the algebra is deformed or quantized, i. e. the algebra structure is changed so that
the algebra is not commutative any more, but the extra structures and axioms for them
remain the same. This algebra is called “algebra of functions on a quantum group”, where
“quantum group” is just an abstract object “described” by the deformed algebra. This
process can be summarized as follows:
classical group G
axioms of a group
quantum group
(abstract object)
↓ l
commutative algebra of
functions on G with
corresponding extra axioms
forget about
group
−−−→
non-commutative algebra with
same extra axioms; “algebra of
functions on a quantum group”
There is a similar concept of “quantum spaces”: If G acts on a set X (e. g. a vector space),
there is a corresponding so-called coaction of the commutative algebra of functions on G
on the commutative algebra of functions on X satisfying certain axioms. The latter algebra
can often be deformed/quantized into a non-commutative algebra, called the “algebra of
functions on a quantum space” with a similar coaction. There are three ways of considering
algebras of functions on a group and their deformations:
(a) polynomial functions Poly(G) (developed by Woronowicz and Drinfel’d),
(b) continuous functions C(G), if G is a topological group (developed by Woronowicz),
(c) formal power series (developed by Drinfel’d).
Only the first two approaches will be dealt with in the sequel. They include representation
theory, Peter-Weyl theory, Tannaka-Krein theory, and actions on quantum spaces.
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There is a second approach to quantum groups. If G is a connected, simply connected
Lie group, G can be reconstructed from the universal enveloping algebra U(g) of the
corresponding Lie algebra g. The algebra U(g) again inherits some extra structures and
axioms and can be deformed. The deformed universal enveloping algebra can be regarded
as universal enveloping algebra corresponding to a quantum group. One can consider
(d) the quantized universal enveloping algebra Uq(g) (developed by Jimbo),
(e) formal power series (to be more precise, the ring of formal power series in h over
a free algebra, subject to certain relations which are the same as for U(g) in the
case h = 0. From this ring the algebra Uq(g) can be extracted. This approach has
been developed by Drinfel’d).
This approach will not be used in the sequel.
Physical motivations
There are some physical motivations for quantum groups including
1. integrable models—handled with approach (e),
2. conformal field theory—handled with approach (e),
3. physical models based on quantized space-time—handled with approaches (a), (b),
and (e).
The last motivation shall be explained in more detail. One of the main problems in
Quantum Field Theory (QFT) is to join QFT and General Relativity Theory in a consistent
way. It seems that in such a new theory it would be impossible to study the geometry of the
space when very small volumes are considered. If you consider a cube in space, each vertex
of it having Planck’s length or less, and measure simultaneously the three coordinates x,
y, and z of a particle in it, then the uncertainty of the measurement, i. e. the errors ∆x,
∆y, and ∆z are very small, whence by Heisenberg’s uncertainty relation the errors of the
coordinates of the momentum are big and therefore the uncertainty of the energy ∆E is
big, too. Since the energy is positive, the expected value 〈E〉 of the energy is big, and the
smaller the cube the bigger the energy, which at a certain stage generates a black hole.
Therefore the observation of the geometry of the space gives it a different geometry, which
makes this observation useless (We have used here the arguments by Professor W. Nahm).
Quantum mechanics says that physical quantities such as momentum and position, which
can be measured, correspond to self-adjoint operators on a Hilbert space. Its elements de-
scribe possible states of a physical system. When a quantity is measured, the state is
projected onto an eigenvector of the operator, and the result of the measurement is the
corresponding eigenvalue. Two quantities can be measured simultaneously if and only if
the corresponding operators commute. In usual quantum mechanics the operators corre-
sponding to the three coordinates of space commute and can be measured simultaneously,
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which leads to the problem with the black hole. Thus it is reasonable to assume that the
operators corresponding to the coordinates x, y, and z do not commute (whence they
cannot be measured simultaneously). Hence the commutative algebra generated by the
operators corresponding to x, y, and z, which is isomorphic to the algebra of polynomials
on R3, is replaced by a non-commutative algebra on a quantum space. In order to give
sense to self-adjoint operators, this algebra should be a ∗-algebra.
1.1. Definition: (a) A ∗-algebra is a C-algebra A equipped with an antilinear, antimulti-
plicative involution ∗:A→ A, i. e. for all a, b ∈ A and λ ∈ C the following holds:
(a+ b)∗ = a∗ + b∗, (λa)∗ = λ¯a∗, (ab)∗ = b∗a∗, (a∗)∗ = a.
(b) Let A, B be ∗-algebras. An algebra homomorphism φ:A → B is called ∗-homo-
morphism, if φ(a∗) = φ(a)∗ for all a ∈ A.
Physical experiments should be comparable and reproducible, i. e. the same experiment
performed at different places and times ought to give the same result. Therefore the theory
should be invariant with respect to certain symmetry groups (containing translations in
time and space). But the classical (symmetry) groups do not fit well to quantum spaces,
so they have to be changed to quantum groups, too. (Example: The group SO3(R) of
rotations in three-dimensional space acts on the sphere S2. When the algebra of functions
on S2 is properly deformed such that the algebra becomes non-commutative, then there
is no reasonable coaction of the usual algebra of functions on SO3(R) any more. [P1,
Remark 2])
There is another motivation—deformation of an existing physical theory may help to
understand the theory in a better way. It can reveal why the theory works, what is a
consequence, and what is just a coincidence.
Example [P4]: After looking at deformations of standard Dirac theory, the covariance
of the Dirac equation can be seen more directly—on the level of groups rather than Lie
algebras. For the wave vector Ψ there is the equation Ψ¯ = Ψ†γ0, where γ0 also appears in
the Dirac equation. In the deformed theory there is Ψ¯ = Ψ†A with A 6= γ0 in general, so
that A = γ0 is just a coincidence, and the condition A = γ0 is not really important for the
theory.
In physics all symmetry groups are groups of matrices or can be described with groups
of matrices, therefore the case of matrix groups is considered.
Acknowledgment
These lecture notes were written down by E. M. after the lectures by P. P. given at
the Department of Mathematics, Munich University. The first author is very grateful to
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2. Polynomials on classical groups of matrices
Notations
In the sequel the base field of all vector spaces and algebras is the field C of complex
numbers. A unital algebra is an (associative) algebra with a unit element, and a unital
mapping is a mapping between unital algebras which sends the unit element to the unit
element.
Let N, N0 and R denote the sets of positive integers, non-negative integers and real
numbers respectively and fix M,N ∈ N. Let A be a unital algebra and let MM×N (A) be
the vector space of M ×N -matrices with entries in A. If M = N , MN (A) :=MN×N (A) is
a unital algebra. For each matrix M ∈MM×N (A) let Mij be the entry at the i-th row and
j-th column of M . Let B be another algebra, φ:A→ B a map and M ∈MM×N (A). Then
φ(M) is shorthand for the matrix in MM×N (B) with entries φ(Mij). The group GL(N,C)
of invertible N ×N -matrices with complex entries is equipped with a topology inherited
from the norm topology of the vector spaceMN (C) ∼= C
N2 . The neutral element of a group
is denoted by e.
Let CN denote the space of row vectors and NC the space of column vectors. Using
matrix multiplication, CN can be regarded as dual space of NC. If {e1, . . . , eN} is a basis
of NC, then there is a dual basis {e′1, . . . , e
′
N} of C
N such that e′iej = δij for all i, j ≤ N .
In a similar way there are dual bases of the k-fold tensor products (NC)⊗k and (CN )⊗k.
In the sequel the indices i, j, i′, j′, k denote positive integers less or equal to N .
Let 1N denote the identity matrix with N rows and columns or the identity endomor-
phism of CN or NC.
Functions on groups
Let G be an arbitrary subgroup of the group GL(N,C). Let Fun(G) be the algebra of
complex valued functions on G. This algebra is unital with unit element 1:G→ C, g 7→ 1
and is a ∗-algebra, where for all f ∈ Fun(G) the function f∗ is defined by f∗(g) := f(g)
for all g ∈ G.
For all i and j, the coefficient functions
uij :G→ C, g 7→ gij and u
−1
ij :G→ C, g 7→ (g
−1)ij
belong to Fun(G). Then the matrices u := (uij)1≤i,j≤N and u
−1 := (u−1ij )1≤i,j≤N belong to
MN (Fun(G)) and are inverses of each other inMN (Fun(G)). This justifies the notation u
−1.
2.1. Definition: Let Pol(G) be the subalgebra of Fun(G) generated by the elements uij
and u−1ij for all i and j.
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Remark: This algebra is automatically unital because of the relation 1 =
∑n
k=1 u1ku
−1
k1.
The algebra is called “algebra of holomorphic polynomials on G”, too.
2.2. Lemma: If G ⊂ SL(N,C) then Pol(G) is already generated by the elements uij .
Proof: By the usual formula for the inverse of a matrix, (g−1)ij = (−1)i+j det g˜j,i/ det(g)
for all g ∈ G, where the (N − 1) × (N − 1)-matrix g˜j,i is obtained from g by deleting the
j-th row and the i-th column. But det(g) = 1, whence also u−1ij is a polynomial in the
functions ui′j′ .
2.3. Definition: Let Poly(G) be the ∗-subalgebra of Fun(G) generated by the elements
uij and u
−1
ij .
Usually the algebra Poly(G) is considerably bigger than Pol(G).
2.4. Lemma: If G is a compact subgroup of GL(N,C), then Poly(G) is generated by the
elements uij as ∗-subalgebra.
Proof: The map φ:G → R+, g 7→ | det(g)| is a group homomorphism from G into the
multiplicative group of positive real numbers. Since φ is continuous and G is compact, the
image of φ is a compact subgroup of R+. But {1} is the only compact subgroup of R+,
whence φ(g) = 1 for all g ∈ G. Therefore
1 = det(g)det(g) = det(g) det((g¯ij)1≤i,j≤N ).
Thus det(u) is invertible in Poly(G) with inverse det((u∗ij)1≤i,j≤N ), whence the elements
u−1ij can be expressed by the ui′j′ and u
∗
i′j′ .
2.5. Remark: Let I be an index set and let G be a subgroup of
∏
α∈I GL(Nα,C). Each
element g of this group can be written as g = (gα)α∈I with gα ∈ GL(Nα,C) for all α ∈ I
and define
uαij , (u
α)−1ij :G→ C, u
α
ij(g) := (gα)ij , (u
α)−1ij := (g
−1
α )ij
for all g ∈ G. The algebras Pol(G) and Poly(G) are generated by the elements uαij and
(uα)−1ij as algebras or ∗-algebras, respectively. This generalization covers all compact
groups G, because the group homomorphism
G→
∏
π∈Ĝ
GL(dim(π),C), g 7→ (π(g))
π∈Ĝ
where Ĝ is the set of finite dimensional irreducible representations of G, is injective if G
is compact (cf. Tannaka-Krein duality).
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The multiplication, unit, and the inverse on G lead to the following extra structures on
Fun(G):
∆:Fun(G)→ Fun(G×G), (∆f)(g, h) := f(gh) for all g, h ∈ G (Comultiplication),
ε:Fun(G)→ C, ε(f) := f(e) (Counit),
S:Fun(G)→ Fun(G), (Sf)(g) := f(g−1) for all g ∈ G (Antipode).
These maps are unital ∗-homomorphisms. The (algebraic) tensor product Fun(G)⊗Fun(G)
is the vector subspace of Fun(G × G) generated by elements u ⊗ v, where u, v ∈ Fun(G),
by defining (u⊗ v)(g, h) := u(g)v(h) for all g, h ∈ G. Equality only holds if G is finite.
The axioms for the group structure on G are reflected by certain axioms for the extra
structures on Fun(G). Let f be an element of Fun(G) such that ∆(f) ∈ Fun(G)⊗Fun(G).
Since the multiplication in G is associative, we have
(∆⊗ id)∆(f) = (id⊗∆)∆(f). (1)
The property of the neutral element, namely ge = eg = g for all g ∈ G, leads to the
equation
(ε⊗ id)∆(f) = (id⊗ ε)∆(f) = f. (2)
(Here the usual identification C⊗ V ∼= V ⊗C ∼= V for all C-vector spaces is used). Let the
linear map µ:Fun(G)⊗Fun(G)→ Fun(G), f ⊗ f ′ → ff ′ be induced by the multiplication
in Fun(G). Then the properties gg−1 = g−1g = e of the inverse can be expressed as
µ(S ⊗ id)∆(f) = µ(id⊗ S)∆(f) = ε(f)1. (3)
2.6. Definition: A unital algebra H is called Hopf algebra, if there are unital algebra
homomorphisms ∆:H → H ⊗ H and ε:H → C and a linear map S:H → H satisfying
axioms (1)–(3) for all f ∈ H.
The following lemma gives examples of Hopf algebras and shows why Pol(G) and the
elements u−1ij are interesting.
2.7. Lemma: Pol(G) is a Hopf algebra satisfying
∆uij =
N∑
k=1
uik ⊗ ukj , ∆u
−1
ij =
N∑
k=1
u−1kj ⊗ u
−1
ik,
ε(uij) = ε(u
−1
ij ) = δi,j , S(uij) = u
−1
ij , S(u
−1
ij ) = uij .
If G is finite, also Fun(G) is a Hopf algebra.
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Proof: For all g, h ∈ G,
∆uij(g, h) = uij(gh) = (gh)ij =
N∑
k=1
gikhkj =
N∑
k=1
uik(g)ukj(h) =
N∑
k=1
(uik ⊗ ukj)(g, h).
A similar computation yields the formula for ∆(u−1ij ). Therefore the image of Pol(G) under
∆ is contained in Pol(G) ⊗ Pol(G). The values of the counit can be computed: ε(uij) =
ε(u−1ij ) = eij = δi,j . The equations for the antipode follow from (S(uij))(g) = uij(g
−1) =
u−1ij (g) for all g ∈ G. The Hopf algebra axioms are clearly satisfied, because Pol(G) is a
subalgebra of Fun(G).
If G is finite, then Fun(G) is a Hopf algebra because Fun(G)⊗ Fun(G) = Fun(G×G).
The following general theorem for Hopf algebras can be inferred from [A].
2.8. Theorem: Let H be a Hopf algebra with unit element 1.
(a) The maps ε and S are unique if ∆ is fixed.
(b) S is a unital antihomomorphism
(c) If τ :H ⊗H → H ⊗H, x⊗ y 7→ y ⊗ x denotes the flip automorphism, then
∆S = τ(S ⊗ S)∆, εS = ε.
(d) Let S′:H → H be a C-linear map. Then the following are equivalent:
(i) µ(id⊗ S′)τ∆(f) = µ(S′ ⊗ id)τ∆(f) = ε(f)1 for all f ∈ H,
(ii) S ◦ S′ = S′ ◦ S = id.
2.9. Remark: (a) In general, the antipode of a Hopf algebra is not invertible.
(b) A map S′ such as in part (d) of Theorem 2.8 is called skew antipode, and there is an-
other Hopf algebra structure onH with comultiplication τ∆, counit ε and antipode S′.
(c) A motivation for the fact, that the counit, but not the antipode is an algebra homo-
morphism, if H is not commutative: Since ∆ and the identity are algebra homomor-
phisms, there is no reason following from axiom (2) that ε should not be an algebra
homomorphism. But the map µ in axiom (3) is an algebra homomorphism if and
only if H is commutative. Therefore it should not be expected that S is an algebra
homomorphism.
For all f ∈ Fun(G) satisfying ∆(f) ∈ Fun(G)⊗ Fun(G), the following equation holds:
∆(f∗)(x, y) = f∗(xy) = f(xy) = ∆f(x, y) =
∑
f1(x)f2(y) =
=
∑
f∗1 (x)f
∗
2 (y) = (∗ ⊗ ∗)∆(f)(x, y)
for all x, y ∈ G. This motivates the following definition.
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2.10. Definition: A unital algebra H is called a Hopf ∗-algebra, if H is both a Hopf
algebra and a ∗-algebra such that ∆(f∗) = (∗ ⊗ ∗)∆f for all f ∈ H.
From the definitions and Lemma 2.7 follows immediately
2.11. Lemma: Poly(G) is a Hopf ∗-algebra, and if G is finite, also Fun(G) is a Hopf
∗-algebra.
2.12. Proposition: Let H be a Hopf ∗-algebra. Then
(a) For all x ∈ H, ε(x∗) = ε(x), i. e. ε is a ∗-homomorphism.
(b) S ◦ ∗ ◦ S ◦ ∗ = id, in particular, S is bijective.
Proof: (a) Since the map H → C, x 7→ ε(x∗) satisfies the properties of the counit, both
are equal by Theorem 2.8, part (a), whence the assertion follows.
(b) The map ∗◦S◦∗ satisfies all properties of the skew antipode. By Theorem 2.8, part (d)
it is equal to it. This implies the two equivalent equalities ∗◦S◦∗◦S = idH = S◦∗◦S◦∗.
Elements of representation theory
Let H be a Hopf algebra.
2.13. Definition: Let k be a positive integer. A matrix v ∈ Mk(H) is called corepresen-
tation, if the entries satisfy the following relations for all indices a and b.
(a) ∆vab =
∑k
c=1 vac ⊗ vcb,
(b) ε(vab) = δa,b
The number dim v := k is called the degree of the corepresentation, and the elements vab
are called the matrix elements of the corepresentation.
2.14. Remark: (a) Let v be a corepresentation of a Hopf algebraH. Then S(vab) = (v
−1)ab
for all indices a, b. Thus Condition (b) of Definition 2.13 can be equivalently replaced
by invertibility of v (note that Condition (a) implies ε(v)v = v).
(b) Let G be a classical group of matrices and H one of the Hopf algebras Pol(G) or
Poly(G). Let
v:G→Mk(C), g 7→ (vab(g))1≤a,b≤k
be a map such that all functions vab are contained in H. Then (vab)1≤a,b≤k is a
corepresentation if and only if v is a representation of G.
Proof: (a) This follows from the axioms for the antipode of a Hopf algebra.
(b) For all x, y ∈ G the following equations hold.
(∆vab)(x, y) = vab(xy) = (v(xy))ab,
(
k∑
c=1
vac ⊗ vcb)(x, y) =
k∑
c=1
vac(x)vcb(y) = (v(x)v(y))ab.
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Therefore condition (a) in Definition 2.13 is equivalent to v(xy) = v(x)v(y). A com-
putation of ε(vab) shows that condition (b) is equivalent to v(e) = 1k.
Now fix a Hopf algebra H.
2.15. Definition: Let v and w be two corepresentations of H.
(a) Then v ⊕ w and v ⊗ w are corepresentations of H, where v ⊕ w is a matrix with
dim(v) + dim(w) rows and columns given by(
v 0
0 w
)
,
and the matrix of v ⊗ w has dim(v) dim(w) rows and columns and entries given by
(v ⊗ w)ij,kl := vikwjl, where the indices i, k take values between 1 and dim(v) and
the indices j, l between 1 and dim(w).
(b) A dim(w)×dim(v) matrixA over C intertwines v with w, if Av = wA. Define Mor(v, w)
as vector space of intertwining matrices between v and w. The elements of Mor(v, w)
can be regarded as C-linear maps from Cdim v to Cdimw. The corepresentations v and
w are said to be equivalent (v ∼= w) if dim(v) = dim(w) and there is an invertible
element in Mor(v, w).
2.16. Definition-Lemma: Let w be a corepresentation of dimension N and V ⊂ NC a
subspace of dimension l. Then the following are equivalent:
(a) For each ̺ ∈ Hom(H,C) the statement ̺(w)V ⊆ V holds.
(b) There is a corepresentation v and a basis a1, . . . , al of V such that for the N× l-matrix
Al := (a1 · · ·al) the equation wAl = Alv holds. This is equivalent to the condition
that Al is an injective intertwiner of v with w.
(c) There is a corepresentation v of dimension l and an invertible matrix A, the first l
columns of which are a basis of V and such that
wA = A
(
v ∗
0 ∗
)
.
If one of the equivalent conditions holds, then V is called “w-invariant subspace”, and the
corepresentation v in part (b) and (c) is called “subcorepresentation of w” and we write
v = w|V (Note that v depends on the chosen basis of V ).
Proof: (a)⇒ ((b)⇐⇒ (c)). Let a1, . . . , al be a basis of V and extend it to a basis a1, . . . , aN
of NC. Then let Al be the N × l-matrix (a1 · · ·al) and A be the N × N -matrix
(a1 · · ·aN ). Then A is invertible and let B := A−1wA. Let ̺ ∈ Hom(H,C). Then
A−1̺(w)A = ̺(B). Now condition (a) means that there is a matrix C̺ ∈Ml(C) such
that ̺(w)Al = AlC̺, whence ̺(B) looks like(
̺(v) ∗
0 ∗
)
,
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where v is the submatrix of B consisting of the first l rows and columns. Since this
holds for all linear forms, there is the matrix equation
A−1wA =
(
v ∗
0 ∗
)
⇐⇒ wA = A
(
v ∗
0 ∗
)
or, equivalently, by restriction wAl = Alv.
(b) ⇒ (a). From (b) it follows for all ̺ ∈ Hom(H,C) that ̺(w)Al = ̺(v)Al, which gives
̺(w)V ⊆ V .
2.17. Definition: Let w a corepresentation.
(a) w is said to be irreducible if w 6= 0 and there is no subcorepresentation v such that
0 < dim(v) < dim(w).
(b) w is called completely reducible if w is equivalent to a direct sum of irreducible sub-
corepresentations.
2.18. Lemma: The intersection of invariant subspaces is an invariant subspace.
Proof: This follows directly from Definition-Lemma 2.16, part (a).
2.19. Lemma: Let A ∈ Mor(v, w). Then Ker(A) is v-invariant and Im(A) is w-invariant.
Proof: Use Definition-Lemma 2.16, part (a). For each ̺ ∈ Hom(H,C) the equation A̺(v) =
̺(w)A follows. If x ∈ Ker(A) then A̺(v)x = ̺(w)Ax = 0, whence ̺(v)x ∈ Ker(A) and the
kernel is v-invariant. If y ∈ Im(A), say y = Az, then ̺(w)y = ̺(w)Az = A̺(v)z is in the
image of A, too.
2.20. Lemma (Schur): Let v, w be irreducible corepresentations. If v and w are not
equivalent, then Mor(v, w) = {0}. If v is irreducible, then Mor(v, v) = C1, where 1 is the
identity.
Proof: Let A ∈ Mor(v, w) \ {0}. Since v and w are irreducible, by Lemma 2.19, A must
be injective and surjective, whence v and w are equivalent. Now let w = v and λ be
an eigenvalue of A ∈ Mor(v, v). Then A− λ1 ∈ Mor(v, v) is not injective and therefore
vanishes.
2.21. Remark: There is a relationship between finite dimensional right comodules of H
and corepresentations.
2.22. Theorem: Let H be a Hopf algebra.
(a) The matrix elements of corepresentations span H.1
1 This result is related to the fact that each element of a Hopf algebra is contained in a finite
dimensional subcoalgebra.
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(b) The matrix elements of a set of non-equivalent irreducible corepresentations are lin-
early independent.
(c) The following are equivalent:
(i) There is a set T of non-equivalent irreducible corepresentations such that the matrix
elements of them form a basis of H.
(ii) Each corepresentation is completely reducible.2
Moreover if (i) holds then T contains all non-equivalent irreducible corepresentations.
Proof: (a) Let x ∈ H. Then there is a number N ∈ N, linearly independent elements
x1, . . . , xN and y1, . . . , yN in H such that ∆(x) =
∑N
j=1 xj ⊗ yj . By coassociativity,∑N
j=1∆(xj)⊗ yj =
∑N
j=1 xj ⊗∆(yj), whence there are elements vij of H such that
∆(xj) =
N∑
i=1
xi ⊗ vij
for all j. Using coassociativity and the properties for the counit, from these equations
it follows that the elements vij are matrix elements of a corepresentation and xj =∑
i ε(xi)vij for all j. But then
x =
N∑
j=1
xjε(yj) =
N∑
i,j=1
ε(yj)ε(xi)vij
is a linear combination of matrix elements.
(b) Use the arguments in the proof of [W2, Proposition 4.7].
(c) The conclusion (ii) ⇒ (i) is now obvious, because by (a), the Hopf algebra is spanned
by matrix elements of irreducible corepresentations, which are linearly independent
by (b). The conclusion (i) ⇒ (ii) is proved in [P2, Appendix]. The last remark follows
from (b).
2.23. Proposition: Let {vα | α ∈ I} and {v′β | β ∈ J} be sets of irreducible corepresen-
tations such that ⊕
α∈I
vα ∼=
⊕
β∈J
v′β .
Then the multiplicities of equivalence classes of irreducible corepresentations are the same
on both sides.3
Proof: The set Mor(
⊕
vα,
⊕
v′β) can be computed using Schur’s lemma (Lemma 2.20).
But this set must contain an invertible element, since both direct sums are equivalent.
2 In the language of Hopf algebras this means that H is cosemisimple.
3 cf. Krull-Remak-Schmidt theorem
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2.24. Definition-Lemma: (a) Let w be a corepresentation of a Hopf algebra H. Then
also the matrix wc with matrix elements wcij := S(wji) is a corepresentation, the
contragradient corepresentation to w.
(b) Let w be a corepresentation of a Hopf ∗-algebra H. Then also the matrix w¯ with
matrix elements w¯ij := w
∗
ij is a corepresentation. Define w
∗ to be the transpose of w¯.
(c) A corepresentation w of a Hopf ∗-algebra is called unitary if w¯ = wc or equivalently
ww∗ = w∗w = 1dimw.
Proof: (a) and (b) follow from the identities ∆ ◦S = τ(S⊗S)∆, εS = ε, ∆ ◦ ∗ = (∗⊗∗)∆.
3. Examples of quantum groups
Quantum SL(2)-groups
The simplest Lie group over the complex numbers, which is interesting and important
in physics, is SL(2,C). We want to find quantum analogues of Pol(SL(2,C)). The corep-
resentations of this Hopf algebra have the following properties:
(1) The irreducible corepresentations are wα, where 2α ∈ N0.
(2) dim(wα) = 2α+ 1 for all α,
(3) wα ⊗ wβ ∼= w|α−β| ⊕ w|α−β|+1 ⊕ · · ·wα+β (Clebsch Gordan),
(4) Each corepresentation is completely reducible, or equivalently, the matrix elements
wαij span the Hopf algebra.
Remark: The fundamental corepresentation is w := w1/2 given by
g 7→ (gij)1≤i,j≤2
for g ∈ SL(2,C), and w0 is the identity.
3.1. Definition: A quantum SL(2)-group is a Hopf algebra satisfying the properties
(1)–(4).
3.2. Theorem: Up to isomorphism there are the following quantum SL(2)-groups H. The
Hopf algebra H is generated by the matrix elements wij (1 ≤ i, j ≤ 2) of the fundamental
corepresentation w := w1/2 and relations
(w ⊗ w)E = E,E′(w ⊗ w) = E′,
where the base field C is canonically embedded into H and there is the following extra
relation between the row vector E′ ∈ C2 ⊗ C2 and the column vector E ∈ 2C ⊗ 2C:
Let {e1, e2} be a basis of 2C and {e′1, e
′
2} be a dual basis of C
2. There is the following
presentation:
E =
2∑
i,j=1
Eijei ⊗ ej , E
′ =
2∑
i,j=1
E′ije
′
i ⊗ e
′
j .
Then the 2× 2 matrices with entries Eij and E′ij are inverses. There is a basis {e1, e2} of
2C such that
E = e1 ⊗ e2 − qe2 ⊗ e1=̂
(
0 1
−q 0
)
or E = e1 ⊗ e2 − e2 ⊗ e1 + e1 ⊗ e1=̂
(
1 1
−1 0
)
,
where q ∈ C\{0} must not be a non-real root of unity. In the first case the quantum group
is called the standard deformation SLq(2), in the second case it is called the non-standard
deformation SLt=1(2). The non-standard deformation SLt=1(2) is not isomorphic to any
of the standard deformations, and two standard deformations SLq(2) and SLq′(2) are
isomorphic if and only if q = q′ or qq′ = 1.
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3.3. Remark: (a) There is a set of non-standard deformations SLt(2) indexed by a pa-
rameter t ∈ C \ {0} corresponding to the vector Et = e1 ⊗ e2 − e2 ⊗ e1 + te1 ⊗ e1, but
they are all equivalent to the deformation for t = 1, because if the basis vector e1 is
replaced by e′1 = e1t then
tEt = e
′
1 ⊗ e2 − e2 ⊗ e
′
1 + e
′
1 ⊗ e
′
1=̂E1.
Since the relations remain the same when E is multiplied by a non-zero scalar, the
Hopf algebras are isomorphic.
(b) For t→ 0, the vector Et tends to the vector for q = 1.
(c) Parts of the proof of Theorem 3.2 can be found e. g. in [DV], [W4], [KP].
To prepare the proof of Theorem 3.2, some extra definitions and lemmas are useful.
3.4. Definition: Let q be a complex number. Then a Hecke algebra of degree n is a unital
algebra generated by elements σ1, . . . , σn−1 subject to the relations
σkσk+1σk = σk+1σkσk+1 for 1 ≤ k ≤ n− 2,
(σk − 1)(σk + q
21) = 0,
σkσl = σlσk for |k − l| ≥ 2.
From these relations follows an important property of Hecke algebras and quotients of
them:
3.5. Definition-Lemma: Let A be a Hecke algebra as in Definition 3.4. Let π be an ele-
ment of the symmetric group Πn of degree n, i. e. a permutation of the set I := {1, 2, . . . , n}.
Then π can be written as the composition of transpositions tj (where tj interchanges the
elements j and j + 1 of I). The minimal number of such transpositions is called length
of π and is denoted by l(π). Let π = tk1 · · · tkl be a decomposition of π into a minimal
number l = l(π) of transpositions. Then σk1 · · ·σkl does not depend on the actual choice of
transpositions as far as their number is minimal. Therefore σπ := σk1 · · ·σkl is well-defined.
3.6. Definition-Lemma: Let A be a Hecke algebra as in Definition 3.4. Then define the
element
Sn :=
∑
π∈Πn
q−2l(π)σπ ∈ A.
This element satisfies the property (σk − 1)Sn = 0 for 1 ≤ k ≤ n− 1.
Proof: Let k be an integer between 1 and n − 1. Let π ∈ Πn be a permutation such that
π(k) > π(k + 1) and let π′ := tkπ. If tk1 · · · tkl is a decomposition of π
′ into a minimal
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number of transpositions then tktk1 · · · tkl = tkπ
′ is a decomposition of π into a minimal
number of transpositions and l(π) = l(π′) + 1. Therefore for all k
Sn =
( ∑
π∈Πn
π(k)>π(k+1)
q−2l(π)σπ +
∑
π∈Πn
π(k)<π(k+1)
q−2l(π)σπ
)
=
=
(
σkq
−2
∑
π∈Πn
π(k)<π(k+1)
q−2l(π)σπ +
∑
π∈Πn
π(k)<π(k+1)
q−2l(π)σπ
)
= (q−2σk + 1)
∑
π∈Πn
π(k)<π(k+1)
q−2l(π)σπ
and hence
(σk − 1)Sn = (σk − 1)(1 + q
−2σk)︸ ︷︷ ︸
=0 (Hecke algebra)
∑
π∈Πn
π(k)<π(k+1)
q−2l(π)σπ = 0.
3.7. Remark: The Hecke algebra is a generalization of the symmetric group, and for
q = 1 the Hecke algebra relations are just the relations between the transpositions of
the symmetric group. Let V be a vector space. The symmetric group acts on V ⊗n by
permutations of the tensor factors. The operator σk corresponding to a transposition tk
has the eigenvalues 1 and -1. The intersection of the kernels of all σk − 1 or of the kernels
of all σk + 1 are called “totally symmetric vectors” or “totally antisymmetric vectors”,
respectively. When a Hecke algebra (or a quotient of it) acts on V ⊗n, then the eigenvalues
are 1 and −q2 due to the second Hecke algebra relation. The intersection of the kernels of
all σk−1 or of the kernels of all σk+q2 is called the space of “totally q-symmetric vectors”
or “totally q-antisymmetric vectors”. The element Sn is called “symmetrization operator”,
which is justified by Definition-Lemma 3.6, which also explains the factor q−2l(π) in the
definition of Sn.
Proof of Theorem 3.2: Let K = 2C be the space of column vectors and K ′ = C2 the dual
space of row vectors. w0 has always the matrix element 1 (because ∆(1) = 1⊗ 1). Let w
be the fundamental corepresentation w1/2. Then w⊗w ∼= w0 ⊕w1, which is equivalent to
the matrix (
1 0
0 w′
)
,
where w′ ∈ M3(C). This matrix has the column eigenvector E = (1 0 0 0)T and the row
eigenvector E′ = (1 0 0 0). Therefore there are the relations
E′(w ⊗ w) = E′ = w0E′, (w ⊗ w)E = E = Ew0.
Thus the vectors E and E′, considered as 4× 1 oder 1× 4 matrices, intertwine w⊗w and
w0. Moreover
E′E 6= 0. (4)
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Now (E′ ⊗ 12)(12 ⊗ E) can be regarded as an intertwiner of w with w, because w ∼=
w ⊗ w0 ∼= w0 ⊗ w and
(E′⊗ 12)(12⊗E)(w⊗w
0) = (E′⊗ 12)(w⊗w⊗w)(12 ⊗E) = (w
0⊗w)(E′⊗ 12)(12⊗E).
Since w is irreducible, by Schur’s Lemma (2.20) (E′ ⊗ 12)(12 ⊗ E) is a multiple of the
identity, say λ times the identity. Using the coordinate representation of E and E′ with
respect to a basis {ei⊗ej | 1 ≤ i, j ≤ 2} of K⊗K and the dual basis {e′i⊗e
′
j | 1 ≤ i, j ≤ 2}
of K ′ ⊗K ′,
E =
∑
i,j
Eijei ⊗ ej , E
′ =
∑
i,j
E′ije
′
i ⊗ e
′
j ,
this condition becomes
2∑
k=1
E′ikEkj = λδij .
Therefore the matrices Ê with entries Eij and Ê
′ with entries E′ij satisfy
Ê′Ê = λ12.
If λ = 0 then Ê must have rank 1, because if it has rank 2, then E′ = 0 and if it has rank 0
then E = 0 in contradiction to (4). Hence Êij = xiyj for some x1, x2, y1, y2 ∈ C and E
has the form E = x⊗ y, where x = x1e1 + x2e2, y = y1e1 + y2e2. From (w ⊗ w)E = E it
follows that
wx⊗ wy = x⊗ y, x⊗ wy = w−1x⊗ y.
Both sides are in K ⊗K ⊗A. Applying φ⊗ idK ⊗ idA, where φ is a linear form on K such
that φ(x) = 1, we get
wy = y ⊗ (φ⊗ idA)(w
−1x).
Therefore Cy is an w-invariant subspace in contradiction to the fact that w is irreducible.
Thus λ 6= 0, and by scaling of E′ which does not change the relations, one gets Ê′ = Ê−1.
The vector E in K⊗K can be written as sum of a symmetric tensor Esym, i. e. an element
of K ⊗K which is invariant with respect to the flip automorphism τ of K ⊗K, mapping
x⊗ y to y⊗ x, and an antisymmetric tensor Easym satisfying τ(Easym) = −Easym, defined
by Esym = 1
2
(E + τ(E)) and Easym = 1
2
(E − τ(E)). Symmetric tensors
∑
i,j aijei ⊗ ej
in K ⊗ K, where aij = aji for all i, j, can be identified with quadratic forms Q on K ′,
namely Q(
∑
i vie
′
i) =
∑
i,j aijvivj . In particular there are bases such that E
sym has one of
the following presentations:
(a) Esym = e1 ⊗ e2 + e2 ⊗ e1 if Q has rank 2,
(b) Esym = e1 ⊗ e1 if Q has rank 1,
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(c) Esym = 0 if Q has rank 0.
With respect to any basis {e˜1, e˜2} of K an antisymmetric tensor Easym is a scalar multiple
of e˜1 ⊗ e˜2 − e˜2 ⊗ e˜1. Therefore E has one of the following presentations:
(a) E = (1 + c)e1 ⊗ e2 + (1− c)e2 ⊗ e1 with c ∈ C. Since Ê has rank 2, both coefficients
must not vanish. Therefore E is a scalar multiple of e1⊗ e2− qe2⊗ e1, where q =
c−1
c+1
and q ∈ C \ {0, 1}.
(b) E = e1⊗e1+c(e1⊗e2−e2⊗e1), where c ∈ C\{0}, because Ê has rank 2. Therefore E
is a scalar multiple of e1⊗e2−e2⊗e1+te1⊗e1, where t =
1
c
. According to Remark 3.3
this is equivalent to the vector for SLt=1(2). In this case let q := 1.
(c) E = c(e1⊗e2−e2⊗e1), where c ∈ C\{0}. This is the case q = 1 which is not included
in (a).
Now let the associative, unitary algebra H0 be generated by the elements α, β, γ, δ subject
to the relations (v⊗v)E = E, E′(v⊗v) = E′ for v = (α
γ
β
δ
). There are uniquely determined
comultiplication, counit and antipode such that this algebra becomes a Hopf algebra and v
is a corepresentation (see Proposition 3.8 and Proposition 3.9 below).
Since the relations between the generators of H0 are satisfied in H, there is a Hopf algebra
map
ψ:H0 →H, vij 7→ wij .
We shall study the corepresentation theory of H0.
Consider the 4 × 4 matrix σ := 14 + qE · E′ (where E and E′ are again 4 × 1 and 1 × 4
matrices, respectively). Then σ is an element of the vector space Mor(v ⊗ v, v ⊗ v). It
satisfies the relations
(σ − 14)(σ + q
214) = 0, (σ ⊗ 12)(12 ⊗ σ)(σ ⊗ 12) = (12 ⊗ σ)(σ ⊗ 12)(12 ⊗ σ).
Fix an integer n ≥ 2 and define for integers k satisfying 0 < k < n:
σk = 12 ⊗ · · · ⊗ 12︸ ︷︷ ︸
k−1
⊗σ ⊗ 12 ⊗ · · · ⊗ 12︸ ︷︷ ︸
n−k−1
.
These are operators on the n-fold tensor product K⊗n and intertwine v⊗n with v⊗n. They
satisfy the Hecke algebra relations (cf. Definition 3.4).
Now define the operators σπ as in Definition-Lemma 3.5 and the symmetrization operator
as in Definition-Lemma 3.6:
Sn :=
∑
π∈Πn
q−2l(π)σπ.
Due to Definition-Lemma 3.6 it takes values in
Kn/2 := {x ∈ K⊗n | ∀k: σk(x) = x} =
⋂
k
Ker(σk − 1).
Chapter 3. Examples of quantum groups 20
The dimension of the space Kn/2 is n + 1. (Proof: analyze relations on coordinates of
elements of Kn/2 or see [W4]). The space Kn/2 is v⊗n-invariant as intersection of the
kernels of the intertwiners σk − 1 by Lemma 2.18 and Lemma 2.19 and a right comodule.
Let vn/2 denote the corresponding subcorepresentation of v⊗n as in Definition-Lemma 2.16.
Then vn/2 is a corepresentation of dimension n+1. By definition, v = v1/2, v0 is the trivial
one-dimensional corepresentation. At this moment we assume that q is not a non-real root
of unity. For all s ∈ 1
2
N0, one has
(A) vk is irreducible for all k ≤ s+ 1
2
,
(B) vk ⊗ v ∼= vk+
1
2 ⊕ vk−
1
2 , where by definition v−1/2 := 0, for all k ≤ s.
These statements will be proved by induction: The case s = 0 follows from the result on
monomials below.
Suppose the statements are true for s replaced by s− 1
2
.
We want to decompose vs ⊗ v and consider the map
φ:Ks−
1
2 → Ks ⊗K, x 7→ (S2s ⊗ 12)(x⊗ E)
(antisymmetrization-symmetrization procedure). Note that E ∈ K ⊗K. The map is well
defined due to the property of the symmetrization operator and intertwines v⊗(2s−1) ∼=
v⊗(2s−1) ⊗ v0 with v⊗2s ⊗ v. By inspection
(σ2s − 1)φ (e1 ⊗ · · · ⊗ e1)︸ ︷︷ ︸
2s−1 factors
6= 0
if q is not a non-real root of unity. Therefore φ(e1⊗· · ·⊗ e1) /∈ Ks+
1
2 and Ker(φ) 6= Ks−
1
2 .
By induction hypothesis, there is no proper non-trivial v2s−1-invariant subspace of Ks−
1
2
and the kernel of φ is invariant by Lemma 2.19. Consequently φ is injective and Im(φ)
corresponds to vs−
1
2 . Moreover
Im(φ) ∩Ks+
1
2 6= Im(φ).
Since vs−
1
2 is irreducible, there is no proper non-trivial vs−
1
2 -invariant subspace of Im(φ)
and Im(φ) ∩Ks+
1
2 = {0}. Thus
Ks−
1
2 ⊕Ks+
1
2 ∼= Im(φ)⊕Ks+
1
2 ⊂ Ks ⊗K.
Equality follows by dimension arguments (dimKt = 2t+ 1) and yields (B). By definition
of the tensor product of representations, the monomials in α, β, γ, δ of degree smaller or
equal to 2s+1 are linear combinations of the matrix elements of v⊗(2s+1). Using result (B)
yields that they are linear combinations of matrix elements of v0, v
1
2 , . . . , vs+
1
2 . The space
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of these monomials has dimension
∑2s+2
k=1 k
2, as in the classical case for Pol(SL(2,C)). This
has been shown in [W4], [WZ2]. Since vt has (2t+1)2 matrix elements for all t ∈ 12N0, the
space spanned by the matrix elements of v0, v
1
2 , . . . , vs+1/2 has this dimension if and only
if all matrix elements are linearly independent. Hence (A) follows. Now it is easy to prove
that H0 is a quantum SL(2)-group.
The matrix ψ(vs) is a corepresentation of H because ψ respects ∆ and ε.
Then ψ(vs) ∼= ws for all s ∈ 12N0. Proof by induction: The assertion is trivial for s = 0
and s = 1
2
. Suppose the statement is true for all non-negative half integers smaller than s.
Then by part (B), vs−
1
2 ⊗ v ∼= vs−1 ⊕ vs. Since ψ is an algebra homomorphism, by the
definitions of direct sum and tensor product of corepresentations the following holds
ws−1 ⊕ ψ(vs) ∼= ψ(vs−1)⊕ ψ(vs) ∼= ψ(vs−1 ⊕ vs) ∼= ψ(vs−
1
2 ⊗ v) =
= ψ(vs−
1
2 )⊗ ψ(v) ∼= ws−
1
2 ⊗ w ∼= ws−1 ⊕ ws.
Due to condition (4) for the quantum SL(2)-group, the corepresentation ψ(vs) is com-
pletely reducible, whence by Proposition 2.23 ψ(vs) ∼= ws. Thus ψ is an isomorphism and
H can be identified with H0.
Now we consider the case when q is a non-real root of unity (see e. g. [KP]). Let q be a
non-real root of unity of order N . Define
N0 :=
{
N if N is odd,
N/2 if N is even.
Then H0 has a corepresentation4
z =
(
αN0 βN0
γN0 δN0
)
.
Then vk ⊗ v ∼= vk+
1
2 ⊕ vk−
1
2 for k < (N0 − 1)/2, vk is irreducible for k ≤
1
2(N0 − 1), and
v(N0−1)/2 ⊗ v ∼=
 v 12N0−1 ∗ ∗0 z ∗
0 0 v(N0−1)/2
 .
It is possible to show ψ(vk) ∼= wk for k ≤ 12(N0 − 1) as before, but on the other hand
w
1
2
N0−1 ⊕ w
1
2
N0 ∼= w
1
2
(N0−1) ⊗ w ∼= ψ(v
1
2
(N0−1) ⊗ v) ∼=
∼=
w 12N0−1 ∗ ∗0 ψ(z) ∗
0 0 w
1
2
N0−1
 ∼= w 12N0−1 ⊕ ψ(z)⊕w 12N0−1,
4 cf. [T2, part 5.2]
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because corepresentations in H are completely reducible. But this is a contradiction to
Proposition 2.23.
Let q1 and q2 be two values such that SLq1(2)
∼= SLq2(2) (q1, q2 ∈ C \ Y ∪ {t = 1},
where the subset Y contains 0 and all non-real roots of unity), i. e. that the Hopf algebras
are isomorphic. Then the fundamental representation w1 is mapped to w2, i. e. they are
equivalent: w1 = Qw2Q
−1. Let E1, E2 be the corresponding eigenvectors. Then
(w1 ⊗ w1)E1 = E1, (Qw2Q
−1 ⊗Qw2Q
−1)E1 = E1 ⇒
(w2 ⊗ w2)((Q
−1 ⊗Q−1)E1) = (Q
−1 ⊗Q−1)E1 = λE2
with λ ∈ C \ {0}, because the space of eigenvectors of w2 ⊗w2 for the eigenvalue 1 is one-
dimensional. There are symmetric tensors Esym1 , E
sym
2 and antisymmetric tensors E
asym
1 ,
Easym2 such that E1 = E
sym
1 + E
asym
1 and E2 = E
sym
2 +E
asym
2 . Therefore
E1 = λ(Q⊗Q)E2 ⇒ E
sym
1 = λ(Q⊗Q)E
sym
2 , E
asym
1 = λ(Q⊗Q)E
asym
2 (5)
and Esym1 and E
sym
2 have the same rank. If the rank is 0 or 1, it is the same deformation,
and if the rank is 2, one can use (5) and the fact that the rank of (Qe1 ⊗Qe2) is one, to
get q1 = q2 or q1q2 = 1 (in the last case the isomorphism is given by e1 ↔ e2).
Quantum SL(N)-groups
Let N be a positive integer greater than 1. The Hopf algebra H of the group SL(N,C)
corresponds to the commutative unital algebra generated by the matrix elements wij for
1 ≤ i, j ≤ N of a fundamental corepresentation w subject to the relations
w⊗NE = E, E′w⊗N = E′ (6)
where E and E′ are classical completely antisymmetric elements of (NC)⊗N and (CN )⊗N
respectively, i. e. with respect to a basis {e1, . . . , eN} of NC and a dual basis {e′1, . . . , e
′
N}
of CN , they can be presented as
E =
∑
π∈Πn
(−1)l(π)eπ(1) ⊗ · · · ⊗ eπ(N), E
′ =
∑
π∈Πn
(−1)l(π)e′π(1) ⊗ · · · ⊗ e
′
π(N). (7)
Then the relations just mean (assuming commutativity) that the determinant of the ma-
trix w is one. For SL(2) this is just e1⊗e2−e2⊗e1 and e′1⊗e
′
2−e
′
2⊗e
′
1, which is changed
to e1 ⊗ e2 − qe2 ⊗ e1 and up to a non-zero factor to e′1 ⊗ e
′
2 − qe
′
2 ⊗ e
′
1 in the standard
deformation SLq(2). Therefore it is natural to define
Eq =
∑
π∈Πn
(−q)l(π)eπ(1) ⊗ · · · ⊗ eπ(N), E
′
q =
∑
π∈Πn
(−q)l(π)e′π(1) ⊗ · · · ⊗ e
′
π(N) (8)
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and to consider the relations
w⊗NEq = Eq, E
′
qw
⊗N = E′q. (9)
For q not being a non-real root of unity they imply (cf. [W3])
w⊗2σ = σw⊗2 (10)
where
σ(ei ⊗ ej) :=
{
qej ⊗ ei if i < j,
qej ⊗ ei + (1− q
2)ei ⊗ ej if i > j,
ei ⊗ ei if i = j,
for i, j = 1, . . . , N . Now SLq(N) is introduced as the unital algebra generated by wij for
1 ≤ i, j ≤ N subject to the relations (9), (10) (cf. [P2]). One can check that this definition
coincides with the standard one (cf. [Dr], [R]).
The following proposition shows that all unital algebras with relations defined by inter-
twiners are bialgebras. If the intertwiners are chosen badly, the bialgebras can be small
and uninteresting. For each matrix w and each n ∈ N define the matrix w⊗n as for corep-
resentations in Definition 2.15 and let w⊗0 := 11.
3.8. Proposition: Let H be the universal unital algebra generated by elements wij for
1 ≤ i, j ≤ N , which are the entries of a matrix w subject to relations
Emw
⊗sm = w⊗tmEm (11)
for m in an index set I, sm, tm ∈ N0 and Em ∈MNtm×Nsm (C). Then there exist a unique
comultiplication and counit such that H is a bialgebra and w is a corepresentation of H.
Proof: (a) Uniqueness: We must have ∆wij =
∑N
k=1wik ⊗ wkj and ε(wij) = δij for all i
and j. Since ∆ and ε are unital algebra homomorphisms, they are uniquely determined
if they exist.
(b) Existence: Define ŵij :=
∑N
k=1 wik⊗Cwkj ∈ H⊗H for all i and j. The matrix ŵ with
entries ŵij also satisfies the relations (11), because ŵ
⊗n = w⊗n ⊗C w⊗n follows from
the rule (a⊗ b)(c⊗ d) = (ac⊗ bd) and
Emŵ
⊗sm = Em(w
⊗sm ⊗C w
⊗sm) = w⊗tmEm ⊗C w
⊗sm =
= w⊗tm ⊗C Emw
⊗sm = w⊗tm ⊗C w
⊗tmEm = ŵ
⊗tmEm,
because the entries of Em are just complex numbers. Define w˜ij := δij for all i, j.
Then the matrix w˜ with entries w˜ij satisfies the properties
Emw˜
⊗sm = Em, w˜
⊗tmEm = Em,
whence it satisfies relations (11). Now the universality of H gives the existence of
unital homomorphisms ∆, ε such that ∆(wij) = ŵij and ε(wij) = w˜ij . It is enough to
check Conditions (1) and (2) for bialgebras (cf. Definition 2.6) for elements f = wij
when they are obvious.
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3.9. Proposition: Let the conditions of Proposition 3.8 be satisfied. Let {e1, . . . , eN} be
a basis of NC and {e′1, . . . , e
′
N} be a dual basis of C
N . Moreover assume that there exist
positive integers s and t and elements E ∈ Mor(11, w⊗t) and E′ ∈ Mor(w⊗s, 11) such that
E =
N∑
k=1
ek ⊗ fk, E
′ =
N∑
k=1
f ′k ⊗ e
′
k
such that the elements fk ∈ (NC)⊗t−1 and f ′k ∈ (C
N )⊗s−1 are linearly independent.
Then the matrix w−1 exists and there is a uniquely determined antipode S such that the
bialgebra H is a Hopf algebra.
Proof: From the relation w⊗tE = E it follows that
(w ⊗ w⊗(t−1))E = E ⇒
N∑
k=1
wek ⊗ w
⊗(t−1)fk =
N∑
k=1
ek ⊗ fk. (12)
Since the elements fk of (
NC)⊗(t−1) are linearly independent, there are elements g′k of the
dual space (CN )⊗(t−1) such that g′ifj = δij . Apply e
′
i ⊗ g
′
j to Equation (12):
N∑
k=1
e′iwek ⊗ g
′
jw
⊗(t−1)fk =
N∑
k=1
e′iek ⊗ g
′
jfk = 1⊗ g
′
jfi = δij .
Therefore the matrix G with entries Gkj := g
′
jw
⊗(t−1)fk is a right inverse to w. From the
second condition it follows in a similar way that there is a left inverse of w. Thus w−1
exists. Finally, when to the relation
Emw
⊗sm = w⊗tmEm,
(w⊗sm)−1 = (w−1)⊗
opsm is applied to the right and (w⊗tm)−1 = (w−1)⊗
optm to the left (the
tensor product “⊗op” is ⊗ with respect to the algebra Hop with opposite multiplication),
then
(w−1)⊗
optmEm = Em(w
−1)⊗
opsm .
Therefore there is a unital algebra homomorphism S:H → Hop such that S(w) = w−1.
Equivalently, S:H→ H is a unital antihomomorphism. It is enough to check Condition (3)
for the antipode (cf. Definition 2.6) for f = wij when it is obvious. Uniqueness of S follows
from Theorem 2.8.
3.10. Remark: For the quantum SL(N) group take I = {1, 2, 3}, E1 = Eq, t1 = N ,
s1 = 0, E2 = E
′
q, t2 = 0, s2 = N , E3 = σ, t3 = s3 = 2. Then the algebras SLq(N) are
Hopf algebras.
3.11. Remark: For 0 < q ≤ 1 the corepresentation theory of SLq(N) is the same as for
the classical SL(N) (cf. [W3], [P2]). If q is transcendental, see [R], [H]. If q ∈ C \ {0}
is not a non-real root of unity, see [PW]. There are deformations of the orthogonal and
symplectic groups [RTF], [T1] (cf. [P2]).
4. ∗-Structures
In the classical theory there exist ∗-structures on Pol(SL(2)) which give the Hopf
∗-algebras Poly(SU(2)), Poly(SU(1, 1)) and Poly(SL(2,R)). We will classify the Hopf
∗-algebra structures on the quantum SL(2)-groups H described in Theorem 3.2. Firstly
recall that H is generated as an algebra by the matrix elements of a 2×2 matrix w subject
to the relations
(w ⊗ w)E = E, E′(w ⊗ w) = E′
or equivalently ∑
j,l
wijwklEjl = Eik,
∑
i,k
E′ikwijwkl = E
′
jl. (13)
4.1. Lemma: Let ψ be an (anti-)linear comultiplicative algebra (anti-)automorphism of a
quantum SL(2)-group H. Then
(a) there exists a matrix Q ∈ GL(2,C) such that ψ(w) = QwQ−1.
(b) If and only if the matrix Q ∈ GL(2,C) satisfies the conditions
(Q−1 ⊗Q−1)E = cE, E′(Q⊗Q) = c′E′ (14)
for some numbers c, c′ ∈ C \ {0}, there is a Hopf algebra automorphism ψ of H
such that ψ(w) = QwQ−1. Moreover, all Hopf algebra automorphisms of H can be
described in this way.
(c) Let τ denote the linear twist (interchanging factors) and let E¯ and E¯′ denote the
elements of 2C⊗ 2C and C2 ⊗C2 with conjugate complex coefficients with respect to
the bases ei ⊗ ej , e′i ⊗ e
′
j . Then if and only if the matrix Q ∈ GL(2,C) satisfies the
conditions
(Q−1 ⊗Q−1)τE¯ = cE, E¯′τ(Q⊗Q) = c′E′ (15)
for some c, c′ ∈ C \ {0}, there is an antilinear, comultiplicative, algebra antiautomor-
phism ψ of H such that ψ(w) = QwQ−1.
(d) Let the antilinear involutive comultiplicative algebra antiautomorphisms ψ, ψˆ and
the corresponding matrices Q and Qˆ be defined as in (a). Then the Hopf algebra H
equipped with ∗-structures ψ and ψˆ gives isomorphic Hopf ∗-algebras if and only if ψˆ
is equivalent to ψ up to a Hopf algebra automorphism φ (i. e. ψˆ = φψφ−1) if and only
if Qˆ = cA¯−1QA where c ∈ C \ {0} and A ∈ GL(2,C) corresponds to φ via (b).
Proof: (a) Since ψ is comultiplicative, the matrix ψ(w) is a corepresentation. The following
conclusions follow from the fact that ψ is bijective: w is irreducible if and only if the
matrix elements wij are linearly independent if and only if the matrix elements ψ(wij)
are linearly independent if and only if ψ(w) is irreducible. But there is only one
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irreducible corepresentation of dimension 2 up to isomorphism, therefore there is a
matrix Q ∈ GL(2,C) such that
ψ(w) = QwQ−1. (16)
(b) Since the trivial corepresentation appears in the direct sum decomposition w ⊗ w ∼=
w1⊕w0 only once, by Lemma 2.20 the space of intertwiners in Mor(w⊗w,w0) is one-
dimensional. Thus Condition (14) is equivalent to the condition that (Q−1 ⊗Q−1)E
intertwines w ⊗ w with w0 and E′(Q⊗Q) intertwines w0 with w ⊗ w:
(w ⊗ w)(Q−1 ⊗Q−1)E = (Q−1 ⊗Q−1)E ⇐⇒ (QwQ−1 ⊗QwQ−1)E = E
and E′(Q⊗Q)(w ⊗ w) = E′(Q⊗Q) ⇐⇒ E′(QwQ−1 ⊗QwQ−1) = E′.
}
(17)
Let ψ be a Hopf algebra automorphism of H. Then by part (a), there is a matrix
Q ∈ GL(2,C) such that ψ(w) = QwQ−1. The automorphism ψ must map the rela-
tions between the generators of H to relations in H, therefore Equation (17) holds.
Conversely, let Equation (17) be satisfied. Let F be the free associative unital algebra
generated by the matrix elements of w and let I be the two-sided ideal generated by
the relations (13). Then the map ψ can be defined as unital algebra homomorphism
on F such that ψ(w) = QwQ−1. Equation (17) shows that ψ maps I to I, therefore
it induces a unital algebra homomorphism on H = F/I. Such ψ preserves the Hopf
algebra structure of H. Moreover, replacing Q by Q−1 (Equation (14) still holds for
c−1 and (c′)−1) we get ψ−1.
(c) The proof is similar as in part (b). The only changes arise from the fact that ψ should
be an antilinear algebra antiautomorphism instead of a linear algebra automorphism.
Therefore, ψ applied to relations (13) yields
∑
j,l
ψ(wkl)ψ(wij)E¯jl = E¯ik,
∑
i,k
E¯′ikψ(wkl)ψ(wij) = E¯
′
jl
or shortly
τ(ψ(w)⊗ ψ(w))τE¯ = E¯, E¯′τ(ψ(w)⊗ ψ(w))τ = E¯′.
Using τ2 = idH, we get the desired results.
(d) φψφ−1(w) = φψ(A−1wA) = φ(A¯−1QwQ−1A¯) = A¯−1QAwA−1Q−1A¯, while ψˆ(w) =
QˆwQˆ−1. The left hand sides are equal if and only if Qˆ−1A¯−1QA ∈ Mor(w,w) = C12.
Remark. It is easy to check that the second condition in (14) (and also the second
condition in (15)) is redundant.
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4.2. Theorem: All non-equivalent Hopf ∗-algebra structures on the quantum SLq(2)-
groups H are defined by w¯ = QwQ−1, where
(a) Q = ( 10
0
1 ), |q| = 1. Then w¯ = w. This algebra is called Poly(SLq(2,R)).
(b) Q = ( 01
q
0), q ∈ R \ {0}. Then w
∗Bw = wBw∗ = B, for B := ( 10
0
−1 ). This algebra is
called Poly(SUq(1, 1)).
(c) Q = ( 0
1
−q
0
), q ∈ R \ {0}. Then w is unitary. This algebra is called Poly(SUq(2)).
The only equivalence among them is Poly(SL1(2,R)) ∼= Poly(SU1(1, 1)).
For the non-standard deformation SLt=1(2) there is only one Hopf ∗-algebra structure (up
to equivalence), namely for Q = ( 1
0
0
−1
).
Except for (c), the above corepresentations w are not equivalent to unitary ones (The
above examples were given in [W1], [RTF], [W4]).
Ideas of the proof: Since the map “∗” is an antilinear comultiplicative algebra antiauto-
morphism, by Lemma 4.1, part (a) there is a matrix Q ∈ GL(2,C) such that w¯ = QwQ−1.
By part (c) of Lemma 4.1, the map “∗” can be an algebra antiautomorphism if and only
if Q satisfies the condition
(Q−1 ⊗Q−1)τE¯ = cE
for some c ∈ C \ {0}. The equation ∗2 = idH is equivalent to
Q¯Q = d12
with d ∈ C\{0}. Q is determined up to the equivalence relation as in Lemma 4.1, part (d).
Consider the standard quantum deformations SLq(2), q 6= 1, first. From the relations (13)
it follows that there are only the following characters (algebra homomorphisms) χ:H → C:
χa(w) =
(
a 0
0 a−1
)
and in addition to that for q = −1: χ′a(w) =
(
0 a
a−1 0
)
,
where a ∈ C \ {0} (Relations (13) are equivalent to
w11w12 = qw12w11, w11w21 = qw21w11, w12w22 = qw22w12,
w21w22 = qw22w21, w12w21 = w21w12,
w11w22 − qw12w21 = w22w11 − q
−1w12w21 = 1,
and the numbers χ(wij) should satisfy the same relations).
Now the following trick can be used in order to compute all possible ∗-structures: If χ is a
character, then also the map χ#: x 7→ χ(x∗) is a character, because C is commutative.
Then for any a ∈ C \ {0} there exists b ∈ C \ {0} such that χ#a = χb or (for q = −1)
χ#a = χ
′
b. Applying both sides to w, we get that Q is a diagonal or antidiagonal matrix.
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Similarly (use χ 7→ χ◦φ), isomophisms φ of Hopf algebras are given by diagonal or (q = −1)
antidiagonal matrices. Then we use the other conditions for Q and part (d) of Lemma 4.1.
For the non-standard deformation SLt=1(2) split E into E
sym and Easym as in the proof
of Theorem 3.2. Then consider Q with respect to both. For q = 1, equivalent Q’s can be
regarded as matrices of the same antilinear mapping j such that j2 = d · id (j is equivalent
to kj for some k ∈ C \ {0}). Then d = 1 corresponds to (a), (b) while d = −1 to (c).
4.3. Remark [RTF], [P2].
(a) There exist the following ∗-structures on SLq(N):
(i) For |q| = 1 you can choose w¯ = w. The corresponding quantum group is called
SLq(N,R).
(ii) If q is real then for ε1, . . . , εN ∈ {±1} there are ∗-structures such that w∗Bw =
wBw∗ = B, where B is a diagonal matrix with diagonal elements ε1, . . . , εN . The
corresponding quantum group is called SUq(N ; ε1, . . . , εN ). For ε1 = · · · = εN = 1
we get the quantum group SUq(N), in which w is a unitary corepresentation.
(b) There are also ∗-structures on the orthogonal and symplectic quantum groups.
5. Compact Hopf ∗-algebras
In this chapter we follow [W2], [W3], [Ko]. Let A be a Hopf ∗-algebra.
5.1. Definition: A is called compact if there are unitary corepresentations such that their
matrix elements generate A as algebra.
Example: The fundamental corepresentation of Poly(SUq(N)) is unitary and generates
Pol(SLq(N)) as algebra.
5.2. Lemma: Let A be a compact Hopf ∗-algebra.
(a) The matrix elements of unitary corepresentations span A.
(b) Let v be a unitary corepresentation. Then v is equivalent to a direct sum of irreducible
unitary corepresentations.
(c) The matrix elements of non-equivalent irreducible unitary corepresentations form a
linear basis of A.
(d) Each irreducible corepresentation is equivalent to a unitary one.
(e) Each corepresentation is completely reducible (into irreducible ones). Since the irre-
ducible corepresentations are equivalent to unitary corepresentations, each corepre-
sentation is equivalent to a unitary corepresentation.
Proof: (a) By definition, A is spanned by matrix elements of tensor products of unitary
corepresentations, but tensor products of unitary corepresentations are unitary.
(b) Proof by induction with respect to the dimension d of corepresentations. If d = 1
or the corepresentation is irreducible, then there is nothing to do. Now assume that
the corepresentation v is not irreducible. Then choose an orthonormal basis of an
invariant proper subspace L and add some more orthonormal elements in order to
get an orthonormal basis B of Cdim v. The transition from the standard basis to B is
unitary and intertwines v with a unitary corepresentation(
A B
0 C
)
=: w,
where A, B, C are matrices of suitable size and with at least one entry. Since w is
unitary, w¯ = wc or S(w) = w∗ or equivalently(
S(A) S(B)
0 S(C)
)
=
(
A∗ 0
B∗ C∗
)
.
Therefore B = 0, moreover A and C are unitary and w a direct sum of them (notice
that L⊥ is also invariant and C = w|L⊥). By induction hypothesis, the corepresen-
tations A and C of dimensions less than d are direct sums of irreducible unitary
corepresentations, whence w is a direct sum of irreducible unitary corepresentations.
(c) This follows from (a), (b), and Theorem 2.22, part (b).
(d) and (e) follow from Theorem 2.22, part (c).
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Remark: All irreducible corepresentations can be obtained by decomposition of tensor
products of those unitary corepresentations which generate A as algebra (cf. Lemma 5.2,
part (a)).
Peter-Weyl Theory and Haar measure
Let A be a compact Hopf ∗-algebra. Let I be an index set and let {uα | α ∈ I} be a
complete set of non-equivalent irreducible unitary corepresentations. Let I := u0 be the
one dimensional corepresentation. Then the elements uαmn form a basis of A (Lemma 5.2,
part (c)).
5.3. Definition: The Haar measure is a linear functional on A defined by
h(uαmn) = δα,0.
Since the uαmn are matrix elements of corepresentations, for all x ∈ A the Haar measure
satisfies the equations
(h⊗ idA)∆(x) = (idA ⊗ h)∆(x) = h(x)1, h(1) = 1. (18)
(By definition, also h(S(x)) = h(x) holds for all x ∈ A.)
In order to compute h on products, some preparation is necessary.
5.4. Lemma: For each α ∈ I there is a strictly positive definite matrix Fα such that
(uα)cc = Fαu
αF−1α .
Proof: For each α ∈ I, the matrix uα is also a corepresentation and equivalent to a unitary
one, say uβ: QαuαQ
−1
α = u
β . Then uβ = (uβ)c and
(uα)cc = (uα)c = (Q−1α u
βQα)
c = QTα(u
β)c(Q−1α )
T = QTαu
β(Q−1α )
T = QTαQαu
αQ−1α (Q
−1
α )
T
and therefore (uα)cc = Fαu
αF−1α where Fα = Q
T
α(Q
T
α)
∗ is a strictly positive definite
matrix.
Fix an irreducible corepresentation v and let n := dim(v). Since S(v) is the inverse of v,
there are intertwiners
AI = (v ⊗ vc)A, B(vc ⊗ v) = IB,
where A =
∑n
k=1 ek ⊗ ek and B =
∑n
k=1 e
′
k ⊗ e
′
k.
Chapter 5. Compact Hopf ∗-algebras 31
5.5. Lemma: Let v and w be irreducible representations of dimensions n and m respec-
tively. Then
(a) Mor(vc ⊗ w, I) ∼= Mor(w, v), Mor(vc ⊗ v, I) = CB.
(b) Mor(I, w⊗ vc) ∼= Mor(v, w), Mor(I, v ⊗ vc) = CA.
Proof: (a) If X intertwines vc ⊗ w with I then X(vc ⊗ w) = IX and
(1n⊗X)(A⊗1m)(I⊗w) = (1n⊗X)(v⊗v
c⊗w)(A⊗1m) = (v⊗I)(1n⊗X)(A⊗1m).
Since I ⊗w ∼= w and v⊗ I ∼= v, (1n⊗X)(A⊗1n) can be regarded as intertwiner of w
and v. Conversely, let Y ∈ Mor(w, v). Then Y w = vY and
B(1n ⊗ Y )(v
c ⊗ w) = B(vc ⊗ v)(1n ⊗ Y ) = IB(1n ⊗ Y ).
Therefore B(1n⊗Y ) intertwines vc⊗w with I. The maps between Mor(vc⊗w, I) and
Mor(w, v) are inverses of each other because (1n⊗B)(A⊗1n) = (B⊗1n)(1n⊗A) = 1n.
The second statement follows from the first with Schur’s Lemma 2.20.
(b) is proved in a similar way.
Now the Haar measure is computed on certain products of basis elements:
5.6. Theorem: The Haar measure satisfies the Peter-Weyl-Woronowicz relations:
h(uαmnu
β
jl
∗
) = δα,β
(Fα)lnδmj
Tr(Fα)
(19)
and
h(uβjl
∗
uαmn) = δα,β
(F−1α )mjδln
Tr(F−1α )
(20)
for all α, β ∈ I, 1 ≤ m,n ≤ dim(uα), 1 ≤ j, l ≤ dim(uβ).
Proof: Let w be any corepresentation (of dimension N). Application of h ⊗ id and id⊗ h
to ∆wij yields together with Equation (18)
h(w)w = wh(w) = h(w)1.
This matrix equation means
N∑
k=1
h(w)ikwkj = h(w)ij1 =
N∑
k=1
wikh(w)kj
or equivalently that for each i the row vector with coordinates h(w)ij for j = 1, . . . , N
intertwines w with I and for each j the column vector with coordinates h(w)ij for i =
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1, . . . , N intertwines I with w. These facts will be applied to the sets Mor(I, uα ⊗ uβ
c
) and
Mor(uαcc ⊗ uαc, I) for α, β ∈ I.
Therefore for w = uα ⊗ uβ
c
and for fixed indices k, l, the element (h(uαiku
β
jl
c
))1≤i,j≤N is
in Mor(I, uα ⊗ uβ
c
). By Lemma 5.5 it vanishes for α 6= β and is a multiple of A for α = β.
Thus there are numbers λαkl ∈ C such that
h(uαiku
β
jl
c
) = δα,βλ
α
klδij (21)
for all i, j, k, l. Similarly, for w = uαcc ⊗ uαc and for fixed indices i, j, the element
(h(uαik
ccuαjl
c))1≤k,l≤N is in Mor(u
αcc ⊗ uαc, I) = CB. Therefore there are numbers ̺αij ∈ C
such that
h(uαik
ccuαjl
c) = ̺αijδkl. (22)
But from Lemma 5.4, uα = F−1α (u
α)ccFα, which yields by linearity and Equation (22) the
equation
h(uαmnu
α
jl
c) =
∑
i,k
(F−1α )mih(u
α
ik
ccuαjl
c)(Fα)kn = (Fα)ln
∑
i
(F−1α )mi̺
α
ij .
Comparison with Equation (21) and uβjl
c
= (uβjl)
∗ yields
h(uαmnu
β
jl
∗
) = cαδα,β(Fα)lnδmj
for some cα ∈ C. These constants can be evaluated using the unitarity of uα:
1 = h(1) =
∑
n
h(uαmnu
α
mn
∗) = cα
∑
n
(Fα)nn = cαTr(Fα).
The trace of Fα is positive because Fα is positive definite. This proves Equation (19). The
other equation is proved in a similar way.
5.7. Remark: (a) Since the matrices Fα can be scaled by a positive number, we normalize
them by the condition Tr(Fα) = Tr(F
−1
α ). After normalization they are uniquely
determined.
(b) Example: In the standard deformation SUq(2) for q ∈ R \ {0},
F0 = (1), F1/2 =
(
|q|−1 0
0 |q|
)
.
Proof: w1/2 = w = (αγ
β
δ ), and S(w) = (
δ
−qγ
−q−1β
α ). Then
wcc = S2(w) =
(
α q−2β
q2γ δ
)
= F1/2wF
−1
1/2
where F1/2 is as desired. Note that the absolute value of q must be used, because the
eigenvalues of a positive definite matrix must be positive.
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5.8. Theorem (Positivity of the Haar measure)
For all x ∈ A, h(x∗x) ≥ 0, and equality only holds for x = 0.
Proof: Since A has a basis {uαmn | 1 ≤ m,n ≤ dim(u
α), α ∈ I}, a general element a of A
can be written as
a =
∑
m,n,α
aαmnu
α
mn.
By the second Peter-Weyl-Woronowicz relation (20)
h(a∗a) =
∑
α,m,n,p
(aαmp(F
−1
α )mna¯
α
np)
Tr(Fα)
,
in which the sums
∑
m,n a
α
mp(F
−1
α )mna¯
α
np are strictly positive unless all coefficients a
α
mp
for fixed α, p vanish, because the matrices F−1α are strictly positive definite for all α.
5.9. Corollary (Scalar product)
There is a scalar product on A defined by (a | b) := h(a∗b) for all a, b ∈ A.
Proof: This inner product is antilinear in the first argument and linear in the second
argument by definition and positive definite by Theorem 5.8.
5.10. Corollary (Modular Homomorphism)
There is a uniquely determined algebra automorphism σ of A such that h(ab) = h(bσ(a))
for all a, b ∈ A. It is defined on elements of the basis as
σ(uαmn) = (Fαu
αFα)mn.
Proof: Uniqueness: Let a be an element of A and let a′, a′′ ∈ A such that for all b ∈ A
the equation
h(ab) = h(ba′) = h(ba′′)
holds. Then h(b(a′ − a′′)) = 0 for all b ∈ A, whence a′ = a′′ by Corollary 5.9.
Existence: From the second Peter-Weyl-Woronowicz relation it follows that
h(uαjl
∗σ(uβmn)) =
δα,β(Fα)lnδmj
Tr(Fα)
= h(uβmnu
α
jl
∗).
Therefore by linearity h(ab) = h(bσ(a)) for all a, b ∈ A. Moreover F0 = (1) implies
σ(1) = 1, and for all a, b, c ∈ A,
h(aσ(bc)) = h(bca) = h(caσ(b)) = h(aσ(b)σ(c)).
Therefore σ is a unital algebra homomorphism. Since Fα is invertible, also σ is invert-
ible.
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C∗-structure
For any Hilbert space H let (.|.)H denote the inner product and B(H) the set of bounded
linear operators on H. Then B(H) is a ∗-algebra. Let A be a compact Hopf ∗-algebra and
consider the set
Π := {π:A→ B(H) | H Hilbert space, π unital ∗-homomorphism}
(it is enough to consider some fixed H with dim(H) ≥ dim(A) as cardinal numbers, thus Π
is actually a set).
Fix π ∈ Π and let H be the corresponding Hilbert space. Let uα be a unitary corepre-
sentation of A. Then π(uα) is a unitary matrix in Mdimuα(B(H)) and∑
m
π(uαmn)
∗π(uαmn) = 1
for all n ≤ dimuα. Therefore for all x ∈ H and k ≤ dimuα
(x | x)H =
∑
m
(π(uαmn)
∗π(uαmn)x | x)H =
=
∑
m
(π(uαmn)x | π(u
α
mn)x)H ≥ (π(u
α
kn)x | π(u
α
kn)x),
whence the operator norm ‖π(uαkn)‖ is at most 1, and for each a =
∑
α,m,n a
α
mnu
α
mn ∈ A
there is the inequality
‖π(a)‖ ≤
∑
α,m,n
|aαmn| <∞.
Therefore the following definition is possible:
5.11. Definition-Lemma: There is a norm ‖.‖C∗ on A such that for all a ∈ A,
‖a‖C∗ = sup
π∈Π
‖π(a)‖.
Moreover this norm satisfies the equations ‖ab‖C∗ ≤ ‖a‖C∗‖b‖C∗ , ‖a∗‖C∗ = ‖a‖C∗ ,
‖a∗a‖C∗ = ‖a‖2C∗ for all a, b ∈ A.
Proof: The main problem is to show ‖a‖C∗ = 0 ⇒ a = 0 for a ∈ A. The inner product
(. | .) on A induces a norm ‖.‖(.|.) (cf. Corollary 5.9). For each a ∈ A let π0(a) denote the
operator of left multiplication by x on A. Then for all x ∈ A∑
m
‖π0(u
α
mn)(x)‖
2
(.|.) = h(x
∗ (
∑
m
(uαmn)
∗uαmn)︸ ︷︷ ︸
=1
x) = h(x∗x) = ‖x‖2(.|.),
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whence the operator norm ‖.‖′(.|.) of π0(u
α
mn) is at most 1. For all a =
∑
α,m,n a
α
mnu
α
mn ∈ A
‖π0(a)‖
′
(.|.) ≤
∑
α,m,n
|aαmn|.
Therefore for each a ∈ A the operator π0(a) is bounded on A and can be extended to the
completion H of A with respect to the norm ‖.‖(.|.) as a bounded linear operator π¯0(a)
with same operator norm ‖π¯0(a)‖
′
(.|.) := ‖π0(a)‖
′
(.|.). Therefore π¯0 ∈ Π, and
‖a‖C∗ = 0 ⇒ ‖π0(a)‖
′
(.|.) = 0 ⇒ ‖π0(a)1‖(.|.) = 0 ⇒ ‖a‖(.|.) = 0 ⇒ a = 0.
The other properties of this norm follow from the corresponding properties of the operator
norms of the representations in Π.
5.12. Definition: Let A be the closure of A with respect to the norm ‖.‖C∗ . Then A is a
C∗-algebra by Definition-Lemma 5.11.
The following properties of C∗-algebras are useful:
5.13. Proposition: Let A be a C∗-algebra. Then
(a) There is a Hilbert space H such that A can be embedded as closed ∗-subalgebra
into B(H) [D, 2.6.1].
(b) Let B be another C∗-algebra. Then each ∗-homomorphism from A to B is continuous
[D, 1.3.7].
The comultiplication of A can be extended to a ∗-homomorphism from A to A ⊗̂ A,
where A ⊗̂ A denotes the (topological) tensor product of C∗-algebras, defined as follows:
Let H be a Hilbert space and let ι:A → B(H) be an embedding of C∗-algebras. Then
A ⊗̂ A is identified with the closure of (ι⊗ ι)(A⊗ A) in B(H ⊗̂ H), where H ⊗̂ H is the
(topological) tensor product of Hilbert spaces. The C∗-algebra A ⊗̂ A does not depend
(up to isomorphisms) on the embedding ι [D, 2.12.15]. The map
A
∆
−→ A⊗A →֒ B(H ⊗̂ H)
is a ∗-homomorphism called π1. Since H ⊗̂ H is a Hilbert space, π1 belongs to Π and can
be extended to a ∗-homomorphism on A. It is again called ∆.
5.14. Definition: A compact matrix quantum group is a pair (A,∆) or shortly A where
(a) A is a unital C∗-algebra generated by some elements uij ∈ A for 1 ≤ i, j ≤ N and
some positive integer N ,
(b) ∆:A → A ⊗̂ A is a unital ∗-homomorphism such that ∆(uij) =
∑N
k=1 uik ⊗ ukj for
all i, j,
(c) the matrices u and u¯ are invertible.
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5.15. Remark: (a) Let A be a Hopf ∗-algebra generated as unital algebra by matrix ele-
ments of one unitary corepresentation u or (equivalently) generated as unital ∗-algebra
by matrix elements of a corepresentation v such that v and v¯ are equivalent to uni-
tary corepresentations. Then the C∗-algebra constructed as above is a compact matrix
quantum group.
(b) For all positive integers N the compact Hopf ∗-algebra of SUq(N) gives rise to a
compact matrix quantum group.
(c) The general example of a compact matrix quantum group comes from C∗-algebras A
as in (a) after dividing by closed two-sided ideals I ⊂ {x ∈ A: h(x∗x) = 0} such that ∆
induces a ∗-homomorphism A/I → A/I ⊗̂ A/I.
5.16. Theorem: Let A be a compact matrix quantum group constructed as in Re-
mark 5.15, part (c).
(a) Then |h(x)| ≤ ‖x‖C∗ for all x ∈ A, therefore h can be extended to a (positive)
continuous functional on A, which will be denoted by h again.
(b) The algebra A is embedded into A (because for all x ∈ A \ {0} the inequality
h(x∗x) > 0 holds).
(c) Any corepresentation of A (in the sense ∆vab =
∑
c vac ⊗ vcb, v
−1 exists) has matrix
elements in A and thus A can be recovered from A as the span of matrix elements of
corepresentations.
5.17. Remark: For I1 := {x ∈ A: h(x∗x) = 0} (it is a closed two-sided ideal due to [W2,
p. 656]), h is faithful on A/I1 (i. e. h(x
∗x) = 0 ⇒ x = 0), while for I2 := {0}, ε is
continuous on A/I2 ∼= A. In the case of SUq(2), I1 and I2 coincide, cf. [P3, Remark 6].
The notion of compact matrix quantum groups generalizes that of algebras of continuous
functions on compact groups of matrices. To be more precise: Let G be a compact group
of matrices. Then there is a Haar measure µ on G. There is an inner product on C(G)
given by
(χ, ψ) :=
∫
G
χ¯ψdµ.
for χ, ψ ∈ C(G). The algebra Poly(G) as in Definition 2.3 is a compact Hopf ∗-algebra
(cf. proof of Lemma 2.4). The inner product as above can also be expressed as h(χ∗ψ).
Therefore the completion of Poly(G) with respect to the norm ‖.‖(.|.) is the same as L
2(G),
and the completion of Poly(G) with respect to the norm ‖.‖C∗ is the same as C(G). Here
the comultiplication ∆:C(G)→ C(G) ⊗̂ C(G) ∼= C(G×G) is given by ∆(χ)(g, h) = χ(gh)
for all g, h ∈ G and χ ∈ C(G) (cf. Chapter 2). In the following, each compact topological
space is by definition a Hausdorff space. There are one-to-one correspondences induced by
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Gel’fand’s theorem:
compact topological spaces X ←→ unital commutative C∗-algebras C(X)
continuous mappings λ:X → Y ←→ unital ∗-homomorphisms λ∗:C(Y )→ C(X)
cartesian product X × Y ←→ topological tensor product C(X) ⊗̂ C(Y )
compact group of matrices G←→ compact matrix quantum group C(G)
for commutative A = Poly(G)
6. Actions on Quantum Spaces
Definition and spectral decomposition [P3, Section 1]
This chapter deals with a topological counterpart of right comodule algebras. Let V be
a topological vector space and Z ⊂ V a subset. Then 〈Z〉 denotes the closure of the linear
span of the elements of Z in V .
6.1. Definition: Let (A,∆) be a compact matrix quantum group and B a unital C∗-
algebra. The unital ∗-homomorphism Γ:B → B ⊗̂ A is called a coaction for A on B
if
(a) (Γ⊗ idA)Γ = (idB ⊗∆)Γ,
(b) B ⊗ A = 〈(idB ⊗ y)Γ(x) | x ∈ B, y ∈ A〉.
6.2. Remark: (a) Let G be a compact group of matrices, X a compact topological space
and X×G→ X , (x, g) 7→ xg for x ∈ X and g ∈ G, an action. Then there is a coaction
Γ:C(X)→ C(X×G) given by Γ(χ)(x, g) = χ(xg) for all χ ∈ C(X), g ∈ G, x ∈ X . The
properties x(gh) = (xg)h and xe = x for all g, h ∈ G, x ∈ X correspond to Conditions
(a) and (b) in Definition 6.1 respectively. Given a coaction as in Definition 6.1 for
commutative A and B, the group action can be recovered by Gel’fand’s theorem.
(b) Quantum analogues of left actions are considered in [P3, Remark 7].
6.3. Theorem: Let A be a compact matrix quantum group, B a unital C∗-algebra and
Γ a coaction. Then there exists a maximal ∗-subalgebra B of B such that B is dense in B
and an A right comodule algebra, i. e. for γ := Γ|B:
γ(B) ⊂ B ⊗A, (γ ⊗ id)γ = (id⊗∆)γ, (id⊗ ε)γ = id.
For each α ∈ I there is a set Iα such that the algebra B has a basis eαrk for α ∈ I, r ∈ Iα,
1 ≤ k ≤ dim(uα) such that
Γ(eαrk) =
∑
s
eαrs ⊗ u
α
sk.
Idea of proof (cf. [P3, Theorem 1.5]): From the Peter-Weyl-Woronowicz relation (20) it
follows that there are elements xαsm ∈ A which span A such that the continuous linear
functionals
̺αsm:A→ C, x 7→ h(x
α
smx)
satisfy ̺αsm(u
β
kr) = δα,βδskδmr. Then the operators
Eαsm = (idB ⊗ ̺
α
sm)Γ:B → B
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have properties of matrix units. The traces
∑
sE
α
ss are projections onto subspaces Wα ⊆ B
which contain all elements x ∈ B such that
Γ(x) ⊂ B ⊗ (⊕ikCu
α
ik).
Construction of the basis: For each α ∈ I let {eαr1 | r ∈ Iα} be a basis of the vector space
Im(Eα11) and eαrs := E
α
s1(eαr1). Let B denote the linear span of all elements eαrs. Then
the closure of B is
〈Eαsm(x) | x ∈ B, α, s,m〉 = 〈E
α
sm(x) | x ∈ B, α, s,m〉 =
= 〈(id⊗ h)(id⊗ xαsm)Γ(x) | x ∈ B, α, s,m〉 =
= 〈(id⊗ h)〈(id⊗ y)Γ(x) | y ∈ A, x ∈ B〉〉 =
= 〈(id⊗ h)(B ⊗̂ A)〉 = B.
6.4. Definition: Let a compact matrix quantum group A coact by Γ on a quantum
space B.
(a) For each α ∈ I, the number cα denotes the cardinality of Iα as in Theorem 6.3 and is
called “multiplicity of uα in the spectrum of Γ”.
(b) For each α ∈ I let Wα be the linear span of the elements eαrs as in Theorem 6.3.
Quantum spheres [P1]
Since the quantum groups SUq(2) and SU1/q(2) are isomorphic by Theorem 3.2, we can
restrict ourselves to the case q ∈ [−1, 1] \ {0}. For the quantum SU(2) groups, I is the set
of non-negative half integers and uk = wk for k ∈ I. We want to classify coactions Γ of
SUq(2) such that
(1) ck =
{
1 if k ∈ N0
0 if k ∈ N0 +
1
2 ,
(2) the subspaces W0 and W1 generate B as a C
∗-algebra.
The pairs (B,Γ) are called “quantum spheres” (cf. the case q = 1 in Theorem 6.5 below).
For convenience, the matrix elements of the unitary irreducible corepresentations of SUq(2)
will be indexed by numbers in the index set
Nα := {−α,−α+ 1, . . . , α}
instead of the index set {1, . . . , 2α+ 1} for each α ∈ 1
2
N0.
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6.5. Theorem [P1]: In the case q = 1 there is only one object B = C(S2) and the coaction
is induced by the standard right action of SU(2) on the sphere S2. Here W0 = C 1 and
W1 = Cx+ Cy + Cz. Then Condition (2) means that the coordinates x, y, z separate the
points of S2 by the Stone-Weierstrass theorem.
In the case q = −1 there is only one object B−1,0 with coaction Γ−1,0.
In the case −1 < q < 1 and q 6= 0 there are—up to isomorphisms—the following quantum
spaces Bqc for c ∈ R
+
0 ∪{∞}. The C
∗-algebra Bqc is generated by the elements e−1, e0, e1
of W1 subject to the relations
e∗i = e−i for i ∈ {−1, 0, 1},
(1 + q2)(e−1e1 + q
−2e1e−1) + e
2
0 = ̺1,
e0e−1 − q
2e−1e0 = λe−1
(1 + q2)(e−1e1 − e1e−1) + (1− q
2)e20 = λe0,
e1e0 − q
2e0e1 = λe1,
 (23)
where
λ =
{
1− q2 if c ∈ R
0 if c =∞
and ̺ =
{
(1 + q2)2q−2c+ 1 if c ∈ R
(1 + q2)2q−2 if c =∞.
The coaction Γqc is given by
Γ(ei) =
1∑
j=−1
ej ⊗ u
1
ji
for i ∈ {−1, 0, 1}. Here we choose a non-unitary form
u1 =
 δ2 −(q2 + 1)δγ −qγ2−q−1βδ 1 + (q + q−1)βγ αγ
−q−1β2 (q + q−1)βα α2
 .
Ideas of proof: Due to Theorem 6.3 and Condition (1), the algebra B has the linear basis
{eαk | α ∈ N0, k ∈ Nα} such that
Γ(eαk) =
∑
s∈Nα
eαs ⊗ u
α
sk for α ∈ N0, k ∈ Nα.
Therefore the eαk’s are analogues of spherical harmonics. One has (u
1
lk)
∗ = u1−l,−k. Then
Γ(e∗−k) =
∑
l
e∗−l ⊗ (u
1
−l,−k)
∗ =
∑
l
e∗−l ⊗ u
1
lk.
From the irreducibility of u1 it follows that there is a constant c such that e∗−k = cek for
all k. Moreover the modulus of c is one because of ek = (e
∗
k)
∗ = (ce−k)
∗ = cc¯ek. Thus it
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is possible to achieve c = 1 by scaling the elements ek with a suitable complex number of
modulus one.
Now consider products of the generators: Because of the Clebsch-Gordan relation u1⊗u1 ∼=
u0 ⊕ u1⊕ u2 there are injective intertwiners Gα ∈ Mor(uα, u1⊗ u1) for α ∈ {0, 1, 2}. From
the equation
Γ(ekel) =
∑
m,r
emer ⊗ u
1
mku
1
rl
it follows for the elements e˜α,t :=
∑
k,l ekelG
α
kl,t:
Γ(e˜α,t) =
∑
k,l,m,r
emer ⊗ u
1
mku
1
rlG
α
kl,t =
∑
n
(∑
m,r
emerG
α
mr,n︸ ︷︷ ︸
= e˜α,n
)
⊗ uαnt.
Therefore the elements e˜α,t satisfy the same relations for the coaction as the elements ek.
Since the corepresentations uα are irreducible, there are constants λα ∈ C such that
e˜α,t = λαeα,t. For α ∈ {0, 1} this gives relations for the generators:∑
k,l
ekelG
1
rl,t = λet (here λ = λ1),∑
k,l
ekelG
0
rl,0 = ̺1 (here ̺ = λ0).
These are the relations (23) for the quantum spheres. Applying “∗” to both sides, we
obtain that λ and ̺ are real. There is still the freedom of scaling the ek’s by a non-zero
real number. Consider the case 0 < |q| < 1. If λ does not vanish, it can be scaled to the
value λ = 1− q2. Then define c by
̺ = (1 + q2)2q−2c+ 1.
The existence of a faithful C∗-norm on B implies that c is a non-negative number. It
remains λ = 0, ̺ positive (B is a C∗-algebra). Then ̺ can be scaled to the value (1+q2)2q−2.
These (B,Γ)’s are indeed quantum spheres. No extra relation can be imposed, because
then we would get a coaction for a quantum subspace. But c0 = 1 means that the space is
homogeneous (cf. [P3, Definition 1.8]), and from the facts that h is faithful (i. e. h(x∗x) =
0 ⇒ x = 0) and the counit is continuous (cf. Remark 5.17) it follows here that the
homogeneous space corresponding to B has no non-trivial homogeneous subspaces (this
idea stands behind the proof in the paper [P1]).
The case q = 1 can be handled similarly, and the case q = −1 reduces to q = 1.
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6.6. Remark: (a) If the first condition for the quantum spheres is weakened to c0 = c1 = 1,
there are some more homogeneous spaces for c ∈ {c(2), c(3), . . .}, 0 < |q| < 1, where
c(n) = −q2n/(1 + q2n)2 for all n ∈ N.
These objects satisfy the conditions
ck =
{
1 if k = 0, 1, . . . , n− 1
0 otherwise.
There exist analogues of these objects in the case q = 1. They correspond (cf. [P1])
to the adjoint action of SU(2) on U(su(2)) taken in its n-dimensional irreducible
∗-representation (X∗ = −X for X ∈ su(2)).
(b) For 0 < |q| < 1, c ∈ R+0 ∪ {∞} ∪ {c(2), c(3), . . .} the quantum sphere S
2
qc = (Bqc,Γqc)
is a quotient space if and only if c = 0, embeddable (i. e. can be regarded as a non-
zero C∗-subalgebra of A, where Γ is induced by the comultiplication) if and only if
c ∈ [0,∞], and homogeneous for all considered c (for the compact groups of matrices
these three notions coincide).
(c) An algebraic version of Theorem 6.5 can be found in [S].
7. Quantum Lorentz groups (cf. [WZ2])
The algebra A = Poly(SL(2,C)) is called the algebra of polynomials on the Lorentz
group. Its corepresentations have the following properties (cf. Chapter 3):
(1) There are irreducible corepresentations wα for α ∈ 12N0 such that all non-equivalent
irreducible corepresentations are wα ⊗ wβ for α, β ∈ 1
2
N0.
(2) dim(wα) = 2α+ 1 for all α,
(3) wα ⊗ wβ ∼= w|α−β| ⊕ w|α−β|+1 ⊕ · · ·wα+β (Clebsch Gordan),
(4) Each corepresentation is completely reducible, or equivalently, the matrix elements
wαij(w
β
kl)
∗ give a basis of A.
(5) For all α, β ∈ 1
2
N0 the corepresentations w
α ⊗ wβ and wβ ⊗ wα are equivalent.
7.1. Definition: A quantum Lorentz group is a Hopf ∗-algebra A satisfying properties
(1)–(5).
7.2. Theorem: Up to isomorphisms, all quantum Lorentz groups A are given as follows:
The Hopf ∗-algebra A is generated by the matrix elements wij (1 ≤ i, j ≤ 2) of the
fundamental corepresentation w := w1/2 and relations
(i) (w ⊗ w)E = E,
(ii) E′(w ⊗ w) = E′,
(iii) X(w ⊗ w¯) = (w¯ ⊗ w)X ,
where the base field C is canonically embedded into A, the vectors E′ ∈ C2 ⊗ C2 and
E ∈ 2C⊗ 2C are the same as in Theorem 3.2 and X ∈M4(C) satisfies the properties:
(iv) X is invertible,
(v) there is a scalar factor c ∈ C \ {0} such that τX¯τ = cX ,
(vi) the intertwiners 12 ⊗ E and (X ⊗ 12)(12 ⊗ X)(E ⊗ 12) in Mor(w¯, w¯ ⊗ w ⊗ w) are
proportional (note that w¯ ∼= w0 ⊗ w¯ ∼= w¯ ⊗ w0).
Idea of proof: Necessity of relations: Restrict attention to the corepresentations wα first.
Their matrix elements give a basis of a quantum SL(2)-group H as in Theorem 3.2. This
shows conditions (i) and (ii) and gives E and E′. From assertions (1) and (4) it follows
that there is a linear isomorphism
A ∼= H · H∗ ∼= H⊗H∗, wαkl(w
β
mn)
∗ 7→ wαkl · (w
β
mn)
∗ 7→ wαkl ⊗C (w
β
mn)
∗,
where “·” denotes multiplication. Assertion (5) for α = β = 12 shows that there is a bijective
intertwiner X ∈ Mor(w ⊗ w¯, w¯ ⊗ w), which gives conditions (iii) and (iv). Apply the map
“∗” to (iii) and use the formula v ⊗ w = τ(w¯⊗ v¯)τ as in the proof of Lemma 4.1, part (c):
X¯(w ⊗ w¯) = (w¯ ⊗ w)X¯ ⇒ X¯τ(w⊗ w¯)τ = τ(w¯⊗w)τX¯ ⇒ τX¯τ(w⊗ w¯) = (w¯⊗w)τX¯τ.
Chapter 7. Quantum Lorentz groups (cf. [WZ2]) 44
Since w¯⊗w and w⊗ w¯ are irreducible, the intertwiners X and τX¯τ must be proportional,
which gives Condition (v). The last condition follows, because both 12 ⊗ 12 and
X(12 ⊗ 12 ⊗ E
′)(12 ⊗X ⊗ 12)(E ⊗ 12 ⊗ 12)
are elements of Mor(w¯ ⊗ w).
Existence: We set A := H ⊗H∗ with H as in Theorem 3.2 and laborously introduce the
Hopf ∗-algebra stucture on A by means of (iii)–(vi).
Sufficiency of relations: More relations would make the elements wαij(w
β
kl)
∗ linearly depen-
dent.
7.3. Remark: (a) Possible matrices X have been found (up to isomorphisms of the cor-
responding Hopf ∗-algebras) in [WZ2].
(b) There is also a topological structure for two examples of A ([PW1], [WZ1]) which uses
the notion of affiliated elements [W5].
(c) Quantum Poincare´ groups arise by adding translations [PW2].
(d) Quantum analogues of Poly(SL(N,C)) were considered in [P2] (cf. [Z]).
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