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Consider the heat equation d,u-d,u=O in a cylinder 52 x (0, T] c IW”+’ with 
smooth lateral boundary under zero Neumann or Dirichlet conditions. Geometric 
conditions for Q are given that guarantee that for a given p, lIV,u( ., t)il Lp will be 
non-increasing for any solution. Decay rates are also given, For arbitrary .Q and p, 
it is shown how to construct an equivalent L”-norm, such that V,u(., t) is non- 
increasing in this norm. (i 1985 Academic Press, Inc 
1. INTRODUCTION 
Let Q c R” be a bounded domain with smooth (say, C2 + “-) boundary f, 
and let A, = C?=, a:, denote the Laplacian. Consider the heat equation 
lJ,u = A.,u in Sz x (0, T) (1) 
with boundary conditions 
ulrx(o.T)= 0 (2) 
or 
~.~I,..,O,.)=O~ (3) 
where T is a positive number and v is the outer normal on tY In this note, 
we study the problem of finding sufficient conditions on Q such that for 
any solution u of (l)-(2) resp. (l)-(3) the property holds 
IlV.A.> t)ll L/J(O) d II VA.3 s)ll L/J(R)> O<sbt<T, (D,) 
* Present address: Department of Mathematics, Georgetown University, Washington, D. C. 
20057. 
412 
0022-1236185 $3.00 
Copyright 0 1985 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
HEAT EQUATION IN SOBOLEV SPACES 413 
for a given p, 1 <p 6 co. Here V,u is the gradient 
measured in the usual Euclidean norm, and therefore 
of U, its length is 
\ I/P 
IlVA~~ mP=(JD( i l&,4x, r,12)p’2y (4) 
i= I 
for 1 bp< cc, resp. IIVxu(., t)llLZ =max,,, (C;=, I~,,u(x, t)12)“2. It is 
known that solutions u of (1) and (2) or (1) and (3) are smooth in 
Qx (0, T] and that limll, u( ., t) exists as a signed measure supported in 52 
[7, 121; this smoothness property will be assumed throughout. 
The conditions on Q will be geometrical in nature; in the case that 
cl= [a,, b,] x ... x [a,, b,] is a rectangle, it will also be shown that (D,) 
remains valid, if in (4) the Euclidean norm is replaced by other norms. 
A sufficient condition for (D,) to hold is well known: Let H(x) denote 
the mean curvature of r at x E r with respect o the inner normal -v(x) at 
x. One can compute that for a solution u of (l)-(2) the auxiliary function 
v(x, t) = IV,u(x, t)12 is subcaloric in Q x (0, T) and that at any boundary 
point x E r, u(x, t) = I ~,u(x, t)l’, hence 
= -2.(n- l).H(X).(8&)2, 
(5) 
since at boundary points a:~+ (n- l).H.~9,u=d,u=a,u=O. Therefore, 
if H(x) 3 0 everywhere on r, by Hopfs maximum principle [ 131, v attains 
its maximum on any Q x [s, T) for t =s, and (D,) holds. A domain for 
which H > 0 everywhere is called H-convex. “By duality,” also (D ,) should 
hold for H-convex domains, and by interpolation, (D,) should be true for 
all 1 <<p < cc. The device of considering v goes back to S. Bernstein and has 
had numerous applications and generalizations, see, e.g., [4, 8, 14, 151. 
Similarly, one can show that (D,) holds for solutions of (1) and (3), if Q is 
convex [2,15]. 
On the other hand, it is immediate that (D2) holds for solutions of (1) 
and (2), (1) and (3) in any domain R-one simply differentiates the quan- 
tity 
s /b(x, r)12 dx R 
with respect to t and obtains that the result is non-positive. It is this 
approach that we shall use to find conditions for (D,); the result is a con- 
dition on Q, expressed in terms of a lower bound for a variational integral, 
that “interpolates” in some sense between H-convex and general domains, 
although this “interpolation” is not optimal (see the remarks in Section 2). 
414 HANSENGLER 
On the other hand, we shall also give a decay rate. As borderline cases, we 
again obtain (D,) and (Oi) for H-convex domains. 
It is possible to show similar results for the case of a quasilinear equation 
(6) 
In the case of a degenerate quation (g(r) = P ~ ‘) and the Neumann boun- 
dary condition (3), (D,) and, in fact, decay estimates were shown in [2] 
by combining the approach indicated above with a version of Moser’s 
iteration technique, using the homogeneity properties of g, if Q is convex. 
The plan of this note is as follows. In Section 2, the Dirichlet problem 
(1) and (2) is studied, and sufficient conditions for (D,) are given. In Sec- 
tion 3, the Neumann problem (1) and (3) is treated. In Section 4, we 
somewhat modify the question and construct for any given domain 52 and a 
given p an explicit norm I/. II,,, *, equivalent to /I. 11 U, such that (D,) holds 
for /I~IIp.*. This construction is only carried out for the Dirichlet problem. 
In Section 5, we comment on the possibility of replacing the Euclidean 
norm in (4) with other norms (in rectangular domains). The usual notation 
for Lebesgue spaces P(Q) and for Sobolev spaces lF’(Q), W?(Q) is 
employed. Constants that may change from line to line in the course of an 
argument are denoted by the same letters C, C,,.... 
2. DIRICHLET BOUNDARY CONDITIONS 
Here we discuss the behavior of solutions of (1) and (2). Throughout, 
the domain Q is assumed to be bounded and as smooth as stated in the 
Introduction; H(x) is the mean curvature off = 8Q at x with respect o the 
inner normal (thus H= l/R on a sphere with radius R). 
THEOREM 1. Define for 1 < p < co 
+ /~-l)~H~w~do(x)~w~W’~~(Q), Is ii’dr=l}. (7) R 
Then for any solution u of(l), (2) 
t H e+“. IIVXz4(., t)llu 
is non-increasing on (0, T]. 
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Remarks. (i) Since for all w E l@*(Q) 
cf. [9], A, in (7) is always finite. Observe that the inlimum in (7) is attained 
by a function up that solves the eigenvalue problem 
-A+/,= p2 -‘A.,Y.d, 
4(P- 1) 
in Q 
(9) 
4(P- 1) ---i--f3a,u,+(n-1)~H~u,=0 on I-, 
P 
AP minimal. 
(ii) The eigenvalue AP has the right behavior under homotheties of 0, 
namely, AP(r. Q) = l/r2. A,(Q), as one readily verities. 
(iii) The factor 4.((p- 1)/p’) is invariant under replacing p with its 
dual exponent p* =p/( p - 1); therefore, the conditions in the theorem are 
invariant under “dualizing,” as they should be: A, = E,,,. 
(iv) There are simple domains for which ,IP < 0 for all p: Take, for 
instance, Q c R2 to be a disk with two smaller disjoint disks removed. 
Choosing w = ( Q 1~ ‘I2 in (7) where 1 Ql is the area of 52, we see that for 
any p, 1, < - 27r/( 52 ( < 0. One can even have A, < 0 for all p for simply con- 
nected “comb-shaped” domains in IL!* (an observation due to N. Korevaar). 
On the other hand, we have 
THEOREM 2. For any solution u of (1 ), (2) in 52, 
the”‘. IIVru(., t)llL* (10) 
is non-increasing, where 2 is the smallest eigenvalue of (-A,) with zero 
Dirichlet boundary conditions in Q. 
Combining these two results, we obtain 
COROLLARY 3. Let Q c [w” be arbitrary. Then there exists p > 2 such 
that for p/(p- l)<pdp 
t- IIVA.~ t)llu (11) 
is non-increasing,for every solution of (1) (2). 
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Theorem 2 shows that the decay parameter A, is neuer optimal for p = 2 
(since always 1, < (4(p - l)/p2) 2, see remark (b) after the proof of 
Corollary 4). Remark (iv) above and Corollary 3 imply that in general also 
for p close to 2, 1, is not optimal, since the “true” decay rate should always 
be positive for p close to 2. In fact, A,, can be replaced by a (strictly) larger 
parameter pP (see remark (f) below) which is optimal for p = 2 for all 
domains. However, it is not clear at all if p,, is still optimal for p # 2; also, 
,uP is not as easily characterized as i,,. On the other hand, for H-convex 
domains and p = co, one expects the true decay rate to be 0 (this follows 
from Bernstein’s argument). In this case alone the decay rate 
I*, =lim,,, A,, is likely to be optimal (and, “by duality,” also for p = 1). 
COROLLARY 4. If H 3 0 on al& then for any solution u of ( 1 ), (2) 
t+-+max IV\-U(X, t)l 
Y 
(12) 
tw I IV,u(x, t)l dx R (13) 
are non-increasing. 
We next give the proofs of these results and then comment on various 
additional aspects. 
To prove Theorem 1, we need the following. 
LEMMA 5. Let 52 c R” be arbitrary, with smooth boundary r, let 
cp: [0, 00) -+ [0, co) be a smooth function, bounded away from zero on every 
compact subset of [0, co), and let u E C’(a, R), such that u 1 r = 0. 
(a) Then 
5 d,u.div,(cp(lV,u12).V.U)dx R 
= (n-l)~H(~)~cp(lV,u~~)~(V,~~~do(x) 5 I- 
+! bPmw’)~ I? u~~+~~c~‘(~V~,U~~)~~VZ,U~V,U~~} dx. (14) 
D 
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(b) Let I(/(r) = m. Then for any u E C*(i.2, R) 
= s n {cp~lv,~l*)* IVN2 
+ GP’(lK~12) + ~(~V,ui’)~ IV,uj2)* IV~U~‘,V~~) dx. (15) 
Here, V,u is the matrix of derivatives of u, if u is a vector valued function, 
and Vzu = Vx(Vxu), if u is a scalar function. All norms 1. ) are Euclidean 2- 
norms for vectors resp. for matrices. 
Proof: By a straightforward approximation argument, it suffices to 
show (14) for u E C3(@. Integrating 
I d.u.div.~(cp(lV.,u12).V,u)dx R 
twice by parts gives 
+I b~(lV.x~l*)~ lV:4*+cp’(I?~4*)~ IV:uV,uI*} dx, D 
where v is the outer normal. Since u 1 ,-E 0, we have V,U(X) = ~,u(x). v(x) 
and 
Therefore the above boundary integral reduces to 
and (14) follows. 
Formula (15) follows by a direct calculation. Q.E.D. 
Proof of Theorem 1. Let 1 <p < cc be given, and let E > 0 be a small 
number. Define for r 3 0 
Qp,(r) = (r2 + E)~‘*, 
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hence 
with 
q,(r) =p. (r + E)(~ -2)/2, 
and let U: Q x (0, T] + R be a solution of (1) and (2). Then for any t > 0, 
; j @s(lV.Ax, t)l) dx= 1 (~Alv.Ax, ~)l’)(Y&, ~).V.$P(X, t)) dx. R E 
Integrating by parts and using the fact that Eq. (1) holds up to the boun- 
dary where a,u=O, this is 
. . . = _ 
s A,u~div,(cp,(lV,u12).V.,~)dx, D 
where the t- and x-dependence have been suppressed, 
.‘. = - 
s (n- l)~~~cp,(lV.~l~)* IVr~l’W4 I- 
(16) 
- 5 52 {IV2,~12~~~~IV.~~12~+~~~(lV,~12)~IV2,V,~12} dx 
(by Lemma 5(a). Writing D2= IVZ,u12, r2= IV,z.12, g2= IVZ,u~V,u~*, the 
integral over 52 is 
p. 
f 
R {(r?+E)(~--2)/?.D2+(p_2).(r2+E)(~~4)/2.g2) 
BP. 
4(P- 1) 2. (r2 + ,)(P - 2)/2 D2 
P 
~(r2+~)(P-4)‘2.g2 dx 
4(P- 1) 
=P .---T-’ 
P 
(,2+4(4)/24)2 1 p244(r*+~)(P-‘~,2.g’jdr 
=P (y2+~)(P-2)/2.D2+((~_2).(r*+~)(P--4)/2 
+ (P-2)2 1(r2+~)(~~6)!2.r*).g2 
+ (P-2) 
z(P-1) ~. E. 
s 
(,.2 + ,,#P-6)/z. g* & 
P 
a 
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According to Lemma 5(b), the first integral is (with e,(t) = A(t) = 
&(t + E)(p-2)‘4) 
4(P- 1) 
7’ Iv.~(~,(lv,~12)~v,~)12 dx 
P I R 
,4(P- 1) 
Ap2’ R s IutuIvx42)~ IV.xul)l kc. 
Denote the second integral by C(u, E, t). Inserting this into (11) and using 
(7) for w=t+ba(lV,u12). (V,u) E W2(s2) gives 
$[ @e(IV.Ax, t)l)dxG -p.i,j @E(IV.G~X, fN)dx+C(u,~, t), (17) 
R R 
with C(u, E, t) + 0 as E + 0, locally uniformly in t. 
Integrating the differential inequality (17) then gives for 0 < s < t < T 
e p.lp. 1. 
I 
@,(IV,u(x, t)l) dxdeP”p.S. 
s QjJlVAx, s)l) dx D R 
+[ieP’A~“~C(u,~, t)dt, 
B 
and (8) follows after sending E to 0 and taking the p th root. Q.E.D. 
Proof of Theorem 2. Let I= pLo < p, < p2 d . . ’ be the increasing set of 
eigenvalues of -A, in 52 with corresponding orthonormal eigenfunctions 
cpO, (pl ,.... Then for any solution u of (I), (2) and t > s > 0 
Vxu(., t)= 2 e-p’(‘-“)(u(.,s), ‘pi)VI’pi, (18) 
J=o 
where ( ., .) denotes the L2-inner product. Property (10) follows by taking 
the L2-norm of (18), multiplying with e”‘-“‘, and noticing that 
(V,cp,, V,cp,) =0 in L2(52, IF) for i #j. Q.E.D. 
Proof of Corollary 3. Let q > 2 be arbitrary, and consider the mapping 
T,,y: VA., O)++V.A., t), for t > 0, 
defined on (V, w I w E IV?} c Ly(sZ, KY’) for 1 < q < co. Then by (10) 
II T,,, II L2,L2 d e ~ ” 
and 
II T,,, II Ly,Lq < e -. ‘q’ I. 
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By Riesz-Thorin [3], this implies 
if l/p=r/2+(1-r)/q. Now pick r>O such that rJ+(l-r).A,=O. The 
same argument can be applied, if q < 2, using &, = A,*. Q.E.D. 
Proof of Corollary 4. If H>O, then (7) implies that n,,(Q) 20 for all 
1 <p-c co. Thus (8) implies that 
for t2.s for all 1 <p<m. Asp-+ cc resp. p+ 1, we obtain (12) resp. (13). 
Q.E.D. 
We next give some facts and observations about the decay constants in 
(8). 
(a) By standard arguments (see [S]), the eigenvalue 1, in (7) resp. in 
(9) is simple, and the corresponding eigenfunction up does not change its 
sign in D (if a is connected). Therefore, we do not get a larger I, if in (7) 
the infimum is only taken over the set of non-negative W1~2-functions 
(which would be enough to carry through the proof of Theorem 1). 
(b) Let 2 be the smallest eigenvalue of -A, with zero Dirichlet 
boundary conditions, i.e., 
Then & < 4p - 1 )/p’ . L. Here, “<” is obvious; the inequality is strict, since 
otherwise U, the eigenfunction corresponding to 1, would be equal to up (up 
to a scalar factor)-which is impossible in view of the boundary condition 
in (9). (We cannot 8,u,-0 on I’, since Jrd,u,=jSZAxup= 
-/2;(P2/4(P--)).S,u,z 0, if AP were equal to 4(p- l)/p’.;I#O.) 
(c) Define c(p): = 4(p - 1 )/p’. We want to deduce the identity 
To do this, note first that the definition of & implies 
(19) 
WC(q)-C(P)).!. IV.r~,12+~, R (*) 
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for all 1 <p, q < co. Then (*) will imply (19), if we can show that 
p + jQ 1 V,uP ) 2 is continuous. This function is locally bounded, due to 
(see (8)). As p -+ q, we can pick a subsequence @ -+ q such that 
V,ua + V,u* weakly in L2, up -+ u * strongly in L2(Q) and L2(r), by well- 
known imbedding theorems. The definition of uq and the lower semicon- 
tinuity of the L2-norm then imply that u* = uy and V,Yu, --* V,uy strongly in 
L’(Q). Inequality (*) now implies (19). 
Therefore, qt+ ,I+, is strictly decreasing, since uy f const by (9). 
(d) Let now Q be H-convex. Then, if 2 < q <p, we have 
co.$=c(q)-[ 
C(P) n 
lv,yu,‘+$$.~ 
I- 
(n-1) Hx;>A,. 
Therefore, the inequality in (b) can be complemented to give 
Y< 1 E.,<l 
c(q) C(P) 
for2<q<p, 
and (by replacing p with its dual exponent p*, q with q*) also for p < q 6 2. 
By inspecting (9), one verities that lim, _ ;c (A,/c(q)) = ,i, if H > 0 a.e. on r. 
(e) Numerical evidence suggests that I,/(c( p) .A) can be quite small, 
if p is close to 2. For example, if Q = B,(O) t lQ3, one can show that ,I, = 
(R(~)/Tc)~. (l/c(p)). & X= 1, where R(p) is the solution of 
tanr= C(P) 
c(p)-2’r 
in the interval (7r/2, n). It turns out that &/(c(2). L) =0.417, 
&/(c(4). i) = 0.497, I.,J(c( 10). 1) = 0.695, A,,J(c( 100). x) = 0.961 in this 
case. 
(f) One could optimize the decay/growth rate that has been obtained 
in Corollary 3 by interpolation. To be precise, for a given domain Q define 
pp:= sup 
i 
!+I-~,+-.- 2 q-PI 
I 
. 
Y2P P q-2 ’ 
(20) 
then for any solution u of (1) (2) 
422 HANSENGLER 
will be non-increasing. (See the argument of Corollary 3.) It is obvious that 
,B~ 3 max(;l,, 2/p. 1); numerical evidence for the case of B,(O) suggests that 
in fact pP is only slightly larger than this maximum. For p = 4 we obtain, 
e.g., 2/p. ,i= 0.5, AP = 0.3731, and ,uP = 0.5348. In particular, if p is large, 
then pLp is not much bigger than 1, (note that for large p and H-convex Q, 
A, > 2/p. 2 by (d)). It would be interesting to be able to prove something 
about pP or even about the expression {...} on the right-hand side of (20). 
In particular, given an arbitrary domain 52, it would be interesting to find 
lower bounds for the largest p in Corollary 3 in terms of geometric proper- 
ties of Q. 
(g) The identies (14) and (15) in Lemma 5 are of some independent 
interest, since they allow one to estimate the scalar product 
from below, where A is the Laplacian and B is a quasilinear (“isotropic”) 
elliptic operator. This can be viewed as a non-linear version of Sobolevskii- 
type estimates (cf. [lo] for linear operators A, B with non-constant coef- 
ficients). Estimates of this nature are also important in the study of certain 
integro-differential equations (cf. [I 11) and have (in a localized version) 
been used to prove gradient bounds for degenerate quasilinear parabolic 
equations and systems [l, 61. 
3. NEUMANN BOUNDARY CONDITIONS 
To begin with, we introduce some more geometric notation in a form 
that is sufficient for our purposes. Let Q c R” be bounded and with smooth 
(C3-) boundary f. We assume without loss of generality that 
Q= {xl$(x)<O} f or some C3-function $ such that / V,$ ( E 1 on 852. 
Then the second fundamental form of f can be defined by 
B,(i> 5) = i ii. &,QW. 5, 
ij = 1 
for x E r and [, 5 E T,(r), the tangent space of r at x. It is well known that 
the diagonalization of B,( ., .) corresponds to finding the principal cur- 
vatures K,(X),..., K,_~(x) at x (a base of T,(T) in which B,(., .) is given by 
a diagonal matrix corresponds to a set of principal curvature directions at 
x); in particular, R is locally convex at x (i.e., R n B,(x) is convex for some 
small E > 0), if B,(., .) is positive definite; 52 is convex iff B,( ., .) is positive 
semidetinite for all x E I-; the mean curvature H(x) is the trace of l/(n - 1). 
B,(., .I (cf. 1161). 
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Also, if u(. ) is a C*-function on Q such that a,~ 1 r 5 0, i.e., 
V,U(X) E T,(T) for all x E r, then 
a,, InMx)12 = -=m&)> V.Ax)) 
6-2 min K~(x). jV,u(x)l* 
(21) 
I<i<n-I 
(see [ 15, 21). 
THEOREM 6. Define ,for 1 <p < 00 
IV,w /* dx 
+ j B.A w, w) do(x)1 w E W1*2(sZ, W), w(x) E T,(T) 
F 
onI’, 
I 
Iw/‘dx=l 
R i 
Then for any solution u of (1) and (3) 
(22) 
t-b+‘. llVr4., t)llucQ, 
is non-increasing on (0, T]. 
(23) 
Several remarks similar to those following Theorem 1 also apply here: y,, 
is always finite; it is the minimum eigenvalue of 
-A \-w= : p* 
4(P-1) 
YP’ W in Q, 
w(x) E T,(r) for all x E r, (24) 
4(P- 1) 
2’ d,.w(x) -t V&b(x). w(x) = 0 mod N,(r) on r, 
P 
where now w is W-valued, $ is the function defining Q, and N,Jr) is the 
one-dimensional (normal) space spanned by v(x). Also, yP behaves 
correctly under dilations: yP(r. Sz) = l/r*. y,(Q). 
Since the eigenvalue problem (24) resp. the quadratic form in (22) is dif- 
ficult to discuss, it seems useful to replace y,(Q) by a quantity that is more 
easily accessible. For x E r, define 
k(x) = min{Ic,(x),..., K,- ,(x)} 
= max { hc IB,( ., .)-K is positive semidefinite on T,(r) 1, 
In general, J? will be a Lipschitz-continuous function on IY 
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COROLLARY 7. Definefor 1 cp<co 
jjP=~P(Q)=inf{~~Q iV,w12dx 
+ s, 17(x). w2do(x)l w E W2(Q, R), 5,, w2dx = 11. (25) 
Then for any solution u of (1) and (3) 
is non-increasing. 
The eigenvalue problem corresponding to r, is 
PL 
-&~,=~~7; w,, in C2, 
4(P- 1) 
2 4,&+l? wp=o on r. 
P 
(26) 
(27) 
From the definition of y,,, it is clear that jY,,<yP for all p, Sz. Again, the 
estimates (23), (26) are not optimal; an obvious improvement is possible if 
p is close to 2: 
THEOREM 8. (a) For any solution u of (l), (3) in Q, 
is non-increasing, where y* is the smallest positive eigenvalue of ( -A .) in D 
with zero Neumann boundary conditions. 
(b) For any domain Q c R”, there exists j> 2 such that for 
p/(p-- l)<p<p andfor any solution u of (1), (3) 
tk-+ llVrU(., t)ll,(,) (29) 
is non-increasing. 
Finally, we have the well-known consequence (cf. [2, 151): 
COROLLARY 9. Let R be convex. Then for any solution u of (I), (3) 
t-yea; IVAx, t)l (30) 
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and 
TV s RIV,u(x, t)l d  (31) 
are non-increasing. 
Proof of Theorem 6. For 1 <p < CC fixed, E > 0, r 2 0, we define as in 
the proof of Theorem 1 
QE(r) = (r2 + .z)p’2, 
q,(r) =p. (r + &)(pp 2)/2, 
such that @L(r) = cp,(r’). r. Let u be any solution of (1) and (3), then we 
have for t > 0 
= i D (PAIVA., t)l’P (V.u(., t).Vwdru(., t)) dx 
+J ~~(IV,u12)(V,u.V~u.v)do(x), 
F 
using Eq. (1) and performing an integration by parts. Again, t- and x- 
arguments have been omitted. Now the first integral (over Q) is 
. . . < -p4(P;1)J- 
P Q 
IV,((IV,U~~+E)‘~~~)‘~V,U)~~~X 
-(P-2)2 (P- 1) 
P 
‘8’ (IV,U~~+E)(~~~)‘~.~V~~.V,U~~~X, 
s R 
using the argument of the proof of Theorem 1 and Lemma 5.6. The 
integrand in the second integral (over r) is 
cp,(lV,~12)~(V,~~V~~~v)(x)=cp,(lV,~12).~.~” IV,u12(x) 
= -cp,(lV,u12).B,(V,u,V,u)(x) 
= - i, p . a,a,!w . w;(x, t). M’,b, t), 
ij= L 
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with w=()V,U)~+E)(~-~)‘~.V~U. Thus we see that 
d 
zn I 
@,(lV,u(., t)l) dx,< -P. I Vxwt.3 ~11 2 dx 
+ I B,(w(x, t), W(X, t)) do(x)) + c(E, 24 t), (32) I- 
with C(E, U, t) -+ 0 as E + 0, locally uniformly in t. As in the proof of 
Theorem 1, this implies (using (22)) 
$j Q,(I?A.> t)l)dxG -nyj” @r:(I?r4., t)l) dx+ C(e, K t). (33) s2 
After integrating this differential inequality, the assertion follows upon 
sending E to 0. Q.E.D. 
Pro@ of Corollary 7. In (32), we can estimate further 
d 
za .r 
@c(IVA., f)l)dxd -P’ IVrw(., G12 dx 
< -p.fP. 
s @cOV+..> t)l)dx+C(~, u, 21, (34) R 
using (25). The conclusion (26) follows as in the proof of Theorem 6. 
Q.E.D. 
Proof of Theorem 8. (a) Let u be a solution of (l), (3). Let 
0 = PO < /3, = y * < fi2 < . . be the increasing sequence of eigenvalues of 
-A, in 52 with zero Neumann boundary conditions, and let cpO, ‘pr ,..., be a 
corresponding orthonormalized set of eigenfunctions. Then, since 
qo-const, for t3s>O 
Vxz4(., t)= f eFB~(‘~~“(z4(., s), cpi(.)),~2~aI.Vx~i. 
i= I 
(35) 
The property (28) then follows after taking the L2-norm of (35) just as in 
the proof of Theorem 2. 
(b) The argument is similar to the proof of Corollary 3, noticing that 
for all p, y* > 0, yP > - co, and using interpolation. Q.E.D. 
Proof of Corollary 9. If Sz is convex, then B,( ., . ) is positive semidefinite 
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for all x E r; hence yP > 0 for all p E (1, co) in (22). Thus for all p and all 
t>s>o 
if u is a solution of (1 ), (3). If p + CC resp. p -+ 1, the assertions (30) resp. 
(3 1) follow. Q.E.D. 
As in Section 2, we have the following remarks and observations: 
(a) The eigenfunction corresponding to the eigenvalue 7, in (27) has 
only one sign. 
(b) Let 1 be the smallest eigenvalue of -A, with zero Dirichlet 
boundary conditions and c(p) = 4(p - 1 )/p2, then 
y 
P 
,4(P- I).1 
--jr- 
(c) Formula (19) also holds for yy and Ty, with uy replaced by the 
corresponding eigenfunctions from (24) resp. from (27). 
(d) If 52 is convex, then also 
yY<- YP <A 
49) c(p) 
for26qCp as for p<q<2. 
If the second fundamental form B,( ., . ) is positive definite for a.e. x E I-, 
then also y,,/c(q) -+ 11, as q + cg. Similar statements hold for yy. 
(e) Numerical evidence can again be obtained that shows that 
y,/(c(q) .I) can be quite small, if q is close to 2. For Sz = B,(O) c lR3 in par- 
ticular, y,=qJ,=(R,(q)/n)2.(l/c(q)).& l= 1, where R,(q) is the solution 
of 
tanr- 49) 
m.r 
in (7r/2, n) (R,(2) = 7r/2). Thus y2/(c(2). 1) = 0.25. 
(f) If the space dimension is n = 2, we will obviously have yP = VP = aP 
for all p. For n > 2, we have VP < l/(n - I ). A,, with p <p such that c(p) = 
(n- l).c(p), due to the estimate (n- l)H(x)>(n-- l).K(x) on f. If52 is a 
ball, then y,, > VP = l/(n - 1). A, with the same relation between p and j?. 
(g) As in remark (f), Section 2, one can optimize the decay rate by 
defining 
&=sup p-2. 
43P i 
4 2 9-P 
P 
-yy+-.- 
9-2 q q-2?* . I 
(36) 
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Then for any solution of (1) and (3) 
t++epP”. IIVx4., t)llu~,~ 
will be non-increasing. 
4. DECAY PROPERTIES WITH EQUIVALENT NORMS 
In this section, we assume that Q c I&!” is an arbitrary bounded domain, 
as smooth as before. The aim is to construct for each p < co a norm 1). IIP,*, 
equivalent to the usual LP-norm, such that for any solution u of (1) and (2) 
lIVr4.9 Gil,,* d /IV.Y4.> NP,.> ifO<s<t. (37) 
Of course, such a norm can always be defined; take, e.g., for ZQE IV?(Q) 
I/Vx~oIlp,i* =w 2’. IIV,4~, t)llry 
120 
(38) 
where u(., t) is defined by Eqs. (1) and (2) and the initial condition 
u(., 0) = uo, and where 1 is the smallest eigenvalue of (-A,). With this 
norm, even decay like e ” will hold. 
We want to find an explicit norm of the form 
with suitable ci > 0 and p, <p2 < ... <pN=p. That this is possible is the 
content of 
THEOREM 10. For any p > 2, there exist N > 1, co = 1, c, ,..., cN > 0, and 
po=2<p, < ... <pN=p, such thatfor any solution u ef(l) and (2) 
IlV.A.? t)ll,,* d IlV.A., S)llp,*, SfO<sdt, (39) 
with 
Here, pi can be chosen as pi = 2. ri with some 1 < r < n/(n - 1 ), and the ci can 
be chosen as ci= CPi+rPi2/2 with the same r and some large constant C > 1 
that does not depend on p. 
For the proof, we need the 
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LEMMA 11. Let Q be as above, and let 1 <r < n/(n - 1). Let H denote 
the mean curvature on r= X2, H _ = max(O, -H), H + = max(O, H). 
(a) There exists C1 > 0 such that for all u E ( W232 n W$‘)(Q) 
j H-(x).)V,U(X)(~‘<C~ (s, ,V,U(X),“)‘~-~“~~~~ IdxuI’. (40) 
I- 
(b) There exists C2 > 0 such that for all w E W1x2(0) 
s I- H~~w2r,,2~(j~wzr)~r~‘~‘r~(j~,Vw,2+j~H+~w2). (41) 
Proof of Lemma 11. We first prove the estimate 
II w II LZ’(r) < c, . II w II $$ll’. II w II gq,) (42) 
with some C3 > 0 and r as above. It is well known that 
II w II LZ’(I-) G c. II w II bwyn) (43) 
for ail real numbers s> 1/2r [9]. A norm of W’~“(Q) is given by 
Ilwll$x,r(Q)= jQ Iw(x)12’+ jQ jQ’r;!;;:!;2’dxd~ 
[ 191, thus (43) implies that for all E > 0 
Extend w on all lF8” to get +‘, such that 
II * II L*‘( R”) d c . II w II Lzyn), II fi II Wqw) d c. II w II w*(a) 
and estimate further 
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+ Iiqx+z)12’-2)dxdz (46) 
=2.c. j j j’ /z~‘-~“-“~V,~(x+tz)~2drdz~~(x)~2’~2dx. 
R” jzl < I 0 
Now 
with II([) = IV,G(r)12, hence DE Ll(R”). Young’s inequality implies that the 
function on the left-hand side of (47) is in L”(W) for any s < n/(n - 1 + E). 
Pick E > 0 such that n/(n - 1 + 2s) = Y =: s, then Holder’s inequality implies 
that (46) can be estimated further by 
d c 11 w/I ;>: 2 . I/ 0 (I L1 d c . I/ w 11 f2; 2 . 11 w II&.*. (48) 
Since also II w II =2, < C. I( w II +, by standard imbedding theorems, the 
estimate (42) follows from (44), (45) and (48). All these arguments hold if 
WE C’(Q); an approximation argument gives the estimate for general 
w E w’,2(f2). 
To prove statement (a), let UE ( W2,2 n W:‘)(Q), and put 
w = I V,u 1 E W’-*(Q). Then 
s r H-~IVXu12’do(x)$C~j lw12’do(x) r 
<c. IW12r 
(!’ > 
(r-l)/r 
II w II ‘,LZ 
<C.(i lvxulyr. l(ul12,2.* (49) 
.,.(j~lv~.l2~)“-‘“‘. h, ,.4xu,2, 
using (42) and the a priori estimate 11 z.11 W~.~ < C. 11 d,u /ILz, valid for 
u E w2,* n wy [9]. 
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To prove (b), we use the fact that H, (. ) is strictly positive on a portion 
of r that has positive measure, since Sz is bounded. Therefore, we have the 
a priori estimate 
for all w E I@‘(a) [19]. Then (50) and (43) imply the estimate (41). 
Q.E.D. 
Proof of Theorem 10. Fix N 3 1, 1~ r < n/(n - 1 ), such that 
po=2<p,=2.r<p2=2.r2< ... <pN=2.rN=p, and define ci= 
D ~ i. r -(i2’2), where D > 1 is to be fixed later in the proof. Then define 
//. (IP,. = Cr=“=, c, (1. (( Lp,. Let u be a solution of the heat equation (1) and (2) 
with u0 f 0 (thus u( ., t) f 0 for all t > 0). 
We compute for t > 0 
9 IIVXN., Np,*= 5 Ci’ IIV.A., t)llpj~ IVA., tP2 
i=O 
.V,u(., t).Vx8,U(., t) dx. (51) 
Using the differential equation, we obtain for i = 0 
j 
R 
lvxu(., f)lP8-2.V,u(., t).V.$,u(., t)dx= - jQ (A,+(., t)l’dx, 
since a,~(*, t)l,--0, and for i> 1 
s IVXu(., t)lPi-2V,u(., t)V,d,u(., t)dx n 
= - 
s 
div,(lV,u(., t)lPiP2V,u(., t)).d,u(., t)d-x 
R 
<(a- 1). j H. \V+(., t)l”‘do(x)- 4(Pi- l) 
r 
p2 
I 
. s R IVx(lVx4., t)l (pz-2)‘2.V,u(~, t))12dx 
<(n-l)~jrH.w~do(x)-4(p;,1)-j lVXwi12 dx (52) 
I n 
with wi= IVXu(., t)IpJ2, using Lemma 5 and the proof of Theorem 1. 
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Noting that wi = w;- 1 E WI,*, and inserting the estimate (52) in (5 1 ), we get 
after rearranging terms 
f lIVx4.3 f)ll p,* < IIVA., t)llL21. { (-s, IV.x4.> a*) 
cl.(n- 1) 
+ IIVxu(., t)/ly s /- . IVxu(., w I 
N-l 
+ c -ci IIwiIpw’ 
;= 1 ( 
~(4(p;;1)~jQ,Vxwi,2+(.l)jrH+w~) 
I 
+~~+,.)l~~Il~~~)~*~.(n-l) j++). (53) 
We want to make the first term and each term in the sum non-positive 
by choosing the constant D in the definition of c,: To do this for the first 
term, we need ( c1 = D - ’ . r - “*) 
D-l.r-‘/*. (n- 1). j H- ’ IVxu(., r)l”do(x). IIVxu(., t)llL2 
I- 
< IIv.xu(., t)llg2;‘. J Id,u(., t)12 dx (54) R 
which is implied by 
He . (V,u(., r)l*‘dx 
n-l’ /Q)+‘)“. IIVxu(., t)l@,*. jQ Id,u(., t)l’dx. (55) 
Estimate (55) will hold if we pick 
D>,(n-1).(52(“-““~r-“2.C,, 
with C1 as in (40). 
To make the terms in the sum non-positive, we need for all i 
(56) 
ci+ 1 . )I wi 11 $po ~ 2r. (n - 1). jr H ~ . 1 w, I 2r 
Q c; . I/ wi 11 pPJ ~ 2 . (“(‘~-‘)~JD IV,~;l~+(n-l)j~H+ lWi12). (57) 
I 
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Writing w for IV;, this is implied by 
s l 4(Pi-1) He , ,wJ2’QC’. )~~(1-1/‘)(2-2/p’).__. I- ci+ 1 n-l P’ 
-llwll::~2~(j~lVw12+jrH+~lw12). (58) 
or 
D.r j+1/2.(lal+l)2.~.(~-~)~~2, (59) 
C2 as in (41). Examining (59), it is clear that such a D can be found. 
Putting everything together, it follows that tt+ I( u( ., t)llp,, is nonincreasing. 
Q.E.D. 
Remark. (i) With the same type of argument, making use of the proof 
of Theorem 6, it is possible to construct a norm of the same form as above 
such that V, u( . , t) is non-increasing in this norm for any solution of the 
Neumann problem (1) and (3). Instead of the mean curvature H and its 
positive and negative parts H + , H _, the intimum k- of the principal cur- 
vature will appear in the proofs, causing the constant D in the definition of 
(1. (I,,* to be possibly larger. 
(ii) Using a refinement of the above technique, it is still possible to 
show that for some I> c > 0 
t+-+e”‘. I/VA., f)llp,+. 
is non-increasing, where 11. \lp,*. is defined as I(. lip,+ (with some larger D) 
and where 1 is the principal eigenvalue of (-A,). To show this, one applies 
the same technique as above to solutions of 
which is the equation satisfied by v(x, t) = e”‘. u(x, t). 
(iii) The proof of the theorem shows that for solutions of (l), (2) 
also t H jIV,u( ., t)ll, is non-increasing, where the norm 1). 1) * is defined by 
with pi= 2. ri, q= C-‘. y-(“/‘), 1 < r < n/(n - 1). It would be interesting to 
identify I(. 1) I as an explicit (Orlicz-type) norm. 
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5. RECTANGULAR DOMAINS 
Let Q= [a,, b,] x ..+ x a,, h,] be an n-dimensional rectangle, and 
definefor l<p,q<co 
if u E LP(Q, RR). Then one has the following 
Observation 12. Let u be a solution of (1) and (2) on 52 x (0, T]. Then 
fH IIV.A.> t)llp.q is non-increasing for 0 < t < T, if p 2 q. 
Idea of Proof: First notice that u will be in P(a x (0, TJ): To see this, 
we can without loss of generality assume that a, = ... = a, = 0. Extend 
u(.,O) on s’i= C-b,, b,]x ... x C-b,,, b,], such that the resulting 
function U, is odd in each variable separately, then extend U, periodically 
on all R” (with period rectangle fi) to obtain u2, and solve a Cauchy 
problem 
a,u= A,v on R” x (0, T], 
u(.,O)=u*. 
The solution v will be smooth and (by uniqueness) will vanish on 852, 
therefore u - v IR x (O,r, is smooth. 
Next compute for E > 0 
.C la.++, t)i4-2a.r,4h tm,a,4 ‘, t) dx. 
I 
(60) 
I 
Insert Ck a2,k u for a,u and integrate by parts. Then all boundary terms 
vanish, and one checks that all interior integrals are non-positive. 
Therefore the derivative in (60) is non-positive. After E JO, the conclusion 
follows. 
It is again possible to obtain a p-dependent decay rate, As p --f co, one 
obtains that 
and twmax,, I a,U(x, t)l are non-increasing. Similar results hold for the 
Neumann problem (1 ), (3). 
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