Abstract. Starting from F , the matrix generating Fibonacci numbers, we find the one-parameter Lie group generated by F 2 . The matrix elements of the group provide "special functions" identities that include special relationships for Fibonacci and Lucas numbers. The generator of the group provides a self-adjoint operator that we study in the context of quantum probability, recovering an interesting family of binomial distributions involving the golden ratio and a related class of Krawtchouk polynomials.
Introduction
Solutions to the Fibonacci recurrence x n = x n−1 + x n−2 may be found as entries in powers of the companion matrix ) .
In particular, the Fibonacci and Lucas sequences arise via appropriate choices of initial values. Many properties of those sequences are related to corresponding properties of the sequence of powers of the matrix F . This point of view of "special functions", following Vilenkin, Klimyk, et al. [8, 9] , is that they appear as matrix elements [entries] of Lie groups. To this end, we embed F 2 into a one-parameter Lie group, Fibonacci group, and consider properties of this group, a subgroup of SL (2, R) .
We start with basic properties of the matrix F and continue in the succeeding section with properties of the sequence of powers of the golden ratio, φ. We present all 2-by-2 symmetric matrix solutions to the basic equation F 2 = I + F to fill out background. Section 5 presents the Lie group generated by F 2 , starting with the matrix |F | determined as the symmetric matrix with the same spectral resolution as F , but with eigenvalues replaced by their absolute values. Section 6 takes a look at the algebra of matrices under consideration by their special form. The next section takes a brief look at the corresponding unitary group. The self-adjoint generator, call it A, of the Fibonacci group provides a way to bring in quantum probability. This is accomplished by looking at the Lie algebra and corresponding matrix factorization in SL (2, R) . After recalling Bochner's Theorem, we determine the distribution of A as a quantum random variable and find a connection with a class of Krawtchouk polynomials involving the golden ratio. be the Fibonacci matrix. It is easily verified that
Basic Properties
which imply, for n ≥ 1,
The following basic features are readily proven:
where F n denotes the n th Fibonacci number, with initial conditions For an account of Fibonacci and Lucas related matrices we refer to [4, 5] .
Powers of the Golden Ratio
A fundamental role is played by powers of the golden ratio φ [7] .
Proposition 3.1. 1. We have the defining property φ 2 = 1 + φ. Some further relations:
Proof. These follow directly by induction on n. □ Writing these in matrix form yields the important spectral result for F n :
Proposition 3.2. We have the spectral decomposition
Proof. By Propositions 2.1 and 3.1 ,
and the result is obtained after multiplying both sides of the above from the right by 
or
Proof. Since F is symmetric, it has real eigenvalues λ 1 , λ 2 and there exists an orthogonal (2 × 2) matrix P such that
which has the only solutions
Moreover, if F is a symmetric matrix solution of the equation F 2 − F − I = 0, then any matrix G := P T F P , where P is an orthogonal (2 × 2) matrix, is also a symmetric solution of the equation since 
Remark 4.4. We can also find the real (2 × 2) symmetric matrices F that satisfy the matrix equation 
For y = 0 we find that x and w are either φ or −φ −1 and we get the solution triples
and then (4.2) implies
where
Fibonacci Group
We will construct a one-parameter matrix group starting from F 2 so that we have a Lie subgroup of SL(2, R). Observe that
In other words, the spectrum of the matrix
Thus, (2I + F )/ √ 5 is the positive definite symmetric square root of F 2 .
Proposition 5.1. The matrix
admits the spectral decomposition |F | = P DP −1 where
Proof. The proof follows, through standard diagonalization, from the fact that (1, φ) T and (−φ, 1) T are eigenvectors of |F | corresponding to its eigenvalues φ and φ −1 respectively and
For the remainder of this paper, we use the notation ℓ = log φ .
Theorem 5.2. The one-parameter Fibonacci group F = {|F | t / t ∈ R} is a Lie subgroup of SL(2,R) of the form
where the generator A is given by
The group element |F | t has the explicit form
Proof. In the notation of Proposition 5.1
We may also compute A as follows:
and summing the exponential series we obtain
tnA , is a sequence in F converging to a matrix Φ ∈ GL(2, R) of the form Φ = e t0A ∈ F where t 0 = lim n→∞ t n , i.e., F is a closed matrix subgroup of GL(2, R). By von Neumann's theorem [6] F is a Lie group. □ Remark 5.3. If tan θ = φ then tan 2θ = −2. Thus (1/ℓ)A is a reflection through a line with slope φ passing through the origin.
Integer values of t.
We recover the powers of F for even integer values of t. For odd integer values, it turns out that we find Lucas numbers. In fact
Proposition 5.4. 1. For even integer t = 2m, we have
) .
For odd integer t = 2m + 1, we have
.
Proof. By Theorem 5.2, for t = 2m
Multiplying |F | 2m by |F | we get
where we have made repeated use of the defining recursion of the Fibonacci numbers:
and of the Lucas numbers:
In particular, note that the original |F | is indeed
We can recover F as well. 
Algebra Generated by F
Notice that all of the matrices involved in this study are of the form
They form an algebra over the reals with multiplication
What is of special interest here is that the continuous parameter family |F | t are all of this form as well.
Proposition 6.1. Letting
and
we have
Proof.
In view of Theorem 5.2, we have to verify the identity
Multiplying both sides by φ t we obtain
which is true since φ 2 − φ − 1 = 0. Thus which after writing it in matrix form, carrying out the multiplication and equating corresponding entries of the resulting matrices, yields the group law identities. For s = t we obtain the doubling identities and for t = 0 the defining formulas for x t and y t give x 0 = (φ + φ −1 )/ √ 5 = (φ 2 + 1)/ √ 5 = 1 and y 0 = 0. Finally,
Hyperbolic form. Proposition 6.3. The Fibonacci group F has the hyperbolic form
Proof. The proof follows from Theorem 5.2 after writing the entries of
in terms of the hyperbolic functions. For example, sinh ℓt the group law, doubling and inverse identities of Proposition 6.2 become:
Unitary Fibonacci Group
Extending to an algebra over the complex numbers, we have the unitary Fibonacci group U = {|F | it / t ∈ R} where
Proposition 7.1. The elements of the unitary Fibonacci group U have the trigonometric form
Proof. The proof follows from Proposition 6.3 after replacing t by it and using the identities cosh t = cos it and sinh t = −i sin it or, equivalently, cosh it = cos t and sinh it = i sin t. □ ) T = I implies the "Pythagorean Identity"
Remark 7.3. The group law, doubling and inverse identities become:
Lie Algebra and Group Elements
We use as standard basis for the Lie algebra sl(2, R)
raising, neutral, and lowering operators respectively [3] with commutation relations
The corresponding SL(2, R) group elements g take the form
for parameters V and h, corresponding to the LDU (Gauss) decomposition. Proof. The proof follows from the fact that
where ℓ = ℓ. We note the "Fibonacci condition" as the relation
Proof. The Fibonacci condition is g 11 +g 12 = g 22 . The formulas for h and V follow from the form of |F | t in Propositions 8.1, 6.3 and in Theorem 5.2, after equating the corresponding entries. □ Remark 8.3. Note that at t = 2, h = V = 1, hence the relation
easily checked directly from the matrices.
Bochner's Theorem and Quantum Random Variables
for every continuous function ϕ : R → C with compact support. Bochner's theorem (see [10] p. 346) states that such a function can be represented as
where v is a non-decreasing right-continuous bounded function. If f (0) = 1 then such a function v defines a probability measure on R and Bochner's theorem says that f is the Fourier transform of a probability measure, i.e., the characteristic function of a random variable that follows the probability distribution defined by v. Moreover, the condition of positive definiteness of f is necessary and sufficient for such a representation.
An example of such a positive definite function is provided by f (t) = ⟨Ω, e itA Ω⟩ where Ω is the normalized vacuum vector of a Fock-Hilbert space F and A is an observable (self-adjoint operator on F) also called a quantum random variable in which case ∫
In the next section we compute the vacuum characteristic function ⟨Ω, e itA Ω⟩, where Ω is the vacuum vector of the Fock space associated with the sl(2, R) Lie algebra [3] and A is the self-adjoint generator of the Fibonacci group.
Quantum Probability Distribution and Associated
Orthogonal Polynomials 10.1. Distribution of A as a quantum random variable. To develop the quantum probability connections, we form a GNS/Fock space construction. Let Ω be a norm one "vacuum vector", i.e., vacuum state, satisfying
with N a positive integer. The self-adjoint operator A becomes multiplication by the real variable x. The vacuum expectation value of the group e zA gives the moment generating function of A interpreted as a random variable. (We use z rather than t here for the group parameter to distinguish it from the timeparameter of the corresponding stochastic process.)
We get ⟨Ω, We abstract to where the only properties of the operators R, ρ, and L we use are the commutation relations defining the Lie algebra. The basis states for the representation are
with the actions of L and ρ induced via sl(2, R) commutation relations. By induction we find
The action of A as multiplication by x gives: Proposition 10.2. We have the"three-term" recurrence formula
which hints at orthogonal polynomials.
Associated family of orthogonal polynomials.
Our goal is to find the generating function for the basis {ψ n } n≥0 . Start with
If we solve v = V (z) for z we will have the generating function
On the other hand, denoting the function inverse to V (z) by z = U (v), 
Proof. For the factors involving N in the exponent, we use the factorization
For the factors involving x in the exponent, we must solve for the inverse function U . Write
Solving for z gives
Exponentiating to e xU (v) and multiplying in the remaining factors yields the result. □ Now consider the random walk moving right or left length ℓ for N steps arriving at position x = kℓ. We let j = number of steps moving left = (N − k)/2
Note that the number of steps to the right is (N + k)/2. Rewriting in terms of j, the exponents take the form N − j and j respectively. Thus we have the form, denoting the generating function by G(v)
Denote the corresponding random variable by J. Then J is binomial with distribution
Orthogonality means that the expected value of G(v)G(w) depends only on vw.
In fact, we calculate
We recognize the generating function for Krawtchouk polynomials which are families of polynomials orthogonal with respect to binomial distributions [1, 3] .
Conclusion
We have shown how to consider Fibonacci and Lucas numbers, related sequences, and the golden ratio as special functions related to a particular Lie subgroup of SL(2, R). One possibility to consider is that the algebra generated by F is an interesting candidate for a parallel study of a "quantum mechanics" alternative to that based on the complex numbers. It would provide an approach different from generalizations based on Clifford algebras, for example.
The quantum probability angle leads to the question of developing a corresponding field theory. To start, the study of tensor powers of F and representations of the associated algebra on symmetric tensor powers (boson Fock space) would provide interesting connections with Boolean algebra that provide many possibilities for further study.
