The ensemble Kalman filter (EnKF) is nowadays recognized as an excellent inverse method for hydraulic conductivity characterization using transient piezometric head data.
Motivation 1
The ensemble Kalman filter (EnKF) proposed by Evensen (Evensen, 2003) has proven 2 to be an effective inverse method. It has been applied in many fields such as petroleum 3 for the Kalman gain computation in all realizations. This approach has the advantage of avoiding the ensemble transpositions across processor that would be required if, after the 31 computation of the Kalman gain, each processor updates a full realization.
32
Recently, Tavakoli et al. (2011) have proposed a parallel EnKF algorithm applied to 33 petroleum engineering using a three-level parallelization. On the first level, each ensemble 34 member runs on a separate processor during the forecast step, on the second level uses a 35 parallel implementation of the reservoir simulator, and, on the third level, it handles the 36 matrix-vector multiplications involved in the Kalman gain computation and the updating of 37 the ensemble members.
38
In this paper we propose an alternative parallel EnKF algorithm and provide the com-39 puter code to run it on a parallel environment using MODFLOW (McDonald and Harbaugh, 40 1988; Harbaugh et al., 2000) as the forward model. To the best of our knowledge this is the 41 first application of a parallel EnKF algorithm in the field of hydrogeology.
42
The paper proceeds with an overview of the EnKF, the strategy for parallelization, and 
Overview of the EnKF

45
The EnKF is the evolution of the Kalman filter to better address nonlinear state transfer 46 functions using a Monte-Carlo approach. The Kalman filter was proposed by Kalman et al. (1960) as a data assimilation filter to improve the estimation of the state of a dynamic linear 48 system. Later, the extended Kalman filter (EKF) was proposed to address nonlinear systems; 49 the extension is based on a linearization of the nonlinear model, using a Taylor expansion, 50 for the computation of the time evolution of the covariance (McElhoe, 1966) . The EKF has 51 been used in many fields, including hydrology (e.g., Hantush, 1997; Leng and Yeh, 2003; 52 Yeh and Huang, 2005), however, it has severe shortcomings in dealing with highly nonlinear 53 functions due to the accumulative error induced by the linearization process. Besides, the 54 algorithm itself is time and storage consuming, yielding it infeasible for large-scale system.
55
To overcome these problems, the EnKF was proposed, the specifics of which are introduced 56 next.
57
There are many uncertain factors in groundwater modeling: initial and boundary con-58 ditions, forcing terms, parameter values, ... (Hendricks Franssen and Kinzelbach, 2009 ).
59
In this paper, we focus on the uncertainty about the parameter log-hydraulic conductivity.
60
The 
83
At each time step, the covariance is numerically inferred from the ensemble of realizations,
where N e is the number of realizations of the ensemble, ⟨·⟩ denotes ensemble average, and
85
p is a matrix of dimensions n × n, with n is the number of nodes at which the state of the 86 system is predicted by the numerical forecast model.
87
In inverse modeling applications, the state of the system is augmented so that it not 88 only includes the properly-speaking state of the system but also the parameters defining p hY are the cross-covariances between a log-conductivity and a hydraulic head. And Eqs.
101
(2) and (3) become
103
where is the third one that uses a grid of multi-core computers, balancing the advantages and 141 disadvantages of the first and second architecture kinds.
In this paper, we employ a hybrid architecture. The cluster of computers, known as
143
"Pleiades", consists of three HP Proliant DL 580, each with six-core four processors AMD
144
Opteron Model 8439 SE (six-core, 2.8GHz, 6MB L3, 105W), which amounts to a total of 145 24 cores per computer. All cores are 64-bit, and each computer has 256 GB of RAM.
146
The operating system is CentOS. Communication between processors is via message passing 147 interface (MPI). The cluster is networked via Ethernet TCP/IP.
148
As already explained previously, the EnKF consists of two steps: forecast and analysis
149
(or updating). We have analyzed the potential for parallelization of both steps. 
Forecast step 152
The most straightforward way to parallelize the forecast step in the EnKF is at the 
Then, send the accumulated products of differences to P E 0 and compute the covariances in 178 this processor. Notice that the accumulated products of differences must be computed only 
Application
184
The 3-D transient groundwater flow equation is:
where 
where the integral scales in the x, y, z directions are respectively λ x = 90 m,λ y = 30 m,λ z = 5 211 m.
212
The sequential Gaussian simulation module of the GSLIB software (Deutsch and Journel, 
Analysis
216 Fig. 4 shows the reference log-conductivity field, and Fig. 5a ,5b,5c,5d,5e,5f shows the 217 ensemble mean field for the tests 1, 2 and 3, at the beginning of the simulation (when no 218 piezometric head data has been assimilated yet) and at the 50th time step. While comparing 
227
We can evaluate the goodness of the estimated field using the average deviation between 228 the average of the ensemble members and the reference field using the root mean square 229 error (RM SE). Efficiency:
P is the number of the processors, T s is the CPU time consumed under a serial implementa-245 tion of the algorithm, T P is the CPU time consumed under a parallel implementation with 246 P processors.
247
There is an obvious trade-off between the ensemble size and the CPU time, and also 248 between the size of the numerical model and the CPU time. seem that increasing the number of processors past 8 will increase the speedup (although 266 the overall CPU time will be still reduced) for test 4.
267
The efficiency curves have a similar behavior as the speedup curves. Efficiency worsens 268 past 8 processors for test 4, and for tests 1 and 3 we can conclude that the parallel algorithm 269 is more efficient the larger the ensemble size.
270
We can conclude that the parallel implementation of the EnKF runs with higher efficiency 271 for large size models and large ensembles than for small ones. In all cases, the final CPU 272 time is smaller than for the serial implementation, although the speedup is still far from 273 ideal.
274
In this parallel algorithm there are two inherent barriers to its processing capabilities, one 275 is data asynchrony, and the other is data-dependency. Data asynchrony makes all processors 276 be as slow as the slowest one, since they have to wait for all processors to finish a certain 277 task before they can proceed to the next one. Data dependency refers to the fact that the granularity or using a high-speed internet protocol to reduce the information transfer delay.
288
In addition, we must attempt to keep the load as balanced as possible among the processors,
289
that is, all processors should work on the same (or very similar) number or realizations.
290
Furthermore, the algorithm could be improved using a parallelized version of the ground- 
