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ABSTRACT
RF-Over-Fiber Receiver Design and
Link Performance Verification for
ALPACA Signal Transport
Nathaniel Ray Ashcraft
Department of Electrical and Computer Engineering, BYU
Master of Science
The Advanced L-band Phased Array Camera (ALPACA) is a wide-field astronomical receiver that will be housed on the Green Bank Telescope (GBT). This instrument features a fully
cryogenic 69-element phased array feed (PAF) front end and digital beamformer back end. It will
provide a wide and continuous field of view at L-band and high sensitivity with a system noise
temperature below 27 K. Transport of the received astronomical signals on 138 individual channels from prime focus of the GBT to the digital back end – over a distance of 3 km – will be
provided by a custom RF-over-fiber (RFoF) system.
The development and experimental verification of the custom RFoF link are presented. A
16-channel fiber receiver board custom-tailored for attachment to the Xilinx ZCU216 RF systemon-chip (RFSoC) provides minimum isolation of 36 dB between channels, a gain repeatability
within 3 dB between channels, and less than 2 dBpp gain ripple. Full link tests on the RFoF
system, including fiber transmitter and receiver, indicate less than .89 K contribution to ALPACA’s
overall system noise temperature while providing 25 to 46 dB of linear dynamic range and 30 to
38 dB of spurious-free dynamic range across 1300-1720 MHz. These results meet specified design
requirements and affirm that the RFoF system will allow ALPACA to achieve high sensitivity and
operate as a wide-field astronomical receiver on the GBT.
Measurements and models of the ALPACA cross-dipole element and low noise amplifier
are also given. The dipole model is resilient to changes to cryostat structure and the measurements
and models of the as-built dipole are in agreement. The cryogenic low noise amplifiers perform
as expected under room temperature operation in terms of gain, noise, and linearity. These results
validate that the front-end technology is on track to meet specifications and will allow ALPACA to
achieve instrument objectives.

Keywords: radio astronomy, RF-over-fiber, phased array feeds, analog front end, astronomical
receiver, Green Bank Telescope
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CHAPTER 1.

INTRODUCTION

Radio astronomy is the study of celestial objects that emit electromagnetic radiation at
radio frequencies. This radiation can be received using very sensitive radio antennas and receiving
systems. The amplitude, polarity, and frequency information of the received radio signals are
processed and converted into a form that can be interpreted and studied by scientists. In return,
scientists are able to tell us more about the physical universe in which we live.
Traditional radio astronomy (RA) instruments use reflectors and horn feeds for their receiver system. The main purpose of the reflector is to increase the effective area of the antenna.
The reflected radiation is captured with high efficiency by the horn antenna, located on the reflector’s focal plane. This method is used to capture radio waves from one spot in the sky, to produce
a single pixel image. One limit of this approach is the time required to survey an area of the sky.
Using multiple horn antennas at the focal plane of the reflector is called a cluster feed and can be
used to receive signals from multiple points in the sky. However, the horn antennas of a cluster feed
can’t be placed close enough to have a continuous field of view due to their large size in relation to
the wavelength of the received radiation.
Phased array feeds (PAF) are electrically dense antenna arrays that can achieve a continuous
field of view on the sky using overlapping beams or pixels. They also provide a wider field of
view than horn or cluster feeds. With wider fields of view that can be imaged continuously using
multiple simultaneous overlapping beams, PAFs can be used to survey an area of the sky in much
less time than traditional instruments.
Multiple simultaneous beams are generated using digital beamforming. After the received
radio frequency signals at the array feed are converted to digital signals, amplitude and phase
adjustments are made on the signals during signal processing to generate multiple beams with
arbitrary shapes and directions. This digital control of beam shape and direction is called digital
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beamforming. This allows for the formation of multiple simultaneous overlapping beams with a
PAF, for a continuous field of view on the sky.
The Advanced L-band Phased Array Camera (ALPACA) uses a fully cryogenic phased
array feed at the analog front-end and digital beamforming at the back-end. The PAF uses 69
cross-dipole antenna elements followed by cryogenic first stage low noise amplifiers (LNA). The
138 received signals are digitized for digitial beamforming. The digital beamformer is capable
of producing 40 simulataneous dual-polarized beams with about 305 MHz of instantaneous bandwidth at 1.4 GHz. The ALPACA instrument provides an wide field of view with high sensitivity.
It will be hosted by the Green Bank Observatory in West Virginia.
Signal transport is a critical issue for ALPACA. Each of the 138 received signals must be
individually transported 3.5 km from the Green Bank Telescope (GBT) to the GBO Data Center.
This distance creates a high risk for signal degradation and distortion during transport. To maintain
the high sensitivity of the instrument, the signal transport system must preserve the integrity of the
signals.
We have decided to rely on RF-over-fiber (RFoF) for ALPACA signal transport. RFoF is
the method of transporting radio frequency (RF) signals over optical fiber using optical modulation. Optical fiber is a good option for signal transport when considering weight, size, cost, and
performance. The main limiting factor of RFoF stems from the conversion of the RF signals to
and from optical modulation. This conversion can introduce significant loss, noise, and distortion
to the signals of interest [1], [2]. This thesis presents an in-depth characterization of ALPACA’s
RFoF link in terms of these performance metrics. Further detail on ALPACA’s signal transport
design requirements and RF-over-fiber system are found in the following chapters.

1.1

RFoF in Radio Astronomy and Previous Work
RF-over-fiber technology has been widely accepted into radio astronomy instrumentation.

It is common for radio interferometers and instruments that use multi-element feeds to use optical
fiber to transport signals long distances, whether they be the received analog signals, digital signals,
or LO signals. ALPACA will be using optical fiber to transport the analog received signals from
the front-end to the digital back-end.
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Similar approaches have been used for instruments such as the Basic Element for SKA
Training (BEST), the Australian Square Kilometre Array Pathfinder (ASKAP), and the Hydrogen Epoch of Reionization Array (HERA), and will be used for future advanced radio astronomy
instruments such as the Deep Synoptic Array 2000 (DSA-2000) [1], [3]–[5]. These instruments
use low-cost RFoF technology to transport front-end received signals to a digital back-end for
processing.
BEST was a re-purposing of the Nothern Cross Radio Telescope for proof of concept of a
Radio-over-fiber system that would possibly be used on the Square Kilometer Array. The designed
RFoF link provided about 4.6 dB of gain with a noise figure of 36 dB and a spurious-free dynamic
range (SFDR) of more than 107 dB·Hz2/3 from 400 MHz to 2.5 GHz. It also provided 1 dBpp gain
flatness with excellent gain and phase stability with 200 m of optical fiber. [1]
CSIRO has developed a low-cost RFoF link for generic radio astronomy application, motivated by the signal transport system designed for ASKAP, which they manage. ASKAP consists
of 36 reflectors with 188 PAF elements on each, and a receiving system that operates at L-band.
6840 RFoF links span up to 6 km to transport the received signals to the back-end for processing.
Lowering the cost of RFoF links of this quantity could greatly decrease project spending. In [3],
CSIRO presents the design and performance of custom RFoF links that cost about $100 per link,
including the laser, photodiode, and supporting devices. Each link provide around -20 dB of gain
with a noise figure of about 34 dB at 1 GHz, a gain flatness of 2 dBpp, an input 1 dB compression
point (P1dB) of 10 dBm, and a spurious-free dynamic range (SFDR) of 111 dB·Hz2/3 . It also
provides within 0.04 dB gain stability and 0.2◦ C phase stability over a ten-second period of fiber
bending. Stability over longer periods of time is dominated by the slope efficiency of the laser and
the thermal coefficient of delay (TCD) of the optical fiber. [3]
ALPACA’s RF-over-fiber system design stems from the work on a similar system for the
Canadian Hydrogen Intensity Mapping Experiment (CHIME). CHIME is a radio astronomy instrument that uses five 20 m x 100 m stationary cylindrical reflectors with a total of more than
1200 dual-polarized feeds. Their system operates in the bandwidth 400-800 MHz for the detection
of red-shifted hydrogen emissions. The total system noise temperature for their instrument is about
50 K with no cryogenics. The analog receiver chain for CHIME was prototyped and tested on a
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two-element radio inteferometer using an RF-over-fiber link to transport the received signals to the
digital back-end, where digital cross-correlation and beamforming were performed. [2]
CHIME’s RFoF prototype for the two-element inteferometer demonstrated potential for
large scale implementation. The principle RFoF link for this prototype used a simple intensity
modulated laser as the fiber transmitter, and a low-capacitance photodiode as the fiber receiver.
This link provided about -20 dB of gain with a noise figure of about 27 dB. With matching networks and post-amplification and filtering, the system offered 4 dB of gain, an input P1dB >10
dBm, and a SFDR of 115 dB·Hz2/3 . With a multi-channel design, less than -45 dB crosstalk was
acheived. Stability measurements indicated a minimum gain stability of about 0.04 dB/◦ C and a
phase stability that could be determined by the optical fiber’s thermal coefficient of delay (TCD).
The TCD of the fiber for their prototype was high, but could easily be improved by using a “loose”
buffer fiber optic cable. These designs and results played a large part in the original concept for
ALPACA’s RFoF system. [2]
The unique design requirements for ALPACA’s signal transport system presented the need
for a custom RFoF link. This link operates in L-band, specifically 1300-1720 MHz, which requires
a custom filtering stage. To maintain the high sensitivity of the ALPACA instrument, this link must
also introduce little noise while providing high dynamic range to prevent nonlinear distortion in
the presence of RFI. This coincides with stringent requirements on noise figure, 1 dB compression
point, and third-order intercept point. Existing RFoF links designed for other RA instruments do
not satisfy all these requirements, and commercial RFoF links with satisfactory performance are
too expensive to use for all 138 channels.
Much of the foundational work on the RFoF signal transport system for ALPACA was
done by MS student Erich Nygaard. As the original plan was to have the Arecibo Telescope at
AO be the host platform for the ALPACA instrument, Nygaard’s design of the RFoF system was
highly influenced by the levels of RFI local to AO. These RFI sources include high power radars,
which would likely saturate the receiver and distort the signals of interest. Thus, a lot of work
was done to reject these out-of-band RFI signals and maximize the systems dynamic range inband, as reported in Nygaard’s work [6], [7]. After the collapse of Arecibo, our intended host
platform for the ALPACA instrument transfered to the Green Bank Telescope (GBT) at the Green
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Bank Observatory (GBO) in West Virginia. GBO is located in a radio quiet zone, so RFI isn’t as
powerful or problematic as it would’ve been at AO.
Nygaard led out the work on proof of concept for ALPACA’s RFoF system, followed by
work on the first single-channel and multi-channel fiber transmitter test boards, and initial full link
testing. [8] describes important milestones in the progress of the RFoF system as we moved from
single-channel prototypes to multi-channel designs, and [6] gives a full description of Nygaard’s
work on ALPACA’s RFoF link. Included in his thesis are important stability measurements for the
RFoF system, which indicated that the TCD of the optical fiber is the main contributor to phase
variations, and that other gain and phase variations are within the acceptable range.
Spencer Ammermon and I have continued the development of the RFoF system since Nygaard’s graduation. Some important milestones of our work can be found in [9]. The design,
construction, and testing on the current RFoF transmitter (TX) is described in full in Ammermon’s
thesis [10].

1.2

Contributions
As a result of the research presented in this thesis, the following contributions have been

made:
• Development and verification of a custom-built RF-over-fiber link that allows ALPACA to
achieve high sensitivity and operate as a wide-field astronomical receiver on the GBT. This
link transports signals 3.5 km from the front end on GBT to the back end while introducing
minimal signal degradation, corresponding to less than 1 K contribution to ALPACA’s system noise temperature. It also provides 25 to 46 dB of linear dynamic range and 30 to 38 dB
of spurious-free dynamic range to prevent nonlinear distortion.
• Development of a custom-tailored 16-channel RF-over-fiber receiver attachment for the Xilinx ZCU216 Evaluation Board, becoming the first to demonstrate the integration of RFoF
technology with Xilinx RFSoC through FMC+. This attachment provides 4 dB of gain with
less than 2 dBpp ripple, gain repeatability within 3 dB across channels, and min. isolation
of 36 dB between channels.
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• Automation of wide-band measurements on system gain, noise, and linearity for validation
of ALPACA sub-system level performance.
• Analysis of ALPACA front-end technology using measurements and models that verify ALPACA’s capacity to meet instrument objectives. This includes validation of the ALPACA
cross-dipole element and cryogenic LNA.
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CHAPTER 2.

ALPACA SIGNAL TRANSPORT PERFORMANCE REQUIREMENTS

The Advanced L-band Phased Array Camera (ALPACA) features an L-band phased array
feed at the front-end and real-time digital beamforming at the back-end. The feed is a fully cryogenic hexagonal phased array with 69 cross dipole elements that feed into 138 cryogenic low noise
amplifiers (cryo-LNA). This feed will be located at prime focus on the Green Bank Telescope
(GBT) in Green Bank, West Virginia. The real-time digital beamformer is capable of producing 40
simultaneous dual polarized beams with 305 MHz of instantaneous bandwidth at 1.4 GHz. This
capability is provided by the digital back-end, which will be located in the GBO data center.
In order to implement real-time digital beamforming, each of the 138 signals received at
the front-end must be individually transported to the back-end hardware, 3.5 km away. This creates
many challenges for the ALPACA instrument and places a lot of pressure on the signal transport
system. This system must be able to support 138 channels, introduce minimal noise, and preserve
maximum dynamic range to maintain signal integrity. The following sections explain some of the
details that were taken into consideration when designing and testing the ALPACA signal transport
system designed at BYU.

2.1

System Noise Temperature
The equivalent noise temperature for an active antenna system is modelled by the equation
Tsys = Tant + Trec ,

(2.1)

where Tsys is the system equivalent noise temperature, Tant is the antenna noise temperature, and
Trec is the equivalent noise temperature of the receiver hardware, which includes everything from
the feed port of the antenna to the A/D converters (ADC). The antenna noise temperature is
Tant = ηrad Text + (1 − ηrad )Tp ,
7

(2.2)

where ηrad is the radiation or receiving efficiency of the antenna, Text is the noise temperature
of the external environment visible from the antenna, and Tp is the physical temperature of the
antenna [11, Chapter 2]. For ALPACA, instead of using the radiation efficiency and external and
internal noise sources, the antenna noise model uses simple approximations for each separate noise
component of Tant as seen at the cryogenic LNA. These noise components include sky, spillover,
scattered ground, loss, and unmodeled noise sources. The simplified antenna noise temperature is
Tant = Tsky + Tspill + Tloss ,

(2.3)

where Tsky is the noise temperature of the atmosphere and radiation from outer space, Tspill is the
noise temperature of ground radiation that spills over into the antenna, and Tloss is the equivalent
temperature of noise added by antenna losses, scattered ground radiation, and other unmodeled
sources, all as seen at the input to the LNA. The receiver noise temperature for ALPACA is modelled as
Trec = TLNA +

Tstr
Ttran
,
+
GLNA GLNA Gstr

(2.4)

where
• TLNA is the equivalent noise temperature of the cryogenic LNA,
• GLNA is the gain of the cryo-LNA,
• Tstr is the equivalent noise temperature of the coaxial interconnects and stripline after the
LNA,
• Gstr is the gain of the coaxial interconnects and stripline,
• Ttran is the equivalent noise temperature of the post-stripline signal transport system and
receiver hardware, including the analog to digital converters (ADC).
Substituting equations 2.3 and 2.4 into equation 2.5 gives
Tsys = Tloss + Tsky + Tspill + TLNA +
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Ttran
Tstr
+
GLNA GLNA Gstr

(2.5)

In the noise budget for ALPACA with the HEX60 FIN array on the GBT, 5 K is allocated
to sky noise, 1 K to spillover noise, and 10 K to noise from scattered ground, antenna losses, and
other unmodeled sources. Using the cryo-LNA noise parameters as measured by the University of
Calgary for the max-SNR beam at boresight, the modeled LNA noise temperature is about 10 K
at 1.5 GHz. The entire post-LNA signal transport and receiver system, including the interconnects
and stripline, the A/D converters, and everything in between, is budgeted to add no more than 1
K to the total system noise temperature. Since it’s estimated that the interconnects and stripline
introduce up to 5.2 dB of loss and 0.11 K of noise, the signal transport system designed at BYU
must add less than 0.89 K to the total system noise temperature. Table 2.1 gives the system noise
budget for ALPACA, with the overall system noise temperature, Tsys , summing to 27 K.
Table 2.1: ALPACA system noise budget
Noise Component
Sky
Spillover
Loss, Scattered Ground, Unmodeled
Cryogenic LNA
Interconnect and Stripline
Signal Transport
Total, Tsys

Contribution
5K
1K
10 K
10 K
0.11 K
0.89 K
27 K

The equivalent noise temperature of the signal transport system, Ttran , at which it contributes 0.89 K to the total system noise temperature – or where the last term in Eq. 2.5 equals 0.89
K – can be found using the equation
Ttran = (0.89 K)GLNA Gstr

(2.6)

≈ 850 K,
where GLNA is specified at 35 dB and Gstr is estimated to be about -5.2 dB. To meet the noise
budget for ALPACA, BYU’s signal transport system should have an equivalent noise temperature
lower than 850 K, or a noise figure below 6 dB.
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2.2

System Bandwidth
The ALPACA instrument will operate at the L-band. Our operational analog band is 1300

- 1720 MHz, resulting in a bandwidth of 420 MHz. Filtering near the cryo-LNA and the A/D
converters (ADC) will maximize dynamic range and SNR, and will prevent aliasing at the ADC.

2.3

Signal Leveling
The signal transport system is responsible for raising the power of the received signals to

an optimal level at the ADCs. As one of the design requirements, the voltage at this power level
must toggle three bits above ADC quantization noise. This power level must also be high enough
to overcome the noise added by the ADC and the signal transport system, to meet the system noise
budget. Increasing the power level any further unnecessarily limits our dynamic range.

2.3.1

LNA Output
The lowest power spectral density (PSD) out of the LNA is approximately
N0 = kB T GLNA ,

(2.7)

where N0 is the noise density in units of W/Hz, kB is Boltzmann’s constant, T is the system noise
temperature up to the LNA (about 26 K), and GLNA is the gain of the LNA. This noise PSD in units
of dBm/Hz is
N0 (dBm/Hz) = 10 log10 (kB ) + 10 log10 (T ) + GLNA (dB) + 30

(2.8)

= −149.4 dBm/Hz.
After passing through the coaxial interconnects and stripline, this noise PSD drops to about -154.6
dBm/Hz.

2.3.2

ADC Quantization and Thermal Noise
Analog-to-digital converters (ADCs) add noise to measured signals. This noise is made

up of thermal noise and quantization noise. Quantization noise is another name for the effect of
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quantization error on the signal after digitization. This noise has a uniform spectral density as
long as the signal is not an divisor of the sampling frequency. Per the design requirements for this
project, the real signal power measured at the ADCs needs to toggle 3 bits above the quantization
noise power level. 3 bits corresponds to a factor of 8 in voltage, or a factor of 64 (18 dB) in power.
Under some assumptions, quantization noise can be modeled as white noise with constant
uniform power density spectrum. This means that the quantization noise power of an ADC is
spread evenly across its power spectrum at a constant level. This power level can be determined
using the ADC bandwidth – equal to the sampling frequency – and the total variance of the quantization noise according to the equation
σq2

Z fs

= Z0

Sq ( f )d f ,

0

(2.9)

where σq2 is the generalized quantization noise variance of the ADC, Z0 is the input impedance of
the ADC, fs is the sampling frequency, and Sq is the power spectral density of the quantization
noise. As quantization noise is modeled with a uniform power spectrum, this equation simplifies
to σq2 = Z0 Sq fs , or
Sq =

σq2
.
Z0 fs

(2.10)

The variance of ADC quantization noise is given by the equation
σq2 =

∆2
,
12

(2.11)

where ∆ is the ADC’s quantization step size or least significant bit voltage value. Using equations
2.10 and 2.11, the power spectral density of quantization noise can be simplified to the expression

Sq = 10log10

∆2
12Z0


− 10log10 ( fs ) + 30 dB,

(2.12)

where Sq in this case is in units of dBm/Hz to simplify calculation. This equation can be used to
determine the quantization noise PSD of any ADC given its sampling frequency, input impedance,
and least significant bit voltage value. [12]
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For ALPACA, we are using 14-bit ADCs with a full-scale voltage of 1 Vpp , an input
impedance of 100 Ω, and a sampling frequency of 500 MHz. ∆ can be found by dividing the
full-scale voltage, VFS , by the number of quantized values out of the ADC, which is equal to 2N ,
where N is the number of bits of the ADC:
VFS
2N
1V
= 14
2

∆=

(2.13)

= 61 µV.
The quantization noise PSD for ALPACA is

Sq = 10 log10


[61 µV ]2
− 10 log10 (500 MHz) + 30 dB
12[100 Ω]

(2.14)

= −172 dBm/Hz.
This would define the absolute lowest noise level out of the ADCs for ALPACA if they were ideal,
or without the effects of imperfections or thermal noise. To toggle 3 bits above quantization noise
requires that we level the signal 18 dB above Sq , at about −154 dBm/Hz. As this is approximately
the same power level as the estimated noise floor out of the stripline, our system will meet the
requirement of toggling at least 3 bits above quantization noise as long as the signal transport
system has about unity gain or higher.
Noise figure is a measure of the total noise power that a device adds to a signal. The noise
figure of a device, assuming room temperature operation, can theoretically be found using the
equation

NF = N0 − G(dB) − 10 log10


kB T0
,
1 mW

(2.15)

where N0 is the noise power spectral density out of the device in units of dBm/Hz with room
temperature thermal noise on the device’s input, kB is Boltzmann’s constant, T0 is the standard
temperature of 290 K, and G(dB) is the gain of the device in dB. This equation indicates that noise
figure is a measure of the dB difference between what the output noise power is and what it should
be if the device were ideal, with room temperature thermal noise on the input.
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The typical noise power spectral density (PSD) of the ZCU216 ADC at 1.9 GHz, using
internal PLL generated sample clocking, is -147 dBFS/Hz or -146 dBm/Hz [13]. Using equation
2.15, the noise figure of the ADC on the ZCU216 RFSoC is calculated to be approximately 28
dB. Consequently, the gain of the signal transport system, Gtran , must be at least 23 dB in order to
keep the ADC from contributing more than 0.89 K to Tsys . In the ideal case where signal transport
doesn’t introduce any noise, this would be the minimum gain required for the signal transport
system, and the lowest noise PSD from cold sky measured at the ADC would be approximately
-131 dBm/Hz. This is the best-case lower bound of the operating range, or dynamic range, of the
ALPACA instrument. However, as the noise added by signal transport is not negligible, the gain
of the signal transport system, and the lower bound of the operating range of our system, will need
to be higher.

2.4

Dynamic Range Upper Limit
The signals that the ALPACA instrument will be receiving from outer space are well below

the noise floor at the antenna. Therefore, when using the instrument, the noise PSD measured at
the ADCs will most likely remain close to the power level measured when the instrument observes
cold sky.
Our motivation for maximizing the dynamic range of the system stems from the fact that
radio telescopes receive radio frequency interference (RFI) from the surrounding environment on
Earth and from satellite downlinks. At the Arecibo observatory, most of the RFI comes from
strong nearby radar sources, but at GBO, which is located in a radio quiet zone, the main sources
of RFI are in-band satellite downlinks. Satellite downlinks, although much less of a worry, are still
capable of distorting the signals of interest by driving the system nonlinear.
If a system is driven into its non-linear operating region, it doesn’t perform as desired and
distorts the signals of interest. In our system, this will occur if the received power from local
RFI at GBT surpasses the power at which the system start to become compressed, i.e. the 1 dB
compression point (P1dB). Maximizing the system’s dynamic range will reduce the probability of
nonlinear distortion by accommodating both the signals of interest and local RFI.
Linear dynamic range (LDR) is the operating range in which a system performs as desired.
This range is between the noise floor of a system and the highest operating power before experienc13

ing unwanted nonlinear effects [14]. For our system, we will define it as the range, in dB, between
the system’s noise floor and P1dB, with the analog input to the ADC as the point of reference.
Signals in an active systems can also experience 3rd-order intermodulation distortion. This
occurs when two signal tones are close in frequency and generate intermodulation products inside
the operational band, which appear as spurs. Spurious-free dynamic range (SFDR) is the operating
range between the noise floor and the maximum power of two tones before third-order intermodulation products are powerful enough to be seen above the noise floor [14]. The design goal for our
signal transport system is that it provides greater than 100 dB · Hz2/3 of SFDR.

2.4.1

ADC Full-Scale Input
The ZCU216 RFSoC ADC has a full-scale input power of 1 dBm. This is the upper limit on

input power into the ADC and is thus the upper bound of the system’s operating range, or dynamic
range. If we treat the minimum noise floor level from cold sky as the lower bound on the system’s dynamic range, ALPACA’s maximum linear dynamic range is 1 dBm − (−131 dBm/Hz) =
132 dB · Hz. We can put this in units of dB by subtracting the system’s operational bandwidth, B,
in dB:
LDRALPACA(dB) = LDRALPACA(dB·Hz) − 10 log10 (B)
LDRALPACA(dB) = 132 dB · Hz − 10 log10 (420 MHz)

(2.16)

≈ 46 dB.
In the ideal case that the signal transport system provides 23 dB of gain and doesn’t experience
gain compression below an output power of 1 dBm, the ALPACA instrument’s maximum linear
dynamic range is 46 dB.
The linear dynamic range of the signal transport and ADC system alone will be greater than
the dynamic range of the ALPACA instrument. With Ttran of 850 K, the noise PSD into the ADC
with only the signal transport system connected would be -168 dBm/Hz + Gtran , or -145 dBm/Hz
if signal transport gain is 23 dB. Using this as the lower bound on the system’s dynamic range, the
signal transport and ADC system has a maximum linear dynamic range of 146 dB·Hz, or 60 dB.
A reasonable goal for the LDR of this system would be to remain close to this maximum.
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2.5

Requirements for Digital Beamforming
In order to produce 40 simultaneous dual-polarized beams with 305 MHz of instantaneous

bandwidth, ALPACA’s real-time digital beamformer uses separate complex antenna weights, or
beamforming coefficients, for each frequency channel and beam. If significant channel-to-channel
phase or gain variations occur in signal transport after instrument calibration, then the computed
beamformer weights become corrupted, resulting in decreased sensitivity and inaccuracies in the
data. A separate calibration procedure is used to adjust for small phase or gain variations, but this
can be sub-optimal and complicated. Greater variations in phase or gain require recalibration of the
instrument, which takes significant time away from observations. The goal is to reuse beamformer
coefficients and avoid the need for recalibration for as long as possible, which requires gain and
phase stability of the ALPACA receiver and signal transport system.
The calibration procedure that is used to correct for small channel-to-channel phase or gain
variations in signal transport requires injection of a reference signal into each channel early in
the RF signal path. The differences in this signal across all channels after digitization are used
as a reference. Any deviation from this reference indicates variations in the system and the need
for recalibration, and small deviations can be corrected during signal processing. The injected
signal would ideally be free of noise and distortion in order to optimize this capability. For this
reason, the injected signal should be at least 30 dB above the noise floor and 20 dB below the 1 dB
compression point of the signal transport system.

2.6

Design Requirements Recap
The signal transport system for ALPACA must carry the received signals from the front-

end to the back-end while maintaining the high sensitivity of the instrument. To maintain the
instrument’s sensitivity, this system must introduce minimal noise and distortion to the received
signals, along with providing maximum relative gain and phase stability between each channel. A
summary of the design requirements for this system are given below:
• Equivalent noise temperature below 850 K when connected to the A/D converters (ADC)
• Custom 1300 - 1720 MHz filtering
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• Greater than 23 dB of gain to overcome noise of the ADCs
• Spurious-free dynamic range of at least 100 dB·Hz2/3
• Linear dynamic range close to the theoretical maximum of 60 dB
• Sufficient phase and gain stability to reuse calibrated beamformer coefficients for long observations and minimize calibration frequency for the instrument
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CHAPTER 3.

RF-OVER-FIBER SIGNAL TRANSPORT DESIGN

The ALPACA instrument receives astronomical signals on 138 individual channels that
must be transported from prime focus on Green Bank Telescope (GBT) to the data center of Green
Bank Observatory (GBO). These two locations are separated by a considerable distance of 3.5 km,
making signal transport a critical issue for ALPACA. The system that is used to transport these
signals must introduce minimal loss and noise while preserving enough signal dynamic range to
prevent nonlinear distortion.
Common options for long-haul signal transport include coaxial cable, rectangular waveguide, and optical fiber. Coaxial cables vary in quality, but the median loss for 100 ft of coaxial cable
at 1500 MHz is about 6 dB. With high-quality coaxial cable, this loss can be reduced to as low as 1
dB. Rectangular waveguides present lower loss since the propagation medium is free space instead
of dielectric material, but at the cost of greater size and weight. WR650 is a 6.5”x3.25” rectangular
waveguide that operates from 1.2 to 1.7 GHz and introduces about 0.273 dB of loss per 100 ft [15].
Optical fiber is superior to all other methods of signal transport when considering size, weight, and
performance. A single-mode optical fiber is flexible, it can be as thin as 0.9 mm in diameter, and it
only introduces about 0.5 dB of optical power loss per kilometer. In optical fiber, RF signals can
be transported as modulations of the optical carrier, or laser light. This method of signal transport
is called RF-over-fiber.
Considering the design requirements of the ALPACA signal transport system, we have
decided to rely on an RF-over-fiber (RFoF) link for signal transport and conditioning, similar to
the RFoF system designed at McGill University for the Canadian Hydrogen Intensity Mapping
Experiment (CHIME) [2]. An RFoF system consists of three sub-systems: the fiber transmitter
(TX), the optical fiber, and the fiber receiver (RX). The fiber TX sends the RF signal to the fiber
RX through the optical fiber using modulated laser light.
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3.1

Considerations
Optical fiber is favorable for long-haul analog and digital signal transport. Fiber is light,

flexible, and small, making it ideal for high density signal transport. It also uses materials with
a longer lifespan and cheaper cost than traditional moderate-grade cabling. Radio frequency signals on optical fiber experience ultra-wide bandwidth, suitable phase stability, RFI immunity, and
reduced reflections when using high optical return loss connectors and devices. The use of fiber
also allows for separate grounding schemes at the transmitter and receiver, which prevents ground
loops and provides galvanic isolation for lightning and surge protection. [1]–[4], [16]
RFoF has been implemented in radio astronomy using two main architectures [1]. One
is traditional RF-over-fiber by transporting the received analog signals from the front-end to the
back-end where they are then digitized. The other is to first digitize the received signals and then
transport the digital signals over fiber to a separate location for further processing or storage. The
later option is called digital-over-fiber (DoF), and is convenient since many systems are already
in place for that kind of design. It can also simplify receiver design and maximize sensitivity of
the RF front-end as the signals don’t travel far before digitization. The Focal L-band Array for the
GBT (FLAG) used this architecture with the digital back-end hardware housed at the front-end.
There are, however, many benefits to using the analog RFoF approach instead of DoF. Having the
back-end away from the telescope and in a receiver room, or data room, lowers the power, cooling,
size, maintenance, and RFI shielding requirements at the front-end. The risks of self-RFI from the
clocks and switching in the back-end hardware into the receiver chain are greatly reduced. If a
local oscillator (LO) signal is used, routing the LO signal to each receiver channel is much more
convenient if the mixers can be housed with the back-end electronics a single location. It is clear
that placing the back-end hardware near the front-end receiver can easily become problematic.
FLAG experienced this as the cooling requirements for the digital hardware was not met and the
system would overheat, rendering it useless. Thus, ALPACA will use an analog RF-over-fiber
system with the digital back-end hardware in a controlled environment far away from the frontend.
The primary goal of the RFoF link is to maintain the sensitivity of the ALPACA instrument
while transporting the received signals to the back-end. To maintain the system’s sensitivity, this
link must introduce minimal noise and distortion to the received signals, along with providing
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maximum relative gain and phase stability between each channel. The devices for the ALPACA
RFoF link were chosen to optimize system performance in these areas.
The core of the RFoF link consists of a laser, optical fiber, and photodiode. The RF signal
is first converted to a modulation of the laser’s output light using either direct modulation of the
laser’s input bias current or external optical modulation. Since external modulation requires an
electro-optic modulator, which is too expensive and complicated for use in our system, we will
be using a direct modulation scheme. The modulated optical carrier is sent down the optical fiber
until it reaches a photodiode, which converts the incident optical power to an electrical current.
The modulation of this electrical current is the transmitted RF signal and can be isolated using a
DC-blocking capacitor.
The laser for the ALPACA RFoF link was chosen to minimize cost and complexity, while
still providing high performance. Fabry-Perot laser diodes were one option for the transmitting
device, but the mode partition noise of these devices make them undesirable for this application [1].
We are using distributed feedback (DFB) laser diodes because of their relatively high linearity,
slope efficiency, and low noise characteristics when compared to other low cost options [2]. We
also decided to use a DFB laser diode with an output power of 5 mW as it’s been shown that
using DFB laser diodes with an output power closer to 4 mW results in lower noise at L-band [3].
The output wavelength of the DFB laser diodes in our system is 1310 nm to minimize chromatic
dispersion in the optical fiber [2], [3]. These laser diodes are sold by AGX Technologies under the
series number PLMR3, which use a simple uncooled coaxial package and feature internal optical
isolation and a slope efficiency – ratio of output optical power to input bias current – of about 25
W/A.
The highest performing optical fiber for RFoF links is single-mode fiber in a loose-tube
cable with APC connectors [2]. Loose-tube fiber-optic cables perform significantly better than
tight-tube cables when considering phase stability. Phase stability of an optical fiber is determined
by the thermal coefficient of delay (TCD), which is <10 ppm/◦ C for loose-tube fiber-optic cable,
similar to the TCD of standard coaxial cables [1]–[3], [6]. For tight-tube cables, the TCD can
range up to 100 ppm/◦ C [2]. The shape and cleanliness of the interface between two fibers being
connected determines how much light is reflected. Angled physical contact (APC) connectors use
polished angled faces to reduce reflections into the fiber and are specified to have more than 60
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dB optical return loss (ORL). The RFoF link for ALPACA will use single-mode optical fiber in
loose-tube cables with APC fiber connectors where possible.
The photodiode (PD) used for ALAPCA’s RFoF link is a high responsivity, low capacitance, PIN photodiode. A PIN photodiode is a PN diode placed in reverse bias that generates
electrical current with incident light. Responsivity is the efficiency of the PD in converting incident optical light to electrical current, and directly corresponds to the device’s gain. The gain of the
PD is also negatively affected by the capacitance of the PN junction under reverse bias conditions.
This is the motivation for a low-capacitance photodiode with high responsivity. We are using a
low-capacitance PIN photodiode from AGX technologies under the series number PPDA, which
provides a responsivity of 0.85 A/W for incident light with a 1310 nm wavelength.
All other devices in ALPACA’s RFoF link are for conditioning the signal before and after
the core laser-photodiode link to improve performance. Since the laser-photodiode link – primarily
the laser – introduces the most loss, noise, and nonlinear distortion to the RF signal, the signal
must be well-levelled before and after this link to maximize dynamic range and minimize noise.
The noise of the link is dominated by the relative intensity noise (RIN) of the laser, which sets a
minimum noise figure of about 25-30 dB. The purpose of each device on the fiber transmitter is to
condition the input RF signal to overcome this noise while staying far below compression, which
about 10 dBm. The fiber receiver then raises the received signal power well above the noise of the
ADCs. The fiber transmitter and receiver also use custom filters to reject out-of-band power from
noise and RFI.

3.2

Design Overview and Budget
The first component on the fiber transmitter is a bias-T, which supplies power to the cryo-

genic LNA through the flexible stripline. An LNA follows this bias-T to raise the signal power and
minimize the noise figure of the link. After this LNA is a custom bandpass filter, which establishes
our analog band, and a coupler to inject a reference signal into the signal path. Following the
coupler are two more amplifiers with relatively low noise figure, and a variable attenuator. These
devices provide over 30 dB of adjustable gain prior to the laser, the most noisy and nonlinear
device. The laser is connected directly to a single-mode optical fiber which connects to a lowcapacitance photodiode on the fiber receiver. A high-linearity amplifier follows this photodiode
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Figure 3.1: RFoF block diagram.

prior to another bandpass filter and coupler. A balun is then used to transform the single-ended RF
signal to a differential signal pair matched to the 100 Ω differential inputs of the RFSoC ADCs on
the Xilinx ZCU216 Evalutation board. For reference, see the block diagram of the designed RFoF
link, shown in Figure 3.1.
A noise and linearity budget was created in order to help improve the design of the RFoF
link. The budget with 0 dB of attenuation on the transmitter and on the RFSoC digital step attenuator (DSA) is shown in Table 3.1, and the budget for maximum attenuation is shown in Table
3.2.

3.3

Transmitter Design
The purpose of the fiber transmitter is to condition the analog signal in preparation for

transport over several kilometers of optical fiber. It does so by first adding enough gain to reduce
signal degradation due to noise. Filtering and gain variability follow to reduce nonlinear distortions
caused by the active devices in the signal path.
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Table 3.1: ALPACA System Noise and Linearity Budget with No Attenuation.
Device
Cryostat
Antenna
Cryo-LNA
Coaxial Interconnects
Flexible Stripline < 80 K
Flexible Stripline < 300 K
RFoF
Transmitter
Bias-T
T-line
CMA-83LN+
Bandpass Filter
Coupler
PGA-105+
Variable Attenuator
PGA-105+
Laser and Photodiode
Receiver
PGA-105+
Bandpass Filter
Coupler
Balun
T-line
LPA Connector and ZCU216
RFSoC DSA
RFSoC ADC

Gain
(dB)

Accumulated
Gain (dB)

Noise
Figure (dB)

Teq (K)

Tsys (K)

35
-2
-1.56
-1.67

35
33
31.44
29.77

.152
0.17
.43
1.56

16
26.3
26.304
26.319
26.409
Teq (K)

16
26.3
26.304
26.319
26.409

-0.13
-0.5
21
-1.5
-0.17
14.6
-1
14.6
-11.4

29.64
29.14
50.14
48.64
48.47
63.07
62.07
76.67
65.27

0.13
0.5
1.4
1.5
0.17
2
1
2
31

8.81
45.27
172.8
173.9
174.1
176.3
176.4
176.5
183.9

26.418
26.456
26.591
26.592
26.592
26.595
26.595
26.595
26.603

14.6
-1.5
-0.6
-0.6
-0.5
-0.5
0
0

79.87
78.37
77.77
77.17
76.67
76.17
76.17
76.17

2
1.5
0.6
0.6
0.5
0.5
0
28

184
184
184
184
184
184
184
188.2

26.603
26.603
26.603
26.603
26.603
26.603
26.603
26.607

IP3
(dBm)

Cascaded
IP3 (dBm)

-0.4

-0.4
-2.4
-3.96
-5.63
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35
35
8
35

31.5

-5.76
-6.26
14.73
13.23
13.06
27.59
26.59
34.88
8
22.59
21.09
20.49
19.89
19.39
18.89
18.89
18.88

P1dB
(dB)

Cascaded
P1dB (dBm)

19

19
17.5
17.3
19.7
18.7
19.8
-3.30

20
20
-3
20

6

10.7
9.25
8.65
8.05
7.55
7.05
7.05
3.48

The first devices of the RFoF link have a large impact on the system noise figure. The biasT supplies power to and monitors the health of the cryogenic LNA, so it must be the first device.
This bias-T was chosen to have a low noise figure of 0.13 dB, and a relatively low voltage standing
wave ratio (VSWR) at the input. An LNA is placed directly after this bias-T to amplify the signal
while introducing little noise. The ganged SMP connector and transmission line prior to the bias-T
and LNA are designed to be well-matched and have low loss, to further reduce the noise added to
the system.
The RF-over-fiber transmitting device is a 1310 nm wavelength distributed feedback (DFB)
laser, which is a nonlinear device. The magnitude of the laser’s optical output is modulated by the
RF signal at the laser’s input bias. The optical power out of the laser is linearly proportional to the
input bias current only when within the laser’s linear operating region. This is described by the
plot shown in Figure 3.2. The relationship between the input bias current and output signal power
is linear as long as the input current doesn’t drop below Ith or go above Imax. If it surpasses these
limits, the signal is clipped, introducing harmonics and other nonlinear distortions. This begins to
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Table 3.2: ALPACA System Noise and Linearity Budget with 20.5 dB of Total Attenuation.
Device
Cryostat
Antenna
Cryo-LNA
Coaxial Interconnects
Flexible Stripline < 80 K
Flexible Stripline < 300 K
RFoF
Transmitter
Bias-T
T-line
CMA-83LN+
Bandpass Filter
Coupler
PGA-105+
Variable Attenuator
PGA-105+
Laser and Photodiode
Receiver
PGA-105+
Bandpass Filter
Coupler
Balun
T-line
LPA Connector and ZCU216
RFSoC DSA
RFSoC ADC

Gain
(dB)

Accumulated
Gain (dB)

Noise
Figure (dB)

Teq (K)

Tsys (K)

35
-2
-1.56
-1.67

35
33
31.44
29.77

.152
0.17
.43
1.56

16
26.3
26.304
26.319
26.409
Teq (K)

16
26.3
26.304
26.319
26.409

-0.13
-0.5
21
-1.5
-0.17
14.6
-14.5
14.6
-11.4

29.64
29.14
50.14
48.64
48.47
63.07
48.57
63.17
51.77

0.13
0.5
1.4
1.5
0.17
2
14.5
2
31

8.81
45.27
172.8
173.9
174.1
176.3
180
182.3
349

26.418
26.456
26.591
26.592
26.592
26.595
26.599
26.601
26.777

14.6
-1.5
-0.6
-0.6
-0.5
-0.5
-7
0

66.37
64.87
64.27
63.67
63.17
62.67
55.67
55.67

2
1.5
0.6
0.6
0.5
0.5
7
28

350.1
350.1
350.1
350.1
350.2
350.2
350.8
820.3

26.778
26.778
26.778
26.778
26.778
26.778
26.779
27.274

IP3
(dBm)

Cascaded
IP3 (dBm)

-0.4

-0.4
-2.4
-3.96
-5.63

27

35
35
8
35

31.5

-5.76
-6.26
14.73
13.23
13.06
27.59
13.09
27.62
7.951
22.54
21.04
20.44
19.84
19.34
18.84
11.84
11.84

P1dB
(dB)

Cascaded
P1dB (dBm)

19

19
17.5
17.3
19.7
5.23
16.9
-3.57

20
20
-3
20

6

10.5
9.00
8.41
7.81
7.31
6.81
-0.191
-1.13

occur at the device’s input 1 dB compression point (P1dB), which is about 7 dBm when the DC
bias current is at Iop .
The upper limit on a device’s output RF signal power is imposed by it’s nonlinear characteristics, i.e. P1dB, but the lower limit is imposed by noise. These are the upper and lower limits
that determine the device’s linear dynamic range. The laser has a significantly higher noise figure
and lower P1dB than all the other devices on the transmitter, which means it restricts the linear
dynamic range of the transmitter. To cope with this constraint, the RF signal the must be well
leveled and conditioned prior to the laser.
Multiple devices are placed between the first LNA and the laser on the transmitter to prepare
and condition the analog signal. These devices include a custom bandpass filter, a coupler, two
amplifiers, and a variable attenuator. The bandpass filter defines the operational band and reduces
the total noise power in the signal, which increases SNR. The coupler injects a reference signal
into the RF signal path for calibrating relative phase at the ADC and to monitor phase drift through
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Figure 3.2: Laser operating characteristic curve with example modulated input and output signals.

the optical fiber. The two LNAs and variable attenuator provide 30 dB of adjustable gain for signal
leveling at the input to the laser.
Adjustable gain before the laser allows us to optimize the performance of the transmitter.
Having lower gain before the laser increases the dynamic range of the transmitter, but we are
bounded by noise; lower gain increases the noise figure of the transmitter. This introduces the
main trade-off in the design and use of the RFoF system, i.e. greater dynamic range or maximum
gain. An example of this trade-off is shown in Figure 3.3. The gain at which the transmitter noise
figure reaches the maximum allowed is the lowest at which we can operate. Operating at this level
of gain provides the greatest linear dynamic range for the signal out of the laser.
The multi-channel transmitter board – the final version of which is shown in Figure 5.1 –
will be housed at the front-end around the cryostat. Figure 3.4 shows the back plate of the cryostat
in pink, with the 18 empty slots located around the periphery of the plate where the multi-channel
transmitter cards are inserted. Each slot holds two TX cards with all the board connections mating
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(a) Example signal with lower gain.

(b) Example signal with higher gain.

Figure 3.3: Trade-off between lower and higher gain. Lower gain results in greater dynamic range
but more signal degradation due to noise. Increasing the gain decreases this dynamic range but
improves signal integrity.

Figure 3.4: The back plate of the front-end cryostat (in pink) and the 18 slots where the TX cards
are inserted.

onto the front plate, which is held in place by the light blue frame. These connectors include those
for the received RF signals, signal injection for calibration, board power, LNA bias, and the optical
fibers.
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3.4

Receiver Design
Prior to signal processing at the digital back-end, the analog signal on the optical fiber must

be converted back to an electrical signal, amplified, filtered, and transferred to the analog-to-digital
converters (ADCs) of the RFSoC on the Xilinx ZCU216. This is the role of the fiber receiver.
The first component of the receiver is the photodiode, which acts as a high impedance
current source, whose output current is proportional to light intensity on the optical fiber. As this
light is modulated by an RF signal on the fiber transmitter, the current out of the photodiode is
modulated pro rata, and the RF signal can be isolated using a DC blocking capacitor.
The junction capacitance of the photodiode is 0.6 pF, which introduces about 177 Ω of
reactance to the signal at the center of our band and causes a decrease in gain with increasing
frequency. To compensate for this parasitic capacitance, an inductor is placed virtually in parallel
with the photodiode to create a high impedance LC resonance at the center of our band. The
bandwidth of this resonance is greater than our operational band due to the low Q-factor of the
resonant circuit.
In addition to receiving the RF signal from the optical fiber, the fiber receiver conditions
the signal in preparation for the ADCs. The ADCs have a sample rate of 2 GS/s, are decimated by
four with an NCO offset of 510 MHz, and operate in Nyquist Zone 2, which places our passband
from 1260-1760 MHz. To prevent aliasing at the ADC, a custom 1300-1720 MHz bandpass filter
is placed on the receiver after the amplifier. A directional coupler follows this filter to inject
a reference signal into the receive path as a test point or for calibrating relative phase between
the ADCs. Following this coupler, a balun transforms the received single-ended signal into a
differential pair that is matched to the 100 Ω differential inputs of the RFSoC.
The receiver amplifier is chosen to level the signal appropriately at the ADCs while introducing negligible noise and nonlinear distortion to the signal. To maximize the dynamic range of
the system, the output P1dB of the RFoF link should be levelled close to the full-scale ADC input,
which is specified at 1 dBm. The output P1dB of the transmitter-photodiode link is about -3 dBm
and all the components after the amplifier introduce about 4 dB of loss to the signal, which places
the output P1dB of the system at about -7 dBm with no amplification. The amplifier was chosen to
have a gain of 15 dB to raise the output P1dB of the RFoF link to about 7 dB above the full-scale
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Figure 3.5: A fiber receiver rack-mount chassis housing a 16-channel RFoF RX board connected
to a Xilinx ZCU216 Evaluation Board.

input to the ADCs. This signal can then be attenuated using the digital step attenuator (DSA) on
the RFSoC to increase the system’s dynamic range and to level the gain across channels.
The multi-channel fiber receiver board was designed to support 16 channels as the Xilinx
ZCU216 RFSoC carries 16 A/D converters. Only 12 of these channels on each RX board will be
used in the final system because of limits set by the 100 gigabit ethernet (GbE). This gives us some
wiggle-room for up to four bad channels on each board after fabrication. A picture of a 16-channel
RFoF RX board connected to a ZCU216 board in the receiver rack-mount chassis is shown in
Figure 3.5.

3.5

Summary
Given the design requirements for the ALPACA signal transport system, we have decided

to rely on RF-over-fiber. An RFoF link consists of a fiber transmitter, optical fiber, and a fiber
receiver. On the fiber transmitter, a distributed feedback (DFB) laser diode is used as the electricalto-optical (EO) converter, which converts the RF signal to a modulation of the optical carrier, or
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laser light with a 1310 nm wavelength. The optical signal is sent down the fiber and received
by a PIN photodiode at the fiber receiver. This photodiode is used as the optical-to-electrical
(OE) converter, which converts incident optical power to current from which the RF signal can be
extracted.
The EO and OE conversions in an RFoF link introduce significant loss, noise, and nonlinear
distortion to the signal. For this reason, there are various gain and filtering stages on the fiber
transmitter and receiver that are used for signal leveling and conditioning. The optimal signal level
minimizes signal degradation due to noise while decreasing the probability of signal distortion due
to system nonlinearities. Models of expected system performance with two gain options, i.e. max
gain and min gain, are shown in Table 3.1 and 3.2.
The current fiber transmitter and receiver systems use multi-channel boards that will be
connected directly to the front-end and the back-end hardware of the ALPACA system. The fourchannel fiber transmitters will be housed around the cryostat on its back plate. The 16-channel fiber
receivers will be connected directly to Xilinx ZCU216 Evaluation Boards and housed in custom
rack mount chassis in the GBO data center.
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CHAPTER 4.

RF-OVER-FIBER FABRICATION, TESTING, AND OPTIMIZATION

ALPACA will use an RF-over-fiber (RFoF) system for transport of its 138 received signals
to the digital back-end. This system consists of custom-built multi-channel fiber transmitter and
receiver circuit boards that interface with the ALPACA front-end and back-end hardware. To optimize link performance with regard to system requirements for the ALPACA instrument, the design
of these circuit boards has been an on-going process involving many test boards and revisions.
My work for the ALPACA RFoF system has been primarily on the fiber receiver and full
RFoF link testing, with some work on the fiber transmitter. This chapter presents much of the work
I’ve done and the steps I’ve gone through to help build and analyze this system. This includes
work on printed circuit board (PCB) RF transmission lines, individual component testing, fiber
transmitter adjustments, and fiber receiver designs, experimental testing, and redesigns. Current
RFoF TX and RX board designs and full link performance are given in Chapter 5.

4.1

Printed Circuit Boards and Transmission Line Design
Optimizing the performance of RF circuits on PCBs requires special attention to PCB man-

ufacturing specifications, including those on PCB stackup dimensions, dielectric material, and
copper etching tolerances. RF circuit performance also depends heavily on the dimensions of
transmission lines (t-lines) such as microstrips, coplanar waveguides, and differential pairs. All of
these factors play into the inductance, capacitance, and attenuation an RF signal experiences on a
printed circuit board. To maximize signal power transfer along a t-line and reduce power reflection,
q
′
the characteristic impedance of a t-line – given by the equation CL ′ , where L′ and C′ are the per
length inductance and capacitance along the t-line – must be equal to the input impedance of the
RF devices in the signal path. It is most common for RF devices and t-lines to have impedances
close to 50 Ω.
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4.1.1

Matched Co-Planar Waveguide on AISLER’s Standard 4-Layer PCB
Ordering printed circuit boards (PCBs) from manufacturers with a standard PCB stackup

is often cheaper and provides shorter lead times than ordering PCBs with custom stackups. This
makes using standard PCB stackups attractive for prototype circuit boards. For RF circuit boards,
it is essential that the PCB stackup has controlled impedance, meaning that the dielectric constant
– and other specifications important for the RF characterization of the substrates – are consistent
across the circuit board and from panel to panel. AISLER is a printed circuit board manufacturer
in Germany that advertises controlled impedance substrates for their standard stackup, which is
why we chose to use their standard 4-layer board for RF circuit board prototyping.
The CPW test board shown in Figure 4.1 was built to determine the dimensions of a 50Ω
coplanar waveguide (CPW) on the AISLER 4-layer board. The 5 traces on top half of the board
have an 8 mil gap between each trace and the adjacent ground plane, and the 5 traces on the bottom
half have a 6 mil gap. The first internal metal layer below the CPWs is removed. The CPWs in
the middle of the top and bottom halves were designed to match 50 Ω, according to the Saturn
PCB toolkit when given the specifications of the PCB stackup. The other CPWs have varying
trace widths – as indicated on the PCB silkscreen – to help identify what dimensions result in a
characteristic impedance of 50 Ω on the AISLER 4-layer board.
Figure 4.2 shows the insertion loss and return loss of each trace on the CPW test board. The
trace with the closest match to 50 Ω will have the lowest return loss, or S11. When disregarding
S11 at the resonant frequencies, the CPWs with the closest match to 50 Ω at the center of the
band use traces that are 36 mil wide with a 6 mil gap from the adjacent ground plane, and 45
mil wide with an 8 mil gap. The return loss and insertion loss of these traces are plotted together
for comparison in Figure 4.3, which shows that the 45 mil trace with an 8 mil gap introduces the
lowest loss. Moving forward, we decided to use CPWs with these dimensions for all of our RF
signal traces.

4.1.2

Transition to Other PCB Manufacturer
After working with AISLER for several months, they were no longer able to support our

prototyping and we began looking elsewhere for PCB manufacturing. Considering the possibility

30

Figure 4.1: CPW test board with AISLER’s standard 4-layer PCB stackup. The top 5 traces are
separated from the ground plane by a gap of 8 mil, and the bottom 5 traces have a gap of 6 mil.
The trace widths are labelled on the PCB silkscreen.

that a change of manufacturer could require a design change for our traces and coplanar waveguides, we searched for PCB manufacturers that offered a similar stackup to AISLER, with similar
substrates. In communicating with other PCB manufacturers such as Custom Circuit Boards, PTI,
and OSH Park, we found that this would be difficult without ordering requesting custom stackups. We decided to avoid this route and consider the standard PCB stackups offered by the other
manufacturers mentioned.
AISLER’s 4-layer board uses Isola IS400 for its substrate, which has a dielectric constant
of about 4.4 at 1 GHz, and a loss tangent of about 0.016. The loss tangent is proportional to the
dielectric attenuation coefficient, α. The corresponding loss on the transmission line is not very
significant at L-band, but it was worth finding a PCB stackup with a lower substrate loss tangent
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Figure 4.2: S-Parameters of coplanar waveguides on the CPW test board with AISLER’s standard
4-layer PCB stackup and metal layer two removed. These results are analogous with the waveguide’s return loss (S11) and insertion loss (S21).

Figure 4.3: S-Parameter comparison of the most well-matched coplanar waveguides with a 6 mil
and 8 mil gap on the CPW test board with AISLER’s standard 4-layer PCB stackup. As the 45 mil
wide CPW with an 8 mil gap from the ground plane has lower loss, or higher S21, we chose these
dimensions for all CPWs on the AILSER 4-layer board with metal layer two removed.
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than AISLER’s 4-layer board – which was relatively high – during this transition. OSH Park
advertises controlled impedance 4-layer boards with Isola’s FR408HR, which has a loss tangent of
about 0.009, which is significantly lower than Isola’s IS400, used by AISLER. These boards are
also some of the cheapest and quickest lead time PCBs in the United States. For this reason, along
with the known high quality of their boards, we decided to move forward with OSH Park’s 4-layer
PCB service for PCB orders.

4.1.3

Matched RF Transmission Lines on OSH Park’s Standard 4-Layer PCB
To determine the dimensions of a 50 Ω CPW on OSH Park’s 4-layer board, we built another

CPW test board. According to the Saturn PCB Toolkit, a 50 Ω CPW on the OSH Park 4-layer board
with the first internal metal layer removed should have a width of about 59 mil and a gap of 8 mil
from the adjacent ground plane, or a width of 50 mil and a gap of 6 mil. Despite these calculated
values, we ordered a CPW test board from OSH Park with the same CPW dimensions as those on
the AISLER CPW test board. The return loss and insertion loss of these CPWs, shown in Figure
4.4 and Figure 4.5, indicate a similar performance to that of the AISLER CPW test board. This
was not expected, as the dielectric constant of the OSH Park 4-layer board substrate is about 3.7,
while the dielectric constant of the AISLER substrate is closer to 4.4.
These tests were performed using SMA Southwest connectors, a consistent factor in testing
the CPW test boards from AISLER and OSH Park. To ensure that this was not the cause of similar performance between boards, SMA edge mount connectors were soldered onto the OSH Park
CPW test board and the S-parameters were remeasured. If S11, or the return loss, had dropped
significantly, we would have suspected that the return loss of the Southwest connectors was corrupting the measurements. But the tests results showed that S11 and S21 slightly increased with
the soldered-on connectors, likely due to lower ohmic losses.
We suspect that the similarity between board performance is primarily due to the fact that
the vias shielding along the sides of the traces is about 18 mil from the traces, while the ground
plane underneath the traces is about 54 mil. The via shielding may significantly increase the
capacitance per length, C’, decreasing the characteristic impedance of the CPW according to the
p
equation Z0 = L’/C’. If this factor rules out in determining CPW characteristic impedance, then
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Figure 4.4: S-Parameters of coplanar waveguides on the CPW test board with OSH Park’s standard
4-layer PCB stackup and metal layer two removed.

the CPWs on the AISLER and OSH Park 4-layer boards would perform similarly as seen in these
results.
Signals are fed into the RFSoC of the Xilinx ZCU216 Evaluation Board via differential
signal pairs. This requires that the RFoF receiver converts single-ended RF signals into differential
pairs. Differential signal pairs are characterized by even and odd mode impedances. During even
or common mode operation, the signals on each transmission line are in-phase. During odd mode
or differential operation, the signal on one t-line is exactly 180 degrees out of phase from the signal
on the other t-line. A depiction of differential signal pairs under odd mode operation is shown in
Figure 4.6. As the differential inputs at the RFSoC accept differential signals and reject common
mode signals, the signals fed into the RFSoC must be differential. Differential impedance is given
by the equation Zdiff = 2Zodd , where Zodd is the odd mode impedance of the differential line. The
specified differential impedance into the RFSoC on the ZCU216 is 100 Ω.
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Figure 4.5: S-Parameter comparison of the best matched coplanar waveguides with a 6 mil and 8
mil gap on the CPW test board with OSH Park’s standard 4-layer PCB stackup. The 45 mil wide
CPW with an 8 mil gap is what we had been using for all our CPWs on AISLER boards, and it
still performs well on the OSH Park 4-layer board. Consequently we chose these dimensions for
all CPWs on the OSH Park 4-layer board with metal layer two removed.

Figure 4.6: A depiction of the electric field lines of a differential signal pair during odd mode
operation.

The differential pair test board shown in Figure 4.7 has several differential pairs with varying widths and separations to help identify the dimensions of a 100 Ω differential pair on OSH
Park’s standard 4-Layer PCB. Baluns with a 50 Ω inbalanced port and two 100 Ω balanced ports,
are used on this board to convert between single-ended and differential signals. Measurements on
this board showed that the differential pair that used 29 mil wide traces separated by a 6 mil gap
resulted in the lowest return loss. In theory, this result would indicate a differential impedance
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Figure 4.7: A differential pair test board with two BD1416N50100AHF baluns in-line on each
channel. Eight differential pair dimensions were tested, with 5.5 and 6 mil spacing between differential pair traces and widths ranging from 29 to 43 mil.

close to 100 Ω, but thinning out the traces on another pair to about 21 mil resulted in an even
lower S11. This indicated the need for another test board with thinner traces. We ordered another
differential pair test board with thinner traces, ranging in width from 21 to 29 mil, and measured
the S-parameters shown in Figure 4.8. These S-parameters were somewhat difficult to interpret
because the differential pairs with trace widths of 21 and 27 mil performed the best. As a middle
ground, the differential pair with 25 mil wide traces separated by a 6 mil gap, and with metal layer
2 removed, was ultimately chosen for use on the OSH Park 4-Layer board going forward with
metal layer 2 removed.
The even mode impedance of the differential pairs into the RFSoC and out of the balun
is about 50 Ω according to given specifications. We debated whether this was important for designing differential pairs on OSH Park’s 4-Layer board. The even mode impedance of the chosen
differential pair on OSH Park’s 4-Layer board is about 80 Ω. This creates an impedance mismatch,
but only for common mode signals at the interfaces with baluns and the differential traces on the
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Figure 4.8: Return loss (left) and insertion loss (right) of the transmission lines on the Osh Park
100 ohm Differential Pair test board, revision 1. This board uses baluns in-line to convert between
single-ended signal lines and differential pairs, similar to the board shown in Figure 4.7. Results
are shown for five differential pairs with 6 mil separation and trace widths ranging from 29 to 43
mil.

ZCU216. We do not need to worry about this since these differential lines will only be driven
differentially.
A neighboring research group designed a board on OSH Park’s 4-Layer stackup that uses
differential pairs with 10 mil wide traces separated by a 17 mil gap with metal layer 2 as RF
ground. According to simulation, the odd and even mode impedances of these differential pairs are
close to 50 Ω, which, in theory, would make these dimensions better suited for general purposes,
including for common mode signals. Testing their board proved to be difficult as we were unable
to accurately measure S21, however by terminating a differential pair with 100 Ω and measuring
the return loss into the balun, we could obtain some valuable information on impedance matching.
Do so resulted in a lower return loss into their balun and differential pair than into ours, leading us
to believe that their differential traces were better matched to 100 Ω. Consequently, we used their
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Figure 4.9: Differential pair test board with OSH Park’s standard 4-layer PCB stackup. Each
differential pair uses 12 mil wide traces with trace separation ranging from 10 to 20 mil. Metal
layer 2 is used as RF ground.

differential pair dimensions on one of our multi-channel receiver boards, but this turned out to be
a poor decision as explained in subsection 4.4.12.
We eventually learned that the characteristic impedance of single-ended and differential
transmission lines can be directly measured as a function of distance along the line using time
domain reflectometry (TDR) with a low pass step input on the vector network analyzer (VNA).
The differential pair test board shown in Figure 4.9 was built for testing differential pair impedance
using TDR on the VNA. These differential pairs use the first internal metal layer of the PCB as
RF ground. Figure 4.10 shows the measured differential impedance of three pairs on three of
these boards as a function of distance along the t-line. Figure 4.11 shows the average differential
impedance as a function of the spacing, or gap, between the differential lines. Using simple linear
interpolation, it’s determined that a differential pair on the OSH Park 4-layer board with 12 mil
wide traces separated by an 11 mil gap is matched to 100 Ω.
The differential pair test board shown in Figure 4.12 was designed to test differential pairs
with the first PCB internal metal layer removed. This is different from the one in Figure 4.9 in that
the distance between the traces and the copper plane directly underneath is about 54 mil instead of
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Figure 4.10: Differential impedance of differential pairs with 12 mil wide traces on the OSH Park
4-layer board as a function of distance along the t-line. The spacing between the traces of each
pair, S, ranges from 10 to 14 mil. Three identical boards were tested.

8 mil. Each pair has a 6 mil gap between the traces, and the trace widths range from 19 to 25 mil.
Figure 4.13 shows the measured impedance of three differential pairs on three identical boards.
Figure 4.14 shows the averaged differential impedance as a function of trace width. These results
suggest that the traces of a 100 Ω differential pair with a 6 mil gap on OSH Park’s 4-layer board
with metal layer 2 removed should be about 20.5 mil wide.

4.2

Bandpass Filter and Variable Attenuator
During proof of concept for the RFoF system, we decided to replace some of the devices

to improve system performance. These devices included the custom bandpass filter (BPF) and
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Figure 4.11: Averaged differential impedance of differential pairs with 12 mil wide traces, as a
function of the spacing between the traces in each pair. According to this data, a differential pair
with 12 mil wide traces and an 11 mil spacing, with metal layer 2 as RF ground, should have a
differential impedance of 100 Ω.

the variable attenuator. The new BPF provides improved gain flatness and symmetry, and greater
rejection at 1260 MHz. The current variable attenuator is capable of remote controlled attenuation,
using SPI, and provides double the attenuation range as the previous attenuator.

4.2.1

Custom 1300-1720 MHz Bandpass Filter
The bandpass filters we are using for the RFoF link are custom made by KR electronics. As

they were originally intended to be used at Arecibo Observatory where there is strong RFI at 1260
MHz, we requested at least 12 dB rejection at 1260 MHz. KR Electronics BPF 3411+ was close
to meeting the specifications, but some of the prototypes they sent us offered only 11 dB rejection
at 1260 MHz. We requested another bandpass filter with stronger rejection at this frequency and
KR Electronics sent us BPF 3438+. This filter meets the 12+ dB rejection specification at 1260
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Figure 4.12: Differential pair test board with OSH Park’s standard 4-layer stackup and metal layer
2 removed. Each differential pair has a 6 mil gap between the traces and trace widths range from
19 to 25 mil.

Figure 4.13: Differential impedance of differential pairs with a 6 mil gap on the OSH Park 4-layer
board with metal layer 2 removed. The widths of the differential pair traces, W, ranges from 20 to
22 mil. Three identical boards were tested.
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Figure 4.14: Averaged differential impedance of differential pairs with a 6 mil gap, as a function
of the trace width. According to this data, a differential pair with 20.5 mil wide traces separated
by a 6 mil gap, with metal layer 2 removed, should have a differential impedance of 100 Ω.

MHz, along with < 1 dB ripple across our passband and 1 dB roll-off at the band edges. Figure
4.15 shows a comparison of the insertion loss and return loss of several filters of the two kinds.

4.2.2

Variable Attenuator
As mentioned in Chapter 3, the RFoF transmitter uses a variable attenuator to allow for

variable system gain. By decreasing system gain until the equivalent noise temperature of the
system reaches 850 K, we can maximize the system’s dynamic range while still meeting our noise
budget. The transmitter initially used a variable attenuator with four parallel control lines that
offered 16 attenuation settings, i.e. 0-15 dB with 1 dB increments. This attenuator worked well
but didn’t offer much flexibility since the controls were manual only. The F1912NCGI variable
attenuator offers parallel (manual) and SPI control of the attenuation setting and it functions well
across our band with a maximum insertion loss of 1.5 dB. It also offers 64 total attenuation states,
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Figure 4.15: Return loss (S11) and insertion loss (S21) of KR Electronics’ BPF 3411+ and BPF
3438+.

ranging from 0 to 31.5 dB in increments of 0.5 dB. The increase in attenuation range and the 0.5
dB step size allows for more precise control of system gain.
A test board for the F1916NCGI variable attenuator is shown in Figure 4.16. The Sparameters of two of these test boards, with each attenuation control bit toggled once, are shown
in Figure 4.17. These results verify the functionality of this device in agreement with its specifications.

4.3

Fiber Transmitter
The fiber transmitter has been through several revisions to better meet specifications and

accommodate mechanical assembly. After the partial collapse of the Arecibo Telescope, the design
of the transmitter was revisited to improve suitability for use on the Green Bank Telescope (GBT).
Changes were made to board layout, connector placement, and laser orientation. These and other
changes were made per new information and requests to better interface with the system designed at
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Figure 4.16: F1916NCGI variable attenuator test board.

Figure 4.17: S-parameters of two variable attenuator test boards with attenuations set to 0, 0.5, 1,
2, 4, 8, 16, and 31.5 dB using parallel (manual) control.
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Cornell University, including for cryo-LNA bias and monitoring. These changes have been carried
out by Spencer Ammermon, another graduate student in the Radio Astronomy Systems group at
BYU. Other concerns about transmitter gain and noise performance lead to work on impedance
matching into the first LNA on the transmitter, which could improve insertion loss, gain shape, and
channel-to-channel gain uniformity.

4.3.1

Circuit Board Adjustments
With the move to Green Bank Observatory (GBO), we revisited the design of the fiber

transmitter and began making some updates and changes per new information and for further
improvements. Included in these changes was an increase in cryo-LNA monitoring capabilities as
requested by the ALPACA team at Cornell University. At the time of the review, only the cryoLNA bias supply line was available for monitoring on each channel, which only provides accurate
information on bias current. To better monitor the cryo-LNAs performance, the number of bias
monitoring lines was increase to four per channel. Two of these are high impedance sense leads
that monitor the bias voltage at the input to the bias-T. The other two are for providing a forward
and return path for the current into the LNA. This sums to 16 total bias lines.
Further changes were made to the TX card after this point, each lead by Spencer Ammermon. These changes include using OSH Park for board manufacturing instead of Circuit Graphics,
foregoing the use of single-channel modules or daughter boards on a four-channel carrier, and removing the laser matching network to improve system gain. The laser diodes were rotated 180
degrees and now point in the same direction as all the board connectors. All the TX card connectors, including the ganged SMP, LNA bias, calibration signal injection, and fiber connectors, will
now all be mated onto adapters on the same front plate.
Figure 4.18 shows a four-channel RFoF transmitter designed and built by Spencer Ammermon, with all the design changes mentioned above. The circuit and layout for each channel was
tested on a single-channel board prior to realizing this four-channel design.
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Figure 4.18: The four-channel RFoF TX board, revision 3.4, designed and built by Spencer Ammermon.

4.3.2

Impedance Matching at the CMA-83LN+
The single-channel fiber transmitter, revision 3.3, performed slightly better than the four-

channel board shown in Figure 4.18. The worsened gain and noise performance of the four-channel
board could be due to a grounding issue with the lasers, the inclusion of the bias-T, and/or the
extra transmission line length and signal loss between the ganged SMP connector port and the first
amplifier. Spencer Ammermon has improved performance through laser grounding methods and
by decreasing the t-line lengths between the ganged SMP connector and the first amplifier, the
CMA-83LN+, on each channel.
In an attempt to further improve the performance of the four-channel TX, impedance
matching into the first amplifier was investigated. The amplifier’s S-parameter file given by MiniCircuits was imported into Keysight’s Advanced Design Software (ADS) and used to create an
equivalent part for simulation. Using ideal lumped elements and the tuning tool, three matching networks were optimized for broadband matching into the CMA-83LN+ in simulation. One
solution was to put a 7 Ω resistor in-line before the amplifier, however this method is lossy and
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(a) 2-element matching network.

(b) 4-element matching network.

Figure 4.19: Schematics of the designed matching networks for the input of the CMA-83LN+
amplifier using purely reactive elements with reasonable values. (a) uses a 2-element matching
network and (b) uses a 4-element matching network to provide a more broadband matching.

doesn’t work as well as the other matching networks. Since any loss before the first amplifier on
the TX significantly increases the noise figure of the whole RFoF link, using resistors is undesirable. Impedance matching using one or two reactive components introduces negligible loss, but
is frequency dependant. Using a four-element matching network, with lumped reactive elements,
allows for a more broadband match. The schematics of the two other matching networks, which
use purely reactive components, are shown in Figure 4.19. Simulations in Keysight ADS showed
a maximum return loss across our band of -32 dB for the 2-element network and -39 dB for the
4-element network. We were unable to perform real measurements on these matching networks
due to a lack inductors and capacitors on hand.
The recommended schematic for the CMA-83LN+ has an 18 nH inductor in parallel with
the RF input to the amplifier. This inductor was included during Mini-Circuits’ S-parameter
measurements on the amplifier. In an attempt to improve the simulated matching networks, we
found the amplifier’s input impedance without this inductor. This was done by measuring the Sparameters of a CMA-83LN+ test board and shifting the phase of the input reflection coefficient to
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Figure 4.20: The input impedance of the CMA-83LN+ amplifier without the recommended inductor in parallel with the input. The input resistance is about 48 Ω and the input reactance is about
-15 Ω across the band.

the frame of reference of the input to the amplifier. From this phase-shifted reflection coefficient,
the amplifier’s input impedance was calculated to be about 48-j15 Ω across our band, as shown in
Figure 4.20.
The reactance of this impedance is about -j15 Ω, which is capacitive and can be negated by
an inductor at a specific frequency. This inductor can be placed either in series or in parallel with
the amplifier. At 1510 MHz, a 1.6 nH inductor in series with the amplifier’s RF input will result in
a purely real input impedance of 48 Ω and an 18 nH inductor in parallel with the amplifier’s input
will result in a purely real impedance of 53 Ω. Using an 18 nH inductor in parallel is less likely
to introduce loss to the signal due to internal resistance. I assume this is why placing an 18 nH
inductor in parallel with the CMA-83LN+ is recommended by Mini-Circuits.
Measurements on the CMA-83LN+ amplifier with an 18 nH inductor in parallel with the
amplifier’s RF input give somewhat different results than expected. According to the calculated
values presented in the previous paragraph, we would expect minimum return loss at 1510 MHz,
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Figure 4.21: Return loss of the CMA-83LN+ amplifier with different inductors in parallel with
the input. Decreasing the parallel inductance shifts the resonance or impedance match to a higher
frequency. These measurements were made on channel D of the four-channel RFoF TX r3.5.

but we see minimum return loss at about 1300 MHz. By reducing the parallel inductance, the
resonance of this circuit shifts to a higher frequency. Figure 4.21 shows the return loss of the
CMA-83LN+ amplifier with different inductors in parallel with the input. These results indicate
improved performance of the CMA-83LN+ amplifier from 1300 to 1720 MHz by replacing the 18
nH inductor with a 10 nH inductor. Using this inductor minimizes return loss across our band and
could potentially improve the fiber transmitter’s gain and noise performance.

4.4

Fiber Receiver and the Full RFoF Link
This section documents the designs, models, and test results of the receiver and the full

RFoF system, as well as other supporting systems. This includes work on single and multi-channel
RX test boards and corresponding test boards, improvements on sub-system level performance,
and measurements on system gain, isolation, noise temperature, 1 dB compression point, and 3rdorder intercept point. The design of the fiber receiver has been optimized to yield the best dynamic
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Figure 4.22: The single-channel RFoF receiver test board.

Figure 4.23: A block diagram of the single-channel RFoF receiver test board.

range and in-band flatness while maintaining sufficiently low noise figure. Test results indicate
RFoF system performance is well within specification.

4.4.1

Single-channel RX Test Board
The single-channel RFoF receiver board shown in Figure 4.22 was the first prototype fiber

receiver circuit board after proof of concept. A simplified schematic block diagram of this board
is shown in Figure 4.23.
This board was tested on the VNA with a laser test board as the fiber transmitter. The gain
of three of these boards with several attenuation settings is shown in Figure 4.24. There is a slight
downward slope in gain across our band, which is more apparent at high attenuation settings. This
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Figure 4.24: S21 of the single-channel RFoF receiver test board at several attenuation states. Three
board were tested and their performance is compared.

is important and was addressed in later revisions of the RFoF receiver. There is also about 3 dB of
ripple in gain across our band, which we addressed by changing the sequence of the components.
Using individual test boards for the photodiode, variable attenuator, filter, and amplifier, we tested
several different component arrangements and found that placing the components in the sequence
shown in Figure 4.25 results in the lowest gain ripple.
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Figure 4.25: A block diagram of the revised sequence of components of the fiber receiver that
results in the lowest gain ripple.

4.4.2

16-channel RX Carrier Board & Module Design
The final fiber receiver will support up to 16 channels and will be connected directly to the

Xilinx ZCU216 Evaluation Board. The first design of the 16-channel fiber receiver utilized the
concept of channel modularization by using separate single-channel modules, or daughterboards,
that plug into a larger carrier board, or motherboard. This carrier board supplies power to the
modules and transports the received RF signals into the ZCU216. This idea came from Erich
Nygaard, who modularized the four-channel fiber transmitter and had each module soldered to
the carrier board after construction. For the 16-channel fiber receiver, having removable modules
was preferred. These modules were designed to press fit onto the carrier board using snaplock
standoffs, a pin header for power, and an SMP connector for the RF signal. Figure 4.26 shows a
3D image from Altium Designer of the RX carrier with 16 RX modules attached. In order to fit all
the modules, this board is almost 9” by 13”, which made it expensive and difficult to order.
The RX carrier board supplies 5 and 11 V power to the RX modules and transports the RF
signals from the RX modules to the ZCU216. The board passes the 5 V supply through a fuse
and across a TVS diode for board protection from harmful transients and current spikes on the
supply line. This 5 V supply is converted to 12 V using a DC/DC converter, similar to that of the
single-channel RX test board but rated for higher power. This 12 V supply is then regulated at 11
V using a linear voltage regulator to ensure gain stability and minimal noise at the photodiode. The
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Figure 4.26: A rendering of the RX carrier with 16 RX modules attached.

5 and 11 V power lines are filtered using an EMI filter designed by Erich Nygaard. The filtered
power lines connect to the under side of the modules through a 4-pin header. 5 four-way RF power
splitters split the phase calibration signal into 16 separate signals that are injected into each channel
through couplers. The single-ended RF signals out of the RX modules pass through this coupler
and are converted into differential pair signals using baluns. The differential pairs are then routed
to the end of the board where it passes through the PCB into the ZCU216 via the high density
connector.
The RX modules were designed with the sequence of components shown in Figure 4.25,
with the exception of the coupler. The 8 position dip switch used on the single-channel RX test
board for setting the attenuation was swapped with jumpers to reduce the size of the board. The
length of t-line between components was shortened to decrease ripple due to mismatch, specifically
between the photodiode and the PGA-105+ amplifier. Ground clips were included around the edges
of the board to connect to an RFI shield can in case one was needed. An image of the first revision
of the RX module is shown in Figure 4.27. The board power header and SMP connector are on the
bottom of the board, and the two holes on the left side of the board are for standoff spacers. Figure
4.28 shows the RX carrier connected to the ZCU216 with one RX module, revision 0, attached.
The traces in gold are coplanar waveguides, the majority of which are for transporting the phase
calibration signal from the one SMA connector on the left, to the couplers on each channel. The
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Figure 4.27: A single-channel RX module, revision 1.

Figure 4.28: The RX carrier board connected to the ZCU216 with one RX module attached.

traces on the right third of the image are the differential pairs from the baluns into the ZCU216
through the high density connector under the board.
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Figure 4.29: A comparison of the gain of the single-channel RX test board and the RX module
with a matching laser board on the input. The gain curves of the single-channel RX test boards are
normalized to the max gain of board 1 and the gain curves of the RX modules are normalized to
the max gain of module 1.

Figure 4.29 shows a gain comparison of three single-channel receiver test boards and three
receiver modules, revision 0. The measurements on the single-channel RX test boards and on the
RX modules were performed at different times and with different setups. To adjust for differences,
the curves are normalized to the maximum gain of each type of board. These results indicate
that changing the sequence of components on the fiber receiver, and shortening the t-line length
between components, drastically reduced gain ripple across the passband. However, the downward
slope in gain from 1400 MHz to the upper band edge is more exaggerated for the RX modules.

4.4.3

First RFoF Link Tests
Using the four-channel fiber transmitter built by Erich Nygaard, a functioning RX module,

and the RX carrier board, we were able to test the RFoF system into the RFSoC on the ZCU216.
Figure 4.30 shows the results of four measurements made on the RFoF link using TX channels
A-C as the fiber transmitters and RX modules 1-3 as the fiber receivers, with each plugged onto
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channel 0 of the RX carrier board and into ADC 0 on Tile 0 of the RFSoC. This plot shows about
32 dB of gain from the input of the transmitter to the output of the receiver module, and about 26
dB of gain when including the loss through the couplers, baluns, differential lines, and into the
RFSoC. The slope of the full link gain was primarily due to the RX modules. We later discovered
that a factor of two was missing in the conversion from ADC counts to input voltage. This error
corresponds to 6 dB, which is equal to the apparent loss after the module output.
The equivalent noise temperature of the three RFoF links used for the previous measurements was calculated using the Y-factor method [17], and is shown in Figure 4.31. Included in the
fiber link during the hot and cold measurements were 4 fiber connectors, put in place to imitate the
4 fiber connectors that we will use in our final system at GBO. 16384 frames were averaged for
each measurement to reduce noise. The equivalent noise temperature of the link remains below
700 K across the band for the links with TX A and B.
Figure 4.32 shows the equivalent noise temperature of the full link with changes to the
output power of the laser on the fiber transmitter. This test shows that we could slightly decrease
the system noise temperature by increasing the power output of the laser from 5 mW to 6 mW. That
increase, however, would reduce the 1 dB compression point of the laser, decreasing the dynamic
range of the system.
Gain stability measurements were also performed on this RFoF link. The output of the
link was sampled over the span of 2 days, with constant white noise on the input. The output
power spectral density of the system at several time stamps is shown in Figure 4.33. Excluding
the measurement at time 0.5 hours, which was made before the gain of the link settled, the largest
gain variation occurred at about 1570 MHz, after the first measurement on the second day. This
variation of 0.3 dB, shown in Figure 4.34, appears to be caused by a single event and not drift.

4.4.4

RX Photodiode Gain Optimization
By probing the RX modules, we found that the common slope in gain arises at the output of

the photodiode (PD). Measuring the S-parameters of the four-channel TX board with a photodiode
board as the fiber receiver showed a similar slope in gain, with S22 of -0.4 dB at 1300 MHz to -1
dB at 1720 MHz. Another test on RX module 2 with the an SMA connector in place of the PD
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Figure 4.30: Gain of the three RFoF links up to the input of the RX carrier and up to the RFSoC.
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Figure 4.31: Equivalent noise temperature of the RFoF link using the four-channel TX board by
Erich Nygaard, three RX modules, revision 0, onto channel 0 on the RX carrier board and into
ADC 0 tile 0 on the RFSoC. Four fiber connectors were used in the fiber link and 16384 frames
were averaged for each measurement.

showed that the passband gain shape was primarily determined by the bandpass filter, and there
was no overall slope in gain. This further verifies that the slope in gain originates from the PD.
Figure 4.35 shows the simplified equivalent circuit for a photodiode [18, Chapter 5]. Using
ideal values and those given by the PD manufacturer, the photodiode (PD) circuit, with the PD
equivalent circuit included (see Figure 4.36), was modeled and simulated in ADS. By sweeping
the frequency of IRF and taking the FFT of the power dissipated in the load, we modeled the gain of
this system. The simulation results, shown in Figure 4.37, show a slope in gain across our passband
similar to what we see in our measurements. This slope becomes more exaggerated when the t-line
length is increased.
Figure 4.38 shows the equivalent circuit excluding all model elements with negligible effect
on the RF signal. This models the PD circuit as a high impedance current source in parallel
with an LC resonant circuit. The resonance of an LC circuit occurs when the reactance of the
capacitor and inductor are equal and opposite. This occurs when ωL = 1/(ωC), or at the frequency
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Figure 4.32: Equivalent noise temperature of the RFoF link with different optical power outputs
from the TX laser.
√
f = 1/(2π LC), which is at about 718 MHz for this circuit. In our passband, the magnitude of
the capacitive reactance, 1/(ωC), is greater than the inductive reactance, ωL. This results in an
overall capacitive reactance, which causes the downward slope in gain across the passband.
The junction capacitance of a photodiode is the capacitance across the depletion region of
the PN junction when the photodiode is reverse-biased. As this capacitance cannot be removed,
we had to take a different approach to flattening the gain curve.
The inductor in the PD circuit allows the PD to be reverse-biased without sinking the RF
signal. This inductor, which is effectively in parallel with the photodiode as seen by the RF signal,
can be used to create a high-impedance resonance at the center of our band to increase the gain
and make the gain shape more symmetric about 1500 MHz. According to the equation of an LC
resonant circuit, ωL = 1/(ωC), which can be rearranged to L = 1/(ω 2C), an 18.5 nH inductor
would bring this resonance to the center of our band.
In an ideal case, the PD LC equivalent circuit would be resonant across our band. But as the
resonance of the circuit is frequency dependant and the reactive impedance increases toward the
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Figure 4.33: Output power spectral density of the RFoF link over the span of 44 hours with constant
white noise on the input. Included in the link were channel A of the four-channel TX board by
Erich Nygaard and RX module 1, revision 0, onto channel 0 on the RX carrier board and into ADC
0 tile 0 on the RFSoC. Four fiber connectors were used in the fiber link and 16384 frames were
averaged for each measurement.

band edges, this is not the case. How this frequency dependence affects the gain can be generally
characterized by the quality factor (Q-factor) of the parallel RLC resonant circuit, where R is the
characteristic impedance of the transmission line out of the PD. According to the equation Q =
p
R C/L, the Q-factor of this circuit is about 0.285. Q-factor is defined as the resonant frequency
√
divided by the bandwidth, or f0 /∆ f , where ∆ f = f2 − f1 and f0 = f1 f2 . This corresponds to a
passband from 400 MHz to 5700 MHz. The theoretical loss at the ALPACA band edges is low
with this bandwidth, but the loss becomes exaggerated in a real system, especially in the presence
of reflections due to impedance mismatch.
Beginning with the PD circuit equivalent model in Figure 4.38 and by changing the inductor
value, we optimized the PD circuit design to achieve resonance in our band. This circuit was
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Figure 4.34: A close up view of the output power spectral density that shows the variation in gain
of the RFoF link at about 1570 MHz over the span of 44 hours with constant white noise on the
input.

Figure 4.35: A schematic diagram of the photodiode (PD) equivalent circuit model. IPD is the
current generated by the PD, linearly proportional to the optical power into the PD and scaled by
the responsivity. D represents the diode characteristic of the PD, which will draw the generated
current unless appropriately biased. C j is the junction capacitance of the PD, Rsh is the shunt
resistance of the PD, which should be very high, and Rs is the series resistance of the PD, which
should be very low.
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Figure 4.36: A schematic diagram of the photodiode (PD) circuit with the PD equivalent circuit
model. The 11 V supply reverse biases the PD, preventing it from sinking IPD . IRF models the RF
signal out of the photodiode, which passes into the transmission line and into the load.

Figure 4.37: Simulated output power spectral density of the photodiode equivalent circuit in ADS,
with a frequency sweep from 1 to 2 GHz on the RF source. The Y-axis is in units of dBm.
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Figure 4.38: A schematic diagram of the simplified equivalent RF circuit model for the photodiode
(PD) circuit. The PD acts as a high impedance current source in parallel with a capacitor that
models the junction capacitance of the PD, which is specified at 0.6 pF.

simulated in ADS with an 18.5 nH inductor and the gain peaked around 1.5 GHz, as expected.
Implementing this on the receiver board gave different results. Using a 18 nH inductor in the PD
circuit on RX module 1, revision 1, still resulted in a downward slope in gain across our band. This
indicated that the resonance of the circuit was still below 1300 MHz and the inductance needed
to be reduced even further. Figure 4.39 shows the results of using inductors with values between
18 nH and 6.8 nH. Using a 6.8 nH inductor results in the highest peak gain, but at the cost of
significantly lower gain at the lower band edge. Using a 7.5 nH inductor gave the best results when
considering peak gain and gain flatness. The resonance of this circuit occurs around 1500 MHz,
which means that the equivalent parallel capacitance at the PD is about 1.5 pF, according to the
equation C = 1/(ω 2 L). This is higher than the specified junction capacitance of the PD, and is
likely due to the capacitance of the traces and components around the PD circuit.
Figure 4.39 shows that as the resonance of the circuit shifts into our band, the overall gain
level and ripple increases. This 2 dB increase in gain decreases the noise figure of the laser to
PD link, increasing the maximum dynamic range of the system. The increase in gain ripple is
undesired, but the improvement in gain shape justifies the change.
Revision 2 of the RFoF RX module was used to perform further tests on the PD circuit.
Since the RFSoC already provides variable attenuation using a digital step attenuator (DSA), this
revision of the RX module was designed without the variable attenuator, making it much more
compact (see Figure 4.40). A 3 dB chip attenuator between the photodiode and the amplifier was

63

64

Figure 4.39: Gain of a matched laser board through RX module 1, revision 0, with different inductors in parallel in the PD circuit. The
7.5 nH inductor results in the highest gain across our band.

Figure 4.40: A picture of the RFoF receiver module, revision 2. This RX module is smaller than
the previous revisions because it does not have a variable attenuator on-board.

also removed to reduce the t-line length between the two devices, in hopes that it would reduce
mismatch ripple while providing 3 dB higher gain.
The gain of the RX module, revision 2, with varying inductor values is shown in Figure
4.41. Using a 7.5 nH inductor results in the highest gain across the band. Apparent by the gain
ripple, this system is not well matched between the photodiode and the amplifier, which could be
the reason for the upward slope in gain. We proceeded with many attempts to reduce ripple and
improve matching between these components, including adding resistors in series and in parallel
with the inductor. These attempts required changes to the inductor’s value to keep the LC resonance
in-band. The gain curves of the best performing setups in each case are shown in Figure 4.42.
The upward slope in gain in these curves was partially due to the matching network on
the input to the laser diode. By using a laser board without a matching network, we can achieve
a uniform frequency response into the photodiode. A comparison of gain with and without a
matching network into the laser is shown in Figure 4.43. The RX module used in these tests uses
a 50 Ω resistor in parallel with an 18 nH inductor at the PD. With this setup, the gain shape of
the RX module is almost completely characterized by the response of the filter. This was expected
since the 50 Ω resistor should match the PD to the transmission line (at the cost of 6 dB). If gain
flatness is the most important matter, this would be the best option. Using this design for three
RX modules, revision 2, with an unmatched laser board as the fiber transmitter, results in the gain
shown in Figure 4.44.
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Figure 4.41: Gain of the RFoF receiver module, revision 2, with a matched laser board as the fiber
transmitter. The same RX module was tested multiple times with varying inductor values. Using
a 7.5 nH inductor results in the maximum gain across the passband. The gain ripple and upward
slope is likely due to mismatch between the PD and the amplifier.

4.4.5

16-channel RX Test Board and Balun Board
We decided to forego the plan of modularizing the fiber receiver and put all the components

onto one 16-channel RX board. To save space, this board would be double-sided, with 8 channels
on top and 8 on bottom. The free space on this board was well-constricted, so the t-line routing to
the couplers for phase calibration signal injection had to be placed under the differential pairs. This
is not a problem, except these t-lines are coplanar waveguides and require via shielding. These vias
come through the board and around the differential pairs. To verify the functionality of this design,
we built a 16-channel balun board on the OSH park 4-layer stack up with identical layout to that
of the double-sided 16-channel RX test board, including the splitters and couplers. This board,
shown in Figure 4.45, allows for SMA connection into the RFSoC and can be used to characterize
the 16-channel RFoF RX test board, post-filter.
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Figure 4.42: Gain of the RFoF receiver module, revision 2, with a matched laser board as the fiber
transmitter. The same RX module was tested multiple times with various camponent changes in
the photodiode circuit, as indicated in the legend. Each case results in a slight upward slope in gain
from 1350 to 1600 MHz.

We had built several 16-channel balun boards up to this point, but this was the first on
OSH Park’s 4-layer stackup, and the first with the BD1416N50100AHF balun. The previous balun
board used B0430J50100AHF baluns, which are specified to have a max insertion loss of 4 dB.
When using this balun board, the loss between the SMA connector and the RFSoC was measured
at about 7.5 dB. We suspected the majority of this loss was due to the baluns we were using, so
we decided to switch to a different balun with lower insertion loss, i.e. the BD1416N50100AHF.
This balun has been used for all 16-channel balun boards and 16-channel RFoF RX boards going
forward.
Measurements on the 16-channel balun board shown in Figure 4.45, indicated loss similar
to the previous balun board, i.e. about -7.5 dB into the RFSoC. We expected an improvement of
at least 3 dB because the new baluns are specified to have 3 dB lower insertion loss, but they
performed about the same. An old balun and differential pair test board was altered to support the
new balun. This test board is shown in Figure 4.46. Figure 4.47 shows the approximate worst-case
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Figure 4.43: Normalized gain of the RFoF receiver module, revision 2, with a laser board as the
fiber transmitter, with and without a matching network into the laser. The photodiode circuit has a
50 Ω resistor in parallel with an 18 nH inductor. This plot indicates that the upward slope in gain
shown in previous measurements was partially due to the matching network into the laser.

insertion loss of one BD1416N50100AHF balun using this test board. This closely matches the
plotted maximum insertion loss of the balun, as shown in the device’s datasheet.
We looked back at the other B0430J50100AHF balun and found that we made an incorrect
conclusion about its insertion loss. The plots in the device’s datasheet show that the 4 dB insertion
loss of the balun is specified for 3 GHz. The max insertion loss in our band is around 1.2 dB,
which explains why we were seeing similar results between the two baluns. At this point, we were
unsure about the source of the extra 6.5 dB of loss on the balun board.
By comparing the performance of the 16-channel balun board with that of the XM655
16T16R breakout add-on card that came with the ZCU216, it was determined that the balun boards
are not the source of the apparent loss. The measured loss through the XM655 board into the
RFSoC was about 7 dB, which is fairly high for a commercial breakout board. By probing this
breakout board and the balun board, the maximum loss from the input SMA to the high density
connector was measured at about 1 and 1.5 dB, respectively. An excess 6 dB of loss is suspicious
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Figure 4.44: Gain of the RFoF receiver module, revision 2, with an unmatched laser board as the
fiber transmitter. The photodiode circuit of each board has a 50 Ω resistor in parallel with an 18
nH inductor. Gain flatness is maximized using this setup, but at the cost of 6 dB lower gain.

since it is equal to a voltage scale factor of two. After these tests, and much discussion, we concluded that there was a mistake in the ADC input voltage calculation using ADC counts. Adding
in a scale factor of two corrected this error.
Our options for the gain of the RFoF receiver with a matched laser as the fiber transmitter,
are shown in Figure 4.48. The average gain of each curve across our band ranges from 4 to 9 dB,
with higher gain RX designs exhibiting more gain ripple. More gain ripple is undesired, but lower
gain results in a higher noise figure, which further limits our dynamic range. The 16-channel RFoF
RX test board shown in Figure 4.49 was designed to support all three PD gain options in order to
help us make a decision on which of these designs to use in the final system.
Using an unmatched laser board as the fiber transmitter and white noise as the input signal,
the gain of these four circuits was measured (see Figure 4.50). Three designs were tested on
this board: the design with a 3 dB attenuator in-line between the PD and amplifier, the design
with a 50 Ω resistor in parallel with the inductor at the PD and a short t-line between the PD and
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Figure 4.45: The 16-channel balun board on OSH Park’s 4-layer PCB stackup. The layout of this
board matches that of the 16-channel RX test board, post-filter.

Figure 4.46: An altered balun test board for testing the BD1416N50100AHF balun. The baluns
are soldered onto incorrect footprints and the middle section of the board was removed to decrease
the differential pair line length.
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Figure 4.47: Approximate maximum insertion loss of the BD1416N50100AHF balun. This measurement was performed on the test board shown in Figure 4.46, which uses incorrect footprints
and a lossy transmission line, which contribute to the loss. The actual insertion loss of this balun
is likely lower than this.

amplifier, and the design with a short t-line and no ripple suppresion, i.e. no resistor. These designs
correspond to the red, blue, and yellow curves in Figure 4.48, respectively. Each circuit was tested
on on top and bottom channels of the board to ensure repeatability between channels despite this
difference in layout.

4.4.6

Fidelity of Solderless and Screwless RF Edge-connect Methods
Measuring the gain of the 16-channel RX test board required the use of the RFSoC and an

input signal with a known power. An easier and more accurate method for measuring gain is to
find the system’s S-parameter using a Network Analyzer. This would require an SMA connection
to the output of the RX test board using a breakout board for the high density LPA connector. As
we’ll be using the RFSoC to measure power in the final system, we decided it was unnecessary to
build an LPA breakout board for VNA measurements.
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Figure 4.48: Gain of the three RFoF receiver module designs, with a matched laser as the transmitter. The gain ranges from about 4 to 10 dB, with higher gain curves exhibiting more ripple across
the passband.

While considering the inconvenience and cost of connecting to 16 SMA connectors on the
16-channel balun board, the idea of connecting to a board via some sort of solder-less pressure
connection that doesn’t require screws has become more appealing. Two spring connect methods
for RF transmission lines were designed and tested. The first, shown in Figure 4.51, uses spring
fingers to hold onto and make electrical contact to the other half of the board. The second, shown
in Figure 4.52, uses spring-loaded pins, or pogo pins, to make electrical connection to a castellated
via on the RF t-line, and two spring clips to hold the board in place and make electrical connection
to ground. The measurements on these boards are shown in Figure 4.53 and Figure 4.54. Using
spring fingers resulted in a return loss of -22 dB and an insertion loss of 0.34 dB at 2 GHz, and using
two pogo pins and a spring clip for ground resulted in a return loss of -13 dB and an insertion loss
of 0.25 dB. An improved version of these methods could be used for rapid testing of multi-channel
prototypes, such as an LPA breakout board, in a more convenient and cost-effective manner.
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Figure 4.49: A picture of a partially assembled 16-channel RFoF RX test board. Only four channels
were needed to characterize the full link gain with each PD circuit design. The two channels on
the left are longer to make room for a 3 dB chip attenuator and DC-blocking capacitor between the
PD and the PGA-105+ amplifier.

4.4.7

Design and Model for Higher Gain
The equivalent noise temperature of the full RFoF link, as shown in Figure 4.31, doesn’t

provide much flexibility for gain leveling. In the best case, the variable attenuator on the fiber TX
could be set up to 4 dB before the noise temperature at the upper band edge surpasses the limit of
850 K. Any additional loss in the optical fiber will directly reduce this attenuation range.
Considering this limitation, and the lower risk of RFI at GBO, we decided to add more gain
to the fiber transmitter. We created a link budget spreadsheet to determine how this should be done
using either the CMA-83LN+ or PGA-105+ amplifier as the gain element. This spreadsheet allowed us to compare the max attenuation, linear dynamic range (LDR), and spurious free dynamic
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Figure 4.50: Gain of the partially assembled 16-channel RFoF RX test board, with an unmatched
laser as the fiber transmitter. Three fiber receiver designs were tested on top and bottom channels.
Channels 12 and 13 were tested with and without 50 Ω resistors in parallel with the inductors. The
curves labelled “w/ max gain” are without this resistor. Channels 14 and 15 include a 3 dB chip
attenuator and DC-blocking capacitor in-line between the PD and the PGA-105+ amplifier.

Figure 4.51: Board edge connection using spring fingers. There are spring fingers on top and
bottom that hold the boards together and make electrical connection to the RF transmission line
and ground planes.
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Figure 4.52: Board edge connection using spring-loaded pins and spring clips. The clips hold the
boards together and make electrical connection to ground. The spring-loaded pins push against a
castellated via to make electrical connection to the RF transmission line.

Figure 4.53: S-parameters of the two edge connection methods shown in Figure 4.51 and 4.52.
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Figure 4.54: Insertion loss of the two edge connection methods. The boards were tested with and
without the spring contact edge connections to isolate their loss.

Table 4.1: Simulated equivalent noise temperature (Teq ), spurious-free dynamic range (SFDR),
linear dynamic range (LDR), and gain of the RFoF system with different components between
the coupler and laser on the fiber TX. “PGA” stands for the PGA-105+ amplifier, “CMA”
stands for the CMA-83LN+ amplifier, “atten” stands for the variable attenuator, and
“-3 dB” represents a 3 dB chip attenuator.
Component Sequence Between
Coupler and Laser on the TX
Goal
PGA, atten (current design)
CMA, atten
PGA, PGA, atten
PGA, atten, PGA
CMA, PGA, atten
CMA, atten, PGA
PGA, -3 dB, PGA, atten
CMA, -3 dB, PGA, atten

Var. Attenuator
Setting (dB)
16
3
10
17
17
24
24
14
21

RFoF
Teq (K)
950
939
938
939
958
938
957
939
938

SFDR (dBm
Hz2/3 )
103
103
102.5
102.7
103
99.7
102.4
103
101.2

LDR (dBm
Hz)
141
141
141.6
141.5
141.5
135
141.5
141.5
136.9

Gain (dB)
27
27
27
27
27
27
27
27
27

range (SFDR) that the full RFoF link could achieve with each design. These results are shown in
Table 4.1.
The second row in Table 4.1 suggests the best case specifications for the RFoF system based
on what the current design offered, plus what needed improving. This included an attenuation up
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to 16 dB – half of the available attenuation – before Teq surpasses the limit. The table shows
that the sequence PGA-105+, variable attenuator, PGA-105+, laser, results in the best simulated
performance and was chosen to be used on the fiber transmitter.
At the time of these simulations, 950 K was the limit we had set for the equivalent noise
temperature of the RFoF link, but this limit was too high. This limit was set without consideration
of the noise added by the coaxial interconnects and flexible stripline between the cryo-LNA and
the RFoF link. In order for the entire signal transport system, including coaxial interconnects
and flexible stripline, to contribute no more than 1 K to the overall system noise temperature, the
equivalent noise temperature of the RFoF link must remain below 850 K, according to simulation
and assuming exactly 35 dB of gain from the cryo-LNA.
The spreadsheet that was used to generate the noise budget and dynamic range estimate
of the ALPACA analog system uses general specifications for each component and does not take
into consideration any frequency-dependant characteristics. By adding the frequency-dependant
specifications for each system element, or component, into MATLAB, we were able to generate
broadband cascaded gain, noise temperature, and dynamic range estimates. Figure 4.55 shows
the simulation results with 16 dB of attenuation at the fiber transmitter. The gain is significantly
higher than specified in Table 4.1, which results in slightly lower dynamic range. According to
the simulation in MATLAB, the equivalent noise temperature of the link reaches the limit at the
band edges with 16 dB of attenuation on the TX, which results in a LDR of about 140 dBHz and a
SFDR of about 101 dBHz2/3 .
Most of the data required for each component in this simulation was found online or from
tests that we had performed at BYU, but we had yet to measure the noise figure of the laserphotodiode link. The noise figure of this link is too high to accurately measure using the Y-factor
method and the calibrated ENR sources available [17]. Instead, we used the cold source noise
measurement method with the link’s gain [19]. To improve measurement accuracy, we calibrated
this method using a 20 dB and 40 dB attenuator. The noise figure of the laser-photodiode link was
then calculated to be about 31 dB. This is the value we used in the MATLAB model.
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Figure 4.55: Simulated cascaded gain, noise temperature, linear dynamic range, and spurious-free
dynamic range of the RFoF link into the RFSoC with 16 dB of attenuation on the fiber transmitter.
The TX is modelled with two PGA-105+ amplifiers and the variable attenuator in between them,
and the receiver is modelled with 6 dB loss at the photodiode.
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Figure 4.56: Gain of the RFoF link into the RFSoC with the single-channel TX board, r3-3, 4 fiber
connectors, RX module 1, rev2, into channel 0 of the 16-channel balun board.

4.4.8

Full Link Performance with Updated TX Design
Figure 4.56 shows the gain of the RFoF link into the RFSoC, using a single-channel TX

board, r3-3, and RX module 1, rev2, connected to channel 0 on the 16-channel balun board, with
four fiber connectors in the fiber link. The single-channel TX board, r3-3, shown in Figure 4.57,
uses the optimal sequence of components determined from Table 4.1, i.e. PGA-105+, variable
attenuator, PGA-105+, laser. RX module 1, rev2, employs a 50 Ω resistor in parallel with an 18
nH inductor at the PD circuit to provide the flattest gain.
The equivalent noise temperature of the RFoF link into the RFSoC is shown in Figure 4.58.
The attenuation on the TX and on the RFSoC are set to multiple values for comparison and to
determine the optimal setting. With this setup, the optimal setting is with 10 dB attenuation on
the TX and 5 dB on the RFSoC. Attenuation on the RFSoC is important for gain leveling across
all channels in the final system. We chose 5 dB of headroom at the receiver for gain leveling and
then attenuated on the transmitter until the Teq limit was reached at the band edges, as shown in the
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Figure 4.57: Single-channel TX board, r3-3, with two PGA-105+ amplifiers.

figure. This setting results in the maximum linear and spurious-free dynamic range for the RFoF
link.
The system’s 1 dB compression point (P1dB) and 3rd-order intercept point (IP3) across
our band is needed to calculate the linear and spurious-free dynamic range of the system [14]. The
measured input and output 1 dB compression point of the system with no attenuation is shown in
Figure 4.59. We couldn’t measure output IP3 at the time, but we used an estimate of 12 dBm for
further calculations. The calculated linear dynamic range (LDR), with minimum and maximum
attenuation settings on the TX attenuator and RFSoC digital step attenuator, is shown in Figure
4.60. Figure 4.61 shows the estimated spurious-free dynamic range of this system under maximum
gain and maximum dynamic range settings. A summary of these results is shown in Table 4.2.
With this data, we modelled the predicted total system noise temperature for ALPACA on
the GBT. This predicted system noise temperature with multiple attenuation settings is shown in
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Figure 4.58: Teq of the RFoF link with the single-channel TX board, r3-3, four fiber connectors,
RX module 1, rev2, into channel 0 of the 16-channel balun board, and into the RFSoC. Each
curve represents Teq of the link with a unique attenuation setting on the TX and the RFSoC for
comparison and to determine the optimal attenuation setting.

Table 4.2: Performance specifications of the RFoF link into the RFSoC with the single-channel TX
board, r3-3, four fiber connectors, and RX module 1, rev2, into channel 0 of the 16-channel
balun board. Specifications are given for our operational band.

Parameter
TX Attenuation
RFSoC DSA Setting
Average Gain
Link only Teq
LDR
SFDR

Performance Target:
Maximize Dynamic Range
10 dB
5 dB
27 dB
850 K
56 dB
44 dB
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Performance Target
Minimize Noise
0 dB
0 dB
42 dB
170 K
42 dB
36 dB

Figure 4.59: The input and output 1dB compression point of the RFoF link into the RFSoC with
the single-channel TX board, r3-3, four fiber connectors, and RX module 1, rev2, into channel 0
of the 16-channel balun board. The variable attenuators were set to 0 dB for these measurements.

Figure 4.62. The high attenuation setting refers to 10 dB of attenuation on the transmitter and 5
dB of attenuation on the RFSoC. This prediction uses the modelled LNA noise temperature with
cryo-LNA noise parameters measured by Leo Belostotski’s group at the University of Calgary for
the boresight formed max-SNR beam with the HEX69 FIN final ALPACA array design on the
GBT. It also uses the approximate gain of ALPACA LNA#010 at 10K with bias of 1.7 V and 7.61
mA, from Justin Mathewson’s data on the ALPACA cryogenic LNA at ASU, and an approximate
loss of 5.23 dB with 0.1 K of noise added through the coaxial interconnects and flexible stripline.

4.4.9

Optical Zonu’s RFoF Link
In case the performance of BYU’s RFoF link does not meet requirements for the ALPACA

signal transport system, Optical Zonu’s unity gain RFoF link was considered as a replacement
for the laser-photodiode link. As a precautionary measure, an Optical Zonu (OZ) transmitter and
receiver – OZ101 and OZ510, respectively – was purchased and tested to compare system perfor82

Figure 4.60: Linear dynamic range of the RFoF link into the RFSoC with the single-channel TX
board, r3-3, four fiber connectors, and RX module 1, rev2, into channel 0 of the 16-channel balun
board.

mance to that of BYU’s RFoF link. Single-channel TX and RX boards were modified to set the
Optical Zonu (OZ) RFoF link in place of our laser-photodiode link.
The system with the OZ link integrated provides approximately 18 dB higher gain than
BYU’s as-built RFoF system, with minimal change in gain shape. One benefit of having higher
gain in the system is that we can attenuate at the RFSoC much more before significantly raising
the noise figure of the link. Figure 4.63 shows that we can attenuate up to 17 dB on the RFSoC
while reducing the attenuation on the TX 0.5 dB below the maximum. This would be convenient
for gain leveling at the RFSoC ADC inputs. However, we’ve only considered higher gain in order
to lower the system’s noise figure, otherwise, higher gain is mostly undesired since it limits our
system’s linear dynamic range. The noise characteristics of this link are worse than the ALPACA
RFoF link designed at BYU, as shown in Figure 4.63, so the higher gain provided by the OZ link
avails us very little.
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Figure 4.61: Spurious-free dynamic range of the RFoF link into the RFSoC with the single-channel
TX board, r3-3, four fiber connectors, and RX module 1, rev2, into channel 0 of the 16-channel
balun board.

Further tests were performed on the ALPACA RFoF system with the OZ link integrated to
determine the system’s overall performance. Using data collected on the system’s 1 dB compression point, we calculated the system’s linear dynamic range across our band with no attenuation
and max attenuation on the transmitter and receiver, i.e. 5.5 dB attenuation on the TX and 17 dB
attenuation on the RX. With the assumption that the output IP3 of the OZ link meets it’s specification, we modelled the system’s 3rd-order intercept point (IP3) at about 33 dBm, or 2.5 dB below
the output IP3 of the PGA-105+. Table 4.3 gives a summary of the performance characteristics of
the RFoF system with the Optical Zonu link integrated.
When compared to the performance specifications summarized in Table 4.2, the system
with the OZ link integrated provides 14 dB lower LDR and 6 dB higher SFDR under the maximum
dynamic range condition. In the lowest-noise condition, the system with the OZ link adds 0.8 dB
more noise and provides 16 dB less LDR than BYU’s RFoF link.
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Figure 4.62: Predicted system noise temperature of ALPACA using the modelled LNA noise temperature with cryo-LNA noise parameters measured at the University of Calgary, an approximate
LNA gain from ASU’s data on LNA#010, a loss of 5.23 dB with 0.1 K noise added through the
coaxial interconnects and flexible stripline, and the measured Teq of the RFoF link, as shown in
Figure 4.58.
Table 4.3: Performance specifications of the RFoF system with an Optical Zonu link integrated
between a modified single-channel TX board, r3-3, and RX module, rev2. Specifications are
given for our operational band.

Parameter
TX Attenuation
RFSoC DSA Setting
Average Gain
Link only Teq
LDR
SFDR

Performance Target:
Maximize Dynamic Range
5.5 dB
17 dB
39 dB
850 K
42 dB
50 dB
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Performance Target
Minimize Noise
0 dB
0 dB
60 dB
263 K
26 dB
39 dB

Figure 4.63: Teq of the RFoF system with an Optical Zonu link integrated between a modified
single-channel TX board, r3-3, and RX module, rev2. The signal out of the receiver was fed into
the RFSoC through a 16-channel balun board. Each curve represents Teq of the link with a unique
attenuation setting on the TX and RFSoC for comparison and to determine the optimal attenuation
setting. The limit for 1K contribution to Tsys is incorrect and should be at 850 K.

These results stem from the differences between Optical Zonu’s RFoF link and ALPACA’s
laser-photodiode link. Using the cold source noise measurement method [19], we calculated the
noise figure of the OZ link and compared it to that of laser-photodiode link (see Figure 4.64). The
noise figure of the OZ link is 10 dB higher than our system, despite the 16-18 dB higher gain. The
maximum input to the OZ link – interpreted as the input P1dB – is specified at 15 dBm, which is
about 10 dB higher than laser-photodiode link that we use. These comparisons eventually led to
development of the diagram in Figure 4.65, which shows a system whose operational characteristics are comparable with those of the OZ link. The 10 dB attenuator in front of the BYU link
would flatten the gain, increase the input P1dB to about 15 dBm, increase the input IP3 to about 25
dBm, and increase the noise figure of the link to about 40-44 dB. The amplifier after the BYU link
would bring the gain up to about 5 dB. This would closely resemble the Optical Zonu link, with
the exception that the input IP3 for the OZ link is 30 dBm.
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Figure 4.64: Noise figure of the Optical Zonu RFoF link and the ALPACA laser-photodiode link,
calculated using the cold source noise measurement method.

Figure 4.65: Diagram of a system comparable with the OZ link, using the BYU (ALPACA) laserphotodiode link. The 27 dB amplifier is modelled as ideal, but the system would perform similarly
if the amplifier’s noise and non-linearity characteristics are negligible under nominal operation.
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Figure 4.66: Four-channel RFoF transmitter card, r3.4, build by Spencer Ammermon. The design
of each channel is identical to that of the single-channel RFoF TX board, r3.3, with the exception
of the bias-T, long t-line length, and ganged SMP connector before the first amplifier.

4.4.10

Accounting for Losses
The circuit design and layout of each channel on the four-channel RFoF TX board shown

in Figure 4.66 is almost identical to that of single-channel RFoF TX board, r3.3, with the exception
of the bias-T, long t-line length, and ganged SMP connector before the first amplifier. Three of the
four channels on this board were functional and provided less than 1 dB variation in gain between
channels. Figure 4.67 shows the gain of channel A of the four-channel TX card, r3.4, with the
16-channel RFoF RX test board as the fiber receiver. The gain ripple is more exaggerated than
in previous measurements, reaching almost 4 dB with the maximum gain circuit at the PD. The
baseline noise figure of this link with no attenuation was about 1 dB higher than the single-channel
TX board, r3.3. We suspected that this was due to loss and noise added between the ganged SMP
and CMA-83LN+ amplifier.
The fiber link between the transmitter and receiver at GBO will have up to 4 fiber connectors, including 1 MPO connection and 3 SC or FC APC connections. There will also be 2 fiber
88

Figure 4.67: Gain of the RFoF link into the RFSoC using channel A of the four-channel RFoF
transmitter card, r3.4, and the 16-channel RX test board.

splices in-line and a fiber run of over 3.5 km. The maximum loss through an MPO connector is
0.35 dB and the maximum loss through a SC or FC APC connector is 0.2 dB. Each good fiber
splice introduces at most 0.02 dB of loss and a length of single-mode optical fiber introduces about
0.5 dB/km. The maximum expected loss through the fiber link sums up to about 3 dB, with some
head room.
With a 3 dB fiber attenuator in-line between the TX and RX to model the maximum estimated fiber loss, we measured the system’s equivalent noise temperature with different attenuation
settings. We expected this attenuation to limit the possible attenuation range by 3 dB, corresponding to the 3 dB loss on the optical fiber, but we were limited by more than 6 dB. Using an optical
power meter, we verified that the optical power loss through the fiber attenuator was about 3 dB.
By testing a laser-photodiode link with and without the 3 dB fiber attenuator, we found that 3 dB
attenuation on the fiber introduces about 6 dB attenuation of electrical power. This occurs because
the photodiode is a square-law detector and generates a current that is linearly proportional to the
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squared optical amplitude at the input. In other words, the electrical power loss is double the
optical power loss, in dB.
The increased noise of the four-channel transmitter, along with the 6 dB electrical power
loss from the expected loss through the fiber, reduces the fiber TX attenuation range to about 6
dB when using channel 12 of the 16-channel RX test board. This limits the system’s flexibility
for gain leveling and the system’s maximum dynamic range to about 48 dB. We looked into other
similar laser diodes with lower relative intensity noise (RIN), but to no avail. Reducing the loss
at the photodiode is another way we can increase the dynamic range of the system, but at the cost
of increasing gain ripple. Moving forward with the circuit layout of channels 14 and 15 on the
16-channel RX test board for further RX board designs would theoretically increase the maximum
attenuation range of the system to about 8 dB. Our last line of defense to maximize system dynamic
range is to ensure all fiber connectors are as clean as possible.

4.4.11

16-channel RX Filter and Remote Switch
Phase calibration at the ADCs on the Xilinx ZCU216 RFSoC requires an RF-quiet input,

meaning that the fiber RX board must be removed or be turned off. Since these boards will be
enclosed in a rackmount chassis, we added a remote power switching capability to the 16-channel
RX board using solid-state relays (SSR) on the 5 and 12V power lines. The input to these relays
comes from the “VADJ” pin on the ZCU216. This input passes through a P-channel MOSFET that
is driven by an ADC I/O pin. When the I/O pin is pulled high, the input pins of the solid state
relays are pulled low, turning off the RX board. When the ADC I/O pin is pulled low (default), the
input pins of the solid state relays are pulled high, turning on the RX board. With this design, the
fiber RX board can be turned off remotely for phase calibration at the ADCs.
The EMI filter on the power lines for the fiber RX board was upgraded to handle 2 amps
with minimal voltage drop into the board. The 5V and 12V supplies pass through common-mode
chokes and a low pass filter with high-current inductors. Since higher current inductors introduce
low self-resonance, ferrite beads were added in series. The ferrite beads offer little impedance at
lower frequencies, but increase significantly at higher frequencies where the large inductors aren’t
as effective.
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Figure 4.68: Rapid prototyped board for testing the power switch and RFI filter for 5 and 12V
power into the 16-channel RFoF RX board. The power switches are solid state relays that can be
switched off using an ADC I/O pin on the ZCU216.

The remote switching and EMI power filtering for the RX board power was prototyped
on a blank PCB, as shown in Figure 4.68. This power circuit also includes fuses on the output
and transient voltage suppression (TVS) diode on the input and output of the SSR and filter. The
circuits are identical for the 5 and 12 V lines, with the exception of the TVS diodes and fuses.
They were each tested under maximum load for about 30 minutes and they performed well. Figure
4.69 shows the RFI filter’s frequency response from 300 kHz to 5 GHz, with 40+ dB RFI rejection.
This should provide sufficient filtering for power from the switching power supply used in the RX
and ZCU216 rackmount chassis.

4.4.12

Flaws of the 16-channel RFoF RX Board rev0
This power switch and filter were included on the 16-channel fiber receiver board, revision

0. Apart from the power circuitry, the layout of this board is very similar to that of the 16-channel
RX Test Board, with a few exceptions: every channel on bottom and top of the 16-channel RX
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Figure 4.69: Frequency response of the power line RFI filter for the 16-channel RFoF RX board.
This filter offers more than 40 dB rejection of RFI into the board.

board, rev0, matches channels 14 and 15 of the RX test board up to the baluns; four ADC I/O pins
are available through SMA connectors instead of having all available through pin headers; and the
dimensions of the differential pairs were changed to use 10 mil wide traces with 17 mil separation
and metal layer 2 as RF ground.
The change with the differential pairs was made after some discussion regarding the importance of the common mode impedance of differential pairs. The common mode impedance of
the differential inputs to the RFSoC and the baluns is specified at 50 Ω, but the common mode
impedance of the differential pairs on the 16-channel RX test board was calculated to be around 80
Ω. Another team built a board with differential pairs on OSH Park’s standard 4-layer PCB stackup
that were designed to have a differential impedance of 100 Ω and a common mode impedance of
50 Ω using 10 mil wide traces with a 17 mil separation and metal layer 2 as RF ground. We were
unable to compare S21 of their board with ours, but we were able to measure the return loss at the
input to the baluns for each. In doing this, we found that their board had lower return loss than ours
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and we concluded that this was sufficient evidence that their differential pairs were better matched
than ours, and we decided to use their differential pair design moving forward.
When testing the 16-channel RFoF RX board, rev0, we were expecting a similar performance to that of channels 14 and 15 on the RX test board, but each channel performed worse. A
comparison of the gain of channels 14 and 15 on the 16-channel RFoF RX board, rev0, and on
the 16-channel RX test board is shown in Figure 4.70. These results show that the gain dropped
by about 2 dB and the gain ripple increased significantly. We primarily suspected this was caused
by the change in differential pair dimensions. By using time domain reflectometry on the network
analyzer, under differential mode, we measured the impedance of a differential pair on a bare 16channel RFoF RX board, rev0. This required soldering probes to one end of a differential pair, as
shown in Figure 4.71. Figure 4.72 shows the return loss of the differential pair on this board as a
function of propagation time along the t-line and as a function of frequency at the transition from
the differential pair to a 100 Ω resistor. The differential impedance of this transmission line was
measured at 121 Ω. The mismatch between the differential pair and the balun and LPA connector
into the RFSoC, is the cause of the loss in gain and increase in gain ripple.
We applied the same test to the other boards we had available, each built on OSH Park’s
standard 4-layer PCB stackup, to validate our measurement and to determine what dimensions we
should use for the next revision of the fiber receiver. Figure 4.73 shows the measured return loss
into the balun board built for the Swift project in the Smart Antenna System’s group at BYU. We
based the design of the differential pairs of the 16-channel RFoF RX board, rev0, on those used
on this balun board, and thought it would be important to check for similar performance. The
characteristic impedance of the differential pairs on Swift’s balun board was measured at 119 Ω,
which is slightly lower than the impedance of the differential pairs on the 16-channel RFoF RX
board, rev0. This was expected since the differential pairs on Swift’s balun board are covered by
silkscreen, increasing the capacitance per length and decreasing the differential impedance. By
probing a bare 16-channel RFoF RX Test Board the same way we did the 16-channel RX board,
rev0, we measured the impedance of the differential pairs on this board to be about 95 Ω. The
differential pairs on the 16-channel RFoF RX Test Board use traces 25 mil wide and separated by
6 mil with the first internal metal layer removed from the PCB. We also measured a differential
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Figure 4.70: Gain of channels 14 and 15 on the 16-channel RFoF RX test board and the 16-channel
RFoF RX board, rev0, with a laser board as the fiber transmitter.

Figure 4.71: Bottom and top view of the probed 16-channel RFoF RX board, rev0. The differential
pair is terminated with a 100 Ω resistor.
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Figure 4.72: Return loss of the differential pair on the probed 16-channel RFoF RX board, rev0.
The orange curve shows the return as a function of propagation time along the t-line using TDR
with a step input. The blue curve shows the return loss as a function of frequency at the transition
from the differential pair to the 100 Ω resistor termination. The peak return using TDR, where
marker 1 was placed, corresponds to the return loss of the signal as it travels down the length of the
differential pair. The differential impedance of the transmission line is measured at 121 Ω, which
is consistent with the -20.8 dB return loss at the resistor, labeled in blue.

impedance of 90 Ω from the pairs on the 16-channel balun board, which use 29 mil wide traces
with a 6 mil gap.
We built several differential pair test boards after this point, as explained in subsection
4.1.3, and found that the optimal differential pair on OSH Park’s 4-layer PCB stackup uses traces
that are 12 mil wide and 11 mil apart with metal layer 2 as RF ground, or 20.5 mil wide and 6 mil
apart with metal layer 2 removed. This data was not available before creating another revision of
the 16-channel RFoF RX board, so revision 1 of this board uses 25 mil wide traces separated by 6
mil.
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Figure 4.73: Return loss of a differential pair on the balun board built for the Swift project. The
green curve shows the return as a function of propagation time along the t-line using TDR with a
step input. The pink curve shows the return loss into the board as a function of frequency. The
return using TDR where marker 1 was placed corresponds to the return loss of the signal as it
travels down the length of the differential pair. The differential impedance of the transmission line
is measured at 119 Ω.

4.4.13

Tests on the 16-channel Balun Board
Before building the first revision of the 16-channel RFoF RX board, a concern was raised

that the widths and close proximity of the differential pairs into the LPA connector, and the via
stitching around these pairs, would cause significant channel-to-channel variation and crosstalk.
We recently gained the ability to sample from all channels, but neither of our fiber receiver boards
could give us the information we needed. The 16-channel balun board, however, was designed to
have identical layout to that of the fiber receiver, post-filter, and could be used to determine the
channel-to-channel variation and isolation of the differential pairs. The loss through each channel
of the 16-channel balun board and into the RFSoC is shown in Figure 4.74. The largest variation in
gain between channels is caused by routing the t-lines on top and bottom layers of the board. These
results put to rest the concern of gain variation due to the vias around the differential pairs. Figure
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Figure 4.74: Gain through the 16-channel balun board and into the RFSoC with the laserphotodiode link on the input. The fiber link was inserted to reduce the error in channel-to-channel
variation due to mismatch through a long coaxial coaxial. The common gain variation of about 0.6
dB is due to routing half of the coplanar waveguides on the top layer of the board, and half on the
bottom layer.

4.75 shows the isolation between all 16 channels of the 16-channel balun board. The minimum
isolation between all channels is about 32 dB. Under the assumption that the majority of crosstalk
is due to the close proximity of the differential pairs, we can expect the minimum isolation between
channels on the 16-channel RFoF RX boards to be greater than 32 dB.

4.4.14

16-channel RFoF RX board rev1 and Redesigns
Revision 1 of the 16-channel RFoF RX board is similar to revision 0, with the exception

that the differential pairs were changed back to using 25 mil wide traces and a 6 mil gap with
metal layer 2 removed. These dimensions are the same as used by the differential pairs on the
16-channel RX test board, which have a differential impedance of 95 Ω. Figure 4.76 shows this
receiver board connected to the Xilinx ZCU216 board in the ALPACA receiver chassis. After
assembly, we tested the gain through each channel of this receiver and into the RFSoC, with a
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Figure 4.75: Isolation between adjacent channels on the 16-channel balun board. The minimum
isolation between channels is 32 dB, but the majority of channels provide more than 40 dB of
isolation.

laser board as the transmitter. Four out of the 16 channels did not perform well, with a few more
experiencing slightly lower gain than expected (see Figure 4.77). We suspect the deficient channels
were the result of poor connection between the male and female LPA connectors.
After implementing the GBO fiber layout at BYU, we found that the loss through all of the
fibers ranged from 1 dB to 4 dB. Cleaning the fiber connectors decreased the loss through many
of the links, but not all. We suspect that the fiber connector cleaners don’t always work perfectly,
leaving some fiber connectors dirty still. This brings up the possibility that we will have more loss
through the fiber at GBO than we’ve budgeted for.
Decreasing loss at the photodiode will decrease the system’s noise figure and increase the
system’s dynamic range, giving us more headroom for loss through the fiber at GBO. Many attempts had already been made to improve overall gain level and flatness at the photodiode, but we
are now willing to increase gain at the cost of increased gain ripple. This can be done by removing
the 3 dB chip attenuator after the photodiode, which was used to suppress ripple. Other ways to
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Figure 4.76: A 16-channel RFoF RX board, rev1, connected to a Xilinx ZCU216 board in the
ALPACA receiver chassis.
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Figure 4.77: Gain of the 16-channel RFoF RX board, rev1, into the RFSoC with an unmatched
laser board as the fiber transmitter.

reduce gain ripple were pursued, including matching to the PGA-105+ amplifier, which has an
input impedance close to 43 Ω. This mismatch reflects power back to the photodiode, which is
reflected entirely back to the amplifier, causing gain ripple. The return loss of the amplifier was
simulated in ADS with different matching networks at the input. This return loss was minimized
by placing a 7 Ω resistor in series with the input. Another simple solution would be to change the
transmission line to have a characteristic impedance of 43 Ω, but, as this would be time consuming
to test, we decided not to go this route.
After verifying reduced return loss into a PGA-105+ amplifier test board with a 7 Ω resistor
in-line, we compared the gain of channel 15 on the 16-channel RFoF RX board, rev1, with various
resistors at the input to the PGA-105+ amplifier. The results of these tests are shown in Figure
4.78. Figure 4.79 compares the gain of all these configurations normalized at about 1440 MHz.
The gain of channel 15 as previously designed is labelled “3 dB Chip Atten.” and experiences only
slightly less ripple in the passband than the other configurations. Using a 0 dB chip attenuator and
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Figure 4.78: Gain of channel 15 of the 16-channel RFoF RX board, rev1, into the RFSoC with
a laser board as the fiber transmitter, and various resistor values at the input of the PGA-105+
amplifier.

7 Ω resistor in-line with the PGA-105+ amplifier results in equal level peaks in gain at 1440 and
1640 MHz. This configuration was used in the design of the 16-channel RFoF RX board, rev2.
The 12 V power line on the 16-channel RX board is loaded at about 100mA when fully
operational. The fuse for this power line on the 16-channel RX board, rev1, is rated at 150mA and
is located after the EMI filter. This fuse would blow every time the board was powered on, either
by plugging in the power connector or by using the ADC I/O pin. We replaced the fuse with higher
rated fuses – up to 1A – and slow blow fuses, but each one would blow. Using a 2A fuse avoided
this problem and allowed us to perform the tests mentioned above without damaging any of the
components. With this 2A fuse in place, we found that the steady state current draw on the circuit
on the 12V line was only 12mA with no optical power into the photodiodes. This led us to believe
that inrush current or voltage transients were causing the lower rated fuses to blow, but using an
oscilloscope showed no transients.
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Figure 4.79: Normalized gain of channel 15 of the 16-channel RFoF RX board, rev1, into the
RFSoC with a laser board as the fiber transmitter, and various resistor values at the input of the
PGA-105+ amplifier.

The RX power circuitry was modeled in LTSpice to determine the source of the inrush
current. When the input voltage is switched from 0 to 12 V in simulation, the current spikes up to
about 20 A for a fraction of a microsecond due to the 10 µF filter capacitors at the input to each of
the photodiodes. These filter capacitors, along with 1 nF and 100 pF capacitors, were included on
the receiver board to filter power into the photodiodes. Since an RFI filter is already included on
the 16-channel RFoF RX board power line, the 10 µF filter capacitors are unneeded. Powering the
board on without these 10 µF capacitors doesn’t blow the fuse. The remaining 1 nF and 100 pF
capacitors at the bias input of each photodiode act as an AC short at L-band and are left to reduce
crosstalk between channels through the power line, and to allow for the appropriate resonance of
the photodiode circuit in our band.
The design of the 16-channel RFoF RX board was adjusted in revision 2 to prevent the
12 V supply line fuse from blowing and to optimize the differential pair impedance using the
data in Figure 4.14. A standoff hole on this board was shifted toward to board edge by 100 mil
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to make up for the misalignment of the corresponding standoff hole on the chassis base plate.
The performance of the 16-channel RFoF RX board, rev2, with the latest revision of the fiber
transmitter, is summarized is the following chapter.
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CHAPTER 5.

EXPERIMENTAL VALIDATION OF THE RFOF SYSTEM

The RFoF system design has been iteratively optimized to yield the best dynamic range,
noise figure, and in-band flatness, for a reasonable per-channel cost and size. The four-channel
RFoF transmitter card r3.6 serves as the current fiber transmitter, and the 16-channel RFoF receiver
board rev2 serves as the current fiber receiver. This chapter presents the current RFoF system
performance in terms of gain, isolation, noise, and dynamic range using the aforementioned circuit
boards in the RFoF link. Some changes have been made to the board designs since they were
constructed, but these changes will have no affect on board performance.

5.1

Fiber Transmitter
The latest fiber transmitter for the ALPACA RFoF link is the four-channel TX card r3.6

shown in Figure 5.1. This board was designed and developed by Spencer Ammermon.
Figure 5.2 shows the gain of each channel of the four-channel TX with RX module 1
rev2 as the fiber receiver. The gain of each link is between 50 and 53 dB with less than 1 dBpp
ripple across the band. The shape of the passband is dominated by the frequency response of the
bandpass filters. These measurement were performed on the vector network analyzer (VNA) at
room temperature with a stimulus power of -55 dBm.
Measurements on coupling between channels on the four-channel TX showed a maximum
coupling of -35 dB at about 1600 MHz (see Figure 5.3). As the RFoF system uses multi-channel
circuit boards, coupling between channels becomes more of a risk. Previously, coupling on the
fiber TX was measured at about -15 dB, which was unacceptable. Ammermon’s work on the
transmitter has improved cross-channel coupling by 20 dB.
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Figure 5.1: The four-channel RFoF TX card r3.6. Image courtesy of Spencer Ammermon.

Figure 5.2: Gain of the four-channel RFoF TX r3.6 with RX module 1, rev2, as the fiber receiver.
Image courtesy of Spencer Ammermon.
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Figure 5.3: Channel-to-channel coupling on the four-channel RFoF TX r3.6. Image courtesy of
Spencer Ammermon.

5.2

Fiber Receiver
The latest fiber receiver for the ALPACA RFoF link is the 16-channel RX board rev2. An

image of revision 1 of this board, which differs only slightly from the latest build, is shown in
Figure 4.76. The receiver in this image is connected directly to the Xilinx ZCU216 Evaluation
board in a custom receiver chassis, as is will be in the final design. Tests on this fiber receiver have
been performed using a signal generator and the ADCs of RFSoC on the ZCU216 board.
Figure 5.4 shows the gain of each channel of 16-channel RX board with an unmatched
laser board as the fiber transmitter. 2 optical fiber connectors and a 2 km optical fiber was in place
between the transmitter and receiver during these tests, which likely introduced 2-3 dB of loss.
The gain of each link is between 0 and 3 dB with less than 2 dBpp ripple across the band, with
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Figure 5.4: Gain of the 16-channel RFoF RX Board rev2 with a 2 km spool of optical fiber and
unmatched laser board, L3, as the fiber transmitter.

exception of the dip in gain near the lower end of the band. A clearer view of the gain of each link
is shown in Figure 5.5, with channel gains grouped by ADC tile number.
One important thing to note here is that, in order for all the channels of the 16-channel fiber
RX to perform as expected, proper connection must be ensured between the high density LPA
connectors on the RX and ZCU216 board. This may required some downward force on the center
of the board directly above the connectors. After attaching the RX board to the ZCU216, a few
pushes above the connector usually does the job.
Measurements on channel-to-channel isolation of the 16-channel fiber RX show a minimum isolation, or max coupling, of about 36 dB at 1430 MHz. Figure 5.6 shows the isolation
between each channel of the receiver across our band. As there are 256 possible cross-channels
coupling responses, only isolation between a channel and those it’s immediately adjacent to are
shown. It is also worth noting that only 5 of the 32 isolation curves drop below 40 dB isolation.

107

Figure 5.5: Gain of the 16-channel RFoF RX Board rev2 with a 2 km spool of optical fiber and
unmatched laser board, L3, as the fiber transmitter. The gain into each ADC tile is shown separately
for better comparison.

5.3

Full Link Performance
The RFoF link with the four-channel TX card r3.6 as the fiber transmitter and the 16-

channel RX board rev2 as the fiber receiver, in conjunction with the RFSoC of the Xilinx ZCU216,
was jointly tested to determine system gain, equivalent noise temperature, 1 dB compression point
(P1dB), third-order intercept point (IP3), linear dynamic range (LDR), and spurious-free dynamic
range (SFDR). These performance metrics summarize the system’s noise and linearity characteristics, indicating how the received signals from the ALPACA front end will be handled during signal
transport and digitization.
The variable attenuator on the fiber transmitter and digital step attenuator (DSA) on the
RFSoC are used for gain leveling across channels and for optimizing link performance in terms of
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Figure 5.6: Channel-to-channel isolation on the 16-channel RFoF RX Board rev2. The minimum
isolation within the ALPACA band is about 36 dB at 1430 MHz.

noise and dynamic range. Since the gain of the RFoF system will vary across all channels, these
attenuators are used to increase channel-to-channel gain uniformity by attenuating the signals on
higher gain channels. Noise and linearity characteristics will also differ between channels. To
maximize the dynamic range of each channel, channel gain can be lowered until the channel’s
equivalent noise temperature reaches the 850 K limit. Operating at this level of gain will maximize
the channel’s dynamic range, minimizing the risk of signal distorting due to RFI, while still meeting
our noise budget.
Link performance under two operating conditions, i.e. maximum gain and maximum dynamic range, is presented in the following sections. Under maximum gain operation, the link’s
equivalent noise temperature is minimized as well as the dynamic range of the signal. This corresponds to 0 dB of attenuation on the transmitter and the RFSoC. Under maximum dynamic range
operation, the TX variable attenuator and the DSA are set to attenuate and the link’s equivalent
noise temperature at the band edges reaches 850 K, which is the limit for our system. Under this
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Figure 5.7: Gain of the RFoF link into the RFSoC with the four-channel RFoF TX r3.6 as the fiber
transmitter and the 16-channel RFoF RX rev2 as the fiber receiver. The variable attenuator on the
TX and the DSA were set to 0 dB attenuation.

condition, the link provides the highest dynamic range for the received signal while still meeting
our noise budget.

5.3.1

Gain and Isolation
Channel gain of the four-channel fiber TX and the 16-channel fiber RX and RFSoC is

shown in Figure 5.7. Channel D provides the lowest gain of the four-channels of the fiber TX and
was paired with channel 0 of the fiber RX, which provides the highest gain of the channels into
the first ADC tile. The gain of each channel is between 46 and 49 dB with about 2 dBpp of ripple
across the band. Channel gain with attenuation on the fiber TX or RFSoC results in identical gain
shape with an offset equal to the attenuation setting. As channel B of the fiber TX and channel 2
of the fiber RX are both moderately performing links, the link of these channels was used for the
system measurements presented in the following sections.
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Figure 5.8: Equivalent noise temperature of the RFoF link into the RFSoC. The variable attenuator
on the TX and the RFSoC DSA were set to 0 dB attenuation.

Minimum channel-to-channel isolation with both multi-channel boards can be calculated
using the minimum isolation of each board across frequency. The minimum isolation of the fourchannel fiber TX is about 35 dB between 1575 and 1610 MHz. The minimum channel-to-channel
isolation of the 16-channel fiber RX across that frequency range is about 37.5 dB. The parallel
combination of these two values gives about 33 dB, which is the minimum channel-to-channel
isolation for the full RFoF link. 33 dB of isolation, or -33 dB of coupling between channels, is
beyond satisfactory for an instrument such as ALPACA that implements digital beamformer weight
calibration.

5.3.2

System Noise
The equivalent noise temperature, Teq , of four RFoF links into the RFSoC, with 0 dB at-

tenuation, was calculated using the Y-factor method and a calibrated 5.4 dB ENR source [17]. The
results are shown in Figure 5.8. Teq for each channel is between 200 and 250 K across our band,
which corresponds to a noise figure between 2.3 and 2.7 dB.
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Figure 5.9: Equivalent noise temperature of the RFoF link into the RFSoC. The attenuation setting
on the TX ranges from 0 to 24 dB. A 24 dB attenuation setting on the TX brings Teq to the 850 K
limit at the upper band edge.

With channel B of the four-channel RFoF TX r3.6 as the fiber transmitter and channel 2 of
the 16-channel RFoF RX rev2 as the fiber receiver, the equivalent noise temperature of the RFoF
link was measured with several attenuations on the fiber TX, RFSoC, and optical fiber. Figure
5.9 shows Teq of the link with the fiber TX attenuation setting ranging from 0 to 24 dB. With a
setting of 24 dB of attenuation on the TX, with no attenuation elsewhere, Teq raises to the 850
K limit at the upper band edge. Figure 5.10 shows Teq of the link with several TX and DSA
attenuation combinations. One such combination that raises Teq to 850 K at the band edges is a 16
dB attenuation setting on the fiber TX and 9 dB attenuation on the RFSoC.
After performing these measurements, we measured the actual attenuation of the fiber TX
at several attenuation settings and found that these results were misleading. Figure 5.11 shows the
actual attenuation of the fiber transmitter at serveral attenuation settings on the variable attenuator.
These indicates that we can attenuate up to 19.5 dB on the TX alone, or 15 dB on the TX and 9 dB
on the RFSoC DSA before Teq surpasses the 850 K limit at the band edges.
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Figure 5.10: Equivalent noise temperature of the RFoF link into the RFSoC. Shown are several
TX and DSA attenuation combinations that result in Teq of 850 K at the band edges. One such
combination is a 16 dB attenuation setting on the TX and 9 dB attenuation on the RFSoC.

Figure 5.11: Attenuation of the variable attenuator on the four-channel TX r3.6, ch B, at different
settings. The variable attenuator does not perform as desired. Ideally the attenuation would be
linear, uniform across frequency, and equal to the attenuation setting, but this is not the case.
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Figure 5.12: Equivalent noise temperature of the RFoF link into the RFSoC with a 3 dB fiber
attenuator in-line to model the budgeted fiber loss at GBO. 10 dB attenuation on the TX and 6 dB
attenuation on the DSA, with the 3 dB fiber loss, result in Teq of 850 K at the lower band edge.

A 3 dB fiber attenuator was placed in-line between the fiber TX and RX to model the
budgeted fiber loss at GBO. This budgets for about 0.35 dB/km loss through the fiber, 0.2 dB
of loss for each SC or FC APC connector, 0.35 dB for MTP connectors, and 0.05 dB for fiber
splices, plus some headroom. Since photodiodes are square-law detectors, with an output current
proportional to the input optical power, the electrical power loss due to the fiber attenuator is equal
to double the optical power loss in dB, or 6 dB. Figure 5.12 shows Teq of about 850 K at the
lower band edge with a 3dB fiber attenuator, a 10 dB attenuation setting on the fiber TX, and 6 dB
attenuation on the RFSoC. A 10 dB attenuation setting on the TX actually corresponds to 9.5 dB
of attenuation at the lower band edge.

5.3.3

Linearity and Dynamic Range
The 1 dB compression point (P1dB) of the current RFoF link into the RFSoC is shown in

Figure 5.13. This was measured using frequency tones from a signal generator and power received
by the RFSoC with 11 dB of attenuation on the DSA. The power of each frequency tone was raised
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Figure 5.13: Input and output 1 dB compression point (P1dB) of the RFoF link into the RFSoC
with channel B of the four-channel RFoF TX r3.6 as the fiber transmitter and channel 2 of the
16-channel RFoF RX rev2 as the fiber receiver.

until the output power was 1 dB below the expected level. The input power at which this occurs is
the link’s input P1dB, and the output P1dB is equal to the input P1dB plus the link’s nominal gain.
The results under the condition of maximum and minimum gain operation are shown in Figure
5.13. The input P1dB averages around -36 dBm and the output P1dB averages around 11 dBm
with no attenuation. Any attenuation at the RFSoC lowers the output P1dB, and attenuation on the
transmitter raises the input P1dB. ”Max. Gain” represents the condition with no attenuation, and
”Min. Gain” represents the condition where the TX attenuation is set to 16 dB and the DSA of the
RFSoC is set to 9 dB. Operation under the ”Max. Gain” condition results in minimum Teq , and
operation under the ”Min. Gain” condition results in maximum dynamic range.
Linear dynamic range (LDR) can be defined as the range in signal power between the link’s
noise floor and P1dB. For our system, linearity also depends on staying below the full-scale input
voltage of the ADCs of the RFSoC. The LDR of our RFoF link is therefore defined as the range
in power between the link’s output noise floor and the link’s output P1dB or the ADC’s full-scale
input power, whichever is lower. The LDR of the link under maximum gain and maximum dynamic
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Figure 5.14: Linear dynamic range of the RFoF link into the RFSoC. This metric is calculated
using the maximum and minimum output power of the system. The system’s maximum output
power is determined by the RFoF system’s output P1dB and the full-scale ADC input (whichever
comes first).

range conditions is shown in Figure 5.14. Under the maximum gain condition, the LDR of the link
is >124 dB·Hz, which corresponds to 38 dB in our operational band. Under the maximum dynamic
range condition, or ”Min. Gain”, the LDR of the link is >145 dB·Hz, which corresponds to 59 dB
in our band.
The third-order intercept point (IP3) of the RFoF link is shown in Figure 5.15. IP3 under
the ”Max. Gain” setting was measured using frequency tones from two signal generators and
power received by the RFSoC. Two equal-power frequency tones, separated in frequency by two
frequency bins of the FFT spectrum, were swept across our band. The third-order intermodulation
products at each step were measured and used to calculate the link’s output IP3. The link’s input
IP3 was found by subtracting the output IP3 by the link’s nominal gain. The results in Figure 5.15
under the ”Max. Gain” condition indicate an average output IP3 of about 21 dBm and an input
IP3 of around -24 dB. These results are about 6 dB higher than we had expected and significantly
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Figure 5.15: Input and output third-order intercept point (IP3) of the RFoF link into the RFSoC
with channel B of the four-channel RFoF TX r3.6 as the fiber transmitter and channel 2 of the
16-channel RFoF RX rev2 as the fiber receiver.

improve our spurious-free dynamic range. The input and output IP3 of the RFoF link under the
”Min. Gain” condition were calculated using the attenuation on the fiber TX and the RFSoC.
Spurious-free dynamic range (SFDR) is the range in signal power between the noise floor
and lowest power at which third-order intermodulation products appear above the noise floor. The
SFDR of the RFoF link is primarily determined by the link’s third-order intermodulation distortion
and can be defined as
2
SFDR = (IP3 − Pn ),
3

(5.1)

where Pn is the power level of the noise floor [14]. The resulting SFDR for the RFoF link is
shown in Figure 5.16. Under the maximum gain condition, the SFDR is > 97dB · Hz2/3 , which
corresponds to 39 dB in our operational band. Under the maximum dynamic range condition, the
SFDR is > 105dB · Hz2/3 , which corresponds to 47 dB in our band.

117

Figure 5.16: Spurious-free dynamic range of the RFoF link into the RFSoC.

5.3.4

RFoF Link Performance Summary
Gain, noise, and linearity characteristics of the current RFoF signal transport system have

been obtained using the four-channel RFoF TX r3.6 and the 16-channel RFoF RX rev2 connected
to the Xilinx ZCU216 RFSoC. Table 5.1 gives a list of performance specifications for the RFoF
link, summarizing the results given in the previous sections. Under each operating condition,
i.e. maximum gain and maximum dynamic range, the channel-to-channel isolation for the RFoF
system remains above 33 dB.

118

Table 5.1: Performance specifications of the RFoF link into the RFSoC with the four-channel
RFoF TX r3.6 as the fiber transmitter and the 16-channel RFoF RX rev2 as the fiber receiver.
Specifications are given for our operational band.

Parameter
TX Attenuation
RFSoC DSA Setting
Average Gain
Link only Teq
LDR
SFDR

Performance Target:
Maximize Dynamic Range
14.5 dB
9 dB
24 dB
850 K
145 dB·Hz (59 dB)
105 dB·Hz2/3 (47 dB)
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Performance Target
Minimize Noise
0 dB
0 dB
47.5 dB
200 K
124 dB·Hz (38 dB)
97 dB·Hz2/3 (39 dB)

CHAPTER 6.

ALPACA FRONT END MODELLING AND TESTING

This chapter presents measurements and models of the ALPACA front-end components
that validate ALPACA’s capability to achieve its sensitivity target and scientific goals. Front-end
components include the ALPACA cross-dipole element, phased array feed, and cryogenic low
noise amplifier (cryo-LNA). Varying settings and geometries for the dipole and phased array feed
are modelled to determine the effect on antenna performance. The measured return loss of the
as-built dipole element is also compared with the dipole models. Measurements on cryo-LNA
gain, noise, and dynamic range – under room temperature operation – are presented. The results
affirm that the front-end components will provide ALPACA with the capability to meet design
requirements.

6.1

ALPACA Dipole and Phased Array Feed
The original models of the ALPACA phased array and cross dipole elements were designed

to optimize beam sensitivity and survey efficiency across L-band. The optimized designs used
simplified models and structures, and modifications to these models have since been made. These
modifications effect the impedance of the antennas and the survey efficiency of the array. We have
examined the effects of these modifications in measurement and simulation, and have reported our
results and recommendations.

6.1.1

Effect of the Cryostat Shell and Clamp Ring
The ALPACA front end will be kept at cryogenic temperatures under vacuum seal during

operation, which requires that it be housed in a cryostat. The outer structure of the cryostat is
made up of an aluminum shell and RF transparent cover. The cover is made from high-density
polyethylene (HDP) and acts as an RF transparent window in front of the phased array feed (PAF).
To maintain the structural integrity of this cover while under vacuum load, RF transparent foam
120

Figure 6.1: A side view of the ALPACA dipole modelled with a ground plane, cryostat shell, and
clamp ring in HFSS.

is inserted between the PAF ground plane and the cover. The aluminum shell of the cryostat is
similar to a metal drum and sits mostly behind the field of view of the PAF. The contents of the
cryostat were designed to provide little thermal conductivity between the temperature stages. For
this reason, the PAF ground plane is not directly connected to the cryostat shell but is left practically
floating in a thermal and RF sense.
The interface of the cryostat shell and the HDP cover is located above the ground plane,
slightly in the field of view of the phased array feed, which was a cause of concern. The aluminum
structures at this interface are shown on the right in Figure 6.1, including the cryostat shell and
the clamp ring, which is used to hold the HDP cover in place. The phased array is organized in a
hexagonal pattern that is centered at the center of the ground plane (see Figure 6.2). The shortest
distance from the center of a dipole to the edge of the ground plane is 88 mm, as indicated in Figure
6.1. The cryostat shell and clamp ring are close enough to such elements that they could cause a
significant change to the antenna matching and gain pattern.
The ALPACA cross-dipole element was modelled in HFSS to determine the effect of the
cryostat shell and clamp ring on the antenna matching and gain pattern. Figure 6.1 shows this
model with a variable ’h’, which indicates the distance in z between the top of the ground plane
and the top of the clamp ring, and is the only variable that can be changed. The as-designed value
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Figure 6.2: A top view of the ALPACA phased array model in HFSS. 69 crossed-dipole antenna
elements are placed in a hexagonal array on a circular ground plane with a radius of 1.3 meters.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 6.3: ALPACA dipole models simulated in HFSS to determine the effect of the cryostat shell
on the antenna parameters. (a)-(c) show the first three models with no direct connection between
the edge of the ground plane and the cryostat shell, and (d)-(f) show the three models with this
connection. The variable h takes on the values 0mm, 16.315mm, and 24.3159mm from left to
right. (b) shows the model as-designed and (c) shows the model as-designed with a worst-case
shift of the ground plane at cryogenic temperatures.
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Figure 6.4: Top-down view of the ALPACA dipole modelled 148 mm from the ground plane edge,
noting the port numbers on each dipole. This model is referenced as the base case.

of h is 16.3159mm, but it increases at cryogenic temperatures by about 4 mm, with a worst case
increase of 8 mm. As mentioned previously, the cryostat shell is not directly connected to the
ground plane, but this could be changed using a electrically conductive material with low thermal
conductivity. We modelled three cases where the variable h was equal to 0mm, 16.3159mm, and
24.3159mm with the model shown Figure 6.1, and another three cases with the same values for h
but with a direct electrical connection from the edge of the ground plane to the cryostat shell. A
side view of these six models are shown in Figure 6.3. As a reference, or base case, we modelled
the ALPACA dipole with a ground plane that extends 148 mm from the center of the dipole, which
is the distance to the furthest edge of the clamp ring. Figure 6.4 shows a top-down view of this
model with indications of the two orthogonal dipoles and their corresponding port numbers.
These seven models were simulated in HFSS to determine the effect of the cryostat shell
and clamp ring on the antenna parameters. The return loss into ports 1 and 2 for each model is
shown in Figure 6.5. As seen in the figure, the variation between each curve on these plots, or
the variation between the return loss of each model, is relatively small. The gain pattern cuts of
the dipole element at φ = 0◦ and φ = 90◦ , for the seven models with a 1W excitation on port 1
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(a) Port 1

(b) Port 2

Figure 6.5: Return loss into port 1 and 2 of the ALPACA dipole model in HFSS. The seven curves
in each plot show the return loss for each of the seven models for simulation, including the six
models shown in Figure 6.3 and the model used as a reference, or base case.

and 2 are shown in Figure 6.6 and Figure 6.7, respectively. ”GND connect” and ”cryostat shell
connected” refer to the cases where the ground plane is connected to the cryostat shell (Figure
6.3a-c), and ”cryostat shell floating” refers to the cases where the ground plane is not connected
directly to the cryostat shell (Figure 6.3d-f). The variation in the gain patterns of each dipole at
φ = 0◦ and φ = 90◦ is fairly small between the seven models. These results indicate a relatively
insignificant effect of the cryostat shell and clamp ring on the ALPACA dipole parameters. The
worries regarding the location of the cryostat shell and clamp ring relative to the ground plane
were put to rest, and we proposed that the team at Cornell University move forward with the most
convenient design.

6.1.2

Antenna Model and Change in Parameters
Two prototype ALPACA dipoles with gold-plating were examined and tested at BYU. Us-

ing the VNA, we measured the port return loss of one of these dipoles. The return loss into port 1
and 2 closely matches the HFSS simulation results of the as-built dipole model, as shown in Figure
6.8. This indicates that we can rely on the model to give us trustworthy results in simulation.
The measurements and model simulation results shown in Figure 6.8 do not match the
return loss of one of the original ALPACA dipole models with a simplified geometry, which I’ll
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(a) φ = 0◦ , with cryostat shell floating.

(b) φ = 0◦ , with cryostat shell connected.

(c) φ = 90◦ , with cryostat shell floating.

(d) φ = 90◦ , with cryostat shell connected.

Figure 6.6: Gain pattern cuts from the HFSS ALPACA dipole simulation with 1W excitation on
port 1. The rim of the main reflector on the GBT is located at ±39◦ .

call ”geom1”. The change in design from geom1 to the as-built model results in an increase in
mid-band return loss and an increase in overall bandwidth, as shown in Figure 6.9. The biggest
differences between these two designs are the size of the metal disk above the dipole wedge arms
and the size and location of its standoffs. We suspect these are the primary causes of the change in
antenna parameters.
To determine the effect of this difference in antenna matching on the PAF performance,
the aperture efficiency of a 19-element PAF on the GBT was simulated using the as-built and
geom1 models. We modeled the 19-element PAF in HFSS (see Figure 6.10) to obtain the array’s
mutual impedance matrix and beam pattern. This data was then exported and used in MATLAB
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(a) φ = 0◦ , with cryostat shell floating.

(b) φ = 0◦ , with cryostat shell connected.

(c) φ = 90◦ , with cryostat shell floating.

(d) φ = 90◦ , with cryostat shell connected.

Figure 6.7: Gain pattern cuts from the HFSS ALPACA dipole simulation with 1W excitation on
port 2. The rim of the main reflector on the GBT is located at ±39◦ .

simulation with the physical optics model of the GBT to determine PAF survey efficiency. The
results indicated that geom1 was unusable for the ALPACA PAF and the model was abandoned.
In the meantime, we also modelled the as-built antenna model with changes to the disk size
and height to improve the impedance matching. Figure 6.11 shows the modeled return loss into
port 1 of the as-built model with these changes, along with the return loss of geom1 for comparison.
These results do indicate an improvement in dipole impedance matching from 1300 to 1700 MHz
with a larger disk that is closer the dipole arms.
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Figure 6.8: Measured and modeled return loss of the ALPACA dipole as-built with gold plating.
The measurements line up closely with the modeled return loss in HFSS.

6.2

ALPACA Cryo-LNA
Arizona State University sent us four ALPACA cryogenic LNAs to test with our system.

The serial numbers for these LNAs are 043, 116, 148, and 162. Each of these LNAs pulls about
20.5 mA when biased at 2.7V at room temperature, which is the standard operating condition for
these LNAs. The gain and equivalent noise temperature of these LNAs were calculated using the
calibrated Y-factor method (See appendix). Figure 6.12 shows the equivalent noise temperature and
Figure 6.13 shows the gain of the ALPACA LNAs biased at 2.7V and at room temperature. RFI
caused error in these measurements around 800 and 2000 MHz, but the system remained linear and
introduced no visible error between 1000 and 1800 MHz. Still, these results were slightly different
than what we were expecting, namely an equivalent noise temperature closer to 50 K. This could
be due to multiple variables but is not concerning to us as our measurement setup was not reliable
enough to accurately measure noise temperature this low.
When testing the ALPACA LNAs with the ALPACA dipole attached, and with pre-amplification
into a spectrum analyzer, the output power spectrum was not clean. The power spectral density
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Figure 6.9: Return loss of the ALPACA dipole model in HFSS with the as-built geometry and one
of the original simplified geometries, labeled as geometry 1. ”w/ fill” refers to having the wedge
arms solid instead of hollow, but the results show that this has little effect on the return loss.

Figure 6.10: 19-element array in HFSS using the as-built ALPACA dipole model.
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Figure 6.11: Simulated return loss into port 1 of the as-built ALPACA dipole element model with
variations to the disk size and height above the dipole arms. The return loss into port 1 of the
”geom1” dipole model is shown for comparison.

floor showed peaks and valleys scattered across the band that fluctuated and shifted in frequency.
The output spectrum changed over time and with any movement of devices in the signal chain.
This was also the case when testing the ALPACA dipole and LNAs with the RFoF link on the roof
of the Clyde building at BYU.
We suspected these characteristics were caused by compression of the LNA. The LNAs
provide more than 10 dB of gain from 200 to 3000 MHz and there’s a variety of RFI across
that band on the top of the Clyde building. This RFI includes signals from cell towers, satellite
down-links, and on-campus radio repeaters. Many of the RFI bands were significantly strong, as
seen on the spectrum analyzer, and were suspected to be driving the LNA nonlinear during the
measurements. To determine the amount of received power that would compress the LNAs, we
measured the 1 dB compression point of LNA148, as shown in Figure 6.14. The input compression
point of this LNA varies between about -45 and -30 dBm from 250 to 3000 MHz, with a minimum
input compression point of about -44 dBm at 800 MHz. From this data and our observations, we
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Figure 6.12: The equivalent noise temperature of ALPACA cryogenic LNAs 043, 116, 148, and
162 biased at 2.7V under room temperature operation. These calculations were made using the
calibrated Y-factor method with a 5.41 dB ENR source.

can conclude that significant RFI, such as that found on BYU’s campus, is sufficient to drive the
LNA into compression when received through the ALPACA dipole. In order to test any system that
uses the ALPACA dipole and LNA unit, the antenna must be isolated or insulated from significant
RFI sources such as cell towers and/or repeaters.

6.3

Summary
Measurement and models of the front-end antenna element and cryogenic low noise am-

plifier validate the front end’s capacity to meet specifications. Measurements on the ALPACA
dipole element closely match the model simulation results, which indicates that we can trust the
model. Using this model, we simulated the effect of the cryostat structure on the dipole performance and found that it is resilient to changes in the structure. The cryogenic LNA was tested at
room temperature and we found that the gain, noise, and dynamic range characteristics match ex-
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Figure 6.13: Gain of ALPACA cryogenic LNAs 043, 116, 148, and 162 biased at 2.7V under room
temperature operation. These calculations were made using the calibrated Y-factor method with a
5.41 dB ENR source.

pectations. Though the noise measurements differ from specification, our method of measurement
is not accurate enough to warrant any concerns.
The performance of the ALPACA phased array and low noise amplifier directly affect the
instrument’s aperture efficiency and system noise temperature, which determine the instrument’s
sensitivity. As the results validate the front-end’s capacity to meet specifications, it also validates
ALPACA’s capacity to achieve its sensitivity target and other objectives.
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Figure 6.14: Input and output 1dB compression point of ALPACA cryogenic LNA148 at room
temperature, biased at 2.7V.
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CHAPTER 7.

CONCLUSION

The ALPACA instrument implements phased array feed (PAF) and digital beamformer
technology to achieve an ultra-wide continuous field of view with high sensitivity as an astronomical receiver. The fully cryogenic front end with 69 cross-dipole elements in a hexagonal array and
138 low noise amplifiers (LNAs) was designed to maximize sensitivity and aperture efficiency at
L-band. The digital beamformer back end is capable of producing 40 simultaneous overlapping
beams spanning +/- 20 arcmin from antenna boresight.
This thesis presents the development and verification of ALPACA’s custom-tailored RFover-fiber (RFoF) system, which will be used to transport the received astronomical signals 3.5 km
from prime focus of the GBT to the digital back-end hardware while maintaining signal integrity.
Gain, noise, and linearity characteristics of the RFoF link will allow ALPACA to achieve high
sensitivity and operate as a wide field-of-view astronomical receiver on the GBT. Further tests
will be performed on gain and phase stability of the fiber transmitter to determine effect of board
redesign.
Measurements and models of the ALPACA PAF element and LNAs validate that the front
end will allow the instrument to meet its scientific observation goals. Full array simulations with
the as-built model are currently being run and analyzed to verify instrument aperture efficiency and
sensitivity on the GBT as compared to the ideal model.
Fabrication and assembly of all four-channel fiber transmitters and 16-channel fiber receivers of the RFoF system is one of the next steps in preparing for ALPACA’s integration testing
at BYU. After assembly, these boards will be tested using automated wide-band measurements on
link gain, noise, and linearity. Gain leveling will be performed across all channels, and the signal
transport system will be ready to test with the ALPACA front-end and digital beamformer.
If time and means permitted, further improvements could be made on the RFoF system.
Crosstalk between channels could be reduced by adding shielding on each channel and by routing
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transmission lines on internal copper layers. Gain ripple could be reduced by improving impedance
matching between the photodiode and the amplifier, possibly by changing the dimensions of the
transmission line. As the system currently meets all design requirements, these changes and other
further optimizations are not necessary.
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