Abstract-This paper describes a geometrical optics based model to predict propagation within buildings for Personal Communication System (PCS) design. A ray tracing model for predicting propagation based on a building blueprint representation is presented for a transmitter and receiver'located on the same floor inside a building. Measured and predicted propagation data are presented as power delay profiles that contain the amplitude and arrival time of individual multipath components. Measured and predicted power delay profiles are compared on a locationby-location basis to provide both a qualitative and a quantitative measure of the model accuracy. The concept of effective building material properties is developed, and the effective building material properties are derived for two dissimilar buildings based upon comparison of measured and predicted power delay profiles. Time delay comparison shows that the amplitudes of many significant multipath components are accurately predicted by this model. Path loss between a transmitter and receiver is predicted with a standard deviation of less than 5 dB over 45 locations in two different buildings.
Buildings vary greatly in size, shape, and type of construction materials. The statistics of propagation measurements vary greatly from building to building and only broad conclusions related to the building type can be made. This paper describes a geometrical optics based model to predict propagation inside buildings for personal communication system (PCS) design. A ray tracing algorithm predicts multipath impulse responses based on building blueprints. In this paper, measured and predicted propagation characteristics are compared for two different frequencies and buildings. A method for computing the effeecrive building material properties for the walls in two different buildings is developed. These effective building material properties lead to the reflection coefficient models that give the "best fit" between measured and predicted propagation as determined from an error function that includes both multipath component amplitudes and arrival times. Knowledge of indoor propagation characteristics based on site-specific data will allow evaluation of proposed building changes or base station placement based on the physical properties of the building. The ray tracing prediction model is shown to predict path loss with an overall standard deviation of less than 5 dB throughout the two buildings. Time delay comparison shows that the amplitudes and time delays of measured power delay profiles can be predicted accurately via ray tracing. The field of graphical ray tracing for creating a 2-D picture of a 3-D world via computer is well developed [ 121, [ 131. An object or group of objects called a "scene" are described in terms of their geometry and light scattering properties (color). The computer attempts to recreate a photograph of the scene for a fixed observer and one or more light sources. The graphical ray tracing is a geometrical optics model for light. To take advantage of the similarities of the graphical ray tracing and the geometrical optics models, the source code for the graphical ray tracer in [ 131 has been extensively modified to generate propagation impulse response data instead of pixel color. This geometrical optics based model for electromagnetic wave propagation along with a single diffraction model is used to predict multipath power delay profiles and path loss inside buildings. Ray tracing represents the high frequency limit of the exact solution for electromagnetic fields and can give quick approximate solutions when the exact solution can not be found. In this paper, a geometrical optics based model is used to predict the propagation of radio waves in buildings. Ray tracing is a physically tractable method of predicting the delay spread and path loss of in-building radio signals, and lends itself well to rapid parallel computing. The time delays of individual multipath components can be linked to specific radio propagation paths. Ray tracing methods have been proposed for propagation prediction in microcellular environments [ 141-[ 181 and for modeling propagation in rough terrain [ 191. Ray tracing for indoor propagation has also been proposed in [20] - [26] . However, none of these applications of ray tracing for in-building propagation prediction have yet compared measured and predicted wide band power delay profiles on a location-by-location basis over a large number of measurement locations in several buildings. Yet, it is a location-by-location comparison that is required to determine the general applicability of a ray tracing propagation model.
The propagation model described in this paper uses geometrical optics to trace the propagation of direct, reflected, and transmitted fields. Singly diffracted fields are also computed. The rays, which represent a discrete local plane wave of the total field, originate from point sources and propagate in 3-D space. The lack of significant difference in propagation 0018-9545/94$04.00 0 1994 IEEE characteristics throughout the low microwave band [ 11- [6] indicates that a ray tracing model, where surrounding objects are much greater than a wavelength at 900 MHz, and the actual frequency dependence is small, can provide accurate prediction for a variety of frequencies.
This paper presents a ray tracing method to predict the channel impulse response in the form of a power delay profile. From the power delay profile, parameters such as path loss and time delay spread of indoor radio channels may be determined. First, in Section 11, the ray tracing computer code used to predict the propagation is described. In Section 111, the source ray directions and the interaction of rays with objects in the building database are discussed. The path loss dependence of direct, transmitted, reflected, and diffracted rays, the algorithm for the identification of received rays, and a description of the data processing used to convert the raw ray tracing output to power delay profiles are also described in Section 111. Section IV discusses the measured and predicted power delay profiles and propagation channel parameters.
BUILDING BLUEPRINT REPRESENTATION
In order to implement site-specific propagation models, it is necessary to incorporate accurate site-specific building information into the propagation prediction tool. We have used AutoCADThf to represent the significant building features, such as wall locations and building materials. This program was selected because it is considered an industry standard CAD package, and it is believed that a majority of building blueprints may be readily represented in an AutoCAD format. Since a geometrical optics based model is used, only objects that are much larger than a wavelength (large objects) at microwave frequencies are represented. Hence, it is not practical to include small-scale features within a building. For example, exit signs, door knobs, door hinges, and furniture are not included in the model. Only large objects, such as building walls or office partitions, are included in the building database. Each wall is considered to be infinitely thin. The inclusion of only large objects is justified in that the goal of this work is to predict large scale average path loss and time dispersion as influenced by major changes in the geometry surrounding the transmitter and receiver, but not the small-scale fluctuations of a narrow band signal. Fig. 1 shows the 3-D extended view of the building blueprint in AutoCAD for the second floor of Whittemore Hall, an academic building on the Virginia Tech campus.
RAY TRACING FOR PROPAGATION PREDICTION

A . Background
Our prediction technique uses "brute force" ray tracing to account for all possible propagation paths from a transmitter to multiple receivers within a specified resolution. Although graphical ray tracing programs can take advantage of sending rays in only specified directions, an electromagnetics model must account for all directions relative to both the transmitter and receiver antennas. As computation times increase, ray The algorithm described here is coded in C++ for use on a UNIX based workstation. As an object-oriented language, C++ has the capability to manipulate data structures, such as vectors, objects, and the functions that match them, in a modular fashion. For example, the program can perform an intersection test for a ray and an object. Although the algorithms to determine the intersection are different for different objects, the same subroutine may be called to perform the intersection test. Due to the numerous ray-object intersection tests and extensive data arrays required for ray tracing, the program is run on a workstation. Parallel computing has been implemented to allow multiple workstations to simultaneously run the program.
B. Source Ray Directions
The transmitter and receiver are modeled as point sources in a building. In order to determine all possible rays that may leave the transmitter and amve at the receiver, it is necessary to consider all possible angles of departure and arrival at the transmitter and receiver. Rays are launched from the transmitter at an elevation angle H and azimuth angle 4 relative to the standard engineering coordinate system. Antenna pattems are incorporated to include the effects of antenna beamwidth in both azimuth and elevation.
To keep all ray manipulation routines general, it is desirable that each ray tube occupy the same solid angle d o , and each wavefront be an identical shape and size at a distance T from the transmitter. An ideal wavefront is shown in Fig. 2 . Additionally, these wavefronts must be subdividable so that an increased ray resolution can be handled easily. For reference, let T = 1 and the total wavefront is the surface of a unit sphere. The problem then becomes one of subdividing the sphere surface into equal area "patches" that are all the same size and shape and completely cover the surface without gaps. For a 2-D (flat) surface, this problem is easy to solve. Regular triangles, squares, and hexagons can completely cover an area with equal size and shape objects without leaving gaps. Constant angular separation of the rays may be easy to visualize, but the mechanics of the problem are rather complicated. Common methods of subdividing the total wavefront, such as by using spherical coordinates, are insufficient due to a decrease in the angular separation between rays as they are launched in directions near the poles of the sphere.
Our solution for the source ray directions is adapted from the theory of geodesic domes [27] , [28] . An icosahedron is inscribed inside the unit sphere. A regular icosahedron is a 20-sided polygon with 20 triangular faces and 12 vertices. Each vertex joins five faces. Fig. 3 shows a regular icosahedron with the "middle" faces highlighted. If rays are launched at each of the 12 vertices, each ray wavefront is an identically shaped pentagon separated by 63 degrees from each of its five nearest neighbors. A wavefront's nearest neighbors are the rays whose wavefront "patches" are adjacent to the ray wavefront.
To achieve better angular resolution in a systematic manner, each triangular face of the icosahedron is tessellated into N equal segments where N is the tessellation frequency [28] . Fig. 4 shows an example with N = 4. Lines parallel to one of the three sides are drawn that subdivide the triangle into smaller equilateral triangles. Rays are launched at angles that pass through the vertices of the triangles. Wavefronts are hexagonal for rays that pass through interior and edge vertices. Rays that pass through the 12 original icosahedron vertices are pentagonal. Ray wavefronts are hexagonal and pentagonal on the surface of the icosahedron. However, the surface normal of the icosahedron face is not necessarily the ray direction since the icosahedron surface must be projected onto the surface of the unit sphere to determine the true wavefront. As Tessellation of icosahedron face. Ray wavefronts are hexagonal for the tessellation frequency increases, the wavefronts decrease in size, but keep their shape and relation to their nearest neighbors. The angular separation between a ray and its nearest neighbors is nearly identical for all nearest neighbors. However, the angular separations are slightly different for rays that originate from the different types of vertices. The number of source rays traced is 10N2 + 2 where N is the tessellation frequency [28] . The angular separation between rays decreases as the number of rays increases. This method of launching the source rays provides wavefronts that completely subdivide the surface of the unit sphere with nearly equal shape and area.
C. Tracing the Rays at a Boundary
The computer program uses ray tracing to find each ray path by which significant levels of energy radiated from the transmitting location reach the receiving point. For a given execution of the program, multiple receiving locations can be defined, so the procedure described here can be applied to each receiving point. The ray tracing is accomplished by an exhaustive search of a ray tree accounting for the decomposition of the ray at each planar intersection. First, the program determines if a line-of-sight path exists, and if so computes the received field. Next, the program traces a source ray in a previously determined direction and detects if an object intersection occurs. If no intersection is found, the process stops and a new source ray is initiated. Once the program determines that an intersection has occurred, it then checks to see if a specularly reflected or transmitted ray has an unobstructed path to the receiving location. After checking for reception, the program divides the source ray into a transmitted and reflected ray that are initiated at the intersection point on the boundary. These rays are then treated in a similar fashion to source rays. This recursion continues until a maximum number of tree levels is exceeded, the ray intensity falls below a specified threshold. or no further intersections occur. Fig. 5 shows a portion of a ray tree for one source ray.
The amplitudes of multipath reflections and transmissions are modeled by the Fresnel plane wave reflection and transmission coefficients [29] . The polarization of the wave relative to the interface determines whether the perpendicular or parallel Fresnel reflection coefficients are used. For reflections and transmissions with the floor or ceiling, the parallel coefficients are used, and the perpendicular reflection and transmission coefficients are used when the ray intersects a vertically oriented building wall. Lossy materials may be considered by letting the relative permittivity of the dielectric constant be complex.
D. Representation of Propagation Models in the Ray Tracing Program Direct and Specularly Rejected and Transmitted Rays:
The propagation of energy from the transmitter to the receiver occurs in various modes such as by direct, reflected, transmitted, and diffracted paths. In considering the implementation of each of these in the propagation model, it is important to recognize the path loss dependence of each mode. Direct (line-of-sight) rays exhibit a l/d' power dependence according to Friis free space transmission. Specularly reflected and/or transmitted rays follow a l / d 2 dependence, where d represents the total ray path length. For example, the specularly reflected ray shown in Fig. 6 , whose path segments are labeled 7-1 and 7-2, has a path loss proportional to l / ( q + 7-2)'.
Diffracted Rays: Geometrical optics (GO) fails to account for diffracted energy in the shadow regions, and the geometrical optics field is discontinuous at shadow boundaries. The Geometrical Theory of Diffraction (GTD) supplements the geometrical optics (ray tracing) by introducing a diffracted field that accounts for the nonzero fields in shadow regions and modifies the field in the GO region so that the total field is continuous. This is important since in a mobile and portable radio environment, the receiver is often shadowed from the transmitter. It is important to be able to predict the changes in the propagation as a receiver moves from an unobstructed to an obstructed location.
Single diffraction from diffracting corners in a hallway is included where the comer is modeled as a dielectric wedge. The received field is determined from the uniform geometrical theory of diffraction as modified for dielectric wedges [30], [31]. The path loss distance dependence is where 7-1 and r2 are as displayed in Fig. 6 . In addition, the diffraction coefficient includes a distance dependence. The diffraction model accounts for all scattering in nonspecular directions. No multiple diffraction or reflection-diffraction is considered in the model.
The diffraction coefficients are the uniform geometrical theory of diffraction (UTD) coefficients developed by Kouyoumjian and Pathak [30] . The uniform diffraction coefficients are composed of an incident-diffracted and a reflecteddiffracted term. The incident-diffracted term compensates for the discontinuity in the GO field at the incident shadow boundary that separates the region where the incident field can be received from the region where the incident field is blocked. The reflected-diffracted term compensates for the discontinuity in the GO field at the reflection shadow boundary that separates the region where the reflected field can be received from the region where the reflected field is blocked.
The diffraction coefficients in [30] were developed from the canonical scattering solution for perfectly conducting wedges. The canonical problem of scattering by a dielectric wedge is as yet unsolved. Hence, diffraction coefficients can not be derived directly from the solution. However, the diffraction coefficients are modified so that the continuity of the total field at the shadow boundaries is maintained. Each diffraction coefficient is made up of an incident-diffracted term and a reflected-diffracted term. These individual components of the diffraction coefficients for a perfectly conducting wedge are modified so that the total diffraction coefficient for a dielectric edge correctly compensates for the field discontinuities at the shadow boundaries in the geometrical optics solution. The diffraction coefficient becomes
where r and T are the reflection and transmission coefficients of the surface along the shadow boundaries given in Section IV-C. This method for computing the modified diffraction coefficients has been used to model path loss over hills or ridges [32], [33] .
The implementation of diffraction in the computer program is separate from the brute force ray tracing. Since there is no recursion, the diffracted ray paths may be found by a straightforward search for all paths that satisfy the correct geometry for a diffracted ray. Diffracting comers are modeled as dielectric wedges and diffracted rays are found for all combinations of transmitter and receiver that each have a direct path to the diffracting wedge. The amplitude and phase of diffracted rays are determined by the uniform geometrical theory of diffraction for a dielectric wedge.
Combining Direct, Specular, and DifSracted Rays: In summary, the model implements direct, reflected, transmitted, and diffracted fields represented by the rays. Table I summarizes the variables used to describe the model. Each propagation mechanism is treated separately, and the total field is determined via coherent superposition of the individual contributions of each ray as weighted in time by a probing pulse identical to one commonly used in measurements to provide a wide band power delay profile representation of the propagation channel. The complex field amplitude of the ifh ray at the receiver is given by For a diffracted ray, the product of the complex reflection and transmission coefficients is replaced by the complex diffraction coefficient. Path loss is computed by referencing the result of (3) to a one-meter free space path loss.
E. Identifrcation of Received Rays
To determine the ray traced impulse response by a brute force method, it is necessary that the estimate include only one specular ray for each actual path through the channel, regardless of how many rays are traced. Each ray represents the field in the solid angle radiating from the point transmitter. A ray is considered received if the point receiver location is included within this solid angle. The remainder of this section describes the implementation of how received rays are identified.
A perpendicular projection from the receiving location to the ray path is computed and the total (unfolded) path length, d, that the ray travels from the transmitter to the projection point is determined. A reception sphere (from [23] , extended to three dimensions [ 181, [34] , [35] ) is constructed about the receiving location with a radius proportional to the unfolded path length and the angular spacing between neighboring rays at the source. If the ray intersects the reception sphere, it is received and contributes to the total received signal; otherwise, the ray is not received. Regardless of whether or not the ray is received, recursion proceeds as previously described. The reception sphere effectively accounts for the divergence of the rays from the source. If the ray from the transmitter passes through the reception sphere, then, equivalently, the point receiver intercepts the transmitted solid angle. For ray separation (Y sufficiently small, the ray intercepting the sphere will be an accurate measure of the ray that would pass directly through the receiving point. The physical interpretation of the reception sphere can be justified with the aid of Fig. 7 . This figure is a 2-D representation of a ray being traced. Two adjacent rays, launched at fa relative to the test ray, are also shown. Note that in three dimensions, any ray will have more than two adjacent (nearest neighbor) rays and the angular separation of the adjacent rays will not necessarily coincide with the coordinate axes. As shown in the figure, a reception sphere with the correct radius can receive only one of the rays. If the radius is greater than ad/&, two of the rays could be received and would, in effect, count the same specular ray path twice. Likewise, if the radius is too small, none of the rays will intercept the sphere and the specular energy will be excluded. It is important to emphasize that the reception sphere radius is proportional to the unfolded path length from the source to receiver and is different for each ray path, and the fi factor is due to the geometry of the circumscribed circle around the hexagonal wavefront shown in Fig. 8 . 
Illustration of assumed wavefront for the purposes of the reception
Recall Fig. 4 where LY is the angular separation between rays at the source. In order to make sure that the specular point is not missed, the ray wavefront is considered as a circle circumscribed about the hexagonal (or pentagonal) wavefront shape. Fig. 8 shows two adjacent rays and their respective wavefronts. The angular radius of the circumscribed circle is CY/&.
Although it is possible to receive two specular points with this approach, adjacent rays that are received by overlapping reception spheres are eliminated during the processing of the raw ray tracing output. The use of a reception sphere requires that the rays must be launched such that each ray is separated from neighboring rays by a nearly constant angle, a. If nearly uniform separation is not maintained, the test ray will not be separated from adjacent rays by similar angles and the reception sphere loses its physical significance. All rays that are received are written to a raw ray tracing output file.
Iv. COMPARISON OF MEASURED AND PREDICTED PROPAGATION
A. Overview
The validation of any propagation prediction model must include comparison with measured data. For ray tracing methods that relate the propagation to specific objects in the physical radh channel, this comparison must include both multipath component amplitudes and arrival times in order to quantify the accuracy. This comparison must also be on a specific location-by-location basis to ensure applicability of the propagation models in a wide range of environments. The measured data are presented here as power delay profiles. The resolution is determined by the pulse width of the measurement system. Power delay profiles are computed from the predicted individual multipath components in order to compare measured and predicted propagation data.
Two different methods are used here to compare the measured and predicted propagation data. First, measured and predicted power delay profiles are compared on a locationby-location basis as a function of excess delay. An error function is defined to quantify the "difference" between the two curves. The second method of comparison is a locationby-location comparison of propagation characteristics such as path loss, COST 207 delay interval, and rms delay spread that are computed from the predicted and measured power delay profiles. Both of these methods compare measured and predicted propagation data at specific locations in a manner that incorporates both the amplitudes and arrival times of individual multipath components. Previous work in ray tracing prediction methods in buildings have not been validated by such an extensive comparison.
In [21] and [22] , ray tracing was used to predict coverage of a radio system in a building, but no measured data were available for comparison. Comparison of average signal strength (path loss) as in [23] is a necessary measure of the model accuracy, but is not sufficient to determine the model's ability to determine individual multipath components, since there are many possible combinations that can predict the same average signal strength as the measured data. Only narrow band signal strength measurements were available for comparison in [23] , and the work contained therein is the first to verify a ray tracing model for propagation prediction with measured data. Similarly, the multipath component arrival times must be compared for specific locations of measurements and predictions. In [26], the cumulative distribution functions of measured and predicted rms delay spreads were computed for a particular set of rooms inside a building. However, the relationship between the measured and predicted rms delay spreads was not determined, and the power delay profiles at individual locations were not compared. In addition, rms delay spread is not necessarily a good measure of a model's ability to predict multipath components accurately since two quite different power delay profiles can have the same rms delay spread. Hence, a comparison criteria that incorporates the multipath component arrival times in a power delay profile is required to determine the accuracy of a ray tracing propagation prediction model.
Here, a location-by-location power delay profile comparison and a path loss and delay interval comparison are used to quantify the prediction accuracy. Rms delay spread results are also presented, since this is a common measure of the time dispersion of a radio channel.
Because the exact building material properties are unknown, a method for minimizing the mean square error between measured and predicted power delay profiles as a function of excess delay is developed. The predicted power delay profiles are modified by implementing different amplitude and phase models for the reflection and transmission coefficients. The reflection and transmission coefficients are varied by changing the dielectric properties of the building materials used for prediction. The reflection and transmission coefficient models that give the minimum mean square error over an ensemble of measurement locations are used to determine the predicted power delay profiles presented here.
Measured and predicted power delay profiles are compared 
B. Comparison Criteria and Error Function Definition C. Optimization of Effective Building Material Properties
Consider a measured and a predicted power delay profile as shown in Fig. 9 . Some measure of the "difference" between the two curves is desirable. A quantitative measure of the error that incorporates both the amplitudes and arrival times of the individual multipath components is a useful measure of the "difference" between measured and predicted power delay profiles. The measure used is the mean square error between the two curves on a pointwise basis at one nanosecond intervals. The error for one location is given in (4) where M ( T ? ) and P ( q ) are the amplitudes of the measured and predicted power delay profiles, respectively, sampled at time
The error between the two curves on a one nanosecond sample-by-sample basis is computed for all samples that have an amplitude above the received power threshold for either the measured or predicted power delay profile. These values are computed as the difference in decibels. Samples that are below the threshold for both measured and predicted profiles are not included in the error calculation. The threshold was determined to be the power level approximately two decibels above the noise floor as determined from the measured power delay profile on a location-by-location basis. The threshold was chosen to provide the largest possible dynamic range without allowing noise to be considered as multipath. When the sample at a constant time delay is above the threshold for one profile and below the threshold for the other, the error is considered to be the difference between the amplitude above the threshold and the threshold value. For each comparison of measured and predicted power delay profiles, an error curve that is the difference between the measured and predicted power delay profiles as a function of excess delay is computed. The best fit between measured and predicted power delay profiles minimizes the total area under all of the squared error curves. The difference between the measured and predicted power delay profiles as a function of excess delay is computed for each combination of transmitter and receiver location as indicated in (4).
Optimization Method: Because the exact building material properties are often unknown, a method for minimizing the mean square error between measured and predicted power delay profiles as a function of excess delay is developed. The ray tracing program determines the arrival times and path loss distance dependence of each received multipath component from the site-specific building database. The only variable that can be used to change the predicted power delay profile is the building material properties. The predicted power delay profiles are modified by implementing different amplitude and phase models for the reflection and transmission coefficients. The reflection and transmission coefficient models that give the minimum mean square error for all excess delay are then used to determine the predicted power delay profiles for 45 locations in two different buildings. The mean square error function is used for optimization since this representation incorporates the most information about the amplitudes and time delays of individual multipath components. The channel parameters, such as path loss and rms delay spread, are not used since the measured and predicted values of these parameters could be quite close even though there are major differences in the power delay profiles.
Each wall is modeled as a homogeneous infinitely thin flat planar surface infinite in extent with a constant relative dielectric constant and conductivity. In addition, for the data presented here, all walls in a building are considered to be identical. Ideally, the material properties of each individual wall represented in the database would be known in advance. However, the dielectric properties of many common building materials are, as yet, unknown. Also, the building walls are rarely (if ever) homogeneous, and are never infinite in extent or infinitely thin. Since the material properties are unknown, an altemate method is used to determine the material properties that should be used in a particular building to predict the power delay profiles. The ray tracing propagation model uses the Fresnel plane wave reflection and transmission coefficients for a single dielectric interface to determine the amplitudes of individual multipath components. Hence, the approach is to determine the effective material properties for the walls in the buildings under consideration. These effectiiv material properties are the material properties that, when input into the Fresnel reflection and transmission coefficient Magnitude of the Fresnel transmission and reflection coefficients equations for a single dielectric boundary, give the equivalent amplitude (in a minimum mean square error sense) of the reflections and transmissions measured in the real-world, finite-size, nonhomogeneous environment. Thus, the building material properties are optimized to minimize the area under the mean square error curve. These effective material properties are computed for each combination of transmitter and receiver location in a building.
The effective material properties are also computed for an ensemble of measurement locations at the same frequency in the same building. The mean square error is minimized for several different combinations of transmitter and receiver location at once. This provides overall "best-fit'' values of the effective material properties for the particular ensemble when all walls of the same type are considered identical and homogeneous.
Optimization Results: Optimization was performed for three different sets of measured data. Measurements were made in Whittemore Hall at 1.3 GHz and 4.0 GHz, and in Norris Hall at 4.0 GHz. Both buildings are on the Virginia Tech campus. The measurements are described in detail in Section IV-D. Whittemore Hall is an office building with offices and classrooms that are located along a central hallway that snakes throughout the building on the second Boor. Most walls are made of drywall mounted on metal studs. These walls separate individual offices from one another and the hallway. The walls that surround the stairwells at each end of the building are cinderblock and poured concrete. For the purposes of building material optimization, all walls are considered identical. Norris Hall is an older building and is constructed out of cinderblock walls. Offices are located along an L-shaped hallway. At the end of one hallway, there is a large metal door to a laboratory. This door is modeled as a perfect electric conductor with a reflection coefficient of -1 regardless of incidence angle. All of the cinderblock walls are modeled as a homogeneous dielectric.
The optimization was performed over a range of relative permittivities of 1 to 10.8. A loss tangent ( a / w~o ) of 15 x was included to incorporate a slight loss for each wall regardless of material. In Whittemore Hall, the dielectric constant that minimizes the squared error functions is E, = 4.4 at both 1.3 GHz and 4.0 GHz. These values were determined independently for the two frequencies. In Norris Hall, the at 4.0 GHz for the effective building material properties of E~ = 4.4 in best-fit efSective dielectric constant is E, = 7.4. The resultant Fresnel reflection and transmission coefficients as a function of incidence angle at 4.0 GHz are shown in Fig. 10 . These effective material properties were determined for each specific combination of measurement locations in the two buildings at the two frequencies. The resultant values of E , = 4.4 and 7.4 fall between the relative dielectric constant values of 2.4 for plicene cement and 8.8 for marble [36] . The values of the material properties of a concrete wall were derived from propagation measurements at 1.2 GHz in [37] . The reflection coefficients were found to vary between 0.33 and 0.4, and the relative dielectric constant was between 3.9 and 5.4 in [37] . Hence, the values determined here for the effective relative dielectric constant seem reasonable. The Fresnel reflection and transmission coefficients are not sensitive to small changes in the dielectric constant so that this ray tracing method may be used with confidence even when the optimal effective building materials are unknown.
D . Comparison of Measured and Predicted Power Delay Profiles
The measured and predicted power delay profiles for different measurement locations at the two different frequencies and two different buildings are now compared and discussed for both line-of-sight and obstructed measurement locations. Both the specular ray tracing and the uniform geometrical theory of diffraction were included in the model. Whittemore Hall-I .3 GHz: The floor plan of Whittemore Hall is shown in Fig. 11 . The transmitter was located at the intersection of two hallways, and is indicated by the letters "Tx" in the figure. The different receiver locations are indicated by the letters "A" through "I." These measurements were made with a direct pulse measurement system at 1.3 GHz with a 4 ns rms pulse width resolution and approximately 1.8 m high antennas. Both the transmitter and receiver were stationary during measurements and each power delay profile represents an instantaneous "snapshot" of the channel. The measurements are described in more detail in [38] , [39] .
The measured and predicted power delay profiles for the line-of-sight receiver at location G are shown in Fig. 12 . Notice that the path loss error is less than 2 dB and the rms delay spreads are quite similar. The amplitudes and arrival times of significant individual multipath components are predicted. This is a "simple" geometry as there are only a few dominant multipath components. Whittemore Ha11d.O GHz: Additional measurements were made on the second floor of Whittemore Hall at 4.0 GHz with a spread spectrum channel sounder. The channel sounder chip rate was 240 MHz which yielded a time resolution of about 8 ns [35] . Omnidirectional biconical antennas were used at the transmitter and receiver. The transmitter location was the same as for the 1.3 GHz measurements. The receiver was moved to different locations in the hallway throughout the same measurement area. The transmitter and receiver measurement, locations are indicated in Fig. 13 . For measurements at 4.0 GHz, the transmitter remained stationary, and the receiver recorded five instantaneous power delay profiles over a path length of about one meter at each location. Each instantaneous power delay profile was recorded while the receiver was stationary, and the five power delay profiles were averaged to provide a spatial average that eliminates multipath fading within one pulse period [ 
111.
Fig. 14 shows the line-of-sight receiver measurement location W251. While the separation between the transmitter and receiver is only 7 m, there are a number of significant multipath components. The path loss error is less than one decibel and the rms delay spreads are quite similar. There is good agreement between the measured and predicted power delay profiles as the prediction includes the amplitudes and arrival times of many significant multipath components. The measured and predicted path loss at location W262 is on the order of 15 dB greater than the free space path loss at one meter for this line-of-sight location. Now consider the obstructed locations WJO and WDA. The comparison of measured and predicted power delay profiles is given in Figs. 15 and 16 , respectively. The significance of these locations is that as the receiver is moved from a line-of-sight position (W262) to an obstructed position (WJO), the predicted power delay profiles accurately track the 16 dB change in path loss. The change in path loss from 31 dB to 38 dB, relative to free space path loss at one meter as the receiver moves from WJO to WDA, is also predicted. Hence, major changes in propagation characteristics are correctly tracked as the receiver undergoes significant changes in the surroundings.
Norris HaEl-4.O GHz: The locations of the transmitters and receivers for 4.0 GHz measurements in Norris Hall are shown in Fig. 17 . Some measurements were made with the transmitter at location "J" where the two hallways intersect, and others were made with the transmitter at location "B" in one of the hallways. The receiver was located at the locations indicated by the letters "A" through "J." The measurement equipment and procedure were identical to the 4.0 GHz measurements made in Whittemore Hall.
Consider the transmitter at location "J" and the receiver at location "H." The measured and predicted power delay profiles at receiver location "H" are shown in Fig. 18 . For this line-of-sight location, the amplitudes and arrival times of significant multipath components are predicted and the path loss errors are less than 4. I dB. At location "H," the rms delay spread varies considerably between measured and predicted values, but this parameter is sensitive to small changes in the power delay profile, such as the 8 dB difference in the first arriving multipath component. The predicted power delay profile accurately predicts the arrival times of the multipath components and predicts a path loss within 4.1 dB of the measured value.
Consider now the measurement location with the transmitter moved from location "J" to location "B" with the receiver remaining at location "H" at the end of the hallway next to the metal door. The measurement topography changes from line-of-sight to heavily obstructed. In fact, the direct path passes outside the building and reenters in the other wing of the building. The measured and predicted power delay profiles, are shown in Fig. 19 . Notice that the path loss error is less than one decibel and many of the amplitudes and arrival times of significant multipath components are predicted. The significance of this prediction is that as the transmitter was moved from a line-of-sight location to an obstructed location, the predicted path loss remained within several decibels of the measured path loss over a path loss change of 30 dB. Thus, changes in the propagation characteristics as a function of major changes in the surroundings of the transmitter and receiver have been accurately modeled with the propagation prediction methods described in Section 111.
E. Discussion of Measured and Predicted Channel Parameters
Although path loss, rms delay spread, and delay interval are only indirectly responsible for bit error performance in wireless modems operating inside buildings, they are important channel parameters that characterize the propagation channel. Hence, a quantization of the accuracy of the model in these areas is required before applying them to wireless system design. The parameters are computed from the measured and predicted power delay profiles. In this work, the predicted power delay profiles were computed from a building model that assumes a single effective building material, which is determined by optimizing over the ensemble of locations in a given building at a given frequency. For each building and frequency, a loss tangent of 0.0015 was assumed and the A scatter plot of the rms delay spread for the measured and predicted locations is shown in Fig. 21 . The rms delay spread calculations show large errors at some locations. However, rms delay spread can be extremely sensitive to small changes in the power delay profile. Only samples above the threshold were used to compute the statistics. If the predicted component is below the threshold, it is not counted, even though the difference between the measured and predicted power delay profiles may be small. For example, examine the measured and predicted profiles for location WHL 1 EVV in Whittemore Hall shown in Fig. 22 . The &s delay spread error is large, but in Fig. 22 , it can be clearly seen that several multipath components are predicted with amplitudes below the threshold that must be used because of the dynamic range of the measurements. Hence, the difference between measured and predicted power delay profiles is not as large as the difference in rms delay spread indicates.
Another metric for time dispersion is the COST 207 delay interval statistic [40] . The delay interval is a measure of the span of excess delay that contains a certain portion of the total received energy. This is a parameter that considers the arrival time and amplitude of the multipath energy that is less sensitive to small changes in power delay profiles than the rms delay spread. Fig. 23 gives the scatter plot of delay interval computed for 90% of the received energy inside the delay interval window. Most of the delay intervals are less than 100 ns and are clustered about the diagonal line that indicates where measured and predicted delay interval window sizes are equal. There are several locations where the measured and predicted delay intervals differ significantly, but, in general, the 90% delay interval scatter plot is more clustered than the rms delay spread scatter plot shown in Fig. 21 .
V. CONCLUSION
This paper has detailed the results of the ray tracing sitespecific propagation model. The model incorporates both brute force ray tracing based upon geometrical optics, and diffraction using the uniform geometrical theory of diffraction. Previous work in propagation prediction has not focused on comparison of measured and predicted propagation data that includes the multipath amval time and a specific location-by-location comparison of the measured and predicted data. Hence, a method for quantifying the difference between measured and predicted power delay profiles has been developed. The area under the square error function as a function of excess delay has been minimized to provide predicted power delay profiles Scatter plot of the measured and predicted COST 207 delay interval and determine a single effective dielectric constant that describes all walls in a building. The effective building material properties were determined for each combination of building and frequency. Optimization of the error between measured and predicted power delay profiles sampled at one nanosecond intervals revealed that the effective relative dielectric constants are 4.4 at both 1.3 and 4.0 GHz in Whittemore Hall, and 7.4 at 4.0 GHz in Norris Hall. These values are similar to the values of other materials that could be used in building construction. Further research and more measurements are required to determine the applicability of an effective dielectric constant and to determine the appropriate values to be used in a site-specific propagation prediction model. Qualitative comparison of power delay profiles showed that the amplitudes and arrival times of individual multipath components were predicted in both line-of-sight and obstructed topographies. In both buildings, as a receiver was moved from a line-of-sight location to an obstructed location, the predicted power delay profiles accurately tracked the change in path loss. This change was 16 dB in one building and 30 dB in the other. Overall, the standard deviation of the path loss error is 4.8 dB over a dynamic range of 50 dB in two buildings and two frequency bands. Comparison of the rms delay spread and COST 207 delay interval indicates that in many cases the time delay parameters of measured and predicted power delay profiles are similar.
