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Abstract
Given a connected graph G whose vertices are perfectly reliable and whose edges each fail inde-
pendently with probability q ∈ [0, 1], the (all-terminal) reliability of G is the probability that the
resulting subgraph of operational edges contains a spanning tree (this probability is always a polyno-
mial in q). The location of the roots of reliability polynomials has been well studied, with particular
interest in finding those with the largest moduli. In this paper, we will discuss a related problem
– among all reliability polynomials of graphs on n vertices, which has a root of smallest modulus?
We prove that, provided n ≥ 3, the roots of smallest moduli occur precisely for the cycle graph Cn,
and the root is unique.
1 Introduction
A well known model of network robustness is the all-terminal reliability (or simply reliability) of a
finite undirected graph G (possibly with loops and/or multiple edges), in which the vertices are always
operational, but each edge fails independently with probability q ∈ [0, 1] (or equivalently, independently
operate with probability p = 1 − q). The reliability of G, Rel(G, q), is the probability that the
operational edges form a connected spanning subgraph, that is, that the operational edges contain a
spanning tree. It is easy to see that the reliability of a graph G is always a polynomial in q and is
not identically 0 if and only if G is connected. For example, if G is a tree of order n (that is, with n
vertices) then the reliability is (1 − q)n−1, as all n − 1 edges must be operational, and if G is a cycle
of order n, then its reliability is (1− q)n + nq(1− q)n−1, as the operational edges contain a spanning
tree if and only if at most one edge has failed.
Much of the work on reliability has focused on efficient ways of estimation (see, for example, [8]), but
analytic properties of the functions has also attracted considerable attention as well [4, 5, 7, 10, 12, 16].
As the reliability of a connected graph is always a polynomial in q, it is natural to consider the location
of the roots (reliability roots) in the complex plane (when we speak about reliability roots we always
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assume that the graph in question is connected). It was conjectured originally that the roots lie in the
unit disk [4], but some roots were eventually found of modulus greater than 1 [15] (but only barely –
the furthest away a root has been found from the origin is only approximately 1.113 [6]).
If Mn denotes the maximum modulus of a reliability root of a connected graph of order n, then all
that is known is that Mn ≤ n − 1 [6], and that for sufficiently large n, Mn > 1 [15]. Moreover, as all
real reliability roots are in [−1, 0)∪ {1} [4], we see that for large enough n, a reliability root of largest
modulus will not be real, and there is no conjecture as to what it might be.
Figure 1: Reliability roots of all simple graphs of order 8.
However, what can be said about mn, the minimum modulus of a reliability root of a connected
graph of order n? Is it as seemingly intractable as its larger counterpart, Mn? We will completely
determine, for all n, not only mn but find all roots of this modulus and all graphs that have a root
that attains this modulus.
We shall assume the reader is acquainted with the basics of graphs and matroid theory (see, for
example, [3] and [13]). All graphs under consideration will be assumed to be connected.
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2 Reliability Roots of Smallest Moduli
We can expand the reliability of a graph G of order n and size m (that is, with m edges) in terms of
different bases (see, for example, [8]). Two useful expansions are as follows:
Rel(G, q) =
m−n+1∑
i=0
Fiq
i(1− q)m−i (F-Form) (1)
= (1− q)n−1
m−n+1∑
i=0
Hiq
i (H-Form) (2)
Each Fi counts the number of subsets of i edges whose deletion leaves G still connected; the collection
of such subsets is a (simplicial) complex known as the cographic matroid of G, Cog(G) (the members
of Cog(G) are called its faces). The dimension of the complex d, is the common cardinality of any
maximal set, and when the graph is loopless (as we shall assume unless otherwise mentioned, as loops
do not affect the reliability), it is d = m− n+ 1, the corank of graph G.
What Hi represents is not so clear from (2), but has a number of interesting and useful interpreta-
tions (see, for example [8]):
• There is a partition of the faces of Cog(G) into intervals [σ, τ ] = {α ∈ Cog(G) : σ ⊆ α ⊆ τ}, where
σ and τ are faces of Cog(G), σ ⊆ τ and τ is a maximal face (with respect to inclusion), which
necessarily has cardinality d. Then Hi counts the number of lower sets σ that have cardinality i.
• There is an order ideal of monomials, that is, a set of monomials M(G) closed under division,
such that Hi counts the number of monomials in the set with degree i. (The construction of such
a set of monomials M(G) can be achieved through connections to commutative algebra – see,
for example, [2].)
We are now ready to determine mn.
Theorem 2.1. Let n ≥ 2. Then mn = 1n−1 , that is, the smallest modulus of a reliability root is
1/(n− 1).
Proof. First we observe that the reliability of the cycle of order n ≥ 2, Cn, is given by
Rel(Cn, q) = (1− q)n + nq(1− q)n−1 = (1− q)n(1 + (n− 1)q),
which has a root at q = −1/(n− 1), so clearly mn ≤ 1/(n− 1).
We next show that there is no graph of order n that has a reliability root of smaller modulus. Note
that if n = 2, then G is a bundle of edges between two points, and hence has reliability of the form
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1 − qm. This polynomial has all of its roots on the unit circle, and indeed its roots all have modulus
1 = 1/(n−1). Thus when n = 2, there is no graph of order n with a reliability root of modulus smaller
than 1/(n− 1). We assume now that n ≥ 3 and proceed by induction.
Let G be any graph of order n and size m (possibly with multiple edges), whose reliability is given
by (1) and (2). Without loss of generality, G is loopless, for if G had any loops, then it would have
the same reliability as the graph G′ formed from G by removing all the loops, and G′ would also be of
order n.
If G has a bridge e, and G−e has components G1 and G2 of orders n1 and n2 respectively (without
loss of generality, n1 ≤ n2), then clearly
Rel(G, q) = (1− q) · Rel(G1, q) · Rel(G2, q).
If n1 = 1, then n2 ≥ 2 and Rel(G, q) = (1 − q) · Rel(G2, q), and in this case, by induction Rel(G2, q)
has no root of modulus smaller than 1/(n2 − 1) > 1/(n− 1), and hence the same is true for Rel(G, q).
If n1 ≥ 2, then by induction, Gi has no reliability root of modulus smaller than 1/(ni− 1) > 1/(n− 1)
for i ≥ 2, and again G has no reliability root of modulus smaller than 1/(n− 1). Thus we can assume
that G has no bridges, and so F1, the number of edges whose removal leaves G connected, is m.
We now examine the H-form of Rel(G, q) in more detail. We need first to determine H0 and H1.
From the connection between the Hi and interval partitions of the cographic matroid, it is easy to see
that H0 = 1, as the empty set is always a face (the unique face of cardinality 0), and hence is the lower
set in exactly one interval of an interval partition of Cog(G). As F1 = m, each of the m edges is a face
of Cog(G), but only d = m − n + 1 of them appear in the interval whose lower set is ∅ (as the upper
sets always have cardinality d). It follows that H1 = m− (m− n+ 1) = n− 1. Moreover, it is easy to
see from the connection to order ideals of monomials that for 0 ≤ i ≤ d− 1,
Hi
Hi+1
≥ H0
H1
=
1
n− 1 .
This inequality is equivalent to (n − 1)Hi ≥ Hi+1, which holds as in any associated order ideal of
monomials M(G), multiplying each monomial m ∈ M(G) of degree i by each variable x certainly
covers all monomials of degree Hi+1 at least once. (Alternatively, one can make reference to a result
from Huh [11], where it was shown that the H-vector 〈H0, H1, . . . ,Hd〉 of any representable matroid –
and in particular, any cographic matroid – is log concave, that is, for 1 ≤ i ≤ d− 1,
Hi−1Hi+1 ≤ H2i .
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From this it follows that for 1 ≤ i ≤ d− 1,
Hi−1
Hi
≤ Hi
Hi+1
,
and so
H0
H1
≤ H1
H2
≤ · · · ≤ Hd−1
Hd
. (3)
However, we shall not need the full force of Huh’s result.)
We now turn to the well known Enestro¨m-Kakeya theorem (see, for example, [14, pg. 255]), which
states that if a real polynomial g(x) = akx
k + ak−1xk−1 + · · · + a1x + a0 has positive coefficients,
then all the roots of g lie in the annulus r ≤ |x| ≤ R where r = min0≤j≤k−1{aj/aj+1} and R =
max0≤j≤k−1{aj/aj+1}. Consider the h-polynomial
H(x) =
d∑
i=0
Hix
i
of graph G, so that
Rel(G, q) = (1− q)n−1H(q).
The reliability roots of G are therefore those of H(q), together with 1, so it suffices to show that H(q)
has no root of modulus smaller than 1/(n− 1). However, from (3), the minimum value of the ratios of
successive Hi’s is
r =
H0
H1
=
1
n− 1 .
We deduce from the Enestro¨m-Kakeya Theorem that the reliability polynomial of G has no root with
modulus less than 1/(n− 1), and we are done.
We can indeed say more about the reliability roots of smallest modulus. For n = 1, there are no
reliability roots, as the only reliability polynomial is 1, which has no roots. For n = 2, we have seen
that the reliability polynomial has the form 1−qm, and hence all the m-th roots of unity are reliability
roots of smallest modulus. The situation is much different for all larger orders.
Theorem 2.2. For n ≥ 3, the only reliability root of minimum modulus mn = 1/(n−1) is −1/(n−1),
and only occurs for the cycle Cn.
Proof. A result of [1] states that a polynomial g(x) = akx
k + ak−1xk−1 + · · ·+ a1x+ a0 has a root of
modulus r = min0≤j≤k−1{aj/aj+1} only if
gcd
({
i ∈ {1, 2, . . . , k} : ai−1
ai
> r
})
> 1.
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Thus we need to consider when
Hi−1
Hi
>
H0
H1
=
1
n− 1 ,
that is, when
(n− 1)Hi−1 > Hi. (4)
Clearly this fails when i = 1, as H0 = 1 and H1 = n − 1. We show now that (4) holds for all
i = 2, 3, . . . , d.
From the interpretation of Hi’s as counting the number of monomials of degree i in an order ideal
of monomials M =MG, we see that M contains n − 1 variables (i.e. monomials of degree 1). If for
some i ≥ 2 (4) holds, then if x is any variable and m any monomial of degree i− 1 inM, xm must be
a monomial (of degree i) in M and every monomial of degree i in M must arise uniquely in this way.
As n ≥ 3, M has at least n − 1 ≥ 2 variables. It follows that some monomial of degree i in M must
have the form xym′ for some monomial m′ of degree i− 2 (if some monomial of degree i− 1 contains
two distinct variables, add any variable to it, and if xi−1 is a monomial of degree i − 1 in M, then
for any other variable y, yxi−1 must be a monomial of degree i in M). However, then the monomial
xym′ arises by adding variable x to the monomial ym′ of degree i − 1 in M, while xym′ arises also
by adding variable y to the monomial xm′ of degree i− 1 in M. This contradicts the fact that every
monomial of degree i in M arises uniquely by adding a variable to a monomial of degree i− 1 in M.
It follows that
gcd
({
i ∈ {1, 2, . . . , d}) : Hi−1
Hi
> r =
H0
H1
})
= gcd({2, 3, . . . , d = m− n+ 1}),
and so, if d = m− n+ 1, the corank of G, is at least 3, then the gcd of the set is 1, and we conclude
that there is no root of modulus r = 1/(n − 1). If the corank of G is 0 then G is a tree, and its
only reliability root is 1, which is greater than 1/(n − 1). If the corank of G is 1, then provided G
is unicyclic, say with a cycle of length k ≤ n, and its reliability is (1 − q)n−k · Rel(Ck, q). Thus the
reliability roots of G are 1 and −1/(k− 1), and hence there is a root of modulus 1/(n− 1) if and only
if n = k and G = Cn (and in this case, the only such root is −1/(n− 1)).
All that remains is the case where G is of corank 2, that is, when m = n + 1. As in the proof of
Theorem 2.1, we can assume that G has no bridges, as otherwise, the minimum modulus of a reliability
root must be larger than 1/(n−1). One can characterize all bridgeless graphs G of corank 2 as follows.
As G has no bridges, every vertex has degree at least 2. If we have a vertex x of degree 2, with
neighbors y and z, we remove x and add in an edge from y to z; this operation deletes a vertex and
an edge, and hence leaves the corank the same. We repeat this procedure until we can no longer do
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so, to arrive at a graph G′ (possibly with loops and/or multiple edges), of corank 2, where each vertex
has degree at least 3 (in general, we can do this with any fixed corank to derive a finite list of graphs
for which every graph of that corank is a subdivision of one of these graphs). If G′ has order n′ and
size m′, as every vertex has degree at least 3 and the sum of the vertices is twice the number of edges,
we have 2m = 2(n′ + 1) ≥ 3n′, which implies that n′ ≤ 2. The only graphs G′ of order at most 2 with
corank 2 and all vertices of degree at least 3 are (i) two loops joined at a vertex, or (ii) two vertices
joined by 3 edges. This implies that G must either be (i) two cycles joined at a vertex, or (ii) a theta
graph consisting of two vertices x and y joined by three internally disjoint paths, say of lengths l1, l2
and l3, each of cardinality at least 1.
In case (i), we see, as before, that in fact there are no roots of modulus 1/(n − 1), so we are left
only with case (ii). As there are no bridges, H1 = n − 1. As the only subsets of two edges whose
removal leaves G disconnected are two edges in one of the three internally disjoint paths, we see that
F2 =
(
n+ 1
2
)
−
(
l1
2
)
−
(
l2
2
)
−
(
l3
2
)
.
It follows (by considering an interval partition of Cog(G)) that
H2 =
(
n+ 1
2
)
−
(
l1
2
)
−
(
l2
2
)
−
(
l3
2
)
− (n− 1)− 2
=
(
n
2
)
−
(
l1
2
)
−
(
l2
2
)
−
(
l3
2
)
− 1
It follows that H2 ≤
(
n
2
)− 1. Now since the corank is 2, the h-polynomial will be
h(G, q) = H2q
2 + (n− 1)q + 1.
By the quadratic formula, the roots of this are
−(n− 1)±√(n− 1)2 − 4H2
2H2
.
We have two cases, depending on whether the roots are real or not.
First, if the roots are real, then (n− 1)2 − 4H2 ≥ 0, that is, H2 ≤ (n− 1)2/4. The root of smallest
modulus is
−(n−1)+
√
(n−1)2−4H2
2H2
, and this has modulus greater than 1/(n− 1) if and only if
−(n− 1) +√(n− 1)2 − 4H2
2H2
<
−1
n− 1 .
This holds if and only if H22 + (n− 1)H2 > 0, which is clearly true as H2 > 0. Secondly, if the root of
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(5) are nonreal, then H2 > (n− 1)2/4. Both roots have the same modulus, and√
(n− 1)2 + 4H2 − (n− 1)2
2H2
>
1
n− 1
is true provided that
H2 < (n− 1)2.
However, from above, H2 ≤
(
n
2
) − 1, and (n2) − 1 < (n − 1)2 as n ≥ 3. Thus in this case there is no
root of modulus 1/(n− 1).
Thus, in conclusion, for connected graphs of order at least 3, the minimum modulus of a reliability
root is 1/(n − 1), and only occurs for a cycle of order n. Moreover, the only reliability root of this
modulus is −1/(n− 1).
Corollary 2.3. If n ≥ 3, the minimum modulus mn of a reliability root of a graph of order n is
1/(n− 1), and cycle Cn is the only graph of that order that has a root of this modulus, and it has only
one reliability root, −1/(n− 1), of this modulus. If n = 2, then the reliability roots of smallest modulus
are all the n–th roots of unity. 
3 Concluding Remarks
It is interesting that for n ≥ 3, the reliability roots of smallest modulus are rational (and for n = 2,
there is a reliability root of smallest modulus that is rational). This begs the question – what can one
say about the rational reliability roots? Surprisingly, we can give a complete answer.
Theorem 3.1. The rational reliability roots of graphs of order n ≥ 2 are {1}∪{−1/k : 1 ≤ k ≤ n−1}.
Proof. Let G be a graph of order n ≥ 2 with a rational root r = a/b 6= 1 (1 is always a reliability root
of a connected graph of order at least 2 as the graph fails when all edges fail). From (2),
h(G, r) = Hdr
d +Hd−1rd−1 + · · ·+H1r +H0.
By the well-known Rational Roots Theorem, a|H0 and b|Hd. From the facts that H0 = 1 and h(G, q)
clearly has no positive roots (as the coefficients are all positive), we conclude that any rational root of
h(G, q), and hence any rational reliability root of G, different from 1, is of the form −1/k where k is a
positive integer. Now from Theorem 2.1, k ≤ n− 1, so that r ∈ {−1/k : 1 ≤ k ≤ n− 1}.
To conclude our argument, note that for any k ∈ {1, 2, . . . , n − 1}, if we take the cycle Ck+1 and
recursively attach a new vertex to one existing vertex until we reach n vertices in total, then the graph
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Gk,n has order n and rational reliability roots 1 and −1/k. It follows that the rational reliability roots
of connected graphs of order n ≥ 2 are precisely {1} ∪ {−1/k : 1 ≤ k ≤ n− 1}.
What is not so clear is what occurs if one introduces some conditions on the class of graphs. For
example, if one restricts to simple graphs (that is, graphs without loops and multiple edges), from above
clearly the rational reliability roots of such graphs are contained in {1} ∪ {−1/k : 2 ≤ k ≤ n − 1}, as
one can take, for 3 ≤ k ≤ n, a cycle Ck and attach leaves until one reaches order n. However, can −1
be a reliability root of a connected simple graph? We suspect not, and computation shows that this is
true, at least for small n.
The construction of graphs of order n with rational reliability roots in {−1/k : 2 ≤ k ≤ n − 2}
require the introduction of bridges to the graph, and hence the examples are not 2-edge-connected.
What about if we restrict to 2-edge-connected graphs? If we allow multiple edges, we can still attain
the same rational roots by attaching new vertices not by a single edge but by a bundle of at least two
edges. However, what about if we insist on simple 2-edge-connected graphs? In this case, there may
be rationals missing from the reliability root set. For example, among all such graphs of order 8, the
rational reliability roots are 1,−1/2,−1/3,−1/4,−1/5 and −1/7.
The question is even more interesting for 2-connected graphs, that is, those without cut vertices.
We do not know whether all of −1,−1/2, . . . , −1/(n − 1) can be roots. Among simple such graphs
of order n, the rational reliability roots may be even sparser – for order 8, the rational roots are
only 1,−1/2,−1/3.− 1/4 and −1/7. How to characterize which rationals can be reliability roots of 2
-connected graphs remains an open problem.
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