Abstract. Dynamical systems generated by d 2 commuting homeomorphisms (topological Z d -actions) contain within them structures on many scales, and in particular contain many actions of Z k for 1 k d. Familiar dynamical invariants for homeomorphisms, like entropy and periodic point data, become more complex and permit multiple definitions. We briefly survey some of these and other related invariants in the setting of algebraic Z d -actions, showing how, even in settings where the natural entropy as a Z d -action vanishes, a powerful theory of directional entropy and periodic points can be built. An underlying theme is uniformity in dynamical invariants as the direction changes, and the connection between this theory and problems in number theory; we explore this for several invariants. We also highlight Fried's notion of average entropy and its connection to uniformities in growth properties, and prove a new relationship between this entropy and periodic point growth in this setting.
Introduction. A topological dynamical system general by d
2 commuting homeomorphisms may be studied on multiple scales. At one end it may be viewed as a single action of Z d , with global invariants for the action like the joint topological entropy playing a central role, and with well-known rigidity phenomena arising. At the opposite extreme it may be studied one direction at a time, which essentially reduces to asking for the relationship between properties of one homeomorphism and properties of other commuting ones. In attempting to navigate between these two extremes, the first of which can lose the rich infomation and structures present inside an abelian group action, and the second of which loses touch with the novel phenomena that can only arise for higher-dimensional acting groups, two thematic approaches arise naturally.
The first is subdynamics, introduced by Boyle and Lind, in which dynamical properties are formulated for k-dimensional subspaces of R d , and the whole action is studied via properties of its subactions. Two particular features of this approach are:
(i) the natural emergence of critical dimensions for properties like entropy and expansiveness, leading to notions of entropy rank and expansive rank; (ii) a 'subdynamics philosophy', that dynamical properties of k-dimensional subactions should be constant, or should vary in a smooth or predictable fashion, while the k-space moves within connected components of the subset of the Grassmanian manifold of k-spaces in R d comprising the expansive k-spaces.
We refer to the work of Boyle and Lind [5] for a detailed account of subdynamics, and that of Einsiedler, Lind and the authors [11] for an account in the algebraic setting.
The second is directional dynamics and uniformities, in which the philosophy of subdynamics is brought to bear on specific questions in single directions as they vary. Here two particular focal points arise:
(i) uniformities, in which the parameters describing dynamical properties are found to have no 'singularities' as the direction is changed, even across nonexpansive directions; (ii) in contrast, inverse subdynamics results, where non-expansive directions are detected by changes in directional dynamical properties. Our main focus is on algebraic Z d -actions where every element of the action has finite entropy, though essentially all the questions we discuss have natural formulations for k-dimensional subactions in Z d -actions with k-dimensional subactions of finite positive entropy. Roughly speaking, the questions then become notationally and technically a little more difficult, but the real obstacle to progress in this direction is that the Diophantine results underpinning the methods are no longer available. The actions we will be discussing in the main are called entropy rank one actions in the language of Einsiedler and Lind [10] , whose work provides a structure theorem for such actions. Where we refer to actions of higher rank, the reader should consult the papers of Boyle and Lind [5] or Einsiedler, Lind and the authors [11] for more information.
To help orient the reader, we briefly list some standard examples of the type of systems we will be discussing.
(i) The commuting endomorphisms x −→ 2x and x −→ 3x modulo 1 on the additive circle T = R/Z together generate an action of N 2 . The natural extension of this system is then a Z 2 action by continuous automorphisms of a compact metrizable group. The action is mixing, essentially because of the arithmetic independence condition
The action has entropy rank one because each individual map (corresponding to multiplication by the integer 2 a 3 b if a, b > 0) has finite entropy, positive if (a, b) = (0, 0). A property that lies much deeper is that the S-unit theorem implies that the system is also mixing of all orders, as shown by Schmidt and the second author [36] .
(ii) If A, B ∈ GL 3 (Z) are commuting matrices with the property that
then they together generate a Z 2 -action α by automorphisms of the torus T 3 , with the action of α (a,b) being multiplication by A a B b . This will be a mixing action of entropy rank one, and once again will be mixing of all orders for the same Diophantine reason.
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(iii) Higher entropy rank may be seen in the following example. Let
and choose A, B as above. Then we may define an action α of Z 3 on X by defining
That is, the first two coordinates (a, b) act on each coordinate in the shift space as a toral automorphism, and the third coordinate c acts as the shift on the sequence space X with alphabet T 3 . Any single direction (represented by a point (a, b, c) ∈ Z 3 \ {(0, 0, 0)}) has infinite entropy (indeed, any automorphism of positive entropy commuting with a Z 2 action of completely positive entropy is forced to have infinite entropy by a result of Morris and the second author [33] ), so the entropy rank is strictly greater than one. This system is mixing, and has entropy rank two. (iv) The natural shift action of Z 2 on the compact metrizable group
is a Z 2 -action by automorphisms of a compact totally disconnected group. This also is mixing and has entropy rank one, but is not mixing of all orders. For a general overview of systems of this sort, we refer to the monograph of Schmidt [35] .
Entropies and Lyapunov lists. For a Z
d -action α by automorphisms of a compact abelian group X, the notion of entropy developed by Milnor [32] may be used to define a directional entropy for any t ∈ R d . We denote this simply as h(t), as dependence on the action will always be clear. Whenever t ∈ Z d , the value h(t) coincides with the topological entropy of the single homeomorphism α t . For other values of t, the definition is a little technical, corresponding to the more general concept of the entropy of a k-frame in the work of Milnor [32] (see also Boyle and Lind [5] ), with k = 1. Instead of going back to the definition, we refer to a convenient formula for h(t), t ∈ R d , which is analogous to the directional entropy formula for a smooth action of Z d ×R n on a compact manifold in terms of Lyapunov exponents. When α has entropy rank one, the formula reveals the directional entropy function h : R d → R 0 to be a continuous piecewise linear function, and also a seminorm on R d . Although we are only concerned with entropy rank one actions here, we note that Milnor's general framework provides a subtle insight into the structure of algebraic Z d -actions where individual elements of the action may have infinite entropy, described in the work of Einsiedler, Lind and the authors [11] .
To state the directional entropy formula, some preliminaries are required. The descending chain condition on closed α-invariant subgroups of X is the condition that any chain of such subgroups
stabilizes. When α has entropy rank one, this condition ensures that the dynamical system (X, α) has a finite Lyapunov list, in the sense of Einsiedler and Lind [10] , which we will proceed to describe. Following Kitchens and Schmidt [18] , we recall the standard correspondence between (X, α) and a module M over the ring of Laurent polynomials [7] , for example. There is a set of places P(K(p)) corresponding to inequivalent absolute values defined on K(p), and we let | · | v denote the normalised absolute value corresponding to the place v. Set
and note that this is a finite set because R d /p is finitely generated. Define the Lyapunov list for the prime p by 
For further discussion and the proof of (1) in this context see Einsiedler and Lind [10, Sec. 8] ; the original calculation is essentially due to Abramov [1] and a modern geometrical proof may be found in a treatment by Lind and the second author [21] .
Einsiedler and Lind applied their methods to give a similar formula for fibre entropies related to skew product transformations, and subsequently to give a formula for the relational entropy introduced by Friedland [14] , which may be defined for any closed subset R ⊂ X × X, as follows. Set
and let σ X (R) denote the one-sided shift on X (R). The relational entropy h rel (R) of R is the topological entropy of σ X (R) . For example, if R A is the graph of a single automorphism A : X → X, then h rel (R A ) is the topological entropy of A. Geller and Pollicott [15] considered relational entropy for the union of the graphs of two commuting transformations, and they conjectured a formula for h rel (R A ∪ R B ) when A and B are commuting automorphisms of a torus T m . This was corrected by Einsiedler and Lind, who show [10, Th. 2.4] that, under the independence assumption that {x ∈ X | Ax = Bx} has Haar measure zero,
where (s 1 , t 1 ), . . . , (s m , t m ) are the Lyupunov vectors of the Z 2 -action generated by A and B. This is also in fact the topological entropy of the skew product of A and B over the two shift, and Einsiedler and Lind provide more general formulae for relations using skew products and topological pressures.
Another notion of entropy, that we will show to be closely related to the uniform growth of periodic points for the systems we study, was introduced by Fried [13] for an action of a compactly generated Lie group on a probability space. This entropy is defined in our setting with Haar measure as the measure on X, so that the corresponding measure theoretic entropy coincides with topological entropy. Firstly, note that the directional entropy function h :
For ease, we accommodate this preliminary calculation into the following.
Definition 2.1. Suppose that α is an entropy rank one action with directional entropy function h :
In Section 4, we will see that if α is assumed to be mixing, then h is bounded away from zero on the unit sphere
and it therefore defines a norm on R d (throughout, · will denote the Euclidean norm, and we continue to use the notation h(·) when the directional entropy is a norm). It then follows that U (α) is the closed unit ball in this norm, and U (α) is a convex polytope in R d . In the setting of smooth Z d × R n -actions on compact manifolds, A. Katok, S. Katok and Hertz [17] describe such details, together with numerous other aspects of Fried entropy, including consequences of the directional entropy formula (or Pesin entropy formula, as it is a special case of the more general results for diffeomorphisms in the case that X is a manifold), lower bounds for h * , and a relationship with slow entropy and regulators in algebraic number fields.
3. Directional entropy and Fried average entropy examples. This section is devoted to visualising the unit ball U (α) in the directional entropy norm and calculating the Fried average entropy for some well-known algebraic examples.
Example 1 (The ×2, ×3 example). The compact group dual to the ring Z[ 6 ] is a one dimensional solenoid X. Via duality, both of the maps x −→ 2x and x −→ 3x are invertible and define automorphisms of X that generate a mixing Z 2 -action α. Furthermore, the group X is locally isometric to a product of an interval in R, an open set in the 2-adic numbers Q 2 , and an open set in the 3-adic numbers Q 3 . As described by Einsiedler and Lind [10, Ex. 6.7] , the Lyapunov list for this example is given by the prime ideal p = (u 1 − 2, u 2 − 3) ⊂ R 2 and the set of places {2, 3, ∞} in P(Q), so that
The x-and y-axes, together with the line x log 2 + y log 3 = 0 divide the plane into 6 regions, as shown in Figure 1 . Starting in the first quadrant and moving anticlockwise, label these C 1 , . . . , C 6 . Then, for any (
This formula is related to the expansive subdynamics of this system described by Boyle and Lind [5, Ex. 6.5] . The directional entropy unit ball U (α) is shown in Figure 1 , and we find vol(U (α)) = 3 (log 2)(log 3) so
. Example 2 (Ledrappier's example). The following example is one of a type introduced by Ledrappier [19] to show that mixing does not imply higher-order mixing for Z 2 -actions with countable Lebesgue spectrum. The restriction of the full Z 2 -shift to the compact abelian group 
for an indeterminate t, where the isomorphism is given by u 1 −→ t and u 2 −→ 1 + t. The set of places S(p) comprises the usual infinite place of F 2 (t) corresponding to the degree of a polynomial, together with the places induced by the prime ideals (t) and
. These give rise to the Lyapunov list
= (log 2, log 2), (− log 2, 0), (0, − log 2) .
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This time, the x-and y-axes together with the line x + y = 0 divide the plane into 6 regions, which we label as before C 1 , . . . , C 6 . In this case, for any (
This results in the directional entropy unit ball U (α) in Figure 2 , and we find Figure 2 . The directional entropy unit ball for Ledrappier's example.
Example 3 (Commuting toral automorphisms). The algebraic integers
(which is isomorphic to Z 4 as an additive abelian group). The automorphisms dual to multiplication by each of ξ 1 , ξ 2 and ξ 3 are therefore commuting hyperbolic automorphisms of the torus T 4 . The Lyapunov list for this example is given by the prime ideal
, and the set of places S(p), which in this case correspond to the archimedean absolute values defined by | · | τ = |τ (·)|, where τ ∈ Gal(Q( √ 2, √ 5)|Q) and | · | is the usual absolute value on R. Therefore,
and the directional entropy function is given by
RICHARD MILES AND THOMAS WARD
This results in the directional entropy unit ball U (α) shown in Figure 3 , which is a 14-faced polyhedron (a cuboid with 8 tetrahedal corners removed). For this polyhedron, vol(U (α)) = 5 6(log ξ 1 )(log ξ 3 )(log ξ 3 ) and so h * (α) = 10 9(log ξ 1 )(log ξ 3 )(log ξ 3 )
.
x y z Figure 3 . The directional entropy unit ball for 3 commuting toral automorphisms.
Directional entropy and periodic points.
If the directional entropy function h restricted to the unit sphere S d−1 has a positive lower bound, this may be interpreted as an indication of uniform growth in orbit complexity.
Before stating and proving a non-trivial result in this direction, we recall that the entropy of any mixing automorphism of a compact group lies in the closure of the set
and the classical Lehmer problem asks if
Moreover, if the topological dimension of X is finite, then the entropy of any automorphism of X is given by an expression of the form m(f ) with f ∈ Z[x] of degree no more than dim(X). We refer to the monograph of Everest and the second author [12] for the background and references on the properties of Mahler measure we will need, and to the survey by the authors and Staines [26] for references on how this relates to the dynamical properties of group automorphisms. What is known is that there is a lower bound for the logarithmic Mahler measure in the following sense. Blanskby and Montgomery [4] and Dobrowolski [9] give explicit functions C : N → R >0 for which
This means that there is a positive function H defined on the space of all compact groups that admit mixing automorphisms with the property that any mixing DIRECTIONAL UNIFORMITIES, PERIODIC POINTS, AND ENTROPY 9 automorphism α : X → X has h(α) H(X).
The following result appears in part in the proof of Theorem 1.1 in the authors' paper [28] , and shows how this relates to the property of mixing in our setting.
Suppose there exists t ∈ S d with h(t) = 0. In the simplest case, the line through t intersects a non-zero point n ∈ Z d giving h(n) = 0. It immediately follows that α n is not ergodic and α is not mixing. If the line does not intersect any such lattice point, then note that for any n ∈ Z d , using (1) we have
Furthermore, since h(λt) = 0 for all λ > 0, we may select a sequence of vectors n j in Z d and a sequence of scalars λ j with lim j→∞ n j − λ j t = 0, thus giving
by (2) . If Ass(M ) contains maximal ideal p, then as noted in Section 2, α cannot be mixing. Hence, for a non-trivial case assume that Ass(M ) contains no maximal ideals, so for each p ∈ Ass(M ), R d /p has Krull dimension 1. If p ∩ Z = pZ for some rational prime p, then the entropy addition formula shows that for each nonzero n ∈ Z d , either h(n) = 0 or h(n) log p. It follows from (3) that h(n j ) = 0 for some j, and so α nj is not ergodic and α is not mixing. The only remaining case is that Ass(M ) contains a prime p for which K(p) is an algebraic number field. In this case, the addition formula for entropy shows that for each non-zero n ∈ Z d , either h(n) = 0 or h(n) m(f ) > 0, where m(f ) denotes the logarithmic Mahler measure of some fixed polynomial f , depending only on p, of degree no greater than the degree of the field extension K(p)|Q. Reasoning identical to the previous case can now be applied. As noted at the start of this section, there are explicit lower bounds for the non-zero logarithmic Mahler measure of polynomials of bounded degree.
Remark 1. If α is an entropy rank one Z
d -action by automorphisms of a compact abelian group X, and α is both non-mixing and irreducible (that is, the only closed α-invariant subgroups of X are finite), then there exists a non-zero n ∈ Z d such that α n is not ergodic, so h(n) = 0, by irreducibility. Since (1) gives
it follows that h( n) = 0, where n is a unit vector in the direction of n. Thus, the directional entropy function cannot be bounded away from zero in this case. 
Corollary 1. If α is a mixing Z
d -action by automorphisms of a compact connected finite-dimensional abelian group X, then there exists a constant C > 0 such that h(t) > C for all t ∈ S d−1 .
Corollary 2. Let α be a mixing Z d -action by automorphisms of a compact abelian group X. If X is connected and finite-dimensional, or if (X, α) has entropy rank one and satisfies the descending chain condition, then the directional entropy function for α defines a norm on R d .
Proof. The formula (1) shows that h defines a semi-norm on R d and Theorem 4.1 and Corollary 1 show that h(t) = 0 if and only if t = 0.
The following theorem, taken from work of the authors [28] , shows that the uniform growth just described is also evident in the periodic point data for elements of the action. Interestingly, Pollicott [34] later used a different method to achieve a similar result for commuting toral automorphisms. In the next section, we will obtain a more precise result, relating the uniform growth in the number of periodic points directly to the Fried average entropy. For a Z d -action α by automorphisms of a compact abelian group X and for any n ∈ Z d , let
The fixed points for individual elements of the action are called periodic points.
Although there is another notion of periodic point for a lattice in a Z d -action used in work of Lind, Schmidt and the second author [20] , the periodic points for lattices are more sparse when α is an entropy rank one action and they do not reveal the rates of growth that are our primary interest here. For a more precise statement and for further details, see the work of the first author [22] . There is a convenient formula for | Fix(α n )| using a product over places of global fields due to the first author [23, Sec. 3], originating in earlier work of Chothi, Everest and the second author [6] , that is an essential starting point in obtaining results such as the following. We will not use this formula explicitly until Section 5, and reserve its statement to the beginning of the proof of Theorem 5.1.
For a sequence (n j ) in Z d , write n j → ∞ to mean that n j → ∞ as j → ∞. This can also be thought of as the sequence leaving finite sets. [28] ). Let α be a mixing Z d -action by automorphisms of a compact abelian group X. If (X, α) has entropy rank one and satisfies the descending chain condition, then the quantities Figure 4 . Periodic point counts in the ×2, ×3-action.
Theorem 4.2 (Miles and Ward
are finite and strictly positive.
The uniform growth in the number of periodic points demonstrated by Theorem 4.2 may not be immediately evident in a given example. The array in Figure 4 is taken from [28] and shows | Fix(α (n1,n2) )| for the ×2, ×3-action in Example 1, with −5 n 1 5 and 0 n 2 5. Note that for lattice points close to the line n 1 log 2 + n 2 log 3 = 0 (indicated in italics), it is not obvious that we have an exponential growth in the number of periodic points. The fact that we do have this exponential growth independently of the direction chosen (or indeed, the path chosen) is a Diophantine property of Baker type: it is in essence a statement about the possible size of expressions like |2 a 3 b − 1| for integer points (a, b) chosen to lie close to the line 2 x 3 y = 1 in terms of (a, b) .
The periodic point data for elements of an entropy rank one action, such as that shown in Figure 4 , featured in another role in the earlier work of the authors [27] , where it was used to detect expansive subdynamics. Using results from work of the first author [23] , the poles and zeros of associated dynamical zeta functions were used to reconstruct non-expansive directions and expansive components (analogous to Weyl chambers for a smooth Z d ×R n -action on a compact manifold). We note the connection here with the directional entropy function, restricted to S d−1 , which is hiding behind the scenes. Figure 5 is taken from [27] and gives a brief illustration of the approach used there via Example 1. For each region C i described in the example, let C ′ i denote the set of integral points in the open cone formed by the removal of the axes and the irrational line shown in Figure 1 . If (n 1 , n 2 ) ∈ C i , 1 i 6, then the automorphism α (n1,n2) is expansive and has a rational zeta function given by
2 , let Ψ n denote the set of poles and zeros of ζ n . Illustrated in Figure 5 is the closure of the set
, z ∈ Ψ n } where we have parameterized S 1 by the angles 0 θ < 2π along the horizontal axis and shown the second coordinate of Ω ×2×3 on the vertical axis. Note the appearance of the directional entropy function: the lower curve in Figure 5 is given by h((sin θ, cos θ)) = − log y. 5. Uniform growth of periodic points and Fried average entropy.
As before, consider a mixing Z d -action α by automorphisms of a compact abelian group X. Assume that X is connected and (X, α) satisfies the descending chain condition. We will be interested in the volume of the convex hull of the set of points in Z d that fix at most N > 0 points of X under the action. Hence, define H(N ) to be the convex hull of the set
The following theorem shows how the asymptotic volume of this convex hull is directly related to the Fried average entropy.
Theorem 5.1. Let α be a mixing Z d -action by automorphisms of a compact connected abelian group X of finite topological dimension such that (X, α) satisfies the descending chain condition. Then
Hence, dividing the volume of the generalized octahedron in R d by this limit gives the Fried average entropy.
Before proving the theorem, we return to the familiar Example 1.
, we need only consider the periodic point counts given in Table 1 , where C 1 , C 2 and C 3 refer to the regions in the upper half plane described in Example 1 and shown in Figure 1 . Table 1 . Periodic point counts for the ×2 ×3 example.
Now consider, for example, the integral points (x, y) in the interior of C 3 that satisfy | Fix(α (x,y) )| N . Firstly, note that |1 − 2 x 3 y | < 1 for all points (x, y) in the interior of C 3 . On the other hand, by Baker's theorem (see for example Baker's monograph [3] or the monograph of Everest and the second author [12] ), there exist positive constants A and B such that when |x| is large,
Suppose also that |x| > 1 log 2 (log N + (log N ) δ ), where 0 < δ < 1 is close to 1. Then, when N is large, in the interior of C 3
Similar calculations can be performed in the other five regions described in Example 1 and it follows that H(N ) lies inside a convex region similar to the one shaded in Figure 1 , with a boundary that intercepts the axes at x = ± 1 log 2 (log N +(log N ) δ )
and
this is also true if (x, y) lies on the negative x-axis with |x| < log N log 2 ). Similar reasoning applies for the other five regions, so H(N ) contains a convex region similar to the one shaded in Figure 1 with a boundary that intercepts the axes at x = ± log N log 2 and y = ± log N log 3 . Thus,
Proof of Theorem 5.1. We use the notation introduced for entropy rank one actions in Section 2. For any non-zero n ∈ Z d , the periodic point counting formulae from Miles [23, Sec. 3] give
where u n denotes the image of u
Note that g(n) < 2 D , where D = |Ass(M )| p∈Ass(M) m(p), and that the mixing assumption ensures that u n = 1, so g(n) > 0. Furthermore, just as in the proof of Theorem 1.1 in the work of the authors [28] , the theorems of Baker [3] and Yu [37] can be used to show that there exist positive constants A and B such that
Denote the closed ball of radius r > 0 in the directional entropy norm by
. Each such ball is a convex polytope in R d . We will show that for large N , H(N ) is trapped between B(log(N/2 D )) and B(log N + (log N ) δ ), where 0 < δ < 1 is a fixed constant close to 1.
On the one hand, if N is large enough so that N > 2
On the other hand, assume that h(n) > log N + (log N ) δ . Theorem 4.1 shows that there is a constant
Hence, using (6), | Fix(α n )| is at least as large as
when N is large. That is,
and, since this ball is convex,
It follows that
Thus,
The assumption of connectedness is essential in Theorem 5.1, as the following example demonstrates.
Example 5. Consider again Ledrappier's example (Example 2). Here, the main obstacle to obtaining a result like Theorem 5.1 is that {n ∈ Z 2 | | Fix(α n )| N } is infinite for all N 1. To see this, let k be any positive integer and note that (5) gives
k . This shortage of periodic points arises for certain nonexpansive elements of the action α (x,y) corresponding to integral points (x, y) on the axes and on the line x + y = 0. Such non-expansive automorphisms of zerodimensional groups typically display erratic patterns of periodic point growth, as shown in work of Chothi, Everest and the second author [6] . This complication could be avoided by imposing a restriction to only include those elements of the action that are expansive, that is, by replacing H(N ) with the convex hull of
However, in this setting, the simple formula
applies to these expansive elements, so that
follows immediately, and is not particularly surprising.
The reader may have noticed that the last identity obtained in Example 5 is more closely related to the geometry of the acting group than the dynamical properties of the action. This tension between complexity arising from the properties of the acting group and dynamical properties of the action is a constraint on attempts to generalize results to Z d -actions. For example, the authors extended the dynamical Mertens' theorem and other orbit growth results to nilpotent group actions [29] but only where the action is a full shift, so that the simple relationship (7) holds for any lattice in the acting group. For more complex actions only partial results could be obtained for Z 2 -actions, and the authors use examples to show that several new phenomena arise [30] .
Example 6. The assumption that the system satisfies the descending chain condition is also essential in Theorem 5.1. To see this, consider the Z 2 -action generated by the maps x −→ 2x and x −→ 3x on the solenoid dual to the ring
The resulting dynamical system has the well known ×2, ×3 example (Ex. 1) as an irreducible factor, but has a significantly depleted supply of periodic points. To see this, consider the homomorphism χ :
given by χ(x, y) = 2 x 3 y mod 5. Since [24] shows that for any (
In particular, the only points in Z 2 with non-trivial periodic points lie in a subgroup of index 4. Hence, if (x, y) lies outside this subgroup, then | Fix(α (x,y) )| = 1, and so H(N ) is undefined for all N ∈ N.
6. Synchronization points. There is an essential change in perspective between relational entropy, as considered in the introduction, and the Fried average entropy, in the sense that one is an invariant of a generating set of d commuting automorphisms and the other is an invariant of the Z d -action they generate. Although in the previous section it was shown that the Fried average entropy can be obtained naturally using period point counts, there does not appear to be an equally natural way to obtain relational entropy using this data. On the other hand, there is a straightforward way to define non-trivial invariants that capture shared periodic behaviour and reflect related growth rates for a set of generating maps, using a generalization of the notion of a periodic point, and this is the focus of work of the first author [25] .
Let Λ denote any finite set of endomorphisms of a common phase space X and assume |Λ| 2. Two endomorphisms α, β ∈ Λ have a pair of synchronous orbits at time n ∈ N if there exists x ∈ X such that α n (x) = β n (x). Hence, define the set of weak synchronization points for Λ at time n by
Consequently, synchronization points generalize periodic points. We are thus led to consider the existence and value of the growth rates
For example, if Λ = {×2, ×3} and X is the solenoid dual to Z[
For two automorphisms α and β of a compact abelian group, the properties of the sequence (|S n (α, β)|) can often be easily described. For example, when α and β are two (not necessarily commuting) automorphisms of the 2-torus, Section 3 in [25] shows that the sequence (|S n (α, β)|) is given by a linear recurrence sequence exhibiting either exponential or polynomial growth (or a mixture of the two), depending on the nature of the defining automorphisms.
If Λ is simply a finite set of two or more commuting homeomorphisms, then it is also possible to give a precise description of r Λ in terms of topological entropy, under the hypotheses of the following theorem.
Theorem 6.1 (Miles [25] ). Let Λ be a finite set of commuting homeomorphisms of a compact metric space X such that for any two distinct maps α, β ∈ Λ, the homeomorphism β −1 α is expansive. Then r Λ = max α,β∈Λ, α =β {exp(h(β −1 α))},
where h denotes the topological entropy.
When dealing with automorphisms of a compact abelian group, methods from commutative algebra provide formulae for counting synchronization points similar to those available for counting periodic points, using products over places of global fields. For example, if Λ is a finite set of automorphisms that generates a mixing Z daction on a solenoid, then a result of the first author [25, Sec. 4] shows there are associated algebraic number fields K 1 , . . . , K r , associated sets of places P i of each field K i , and distinguished elements λ α,i ∈ K i , α ∈ Λ, 1 i r, such that for any α, β ∈ Λ, α = β, 
Amongst several useful consequences, this means that Baker-type estimates become available once more to deal with the erratic behaviour in |S n (α, β)| caused by factors where |λ α,i | v = |λ β,i | v . A typical assumption in the context of group automorphisms, that turns out to be somewhat weaker than the expansiveness assumption of the theorem above, is that all but finitely many of the places of the fields K i appear in the counting formula (9) . Under this assumption, [25, Th. 4.7] shows that (8) holds, and can be expressed as r Λ = max α,β∈Λ, α =β
where H i denotes the projective height on P 1 (K i ) (see [25, Sec. 4] ). Turning our attention now to the growth rate of strong synchronization points, a simple non-trivial example is given in [25, Sec. 2] with X = Z[ Such sequences feature in a circle of problems of active interest in number theory and are less well understood than linear recurrence sequences. In particular, while it is well-known that gcd(3 n − 1, 2 n − 1) is unbounded, it is not known whether or not gcd(3 n − 1, 2 n − 1) = 1 infinitely often. Ailon and Rudnick conjecture [2] that for any muliplicatively independent non-zero integers a, b with gcd(a − 1, b − 1) = 1, there are infinitely many n ∈ N such that gcd(a n − 1, b n − 1) = 1. Nonetheless, using estimates for generalized greatest common divisors due to Bugeaud, Corvaja and Zannier [8] , it is shown in [25, Sec. 5] that r ⋆ Λ = 1 for this example, and that this minimal growth rate is the case more generally when |Λ| 3. Theorem 6.2 (Miles [25] ). Let Λ be a finite set of commuting automorphisms of a connected finite dimensional compact abelian group with |Λ| 3. If every map of the form α m β n − γ m+n is injective for all distinct α, β, γ ∈ Λ and m, n not both zero, then r ⋆ Λ = 1. As well as the estimate provided by [8] , a crucial ingredient in the proof of the theorem above is the inequality where C > 0 is a constant determined by Λ, α, β, γ ∈ Λ are any three distinct automorphisms, and P i and λ α,i , λ β,i , λ γ,i are as defined for (9) . Noteably, the second product on the right may be thought of as a generalized greatest common divisor.
It is also interesting to observe that synchronization point measures may be defined in a similar way to periodic point measures, provided the maps in Λ are
