




























































（ 7）　 5月 4日は，立案登記制改革後の初めての営業日だった。最高裁判所の統
















































































































































































2 ．司法裁判における AI 応用についての「アルゴリズムの制限」と「裁判
の拡張」の間の矛盾
（ 1）事実認定とアルゴリズム制限
　事実認定とは，裁判官による判決の基礎となり，トライアルにおいて一番要
となるところである。事実認定にあたり，証拠が極めて重要である。訴訟に関
わる各当事者は有力な証拠を見つけ，自分に有利な「事実」を復元しようとし
ており，裁判官も事件全体の証拠を分析したうえ，事件に対して事実認定をす
る。刑事事件と民事事件では，裁判官が求める証明の標準は異なる。刑事事件
において，「完全な」証拠の連鎖及び100％の証明標準が求められ（25），証明標
準が100％に達していない場合，法的に「疑わしきは罰せず」となる可能性が
ある。一方，民事事件において，裁判官の確信を重んじるか，証明標準は50％
を超えたら判決できるという法的原則に従う（26）。問題は，人間のように事件
全体の証拠に基づいて事件の事実認定ができるように，いかにしてロボットに
習得させるのかである。
　そこで，単独の証拠の認定から習得させてみよう。例えば，ロボットは機械
学習を通じて「筆跡」の真偽を識別できるようになった。こうした「真と偽」，
「是と非」の判断を，「線形論理」と帰納することができる（27）。このケースで，
ロボットはよくできた。当事者の過去の筆跡を学習して，署名の特徴を見つけ
た上，筆跡の真偽に対して比較的に正確な判断を下すことができる。一方，別
件契約書の真偽判断のケースでは，当事者の署名は本当だとしても，当事者の
（25）　董穎「未成年刑事事件において社会調査制度の運用」法律適用（2014,
（04））46頁。
（26）　霍海紅「民事訴訟証明標準の向上に関する理論的反省」中国法学（2016
（02））258頁。
（27）　楊・前掲注（13）の文献81─82頁。
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意思表示について判断しなければならない。もし，当事者が脅迫された状況で
署名したと主張した場合，本当に脅迫されていたかどうかは，ロボットとして
判断しにくいことである。もし，当事者から，録音などを証拠として提出して
も，その録音で脅迫されていたことを証明できるかどうかは，当時の背景や，
録音されたことと契約との間にある論理的関係を総合的に判断しなければなら
ない。これは，「非線形論理」（28）であり，ロボットにとってまだうまく取り扱
うことはできない。
（ 2）法律適用とアルゴリズム制限
　AIを法律適用分野に活用することは，既定の法的事実を前提とする必要が
ある。そこで，ロボットは下記二つの問題を解決しなければならない。一つ目
に，既存の事実に基づいて一番ふさわしい法律を選ぶこと。二つ目に，分析し
てみて，一番いい判決結果を出すこと。法律を適用し，さらにその法律に基づ
いて裁判を下すことを習得するには，大量の裁判例を学習しておく必要があ
る。「事実認定」の「非線形論理」という特徴よりも，法律適用はどちらかと
いうと，マシーンの上手な「線形論理」属性に偏るため，以下のように，AI
は最初，法律適用分野でその価値を発揮できると考えられる。第一に，特定の
事実に基づいて，一番ふさわしい法律規定を見つけること。無論，ここで言う
法律規定とは，単独の条項ではなく，事件解決に必要な系統的規範体系であ
る。第二に，自分で構築した法律体系に基づいて，判決の論理を形成するこ
と。ロボットがある具体的な事件にしたがって適用する法律体系を構築するも
う一つの目的は，適用する法律体系をある具体的な事件に応用し，さらに具体
的な判決の論理を形成することにある。ロボットに「判決の論理」を持たせる
トレーニングは，ロボットにとって法律適用の「神経回路網」を構築するキー
ポイントでもある。ロボットに判決の論理さえあれば，既定の事件事実に対し
て法的評価（判決）を下すことができるようになる。
　事実認定より，AIは法律適用分野における応用価値をより力強く示してい
るが，法律適用における AIのアルゴリズム制限を，はっきり指摘しておく必
要がある。制限その一，新型事件の場合，ロボットは「判決の論理」を構築す
ることは難しい。ロボットにとって，判決の論理の形成は，既存の大量な裁判
例の学習に基づくため（29），既存の裁判例に繰り返して出てきた事実に限って，
（28）　楊・前掲注（13）の文献82─84頁。
（29）　人民日報・前掲注（20）の文献。
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正確に「判決の論理」を形成しやすく，そのうえ，最終的に判決結果の分析を
完成する。しかし，新しい判決の場合，過去例の学習において関連する裁判例
に欠けるため，それに応じた「判決の論理」を構築することは難しいのも当然
である。制限その二，法律の変動（旧法の廃除又は新法の誕生）もロボットの
「判決の難点」を引き起こす。社会の発展につれ，旧法が廃除か改訂されたり，
新法が生まれたりして，法律は絶えず改善し，改訂していく。そこで注意すべ
きことは，ロボットの有する法律の論理は，既存の裁判例及び当時の法律規定
により共同で構築されたため，法律に変動があった場合，過去の法律では関連
事実にもはや適用できなくなる。そして，ロボットに有する法律の論理は，関
連事実に適用できなくなり，「判決の難点」となるわけである。
Ⅳ．司法裁判における AI応用のアプローチ選択
1 ．司法裁判におけるAI 応用の「黄金分割理論」
（ 1）感情価値と法価値の二元分割
　司法裁判には，法律と感情が交錯する。紛争解決のほかにも，司法裁判は，
説得や教育，事件を例にした法律の解釈といった多重の機能を持つ。こうした
過程で，司法裁判は十分な感情価値を示す必要がある。紛争解決においても，
「判決」，「調停」といった多種類の解決形式がある。調停が適用される場合，
裁判官は感情をこめて道理をわきまえることが非常に重要となる（30）。主に
「感情価値」を示す判決において，判決の理由として，感情を示す部分が判決
の論理の重要な一部分である（31）。要するに，司法裁判における AI適用におい
て，感情的要素と法的要素を分割する必要があり，それを踏まえて，AIの適
用空間をより正確に分ける。AIを支える科学的基礎は数学と統計学であるた
め，計算能力が目立ったものである。事件にある法律問題に対して的確に分析
できるなら，そこにある感情問題に対しても，数学と統計学はさらなる役割が
果たせる。弱い AIの時代において，人間の感情価値は数学公式により的確に
算出できないが，司法裁判における AI適用において，感情問題を人間に任せ，
法律問題をロボットに任せて，人間とマシーンの感情と法律二元体系における
黄金分割を完成する。これは，司法裁判における人間とマシーンの境界線問題
（30）　宿遅編著『訴訟調停の心理学的技法と応用』（中国法制出版社，2015.09）
183頁。
（31）　Philipp Heck著『利益法学』（商務印書館，2016.11）20頁。
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に正確に回答するのに重要な意義を持つ。
（ 2）事実認定と法律適用の二元分割
　法的裁判において，全体的に言えば，「事実認定」と「法律適用」という二
つの重要な過程がある。そのうち，事実認定は，単独の証拠の多重属性に対し
て全体的に評価し，また，事件全体の証拠に対して総合的に認定する必要があ
るため，全体的に言えば「非線形論理」の範疇にある。既存の人工神経回路網
に基づいたアルゴリズムにとって，こうした複雑で多次元の論理問題を効果的
に解決することはまだ困難である。それに対して，法律適用の核心は，ロボッ
トの「判決の論理」（判決結果の論理を自主的に形成する）をトレーニングす
ることにある。ロボットはある種類の事件に関する判決の論理さえ形成すれ
ば，同じ種類の事件に対して法律適用分析も完成できる。事実認定より，法律
適用のほうが「線形論理」に偏っている。当面，AIアルゴリズムは主に線形
論理の問題解決に応用しているため，事実認定は主に人間が担当し，法律適用
は主にロボットで解決すると分業している。また，AI神経回路網における
「線形論理」と「非線形論理」の区分も相対的であり，AIアルゴリズムの進化
とグレードアップにつれ，本来なら「非線形論理」問題で事実認定分野にある
ものも，今後，「線形論理」範疇に入ると考えられる。こうして，AIアルゴリ
ズムが突破していくにつれ，ロボットは事実認定と法律適用の問題をより多く
解決できるようになり，人間とマシーンの黄金比も変化していく。
2 ．ロボットの自己決断に基づいたアルゴリズム審査制度の構築
　「アルゴリズムのブラックホール」という当事者による質疑に応じて，ロボ
ットのアルゴリズム審査制度の構築が必要となる。同制度は，具体的に下記の
ような内容を含む。
（ 1）AI アルゴリズム公開制度
　企業は普通，ロボットのアルゴリズムを技術的秘密として守ろうとするが，
司法裁判用のロボットの場合，そのアルゴリズムを社会に向けて全面的に公開
すべきである。具体的に，「全面公開」，「ネットワーク公開」，「初期公開」と
三つの原則があげられる。まず，「全面公開」とは，アルゴリズムに関連する
あらゆる要素を，隠すことなく社会に向けて公開する。アルゴリズムに関連す
る数学公式や，コンピュータプログラミングコード，製品設計理念といった要
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素を含めるがこの限りではない（32）。「全面」と強調するのは，当事者による質
疑があった場合，当事者に招聘された技術専門家は，当該アルゴリズムによる
演算ルール及び当事者権利の正確な評価への影響を徹底的に把握することがで
きるためである。それから，「ネットワーク公開」とは，公衆にとって，公開
された情報を便利に入手でき，しかも，障害となるものを一切設けないことを
強調する。最後に，「初期公開」とは，当事者による質疑があった時でなく，
司法機関で利用しはじめた時から公開すべきであることを強調する。初期公開
の利点は，公衆にとって，最初からアルゴリズムに対して質疑を提出する権利
を持つところにある。
（ 2）AI アルゴリズム裁判制度
　アルゴリズムに対して，当事者による質疑があった場合，専門的なアルゴリ
ズム審査機関によって評価する必要がある。わが国では，まだ専門的なアルゴ
リズム審査機関はなく，学界ではアルゴリズム審査機関の設立を強く呼びかけ
ている。AI時代において，アルゴリズムは至るところに存在し，製品とアル
ゴリズムが高度に融合するため，従来の製造物責任は多くアルゴリズム責任へ
グレードアップし，アルゴリズム審査に対する需要もますます切なるものにな
ってきた。同じように，司法裁判分野で，訴訟の当事者はロボットのアルゴリ
ズムに質疑があった場合，専門的なアルゴリズム審査機関によって審査と裁決
を実施する必要がある（33）。
　司法裁判用ロボットのアルゴリズム審査について，利益関係者だけでなく，
一般公衆もアルゴリズム審査を要求する権利がある。こうして，ロボットのア
ルゴリズムはいつまでも，公開・監督される状態にあると保証される。ただ，
利益関係者と一般公衆による審査要求の法的手続の設計において，相違点があ
（32）　2016年，イギリス下院科学と技術委員会が公表した「ロボティクスと人工
知能」では，AI安全と管理における決断システムの透明化の役割を特別に
強調した。科学的知識と技術の倫理に関する世界委員会も，ロボット倫理に
関する初歩的な草案報告を公表し，ロボット及びロボット技術に関する倫理
と法的規制において，トレーサビリティの確立をめざすべきであり，ロボッ
トによる行為及び決断の全過程の監督・管理と保証すべきであると述べた。
（33）　2017年12月，米ニューヨーク市議会では，アルゴリズムによる差別問題を
解決するために「アルゴリズム問責法案」を通過した。当該法案によると，
ニューヨーク市は専門家と市民組織の代表者からなるワーキンググループを
設け，市の行政機関で採用される自動決断アルゴリズムの公平性と，問責
性，透明度を監督する。
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るべきである。前者は自分自身の利益のため，後者は社会公共利益のために関
心を寄せてくるため，当然，アルゴリズム審査の受理条件や法的時効といった
面において必要な相違点があると考えられる。
　また，司法ロボットのアルゴリズム審査につき，肝心なのは，当該アルゴリ
ズムは事件を公正に裁判するための真実，平等（無差別），合法といった基本
的な原則に反するか否かである。「アルゴリズム真実原則」は，アルゴリズム
に基づき取り出したデータ及びその演算結果はいずれも真実であって，フェイ
クな要素を含めないことを強調する。「アルゴリズム平等（無差別）原則」は，
アルゴリズム及びそれに基づいた決断過程と演繹結果により，「年齢，性別，
民族，教育程度，戸籍」等における差別を一切もたらさないことを強調する。
「アルゴリズム合法原則」は，アルゴリズム及びそれに基づいた演繹結果はわ
が国の既存法律規範に合致し，特に，法律や行政法規といった強制的な定めに
違反しないことを強調する。
（ 3）AI アルゴリズム救済制度
　司法裁判用ロボットのアルゴリズム審査制度から，最終的に二種類の結果が
演繹されると考えられる。一種類は，アルゴリズム自身が完全に合法である。
もう一種類は，アルゴリズム自身が違法である。例えば，「真実，平等（無差
別），合法」のうち一つ又は複数の原則に違反した場合，アルゴリズム自身が
違法だと確認されたら，当然，一連の法的結果につながる。例えば，司法裁判
用のアルゴリズムに対して，使用停止又は修正を要求することができる。
　利益関係者として，アルゴリズム自身が違法なら，これまでの判決とどのよ
うな関係があるかに関心を持つ。簡単に言えば，利益関係者はアルゴリズムが
違法だという審査結果を理由に，以前の判決を無効にさせることを望む。無
論，利益関係者はアルゴリズム審査の訴訟で，「アルゴリズム違法と判決結果
に因果関係がある」という請求も併せて提起することは可能である。その請求
につき，アルゴリズム審査機関が審査する。アルゴリズム審査機関により，ア
ルゴリズム違反と判決結果に因果関係が認められた場合，利益関係者の無効請
求に重要な影響をもたらす。
Ⅴ．おわりに
　司法裁判における AI応用に関する法理的討議は始まったばかりである。AI
アルゴリズムの更なる向上，社会ビッグデータの更なる公開及び 5 G時代の到
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来に伴い，司法裁判における AI応用価値はさらに際立つものになっていく見
込みである。それによる法的困惑をめぐり，支持派と反対派は，さらに大きな
論争・討議を展開していくだろう。これからどのようなアプローチを選ぶかに
関しても，さらに深く考える必要がある。AI技術の発展が新たな司法裁判制
度改革を引き起こすかもしれない。従来のトライアルや送達，口頭弁論，判決
といった概念は，AIを視野に入れれば，新たに定義される可能性もある。こ
うして，わが国の訴訟法律の更なる改善にもつながる。技術は発展していき，
法律は改善していく。訴訟の公平と正義の価値理念も人間は一貫して追及して
いく。将来はすでに到来している。人間社会は司法裁判における AI応用をめ
ぐり，引き続き，さらに深く法理的に検討していくと見込まれる。
