We study the regularity of fractional integral
Introduction
Product theory in harmonic analysis dates back to the time of Jessen, Marcinkiewicz and Zygmund as the strong maximal function was investigated. Study of certain operators, commuting with a multi-parameters family of dilations, has seen little in progress since the 1990s after a number of pioneering works accomplished, for example, by Robert Fefferman [8] - [10] , Cordoba and Fefferman [12] , Chang and Fefferman [13] , Fefferman and Stein [11] , Müller, Ricci and Stein [14] - [15] , Journé [16] - [17] and Pipher [18] . In particular, the area remains largely opened for fractional integrals.
In this paper, we study the regularity of strong fractional integral operator, defined on
(1. 1) Let δ denote an n-tuple (δ 1 , δ 2 , . . . , δ n ) for 0 < δ i < ∞, i = 1, 2, . . . , n, and
Define V(x, y) = inf δ µ {Q(x, δ)} : y ∈ Q(x, δ) (1. 3) which is essentially, the volume of the smallest rectangle centered on x that contains y, with respect to a measure µ.
Let 0 < α < N. A strong fractional integral operator I α is defined by (1. 4) whose kernel has singularity appeared at every coordinate subspace.
We require dµ(x) = ω(x)dx satisfying rectangle A ∞ : There exists 0 < η < γ < ∞ such that
for every subset S ⊂ R N and every rectangle Q ⊂ R N .
Let C denote a constant whose subindices indicate its dependence. Our main result is:
Theorem A Let I α to be defined in (1. 3) - (1. 5) . We have (1. 6) if and only if
for 1 < p < q < ∞.
The necessity of the constraint in (1. 7) is obtained by changing dilations in one-parameter. See chapter V of [6] . For n-number of parameters equal 1, the fractional integral defined in (1. 4) is introduced in chapter I of the book by Stein [5] . More historical background can be found in the papers by Hardy and Littlewood [1] and by Sobolev [3] and also the book by Hardy, Littlewood and Pólya [2] .
On the other hand, suppose that µ is a Lebesgue measure. Let α i = N i (α/N) for i = 1, 2, . . . , n. From (1. 3)-(1. 4), we have I α f = f * n i=1 |x i | α i −N i . In this special case, Theorem A can be proved straight forwardly, by carrying out iteration estimates over coordinate subspaces. Conjecture has arisen naturally for I α defined w.r.t some absolutely continuous measure, satisfying appropriate properties in the product setting.
In Section 2, we introduce a new framework, where the produce space is decomposed into infinitely many dyadic cones. The partial sum operator defined on each cone is essentially an one-parameter fractional integral operator, and satisfies the desired regularity. [7] : Stein-Weiss inequality on product spaces.
Remark 1.1 This new framework, consisting infinitely many dyadic cones, is established to study fractional integrals on product spaces. Further results can be obtained in this direction. For example, see the recent paper by Wang
In Section 3, we develop the proof of Theorem A with a number of preliminary estimates, and leave a crucial lemma of almost orthogonality to the last section.
Cone Decomposition on Product Spaces
Let t denote an n-tuple (2 −t 1 , 2 −t 2 , . . . , 2 −t n ) for t i , i = 1, 2, . . . , n ∈ Z. Define
where
Observe that Γ t (x) is a collection of rectangles with a fixed eccentricity depending on t, whose diameters are comparable to their distances away from x, in the spirt of Witney. Geometrically, it can be interpreted as a dyadic cone centered on x.
In particular, ift denotes another n-tuple (2 −t 1 −j , 2 −t 2 −j , . . . , 2 −t n −j ) for some j ∈ Z. From (2. 2), we have Γ t (x) = Γ˜t(x) since the union there takes all j ∈ Z.
Remark 2.1 For given Γ t (x), we assume that t i , i = 1, 2, . . . , n are nonnegative integers and
without losing of generality.
For every fixed t and a.e x ∈ R N , we estimate ∆ t I α f (x) in analogue to Hedberg [4] .
Since we are dealing with operators with positive kernels. It is suffice to assume f ≥ 0 throughout the rest of paragraphs.
Recall from (1. 2). A strong maximal function operator M µ is defined by
Its boundedness on L p (R N , dµ) for 1 < p < ∞ is proved by Robert Fefferman [8] , for which µ is rectangle A ∞ satisfying (1. 5).
Let f to be given and
It is clear that
Define the real number τ(t, x) implicitly by
Recall that µ is rectangle A ∞ satisfying (1. 5). We aim to show that for every  ∈ Z,
As a consequence of (2. 8), we have
.
First, by definition of V(x, y) in (1. 3), we have
(2. 10)
On the other hand, by applying Hölder inequality, we have
for every j ∈ Z.
We now choose τ(t, x) in (2. 11) and (2. 13) to satisfy
(2. 14)
By solving the equation in (2. 14), we find
which is (2. 7).
By bringing (2. 15) back to (2. 11), we have 
By putting together (2. 16) and (2. 17), we obtain (2. 8) which further implies (2. 9).
An Heuristic Argument
From (2. 1)-(2. 2), we have
where h m , m = 1, 2, . . . , q − 1 are n-tuples defined as t.
By applying Hölder inequality two times, we have
Let h denote an n-tuple as t. From (3. 2), we claim that the proof of Theorem A will be completed if the following result can be obtained.
Lemma of Almost Orthogonality: Let
The estimate in (3. 3), together with (3. 1)-(3. 2), clearly imply the norm inequality in (1. 6) for 1 < p < q < ∞ with q ∈ Z sufficiently large.
On the other hand, we have
The lemma must be true by replacing p, q with
Let q 1 ∈ Z to be sufficiently large, depending on p 1 , γ, η and
. There exists 0 < t < 1 such that
By applying Riesz interpolation theorem, we have
Turn back to Lemma of almost orthogonality. Let q to be sufficiently large, such that
By using the estimate obtained in (2. 9), we have
by (2. 6) and (3. 8)
(3. 9) The main objective of our remaining paragraphs is to show that the integral term in (3. 9) actually enjoys the decaying property in (3. 3). For this purpose, we develop the following preliminary estimates.
• It is suffice to prove the lemma for 0 < α < N sufficiently close to N, such that
Let α 2 to be sufficiently close to N so that η − γ 1 − α 2 N > 0, by choosing q sufficiently large and p 2 sufficiently close to 1. On the other hand, choose p 2 < p < p 1 . There exists a 0 < t < 1 such that
and therefore α = (1 − t)α 1 + tα 2 . Notice that p 1 , p 2 depend on p, q, γ, η. Together with (3. 8), q is chosen sufficiently large, depending on p, γ, η.
Recall dµ(x) = ω(x)dx. In order to prove the lemma, it is equivalent to estimate ∆ t I α f ω
We momentarily consider f to be a simple function, with its norm in
For every n-tuple t and a.e x ∈ R N , we give an analytic continuation of ∆ t I α f ω
For a.e x, y ∈ R N , the two complex exponential functions in (3. 11) have positive real bases. They are analytic for z ∈ C. On the other hand,
For a.e x ∈ R N and 0 ≤ u ≤ 1, the right hand side of (3. 12) is bounded because of (2. 9). Therefore, U t (x, z) has a power series expansion for z ∈ S. Moreover, we can always choose By applying the estimate in (3. 9), together with the analyticity and boundedness of U(x, z),
is bounded, continuous on the closure of S and analytic for z ∈ S. In particular, suppose that the estimate in (3. 3) is obtained for 1 < p 2 < q < ∞ where
By applying 3-lines Lemma, we have
• It is suffice to prove the estimate in (3. 3) by showing
for every t and q ∈ Z sufficiently large. Indeed, we have
by (3. 8) and (2. 6)
(3. 17)
• In order to prove (3. 16) , it would be enough to show that for q ∈ Z sufficiently large,
Let s denote an n-tuple (2 −s 1 , 2 −s 2 , . . . , 2 −s n ) for s i , i = 1, 2, . . . , n ∈ Z. We write
It can be easily verified that
(3. 21) Recall the definition of Γ t (x) in (2. 2). Notice that Γ t (sx) = Γ t−s (x) and Γ t (s −1 x) = Γ t+s (x) for every t and s. Denote f s (x) = f (sx) for every x ∈ R N .
(3. 22) Notice that µ s is rectangle A ∞ satisfying (1. 5) which is independent from changing dilations. Hence that the estimate in (3. 16) remains valid. Namely,
(3. 23) where By using the estimates in (3. 21)-(3. 24), we have
(3. 25) In summary of the above, to prove lemma of almost orthogonality, it is suffice to show (3. 18) for q ∈ Z sufficiently large and η − γ 1 − α N > 0.
Proof of Almost Orthogonality
Let q ∈ Z to be sufficiently large and η − γ 1 − α N > 0. We aim to show that
Recall from (2. 1)-(2. 2). We have We develop a 3-fold estimate, by splitting the sum in (4. 2) into three groups:
From (2. 7), we have
In particular, we write
Suppose τ(t, x) − τ(x) > (1 − σ)t ı for some σ > 0. We have
(4. 10) Notice that η(1 − σ)N ν − γσ(N − N ν ) > 0 provided that σ is sufficiently small. By applying the estimate in (2. 8), we have
by (4. 10) and ϑ t (x) ≤ 1.
(4. 11)
On the other hand, suppose τ(t, x) − τ(x) ≤ (1 − σ)t ı . We have
(4. 13)
By applying the estimate in (2. 8), we have
by (4. 13).
(4. 14)
(4. 15) where
for some σ > 0 sufficiently small.
Case 2:
Consider  ≤ ℓ ν . Suppose τ(t, x) − τ(x) < σt ı for some σ > 0. We have
by (4. 17) and ϑ o (x) ≤ 1.
(4. 18)
On the other hand, suppose τ(t, x) − τ(x) ≥ σt ı . We have
by (4. 20).
(4. 21)
(4. 22) where
Case 3:
Consider  − t ı < ℓ ν − 2 <  − 2. We partition the set {1, 2, . . . , n} = U ∪ V, such that
(4. 24) Noticethat ı ∈ U for which t ı is the maximum among all t i , i = 1, 2, . . . , n.
Let j ∈ Z and z ∈ R N . We further denote
and their dyadic variants
We have
It is essential to consider
Let r = r(t,  − ℓ ν ) to denote a new n-tuple (2 −r 1 , 2 −r 2 , . . . , 2 −r n ) such that
(4. 29)
Proposition 4.1 There exists a rectangle
whenever (4. 28) holds for y,
Proof: Consider i ∈ U. From (4. 24), we have  − t i + 1 ≤ ℓ ν − 2. By the assumption in (4. 28), there is an
We thus have
Moreover, by definition of r in (4. 29), we have Γ
Consider i ∈ V. From (4. 24), we have  − t i + 1 > ℓ ν − 2. By definition of r in (4. 29), we have Γ
The assumption in (4. 28) implies that there is an 
since ℓ ν − 3 <  − t i and ℓ ν − 3 < ℓ m , m = 1, 2, . . . , q − 1.
The inequality holds in (4. 31) because µ is rectangle A ∞ satisfying (1. 5).
By using Proposition 4.1, we have 
, we denote
which is a real number depending on the n-tuple t, x ∈ R N and j − l ν ∈ Z.
Recall from (4. 29). For this new n-tuple r, we have r ı = min{r i : i = 1, 2, . . . , n} =  − ℓ ν − 2.
Hence that we have , ℓ 1 , ℓ 2 . . . , ℓ q−1 belonging to G 1 in (4. 5) with t replaced by r.
By using (4. 27) together with (4. 35), and carrying out the same estimates in Case 1, we have 
