In data centers, the energy-efficient scheduling of virtual machines (VMs) is critical to the full utilization of physical machines (PMs). Considering the sheer amount of data in cloud environment, this paper puts forward a novel energy-efficient scheduling method for VM consolidation and migration in cloud data centers. The proposed method optimizes the energy consumption at cloud data centers through three algorithms: the first algorithm describes the general migration of VMs among PMs; the second algorithm defines the migration of VMs among PMs; the third algorithm explains how the migration takes place. The effectiveness of our method was demonstrated on CloudSim with 5 PMs and 30 VMs, under the constraints of arrival time and deadline. The results show that our method can balance the load of input jobs and schedule the VMs properly, thus reducing the carbon emissions at the cloud data center.
INTRODUCTION
Cloud computing is a booming technology in which any one can share and access computing resources such as software, development platforms and infrastructure as a service online with less efforts and less cost. Due to its simplicity and many other attractive features, cloud users are getting increased significantly. It helps any budding organization to manage their product's quality and production without having to spent much of their man power, time and money [1] . It provides both software and hardware resources online to any user with smart phone, laptop with basic internet connection. The main advantage of cloud technology is that the organization need not to maintain large scale capital expenditures to get access to cloud resources. They can "pay per use" i.e., they need to pay for the amount of resources they used. Cloud is based on the idea of Utility Computing where storage and computing resources are provisioned as metered services similar to public utility services [2] . The Figure 1 shows the Cloud service model. The architecture of cloud includes the following layers and each layer performs it dedicated responsibilities. The architecture of cloud consists of following layers [2] .
Layer0(Network): Layer1(Hardware): The hardware requirements necessary for cloud Layer2(Operating System): Any basic operating system that serves as interface between hardware and virtualization layer.
Layer3(Hypervisor): Responsible for virtualization. Layer4(Middleware): Takes the responsibility of managing cloud, dynamic provisioning of cloud services.
Layer5(Virtual Machines): Infrastructure as a service can be provisioned as virtual machines.
Layer6(Management): It acts in all layers for metering and billing of cloud services. Layer7(Security): Functions in all layers to ensure the security of them there by providing full security to cloud.
Layer8 (Portal) : Amongst all the layers the virtualization layer plays vital role in provisioning the much of cloud services to cloud users dynamically.
Virtualization: Is a technique that through which we can run multiple applications, operating systems on single system with dedicated hardware and software [3] [4] [5] . Through virtualization we can creating the virtual version of computing capabilities/resources and share them so that cloud user can interact with those resources. Virtualization provides the creates the logical view of computing resources so that it is possible to run multiple application and operation systems on single OS. This technique is different from multi tasking and reduces the processing overheads. The advantages of virtualization technique include:
i. Optimum utilization of hardware resources ii.
Concurrent access of different and conflict applications on same machine iii.
Isolation and management of services iv.
Reduction in ownership cost and power consumption
Cloud characteristics
The basic characteristics of cloud includes [6] .
On-demand self service: The computing resources can be provisioned on fly without having human intervention.
Broad network access: Resources can be accessed through internet with basic mechanisms from anywhere to anywhere.
Resource pooling: Resources are pooled from different locations to serve the needs of different customers. It also promotes location independent service pooling.
Rapid elasticity: computing capabilities are provisioned automatically and it can be quickly scaled up and scaled down.
Measured services: Cloud automatically quantifies, monitors, controls, manages and reports the usage of resources to both cloud user and provider for transparency.
Challenges
Despite of advantages, cloud users are also facing some challenges [7] . Some of them are:
i. Security and Resource Ownership ii.
Shared Resources and Software licensing iii.
Availability/Uptime iv.
Regulation/Compliance v.
Product/Service available In addition to the above mentioned challenges the one more major problem identified with the cloud is energy consumption in data centers. As we know, cloud environment generates huge amount of data which is stored and processed at data center. The data growth in cloud environment is exponential. As we know, data center is composed of set servers and various resources; these should be available to consumer on-demand at any time around the clock.
This continues usage of data center leads to high carbon emission that damages the environment unexpectedly. This is the dark side of the smart cities development.
Cloud providers follows two different virtualization approaches such as full virtualization and para-virtualization. There are four types of virtualizations such as network, storage, server and desktop virtualization.
Hypervisor: It is the key element of virtualization. It is also called as "Virtual Machine Manager" is a layer that allows multiple applications and operating systems to run on single hardware host. Table 1 [2] shows the comparison between different hypervisors developed by Oracle.
In this minor project, we are proposing an energy efficient scheduling algorithm in cloud to reduce the carbon emission at data center. The main objectives of this work are: reducing energy consumption and increase the resource availability. The proposed methodology reduces the carbon emission by load balancing. proper scheduling allows us to improve the resource availability. Resource availability can be determined by calculating the weight of the server using the weight approximation algorithm. 
RELATED WORKS
Jiang et al. [8] presented a discussion on how to reduce the Carbon dioxide that is emitted from data centers that were being used continuously for days. So, energy consumption has become a major problem in this area of cloud. This paper talks about EEVS with networking, load balancing and with many more constraints that helps the city to be smarter. Here they use power model that describes the relation between energy consumption and load balancing [9] [10] . EEMCRA algorithm is proposed and used in this paper. EEMCRA is meant for energy efficient minimum criticality routing algorithm. It includes load balancing strategy and routing optimization. To improve the network efficiency, we use E2MR2 algorithm. The main problem is network robustness. To measure robustness, they used and criticality to solve the problem. Graph theory is used to define network topology. Network criticality is inversely proportional to robustness i.e., where the is more criticality there is less robustness and this parameter is considered in order to solve the problem. We use MCRA algorithm that produces the shortest paths from end to end node [11] . EEMCRA although produces highest energy efficiency it cannot satisfy some constraints like maximum delay and link utilization ratio. To overcome this problem E2MR2 is used where re-routing is considered. Power model uses a function that describes links in between the machines in network which is related to traffic. If the function of link load is zero, it indicates that energy consumption is zero. Now a day's cloud services are used by many people. So, it could be efficient for cloud users if there is efficient load balancing so that the usage will be increased. This result in low latency and data transmission time decreased. In this paper [12] the load balancing achieved through several protocol mechanisms like HTTP redirection, HTTP requests, DNS responses. They used graphs, Voronoi partitions where the requests are sent to the data center with less distance when one or more data centers can be accessed by a single request of user. These Voronoi partitions also make the set in such a way that it uses less request time, less carbon emission and also minimum electricity cost [13, 14] . But while using Voronoi partition we need to consider the minimum distance between source and destination in order to get better results [15] . This paper also includes the concept of Pair Wise partitioning rule, where two different data centers communicate to each other and then they decide which will be the better route for a particular region. And to study the carbon emission they used to check that amount of carbon released by utilizing EC2 infrastructure. In cooling they suggest to use "free air cooling" where the cooling process is like depending on the temperature it allows the cool air from the environment into the data center to maintain the temperature.
Multi-tenancy mainly works for sharing of resources in a cloud whether it may be public or private. The models used in this paper [16] are Fat tree networking and Hose traffic model. As we know Fat tree is three-tier architecture but for the convenience it is abstracted into two-tier. Edge switches help to resolve the intra-edge traffic while core switches take care of inter-edge traffic. Because of the volatile nature of the traffic in a data center, Hose traffic model is taken into consideration [17] . Here the Virtualization framework has many phases like placement phase, link establishment phase [18, 19] . The main idea of placement phase is to reduce traffic by clearing the inter-edge flows thinking of the future so that cloud resources are used in efficient manner. Second phase is about to select the core switch and establishes link between edge switch and core switch. The strategies used in both the phases are dynamic so that they can be used for further allocation.
Najafi et al. [20] proposed an approach with Harmony Search Algorithm (HSA) to reduce energy consumption in cloud environment. It focuses on reducing virtual machines migration and is suitable for energy efficiency in the infrastructure as a service (IaaS) [21, 22] . This approach primarily identifies best physical system to reallocate the VMs and thereby reduces the energy consumption in cloud environment. The approach works in four steps: Hosts are sorted in descending order by their workloads, VMs with low loads are selected for migrations, and they are sorted in descending order by their migration ranking and are placed on target host by considering threshold value and final step is shutting down the hosts with low load. The proposed approach is compared with PABFD and results shows that proposed algorithm outperforms than PABFD.
Chen et al. [23] proposed an algorithm (CLB), for reducing energy consumption in cloud environment [24, 25] . This architecture considers server processing power and computer loading. This mechanism follows three scheduling algorithms to reduce energy consumption in cloud. It has five layers. A layer called Cloud Load Balance Monitoring Platform (CLBMP), primarily identified the loads of all the services, detects whether the service is online, and sort the server load and stores it in a database. Another layer called Cloud load balance distribution platform (CLBDP), assign the server based on user request by using wheel load balancing mechanism. Based on user requests cloud server provides storage. This algorithm monitors platforms to obtain the load of each server, computing power and the priority service value (PS). When the cloud server receives a user request, demanded services will enter in to cloud load balancing distribution platform. This platform will get the first half of the service from the database based on their priority service value, and polling method is used to dispatch the services to users.
Li et al. [4] proposed an algorithm EAGLE that balance the utilization of multi-dimensional resources. The algorithm works in such a way that reduces power consumption to the significant level by decreasing the no. of working PMs. The primary objective of this algorithm is, first it selects the best physical machine (PM). Then VMs are identified to deploy in PMs and placed on virtual machine placement (VMP). The number of PMs are minimized to improve the resource utilization [26, 27] . The goal is to reduce the no. of fully loaded resources and their sizes.
Zhou et al. [28] proposed an algorithm, EEOM for optimizing time of triggering and selection of virtual machine. The EEOM considers CPU time and memory factors. It utilizes the Auto-Regression model to prevent the unnecessary VM migrations. The algorithm optimizes time of triggering, selection of virtual machine and location of host machine, taking CPU and memory factors into consideration. It can also predict the future condition of services. This model follows the triggering strategy as follows: if the resource utilization < minimum threshold value then VM is added to the server list else server will be added. It considers the three condition for VM migration. VM's with overloaded CPU, overloaded memory, and minimum load threshold value [29] [30] [31] .
Zhou et al. [28] proposed a consolidation algorithm named PVDE (prediction-based VM deployment algorithm for energy efficiency) that predicts the load of each server [32, 33] . A linear weighted method is used to predict the load of each server. This algorithm first predicts the load of a server (predictive value of hosts' CPU utilization) using linear weighted method. PVDE sets three thresholds (a,b,c) that results the four categories of data center hosts. i.e., hosts with little, light, optimal and heavy loads. All VMs on little-loaded host are migrated to lightly-loaded hosts. All VMs on optimally-loaded host and lightly-loaded host are kept unchanged. Some VMs on heavily-loaded host are migrated to lightly-loaded hosts. The author consolidated four VM selection algorithms, to reduce the CPU utilization.
Gaochao et al. [34] proposed a load balancing model for the public cloud that follows switch mechanism [35, 36] . For simplifying load balancing process, this model partitions the public cloud in to several parts. The cloud main controller chooses the best partition whenever the service arrives at public cloud. The selection of best partition is done based on its partition status which is categorized in to three types i.e., idle, normal, and overload. So, game theory is used in this load balancing strategy in which the normal load status can be viewed as a non-cooperative game.
Zhou et al. [37] proposed an algorithm (TESA) for energy efficiency [30, 31, 38] in cloud data servers. This mainly works on relationship between the energy consumption and (processor) resource utilization. In this algorithm, VMs migration takes place when VMs on host are highly loaded and some on host are lightly loaded. These VMs are migrated to another host with proper load. To avoid excessive migration, all the VMs on properly loaded host or middling loaded host are kept unchanged. The author had proposed five selection polices to select the VMs for migration. The main goal of selection polices is that select the VMs for migration in such a way that all the host's load is balanced and reduce the CPU utilization.
PROPOSED METHODOLOGY FOR VM CONSOLIDATION, MIGRATION AND SCHEDULING
Although cloud computing has got huge attention from the industry, still it is suffering from various issues like security, service availability, QoS, standardization, and power consumption [39] . Research studies indicated that efficient energy management in cloud data center to build green computing is most burning problem. It also indicated that over 90% of a data farm's power is devoured by the IT equipment [40, 41] . Hence cloud infrastructure providers need to adopt measures to ensure the energy saving [39, 42, 43] . We studied the state-of-the art techniques for power saving in the IaaS level [44] . The studies indicated that through effective use of cloud core technology virtualization, we can reduce power consumption in cloud. In our work, using virtualization [3] , we proposed a methodology, "a novel energy efficient scheduling for VM consolidation and migration in cloud data centers", for building of green cloud [21, 42, 45] .
The proposed methodology ensures the optimized energy consumption in a systematic procedure with three algorithms (Figure 2) . Each algorithm has a defined task in which Algorithm-1 describes the general migration of VMs among PMs. Algorithm-2 decides the migration of VMs among PMs. Algorithm-3 explains how the migration takes place.
As we know that cloud environment generates huge amount of data, this data can be stored and processed at data center, where data growth is exponential. Cloud data centers are composed of set of servers and other resources which must be running to provide the consumers requests at any time round the clock.
This continuous usage of data centers leads to huge amount of carbon emissions which is a dark side of cloud technology. This is where virtualization comes into picture. Virtual machine scheduling is one of the important factors that control the energy consumption in the cloud environment. The scheduling of VMs among PMs is done by ensuring that each PM is fully loaded. This mechanism could reduce the power consumption by putting some PMs in sleep state. The main idea of proposed methodology is to only keep that PMs active that have at least one core in active state and turn off other PMs. The proposed methodology works at three levels, at the first level (Algorithm: 1), it describes the general scheduling VMs to PMs, at the second level(Algorithm 2), it decides whether the scheduling should takes place or not and at the third level (Algorithm: 3), it explain how scheduling takes place if it is mandatory. In cloud VMs arrive at an increasing rate and it can be defined by its computations, arrival time, start time and deadline. VM should be assigned to PM whenever it arrives. The assignment of VM to PMs is done on the basis of Optimal Frequency (OF) of each PM. Optimal Performance Power Ratio (OPPR) is computed based on the Optimal Frequency and physical machines with higher ratio will be allocated VMs prior to other PMs. And the algorithm-1 is as follows.
Algorithm:1
Inputs: List of PMs, List of VMs Output: Scheduling of VMs 1. Compute the Optimal Performance Power Ratio of all the Physical Machines in the list and sort the list in the decreasing order of ratios.
For every time period (t),
Check the VM List for VMs machines to be allocated in that time period. For every VM to be allocated in (t) Check for idle cores in PM_List If found:
Allocate the VM to that core. Start the VM execution and set VM.start_time = t Add (VM,PM,Core) to Allocation List Else:
Check in the next PM and continue until the VM is allocated or no more PMs are left.
If a VM is not allocated successfully:
Update the required resource for VM (VM.rr) Add the VM to the head of VM List to allocate in the next time Period. 
After allocating
where, Freqi is a frequency of PM, AR is available resource, ALR is allocated resource, PUE is a power usage effectiveness.
To compute the central tendency among the PPRs of each PMs, variance is being computed using Eq. 2.
where, is the average of PPR values of various PMs.o is the ppr value of the individual PM and n is the total no. of machines. The need of the scheduling is calculated based on the value of v.
Level-2: Algorithm-2 considers the Variance of OPPRs of all PMs for better assignment of VMs to PMs. i.e. The algorithm first sets the threshold value (tolerance) for all OPPRs of all the PMs. Then it computes the Variance of all the OPPRs and compares it with tolerance. If variance > tolerance, it concludes that all the PMs are equally loaded and no scheduling is required. Otherwise it defines that some of the machines are heavy loaded and the scheduling is required. In this case the machines which were lightly loaded will complete the task and enters into sleep mode in the short time. The assignment of VMs to PMs is done by calling algorithm-3. The algorithm-2 works as follows.
Algorithm:2
Input: OPPRs of all 
RESULTS & DISCUSSIONS
We demonstrated the scheduling of proposed methodology on CloudSim with five Physical Machines and thirty Virtual Machines with its arrival time and deadline constraints. Time period is set as 1 second, VMs are assigned to PMs in each time frame. VM which is not assigned in the given time frame cam be considered first in the next time frame. The machines with parameters are given in the below table 2. Below Figure 3 shows that initially there is no VM left for the assignment. Figure 5 shows three VMs, VM1, VM5 and VM6 left for assignment. It also shows the assignment of VM1 to PM3 core1, VM5 to PM3 core2 and VM6 to PM3 core3 and their start times. Figure 6 shows assignment of VM2, VM9 and VM26 to PM3 core0, core4 and core5 and their start times. It also shows the failure of VM3 assignment due to inadequate resources. Figure 7 shows the Re-assignment of VM15, VM16 and VM27 to Various cores of PM4. It also shows the completion of VM12, VM17, VM18 and VM28 execution at PM2 & PM4. The performance evaluation of 30 VMs over 5 PMs is carried on CloudSim tool. In the process of evaluation, the following parameters have been considering which includes, arrival times, deadlines and required resources of VMs, performance power ratios, power consumed by PM.
Arrival time and deadlines (ranges from 21.08.09 to 21.08.24) of VMs have been shown in Figure 10 , Required resources frequency (Hz) of VMs have been shown in Figure  11 . Figure 14 shows after applying proposed methodology, gradual decrease in power consumption by putting one PM in sleep state.
CONCLUSION
Rigorous review has been done cloud core concepts and made an extensive study on available energy efficient techniques to reduce energy consumption in cloud for building the green cloud computing systems. In this paper, authors have proposed and implemented a methodology that is not only helps us to strong cloud but also helps to reduce CO2 emission from a cloud data center. The proposed methodology has been implemented and tested on CloudSim with five physical machines and 30 virtual machines. Experimental results show that proposed methodology could reduce the power consumption in cloud data centers.
