Abstract. In a Banach space X endowed with a nondegenerate Gaussian measure, we consider Sobolev spaces of real functions defined in a sublevel set O = {x ∈ X : G(x) < 0} of a Sobolev nondegenerate function G : X → R. We define the traces at
Introduction
Let X be a separable Banach space with norm · , endowed with a nondegenerate centered Gaussian measure µ. The relevant Cameron-Martin space is denoted by H, its scalar product by ·, · H and its norm by | · | H . The covariance operator is denoted by Q : X * → X, where X * is the dual space of X. We consider subsets of X of the type O = {x ∈ X : G(x) < 0} for suitable G : X → R, and Sobolev spaces of real valued functions defined in O.
The aim of this paper is to set the bases of the theory of traces of Sobolev functions at the level sets {x ∈ X : G(x) = 0}. Such traces belong to L p spaces with respect to a "natural" measure on G −1 (0), namely the Hausdorff-Gauss surface measure ρ of Feyel and de La Pradelle [15] , which is a generalization of the Airault-Malliavin surface measure [1] . The latter is defined only on level sets of very smooth functions G, while in the applications to e.g. differential equations in infinite dimensional spaces the level sets are not usually so smooth. In this context smoothness is intended in terms of Sobolev regularity, not in terms of C k regularity. Precisely, we consider a (suitable version) of G satisfying µ(G −1 (−∞, 0)) > 0 and G −1 (0) = ∅ to avoid trivialities and pathological cases, and such that (1) G ∈ W 2,q (X, µ) for each q > 1, (2) there exists δ > 0 such that 1/|D H G| H ∈ L q (G −1 ((−δ, δ), µ)) for each q > 1.
The spaces W 2,q (X, µ) considered here are the usual Sobolev spaces of the Malliavin Calculus, and D H G denotes the generalized gradient of G along H, see sect. 2. For O and G −1 (0) to be well defined we have to fix a version of G. If X = R n , G has a version which belongs to C 1+α loc (R n ) for every α ∈ (0, 1). For such a version, O is an open set and (2) implies that the gradient of G does not vanish at G −1 (0) (if O is bounded, (2) is in fact equivalent to the fact that the gradient of G does not vanish at G −1 (0)). So, G −1 (0) = ∂O is C 1 hypersurface that is locally C 1+α for every α ∈ (0, 1). In infinite dimensions there are no Sobolev embeddings, and G may fail to have a continuous version. We fix once and for all a Borel version of G which is C 2,q -quasicontinuous for every q (see sect. 2 for precise definitions and references), that we still call G. Still, (1) and (2) may be seen as mild regularity assumptions on G and on the set G −1 (0). In particular, (2) is a mild non degeneracy assumption, and in fact functions satisfying (2) are sometimes called "nondegenerate". Since the measure ρ does not charge sets with vanishing C 1,q capacities, the results are independent of the choice of the quasicontinuous version. However, on a first reading one may skip technicalities about Gaussian capacities and assume that G is smooth. Indeed, the results are still meaningful for smooth G and many difficulties and open problems are independent of the regularity of G.
The Sobolev spaces W 1,p (O, µ) are defined as the closure of the set of the Lipschitz continuos functions in the Sobolev norm. More precisely, we prove that the operator Lip(O) → L p (O, µ; H), ϕ → (D H ϕ) |O , is well defined and closable, and we denote by W 1,p (O, µ) the domain of its closure (still denoted by D H ). Here ϕ is any Lipschitz extension of ϕ to the whole X.
If O = X, or if X is finite dimensional, there are other well known equivalent definitions of Sobolev spaces (e.g. [7, Ch. 5] ), for instance through weak derivatives and through the powers of the standard Ornstein-Uhlenbeck operator. In contrast, in the infinite dimensional case if O = X the equivalence of different reasonable definitions is not obvious. Our choice is motivated by our approach to the trace theory.
The starting point, and main tool for the definition of traces, is the integration formula
that holds for every Lipschitz function ϕ : X → R. Here D k ϕ = D H ϕ, v k H denotes the generalized derivative in the direction of v k , where {v k : k ∈ N} is an orthonormal basis of the Cameron-Martin space, andv k is the element of L 2 (X, µ) associated to v k , namely the unique g in the L 2 (X, µ)-closure of the dual space X * such that x ′ (v k ) = X x ′ (x)g(x) dµ for every x ′ ∈ X * . If O = X, (1.1) without the surface integral is the usual integration formula for Gaussian measures (e.g., [7, Ch. 5] ). If O = X, the vector D H G/|D H G| H in the surface integral plays the role of the unit exterior normal vector in the surface integral.
To prove (1.1) we need to rework the Feyel's proof of the continuity of the densities of suitable measures, which is the subject of section 3, and constitutes the technical part of the paper.
With the aid of (1.1) and of its variants we follow the procedure of [9] to show that for every 1 ≤ q < p there exists C p,q such that
for every Lipschitz continuous function ϕ. This allows to define the trace Tr ϕ at G −1 (0) of every ϕ ∈ W 1,p (O, µ) as an element of L q (G −1 (0), ρ), for every q ∈ [1, p), just approximating by Lipschitz continuous functions. In this way, (1.1) and (1.2) are satisfied by every ϕ ∈ W 1,p (O, µ), with Tr ϕ replacing ϕ in the surface integrals. Note that the integral Ov k ϕ dµ is meaningful for every
Under further hypotheses on the function G the trace operator is bounded from
, for every p > 1. But in several important examples such hypotheses are not fulfilled, and we can only prove that the trace operator is bounded from
This phenomenon is not related to the smoothness of G, for instance if X is a Hilbert space and G(x) = x 2 − 1 then O is the unit open ball and G is smooth, however we do not know whether the trace operator maps
A detailed discussion is in section 5, where this problem is reduced to the validity of a weak Hardy type inequality.
Even when the trace maps
continuously -for instance, in the case of halfspaces or more generally of regions below graphs of good functions -the characterization of the range of the trace operator is not an easy problem. In section 5 we characterize the range of the trace operator when O is a suitable halfspace, namely when G(x) =ĥ(x) for someĥ ∈ X * . Then h := Q(ĥ) ∈ H, X is splitted as the direct sum of the one dimensional subspace spanned by h and a complementary subspace Y = (I − Π h )(X), where Π h (x) =ĥ(x)h. This decomposition induces the decomposition µ = µ 1 ⊗ µ Y , where µ 1 is the standard Gaussian measure N 0,1 in R, identified with the linear span of h, and µ Y = µ • (I − Π) −1 is a centered nondegenerate Gaussian measure in Y . After the identification of G −1 (0) = {0} × Y with Y , we have ρ = µ Y , and we prove that the space of the traces at G −1 (0) of the elements of
The latter may be characterized in several ways, using the realization of the standard Ornstein-Uhlenbeck operator 
(Y, dy), but to our knowledge for halfspaces the best global result in finite dimensions is the same as in infinite dimensions, namely we do not know any characterization of (
However, we remark that comparison with the finite dimensional case may be misleading. As we already mentioned, under our assumptions if
hypersurface. If it is compact, or more generally if it is uniformly C 1 , then the trace operator is bounded from
, where dH n−1 is the usual Hausdorff surface measure. In infinite dimensions, even for very smooth functions G the set G −1 (0) is not compact, and no reasonable extension of the notion of uniformly C 1 boundary seems to be appropriate in our context.
A useful result of the paper is the extension of formula (1.1) to Sobolev functions ϕ ∈ W 1,p (O, µ), where "ϕ" in the boundary integral is meant as the trace of ϕ. It is readily extended to vector fields Φ ∈ W 1,p (X, µ; H), obtaining the familiar formula
where div is the Gaussian divergence.
3
Traces of Sobolev functions at the boundaries of very smooth sets were already considered in the papers [5, 6, 9, 10, 2] in connection with differential equations in regular subsets of Hilbert spaces, with homogeneous Neumann or Dirichlet boundary conditions. In such papers the interest was mainly focused on null traces at the boundary.
None of the results of this paper is "surprising", to use a fashionable word. Indeed, what is made here is to extend to the infinite dimensional case well known results from the finite dimensional setting, with the due modifications. What is surprising is the amount of difficulties and false friends that we encountered in this extension, and this is why we gave complete details. The elementary questions that remain open for the moment show that, as far as Sobolev spaces are concerned, the jump between the finite and the infinite dimensional setting is considerably big.
Notation and preliminaries.
We denote by Q the covariance of µ and we fix once and for all an orthonormal basis V = {v k : k ∈ N} of H. We recall that if X is a Hilbert space and X * is canonically identified with X, then Q is a compact self-adjoint operator with finite trace and we can choose a basis {e k : k ∈ N} of X consisting of eigenvectors of Q, Qe k = λ k e k . The space H is just Q 1/2 (X) with the scalar product h 1 , h 2 H = Q −1/2 h 1 , Q −1/2 h 2 X , and the set
In this case v is unique, and we set
It is easy to see that if f is Fréchet differentiable at x (as a function from X to R), then it is H-differentiable. If X is a Hilbert space and f is Fréchet differentiable at x, then D H f (x) = QDf (x), where Df (x) is the usual gradient.
We consider the Gaussian Sobolev spaces 
We shall use the integration formula for ϕ ∈ W 1,p (X, µ), p > 1:
* . In any case,v k ∈ L q (X, µ) for every q > 1, so that the right hand side of (2.1) makes sense. If X is a Hilbert space and the basis is chosen as above,
The spaces W 1,p (X, µ; H) that we shall consider at the end of Sect. 4 are defined similarly, replacing real valued smooth cylindrical functions by the space of H-valued smooth cylindrical functions, namely the linear span of the functions such as x → f (x)h, where f is any real valued smooth cylindrical function and h ∈ H. For every measurable mapping Φ : X → X and for every smooth cylindrical f we define
whenever such limit exists. If the limit exists for a.e. x ∈ X and a function β ∈ L 1 (X, µ) satisfies
for every smooth cylindrical f , β is called Gaussian divergence of v and denoted by div Φ. The Gaussian divergence is a linear bounded operator from
where the series converges in L p (X, µ). Moreover, for every vector field Φ ∈ W 1,p (X, µ; H) and f ∈ W 1,p ′ (X, µ) we have
See [7, §5.8] .
Let us come back to real valued functions. There are several characterizations of the Sobolev spaces, that will be used in the sequel. One of them is through the weak derivatives. Given f ∈ L p (X, µ) and h ∈ H, a function g ∈ L 1 (X, µ) is called weak derivative of f along h if for every smooth cylindrical function ϕ we have
For p > 1 the space W 1,p (X, µ) coincides with the set of all f ∈ L p (X, µ) for which there exists a mapping Ψ ∈ L p (X, µ; H) such that for every h ∈ H the function Ψ(·), h H is the weak derivative of f along H. In this case, we have Ψ = D H f ( [7, §5.3, Cor. 5.4.7] ).
The Sobolev spaces may be characterized also through the powers of the realization of the Ornstein-Uhlenbeck operator in L p (X, µ). More precisely, for p > 1 the space
, where L p is the infinitesimal generator of the Ornstein-Uhlenbeck semigroup
If B ⊂ X is not open, its C k,p -capacity is the infimum of the C k,p -capacities of the open sets that contain B.
Let k be either 1 or 2, p > 1 and let f ∈ W k,p (X, µ). Then f is an equivalence class of functions, its elements are called versions of f . There exists a versionf of f that is Borel measurable and C k,p -quasicontinuous, namely for each ε > 0 there is an open set A ⊂ X such that C k,p (A) ≤ ε andf |X\A is continuous. Moreover, for every r > 0,
See e.g. [7, Thm. 5.9.6] . Suchf is called precise version of f . Two precise versions of the same f coincide outside a set with null C k,p -capacity. Moreover if f ∈ ∩ p>1 W k,p (X, µ) there exist Borel versionsf of f that are C k,p -quasicontinuous for every p. In the sequel we shall always consider one of such versions. The results will be independent on the choice of the version.
If G : X → R is any measurable function, and ϕ ∈ L 1 (X, µ) has nonnegative values, the pull-back measure ϕµ • G −1 is defined on the Borel sets B of R by
and it is a finite measure. If ϕ ∈ L 1 (X, µ) attains both positive and negative values, ϕµ•G −1 defined as above is a signed measure. For other aspects of Gaussian capacities and Sobolev spaces with respect to Gaussian measures we refer to [7, Ch. 5] , [14] .
Surface measures.
We recall the definitions of the 1-codimensional Hausdorff-Gauss measures that will be considered in the sequel.
If m ≥ 2, and F = R m is equipped with a norm | · |, we define
H m−1 being the spherical m − 1 dimensional Hausdorff measure in R m , namely
is the Lebesgue measure of the unit sphere in R m−1 . If X is a separable Banach space endowed with a centered nondegenerate Gaussian measure 6 µ, let H be the relevant Cameron-Martin space. For every finite dimensional subspace F ⊂ H we consider the orthogonal (along H) projection on F :
where {f i : i = 1, . . . , m} is any orthogonal basis of F . Then there exists a µ-measurable projection π F on F , defined in the whole X, that extends it. Its existence is a consequence of e.g. [7, Thm. 2.10.11], which states that for every i there exists a unique (up to changes on sets with vanishing measure) linear and µ-measurable function l i : X → R that coincides with x → x, f i H on H. Then we set
for every x ∈ H and the extension is obvious, l i (x) =f i (x) for every x ∈ X. In particular, if X is a Hilbert space,
Still in the case where X is a Hilbert space, it is convenient to choose an orthonormal basis {e k : k ∈ N} of X made by eigenvectors of Q. If Qe k = λ k e k , the function l i is the L 2 (X, µ) limit of the sequences of cylindrical functions
which is called
If F is spanned by a finite number of elements of the basis
x, e i X e i , namely Π F coincides with the orthogonal projection in X over the subspace spanned by e 1 , . . . e m .
Let F be the kernel of π F . We denote by µ F the image measure of µ on F through π F , and by µ F the image measure of µ on F through I − π F . We identify in a standard way F with R m , namely the element m i=1 x i f i ∈ F is identified with the vector (x 1 , . . . , x m ) ∈ R m , and we consider the measure θ F on F . We stress that the norm and the associated distance used in the definition of θ F are inherited from the H-norm on F , not from the X-norm. For instance, if
where dS is the usual m − 1 dimensional spherical Hausdorff measure. So, for every Borel set A,
In the general case, for any Borel (or, more generally, Suslin) set A ⊂ X we set
where
is measurable with respect to µ F ) and increasing, i.e. if
. This is sketched in [13] , a detailed proof is in [4, Lemma 3.1]. By the way, this is the reason to choose the spherical Hausdorff measure in R m : if the spherical Hausdorff measure is replaced by the usual Hausdorff measure, such a monotonicity condition may fail.
The Hausdorff-Gauss measure of Feyel-de La Pradelle is defined by
Similar definitions were considered in [4] and [17] , respectively,
spanned by a finite number of elements of V }, (2.7) and moreover in [17] 
, and ρ V (A) could depend on the choice of the basis V of H. In section 3 we shall see that if A is contained in a level set of a good function then
An important property that will be used later is the following ([15, Thm. 9]).
2.2. Sobolev spaces on sublevel domains. In this section G : X → R is any Borel version of an element of W 1,q (X, µ) for some q > 1, and we assume that O := G −1 (−∞, 0) has positive measure. We set as usual q ′ := q/(q − 1). The Sobolev spaces W 1,p (O, µ) will be defined taking Lipschitz functions as starting points. Let ϕ ∈ Lip(O). It is well known that ϕ has a Lipschitz continuous extension ϕ to the whole X, with the same Lipschitz constant L of ϕ. For instance, we can take the McShane extension [7, Lemma 5.7.7] . Hence, we can define
for any Lipschitz continuous extension ϕ of ϕ. We need the following lemma, about the closability of D H .
Without loss of generality we may assume that each f k is defined and Lipschitz continuous in the whole X, so that it belongs to W 1,q (X, µ) for every q > 1. We have to
To this aim we approach every Lipschitz continuous u by functions belonging to W 1,p ′ (X, µ) that vanish in O c . Fix a smooth η : R → R such that η(r) = 0 for r ≥ −1, η(r) = 1 for r ≤ −2, and set η n (r) := η(nr). Then set u n (x) := u(x)η n (G(x)), for each n ∈ N and x ∈ X. By dominated convergence the sequence (
Each u n belongs to W 1,q (X, µ), and
The integration by parts formula (2.1) yields
and letting k → ∞, the left hand side goes to O u n Φ, v i H dµ and the right hand side goes to 0. Therefore O u n Φ, v i H dµ = 0 for each n and (2.8) holds.
is a Banach space with the graph norm
may be approached by a sequence of Lipschitz continuous functions, whose restrictions to O are a Cauchy sequence in 
Note that we can take as D the space of the smooth cylindrical functions, as well as the space of the exponential functions (that is, the span of the functions of the type x → e i x,h with h ∈ X) used in [11] when X is a Hilbert space.
As a consequence of Proposition 2.4 we get the following lemma, that will be used later.
Proof. Let (ϕ n ), (ψ n ) be sequences of smooth cylindrical functions whose restrictions to O converge to ϕ, ψ, in
respectively. Such sequences exist by Proposition 2.4. As easily seen, (ϕ n ψ n|O ) converges to ϕ ψ in L r (O, µ), and since
Continuity of densities
Our leading assumptions will be the following.
From now on we consider precise Borel versions of G and |D H G| H that we still call G and |D H G| H . As in Section 2.2, we consider the set O := G −1 (−∞, 0), and for δ > 0 we define
We use a consequence of the coarea formula [13, Thm. 5.7] : if G satisfies Hypothesis 3.1-(1), for each Borel ψ : X → [0, +∞) we have
(It is not excluded that both members are +∞).
belongs to L 1 (−δ, δ) and it is a density of the measure ϕµ
Note that by Proposition 2.1 the function q ϕ defined in (3.2) is the same for every precise versions of G and |D H G| H .
Proof. For every Borel set B ⊂ (−δ, δ) let us consider the function
Since both the positive and the negative parts of ψ|D H G| H are in L 1 (X, µ), we may use (3.1), that yields q ϕ ∈ L 1 (B) and
Then, q ϕ is a density of ϕµ • G −1 with respect to the Lebesgue measure in (−δ, δ). Taking B = (−δ, δ) and applying (3.1) to |ψ| we get
and the estimate follows.
For the moment we only know that q ϕ (ξ) is finite for a.e. ξ ∈ (−δ, δ). The aim of this section is to prove that if ϕ is a Borel precise version of an element of W 1,p (X, µ) for some p > 1, then q ϕ (ξ) ∈ R for every ξ ∈ (−δ, δ), q ϕ is continuous in (−δ, δ), and moreover ρ = ρ V on G −1 (ξ), so that
is independent of the basis V . A first step is the Sobolev regularity of q ϕ , which follows from standard arguments, see e.g. [7, Ex. 6.9.4] or the appendix of [9] in the case that X is a Hilbert space. However, we give the proof for the reader's convenience. 
with C independent on ϕ.
Proof. By Lemma 3.2, ϕµ • G −1 has density q ϕ with respect to the Lebesgue measure. We shall show that q ϕ is weakly differentiable in (−δ, δ) with q ′ ϕ = q ϕ 1 , where
and div is the Gaussian divergence. Namely, δ) ) and by Lemma 3.2 the density
The last integral is in fact an integral over X, since the support of the integrand is contained in O δ . The integrand may be written as
H . By our assumptions, Ψ ∈ L q (X, µ; H) for every q > 1, and it belongs to W 1,q (X, µ; H) for every q < p, then we may integrate by parts and we get
Since
reasonable to assume that
This example and other ones will be treated in Sect. 5.
Since q ϕ ∈ W 1,1 (−δ, δ), then there exists a continuous function in [−δ, δ] that coincides with q ϕ almost everywhere. But in the proof of the integration by parts formula (1.1) (Proposition 4.1) we need that q ϕ itself is continuous (here we fill a hole in [5, 6, 9] , where this need was neglected).
We shall use the next lemma, whose proof is shrinked to half a line in [13] and in [15] . In the following we denote by D F H G the orthogonal projection (along H) of D H G on F . Lemma 3.5. Let F be a finite dimensional subspace of H, and let ρ F be defined by (2.4). Then the measures dρ
If F is spanned by a finite number of elements of V , the measures
Proof. The statement holds if X is finite dimensional, by [13, Cor. 6.3] . Consequently, in the infinite dimensional case if L ⊃ F is a finite dimensional subspace of X, for each ξ ∈ (−δ, δ) the measures dρ
The first equality holds since |D H G| H ≥ |D L H G| H , the second one holds since for each nonnegative Borel function A ϕ dρ L ≤ A ϕ dρ by the definition of ρ as a supremum. Now we want to take the sup with respect to L. Since ρ is defined as the supremum of ρ L , for every nonnegative Borel function ψ we have
In particular, if I := A∩{G=ξ}
= +∞ for every L ⊃ F , and in this case the equality dρ/|D H G| H = dρ F /|D F H G| H follows. If I < ∞ we have to prove also the other inequality. Note that I < ∞ does not immediately imply that for some L ⊃ F we have I L < ∞. Let us consider the sets
and the restriction of the function 1/|D
H G| H and applying the second inequality of (3.6) to A n we get
Letting n → ∞, by monotone convergence in both sides we get
H G| H is proved in the same way, just considering only subspaces L spanned by elements of the basis V . Lemma 3.5 has some useful consequences.
13
Corollary 3.6. The measures ρ and ρ V coincide on G −1 (ξ), for every ξ ∈ (−δ, δ).
Proof. Lemma 3.5 implies that for every
where L is any finite dimensional subspace spanned by elements of the basis V . Then, ρ/|D H G| H , ρ V /|D H G| H coincide on the union of such sets, which is just {x ∈ X : D H G(x) = 0, G(x) = ξ}.
We remark that Hypothesis 3.1 implies that the set {x ∈ X : D H G(x) = 0} has null C 1,p -capacity, for every p. Indeed, it is sufficient to apply estimate (2.2) to the function f = 1/|D H G| H (that belongs to W 1,p (X, µ) for every p) and to observe that {x ∈ X : D H G(x) = 0} ⊂ {x ∈ X : 1/|D H G(x)| > r} for every r > 0. By Proposition 2.1, ρ(A) = ρ V (A) = 0 for every set A with null C 1,p -capacity. Then ρ/|D H G| H , ρ V /|D H G| H coincide on G −1 (ξ) for every ξ ∈ (−δ, δ), and the conclusion follows.
and consequently
Proof. The statement is obtained just integrating with respect to the measures
With the aid of Corollary 3.7 we may eventually prove that q ϕ is continuous. 
and q ϕ is continuous in (−δ, δ).
Proof. We follow (and expand) the arguments of [13] .
Step 1. As a first step we consider the case where X is finite dimensional. Let ϕ be a C 1 function with compact support in O δ . In this case G is C 1 , the level surfaces {G = ξ} are C 1 for every ξ in (−δ, δ), and recalling (2.3) at each level surface we have
if m is the dimension of X (here we have considered the usual scalar product and norm). Since the level surfaces have C 1 parametrizations and the boundary integrals are surface integrals with weight, then q ϕ depends continuously on ξ.
If ϕ ∈ W 1,p (X, µ) is precise and has compact support, it is approached by a sequence of smooth ϕ n with compact support (the usual sequence of convolutions with standard mollifiers does the job). The restrictions of ϕ n to the surface {G = ξ} converge in L p ({G = ξ}, ρ) to the trace of ϕ at {G = ξ}. Note that on every compact set the Gaussian L p and Sobolev spaces are equivalent to L p and Sobolev spaces with respect to the Lebesgue measure, and the trace of ϕ at {G = ξ} is well defined (e.g., [12, Sect. 4.3] ). Moreover by estimate (3.5) the sequence q ϕn is a Cauchy sequence in L ∞ , so that it converges in the sup norm (since each q ϕn is continuous). Then the pointwise limit of q ϕn is in fact a uniform limit, so that it is continuous in (−δ, δ).
To identify such pointwise limit with q ϕ we remark that the trace at {G = ξ} of ϕ coincides ρ-a.e. with the restriction to {G = ξ} of any precise version of ϕ. This is because for H n−1 -almost every x ∈ G −1 (ξ) both of them are equal to
where | · | denotes the Lebesgue measure. The above formula may be easily deduced from e.g. [12, Sect. 5.3] . Therefore, lim n→∞ q ϕn (ξ) = q ϕ (ξ), for each ξ ∈ (−δ, δ). If ϕ ∈ W 1,p (X, µ) is precise, nonnegative and has not compact support, for every ε ∈ (0, δ) it may be approached in W 1,p (O δ−ǫ ) by a sequence of functions ϕ n with compact support in O δ , that converge to ϕ increasingly. Then, lim n→∞ q ϕn (ξ) = q ϕ (ξ) for every ξ ∈ (−δ +ǫ, δ −ǫ) by monotone convergence. As before, by estimate (3.5) the sequence q ϕn is a Cauchy sequence in L ∞ , and it converges in the sup norm, so that the pointwise limit q ϕ of q ϕn is a uniform limit and it is continuous in (−δ + ǫ, δ − ǫ). Since ǫ is arbitrary, q ϕ is continuous in (−δ, δ).
If ϕ attains both positive and negative values, we write it as the difference between its positive and negative parts ϕ + and ϕ − , then the equality q ϕ = q ϕ + − q ϕ − yields that q ϕ is continuous.
Note that without the assumption D H G = 0, that in finite dimensions is equivalent to 1/|D H G| H ∈ L q loc (O δ , µ), such continuity properties still hold for functions ϕ that vanish in {x ∈ O δ : |D H G| ≤ ε} for some ε > 0.
Step 2. Let X be infinite dimensional. Consider any finite dimensional subspace F ⊂ H, the orthogonal (along H) projection on F , and its extension Π F to X mentioned in §2.1. We recall that F is the kernel of π F and µ F , µ F are the image measures of µ on F , F through π F , I − π F respectively. Fix any Borel precise ϕ ∈ W 1,p (X, µ) that vanishes at {x ∈ F : |D F H G| H ≤ ε} for some ε > 0. For every x ∈ F , we consider the subset O 
for every ξ ∈ (−δ, δ). Then the statement follows easily: the function q ϕx is continuous in (−δ, δ), so we may let ξ → ξ 0 ∈ (−δ, δ) and use the dominated convergence theorem, since for µ F -almost each x ∈ F and for each ξ ∈ (−δ, δ) we have
. where C is the constant in formula formula (3.5).
Now we consider a Borel nonnegative precise ϕ ∈ W 1,p (X, µ) with any support. Fix any ordering of the basis V and denote by F n the subspace generated by the first n elements of V . There exists a sequence of functions ϕ n ∈ W 1,p (X, µ) that converges increasingly to ϕ in W 1,p (O δ , µ), such that each ϕ n is Borel, precise, and vanishes in {x ∈ O δ : |D Fn H G| H ≤ 1/n} (Lemma 3.9). By the first part of the proof, the corresponding densities q ϕn are continuous, and by Corollary 3.7 we have
By monotone convergence, for each ξ we have lim n→∞ q ϕn (ξ) = q ϕ (ξ) = {G=ξ} ϕ/|D H G| H dρ. Moreover applying estimate (3.5) to ϕ n − ϕ m yields that the sequence q ϕn converges in L ∞ and hence uniformly, since all of them are continuous functions. Therefore, the pointwise limit q ϕ is in fact a uniform limit, hence it is continuous. If ϕ takes both positive and negative values, the statement follows by splitting it as
Lemma 3.9. Let V = {v k : k ∈ N}, and set F n = span {v 1 , . . . , v n }. For each ϕ ∈ W 1,p (X, µ) there exists a sequence of functions ϕ n ∈ W 1,p (X, µ) whose restrictions to O δ converge to ϕ in W 1,s (O δ , µ) for every s < p, and such that each ϕ n vanishes in {x ∈ O δ : |D Fn H G| H ≤ 1/n}. If ϕ is Borel and precise, the functions ϕ n are Borel and precise too. Proof. Let θ : R → R be a smooth function such that θ(ξ) = 0 for 0 ≤ ξ ≤ 1, θ(ξ) = ξ − 1 for 1 ≤ ξ ≤ 2, θ(ξ) = 1 for ξ ≥ 2, and set
by dominated convergence, and moreover
, still by dominated convergence. We have to show that the second term vanishes as n → ∞.
We have
with s ≤ p (note that on the complement of A n we have θ
. Using the Hölder inequality we get
Using the assumptions that |D
which vanishes as n → ∞.
Traces on level surfaces
Throughout the section we assume that Hypothesis 3.1 holds. Let us state the integration by parts formula and estimates that are the starting point for our study of traces. Proposition 4.1. Let p > 1. Then for every Borel precise ϕ ∈ W 1,p (X, µ) and for each k ∈ N, (1.1) holds. Moreover,
for every q ∈ [1, p).
Proof. For ε > 0 we define a function θ ε by
and we consider the function x → ϕ(x)θ ε (G(x)), which belongs to W 1,q (X, µ) for each q < p, and its derivative along v k is θ
Applying the integration by parts formula (2.1) we get
Let us prove that (1.1) holds. As ε → 0, θ ε • G converges pointwise to 1l O . Since θ ε • G ≤ 1, by dominated convergence we get
Let us identify this limit as a surface integral. Using the notation of section 3, we have
Since ϕD k G belongs to W 1,q (X, µ) for every q < p and it is Borel measurable and precise, by Theorem 3.8 the function q ϕD k G is continuous at 0. Then,
and (1.1) follows. Now let us prove that (4.1) holds. For every k, the function (
3), and sum over k, since the series
. We obtain
Proceeding as in the proof of (1.1), as ε → 0 by dominated convergence we get
LG |ϕ| q dµ.
Then, there exists the limit
LG |ϕ| q dµ that we identify as before with a surface integral. Indeed, since ψ := |ϕ| q |D H G| 2 H ∈ W 1,q (X, µ) for each q < p and it is Borel and precise, by Theorem 3.8 the density q ψ of ψµ • G −1 with respect to the Lebesgue measure is continuous at 0, and we get
To prove (4.2) we follow the same procedure, replacing ϕ in (4.3) by |ϕ| q D k G/|D H G| H , and summing over k. Then, we show that there exists the limit lim ε→0
and we identify it with the surface integral {G=0} |ϕ| q dρ. We obtain
which coincides with (4.2), since
Proof. Let us use estimate (4.2) for the functions ϕ n − ϕ m . For every q ≥ 1 we get
for every r, if q < p the Hölder inequality yields that the sequence (ϕ n|{G=0} ) is a Cauchy sequence in L q ({G = 0}, ρ), so that it converges to a function ψ ∈ L q ({G = 0}, ρ). Still by estimate (4.2), the limit ψ is the same for all sequences (ϕ n ) ∈ Lip(O) that converge to ϕ in W 1,p (O, µ), and it is independent of q.
If (4.4) holds, the above procedure works for q = p too, without need of the Hölder inequality. If (4.5) holds we proceed in the same way, using (4.1) with q = p, instead of (4.2). 
Moreover, formulae (4.1) and (4.2) hold for every q ∈ [1, p), with Tr ϕ replacing ϕ in the surface integrals.
Proof. It is sufficient to use (1.1) (respectively, (4.1), (4.2)) for any sequence of Lipschitz continuous functions that converge to ϕ ∈ W 1,p (O, µ), and take the limit.
Remark 4.5. Taking into account formulae (4.1) and (4.2) (that are equalities, not estimates), we see that the assumption G ∈ W 2,p (X, µ) for every p is not very restrictive, since the right hand sides contain second order derivatives of G.
Two natural questions arise. The first one is whether the trace operator is bounded from
under the only hypothesis 3.1 or under weaker assumptions than (4.4) or (4.5), the second one is whether the traces enjoy some further regularity properties, as in the finite dimensional case. The problem of the characterization of the range of the trace operator seems to be out of hope for the moment. However, in a very special case ( §5.1) this characterization is available.
To get a positive answer to the first question, assumptions (4.4) and (4.5) may be a little weakened. LG < +∞,
or that
for some δ > 0. Then the trace operator is bounded from
Proof. It is sufficient to show that there exists C > 0 such that
for every Lipschitz continuous ϕ. Let θ ∈ C ∞ (R) be such that θ(ξ) = 1 for |ξ| ≤ δ/2, θ(ξ) = 0 for |ξ| ≥ δ. For any Lipschitz continuous ϕ set ψ := ϕ · (θ • G). Then ψ ∈ W 1,q (X, µ) for every q. By Corollary 4.6 we may apply (4.1), (4.2) to ψ, with q = p, obtaining respectively
LG |ψ| p dµ, 
(4.11) If (4.7) holds, we estimate the right hand side of (4.10), while if (4.8) holds we estimate the right hand side of (4.11). In both cases we get (4.9).
Below we state some properties of traces. To start with, we prove a version of the integration by parts formula.
(4.12)
Proof. By Lemma 2.5, ϕ ψ ∈ W 1,r (O, µ) for every r ∈ (1, pq/(p + q)). Formula (1.1) applied to ϕ ψ yields
It remains to show that the trace of ϕψ at G −1 (0) coincides with the product of the respective traces. This follows as in Lemma 2.5, choosing sequences (ϕ n ), (ψ n ) of smooth cylindrical functions whose restrictions to O converge to ϕ, ψ, in
On the other hand, still by estimate (4.2), (ϕ n|G −1 (0) ) converges to Tr(ϕ) in L s (G −1 (0), ρ) for every s < p, (ψ n|G −1 (0) ) converges to Tr(ψ) in L s (G −1 (0), ρ) for every s < q. By the Hölder inequality, (ϕ n ψ n|G −1 (0) ) converges to Tr(ϕ) Tr(ψ) in L 1 (G −1 (0), ρ), and the statement follows.
Proposition 4.8. For every ϕ ∈ W 1,p (X, µ), the trace of ϕ |O at G −1 (0) coincides ρ-a.e. with the restriction to G −1 (0) of any precise version ϕ of ϕ. As a consequence, the traces at G −1 (0) of ϕ |O = ϕ |G −1 (−∞,0) and of ϕ |G −1 (0,+∞) coincide.
Proof. For any sequence of Lipschitz continuous functions (ϕ n ) converging to ϕ |O in W 1,p (O, µ), we have by (4.1) with q = 1
Letting n → ∞ the left hand side converges to G −1 (0) | ϕ − Tr ϕ| |D H G| H dρ, while the right hand side vanishes. Hence, ϕ − Tr ϕ = 0 ρ-a.e.
Note that replacing G by −G, the spaces W 1,p (G −1 (0, +∞)) are well defined for every p > 1. The trace of ϕ |O = ϕ |G −1 (−∞,0) and of ϕ |G −1 (0,+∞) coincide, since both of them are ρ-a.e. equal to the restriction to G −1 (0) of any precise version ϕ of ϕ.
Remark 4.9. Formulae (1.1), (4.1), (4.2) may be taken as starting points to show other formulae and properties. For instance, (i) taking ϕ ≡ 1, formula (4.2) shows that ρ(G −1 (0)) < +∞ and gives a way to compute or estimate it;
(ii) taking any h ∈ H, for every ϕ ∈ W 1,p (X, µ) with p > 1 we get
where ∂ h ϕ = D H ϕ, h H ; (iii) taking any vector field Φ ∈ W 1,p (X, µ; H) with p > 1, Φ(x) = k∈N ϕ k (x)v k , applying (1.1) to each ϕ k and summing up we obtain a version of the Divergence Theorem,
While the range of the trace operator is difficult to characterize, its kernel may be described in a simple way. Proof. For every ϕ ∈ W 1,p (O, µ) denote by ϕ 0 the null extension of ϕ: ) have null trace at G −1 (0). Then for every smooth cylindrical function ψ : X → R and for every h ∈ H, applying (4.13) to the product ψϕ we get
so that, since the last integral vanishes,
Therefore, the function (∂ h ϕ) 0 ∈ L p (X, µ) is the generalized partial derivative of ϕ along h. Hence, the generalized derivative of ϕ 0 , in the sense of [7, Def. 5.2.9] is (D H ϕ) 0 , namely the null extension of D H ϕ to X. By [7, Cor. 5.4.7] , ϕ 0 ∈ W 1,p (X, µ). Let now ϕ be such that ϕ 0 ∈ W 1,p (X, µ). We use an argument from [9] : replacing G by −G, and using (4.1) or (4.2) with O replaced by G −1 (0, ∞), we see that the trace at G −1 (0) of ϕ 0|G −1 (0,+∞) vanishes. On the other hand, since ϕ 0 ∈ W 1,p (X, µ), the traces at G −1 (0) of ϕ 0|O and of ϕ 0|G −1 (0,+∞) coincide by Proposition 4.8. Since ϕ 0|O = ϕ, then Tr ϕ = 0.
The spaceW 1,2 (O, µ), consisting of (classes of equivalence of) functions ϕ : O → R whose null extension to the whole X belongs to W 1,2 (X, µ) was considered in [9, 10] . Proposition 4.10 shows that under our assumptions such a space is just the kernel of the trace operator in W 1,2 (O, µ).
Definition 4.11. For p > 1 we set
We end this section rewriting some consequences of the above results in terms of the papers [17, 4] (see also the related papers [3, 16] ).
The function 1l O is of bounded variation in the sense of [17, 4] , since for every h ∈ H and for every cylindrical ϕ ∈ C 1 b (X) we have, by (4.13),
and the right hand side may be rewritten as X ϕ d ν, h , where
is a H-valued measure with finite total variation. Therefore, the perimeter of O is finite and it coincides with ρ(G −1 (0)). More generally, on G −1 (0) the measure ρ coincides with the perimeter measure of [17, 4] , and σ(x) = D H G(x)/|D H G(x)| H is the H-valued unit vector field in the polar decomposition of ν. Since the coarea formula holds for the perimeter measure ( [3, Thm. 3.7] ), arguing as in Lemma 3.2 and Proposition 3.3 one can see that
, for almost all ξ ∈ (−δ, δ). The fact that it holds precisely for ξ = 0 does not follow directly from the above mentioned papers.
Examples

Halfspaces.
If O is a halfspace of the type {x ∈ X :ĥ(x) > 0} for someĥ ∈ X * , we can characterize the set of the traces of the elements of
To understand what is going on, we recall briefly a classical result in the case where X = R n , the Gaussian measure is replaced by the Lebesgue measure dx, O = {x ∈ R n : e, x R n > 0} and e is a unit vector. Then, splitting R n = span e ⊕ e ⊥ = R ⊕ R n−1 and identifying ∂O = {0} × R n−1 with R n−1 , the space of the traces at ∂O of the elements of W 1,p (O) with p > 1 is precisely the fractional Sobolev space W 1−1/p,p (R n−1 ). This result may be proved in several ways, and it is the first step to characterize the spaces of the traces of the Sobolev functions at the boundaries of other regular sets as fractional Sobolev spaces.
The most popular proof uses interpolation, through the characterization of real interpolation spaces as trace spaces. Indeed, for every couple of Banach spaces E, F such that F ⊂ E with continuous embedding, and for each θ ∈ (0, 1), p ≥ 1, the real interpolation space (E, F ) 1−θ,p coincides with the set of the traces at t = 0 of the elements of V (p, θ, E, F ) defined as the space of the functions V ∈ W See e.g. [18, §1.8.2] . Then, taking θ = 1/p, E = L p (R n−1 ), F = W 1,p (R n−1 ) one checks that V ∈ V (p, 1/p, L p (R n−1 ), W 1,p (R n−1 )) iff (t, x) → V (t)(x) belongs to W 1,p (O), and this implies that the space of the traces at ∂O of the elements of W 1,p (O) coincides with the interpolation space (L p (R n−1 ), W 1,p (R n−1 )) 1−1/p,p that in its turn is known to coincide with W 1−1/p,p (R n−1 ). We shall follow this approach also for infinite dimensional halfspaces.
Let O be the halfspace {x ∈ X :ĥ(x) > 0} for someĥ ∈ X * . We set h := Q(ĥ) and without loss of generality we assume that |h| H = 1, so thatĥ(h) = 1.
Denoting by Π h (x) =ĥ(x)h, as in §2.1 we split X = Π h (X) ⊕ (I − Proof. The proof is the same as the above proof for the Lebesgue measure in finite dimensions through the following lemmas.
Lemma 5.2. For every couple of Banach spaces E, F such that F ⊂ E with continuous embedding, and for each θ ∈ (0, 1), p ≥ 1, the real interpolation space (E, F ) 1−θ,p coincides with the set of the traces at t = 0 of the functions in W (p, θ, E, F ) defined as the space of the functions V ∈ W Moreover the norm of (E, F ) θ,p is equivalent to Proof. Since V (p, θ, E, F ) ⊂ W (p, θ, E, F ) then (E, F ) 1−θ,p is contained in the set of the traces at 0 of the elements of W (p, θ, E, F ), and [a] θ,p ≤ |a| θ,p , for each a ∈ (E, F ) 1−θ,p . Conversely, let η ∈ C ∞ (R) be such that η ≡ 1 in [0, 1], η ≡ 0 in [2, +∞). For every V ∈ W (p, θ, E, F ) set V (t) = η(t)V (t). Then V ∈ V (p, θ, E, F ), and V V (p,θ,E,F ) ≤ C V W (p,θ,E,F ) with C independent of V . Since V and W coincide a.e. on (0, 1) they have the same trace at 0, and the statement follows. or, equivalently, such that
or, equivalently, such that
and we have in addition the characterization through the spectral decomposition, 
