Cartoons play important roles in many areas, but it requires a lot of labor to produce new cartoon clips. In this paper, we propose a gesture recognition method for cartoon character images with two applications, namely content-based cartoon image retrieval and cartoon clip synthesis. We first define Edge Features (EF) and Motion Direction Features (MDF) for cartoon character images. The features are classified into two different groups, namely intra-features and inter-features. An Unsupervised Bi-Distance Metric Learning (UBDML) algorithm is proposed to recognize the gestures of cartoon character images. Different from the previous research efforts on distance metric learning, UBDML learns the optimal distance metric from the heterogeneous distance metrics derived from intra-features and inter-features. Content-based cartoon character image retrieval and cartoon clip synthesis can be carried out based on the distance metric learned by UBDML. Experiments show that the cartoon character image retrieval has a high precision and that the cartoon clip synthesis can be carried out efficiently.
INTRODUCTION
Cartoons play important roles in many areas, e.g., entertainment, education, advertisement, and they have attracted much research attention in the field of multimedia [1] [2] [3] [4] in recent years. Key-frames drawing, painting and in-betweening require a lot of human labor. Some researchers have designed computer-assisted systems [7] [8] to produce new cartoon clips. However a lot of human labor is still required. These systems are designed for cartoonists and are thus too complicated for non-professional users who may want to produce cartoon clips themselves, either for fun or other purposes. For example, a teacher may want to use some cartoon clips to make a lesson more interesting.
Some systems have been proposed to synthesize new multimedia data by reusing existing resources. For example, a system is proposed in [25] to synthesize new video from an analyzed video clip, by reordering the original video frames. In [26] , researchers have successfully reused motion data to synthesize new 3D motions. These works motivate us to develop a system which synthesizes new cartoon clips by reusing existing cartoon data. Different from the existing computer-assisted systems [7] [8] which just help cartoonists to draw new cartoon character images, this application is useful for both cartoonists and non-professional users, in that it is not necessary to draw new cartoon character images. In this paper, cartoon image is short for cartoon character image.
Currently, there are two well-known cartoon reuse systems [5] [6] . In [5] , the user has to specify the first and the last cartoon images of the new cartoon clip and the synthesis result is fixed by this specification. The users can not control the synthesis result. If the user is not satisfied with the result, he/she can not change it. Moreover, the system in [5] can not synthesize a complete cartoon because it is unclear how to combine the cartoon characters and the background image in [5] . In [6] , cartoon resources are reused at the cartoon clip level. Several existing cartoon clips are connected to produce a new long clip but the order of cartoon frames within an existing clip can not be changed. Also, the synthesis result in [6] is fixed once the initial clips are chosen and the user can not control the results either. In this paper, we propose a retrieval based cartoon reuse system to synthesize new cartoons.
When an animator makes a cartoon, a sketch is painted before colorization. Consequently, it is easy to detect the edges of cartoon images to extract them from cartoon videos and construct a cartoon image database [6] . The user can then reuse a cartoon image in the database to produce a new cartoon frame. A database image which is similar to the one in current frame is retrieved and then used to produce a new cartoon frame. The system can also generate new cartoon clips, in an interactive way, by synthesizing the database cartoon images and the background image. The user only needs to provide the initial frame and specify the moving path of the cartoon character. The system then retrieves some database cartoon images similar to the one in the current frame as candidates to synthesize the next frame. The user selects one of these candidates. The retrieved cartoon images must have similar gestures to the one in the current frame. Otherwise, the movement of cartoon character from frame to frame will be irregular. The key issue of content based cartoon image retrieval and cartoon synthesis is cartoon gesture recognition, i.e. how to evaluate the gesture similarities among cartoon images. However, although gait and gesture recognition have attracted much research attention [9] [10], very few research efforts have focused on gesture recognition of cartoon images.
To recognize cartoon image gestures, it is important to choose carefully the features of cartoon images. In [5] , a cartoon reuse system is proposed which uses edge features to estimate the gesture similarities of cartoon images. More recently, some researchers suggest that a single type of feature is not sufficient. Instead of using edge features only, multiple features are adopted to estimate the gesture similarities among cartoon images [6] . However, a major disadvantage of [6] is that the different types of feature are utilized in the same way.
In many practical applications, features can be classified into two groups. The first group of features, referred to as intra-features, is useful for measuring the similarity between data from the same class. Specifically, in the field of cartoon gesture recognition, the edge features of cartoon images are more effective for measuring the gesture similarities. As can be seen in Figure 2 , cartoon images tend to have similar gestures, if their contours are similar. The second group of features, referred to as inter-features, is useful to judge the dissimilarity among the data from different classes. In cartoon gesture recognition, the motion direction feature can be regarded as inter-feature. As shown in Figure 3 , we observe that the gestures are totally different, even if the cartoon character moves along an identical direction. Meanwhile, we can not use two cartoon images whose motion directions are significantly different to synthesize successive cartoon frames. For example, if the first cartoon image in Figure 4 is in the current frame and we use the third cartoon image in the figure to synthesize the next frame, the cartoon clip will not be smooth. Thus, if the motion directions of two cartoon images are very different, they are regarded as different gestures in our application. The intra-features and the inter-features are different from each other and should be utilized in different ways.
Another important issue for cartoon gesture recognition is the distance metric used to evaluate the gesture similarities of cartoon images. Good distance metrics over the input space are essential in many applications. Since it is difficult to specify the optimal metrics by hand, distance metric learning has attracted a lot of research attention over the past few years. It has been shown that that a learned distance metric can yield substantial improvements over the Euclidean distance in many tasks. Some of the distance metric learning algorithms are based on the class labels of the input data [11] [12] . However, in many cases, class labels are not easily obtained. Instead, the information specified by the human supervisor in distance metric learning is usually in the form of pairwise constraints. The pairwise constraints, also known as sideinformation, fall into two groups, which are must-link constraints indicating the given pairs are semantically similar and cannot-link constraints indicating the given pairs are semantically dissimilar. A distance metric is learnt from the side-information by keeping all the data points with must-link constraints close, while separating all the data points with cannot-link constraints [13] [14]. To this end, Linear Discriminate Analysis (LDA) can be interpreted as supervised distance metric learning [19] . Manifold learning methods [31] [33] , such as ISOMAP [17] and LLE [18] , learn an underlying low-dimensional manifold to preserve the geometric relationships between the data points. They can be regarded as unsupervised distance metric learning [16] . Recently, some semi-supervised subspace learning algorithms, such as DLA [32] and ARSDA/T [34] , have been proposed. While supervised learning algorithms only focus on label information and unsupervised learning algorithms only learns from data distribution, semi-supervised learning algorithms make use of both label information and data distribution [32] [34] . Similarly, they can be regarded as semi-supervised distance metric learning algorithms.
The existing supervised or unsupervised distance metric learning algorithms directly concatenate different features into a lengthy vector. However, they are not suitable for our applications which include intra-features and inter-features because they utilize different features without distinguishing. To deal with the heterogeneous features of cartoon images effectively, we propose an unsupervised distance metric learning algorithm, referred to as Unsupervised Bi-Distance-Metric Learning (UBDML) algorithm to learn an optimal distance metric from the heterogeneous distance metrics. Based on the observation that intra-features are effective in evaluating similarities among the data while interfeatures are only effective in evaluating dissimilarity, the pseudo side-information of must-link constraints and cannot-link constraints can be obtained without supervision. With this information, it is possible to learn a Mahalanobis distance metric by which the similarities among cartoon images can be precisely calculated. It is worth mentioning that intra-features and interfeatures can be found in many other applications to which the UBDML can be applied. The system framework is shown in Figure 1 . The rest of this paper is organized as follows. In section 2, we introduce the intra-features and inter-features of cartoon images. The UBDML algorithm is detailed in section 3. In section 4, we give the approaches of cartoon image retrieval and automatic cartoon synthesis. Experiment results are reported in section 5 and we summarize the conclusions in section 6.
INTER-FEATURES AND INTRA-FEATURES
It has been reported in [20] that humans recognize line drawings as quickly and almost as accurately as gray level pictures. Edge Features (EF), which contain information about the contours of objects, are frequently used to compare objects and they have been proved effective in object recognition. The same as [6] , we use the modified Hausdorff distance as a distance metric to calculate EF distance. Let be the edge points set of the cartoon image . Given two cartoon images and
, is defined as [6] : Since EF distance is not sufficient for cartoon gesture recognition, the same as [6] , we also utilize Motion Direction Feature (MDF) in this paper. In successive cartoon frames, the cartoon character's 
The MDF of the cartoon image is given by:
We define the MDF distance between two cartoon images as:
Because the contours of cartoon images are comparatively simple, if two cartoon image contours are similar, the character's gestures tend to be similar as well, as shown in Figure 2 . It has been proved in [5] and [6] that if the Hausdorff distance between two cartoon images is sufficiently small, then the two cartoon images tend to have the similar gestures. Therefore, EF is reliable in evaluating the gesture similarities among cartoon images. We classify EF as an intra-feature of cartoon images.
Since EF is not sufficient to recognize gesture of cartoon images [6] , another feature, namely Motion Direction Feature (MDF), is also utilized in this paper. MDF mainly reflects the cartoon characters' moving direction. When the MDF distance between two cartoon images is small, it is not necessary that the corresponding gestures are similar as well. On the other hand, however, if the motion directions of the cartoon characters are very different, it is obvious that they can not be used to synthesize successive cartoon frames. Thus, they have different gestures in our application. As can be seen in Figure 4 , the motion direction of the first image is different from the other three and we can easily figure out that if the first cartoon image is in the current frame, we can not use the others to synthesize the next frame. MDF is only effective in evaluating gesture dissimilarities of cartoon images in our application. Therefore, it is an inter-feature of cartoon images.
It is worthwhile to mention that intra-features and inter-features can be also found in many other applications. In frontal face recognition, if the contours of two face images are similar, we cannot conclude they are from the same person but if they are quite different, we can conclude they are from different people. Thus, the pixel values are intra-features and the contours can be treated as inter-features in face recognition. Similarly, the GPS metadata can be classified as an inter-feature and the visual features can be deemed as intra-features in the geotag based photo semantic understanding [30] . Thus, the algorithm proposed in next section can be also applied in other areas. We omit the detailed discussion because it is the out of the scope of this paper.
THE UNSUPERVISED BI-DISTANCE LEARNING ALGORITHM
Traditional works on cartoon gesture recognition for cartoon data reusing either directly use a single type feature EF [5] or simply sum the EF distance and the MDF distance [6] to calculate the gesture similarities of cartoon images. However, using EF distance only is not sufficient for cartoon gesture recognition and it is not reasonable to treat heterogeneous features in the same way. The differences between intra-features and inter-features motivate us to develop a new algorithm to deal with the two types of features. In this section, we describe the UBDML which learns an optimal distance metric from the heterogeneous distance metrics derived from intra-features and inter-features.
Let us denote the matrix x and is the number of cartoon images of a character in the database. While any feature can be used to represent cartoon images, we use the intra-features because the similarities among cartoon image are more important than the dissimilarities. The numbers of edge points are different form one cartoon image to another. Therefore, we adopt Multidimensional Scaling (MDS) [24] to obtain a unified vector representation
of cartoon images according to the EF distances. We first define:
where is EF distance between _ ij EF Dis i x and j x defined in (2). We also define:
where 1 1 1
is the centering matrix. We have: is the matrix of corresponding eigenvectors. The feature vector representation of all database cartoon images is then given by [24] :
For any two cartoon images with features i x and j x , the task of UBDML is to learn a Mahalanobis distance which is defined as:
It is easy to find that (10) is the Euclidean distance, if we set A I = . If we restrict A to be diagonal, (10) corresponds to learning a distance metric in which the different axes are given different weights.
Learn from Intra-feature
To learn from intra-features, we first define:
In (11), is the -nearest neighbor set of ( ) i N x k i x according to the EF distances. From the discussion on intra-feature, the data pairs in S are similar to each other and it can be interpreted as pseudo side-information. Consequently, the Mahalanobis between the data pairs in S should be as small as possible. Thus, we minimize:
Note that A in (10) is semi-definite such that non-negativity and triangle inequality hold. Thus we have T A WW = and (10) can be written as:
Therefore, the cost function in (12) reduces to:
where is the trace operator. The objective function in (14) only focuses on the pseudo side-information. To learn from the relationship of each pair of data according to intra-features, we define
, where is the bandwidth parameter of Gaussian function. If the intra-feature distance between two cartoon images is small, they tend to be of similar gestures. Thus, we impose heavy penalty if the intra-feature distance between two data is small while the corresponding Mahalanobis distance is large [27] . Thus we minimize: 
Learn from Inter-feature
To learn from inter-features, we first define the set DS according to inter-features i.e. MDF, as follows:
where λ is a parameter with a large constant value. According to the discussions on inter-features, the cartoon image pairs in DS are dissimilar to each other. We therefore maximize i j A x x − over all pairs in DS . Similar to (14), we have the following objective function:
The inter-feature is only effective in judging dissimilarity. It is reasonable to assume that the larger the inter-feature distance between two data is, the larger the corresponding Mahalanobis distance should be. Then we maximize the following objective function:
where ' M is defined as:
, (20) where μ is a parameter. Similar to (15) , the objective function (19) can be written as: max ( )
In (21), F is the Laplacian matrix of ' M which is defined as , where is a diagonal matrix with the diagonal elements ' '
Learn from Intra-and Inter-feature
We define the two matrices intra P and inter P as follows.
.
To learn from intra-features, we sum (14) and (16) . To balance the two terms in (14) and (16) 
Similarly, to learn from inter-features, we also normalize the two terms and in (18) and (21) 
We define:
We also define:
We impose to avoid arbitrary scaling of the distance metric. The objective function of UBDML is given by:
According to the Rayleigh quotient theory, we have: , 
As proved in [15] , if then and if
We use the binary search algorithm proposed in [15] to solve the optimization problem shown in (28) . Based on the above discussions, the proposed UBDML algorithm is listed in Figure 5 .
1. Compute J in (26) and its first smallest eigenvaluses d
2. Compute K in (27) and its first largest eigenvalues d By analyzing UBDML algorithm, one can find that UBDML differs from LDA in the following two aspects. First, UBDML is an unsupervised algorithm but LDA is a supervised one. Second, the objective function of UBDML is in the form of trace ratio while the objective function of LDA is in the form of ratio trace.
CARTOON IMAGE RETRIEVAL AND CARTOON CLIP SYNTHESIS
In this section, we detail the realization of the two applications, i.e., content based cartoon image retrieval and interactive cartoon clip synthesis. The first step is to extract the cartoon images from cartoon videos to establish the cartoon image database. When drawing the cartoons, a sketch is painted before colorization. Thus, the edge around each character can be easily detected [6] . Consequently, a possible solution is to use a Laplacian of Gaussian filter (LOG) [22] based detection method to extract cartoon images from the frames of cartoon videos. As pointed in [6] , because the filter LOG approximates second-order derivatives of images, edges can be located at zero-crossings, which are local maxima or minima of the first-order derivative. The main advantage of LOG over the techniques based on the first-order derivative is that no explicit threshold is needed. All zero-crossings are equally important. In order to refine it, the edge image is filtered by using twodimensional convolution with a filter. After edge detection, the flood fill algorithm can be adopted to fill the region surrounded by the closed edge [6] . An alternative approach is to utilize certain classification algorithms, such as SVM. If the cartoon images are too complicated to be extracted automatically, they can be extracted manually. Since it is not the focus of this paper, we omit the detailed discussion about character extraction. Note that the cartoon images are normalized after being extracted. The EF distance between any two cartoon images is most accurate at corner points [29] , similar to [6] , we calculate the optical flows at corners in the background image using the method proposed in [23] to compute the background's motion UBDML algorithm proposed in section 3 is performed to learn a Mahalanobis distance metric which is applied to calculate gesture similarities of cartoon images. Given the cartoon image database, rather than drawing new cartoon images, the users can reuse the database images to produce new cartoon clips. In such case, the user needs to submit the cartoon image in the current frame as a query to find some similar cartoon images in the database and the user can then select an appropriate one to produce a new cartoon frame. The cartoon images in the database are ranked according to the Mahalanobis distance to the query and top nearest ones are returned. Since the learned Mahalanobis distance metric can precisely measure the gesture similarity between cartoon images, the retrieved cartoon images are similar to the query. Given a background image, the user only needs to provide the initial cartoon image, specify the character's moving path and select one cartoon image to synthesize new cartoon frame. The selected cartoon image is located at the inserted point in the new frame, which can be obtained by equally dividing the moving path. To synthesize cartoon clips, the system takes the cartoon image in current frame as a query example and performs the content based cartoon image retrieval. Since in our experiment, the top 5 returns are all very similar to the query, in order to have a range of results, top ( ) returns are selected as candidates and returned to the user. In our system, if top p results do not meet the user's requirements, he/she can also set as a larger value to get more candidates and then select one to synthesize new frame.
This system is proposed for cartoon data reusing. We assume that database contains different kinds of gestures, which are sufficient for synthesizing smooth cartoon clips. Similar to the previous work on multimedia data reusing [5] [25] [26], we do not discuss the out-of-sample extension of our approach. With our system, the user does not need to draw cartoon images to synthesize new cartoon clips. He/she only needs to specify one database image in the initial frame and a background image. However, if the cartoon image in the first frame provided by user is not in the training set, the system will first retrieve database images according to EF distance. The user can select one cartoon image from the top ranked images as query, and then the system can retrieve other subsequent cartoon images from the database images using the Mahalanobis distance learned by UBDML. We leave the out-ofsample extension of the proposed algorithm as our future work.
Unlike the 3D background, the size of the cartoon images needs to be coordinated according to the perspective when it is applied into the background. The perspective can be estimated by the vanishing line which is the intersection of the image plane with a plane parallel to the ground passing through the camera centre [6] . The method proposed in [28] is applied in our system to calculate the perspective and scale the size of cartoon image automatically. To test the performance of the proposed method, we collected 906 cartoon images of Tom and Jerry from the Disney cartoon videos. The cartoon images are classified in to two character groups. The distance metric of each cartoon character is learned using the UBDML algorithm. Generally, it is very difficult to annotate the cartoon images and use the labels as ground truth in the experiment to evaluate the performance. For example, it is difficult to annotate the gestures of the cartoon images in the last line of Figure 7 . Considering that subjective evaluations are frequently used in many practical applications, e.g., High Dynamic Range (HDR), image style transformation and cartoon related applications, we invited 16 persons, 10 male and 6 female, aged from 16 to 36, to judge the search results. All the people involved in the experiment were familiar with cartoons. They were asked to mark whether each returned result is good or bad, i.e. if the returned result is of the similar gesture to the query example. Similar to previous works on multimedia data reusing [5] [25] [26], we do not consider the out-of-sample extension in this paper. Scope is the number of returned results and we define Good Results Rate (GRR) in (36).
EXPERIMENT

The number of good results
It is easy to set k in (11) and λ in (17) because they have physical meanings. For example, in this experiment, we have found that k should not be larger than 5 because if k is larger than 5, the EF feature is not robust for some queries. Another major parameter involved in the algorithm is the rank d of which is used to calculate the distance. However, it is a bit subtle to set this parameter since it has no physical meaning. Figure 6 shows how the GRR varies when d changes if top 10 results are returned. As can be seen in Figure 6 , the UBDML algorithm is not sensitive to this parameter. Figure 7 and Figure 8 show two examples of the content based cartoon image retrieval. The two figures show the query examples and the top 10 returns of Tom and Jerry. In both figures, the first row is the search result according to the distance metric learned by UBDML. The second and third rows show the results according to the EF distance metric and the MDF distance metric, respectively. From the two figures, we observe that the search results of UBDML algorithm are the best. In addition, with the EF distance, we observe that the top 5 retrieved images are quite similar to the query image in terms of gesture similarity, which demonstrates the effectiveness of EF distance for judging gesture similarity among cartoon images. However, the top ranked cartoon images according to MDF distance is poor compared with that of using EF distance or UBDML. The MDF feature reflects the motion direction of the character. As discussed in Section 2, it is not necessary that two cartoon images have the similar gestures, even if the MDF distance between them is small. Figure 9 shows the average GRR of the content based cartoon image retrieval using different metrics, including the distance metric learned by UBDML, EF distance metric, MDF distance metric. We also report the results from the late fusion method which is the distance metric used in [6] for cartoon gesture recognition. In the late fusion method, the sum of EF distance and MDF distance with different weights and equal weights are used to measure gesture similarities of cartoon images. Since EF feature is better than MDF feature, we additionally report the results from unsupervised distance metric learning method LPP [27] with EF feature. We also report the results from ISOMAP [17] with EF feature, which is similar to the distance metric used to evaluate the gesture similarities of cartoon images in [5] .
From Figure 9 , we observe: 1) the retrieval performance of using MDF distance metric only is much worse than that of using EF distance metric only; 2) the result from EF distance metric outperforms the results of late fusion methods, when the scope is small. But it is worse than late fusion methods, when the scope becomes large. The possible reason is that EF is only effective to measure the similarity when the distance is small (i.e., the scope is small). MDF is effective for measuring the dissimilarity. When the distance becomes large (i.e., the scope is larger), MDF feature becomes more reliable; 3) the performance can be significantly improved by UBDML algorithm, which effectively learns an optimal distance metric from both the EF distance metric and the MDF distance metric. It also indicates that MDF is complementary to EF. We can also conclude from Figure 9 that the method proposed in this paper outperforms the existing algorithm in [5] which uses ISOMAP with EF features and the algorithm in [6] which uses the sum of EF and MDF distances for cartoon image gesture recognition. Figure 10 compares the average retrieval performance between the UBDML algorithm proposed in this paper and the early fusion methods, in which EF feature and MDF feature are first concatenated as lengthy vectors, followed by the existing learning algorithms, including a distance metric learning method (Xing's work) [14] , the linear dimensionality reduction methods PCA and LPP [21] [27] , and the non-linear dimensionality reduction method ISOMAP [17] . In this experiment, MDF distance is converted into vector representations using MDS. In Xing's work, the pseudo-labels are generated according the lengthy vector. outperforms all of the other four methods for content based cartoon image retrieval. Xing's work, PCA, LPP and ISOMAP directly combine two groups of features into a single vector and treat different types of features in the same way. From Figure 7 , Figure 8 and Figure 9 , we observe that the results from MDF feature are generally poor, which degrades the performance of existing early fusion methods. In contrast, the UBDML algorithm treats different types of features in different ways and thus achieves higher performance. To test the performance of the traditional dimension reduction methods on feature fusion, the EF distance and MDF distance are first converted into vector representations by employing MDS and they are concatenated as lengthy vectors which are then reduced in dimension using PCA. The results of using PCA are shown in the second line of the two figures. In the third line, the distance metric used to rank the results is obtained by summing the normalized EF distance and MDF distance. As can be seen in both figures, the distance metric learned by the UBDML algorithm proposed in this paper outperforms either concatenating the multifeature and then reducing the dimension or linearly summing the distances derived from the two features. Figure 13 shows a cartoon clip synthesis results. The user only needs to provide a background image and the character's moving path. After that, once the user gives the initial image of the cartoon character, the system can retrieve some cartoon images to synthesize a new cartoon clip in an interactive way. In our system, the size of the cartoon character is also scaled automatically according to perspective, which can be calculated by vanishing line and parallel line. Figure 14 is another cartoon clip synthesis result. Generally, as can be seen in the two figures, the automatic cartoon clip synthesis results are visually smooth. It also validates the UBDML algorithm proposed in this paper.
Conclusions
To relieve the tedious task of producing cartoon clips, some systems were proposed to help the cartoonists draw new cartoon images. However, although these systems help a lot, cartoon creation still needs much human labour, and the systems are too complicated for non-professional users. In this paper, we propose two applications for cartoon resource reusing, which are content based cartoon image retrieval and cartoon clip synthesis. The two applications can help both cartoonists and non-professional users to synthesize new cartoon clips by reusing existing cartoon resources.
The key issue of the two applications is cartoon gesture recognition, i.e. the evaluation of gesture similarities among cartoon images. To this end, we extract the EF and MDF features from cartoon images which are classified as the intra-features and inter-features. The distance metrics of intra-feature and interfeature are distinct. Traditional distance metric learning can not perform well in cartoon gesture recognition since they treat such heterogeneous features in the same way. In this paper, an UBDML algorithm is proposed to learn an optimal distance metric from the two types of features. The main idea of UBDML is to utilize the different types of features appropriately, which makes our work intrinsically different from the previous studies on unsupervised distance metric learning algorithms. The experiments demonstrate that UBDML outperforms the traditional distance metric learning methods in our applications.
Intra-features and inter-features also exist in other applications. Although UBDML is proposed for cartoon gesture recognition in this paper, it can be applied in many other applications in which the intra-features and inter-features are properly designed.
