We give a de nition for a Julia set J(f) for generic classes of polynomial endomorphisms f : C n
Introduction
The iteration of holomorphic functions of one variable has been a lively eld of mathematical research for quite some time. The theory of iteration of rational functions on the Riemann sphere has become well developed during the last decades. It is now a natural question to ask for generalizations to the higher dimensional case.
The rst thing to ask for is the class of mappings which we want to iterate. One possible choice are automorphisms, e.g. so called complex H enon maps in C 2 . Another choice could be to consider holomorphic endomorphisms of (complex) projective spaces, hence homogeneous mappings. Our approach in this paper is di erent. We are interested in maps which show the same behaviour as polynomials in C. We call these mappings which are de ned in terms of their minimal and maximal growth rates (p; q)-regular mappings. They include a smaller class which we call strict polynomials. These classes of endomorphisms are closed under composition, hence also under iteration. Moreover, for (p; q)-regular maps f : C n ! C n , the set K(f) C n of points with bounded forward orbit turns out to be compact.
Further, as (p; q)-regular maps are proper, they are compatible with the one-point-compacti cation of C n .
The second problem is to give a suitable de nition for what is to become the substitute for \normal convergence\ in one variable. Our approach, which we call weakly normal convergence, considers convergence on analytic sets instead of \full\ open sets. The Julia set for a (p; q)-regular mapping f is then simply de ned as the complement of the set of weakly normal points for the family ff k g of iterates of f. For n = 1, normal convergence and weakly normal convergence are equivalent, hence one obtains the usual Julia set. Moreover, for n-vectors of polynomials of one variable, the Julia set in C n turns out to be exactly the product of the associated one-dimensional Julia sets.
In the third part we illustrate our ideas by looking at a class of examples f : C 2 ! C 2 , the so called Cantor skews. We investigate the topological structure of their Julia sets, show that the dynamic gives a mixing repeller, and that the Julia set (in our de nition) equals the support of the measure of maximal entropy. Finally we shall see that the Julia set also coincides with the support of the measure induced by the Green current, which is given by the Shilov boundary of K(f).
Research supported by SFB 170 \Geometrie und Analysis\ and SPP \Ergodentheorie, Analysis und e ziente Simulation dynamischer Systeme\ Georg-August-Universit at G ottingen 1 
Strict Polynomials and (p,q)-regular mappings
In dimension one the investigation of polynomials of one variable f : C ! C has been an especially fruitful eld of research. This is mainly due to several properties of polynomial mappings like nite mapping degree, surjectivity, the compactness of the set K(f) of points with bounded orbit, the possibility to compute the Green function of the complement of K(f) by a dynamical method. One might ask for one characteristic property of polynomials which distinguishes them from other entire mappings, and which implies all the qualities mentioned above. Then one can look for entire mappings f : C n ! C n which satisfy a similar condition and investigate their dynamical behaviour. A possible characterization is given by the following lemma. Lemma 1.1 An entire mapping f : C ! C is a polynomial of degree p 2 N if only if one can nd constants k 1 ; k 2 > 0, r 2 R such that k 1 jzj p jf(z)j k 2 jzj p holds for all jzj > r (see 11, p. 11]).
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By de nition the constant mapping f : z 7 ! 0 has degree ?1. For n > 1 we replace the modulus j j by a norm k k which is compatible with the usual metric on C n .
This then leads to the following de nition.
De nition 1.2 (strict polynomial) ( Evidently, the (p; p)-regular mappings are exactly the strict polynomials of degree p. (p; q)-regular mappings are also polynomial vectors of degree not exceeding q. We call a mapping regular if it is (p; q)-regular for some p; q 2 N. Let R denote the set of all such mappings.
From now on let us assume that p 2.
Lemma 1.4
The composition of regular mappings is again regular.
Proof: Let f; g : C n ! C n be (p 0 ; q 0 )-respectively (p 00 ; q 00 )-regular. Hence, for some strictly positive l 1 ; l 2 ; m 1 ; m 2 , and r 0 ; r 00 2 R, l 1 kzk p 0 kf(z)k l 2 kzk q 0 for kzk > r 0 , and m 1 kzk p 00 kg(z)k m 2 kzk q 00 for kzk > r 00 . 
The fact that f is proper implies that f has constant rank n on a dense open subset of C n (the complement of the critical locus Crit where the Jacobi-determinant J f of f vanishes) (cf. 14, p. 301]).
In the special case when f is a strict polynomial we prove the following result.
Theorem 1.9 A strict polynomial f : C n ! C n is surjective and has mapping degree p n . Proof: Evidently only the terms with maximal degree are relevant in order to check if f is strict or not. and these terms can be neglected in (1) . This characterization of strictness allows us to extend a strict polynomial f from C n to the n-dimensional complex projective space P n . All holomorphic endomorphisms of P n can be represented as homogeneous polynomial vectorsf : C n+1 ! C n+1 without non-trivial zeros (cfer. 16, 1.x4]). Thus we add a variable z 0 to the n a ne ones z 1 ; : : :; z n and a (n + 1)-st component z p 0 to the vector f, such that after multiplying each monomial in f with a suitable power of z 0 to get a homogeneous n-vector f of degree p, the resulting polynomial vectorf := (f ; z p 0 ) is also homogeneous of degree p.f has no non-trivial zeros, since if z 0 = 0, then f] has to vanish, which implies that z 1 = : : : = z n = 0. If z 0 6 = 0, the last component does not vanish. In order to verify the theorem we have to show that each point c = (c 1 ; : : :; c n ) 2 C n has p n inverse images under f (counted with multiplicity), respectively, thatc = (c 1 ; : : :; c n ; 1) does so forf. Let us check the zeros of the endomorphism represented byfc :=f ?c z p 0 ; wherec = (c 1 ; : : :; c n ; c n+1 ) 2 C n+1 n f0g. Bezout's theorem (see 16, p. 199] ) gives the existence of exactly p n zeros offc (counted with multiplicity) as endomorphism of P n , provided one can show thatfc has only isolated zeros. But if c n+1 = 0, then z 0 = 0 must hold, which implies like above that f] must also vanish, hence z 0 = : : : = z n+1 = 0. For c n+1 6 = 0, without loss of generality c n+1 = 1, we get as rst n components exactly f ?c which is still a strict polynomial of degree p. If there were a non-isolated zero offc in C n+1 in this case, then the same would hold for f ? c in C n . But that implied the existence of an at least one-dimensional (unbounded) algebraic set were f ?c vanished in contradiction to (1) . Hence each c 2 C n has p n inverse images under f (counted with multiplicity) in C n . 2 Corollary 1.10 A strict polynomial f : C n ! C n has p nk periodic points of order k 2 N (counted with multiplicity). 2 Corollary 1.11
For a strict polynomial f, the set K(f) is not empty. 2
Remark 1.12
Evidently strict polynomials are dense in the parameter space of polynomial vectors with maximal degree p, as one can see for a given polynomial vector by (if necessary) slightly varying the coe cients for the monomials with maximal degree in order to eliminate common zeros of these terms. As R contains S the same holds for (p; q)-regular mappings. 2 2 Weakly normal convergence and Julia sets for regular maps
We will now de ne a suitable type of convergence for strict polynomials. We recall some properties of \one-dimensional Julia sets\. Evidently each of these three completely invariant compact sets ? S 1 S 1 _ ? S 1 f0g _ ? f0g S 1 gives rise to a topologically mixing system, however only fj S 1 S 1 has topological entropy log(deg(f)) = 2 log 2, the other two only log 2 (one obtains these values by considering suitably normalized Lebesgue measure on the sets). Clearly S 1 S 1 is the set \to become J\. The question is how to distinguish between @K and its proper subset J. Certainly { as our example shows { this is not possible by de ning J to be the set of points where the family ff k g of iterates of f is not normal convergent, as this is the whole boundary @K. However, for (x ; y ) in S 1 B (in B S 1 ), there is still some convergent behaviour.
Namely ff k g restricted to fx g B (restricted to B fy g) is a normal family. Moreover, this also holds for any (x 0 ; y 0 ) in the open neighbourhood C B B C of these (x ; y ).
The above kind of \partial convergence\ motivates the following de nition. Let ff k g be a family of holomorphic mappings (f k : U ! C n ) on a domain U C n . De nition 2.2 (weakly normal) ff k g is called weakly normal in a point z 2 U if there are an open neighbourhood V of z; a family C x of at least one-dimensional (complex) analytic sets indexed by the points x 2 V , such that each x lies in the corresponding analytic set C x ;
for each x 2 V the family ff k g restricted to C x \ V is normal (including convergence to in nity).
Now we can state the de nition for a the Julia set of a (p; q)-regular mapping.
De nition 2.3 (Julia set of a (p; q)-regular mapping ) The Julia set J(f) for a (p; q)-regular mapping f : C n ! C n is the set of points where the family ff k g of iterates of f is not weakly normal.
Let us check if this gives J = S 1 S 1 for example 2.1. Evidently, J is a closed set according to the de nition of weakly normal. We already know that J S 1 S 1 . Clearly, one cannot obtain normal convergence on any (at least one-dimensional) analytic set containing one of the repelling periodic points (exp(2 ir); exp(2 is)), r; s 2 Q, of f. But these points are dense in S 1 S 1 . We conclude that indeed
Properties of J (f):
J is closed and contained in @K, hence compact. ( 7, p . 213]) For a holomorphic map f : C n ! C n which is proper, the image set f(C) of an analytic set C is again an analytic set of the same dimension. Proof: Clearly, for all i = 1; : : :; n, and we conclude
As, for each i, repelling periodic points of f i are dense in J(f i ), the same holds for the repelling periodic points of f in X n i=1 J(f i ). By the same argument as in example 2.1
3 Cantor skews
The products we dealt with in theorem 2.7 are the simplest kind of polynomial vectors derived from one-dimensional mappings. Loosely speaking, each component is only in uenced by itself, i.e. the i-th component f i contains z i as only variable. If we want to obtain a more complicated structure, we may consider skew products of polynomials. For n = 2 and the two complex variables x; y, a skew product can be constructed from two ingredients.
We choose a polynomial q : C ! C in one variable, another polynomial p : C 2 ! C in two variables.
Instead of p(x; y) we shall write p y (x) in order to indicate that we view p as a polynomial in x whose coe cients are dependent on y. We obtain a skew product f : C 2 ! C 2 by de ning
The dynamics of f consists of two parts. The base map q acts on the bers C y := C fyg by mapping C y to C q(y) . Within each ber we have the action of the ber maps p y . If we project to the rst coordinate we obtain a family of holomorphic functions P y := p y ; p q(y) p y ; p q 2 (y) p q(y) p y ; : : :
on each 1 (C y ). For this family we can compute the usual Julia set as subset of C y (respectively 1 (C y )) where P y is not normal. We call it J y . On the other hand there is also the intersection of J := J(f) with C y . We denote it J y . Finally we de ne K y as intersection of K := K(f) and C y . Clearly, @( 1 (K y )) = 1 (J y ). We may compare two sets A; B of the above kinds, respectively their projections 1 (A); 1 (B), by calculating their Hausdor distance (see 4, p. 66]), which is de ned on the space P C of compact subsets of C by In both cases the mappings are expanding on J (also called hyperbolic). For a di erentiable mapping f this means that there exist C > 0 and > 1 such that for all z 2 J and k 2 N (f k ) 0 (z) > C k :
Moreover, in the case of f being a quadratic polynomial this is also equivalent to the fact that the forward orbit of the nite critical point is bounded away from J. A Cantor skew contains both of the above kinds of quadratic mappings. The base is given by a Cantor type mapping whereas the ber maps are of Jordan type. It will turn out that, for a Cantor skew, weakly normal convergence is equivalent to normal convergence on the bers. We obtain the following theorem. Proof: The set K must be contained in B Rf J(q), since on the complement of this set we obtain convergence to in nity. Hence, for the points z = (x; y) in K, the only choice of C z which makes sense in order to get weakly normal convergence are the analytic sets of type U fyg, where U 1 (K y ) is an open set. For assume C z was a connected analytic set whose projection to the second coordinate 2 (C z ) contained y 2 J(q) and another point y 0 6 = y. As J(q) is totally disconnected, but 2 (C z ) is connected, in this case 2 (C z ) contains a point y 2 {J(q), which implies that C z contains a point from {K. But that contradicts normal convergence of ff k g on C z . . . . By virtue of the choice of r we have that ? y;k+1 lies within the bounded component y;k of {? y;k , hence y;k+1 b y;k , and we derive
De nition 3.1 (Cantor skew)
Thus K y is not empty and simply connected, since the critical point 0 (of p y ) lies in y;k for all k 2 N. Of course, ? y;0 is a Jordan curve for any y 2 J(q), in particular also for all ? q k (y);0 . These sets can be parametrized by the arguments of their points. We will \pull back\ this parametrization to the ? y;k and prove the existence of the limit set ? y;1 , which is also a Jordan-curve.
We From this we derive the existence of a well-de ned endpoint which lies in @ 1 (K y ) (= 1 (J y )). Proceeding as in the proof of 3, Th. 8.1] we see that each point of @ 1 (K y ) is endpoint of exactly one y;x since for each y the critical point 0 of p y lies strictly inside 1 (K y ). By mapping x to the endpoint of y;x we get a parametrization of 1 (J y ) as Jordan curve.
For the proof of 3.2 let us assume that (3) is not only valid for J(q), but even on an open neighbourhood W J(q), such that q ?1 (W ) W. Hence we may extend the de nition of ? y;0 from y 2 J(q) to all of W. We are interested in the behaviour of the inverse branches of f n on the ? y;0 fyg. We can extend this inequality to y 0 ; : : :; y n 2 W (if necessary, by taking smaller ; ).
For the inverse iteration we get Df ?n x n y n = 1=A n ?B n =(A n C n ) 0 1=C n ;
where f ?l maps x n y n to x 0 y 0 . We obtain the following estimates. 
then by taking
where f ?` maps (x`; y`) to (x 0 ; y 0 ), and (x 0 ; y 0 ) 2 J y 0 is chosen such that jx ? x 0 j < =3, we see that Proof: The third condition was proved above. The rst property is easily derived from (4), (5), (6) . For the second statement, the factor B Rf is evident; for the factor A 1=2+ p "=2; 1=2+ p 1=2?"=2 , we note that can be continued to a meromorphic function (u) which has a simple pole at exp(P (')) > 0. All other zeros or poles are of bigger modulus. Furthermore, P : ' 7 ! P(') is convex and there exists a unique Radon-measure on J such that P(' + ) ? P(') ( ); for all real analytic '; : V ! C. In particular, is an f-invariant Gibbs measure.
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The proof uses the existence of Markov-partitions for expanding maps. In our case we can construct these partitions in a geometric way, which also leads to the construction of the measure of maximal entropy. (4), (5), (6) . In \y-direction\ we may now \cut\ according to the Cantor set-structure of J(q). In \x-direction\ the images of exp j 2 k 2 i J(q) 
Theorem 3.13 A point z 2 K lies in @ SH K if and only if for each neighbourhood U 3 z there exists a function ' U 2 A such that j' U j has its maximum in U but has only smaller values on {U. Now we are able to prove theorem 3.9.
Proof: The inclusion @ SH K J is obvious. Fix a holomorphic function ' : C 2 ! C 2 on some neighbourhood of K. Then for y 2 J(q), the function of one variable, de ned by ' y : x 7 ! '(x; y )
is holomorphic on 1 (K y ). The uniform limit of such ' y is again holomorphic in 1 ( o Ky ) and continuous on @ 1 (K y ) = 1 (J y ). By the maximum modulus principle it takes its maximal modulus in J y . For (x; y) 2 J, we shall now construct functions like those in theorem 3.13 in order to prove the inclusion J @ SH K. We need the following lemma. is an extremal function for B (z ). 2
We shall also apply Mergelyan's theorem. We proceed with the proof of theorem 3.9:
For (x; y) 2 J and > 0, we nd an extremal function ' : 1 (K y ) ! C which takes its maximal modulus 1 in B =2 (x). Moreover, for some 1=2 > > 0, k'(x)k 1(Ky)nB =2 (x) < =4:
We can approximate ' by a polynomial P such that kP ? 'k 1(Ky) < =4:
P still is an extremal function, as it takes its maximal modulus which is at least 1 ? =4 in B =2 (x). On the complement of B =2 (x) \ 1 (K y ) its modulus is smaller than =2. On a -neighbourhood (0 < < 1) B ( 1 (K y )), the derivative P 0 is bounded, i.e. kP 0 k B ( 1(Ky)) < ! < 1:
If we choose > 0 such that ! < =4 < ; =2; k k (C {B (y))\K = 0:
