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The analysis of networks is used in many fields of study including statistics, social
science, computer sciences, physics, and biology. The interest in networks is diverse as
it usually depends on the field of study. For instance, social scientists are interested in
interpreting how edges arise, while biologists seek to understand underlying biological
processes. Among the problems being explored in network analysis, community
detection stands out as being one of the most important. Community detection seeks
to find groups of nodes with a large concentration of links within but few between.
Inferring groups are important in many applications as they are used for further
downstream analysis. For example, identifying clusters of consumers with similar
purchasing behavior in a customer and product network can be used to create better
recommendation systems. Finding a node with a high concentration of its edges to
other nodes in the community may give insight into how the community formed.
Many statistical models for networks implicitly define the notion of a community.
Statistical inference aims to fit a model that posits how vertices are connected to each
other. One of the most common models for community detection is the stochastic
block model (SBM) [Holland et al., 1983]. Although simple, it is a highly expressive
family of random graphs. However, it does have its drawbacks. First, it does not
capture the degree distribution of real-world networks. Second, it allows nodes to only
belong to one community. In many applications, it is useful to consider overlapping
communities. The Mixed Membership Stochastic Blockmodel (MMSB) is a Bayesian
extension of the SBM that allows nodes to belong to multiple communities.
Fitting large Bayesian network models quickly become computationally infeasible
when the number of nodes grows into the hundred of thousands and millions. In
particular, the number of parameters in the MMSB grows as the number of nodes
squared. This thesis introduces an efficient method for fitting a Bayesian model to
massive networks through use of aggregated relational data. Our inference method
converges faster than existing methods by leveraging nodal information that often
accompany real world networks. Conditioning on this extra information leads to a
model that admits a parallel variational inference algorithm. We apply our method to
a citation network with over three million nodes and 25 million edges. Our method
converges faster than existing posterior inference algorithms for the MMSB and
recovers parameters better on simulated networks generated according to the MMSB.
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Chapter 1
Introduction
The study of networks, or objects that consist of edges and vertices, is a discipline
spanning many fields including statistics, social science, computer sciences, physics,
and biology. In particular, statistical models of network data have become increasingly
popular in many areas of study. This literature derives from a couple of seminal papers
in psychology, sociology, and probability. In the social sciences, Moreno invented the
sociogram, a predecessor to modern representations of networks [Moreno, 1934]. In
the 1960’s, Milgram conducted empirical studies on the “Small World” phenomenon
[Milgram, 1967, Travers and Milgram, 1977]. In his experiments, the median degree
of separation between two people is six, but most of his chains were not completed.
Also around this time, advances of the probabilistic properties of graphs were being
made, starting with the work of Erdos and Renyi [Erdös and Rényi, 1960].
There are many reasons to analyze networks mainly depending on the field of study.
Social scientists are mostly interested in interpreting how edges arise in social networks
[Krackhardt, 1999]. For example, they might investigate whether edges arise out of
friendliness or obligation. Physicists are interested in studying mechanisms for network
formation. A goal is to determine how a given network evolves over time to obtain
its features such as its degree distribution [Barabâsi et al., 2002]. Biologists conduct
research on networks in an effort to understand underlying biological processes. For
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Figure 1.1: A simple network with three communities. This network exhibits groups
of nodes that have a high concentration of edges within communities and a low
concentration between.
example, to study protein functions, biologists seek to find groups or communities
in protein-protein interaction networks [Airoldi et al., 2005]. In machine learning,
networks are used for prediction purposes, such as predicting missing links [Clauset
et al., 2008, O’Madadhain et al., 2005].
Recently, much attention has gone into investigating properties of many kinds of
networks such as the world wide web, citation networks, email networks, etc. Among
the problems being explored in network analysis, community detection stands out as
being one of the most important. Real networks exhibit a large level of heterogeneity
in their degree distributions which reflect the underlying structure and organization of
nodes in the graph. Oftentimes, the degree distribution follows a power law [Barabási,
2009]. There are many nodes with low degrees and a few nodes that have many
adjacent edges. Moreover, this behavior exists even locally within the network. There
are groups of nodes with a large concentration of links while at the same time having
a low concentration of links between the groups. This property of networks is what
community detection seeks to unveil [Girvan and Newman, 2002].
Many real-world networks have their vertices organized into groups that can be
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used for further downstream analysis. For example, identifying clusters of consumers
with similar purchasing behavior in a customer and product network can be used to
create better recommendation systems. Identifying communities and their boundaries
allows nodes to be classified according to their role within their community. For
instance, a node on the boundary of its community (i.e. one that has connections to
nodes within its own community and to other communities) play a mediator role. It
leads the exchanges and relationships between different communities. A node that has
a high concentration of its edges to other nodes in the community may play a central
role of the community formation.
Community detection aims to find these groups of nodes using only the graph
topology. Weiss and Jacobson [1955] conducted the first community structure analysis
on members within a government agency. They sought to identify groups of people
that worked together by analyzing the adjacency matrix of working relationships.
Communities were formed by removing people that worked with members across differ-
ent groups. That is, they removed people that were on the boundary of communities
and acted at bridges between different groups. This idea plays a major role in current
methods of community detection [Girvan and Newman, 2002].
There are many considerations one must take before conducting community de-
tection. In real-world networks, relationships may not necessarily be reciprocal. For
example, in a citation network, a paper can only cite a paper that was published in
the past. Thus, a link must necessarily be one direction. Another example is that of
food webs. The predator-prey relationship is one-sided. Although one may consider
these relationships to be independent of direction and treat the network as undirected
for community detection purpose, doing so may reduce the quality of the groupings.
Neglecting edge direction may also lead to unexpected and strange results [Rosvall and
Bergstrom, 2008]. Community detection methods that take into account the direction
of edges is quite difficult. For instance, a popular class of algorithms known as spectral
clustering relies on analyzing the spectrum of matrices such as the Laplacian and
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Figure 1.2: Overlapping communities in Zachary’s karate club network. Two commu-
nities, indicated by red and blue colors, were detected by Ball, Karrer, and Newman’s
algorithm. Reproduced figure from [Ball et al., 2011].
adjacency matrix which is easier to study in the undirected case [Von Luxburg, 2007,
Ng et al., 2002]. It can be quite difficult to extend this class of methods to asymmetric
matrices found in the directed case.
Another consideration is that of detecting overlapping communities. In many
real-world networks, nodes may belong to more than one community. An example
of this is a social network. An individual may belong to many communities such as
family, coworkers, outside work friends, etc. Many community detection algorithms
force nodes to belong to exactly one group, which may potentially throw away useful
information. Nodes that belong to more than one group may play an important
role within the network. Gopalan and Blei [2013] showed that taking into account
multiple memberships lead to a better predictions on real-world networks. Figure 1
shows the result of an overlapping community algorithm by Ball et al. [2011] on the
Zachary’s karate club network. This network is a well-known benchmark graph that
consists of 34 people [Zachary, 1977]. At some point, the club divided into two groups
with one group supporting the president and the other supporting the instructor.
Community detection algorithms are applied to this network in order to infer these
two groups. What this overlapping algorithm detected was a couple of members that
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are split in their allegiance towards the president and instructor. Although we do know
what groups these members actually did end up belonging to, community detection
algorithms often misclassify them since these nodes lie on the boundary of the two
groups. This algorithm is able to quantify the uncertainty in their memberships due
to the graph topology.
1.1 Background
The community detection literature has not universally agreed on a quantitative
definition of a community for a graph. Intuitively, we should think of a community
as a group of nodes that have a high concentration of links with nodes within the
group than outside the group. In fact, this intuitive description forms the basis of
most community definitions.
Most definitions usually fall into one of three categories: local, global, and vertex
similarity. Local definitions focus on the subgraph under study neglecting the rest
of the graph. The strongest definition of a community is that of a clique. A clique
is a subset whose vertices are all adjacent to each other. Triangles are the simplest
cliques and are frequent in networks while larger cliques are rarer. This condition of
a clique is very strong. In fact it is so strong that a group of nodes that we would
intuitively think of as comprising a community will oftentimes not meet this stringent
condition. Relaxations of the notion of a clique have been developed. For instance,
Mokken [1979] suggested the n-clan and the n-club as alternatives which focus on the
shortest paths within the subgraph. Also around this time, the k-plex and the k-core
was introduced [Seidman and Foster, 1978, Seidman, 1983]. These definitions restrict
members of communities to have a limit on the number of nonlinks to other nodes
within the group.
Other definitions look not only at the structure within a group, but also to outside
the group. For example, an LS-set not only restricts the behavior of nodes residing in
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the set, but also examines their behavior to nodes outside of the community [Luccio
and Sami, 1969]. In particular, it requires the internal degree of each vertex to be
greater than its external degree. This condition can also be relaxed to only requiring
the internal degree of the subgraph exceeding its external degree [Radicchi et al., 2004].
Hu et al. [2008] developed alternative definitions with a similar favor.
Global definitions are defined with respect to the graph as whole. The main class
of definitions is based on the idea that a graph has community structure if it does
not look like a random graph. The intuition being that random graphs do not have
community structure. For example, in an Erdos-Renyi graph, the probability of having
an edge between node pairs is the same for all pairs. Thus, the degree distribution
of the graph is homogeneous and so we expect little to no community structure to
be present. The choice of random graph is called the null model. The most popular
null model was proposed by Newman and Girvan [2004]. It is a random graph whose
expected degree matches the degree of the original network. That is, it randomizes
edges at random subject to the constraint that the expected degree of each vertex
matches the realized degree of each vertex in the observed graph.
Vertex similarity is based on the idea that communities are simply groups of
vertices that are more or less equivalent to one another. A common idea is to embed
the vertices in a finite-dimensional Euclidean space. Once embedded, one can equip
the space with any kind of metric and cluster the vertices. Such embedding procedures
can be found, for instance, in the representation learning literature. Popular methods
include DeepWalk, node2vec, among others [Perozzi et al., 2014, Grover and Leskovec,
2016]. One can avoid embedding their graphs by defining distances that can be
computed directed from the graph itself. For example, one could define nodes to be




where N(i) is the set of nodes adjacent to node i. Alternative measures are based on
properties of random walks on graphs or based on the number of independent paths
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between nodes.
1.2 Stochastic Blockmodel
Rather than explicitly defining what a community is, many statistical models for
networks implicitly have a definition of community. Generally speaking, statistical
inference aims at deducing properties of data using model hypothesis. More specifically,
it aims to pick a model out of a specified set of models that fits the data. When the
data is a network, we fit a model that posits how vertices are connected to each other.
It is often the case in network models that there is a parameter for each vertex that
governs its community assignment.
One of the most common models for community detection is the stochastic block-
model (SBM) [Holland et al., 1983]. The SBM places nodes into one of K communities.
Nodes within a community are stochastically equivalent. Links are formed from
Bernoulli draws that are dependent only the community assignments of the sender
and receiver. Although very simple, the SBM can be quite expressive of a large family
of random graph models. More specifically, it is a histogram approximation to the
graphon, the object that parameterizes the ergodic distribution of random graphs
[Bickel et al., 2011].
Performing inference on the SBM can become quite difficult as the number of
nodes in the network grows. Computing the maximum likelihood estimate is infeasible
since the likelihood must be computed for Kn membership settings, where n is the
number of nodes. In recent years, researchers have proposed a variety of procedures
that balance statistical accuracy and computational complexity. Amini et al. [2013]
proposes a fast pseudo likelihood EM algorithm while Anandkumar et al. [2012] uses
method moments. Other methods include belief propagation [Decelle et al., 2011],
convex optimization [Chen et al., 2012], spectral clustering [Rohe et al., 2011, Jin
et al., 2015, Lei et al., 2015], and spectral embeddings [Sussman et al., 2012, Lyzinski
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et al., 2014].
Spectral clustering is one of the most popular methods for community recovery of
the stochastic blockmodel. It works by first diagonalizing the graph’s adjacency matrix
or the graph Laplacian and then performing k-means on the leading eigenvectors to
infer the community assignments. In addition to being simple, spectral clustering also
enjoys good theoretical properties. Lei et al. [2015] proved consistency of community
assignments under the weak assumption that the order of the maximum expected
degrees is as small of log n, where n is the number of nodes. Methods other than spectral
clustering have been shown to be consistent under milder assumptions. However the
methods used to get these results are more computationally intensive. For instance,
Bickel et al. [2011] rely on combinatorial methods while Amini et al. [2013] proves
consistency provided they initialize at good starting points.
Although the SBM is quite popular and effective, it does have its drawbacks
which has led to many variants of the model. Firstly, it does not capture the degree
distribution of real-world networks. Graphs generated according to the SBM have a
mixture of Poisson degree distributions. Real-world networks, on the other hand, have
power law degree distributions [Barabási et al., 2001]. The degree-corrected SBM
can account for this by introducing a new parameters for each node that governs its
expected degree [Karrer and Newman, 2011].
Another drawback is that the SBM allows nodes to only belong to one community.
However, in many applications, it may be useful to consider overlapping community
structure. The Mixed Membership Stochastic Blockmodel (MMSB) is a Bayesian
extension of the SBM that allows nodes to belong to multiple communities [Airoldi
et al., 2008]. Fitting the MMSB presents computational challenges. In this thesis, the
MMSB will be the center of our attention.
A fundamental difficulty in analyzing networks with the MMSB is the computa-
tional burden of fitting large Bayesian models. In this case, the number of parameters
grows as the number of nodes squared. Many algorithms take advantage of the sparse-
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ness found in real-world networks by avoiding computation about unlinked nodes.
In particular, Gopalan and Blei [2013] developed a stochastic variational inference
algorithm that takes advantage of the sparseness found in real-world networks. How-
ever, this algorithm can be improved upon by using information outside of the link
structure.
The computational burden of fitting network models may be reduced by including
nodal information. Although the MMSB models connectivity only, real-world networks
often have rich nodal data that can help with model convergence. Additionally,
modeling nodal covariates reveal an interesting interplay between “content” and
“connections” in networks. For instance, Tan et al. [2016] modeled both text and links
in a citation network to measure the topic-neutral impact of scientific articles.
In this thesis we propose a mini-batch strategy based on aggregated relational
data that leverages nodal information to fit the MMSB to massive networks. Instead
of forming a subgraph by sampling nodes or links, our method creates counts of links
called aggregated relational data (ARD) for selected nodes in a mini-batch. The
multigraph formed by ARD retains more information from the original graph and
can be used to estimate the parameters of an MMSB directly using the ARD data
enumerated from the sampled mini-batches. We apply Bayesian modeling and derive
a variational approximation algorithm for ARD that is used for each mini-batch. We
show our strategy enjoys good computational efficiency and recovers true community
structure in simulation experiments. A real-data analysis reveals interesting patterns
about scientific publications.
Although we use variational inference to fit our model, the usual derivation cannot
be applied. Our model is nonconjugate making closed form updates unavailable.
We appeal to nonconjugate variational message passing [Knowles and Minka, 2011].
This is a fixed point iteration method for optimizing the variational parameters of
exponential families. The advantages of this approach is that it yields closed-form
updates and easily extends to stochastic variational inference. In what follows, we
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first review variational inference. In chapter 3, we introduce our model and inference
algorithm. We discuss an application of our model to citation networks in chapter 4.
We conclude with future directions of our work in chapter 5.
CHAPTER 2. VARIATIONAL INFERENCE
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Chapter 2
Variational Inference
for Graphical Models: an Overview
2.1 Graphical Models
The models considered in this thesis involve many unobserved latent variables for
each unit of observation in a large, real-world data set. Depending on the application,
we would like our model to impose constraints on the relationships between these
observed and unobserved latent variables. For instance, if we are performing community
detection on a network, we can model each node with a membership parameter that
encodes the node’s distribution over all the communities. A common constraint is to
make the presence of a link between a given node pair only depend on the membership
vectors of that node pair. Probabilistic graphical models allows us to encode such
assumptions and constraints on the relationships between the observed data and the
latent variables.
Given a set of random variables, all relationships about them can be answered
through their joint distribution. For example, if we are interested in which variables
are independent, we can look at factorizations of the joint distribution. Graphical
models provide a more compact representation of the joint distribution by using the
CHAPTER 2. VARIATIONAL INFERENCE





Figure 2.1: An example of a directed, acyclic graphical model.
local relationships between variables. Moreover, they provide an easy way to encode
dependency structure among the variables.
In the sequel we posit graphical models that are directed and acyclic. To see how
they easily encode dependency structure, consider the graphical model in Figure 2.1.
There are five variables in this graph. By the chain rule, we can always write the joint
distribution as
p(x1, x2, x3, x4, x5) = p(x5|x1:4)p(x4|x1:3)p(x3|x1:2)p(x2|x1)p(x1). (2.1)
However, the graphical model in Figure 2.1 defines the following factorization
p(x1, x2, x3, x4, x5) = p(x5|x2, x4)p(x4|x1)p(x3|x2)p(x2|x1)p(x1). (2.2)
This joint is defined in terms of local relationships. That is, a variable is only dependent
on the nodes that are directed towards itself. The graphical model gives us a way to
easily posit dependencies in our model which leads to more compact representations
of the joint distribution.
For the models considered in this thesis, we will have latent variables z = z1:m
and observed data x = x1:n. Questions about our models will either be descriptive or
predictive. For descriptive tasks, we compute the the conditional distribution of the
CHAPTER 2. VARIATIONAL INFERENCE
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latent variables on the observed variables
p(z|x) = p(x, z)
p(x) . (2.3)
This conditional distribution is called the posterior distribution. It allows to interpret
the unobserved variables conditioned on the observed data. For example, in the
network model we considered earlier, we can infer the memberships of each node given
the observed link structure.
When we wish to do predictions, we compute the predictive distribution. This
is the distribution of a new data point xnew given the observed data x. This can be











The last inequality follows from the assumption that xnew and x are conditionally
independent given z. This distribution is useful when we want to make predictions
given our updated latent variable distribution. For example, when we are dealing with
network data, we can use the predictive distribution for link prediction.
2.2 Approximate Inference
Once a researcher has specified a Bayesian model, attention is turned to calculating
the posterior distribution of the latent variables given the data. As with many models,
the posterior distribution is often intractable to compute. The marginal distribution of
the data, or evidence, is usually a high dimensional integral over the latent variables,
making numerical integration difficult. Moreover, even if one can reduce the calculation
to many one-dimensional integrals, computation can still be infeasible. For example
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in the Bayesian mixture of Gaussians problem, the evidence can be rewritten as a
weighted sum of one-dimensional integrals, each of which can be evaluated analytically.
However, the sum is over all possible cluster assignment configurations which grows
exponentially in the number of data points and is thus intractable [Blei et al., 2017].
Since computing the posterior is rarely possible, a variety of approximation tech-
niques have been developed. Two of the most popular methods for approximate
inference are Markov Chain Monte Carlo (MCMC) [Robert and Casella, 2013] and
variational inference [Jordan et al., 1999, Wainwright et al., 2008]. MCMC is a method
based on obtaining samples of the latent variables from distributions that approximate
the posterior. Markov chains are simulated to produce draws from distributions that
get closer to the posterior with each step of the chain. More specifically, it simulates a
Markov chain over the latent variables with a unique stationary distribution that equals
the exact posterior [Gelman et al., 2013]. Many Markov chain simulation methods
have been constructed with this property including Metropolis-Hastings [Metropolis
et al., 1953, Hastings, 1970] and Gibbs sampling [Geman and Geman, 1987]. Since the
distribution of samples drawn from the Markov chain are only guaranteed to approach
the posterior in the limit, simulations must be run long enough so that the discrepancy
between the current draw’s distribution is close to the posterior. In practice, samples
from the chain are collected after a burn-in phase that allows the chain to reach close
enough convergence to the posterior. The samples are then used to construct an
empirical approximation for the posterior.
Although MCMC has been successfully used in many applications, it can be difficult
to scale to large data sets [Blei et al., 2017]. Variational inference can be used as
an alternative approach to approximate inference. Instead of sampling, variational
inference is a deterministic algorithm that results in a density that approximates the
posterior. The researcher posits a parametrized family of densities over the hidden
variables and seeks to find the member of the family that minimizes the Kullback -
Leibler divergence to the posterior. Thus, variational inference turns approximate
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inference into an optimization problem. In practice, there is often a trade-off between
choosing a rich enough family to capture a distribution near the posterior but simple
enough to make the optimization problem easy.
Variational inference is appropriate when we wish to explore many models on
a large dataset. MCMC has theoretical guarantees of returning samples from the
posterior distribution asymptotically [Robert and Casella, 2013]. Variational inference
does not have such guarantees. However, it is generally faster than MCMC. Since
variational inference is an optimization problem, it can leverage techniques such as
stochastic optimization [Robbins and Monro, 1951] from the optimization literature
to speed up convergence.
Recently it has been shown that variational Bayes does satisfy good frequentist
propterties. For example, the variational expectation of the parameter is consistent
[Wang and Blei, 2018]. Although variational inference only gives us a density close to
the posterior, with enough samples, it does converge to the true generating parameters
of the model. While it does have this nice property, we still do not know in what ways
the variational density is appropriate as a proxy for the true posterior. It is known
that the variational density generally underestimates the posterior variance [Blei et al.,
2017]. However, underestimating the posterior variance may be not detrimental for
the problem at hand such as with prediction problems.
Variational inference techniques is the form of approximate inference that is used
in this thesis. The rest of this section outlines the different variants of variational
inference that will be used in the sequel.
2.2.1 Variational Message Passing
Variational inference is a widely used deterministic framework that has been used
successfully for a wide range of models.
Variational inference starts by first partitioning the variables X in the model into
visible Y (or observed) and hidden Z (or latent). Assuming the model is Bayesian,
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where pa(xi) denotes the set of variables corresponding to the parents of node i. Since
performing exact inference to find the posterior marginal distributions of specific
latent random variables is intractable, we aim to find a variational distribution q(z)
that approximates the true posterior distribution p(z|y). We go about this task by
decomposing the log marginal probability of the observed data. Notice that
logP (X) = L (q) + KL(q||p), (2.5)
where
L (q) = Eq log
p(Z, y)
q(Z) (2.6)
KL(q||p) = −Eq log p(Z|y)
q(Z) (2.7)
where KL(q||p) is the Kullback-Leibler divergence between the true posterior p(z|y)
and the variational approximation q(z). Although we would like to minimize KL(q||p)
directly, we cannot as it depends on the log evidence log p(y) which is intractable.
However by 2.5 we see that L (q) is equal to −KL(q||p) up to a constant. Thus,
maximizing L (q) is equivalent to minimizing KL(q||p).
We constrain q(z) to a chosen family of distributions and find a member that
maximizes the lower bound L and consequently minimizes the Kullback-Leibler
divergence between our approximation Q and true posterior p(z|y). Notice that since
2.5 holds for any choice of distribution q(z), if there is no restriction the maximum
of L is attained at q(z) = p(z|y). However, the true posterior is computationally
intractable so we must consider a smaller family of distributions for q(z).
A commonly used set of distributions is the mean-field variational family where
the latent variables are independent. Each variable is given a distinct factor in the
density and factorizes as
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The optimal qj(z) can be found in terms of the remaining factors in the variational
approximation density. With this form of q(z), the lower bound becomes
L (q) = Eq log p(y, Z)−
∑
j
Ej log q(Zj) (2.9)
where Ej is the expectation under q(Zj). Isolating Zj we have
Lj(q) = EjE−j log p(y, Zj, Z−j)− Ej log q(Zj) + constant (2.10)
= −KL(qj, q∗j ) + constant (2.11)
where we have introduced a new distribution q∗j (zj) defined by
q∗j (zj) ∝ exp {E−j log p(y, Zj, Z−j)} .





exp {E−j log p(y, Zj, Z−j)} .
where Z is the normalizing constant. Since updates for the qj’s depend on the other
factors, optimization proceeds by first initializing and cycling through each factor and
replacing it with a revised density.
A variational message passing algorithm can be derived for this optimization
procedure. From 2.4, the revised density for the jth factor is




log p(xi|pa(xi)) + constant (2.13)
Terms in the sum that do not depend on Zj will be integrated over and become
constants. The only terms that depend on Zj are the conditional p(zj|pa(zj)) and the
conditionals for the children of Zj. Thus,
log qj(zj) = E−j
∑
i
log p(xi|pa(xi)) + constant (2.14)
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= E−j log p(zj|paj) +
∑
k∈chj
E−j log p(xk|pa(xk)) + constant (2.15)
where chj denotes the children of node j. We see from the form of qj(zj) that its
optimization only depends on terms in Zj’s Markov blanket. More specifically, there
is one term that depends on Zj ’s parents and one term from each of its children. If we
view these terms as “messages”, optimizing each factor of the variational distribution
only depends on local variables.
The variational update equations are particularly simple when the conditional
distribution of variables are drawn from an exponential family that is conjugate with
respect to the parent’s distributions. Consider the variational update for q(zj). If
Zj is drawn from an exponential distribution, its log conditional probability can be
written as
log p(zj|pa(zj)) = ηj(pa(zj))TTj(zj) + hj(zj) + Aj(pa(zj)) (2.16)
If xk is a child of Zj, then the log conditional density can be written as
log p(xk|zj, co(xk)) = ηx(zj, co(xk))TTx(xk) + hx(xk) + Ax(zj, co(xk)) (2.17)
where co denotes the set of coparents of Zj . Since we are assuming conjugacy, we can
rewrite this log conditional as
log p(xk|zj, co(xk)) = ηjx(xk, co(xk))TTj(zj) + g(xk, co(xk)) (2.18)
Substituting this into Equation 2.15, we have the variational update for Zj is
log qj(zj) = E−j
[












T Tj(zj) + hj(zj) + constant.
We see that qj(zj) is in the same exponential family as p(zj|pa(zj)) with a different
natural parameter. From this, we see that the message a parent variable should send
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to children is its expected natural parameter. The message from child to parent is also
its expected natural parameter after being rewritten so that the sufficient statistic
matches that of the parent’s conditional.
2.2.2 Nonconjugate Variational Message Passing
While variational message passing (VMP) has been used successfully in a variety of
applications, it is limited to conjugate-exponential models. Non-conjugate Variational
Message Passing (NCVMP) is a generalization of VMP that can create messages
out of any factor. As in VMP, it assumes the variational distributions are in the
exponential family but relaxes the conjugacy requirement. Each latent variable receives
a message from each neighboring factor that allows for modular implementation without
conjugacy. NCVMP proceeds by updating the variational density parameters so that
we reach a fixed point in the algorithm when the gradient of the KL divergence is zero.
In NCVMP, we suppose latent variable zi has a current variational density
qz(zi|θi) = exp(θTi u(xi)− κ(θi)),
where θi is the vector of natural parameters. Each neighboring factor fa of zi sends a
message ma→i(zi, φa→i), where ma→i is in the same exponential family as qi. We define
C(θ) as the Hessian of κ(θ). By properties of the exponential family, C(θ) = covθ(u(x)).
Also notice that the KL divergence can we rewritten as the sum of contributions from
each factor.








Eq log fa(x, Z)− Eq log q(Z). (2.21)
We call the term that fa contributes to the KL divergence Sa. That is
Sa(θi) =
∫
E−i log fa(x, Z)qi(xi|θi)dxi. (2.22)
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Notice that Sa depends on all variational parameters θj of the variables neighboring
fa but we only make the dependence on θi explicit. The algorithm is described below.
Algorithm 1 Non-conjugate Variational Message Passing
1: Initialize all variational density parameters θi for all i
2: while any θi not converged do
3: for all variables i do
4: for all neighboring factors of variable i do







In the algorithm, Ni denotes the set of neighboring factors of variable i. We now
show that we will reach a fixed point whenever the gradient of the KL divergence is





That is, we replaced the E−i log fa(x, Z) term in Sa with logma→i(zi, φa→i). We can
simplify
∼
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In other words, when we reach a fixed point of the algorithm we reach a stationary
point of the KL divergence. From this result, we see that NCVMP is replacing Sa
with an approximation that is conjugate to the variational density chosen to have the
same gradient as the true Sa at the current value of θi. The update for θi takes these
approximations from all neighboring factors of Zi to form an approximate local KL
divergence. θi is updated to minimize this criteria.
Another property of NCVMP is that it reduces to the standard VMP when we
do have conjugacy. In this case, each neighboring factor contributes E−i log fa(x, Z).
But with conjugacy this integral can be evaluated as rewritten as a function of qi’s
sufficient statistic. That is,
E−i log fa(x, Z) = µTu(zi) + constant. (2.37)
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Thus, the NCVMP message will be
Sa =
∫
E−i log fa(x, Z)q(zi|θi)dzi (2.38)
= µT
∫








= C(θi)−1C(θi)µ = µ. (2.41)
This is exactly the VMP message.
2.2.3 Stochastic Variational Inference
Although variational inference is a general purpose algorithm for approximating
the posterior distribution of a model, it does not scale easily to large data and
models. Stochastic variational inference is a scalable method of fitting Bayesian
models [Hoffman et al., 2013]. It works by leveraging methods from stochastic
optimization. Rather than computing the gradient for the full dataset, the objective
function is optimized by following noisy gradient steps.
Noisy estimates of the gradient is simple to obtain when performing variational
inference. The ELBO decomposes into a sum for each data point in the set. Thus,
we can simply subsample data and compute a scaled gradient on that subsample to
obtain a noisy, unbiased estimate of the gradient.
Stochastic variational inference repeats the following three steps: subsample data,
fit the local parameters under the current setting of the global parameters, and update
the global parameters. One of the benefits of this procedure is that one does not need
to cycle through the entire dataset to produce an estimate of the global parameters.
Rather, subsets of the data are used to continually update the global parameters.
Let x denote the data, z denote the local variables, and β denote the global
variables. When given a model to fit, we must determine which variables are local and
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which are global. This distinction is defined by the conditional dependencies. The
observation xn and its local parameter zn are independent of all other data and local
variables given the global parameters. That is,
p(xn, zn|x−n, z−n, β) = p(xn, zn|β).
The distributions of β and zn are assumed to be in the exponential family and
conditionally conjugate. Let p(β|x, z) have natural parameter ηg(x, z), sufficient
statistic t(β), and normalizing constant ag(ηg). Similarly, let p(zn|xn, β) have natural
parameter η`(x, β), sufficient statistic t(zn), and normalizing constant a`(η`). The
variational distributions q(β|λ) and q(zn|φn) are assumed to be in the same exponential
families as p(β|x, z) and p(znj|xn, zn,−j, β).
The ordinary coordinate ascent update for the global parameters are
λ = Eqηg(x, z),
while the local parameter updates are
φn = Eqη`(xn, β).
Stochastic optimization algorithms optimize an objective function by stepping in
the direction of noisy estimates of the gradient with a decreasing step size. Suppose
we have an objective function f(λ) and we also have access to random function B(λ)
that is an unbiased estimate of the gradient of f(λ), i.e.
EB(λ) = ∇λf(λ).
Stochastic gradient descent follows draws of B(λ). At iteration t, the update for λ is
λ(t) ← λ(t−1) + ρtbt(λ(t−1)),
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This algorithm converges to a local optimum of f . We still get convergence if we
premultiply bt by the inverse of positive-definite matricesG−1t (so long as the eigenvalues
are bounded), i.e.
λ(t) ← λ(t−1) + ρtG−1t bt(λ(t−1)),
Stochastic variational inference sets Gt to be the inverse of the Fisher metric of
f(λ). Euclidean distance is problematic when trying to optimize an objective with
respect to a parameterized distribution. Just because parameters are close in Euclidean
space does not imply that the corresponding distributions are close. Instead, a better
measure of similarity between distributions is the symmetrized KL-divergence
D(λ, λ′) = Eλ log
q(β|λ)
q(β|λ′) + Eλ′ log
q(β|λ′)
q(β|λ) .
The direction of steepest ascent with distance defined by symmetrized KL-divergence
is the natural gradient. The natural gradient is related to the usual gradient by the
following relationship:
∇ˆf(λ) = G(λ)−1∇λf(λ),
where G is the Fisher information matrix of q(λ) [Amari, 1998]. When q(β|λ) is in
the exponential family, G(λ) is the second derivative of the normalizer,
G(λ) = ∇2λag(λ).
Using the natural gradient instead of the usual gradient leads to much simpler
gradient updates. For example, the natural gradient of the ELBO with respect to the
global variational parameters λ has the simple form
∇ˆλL = Eqηg(x, z)− λ
since the premultiplication of the inverse Fisher information cancels with the Fisher
information used in the usual gradient computation.
Finding an unbiased estimate of the natural gradient is simple in variational
inference since the ELBO is made up of sums of terms. Thus, one can sample a subset
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of data and reweight the sum by the inverse probability of selecting the subset. The
local variables corresponding to the subsampled data is updated using the current
setting of the global parameters. The global parameters are updated as follows:
λ(t) = λ(t−1) + ρt∇ˆλL
= λ(t−1) + ρt(Eqηg(x, z)− λ(t−1))
= (1− ρt)λ(t−1) + ρt(Eqηg(x, z).
In the next chapter, we will introduce our model along with the a variational
inference algorithm that uses the methods presented in this chapter.
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Chapter 3
Aggregated Relational Data for the
Mixed Membership Stochastic
Blockmodel
3.1 Mixed Membership Stochastic Blockmodel
The mixed membership stochastic blockmodel is a Bayesian model for relational
model that extends the stochastic blockmodel. The latent stochastic blockmodel is an
mixture model adapted to relational data. However, one limitation of the blockmodel
is that each node can only play one latent role. Sometimes it makes more sense to
allow nodes to belong play multiple latent roles. That is, nodes should be allowed
to have mixed membership. For example, in a citation network, citations may be
governed by similarity in topics between papers. A biostatistics paper may play the
role of a biology paper when citing the literature relating to the biological phenomena
under study. But that same paper may also play the role of a statistics paper when
citing papers that relate to the methodology used for analysis.
The mixed membership stochastic blockmodel (MMSB) relaxes the assumption
of nodes only playing one latent role. It is a flexible model that can be used when
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there is heterogeneous behavior within nodes. It assigns a membership vector that lies
on the simplex. The membership vector can be thought of as a probability measure
that determine how much the node belongs to each latent role. However, since we
are dealing with relational data, we cannot assume that nodes are conditionally
independent given their membership vectors, like we can in other mixed membership
models such as the latent Dirichlet allocation model. In relational data, we assume
that all the mixed membership vector together govern the interactions between nodes.
Let Yij ∈ {0, 1} be the random variable that encodes the presence of a link or not.
Assume that there are D latent communities that nodes can belong to. Each node i is
associated with a vector pii on the simplex that encodes the probability piik that node
i belongs to community k. That is, each node can belong to multiple communities
with differing degrees of affiliation. The probabilities of having a link between any
two communities is encode in a matrix B. The mnth entry of B is the probability of
having a link from a node in community m to a node in community n.
When forming links, nodes play the role of one of these communities weighted
by these degrees of affiliation. More specifically, when forming a link from node p
to node q, p generates a sender indicator sp→q that encodes one of the D roles p can
play in its interaction with q. Similarly, q generates a receiver indicator rp→q that
encodes its latent role with interacting with p. Thus going back to our example of
the citation network, assume for now that the blockmatrix B is diagonally dominant.
When a biostatistics paper is looking to cite a biology paper, the biostatistics paper
and the biology paper will most likely generate the same latent topic: the one that
is mostly Biology-related. However, when citing a statistics paper, it will probably
change its latent topic. This flexibility is what allows the MMSB to model various
kinds of networks. We now write down the generative model.
1. For each node i in the network
(a) Draw a K-dimensional mixed-membership vector pii ∼ Dirichlet(α).
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Figure 3.1: The graphical model of the Mixed Membership Stochastic Blockmodel for
node pairs (i, j), (l, i), and (j, k).
2. For each pair of latent communities m and n
(a) Draw the probability of a link between from a node in community m to a
node in community n as Bmn ∼ Beta(η).
3. For each pair of nodes i and j
(a) Draw sender community indicator si→j ∼ Multinomial(pii, 1).
(b) Draw receiver community indicator ri→j ∼ Multinomial(pij, 1).
(c) Draw directed link from node i to node j, yij ∼ Bernoulli(sTi→jBri→j).
This procedure defines a joint distribution over the community memberships Π,
the community indicators for each node pair Z, the community connectivity B, and
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the observed network Y . In particular, we have










Given a network, we would like to compute the posterior distribution. This is given by
p(Π, R, S,B|Y ) = p(Y,Π, R, S,B)/p(Y ).
With the posterior, we can compute the posterior expectation of the community
assignments pii; and for each node pair, we can compute the posterior expectations
of the sender and receiver indicator variables. These quantities to help us infer why
nodes are being linked or not.
3.1.1 Inference
The posterior distribution is intractable for this model. Since the model is conditionally
conjugate, a coordinate ascent update is easily derived. The variational family they
posited is











The usual schedule iterates between three kinds of updates: update γi for all nodes
i, update φi→j and ψi→j for all node pairs (i, j), and update Bmn for all community
pairs (m,n).
To improve convergence, they change the update schedule to maintain the depen-
dence between γ and B. Rather than update all the γi’s and followed by all the φi→j ’s
and ψi→j ’s separately, they propose a nested update. Within a node pair, they update
the corresponding φ and ψ. After this, the two γ’s associated with the node pair are
updated. Although this change leads to much faster convergence than naively update
the parameters in blocks, this approach is still limited to networks with a few hundred
nodes.
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3.1.2 Stochastic Variational Inference
To scale the inference of the MMSB, Gopalan and Blei [2013] developed a stochastic
variational inference algorithm that can fit networks with millions of nodes. They
treat the community profiles Π and the block matrix B as global variables while
treating the community assignments of node pairs as local variables. This is because
an observation of node pairs yij and its local variables si→j and ri→j are conditionally
independent of the other data and local variables given the node community profiles
pi and block matrix B,
p(yij, si→j, ri→j|S,R,Π, B) = p(yij, si→j, ri→j|Π, B).
At each iteration of the algorithm, a subsample of the data is fit through a local and
global step. The local step updates the variational parameters of si→j and ri→j for all
node pairs (i, j) in the subsample. After the local parameters are updated, the global
step updates the global parameters by using a stochastic natural gradient computed
from the subsampled data and its local parameters.
The paper also specifies several sampling strategies that take advantage of the
sparsity found in real-world networks. Links make less than 0.1% of node pairs in
most large, real-world networks. Convergence of the algorithm can improve if the
sampling strategy pays more attention to the links than the nonlinks. A naive sampling
approach such as picking node pairs at random will lead to subsamples consisting
entirely of nonlinks. To mitigate this problem, alternative sampling strategies are
offered to ensured links will be sampled often. One such sampling scheme is stratified
random node sampling. Each node has a link set and a nonlink set. Its link set is
consists of node pairs that are adjacent to it. The nonlink set is defined similarly.
Since the nonlink set will consist of most of the node pairs due to the sparsity in the
network, it is partitioned into m sets to allow faster computation at each iteration.
At each iteration, a node is selected at random after which its link set or one of its
nonlink sets are selected at random.
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Figure 3.2: A graphical representation of a egocentric sample and ARD. The egocentric
sample contains an enumeration of each alter in the ego’s social network. Details,
such as gender and ethnicity, for each alter is also collected. The ego’s ARD consists
of a tabulation of the covariates collected on the alters. This figure is reproduced from
[McCormick et al., 2012].
A number of other sampling schemes can be used; one must only take care to
ensure the natural gradients estimated from the subsample is an unbiased estimator of
the gradient of the ELBO. This entails that the ELBO be inversely weighted according
to the probability of sampling a particular subsample. The stratified node sampling is
one of the most efficient as it samples links often.
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3.2 Aggregated Relational Data
Our model builds on aggregated relation data (ARD). Employing node-centric ag-
gregated relational data (ARD) admits an efficient method to fitting the MMSB
that employs nodal information. ARD can be used to create a multigraph using a
subsample of nodes that can estimate the global parameters directly, thus eliminating
the need to continuous update them with each sampled subgraph.
Aggregated relational data is commonly used in the study of social networks
[DiPrete et al., 2011]. Sociologists are interested in the connections between people
and gather information through sample surveys [McCarty et al., 2001]. Ideally, a
respondent would reveal some personal information and enumerate all the persons he
or she knows [Shelley et al., 1995]. However, this is not always feasible since people
may be reluctant to report membership to a certain group due to social pressure or
stigma. Individuals with a certain sexual orientation may not be comfortable revealing
such information in a survey. Additionally, enumerating one’s network of friends
and acquaintances is not practical especially since personal network sizes run to the
hundreds of individuals. To get around this obstacle, survey enumerators ask questions
of the form “How many X’s do you know?”, where X represents a subpopulation of
interest. For example, X can be the subpopulation of people with first name Michael.
Rather than having data on the connections individually, we get the total number
of links the respondent has with Michaels. Figure 3.2 illustrates how ARD is formed
from a complete enumeration of the alter list.
This idea can be extended to other networks with well-defined subpopulations.
For example, McCormick and Zheng [2015] modeled ARD as a partially observed full
network. By first positing a model of the complete graph and deriving the model for
the ARD, they were able to establish a framework that yielded an explicit relationship
between complete graph features and the sampled data. This connection illuminates
how inferences made on the smaller graph effects inferences made on the complete
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graph.
In this paper, we address the computational challenge posed by fitting massive
real-world networks by proposing ARD to construct subgraphs that carry information
about full network features. Ideally, we want inferences made the subgraph to carry
over to inferences made on the complete graph. However to form ARD, we need to
leverage background information on the dataset to create subpopulations. Nodes
within a subpopulation should have similar memberships, while the subpopulations
themselves ideally should be spread across regions of the membership space. As
an example, in a citation network, one can use the journals that the papers were
published in as subpopulations. Intuitively, papers in the same journal should have
similar community memberships. In this case, for each sampled node, one would
summarize the number of citations to each journal to form the ARD multigraph. We
will show below that this method provides stable estimates of the blockmatrix B and
the subsampled nodes’ community memberships.
In what follows, we model the entire full network as a MMSB, create random
subgraphs from ARD mini-batches, and model the aggregated links to infer the
blockmatrix B and membership vectors for each node in the complete graph. We now
lay out the derivation of our model for ARD.
3.3 Model Derivation
We wish to apply the aggregated relational data framework to network data. We
proceed by showing parameters used to generate the entire network data can be
recovered though ARD, thus reducing the computational costs needed to learn a
prohibitively large network.
In a complete graph, we observe an n× n adjacency matrix where δij = 1 if there
is a directed edge from i to j and 0 otherwise. In the MMSB, the propensity to form
ties is modeled conditionally on pii and pij , the memberships of sender i and receiver j.
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Figure 3.3: The graphical model of the Aggregated Relational Model for the Mixed
Membership Stochastic Blockmodel for node pairs (i, k), (i, `), and (j, k).
ARDMMSB
1. For each entry of the blockmatrix B, draw probability Bij ∼ Beta(aij, bij).
2. For each node n = 1, . . . , nb in minibatch b, draw mixed membership vector
pin ∼ Dirichlet(α).
3. For each subpopulation k = 1, . . . , K, draw subpopulation mean ηk ∼
Dirichlet(α).
4. For each node and subpopulation pair (i, k), draw count yik ∼
Poisson(NkpiTi Bηk).
Figure 3.4: Data generating process for the ARDMMSB.
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The probability is calculated by integrating over the sender and receiver indicators sij
and rij,
P (δij = 1|pii, pij) =
∫
P (δij = 1|sij, rij)P (sij|pii)
× P (rij|pij)dsijdrij
= piTi Bpij.
Now instead of observing the connections between each pairs of nodes (i, j), we only
observe aggregated counts of links yik =
∑
j∈Gk δij where Gk is the kth subpopulation.
Conditional on the community memberships pii and {pij}j∈Gk , {δij}j∈Gk are independent










Since we do not observe δij for j ∈ Gk, we will not be able to estimate the latent
parameters {pij}j∈Gk and thus not be able to infer the Poisson rate λik. Instead, we
approximate the rate by taking the expectation over the latent positions of nodes in





piTi Bpij ≈ Epij∼Pk(piTi Bpij)
where we introduced a distribution Pk over nodes j in subpopulation k. Thus
λik ≈ NkEpij∼Pk(piTi Bpij). (3.1)
The approximation in Equation 3.1 has two key features. First, the probability of
a connection is no longer conditional on the membership of the two nodes but now
conditions on the sender’s membership and the expected membership of a node in the
subpopulation. Second, it introduces a distribution over the set of latent membership
vectors, Pk, with integration over the simplex.
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Now we must make a choice for the subpopulation distribution. If we take
Pk = Dirichlet(αk), then










Combining these results, we have
yik|pii, ηk ∼ Poisson(NkpiTi Bηk).
which is the likelihood of the MMSB for ARD. In this paper, we will infer ηk, the
subpopulation mean, rather than αk, which would additionally allow estimation of
the subpopulations’ concentration. To finalize our model specification we add prior
distributions for the community memberships pii and ηk as well as the blockmatrix
B. The data generating processes for MMSB and the Aggregated Relational Data for
MMSB is summarized in Figure 2.
3.4 Model Inference
As the true posterior of our model is not available in closed form, we develop an
efficient variational algorithm for posterior approximation. Let Θ denote the set of
unknown variables in the ARDMMSB. In variational methods, the true posterior
is approximated by more tractable distributions which are optimized to be close









where qD denotes the Dirichlet distribution while δBmn is the point mass at Bmn.
{γ, φ,B} are variational parameters to be optimized. We choose the variational
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distributions of pii and ηk to match the marginal distributions in the model. We chose
the variational family of B to be the set of point masses as it aids in the fitting of
the model. We justify this choice of family by noting that the parameter B interacts
with all other parameters and the data; we would expect to have a small amount of
uncertainty for the estimate of B.
From Jensen’s inequality, minimizing the Kullback-Leibler divergence between
q(Θ) and the true posterior is equivalent to maximizing a lower bound L on the log
marginal likelihood. Letting Θ be the set of all latent variables, the lower bound is
given by











Eq log p(ηk|α) +
∑
m,n
Eq log p(Bmn|amn, bmn)
+H (q).
However, Eq log p(yik|pii, ηk, B) cannot be evaluated in closed form. To circumvent this
issue, we lower bound this term further by introducing auxiliary parameters.
Eq log p(yik|pii, ηk, B)














+ yik logNk −NkEqpiTi Bηk, (3.2)
where {p(mn)ik |m,n = 1, . . . , d} is an auxiliary probability vector for every (i, k) pair.
The lower bound obtained by using the above bound is denoted by L ∗.
We optimize L ∗ via coordinate ascent. For the auxiliary parameters p(mn)ik , we
update L ∗ by tightening inequality (3.2). For {γ, φ}, the likelihood is nonconjugate
with respect to the prior. We appeal to nonconjugate variational message passing
for updates of these parameters [Knowles and Minka, 2011]. This is a fixed point
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Algorithm 2 Variational inference procedure for ARD mini-batches
Initialize γ, φ, B. Cycle through the following steps until all nodes are sampled.
1. Randomly sample n nodes without replacement from the set of nodes.
2. Randomly sample k subpopulations without replacement.
3. Initialize local variables p. Cycle steps 3 through 8 until convergence.
4. Update B
5. Update γi ← (1− st)γi + stγˆi for i ∈ S where
γˆi = I−1γi ∇γiEq[log p(y,Θ)] + 1.
If any element of γi ≤ 0, reduce st (say by half each time) until γi > 0. Accept update
only if L ∗ increases.
6. Update p.
7. Update φk ← (1− st)φk + stφˆk for k ∈ 1, . . . ,K where
φˆk = I−1φk∇φkEq[log p(y,Θ)] + 1.
If any element of φk ≤ 0, reduce st (say by half each time) until φk > 0. Accept
update only if L ∗ increases.
8. Update p.
9. Go back to step 1.
10. Average the subpopulation parameters φk and blockmatrix B across minibatches.
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Algorithm 3 Variational inference procedure for Multiple Passes
Initialize γ, φ, B.
1. Create minibatches by randomly partitioning nodes and using subsets of subpopula-
tions. (Subpopulation are expected to be in multiple minibatches.)
2. Apply each minibatch through steps 3 to 8 of Algorithm 1 in parallel.
3. Collect outputs from each minibatch fit. Store the node parameters γi. Average the
subpopulation parameters φk and blockmatrix B across minibatches.
4. Go back to step 1 until parameter estimates stabilize.
iteration method for optimizing the natural parameters of variational posteriors in
exponential families. The advantages of this approach is that it yields closed form
updates and extends to stochastic variational inference naturally. However, L ∗ is not
guaranteed to increase at each step and updates for {γ, φ} may be negative at times.
To resolve these issues, we use the fact that nonconjugate variational message passing
is a natural gradient ascent method with step size 1 and smaller step sizes may also
be taken. In Algorithm 1, we start with step size 1 and reduce the step size where
necessary to ensure updates of {γ, φ} are positive. If L ∗ increases, these updates are
accepted. Otherwise, we revert to the former values. We update δBmn by taking small
gradient descent steps. Updates for {γ, φ} are derived below.
3.4.1 Variational Inference Updates
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(amn − 1) logBmn +
∑
m,n
(bmn − 1) log(1−Bmn). (3.3)
Update for q(pii|γi)
The variational distributions q(pii|γi) for all i belong to the exponential family.











Thus the natural parameters are θi = [γi1 − 1, γi2 − 1, . . . , γiD − 1]. The nonconjugate
variational message passing update is
θi ← C(θi)−1∇θiEq[log p(y,Θ)].
From properties of the exponential family, we know that the covariance of the sufficient
statistics C(θi) is the Fisher information. Moreover, we can rewrite the update in
terms of our original parameterization γi. Note that we have
Iθi = Iγi
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and
∇θiEq[log p(y,Θ)] = ∇γiEq[log p(y,Θ)].






← I−1γi ∇γiEq[log p(y,Θ)]
or
γˆi = I−1γi ∇γiEq[log p(y,Θ)] + 1.
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where I−1φk is the inverse Fisher information with respect to the φ-parameterization. In
other words,
φˆk ← I−1φk∇φkEq[log p(y,Θ)] + 1.





















































The update for q(Bmn) does not use a nonconjugate variational message passing
update. This is due to the fact that q(Bmn) = δBmn does not live in the exponential
family. Instead, the entries of the block matrix Bmn are updated through a gradient








ik + amn − 1
+ (1−Bmn)−1(1− bmn)
CHAPTER 3. AGGREGATED RELATIONAL DATA FOR THE MIXED













For a general choice of hyperparameters a and b, the update for Bmn is not closed
form. One must resort to numerical methods such as Newton-Raphson. Another
option is to simply take small gradient descent steps. However, a particular choice of
hyperparameters does admit a closed form update. Notice if we give the blockmatrix

















We introduced the ancillary parameters p(mn)ik in order to find a computationally
tractable lower bound. They can also be updated to provide a better lower bound.
The update for the ancillary parameters p(mn)ik is based on tightening inequality 3.2.
The tightest lower bound is given by
p
(mn)
ik ∝ exp [Eq log(pimi Bηnk )] .
This can be found by taking derivatives with respect to p(m,n)ik and finding the solution
such that ∑m,n p(m,n)ik = 1 [Paisley, 2010].
3.4.2 Multiple Passes
When fitting to a large network, each minibatch will contain a small fraction of nodes.
After initialization, the nodes in each minibatch will be run through the algorithm
with weakly informative subpopulation blockmatrix parameters. The fit of each node
ignores link information from all other minibatches. However, after being fit with
Algorithm 2, the subpopulation and blockmatrix parameters contain richer information
since they are averaged over all minibatches. Running Algorithm 2 a second time with
CHAPTER 3. AGGREGATED RELATIONAL DATA FOR THE MIXED
MEMBERSHIP STOCHASTIC BLOCKMODEL 44
Figure 3.5: Illustration of inference process for multiple passes. Each tall orange
rectangle represents all of the variational parameters for the nodes. The blue blocks
represent the subpopulation and blockmatrix parameters while the orange blocks
represent the parameters for each node. In each pass, the orange blocks are broken
up into minibatches. Each of the minibatches are passed along with the current blue
parameters and fit through the algorithm. After the pass, the orange blocks are stored
and the blue parameters are averaged over before stored.
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the fits as initial values will allow the node parameters to be fit using information
across the network. This process is summarized in Algorithm 3. We found that
two passes is usually sufficient for the stability of parameters. This entire process is
illustrated in Figure 3.5.
3.4.3 Per-iteration Complexity
At first glance, it seems that we must store a matrix of ancillary parameters [p(mn)ik ]m,n
for each node-subpopulation pair. This would mean having a memory requirement of
O(d2NK). This can be problematic when trying to fit the model with a large number
of communities. However, all parameter updates depend on p(mn)ik only through the
term yikp(mn)ik . Thus we can take advantage of the sparseness found in real-world
networks by only storing ancillary parameters corresponding to nonzero counts yik.
3.4.4 Initialization
From our synthetic data set, we found initialization of {γ, φ} is important for good
recovery of the model parameters. We initialized by first forming a new matrix
∼
Y = [yik/Nk]ik. That is
∼
Y is a normalized version of the ARD. Communities for the
sampled nodes were initialized using soft clustering on the top d left singular values,
while the subpopulation communities were clustered using the top d right singular
values.
3.4.5 Picking subpopulations
Ideally, subpopulations should be chosen so that its members have similar community
membership. In practice, one would need to use background information to pick
subpopulations [McCormick and Zheng, 2013, McCormick et al., 2012, 2013]. For
instance, in a citation network, journals may be a good choice of subpopulations as
papers within a journal are generally on similar topics.
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The choice of subpopulations also predisposes the community detection algorithm
to detect communities within a “sub-dimension” of the social space. By using journals
as subpopulations, the communities detected using ARDMMSB will be more focused on
scientific topics that drive the specialization of journals. Thus results from ARDMMSB
using journals do not reflect social patterns in the citation network that are due to
other factors. We will discuss this in more detail in Section 5.
3.4.6 Stochastic Variational Inference
The approximate ELBO in Equation 3.3 is decomposed into local and global terms. In
particular, the first two lines contain the local terms, i.e. terms that involve the link
data themselves as well as parameters governing links. We consider a random variable
that chooses an ego, alter pair uniformly at random, I ∼ Uniform((1, 1), (1, 2), . . . , (N,K)).
Writing I = (I1, I2), we define the random variable L ∗I as follows:
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(amn − 1) logBmn +
∑
m,n
(bmn − 1) log(1−Bmn). (3.4)
The expectation of L ∗I is equal to the objective 3.3. The approximate lower bound
L ∗ can be rewritten as a sum of the global variables γ, φ, and B as well as an
expectation over the local terms y and p.
3.5 Simulation Studies
In this section, we conduct simulation studies to show that our model does indeed
recover the true parameters when the data is generated from our model as well as to
compare our method to other competing methods of fitting the MMSB.
3.5.1 Parameter Recovery under ARDMMSB
Recall that our ARDMMSB model was derived using two approximations. First, we
used a Poisson approximation for the sum of independent Bernoulli random variables
with small probabilities of success. Second, the law of large numbers was invoked
for estimation of the subpopulation topic profiles. More specifically, the parameters
corresponding to the subpopulation centers are the expectations of its member’s
community profiles. With enough members in the subpopulation, we expect this
approximation to hold quite well.
Our variational inference algorithm also makes an approximation for the evidence
lower bound (ELBO). That is, we lower bound the ELBO since we must take the
expectation of a log-sum which does not have a closed-form evaluation. Additionally,
we also implement a non-conjugate variational message passing algorithm that is only
guaranteed to reach a local minimum of this lower bound of the ELBO.
We do a simulation study to explore if our ARDMMSB model and inference
procedure do in fact recover the true parameters when fitted to data simulated from
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the MMSB with subpopulations.
Our model assumes that we have information other than the link structure that
can define subpopulations or groups of similar nodes. Thus for our simulations, we
must introduce a method of generating these subpopulations. We first explore subpop-
ulations generated from a hierarchy of Dirichlets. That is, we generate subpopulation
centers and then generate the node memberships from those centers. More specifically,
1. For each subpopulation k
(a) Draw a D-dimensional subpopulation center piGk ∼ Dirichlet(α).
2. For each node i in the network
(a) Draw a D-dimensional mixed-membership vector pii ∼ Dirichlet(ηpiGk[i]),
where η > 0 is a concentration parameter and Gk[i] denotes the subpopula-
tion to which node i belongs.
Figure 3.6 shows an a plot of the generated subpopulations and nodes using this
procedure. An advantage of this generation process is that we can also check how well
our method estimates the subpopulation parameters.
In this section we perform simulation studies showing that subgraphs formed from
ARD preserve enough information from the full network so that inferences made on
ARD minibatches carry over to inferences made on the complete graph. Moreover, we
compare our method to Gopalan and Blei [2013]’s method and observe we have better
parameter recovery and model fit.
3.5.2 Subsampling
Many times in practice, a network is presented to the researcher that is too large to
conduct any but the simplest analyses. Fitting Bayesian hierarchical models simply
take too much time. Because of the intractability of such models, the researcher
oftentimes runs her analysis on a subgraph of the network. Choices of subgraphs
CHAPTER 3. AGGREGATED RELATIONAL DATA FOR THE MIXED
MEMBERSHIP STOCHASTIC BLOCKMODEL 49
Figure 3.6: Ternary plot of simulated subpopulation centers from a Mixed Membership
Stochastic Blockmodel with three communities. Colors correspond to subpopulations.
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Figure 3.7: A ternary plot of individual node memberships from a Mixed Membership
Stochastic Blockmodel with three communities. Individual node memberships are
simulated from a Dirichlet draw centered at their subpopulation centers. Colors
correspond to subpopulations.
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Figure 3.8: Boxplot of normalized mutual information among the subgraphs considered
in simulation study
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Figure 3.9: Posterior means and standard errors of estimation of diagonals of
blockmatrix. The true values of the block matrix are given the two dashed, horizontal
lines.
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include the largest connected component or a subset of nodes with similar covariates.
However, inferences on the subgraph may be misleading when extended to the entire
network. Ideally, the subgraph will in some way be representative of the original graph.
Among the many sampling strategies of networks, simple random node selection has
been shown to create subgraphs that maintain many features of the graph [Leskovec
and Faloutsos, 2006].
If the complete graph is a MMSB, subsampling nodes and doing inference on the
resulting subgraph may lead to misleading inferences. Due to its data generating
process, sampling nodes at random and keeping the edges between them will result in
a MMSB with the same blockmatrix. Although this is the case, doing such a procedure
may lead to a large loss in efficiency and thus unstable parameter estimates. This is
particularly an issue in sparse networks since such a subsampling procedure will leave
out most of the links in the network. Using ARD leads to vastly improved estimates
of both the blockmatrix and membership profiles.
Figure 3.5.1 shows the results from a simulation experiment illustrating the instabil-
ity of estimates from a subgraph formed by sampling nodes. We evaluate performance
by community assignment and blockmatrix recovery. In this experiment, we simulated
10,000 nodes from a MMSB with six communities. Our model assumes that we have
information other than the link structure that can define subpopulations or groups of
similar nodes. Thus for our simulations, we must introduce a method of generating
these subpopulations. To do this, we generated subpopulation centers and then
generated its members from a Dirichlet at the subpopulation center. The blockmatrix
is diagonally dominated to ensure exact recovery is possible with enough nodes [Zhao
et al., 2012]. Three communities have within-linking probabilities of 0.1 while the
other three have within-linking probabilities of 0.04. We formed subgraphs formed
from sampling n = 500 and 5000 nodes uniformly at random and keeping the edges
between them. The ARD was formed with 500 sampled nodes. We also included the
results from fitting the entire network.
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Figure 3.10: Comparison between ARDMMSB and Gopolan et. al.’s Stochastic
Variational Inference. Left: Boxplot of Blockmatrix Error measured in Squared Error.
Right: Boxplot of Normalized Mutual Information.
We adapted the stochastic variational inference algorithm presented in Gopalan
and Blei [2013] to fit the subgraphs formed from random node sampling. Initialization
of the nodes’ variational parameters were performed using ten random restarts of
spectral clustering. We reported the best fit for each of the random restarts.
The left panel of Figure 3.5.1 has a boxplot showing the performance of community
assignment recovery for the different subgraphs. We chose normalized mutual infor-
mation between the fitted network’s membership profiles and the true membership
profiles as the measure of performance [Danon et al., 2005]. For each node, we took
its community assignment to be the maximum community in its membership profile.
Subgraphs formed by ARD with 500 nodes has the best recovery. The right panel
of Figure 3.5.1 plots the average posterior mean of the blockmatrix B’s diagonal
elements. As expected, we see that for the subgraphs formed from random sampling,
the estimates have little bias and the standard error decrease as we increase the size
of the subgraph. ARD incurs similar bias but has drastically smaller standard errors.
Thus ARD contains much more information about the original graph as it performs
just as well as fitting on the entire network.
3.5.3 Comparison to Related Method
We compare our model and inference algorithm to the inference algorithm in [Gopalan
and Blei, 2013]. Their method implements a stochastic variational inference algorithm
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for the MMSB. We ran a simulation study with synthetic networks containing 10,000
nodes. We generate the community assignments of the nodes as we did in the simulation
discussed in section 3.5.2. We compare our performance in terms of model convergence
and community membership recovery. The results are shown in Figure 3.10.
The left plot of Figure 3.10 assesses the model convergence of the two algorithms.
We quantified how well our algorithm’s solution fits the data compared to that of
stochastic variational inference. Ideally, this would mean comparing the ELBOs,
the target criterion of variational inference algorithm. Comparisons of the respective
ELBOs is not possible since Gopalan and Blei [2013] implement a stochastic variational
inference and therefore do not store any local parameters. Without the local parameters,
the ELBO cannot be computed. Moreover, even if we could calculate the respective
ELBOs, they would not be comparable since the models are different.
Since the ELBO cannot be computed when implementing stochastic variational
inference, Gopalan and Blei [2013] evaluate model fitness through the predictive
distribution [Geisser, 1975]. Intuitively, a better model will have a higher predictive
likelihood on a held-out set. The held-out predictive likelihood is thus used as a proxy













We could also compute a predictive likelihood for our model, but they still would
not be comparable. However, our algorithm yields a variational posterior for the node
memberships and the blockmatrix. We can use these parameter estimates and plug
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them into the posterior likelihood defined above. Ideally, both of our models should be
fit using the same held-out set of node pairs; but it is not obvious how the ARDMMSB
can handle such held-out node-pairs. Instead, we propose computing the predictive
likelihood over the observed data. A good model fit should have a high predictive
likelihood on the training set. The left plot of Figure 3.10 shows that ARDMMSB
achieves a higher model fit. The right plot shows that ARDMMSB also has better
community membership recovery.




We fit a MMSB using our algorithm to a real-world network to demonstrate how it
can help study massive networks. We analyzed a citation network with over three
million nodes and 25 million edges extracted from DBLP, ACM, MAG, and other
sources [Tang et al., 2008]. We removed journals and papers that are isolated or do
not have any outlinks. This reduced network has 2,139,891 papers and 4,349 journals.
For this network, we set the number of communities to twenty and used 1,000
mini-batches. The number of mini-batches used was chosen simply for convenience as
the cluster used for fitting took a maximum of 1,000 jobs at once. In each minibatch,
we used all the journals and a random subset of roughly 2,000 papers. We measure
convergence according to our lower bound approximation of the ELBO. We stopped
each mini-batch computation when the change in the ELBO was less than 10−2.
4.2 Initialization
To initialize the community membership profiles, we formed the journal to journal
adjacency matrix and performed regularized spectral clustering. The result gave us
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Figure 4.1: Topic terrain plot of Bioinformatics. A word cloud of the top seven words
is displayed with each topic. The font size is proportional to the term frequency.
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Figure 4.2: Topic terrain plot of Bioinformatics using results from Gopalan and Blei
[2013]’s stochastic variational inference. A word cloud of the top seven words is
displayed with each topic. The font size is proportional to the term frequency.
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hard community assignments for each journal. Each paper’s membership was then
initialized according to its journal’s hard assignment. With this initialization our
ARDMMSB model was used to obtain mixed memberships for each of the papers and
journals.
4.3 Topic Terrain Plots
Figure 4.1 shows our community detection results from the fitted model. Each panel
shows what we call a topic terrain plot. This plot visualizes the breath and coverage
of journals in the citation network. Each plot contains a circle plot of a particular
journal. The circle is outlined with twenty colored blocks that represent the twenty
communities that papers belong to. The size of a block corresponds to the size of the
community or the number of papers in that community determined by the dominant
community in its membership profile vector. The placement of the bars around the
circle is the result of hierarchical clustering of the twenty topics using inverse value
of the probability of a link as the distance metric. Each topic also has a word cloud
of the seven most frequent words found among the journal titles after removing stop
words.
Inside the circle, we plot the papers’ membership profile vectors within that journal
as well as the coordinates of papers cited by papers within the journal. We randomly
sampled 1000 papers from the journal to construct the plot. For each paper, we
sample approximately fifteen of its cited papers on average. The bigger nodes within
the wheel represent the papers from the journal and the smaller nodes represent the
cited papers. Each link represents a citation activity. The coordinate of each node is
the average of the coordinates of the centers of the twenty topic bars, weighted by the
membership value of the node. The color of each node is also the average of the RGB
value of twenty topic bars, weighted the same way. The color of each edge depends on
the target node. The contour plot represents the density estimate of the papers from
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the journal.
From the word clouds, we can infer what communities correspond to which fields
and topics. Those in yellow are related to mathematics. Those in orange correspond to
biology and other biological applications, while those in light blue have topics relating
to software and software design. Machine learning and artificial intelligence dominate
the red region.
Figure 4.1 shows the topic terrain plot for Bioinformatics using results from our
algorithm. Intuitively, we would expect papers in this journal to develop technologies
for biological applications. Thus they should cite papers in fields such as machine
learning and computer vision as well as biology papers which is the citation behavior
we see in the figure. We immediately notice that this journal has a strong footprint
and unique identity. Most of the papers within Bioinformatics have a high membership
in topic 2, which corresponds to biology and biological related fields. Many of papers
in published in Bioinformatics cite papers with high membership in topic 4 which
correspond to artificial intelligence and machine learning. There are also a significant
number of papers being cited in fields such as mathematics and logic.
Figure 4.2 shows the topic terrain plot for Bioinformatics using results from
Gopalan and Blei [2013]’s stochastic variational algorithm. First notice that the word
clouds are much more homogeneous, indicating their algorithm has difficulty detecting
meaningful communities. Also, most of the papers belong exactly to one community;
that is, papers do not exhibit mixed membership. This could be due to the fact that
the topics themselves are not very distinct from one another or the algorithm has
difficulty capturing interdisciplinary papers.
Figure 4.3 shows the topic terrain plots of the Journal of Machine Learning and
Research (JMLR) from the two algorithms. Although JMLR is a journal in machine
learning, we expect papers to be broadly spread out among many communities since
machine learning can be organized into smaller communities within its broad research
landscape. It covers natural language processing, mathematics, logic, machine learning
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Figure 4.3: Topic terrain plot of Bioinformatics. A word cloud of the top seven words
is displayed with each topic. The font size is proportional to the term frequency.
CHAPTER 4. APPLICATIONS 63
Figure 4.4: Topic terrain plot of Bioinformatics. A word cloud of the top seven words
is displayed with each topic. The font size is proportional to the term frequency.
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with biological applications, control theory, physics, vision and robotics. In the top
plot of Figure 4.3, the half circle represents the foundations and applications of
machine learning. Topic 4 has the highest concentration which contains journals based
in artificial intelligence (AI) and neuroscience inspired AI, such as neural networks.
Moreover, there is a large concentration in topic 17 which corresponds to AI without
neuroscience. This agrees with our view of ML as a field. It confirms our method is
recovering meaningful structure in the citation network.
The bottom plot in Figure 4.3 continues the trend of having all the papers stuck on
the edges, meaning that most papers belong to solely one topic. Thus the algorithm
cannot capture the interdisciplinary nature of many of the computer science papers
that have applications in other areas. Also, the topics themselves do not have strong
separation between fields. For instance, computer systems and ML Topics are mixed
together and are dominated more by application areas rather than research areas.
By comparing the two plots, we illustrate how integrating nodal information can
greatly improve results on real-world networks. For JMLR, our method divides the
topic terrain plot into two half circles, one half being ML and the other about hardware,
system design, security, etc. This is due to incorporating journal information which is
essentially human-curated structure. Leveraging extra information allows ARDMMSB
to uncover more structure in the citation network.
4.4 Multiple Passes
Our proposed algorithm fits the ARDMMSB model to minibatches in parallel. However,
when fitting to a large network, each minibatch will contain a small fraction of nodes in
the network. After initialization, the nodes in each minibatch will be run through the
algorithm with weakly informative subpopulation blockmatrix parameters. Thus, the
fit of each node ignores link information from all other minibatches. The subpopulation
and blockmatrix parameters, on the other hand, will contain richer information since
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Figure 4.5: KL-Divergence between different passes of the community membership
profile vectors of the papers in the Citation Network.
they are averaged over all the minibatches. We do another pass as summarized in
Algorithm 2 to allow this information to propagate back to the rest of the nodes.
Figure 4.5 illustrates the effect of running multiple passes on the membership
profile vectors of the papers. Each plot is a histogram of the KL-divergences of the
community membership profile vectors between passes of the algorithm. The top
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Figure 4.6: Comparison between ARDMMSB and Gopolan et. al.’s Stochastic Varia-
tional Inference. Left: ROC curves. Middle: Boxplot of the average area under the
curve. Right: Boxplot of relative ranks.
left plot shows that many of the papers did not move very far after the first pass.
However, the top left plot shows that after the second pass, the paper membership
profiles moved significantly. This illustrates that propagating the information that
journals contain after the first pass is essential to update the paper profiles. After this
propagation, another pass will not add much information and so the paper profiles
will not change very much. This is clear in the bottom right plot.
4.5 Quantitative Comparison to Related Method
Figure 4.6 shows quantative measures of ARDMMSB and Gopalan and Blei [2013]’s
SVINET. The left panel shows the ROC curves. The middle and right panels show
boxplots of the area under the curve and relative ranks of both methods. These plots
were formed by subsampling 10,000 links and nonlinks and computing the probability
of a link. The average rank of the links were taken according to these predictive
probabilities. We see the SVINET performs better with regards to these metrics.
CHAPTER 4. APPLICATIONS 67
Although ARDMMSB does not do as well according to these measures, we only
pick up communities formed by topics. ARD does not use paper to paper links. This
can be beneficial as it removes some of the noise in the network as it uses paper to
journal links and journals organize the intellectual sciences. ARD removes some of
the nuances due to other social structure such as community structure formed from
authorships. SVINET captures this kind of structure, which is different from structure
solely from topics.
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Chapter 5
Discussion
In this thesis, we presented a scalable inference algorithm for community detection.
In particular, we presented a computationally feasible method of fitting the MMSB
to massive networks. Rather than fit the MMSB directly on the adjacency matrix,
we introduced an aggregation scheme that leverages nodal information that usually
accompany real world networks. The aggregation works by first forming subpopulation
and counting the number of links from each node to each of the subpopulations. The
resulting data, called ARD, is a multigraph that is much smaller than the original
adjacency matrix.
Modeling the underlying full network as a MMSB allows us to derive a model
for the ARD that preserves the MMSB’s parameters. Thus fitting the model on the
ARD, which we call the ARDMMSB, results in us being able to fit the MMSB, but
on a much smaller dataset. However the ARDMMSB is not a conditionally conjugate
model. Due to the lack of conjugacy, we must lower bound the ELBO and appeal to
nonconjugate variational message passing [Knowles and Minka, 2011]. This algorithm
admits closed-form update steps for the variational parameters. Although lower
bounding the ELBO introduces a set of auxiliary parameters, the form of the messages
forces us to only store and update those auxiliary parameters that correspond to
links. This observation allows us to take advantage of the sparseness in real world
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networks. Thus our algorithm scales linearly with respect to the number of nodes,
subpopulations, and edges. Additionally, our algorithm can easily be parallelized. The
nodes can be partitioned into minibatches and each can be fit with the algorithm.
Finally, we fit our model to a large citation network and illustrated our ARDMMSB
can better capture communities driven by topics. In section 4.5, we showed that
Gopalan and Blei [2013] performs better than our method according to quantitative
measures such as area under the curve and average link prediction rank. Although
this can be viewed as a limitation in terms of link prediction, it also illustrates how
well our method does even though we do not observe actual link information. That is,
we do not observe paper to paper interactions in the citation network; we only see the
number of papers cited within each journal.
We believe the boost in performance in Gopalan and Blei [2013]’s algorithm is due
to its ability to learn structure other that form topics. Since their algorithm fits to
paper to paper information, it can learn link structure driven by factors other than
topics. It might pick up on social structure between authors for example. Authors
that frequently work together might cite each others’ papers more often, leading to
their algorithm placing them in the same community.
Aggregated relational data learns structure mostly driven by topics since it is
formed by aggregating papers across subpopulations. In some sense, aggregating
citation counts leads to less noisy information. That is, citation behavior not driven
by topics it harder to learn since aggregating losses a lot of information that is driven
by things other than topics.
The choice of subpopulation can be used to learn specific types of communities
within networks. For example, in a citation network, using journals as subpopulations
leads to communities driven by citation behavior due to topics. However, one can also
use author information. Instead of aggregating by journals, we could aggregate over
author affiliations, such as university. Then we can use ARD to learn communities
driven by social structure between universities.
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A future direction of this work is to develop a quantitative measure of how well
a network model infers communities based on various factors, such as topics, social
structure between authors, etc.
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