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1.1 Overview and Motivation
Mobile communication has become increasingly important in our daily lives and it
continues to expand rapidly offering the preferred choice for data communication in many
services. Existing wireless communication networks, such as code division multiple access
(CDMA) and global system for mobile communication (GSM), often constitute a low cost
and a reliable channel for wide coverage transmission. Thus, it would be advantageous
to add new and improved functionalities to the current network channels. For instance,
the most common improvement in the GSM network was adding the data channel, or the
general packet radio service (GPRS), to the existing voice channels [1]. However, the
GPRS data traffic and the GSM voice traffic share the same radio channel [2]. Therefore,
to maintain a good quality of service (QoS) for GSM voice traffic, voice is given priority
and, as a result, the data bandwidth decreases. In contrast to voice channel, the GSM
data channel requires a relatively high queuing delay which leads to poor QoS for GPRS
[2]. Additionally, the transmission over the data channel is not possible in the areas where
there is no data service coverage.
Based on these factors, a new alternative is required to provide a better QoS for data
transmission. One solution is to send data over the compressed voice channel for some
high priority and real time applications, where data packets need to be transmitted as soon
as possible. This technology would obviously be important for areas where there is GSM
coverage but no data service. It’s particularly important for vehicular applications in which
data transmission is required for a wide range of locations. Under high load conditions,
transferring data over the voice channel would provide a better QoS for data transmission.
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Furthermore, in low load conditions, where there is little voice traffic, sending data over
the voice channel will allow for the balance of the network traffic.
A fundamental problem that limits the performance of the aforementioned system is
the encoder and decoder, together known as the vocoder. The GSM terminal has a speech
compression/decompression process for efficient use of the bandwidth and this is heavily
based on the assumption that the input signal will be speech. In other words, to allow a
greater channel capacity, the GSM vocoder extracts the speech parameters from the input
signal, and only these parameters are transmitted through the nonlinear voice channel [3],
[4]. The vocoder uses the speech production model parameters, such as pitch and vocal
tract models, to efficiently compress the input speech. At the receiver side, a replica of the
original speech is generated using these parameters. For speech, the voice decoded signal
is understandable by the human at the receiver side. For data, however, the signal decoded
by the vocoder maybe too distorted to accurately recover the data.
Therefore, a data modem is required to transform a digital data stream into a form
suitable for transmission over such a compressed voice channel. Basically, this modem
converts the input data stream into speech-like (SL) symbols capable of passing through
the nonlinear voice channel. The modem modulates the symbols into a continuous time
signal which is fed into the GSM channel exactly as if it were speech. As far as the GSM
network is concerned, it is a normal voice call. Then, the receiver demodulates the received
signal back to digital data. However, the production of the SL symbols and the resulting
waveforms must satisfy two important factors. First, despite the distortion introduced by
the GSM network components, such as automatic gain control (AGC) and other various
filters, the signal must be successfully decoded back to the original data stream. The
3
second important factor is that each waveform must fit into the voice band and must be
at a large enough distance from all the others to avoid any additional distortion [3]. For
this reason, in-band data modems are designed to achieve data transmission through a
compressed voice channel using digital modulations. These modems are useful for real
time data communication with high priority.
An important implementation of such a modem is the pan-European automotive emer-
gency call (eCall) system. It is the first international standard for emergency call commu-
nications made by 3GPP . It was deployed to all vehicles across the European Union (EU)
on March 31, 2018. The solution, adopted by the European Commission (EC), is aimed to
help reduce the number of road traffic fatalities in the EU. According to the world health
organization (WHO), approximately 1.35 million people die in road traffic accidents each
year [5]. Thus, all passenger vehicles and light commercial vehicles in the EU are required
to be equipped with the eCall system. Many countries in the world are currently work-
ing on deploying a similar emergency communication system, such as in Russia, China,
and other parts of the world [6, 7]. This system, designed by Qualcomm, employs an
automotive embedded in-band modem which, in the event of collision, reliably transmits
a minimum set of data (MSD), that includes airbag deployment and vehicle GPS coordi-
nates, from the in-vehicle system (IVS) over the GSM voice cellular network, to the public
safety answering point (PSAP) [8], [9]. A more detailed description on the eCall system
will be presented in Chapter 2.
On the other hand, fading is a harsh and complex phenomenon in mobile communica-
tion that results in severe performance degradation. The GSM voice channel is character-
ized by multipath propagation which causes severe performance degradation. This multi-
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path fading effect introduces inter-symbol-interference (ISI) which limits the performance
of the system and causes delay in the reception of the symbols. Forward error correcting
(FEC) codes and automatic repeat request (ARQ) schemes are used to control errors in
such fading communication systems. FEC codes do not require a feedback channel and
use a powerful error correcting code to minimize the transmission errors by adding redun-
dancy to the information bits. However, in time-varying fading channels, a more flexible
scheme may be desirable to achieve a better throughput performance. In such cases, ARQ
schemes can be used to adapt to changes in the transmission channel. ARQ schemes use
retransmission protocol and feedback channel to improve the throughput performance.
The receiver of such a system will keep requesting for retransmission until it can decode
the received bits. Therefore, for high priority data and a real time communication system,
ARQ scheme becomes inefficient. A better solution is to combine the channel coding and
the ARQ scheme to get optimal performance. Such a scheme is called hybrid ARQ (HARQ)
[10], [11]. In particular, HARQ protocols exploit both the predictable performance of FEC
and the flexibility rate of ARQ schemes. Moreover, the performance of incremental redun-
dancy HARQ (IR-HARQ) is better than regular HARQ schemes. The basic idea of IR-HARQ
is that the coding rate for error correcting codes is varied according to the channel char-
acteristics. The IR-HARQ scheme provides near capacity performance by transmitting a
small fraction of its parity bits gradually according to the channel state.
The goal of this dissertation is to investigate the performance of error correction codes
for eCall standard in the GSM voice channel. Motivated by the eCall project of the Euro-
pean Commission, this research is aimed at improving the throughput performance of the
in-band modem solution. At first, this research focuses on the coded performance of the
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eCall system as defined by the standard. Secondly, the impact of fading on the performance
of the in-band modem will be studied.
1.2 Literature Review
Some recent works have been done to design data modem on GSM voice channel.
Katugampala et al. [12], [13], [14] designed a data modem for secure data transmission
over the GSM voice channel with enhanced full rate (EFR) voice coder. The modulator is
a speech synthesizer which modulates encrypted data into waveforms using a speech pro-
duction model. The modulation is done by mapping input data onto basic parameters of
speech to minimize the distortion caused by the EFR voice coder. The speech parameters
are pitch frequency , line spectral frequencies (LSF) and frame energy. The waveforms
are then transmitted over the GSM voice channel. Their method achieved a throughput
of 3 kbps with 2.9% bit error rate (BER). In addition, by using a punctured 1/2 rate con-
volutional code, with a constraint length of 7, a 1.8 kbps was achieved at almost 3x10−4%
BER. The same method was adopted in [15], [16] and [17] with different parameters on
full rate (FR) coder. They achieved a throughput of 1.15 kbps with 0.2% BER and 600 bps
with 0.02% BER after error correcting codes were employed. In [18], the authors used
autoregressive modeling (AR) to map data on LSF coefficients. Their modem is used to
communicate data between point-of-sale (POS) terminal and transaction center for the
mobile transaction system Margento. They achieved a throughput of 533 bps with 26.47%
BER on EFR and FR coders. LaDue et al. [19] designed a data modem that involves the
evolutionary synthesis of the signal. The main difference between this modem and the pre-
vious modems lies in the way the data are mapped onto the waveform and extracted from
it. The waveforms considered by the authors do not necessarily possess speech character-
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istics. SL symbols were produced offline using intensive Genetic Algorithm (GA) in 2600
iterations to be robust to the voice coding process. The modem achieved a throughput of
2 kbps with 10−6 symbol error rate (SER) and 4 kbps with 3% SER. When Reed-Solomon
codes are used, a throughput of 2.8 kbps was reached with 4x10−6 BER on EFR voice coder.
In [20] and [21], the authors followed the same concept and presented a novel model to
design the offline symbols. The symbol design method uses real human speech signal as
a search space. The modem achieved a throughput of 2 kbps with 1.5x10−5 SER on FER
coder, while a throughput of 1 kbps with SER less than 10−7 was reached on adaptive multi
rate (AMR) coder.
Another in-band modem was introduced in [8] as a solution for the eCall project. eCall
is part of the eSafety initiative that was launched by the EC in 2002. As mentioned in
the previous section, the in-band modem is required to reliably transmit essential vehicle
information, such as location, airbag deployment and additional important information
from the in-vehicle system (IVS) over the GSM voice network to the public safety answer-
ing point (PSAP) in case of a collision or an emergency. The eCall solution [9] consists
of an IVS data modem and a PSAP data modem. During the voice connection, the IVS
transmits 140 byte so-called minimum set of data (MSD) to the PSAP. To avoid distortion
caused by the speech vocoder, the IVS appends the MSD with a cyclic redundancy check
(CRC), and then encode the resulting bits in a HARQ encoder using Turbo FEC coding
[22] with two parallel convolutional codes and a base rate of 1/3. Using a bi-orthogonal
pulse position modulation (BPPM), the signal modulator converts the encoded data into
waveform symbols suitable for transmission over the voice channel. The standardization
of the eCall in-band modem solution in 3GPP was concluded in June 2009 [23] and was
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deployed in Europe in 2018. However, the experiment in the Advanced Communications
Laboratory at Wayne State University in 2011 showed that the distortion by the voice en-
coder and decoder to the modulated emergency data signal in the system is too large to be
neglected in a real communication system [24]. It was found that the signal-to-distortion
ratio in the fast mode is 3.9 dB and 4 dB in the robust mode. In addition, our experiment
also found that the fading was very large in the received signal at the PSAP center [25].
Consequently, the road test by other teams reported that the performance of the EU eCall
system was far below the technical requirements in the 3GPP standard [26, 27]. The NXP
team showed that the minimum delay of the MSD was more than 11 seconds and the max-
imum delay was unlimited, larger than the 4 seconds requirement in the 3GPP standard;
the MSD successful delivery rate was only 70%, far below expectation. Moreover, since
the standardization of the eCall system, 15 new revisions of the requirements have been
released. None of the new requirements have tackled the high failure rate of the MSD
transmission. The distortion problem and the fading problem must be handled so that the
emergency call performance can be improved in the future and more lives could be saved.
Many literature studies the effect of multipath fading on the performance of the mo-
bile communication system [28, 29, 30, 31, 32]. Multipath fading characteristics were
measured for a 900-MHz mobile radio channel in [33] to determine the suitable equal-
ization requirements for time-division multiple-access (TDMA) systems. In addition, the
performance of various data detection for GSM systems in presence of multipath fading
was evaluated in [34]. On the other hand, coding schemes were employed to improve the
performance of the GSM channel [35, 36, 37, 38]. However, there is, to the best of our
knowledge, not enough literature on the effect of fading on the transmission of emergency
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data over the GSM voice channel. In [24], the uncoded BER for the eCall modem was
simulated in the additive white Gaussian noise (AWGN) channel and the GSM adaptive
multi rate (AMR) vocoder channel. It was found that, for the fast modulation, BER =10−3
can be met at signal to noise ratio (SNR) = 13 dB for AMR data rate of 12.2 kbps; whereas
in the robust modulation, BER =10−3 can be met at SNR = 8 db for AMR rate of 10.2 kbps.
On the other hand, Li designed a testbed to study the fading statistics in the eCall channel
in his Ph.D. dissertation. It was found that large fading still exists in the GSM channel after
power control [25]. This dissertation will focus on studying the coded performance of the
eCall channel to improve the successful deployment of the eCall standard.
1.3 Dissertation Organization
This research will study the coded performance of the eCall system in the GSM channel.
Fading will be added to better understand the impact on the data transmission over the
voice channel. The purpose of the results of this dissertation is to improve the successful
deployment of the eCall standards all over the world by designing better requirements that
take into consideration the fading effect on the reliable transmission of the emergency data
over the voice channel. The eCall standard employs Turbo codes, thus the evaluation of
the Turbo codes performance will first be studied and the BER curves will be plotted in
the AWGN and GSM voice channel. The GSM voice channel is represented by the AMR
vocoder. Furthermore, fading effect will be studied by simulating the channel using the
statistics found in [25]. This dissertation will deliver the following:
1. Chapter 2 will give a brief background behind this research. A quick overview of the
eCall system and error correction will be summarized.
9
2. Chapter 3 studies the performance of the coded eCall system in AWGN and GSM
AMR voice channel.
3. Chapter 4 analyses the effect of fading on the performance of the eCall in-band mo-
dem.
4. Chapter 5 studies the performance of a broadband multiband receiver with single RF
frontend.
5. Chapter 6 will summarize the dissertation and discuss future improvements and re-
search related to this study.
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CHAPTER 2 BACKGROUND RESEARCH
2.1 The EU eCall system
On June 2013, the European Commission (EC) adopted a proposal to ensure that pan-
European cars will automatically detect accidents and generate an emergency call (eCall)
using the number 112 over the cellular network [39]. This system is aimed to help re-
duce the number of road traffic fatalities in the European Union (EU), by providing rapid
assistance to victims upon a road crash [8], [40]. Therefore, to ensure the safety of the
drivers in the EU and to improve the efficiency of the emergency services, the EC requires
all new models of passenger cars and light duty vehicles within the EU to support the eCall
solution by April 2018 [39]. Moreover, the EC has standardized the eCall system in the
3GPP using the solution provided by Qualcomm in 2009 [9]. This system employs an au-
tomotive embedded in-band modem which, in the event of collision, reliably transmits a
minimum set of data (MSD) from the in-vehicle system (IVS) over the GSM voice cellular
network to the public safety answering point (PSAP) [8]. The eCall solution [9] consists of
an IVS data modem and a PSAP data modem. The 140-byte MSD includes GPS coordinates
and other data required by the first responders.
As discussed in Chapter 1, the voice channel is designed for speech transmission.
Moreover, it includes a voice coder that compresses the audio at the transmitter side and
a voice decoder at the receiver to replicate the original audio signal. Hence, this channel
adds nonlinearities and fading to the data transmitted. Therefore, powerful forward error
control (FEC) and modulation schemes are required for a reliable data transmission over
this channel. All the literature that was given previously discuss different modulation
schemes for data transmission over the voice channel. This section intends to give a brief
11
description of the standard eCall in-band modem solution; a more detailed description and
the ANSI-C code can be found in [9] and [41].
2.1.1 System Overview
The main goal of the eCall in-band modem is to reliably transmit the emergency data in
real-time over the voice channels. The eCall in-band modem solution is designed to trans-
mit the MSD data over the speech channels using waveforms that can pass the vocoders
with only moderate distortion yet providing high data rates [8]. Furthermore, the overall
transmission of the MSD from the IVS to the PSAP should be limited to 4 seconds. Finally,
the MSD must be reliably transmitted to the PSAP through all types of vocoders, includ-
ing the GSM full rate (FR), enhanced full rate (EFR) and adaptive multi rate (AMR). This
section is intended to give a brief description of the overall eCall system as defined by the
3GPP standard. This research is focused on the uplink channel of the eCall system. The
eCall uplink system overview can be simplified in Fig. 1 [9]. A more elaborate description
of the eCall uplink modem will be discussed in Chapter 3.
Figure 1: eCall Uplink System Overview
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The eCall standard consists of an IVS modem and a PSAP modem both defined in [41].
After an emergency voice call has been established, any speech on the channel is muted
and the MSD transmission is initiated from the IVS to the PSAP.
On the uplink, the MSD is transmitted from the IVS transmitter to the PSAP receiver
through the GSM voice channel. The detailed specification of the uplink components is
given in [9]. The MSD data is represented by 1120 bits. Upon receiving the trigger to
transmit the emergency data, the IVS transmitter appends 28-bit CRC information to pro-
tect the MSD. These bits are then encoded using an incremental HARQ encoder and Turbo
code FEC scheme to reduce any error probability. The Turbo code applied by the transmit-
ter employs two parallel convolutional codes with a base rate Rb=1/3. The 1148 bits are
then interleaved, encoded and punctured into a set of 1380 bits. In addition, by chang-
ing the position of the punctured bits, different incremental redundancy versions rv of the
same MSD data are created. The redundancy version rv0 is used for the first successful
transmission attempt. In case of a CRC failure, up to 7 redundancy versions will be created
and used for re-transmission of the MSD. Therefore, the effective rate of the code is reff =
0.833 per redundancy version [8]. Moreover, the signal modulator employs a biorthogonal
pulse position modulation (BPPM) to convert the encoded data into speech-like waveforms
that can pass through the GSM vocoder. The encoded data are grouped into symbols that
carries 3 bits each. This standard consists of two modulation modes: a fast and a robust
mode. In the fast mode, each symbol is used to modulate a 16-samples waveform with
data rate of 1500 bits/s; while with the robust mode, the basic waveform has 32 samples
and data rate of 750 bits/s [9]. On the other hand, at the receiver side, the eCall PSAP
continuously monitors for the incoming MSD. Once the MSD frame is detected, the demod-
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ulator employs raised root cosine pulse shape to demodulate the waveform. Furthermore,
the demodulated data symbols are then combined at the HARQ decoder with the pre-
viously received redundancy versions using a two-stage rate matching scheme combined
with Turbo decoder. Finally, if a CRC error is detected in the decoded MSD, the PSAP sends
a NACK message to the IVS, on the downlink channel, prompting it to re-transmit the data
with incremental redundancy. Otherwise, an ACK is sent to the IVS and the MSD data is
provided to the PSAP operator.
Initial tests were conducted to study the performance of the eCall system using different
GSM voice channel paths. In theory, all the requirements are fulfilled for all the AMR and
FR codecs [8]. In addition, this standard will be tested in the HeRO project. The HeRO
project is a pan-European eCall pilot project, which will prepare and coordinate the eCall
deployment in the EU.
For the remainder of this research, the coded performance of the eCall system will be
evaluated using various FEC schemes with BPPM modulation.
2.2 Error Correction
As mentioned earlier, error control strategies are required to ensure reliable transmis-
sion of sensitive data over the non linear voice channel. Channel coding schemes pro-
tect the transmitted signal from the noise and interference added by the channel. These
schemes involve adding redundant bits to the original transmitted data stream.
FEC codes are used in a system that does not require a back-channel; that is, the system
employs error correcting codes that automatically correct errors detected at the receiver
side [42]. Error correcting codes are used in almost every communication system these
days. Examples are digital computer storage, like CDs and dynamic RAM, and digital
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communication such as wireless communication and deep-space communication systems.
There are two main structurally different types of FEC: block codes and convolutional
codes. The encoder of block codes divides the information sequence into message blocks
of k information bits and then encodes each message block into a codeword of n bits. This
is known as the (n, k) block code and the ratio R = k/n is called the code rate. The encoder
of a block code is memory less, which means that there are no dependencies on any in-
formation contained in previous codewords. Some famous block codes are Reed-Solomon,
Hamming, Golay, and low-density-parity-check (LDPC) codes. LDPC codes revolutionized
the block codes encoding schemes. On the other hand, convolutional codes are designed
for real time error correction. They differ from block codes in that the encoder employs
memory. The encoded bits depend on previous encoded bit information. The encoder
maps the information into code bits by convolving the information bits with a generator
matrix. The information sequence does not need to be divided into blocks and is processed
continuously. This fundamental difference results in different techniques for constructing
the convolutional codes. Viterbi and BCJR decoding algorithms have been applied in re-
cent years to decode convolutional codes. In addition, trellis coding and feedback coding
were commonly studied for the construction of the convolutional codes. An important
application of the systematic feedback convolutional encoder is Turbo codes [22]. These
codes involve very little algebra, employ iterative algorithms and rely on soft information
extracted from the channel. This coding scheme is capable of achieving performance near
Shannon limit [42].
In addition, a digital communication system can require a feedback channel, where the
transmitter can also act as the receiver and vice versa. For instance, satellite communi-
15
cations and data networks require two-way transmission system. Error control strategies
for such systems use error detection and retransmission, also known as automatic repeat
request (ARQ). The receiver in an ARQ systems relies on the feedback channel to send the
transmitter a request to repeat transmission until the message is correctly received. There
are two types of ARQ systems: stop-and-wait and continuous ARQ.
The major advantage of ARQ over FEC is the simplicity of the decoding schemes. In
contrast, when the channel has a high error rate, where retransmission is frequently re-
quired, the system’s throughput will be lowered by the ARQ scheme. Hence, a powerful
solution is to combine FEC and ARQ schemes for a more reliable communication system.
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CHAPTER 3 TURBO CODED PERFORMANCE OF ECALL SYSTEM
As mentioned in chapter 2, the eCall standard consists of an in-vehicle system (IVS)
modem and a public safety answering point (PSAP) modem both defined in [41]. This
chapter is aimed to study the performance of the uplink eCall channel with the Turbo
codes defined in the standard through the GSM channel. In order to evaluate the Turbo
codes schemes in the eCall in-band modem, this chapter won’t take into consideration the
effect of the automatic repeat request (ARQ). In the following sections, the system model
will be presented that depicts the focus of this chapter and then the bit error rate (BER)
performance will be plotted. This research first starts by evaluating the performance in
the GSM adaptive multi-rate (AMR) and additive white Gaussian noise (AWGN) channels.
Furthermore, the effect of fading will be studied.
3.1 System Model
Fig. 24 depicts the block diagram of the Turbo coded eCall in-band modem.
Figure 2: Turbo coded eCall System Overview
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The rest of this section describes the system model used in the simulations to evaluate
the Turbo coded eCall performance through GSM AMR channel and AWGN channel. In
order to evaluate the 3GPP standard, this research uses the same modulation and FEC
schemes in the eCall standard [9] for the simulations.
3.1.1 IVS Transmitter
As described in section 2.1.1, a binary sequence of 1120 bits (140 bytes) is randomly
generated to represent the MSD. The MSD is denoted di, i = 1, · · · , 1119. The IVS trans-
mitter appends 28-bit CRC to the sequence resulting in 1148 bit sequence d = {di}, 0 ≤
i ≤ 1147. Thereafter, an FEC encoder is applied to reduce the effect of transmission er-
ror in the channel. The FEC encoder consists of a bit scrambler and Turbo encoder. The
bit scrambling is employed to the CRC appended MSD prior to the Turbo encoder. More-
over, a parallel concatenated convolutional code (PCCC) Turbo encoder is used to encode
the CRC-protected MSD with a code rate Rc = 1/3. The PCCC consists of two identical
8-state constituent recursive systematic convolutional (RSC) encoders with trellis termi-
nation strategy and generator polynomial of g(D) = 1 + D2 + D3. A Turbo code internal
interleaver is employed to ensure that the parity bits from the second constituent are un-
correlated to the ones from the first constituent. Fig. 3 depicts the structure of the Turbo
encoder used in the eCall standard [9].
Unlike any conventional convolutional codes which always uses zero as tail bits, the
tail bits in the RSC Turbo code defined in the standard depend on the state of the encoder
when all the data bits are done encoding. Thus, a feedback (dotted lines) is needed for
trellis termination bits to ensure that the RSC state is zero at the end of the encoding. This
is done by adding the switch at the input of the encoder. The switch is in position A while
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Figure 3: Structure of eCall Turbo encoder
encoding the input stream, and it is switched to position B at the end for the termination
of trellis. The resulting encoded frame is 3456 bits.
Thereafter, the encoded sequence is passed through the signal modulator to be mapped
into waveforms suitable for transmission through the GSM speech vocoders. The modula-
tor groups the encoded bits into symbols, where each symbol carries 3 bits of information,
and modulates one uplink waveform which corresponds to one modulation frame. The
modulation used is biorthogonal 8-PPM, in which each symbol is transmitted in one of 4
slots and can be either positive or negative. Moreover, the standard defined two modes
of modulator; a fast mode and robust mode. The robust mode was defined to serve as a
back-up solution in case the transmission in fast mode failed. In case of fast mode, each
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symbol, sm(k), is used to modulate a Tsym = 2 ms frame, or Ns = 16 samples waveform,
with data rate of Rb = 1500 bits/s; while with the robust mode, the basic waveform is
extended to Ns = 32 samples, or Tsym = 4 ms, and the modulation data rate is reduced to
Rb = 750 bits/s [8]. Based on a signed 16-bit signal representation, the uplink waveform,
PUL, is represented by
PUL = (0 0 0 40 −200 560 −991 −1400 7636 15000 7636 −1400 −991 560 −200 40) (3.1)
for the fast modulator with n = 0, · · · , 15, and
PUL =(0 0 0 0 0 40 − 200 560 − 991 − 1400 7636 15000 7636 − 1400
− 991 560 − 200 40 0 0 0 0 0 0 0 0 0 0 0 0 0 0) (3.2)
for the robust mode with with n = 0, · · · , 31 [9].
Figs. 4 and 5 illustrates the uplink waveform for the fast and robust modems respec-
tively. The mapping between the symbol and the uplink waveform is given by a cyclic right
shift of the samples.







m ∈ {0, 1, · · · ,M − 1} (3.3)
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Figure 4: Uplink Waveform for the eCall Fast modulator
where M= 8 is the number of symbols, bxc = max {x ∈ Z|n ≤ x} is the floor function,
Fs = 8000 Hz is the sampling frequency, Tsym is the symbol time defined above,
A =

m, m = 0, 1, · · · ,M/2− 1
M − 1−m, m = M/2,M/2 + 1, · · · ,M − 1.
(3.4)
The pulse shape, g(t), is a truncated version of the raised root cosine and can be ex-
pressed as
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Figure 5: Uplink Waveform for the eCall Robust modulator
g(t) =

1− β + 4β
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where β = 0.5 is the roll-off factor of the raised root cosine function [41], and [43].
The transmitted signal can be represented by [24]
s[k] = smi [k − iFsTsym], i = 0, 1, · · · (3.6)
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The IVS transmitter transmits a 16-bit pulse code modulated (PCM) samples which will
be the input to the channel.
3.1.2 Channel
The MSD packet is transmitted over the GSM cellular voice channel. Without loss
of generality, the cellular channel can be represented by the GSM AMR speech vocoder
found in the ANSI-C code in [44]. The AMR vocoder encodes narrowband speech sig-
nals with sampling frequency Fs = 8000 Hz. Moreover, there are eight different bit rates:
Rb ∈ {4.75, 5.15, 5.9, 6.7, 7.4, 7.95, 10.2, 12.2} kbit/s (kbps), with 12.2kbps being the low-
est compression. The rate of the speech vocoder is chosen depending on the channel
conditions. When the signal-to-noise (SNR) is high then the high rate is assigned. Fur-
thermore, at the input of the speech encoder, audio frames of 20 ms will be analyzed and
linear prediction coefficients are computed and then transformed into suitable parame-
ters to be transmitted to the speech decoder. At the decoder, the transmitted parameters
are extracted from the bit stream and decoded to obtain the original coefficients. Finally,
an adaptive filter is applied to these coefficients to reconstruct the original audio signal.
Therefore, the eCall modulated waveform will pass through the AMR speech codec with
distortion.
At the end of the AMR vocoder, the distorted signal will pass through an AWGN chan-
nel to simulate white noise disturbance. This channel is modeled by the two-sided noise
spectral density σ2 = N0/2.
3.1.3 PSAP Receiver
The PSAP receiver demodulates the received MSD message and evaluates its integrity
by calculating the CRC check.
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The PSAP demodulator correlates the received MSD signal , r[k], using 4 matched filters
corresponding to the possible cyclic basic waveforms. The maximum absolute matched
filter output is chosen as the recovered symbol [8]. In addition, the correlation values are
normalized and converted into soft symbols. The soft bits are fed into the Turbo decoder
to estimate the transmitted bit stream.
The received systematic soft data and soft parity bits are passed to a first BCJR; while
an interleaved version of the soft parity bits are passed to a second BCJR decoder. At
the end, a hard decision will be made on the de-interleaved output of the second BCJR
decoder. Fig. 6 summarizes the eCall Turbo decoder algorithm [9].
Figure 6: eCall Turbo Decoder Algorithm
3.2 Simulation Results
In this section, the performance of the eCall in-band modem through the GSM AMR
vocoder channel and the AWGN channel is evaluated.
3.2.1 AMR vocoder channel
At the output of the AMR voice decoder, the signal, rv[k], can be represented as
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rv[k] = s[k] + sd[k], (3.7)
where s[k] is the transmitted signal samples, sd[k] is the distortion samples caused by the
vocoder and k ∈ [1, N ], where N is the total number of samples transmitted.
Figs. 7 and 8 show instances of the encoded uplink waveform at the output of the fast
and robust modulator respectively.














Figure 7: Example of the transmitted waveform for the eCall in-band fast modulator.
When the signal from Fig. 7 goes through the GSM AMR vocoder with bit rate 12.2
kbps and 4.75 kbps, the resulting speech decoder outputs are shown in Figs. 9 and 10,
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Figure 8: Example of the transmitted waveform for the eCall in-band robust modulator
respectively.
Moreover, when the signal from the robust modulator (8) is passed through the GSM
AMR speech codec at bit rates 12.2 and 4.75 kbps, then the output of the speech decoder is
depicted in Figs. 11 & 12, respectively.
The distortion added by the AMR vocoder channel is noticeable. In [24], the distortion
caused by the AMR speech codec was measured by calculating the signal-to-distortion ratio
power (SDR), where the mean of the ratio is defined as
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Figure 9: Output of the AMR vocoder at bit rate 12.2 kbps (lowest compression) and the



















It was shown that at AMR data rate of 12.2 kbps, the SDR is 10.6 dB in the uncoded fast
mode and 11.8 dB for the uncoded robust mode. Thus, the AMR adds some non linearity
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Figure 10: Output of the AMR vocoder at bit rate 4.75 kbps (highest compression) and the
input signal is in Fig. 7.
distortion to the input signal.
3.2.2 AWGN and AMR Channel
In order to study the performance of the coded eCall in-band modem in the AWGN
channel and the GSM AMR channel, the BER for the Turbo coded modem in the fast and
robust mode was simulated. The output of the AMR and AWGN channel can be expressed
as
r[k] = s[k] + sd[k] + n[k], (3.10)
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Figure 11: Output of the AMR vocoder at bit rate 12.2 kbps (lowest compression) and the
input signal is in Fig. 8.
where n[k] represents the AWGN samples.






where, n = log2M = 3, is the number of bits/symbol, and Pe is the symbol error rate
for the BPPM in AWGN given by
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Figure 12: Output of the AMR vocoder at bit rate 4.75 kbps (highest compression) and the
input signal is in Fig. 8.
Pe = 1− Pc, (3.12)




















and Q is the Q-function, Es = nEb is the symbol energy and Eb is the energy per
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information bit. Eq. (3.11) will be used as reference to plot the uncoded BER for BPPM in
AWGN in the simulations.
Moreover, the signal-to-noise (SNR) power ratio , γ = Eb/N0, per information bit must
be calibrated for the simulations of the coded eCall channel, where the noise power σ2 =
N0/2 is the AWGN noise power, and taking into consideration the encoder bit rate, Rb. In
addition, the signal power of the samples must be normalized. The following subsection
describes the analysis behind the SNR calibration adopted in this research.
3.2.2.1 SNR Calibration for AWGN Channel
Without loss of generality, this subsection will evaluate the SNR calibration in the
AWGN only channel. The GSM AMR channel won’t affect the calculations.
Consider one discrete eCall waveform, s[k], where k ∈ [1, Ns], and Ns is the number of
samples per modulated frame; i.e. 16 samples for the fast modem and 32 samples for the
robust modem. As described above, each m = 3 bits are combined to form one symbol.
The bit rate, Rb can be expressed as Rb = m/Tsym, Tsym is the symbol duration. One can
easily show that the sampling frequency, Fs can be written as Fs = (RbN)/m.
Assume that a low pass filter is applied to remove the out of band noise, (|f | > Fs/2


















In case of the uncoded channel, then one can safely assume that the energy per infor-
mation bit, Eb, will be the same as the energy per coded bit, Ec, and defined as





















Therefore, to get the correct coded BER in the AWGN channel, the AWGN noise power













































In order to complete the calibration of the SNR for eCall, an AWGN noise variables
must be generated using the power σ2 calculated in (3.19) and following a Gaussian dis-
tribution.
For instance, using SNR = 3 dB, Fig. 13 depicts the distribution of the generated
random AWGN variables in the simulation.
As it can be seen from Fig. 13, the calibrated AWGN noise samples values generated
follow the Gaussian distribution.
3.2.2.2 Channel Output
Figs. 14 & 15 show the output, r[k], when the signals from Fig. 7 is passed through
the GSM AMR channel, at rate 12.2 and 4.75, and the AWGN channel with a noise power
calibrated using (3.19) for SNR of 2 dB, respectively.
Furthermore, when the signal from Fig. 8 is passed through the AMR channel, with bit
rate of 12.2 and 4.75 kbps, and the AWGN channel with SNR of 2 dB, then the output of
the channel is shown in Figs. 16 & 17 respectively.
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Figure 13: Calibrated AWGN Noise distribution for eCall
3.3 BER Plots for AWGN and AMR channel
Fig. 18 shows the coded BER of the eCall in-band modem using the fast modulator
in the AWGN and GSM AMR channel. At SNR of 5dB, the BER is around 3.6 · 10−6 when
the fast in-band modem is passed through AWGN and AMR at bit rate Rb = 12.2 kbps.
Moreover, using AMR at Rb = 10.2 kbps, about 1 dB higher SNR is required to achieve
the same performance as when AMR is at 12.2 kbps. In addition, as the AMR bit rate
decreases, the required SNR to achieve a lower BER increases. For instance, to achieve a
BER of 10−6 when the AMR is 6.7 kbps, the SNR required is 9 dB. It’s also worth noting
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Figure 14: Output of the AMR and AWGN channel at bit rate 12.2 kbps and SNR = 2 dB
for the fast modulator.
that AMR 7.4 kbps has a better performance than AMR 7.95 kbps in the fast mode eCall
modem. Furthermore, it is clear that the performance of the modem improves with higher
AMR data rates , which means less compression and distortion.
Fig. 19 plots the coded BER when the robust modulator is used. A BER of around 7.4 ·
10−6 is achieved when the SNR is 4 dB at AMR 122 (Rb = 12.2) kbps. The simulations show
that for AMR122, the performance of the eCall modem is very close to the performance in
AWGN channel only for SNR > 3 dB. In addition, even when the AMR’s bit rate is low, for
instance Rb = 5.9 kbps, a BER of 4.9 · 10−6 is achieved when SNR is 6 dB.
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Figure 15: Output of the AMR and AWGN channel at bit rate 4.75 kbps and SNR = 2 dB
for the fast modulator.
Moreover, Fig. 20 compares the BER plots for the eCall modem using fast and robust
modulators. It shows that the coded BER for the robust mode performs better than the fast
mode. For instance, at AMR74, the SNR required by the robust modem to achieve a BER
of 10−6 is 5.5 dB, while the fast modem requires 7.5 dB. Furthermore, when lower AMR
compression rates are used, the BER performance of the robust mode has a gain of at least
1.5 dB over the fast mode. On the other hand, with higher compression rates or lower data
rate AMR, improvements levels of between 3.5 and 5 dB may be experienced in the robust
modem.
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Figure 16: Output of the AMR and AWGN channel at bit rate 12.2 kbps and SNR = 2 dB
for the robust modulator.
In addition, to show the effect of the Turbo code on the eCall modem, Figs. 21 and 22
compare the coded BER plots with the uncoded plots that were shown in [24] for AMR122,
AMR102 and AMR59 in the fast and robust mode, respectively. In the coded fast mode, a
BER close to 10−4 is achieved with SNR 4 dB, while the uncoded modem requires 14 dB to
achieve a similar performance for AMR122. On the other hand, the coded robust modem
requires an SNR of 3 dB to achieve a BER close to 10−4, while the uncoded robust modem
requires 9 dB for AMR122. Hence, the Turbo codes improved the performance of both the
fast and robust eCall modems in AWGN and AMR channels.
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Figure 17: Output of the AMR and AWGN channel at bit rate 4.75 kbps and SNR = 2 dB
for the robust modulator.
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Figure 18: Coded BER for the fast modem in the AMR and AWGN channel
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Figure 19: Coded BER for the robust modem in the AMR and AWGN channel
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Figure 20: Comparison of coded BER for fast and robust modem in the AMR and AWGN
channel
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Figure 21: Comparison between the coded and uncoded BER for fast modem in the AMR
and AWGN channel
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Figure 22: Comparison of coded and uncoded BER for robust modem in the AMR and
AWGN channel
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CHAPTER 4 ECALL MODEM IN FADING CHANNEL
The previous chapters have described the performance of the eCall in-band modem on
the classical AWGN channel and non linear GSM AMR voice channel. We observed that the
distortion inherent in the AMR channel requires special design and decoding techniques
in order to maintain a low BER. This chapter considers the eCall receiver performance
for more complex channels, more specifically channels with random time variant impulse
responses, namely multipath fading channels.
The MSD signal propagation is subject to severe multipath fading caused by the man-
made structures or hilly terrains and which will degrade the performance of the in-band
modem. The eCall standard requires that the MSD must be available to the PSAP within
4 seconds, measured from the time the emergency call is established to the time the MSD
is received. However, the standard has not included the effect of fading on the require-
ments. Hence, this requirement has remained unachievable since the standardization of
the solution. Many road tests were conducted to present an accurate estimation of the
eCall success rate and MSD duration. The NXP team in [26] showed that the MSD packets
were delivered after a minimum of 11.5 seconds with a success rate of 70%. Moreover, a
testbed was designed and built by the team in [25] to study the fading statistics in the
eCall channel. It was found that large fading still exists in the GSM channel after power
control. In this research, simulations are used to find the coded BER of the eCall modem
through AWGN, AMR and fading channel. Moreover, to study the effect of fading on the
performance of the modem, the fading statistics found in [25] will be used to simulate
a close to reality fading channel. In addition, these results are compared to a Rayleigh
fading channel.
44
4.1 Fading Characterization and Statistics for the eCall modem
Multipath fading is described as the fluctuation introduced in the signal over a short
period of time. When the MSD is transmitted from the IVS, the signal is reflected from the
ground and the surrounding structures into multiple propagation paths as there is no line
of sight path between the mobile antenna and the base station. Each path is associated
with a propagation delay and an attenuation factor. Therefore, the received signal at the
PSAP consists of multiple waves with different amplitudes, phases and frequencies due to
the Doppler shift. These multipath components will cause the MSD signal to be distorted





αn[k]δ[k − ηn[t]], (4.1)
where αn[k] is a random multiplicative discrete attenuation factor on the nth path and ηn[k]
is a propagation delay for the nth path.
4.1.1 Rayleigh Fading
There are several probability distributions that can represent the statistical characteris-
tics of the fading channel. When the MSD signal is transmitted from the IVS to the PSAP,
the signal envelope can be represented by
c(t) =| h(t) |=
√




where hi(t) is the in-phase signal and hq(t) is the quadrature signal [25]. If hi(t) and hq(t)
are a zero-mean Gaussian random variables and variance σ2, then the envelope of the
channel response c(t) will follow a Rayleigh distribution with a parameter σ and probability











with Ω = E[α2] = 2σ2. The received signal voltage has rms of σ and time average power
of σ2 [29].
The Rayleigh channel is commonly used to model multipath fading in mobile commu-
nications, especially when no line of sight is available between the transmitter and the
receiver. Usually, Rayleigh fading is assumed to be the worst case performance for digital
communications. On the other hand, the cumulative distribution function (CDF) is an im-
portant representation of fading effect, as it illustrates the probability of the envelope of
the received signal not to exceed a specified fade depth. The CDF of the received signal
through the Rayleigh channel is expressed as [28]




Furthermore, the median value of a distribution is often used when comparing various
fading distributions. The median of the Rayleigh distribution can be easily calculated as
[29]
αmedian = 1.177σ, (4.5)
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and the mean value, αmean is given by






In his PhD dissertation, Li has studied the fading channel for the eCall system in [25].
Experiments were designed to analyze the statistics of the fading channel introduced by
the GSM voice channel. These experiments were implemented in different environments
to accurately cover most of the conditions the eCall modem will experience. These experi-
ments were conducted in a lab, on a freeway, in an urban downtown and finally in a rural
area. The CDF, the level crossing rate and average fade duration of the received signal
power were obtained for each testbed. The CDF of the fading distribution showed strong
fading in the GSM voice channel. For instance, 27 dB attenuation was seen for 0.01% of
the received signal power, while 10% attenuated over 4.8 dB. Moreover, the average fade
duration (AFD) was found to be 48 ms which may impact up to 24 symbols or 72 bits.
Therefore, severe fading explains the delays in MSD transmissions and the low success
rate to decode the MSD. This research will study the coded performance of the eCall sys-
tem in the fading channel found in the testbed conducted in the lab in [25], and then
compared to the Rayleigh channel. The CDF of the fading channel can be represented in
Fig. 23. As it can be seen, the distribution of the fading channel does not follow a Rayleigh
distribution.
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Figure 23: CDF of the received eCall signal in the lab. Rayleigh distribution is plotted for
comparison
4.2 System Model
The eCall standard consists of an IVS modem and a PSAP modem both defined in [41]
and in Chapter 3. Fig. 24 depicts the block diagram of the coded in-band modem through
the eCall fading channel.
As described in the previous chapter, the parallel concatenated convolutional code
(PCCC) Turbo encoder is used to encode the CRC-protected MSD with a code rate Rc =
1/3. The output of the Turbo encoder is a binary sequence denoted as d̂ = {dc}, 0 ≤ c
≤ 3455. Thereafter, the encoded sequence is passed through the signal modulator to be
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Figure 24: Block diagram of the codded eCall in-band modem through the GSM voice
channel and fading
mapped into waveforms suitable for transmission through the GSM speech vocoders. The
modulator groups the encoded bits into symbols, where each symbol carries 3 bits of in-
formation. The modulation employed is biorthogonal M -PPM, with M = 8. It was shown
previously that the robust mode outperforms the fast mode; therefore, this chapter will
only study the robust modulation. Each symbol is used to modulate a 32-sample waveform
with data rate of 750 bits/s and symbol time Tsym = 4 ms [8]. Furthermore, the modulated
signal is transmitted over the eCall channel. The channel is characterized by the distortion
caused by the AMR vocoder, the multipath propagation fading between the IVS and PSAP,
and AWGN.
We assume that there are L propagation paths, where each path is characterized by
its propagation delay and an attenuation factor. Thus, the baseband representation of the
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Moreover, the transmitted signal will pass through the AMR vocoder and AWGN chan-
nel. At the output of the channel, the received signal is expressed in the form




αn(t)s(t− τn(t)) + r̄v(t) + n̄(t), (4.8)
where r̄v(t) and n̄(t) are the AMR vocoder and AWGN noise respectively. The AMR vocoder
is simulated by the AMR speech codec found in the ANSI-C code in [44]. The AWGN
channel is modeled by the two-sided noise spectral density σ2n = N0/2.
At the PSAP, the demodulator correlates the received MSD signal r[k] using 4 matched
filters corresponding to the possible cyclic basic waveforms. The maximum absolute matched
filter output is chosen, along with the correlation sign, to reconstruct the symbol. At the
output of the demodulator, the soft bits are fed into the Turbo decoder to estimate the
transmitted bit stream.
4.3 eCall Fading Channel Simulations
The laboratory environment in [25] was studied in a lab surrounded by tall buildings.
Both the IVS and PSAP modules were placed on a bench and there was no line of sight
between the IVS antenna and a cellular tower. The empirical CDF of the received signal
power was obtained and plotted in Fig. 23. It was shown that the power distribution of
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the received signal does not follow a Rayleigh distribution.
To simulate the fading channel, random variables (RV) must be generated using the
CDF data collected in the lab environment. Generating RVs from any probability distribu-
tion given its CDF is known as inverse transform sampling, or simply inverse CDF method.
From the properties of the CDF for a continuous RV X, the CDF FX is known to be an
increasing function between 0 and 1. let’s define a RV Y as Y = FX(X), then
FY(y) = P (Y ≤ y)
= P (FX(X) ≤ y)




for y ∈ [0, 1]. This implies that a unique inverse CDF exists, and the RV generated from the
transformation is uniform on the interval [0, 1]. Moreover, given any random numbers gen-
erated according to a uniform distribution between [0, 1], then, using the inverse transform
of the CDF of the desired distribution will result in random variables samples according to
the desired distribution.
In case of an unknown inverse CDF equation for the distribution, then the following
steps are used to generate RVs from a given CDF data collected:
• Generate a RV that follows a uniform distribution between [0, 1].
• On the y-axis, find the intersection point with the CDF plot.
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• Calculate the x-axis value of the intersection point.
In Fig. 23, the x-axis is in dB and it is in the range between −40 : 20 dB, spaced by an
interval of 0.01. Therefore, the algorithm is as follows:
• Generate a RV that follows a uniform distribution between [0, 1].
• Find the y-axis value, index, that is the closest to the uniform RV.
• Compute x = (0.01 ∗ index)− 40, which corresponds to the x-axis value in dB.
• Generate the RV r = 10(x/10).
Fig. 25 depicts the CDF of the RVs generated by the above algorithm and compared to
the data that was collected in the lab environment. The plot shows the x-axis in dB scale
and in linear scale. As it can be seen the generated RVs follow the same CDF as the one
collected in the lab. Furthermore, Fig. 26 shows the CDF of the generated RVs compared
with the Rayleigh cumulative distribution.
The PDF of the generated RVs is shown in Fig. 27. It can be seen that the distribution
of the fading channel is multimodal. There are at least 3 different fading levels observed.
Each level results in degradation and attenuation of the signal. This explains the deep
fade found in [25]. In addition, in [45], it was found that the long-term fading, caused by
the vehicular traffic on wearable-to-wearable communication systems, has a multimodal
empirical pdf. Therefore, this method is used to simulate the lab measured fading channel.
In addition, based on the analysis in [25], the simulations assume that the fading channel
is considered slow and the fading power stays constant during the symbol duration.
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CDF plot of Y. Li Lab Data
CDF plot of RV generated by algorithm
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CDF plot of Y. Li Lab Data using db x-axis
CDF plot of RV generated by algorithm using db x-axis
Figure 25: CDF of the generated RVs compared to the CDF of the lab data
4.4 BER Simulations
This section studies the performance of the eCall modem in the fading channel.
4.4.1 SNR Calibration
The signal-to-noise (SNR) power ratio , γ = Eb/N0, per information bit must be cali-
brated for the simulations of the coded eCall modem, where Eb is the energy per informa-
tion bit and the noise power σ2n = N0/2 is the AWGN noise power. Moreover, when fading
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Figure 26: CDF of the generated RV compared to the CDF of the lab data
where, Ω = E[α2] is the average value of the fading random variables α2. Furthermore,
when the fading channel is modeled as a Rayleigh distribution with a parameter σ, then the
fading amplitude α has a Rayleigh probability density function defined in Eq. (4.3). On the
other hand, when an unknown fading distribution is applied, then the same procedure is
followed to determine the performance of the system. Hence, E[α2] for the fading channel
measured in the laboratory can be calculated from the RV generated using the CDF data in
[25]. The mean of the generated RVs from the lab CDF data is found to be µlab = E[α] = 1,
and the variance σ2lab = 0.36; hence the average value of the RVs can be calculated as
Elab[α
2] = σ2lab + µ
2
lab = 1.36. (4.10)
Moreover, using Eq. (3.18), the AWGN noise power, σ2n, is shown to be represented as
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Histogram of random samples generated by algorithm (PDF)
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where Fs is the sampling frequency, and N02 is the two-sided noise power spectral density













where m is the ”bpsym” (bits per symbol) and N is ”spmf” (samples per modulated
frame). In the case of the robust modulator, m=3 and N=32.
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4.4.2 Performance Evaluation
Fig. 28 shows an instance of an output waveform when the IVS transmitted signal is
passed through the laboratory measured fading channel, the AMR vocoder with data rate
of 12.2 kbps and AWGN. It can be seen that the distortion caused by the eCall channel is
significant.









4 eCall IVS transmitted waveform sample







4 Output of the eCall channel
Figure 28: Output of the eCall modem through laboratory fading, AMR and AWGN
On the other hand, the output of the eCall channel with Rayleigh fading is depicted in
Fig. 29
To study the effect of fading on the eCall channel, Fig. 30 depicts the coded BER of the
eCall system when no GSM AMR is applied. The results are shown for both Rayleigh and
laboratory fading channels. The AWGN uncoded [24] and coded BER found in Chapter
3 are plotted for reference. As it can be seen, fading has a significant impact on the
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4 eCall IVS transmitted waveform sample







4 Output of the eCall channel
Figure 29: Output of the eCall modem through Rayleigh fading, AMR and AWGN
performance of the eCall modem. For instance, to achieve a BER of 10−3, the SNR required
is around 3 dB in the AWGN only channel, where a SNR of 6.5 dB and around 9 dB are
required for the lab fading channel and Rayleigh channel respectively. On the other hand,
the performance of the eCall modem in the lab measured fading channel is better than
when Rayleigh channel is applied. For instance, at SNR = 8 dB, the BER is 10−6 in the
lab fading channel, however it is 10−3 in the Rayleigh channel. These results confirm the
analysis done in [25].
Furthermore, simulations were run for the eCall system in fading channel, AMR and
AWGN. Fig. 31 shows the coded BER of the eCall system when passed through the fading
channel, AWGN and GSM AMR122 (bit rateRb = 12.2 kbps). To achieve a BER = 10−4, SNR
= 6 dB and SNR > 9.5 db are required for the lab fading channel and Rayleigh channel
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 Turbo Coded BER Performance for robust mode eCall in AWGN and Fading
Uncoded BPPM Theoretical
Coded AWGN only
Lab Fading w/o AMR
Rayleigh w/o AMR
Figure 30: Coded BER of eCall robust modem in AWGN and fading
respectively. Note that, at a certain SNR, the BER plots for the AMR converge with the
non-AMR plots. More analysis in the future is needed to better understand this behavior;
however, this is beyond the scope of this study.
The coded BER of the eCall in-band modem through the lab measured fading channel,
AWGN and GSM AMR is plotted in Fig. 32 . The AMR bit rates used for these simulations
are Rb ∈ {5.9, 7.4, 10.2, 12.2} kbps. A BER of around 10−6 is achieved when the SNR is
about 8 dB at AMR 122 (Rb = 12.2) kbps. In addition, as the AMR bit rate decreases, the
required SNR to achieve a lower BER increases. For instance, to achieve a BER of 10−6
when the AMR is 5.9 kbps, the SNR required is around 9.5 dB.
On the other hand, when the Rayleigh channel is applied, the coded BER is shown
in Fig. 33. For a BER = 10−4, an SNR = 10 dB is required when an AMR with bit rate
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Lab Fading w/o AMR
Lab Fading & AMR122
Rayleigh w/o AMR
Rayleigh & AMR122
Figure 31: Coded BER of eCall robust modem in AWGN, fading channel and GSM AMR
(bit rate = 12.2 kbps)
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 Turbo Coded BER Performance for robust mode eCall in AWGN, Lab Fading channel & AMR
Uncoded BPPM Theoretical
Coded AWGN only
Lab Fading w/o AMR
Lab Fading & AMR122
Lab Fading & AMR102
Lab Fading & AMR74
Lab Fading & AMR59
Figure 32: Coded BER of eCall robust modem in AWGN, laboratory fading and AMR
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Rb = 10.2 kbps. This shows that the eCall system’s performance in Rayleigh channel is
unacceptable and will lead in higher failure rate to deliver the MSD.
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Figure 33: Coded BER of eCall robust modem in AWGN, Rayleigh fading and AMR
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CHAPTER 5 PERFORMANCE OF BROADBAND RECEIVER WITH ONE RADIO FRE-
QUENCY FRONTEND
This chapter proposes a theoretical method to evaluate the performance of a multiband
receiver with one RF front-end and one analog-to-digital converter (ADC) for the frequency
range [850, 5900] MHz. The relationship between the demodulation performance degrada-
tion as function of the ADC resolution and sampling frequency is found. The bit error rate
of BPSK is studied as function of the ADC resolution.
5.1 Background Research
Wireless communication has been evolving rapidly to allow the expansion of new appli-
cations for consumers in the automotive industry. The high demand of integrating various
wireless and location technologies in the vehicle telematics module has been growing to
enhance the customer safety, the in-vehicle security, the vehicle-to-infrastructure (V2I)
communications and the diagnostic systems. These applications operate at different fre-
quency bands, such as cellular radios in [850, 1900] MHz, the global positioning system
(GPS) at 1.2 GHz, WiFi at 2.4 GHz or 5 GHz, and the dedicated short range communica-
tions (DSRC) at 5.9 GHz. At the present time, there is a radio dedicated for each of these
applications in the automobile with separate transceiver and separate RF front-end. Auto-
motive designers are challenged to reduce the vehicle cost by minimizing the number of
antennas and transceivers while maintaining the vehicle specification. A single RF front-
end multiband receiver to cover all of the frequency bands for automobiles is needed for
future vehicular communication systems to reduce cost and size of the telematics module
and provide flexibility [46, 47].
It is challenging to design such a multiband receiver requiring high sampling rate and
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sufficient resolution. A key challenge for the implementation of such receiver is the analog-
to-digital converter (ADC). To receive signals in the frequency range [850, 5900] MHz, the
ADC sampling frequency needs to be at least Fs = 10.1 Gs/s and satisfy the Nyquist the-
orem [28]. Let the resolution of the ADC be (b + 1) bits per sample. The ADC needs to
write the data bus at the speed of (b + 1)Fs. In order to reduce the ADC power consump-
tion, the ADC resolution needs to be low. However, low ADC resolution can degrade the
demodulation performance because of high quantization noise. Therefore, the relation-
ship between the demodulation performance and the ADC resolution for such a multiband
receiver with one RF front-end and one ADC needs to be found. A design trade-off be-
tween the receiver complexity and the demodulation performance needs to be achieved.
In addition, an automatic gain control (AGC) device in the baseband is needed to limit the
dynamic range of the baseband signal at the input of the multi-bit ADC [48]. Improving
the dynamic range of a multiband receiver is a very important requirement when dealing
with multiband digital receivers.
Wideband receivers for automotive telematics SDR applications have been studied
[49, 50, 51, 52, 53]. Emerging technologies, such as DSRC communications for au-
tonomous vehicles and V2I communications, increased the interest in designing wideband
receivers capable of supporting multiple services that cover wider bandwidths in the com-
munication domain [54],[55]. Advances in the ultra-wideband (UWB) systems have pro-
vided performance improvements for the design of the ADC. In [56], the minimum ADC
resolution needed to reliably detect a UWB signal was addressed and found that 4 bits res-
olution are sufficient. Moreover, the effect of the AGC on the UWB receiver was presented
in [57]. It was shown that a 3-bit ADC is enough provided that the AGC scales the input
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signal at half the ADC saturation voltage. All of the work mentioned so far consider a
single band system. Multiband receivers’ digital architectures were studied and designed
for the UWB systems. In [58], the authors developed a direct sequence UWB impulse
radio system for low power wireless applications. The proposed system achieved a data
rate of 250 kbps using a 4-bit ADC. A UWB chipset was designed for the [3.1, 10.6] GHz
band using BPSK pulses with a 5-bit ADC in [59]. The authors in [60] proposed a new
scheme for sampling and reconstructing multiband sparse signals with high frequencies
while maintaining a low sampling rate and sampling channels.
The multiband receiver desired by the automotive industry needs to demodulate signals
in many frequency bands in the range [850, 5900] MHz assuming one RF front-end and one
ADC. No reference has been found to study the performance of such a receiver.
5.2 System Model
Automotive telematics application has been playing an important role to improve the
user experience in the vehicle. Consider a telematic system (such as the General Motors
brand OnStar in the USA), a satellite radio (SIRIUS XM), GPS services within one vehicle.
Each service operates in a different frequency band for data transmission. Each trans-
mitted signal is received by its own individual antenna, then amplified using a low noise
amplifier (LNA) and down converted to a baseband signal. The signal is passed through
the AGC and then sampled by the ADC. A vehicle with all of the above services enabled
requires multiple receivers with multiple antennas. More communication systems and de-
vices are developed and integrated within the vehicle for more functions and features. For
instance, V2V devices are in high demand specially to support the active safety and au-
tonomous applications. Adding more devices will impose a critical issue on the designers
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Figure 34: Digital multiband receiver
as this will affect the cost of the vehicle. Hence, automotive designers are interested in
combining all services in one digital architecture with one antenna and one RF front end.
Recent progress in ADC technologies have made it possible to consider a multiband vehic-
ular communication receiver with a common RF front-end. A multiband receiver can be
depicted in Fig. 34. A wideband antenna is used to receive various signals. The antenna
output signal is amplified by an LNA. Strong TV and military band signals coexist near the
band of interest. A band pass filter (BPF) is needed to remove signals outside the inter-
ested frequency range. Thereafter, the signal is down converted into baseband signal and
then passed through a low pass filter (LPF) to limit the range to [0, 5.9] GHz. The AGC
scales the signal before it passes it to the ADC. Once digitized, the signal can be processed
by demodulators to extract the original bit stream.
5.3 Single Band Receiver
To understand the performance of a multiband receiver, one needs to understand the
demodulation performance of a single channel system in the presence of the ADC quanti-
zation error. A literature search did not find any theory on this topic. This section develops
a theory to evaluate the demodulation performance with different ADC resolution.
The ADC converts a continuous time signal into a digital signal. In general, multi-bit
ADCs must be associated with an AGC to avoid the sub-optimal regimes of the ADC [28].
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In this section, an ideal AGC is assumed which will allow the ADC to take advantage of
its full dynamic range. Furthermore, the ADC is a non-linear system due to the quantizer
applied that transforms the input analog signal into digital quantized values. Therefore,
it is important to study the effect of the quantization on the performance of the receiver.
This section assumes a BPSK demodulator in the presence of ADC quantization noise and
additive white Gaussian noise. A statistical approach is employed to study the effect of the
overall noise on the performance of the multiband receiver.
The ADC samples the input signal with sampling rate twice the signal bandwidth. Each
sample is quantized according to the number of levels and saved. Usually adjacent quan-
tization levels (or steps) are equally spaced. A (b + 1)-bit ADC encodes up to 2(b+1) levels.
The input range of the ADC is Xr = 2Vsat, which clips the input signal outside the range
[−Vsat, Vsat]. For simplicity, Xr is assumed to be 1V. The step size of the ADC is generally
given by ∆ = Xr
2b
.
The quantization error e[k] is modeled as an additive error and it is defined as e[k] =
x̂[k]− x[k] , where x̂[k] is the quantized sample, and x[k] is the true sample value [48]. In


















Let n[k] be the AWGN sample which models the channel noise. The input of the de-
modulator can be written as r[k] = x̂[k] + z[k] where z[k] is the overall additive noise and
given by z[k] = e[k] + n[k]. The probability density function (pdf) of z[k] can be computed
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by convolving the pdfs of e[k] and n[k], with the assumption that the two random variables
are independent. The Gaussian noise has a zero mean and a double sided power spectral
density (PSD) σ2n =
N0
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Assume a single channel BPSK system in the presence of quantization noise and AWGN.
Two equally likely signal waveforms s1(t) and s2(t) are transmitted over the channel, where





t ∈ [0, Tb], where Eb is the bit energy and Tb is the bit interval.
The received signal at the demodulator input can be written as r[k] = +
√
Eb + z[k] .



























The demodulator will decide that s1 is received if r > 0. Otherwise, it will decide that s2








































p(e|s2) = p(e|s1). (5.6)
The function Pb is computed numerically and plotted in Fig. 35 for different ADC
resolution and Xr = 1 V. For Pb = 10−3, it is found that a 3-bit ADC causes a degradation of
approximately 0.125 dB, while the degradation caused by a 4-bit ADC is almost negligible.
Moreover, at Pb= 10−5, a 3-bit ADC causes degradation of around 0.4 dB, while a 4-bit ADC
causes degradation of 0.125 dB. Therefore, a single channel BPSK system needs an ADC of
either 3 bits or 4 bits.
5.4 Multiband Receiver
The wideband receiver for multiband vehicular applications has a common RF front
end and one ADC for different bands including cellular, PCS, GPS and satellite radio, as
mentioned previously. This section studies the performance of the multiband receiver by
calculating the SNR degradation in each channel due to the ADC.
For automotive applications, a multiband wideband antenna is required to receive sig-
nals from the AM band up to 5.9 GHz, imposing more challenges to the ADC. Such system
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Figure 35: Probability of bit error for a single channel BPSK system in the presence of
quantization noise. The ADC resolution varies from 2-bit to 5-bit.
requires high speed, high resolution and high sampling rate ADCs. Sigma-delta ADCs have
been in existence for many years, but recent technological progress now makes them more
practical [48]. Bandpass sigma-delta, also known as oversampled ADCs, have been pro-
posed for multiband receivers to ensure that the sampling frequency is higher than the
signal bandwidth [61]. Moreover, based on digital signal processing, sigma-delta ADCs
simplify system integration by reducing the burden on the supporting analog circuitry. The
cost of implementation is low. In addition, sigma-delta ADCs sample the analog input
signal at well above the Nyquist rate, thereby precision sample-and-hold circuitry is un-
68
necessary [62]. The sigma-delta ADC performs oversampling to the channels, so a method
is developed to evaluate the SNR degradation caused by the ADC in the demodulation
performance for each channel.
The resolution of a sigma-delta ADC is a function of the oversampling ratio M which is
the ratio of the sampling frequency Fs to twice the signal bandwidth fb, M = Fs2fb [48]. The
total amount of quantization noise power σ2e injected into the sampled signal is the same
as the noise power produced by a Nyquist rate converter reduced by a factor of M due
to the oversampling [48]. A trade-off between M and the quantizer step ∆ is required to




. Thus, the noise power can be decreased by increasing the oversampling
ratio M , resulting in increase in the signal-to-quantization-noise ratio. Thus, increasing
the oversampling ratio will improve the signal-to-quantization-noise ratio. As a result, the
ADC resolution increases with the oversampling ratio M , although the cost and the power
consumption of the ADC may increase as well.
The quantization noise in a conventional ADC with sufficient resolution is assumed to
be uniform over the band. The basic concept in sigma-delta ADC with noise shaping is to
shape the quantization noise so that its pdf will not be a uniform distribution, and most
of the quantization noise power will be outside the signal band [48, 61]. In the following
sub-sections, various orders of sigma-delta ADCs are analyzed to evaluate the performance
of the multiband receiver.
5.4.1 First Order sigma-delta ADC with Noise shaping
Fig. 36 shows the block diagram of a first order sigma-delta ADC, also known as noise
shaping quantizer [48].
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Figure 36: Block diagram of a first order sigma-delta ADC
A first order sigma-delta ADC consists of an analog modulator and a digital decimator
[48]. The analog part consists of a sampled data integrator, an analog-to-digital (A/D)
converter and a digital-to-analog (D/A) converter.
In our analysis, the A/D converter is assumed to be a low complex 1-bit quantizer. The
1-bit ADC converts the integrator’s output signal to a digital bitstream of 0 and 1. On
the other hand, the D/A is used in a feedback loop to convert the digital output from the
quantizer back to an analog signal that is subtracted from the input signal and then fed to
the integrator. Thus, the quantizer will quantize the difference between the input and its
analog representation. In addition, the digital decimator consists of a low-pass filter with
a cutoff frequency wc = πM and a downsampler [48]. Furthermore, the quantization noise
is modeled as an additive noise.
The quantization error at the output of the sigma-delta ADC can be expressed as ê[k] =
e[k] − e[k − 1], where e[k] is the regular quantization error sample, which is a random
variable of uniform distribution.
70
ê[k] = e[k]− e[k − 1]. (5.7)
he ADC output signal can be written as
y[k] = x[k] + n[k] + ê[k]. (5.8)










In the frequency domain, the noise power is limited in [−π, π] and the quantization


















The quantization noise power calculated above is the power for the entire band in-
cluding all the frequencies and bandwidths of the different channels. Therefore, the noise
power for each individual band needs to be calculated. Assume that K channels were re-
ceived where each channel is characterized by its frequency and bandwidth. Furthermore,
let ωci and Bi be the carrier frequency and the bandwidth of the ith channel, respectively,
i ∈ [1, 2, · · · , K]. For the first channel, at the output of the LPF, one can assume that ωc1 is
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Recall that ∆ = Xr
2b
for a quantizer with (b + 1) bits. Assuming that the receiver has a
perfect AGC, then Xr =
∑K
j=1Aj, where Aj is the peak-to-peak amplitude of the signal in
the jth channel alone [48]. If Xr >>
∑K
j=1Aj, some of the (b + 1) bits will be wasted.
If Xr <<
∑K
j=1Aj, clipping will occur, and quantization noise power will increase. The



















, and ωci is 0 for the first channel. The signal and the AWGN will
pass unmodified through the sigma-delta ADC with a reduction by a factor of M because










, where Eb is energy per information bit and N0 is the noise spectral
density.
The SNR after the sigma-delta ADC is the ratio of the signal power to the overall noise

















The SNR degradation caused by the ADC decreases with the ADC resolution. When
the ADC resolution is large, the SNR degradation is ignorable. In reality, both the ADC
resolution (b+ 1) and the oversampling ratio M in Eq. (5.14) are limited.
Consider the signal in channel 1. Assume that the signal to the AWGN power ratio
γa = Eb/N0 is very large so that the AWGN noise can be ignored. This allows one to focus






























The right side in Eq. (5.17) can be written in decibel (dB) as





Therefore, the SNR bounds in decibel for each channel at the ADC output increase
linearly with the ADC resolution b and logM , or decrease with logK.
5.4.2 Performance of a Second Order Sigma-Delta ADC
This section evaluates the performance of a second order sigma-delta ADC in the multi-
band receiver and compares the result with the first order ADC. After passing through the



















From Eq. (5.19), the modulator performs a higher order difference operation of the er-
ror produced by the quantizer due to the number of loops added, thus resulting in stronger
attenuation at low frequencies for the quantization noise signal. Hence, for higher or-
der sigma-delta ADCs, the baseband noise power is smaller within the signal baseband
[48, 62].
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. For the ith channel, i ∈ [1, . . . , k] and with the assumption








































When the signal to the AWGN power ratio γa = Eb/N0 is large enough so that the
AWGN noise can be ignored, Eq. (5.21) can be written as
γf =
6M4b[












γf ≤ 20b log10 2 + 10 log10M − 20 log10K +
10 log10
6Bi[
3Bi − 4Mα + 12Mβ
] . (5.23)
The SNR bounds increase linearly with the ADC resolution b and logM , or decrease
with logK.
5.5 AGC Effect
Previously, all of the analytical analysis done was under the assumption that a per-
fect AGC is present in the receiver. This section will study the effect of the AGC on the
performance of the multiband receiver.
The AGC is an adaptive system found in electronic devices. The average output signal
level is fed back to adjust the gain to an appropriate level for a range of input signal levels.
Recently, AGC can be found in any device or system where wide amplitude variations in
the output signal could lead to a loss of information.
The main concept of an AGC is that, after passing through the AGC, the received signal
will be multiplied by the AGC gain, G, so that its power will allow the ADC to fully utilize
its dynamic range and the percentage of the signal overflowing (or clipping) is kept within
a certain range. This research assumes that the receiver has an instantaneous AGC in order
to focus on the impact of quantization noise in the demodulation of the signal. The gain G
is set so that the power of the signal and the noise at the input of the ADC is kept constant.
In addition, the AGC is calibrated with the assumption that, apart from the input signal,
there is only AWGN at the input of the ADC. Therefore, the input of the sigma-delta ADC
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can be written as,
r(u, t) = Gx(u, t) +Gn(u, t), (5.24)











where σ2qi is the quantization noise.
The SNR at the output of the ADC is given in Eqs. (5.26) and (5.27) for the first and





































The SNR degradation is the ratio of the SNR at the output of the sigma-delta ADC γf







Numerical results were derived to show the SNR degradation in the multiband receiver
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for the channels received. Furthermore, the analysis will focus on the first channel received
for the automotive applications. At first, CDMA2000 channels will be studied to simulate
the telematics bandwidth used in the China market. Then, wideband CDMA (WCDMA)
results will be presented to simulate the telematics bandwidth in the US.
Assume a sampling frequency of 30 GS/s with an oversampling ratio ofM=6.81. Fig. 37
plots the SNR degradation for a first order sigma-delta ADC without an AGC, when the first
CDMA channel received with bandwidth B1 = 1.25 MHz. For SNR = 8 dB, a 6-bit first order
sigma-delta ADC results in an SNR degradation of ≈ 3.4 dB. A 7-bit resolution degrades the
performance by ≈ 1.2 dB at SNR = 8 dB. When an 8-bit resolution is considered, an SNR
degradation of ≈ 0.3 dB is achieved for SNR = 8 dB. As a result, a minimum of 8-bit first
order sigma-delta ADC is required to maintain the performance of the multiband receiver
when no AGC is present.
When a second order sigma-delta ADC is used, Fig. 38 shows the SNR degradation
for the first CDMA channel using an oversampling ratio M=6.81. It can be seen that
the performance of the second order is better than the first order sigma-delta ADC as
expected. For instance, at SNR = 8 dB, a 6-bit second order sigma-delta ADC degrades the
performance by ≈ 0.12 dB. The SNR degradation for a 7-bit resolution is almost negligible
at SNR = 8 dB. Therefore, a minimum of 6-bit second order sigma-delta ADC is required
without AGC.
The SNR degradation, when AGC is present, is estimated using Eq.(5.27) for a second
order sigma-delta ADC. Using a dual VGA LMH6517, found in [63], with an operating
frequency range of 1200 MHz, the AGC gain can be calculated to have a range between 0
and 31.5 dB depending on the number of bits used. Fig. 39 shows the AGC effect for the
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Figure 37: The SNR degradation for a first CDMA channel with a first order sigma-delta
ADC without AGC.
first channel of CDMA for a second order sigma-delta ADC.
The results show an improvement in the performance when an AGC is present in the RF
front end. Essentially, a 5-bit resolution results in an SNR degradation of ≈ 0.3 dB at SNR
= 8 dB. For a 6-bit resolution, the SNR degradation is around 0.1 dB. The SNR degradation
is almost negligible (≈ 0.02 dB) for a 7-bit resolution ADC. As a result, when AGC is present,
a multiband receiver with a 5-bit second order ADC is sufficient to demodulate the CDMA
channel.
When a WCDMA signal, with bandwidth of 5 MHz, is received by the multiband re-
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Figure 38: The SNR degradation for a first CDMA channel with a second order sigma-delta
ADC without AGC.
ceiver, the numerical results in Figs. 40 and 41 illustrate the effect of the oversampling
when a first order and a second order sigma-delta ADC is used, respectively, in the pres-
ence of AGC. The SNR degradation caused by an 7-bit first order sigma-delta is ≈ 4.5 dB
when the SNR is 8 dB. For an 8-bit resolution, the SNR degradation is ≈ 1.8 dB, while the
degradation is around 0.48 dB in the case of a 9-bit resolution. When a second order ADC
is used, at SNR = 8 dB, a degradation of about 3.1 dB is caused by a 7-bit second order
sigma-delta ADC. For a resolution of 8-bit, the SNR degradation is around 1.1 dB. Finally,
for a 9-bit resolution, the SNR degradation is ≈ 0.2 dB.
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Figure 39: The SNR degradation for a first CDMA channel with a second order sigma-delta
ADC and AGC.
The numerical results suggest that a minimum of 9 bit second order sigma-delta ADC
with AGC is sufficient to demodulate a wideband signal using one RF front end.
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Figure 40: The SNR degradation for a first WCDMA channel with a first order sigma-delta
ADC and AGC.
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Figure 41: The SNR degradation for a first WCDMA channel with a second order sigma-
delta ADC and AGC.
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CHAPTER 6 CONCLUSION AND FUTURE WORK
6.1 Conclusion
In this research, the coded performance of the pan-European emergency call was eval-
uated. Based on the standards and solution defined by Qualcomm, the system employs an
automotive embedded in-band modem which needs to reliably transmits emergency data
from the IVS to PSAP. Transmitting emergency data through the eCall channel is very diffi-
cult due to the non-linearities of the GSM vocoder. Hence, a powerful encoding scheme is
required to reliably transmit the MSD. Therefore, Turbo codes used by the eCall standard
were studied and showed significant improvement in the performance of the BPPM eCall
in-band modem compared to the uncoded BER found in [24]. The Turbo codes mitigate
the signal degradation caused by the AMR and AWGN channel. As an example, at AMR bit
rate of 12.2 kbps, the BER of the coded robust modem has a gain of 6 dB over the uncoded
robust modem. On the other hand, the coded eCall modem using the robust mode has a
better performance over the coded fast mode, especially for lower AMR bit rates.
On the other hand, fading has a major impact on the data transmission through the
channel. In this research, the performance of the eCall in-band modem was studied in the
presence of fading channel. It was shown that fading degrades drastically the performance
of the system. For instance, when the AMR vocoder data rate is 12.2 kbps, a BER = 10−6
can be met at SNR = 8.5 dB when fading is present; however, the same BER is achieved
at SNR = 5.5 dB without any fading. The results explain the large delays and failure of
the MSD transmission in all the road trials done so far in the EU. Therefore, the eCall
standard needs to consider the fading effect in the GSM voice channel to design better
requirements and in-band modem in order to reliably transmit the emergency data. In
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addition, a theoretical study of the eCall fading statistics is needed to better understand the
channel. Furthermore, the Turbo decoder in the standard must be modified to incorporate
the appropriate channel statistics.
In addition, the performance was evaluated for multichannel RF communications sys-
tems with a common RF front end, one ADC and one AGC. The BER of a single channel
BPSK system with different ADC resolution is analyzed and it was shown that an ADC
of 4 bits will be sufficient for a single channel system. The performance of a multiband
wideband receiver was evaluated comparing two different orders of sigma-delta ADCs.
The AGC effect was investigated and an approach to evaluate the SNR degradation was
discussed. It was verified that the degradation is a function of the oversampling ratio and
the number of channels received by the multiband receiver. Finally, numerical results of
the SNR degradation were shown for various sigma-delta ADC bit resolution for the first
received channel when a CDMA and WCDMA signal is received. When a CDMA signal
is received, the SNR degradation is almost negligible for a second order sigma-delta ADC
with bit resolution ≥ 7. For the case of a WCDMA channel, the SNR degradation due to a
9-bit second order sigma-delta ADC is below 0.3 dB. These results suggest that a minimum
of 9-bit second order sigma-delta ADC is required in order to demodulate the received sig-
nals using a multiband receiver with one RF front end and AGC. These results can help in
the design of a multiband receiver for a wide range of applications in the frequency range
of [0.85, 5.9] GHz.
6.2 Future Work
Future research efforts should focus on improving the performance of the in-band mo-
dem, by tackling the challenges that it is facing as defined by the standard. One topic
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of interest is to study different error correcting codes to replace the PCCC Turbo codes.
For instance, low density parity check (LDPC) codes are a strong candidate as a target to
replace the current design. On the other hand, hybrid automatic repeat request (HARQ)
can prove to provide a higher throughput and a more reliable transmission of the MSD.
However, the most important topic is to further study the fading channel and analyze a
theoretical analysis of its characteristics. Below is a brief description of the LDPC codes
and HARQ systems for future reference.
6.2.1 Low-Density Parity Check Codes
In 1992 Turbo codes developed by Berrou et al. in [22] were the first codes to be shown
to perform close to the Shannon limit or channel capacity. The success of Turbo codes led
to the rediscovery of low-density parity-check (LDPC) codes by Mackay and Neal in [64].
They were originally introduced by Gallager in his PhD dissertation in the early 1960s [65],
[66]. Unfortunately, his discovery was ignored for more than 30 years due to the computa-
tional effort in implementing encoder and decoder for such codes and the introduction of
Reed-Solomon (RS) codes. One notable exception is the important work of Tanner in 1981
[67] in which he generalized LDPC codes and introduced a new graphical representation
of LDPC codes. Recent research in iterative coding [68], [69], [70] showed that LDPC
codes match Turbo codes in decoding performance; however they have several advantages
over Turbo codes. For instance, LDPC codes do not require a long interleaver to achieve
good error performance, they have better block error performance, their error floor occurs
at a much lower bit error rate (BER), and their decoding is not trellis based [42].
Despite these advantages, good LDPC code construction methods and representation
86
are still a challenge. A linear block code C of length n is uniquely specified by either a
generator matrix G or a parity check matrix H, where GHT = 0 [42]. As their name
suggests, LDPC codes are block codes with sparse parity check matrix H containing a
sparse number of non-zero entries; i.e. H has a small number of "1" entries compared to
"0" entries [65, 42]. It is the sparseness of H which guarantees both decoding complexity,
which increases only linearly with the code length, and a minimum distance, which also
increases linearly with the code length [68]. A regular LDPC code is one in which both
row and column weights are constant, otherwise, the code is known as an irregular LDPC
code.
Although LDPC codes are defined by a sparse matrix, a bipartite graph, also known as
a Tanner graph [67], can be used to represent the code [68],[69]. The graph consists of
two types of nodes: variable nodes (or bit nodes) and check nodes, representing rows and
columns respectively. Fig. 42 shows an instance of a parity check matrix of a regular LDPC
code of length n=6 and k=4. The equivalent bipartite Tanner graph is shown in Fig. 43.
In this code, each bit node has degree 2 and each check node has degree 3. Thus, this code
is called a 〈2, 3〉-regular LDPC code. An edge exists between the bit node i and the check
node j if and only if H(j,i) = 1. The number of edges in each check node is equal to the
row weight and the number of edges in each bit node is equal to the column weight.
H =
1 1 0 1 0 00 1 1 0 1 01 0 0 0 1 1
0 0 1 1 0 1

Figure 42: Parity check matrix H of a 〈2, 3〉-regular LDPC code
On the other hand, irregular LDPC codes were first introduced in [68] when Mackay
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Figure 43: Tanner Representation of 〈2, 3〉-regular LDPC code shown in Fig. 42
provided algorithms to semi-randomly generate sparse H matrices known as Mackay codes.
Furthermore, irregular codes were studied in [70, 71, 72], where the parity-check matrix
H is defined with multiple column weights and multiple row weights depending on an
appropriate chosen distribution [70].
The construction of binary LDPC codes involves assigning a small number of the en-
tries in an all-zero matrix to be 1 so that the rows and columns have the required degree
distribution [42]. Construction methods can be either random or structured. Random
constructions have flexibility in design but increases the decoder complexity. On the other
hand, structured construction results in good performance and simple hardware imple-
mentation; however these constructions often produce codes with limited rate and length
[73]. Structured construction includes geometric and algebraic design of the parity check
matrix.
At long code length, random codes are proven to perform better than structured codes
[64], [70]. A very common random construction for LDPC codes is a method proposed
by MacKay and Neal [64]. They are known for reinventing Gallager’s original LDPC codes
and showing that the construction of random sparse LDPC codes have good performance
approaching Shannon’s limit using decoding algorithms based on sum-product algorithm,
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also known as belief propagation algorithm [68]. MacKay’s algorithms were used to find
good performing codes with a variety of rates and length. This randomly generation of
sparse parity check matrices indicate that constructing good LDPC codes is not a hard
problem. On the other hand, one drawback of Mackay codes is that they lack sufficient
structure to enable low-complexity encoding. An efficient encoding technique employing
the sparse matrix H was proposed in [74], where the authors showed that the encoding
complexity is manageable in most cases and provably linear in many cases.
MacKay’s algorithms were used to find good performing codes with a variety of rates
and length. Therefore, in this research, random construction using MacKay’s method will
be evaluated to construct an LDPC code for the eCall in-band modem. This randomly
generation of sparse parity check matrices indicate that constructing good LDPC codes is
not a hard problem. On the other hand, one drawback of Mackay codes is that they lack
sufficient structure to enable low-complexity encoding. An efficient encoding technique
employing the sparse matrix H was proposed in [74], where the authors showed that the
encoding complexity is manageable in most cases and provably linear in many cases.
The decoding of LDPC codes is based on passing information and messages between the
nodes along the edges of the Tanner graph, hence, the most popular decoding algorithm
for LDPC codes is called message-passing algorithm [65]. The message passing in the BP
algorithm can be represented by log-likelihood ratios (LLR), where the messages passed
along the edges are represented by probabilities. The input bit probability of the decoder
is called the a priori probabilities of the transmitted code bit because they are known
in advance to the decoder. On the other hand, the bit probabilities at the output of the
decoder are called a posteriori probabilities; these probabilities can be represented as LLRs.
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The log-domain of the BP algorithm is considered the simplest because LLRs need only to
be added when probabilities need to be multiplied [68]. This algorithm is called the Log-
Likelihood Ratio Belief Propagation (LLR-BP).
LLR-BP decoding algorithms for LDPC have showed good performance approaching
the channel capacity [64]; hence, in the future work, LLR-BP can be adopted as an LDPC
decoding algorithm for the in-band eCall modem.
6.2.2 HARQ
Basic ARQ schemes are simple to implement and provide high system reliability when
the channel error rate is high; however, their throughputs decrease severely with the in-
creasing error rate. On the other hand, FEC codes maintain constant throughput - which
is the linear 〈n, k〉 code rate R = k/n - regardless of the error rate; however, to obtain
high system reliability, a long powerful code must be used which makes decoding hard
to implement and expensive. To overcome the drawbacks of both ARQ and FEC, the two
schemes can be properly combined into a scheme known as HARQ scheme [75]. A HARQ
scheme consists of an FEC subsystem contained in an ARQ system. The FEC subsystem
reduces the frequency of retransmission by correcting the most frequently corrupted error
patterns, while the receiver requests for retransmission when a less frequent error pattern
is detected. As a result, HARQ scheme can provide higher reliability and higher through-
put.
There are two main types of HARQ schemes. Type I HARQ scheme is the simplest
scheme which uses a 〈n, k〉 linear code that is designed to correct and detect errors. When
a received codeword is detected in error, the receiver first attempts to correct the pattern.
If the decoder was capable of doing so, the decoded message is then delivered to the user.
90
However, if the decoder fails to correct the errors, the received codeword is rejected and
a retransmission is requested to the transmitter through the feedback channel. If the de-
coder fails to decode the received codeword, the receiver again requests for retransmission
and again tries to decode the codeword. These steps are repeated until the receiver suc-
cessfully decodes the codeword. The FEC used in this scheme must be able to detect and
correct certain error patterns and at the same time detect other error patterns; as a result,
more parity bits are required, which increases the overhead of each retransmission [42].
These extra parity bits must be sent for error correction in each transmission; hence, when
the channel error rate is low, type-I HARQ scheme has a lower throughput than its corre-
sponding ARQ scheme. However, when the channel error rate increases, the throughput
of this HARQ scheme increases.
The basic idea behind the second type of HARQ, also known as type-II HARQ [42],[76],
is that the parity bits are only sent to the receiver when they are needed for error correc-
tion. The number of parity bits depends on the channel error rate and can be adapted
accordingly during the transmission and retransmission of a codeword. In this adaptive
scheme, two linear FEC codes are used; one is a high rate code, the other is a lower rate.
The lower rate codes, known as invertible half-rate codes, are derived from the higher rate
codes in a rate-compatible way. At first, the transmitter sends the encoded information
bits to the receiver using the higher rate code. The transmitter simultaneously computes
the parity bits based on the original message and the invertible code. These parity bits are
stored in a buffer at the transmitter side. On the other hand, the receiver tries to success-
fully decode the received codeword. If it fails to do so, the receiver saves the corrupted
message in a buffer and requests retransmission to the transmitter. The transmitter, then,
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encodes the saved parity bits using the high rate code and transmits the new message.
The receiver attempts to decode the original message stored in its buffer using the new
parity bits combined with the older ones. If the decoder was unsuccessful once again, the
receiver requests more parity bits to be transmitted until the original codeword is decoded.
The retransmission of parity bits for error correction code makes type-II HARQ very
powerful. Clearly, the overhead per retransmission is simply the number of parity bits
needed for error correction [42]. Therefore, when the channel error rate is low, this
scheme has the same throughput as its corresponding ARQ scheme. However, when the
channel error rate is high, this HARQ scheme provides a high throughput. The decoding
complexity of this scheme is greater than type-I HARQ scheme with the same error cor-
recting codes. Meanwhile, type-I HARQ schemes provide higher overhead due to the extra
parity bits included in each transmission for error correction regardless of the channel error
rate. Furthermore, if the channel error rate is low, these extra bits are useless; therefore,
type-II HARQ schemes performs better because it is an adaptive scheme [42]. This scheme
is attractive for high-speed and real time data communication systems; hence, this HARQ
scheme should be adapted in the future to study its performance in the GSM channels for
the in-band eCall modem.
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One benefit of data communication over the voice channel of the cellular network
is to reliably transmit real-time high priority data in case of life critical situations. An
important implementation of this use-case is the pan-European eCall automotive standard,
which has already been deployed since 2018. This is the first international standard for
mobile emergency call that was adopted by multiple regions in Europe and the world.
Other countries in the world are currently working on deploying a similar emergency
communication system, such as in Russia and China. Moreover, many experiments and
road tests are conducted yearly to validate and improve the requirements of the system.
The results have proven that the requirements are unachievable thus far, with a success
rate of emergency data delivery of only 70%.
The eCall in-band modem transmits emergency information from the in-vehicle system
(IVS) over the voice channel of the circuit switch real time communication system to the
public safety answering point (PSAP) in case of a collision. The voice channel is charac-
terized by the non-linear vocoder which is designed to compress speech waveforms. In
addition, multipath fading, caused by the surrounding buildings and hills, results in se-
vere signal distortion and causes delays in the transmission of the emergency information.
Therefore, to reliably transmit data over the voice channels, the in-band modem mod-
ulates the data into speech-like (SL) waveforms, and employs a powerful forward error
correcting (FEC) code to secure the real-time transmission.
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In this dissertation, the Turbo coded performance of the eCall in-band modem is first
evaluated through the adaptive white Gaussian noise (AWGN) channel and the adaptive
multi-rate (AMR) voice channel. The modulation used is biorthogonal pulse position mod-
ulation (BPPM). Simulations are conducted for both the fast and robust eCall modem. The
results show that the distortion added by the vocoder is significantly large and degrades
the system performance. In addition, the robust modem performs better than the fast mo-
dem. For instance, to achieve a bit error rate (BER) of 10−6 using the AMR compression
rate of 7.4 kbps, the signal-to-noise ratio (SNR) required is 5.5 dB for the robust modem
while a SNR of 7.5 dB is required for the fast modem.
On the other hand, the fading effect is studied in the eCall channel. It was shown that
the fading distribution does not follow a Rayleigh distribution. The performance of the
in-band modem is evaluated through the AWGN, AMR and fading channel. The results are
compared with a Rayleigh fading channel. The analysis shows that strong fading still exists
in the voice channel after power control. The results explain the large delays and failure
of the emergency data transmission to the PSAP. Thus, the eCall standard needs to re-
evaluate their requirements in order to consider the impact of fading on the transmission
of the modulated signals. The results can be directly applied to design real-time emergency
communication systems, including modulation and coding.
104
AUTOBIOGRAPHICAL STATEMENT
Samer Zakhem received his B.E. degree in computer engineering from the Lebanese
American University, Byblos, Lebanon in 2007, and the M.S. degree in electrical engineer-
ing from Wayne State University, Detroit, MI in 2009. Currently, he is a Ph.D. candidate in
electrical engineering at Wayne State University in Detroit, MI. In 2011, he joined General
Motors in Detroit, MI as a design engineer for OnStar. Since 2015, he has been with the
infotainment department at GM as a project manager responsible to execute and deliver in-
fotainment radios. During his time at GM, he has acquired 4 patents surrounding advanced
infotainment and wireless communication features. His current research interests include
multiband receivers for automotive applications, mobile communications for emergency
call, modulation and coding for automotive telematics systems and autonomous vehicles.
He has published several research articles in peer-reviewed IEEE conferences.
