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Abstract
In numerical integration, cubature methods are effective, especially when the integrands
can be well-approximated by known test functions, such as polynomials. However, the con-
struction of cubature formulas has not generally been known, and existing examples only
represent the particular domains of integrands, such as hypercubes and spheres. In this
study, we show that cubature formulas can be constructed for probability measures provided
that we have an i.i.d. sampler from the measure and the mean values of given test functions.
Moreover, the proposed method also works as a means of data compression, even if sufficient
prior information of the measure is not available.
1 Introduction
In this study, we consider a method to obtain a good numerical integration formula over a proba-
bility measure. In other words, given a random variable X taking values in some abstract space,
we want an accurate approximation of the expectation E [f(X)] for each integrand f .
If there are no conditions for the class of integrands (except that f(X) is integrable), it is
expected that the Monte Carlo method (Metropolis & Ulam 1949, Hammersley & Handscomb
1964) should be the best way. For i.i.d. copies X1, . . . , XN , . . . of X , the sample mean of
1
N (f(X1) + · · ·+ f(XN)) is an unbiased estimator of E [f(X)] and, according to the law of large
numbers, converges to the expectation with probability 1. If we assume E
[
|f(X)|2
]
< ∞, the
standard variation of Monte Carlo integration is O( 1√
N
). Therefore, we can regard this as a
numerical integration method with error O( 1√
N
).
However, in real applications, we often assume that the integrand f has good properties, such as
smoothness, asymptotic behavior, and the decay of coefficients when expanded by a certain basis.
Indeed, these itemized properties are not independent of each other; however, they are possibly
suited for different numerical integration methods. For instance, if X is a uniform distribution and
integrands have a certain smoothness over a hypercube [0, 1]s, then the quasi Monte Carlo (QMC)
sampling works better than the standard Monte Carlo method (Dick et al. 2013). The points used
in QMC are usually taken in a deterministic way, but random QMC construction methods have
recently been considered by Hirao (2016) and Bardenet & Hardy (2016). In particular, the authors
of these two papers exploit determinantal point processes, which physically model the distribution
of repulsing particles.
If X takes values in some Euclidean space, and the integrand f can be well-approximated
by polynomials, cubature (or quadrature) formulas are useful (Stroud 1971, Cools & Rabinowitz
1993, Sawa et al. 2019). The simplest one is the approximation
∫ 1
0
f(x) dx ≃
1
6
f(0) +
2
3
f
(
1
2
)
+
1
6
f(1),
which is called Simpson’s rule. This ‘≃’ is replaced by ‘=’ if f is a polynomial with three degrees
at most. In general, a cubature formula of degree t is composed of points x1, . . . , xn and weights
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w1, . . . , wn > 0 satisfying
E [f(X)] =
n∑
i=1
wif(xi)
for any polynomial f with degrees of t at most. The existence of this formula is assured by
Tchakaloff’s theorem (Theorem 2.1), but the proof is not constructive and, except for concrete
cases, construction is currently unknown. It is not necessary for us to choose polynomials as test
functions, so we can consider the generalized cubature formulas on spaces and test functions that
are non-necessarily Euclidean and polynomial. Indeed, such formulas are worthy of consideration;
moreover, cubature formulas exists for Wiener space (Lyons & Victoir 2004). As QMC methods
and other widely used numerical integration formulas, such as DE (double exponential) methods
(Takahasi & Mori 1974), are limited to the integration of functions with a certain smoothness
and domain, Monte Carlo integration is essentially the only available method for general settings.
Accordingly, although it is difficult to choose proper test functions, it is valuable to consider general
cubature formulas.
In this paper, we propose an algorithm to construct generalized cubature formulas that satisfy
Tchakaloff’s bound by subsampling points from i.i.d. samples X1, X2, . . . of X . Therefore, the
proposed method is referred to as Monte Carlo cubature construction. This construction is realized
by finding a basic feasible solution of a linear programming (LP) problem, providing weights of
a cubature formula. Although the proposed method is simple, it may fail if pathological samples
X1, X2, . . . appear. However, we show that the probability of such cases is zero. In other words,
we show that one can construct a general cubature formula with probability 1 so long as the
i.i.d. sequence X1, X2, . . . of X and the expectation of test functions are both given. This is the
main theoretical result presented by Theorem 3.2, which has been proven by techniques in discrete
geometry.
In some cases, cubature formulas might exist with fewer points than the upper bound given
by Tchakaloff’s theorem (n = t in the aforementioned one-dimensional example). For example,
such cubature formulas have been found for particular probability measures and on (particular-
dimensional hyper) cubes, triangles, circles (spheres), and balls (Cools & Rabinowitz 1993, Sawa
et al. 2019). However, our construction is rather general as we have almost no restrictions on the
probability measure, domain, and test functions.
Furthermore, we also demonstrate that one can construct an approximate cubature formula
in the absence of knowing test-function expectations. This construction of an approximate cuba-
ture formula is based on the usual Monte Carlo integration, but we can compress the data via
construction of an cubature formula.
The rest of this paper is organized as follows: in Section 2, we briefly review cubature formulas,
a subsampling technique, and theorems in discrete geometry; in Section 3, we present our main
results; we give simple numerical experiments in Section 4 to estimate the time complexity of our
method; finally, we conclude the paper in Section 5.
2 Background
In this section, we outline related studies, including the classic formulation of cubature formulas
(and its generalization) and theorems in discrete geometry that are used in the proofs of our
results.
2.1 Cubature formula
Herein, we let Ω ⊂ Rm be a Borel set and we consider a probability measure µ on Ω (with Borel
σ-field). Moreover, for an integer t ≥ 0, we denote by Pt(Ω) the set of all real polynomials over Ω
with degree t at most. A cubature formula of degree t is a set of points x1, . . . , xn ∈ Ω and positive
weights w1, . . . , wn such that ∫
Ω
f(x) dµ(x) =
n∑
j=1
wjf(xj) (2.1)
2
holds for any f ∈ Pt(Ω). We have assumed that each f ∈ Pt(Ω) is integrable with µ, which is
satisfied, for instance, if Ω is bounded or µ has a rapidly decreasing density. Once such a formula
is obtained
∑n
j=1 wjf(xj) is a good approximation of
∫
Ω f(x) dµ(x) for a function f that can be
well-approximated by polynomials. In this sense, a cubature formula works as roughly compressed
data of µ; moreover, we call
∑n
j=1 wjδxj a cubature.
The existence of such a formula is assured by Tchakaloff (1957) and Bayer & Teichmann (2006),
as outlined below.
Theorem 2.1. (Tchakaloff’s theorem) If every function in Pt(Ω) is integrable with µ; i.e.,∫
Ω
|f(x)| dµ(x) <∞, f ∈ Pt(Ω)
holds, then there exists an integer 1 ≤ n ≤ dimPt(Ω), points x1, . . . , xn ∈ suppµ (⊂ Ω), and
weights w1, . . . , wn > 0 that can be used to construct a cubature formula of degree t over (Ω, µ).
Note that suppµ is the closed set defined by suppµ :=
⋂
{Ω \O | O is open, µ(O) = 0}. Since
a nonzero constant function belongs to Pt(Ω), then w1 + · · ·+ wn must be equal to 1.
This theorem can be understood in the context of discrete geometry. Indeed, if we define a
vector-valued function ϕ : Rm → RdimPt(Ω) with a monomial in each component, then constructing
a cubature formula is equivalent to finding a y1, . . . ,yn ∈ Imϕ|suppµ such that the convex hull
of {y1, . . . ,yn} contains the point
∫
Ω
ϕ(x) dµ(x) ∈ RdimPt(Ω). For further arguments from this
viewpoint, see Section 2.3 or Bayer & Teichmann (2006).
Tchakaloff’s theorem only gives an upper bound of the number of points used in a cubature
formula. There exist, several lower bounds for the number of sampled points n. The Fisher-type
bound is well-known (Stroud 1971):
Theorem 2.2. (Fisher-type bound) For any cubature formula of degree t over the measure space
(Ω, µ), the number of sample points n satisfies n ≥ dimP⌊t/2⌋(Ω).
However, this study is concerned with finding at least one cubature formula for general settings;
in other words, minimizing the number of sample points is not the objective of this paper. See
Sawa et al. (2019) for further general theories and examples of the cubature.
2.2 Carathe´odory-Tchakaloff subsampling
Constructing a cubature formula is generally not an easy task. However, since the case µ is a
product measure of low-dimensional measures (typically one-dimensional), we can easily construct
a grid-type cubature formula. Although the proposition outlined below is on the product measures
of the same low-dimensional measure, it can be generalized for the product measure of different
low-dimensional measures.
Proposition 2.3. Let points x1, . . . , xn ∈ Ω and weights w1, . . . , wn > 0 make a cubature of degree
t. on (Ω, µ). Then, on the k-fold product measure space (Ω⊗k, µ⊗k),∑
(j1,...,jk)∈{1,...,n}k
wj1 · · ·wjkδ(xj1 ,...,xjk )
is a cubature of degree t.
This construction uses nk points and this is likely to be much larger than the Tchakaloff upper
bound dimPt(Ω⊗k). We can reduce the number of points used in such a cubature formula by using
a LP problem. A detailed study on this direction (with generalization) is given by Tchernychova
(2015). To explain the idea, the situation is generalized. Instead of polynomials, we can naturally
take any sequence of basis functions to generalize the definition of a cubature formula given in the
previous section. Indeed, if we know the class of functions that require integration, there might be
more optimal test functions to use than polynomials. Accordingly, the definition outlined below
is appropriate.
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Definition 2.4. Given a random variable X taking values in a measurable space X and d test
functions ϕ1, . . . , ϕd : X → R that satisfy the integrability E [|ϕi(X)|] <∞ for each i = 1, . . . , d, a
cubature with respect to X and ϕ1, . . . , ϕd can be described as a set of points x1, . . . , xn ∈ X and
positive weights w1, . . . , wn that satisfies
E [ϕi(X)] =
n∑
j=1
wjϕi(xj), i = 1, . . . , d. (2.2)
If we write ϕ = (ϕ1, . . . , ϕd)
⊤ : X → Rd, (2.2) can be equivalently rewritten as
E [ϕ(X)] =
n∑
j=1
wjϕ(xj) (2.3)
For this generalization of the cubature formula, we have the generalized Tchakaloff’s theorem
(Bayer & Teichmann 2006, Sawa et al. 2019).
Theorem 2.5. (Generalized Tchakaloff’s theorem) Under the same setting as Definition 2.4,
there exists a cubature formula with n ≤ d+1. Moreover, if there exists a vector c ∈ Rd such that
c⊤ϕ(X) is essentially a nonzero constant, there exists a cubature formula satisfying n ≤ d and
w1 + · · ·+ wn = 1.
We can take x1, . . . , xn ∈ X so as to meet ϕ(x1), . . . ,ϕ(xn) ∈ suppPϕ(X), where Pϕ(X) is the
distribution of ϕ(X) over Rd, which corresponds to the condition x1, . . . , xn ∈ suppµ in Theorem
2.1. This theorem is essentially a direct consequence of Carathe´odory’s theorem (Theorem 2.9).
Remark 2.6. We suppose that there is a probability space (Ω,FΩ,P) X has a natural σ-field FX ,
and that the random variableX is a measurable map from (Ω,FΩ) to (X ,FX ). In addition, we also
assume that the test function ϕ is a measurable map from (X ,FX ) to (Rd,B(Rd)). Accordingly,
ϕ(X) is a random variable on Rd (measurable map from (Ω,F) to (Rd,B(Rd))). Therefore, the
support of its distribution
suppPϕ(X) = {x ∈ R
d | P(ϕ(X) ∈ A) > 0 for an arbitrary open neighborhood A of x}
coincides with the smallest closed set B satisfying P(ϕ(X) ∈ B) = 1.
We introduce a technique called Carathe´odory-Tchakaloff subsampling (Piazzon et al. 2017),
which reduces the number of points in a discrete measure. This is briefly explained below, where
the argument is limited to probability measures.
Method 2.7. (Carathe´odory-Tchakaloff subsampling) Here, we explain a method to obtain a
compressed discrete measure µˆCT from a given discrete measure µˆ.
(1) We have some discrete probability measure µˆ on some space X , which can be written as
µˆ =
∑
x∈F
axδx
for some finite set F ⊂ X and ax > 0. A typical case is that the measure µˆ is already an
approximation of some non-discrete measure.
(2) Consider some test functions ϕ1, . . . , ϕd ∈ L1(X, µˆ) that we want to integrate. For the
purposes of simplicity, we assume ϕ1 ≡ 1. In the case X is Euclidean space, the natural
choice of ϕi is a polynomial.
(3) If |F | is much larger than d, we can reconstruct a discrete measure
µˆCT =
∑
x∈G
bxδx
with G ⊂ F , |G| ≤ d, and bx > 0, the existence of which is assured by Theorem 2.5. The
obtained measure µˆCT is equal to µˆ in integrating test functions ϕ1, . . . , ϕd, so it can be
regarded as a compression of µˆ.
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Piazzon et al. (2017) gives a brief survey on this method. This resampling method has recently
been developed in different backgrounds, such as numerical quadrature and stochastic analysis
(Huybrechs 2009, Litterer & Lyons 2012, Ryu & Boyd 2015, Sommariva & Vianello 2015, Bittante
et al. 2016). To use this method, we must constructively obtain µˆCT. Indeed, this measure is
obtained as a basic feasible solution of the following LP problem with a trivial objective function:
minimize 0
subject to Az = b, z ≥ 0,
where A ∈ Rd×F and b ∈ Rd are defined as
A := [ϕ(x)]x∈F b :=
∫
X
ϕ(x) dµˆ(x), ϕ := (ϕ1, . . . , ϕd)
⊤.
Tchernychova (2015) compares the simplex method and the singular-value decomposition method
in solving this problem. Note that this Carathe´odory-Tchakaloff subsampling scheme is applicable
to the reduction of points in (classical) cubature formulas, as in Proposition 2.3.
Remark 2.8. During the process of the above subsampling, we do not exploit the entire infor-
mation of the measure µˆ. Rather, we only use the set F and the expectation vector b. Therefore,
the above method is also applicable to the problem outlined below.
Given a finite set F , a vector-valued function ϕ : X → Rd, and a vector b ∈ Rd, find a
discrete measure µˆCT =
∑
x∈G bxδx such that
• G is a subset of F with at most d elements;
•
∫
X ϕ(x) dµˆCT(x) = b holds.
In this formulation, the problem is feasible if, and only if, b is contained in the convex hull of the
set {ϕ(x) | x ∈ F}.
In this paper, we are primarily interested in the construction of cubature formulas when the
larger discrete measure µˆ is not given. Accordingly, we also use the terminology ”Carathe´odory-
Tchakaloff subsampling” in the sense of Remark 2.8. The precise explanation of our problem
formulation is given in Section 3.
2.3 Preliminaries from discrete geometry
Let us introduce some useful notions and assertions in discrete geometry (see Matousˇek (2002) for
details). For S ⊂ Rd, the convex hull of S (denoted by convS) is defined as
convS :=
{
m∑
i=1
wixi
∣∣∣∣∣m ≥ 1, wi > 0,
m∑
i=1
wi = 1, xi ∈ S
}
.
The following theorem is a well-known result originally outlined by Carathe´odory (1907).
Theorem 2.9. (Carathe´odory’s Theorem) If S ⊂ Rd and x ∈ convS, then x ∈ convT for some
T ⊂ S with |S| ≤ d+ 1.
According to this assertion, Tchakaloff’s theorem (Theorem 2.5) is essentially a straightforward
consequence. Indeed, we can show that E [ϕ(X)] ∈ conv suppPϕ(X) under the same condition
as in Theorem 2.5, and there exists x1, . . . , xn ∈ X such that n ≤ d + 1 and ϕ(x1), . . . ,ϕ(xn) ∈
suppPϕ(X). As to whether x ∈ convT holds is invariant under affine transformations, if we addi-
tionally assume 1 ∈ span{ϕ1, . . . , ϕd}, then we can reduce the number of dimensions in Theorem
2.9 and, accordingly, a cubature formula can be obtained with n ≤ d.
Consider point sets in Rd. For a set S ⊂ Rd, the affine hull of S is defined as
aff S :=
{
m∑
i=1
wixi
∣∣∣∣∣m ≥ 1, wi ∈ R,
m∑
i=1
wi = 1, xi ∈ S
}
.
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Notice that aff S is the smallest affine subspace (shifted linear subspace) including S (and convS).
Using the notion of affine hull, we can define the relative interior of S ⊂ Rd as
riS := {x ∈ S | ∃ ε > 0 s.t. y ∈ aff S, ‖y − x‖ < ε =⇒ y ∈ S} ,
which is the interior of S ⊂ aff S under the relative topology of aff S. The theorem outlined below
is a generalization of Carathe´odory’s Theorem using the notion of relative interior.
Theorem 2.10. (Steinitz 1916, Bonnice & Klee 1963) Let a set S ⊂ Rd satisfy that aff S is a
k-dimensional affine subspace of Rd. Then, for arbitrary point x ∈ ri convS, there exists some
T ⊂ S that satisfies aff T = aff S, x ∈ ri convT and |T | ≤ 2k.
The well-known result outlined below is useful. It can be found in standard textbooks on
discrete geometry, convex analysis, and functional analysis.
Theorem 2.11. (separation theorem) Let A and B be convex subsets of Rd satisfying A∩B = ∅.
Then, there exists a hyperplane H such that A and B are included in different closed-half spaces
defined by H. In other words, there exists a unit vector c ∈ Rd and a real number z ∈ R such that
c⊤x ≥ z holds for all x ∈ A and c⊤y ≤ z holds for all y ∈ B.
3 Cubature Construction Problems
3.1 Problem setting
In this study, we consider two different problems, both of which have a random variable X taking
values in X and a vector-valued function ϕ : X → Rd with the condition E [‖ϕ(X)‖] < ∞. For
simplicity, we additionally assume that the first element of ϕ is identically 1. For both problems,
we assume we can sample i.i.d. copies X1, X2, . . . of X .
(P1) Exact cubature problem: Assuming we can calculate the exact value of E [ϕ(X)], find n
(≤ d) points x1, . . . , xn ∈ X and weights w1, . . . , wn > 0 such that
ϕ(x1), . . . ,ϕ(xn) ∈ suppPϕ(X), E [ϕ(X)] =
n∑
i=1
wiϕ(xi).
(P2) Approximate cubature problem: Without any knowledge of the exact value of E [ϕ(X)]
(except for E [ϕ1(X)] = 1), find n (≤ d) points x1, . . . , xn ∈ X and weights w1, . . . , wn > 0
such that
ϕ(x1), . . . ,ϕ(xn) ∈ suppPϕ(X), E [ϕ(X)] ≃
n∑
i=1
wiϕ(xi).
(P1) is the usual (generalized) cubature construction problem. In (P2), since we do not know
E [ϕ(X)], it is almost impossible to find an exact cubature formula. However, Monte Carlo or QMC
integration well-approximates the expectation E [ϕ(X)] without requiring any prior knowledge of
said expectation. Therefore, it is possible to construct an approximate cubature formula.
3.2 Monte Carlo approach to the exact cubature problem
To solve (P1), we can use the i.i.d. samples X1, X2, . . . as candidates of the points used in the
cubature formula. If, for some N , we have
E [ϕ(X)] ∈ conv{ϕ(X1), . . . ,ϕ(XN )},
then we can construct a cubature formula using Carathe´odory-Tchakaloff subsampling (Method
2.7).
Indeed, we can prove that said N exists almost surely and E [minN ] < ∞ (minN) is Borel
measurable, because {(x1, . . . , xn) ∈ Rd×n | y 6∈ conv{x1, . . . , xn}} is an open set of Rd×n for each
y ∈ Rd). This fact can be proved using the lemma outlined below.
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Lemma 3.1. The expectation E [ϕ(X)] belongs to the relative interior of conv suppPϕ(X).
Proof. Denote suppPϕ(X) by S. First, we show that E [ϕ(X)] ∈ aff S. If we suppose not, we
can take a nonzero vector c ∈ Rd such that c⊤x is constant for x ∈ S and c⊤E [ϕ(X)] is a
different value. Indeed, this would be an absurd assumption to make, since c⊤E [ϕ(X)] is the
expectation of c⊤ϕ(X), which should be equal to the aforementioned constant. Therefore, we
have E [ϕ(X)] ∈ aff S.
Suppose E [ϕ(X)] 6∈ ri convS. By translating if necessary, we can assume E [ϕ(X)] = 0 and
aff S is a linear subspace of Rd. Then, for each n = 1, 2, . . ., An := {x ∈ aff S | ‖x‖ < 1/n} has
a nonempty intersection with (convS)c. Take a sequence a1, a2, . . . such that an ∈ An \ convS
for each n. Then, by the separation theorem, we have a sequence of unit vectors cn ∈ aff S that
separate an from convS; i.e., they satisfy c
⊤
n an ≥ c
⊤
n x for all x ∈ convS. Here, by the compactness
of the set C := {c ∈ aff S | ‖c‖ = 1}, the sequence c1, c2, . . . has a subsequence that is convergent
with c ∈ C. Because c⊤n an ≤ ‖cn‖ · ‖an‖ < 1/n for each n, we have c
⊤x ≤ 0 for all x ∈ convS. As
we have assumed E [ϕ(X)] = 0, we can obtain c⊤ϕ(X) = 0 almost surely, so S = suppPϕ(X) is
included in the lower-dimensional subspace {x ∈ aff S | c⊤x = 0} (see Remark 2.6). This obviously
contradicts the definition of aff S (the smallest affine subspace including S). Therefore, we have
E [ϕ(X)] ∈ ri conv suppPϕ(X).
The theorem outlined below, which shows the existence of desired N , is the main result of this
paper.
Theorem 3.2. Let X1, X2, . . . be i.i.d. copies of X. Then, with probability 1, there exists a
positive integer N such that E [ϕ(X)] is contained in conv{ϕ(X1), . . . ,ϕ(XN )}.
Proof. Denote suppPϕ(X) by S. By Lemma 3.1 and Theorem 2.10, there exists a set T ⊂ S such
that E [ϕ(X)] ∈ ri convT and |T | ≤ 2d. Then, there exists an r > 0 satisfying
Br := {x ∈ aff S | ‖x− E [ϕ(X)] ‖ ≤ r} ⊂ convT.
If the elements of T are subscripted as T = {x1, . . . , x|T |}, we can regard convT as the image of
the mapping
τ : ∆|T | → aff S; (t1, . . . , t|T |) 7→ t1x1 + · · ·+ t|T |x|T |,
where ∆|T | := {(t1, . . . , t|T |) ∈ R|T | | t1, . . . , t|T | ≥ 0, t1 + · · ·+ t|T | = 1}.
We prove that, if points y1, . . . , y|T | ∈ S satisfy ‖yi − xi‖ < r for each i = 1, . . . , T , then
E [ϕ(X)] ∈ conv{y1, . . . , y|T |} holds. If this is not true, there exist the points y1, . . . , y|T | with
E [ϕ(X)] 6∈ conv{y1, . . . , y|T |}. Then, by the separation theorem, there exists a hyperplane H ⊂
aff S going through E [ϕ(X)] such that all the points y1, . . . , y|T | are contained in one closed-half
space (of aff S) made by H . We now can take a point z ∈ Br such that ‖z − E [ϕ(X)] ‖ = r,
z − E [ϕ(X)] ⊥ H and z is lying on the other side of H than y1, . . . , y|T |. Since Br ⊂ convT , we
can take a weight (t1, . . . , t|T |) ∈ τ−1(z) and, accordingly, we have
‖(t1y1 + · · ·+ t|T |y|T |)− z‖ ≤ t1‖y1 − x1‖+ · · ·+ t|T |‖y|T | − x|T |‖ < r.
This means that t1y1+· · ·+t|T |y|T | lies on the other side ofH than y1, . . . , y|T |, which is impossible.
Therefore, the aforementioned assertion is true.
By the definition of suppPϕ(X), we have P(ϕ(X) ∈ S, ‖ϕ(X) − xi‖ < r) > 0 for each
i = 1, . . . , |T |. Thus, the assertion of the theorem follows.
As mentioned above, we can also see from the above proof that E [minN ] < ∞. There exists
a concept called the (random) degree function that generalizes minN :
deg(x; PX) := min{n | x ∈ conv{X1, . . . , Xn}},
where x ∈ Rd, PX is a probability law over Rd and X1, X2, . . . is an i.i.d. sequence following
the law PX . This function and the depth, which is related to the degree, have been treated by
Cascos (2007) and Liu (1990). Our interest is deg(E [X ] ; PX), but existing results are based on
assuming an absolute continuity (and angular symmetry) of the law PX . Indeed, these are strong
assumptions; however, the results for depths functions may still be useful in analyzing our method
for concrete distributions in future work.
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3.3 Approaches to the approximate cubature problem
Considering (P2), there are two cases, which are outlined below.
(a) We are familiar with the distribution of X , but we do not know the exact value of E [ϕ(X)].
(b) We are not familiar with X .
In (a), we assume there exists known QMC formulas or some general discrete approximation
of PX . In this case, if ϕ is a good basis in some sense (e.g., the space of functions we want to
integrate), it is not necessary to use all of the information of existing formulas. Mathematically
speaking, from a given discrete approximation µˆ of PX , we can make a Carathe´odory-Tchakaloff
subsampling µˆCT of µˆ. This is one of the usual applications of the subsampling method.
In (b), however, we do not have such a measure in advance. Rather, in such a situation, we
generally have to carry out Monte Carlo integration every time we want the integration of some
integrand. However, once we have a sufficiently large i.i.d. sample X1, X2, . . . , XN of X , we can
construct a subsampling µˆCT of the measure µˆ =
1
N
∑N
i=1 δXi . This µˆCT is random but statistically
satisfies
E
[∫
X
ϕ(x) dµˆCT(x)
]
= E
[∫
X
ϕ(x) dµˆ(x)
]
= E [ϕ(X)] ,
E
[∣∣∣∣
∫
X
ϕ(x) dµˆCT(x)− E [ϕ(X)]
∣∣∣∣
2
]
= E
[∣∣∣∣
∫
X
ϕ(x) dµˆ(x) − E [ϕ(X)]
∣∣∣∣
2
]
= O
(
1
N
)
under an additional moment condition E
[
‖ϕ(X)‖2
]
< ∞. The merit of constructing µˆCT is
that we only need the value at d points for each integrand, whereas the standard Monte Carlo
requires N points valuation of each integrand. Therefore, the Monte Carlo approach to (P2) is
also effective.
4 Experimental Results
To identify how many samples we should take in constructing cubature formulas, we conducted
numerical experiments. For each pair (s,m) ∈ {1, 2, 3, 4, 5} × {1, 2, 3, 4, 5}, we estimated the
smallest value of N with
P (E [ϕ(X)] ∈ conv{ϕ(X1), . . . ,ϕ(XN )}) ≥
1
2
, (4.1)
where ϕ is a vector-valued function, the entries of which are composed of all s-variate monomials
with degree m at most, and X is a uniform random variable on [0, 1)s, and X1, X2, . . . are i.i.d.
copies of X . In judging whether E [ϕ(X)] ∈ conv{ϕ(X1), . . . ,ϕ(Xn)} holds given the values
of X1, . . . , Xn, we used the LP solver glpsol in the package GNU LP Kit
1 (GLPK, version
4.65). Note that we do not have to construct a cubature explicitly in confirming E [ϕ(X)] is
contained in the convex hull of given vectors. Although we used the simplex method in the
experiment and actually constructed a cubature formula with the desired size, in this section we
can use other means, such as the interior-point method. To estimate the smallest N satisfying
Eq. (4.1), we conducted binary search on [ds,m, 10000], where ds,m is the dimension of the vector
ϕ. During the binary search (with n ∈ [ds,m, 10000]), we independently sample (X i1, . . . , X
i
n) 20
times (i = 1, . . . , 20); when there were at least 10 indices i ∈ {1, . . . , 20} such that E [ϕ(X)] ∈
conv{ϕ(X i1), . . . ,ϕ(X
i
n)} held, n was judged to be larger than (or equal to) N ; otherwise it was
judged as being smaller than N . The experimental results are shown in Table 1. Unfortunately,
they are not the exact values of N as statistical and numerical errors exist (due to the precision
of double); however, they work as estimated values of N .
Although it might be difficult to give theoretical bounds for N , from the experiment it is event
that N should not be as large as it is compared with ds,m. In this polynomial case, N takes values
equivalent to roughly 2ds,m or 3ds,m. Accordingly, we can obtain a cubature formula with realistic
computational costs, as long as ds,m, which is the number of test functions, is not so large.
1https://www.gnu.org/software/glpk/
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Table 1: Estimation of N for each (s,m). In each entry, “A (B)” means (estimated N) = A and ds,m = B.
We had to set a 10-second time limit for the LP solver in the case (s,m) = (5, 5) because, at times, the
solver stopped due to numerical instability
s \m 1 2 3 4 5
1 3 (2) 6 (3) 9 (4) 12 (5) 14 (6)
2 5 (3) 10 (6) 22 (10) 36 (15) 66 (21)
3 6 (4) 21 (10) 49 (20) 90 (35) 160 (56)
4 7 (5) 33 (15) 81 (35) 179 (70) 338 (126)
5 11 (6) 44 (21) 123 (56) 311 (126) 663 (252)
5 Concluding Remarks
In this study, we have shown that we can construct a general cubature formula of a probability
measure if we have an i.i.d. sampler from the measure and if we know the exact mean values of
the given test functions. We can construct a cubature formula by solving an LP problem given
sufficiently large i.i.d. sampling. The proof of this fact is based on the discrete geometry results.
We have also seen that our Monte Carlo approach is effective even if we do not know the mean
values of the test functions. Indeed, we can construct an approximate cubature formula using
points given by the Monte Carlo sampling, a process that can be regarded as a data compression
(Carathe´odory-Tchakaloff subsampling). By numerical experiments, we have empirically seen that
the size of the LP problem we were required to solve should not be so large compared with the
number of test functions.
Although we assumed that we can sample the exact i.i.d. sequence from the given probability
measure, in future work we should actually consider the possibility of not having exact samplers
(typically the case we use MCMC to sample).
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