The problem of approximate joint diagonalization of a set of matrices is instrumental in numerous statistical signal processing applications. This paper describes a relative gradient non-orthogonal approximate joint diagonalization (AJD) algorithm based on a non-least squares AJD criterion and a special AJD using a non-square diagonalizing matrix and an AJD method for ill-conditioned matrices. Simulation results demonstrate the better performance of the relative gradient AJD algorithm compared with the conventional least squares (LS) criteria based gradient-type AJD algorithms. The algorithm is attractive for practical applications since it is simple and efficient.
Introduction
The approximate joint diagonalization (AJD) of a set of matrices is instrumental in common problems, such as blind beamforming [1] , independent component analysis (ICA), blind source separation (BSS) [2, 3] , and frequency estimate [4] . Existing AJD algorithms are generally divided into orthogonal [5] and nonorthogonal diagonalizations [6] [7] [8] [9] [10] [11] [12] . In the BSS technique using orthogonal diagonalization, observations are prewhitened so that they are uncorrelated and have unity variance. However, the preprocessing "whitening" operation can adversely affect the performance of the separated signals since the statistical error introduced in this preprocessing stage cannot be corrected in the "effective separation" stage [13] . Therefore, the nonorthogonal AJDs have received increasing attention in recent years [6] [7] [8] [9] [10] [11] [12] . Although some sophisticated nongradient-type iterative non-orthogonal AJD algorithms have been developed [6] [7] [8] [9] , they involve complicated matrices operations, such as eigenvalue decomposition [8, 9] . Practical online learning algorithms require simple, efficient gradient-type non-orthogonal AJD algorithms [10] [11] [12] . Examples of gradient-type non-orthogonal AJD algorithms are the simple gradient AJD algorithm [10] , the natural gradient algorithm (DOMUNG) complemented by step-size optimization at each iteration [11] , and the penalty function-based gradient AJD algorithm [12] . However, since these existing gradient-type AJD algorithms are derived from the least squares (LS) criteria, their performance in BSS is limited because they cannot avoid degenerate solutions (non-zero but illconditioned solutions) [7] . An interesting variant is Pham's algorithm [6] derived from a non-least squares criterion based on Gaussian mutual information and related to the maximum likelihood. However, Pham's algorithm requires positive definite target matrices, which is a serious limitation for many practical applications. This paper describes a hybrid relative gradient AJD algorithm based on a recently proposed non-orthogonal To whom correspondence should be addressed. E-mail: zxd-dau@tsinghua.edu.cn; Tel: 86-10-62794875 AJD criterion [7] . This algorithm involves only simple computations and is efficient. An AJD using a nonsquare diagonalizing matrix and an AJD for illconditioned matrices are also discussed, which may arise in practical BSS applications. Simulation results demonstrate the better performance of the relative gradient AJD algorithm compared with the conventional LS criteria based gradient-type AJD algorithms.
1 Relative Gradient Diagonalization Algorithm
Approximate joint diagonalization criterion
In the non-orthogonal AJD of a set of matrices, two solutions must be avoided. One is the trial solution W=0, and another is the nonzero degenerate solution W with dependent or near-dependent columns. These two undesirable solutions can be avoided with the non-least squares non-orthogonal AJD criterion [7] :
where This penalty term is often used in independent component analysis (ICA) methods [3] .
Since the weights α k , 1≤k≤K can always be absorbed into the target matrices A k and the performance of the criterion in Eq. (1) is independent of β [7] , we assume α 1 =…=α k =β =1 in this paper. For simplicity of discussion, we only consider the real-valued matrices AJD. The discussion here can be readily extended to the complex-valued matrices AJD case.
Hybrid relative gradient descent algorithm
Li and Zhang [7] presented an efficient, fast, but complicated, iterative AJD algorithm for minimizing Eq.
(1). This paper considers the much simpler gradienttype algorithms minimizing Eq. (1). The relative (natural) gradient algorithm is more effective and more robust than the general gradient descent algorithm [3, 14, 15] . The relative gradient algorithm is used here to minimize Eq. (1).
The hybrid relative gradient AJD algorithm performs two updates in each iteration. Firstly, W is optimally scaled; and then, W is updated along the relative gradient descent direction. This analysis always assumes that the target matrices have been symmetrized, i.e., T , 1 .
First solve the optimal scaling problem. For a positive scalar k, denote the squared off-diagonal error as
where N is the dimension of the target matrices. To
Furthermore, because 
Using the well-known result d detW
Combining Eqs. (4) and (5), the relative gradient direction of J(W) with respect to W is ,relative 1
This leads to the learning rule for W:
where µ is the step size. Since the criterion in Eq. (1) is lower bounded for AJD [7] , the above relative gradient algorithm converges.
If only Eq. (7) is used to update W at each iteration and the optimal scaling step is discarded, the resultant AJD algorithm may be numerically unstable for relatively large step sizes µ in the simulations. The optimal scaling step also accelerates the convergence, so the optimal scaling step is a necessary part of the algorithm.
AJD Using a Non-Square Diagonalizing Matrix and for Ill-Conditioned Matrices
A direct generalization of the criterion in Eq. (1) is the following non-orthogonal AJD criterion which uses a non-square diagonalizing matrix,
where , . W is then updated along the gradient descent direction using gradients:
Then the learning rule for W is
where µ is the step size.
In some practical applications, the target matrices may be ill-conditioned. If the mixing matrix is illconditioned or is a tall matrix, all the target matrices will share a common singular structure. One may first reduce the dimension of the target matrices and then adopt an AJD algorithm to diagonalize the reduced dimension matrices. However, the true rank of the target matrices cannot be easily estimated if they are contaminated by noise, and furthermore, the true rank may change with time in some applications (e.g., in an over-determined BSS model with a varying number of sources). Fortunately, Eq. (1) can still be used to diagonalize the ill-conditioned target matrices. As pointed out by Li and Zhang [7] , instead of minimizing the squared off-diagonal error directly, Eq. (1) tries to maximize the unsigned volume of the parallel piped spanned by the column vectors of W for a fixed squared off-diagonal error, which leads to a meaningful solution (see Example 3).
Simulation Results
Instead of adopting hard constraints to avoid the zero solution W = 0 [10] , the penalty function-based AJD algorithm in Ref. [12] uses penalty functions to avoid the zero solution. Despite the improved convergence obtained by carefully choosing the penalty factor, the algorithm in Ref. [12] shows similar separation performance to the gradient AJD algorithm in Ref. [10] . Therefore, this paper only compares the proposed relative gradient algorithm with the gradient algorithm in Ref. [10] and the DOMUNG algorithm [11] . The gradient algorithm in Ref. [10] uses the hard constraint diag(W) = I to avoid the zero solution W = 0. Now, consider the application of AJD in a BSS using second-order statistics (SOS) [2] . The initial value of W is always I. Example 1 Consider the noise-free BSS problem depicted by the signal model ( ) ( ), 1 The results are measured in terms of the average signal to interference ratio (SIR). Assume that the SIR of a failed separation, which cannot successfully separate all the sources, is zero. Supposing that T is the combined "demixing-mixing" matrix, the SIR in each row of T is defined as the ratio of the largest squared element in the row to the sum of all the elements squared in the row except for the largest. For successful separation, the average SIR is the average SIR of all the row SIRs. Figure 1 shows typical convergence curves for the relative gradient algorithm for various step sizes. Figure 1 shows that the proposed algorithm converges fast given the step size is not too small. Figure 2 shows 500 independent results for SIR versus the condition number of the mixing matrix for a step size µ=0.005 and 1500 iterations for the proposed algorithm. The step size and number of iterations for the gradient algorithm in Ref. [10] are µ =0.005 and 5000. The maximum number of iterations for the DOMUNG algorithm is 1000 and its iteration is stopped once no such problem since Eq. (1) excludes any degenerate solutions. As a result, the sources can always be well separated. 
It is clear that s 1 (t) and s 2 (t) are successfully separated by both algorithms. Note that s 3 (t) and s 4 (t) may be mixed in the outputs since they are convolutive correlated. The advantage of using Eq. (8) The second and fourth separation outputs correspond to the second and first sources. Note that it is also possible to diagonalize the target matrices in Example 2 and Example 3 using the LS criteria based gradient-type AJD algorithms. However, they are inclined to generate poor solutions and the gradient algorithm in Ref. [10] usually suffers from extremely slow convergence in Example 3.
Conclusions
This paper describes a relative gradient non-orthogonal AJD algorithm based on a non-least squares AJD criterion and a special AJD using a non-square diagonalizing matrix and AJD methods for ill-conditioned matrices. The relative gradient AJD algorithm is much simpler and more suitable for online implementation than the non-gradient-type iterative non-orthogonal AJD algorithms. Simulation results demonstrate the better performance of the relative gradient AJD algorithm compared with the conventional LS criteria based gradient-type AJD algorithms. The relative gradient AJD algorithm is attractive for practical applications since it is simple, efficient and works well even if the mixing matrix or the target matrices are ill-conditioned.
