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Abstract
In this paper, by using normal maps originated by Lewis [A.S. Lewis, Group invariance and convex matrix
analysis, SIAM J. Matrix Anal. Appl. 17 (1996) 927–949], we present a method for producing majorization
inequalities on eigenvalues and singular values of matrices. Some classical and new inequalities are derived.
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1. Motivation and preliminaries
The goal of this paper is to provide a unified framework for producing majorization inequalities
on eigenvalues and singular values of matrices. For this end we employ group induced cone
orderings on linear spaces and normal decomposition systems originated by Eaton [3,4] and
Lewis [8,9], respectively.
In the rest of this section we review some basic facts on group induced cone orderings and
normal decomposition systems. New results are collected in Section 2. In Theorems 2.1, 2.3
and 2.8 we present a method for deriving majorization inequalities. Some particular cases are
demonstrated in Corollaries 2.5–2.7. The results of Section 2 are applied in Sections 3 and 4
to matrix systems related to the singular value map on complex matrices and to the eigenvalue
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map on Hermitian matrices, respectively. In particular, we derive a number of Fan–Hoffman type
inequalities (see Section 3.3). We also present two new proofs of a result of Li and Mathias [10,
Theorem 2] (see Sections 4.1–4.2). Some new inequalities are also derived (see Sections 3.2 and
4.3).
Unless otherwise stated, V is a finite-dimensional real linear space with inner product 〈·, ·〉. In
addition, G is a closed subgroup of the orthogonal group O(V ) acting on V .
The group majorization induced by G (in short, G-majorization) is the preordering G on V
defined by
y G x if y ∈ conv Gx, (1)
where Gx denotes the G-orbit {gx : g ∈ G} and conv Gx is the convex hull of Gx [3,4,6]. We
write y ≡G x if y G x and x G y.
It is known that for x, y ∈ V ,
y G x iff mG,c(y)  mG,c(x) for c ∈ V, (2)
where
mG,c(z) = max
g∈G〈gc, z〉 for z ∈ V
is the support function of the set CG(z) = conv Gz [14].
We say that the G-majorization G is a group induced cone (GIC) ordering [3,4], if there
exists a closed convex cone D ⊂ V such that
(A1) D ∩ Gz is not the empty set for each z ∈ V ,
(A2) maxg∈G〈gc, z〉 = 〈c, z〉 for c, z ∈ D.
For instance, if G is a finite reflection group then axioms (A1) and (A2) are satisfied (see [5,
Lemma 4.1, (3.5),15, Theorem 4.1]).
It can be derived from (A1) and (A2) that D ∩ Gx is a singleton set for each x ∈ V [12, p. 14].
Denote by x↓ the only member of the set D ∩ Gx. According to Lewis [9, p. 817], the operator
(·)↓ : V → D is called normal map, and the triple (V ,G, (·)↓) is called normal decomposition
(ND) system.
The triple (V ,G,D) is said to be an Eaton system if axioms (A1) and (A2) hold. Observe that
(V ,G,−D) is an Eaton system if and only if (V ,G,D) is so. The normal map of (V ,G,−D) is
denoted by (·)↑. So, x↑ is the only member of the set −D ∩ Gx for each x ∈ V .
For a GIC ordering G, axioms (A1) and (A2) imply mG,c(z) = 〈c↓, z↓〉, and therefore (2)
simplifies to
y G x iff y↓ G x↓ iff 〈z, y↓〉  〈z, x↓〉 for z ∈ D, (3)
iff 〈gz, y〉  〈z, x↓〉 for z ∈ D and g ∈ G
(see [3, p. 15]). For this reason the GIC ordering G restricted to its convex cone D is the cone
ordering induced by dualD, i.e., for any x, y ∈ D,
y G x iff x − y ∈ dualD,
where
dualD = {v ∈ V : 〈v, z〉  0 for z ∈ D}.
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Furthermore, if x ∈ V and y ∈⋃g∈G0 gD for some set G0 ⊂ G, then
y G x iff 〈gz, y〉  〈z, x↓〉 for z ∈ D and g ∈ G0. (4)
Also, conditions (A1) and (A2) ensure that (cf. [17])
〈c, z↑〉  〈gc, z〉  〈c, z↓〉 for c ∈ D, z ∈ V and g ∈ G. (5)
In addition, by (3) applied to the triple (V ,G,−D),
y G x iff y↑ G x↑ iff 〈z, y↑〉  〈z, x↑〉 for z ∈ D (6)
iff 〈gz, y〉  〈z, x↑〉 for z ∈ D and g ∈ G.
It is not hard to verify that
− id ∈ G implies x↑ = −x↓ for x ∈ V, (7)
where id stands for the identity operator on V (see Section 3.1). Moreover,
− id ∈ G implies (−x)↑ = x↑ for x ∈ V, (8)
because the map (·)↑ is G-invariant.
An operator L : V → V is said to be G-contractive if
Lx G x for x ∈ V.
A linear operator P from V onto a subspace W = PV of V is said to be an orthogonal projector
(orthoprojector), if
〈Px, y〉 = 〈x, Py〉 and 〈P 2x, y〉 = 〈Px, y〉 for x, y ∈ V. (9)
Given a non-empty subset E ⊂ V , the symbol spanE stands for the smallest subspace in V
containing E.
2. Inequalities for normal maps
Throughout this section, V is a finite-dimensional real linear space with inner product 〈·, ·〉,
and G is a closed subgroup in O(V ) inducing GIC ordering G. We denote by (·)↓ the normal
map of Eaton system (V ,G,D) and by (·)↑ the normal map of Eaton system (V ,G,−D).
For i = 1, 2, we assume thatGi ⊂ O(V ) is a closed subgroup, and thatVi ⊂ V is aGi-invariant
subspace in V such that (Vi,Gi |Vi ,Di) is an Eaton system for some closed convex cone Di ⊂ Vi .
For notational simplicity, we write (Vi,Gi,Di) in place of (Vi,Gi |Vi ,Di). We denote by (·)↓i
and (·)↑i the normal maps of (Vi,Gi,Di) and (Vi,Gi,−Di), respectively.
Theorem 2.1. Let (V ,G,D) and (Vi,Gi,Di), i = 1, 2, be Eaton systems such that Vi ⊂ V and
D ⊂ Di. Assume that x, z ∈ V1 and y,w ∈ V2 are vectors such that x G1 z and y G2 w.
Suppose that there exist sets E ⊂ D and G0 ⊂ G1 ∩ G2 such that
x − y ∈
⋃
g∈G0
gE. (10)
Then we have the inequalities
x − y G Q(z↓1 − w↑2), (11)
x − y G Q(z↓1 − w↑2)↓, (12)
where Q is the orthoprojector from V onto spanE such that QD ⊂ E.
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Proof. In order to prove (11), we need show that the inequality
〈c, (x − y)↓〉  〈c, (Q(z↓1 − w↑2))↓〉 for c ∈ D (13)
holds (see (3)).
By (10), there exists g0 ∈ G0 such that g−10 (x − y) = (x − y)↓ ∈ E. So, (x − y)↓ = Q(x −
y)↓. Moreover, by (5) applied to (V1,G1,D1), we have
〈c, z↑1〉  〈gc, z〉  〈c, z↓1〉 for c ∈ D and g ∈ G1. (14)
Since x G1 z, we have x ∈ CG1(z), that is x =
∑
j λjgj z for some gj ∈ G1 and positive scalars
λj ’s summing to one. But g0 ∈ G0 ⊂ G1, so g−1j g0 ∈ G1. It now follows from (14) that
〈c, z↑1〉  〈g0c, gj z〉  〈c, z↓1〉.
Therefore
〈c, z↑1〉 
∑
j
λj 〈g0c, gj z〉  〈c, z↓1〉.
Clearly,∑
j
λj 〈g0c, gj z〉 = 〈g0c, x〉.
In consequence,
〈c, z↑1〉  〈g0c, x〉  〈c, z↓1〉 for c ∈ D. (15)
Likewise, utilizing (5) for (V2,G2,D2) provides
〈c,w↑2〉  〈g0c, y〉  〈c,w↓2〉 for c ∈ D. (16)
Combining (15) and (16), and using (A1) and (A2) applied to (V ,G,D), we obtain
〈g0c, x − y〉  〈c, z↓1 − w↑2〉  〈c, (z↓1 − w↑2)↓〉 for c ∈ D. (17)
In particular, for e = Qc ∈ D we have
〈g0e, x − y〉  〈e, z↓1 − w↑2〉  〈e, (z↓1 − w↑2)↓〉. (18)
Furthermore, by (9) applied to Q,
〈g0e, x − y〉 = 〈e, g−10 (x − y)〉 = 〈Qc, (x − y)↓〉 = 〈c,Q(x − y)↓〉 = 〈c, (x − y)↓〉.
(19)
It now follows from (19) and from the first inequality of (18) that for c ∈ D
〈c, (x − y)↓〉  〈e, z↓1 − w↑2〉 = 〈Qc, z↓1 − w↑2〉
= 〈c,Q(z↓1 − w↑2)〉  〈c, (Q(z↓1 − w↑2))↓〉.
The last inequality is due to axioms (A1) and (A2) applied to (V ,G,D). Thus (13) and (11) are
proved.
On the other hand, by (18), (19) and (9),
〈c, (x − y)↓〉  〈e, (z↓1 − w↑2)↓〉 = 〈Qc, (z↓1 − w↑2)↓〉
= 〈c,Q(z↓1 − w↑2)↓〉 for c ∈ D.
In light (3), this proves (12). 
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Remark 2.2. Under the assumptions of Theorem 2.1 with E = D and G0 = G, the condition
x − y ∈
⋃
g∈G
gD (20)
holds automatically by (A1) applied to (V ,G,D). Then (12) becomes
x − y G z↓1 − w↑2, (21)
since Q is the identity on spanD.
Theorem 2.3. Let (V ,G,D) be an Eaton system. Assume that x, y, z, w ∈ V are vectors such
that x G z and y G w. Let W ⊂ V be a linear subspace of V and let P : V → W denote the
orthoprojector from V onto W. Suppose that there exist sets E ⊂ D and G0 ⊂ G such that
W =
⋃
g∈G0
gE. (22)
Then we have the inequality
P(x − y) G Q(z↓ − w↑)↓, (23)
where Q is the orthoprojector from V onto spanE such that QD ⊂ E.
Proof. It is sufficient to prove the inequality
〈c, (P (x − y))↓〉  〈c,Q(z↓ − w↑)↓〉 for c ∈ D (24)
(see (3)), because Q(z↓ − w↑)↓ = (Q(z↓ − w↑)↓)↓ by Q(z↓ − w↑)↓ ∈ QD ⊂ E ⊂ D.
By (22), there exists g0 ∈ G0 such that g−10 (P (x − y)) = (P (x − y))↓ ∈ E. Therefore
g−10 (P (x − y)) = Q(P (x − y))↓. (25)
Using a method as in the proof of Theorem 2.1, we get
〈g0e, x − y〉  〈e, z↓ − w↑〉  〈e, (z↓ − w↑)↓〉 for e ∈ E
(see (18)). Hence, by (9) and (22), for any e ∈ E, we have
〈g0e, P (x − y)〉 = 〈Pg0e, x − y〉 = 〈g0e, x − y〉  〈e, (z↓ − w↑)↓〉. (26)
On the other hand, by (25), for c ∈ D and e = Qc ∈ E, we obtain
〈g0e, P (x − y)〉 = 〈e, g−10 P(x − y)〉 = 〈c,Q(P (x − y))↓〉 = 〈c, (P (x − y))↓〉, (27)
the last equality being a consequence of (22), since (P (x − y))↓ ∈ W↓ ⊂ E and (P (x − y))↓ =
Q(P (x − y))↓.
By (26) and (27), for any c ∈ D we have
〈c, (P (x − y))↓〉  〈e, (z↓ − w↑)↓〉 = 〈Qc, (z↓ − w↑)↓〉 = 〈c,Q(z↓ − w↑)↓〉.
Thus (24) is proved. This completes the proof of the theorem. 
Remark 2.4. In the case y = w = 0 and x = z, Theorem 2.3 reduces to [13, Theorem 2.1].
Corollary 2.5. Let (V ,G,D) be an Eaton system. Let Li : V → V, i = 1, 2, be G-contractive
maps. Then for vectors x, y, z, w ∈ V such that x G z and y G w, we have the inequalities
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x − y G z↓ − w↑, (28)
L1x − L2y G z↓ − w↑, (29)
x↓ − y↑ G z↓ − w↑ and x↑ − y↓ G z↓ − w↑. (30)
Proof. Put (V1,G1,D1) = (V2,G2,D2) = (V ,G,D), E = D and G0 = G. To see (28), apply
(21) in Remark 2.2.
To show (29), observe that L1x G x G z and L2y G y G w. Next, employ (28) for L1x
and L2y in place of x and y, respectively.
Finally, the first inequality of (30) is a consequence of (29) applied to L1 = g1 and L2 = g2
such that x↓ = g1x and y↑ = g2y for some g1, g2 ∈ G. The proof of the second inequality of
(30) is similar. 
Remark 2.6. Inequality (28) with w = z says that the expression z↓ − z↑ can be interpreted as
the vector diameter of the set CG(z) w.r.t. G, because z↓, z↑ ∈ CG(z).
Given an Eaton system (V ,G,D), set
V0 = spanD and G0 = {g ∈ G : gV0 = V0}. (31)
If G0|V0 is a finite reflection group acting on V0, (or, equivalently, if (V0,G0,D) is an Eaton
system) then
y G x iff y G0 x for x, y ∈ V0 (32)
(see [12, Theorem 3.2]). In this event, (V0,G0,D) is called the reduced system of (V ,G,D),
and (V ,G,D) is said to be reducible. For simplicity of notation, we write here G0 instead of the
restriction G0|V0 .
It is known [12] that (31) and (32) imply the following Schur type inequality:
Pz G z for z ∈ V, (33)
whereP denotes the orthoprojector fromV ontoV0 = spanD. In other words,P is aG-contractive
operator.
By V ⊥0 we denote the orthogonal complement of V0 to V .
Corollary 2.7. Let (V ,G,D) be a reducible Eaton system and let P (resp. Q) be the orthopro-
jector from V onto the subspace V0 = spanD (resp. V ⊥0 ) in V.
Then we have the inequalities
g1Pz − g2Pw G z↓ − w↑ f or any z,w ∈ V and g1, g2 ∈ G, (34)
Qz G z↓ − z↑ f or any z ∈ V. (35)
Proof. To show (34), apply (33) and Corollary 2.5, part (28), for x = g1Pz and y = g2Pw. In
order to prove (35), use (28) for the inequalities z G z and Pz G z, and observe that Qz =
z − Pz. 
The idea of the following theorem is motivated by a matrix result of Li and Mathias [10,
Theorem 2]. (See Section 4.1 for details.)
Theorem 2.8. Let (V ,G,D) be a reducible Eaton system with normal map (·)↓. Let H be a
closed subgroup of G and let W be an H -invariant subspace of V such that (W,H,E) is an
Eaton system with normal map (·)↓. Assume E ⊂ spanD ⊂ W . Denote by P the orthoprojector
from V onto W . Suppose that Li : W → W, i = 1, 2, are H -contractive operators on W.
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Then for z ∈ V we have the inequalities
L1Pz − L2Pz H (Pz)↓ − (P z)↑ G z↓ − z↑. (36)
Proof. Fix arbitrarily z ∈ V . Since Pz ∈ W , there exist operators hi ∈ H , i = 1, 2, such that
h1Pz = (P z)↓ and h2Pz = (P z)↑. Denote z0 = h1z. Because W is H -invariant, it is not hard
to verify that H and P commute. Therefore
(P z)↓ = h1Pz = Ph1z = Pz0. (37)
We shall prove that
Pz ≡H Pz0 G z↓. (38)
For this end, we show that Pz0 = P0z0, where P0 denotes the orthoprojector from V onto V0 =
spanD. In fact, by (37), we have Pz0 ∈ E ⊂ V0. In addition, z0 − Pz0 is orthogonal to V0, since
V0 ⊂ W and z0 − Pz0 is orthogonal to W . In consequence, Pz0 = P0z0, as claimed.
By virtue of [13, Theorem 3.1, Remark 3.2] applied to the reducible system (V ,G,D), the
inequality P0x G x↓ holds for x ∈ V (see also (33)). In particular,
P0z0 G (z0)↓ = z↓. (39)
The last equality is due to the fact that z0 lies in the G-orbit of z, because H ⊂ G and z0 = h1z.
Combining (37), (39) and Pz0 = P0z0, we get (38), as desired.
It follows from (38) that
(P z)↓ G z and (P z)↑ G z (40)
because (P z)↓ and (P z)↑ lie in the G-orbit of Pz. By Corollary 2.5 applied to the system
(V ,G,D) and inequalities (40), we obtain
(P z)↓ − (P z)↑ G z↓ − z↑. (41)
On the other hand, L1 and L2 are H -contractive maps on W . So, it follows from Corollary 2.5, part
(29), applied to the system (W,H,E) and to the inequalities L1Pz H Pz and L2Pz H Pz,
that
L1Pz − L2Pz H (Pz)↓ − (P z)↑. (42)
Now, combining (41) and (42), we get (36), as required. 
3. Applications for matrices
In this section we present interpretations of the results of Section 2 in matrix setting (see
Sections 3.1–3.3). We begin with some notation and preliminaries. Let (V ,G,D) be Eaton system
given by (c.f., [3, p. 17])
V = Mn = the space of n × n complex matrices with the (real) inner product
〈A,B〉 = RetrAB∗ for A,B ∈ Mn,
G = the group of unitary equivalences u1(·)u∗2 with u1, u2 running over the group
Un of n × n unitary matrices,
D = {diag(s1, . . . , sn) : s1  · · ·  sn  0}
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and
x↓ = diags(x) for x ∈ Mn, (43)
where s(x) = (s1(x), . . . , sn(x)) is the vector of the singular values of x stated in non-increasing
order. That is, si(x) = (λi(x∗x))1/2, i = 1, . . . , n, where λi(x∗x) is the ith largest eigenvalue of
x∗x. It is known [3, pp. 17–18] that
y G x iff s(y) ≺w s(x). (44)
Here ≺w is the weak majorization ordering on Rn defined as follows. For two n-tuples a, b ∈ Rn,
we say that a weakly majorizes b, and write b ≺w a, if the sum of the k largest entries of b does
not exceed that of a for each k = 1, 2, . . . , n [11, p. 10].
We denote by In the n × n identity matrix. Put (V1,G1,D1) = (V2,G2,D2) = (V ,G,D).
3.1. Fan’s inequality
We employ Corollary 2.5 to recover Fan’s result [7,11]:
A,B ∈ Mn(C) ⇒ s(A + B) ≺w s(A) + s(B). (45)
To see this we proceed as follows:
A + B = A − (−B) G A↓ − (−B)↑ = A↓ − B↑ = A↓ + B↓.
The equalities follows from the fact (−B)↑ = B↑ = −B↓, because −id = −In(·)In ∈ G (see (7)
and (8)). The last inequality is due to (28) with x = z = A and y = w = B. Now, (45) follows
from (43) and (44).
3.2. Applying skew-symmetric matrices
Let A and B be n × n real matrices with even n such that s(B) ≺w s(A). Clearly, s(BT) ≺w
s(A), because s(BT) = s(B). Since C = B − BT is skew-symmetric,
s1(C) = s2(C), . . . , sn−1(C) = sn(C)
(see [4] p. 15). Denote E = {diag(s1, . . . , sn) : s1 = s2  s3 = s4  · · ·  sn−1 = sn  0}. Let
x = B and y = BT. So, (10) is satisfied for
G0 = {gg0 : g = u(·)uT, u ∈ On},
where g0 = u0(·)In ∈ G with
u0 =
(
0 1
−1 0
)
⊕ · · · ⊕
(
0 1
−1 0
)
∈ On
and On denotes the group of n × n orthogonal matrices. Therefore
Qdiag(s1, . . . , sn) = diag
(
s1 + s2
2
,
s1 + s2
2
, . . . ,
sn−1 + sn
2
,
sn−1 + sn
2
)
,
where Q stands for the orthoprojector from V = Mn onto spanE.
By applying Theorem 2.1, part (11), to the matrices x = B, y = BT and z = w = A, we get
B − BT G Q(A↓ − A↑) = 2QA↓.
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In other words, by (44),
s(B − BT) ≺w (s1(A) + s2(A), s1(A) + s2(A), . . . , sn−1(A) + sn(A), sn−1(A) + sn(A)).
(46)
For example, for a G-contractive operator L : V → V , one has s(LA) ≺w s(A). So, (46) gives,
s(LA − (LA)T) ≺w (s1(A) + s2(A), s1(A) + s2(A), . . . , sn−1(A)
+sn(A), sn−1(A) + sn(A)) (47)
for A ∈ Mn(R). In particular, (47) holds when
LA = diag(A11, . . . , Arr ) for block matrix A = (Aij )
(see [2, p. 50]).
3.3. Fan–Hoffman type inequalities
Let A be an n × n complex matrix with polar decomposition
A = U0S,
where U0 is an n × n unitary matrix and S is an n × n positive semidefinite Hermitian matrix.
Hence A = U0U1(diags(A))U∗1 for some U1 ∈ Un and A↓ = diags(A) = U∗1 U∗0 AU1.
Assume U is an arbitrary n × n unitary matrix. It is obvious that A G A and U G U0.
Since −id ∈ G, we have U0↑ = −In↓ = −In (see (7)). Applying (28) to x = z = A, y = U and
w = U0, one gets
A − U G A↓ − U0↑ = A↓ + In = U∗1 U∗0 AU1 + In = U∗1 U∗0 (A + U0)U1 ≡G A + U0.
Hence, by (44),
s(A − U) ≺w s(A + U0). (48)
If, in addition, A = S and U0 = In, then (48) implies
A is positive semidefinite ⇒ s(A − U) ≺w s(A + In). (49)
The inequalities (48) and (49) are due to Fan and Hoffman (see [11, pp. 266–267], cf. also [2, p.
276]). A related result is that by Wang et al. [18, Theorem 1]:
A,B are positive semidefinite ⇒ s(A − B) ≺w s(A + B). (50)
See [19, p. 483] for further extensions of (50).
We now derive extensions of (48). Let A be an n × n complex matrix with singular value
decomposition
A = U2(diags(A))U∗1 , (51)
where U1, U2 are n × n unitary matrices. Hence A↓ = diags(A) = U∗2 AU1.
Assume B and C are n × n complex matrices such that B G C. Clearly, C↑ = −diags(C),
since −id ∈ G (see (7)). Using (28) for x = z = A, y = B and w = C, we obtain
A − B G A↓ − C↑ = U∗2 AU1 + diags(C) = U∗2 (A + U2(diags(C))U∗1 )U1
≡G A + U2(diags(C))U∗1 .
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Hence, by (44),
s(A − B) ≺w s(A + U2(diags(C))U∗1 ). (52)
For given B, put C = cIn with c  s1(B). In light of (44), we have B G C. As consequence,
A,B ∈ Mn ⇒ s(A − B) ≺w s(A + cU0), (53)
where U0 = U2U∗1 and U1, U2 ∈ Un satisfy (51).
Recall that an n × n matrix B is said to be a contraction if s1(B)  1 [2, p. 7]. Putting c = 1
into (53), we get
B is a contraction ⇒ s(A − B) ≺w s(A + U0), (54)
where U0 = U2U∗1 . In the case B = U is unitary, (54) reduces to (48), since si(U) = 1 for
i = 1, . . . , n.
If B, C1 and C2 are n × n matrices such that(
C1 B
B∗ C2
)
is positive semidefinite,
then, by a result of Zhang [19, Theorem 1],
s(B) ≺w μ,
where r is the rank of B, μ = (μ1, . . . , μr , 0, . . . , 0)T, and
μi = max{λi(C1), λi(C2)}, i = 1, . . . , r
and λi(C1) and λi(C2) denote the ith largest eigenvalues of C1 and C2, respectively. For this
reason, by (44), B G C with C = diagμ. Then (52) takes the form
s(A − B) ≺w s(A + U2(diagμ)U∗1 ). (55)
4. Applications for Hermitian matrices
In order to give further applications of the results of the Section 2 (see Sections 4.1–4.3), we
set
V = Hn = the (real) space of n × n Hermitian matrices with the inner product
〈A,B〉 = RetrAB for A,B ∈ Hn,
G = the group of unitary similarities u(·)u∗ with u running over the group Un of
n × n unitary matrices,
D = {diag(λ1, . . . , λn) : λ1  · · ·  λn},
V0 = Dn(R) = the space of n × n real diagonal matrices,
G0 = the group of permutational similarities u(·)uT with u running over
the group Pn of n × n permutation matrices.
It is known (cf. [3, p. 17], see also [8, pp. 943, 944]) that (V ,G,D) is an Eaton system with
the normal map given by
x↓ = diagλ(x) for x ∈ Hn, (56)
where λ(x) = (λ1(x), . . . , λn(x)) stands for the vector of the eigenvalues of x stated in non-
increasing order. It is readily seen that
2126 M. Niezgoda / Linear Algebra and its Applications 428 (2008) 2116–2129
x↑ = diag(λn(x), . . . , λ1(x)). (57)
The reduced system of (V ,G,D) is (V0,G0,D). Furthermore, for x, y ∈ Hn,
y G x iff λ(y) ≺ λ(x), (58)
where ≺ is the majorization ordering onRn defined as follows. A vector a ∈ Rn is said to majorize
b ∈ Rn (written as b ≺ a), if the sum of the k largest entries of b does not exceed that of a for
each k = 1, 2, . . . , n with equality for k = n (see [11, p. 7]).
For an n × n matrix A = (aij ) and indices 1  i < j  n, we denote by A[i, j ] the 2 × 2
matrix
(
aii aij
aji ajj
)
.
4.1. Result of Li and Mathias
We employ Theorem 2.8 to derive a result of Li and Mathias [10, Theorem 2]. Let (W,H, (·)↓)
be defined by
W = the space of n × n matrices w such that w[i, k + i] ∈ H2 for i = 1, . . . , k,
and the remaining entries of w are zeros,
H = the group of unitary similarities u(·)u∗ with u[i, k + i] ∈ U2 for i = 1, . . . , k,
w↓ = the n × n matrix in W such that w↓[i, k + i] = diag(μi, ηi), where μi  ηi are
the eigenvalues of 2 × 2 matrix (w[i, k + i]) for i = 1, . . . , k, and the remaining
entries of w↓are zeros.
For notational simplicity, we assume k = 12n with even n.
Consider an n × n Hermitian matrix
A =
(
A11 B
B∗ A22
)
,
where A11 is k × k. Let s1(B)  · · ·  sk(B) denote the singular values of B and s(B) =
(s1(B), . . . , sk(B)).
By SVD applied to the matrix B, there exists an n × n Hermitian matrix z of the form
z =
( ∗ diags(B)
diags(B) ∗
)
such that λ(z) = λ(A). Let P denotes the orthoprojector from V onto W . Then Pz is the matrix
such that
(P z)[i, k + i] =
(
zii si(B)
si(B) zk+i,k+i
)
for i = 1, . . . , k (59)
and the remaining entries of Pz are zeros. Therefore (P z)↓ is the diagonal matrix of size n × n
such that
(P z)↓[i, k + i] =
(
μi 0
0 ηi
)
and (P z)↑[i, k + i] =
(
ηi 0
0 μi
)
for i = 1, . . . , k,
where μi  ηi are the eigenvalues of the 2 × 2 matrix in (59).
It now follows that the right-hand inequality in (36) reduces to
(μ1 − η1, . . . , μk − ηk, η1 − μ1, . . . , ηk − μk) ≺ (λ1(A) − λn(A), . . . , λn(A) − λ1(A))
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(see (56)–(58)). It is directly verifiable that (see e.g. [7, Lemma 2.1])
2si(B)  μi − ηi for i = 1, . . . , k.
Combining the last two inequalities we obtain
s(B) ≺w 12 (λ1(A) − λn(A), . . . , λk(A) − λn−k+1(A)). (60)
This is the mentioned result of Li and Mathias [10, Theorem 2].
4.2. Another proof of the result of Li and Mathias
We present another proof of (60) by using Theorem 2.3 with y = w = 0 and non-trivial Q.
Let (V ,G,D) be as described at the beginning of Section 4 (see (56)–(58)). Define
W = the space of n × n matrices of the form
(
0 B
B∗ 0
)
with B ∈ Mk.
For notational simplicity, we assume k = 12n with even n. It is well known [1, p. 106] that
λ
((
0 B
B∗ 0
))
= (s1(B), . . . , sk(B),−sk(B), . . . ,−s1(B)), (61)
where si(B) is the ith largest singular value of B, i = 1, . . . , k.
Take
E = {diag(s1, . . . , sk,−sk, . . . ,−s1) : s1  · · ·  sk  0}. (62)
Then W =⋃g∈G0 gE for some G0 ⊂ G (see [1, p. 106]). It easy to check that
Qdiag(α1, α2, . . . αn) = 12diag(α1 − αn, α2 − αn−1, . . . , αn − α1), (63)
where Q denotes the orthoprojector from V = Hn onto spanE.
Consider an n × n Hermitian matrix
A =
(
A11 B
B∗ A22
)
and PA =
(
0 B
B∗ 0
)
,
where P is the orthoprojector from V onto W . By virtue of (23) applied to z = x = A and
w = y = 0, we get(
0 B
B∗ 0
)
G Qdiag(λ1(A), . . . , λn(A)).
Finally, by (58), (61) and (63), we obtain
(s1(B), . . . , sk(B),−sk(B), . . . ,−s1(B)) (64)
≺m 12diag(λ1(A) − λn(A), λ2(A) − λn−1(A), . . . , λn(A) − λ1(A)).
Therefore (60) holds.
4.3. Inequality for eigenvalues of block matrices
We now derive new results (67) and (68) in the spirit of (64) and [1, p. 107]. Take (V ,G,D)
to be as in Sections 4.1–4.2. Define
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W = the space of n × n matrices of the form
(
X Y
Y −X
)
with Hermitian matrices X, Y ∈ Mk and k = 12n with even n.
It is known that
λ
((
X Y
Y −X
))
= (α1, . . . , αk,−αk, . . . ,−α1) (65)
for some real numbers α1  · · ·  αk (cf. [16, p. 587]).
Let
E = {diag(α1, . . . , αk,−αk, . . . ,−α1) : α1  · · ·  αk}. (66)
Then the orthoprojector Q from V = Hn onto spanE satisfies (63).
Consider an n × n Hermitian matrix
A =
(
A11 A12
A21 A22
)
and PA =
( 1
2 (A11 − A22) 12 (A12 + A21)
1
2 (A12 + A21) 12 (A22 − A11)
)
,
where P is the orthoprojector from V onto W .
In light of (23) with z = x = A and y = w = 0, we get( 1
2 (A11 − A22) 12 (A12 + A21)
1
2 (A12 + A21) 12 (A22 − A11)
)
G Qdiag(λ1(A), . . . , λn(A)).
It follows from (58), (63) and (65) with X = 12 (A11 − A22) and Y = 12 (A12 + A21) that
(α1, . . . , αk,−αk, . . . ,−α1)
≺m 12diag(λ1(A) − λn(A), λ2(A) − λn−1(A), . . . , λn(A) − λ1(A)). (67)
In particular,
(α1, . . . , αk) ≺w 12diag(λ1(A) − λn(A), λ2(A) − λn−1(A), . . . , λk(A) − λk+1(A)). (68)
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