Tables Introduction
One of the key issues in the development of an earthquake recurrence model for California and adjacent portions of Nevada and Mexico is the comparison of the predicted rates of earthquakes with the observed rates (see, for example, Petersen and others, 2000) . Therefore, it is important to make an accurate determination of the observed rate of M≥6.5 earthquakes in California and the adjacent region.
As part of the Working Group on California Earthquake Probabilities (WGCEP) effort, Felzer (2007) pointed out various issues with the earthquake catalog that must be addressed in order to accurately assess the rates of earthquakes. She noted that the uncertainty in the magnitude and the rounding procedures significantly affect the apparent rate of earthquakes in the catalog. Felzer (2007) assigned magnitude uncertainties and rounding parameters to the catalog compiled by the California Geological Survey (CGS). We declustered this catalog (which we denote as CGS/WG) using the procedure of Gardner and Knopoff (1974) . The resulting catalog was used in the analysis described below, including the magnitude uncertainty and rounding determined for each earthquake by Felzer (2007) . The region of study is identical to that used in WGCEP and consists of California with a border region including parts of Nevada, Oregon, Arizona, and Mexico.
Procedure
We have developed a procedure to calculate observed earthquake rates from an earthquake catalog, accounting for magnitude uncertainty and magnitude rounding. We present a Bayesian method that corrects for the effect of the magnitude uncertainty in calculating the observed rates. Using Bayes theorem, the probability distribution p(M | M obs ) of the true magnitude M of each event given an observed (calculated) magnitude M obs can be determined from
Here .
Here c is a constant that is calculated so that the probability density for each event sums to unity.
In our procedure to find observed rates from a catalog with magnitude rounding and magnitude uncertainty, we first account for magnitude rounding. We create a probability distribution for each event, which has a magnitude M reported in the catalog. The distribution ranges between M reported -round/2 and M reported + round/2, where round is the rounding increment for that event (for example, 0.5 or 0.1) and the amplitude of the distribution has the form of 10 -bM . The distribution is normalized to give unit area.
Then, for each magnitude bin in the rounding distribution we apply equation (2) to account for magnitude uncertainty. Each bin in the rounding distribution represents a possible measured magnitude of the earthquake M obs , before rounding was applied.
The probability density in each bin is the product of the density from the rounding distribution and the density from equation (2) for that magnitude bin. We apply our Bayesian procedure for M obs -M within ±4σ. We found that using even larger limits resulted in no significant change to the results. The probability densities in each magnitude bin are added for all the events and then cumulative counts and rates are calculated above various magnitude thresholds. The total number of events in all the magnitude bins equals the original number of earthquakes in the catalog.
We tested this procedure using synthetic catalogs of earthquakes. We first produced synthetic catalogs from a Gutenberg-Richter distribution of earthquakes with respect to magnitude. Then, for each earthquake, a Gaussian random-number generator was used to assign an "observed" magnitude adjustment, given a specified sigma for the magnitude uncertainty. Finally, the resulting magnitude is rounded to the specified precision.
We used various combinations of magnitude uncertainty and rounding to test our method. The selected parameters span the values found in the actual catalog. For each combination, we produced five catalogs each starting with 10,000 earthquakes with M≥4.0. The b-value chosen was 0.8, as is found in our analysis of the actual catalog and by Felzer (2007) . Table 1 shows the average number of events with M≥6.5 in the catalogs before the magnitude uncertainty and rounding were applied ("actual number of earthquakes"). Table 1 also shows the average number of events with M≥6.5 calculated from the procedure described above. Note the similarity of the actual and calculated numbers of events, indicating that the methodology does an excellent job recovering the proper rate of earthquakes.
Results
In our estimation of rates in the actual catalog, we divide the region into zones to determine the proper observation time to consider. Figure 1 is a map of M≥6.0 earthquakes since 1850, showing the zones we selected. Two of these zones (San Francisco Bay and Los Angeles) were chosen because they encompass large population centers where one might expect longer periods of catalog completeness. The extensional zone contains Reno and towns such as Bishop and Independence which were populated in the mid-1800s (Felzer, 2007) . We also outlined a zone around earthquakes in the Mendocino area, because the catalog there seems to effectively start in 1870.
Plots of cumulative number of events with 6.0 ≤ M ≤ 6.5 versus time were made for each zone. We do need to include events with catalog magnitudes less than 6.5, because some of those earthquakes will contribute to the rate of M≥6.5 earthquakes because of magnitude uncertainty. In our rate calculation for M≥6.5 we use earthquakes in the catalog with magnitudes M≥5.0. In practice there is no significant difference in the rates found when using a minimum magnitude of 5.0 and 6.0. Obviously, we do not expect the M5 earthquakes to be complete for the time periods we considered.
For the extensional zone, it is clear that there is a high rate of 6.0 ≤ M ≤ 6.5 earthquakes from 1850 to about 1890, with a lower rate from 1890 to 2000 (see fig. 2 ). In order to include this higher rate in our calculations we extended the observation time for this zone back to 1850. This zone encompasses the area around Reno, as well as the Mammoth Lakes and Owens Valley areas.
It is well documented (Ellsworth and others, 1981) that the San Francisco Bay area experienced a surge of activity in the 50 years prior to the 1906 M7.8 earthquake. This is apparent in the cumulative plot ( fig. 3 ) of events in our San Francisco Bay zone with 6.0 ≤ M ≤ 6.5. This area extends from the San Francisco Bay area southeast to the Parkfield area. The slope is much steeper from 1850-1900 than from 1900 to 2006. For the rate calculation for this zone, we start at 1850.
We also chose a zone that encompassed the greater Los Angeles, San Diego, and Santa Barbara areas. The plot of events with 6.0 ≤ M ≤ 6.5 ( fig. 4) shows a burst of activity in the 1850s with a variable rate after that. We chose an observation time of 1850 for this zone.
The Mendocino area exhibits a higher rate of 6.0 ≤ M ≤ 6.5 earthquakes from 1870 to 1920 and a lower rate from 1920 to the present ( fig. 5 ). There are only three earthquakes with M≥4.0 in the catalog for this region prior to 1870. These earthquakes were assigned to the same location and had a catalog magnitude of 5.5. Therefore, we start our calculation at 1870 for this region.
A key issue is what year to start the observation period for the events in the rest of California. The plot of 6.0 ≤ M ≤ 6.5 events ( fig. 6) is not conclusive. The rate from 1850 to 1890 is relatively low, but similarly low rates are observed during other periods. Figure 7 shows the cumulative number of M≥6.5 for the region. From this plot it is clear that the low rate of M≥6.5 events prior to 1890 is anomalous compared to the period since 1890. Therefore, we chose 1890 as the start of our observation period for this zone. Most of the earthquakes in the remainder area occur in the Mojave zone specified by Felzer (2007) . She derives a completeness time of 1910 for M=6.6 earthquakes in this zone. Thus our choice of 1890 as the observation time for M≥6.5 events in the remainder zone is reasonably consistent with her completeness time for this magnitude range.
We also implemented an alternative approach to calculate the rate of M≥6.5 events in the remainder area based on completeness times assigned for each magnitude bin. When determining the rate of M≥6.5 events, one can use a longer completeness time for M7 earthquakes than M6.5 earthquakes. The disadvantage of this method is that it uses different periods of time for different magnitude ranges above M6.5. In Figure 8 , we show the cumulative number of M≥7.0 earthquakes in the remainder area. There are no M≥7.0 events in the remainder area from 1850 to 1891. It is not clear if this is due to incompleteness of the catalog or to a real lull of production. There is another period of similar duration, 1953-1991, with no M≥7.0 earthquakes in the remainder area.
We implement this alternative procedure by using the bins in our Bayesian calculation (equation 1). For each magnitude bin, the rate is determined from the effective number of events in that bin divided by the completeness period for that bin. Note that these bins also include the distribution from the rounding. The rates in each magnitude bin are then accumulated to get the total rate above a certain magnitude threshold.
In the alternative procedure, we use the completeness times developed by Felzer (2007) based on the distribution of population and newspapers across California as a function of time. All but one of the M≥6.5 events in the remainder area are in either Felzer's Mojave or "rest of state" zones (exception is the 1927 Hosgri earthquake). Because most of the events are in the Mojave zone, we use Felzer's completeness times for that zone: M< 6.9 1890, M6.9 to 7.0 1880, M7.0 to 7.1 1875, M7.1 to 7.3 1870, M7.3 to 7.4 1865, M7.4 to 8.0 1855, M≥8.0 1850. We found that this produces an 8 percent decrease in the calculated rate of M≥6.5 events in the remainder area. Because there were no M≥7.0 events in the catalog from 1850 to1890, but we are applying completeness times prior to 1890 for these magnitudes, this lowers the calculated rate of M≥6.5 events compared to using an 1890 observation time for all magnitudes. The central question here is whether the lack of M≥7.0 events in the catalog for the remainder area from 1850 to1890 is real or an artifact of catalog incompleteness. Table 2 shows the observation time, number of M≥6.5 events, and rate we calculated for each zone. For the remainder zone and total, we cite the values determined from both methods described above.
To estimate uncertainty bounds, we apply the standard estimate of uncertainty for a Poissonian process that the standard deviation (sigma) of the observed count of earthquakes equals the square root of the number of earthquakes (see Weichert, 1980) . We calculated the standard deviation in rate in each zone from the square root of the effective number of events with M≥6.5 divided by the observation period in each region (table 2) . Then we added the variances of the five regions and took the square root of the sum to get the standard deviation for the total rate. We found a two-sigma value of 0.086 for the total rate. For the alternative method, the variance was determined for each magnitude bin based on the effective count and completeness time for that bin. These variances were summed for bins with M≥6.5 events and the square root was taken to find the standard deviation for the remainder area. We think this is a minimum estimate of the uncertainty, because we have not considered other sources of uncertainty.
It is reasonable to average the rates determined by the two methods, so our recommended determination of the observed rate of M≥6.5 is 0.246 ± 0.085 (for two sigma) per year. We stress that this rate is likely an underestimate of the true rate. For example, it is unlikely that the catalog for the extensional zone is complete to M6.5 back to 1850 and it is certainly incomplete for M6.0-6.4 earthquakes back to 1850. So the surge of the events in the catalog from 1850 to 1900, may still under-represent the actual increase in events during this time. 
