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V okviru magistrske naloge je bil nadgrajen projekt, ki združuje načrtovanje robotovega 
gibanja in prepoznavanje objekta z uporabo globinske kamere. Z globinsko kamero 
zajemamo barvno in globinsko sliko delovnega okolja robota. Na zajetih slikah uporabimo  
naučen model konvolucijske nevronske mreže, s katerim zaznamo ciljni objekt. Prepoznano 
območje analiziramo in določimo položaj ter orientacijo predmeta v prostoru. Z uporabo 
konvolucijskega modela Dex-Net na prepoznanem objektu določimo potencialna prijemna 
mesta in njihovo primernost. Lokacije prijemov in položaj predmeta so uporabljeni za 
načrtovanje gibanja. Načrtovanje gibanja robota Franka Emika Panda je izvedeno s pomočjo 
programskega paketa MoveIt in razčlenjeno na niz podnalog. Če načrtovalec gibanja najde 
rešitev za prijemanje in premikanje predmeta, je to realizirano v virtualnem okolju z 
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The master's thesis presents a project that combines industrial robotmotion planning and 
object recognition using a depth camera. The depth camera captures a colour-and-depth 
image of the robot's workspace. A convolutional neural network is then used to detect the 
target object in the captured images. The identified area is analyzed and the position and 
orientation of the object in space are determined. Using the Dex-Net convolution model, 
potential gripping points and grip probabilities are determined and evaluated. The locations 
of the grips and the position of the object are communicated to the motion planner. Motion 
planning of Franka Emika Panda robot is performed using the MoveIt software framework 
and broken down into a series of subtasks. If the motion planner finds a solution for the pick 
and-place movement, the movement is realized in a virtual environment based on Gazebo 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
a / realni izhodni signal 
b / prag proženja kot spremenljiva vrednost (ang. bias) 
E / napaka izhodnega signala 
FN / nedetektirani objekti 
FP / nepravilno prepoznani objekti 
P / natančnost 
P m, rad koordinate točke 
R / spomin 
T / prag proženja (ang. Threshold) 
TP / pravilno prepoznani objekti 
v / vhodni signal nevrona 
w / utež (ang. Weight) 
x / vhodni signal 
y / željeni izhodni signal 
𝜑  / prenosna funkcija (sigmoidna funkcija) 
   
Indeksi   
   
G  prijem (ang. Grasp)   
j  tekoči indeks izhodnih signalov 
k  k-ti nevron v sloju nevronske mreže 
m  tekoči indeks v predhodnem sloju nevronske mreže 
o  objekt 
W  svet (ang. World) 
   
   









Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
AP Povprečna natančnost (ang. Average Precision) 
CNN Konvolucijska nevronska mreža (ang. Convolution Neural 
Network) 
COCO Zbirka slikovnih podatkov (ang. Common Object in Context) 
Dex-Net Raziskovalni program na Berkleyju, University of California (ang. 
Dexternity Network) 
DGD Programski projekt prijemanja objektov (ang. Dexternity Network) 
DNN  Globoka nevronska mreža (ang. Deep Neural Network) 
GPD Programska knjižnica za detekcijo prijemnih mest (ang. Grasp Pose 
Detection) 
GPU Grafična procesorska enota (ang. Graphics Processing Unit) 
GQ-CNN Konvolucijska nevronska mreža za določevanje kvalitete prijema 
(ang. Grasp Quality Convolution Neural Network) 
GWS Metoda za analizo statike (ang. Grasp Wrench Space) 
IR Infrardeča (ang. Infrared) 
mAP Srednja povprečna natančnost (ang. mean Average Precision) 
MTC MoveIt-ovo orodje za načrtovanje nalog (ang. MoveIt Task 
Constructor) 
OpenCV Phytonova knjižnica za slikovno procesiranje (ang. Open Source 
Computer Vision Library) 
OSRF Fundacija za razvoj robotike (ang. Open Source Robotics 
Foundation) 
ReLU Pragovna linearna aktivacijska funkcija (ang. Rectified linear 
activation function) 
RGB Slikovni barvni zapis – rdeča, zelena, modra (ang. Red Green Blue) 
ROS Robotski operacijski sistem (ang. Robotic Operating System) 
SDF Simulacijski opisni format (ang. Simulation Description Format) 
SL Strukturirana osvetlitev (ang. Structured Light) 
URDF Univerzalen format za opis robotov (ang. Unified Robotic 
Description  Format) 
XML Razširljiv označevalni jezik (ang. eXtensible Markup Languge) 
YOLO Program za globoko učenje in prepoznavo objektov  (ang. You Only 
Look Once) 













1.1 Ozadje problema 
Industrijski razvoj teži k nenehnim izboljšavam, optimizacijam in avtomatizaciji 
industrijskih procesov. Za tem stoji nenehen boj za minimizacijo stroškov in izboljšanje 
konkurenčnosti podjetij. Vedno večji in pomembnejši delež pri vseh proizvodnih procesih 
predstavljajo industrijski roboti, v skladu s tem pa naraščata tudi njihova uporaba in 
kompleksnost aplikacij. V praksi sta tip in delovanje robota prilagojena nalogi, specializacija 
robota za opravljanje le ene naloge pa počasi izginja. Večnamenska uporaba in možnost 
uporabe robotskih manipulatorjev za izvajanje več različnih nalog postaja vsakdanja 
problematika proizvodnih podjetij. Roboti navadno delujejo na osnovi strojne in programske 
opreme, ki jo priskrbi prodajalec. Taka oprema je draga, kakor tudi njene morebitne 
nadgradnje ob prilagajanju nalog, ki jih robot opravlja. Vsaka nova naloga namreč potrebuje 
nov program, novo učenje gibov in velikokrat tudi novo senzoriko ter strojno opremo. 
 
Robotski operacijski sistem (ang. Robot Operating System) ali krajše ROS predstavlja 
alternativo upravljanju velikega nabora robotskih naprav. Gre za strojno-programsko 
opremo, ki omogoča programiranje robotov za velik spekter področij uporabe. Za razliko od 
programskih paketov proizvajalcev robotov je ROS odprtokodni projekt, dostopen vsem 
razvojnikom. Njegova uporaba in razvoj naraščata tako v industrijskih kot tudi v 
raziskovalnih okoljih. S pomočjo svoje mrežne strukture omogoča pregledno uporabo za 
kompleksne naloge v več programskih jezikih (C++,  Python ...). Kot pri večini razširjenih 
odprtokodnih projektov tudi pri ROS-u najdemo na spletu velik nabor že razvitih knjižnic in 
programskih projektov, ki so dobro podprti z dokumentacijo in informacijami na raznih 
forumih [1].  
 
Ena izmed glavnih nalog, ki jih opravljajo roboti, je prijemanje objektov v njihovem 
delovnem prostoru, na proizvodnih linijah. Take operacije lahko predstavljajo zahteven 
problem, ki zajema različna področja od detekcije objektov, njihove prepoznave in 
lokalizacije, določanja prijemanja objekta do načrtovanja gibanja robota. Robotski vid z 
uporabo globinskih kamer je ena izmed tehnik pri nalogah detekcije in lokalizacije objektov. 
S pomočjo ROS-a in popisa prostora z uporabo globinskih kamer poskušamo zagotoviti 
nemoteno delovanje robota tudi v pogojih, ko variira pozicija ali tip objekta v delovnem 
prostoru. Razvoj in testiranje robotskih aplikacij lahko predstavljata velik finančni zalogaj, 
zato razvojniki uporabljajo razna simulacijska orodja. Na ta način lahko razvijamo programe 
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in testiramo aplikacije robotov tudi brez dejanske stroje opreme. Simulacijsko okolje Gazebo 
omogoča simulacijo robotovega delovanja v virtualnem prostoru z uporabo ROS-ovih 




Cilj magistrske naloge je izdelati program, ki bo omogočal delovanje robotske aplikacije 
primi-položi v virtualnem okolju. Program bo deloval znotraj ROS-ovega okolja ter 
uporabljal programska jezika C++ in Python. Omogočal bo zajem robotovega delovnega 
prostora s pomočjo globinske kamere. Na osnovi zajetih slik bo potrebno razviti metodo, s 
katero bo program prepoznal objekt, njegovo lego in orientacijo. Ob tem bo potrebno 
implementirati metodo, ki bo robotu omogočila prepoznati potencialna prijemna mesta na 
objektu in na tak način določiti ciljno pozicijo prijemala robotske roke. Z uporabo knjižnice 
za načrtovanje robotskega gibanja MoveIt bo robot izračunal gib, ki je potreben za prijem 
prepoznanega objekta v določeni prijemni točki. Končni cilj predstavlja implementacija 
celotnega sistema in izvedba gibanja znotraj simulacijskega okolja Gazebo. 
 
V 2. poglavju bodo predstavljeni osnovni koncepti industrijskih robotov, konceptualna 
zasnova ROS-a in njegove glavne knjižnice, ki smo jih uporabili. Predstavljene bodo tudi 
ostale strojne komponente, pomembnejši pojmi in koncepti, na katerih temelji delovanje 
programa. V 3. poglavju bosta opisana namestitev in izdelava programa z namenom 
nadaljnjega razvoja in uporabe za študijske ali raziskovalne namene. Prikazane bodo glavne 
komponente programa in delovanje le-teh. V 4. poglavju bodo predstavljeni rezultati, 
strukturirani po posameznih korakih delovanja programa, v 5. poglavju pa sledijo komentar 






2 Teoretične osnove in pregled literature 
2.1 Roboti in robotika 
Robotika postaja vse pomembnejši dejavnik moderne industrije in ekonomije. Brez 
robotskih manipulatorjev si težko predstavljamo moderne industrijske procese. Osnovni 
razlog, ki poganja razvoj robotike, je avtomatizacija procesov in s tem zniževanje stroškov 
v industriji, na drugi strani pa razvoj sledi tudi težnji po razbremenitvi človeka in 
zagotavljanje boljše kakovosti življenja. Avtomatizacija procesov stremi k optimizaciji časa 
izdelave produkta, povečevanju zmogljivosti in zniževanju stroškov proizvodnje. Uporaba 
robotov v industriji zmanjšuje monotono delo zaposlenih, s tem je pritisk na zdravje delavca 
manjši, kakovost življenja pa boljša. V proizvodnji postaja delavec vedno bolj le nadzorni 
člen v verigi, kontrolira in upravlja procese, pa še tu se v veliko disciplinah uvajajo roboti in 
avtomatizirani programi. Osnovni pojem v svetu robotike je robot, ki je po definiciji (ISO 
8373:2012) krmiljen, reprogramirljiv mehanizem, gnan v dveh ali več oseh. Giblje se v 
svojem okolju, v katerem opravlja naloge. Vključuje tudi nadzorni sistem in krmilni vmesnik 
[3].   
 
 
2.1.1 Industrijski robot 
Industrijski robot je robot, namenjen uporabi v proizvodnji. Za razliko od splošne definicije 
je po standardu ISO industrijski robot definiran kot reprogramirljiv večnamenski 
manipulator, z možnostjo delovanja v vsaj treh ali več oseh. Lahko je pritrjen na podlago ali 
mobilen. Vključuje gnan robotski manipulator, upravljalnik s konzolo za učenje in 
komunikacijski vmesnik (strojni ter programski). V standardu so razloženi tudi ključni 
pojmi, ki definirajo industrijskega robota: 
 
Manipulator – naprava, katere mehanizem je sestavljen iz serije segmentov, združenih s 
sklepi, ki se gibljejo krožno ali translacijsko relativno drug od drugega. Namenjen je 
prijemanju ali premikanju predmetov ali orodij v več prostostnih stopnjah gibanja [3]. 
Reprogramirljiv – programsko je lahko prenastavljen za večje število funkcij brez 
modifikacij fizične strukture. Večnamenski – primeren za večje število fizično specifičnih 
funkcij. Nadzorni sistem – je sklop logike in funkcij moči, napajanja, ki omogoča nadzor 
mehanske strukture robota ter zagotavlja komunikacijo z okoljem [3]. 
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Prvi, ki je uporabil besedo robot, je bil češki pisatelj Karel Čapek, ki je v svoji igri Rossum's 
Universal Robots upodobil robote kot inteligentne mehanske naprave. V 40-ih letih je 
pisatelj Isaac Asmiov zapisal tri fikcijske zakone robotike, ki pa še danes služijo kot 
nekakšna osnova pri razvoju umetne inteligence in človeku podobnih robotov. V 
industrijskem sektorju so se roboti prvič pojavili v 60-ih letih 20. stoletja, ko je bilo 
ustavljeno prvo podjetje za proizvodnjo robotov Unimation, njihovi roboti so bili opisani kot 
programirljive prenosne naprave in so za premikanje uporabljali hidravlične aktuatorje. 
Krmiljeni pa so bili v koordinatah členov (ang. Joint coordinates). Na univerzi Stanford je 
bil leta 1969 predstavljen robot, imenovan Stanfordska roka (ang. Stanford arm), ki je bil 
popolnoma električen robot z možnostjo gibanja v šestih oseh. Zgrajen je bil po zgledu roke 
in je lahko natančno sledil poljubnim potem v prostoru. Želja univerze je bila ustvariti 
robota, ki bo sposoben za dela, kot so varjenje in sestavljanje. Sledil je skokovit razvoj 
robotike po celotnem svetu, ki je pripeljal do razvoja robotov, kot jih poznamo dandanes. 
Družba FANUC, proizvajalka šolskega robota, katerega model je uporabljen tudi v nalogi, 
je začela z izdelavo robotskih storitev s serijami ROBOCUT, ROBODRILL in ROBOSHOT 
v 80-ih letih, s proizvodnjo inteligentnih robotov pa so se predstavili v letu 2003 [4-6]. 
 
Robota kot mehanski sistem, s tehničnega vidika sestavljajo sklopi oziroma deli iz treh 
skupin: 
 
- mehanski del (segmenti, motorji, zavore), 
- informacijski del – zajema računalnik, programsko opremo, krmilnik in sistem 
vodenja, 
- senzorji – merilniki sile, pospeškov, hitrosti, kamere za robotski vid idr. 
 
Vsak robot je sestavljen in mehanskega in informacijskega dela, senzorji pa so namenjeni za 
bolj posebne aplikacije, saj pri ponavljajočih se industrijskih opravilih večinoma niso 
potrebni [4]. Glede na gibanje vrha robota oziroma prijemala ali na način zgradbe robota 
lahko robote delimo na različne oblike, prilagojene za posamezne tipe nalog, ki jih robot 
opravlja. Najpogostejše med njimi so: 
 
Kartezična zgradba robota, prikazana na sliki 2.1, omogoča translacijsko gibanje v treh oseh 
(x, y, z). Ima tri prostostne stopnje, včasih omogočajo še zasuk obdelovanca. Takšna zgradba 
omogoča veliko fleksibilnost v izgradnji, saj so komponente modularne. Roboti s to sestavo 
so namenjeni prestavljanju, sestavljanju, obdelavi z odvzemanjem ali celo varjenju. Delovni 
prostor takega robota ima obliko pravokotnika. 
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Slika 2.1: Kartezična zgradba robota [7] 
 
Cilindrična zgradba robota (slika 2.2) združuje kombinacijo rotacijskih in translacijskih 
sklepov. Prostostne stopnje robota tvorijo cilindrični koordinatni sistem. Največkrat je 
navpična os rotacijska, ostali dve pa translacijski. Takšni roboti se uporabljajo za rokovanje 




Slika 2.2: Cilindrična zgradba robota [8] 
 
Sferična zgradba robota (slika 2.3) je navadno sestavljena iz dveh rotacijskih sklepov in 
enega translacijskega. Osi v tem primeru tvorijo polarni oziroma sferični koordinatni sistem. 
Uporablja se v glavnem za razne tipe varjenja. Eden izmed primerov sferičnega robota je 
tudi robot UNIMATE. 
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Slika 2.3: Sferična zgradba robota [7] 
 
Robot tipa SCARA, prikazan na sliki 2.4, sestavljata vzporedni gibljivi rotacijski osi, ki 
delujeta v isti ravnini. Translacijski sklep pa omogoča premik glave robota po višini. Takšna 
struktura omogoča večjo podajnost glede na sile, ki delujejo v ravnini rotacijskih osi. Tak 




Slika 2.4: Robot SCARA [9] 
 
Paralelna zgradba robota (slika 2.5), imenovana tudi delta, je mehanizem, pri katerem več 
prizmatičnih ali rotirajočih sklepov na isti platformi upravlja z enim končnim orodjem. Taka 
oblika zmanjša obremenitve in omogoča večje natančnosti ter zelo dinamično delovanje. 
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Slika 2.5: Paralelna zgradba robota [5] 
 
Kombinirana zgradba robota, uporablja se tudi izraz artikulirana zgradba robota, je robotski 
manipulator, ki je sestavljen iz samih rotirajočih sklepov in ima vsaj dva zaporedna 
rotacijska sklepa, ki se gibljeta okoli paralelnih osi. Mehanizem, prikazan na sliki 2.6, je 
povezan v oblike odprte kinematične verige, tako da je končno orodje povezano le s 
prejšnjim sklepom, položaj orodja pa je določen z geometrijo in s položaji posameznih 
sklepov. Taki roboti so najbolj razširjeni, običajno imajo šest osi in omogočajo 
najzahtevnejše operacije. Velikosti in nosilnosti lahko zelo variirajo, od majhnih namiznih 




Slika 2.6: Artikulirana zgradba robota [9] 
 
 
2.1.2 FANUC LR mate 200iD 
Robot v učni celici laboratorija Lakos je robotska roka proizvajalca FANUC, LR mate 
200iD, prikazan na sliki 2.7. Gre za kompakten, šestosni manipulator s približnim dosegom 
človeške roke. Tehta le dobrih 25 kilogramov in je po podatkih proizvajalca najlažji v svojem 
razredu. Doseg robota znaša 717 mm, dviguje pa lahko bremena, težka do 7 kg. Spada med 
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manjše robote, opravlja pa lahko zapletene naloge. Prostor za namestitev končnega orodja 
predstavlja obenem peto os in omogoča približevanje orodja pod poljubnim kotom. Robot 




Slika 2.7: (a) Robot Fanuc LR Mate 200iD (b) Delovno območje robota [6] 
 
 
2.1.3 Franka Emika Panda 
Robot proizvajalca Franka Emika, Panda je lahek robot, namenjen učenju in kompleksnim 
nalogam. Ima sedem osi gibanja in dosega hitrosti do 2 m/s. Je zelo lahek, saj tehta pod 19 
kg, doseg roke pa znaša 855 mm. Delovno območje robota je prikazano na sliki 2.8. Za 
razliko od prej navedenega robota proizvajalca FANUC lahko robot Panda manipulira s 
precej manjšimi bremeni do teže 3 kg [10]. Gre za zelo popularen robotski manipulator z 
najhitrejšim indeksom povrnitve investicije na tržišču. Obenem je dobro popisan in podprt 
v ROS-ovem okolju, saj je osnova za veliko število knjižnic in razvojnih programov. Popis 
kinematike, parametrov in krmilnikov omogoča tudi virtualno delovanje robota v 
simulacijskem okolju Gazebo. 
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Slika 2.8: Delovno območje robota Franka Emika Panda [10] 
 
 
2.1.4 Robotski vid 
Strojni ali robotski vid je način zaznavanja podatkov vida in njihove interpretacije s pomočjo 
računalnika. Gre za vsestransko robotsko zaznavalo. V današnjem času z naraščajočimi 
potrebami po vedno hitrejših in zahtevnejših robotskih opravilih raste tudi potreba po vedno 
hitrejših in uspešnejših sistemih obdelave slik in vključevanja strojnega vida v napredne 
proizvodne aplikacije. Robotski vid je uporaba računalniškega vida v industriji in 
proizvodnji, večinoma v robotskih aplikacijah [11]. Je del nabora podpanog umetne 
inteligence, raziskovalne panoge, ki vključuje veliko kompleksnih algoritmov. Za razliko od 
računalniškega vida robotski vid ni osredotočen le na strojno obdelavo slik, temveč je 
kombinacija digitalne komunikacijske in omrežne tehnike ter omogoča krmiljenje opreme 
in pripomočkov, npr. robotskih rok.  
 
 
2.1.5 Globinske kamere 
Globinske kamere so naprave, ki omogočajo 3D-popis prostora. Globinske slike temeljijo 
na različnih tehnikah, s katerimi lahko v 2D-sliki popišemo globino posameznih točk v 
razmerju z določeno točko ali ravnino, ponavadi definirano s točko optične osi ali z ravnino 
senzorja naprave. Drugi način reprezentacije 3D-točk v prostoru je oblak točk (ang. 
Pointcloud), katerega podatki predstavljajo koordinate točk v prostoru, lahko tudi njihovo 
barvo. Tehnika določevanja in popisa 3D-prostora definira tudi princip delovanja globinske 
kamere [11-13]. Med najpogostejše sodijo naslednji tipi: 
 
Strukturirana osvetlitev (ang. Structured light – SL) – je način z eno kamero in projektorjem 
(ponavadi IR), ki na podlago projicira vzorec. Kot je razvidno iz slike 2.9, projektor in 
kamera skupaj tvorita stereo sistem, četudi ni prisotna druga kamera. Zaradi IR-spektra 
projiciranja projicirani vzorec ni viden človeškemu očesu. Projektor projicira točkovne 
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vzorce pod določenimi koti. Kamera na podlagi prepoznave segmentov projiciranega vzorca 
določi kot in s tem dobimo globinsko triangulacijo ter možnost določitve globine zajete 
točke. Kamera Kinect je predstavnik SL-tipa globinske kamere. S pomočjo projekcije 30 
000 vzorčnih točk lahko zajame globinske podatke, ki jih s pomočjo pametne filtracije razširi 
na globinsko sliko s približno 300 000 vrednostmi. Popis prostora z majhnim številom 
projiciranih točk se  je izkazal za robustnega, saj so projicirane točke jasne, imajo dovolj 




Slika 2.9: Shema strukturiranega tipa osvetlitve [12] 
 
Aktivni in pasivni stereo (ang. Active and Passive Stereo), prikazana na sliki 2.10, sta zelo 
podobna načina delovanja globinskih kamer, ki temeljita na zaznavanju ujemajočih se 
značilnic med dvema kamerama. Gre za sistem, zelo podoben delovanju naših oči. Problem, 
ki se pojavlja pri pasivnem stereo načinu, je nezmožnost razločevanja in določevanja 
značilnic na podlagah z majhnim številom značilnic, kot so enobarvne ravne podlage, na 
primer miza, beli zidovi ipd. Aktivni stereo način vključuje poleg dveh kamer še projektor, 
ki podobno kot pri principu strukturirane osvetlitve na podlago projicira vzorec. S tem so 
rešene težave zaradi primanjkljaja teksture in značilnic podlage. To pomeni, da je aktivni 
stereo najbolj strojno kompleksna metoda. Take kamere ponavadi vključujejo tudi ASIC ali 
DSP za procesiranje slik v realnem času. Intelovi senzorji RealSense uporabljajo tak način. 
Pasivni stereo se uporablja za opazovanje bolj oddaljenih predmetov ali pa predmetov v 
zunanjem okolju, kjer so podlage brez teksture redkejše. Prednost stereo metod je tudi dobra 
resolucija v ravnini x-y in možnost detekcije majhnih predmetov. Pomanjkljivost take 
metode pa so efekti sence (ang. Shadow effects), ki se pojavijo, ko pogleda ne opazujeta 
popolnoma enakega dela opazovanega objekta oz. opazovane scene. Gre za podoben pojav, 
kot je opazovanje prsta neposredno med očmi, pri čemer vsako oko vidi svojo stran 
opazovanega objekta, presek pa je minimalen. Ker so globinske slike največkrat zajete s 
pogleda ene kamere, lahko učinek senčnega področja povzroči izgubo podatkov globine na 
določenih delih objekta. Tako metoda strukturirane osvetlitve kot tudi oba stereo načina 
temeljijo na principu triangulacije zaznanih značilnic [12-14]. 
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Slika 2.10: (a) Shema aktivnega stereo vida (b) Shema pasivnega stereo vida [12] 
 
Drugi zelo pogost način zaznavanja globine objektov je preko merjenja časa preleta svetlobe. 
Shema takega sistema je prikazana na sliki 2.11. Pri tej metodi je globina določena glede na 
časovni zamik med svetlobno emisijo in njeno detekcijo. Poznamo dva načina osvetljevanja, 
in sicer z modulirano svetlobo (ang. Modulated-light) ali pa s pulzno svetlobo (ang. Pulsed-
light). Tak način definira tudi tip globinskega zaznavala.  
 
TOF-kamere (ang. Time-Of-Flight) – večina kamer, ki temeljijo na prej opisanem načinu, 
emitira IR-svetlobo z valovno dolžino 850 nm. Ta svetloba je nevidna človeškemu očesu in 
manj interferira z večino svetil v zunanjem okolju. Najbolj znani so senzorji LIDAR, ki so 
vsesplošno uporabni, znani po uporabi v razvoju samovozečih avtomobilov. Kamere, ki 
temeljijo na tem principu, dandanes ne merijo časovnega zamika signala, temveč fazni zamik 
moduliranega signala. Pri tem je potreben zajem vsaj štirih meritev, imenovanih podokvirji 
(ang. sub-frames). Tako lahko kamera za slikovno točko preračuna njeno oddaljenost v 
prostoru. Problem pri takem zaznavalu je v tem, da je potreben zelo kratek fazni pulz, ki 
obenem lahko povzroči napako v določevanju razdalje, saj je določena razdalja lahko njen 
večkratnik (npr. 2 x, 3 x). To predstavlja težave predvsem pri zaznavanju oddaljenejših 
predmetov. Rešitev je pošiljanje pulzov z dvema fazama, vendar tak sistem potrebuje 8 
zajetih podokvirjev. Daljši čas zajetja takih signalov lahko vodi do težav pri zaznavanju 
premikajočih se objektov. Večina TOF-kamer omogoča mešane načine za zaznavo bodisi 
objektov v bližnji okolici ali za detekcijo oddaljenih predmetov. Frekvenca zajetih podatkov 
variira glede na način (npr. 35 Hz v načinu detekcije bližnjih objektov in 5 Hz pri detekciji 
oddaljenih objektov). Resolucija takih kamer je večkrat precej majhna – okoli 100 000 
slikovnih točk. Največja prednost takih zaznaval je majhnost zaznavala in enostavna 
kalibracija [12, 14]. 
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Slika 2.11: Shema zaznavala z uporabo časovnega preleta svetlobe [12] 
 
 
2.1.6 Globinska slika 
Globinska slika (ang. Depth map) je v računalniškem svetu slika, ki nosi podatke o globini 
objekta oziroma površine v opazovanem območju. Za razliko od trikanalnega RGB-
slikovnega popisa nosijo globinske slike le en kanal, ki določa oddaljenost za vsako slikovno 
točko. Poznamo dve obliki zapisa informacije, in sicer normaliziran celoštevilski zapis ter 
zapis informacije s plavajočo vejico. Med drugim je prednost takega zapisa tudi lažje in 
boljše senčenje zajete teksture [11, 13, 14]. 
 
 
2.1.7 Microsoft Kinect 
Globinska kamera, ki jo je Microsoft predstavil v letu 2010 v okviru XBoxovih aplikacij, je 
globalno zelo razširjen model globinskega zaznavala. Kamera Kinect prve serije (slika 2.12) 
deluje po principu triangulacije točk s pomočjo strukturirane osvetlitve (SL), tako da IR-
projektor projicira vzorec v obliki svetlobnih točk, ki jih kamera nato zaznava. Ločljivost 
kamere znaša 640 x 480 slikovnih točk, frekvenca osvežitve pa znaša 30 Hz. Kamera lahko 
zaznava objekte na oddaljenosti od 800 pa do 4000 mm, vidno polje pa znaša 57 stopinj v 
horizontalni smeri in 43 stopinj v vertikalni smeri [14, 15]. Zaradi svoje splošne uporabnosti, 
dostopne cene, dobre natančnosti in robustnosti je priljubljeno globinsko zaznavalo v 
mnogih raziskovalnih robotskih projektih.  
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Slika 2.12: Microsoft Kinect [16] 
 
 
2.2 Pobiranje objektov v razsutem stanju 
Monotona enostavna proizvodna opravila, ki v industriji tečejo praktično ves čas, težijo k 
natančnosti, ponovljivosti in časovni optimizaciji. Do sedaj je take naloge izvajal pretežno 
človek, ki je za tekočim trakom opravljal ponavljajoče se gibe. Zaradi potrebe, da se delo 
opravi čim hitreje in čim učinkoviteje, se v ta opravila vpeljuje robote kot nadomestilo za 
subjektivno delo človeka. 
 
Pobiranje objektov v razsutem stanju (ang. Bin picking ali Robot bin picking) je zelo 
pomembna multidisciplinarna naloga s področja robotike: razvija metode, ki v končni fazi 
služijo detekciji predmetov in njihovemu prijemanju. Panoga združuje več disciplin: od 
analize scene, prepoznavanja izdelkov in njihove lokalizacije pa do načrtovanja robotskih 
gibov ter prijemanj predmetov [17].  Gre za končno nalogo, ki omogoča robotom popolno 
avtomatizacijo takih procesov. Izzivov pri sami nalogi je več, osnovno za delovanje pa 
predstavlja detekcija in lokalizacija predmetov  v okolju robota. Estimacija pozicije objekta 
v prostoru (ang. Pose Estimation) je izhodišče za modeliranje naloge pobiranja objekta v 
razsutem stanju. Glede na pomembnost prevladujejo tri glavne pozicije, ki jih moramo 
pravilno določiti v opazovanem okolju [18]: 
 
- pozicija objekta v okolju, na sliki 2.13 označena z 𝑃𝑂
𝑤 , 
- pozicija prijemala oziroma končnega efektorja v prostoru 𝑃𝐺
𝑤 , 
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Slika 2.13: Koordinatni sistemi pri pobiranju objektov v razsutem stanju [18] 
 
Pozicija objekta v okolju opisuje lokacijo glede na določeni koordinatni sistem, ponavadi 
globalni (na sliki 2.13 označen s črko W). Pozicija prijemanja objekta je lahko določena na 
enak način kot pozicija objekta, v samem procesu načrtovanja gibanja in med računanjem 
inverzne kinematike pa je navadno predstavljena v koordinatah relativno na koordinatni 
sistem prijemala. Te tri pozicije tvorijo transformacijsko verigo, tako da lahko ob 
predvidenih dveh pozicijah tretjo izračunamo trivialno [18]. Drugi problem, ki se pojavi pri 
pobiranju objektov v razsutem stanju, je problem dotikanja oziroma preprečevanja trkov. Za 
vsak položaj prijemnega orodja je potrebno preračunati morebitne trke z okoljem robota. Če 
je temu pogoju zadoščeno, lahko robot opravi gib in varno prime objekt.  
 
Lokalizacija in detekcija predmetov v sodobnih aplikacijah potekata na več načinov. 
Najpogosteje se uporabljajo laserski skenerji ali globinske kamere. Določanje lokacije 
objektov lahko v realnosti postane zelo kompleksen problem, saj merilna negotovost, tako 
kamere kot merilnih zaznaval robota, bistveno vpliva na delovanje modelov v realnem svetu. 
Pravilno določanje parametrov kamere (goriščna razdalja, distorzija, središčna točka ...) in 
njeno umerjanje sta ključnega pomena [19]. Za določanje prijemnih mest, gibanje 
manipulatorja ali detekcijo predmetov se v praksi vedno bolj vedno pogosteje uporablja 
metoda globokega učenja. Ker je preprečevanje trkov med objekti, ki niso ciljni predmet, in 
robotskim prijemalom nezaželeno, je pobiranje in načrtovanje gibov zelo oteženo. Sodobni 
modeli lahko poleg preračunavanja kontaktov ciljnega objekta in prijemala v obravnavo 
vzamejo še sosednje objekte (ang. Neighboring Objects) in s tem omogočijo izvedbo 
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2.3 Nevronske mreže 
Strojno učenje predstavlja del področja umetne inteligence. Gre za široko disciplino, katere 
podpomenka so nevronske mreže. Kot je že iz imena razvidno, ideja modela izvira iz 
delovanja naših možganov, natančneje komunikacije in delovanja nevronov. Po zgledu 
možganov nevronsko mrežo sestavljajo umetni nevroni, njihove povezave in lastnosti 
oziroma parametri le-teh. Kot možgani se tudi modeli nevronskih mrež učijo s pomočjo 
primerov. Za razliko od navadnih programov, ko računalnik rešuje primer na podlagi 
matematičnih pravil, so nevronske mreže model, s katerim program ocenjuje in primerja 
vhodne podatke z naučenim. Nevronske mreže sestavlja veliko prepletajočih se elementov, 
ki se med procesom učnega postopka prilagodijo glede na problem oziroma vhodne podatke. 
Zaradi zelo dobre sposobnosti razločevanja in izločevanja informacij iz zapletenih in 
nejasnih vzorcev se uporabljajo predvsem za zaznavanje trendov, podob, oblik in vzorcev, 
ki so prezapleteni, da bi jih prepoznali s pomočjo »navadnih« matematičnih algoritmov [21]. 
 
Osnovni gradnik nevronske mreže je, kot že omenjeno, umetni nevron. Sama struktura 
umetnega nevrona, shematično prikazanega na sliki 2.14 (b), tako po funkciji kot obliki zelo 




Slika 2.14: (a) Zgradba biološkega nevrona [21] (b) Shema umetnega nevrona [22] 
 
Nevron skozi dendrite sprejema vhodne signale oziroma vhodne podatke (na sliki 2.14 
označeni s spremenljivko x); le-ti so pomnoženi s pripadajočimi vrednostmi uteži (na sliki 
označeni z w), ki dajo vhodnemu podatku večjo ali manjšo vrednost. Vsota teh signalov 
sproži nevron, če preseže prag proženja T. Če je ta pogoj zagotovljen, se vrednost pomnoži 
z aktivacijsko prenosno funkcijo, ki ima nalogo, da izhodni signal omeji znotraj določenih 
vrednosti. Ponavadi gre za sigmoidno funkcijo. Rezultat je izhodni signal na sinapsah (na 
sliki označen s spremenljivko y). 
 
Če zgoraj opisano delovanje povzamemo v nekaj enačb, velja, da je vsota vseh uteženih 
vhodnih signalov, na vhodu nevrona: 
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Pred proženjem nevrona mora vrednost presegati prag proženja, torej lahko zapišemo: 
 
∑ 𝑤𝑘𝑚𝑥𝑚 > 𝑇
𝑚
         ali          ∑ 𝑤𝑘𝑚𝑥𝑚 − 𝑇 > 0
𝑚





Prenosna aktivacijska funkcija nam vrednost vsote vhodnih signalov preslika na željen 











Slika 2.15: Prenosna aktivacijska funkcija [21] 
 
Če izhodni signal zapišemo kot funkcijo vsote uteži in vhodnih signalov, množenih s 
prenosno funkcijo, dobimo končno enačbo: 
 





Pri tem smo aktivacijsko vrednost -T zamenjali z b (ang. Bias). Ker vemo, da so uteži 
različne za vsako povezavo, jih lahko zapišemo z matriko, vhodne signale in aktivacijske 
vrednosti pa z vektorjem, dobimo:  
2.3.1 Učenje nevronskih mrež 
Oblika nevronske mreže, število plasti in nevronov je stvar posameznega modela in se 
ponavadi določi eksperimentalno. Po tem sledi učenje iz pripravljenih podatkov. Med 
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procesom učenja se nastavljajo uteži in ostale spremenljivke nevronske mreže. Način učenja 
definira lastnosti in uporabnost nevronske mreže, najpogostejši načini so: 
 
Nenadzorovano učenje – pri nenadzorovanem učenju se nevronska mreža nastavlja brez 
zunanjega učitelja. Lastnost nevronske mreže, da se lahko kalibrira tudi na ta način, 
imenujemo samoorganizacija. Mreži predamo podatke, ne da bi definirali, kaj ti podatki 
predstavljajo. Take nevronske mreže lahko dobro zaznavajo določene značilnice podatkov, 
torej podatke združujejo na podobne. Uporaben primer je tudi tip avtoenkoderja, pri katerem 
je cilj naučiti mrežo rekonstrukcijo vhodnega signala [21, 23, 24]. Tako naučena mreža lahko 
služi kot »filter« za popačene vhodne podatke (šum), npr. za slike in zvočne zapise z veliko 
šuma ... 
 
Nadzorovano učenje – pri nadzorovanem učenju modelu nevronske mreže podamo za vsak 
pripadajoči vhodni podatek tudi izhodnega. Take vhodne podatke ponavadi obdeluje človek, 
zato je ta metoda zelo časovno potratna. Sledi proces učenja, pri čemer želimo doseči, da 
nam mreža za vsak vhodni podatek določi pravilen izhodni signal. Glede na to, da poznamo 
željeno vrednost, lahko izhodna podatka primerjamo in težimo k minimizaciji napake med 
njima. Zelo pogost način je konvergenca z najmanjšimi kvadrati. Take nevronske mreže so 
dobre za klasifikacijske probleme, npr. prepoznavanje objektov, obrazov, zvokov  ... [21, 23, 
24]. 
 
Hibridno ali delno nadzorovano učenje – je kombinacija obeh prej omenjenih metod. 
Primerno je za velike sete podatkov, pri čemer bi ustrezna priprava le-teh za nadzorovano 
učenje porabila preveč časa. Tako se za proces učenja in nastavljanja pripravi manjše število 
označenih podatkov [39, 40]. Nato se ostale neoznačene podatke označi na podlagi delno 
nastavljene mreže. Ko so tako popisani vsi podatki, se le-te še enkrat uporabi za učenje 
modela, da dobimo končne parametre uteži. Tak način nam prihrani veliko časa in pohitri 
celoten sistem. Natančnost takega modela je kljub poenostavljenemu principu še vedno zelo 
dobra. Gre za nekakšen kompromis med natančnostjo in razpoložljivim časom, viri. 
 
Najpogostejša metoda učenja je metoda vzvratnega razširjanja (ang. Back propagation). V 
literaturi je lahko poimenovana tudi pravilo delta ali metoda padajočih gradientov. Uporablja 
se v večplastnih nevronskih mrežah s povezavami naprej. Temelji na učenju s popravljanjem 
končne napake s prehodom nazaj, od tod tudi ime. 
 
Na začetku postopka generiramo naključne vrednosti uteži in pragov proženja. Prvi korak 
predstavlja prehod naprej, tako da za vsak vstopni označen vhod izračuna izhodni signal po 
enačbi 2.4. Sledi računanje napake med želenim izhodom in realnim izhodom. Pogosta 











- 𝐸𝑗 – napaka izhodnega signala, 
-  𝑎𝑗 – realni izhodni signal, 
- 𝑦𝑗 – željeni izhodni signal. 
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Sledi zapis izhodnega signala kot vsota vseh vhodov iz prejšnje plasti in nato nadaljevanje 
postopka vse do začetka. Ker nekateri parametri veliko bolj vplivajo na rezultat, se računajo 
pripadajoči gradienti. Tako lahko določimo, katere vrednosti imajo največji učinek na 
izhodni signal in te vrednosti prve popravljamo. Nato ponovno sledi prehod naprej, 
računanje napake in nato prehod nazaj z določevanjem gradientov. Operacije ponavljamo, 
dokler na izhodu ne dobimo željene natančnosti. Za boljše razumevanje priporočam ogled 
navedene literature [21, 24-26]. 
 
 
2.3.2 Konvolucijske nevronske mreže 
Konvolucijske mreže so nevronske mreže, posebej prilagojene za slikovne aplikacije. 
Večinoma služijo razločevanju struktur in vzorcev na slikah. Tako so najbolj uporabljen tip 
nevronske mreže v domeni strojnega vida. 
 
Konvolucijska nevronska mreža (ang. Convolutional Neural network – CNN) je model 
nevronske mreže, ki spada med globoke nevronske mreže. Za vhodni podatek največkrat 
vzame sliko. Na podoben način kot navadne nevronske mreže se tudi pri konvolucijskih med 
procesom učenja prilagajajo uteži in pragovi proženja. Cilj nastavitve le-teh je razlikovanje 
posameznih objektov na slikah. Najpomembnejši del v strukturi konvolucijske mreže je 
konvolucijski sloj. Ta je sestavljen iz velikega števila konvolucijskih filtrov, manjših matrik, 
z možnostjo učenja. Tak filter potuje čez celotno sliko, pri tem pa za vsak premik poda 
izhodno vrednost. Velikost matrike je velikokrat 3 x 3, lahko so pa tudi večje. Filter je 
apliciran na vsak sloj slike – RGB-zapis slike predstavlja tri take sloje. Konvolucijski filtri 
imajo isto globino kot vhodni sloj. Izhodni signal pa ima za vsak konvolucijski sloj enako 
globino kot število konvolucijskih filtrov v konvolucijskem sloju in se v nadaljevanju lahko 
vpelje v navadno nevronsko mrežo ali pa sledi nov korak konvolucije. S pomočjo 
združitvenih slojev se obseg podatkov zmanjša. Na koncu sledijo še popolno povezani sloji, 
pri čemer so vsi nevroni tega sloja povezani z vsemi nevroni predhodnega sloja, kot pri 
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Slika 2.16: Delovanje konvolucijskega filtra [24] 
 
Vhodni signal nam prestavlja številka 7 (na sliki 2.16 zgoraj desno), konvolucijska filtra pa 
sta matriki velikosti 3 x 3, kjer –1 predstavlja belo, 1 črno, 0 pa sivo barvo. Če filter 
apliciramo na vhodni signal, dobimo izhodna signala, prikazana na sliki 2.16 spodaj. 
Vidimo, da so z belo barvo v prvem primeru poudarjeni horizontalni robovi, v drugem pa 
vertikalni. Tako lahko na preprost način določimo robove. Če posplošimo, nam 




Slika 2.17: Primer zgradbe konvolucijske nevronske mreže [27] 
 
Na sliki 2.17 vidimo, da se struktura podatkov med konvolucijo spreminja glede na število 
konvolucijskih filtrov, glede na obliko in število združevalnih matrik in nenazadnje, na 
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število korakov konvolucije. Zadnji korak predstavlja pretvorba strukture v navadno 
nevronsko mrežo in ponavadi številski izhod, pri čemer v praksi vsaka številka predstavlja 
oznako prepoznanega objekta na sliki. 
 
 
2.4 ROS – Robotski operacijski sistem 
ROS (ang. The Robot Operating System) je robustno programsko okolje, ki omogoča 
izgradnjo kompleksnih mrežnih sistemov. Gre za vmesnik med kodo in operacijskim 
sistemom, torej ne gre za operacijski sistem v pravem pomenu besede, ampak predstavlja 
prostor, ki omogoča interakcije med različnimi programi in jih povezuje v kompleksno 
celoto.  
 
Gre za projekt z veliko predhodniki in velikim številom razvijalcev. Razvoj v svetu robotike 
je na začetku 21. stoletja sprožil povezovanje številnih robotskih projektov, začenši z 
Univerzo Stanford. S pomočjo številnih donatorjev in razvijalcev so se projekti v svetu 
robotike začeli združevati,  številčnost projektov in potrebe po odprtokodnem okolju pa so 
omogočili tudi razvoj platforme ROS. Sčasoma je okolje postalo dovolj uporabno in 
poenoteno za globalno uporabo, kot jo poznamo dandanes, ko ROS-ov ekosistem združuje 
tisoče uporabnikov in razvijalcev po celem svetu, omogoča pa razvoj vse od ljubiteljskih 
projektov pa do znanstvenih raziskav v svetu robotike [30, 31].   
 
 
2.4.1 Prednosti ROS-a 
Vsa programska okolja vplivajo na razvoj in razvijalce s svojo idejo in običajnimi praksami. 
ROS v veliko pogledih sledi Unixovi filozofiji in je za razvijalce s tega področja veliko bolj 
intuitiven kot za razvijalce z več izkušnjami s programskimi sistemi Windows in Mac OS 
X, kjer so podobna okolja v večini primerov bolj grafična. Nekateri glavni principi ROS-a, 
ki opisujejo njegovo idejo in prednosti, so: 
 
Princip enakovrednega omrežja (ang. Peer-to-peer). ROS je sestavljen in več enakovrednih 
programov, ki se medsebojno povezujejo in si izmenjujejo sporočila. Le-ta potujejo 
neposredno od enega programa do drugega, med njima ni posrednika ali komunikacijskega 
strežnika. Na ta način je sistem kompleksnejši, a hkrati primernejši za večje sisteme. 
 
Po zgledu operacijskega sistema Unix je tudi ROS zgrajen iz posameznih generičnih 
gradnikov, orodij. Za razliko od mnogih robotskih sistemov ti programi ne delujejo znotraj 
istega programskega ogrodja, temveč so samostojni. Za poljubno funkcijo skrbi samostojen 
program, od navigacije, grafičnega prikazovanja ali generiranja datotek. Vsi ti programi so 
med seboj ločeni, neodvisni. Na ta način ROS-ovo okolje omogoča dobro implementacijo 
velikega števila orodij, ki koherentno delujejo v posameznem programu ali v skupnem 
vmesniku, obenem pa princip in struktura orodij ostajata generična in majhna. 
 
Zelo velika prednost ROS-a je tudi večjezičnost (ang. Multilingual), saj ROS omogoča 
pisanje in izvajanje kode posameznih segmentov v različnih programskih jezikih. Na ta način 
je omogočeno optimalno delovanje posameznih delov programa, saj so nekatere funkcije in 
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programi lažje in boljše delujoči v npr. Pythonu ali Rubyju. Za procese, pri katerih sta 
pomembnejši hitrost in učinkovitost, se največkrat uporabljajo hitrejši jeziki, kot je C++. 
Prav tako pa so podprti ostali jeziki, kot na primer Java ali MATLAB. Na ta način je 
omogočeno ne le boljše delovanje, temveč tudi ugodnejše okolje glede na znanje razvijalca, 
saj delovanje ni omejeno s posameznikovim poznavanjem določenih programskih jezikov. 
Programski jezik je omejen le z jezikom uporabljenih programskih knjižnic. Vsa izhodna 
sporočila so nato serializirana in lahko komunicirajo s poljubnim programom v poljubnem 
programskem jeziku [1, 31]. 
 
ROS-ove konvencije spodbujajo vitkost programskega okolja, s tem da razvijalce 
spodbujajo k združevanju funkcionalnosti v samostojne knjižnice, ki zapakirajo sporočila 
tako, da so lahko poslana in prejeta med različnimi ROS-ovimi moduli. Na ta način je že 
napisana programska koda lažje uporabna tudi zunaj ROS-ovega okolja [1, 31]. 
 
Navsezadnje pa sta največji prednosti ROS-a njegova odprta koda in njegova prosta 
dostopnost, ki omogočata tako komercialno kot nekomercialno rabo. ROS-ova komunikacija 
poteka med moduli po IPC (ang. Inter-process Communication), kar pomeni, da imajo lahko 
ROS-ovi sistemi tudi posamezne dele z ločenimi licenčnimi pogoji. Na ta način je omogočen 
razvoj komercialnih produktov, ki za razliko od akademskih ali ljubiteljskih projektov 




2.4.2 ROS-ov koncept 
ROS-ova arhitektura je bila oblikovana in razdeljena na tri nivoje konceptualnih ravni. 
Raven datotečnega sistema (ang. Filesystem level) razlaga, kako je ROS notranje zgrajen, 
kakšna je datotečna struktura in opisuje minimalno število datotek za delovanje. Raven 
računskega grafa (ang. Computation Graph level) je peer-to-peer omrežje ROS-ovih 
procesov, ki procesirajo podatke skupaj. Koncept raveni ROS-ove skupnosti so ROS-ovi 




Repozitoriji – datotečni paketi posameznih funkcij in projektov, ki so namenjeni 
posameznikom ali inštitucijam za razvoj in izmenjavo njihovih robotskih komponent. 
ROS Wiki – glavni forum oziroma glavna baza celotnega ROS-ovega znanja. Omogoča 
dostop do osnovnih primerov delovanja, pregled vprašanj, posodobitve, omogoča tudi 
sodelovanje pri dokumentiranju. 
Sistem vstopnic hroščev (ang. Bug ticket system) – ROS-ov vir, ki je zadolžen za odpravo 
napak in sprejem predlogov novih funkcij. 
Poštni seznam – glavni vir komunikacije. 
ROS-ovi odgovori – prostor, kjer razvijalci lahko postavljajo vprašanja. 




Teoretične osnove in pregled literature 
22 
2.4.3 Raven datotečnega sistema 
ROS-ov datotečni sistem se sprva zdi kot eden izmed netipičnih konceptov razvoja 
programskega projekta. Glavni cilj je centralizacija gradnje procesa, obenem pa zagotoviti 
dovolj fleksibilnosti in orodij za decentralizacijo programskih odvisnosti. Glede na 
funkcionalnost se datotečni sistemi delijo na: 
 
Pakete – ti so osnova ROS-a. Paket je minimalna struktura in vsebina za izgradnjo programa 
znotraj tega okolja. Vsebuje lahko zagonske programe (vozlišča), konfiguracije, razne 
datoteke ... 
Manifesti paketov – so datoteke xml, ki vsebujejo podatke o paketih, vključno z njihovimi 
licencami, avtorjem, opisom ter podatki o samem programu in njegovih odvisnostih. 
Metapaketi – gre za nekakšno združevanje paketov. Sestavljajo zaključeno celoto paketov, 
ponavadi znotraj skupne funkcije ali tematike. 
Manifesti metapaketov – so datoteke xml, ki enako kot pri paketih opisujejo lastnosti in 
gradnike metapaketa. 
Tipi sporočil – so informacije in definicije o sporočilih, ki se prenašajo med vozlišči pri 
komunikaciji. 
Storitve – storitve opisujejo in definirajo vsebino programske prošnje in odziva na le-to 
(ang. Services, request, response). 
 
 
2.4.4 ROS-ovo delovno okolje 
V zvezi z ROS-ovim datotečnim sistemom velja omeniti še ROS-ovo delovno okolje. V 
praksi gre za datoteko, znotraj katere imamo vso kodo, vse konfiguracije, pakete in 
manifeste, potrebne za izgradnjo programa in njegovo delovanje. V osnovi se deli na tri 
podskupine:  
 
Prostor virov (ang. Source –  src) – kjer se nahajajo naši paketi, projekti, gradivo ... Ena 
izmed pomembnejših datotek je prav gotovo CMakeLists.txt. Le-ta je priklicana med gradnjo 
projekta in zadržuje vse definicije in odvisnosti projekta. 
Razvojni prostor (ang. Development - devel) – je datotečni sistem, zadolžen za hranjenje 
sestavljenih programov. 
Gradbeni prostor (ang. Build) – je datotečni sistem, kjer program hrani podatke 
predpomnilnika, konfiguracije in ostale medprocesne podatke.  
2.4.5 Raven računskega grafa 
ROS združuje posamezne dele projekta v okolju, kjer so vsi procesi povezani. Vsako izmed 
vozlišč sistema lahko dostopa do omrežja, komunicira s poljubnim vozliščem in prenaša 
podatke ter bere njihove informacije. Sam koncept ROS-ove strukture se je dopolnjeval med 
razvojem in analizo bolj kompleksnih robotskih sistemov, pri katerih so se posamezni 
aspekti robotskih aplikacij preslikali v smernice ROS-ove strukturne oblike [1, 30, 31]. 
 
Posamezna aplikacija je lahko razbita na več posamezno neodvisnih podsistemov, kot so 
navigacija, robotski vid, lokalizacija, prijemanje itd. Posamezni podsistemi so lahko 
Teoretične osnove in pregled literature 
23 
uporabljeni tudi za delovanje ostalih funkcij. Z ustrezno strojno opremo in popisom 
geometrije je večino aplikacij in programov mogoče implementirati na realnem robotu. 
 
Na grafičen način se lahko te smernice upodabljajo kot matematični graf, na katerem so 
prikazana vozlišča (ang. Nodes), ki se izvajajo simultano in povezujejo na poljuben način. 
Njihova komunikacija znotraj sistema pa je na grafu predstavljena kot usmerjena povezava, 
puščica. Osnovni gradniki ROS-ovega računskega grafa: 
 
Vozlišča – so procesi, ki izvajajo programske kode. Običajno ima sistem veliko vozlišč za 
nadzor različnih funkcij. Le-te so po zgledu ROS-ovih smernic razbite na več manjših celot, 
torej imamo več vozlič, ki opravljajo več manjših funkcij pogosteje kot eno vozlišče z 
velikim naborom funkcij. 
Glavno vozlišče (ang. Master) – je vozlišče, ki omogoča registracijo vseh ostalih vozlišč. 
Brez Masterja se vozlišča ne morejo povezovati in medsebojno komunicirati. 
Strežnik parametrov (ang. Parameter server) – je strežnik, ki omogoča shranjevanje 
podatkov, do katerih lahko dostopajo vsa vozlišča. Je del glavnega vozlišča. 
Sporočila – so sredstvo za komuniciranje. Vozlišča med seboj komunicirajo z 
izmenjevanjem sporočil. Sporočila so vnaprej definirana podatkovna struktura, ki vsebuje 
informacijo o tipu podatkov in polje s podatki. ROS nam ponuja velik nabor osnovnih tipov 
sporočil, mogoče pa je definirati svoj tip, tako da sestavimo želeno strukturo iz osnovnih 
oziroma že znanih tipov sporočil. 
Vreče (ang. Bags) – so format za shranjevanje in ponovno prevajanje ROS-ovih sporočil. 
So pomemben mehanizem pri shranjevanju podatkov, sploh pri senzorjih, kjer je zajem 
problematičen. So element, ki se največ uporablja za testiranje in razvoj kompleksnejših 
sistemov. 
Teme (ang. Topics) – vsako sporočilo ima ime, preko katerega je usmerjeno znotraj ROS-
ovega omrežja. Vozlišče objavlja sporočila preko določene teme. Ta tema predstavlja ime, 
preko katerega se v sistemu prepozna vsebina sporočila. Na isto temo je lahko naročenih več 
vozlišč, prav tako lahko več vozlišč objavlja v isto temo. V splošnem  sporočevalci in 
naslovniki  ne vedo eden za drugega, na ta način je ločena informacijska proizvodnja od 
njene uporabe. 
 
Slika 2.18 nam predstavlja primer ROS-ove strukture. Osnova je ROS Master, ta je zadolžen 
za upravljanje in registracijo vozlišč in njihovih lastnosti znotraj ROS-ovega sistema. 
Definira lokacije in komunikacije vozlišč in zažene sam proces, ki se v ROS-ovem okolju 
prične z ukazom roscore. Vozlišča komunicirajo s pomočjo tem. Vse podatke, ki jih vozlišča 
oddajajo, si lahko pogledamo z ukazom rostopic list. Povezava med posameznimi vozlišči 
predstavlja njuno komunikacijo. ROS-ov strežnik je med delovanjem programa prav tako 
dejaven in omogoča dostop do trenutnih parametrov in konfiguracij.  
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ROS-Industrial je odprtokodni projekt, ki spodbuja implementacijo zmogljive ROS-ove 
programske opreme na industrijsko strojno opremo in industrijske aplikacije [33]. 
 
Projekt je plod skupnega sodelovanja podjetij Yaskawa Motorman Robotics in Willow 
Garage ter inštituta Southwest Research Institute, ki so si prizadevali za uporabo ROS-a v 
proizvodni avtomatiki. Projekt vsebuje vmesnike za uporabo realnih industrijskih 
manipulatorjev, prijemal, senzorjev in omrežij ter naprav. Na razpolago so tudi programske 
knjižnice za avtomatično kalibracijo merilnikov, planiranje poti in gibanja robotov in druge. 
Namen projekta je združiti znanje in vire na eni lokaciji za vso ROS-ovo programsko 
opremo, namenjeno proizvodnji in proizvodnim aplikacijam. Razvoj programske opreme 
teži k robustnosti in zanesljivosti programske opreme, ki je potrebna v industrijskih 
aplikacijah. To dosega s kombiniranjem ROS-ovih prednosti z obstoječo tehnologijo ter 
združevanjem njegovih funkcionalnosti z obstoječimi industrijskimi tehnologijami ali 
njihovo zamenjavo z ROS-ovimi nadomestki. Znotraj projekta se izvaja standardizacija 
vmesnikov in spodbujanje razvoja strojno-agnostične programske opreme. Eden od ciljev je 
omogočiti enostavno apliciranje visoko tehnoloških raziskav in projektov s pomočjo ROS-
ove univerzalne arhitekture. S tem želijo zagotoviti hitro in enostavno uporabo ter zagotoviti 
ustrezno dokumentacijo programskih vmesnikov. Na tak način se ustvarja odprtokodno 
razvijalsko okolje, ki poleg visoke uporabnosti omogoča tudi podporo s strani glavnih 
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2.4.7 Robotski simulator 
Robotski simulator je programska oprema, namenjena simuliranju fizičnih modelov robotov, 
brez dejanske aplikacije le-teh. Spada pod področje indirektnega (ang. Off-line) 
programiranja robotskih sistemov. Glavni namen takih simulacij je učenje in testiranje 
fizičnega modela robota in njegovih nastavitev v virtualnem prostoru. To nam omogoča 
predhodno testiranje in preizkušanje aplikacij, raziskovanje nastavitev in opazovanje 
robotovega obnašanja. Na ta način brez fizičnih sredstev in brez nevarnosti preizkušamo 
robotovo delovanje in njegove nastavitve. Prav tako taka metoda bistveno pripomore k 
prihranku časa pri razvoju raznih aplikacij in njihove optimizacije. Dandanašnji si brez 
simulatorjev pravega razvoju v svetu robotike praktično ne moremo več predstavljati.  
 
Simulacijska orodja nudijo kompleksne matematične algoritme, ki omogočajo dinamično 
simulacijo realnih fizičnih lastnosti robotov in virtualnega sveta. Najpogostejši med njimi so 
Bullet, ODE, DART ali PhysX. Fizikalni gonilnik skrbi za aplikacijo fizikalnih zakonitosti 
v virtualnem prostoru. Na ta način je omogočeno testiranje aplikacij v okolju, ki je kar 
najboljši približek realnemu okolju. Ker smo ljudje vizualna bitja, je 3D-virtualni 
prikazovalnik fizičnega sveta ena od ključnih funkcij robotskega simulatorja. Omogočeno 
nam je hitro prototipiranje robotov in njihovo realistično prikazovanje v 3D. Na ta način 
lahko projekte ne le vrednotimo, temveč tudi opazujemo. Robotski simulatorji nam nudijo 
tudi možnost generiranja različnih senzorjev in tako omogočajo zajem podatkov iz 
virtualnega sveta, kar je v veliko projektih ključnega pomena pri razvoju robotskih aplikacij 
[2, 34].  
 
 
2.4.8  Gazebo 
Gazebo je eden izmed vodilnih robotskih simulatorjev. Je orodje, na katerega se zanaša 
tisoče uporabnikov in raziskovalcev po celem svetu. Omogoča natančne in učinkovite 
simulacije robotov v zapletenih notranjih in zunanjih okoljih. 
 
Simulator so leta 2002 začeli razvijati na univerzi Southern California. Koncept simulatorja 
je izhajal iz potrebe po simulaciji robotov v različnih okoljih z dobro 3D-vizualizacijo. Sprva 
je bil namenjen simulaciji zunanjega okolja, v današnji praksi pa se večinoma uporablja za 
simulacijo notranjega okolja. Podjetje Willow Garage, ki trenutno razvija tudi ROS-
Industrial, je k projektu finančno pristopilo leta 2011. V namen razvoja simulatorja je bila 
ustanovljena tudi odprtokodna fundacija za robotiko OSRF in postala glavni skrbnik projekta 
Gazebo, kar velja tudi v danes [2]. 
 
Gazebo ima robusten fizikalni gonilnik in visokokakovostni grafični prikazovalnik s 
priročnimi programskimi in grafičnimi vmesniki. Na ta način omogoča hitro testiranje 
algoritmov, oblikovanje robotov nenazadnje omogoča tudi učenje sistemov umetne 
inteligence z uporabo približkov realnega sveta. Prav gotovo pa je glavna prednost, da je ob 
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2.4.9 MoveIt 
MoveIt je odprtokodna knjižnica, ki vsebuje pakete in orodja za upravljanje in manipulacijo 
robotov v ROS-ovem okolju. Veliko industrijskih robotov je dostopnih na spletni strani [35], 
z grafičnim vmesnikom MoveIt Setup Assistant  pa lahko enostavno konfiguriramo in 
pripravimo poljuben robotski model za delovanje z orodji knjižnice.  
 
Knjižnica združuje set orodij in programov, ki se uspešno spopadajo z robotovo navigacijo, 
planiranjem gibanja, kinematiko ter omogoča implementacijo senzorike in preverjanje trkov. 
Uporablja se za razvijanje poljubnih robotskih aplikacij. 
 
Kot je razvidno na shemi ogrodja MoveIt (slika 2.19), predstavlja središče arhitekture 
vozlišče move_group, ki povezuje celotno mrežo ostalih programskih paketov in orodij. 
Glavna ideja je, da ob definiranju skupine sklepov in robotovih segmentov ustvarimo 





Slika 2.19: Shema MoveIt [35] 
 
Za geometrijski popis robota se znotraj knjižnice uporablja termin Skupina (ang. Group), ki 
je definiran v standardnem ROS-ovem jeziku, kot so yaml, URDF in SRDF. V splošnem v 
teh dokumentih popišemo geometrijske lastnosti robota, njegove sklepe, njihove lastnosti – 
osi oziroma prostostne stopnje ter meje delovanja le-teh. Opis mora vsebovati tudi 
JointTrajectoryAction krmilnik, ki omogoča gibanje robota ob prejetih načrtih gibanja. Ko 
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je osnovni popis robota zagotovljen, lahko uporabnik preko uporabniškega vmesnika 
načrtuje in izvaja gibanje robota. MoveIt omogoča več takih načinov: 
 
- uporabniški vmesnik move_group_interface, ki temelji na uporabi programskega 
jezika C++; 
- uporabniški vmesnik moveit_commander, ki temelji na uporabi programskega jezika 
Python; 
- grafični uporabniški vmesnik znotraj programskega paketa RViz. 
 
Posebna razširitev je MoveIt Task Constructor. Gre za uporabniški vmesnik, ki temelji na 
preglednosti in segmentaciji kompleksnih gibov na osnovne korake.  
 
Načrtovanje gibanja (ang. Motion planning) je vtičnik znotraj knjižnice MoveIt, pri katerem 
nam program preračuna pozicije in vrednosti sklepov ter segmentov robota, da končno 
orodje doseže željeno ciljno mesto. Pri tem mora biti zagotovljeno premikanje robota brez 
porušitve robotove geometrije, med gibanjem ne sme priti do trkov s prepoznanimi objekti 
v prostoru, obenem pa je gibanje omogočeno le znotraj prej definiranih območij gibanja 
posameznih sklepov. MoveIt kot privzeto knjižnico za načrtovanje gibanja uporablja OMPL, 
omogočena pa je uporaba poljubnih temu namenjenih knjižnic.  
 
Zahteva za ciljno stanje robota (ang. Motion Plan Request), ki je posredovana vtičniku za 
načrtovanje gibanja, vključuje bodisi položaj v prostoru ali stanje robota s predpisanimi 
vrednostmi zasukov v sklepih. Vključuje lahko tudi predmet, če je naloga prijemanje, in tudi 
kinematične omejitve. Gibanju lahko pripišemo še: 
 
- omejitve pozicije – omejujejo pozicije posameznim segmentom robota; 
- omejitve orientacije – omejimo lahko orientacijo posameznega sklepa; 
- omejitve vidljivosti – gibanje omejimo tako, da predpišemo, kateri segmenti oziroma 
deli segmentov morajo biti vedno vidni senzorjem; 
- dodatne omejitve, definirane s strani uporabnika. 
 
Rezultat načrtovanja gibanja je trajektorija, po kateri se giblje robot oziroma robotska roka 
do končne pozicije ob upoštevanih prej omenjenih zahtevah. 
 
Načrtovani prostor (ang. Planning scene) je izraz, ki se uporablja za opis stanja robota in 
okolja, v katerem se robot nahaja. Vtičnik načrtovalca prostora (ang. Planning scene 
monitor) je podsklop glavnega vozlišča move_group in služi komunikaciji med senzorji, 
stanji robotskih sklepov in geometriji okolja robota.  
 
Direktna kinematika in pripadajoče Jakobijeve matrike so že integrirane v paketu MoveIt 
znotraj razreda RobotState. Reševanje inverzne kinematike je v knjižnici mogoče tako v 
numerični kot v analitični obliki. Numerični modeli so že integrirani v paketu MoveIt in niso 
vezani na tip robota. Konfiguriramo ga lahko z vizualnim vmesnikom MoveIt Setup 
Assistant, medtem ko so analitični modeli omejeni na le nekaj tipov robotov. Tako kot za 
ostale funkcionalnosti tudi za reševanje kinematike MoveIt omogoča uporabniku, da vpelje 
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2.4.10 MoveIt Task Constructor 
Veliko raziskav v svetu robotike je usmerjenih v iskanje najboljših možnih poti med začetno 
in končno pozicijo robota. Pri tem predstavlja velik izziv načrtovanje posameznih gibov in 
opravil, če so le-ta sestavljena iz podsklopov. Programsko ogrodje MoveIt Task Constructor 
(MTC) ponuja nov pristop k načrtovanju gibanja robota. Temelji na segmentaciji posamezne 
naloge na podsklope in naloge, pri tem pa ponuja zelo transparenten in prilagodljiv način 
reševanja tega problema [36]. 
 
V praksi poznamo več različnih načinov planiranja robotovih gibanj. Pri definiciji gibanja 
se lahko srečujemo z omejitvijo gibanja, bodisi zaradi okolja bodisi zaradi lastnosti robota 
in njegove kinematike. Za večino sodobnih načrtovalcev gibanja lahko takšni pogoji 
predstavljajo težavo pri razčlenitvi na manjše gibe ali pri dodajanju oziroma delitvi 
posameznih nalog. Simbolični načrtovalci gibanje razčlenijo na bazične operacije in so 
primerni za določitev kompleksnih scenarijev gibanja, vendar so velikokrat omejeni le na 
generične elemente, kot je segmentacija gibov na osnovne premike v kartezičnem 
koordinatnem sistemu. Načrtovalec gibanja Descartes ponuja podobno funkcionalnost kot 
ogrodje MTC, saj posamezno nalogo razdeli na set zaporednih ciljnih stanj. Pri tem je 
omejen na kartezične koordinate. MTC uporablja načrtovalna orodja, kot so OpenRAVE, 
Klamp't ali MoveIt. Kot smo že omenili, MoveIt ne omogoča le definiranja ciljev v 
kartezičnih koordinatah, temveč tudi v različnih konfiguriranih stanjih robota (na primer 




Slika 2.20: Hierarhična struktura naloge prijemanja objekta [36] 
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Zgradbo naloge, definirane z ogrodjem MTC, najbolje opišemo z drevesno strukturo, 
prikazano na sliki 2.20. Osnovni gradniki vsakega načrtovanega giba so: 
 
Opis naloge (ang. Task Description) – znotraj ogrodja so naloge razporejene v hierarhičnem 
načinu od primitivnejših stopenj (ang. Stages) pa do kompleksnejših celot. Najosnovnejše 
stopnje predstavljajo osnovni gibi, ki so načrtovani z zgoraj omenjenimi načrtovalnimi 
orodji. Opisujejo gib od začetnega do končnega stanja in so lahko definirani v kartezijskem 
prostoru ali kot konfigurirano stanje. Posamezna stanja delijo svoje rezultate s pomočjo 
MoveIt-ovega vtičnika načrtovalca okolja in s tem podajo celotno stanje robota, ki je 
potrebno za nadaljnje načrtovanje gibanja. Taka stanja vsebujejo stanje robota, robotovo 
okolje z vsemi objekti in njihovimi lastnostmi. Stanja se povezujejo med končnimi in 
začetnimi pozicijami z načrtovanimi potmi, kar tvori stopnjo. Posamezne stopnje se združuje 
v zaboje. Glede na tip zaboja se rešitve, ki jih najdejo nižje ležeči sloji, pretvorijo v 
sestavljene rešitve, kar se ponavlja, dokler ne dosežemo najvišje ravni drevesne strukture 
[36]. 
 
Tipi primitivnih stopenj (ang. Primitive Stage Types) – primitivne stopnje so glavna 




Slika 2.21: Tipi primitivnih stopenj [36] 
 
Klasično stopnjo predstavlja konektor (ang. Connecting stage), na sliki 2.21 označen z 
oznako CON. Gre za klasično stanje, pri katerem poznamo vhodna in ciljna stanja sistema, 
ki se želi povezati z najoptimalnejšo potjo. Največkrat se taka stanja uporablja za prehod 
robota med prej definiranimi pozicijami. Pri tem se morajo ujemati vsi robotski sklepi, 
števila sklepov, pozicije robota in stanje pritrjenih objektov ali trkov. 
 
Drugi tip primitivnih stopenj predstavlja generator (ang. Generator stages). Pri teh 
primitivih stopnjah tako začetno kot končno stanje nista definirana kot eksplicitna vhoda. 
Ponavadi je generator najpomembnejši element pri izvedbi naloge. Navadno definirajo 
začetno stanje robota ali stanje fiksnega cilja, ki kasneje služi kot vhod za naslednjo stopnjo. 
Generator s pomočjo inverzne kinematike določi pot med dvema različnima geometrijskima 
pozicijama, katerih začetno in ciljno stanje variira glede na rešitev prejšnje oziroma 
naslednje stopnje. Generatorji omogočajo izvedbo zelo netrivialnih poti. Konkreten primer 
predstavlja generator prijemanja objekta, pri čemer možne končne in začetne pozicije 
predmeta spreminja načrtovalec prijemanja, vmesna pot pa je določena z metodo inverzne 
kinematike. 
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Tretji tip primitivnih stopenj predstavlja razširjevalnik (ang. Propagnator). Gre za 
najpogostejši tip, pri katerem imamo definirano začetno ali končno pozicijo, na podlagi 
katere se nato generirata pot in željeno stanje. Primer predstavlja približevanje objektu pred 
prijemanjem, pri čemer imamo definirano pozicijo, kjer se bo izvršil prijem, potrebno pa je 
linearno približevanje temu stanju. 
 
Osnovne primitivne stopnje (ang. Basic Primitve Stages) – vsako izmed osnovnih 
primitivnih stopenj poganja individualni načrtovalec. Načrtovanje je ločeno od same stopnje, 
s čimer sta doseženi večja modularnost in enostavnost ponovne uporabe kode. Medtem ko 
stopnje definirajo podnaloge oziroma katera stanja robota je potrebno povezati, načrtovalci 
ta stanja povezujejo s prilegajočimi se potmi. Na voljo sta dva osnovna tipa: 1. MoveIt-ovo 
okolje ponuja možnosti uporabe OMPL, CHOMP ali STOMP planerja ter 2. kartezični 
generator poti, ki interpolira in vrednoti ravne poti. Razširjevalniki omogočajo dva načina 
podajanja ciljne pozicije, in sicer v absolutnih ali relativnih vrednostih (bodisi v kartezičnih 
koordinatah ali v stanjih sklepov). Primer relativne ciljne pozicije je približevanje roke pri 
prijemu v z-kartezični koordinati relativno na prejšnjo vrednost, ki je lahko neznana oziroma 
določena glede na lokacijo objekta. Stopnji generatorja sta: stopnja trenutnega stanja (ang. 
Current state stage), ki iz MoveIt-ovega vtičnika načrtovalca prostora prevzame trenutno 
stanje, in stopnja fiksnega stanja, ki omogoča določitev poljubnega, vnaprej določenega 
ciljnega stanja. Ker so generatorji v nekaterih primerih lahko odvisni ne le od vhodnega in 
ciljnega stanja, temveč tudi od ostalih stopenj, jim je omogočeno, da so povezani z rezultati 
željene stopnje. 
 
Zaboj (ang. Container ) je namenjen za hierarhično shranjevanje posameznih stopenj v 
drevesno strukturo. Vsak zaboj združuje niz podnalog, namenjenih skupnemu opravilu, na 
primer prijemanje ali polaganje. Poznamo tri različne vrste zabojev: 
1. Ovoj (ang. Wrapper) – vsebuje le eno podstopnjo, ki ji lahko spreminja ali filtrira 
rezultat. Takšen primer so filtrirni sloji, pri katerih so določene omejitve aplicirane 
le na eno pripadajočo stopnjo. 
2. Serijski zaboji (ang. Serial Containers) – vsebujejo zaporedni niz podrejenih 
podstopenj, pri čemer je končna rešitev posledica sosledja prejšnjih korakov. Takšen 
primer je gibanje prijemanja, pri katerem je gib zgrajen iz več vmesnih korakov. 
3. Paralelni zaboji (ang. Parallel containers) – omogočajo vzporedno planiranje več 
alternativnih poti. Rezultat predstavlja najboljša izmed posameznih rešitev ali 
združitev več izmed njih. Primer je načrtovanje istega giba z več različnimi 
načrtovalci gibanja, načrtovanje gibanja z levo. Primer združitve gibov pa je 
istočasno premikanje robotske roke in odpiranje prijemala. 
 
Razporejanje nalog (ang. Scheduling) – vsaka verjetna pot, ki jo načrtovalec določi kot 
rešitve, vsebuje svojo ceno (ang. Cost). Razporejanje nalog teži k iskanju rešitve z 
združevanjem rešitev z najboljšo verjetnostjo, ceno. Vsaka stopnja razvršča svoje rešitve 
glede na število korakov in njihovo ceno. Glede na vrsto zaboja se temu primerno določajo 
tudi cene. Serijski zaboji podajajo ceno kot vsoto posameznih korakov, medtem ko paralelni 
zaboji podajajo ceno kot minimum posameznih alternativnih rešitev. Zaboji sami skrbijo za 
preračunavanje in določanje optimalnih vsot svojih podrejenih stopenj. Na ta način je 
omogočena lokalna optimizacija posameznih podsklopov glavne naloge. 
 
Izvedba (ang. Execution) – končni korak predstavlja eksekucija gibanja robota po 
predhodno določeni optimalni poti. Obstaja več tipov vrednotenja optimalne rešitve za 
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eksekucijo, možna je prva veljavna rešitev, prva rešitev pod vnaprej določenim pragom cene, 
najboljša možna pot glede na čas ali glede na prostor rešitve. Glede na modularnost orodja 
za planiranje nalog je mogoče tudi skrajšanje časa za planiranje in eksekucijo na ta način, da 
se robot začne gibati, še preden so vsi koraki načrtovani. 
 
Introspekcija (ang. Introspection) – kot že omenjeno, sta preglednost in enostavnost uporabe 
ena ključnih lastnosti tega programskega ogrodja. Čeprav je mogoče, da končna rešitev ni 
izvedljiva, pa so posamezna stanja klub temu lahko preračunana. Na ta način na primer lahko 
v RViz-u vidimo posamezne poti in pozicije stanj in poti, tako tistih, ki imajo končno rešitev, 













3 Metodologija dela 
Programski projekt za magistrsko nalogo, opisan v nadaljevanju, je bil izveden na 
operacijskem sistemu Ubuntu 18.04 (Bionic beaver). V tem sklopu bosta po korakih 
predstavljena postopek vzpostavitve projekta in njegove glavne komponente. 
 
Za glavne korake delovanja programa smo uporabili pristop pobiranja objektov v razsutem 
stanju in proces razdelili na naslednje tri korake: 
 
Prepoznavanje objektov in njihovo lociranje. Objekti so lahko v prostoru poljubno 
orientirani, lahko se prekrivajo ali so pomešani med več različnimi predmeti. Na proizvodnih 
linijah so take težave večkrat že rešene in je operacija okrnjena le na lociranje predmetov 
znotraj znanega prostora.  
 
Določevanje objekta prijemanja in določevanje prijemalnega mesta. S pomočjo različnih 
knjižnic in modulov je mogoče na podlagi globinske slike ali oblaka točk določiti ustrezno 
mesto prijemanja objekta. Ob tem je potrebno poznavanje geometrije in parametrov 
prijemala in robota. Veliko ponudnikov robotske opreme nudi svoje programe za 
določevanje mesta in načina prijemanja. Najbolj znani izmed njih so: Pick-It, iRVision 
proizvajalca FANUC, Cognex ... Na spletu najdemo tudi druge robotske knjižnice, nekatere 
od njih so prosto dostopne in omogočajo implementacijo znotraj ROS-ovega okolja. 
 
Načrtovanje in izvedba robotskega giba. Ob znani konfiguraciji robota in ustrezni 
programski opremi lahko na podlagi prej določene lokacije predmeta in predvidene 
geometrije prijema izdelamo gib robota. Vsak robotski ponudnik nudi svojo programsko 
opremo za take aplikacije. V ROS-ovem okolju je ta naloga omogočena znotraj modula 
MoveIt. 
 
3.1 Temeljni programski paketi 
Programski projekt temelji na uporabi ROS-a, zato je prvi korak namestitev ROS-ove 
distribucije. Izbira distribucije temelji na delovanju posameznih knjižnic, za ta projekt smo 
uporabili ROS-ovo distribucijo Melodic. Navodila za namestitev omenjene distribucije so 




Prvi ROS-ov paket, ki omogoča delovanje programa, je robotska platforma  MoveIt, 
predstavljena v poglavju 2.4.9. Navodila za namestitev so dostopna na spletu [35]. 
 
Drugi ROS-ov paket, potreben za delovanje robotov, je paket ROS-Industrial oziroma 
njegov podsklop industrial_core, navodila za namestitev so dostopna na spletu [38]. 
 
Zaradi trenutne situacije s širjenjem koronavirusa implementacija na fizičnem robotu ni bila 
mogoča. Ob morebitni integraciji programa na fizičnega robota Fanuc je potrebno namestiti 
še gonilnike za robote tega proizvajalca. Ti so dostopni na spletu [39]. 
 
Ti paketi predstavljajo temelje, brez katerih ostale komponente in programski paketi ne 
delujejo. Nameščeni so bili globalno. 
 
3.2 Izgradnja delovnega prostora 
Delovni prostor predstavlja okolje, ki služi izgradnji programa. Vsebuje komponente, ki so 
potrebne za delovanje programa in so omejene na delovanje znotraj tega okolja. Na enem 
računalniku tako lahko imamo veliko različnih delovnih okolij, vsako z različnimi paketi in 
knjižnicami, ki služijo specifični aplikaciji. 
 
 
3.2.1 Delovni prostor Python 
ROS-ova zgradba in delovanje temeljita na več programskih jezikih, med drugim na 
programskem jeziku Python. Primarna verzija, ki jo ROS Melodic uporablja za delovanje, 
je 2.7 in predstavlja primarno verzijo po namestitvi ROS-a. Ta ima poleg omenjene naloženo 
tudi različico Python3 (v našem primeru Python 3.6.9). Segmenti programa, ki jih projekt 
potrebuje za delovanje, lahko delujejo v eni ali drugi različici programskega jezika Python, 
prav tako pa lahko znotraj vsake verzije za nekatere programske segmente potrebujemo 
različne verzije posameznih knjižnic in razširitev. Ti so lahko nameščeni lokalno ali 
globalno. Posamezne knjižnice lahko velikokrat pridejo v konflikt zaradi nekompatibilnosti 
verzij, kar nam lahko poruši delovanje programa kot celote. Zato je nujno, da je struktura 
programa zasnovana tako, da omogoča nadgradnjo knjižnic, verzij programskega jezika 
Python lokalno, znotraj programskega prostora Python.  
 
Za nameščanje posameznih razširitev programskega jezika Python obstaja več načinov, 
najpogostejša med njimi sta Anaconda in Pip. V našem primeru smo uporabili upravitelja 
programskih paketov Pip. Namestili smo ga globalno, in sicer za obe različici programskega 
jezika (Python2 – primarni in Python3). 
 
Za namestitev upravitelja Pip za programski jezik Python2 v terminalu zaženemo: 
 
sudo python2 get-pip.py 
 
Za različico Python3 pa izvedemo ukaz: 
  
sudo apt update 
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sudo apt install python3-pip 
 
V kolikor v Python3 nimamo vključene knjižnice za upravljanje z virtualnimi projektnimi 
okolji, je potrebno le-to namestiti s; 
 
python3 -m pip install virtualenv  
 
Tako lahko začnemo z dejansko izgradnjo našega projekta. Osnovni nivo drevesne strukture 
projekta je v našem primeru poimenovan  grasp_ws in predstavlja tudi virtualno okolje 
lokalnega okolja Python. 
 
python3 -m venv grasp_ws 
cd ~/grasp_ws 
 
Z ukazom cd se v terminalu premikamo po datotečni drevesni strukturi, v tem primeru v 
direktorij grasp_ws. 
 




Tako se nam aktivira lokalna verzija, v terminalu je to vidno z imenom virtualnega okolja 
na začetku vrstice: 
 
(ws_grasp) imeuporabni@imeuporabni_rac _uporabnika:  
 





3.2.2 ROS-ov delovni prostor 
Glavni del pri vzpostavitvi programskega okolja predstavlja vzpostavitev ROS-ovega 
delovnega okolja. Le-tega ustvarimo znotraj okolja grasp_ws z ukazi: 
 




Za tem dodamo še delovno okolje v datoteko bashrc, s čimer dosežemo, da bo delovni 
prostor inicializiran v vsakem odprtem terminalu. 
 









3.3 Detekcija objektov v simulacijskem okolju 
V sodobnih aplikacijah za prepoznavanje objektov s pomočjo kamer je vedno pogostejša 
uporaba tehnologije na osnovi  konvolucijskih nevronskih mrež. Pri aplikaciji prepoznavanja 
objekta smo želeli doseči detekcijo in izbiro točno določenega objekta v prostoru, saj nam 
Dex-Netova knjižnica ne razlikuje med predmeti prijemanja, temveč na sliki le določa 
najboljša mesta prijemanja. Rešitev tega problema predstavlja kombinirana uporaba 
detekcije predmeta in detekcije prijemnega mesta.  
 
Na spletu najdemo veliko orodij in že naučenih modelov za zaznavanje in prepoznavanje 
različnih predmetov. Temelj vsakega takega modela je številčna in obdelana zbirka podatkov 
(označenih slik). Klasifikacija in priprava slik predstavlja tudi največji časovni zalogaj pri 
procesu vzpostavljanja modela za detekcijo poljubnega predmeta. Zelo znana zbirka 
označenih slik, ki služi kot podlaga raznim konvolucijskim modelom, je  COCO dataset 
(ang. Common Object in Context), ki vsebuje več kot 330 000 slik, ki omogočajo detekcijo 
80 različnih predmetov. Za prepoznavanje objektov, ki ne sodijo v klasificirane razrede, je 
potrebno tako zbirko pripraviti, zajeti slike željenih predmetov in jih ustrezno označiti.  
 
 
3.3.1 Ogrodje za zaznavanje predmetov YOLOv4 
Ogrodje za detekcijo predmetov YOLO (ang. You Only Look Once) verzije 4 – kasneje 
YOLOv4 – je trenutno najpogostejši širši uporabljeni odprtokodni projekt, namenjen 
zaznavanju predmetov. Omogoča zelo hitro in zanesljivo detektiranje predmetov. Detekcijo 
oziroma zaznavanje predmetov bi lahko definirali kot sočasno klasifikacijo in lokalizacijo 
predmetov na sliki. YOLO temelji na tehniki enkratnega pregleda slike s pomočjo 
premikajočega se okna [40, 41].  
 
Arhitektura ogrodja YOLOv4, prikazana v zelenem okvirju na sliki 3.1, v primerjavi z 




Slika 3.1: Arhitektura modela YOLOv4 [41] 
 
Konvolucijska nevronska mreža se nahaja znotraj sklopa »hrbtenica« (ang. Backbone) in, 
kot že ime pove, predstavlja glavno komponento modela. Glede na tip in zgradbo 
konvolucijske mreže se razlikujeta tudi delovanje in tip modela YOLO. Za model YOLO 
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tipa »tiny« vsebuje konvolucijska mreža le 8 konvolucijskih slojev, za razliko od tipične 
YOLO-ve strukture z uporabo 53 konvolucijskih slojev, večkrat poimenovane tudi 
CSPDarknet53 (ang. Cros Stage Partial Darknet 53). Glede na tip modela lahko zagotovimo 
bodisi hitrejše delovanje bodisi večjo natančnost – več konvolucijskih plasti pomeni večjo 
natančnost ob počasnejšem delovanju. 
 
Metoda temelji na teoriji »gosto povezane konvolucijske mreže« (ang. Densely Connected 
Convolutional Network), pri čemer so, kot je razvidno s slike 3.2, povezavam med 
posameznimi konvolucijskimi plastmi dodane še povezave s prejšnjimi bloki. »Vrat« (ang. 
Neck) služi dodajanju slojev med hrbtenico in »glavo« (ang. Head ali Dense Prediction). 
Gre za zapleten proces, ki zajema več  različnih algoritmov, njegova funkcija je prediktivno 
zaznavanje na različnih slojih povečave. Glava služi kot izhodni element in daje podatke o 
prepoznanih objektih. Vsebuje informacije o vseh prepoznanih objektih, o vseh opcijah 
prepoznanih objektov in vrača vrednost za najverjetnejšo možnost pri določevanju 
posameznega objekta. Prav tako zajema oznako tega objekta in dimenzije pravokotnika, ki 





Slika 3.2: Arhitektura gosto povezane konvolucijske mreže [42] 
 
 
Na sliki 3.3 vidimo, da YOLOv4 nudi dobro zanesljivost pri detekciji predmetov v 
primerjavi s konkurenčnimi programi. Vrednotenje je izvedeno s pomočjo algoritma 
povprečne natančnosti (ang. Average Precision). Natančnost (ang. Precision), označena s P,  
je določena kot količnik med pravilno določenimi prepoznavami objektov (TP – ang. »True 
Positive«) in vsoto vseh prepoznav objektov (vsota pravilno in nepravilno prepoznanih 








Priklic (ang. Recall), označen z R, vrednoti, kako dobre so pravilne prepoznave. Definiran 
je kot količnik med pravilnimi prepoznavami ter vsoto pravilnih prepoznav in nezaznanih 







Povprečna natančnost – AR predstavlja vsoto pod grafom funkcije natančnosti v odvisnosti 
od spomina (slika 3.4). Za računanje natančnosti na zbirki podatkov COCO uporabljamo 
model mAP (ang. mean Average Precision), ki določa povprečno natančnost z 
interpolacijsko funkcijo s 101 točko. Razlika z algoritmom AP je le ta, da povprečimo to 
vrednost čez vse kvalifikacijske razrede. Če smo osredotočeni na le en razred, imata 
vrednosti mAP in AP enak pomen. Iz slike 3.3 je razvidno, da YOLOv4 dosega skoraj 
polovično natančnost, tudi v območju delovanja v realnem času – pri hitrem osveževanju. 









Slika 3.4: Graf natančnosti modela v odvisnosti od priklica [43] 
 
 
3.3.2 Učenje modela za zaznavanje predmetov 
Prepoznava predmeta s pomočjo personalizirane konvolucijske mreže je v industriji lahko 
zelo uporabna, saj poznamo premete pri različnih proizvodnih postopkih. Za razlikovanje in 
detekcijo med njimi bi potrebovali le dobro pripravljeno zbirko slik in naučen model. Za 
potrebe naloge smo torej v obravnavo izbrali predmet, za katerega smo želeli konfigurirati 
konvolucijski model in s tem omogočiti detekcijo v simulacijskem okolju Gazebo. Izbrani 
predmet je rdeča lego kocka, izbrali pa bi lahko poljuben predmet. Da bi se kar najbolj 
približali pogojem detekcije, smo slike zajeli znotraj simulacijskega prostora Gazebo v 
različnih pogojih, ki so kar čim bolj podobni položajem in situacijam obravnave v programu 
detekcije in pobiranja predmeta. Slika 3.5 prikazuje primere zajetih slik, uporabljenih za 




Slika 3.5: Primer zajetih slik za učenje modela 
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Robustnost in natančnost modela je pogojena z izbiro parametrov in tipa modela, obenem  
pa je pomemben tudi vzorec podatkov, na katerem se model uči. Za dobro konfiguracijo in 
kvalitetno detekcijo je potreben zadovoljiv vzorec. Priporočljivo število slik za tak model je 
vsaj 1000, hkrati pa je pomembno tudi, kakšne so te slike. Priporočljivo je, da je predmet 
čim večkrat prikazan v kontekstu uporabe. Za naš model smo pripravili 120 slik iz 
Gazebovega virtualnega okolja, kar nam že v začetku pove, da bo naš model pomanjkljiv in 
primeren za delovanje na manjši množici predmetov in kontekstov. Moral pa bi biti dovolj 
zanesljiv za razlikovanje med izbranim predmetom in predmeti, uporabljenimi za učenje, 
kar je tudi namen, saj bi moral model ob morebitni aplikaciji take metode v industriji v 
osnovi ločevati med znanimi objekti s proizvodne linije. 
 
Naslednji pomemben in časovno zamuden korak je označevanje oziroma etiketiranje slik 
(ang. Labeling). Za vsako sliko je potrebno izvesti določevanje in etiketiranje predmetov. V 
našem primeru smo označevali le rdeče lego kocke, saj je bil to edini predmet interesa. Na 
vsaki sliki je potrebno označiti vsak predmet, oblika oznake oziroma izbire predmeta pa je 
odvisna od načina učenja, oblike modela in vrste baze podatkov. Za označevanje in 
dodajanje predmetov znotraj baze podatkov COCO je na primer potrebno popolno prileganje 
konturi predmetov, medtem ko je za orodje YOLO dovolj že pravokotno območje, znotraj 
katerega se objekt nahaja. Ta oznaka je nato zapisana s pomočjo koordinat, parametrov 
pravokotnika za vsako oznako ... Zapis oznake se razlikuje glede na izbrano orodje in model 








Z že pripravljenimi in pravilno popisanimi slikami lahko s pomočjo programskega paketa 
Darknet izvedemo učenje nevronske mreže po meri. Gre za odprtokodni projekt, ki se 
ukvarja z modeliranjem in upravljanjem nevronskih mrež. Ustanovitelj projekta je Joseph 
Redmon, ki je tudi začetnik detekcijskega ogrodja YOLO. Program je napisan v programskih 
jezikih C++ in CUDA. Prednost predstavlja hitro in enostavno ogrodje, ki omogoča 
preračunavanja s pomočjo računalniških ali grafičnih procesorjev.  
 
Zaradi hitrejšega procesa in omejenih sredstev smo celoten postopek učenja izvedli s 
pomočjo Googlovega projekta Colaboratory (kasneje Colab), ki omogoča brezplačno 
izposojo strojne opreme Googlovim uporabnikom. Natančneje gre za računalnike z 
operacijskim sistemom Ubuntu 18.04. z grafično procesno enoto Tesla K80 GPU, ki 
omogoča zelo visoke hitrosti procesiranja, kar je priročno za učenje nevronskih mrež. Colab 
omogoča enostavno izvajanje skript v programskem jeziku Python le s pomočjo brskalnika. 
 
Za zagon učenja potrebujemo Darknetov paket, ki ga prosto dobimo na spletnem portalu 
Github [45]. Vanj umestimo urejene slike s pripadajočimi tekstovnimi oznakami in 
datotekami ter dodatnimi datotekami za konfiguracijo. Najpomembnejše izmed njih so: 
 
- Tekstovna datoteka, ki definira slike, na katerih bo izvedeno učenje. V praksi 
uporabimo za učenje približno 80 odstotkov vsega vzorca. Za manjše vzorce je 
ta odstotek lahko manjši. 
- Tekstovna datoteka, ki definira slike, na katerih bo izvedeno vrednotenje oziroma 
testiranje. V praksi za testiranje uporabimo 20 odstotkov zajetega vzorca. Za naš 
primer smo zajeli 120 slik, od katerih jih je bilo 16 namenjenih testiranju 104 pa 
učenju. 
- Datoteka  *.names, ki definira vse klasifikacijske razrede, uporabljene za 
klasifikacijo predmetov. V našem primeru smo uporabljali le en klasifikacijski 
razred.  
- Datoteka *.data vsebuje poti do vseh datotek, ki jih potrebuje Darknetov paket za 
učenje modela YOLO. 
- Z datotekami *.cfg določimo parametre in konfiguracije modela uporabljene 
nevronske mreže. Za učenje smo izbrali model YOLOv4, ki smo mu nastavili 
specifične parametre za naš primer (velikost podvzorca – ang. »Batch size«, 
resolucijo slik – uporabili smo velikost 416 x 416, ...). Vse konfiguracijske 
datoteke so priložene v dodatnem gradivu.  
- Izhodiščne uteži predstavljajo osnovo, na kateri se zgradi model po meri. 
Izhodiščne uteži so predkonfigurirane in omogočajo lažjo in hitrejšo 
konfiguracijo modela.   
 
Tako zapakiran Darknetov paket stisnemo in naložimo na Google Drive ali pa neposredno 
na računalnik znotraj okolja Colab. Tam nastavimo potrebne spremenljivke, poti do našega 
projekta in povežemo Darknetov Backup z našim Google Drive računom. Na ta način se 
zavarujemo pred izgubo konfiguriranih uteži ob morebitnih prekinitvah povezave ali 
porušitvah programa. Brezplačni način uporabe okolja Colab nam omogoča 12-urno 
brezplačno uporabo grafične procesorske enote, ob prekoračitvi časovnega limita pa dostop 
za nekaj časa onemogoči. Zato je še pomembneje nastaviti varnostno kopiranje, ob morebitni 




Pred začetkom učenja modela namestimo Pythonov paket dos2unix (v kolikor smo za 
konfiguracijo paketa uporabili drug operacijski sistem in ne Ubuntu), ki nam prevede znake 




S tem zgradimo Darknetov paket in nato lahko zaženemo učenje z ukazom: 
 
!./darknet detector train projekt/projekt.data konfiguracije_CNN.cfg utezi -
map -dont_show 
 
Če se nam poruši izvajanje programa in s tem prekine delovanje sistema, je proces mogoče 
nadaljevati s shranjenimi utežmi v mapi varnostnega kopiranja. 
 
!./darknet detector train projekt/projekt.data konfiguracije_CNN.cfg zadnje_shr
anjene_utezi -map -dont_show 
 
Varnostno kopiranje se izvede na vsakih 100 iteracij učenja programa. Za vsak 
klasifikacijski razred je priporočljivo število iteracij 2000. V vsakem izmed teh korakov 








Slika 3.8: Potek pri učenju konkretnega modela 
 
 
V našem primeru smo imeli več težav s konvergenco modela (sliki 3.7 in 3.8:  modre točke 
na grafu – funkcija napake) in s posameznimi prekinitvami procesa. Funkcija napake zajema 
klasifikacijske, lokalizacijske in verjetnostne napake modela. Enačbe, ki definirajo funkcijo, 
so dostopne v literaturi [40]. Vzrokov za težave s konvergenco funkcije napake je več. V 
našem primeru sta najočitnejša vzroka majhnost in slaba kvaliteta vzorca podatkov. Vzroki 
za prekinitev procesa so povezani z brezplačno uporabo Colaba in so za te primere tipični, 
vendar lahko učenje nadaljujemo od posameznih varnostnih kopij dalje. Žal pa smo izgubili 
prikaz točk na grafu. Rdeča črta kaže potek povprečne natančnosti, ki pa se za naš graf ni 
izrisala, saj potrebujemo vsaj 1000 iteracij brez prekinitve. Po končanih 2000 iteracijah je 
model zaključil z učenjem. Največja natančnost ni nujno dosežena z uporabo končno 
nastavljenih uteži, ki se dobijo s procesom minimizacije napake. Zato nam program 
samodejno shrani tudi uteži, ki so dosegle največjo natančnost. Največja natančnost je 
znašala 98.69 %. 
 
Po končanem učenju smo uteži enostavno preneseli z brskalnika in uporabili na našem 
modelu. Enostavno implementacijo YOLO-vega modela omogoča Pythonova knjižnica 
OpenCV, ki od verzije 4.4.0 omogoča implementacijo YOLO-vega konvolucijskega modela 
brez dodatnih knjižnic. Potrebujemo le uteži našega modela in datoteko konfiguracij. Glede 
na to, da smo za učenje modela uporabili resolucijo 416 x 416 slikovnih točk, moramo paziti, 
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da se tudi to ujema z definicijo v modelu OpenCV. Prepoznava z naučenim modelom poteka 
z modulom OpenCV DNN (ang. Deep Neural Network). Izbrano sliko spremenimo iz 
matričnega v binarni zapis z ukazom: 
 
img_blob = cv2.dnn.blobFromImage(img_to_detect, 0.003922, (416, 416), 
swapRB=True, crop=False) 
 
Kot je razvidno, pri tem definiramo sliko za transformacijo, faktor skaliranja (ang. Scale 
Factor), ki je s strani YOLO-ovih avtorjev definiran kot razmerje 1/255. Kot že omenjeno, 
je resolucija 416 x 416, predzadnji argument pa poskrbi za vrstni red barv v matriki, saj je 
privzet način OpenCV knjižnice BGR (ang. Blue Green Red), medtem ko YOLO uporablja 





Pri tem je prvi argument pot do konfiguracijske datoteke modela, drugi pa pot do uteži 
modela. Sledi še koda, ki služi vizualni predstavitvi klasifikacijskega pravokotnika na sliki. 




Slika 3.9: Prepoznava objekta na testni sliki 
 
Vidimo, da sta za slike podobne tistim, na katerih je bil model učen, delovanje in natančnost 
zelo dobra. Delovanje modela na slikah, ki se razlikujejo od vzorčnih primerov (slika 3.10), 
pa je slabše, kar je razumljivo, sam model prepozna le značilnice, zajete znotraj vzorca 120 






Slika 3.10: Uporaba modela za detekcijo objektov na poljubni sliki [44] 
 
Ob večji kvantiteti in kompleksnosti vzorca bi dosegli tudi boljšo splošno natančnost pri 




3.3.3 Programski paket za določevanje prijemnih mest 
Dextrinity Network je raziskovalni projekt skupine Berkeley AUTOLAB kalifornijske 
univerze, katerega cilj je razvijanje zanesljive programske opreme za robotovo prijemanje 
predmetov, kot so orodja, hišni predmeti, paketi in industrijski deli.  
 
Vsebuje kodo, zbirke podatkov in algoritme, ki omogočajo generacijo zbirk podatkov, kot 
so oblaki točk, prijemi dvotočkovnih paralelnih prijemal, izmere robustnosti prijemov, in 
sicer na podlagi 1000 primerov 3D-objektov, na katerih je bilo izvedeno strojno učenje [46]. 
Dex-Net omogoča generiranim zbirkam podatkov učenje po metodi GQ-CNN (ang. Grasp 
Quality Convolutial Neural Networks). Po tej metodi lahko model predvidi verjetnost uspeha 
prijema danega objekta na podlagi naučenega modela in podatkov o robotskem prijemalu. 
Dex-Net 2.0 podpira le paralelno dvotočkovno prijemalo, medtem ko verzija 3.0 podpira 
tudi prijemanje s podtlačnimi šobami. Na najnovejši verziji 4.0 je mogoča uporaba in učenje 
modela za večje število prijemal. Knjižnica Dex-Net ponuja uporabo že naučenih modelov 
za določitev optimalnih mest prijemanja – mest, kjer je verjetnost za uspešen prijem najvišja. 
Konvolucijska nevronska mreža za vrednotenje kvalitete prijemanja (GQ-CNN) je bila 
razvita v sklopu Dex-Net 2.0. Zajema 6.7 milijona sintetično generiranih oblakov točk, 
prijemov in meritev robustnosti prijema, izračunanih v predhodni verziji Dex-Net 1.0. 
Podlago za vrednotenje prijemanja predstavlja 1500 3D-modelov objektov z načrtovanimi 
prijemi (za paralelno dvotočkovno prijemalo), za katere je bila izvedena robustna kvazi 
statična GWS (ang. Grasp Wrench Space) analiza [47]. 
 
Model GQ-CNN za vhod uporablja par slik objekta, in sicer RGB (barvno) sliko ter 
globinsko sliko, pri čemer vsaki slikovni točki pripada svoja vrednost z – koordinate. Model 
najbolje deluje za slike, zajete neposredno nad opazovanim objektom. Na sliki 3.11 vidimo, 
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da so kandidati za prijem predmeta s parov slik najprej poravnani glede na slikovno točko, 
ki predstavlja center predlaganega prijema, in zasukani za vrednost 𝜑, ki je definirana z 
orientacijo prijemala. Poravnana vhodna slika odstrani potrebo po določevanju rotacijskih 
invariant [46, 47].  
 
 
Slika 3.11: Vhod modela GQ-CNN [48] 
 
 
Struktura konvolucijske mreže  (slika 3.12) vključuje štiri konvolucijske plasti, ki nastopajo 
v parih z vmesnimi ReLU-funkcijami (pragovna linearna aktivacijska funkcija – ang. 
Rectified Linear Activation function), ki so v osnovi prenosne funkcije, z lastnostjo, da vsem 
vrednostim, manjšim od 0, pripišejo to vrednost. Po koncu konvolucijskih plasti sledijo še 
trije popolnoma povezani sloji in pa ločen vhod za vrednost z, ki predstavlja razdaljo med 
prijemalom in kamero. Rezultat, ki ga model GQ-CNN pripiše, je verjetnost prijema (tudi 
robustnost prijema) z vrednostjo med 0 in 1. Na podlagi te vrednosti so lahko tudi sortirani 
kandidati – potencialna mesta za prijemanje predmeta [47]. Slika 3.13 prikazuje prvo plast 






Slika 3.12: Arhitektura modela GQ-CNN [48] 
 
 
Slika 3.13: Primer naučenih filtrov [48] 
 
 
3.4 Izhodiščni programski projekt 
Projekt Deep grasp demo (kasneje DGD) je odprtokodni projekt podjetja PickNik INC, ki je 
dostopen na spletnem portalu Github [49]. Gre za demonstracijski projekt, ki združuje 
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prepoznavo prijemnih mest z uporabo globinske kamere in načrtovanja gibanja robotske 
roke znotraj programskega ogrodja MoveIt. 
Delovanje projekta temelji na uporabi Dex-Netovega ali GPD-jevega (ang. Grasp Pose 
Detection) principa za generacijo prijemnih mest in knjižnice MoveIt Task Constructor za 
načrtovanje gibanja robota. Projekt je zasnovan za robota Franka Emika Panda, ki je testni 
robot tudi za MoveIt-ove programske primere.  
 
Za namestitev projekta DGD je najprej potrebno namestiti nekatere programske pakete, od 
katerih je delovanje programa odvisno:  
 
- PCL (ang. Point Cloud Library) – verzije 1.9 ali novejše; 
- OPENCV – verzije 3.4 (dokumentacija projekta dovoljuje tudi novejše, vendar 
pri nekaterih pride do nepravilnosti, zato smo namestili verzijo 3.4); 
- Eigen – verzije 3.0 ali novejše. 
 
Navodila za namestitev so nazorno opisana na strani projekta [49] pod poglavjem »Install 
Grasp Pose Detection – Requirements«, omenjene programske pakete pa smo namestili 
znotraj datoteke grasp_ws.  
 
Ker programskega paketa GPD ne bomo uporabljali, ga ni potrebno namestiti. 
Naslednji korak predstavlja namestitev programskega paketa Dex-Net s pripadajočimi 
knjižnicami in modeli nevronskih mrež. Navodila za instalacijo se nahajajo pod poglavjem 
»Install Dex-Net« in so zelo jasna, pomembno pa je, da pri instalaciji pazimo na Phytonovo 
virtualno okolje. Namestitev po navodilih vključuje nadgradnjo in namestitev več 
Pythonovih programskih paketov, tako je bolje, da v primeru, ko imamo na računalniku več 
različnih projektov, pred tem korakom okolje spremenimo iz globalnega v lokalno. 
 
Sledi namestitev ROS-ovih paketov projekta DGD. Pakete namestimo v že ustvarjeni 













rosdep install --from-paths . --ignore-src --rosdistro $ROS_DISTRO 
cd ~/grasp_ws/catkin_grasp/ 
(zgornji ukaz poženemo v eni vrstici) 
 
Projekt DGD za delovanje potrebuje tudi komponente programskega paketa MoveIt, ki je že 
nameščen, z naslednjim ukazom dodamo to odvisnost. V polje <pot do MoveIt> vpišemo 
našo lokacijo tega paketa. 
 







Za simulacije v simulatorju Gazebo potrebujemo še programske pakete, ki jih uporablja 
robot Franka Emika Panda. To dosežemo z naslednjimi ukazi: 
 




git clone https://github.com/tahsinkose/panda_moveit_config.git -b melodic-
devel 
 





Zadnji korak predstavljajo še nastavitve konfiguracij, ki jih uporablja konvolucijska mreža 




in v njej nastavimo parametra model_name ter model_dir glede na naučen model 









3.4.1 Princip delovanja programskega paketa za določanje 
prijemnih mest 
Program MoveIt Task Constructor Dex-Net združuje Dex-Netovo prepoznavanje prijemnih 
mest s pomočjo modela GQ-CNN in načrtovanje gibanja s pomočjo MTC-ja. V nameščenem 
projektu imamo že zajete slike in preračunane prijeme za demonstracijsko delovanje. 
 
Uporaba lokalnega okolja Python je pri tem projektu še bolj zaželena, saj je skripta, ki jo 
Dex-Net uporablja, napisana v Pythonovi verziji 3, ki pa ni primarno podprta znotraj ROS-
ovega okolja verzije Melodic. Logika programa je sledeča: 
 
Vozlišče grasp_image_detection kliče storitev gqcnn_grasp, ki ga ponuja vozlišče 
gqcnn_server. To vozlišče s pomočjo Pythonove skripte (v verziji 3) zažene konvolucijski 
model, ki je nastavljen v datoteki (dexnet_config.yaml). Model operira na že shranjeni sliki 
ali pa jo zajame v trenutku klicanja programa. Po izvedenem iskanju najprimernejših 
kandidatov za prijem predmeta storitev gqcnn_grasp vrne kandidate za prijem s 
pripadajočimi vrednostmi verjetnosti prijema. Do teh vrednosti nato dostopa program za 
prijemanje, ki s pomočjo MTC-ogrodja določi optimalne poti in izvede gib, tako v 
prikazovalniku RViz kot v simulacijskem okolju Gazebo. 
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Demonstracija prijemanja valja z robotom Panda (slika 3.14) brez uporabe simulacijskega 
orodja Gazebo je mogoča z ukazoma:  
 
roslaunch moveit_task_constructor_demo demo.launch 




Slika 3.14: Primer načrtovanega gibanja iz DGD projekta 
 
Pri tem robot ne uporablja dejanskega robotskega krmilnika, ki definira delovanje sklepov, 
temveč »navideznega« (ang. Fake Controler). 
 
Za delovanje v simulacijskem svetu Gazebo je potrebno robotski krmilnik dodatno 
konfigurirati. Za robot Panda so te vrednosti že določene in demonstracijsko prijemanje 
znotraj simulacijskega okolja Gazebo (slika 3.15) izvedemo z naslednjima ukazoma:  
 
roslaunch deep_grasp_task gazebo_pick_place.launch 






Slika 3.15: Primer prijemanja objekta v simulacijskem okolju 
 
V našem primeru je bilo za delovanje programa potrebno namestiti še dva programska 
paketa, brez katerih je sistem javljal napako (Pythonov paket Tkinter in ROS-ov paket 
krmilnikov za krmiljenje robota): 
 
sudo apt-get python3-tk 
sudo apt-get install ros-melodic-joint-trajectory-controller 
 
Z nastavitvami vrednosti num_seed_samples znotraj konfiguracije datoteke 
dexnet_config.yaml  lahko nastavljamo število kandidatov za prijemanje, na podlagi katerih 
program določa mogoče prijeme. Znotraj datoteke za konfiguracijo nevronske mreže dex-
net_4.0_py.yaml pa lahko vplivamo na samo obnašanje nevronske mreže in na rezultate.  
 
 
3.5 Konfiguracija modela šolskega robota Fanuc LR 
Mate200iD 
Model šolskega robota proizvajalca FANUC tipa LR Mate200iD je bil razvit s strani 
raziskovalnih projektov laboratorija Lakos. Projekt z modelom in njegovimi nastavitvami je 
dostopen na laboratorijevem računu Github [50].  
 
Modeliranje robota je mogoče na več načinov. Eden izmed njih je s pomočjo uporabe 
univerzalnega formata robotskega opisa, imenovanega URDF (ang. Unified Robot 
Description Format). Format URDF je praktično datoteka v zapisu XML, ki vsebuje podatke 
o zgradbi robota. Opis je predstavljen kot drevesna struktura, ki se začne z XML-jevo 
definicijo formata. Vsa nadaljnja struktura robota je zajeta znotraj oznake <robot>. Sledi 
niz segmentov robota, ki so popisani s pomočjo dveh posameznih členov, definiranih z 
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oznako <link>, in sklepa, ki povezuje dva zaporedna člena in je definiran z oznako <joint>. 
Vsak link vsebuje fizikalni in geometrijski opis segmenta, vsak sklep pa kinematiko in 
dinamiko povezav med njima. Za uporabo modela v simulacijskem okolju Gazebo je 
potrebno določiti še dodatne parametre. Parametri, potrebni za simulacijsko okolje, se 
začnejo znotraj oznak <gazebo>. Potrebno je definiranje materialov, senzorjev (če jih 
vključuje), najpomembnejši pa je opis krmilnikov za gibanje robota. Znotraj oznake 
<transmission> definiramo aktuatorje sklepov ter njihov tip in lastnosti. Le-te povežemo s 
pomočjo vtičnika, imenovanega gazebo_ros_control, ki skrbi za izvajanje gibanja robota v 
simulacijskem okolju Gazebo. 
 
Model, ki ga vsebuje projekt, ima že popisano strukturo in krmilnike ter omogoča delovanje 
robota v simulacijskem sistemu Gazebo. Po zgledu robota Panda smo za potrebe uporabe v 
tej nalogi strukturo robota Fanuc LR Mate200iD le nadgradili. Na zapestje robota smo dodali 
virtualni členek in s tem ločili robotsko roko od končnega efektorja oziroma prijemala 
robota. Ta člen smo nato povezali z nosilcem prijemala s pomočjo fiksne povezave. Ta člen 
nima fizikalnega pomena, služi le za boljše delovanje načrtovalcev gibanja in preglednejšo 
razdelitev robota na robotsko roko in prijemalo. Na robota smo dodali še globinsko kamera 
za potrebe zajemanja slik iz simulacijskega okolja Gazebo. S pomočjo orodja MoveIt Setup 
Assistant smo nato generirali datoteko SRDF (ang. Simulation Robot Description Format), 
ki vsebuje podatke o sklopih robota in medsebojnih odnosih med posameznimi členi robota. 
Generiramo lahko tudi fiksna stanja robota, ki jih lahko kličemo v okolju MoveIt (določimo 
lahko poljubno število fiksnih stanj robota). 
 
Za potrebe naloge smo po zgledu datoteke SRDF robota Panda tudi robota Fanuc razdelili 
na podsklop robotske roke in končnega efektorja. Definirali smo tudi več fiksnih stanj 
robota, začetno ali domače stanje robota ter odprto in zaprto orodje. Vsa ta stanja so v 
ogrodju MTC potrebna pri načrtovanju pobiranja predmeta. 
 
 
3.6 Načrtovanje primi-položi gibanja robota 
Gibanje robota pri nalogi pobiranja predmeta je izvedeno z ogrodjem MoveIt Task 
Constructor. Kot že opisano, je to gibanje definirano kot naloga (ang. Task) in razdeljeno na 
posamezne stopnje, ki so lahko združene v zaboje. Zgradbo giba najdemo v datoteki 
deep_pick_place_task.cpp in vsebuje naslednje korake: 
 
Branje parametrov: Večina parametrov, ki se nanašajo na geometrijo in lastnosti robota, je 
opisana v formatu yaml znotraj datoteke panda_object.yaml ali fanuc_object.yaml. Vsebuje 
parametre, kot so ime robota, ime robotovega manipulatorja in končnega efektorja, parametri 
okolja, v katerem se robot nahaja (definicije koordinatnih sistemov, absolutnih ter lokalnih 
osi roke in končnega prijemala, predmeti v okolju), prej definirana stanja robota (definirana 
v programu MoveIt Setup Assistant znotraj datoteke SDRF), pozicija zaprtega in odprtega 
prijemala, minimalna in maksimalna razdalja približevanja objekta itd. 
 
Incializacija procesa z definicijo naloge in nastavitvijo  parametrov, prebranih iz 
konfiguracijskih datotek, in nastavitve načrtovalcev gibanja. Za nalogo pobiranja predmeta 
sta definirana dva načrtovalca gibanja, in sicer kartezični načrtovalec ter načrtovalec gibanja 




Določanje trenutnega stanja robota: Pred začetkom premikov se shrani trenutno stanje 
robota in določijo vrednosti trenutnih sklepov (zasuki, translacije). Preveri se tudi, če ima 
robot že pritrjen objekt ali ne. Če robot že drži predmet, se proces prekine in gibanje ne 
načrtuje. 
 
Odpiranje končnega efektorja, orodja za prijemanje. 
 
Gibanje do položaja prijemanja: Načrtuje se gib, ki povezuje trenutni položaj robota in 
njegov položaj pred približevanjem prijemanja. 
 
Prijemanje predmeta: Stopnja prijemanja objekta je zaboj, ki vsebuje več podstopenj, 
korakov prijemanja objekta: 
- Približevanje predmetu – je relativno gibanje v predpisani koordinatni osi. Določi 
se koordinatni sistem, v katerem je definiran vektor, ki določa smer približevanja 
objekta. Minimalna in maksimalna razdalja približevanja sta določeni znotraj 
konfiguracijske datoteke yaml. 
- Generiranje pozicije prijemanja: v tej stopnji se kliče storitev, ki nam vrne 
generirane pozicije možnih prijemov s pomočjo Dex-Netovega modela GQ-
CNN. Določijo se začetno stanje robota, začetno stanje orodja in objekt 
prijemanja. Gib je preračunan z inverzno kinematiko, ki ji določimo začetno 
stanje prijemala in objekta ter transformacijo med koordinatnim sistemom 
prijemala in točko prijemanja med prstoma dvotočkovnega paralelnega 
prijemala. 
- Načrtovalcu prostora se dovoli trk oziroma kontakt med orodjem in predmetom 
prijemanja. 
- Zapiranje prijemala: ta gib je izvedeno s klicem fiksne pozicije prijemala, ko je 
le-to v zaprtem stanju. To stanje smo nastavili s programom MoveIt Setup 
Assistant in shranili v datoteki SRDF. 
- Načrtovalec prostora pripne objekt k robotovi strukturi. V prikazovalnem okolju 
RViz je od tega ukaza naprej vidno, da predmet potuje z robotom na isti relativni 
razdalji od končnega prijemala, tudi če prijemanje ni bili uspešno. 
- Načrtovalcu prostora se dovoli trk oziroma kontakt med predmetom in podlago. 
- Dviganje predmeta: gib je podoben gibu približevanja objekta. Zopet se določi, 
iz katere stopnje se gib začne, minimalna in maksimalna razdalja oddaljevanja, 
koordinatni sistem za preračunavanje kinematike ter koordinatni sistem, v 
katerem je definiran vektor in s tem smer dviganja predmeta.  
- Načrtovalcu scene se prekliče dovoljenje za trk med podlago in predmetom, da 
lahko zaznamo, če je predmet padel na podlago. 
 
Gibanje do položaja odlaganja: Analogno kot stopnja 5 – načrtuje se gib, ki povezuje 
trenutni položaj robota in njegov položaj pred odlaganjem predmeta. 
 
Odlaganje predmeta je zaboj, ki vsebuje več podstopenj, te pa skupaj sestavljajo gibanje 
robota pri odlaganju predmeta. 
- Spuščanje predmeta: stopnja, podobna oddaljevanju ali približevanju prijemanja. 
Definiramo koordinatni sistem, v katerim se spuščanje dogaja, ter minimalno in 
maksimalno razdaljo spuščanja. 
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- Generiranje odlagalne pozicije: s pomočjo inverzne kinematike se izvede 
načrtovanje giba med začetnim stanjem robota pred odlaganjem in mesto 
odlaganja, ki je definirano v kartezijskih koordinatah. Upošteva se tudi višina 
predmeta, da pri odlaganju končni efektor ne zadene ob podlago. 
- Odpiranje dlani: izvede se gib odpiranja dlani v prej definiran položaj končnega 
orodja. 
- Načrtovalcu scene se prekliče dovoljenje za trk med orodjem in predmetom, saj 
pride do fizične ločitve teles. 
- Načrtovalec prostora odstrani zvezo med predmetov in robotom. V 
prikazovalniku RViz je sedaj opazno, da se objekt ne giblje več skupaj z robotom. 
- Odmikanje: gib robota stran od mesta odlaganja po določeni smeri v željenem 
koordinatnem sistemu. 
 
Vračanje robota v domači položaj: robot se po odmikanju z mesta odlaganja vrne na ciljno 




Slika 3.16: Drevesna struktura gibanja primi-položi 
 
Načrtovalno ogrodje MTC načrtuje vsak gib posebej. Če so parametri pravilno nastavljeni, 
bo načrtovanje posameznih stopenj opravljeno neodvisno eno od druge. Drevesna struktura 
(prikazana na sliki 3.16) giba nam nudi pregled nad časi, cenami in geometrijo posameznih 
gibov. Če načrtovanje posameznih stopenj ni uspelo, lahko vidimo začetna in končna stanja 
teh stopenj, ne pa tudi gibov med njimi. Prav tako si lahko v prikazovalniku RViz pogledamo 




4 Rezultati in diskusija 
V okviru naše naloge sta izvedena procesa detekcije predmeta s pomočjo globinske kamere 
in načrtovanje pobiranja v programskem ogrodju MoveIt. Simulacija gibanja je prikazana v 
vizualizacijskem okolju RViz in izvedena znotraj simulacijskega okolja Gazebo. 
 
 
4.1 Izdelava virtualnega sveta in zajem slik 
Izdelava virtualnega okolja predstavlja prvi korak pri izvedbi naloge. S predelavo zagonske 
datoteke iz paketa DGD smo v simulatorju Gazebo ustvarili virtualno okolje z globinsko 
kamero in s ciljnim predmetom. Predmet in globinska kamera se nahajata na isti lokaciji kot  
v procesu pobiranja predmeta. Za izdelavo virtualnega okolja v terminal vnesemo ukaz: 
 
Roslaunch deep_grasp_task sensor_data_gazebo.launch  
 
S tem smo zagnali tudi vozlišče z imenom proces_image_server, ki oglašuje storitev za 
zajem in shranjevanje podatkov z globinske kamere. Globinsko in barvno sliko v dimenzijah 
640 x 480 slikovnih točk shranimo z ukazom: 
 
rosservice call /save_images "depth_file: depth_pick.png' 
color_file: 'rgb_pick.png'" 
 
S tem sta se shranili sliki, potrebni za nadaljnje procesiranje. Če nastavitev ne 
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Slika 4.1: (a) Zajeta barvna slika  (b) Zajeta globinska slika 
 
Naslednji korak predstavlja prepoznavanje predmeta, določanje njegove lege in orientacije.  
 
 
4.2 Prepoznava predmeta 
Osnovna metoda za prepoznavo objekta je omogočena s pomočjo naučenega modela YOLO. 
Shranjeno barvno sliko iz virtualnega sveta, konfiguracije modela in pripadajoče uteži 
predstavljajo vhod programu. Program za prepoznavo vsebuje nekaj programskih paketov, 
ki smo jih namestili v lokalno Pythonovo okolje, zato v tem okolju zaženemo program. 
Skripto definiramo kot zagonsko in zaženemo z ukazoma 
 
chmod +x select_auto.py 
./select_auto.py 
 
Program nam v sliki prepozna ciljni objekt in izriše okno okoli objekta. Isto okno se uporabi 
tudi za maskiranje (ang. masking) vhodne slike. S tem dosežemo, da je odstranjeno iz slike 
okolje – morebitni predmeti, ki niso cilj prijemanja in s tem določevanja prijemnega mesta. 
Dex-Netova storitev GQ-CNN namreč določa prijemna mesta za značilnice s celotne slike. 
V primeru večjega števila predmetov bi na ta način lahko izgubili vsa prijemna mesta na 
ciljnem objektu ali del njih. Z izločevanjem neželenega okolja tako dosežemo boljše 
osredotočenje na ciljni predmet. Program nam maskira tako barvno kot globinsko sliko. Pri 
barvni sliki se izločeni del zamenja s poljubno barvo (v našem primeru črno), pri globinski 
sliki pa to isto področje zavzame maksimalno zaznano globino – globino podlage. Sliki sta 
shranjeni v isti direktorij kot vhodna slika in predstavljata vhod za določevanje prijemnega 
mesta in orientacije predmeta. 
 
Okvir prepoznanega objekta na sliki 4.2 služi kot maska za obdelavo slike in izločitev 
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Slika 4.2: Zaznani objekt iz zajete slike 
 
Alternativni program prepoznave objekta je ročna izbira predmeta (slika 4.3). Z enostavnim 
programom in uporabo knjižnice OpenCV lahko s kliki na prikazovalniku slike definiramo 
poligon, ki zajema ciljni predmet. S pritiskom na tipko zajemi (v našem primeru M) se 
generira poligon iz izbranih točk, na osnovi katerega se izvede maskiranje slike, podobno 
kot pri detekciji z modelom YOLO. Istočasno se postopek maskiranja izvede še na globinski 
sliki. Sliki sta shranjeni na isto mesto kot vhodna slika. Program je alternativa avtomatskemu 
zaznavanju, primeren za predmete, ki jih model YOLO ne prepozna. Uporaben bi lahko bil 
pri daljinskem vodenju robota, pri čemer bi lahko nadomestil ročni krmilnik za prijemanje 
ciljnih predmetov. Program zaženemo z ukazom (v Pythonovem lokalnem okolju – verziji 
3):  
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4.3 Določanje prijemnih mest predmeta 
Izhodni sliki iz programa za detekcijo objekta služita kot vhod za program določanja 
prijemnih mest. Določanje prijemnih mest se izvede s pomočjo strežnika GQ-CNN, na 
katera pošljemo izbrani sliki. Ta nam, kot že opisano, s pomočjo konvolucijske nevronske 
mreže in konfiguracij prijemala, definiranih v programu, določi potencialna prijemna mesta. 
 
roslaunch moveit_task_constructor_dexnet dexnet_not_move.launch 
 
S tem ukazom zaženemo strežnik s potrebnimi konfiguracijskimi datotekami. Nato 
zaženemo program, ki nam na strežnik pošlje zahtevo s pripadajočo barvno in globinsko 
sliko, na kateri se izvede algoritem določanja prijemnih mest. To storimo v lokalnem 
Pythonovem okolju z ukazom: 
 
chmod +x recog.py 
./recog.py 
 
Strežnik nam kot odziv pošlje sporočilo z lokacijami prijemnih mest in njihovimi 
verjetnostmi – kakovostmi prijema. Na sliki 4.4 vidimo z belo barvo označena potencialna 
prijemna mesta, z modro barvo je označeno prijemno mesto z najvišjo verjetnostjo prijema. 
Obenem se vrednosti shranijo v binarni obliki v datoteki grasps.bin. Pri izvedbi tega koraka 
je večkrat prišlo do težav s prepisom te datoteke, zato je smotrno datoteko najprej izbrisati, 
da jo program lažje prepiše. Odziv nam program prebere in prijemna mesta prikaže na sliki. 
Vrednosti potencialnih prijemnih mest so podane v relativnih koordinatah prijemnih mest 
glede na položaj kamere. Te koordinate nato shranimo v yamlovi datoteki, ki jo kasneje 
uporabi program za načrtovanje gibanja. Izberemo lahko poljubne kandidate, v našem 
primeru zapišemo le najverjetnejšega. Prav tako v tem koraku izrežemo sliko, ki jo nato 
uporabimo v podprogramu za določanje orientacije prijema. Velikost izrezanega mesta je 
enaka velikosti prijemala (slika 4.5). S tem izločimo nepotreben del objekta iz slike in se 
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Slika 4.5: Izrezani del okoli prijemnega mesta 
 
 
4.4 Določanje orientacije predmeta 
S pomočjo modela YOLO dobimo iz slike območje, v katerem se objekt nahaja, ne pa tudi 
orientacije predmeta. Vhod v program za določanje orientacije objekta nam predstavlja prej 
obdelana in shranjena slika z izločenim okoljem izven okna zaznanega objekta. 
 
Določitev orientacije je lahko v primerjavi z detekcijo objekta še bolj problematična, saj se 
v realnem okolju objekti lahko prekrivajo. V takih pogojih bi bilo potrebno sliko konkretno 
obdelati, jo segmentirati, tako da bi iz nje pridobili značilnice in lego objekta. Drugo možnost 
predstavlja lahko tudi uporaba zbirke podatkov COCO, pri čemer je za razliko od modela 
YOLO mogoča tudi segmentacija prepoznanih objektov. V praksi bi lahko lažje določanje 
orientacije objekta dosegli tudi s kontrolnimi oznakami na objektu ali ureditvijo okolja tako, 
da je orientacija vedno enaka, kar je velikokrat doseženo na proizvodnih linijah s sortirniki 
oziroma ločenimi zabojniki z urejenimi predmeti. 
 
V primeru detekcije našega objekta so pogoji zelo poenostavljeni, saj imamo enobarven 
predmet na barvno homogeni podlagi. Obdelava slike za pogoje določanja orientacije je zato 
minimalna. S pomočjo Pythonove knjižnice OpenCV lahko sliko ustrezno pripravimo, da iz 
nje popolnoma izločimo konturo objekta in določimo njegovo orientacijo. Metod 
segmentacije slike je zelo veliko, izbira pa je odvisna od konkretnega primera. V našem 
primeru smo najprej preizkusili adaptivno pragovno metodo segmentacije (ang. Adaptive 
Thresholding Method), ki je že vključena v knjižnico OpenCV. V končnem programu pa 
uporabljamo Otsujevo metodo avtomatske segmentacije, ki je zelo dobra za črno-bele slike, 
kjer prevladujeta dva glavna spektra sive barve – ozadje in ospredje. V našem primeru je to 
zelo dobrodošlo, saj imamo enobarven predmet na enobarvni podlagi. Na oba načina je izhod 
slika v binarni obliki, na kateri lahko izvedemo nadaljnje operacije. Določanje konture 
objekta je prav tako že vključeno v knjižnico OpenCV s funkcijo findContours, orientacijo 
pa lahko iz zaključene konture enostavno dobimo s funkcijo fitEllipse, ki nam čez konturo 
poišče prilegajočo se elipso. Funkcija nam za rezultat vrne središče prilagajoče se elipse, 
goriščni osi in pa kot, ki ga oklepa glavna os, kar je v našem enostavnem primeru dovolj 
natančna metoda za določanje zasuka (slika 4.6). Program zaženemo v lokalnem 
Pythonovem okolju z ukazom: 
 
python3 object_orientation.py 
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Slika 4.6: (a) Določanje zasuka z metodo fitEllipse. (b) Določen kot zasuka 
 
 
Koordinate središča program pretvori v relativno pozicijo središča v prostoru glede na sliko 
in zapiše v yamlovo datoteko. Podatke iz datoteke nato uporabi program za načrtovanje 
gibanja.  
 
Alternativo določanju orientacije in središča objekta in umeščanja le-tega v prostor 
načrtovalca gibanja predstavlja kreiranje inkrementalnega delčka na koordinatah prijemanja 
objekta. Izvedbo prijemanja objekta lahko dosežemo tudi brez pravilnega določanja 
geometrije, lokacije in orientacije objekta. Program za določanje prijemnih mest nam vrne 
koordinate, na katerih lahko neposredno kreiramo delček, ki je manjši od prijemala robota, 
višino pa določa razlika med razdaljo prijemnega mesta in kamere ter maksimalno globino, 
torej razdaljo med tlemi in kamero. Tak delček je vedno manjši od prijemala in vedno na 
točno določenem mestu. Na ta način načrtovalec gibanja praktično vedno najde rešitve za 
prijem, tudi za druge objekte, ki niso predmet predhodne detekcije, potrebuje le še pravilno 
določen zasuk prijemanja. Pomanjkljivost takega pristopa je seveda jasna. Ob okrnjenem 
prostoru je okrnjena tudi možnost preprečevanja trkov. Za primer enostavne geometrije 
objekta je sprejemljiva, v ostalih primerih pa izgubimo možnost določanja poti brez 
morebitnih trkov s predmetom v realnem prostoru. 
 
 
4.5 Določanje orientacije prijema 
Določanje orientacije prijema je ena od ključnih točk za načrtovanje in izvedbo gibanja 
robota. Na shranjenem inkrementalnem segmentu slike, v velikosti širine robotskega 
prijemala, smo izvedli podobno segmentacijo slike (z Otsujevo metodo) kot pri 
prepoznavanju zasuka objekta. Na ta način smo dobili obris delčka objekta. Izbrano mesto 
za prijemanje predmeta predstavlja središče te slike (slika 4.7). Program na osnovi 
dobljenega obrisa išče najkrajšo razdaljo med dvema točkama na robovih objekta čez 
središčno točko – čez točko prijemanja. Najkrajša razdalja nam predstavlja tudi smer 
prijemanja, s čimer nato določimo zasuk prijemala glede na ravnino, v kateri leži predmet. 
Pri obravnavi so izločene točke obrisa, ki sovpadajo z robovi slike, saj za te točke ne moremo 
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Slika 4.7: (a) Določena kontura predmeta (b) Določen kot prijemanja predmeta 
 
Dobljeni kot zasuka razširimo na več vrednosti na intervalu [x  –  12.5°, x + 12.5] okrog 
določenega kota (x). Kot  zasuka nam predstavlja zasuk orodja glede na predmet. Vrednost 
nato transformiramo v koordinate osi prijemnega orodja in shranimo v datoteko yaml v 
obliki kvaternionov. 
 
Podobno kot pri določanju orientacije predmeta v prostoru smo tudi pri določevanju kota 
prijema našli tudi alternativo. Ob predpostavki, da sta pozicija in orientacija objekta pravilno 
določeni in poznamo prijemno mesto, lahko korak določanja orientacije prijema preskočimo 
in načrtovalcu gibanja podamo inkremente na celotnem intervalu [0, 360°]. Tudi na ta način 
bo načrtovalec našel rešitev, s tem da bo izločil zasuke tistih vrednosti, ki prijemalo in objekt 
privedejo v trk. 
 
 
4.6 Načrtovanje in izvedba gibanja 
Z določenimi vsemi položaji in nastavitvami lahko zaženemo vozlišča, potrebna za 
načrtovanje in izvedbo gibanja. Načrtovanje gibanja uporablja kodo DGD, ki je nekoliko 
preurejena za uporabo naših podatkov in nastavitev. Program zaženemo z ukazoma: 
 
roslaunch deep_grasp_demo gazebo_pick_place.launch 
roslaunch moveit_task_constructor_dexnet custom_pick.launch 
 
V programu se z ROS-ovega parametričnega serverja preberejo naloženi podatki z yamlovih 
datotek panda_object.yaml in custom_object.yaml. V teh dveh datotekah so definirani vsi 
potrebni podatki za načrtovanje nalog: npr. ime končnega efektorja, položaj odlaganja, 
koordinatni sistem, minimalne razdalje približevanja, oddaljevanja ... Program zažene 
grafični prikazovalnik RViz in robotski simulator Gazebo, v katerih se pojavi robot Panda. 
Program načrtovanja gibanja najprej v MoveIt-ovo okolje naloži objekte in nato začne s 
preračunavanjem korakov gibanja, opisanih v poglavju 3.6 . Za določitev prijemnih mest se 
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kliče storitev, ki v našem primeru za izbrano najboljše prijemno mesto vrne dvajset vrednosti 
z inkrementiranimi zasuki (slika 4.8). Koordinate prijemnih mest se v programu preslikajo 
v absolutne koordinate, tako da se upoštevajo lega kamere glede na izhodiščni koordinatni 
sistem, lega  koordinatnega sistema optične osi glede na kamerin koordinatni sistem in lega 
položaja prijema glede na optično os kamere. Tako obdelane koordinate se vračajo z 
odzivom strežnika k načrtovalcu gibanja, ki za vse korake preračuna možne rešitve. Končno 








Slika 4.9: Položaj robota ob prijemanju 
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Na slikah 4.8 in 4.9 vidimo na desni strani drevesno strukturo naloge primi-položi in rešitve 
vseh korakov s posameznimi cenami. Če kliknemo na to vrednost, se nam v RViz-ju prikaže 
položaj robota oziroma gibanje robota v tistem koraku za izbrano rešitev. Pri napakah, bodisi 
ob trkih bodisi ob nepravilnih podatkih, lahko s tem preverimo, pri kateri podnalogi ima 
program težave.  
 
Na sliki 4.10 vidimo, da zaradi napačne določitve orientacije predmeta program ne uspe pridi 
do rešitve, ne da bi prišlo do trka med prijemalom in objektom. Slika 4.11 pa prikazuje 
primer, ko do rešitve ni prišlo zaradi napačno določene razdalje in orientacije med 
koordinatnim sistemom prijemnega orodja in točko prijemanja med prsti. Odlaganje 
predmeta je v več primerih problematično, saj ta bodisi spolzi skozi prijemna prsta ali pa je 
stik med prijemalom in objektom nepravilen ali nedefiniran. V tem primeru se pri odlaganju 
simulacija prekine, preden se robot ne vrne v končno stanje. To napako omenjajo tudi 
razvijalci programskega paketa DGD [49]. Če je naloga uspešno opravljena (slika 4.12), se 




Slika 4.10: Trk pri prijemanju 
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4.7 Načrtovanje in izvedba gibanja šolskega robota 
Fanuc LR Mate 200iD 
Naloga prepoznave objekta in njegovega prijemanja je bila uspešno implementirana na 
robotu Panda. Za ta model smo imeli že pripravljene vse potrebne konfiguracijske datoteke 
in krmilnike. Za končni korak smo želeli načrtovanje in izvedbo gibanja implementirati še 
na šolskem modelu robota iz laboratorija Lakos. Nastavljeni model smo nato, po zgledu 
robota Panda, implementirali v demonstracijski program paketa MTC. Program ne potrebuje 
modifikacij, le spremembo nastavitev, ki se tičejo izbranega robota: npr. imen robotskih 
segmentov, razdalj med koordinatnim sistemom prijemala in točko prijema ter vseh 
potrebnih orientacij in transformacij, vezanih na koordinatne sisteme posameznih sklopov 
robota, predvsem pa končnega prijemala. Na sliki 4.13 vidimo, da lahko ob prilagojenih 
nastavitvah s pomočjo načrtovalca gibanja MTC tudi za robot Fanuc LR Mate 200iD 
dosežemo uspešno reševanje aplikacije primi-položi. Program zaženemo z ukazoma: 
 
roslaunch moveit_task_constructor_demo fanuc_demo.launch 




Slika 4.13: Načrtovano gibanje Fanucovega robota 
 
Izvedba načrtovanega gibanja v grafičnem prikazovalniku ni mogoča zaradi pomanjkanja 
krmilnikov Fanucovega robota za uporabo v ogrodju MTC. Za robota Pando so ti 
priskrbljeni generično skupaj s programskim paketom. Po meri robota bi bil zato potrebna 
nadaljnja analiza programske kode ter razvoj krmilnikov in strežnikov. Tudi izvedba gibanja 
v robotskem simulatorju Gazebo je bila neuspešna. V tem primeru je prišlo do nezmožnosti 
ustreznega premikanja robotskih prstov in s tem tudi nezmožnost izvajanja gibanja v 
virtualnem prostoru, kljub uspešno načrtovanemu gibanju znotraj ogrodja MTC.  
  








V sklopu magistrske naloge smo uporabili model robota Franka Emika Panda in sestavili 
program, ki ob uporabi globinske kamere omogoča izvedbo naloge primi-položi v robotskem 
simulatorju.  Glavni koraki programa so opisani v naslednjih točkah: 
1) Z uporabo projekta YOLO smo ustvarili lastni model konvolucijske nevronske mreže, 
ki služi prepoznavi točno določenega objekta. Možnost izbire predmetov je poljubna, 
potrebna je le zadostna in kakovostna zbirka podatkov (označenih slik). V našem 
primeru smo na zbirki 120 slik dosegli skoraj 99 % natančnost prepoznave objekta. 
2) S pomočjo globinske kamere smo v robotskem simulatorju Gazebo uspešno prepoznali 
objekt in določili njegovo lego in zasuk v prostoru.  
3) Na osnovi barvne in globinske slike smo z uporabo Dex-Netove knjižnice uspešno 
določili koordinate potencialnih prijemnih mest ter z nadaljnjo obdelavo slik določili še 
kot zasuka prijema. Kot zasuka smo razširili na  20 kandidatov na  intervalu [–12.5°, 
+12.5°] okrog kota optimalnega zasuka prijemala. 
4) Z uporabo ogrodja MoveIt Task Constructor smo uspešno izvedli načrtovanje 
robotovega gibanja primi-položi. Načrtovano gibanje smo uspešno izvedli v robotskem 
simulacijskem okolju Gazebo. 
5) Za model šolskega robota Fanuc LR Mate 200iD smo uspešno izvedli načrtovanje 
gibanja robota za nalogo primi-položi. 
 
Namen magistrske naloge je bil razviti program za aplikacijo primi-položi, ki lahko služi 
nadaljnji nadgradnji. Naloga temelji na uporabi odprtokodne ROS-ove platforme in ponuja 
veliko možnosti za razširitve in nadgradnje. Program za delovanje ne potrebuje fizičnega 
robota in deluje uspešno v virtualnem okolju. Na ta način omogoča razvoj robotske 
programske opreme brez drage strojne opreme in je primeren za prototipiranje robotskih 
aplikacij ali študijsko raziskovalno delo.   
 
Predlogi za nadaljnje delo 
 
Možnosti za nadaljnji razvoj je veliko, v prihodnje bi bilo smiselno razširiti nabor 
predmetov, ki jih model lahko prepoznava. Zaradi trivialne geometrije ciljnega objekta bi 
bilo smiselno nadgraditi programe za določanje položajev objekta pri uporabi 
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kompleksnejših predmetov. Uporabo projekta je mogoče razširiti na različne industrijske 
robote, potreben pa bi bil razvoj krmilnikov robotov in pripadajočih modulov za uporabo 
ogrodja MoveIt Task Constructor. To orodje se je izkazalo kot odlično pri načrtovanju 
kompleksnih gibov, obenem pa omogoča zelo raznovrstne tipe gibanja in enostavno 
kontrolo. Delo lahko služi kot podlaga za razvoj aplikacij v virtualnem prostoru, v 
nadaljnjem razvoju pa bi program lahko aplicirali na dejanskega industrijskega robota z 








[1] ROS Concepts, Open Source Robotics Fundation. Dostopno na: 
http://wiki.ros.org/ROS/Concepts, [ogled: 19. 12. 2020]. 
[2] Gazebo, Open Source Robotics Fundation. Dostopno na: http://gazebosim.org/, 
[ogled: 19. 12. 2020]. 
[3] ISO 8373:2012(en): Robots and robotic devices – Vocabulary. 
[4] A. Glamnik, M. Veber: Robotika. Konzorcij šolskih centrov slovenije, Slovenija, 
2012. 
[5] M. Wilson: Implementation of Robot Systems: An introduction to robotics, 
automation, and successful systems integration and manufacturing. Butterworth-
Heinemann, 2014. 
[6] FANUC: Industrijski robot FANUC LRMate 200iD. Dostopno na: 
https://www.fanuc.eu/si/sl/roboti/stran-s-filtrom-robotov/serija-lrmate/lrmate-200-id, 
[ogled: 19. 12. 2020]. 
[7] M. Meh, Ž. Pavič: Ali je lahko simulacija varjenja z robotom realistična?: 
raziskovalna naloga, Velenje, 2017. 
[8] Robot Machines: What is Cylindrical Robot?, dostopno na: https://www.robot-
machines.com/what-are-cylindrical-robots/, [ogled: 19. 12. 2020]. 
[9] Robotics Tomorrow: A guide for small assembly robots in upstream packaging, 
dostopno na: https://www.roboticstomorrow.com/article/2012/06/a-guide-for-small-
assembly-robots-in-upstream-packaging-processes/36/, [ogled: 19. 12. 2020]. 
[10] Génération Robots: Panda Franka Emika Datasheet. Dostopno na: 
https://www.generationrobots.com/media/panda-franka-emika-datasheet.pdf, [ogled: 
19. 12. 2020]. 
[11] N. Herakovič: Računalniški in strojni vid v robotizirani montaži. Strojniški vestnik 
(2007) str. 858–873. 
[12] DAQRI: Depth camera for mobile ar: from iphones to wearables and beyond, 2018. 
Dostopno na: https://medium.com/@DAQRI/depth-cameras-for-mobile-ar-from-
iphones-to-wearables-and-beyond-ea29758ec280, [ogled: 19. 12. 2020]. 
Literatura 
70 
[13] D. Beltran, L. Basañez: A Comparison between Active and Passive 3D Vision 
Sensors: BumblebeeXB3 and Microsoft Kinect. ROBOT2013: First Iberian Robotics 
Conference. Springer, 2014, str. 725–734.  
[14] L. Sabattini, A. Levratti, F. Venturi, E. Amplo, C. Fantuzzi, C. Secchi: Experimental 
comparison of 3D vision sensors for mobile robot localization for industrial 
application: Stereo-camera and RGB-D sensor. Control Automation Robotics & 
Vision (ICARCV), 2012 12th International Conference on. IEEE, 2012, str. 823–
828. 
[15] S. Hong, G. Saavedra, M. Martinez-Coral: Full paralax three-dimensional display 
from Kinect v1 and v2. Dostopno na: 
https://www.uv.es/imaging3/PDFs/2016_OEng_56_41305.pdf, [ogled: 19.12.2020]. 
[16] Geospatial Modeling & Visualization: Microsoft Kinect – Hardware. Dostopno na: 
http://gmv.cast.uark.edu/scanning/hardware/microsoft-kinect-resourceshardware/, 
[ogled 19. 12. 2020]. 
[17] G. Arko: Prepoznava izdelkov v razsutem stanju: diplomsko delo. Ljubljana, 2020 
[18] D. Buchholz: Bin-Picking – New Approaches for a Classical Problem: doktorska 
disertacija. Braunschweig, 2015. 
[19] K. Goldberg: "MIT RoboSeminar: The New Wave in Robot Grasping", dostopno na: 
https://www.youtube.com/watch?v=ATDrSWZXuwk&t=1338s, [ogled: 19. 12. 
2020]. 
[20] K. Harada, W. Wan, T. Tsuji, K. Kikuchi, K. Nagata, H. Onda: Experiments on 
learning-based industrial bin-picking with iterative visual recognition, 2016.  
Dostopno na: 
https://www.researchgate.net/publication/327048432_Experiments_on_learning-
based_industrial_bin-picking_with_iterative_visual_recognition, [ogled: 19. 12. 
2020].  
[21] K. Mramor: Nevronske mreže: seminar. Ljubljana, 2007. 
[22] A. D. Mlinar Groznik: Izvajanje naučenih globikih nevronskih mrež v vgrajenih 
sistemih: diplomsko delo, Ljubljana, 2018. 
[23] P. V.  Tran:  Semi-Supervised Learning with Self-Supervised Networks, 2019. 
Dostopno na: https://www.researchgate.net/publication/334028668_Semi-
Supervised_Learning_with_Self-Supervised_Networks, [ogled 19. 12. 2020]. 
[24] Deeplizard: Machine Learning and Deep Learning Fundamentals, dostopno na: 
https://www.youtube.com/watch?v=gZmobeGL0Yg&list=PLZbbT5o_s2xq7LwI2y8
_QtvuXZedL6tQU, [ogled: 19. 12 .2020]. 
[25] L. Guzelj Blatnik: Nevronske mreže z vzvratnim razširjanjem napak v funkcijskem 
programskem jeziku: diplomsko delo, Ljubljana, 2020. 
[26] S. Sathyanarayana: A gentle introduction to backpropagation, Numeric Insight, Inc 
Whitepaper, 2014, dostopno na https://www.researchgate.net/ 
publication/266396438_A_Gentle_Introduction_to_Backpropagation, [ogled 19. 12. 
2020]. 
[27] S. Saha: A Comperhensive Guide to Convolutional Neural Newtorks – the ELI5 way, 




3bd2b1164a53, [ogled: 19. 12. 2020]. 
[28] I. Mebsout: Convolutional Neural Networks' mathematics, towards data science, 
Medium, 2020, dostopno na: https://towardsdatascience.com/convolutional-neural-
networks-mathematics-1beb3e6447c0, [ogled: 19. 12. 2020]. 
[29] D. Ipavec: Strojna izvedba konvolucijske nevronske mreže na programirljivem vezju: 
magistersko delo, Ljubljana, 2018. 
[30] M. Quigley, B.Gerkey, W.D. Smart: Programming Robots with ROS. O'Really 
Media, Sebastopol, 2015. 
[31] E. Fernandez, L.S. Crespro, A.Mahatani, A. Martinez: Learning ROS for Robotics 
Programing – second edition, Packt Publishing Ltd, Birmingham, 2015. 
[32] J. Lentin: ROS Robotics Projects, Packt Publishing Ltd, [e-knjiga], 2017, dostopno 
na: 
https://subscription.packtpub.com/book/hardware_and_creative/9781783554713/1/c
h01lvl1sec8/fundamentals-of-ros, [ogled: 19. 12. 2020]. 
[33] ROS-Industrial, dostopno na: https://rosindustrial.org/, [ogled: 19.12.2020]. 
[34] K. N. Podishetty, S.N. Yeole: Simulation in Robotics, "RECENT ADVANCES IN 
MANUFACTURING ENGINEERING & TECHNOLOGY" – "RAMET 2011", 
2011, dostopno na: 
https://www.researchgate.net/publication/261097756_Simulation_in_Robotics , 
[ogled: 19. 12. 2020]. 
[35] MoveIt, PickNik Robotics Inc., dostopno na 
https://moveit.ros.org/documentation/concepts/, [ogled: 19. 12. 2020]. 
[36] M. Gorner, R. Haschke, H. Ritter, J. Zhang: MoveIt! Task Constructor for Task-
Level Motion Planing. Dostopno na: https://pub.uni-
bielefeld.de/download/2918864/2933599/paper.pdf, [ogled: 19. 12. 2020]. 
[37] ROS Melodic installation instructions, dostopno na: 
http://wiki.ros.org/melodic/Installation, [ogled: 19.12.2020]. 
[38] ROS-Industrial Installation, dostopno na: http://wiki.ros.org/Industrial/Install, 
[ogled: 19. 12. 2020]. 
[39] ROS-Industrial fanuc, Github, dostopno na: https://github.com/ros-industrial/fanuc, 
[ogled, 19. 12. 2020]. 
[40] J. Redmon, S. Divvala, R. Girshick, A. Farhadi: You Only Look Once: Unified, Real-
Time Object Detection. Dostopno na: https://pjreddie.com/publications/, [ogled: 19. 
12. 2020]. 
[41] A. Bochkovskiy, C.Y. Wang, H.Y.M. Liao: YOLOv4: Optimal Speed and Accuracy 
of Object Detection. Dostopno na: https://pjreddie.com/publications/, [ogled: 19. 12 
.2020]. 
[42] G. Huang, Z. Liu, L. Van der Maaten, K.Q. Weinberger: Densely Connected 
Convolutional Networks. Dostopno na: https://arxiv.org/pdf/1608.06993.pdf, [ogled: 
19. 12. 2020]. 
Literatura 
72 
[43] J. Hui: mAP (mean Average Precision) for Object Detection, 2018. Dostopno na: 
https://jonathan-hui.medium.com/map-mean-average-precision-for-object-detection-
45c121a31173, [ogled: 19. 12. 2020]. 
[44] Slika za prepoznavo, dostopno na: https://www.babybook.si/wp-
content/uploads/2019/07/Igra%C4%8De-696x300-1.jpg, [ogled: 19.12.2020]. 
[45] Darnket. Github, dostopno na: https://github.com/AlexeyAB/darknet, [ogled: 19. 12. 
2020]. 
[46] Dex-Net, Berkeley AUTOLAB, University of California, dostopno na: 
https://berkeleyautomation.github.io/dex-net/, [ogled: 19. 12. 2020]. 
[47] J. Mahler, J. Liang, S. Niyaz, M. Laskey, R. Doan, X. Liu, J.A. Ojea, K. Goldberg: 
Dex-Net 2.0: Deep Learning to Plan Robust Grasps with Synthetic Point Clouds and 
Analytic Grasp Metrics, dostopno na: https://berkeleyautomation.github.io/dex-net/, 
[ogled: 19. 12. 2020]. 
[48] Berkeley AUTOLAB's GQCNN Package, Berkeley AUTOLAB, University of 
California, dostopno na: https://berkeleyautomation.github.io/gqcnn/, [ogled: 19. 12. 
2020]. 
[49] Deep Grasp Demo, Github, dostopno na: 
https://github.com/PickNikRobotics/deep_grasp_demo, [ogled: 19.12.2020]. 
[50] Lakos github, dostopno na: https://github.com/ul-lakos/rosinljubljana, [ogled: 19. 12. 
2020]. 
[51] B. Košir: Klasični in sodelovalni robot v industrijskem okolju: magistrsko delo, 
Maribor, 2020. 
[52] M. Razingar: Integracija industrijskega robota z odprtokodno programsko opremo 
ROS-Industrial: magistrsko delo. Ljubljana, 2020. 
[53] N. Karlo: Simulacijski model robotske roke Fanuc v okolju Gazebo: zaključna 
naloga. Ljubljana, 2020. 
[54] A. Koubaa: Robot Operating System. Springer, Riyadh, 2017. 
[55] T. T. Le, C. Y.: Bin-Picking for Planar Objects Based on a Deep Learning Network: 
A Case Study of USB Packs, 2019. Dostopno na: 
https://www.researchgate.net/publication/335249189_Bin-
Picking_for_Planar_Objects_Based_on_a_Deep_Learning_Network_A_Case_Study
_of_USB_Packs, [ogled: 19. 12. 2020]. 
[56] A. Murzova, S. Seth: Otsu's Thresholding with OpenCV, 2020. Dostopno na: 
https://www.learnopencv.com/otsu-thresholding-with-opencv/, [ogled: 19. 12. 2020]. 
 
 
 
 
 
 
