The edge formulation of the stable set problem is defined by two-variable constraints, one for each edge of a graph G, expressing the simple condition that two adjacent nodes cannot belong to a stable set. We study the fractional stable set polytope, i.e. the polytope defined by the linear relaxation of the edge formulation. Even if this polytope is a weak approximation of the stable set polytope, its simple geometrical structure provides deep theoretical insight as well as interesting algorithmic opportunities. Exploiting a graphic characterization of the bases, we first redefine simplex pivots in terms of simple graphic operations, that turn a given basis into an adjacent one. These results lead us to prove that the Hirsch Conjecture is true for the fractional stable set polytope, i.e. the combinatorial diameter of this fractional polytope is at most equal to the number of edges of the given graph.
Introduction
Let G(V, E) be a simple, undirected graph, where V and E are the sets of n nodes and m edges of G, respectively, and let c : V → Q + be any weighting of the nodes of G. We assume that G does not contain isolated nodes. A stable set is a subset S of the node set V such that no two vertices of S are adjacent. The stable set problem (ST AB) asks for the stable set of maximum weight and it is a well known NP-hard problem. The stable set polytope, denoted by ST AB(G) is the convex hull of the incidence vectors of stable sets in G. A straightforward formulation of the stable set problem is the so-called edge formulation: max cx s.t. x i + x j ≤ 1 ∀ (i, j) ∈ E (1)
x i ∈ {0, 1} ∀ i ∈ V where constraints (1) express the simple condition that the endpoints of an edge cannot both belong to a stable set. We denote the polytope defined by inequalities (1) and (2) by F ST AB(G) and we address it as the fractional stable set polytope. It is well known that F ST AB(G) coincides with ST AB(G) if and only if G is bipartite. We consider the linear relaxation of the edge formulation, i.e. max{cx : x ∈ F ST AB(G)}, denoted by (F ST AB). It was originally proven by Balinski that vertices of F ST AB(G) are (0, 1 2 , 1)-valued [1, 8, 9] . Moreover, variables that are integer valued in an optimal solution to (F ST AB) can be fixed to solve (ST AB) [8] .
In this paper we investigate some additional structural properties of the fractional stable set polytope F ST AB(G) concerning the adjacency of its bases and the magnitude of its combinatorial diameter. Namely, our main result consists in proving that the Hirsch Conjecture is true for F ST AB(G), i.e. the combinatorial diameter of this fractional polytope is at most equal to the number of edges of the given graph. We actually refine this bound in the non-bipartite case, by proving a tighter bound, equal to |V |.
We denote the node set and the edge set of a graph G as V (G) and E(G), respectively. We call singleton or isolated node the graph consisting of a single node. For each subset U ⊆ V , we denote the neighbors of U by N (U ) = {v ∈ V : (u, v) ∈ E, u ∈ U, v ∈ V \ U } and the set of the edges with both endpoints in U by Γ(U ) = {(u, v) ∈ E : u, v ∈ U }. For a cut (U, V \ U ), we indicate the corresponding cutset as δ(U ) = {(u, v) ∈ E : u ∈ U, v ∈ V \ U }. Moreover, we denote the union of two graphs G and G as G ∪ G , where V (G ∪ G ) = V (G) ∪ V (G ) and E(G ∪ G ) = E(G) ∪ E(G ). Finally, we write G[U ] to indicate the subgraph of G induced by nodes of U ⊆ V .
The paper is organized as follows. In Section 2, we present a graphic characterization of bases of F ST AB(G); in Section 3, we introduce a graphic interpretation of simplex pivots; in Section 4, we characterize the adjacency between fractional and integer vertices and, finally, in Section 5 we prove the bound of |V | for the combinatorial diameter of F ST AB(G).
A graphic characterization of bases of the Fractional Stable Set Polytope
In [2, 3] , a graphic characterization of the bases of F ST AB(G) is presented. The graphic characterization, independently investigated by Michini in [6] , is based upon a slight rewriting of F ST AB(G), obtained by introducing a slack variable for each edge constraint; namely,
Clearly, every node of G corresponds to a x variable of F ST AB(G) and each edge of G corresponds to a y slack variable of F ST AB(G). Therefore, in the rest of the paper, we will call the x and y variables node and edge variables, respectively. We will say that a node (resp. an edge) is 0, 1 2 or 1 valued if the corresponding node (resp. edge) variable is 0, 1 2 or 1 valued, respectively. Let A be the edge-node incidence matrix of G and denote by B the set of all bases of the constraint matrix [A I]. Since the rows of (F ST AB) are linearly independent, any basis consists of m columns. For every basis, we denote by B and N the corresponding basic and nonbasic submatrices, respectively. For conciseness, we will also use B and N to denote the associated index sets.
Let B ∈ B be a basis, feasible or infeasible, of [A I]. Partition the nodes of G according to B into V B and V N , indexing the basic and nonbasic node variables x B and x N , respectively. Similarly, partition the edges into E B and E N and the corresponding slack variables into y B and y N . In order to characterize the structure of the basis, consider the basic subgraph G B (V, E N ), which is obtained from G by removing the basic edges. Let C i (V i , E i ), i = 1, . . . , k be the connected components of G B .
Recall that a graph is a 1 -tree if it is connected and the number of its nodes equals the number of its edges. A 1-tree contains a unique cycle. We call 1-pseudoforest a subgraph composed by rooted trees and 1-trees with an odd cycle. Define I 0 and I 1 as the subsets of {1, . . . , k} indexing the tree and 1-tree components of G B , respectively. Remark that every singleton of G B can be seen as a trivial tree, containing only one node and no edges. Theorem 2.1. (Campelo and Cornuéjols [2] ) For every B ∈ B, G B is a 1-pseudoforest of G. Each tree has exactly one nonbasic node, which corresponds to its root. The nodes of every 1-tree are all basic.
Given a basis B ∈ B, consider the associated 1-pseudoforest G B . For every rooted tree of G B , i.e. for each C i with i ∈ I 0 , denote by τ (C i ) the root of the tree. Similarly, for every 1-tree component C j , j ∈ I 1 of G B , denote by κ(C j ) its unique (odd) cycle.
The converse of Theorem 2.1 also holds [3] . This implies that there is a one-to-one correspondence between 1-pseudoforests of G and bases of F ST AB(G). Theorem 2.2. (Cornuéjols, Michini and Nannicini [3] ) Let G B (V, E N ) be a 1-pseudoforest of G. Denote by C i (V i , E i ), i = 1, . . . , k the connected components of G B . Let I 0 ⊆ {1, . . . , k} index the tree components of G B and, for i ∈ I 0 , let τ (C i ) be the root of the tree component
Theorems 2.1 and 2.2 establish a precise correspondence between bases of (F ST AB) and 1-pseudoforests of G. The next theorem highlights the connection between the variables that are Graphically, we will represent zero, one and half valued nodes by white, black and half colored circles, respectively. For each tree, the node corresponding to its root will be circled. Nonbasic edges will be represented by solid lines, and basic edges by dashed lines. 
A graphic characterization of simplex pivots
The characterization of bases of F ST AB(G) presented in Section 2 allows us to describe graphically simplex pivots as well. A similar task was tackled by Ikura and Nemhauser for bipartite graphs [4] . Given a basis B ∈ B, simplex pivots on F ST AB(G) can be characterized in terms of elementary transformations of G B into G B , where B ∈ B is adjacent to B in F ST AB(G). We will denote by (x, y) and (x , y ) the basic solutions associated to B and B , respectively. In [6] an overview of all possible transformations of G B into G B is presented. Between all possible pivots, degenerate and nondegenerate ones are characterized, as well as those leading to an integer or to a fractional vertex.
In the following, we provide an essential and intuitive description of such results , by defining the simplex pivots on F ST AB(G) in general terms. (i) EDGE-OUT: remove edge (i, j) (i.e. pivot-in the slack variable y ij );
(ii) EDGE-IN: add edge (i, j) (i.e. pivot-out the slack variable y ij ); (iii) ROOT-OUT: unroot a tree component C k (i.e. pivot-in the node variable τ (C k ));
(iv) ROOT-IN: root an unrooted tree component at node i (i.e. pivot-out the node variable x i ).
An elementary transformation on G B consists in a sequential application of "out" and "in" operation. Definition 3.2. A simplex pivot on F ST AB(G) is graphically defined as an elementary transformation that turns a given 1-pseudoforest G B into another 1-pseudoforest G B ; the 1-pseudoforests G B and G B and the respective bases B and B are said to be adjacent.
When we perform an EDGE-OUT operation on G B , we either open an odd cycle of the 1-pseudoforest, or we break one of its connected components. In any case, the operation yields an unrooted tree. We can then perform a ROOT-IN operation to root such unrooted tree. Alternatively, an EDGE-IN operation can be applied; in this case the edge that is added to the current subgraph can either close an odd cycle in the unrooted tree or it can connect the unrooted tree to another tree or 1-tree component of the subgraph.
When we perform a ROOT-OUT operation, we clearly obtain an unrooted tree. As before, we can apply a ROOT-IN or a EDGE-IN operation, obtaining the same outcomes outlined in the previous case.
When we perform a pivot, the only (node) variables involved in the transformation are those belonging to the unrooted tree arising from the EDGE-OUT or ROOT-OUT operation. If the pivot is nondegenerate, these are the only variables whose value will be transformed in the new basic solution. Note that a pivot is degenerate if and only if the variable leaving the basis is 0-valued.
A nondegenerate pivot is feasible if it yields a new basic feasible solution, i.e. a basic solution whose edge variables are all nonnegative. Between nondegenerate feasible pivots, there are some "pushing" and some "relaxing" integrality. Consider a pivot from B to B . Let T ⊆ V be the nodes that belong to the unrooted tree yielded by one of the "out" operations of Definition 3.1. If a simplex pivot is such that the nodes of T belong to a tree in G B and to a 1-tree in G B , then the variables associated to the nodes of T , which were originally integer valued, become fractional. Vice versa, if the nodes of T become part of a tree, integrality is achieved on the corresponding node variables.
Given two vertices x and y of F ST AB(G), express them according to the above decomposition as
Then, x and y are adjacent on F ST AB(G) if and only if x j and y j are adjacent on F ST AB(G j ) for some j ∈ {1, . . . , k} and
Assumption 3.1. G is connected.
Adjacency of integer and fractional vertices
If G(V, E) is non-bipartite, then F ST AB(G) admits fractional vertices. In [9] Padberg gave a characterization of the fractional vertices of F ST AB(G) that are adjacent to a given integer vertex, by proving the existence of a suitably structured basic matrix associated to each one of such fractional vertices. We restate the result of Padberg in terms of our graphic characterization of bases.
Lemma 4.1. Given an integer vertex x I of F ST AB(G), and a fractional vertex x F , adjacent to x I on F ST AB(G), consider any two adjacent bases B I and B F , associated to x I and x F , respectively. Then, G B F contains exactly one 1-tree component.
Given a vector
2 and I(x) = {i ∈ V : x i ∈ {0, 1}}. Lemma 4.2. Letx be a fractional vertex of F ST AB(G) and x S be the incidence vector of a stable set S of G. Then x S is adjacent tox on F ST AB(G) if and only if x S i =x i ∀ i ∈ I(x) and there exists a spanning tree T of G[F (x)] such that for each (i, j) ∈ T , i ∈ S and j / ∈ S.
Proof. Suppose there exists a spanning tree T of G[F (x)], such that for each (i, j) ∈ T , i ∈ S, j / ∈ S and ∀i ∈ I(x) x S i =x i . We will show the adjacency of x S andx by defining a suitable basis of x S such that, in one pivot, we can reach a basis associated tox. Consider an arbitrary basis B associated tox and denote by
Define the rooted tree C r+1 (F (x), T ), by setting τ (C r+1 ) = z, with z ∈ F (x) \ S. By Theorems 2.2 and 2.3, the subgraph
defines a basis associated to x S . Recall thatx being a vertex of F ST AB(G) implies that the induced subgraph G[F (x)] is not bipartite. Therefore, there is an edge connecting two nodes i, j ∈ (F (x) \ S). Pivoting in z and pivoting out (i, j) yields basisB = B S \ (i, j) ∪ {z}, whose basic subgraph GB is composed by the treesC i = C i , i = 1, . . . , r, plus the 1-tree component C r+1 (F (x), T ∪ (i, j)). By Theorem 2.3, the basic feasible solution associated toB isx, i.e.B is a basis associated tox that is adjacent to B S .
Suppose now that x S is adjacent tox on F ST AB(G). By Lemma 4.1, there exist two adjacent bases B S andB, associated to x S andx, respectively, such that GB contains only a 1-treeC r+1 (F (x), W ). It is easy to check that the pivot leading to B S can be only defined by an EDGE-OUT operation on some (i, j) ∈ κ(C r+1 ) plus a ROOT-IN operation on a node z ∈ F (x) \ S. This directly implies that B S =B ∪ (i, j) \ {z}. Clearly, G B S consists of tree components C i =C i , i = 1, . . . , r and C r+1 (F (x), T ), where T = W \ (i, j). Because all the edges of G B S are nonbasic, and therefore 0-valued, it follows that each edge in T connects a node in S and a node in V \ S. Proof. The proof is constructive. The basic step consists in performing a degenerate pivot to merge two trees of the current basic subgraph. Suppose that (i, j) is a 0-valued edge connecting two trees C i and C j of G B . We can perform the degenerate pivot defined by a ROOT-OUT operation on τ (C i ) e an EDGE-IN operation on (i, j), in order to merge C i and C j into a unique tree rooted at τ (C j ). Clearly, in the new basic subgraph G B the number of trees has decreased by one. This implies that, in at most k − 1 steps, we are able to reach a minimal basis of x. Precisely, if k ≤ k − 1 degenerate pivots are required to reach a minimal basis, then the basic subgraph associated to such minimal basis has k − k components.
We next present a necessary and sufficient condition for an integer vertex to be adjacent to a fractional one.
Definition 4.2.
A cycle κ is saturated by a stable set S if it contains at most two consecutive nodes that do not belong to S.
With a slight abuse of terminology, we say that a cycle is saturated by an integer vertex x of F ST AB(G) if it is saturated by the corresponding stable set S = {i ∈ V : x i = 1}.
Lemma 4.4. Let x be an integer vertex of F ST AB(G) and B be a minimal basis associated to x. If G admits an odd cycle κ saturated by x, then it admits an odd cycle κ saturated by x, with the property that all the 0-valued edges of κ belong to the same tree component of G B .
Proof
= 0. By minimality of B, it follows that i, j ∈ V (C k ) for some tree C k of G B . Let P ij be the path connecting i and j on C k and denote by t the first node of P ij with t ∈ κ. We have that P ij = P it ∪ P tj with P it ∩ κ = ∅. Let Q ti the sub-path of κ connecting t and i and with the property that (i, j) / ∈ Q ti . We have that κ = P it ∪ Q ti is an odd cycle if and only if Q ti contains the only 1-valued edge of κ. It follows that if κ is odd then it is a saturated cycle (all the edges of P ij are nonbasic) with ρ(κ ) = ρ(κ) − 1 ((i, j) does not belong to κ ), a contradiction. Therefore, κ is an even cycle and, consequently, the only 1-valued edge of κ must belong to Q tj . The sets Q tj and P tj have different parities and hence the symmetric difference Q tj ∆P tj is non-empty and consisting of a collection of cycles. Since P tj does not contain 1-valued edges, one cycle of Q tj ∆P tj , say κ , contains the only 1-valued edge of κ and hence κ is an odd and saturated cycle. Finally, since κ does not contain the edge (i, j) we have ρ(κ ) ≤ ρ(κ) − 1, a contradiction. Moreover, minimality of B implies that the new basic solution is a vertex: infeasibilities cannot arise because no edge exists, which connects a 0-valued node of C k to a 1-valued node of another tree.
Conversely, suppose that x is adjacent to a fractional vertexx. Then, by Lemma 4.2, there exists a spanning tree T of G[F (x)], such that for each (i, j) ∈ T , i ∈ S and j / ∈ S. Recalling that G[F (x)] is not bipartite, there are two nodes u, v ∈ F (x) such that (u, v) ∈ E. Therefore T ∪ (u, v) contains an odd cycle with only two consecutive nodes in V \ S. 
(ii) B p is a basis of x * and p is the number of nonbasic nodes of B.
Proof. Let x k be a vertex of F ST AB(G) and B k be a minimal basis of x k such that G B k has p k rooted trees. We have the following claims.
Claim (1) . If x k is fractional and p k ≥ 1, then there exists a minimal basis B k+1 adjacent to B k and such that: G B k+1 has p k − 1 rooted trees;
The graph G is connected and hence there exists a (basic) 1 2 -valued edge (i, j) linking a 1-tree C i to a tree C j of G B k . We can perform a ROOT-OUT operation on τ (C j ) and a EDGE-IN operation on (i, j). This results in a nondegenerate pivot that turns into 1 2 -valued all nodes of C j . By minimality of B k , B k+1 is also minimal. Feasibility of x k+1 is implied by minimality of B k : the 0-valued nodes of C j (becoming 1 2 -valued in x k+1 ) are only linked either to other 0-valued nodes of G, or to 1-valued nodes of the same tree C j (that become 1 2 -valued in x k+1 ). Moreover, by merging the tree C i to the 1-tree C j , we decrease the number of rooted trees in G B k+1 and hence I(x k+1 ) ⊂ I(x k ). End of Claim (1).
Claim (2) . If x k is integer and G admits an odd cycle saturated by x k , then there exists a minimal basis B k+1 adjacent to B k and such that:
Consider the minimal basis B k associated to x k . By Lemma 4.5, x k is adjacent to a fractional solution. More precisely, by Lemma 4.4, x k admits a saturated odd cycle κ with all 0-valued edges belonging to a tree C i of G B k . Consider the only 1-valued edge of κ and denote it by (u, v). The nondegenerate pivot produced by performing a ROOT-OUT operation on τ (C i ) and a EDGE-IN operation on (u, v) turns into 1 2 -valued all nodes of C i . Feasibility is guaranteed by the minimality property of B k . This proves that the new basis B k+1 is associated to a fractional vertex x k+1 . It is easy to check that B k+1 is again minimal. In addition, G B d+1 has p − d − 1 rooted trees. End of Claim (2).
Claim (3). If x
k is integer and there does not exist in G any odd cycle saturated by x k , then there exists a sequence B k+1 , . . . , B k+q of adjacent bases such that, for each j = 1, . . . , q: G B k+j has p k − j rooted trees; x k+j ∈ F ST AB(G); I(x k+j+1 ) = I(x k + j). Moreover, B k+q is minimal and G admits an odd cycle saturated by x k+q .
Consider the minimal basis B k associated to x k and two rooted trees C i and C j of G B k that are linked by a 1-valued edge (i, j). We can perform a ROOT-OUT operation on τ (C j ) and a EDGE-IN operation on (i, j). This results in a nondegenerate pivot that assigns value 1 to the 0-valued nodes of C j and value 0 to the 1-valued ones. Feasibility of x k+1 is implied by minimality of B k , as the 0-valued nodes of C j (becoming 1-valued in x k+1 ) are only linked either to other 0-valued nodes of G, or to 1-valued nodes of the same tree C j , that are also becoming 0-valued in x k+1 . However, basis B k+1 may not be minimal. By Lemma 4.3, we can perform h degenerate pivots to gain minimality of B k+1+h . Note that both non-degenerate and degenerate pivots yield, at each step, a basic subgraph where the number of rooted trees has decreased by one. Thus, we can sequentially apply such combination non-degenerate and degenerate pivots in a sequential fashion, until, after 0 ≤ q < p k pivots, we reach a basis B k+q with the property that the associated integer vertex x k+q saturates an odd cycle of G. Note that this must happen, in the worst case, when q = p k − 1 as, correspondingly, G B k+q would consist of a unique spanning tree of G, that by assumption is not bipartite. End of Claim (3). Fig. 1(i)-(ii) ). As such d pivots are degenerate, (Fig. 1(ii)-(iv) ). By Claim (3), G B d+q has p − d − q rooted trees. Moreover, this second portion of the sequence satisfies (i). Note that, if G contains an odd cycle saturated by x then, trivially, q = 0. Consider next B d+q and x d+q , with d, q ≥ 0. By construction, G has an odd cycle saturated by x d+q . We can reach, by Claim (2), a minimal basis B d+q+1 such that G B d+q+1 includes exactly p − d − q − 1 rooted trees. Claim (2) also implies that (i) is satisfied and that x d+q+1 is fractional ( Fig. 1(iv)-(v) ). Let t ∈ {0, 1} be such that t = 1 if x is integer and t = 0 if x is fractional.
If x is fractional, clearly q = t = 0. Consider the fractional vertex x d+q+t , with d, q ≥ 0, t ∈ {0, 1} and the associated minimal basis B d+q+t . We can apply p − d − q − t times the result of Claim (1), and generate a sequence of bases B d+q+t , . . . , B p and a sequence of associated vertices x d+q+t , . . . , x p satisfying (i). This proves that the entire sequence of adjacent bases B 0 , . . . , B p satisfies (i). Furthermore, as the basic subgraph G Bp contains no more rooted trees, it follows that x p = x * ( Fig. 1(v) - (vi)). Recall that p is defined as the number of rooted trees of G B , which coincides with the number of nonbasic node variables of B. Therefore, (ii) is also proven. 
The diameter of the Fractional Stable Set Polytope
In this section we prove that the Hirsch conjecture is true for F ST AB(G). The Hirsch Conjecture (1957) states that a d-dimensional polytope with f facets cannot have (combinatorial) diameter greater than f − d, i.e. any two vertices of the polytope can be connected to each other by a path of at most f − d edges. The conjecture was first disproved for unbounded polyhedra [5] , then recently also for bounded ones [10] ; it was instead proven to be true for (0, 1)-polytopes [7] . In our case f − d = m.
We will first prove our results under the assumption that G is connected, and then we will generalize to the case of non-connected G.
To prove that the Hirsch conjecture is true for F ST AB(G), we have to show that the combinatorial diameter of F ST AB(G) is at most |E| = m. In other words, we have to prove that from an arbitrary vertex x A of F ST AB(G), it is possible to reach any other vertex x Z through a sequence of vertices {x t } t=1,...,k , such that
Basically, at each step the current vertex is transformed into an adjacent one. We partition the node set of G into subsets
and V 11 are stable sets, because their nodes are 1-valued either in x A or in x B . Note also that there is no edge of G connecting V ij and V hk , if i + h > 1 or j + k > 1. In Figure 2 we represent all potential connections in G, according to the the partition of V into sets V ij , i, j ∈ {0, 1 2 , 1}. Sets included in a square are stable sets, while there can be connections between nodes belonging to the sets represented inside circles. To guarantee feasibility, we establish precedence relations among transformations involving nodes of V ij , i, j ∈ 0, 1 2 , 1 . In Figure 3 , each arrow goes from a set V ij to a set V hk , where i + k > 1. The directed arc (V ij , V hk ) indicates that, if for t ∈ {1, . . . , T } x t v = k, then x t u = j. In other words, x v should not be set to k while x u is still set to i. To guarantee that each feasible solution x t is a vertex, we show that it admits an underlying basic subgraph. If x t is integer, this is trivially true: the incidence vector of every Figure 1 : It is possible to reach x * from the integer solution represented in (i) in p = 5 pivots. The first step consists in a degenerate pivot (ii). The second step leads to a new integer basic feasible solution (iii). Another degenerate pivot is performed in (iv). In (v) we move to an adjacent fractional vertex and finally, in (vi), to x * . Remark that the length of the path to x * is 3 < p, because we have performed two degenerate pivots. stable set is a vertex of F ST AB(G). If x t is fractional, we need to define a basic subgraph of G associated to x t , where all fractional nodes belong to 1-tree components. Let us first introduce some intermediate results. Proof. By contradiction, assume that there is a node v ∈ V such that x v = 1 2 and each edge (u, v) ∈ E is such that x u ∈ {0, 1}. Then, in any basic subgraph associated to x, v does not belong to any 1-tree component, which contradicts the hypothesis that x is a basic feasible solution of F ST AB(G). Proof. Suppose first thatx is a vertex of F ST AB(G). We show that there always exists a basic subgraph GB associated tox, where all the edges in the cutset defined by (T, V \T ) are basic, i.e. they don't belong to GB. Indeed, in all basic subgraphs ofx, the 1-tree components are either defined on nodes of T or on nodes of V \ T . In fact, there cannot exist a 1-tree with an edge (u, v) such that u ∈ T and v ∈ V \ T , as v ∈ N (T ) implies, by hypothesis,x v = 0. Therefore, we only need to prove that there exists a basic subgraph whose tree components have no edges belonging to the cutset defined by (T, V \ T ). To this purpose, it is sufficient to show that G [T ] and G[V \ T ] do not contain any isolated node that is 1-valued inx. In fact, if this the case, we can define a forest spanning the (0, 1)-valued nodes of T (resp. of V \ T ) where each 1-valued node is connected to a 0-valued node, and the remaining 0-valued nodes are singletons. By hypothesis, we know that G[T ] does not contain isolated nodes. Suppose by contradiction that G[V \ T ] contains a 1-valued isolated node v. Recall that, by assumption, G does not contain isolated nodes. Therefore there exists an edge (u, v) ∈ E with u ∈ T , implying that v ∈ N (T ), which contradictsx v = 0. We have shown the existence of a basisB associated tox such that GB has no edge in the cutset defined by (T, V \ T ). This directly implies that GB[T ] and GB[V \ T ] define basic subgraphs of G[T ] and G[V \ T ], respectively, which proves thatx T is a vertex of
To prove the converse, consider any two basic subgraphs G B1 and G B2 associated tox T and x V \T , respectively. Clearly, G B = G B1 ∪G B2 is a basic subgraph of G associated tox. Moreover, by hypothesis,x i = 0 ∀ i ∈ N (T ), implying that no edge in the cutset defined by (T, V \ T ) corresponds to a violated constraint. This proves that B is feasible, i.e. thatx is a vertex of F ST AB(G). 
be a basic subgraph associated to
are two basic subgraphs associated to x 1 and x 2 , respectively. Applying pivot p to
showing that x 1 and x 2 are adjacent vertices of F ST AB(G).
Theorem 5.1. Let G(V, E) be a connected, non-bipartite graph. Then, the combinatorial diameter of F ST AB(G) is at most |V | = n.
Proof. We will show that it is possible to go from an arbitrary vertex x A of F ST AB(G) to another vertex x Z by traversing at most n edges of F ST AB(G). To this purpose, we perform four blocks of transitions, each block consisting of a sequence of adjacent vertices of F ST AB(G).
In the first block of transitions we switch to zero, one by one, nodes of V 10 . Clearly no precedence relation is violated (see Fig. 3 ), implying that each vector of the sequence
To show that each vector of the sequence is a basic solution, for k = 1, . . . , |V 10 |, we construct a suitable forest of rooted trees in V \ W and we then complete such forest with the 1-trees of any basic subgraph associated to x A , that span W . Let G B A be a basic subgraph associated to x A and consider the forest of rooted trees defined by G B A [V \ W ]. We can assume w.l.o.g. that in such forest each node of V 10 has degree one (if this is not the case, we can reduce to such situation by performing a certain number of degenerate pivots). For each v ∈ V 10 let (u, v) be the only edge of δ(v) that is nonbasic, i.e. that belongs to G B A . At each step, we perform a EDGE-OUT operation on (u, v) and a ROOT-IN operation on v, that corresponds to a non-degenerate pivot yielding a new basic feasible solution of F ST AB(G). We have proven that x 0 , . . . , x |V 10 | = x B are adjacent vertices of F ST AB(G). Vertex x B is defined, for each j ∈ V , as:
(see Fig. 4 ). In the second block of transitions we change the values of nodes of V
. In order to respect the precedence relations illustrated in Fig. 3 and preserve feasibility, whenever a node of V C defined, for each j ∈ V , as: B to x C , along edges of F ST AB(G) (see Fig. 5 ). In the third block of transitions we change the values of nodes of V 1 2 1 ∪ V 1 2 0 . As before, to preserve feasibility we respect the precedence relations illustrated in Fig. 3 : whenever a node of V . . , |V 01 |) is a vertex: we can define a basic subgraph associated to w k by constructing a suitable spanning forest of rooted trees in V \ Z, and by appending to it the 1-trees of a basic subgraph associated to x Z , that span Z. Remark that in any basic subgraph of x D each node of V 01 defines a rooted tree. This follows from the fact that all the edges in δ(V 01 ) are 1-valued, and therefore basic. Recall also that G does not contain singletons, therefore for each v ∈ V 01 there exists an edge (u, v) with x D u = 0. Then, at each step we can perform a ROOT-OUT operation on v and a EDGE-IN operation on (u, v), corresponding to defining a non-degenerate pivot that yields the next vertex of the sequence. An illustration is given in Fig. 7 . Summing up the lengths of the sequences defined above, we obtain Proof. For each bipartite component G of G, F ST AB(G ) is a (0,1)-polytope, and its combinatorial diameter is at most min{m , n }, where m and n are the number of edges and nodes of G , respectively [7] . For each connected non-bipartite component G of G apply Theorem 5.1 to F ST AB(G ). The claim directly follows from Remark 3. 
