Bandwidth extension is an effective technique for enhancing the quality of audio signals by reconstructing their high-frequency components. In this paper, a novel blind bandwidth extension method is proposed based on phase space reconstruction. Phase space reconstruction is introduced to convert the low-frequency modified discrete cosine transform coefficients of wideband audio to a multi-dimensional space, and the high-frequency modified discrete cosine transform coefficients of the audio signal are reconstructed by a non-linear prediction model. The performance of the proposed method was evaluated through objective and subjective tests. It is found that the proposed method achieves a better performance than the typical linear extrapolation method, and its performance is comparable to the conventional efficient high-frequency bandwidth extension method.
Introduction
According to formal and informal listening tests, the listeners usually prefer the bandwidth-limited audio signals over the heavily distorted full-band signals. So, the highfrequency components (HFC) of audio signals are partly or completely discarded in many audio coding methods at low bit rates in order to increase coding efficiency. If a high-frequency reconstruction module is embedded into audio codecs, the quality of the reproduced audio signals could be improved.
Bandwidth extension (BWE) plays an important role in high-frequency reconstruction of audio signals. Generally, BWE can be divided into non-blind BWE and blind BWE. In the non-blind BWE method, some side information, such as time/frequency envelope of high-frequency (HF) band, noise floor, level of inverse filtering, and additional sine signals, should be extracted and coded in advance at the encoder and transmitted together with the encoded low-frequency components (LFC). At the decoder, the components in the low-frequency (LF) band were copied into the HF band based on the received side information [1] . This method is often called spectral band replication (SBR) [2, 3] . A well-known audio codec utilizing SBR is high-efficiency advanced audio coding (HE-AAC) [4, 5] , which has been applied in mobile multimedia players, mobile phones, and digital radio services. In addition, the non-blind BWE methods used in extended adaptive multi-rate -wideband (AMR-WB+) [6] and audio/video coding standard for mobile multimedia applications (AVS-M) [7] also exhibit good BWE performance by adopting a linear prediction model to describe the spectral envelope and extending the bandwidth of audio signals based on the time/frequency envelope. Compared to LFC coding, non-blind BWE can help an audio codec to produce a much higher decoding quality with side information, but it takes up more channel resource for transmission. Thus, the non-blind BWE method is unusable when the transmission channel cannot afford enough bit rates for additional side information.
For the blind BWE, the HFC of audio signals are often completely discarded at the encoder, and there is no side information related to the HFC for coding and transmission. Only the LFC are coded at the encoder. The highfrequency reconstruction completely depends on the decoded LFC. Blind BWE can be easily applied within different audio codecs. Traditional blind BWE methods have been studied extensively for narrowband speech based on the speech generation model [1] . However, there is as yet no efficient method for blind BWE of audio signals. A straightforward method is to linearly extrapolate the HFC from the LFC under the assumption that the audio amplitude spectrum with logarithm scale is linearly declined with the frequency increase [8, 9] . However, this assumption of audio amplitude spectrum is not true in most cases due to the complicated characteristics of the audio spectrum. Actually, audio signals have more nonlinear characteristics, and an efficient non-linear prediction method is essential for reconstructing the HFC in blind BWE. Efficient high-frequency bandwidth extension (EHBE) [10] could reproduce some new HF harmonic components using non-linear filtering methods. In the EHBE method, after the highest octave presented in the decoded LF information was extracted as the fundamental by a band-pass filter, the harmonics could be created by half-wave rectification. Then, the desired part of the complete harmonic signal was extracted by another band-pass filter and scaled by gain G. Combined with the delayed input signals, the full-frequency audio signals could be obtained. Due to frequency mixing, auditory distortion is also perceived following the application of the EHBE method.
In this paper, a blind high-frequency reconstruction method of audio signals based on phase space reconstruction (PSR) and non-linear prediction is proposed. Here, PSR is used to convert the LF modified discrete cosine transform (MDCT) coefficients of wideband audio to a multi-dimensional space. In order to improve the performance, the energy and harmonic components of the reconstructed HF spectrum are further adjusted according to listening perception. The objective and subjective evaluations show that the proposed method achieves a better performance than linear extrapolation (LE) method [8] and is comparable to the EHBE method [10] .
The outline of this paper is as follows: First, we describe the PSR of audio signals and discuss the calculation of embedding dimension and embedding delay related to PSR. Section 3 describes the high-frequency reconstruction principle of audio signals, followed by a more detailed description of the prediction of the HF-MDCT coefficients and the adjustment of energy and harmonics of HFC. The performance of the proposed method is evaluated in Section 4. Finally, the conclusions are given in Section 5.
Phase space reconstruction of audio signals
Motivated by the previous works [11, 12] , the PSR method, which is similar to the delay reconstruction method [13] , is used to convert the LF-MDCT coefficients into a multi-dimensional space. A non-linear prediction model is built up in the phase space to simulate the hidden relationship between the given phase points and the unknown MDCT coefficients. By using this model, we can restore the audio spectrum of the HF components from the LF components in the phase space. So, the primary problem is how to build a multidimensional phase space from a one-dimensional audio signal.
The one-dimensional vector x derived from the LF-MDCT coefficients is represented as
where k and M are the index and the number of LF-MDCT coefficients, respectively. The phase space of the one-dimensional vector x can be reconstructed by choosing a proper embedding dimension m and an embedding delay τ according to the similar principle from the delay reconstruction method [13] . Through PSR, the M LF-MDCT coefficients are mapped into M-(m-1)τ phase points, where the dimension number of each phase point is m. All the phase points compose a phase space Y, and it can be represented by
where y k , k = 1,2,…, M-(m-1)τ is a m-dimensional row vector, and it represents a phase point in phase space, the embedding dimension m represents the minimum dimension number of phase space, and the embedding delay τ describes the distance between adjacent components of each phase point. Thus, once the phase space of LF-MDCT coefficients is reconstructed, the relationship between the phase points and MDCT coefficients can be described by a non-linear model. The HFC of audio signals can be intra-frame restored from these phase points in phase space based on non-linear prediction, according to the assumption of the strong correlation between HF and LF spectra of the audio signals.
Here, we will give a sample to explain the reconstruction procedure of HF-MDCT coefficients. We assume that M = 6, m = 3, τ = 1, and the reconstructed phase space including four phase points y 1 , y 2 , y 3 , and y 4 can be represented as follows: 
According to the PSR principle, we can obtain the phase points y 5 , y 6 ,…, containing the HF-MDCT coefficients, x(7), x(8),…. The (linear or non-linear) relationship between phase point y 5 and its adjacent phase points, such as y 3 and y 4 , can be used to predict the component x(7) included in phase point y 5 . Once the component x(7) within the phase point y 5 is determined, we can use a similar method to estimate the component x(8) within phase point y 6 , and so on. This procedure does not stop until the final component corresponding to the cutoff frequency of the full band is determined.
In order to reconstruct the phase space, two important parameters m and τ should be calculated in advance. The details of calculating embedding dimension m and embedding delay τ will be given in the following two sub-sections.
Calculation of embedding delay τ
The embedding delay τ should be neither too small nor too large. If τ is too small, the difference between the adjacent components of each phase point in the phase space will become too small. If τ is too large, there will be no any correlation between adjacent components of each phase point in the phase space. These two cases will not correctly reflect the true relationship between the MDCT coefficients, and the PSR will be ineffective. We found that for the MDCT spectrum of audio signals, a slight change of τ will lead to the adjacent phase points becoming completely uncorrelated. In this case, BWE from LF to HF is impossible. Therefore, a trade-off of embedding delay τ is crucial for the PSR.
In this paper, we use the de-biasing autocorrelation function (DB-ACF) method [13] which has a lower computational complexity to calculate the embedding delay τ. The embedding delay τ obtained by this method not only maintains a lower correlation but also has a noncomplete independence between adjacent components of each phase point in the phase space. The de-biasing autocorrelation function R(i) of LF-MDCT coefficients is given by
where x denotes the mean of LF-MDCT coefficients, and i = 0,1,2, …, M − 1 is the index of R(i).
It is found that the phase space will be reconstructed as long as the embedding delay τ is limited to a certain range, even though τ has a small deviation. Here, when the first zero value or the first minimum value of R(i) appears, the corresponding index i is chosen as the embedding delay τ. This can reduce the computational complexity since it does not need to compute all R(i).
Calculation of embedding dimension m
In this paper, we adopt the false nearest neighbors (FNN) [14] method to calculate the embedding dimension m. The basic idea is to gradually determine the false nearest neighbors of each phase point by increasing the dimension number of phase space. The dimension number that makes the adjacent phase points completely unfolded is chosen as the final embedding dimension m.
For a d-dimensional phase space, the arbitrary phase point y k has a nearest neighbor y k NN = {x
Let the Euclidean distance between phase points y k and y k NN be D d (k). When the dimension number of phase space is increased to d + 1 from d, the Euclidean distance between phase points y k and y k NN is denoted by
To verify whether the nearest neighbor of each phase point is false or not, the relative change of Euclidean distance between phase point and its nearest neighbor is denoted as f d (k) when the dimension number of phase space is changed to d + 1 from d, i.e., f d (k) is defined by [14] 
If f d (k) > f D , the phase point y k NN is determined as the false nearest neighbor of the phase point y k , where f D is a threshold value used for verifying whether the nearest neighbor of phase point is false or not. Here, f D is a fixed value between 10 and 50.
In order to find the embedding dimension m, the Euclidean distance D d (k) and D d + 1 (k) between each phase point and its nearest neighbors are first calculated by increasing the dimension number of phase space d with step length 1 given the embedding delay τ. Then, f d (k) is obtained by Equation (6) . By comparing f d (k) with f D , the false nearest neighbors for all the phase points are verified. Furthermore, the percentage of the false nearest neighbors in all nearest neighbors of all phase points is defined as β(d).
In our experiment, the initial value of d is set to 1. If Once the embedding delay τ and the embedding dimension m are determined, the phase space can be reconstructed from audio spectrum by Equation (2) . In order to visualize the structure of audio spectrum, the phase space could be mapped into three-dimensional space. As a visualized example, we selected an audio signal produced by a violin to analyze the phase trajectories in the reconstructed phase space. The semitone of violin segment is D4, and the pitch is about 296 Hz. Embedding delay and embedding dimension were set to 3 and 1, respectively. Audio signals with the length of 20 ms were transformed by MDCT. The spectral envelope was removed to obtain the fine spectrum of audio signals, and the phase space was reconstructed. The trajectories of the fine spectrum in the phase space for LF and HF signals are demonstrated in Figures 1 and 2 , respectively. It is manifest that the phase trajectories turn dispersed with the increase of frequency, but nearly all the phase vectors are localized in a certain range to form a hyperellipsoidal structure. Similar results have been obtained for audio spectra of other orchestral instruments, symphony, and pop music in our experiments. This indicates that audio spectrum is characterized by regular dynamic structure and is predictable. Moreover, the audio spectra of some percussion music and live background sound were also analyzed in three-dimensional phase space. Although the phase vectors of these two cases are scattered in a disorderly way over a certain area, the trajectories of both LF and HF fine spectra show similar characteristics of randomness. Based on this fact, the non-linear prediction method is introduced in this paper to recover the HF fine spectrum from the LF spectrum.
High-frequency reconstruction of audio signals
The block diagram of the proposed high-frequency reconstruction method of audio signals is shown in Figure 3 . The high-frequency reconstruction includes five steps:
Step 1. Calculate LF-MDCT coefficients of audio signals; Step 2. Reconstruct the phase space of LF-MDCT coefficients; Step 3. Predict the HF-MDCT coefficients;
Step 4. Adjust the energy and harmonics of HFC;
Step 5. Take an inverse MDCT of full-band audio signals.
Step 1 and step 5 are well known, so we will not discuss them here. Step 2 has been described in Section 2. In this section, we will discuss step 3 and step 4, respectively. 
Non-linear prediction of HF MDCT coefficients
Once the phase space is reconstructed based on LF-MDCT coefficients, the HF-MDCT coefficients can be predicted according to the hidden relationship between the given phase points and the unknown MDCT coefficients [12] . In this paper, the non-linear prediction method is utilized to obtain HF-MDCT coefficients based on the laws that the adjacent phase points have similar characteristics. We use 2τ phase points at the bottom of Equation (2) to predict the HF-MDCT coefficients because they have more relationship with HF-MDCT coefficients. The highfrequency band is divided into L regions in terms of 2τ interval, and the cutoff frequency of audio signals is located in the Lth region. The block diagram of the non-linear prediction method of HF-MDCT coefficients is shown in Figure 4 . At first, the LF phase point corresponding to the predicted HF-MDCT coefficient is determined, and its neighbors are selected from the LF phase points. Then, the weight parameters of non-linear prediction are calculated from the neighbors though the recursive least square (RLS) algorithm, according to minimize the weighted error. Finally, the HF-MDCT coefficients are recovered by using non-linear prediction point by point until the frequency reaches up to the cutoff frequency 14 kHz.
The HF-MDCT coefficients from regions 1 to L can be predicted by the following equation:
where k c = M − 2τ + 1, M − 2τ + 2, …, M, represents the index of the highest dimension components of 2τ phase points from the LF band, l = 1, 2, …, L is the region index of high-frequency band, C is a constant, w 0 (i) is the non-linear weight coefficients, w 1 (i) is the linear weight coefficients, and h(x) is a non-linear kernel function. Our experiments show that the following nonlinear kernel function is suitable for the HF-MDCT coefficients prediction:
In Equation (7), the region index l of high-frequency band starts to count from 1 and those phase points used for prediction are updated by circularly increasing k c . Thus, we can use Equation (7) to predict the HF-MDCT coefficients within the L bands.
We can find p neighbors for each phase point whose highest dimension component is x(k c ), k c = M − 2τ + 1, M − 2τ + 2,…, M. The highest dimension components of these p neighbors are denoted as x(k 1 ), x(k 2 ),.., x(k p ), respectively. By minimizing the squared error ε between these p components and the predicted value x(k c + 2τl), k c = M − 2τ + 1, M − 2τ + 2,…, M, l = 1, 2, …, L which is derived from Equation (7), the weight vector W composed of the weight coefficients w 0 (i), w 1 (i) and the constant C in Equation (7) can be estimated by the following cost function:
where p varies from 2 m to 2 m + 10. A negative effect on prediction will occur if p exceeds this range. γ = 0.9 is a forgetting factor, W = [w 0 (0),…, w 0 (m-1), w 1 (0),…,
, θ i is a weight used for adjusting each neighbor's effect on the prediction, that is, θ i will be given a larger value for the component x(k i ) who has a shorter distance from the prediction value x(k c + 2τl). Here, θ i is defined by
where D i , i = 1, 2,…, p is the Euclidean distance between x(k 1 ), i = 1, 2, …, p, and
The weight vector W in Equation (9) can be obtained based on RLS [15] . The recursive equation is given by
where the error E i and the gain vector Q i are, respectively, defined as 
The intermediate variable R i is presented as
Energy and harmonic component adjustment of HF-MDCT coefficients
Listening experiments show that the predicted HF-MDCT coefficients may make the energy of the HF band larger than the original one. So, the HF-MDCT coefficients should be modified in order to reduce this energy change. We uniformly divide the full-frequency band into N sub sub-bands. The spectral envelope S e (i) in the ith sub-band is used to describe the energy of HFC and can be calculated by
where i represents the index of sub-bands, M sub is the number of MDCT coefficients in the ith sub-band, and j is the index of MDCT coefficients in the ith sub-band. The envelope ratio η(i) between two adjacent subbands is defined by
The mean of all η(i) between two adjacent low-frequency sub-bands is denoted as A avg . The energy changes can be reduced by diminishing the spectral envelope. The envelope attenuation factor ξ is defined by
where A D is the threshold value of ξ and here it is set to 0.95. The final energy modification of HF band can be realized by modifying HF MDCT coefficients in each subband with the following equation:
where i represents the index of HF sub-bands, M sub is the number of MDCT coefficients in the ith sub-band, and j is the index of MDCT coefficients in the ith sub-band. We found that the harmonic components are not sufficient in the reconstructed HF spectrum. It is necessary to adjust the high-frequency harmonic components with some LF harmonic components. Our experiments have shown that the audio quality can be improved by introducing some LF harmonic components into the HF spectrum. We use the following four steps to adjust the harmonic components.
Step 1. Take fast Fourier transform (FFT) on the LF-MDCT coefficients x(i), i = 1 ,…, M, and the reconstructed HF-MDCT coefficients x(i), i=M+ 1 ,…, 2M, respectively. The amplitude and phase of discrete Fourier transform (DFT) coefficients derived from LF-MDCT coefficients and HF-MDCT coefficients are denoted as a LF (f),
Step 2. Select five DFT coefficients derived from the LF-MDCT coefficients whose amplitudes are larger than others, and these coefficients' frequency indexes are denoted as Thus, we finish the reconstruction of the HF-MDCT coefficients. The full-band MDCT coefficients are obtained by connecting the LF-MDCT and HF-MDCT coefficients. The audio signals in the time domain can be reconstructed by an inverse MDCT.
Performance evaluation
In this section, the reconstructed audio signals that are independent of audio codecs are firstly used for objective evaluation. According to the definition from the International Telecommunication Union-Telecommunication Standardization Sector (ITU-T) [16] , super wideband (SWB) audio signals with a 14-kHz bandwidth were sampled at 32 kHz and were transformed into frequency domain though MDCT with a Kaiser-Bessel window. Every 20 ms, the most recent 1,280 audio samples were fed to the MDCT and were transformed into a frame of 640 spectral coefficients centered at 25-Hz intervals. First, the last 360 coefficients of these audio signals above 7 kHz were discarded to obtain the wideband (WB) audio signals with a 7-kHz bandwidth. Then, the proposed BWE method was employed to extend the bandwidth of these WB audio signals to 14 kHz. Finally, we compared the performance among the proposed method, LE method, and EHBE method. Here, the halfwave rectification was used as the non-linear device in our experiment with respect to EHBE method, and it provides the best performance compared with other non-linear devices according to the experimental results.
In the objective evaluation, 18 audio files were chosen for testing. The length of each audio signal is between 10 to 20 s, and they were sampled at 32 kHz. These audio signals used for testing were divided into three types: simple audio, complicated audio, and singing audio. Each type includes six audio files. For simple audio signals, the number of instruments performed is less than four. For the complicated audio signals, the number of instruments performed is much larger than four. Here, singing with accompaniment is called singing audio. Moreover, the input of BWE is WB audio signals generated from SWB audio signals, and its level was normalized to −26 dBov.
The log spectral distortion (LSD) [17] was used for objective evaluation in this paper. The LSD measurement based on FFT power spectrum was given by
where i denotes the index of audio frame, and P i andP i are the power spectra of the original SWB audio signals and the extended audio signals, respectively. N high and N low are the indices corresponding to the upper and lower bound of the frequency band from 7 to 14 kHz. LSD results with a 95% confidence interval for the three BWE methods are shown in Figure 5 . Through Figure 5 , we found that the LSD of the complicated audio signals is larger than the other types of audio signals. The reason is that many instruments are involved in complicated audio signals, and their energy in the HF spectrum is relatively high and not easy to accurately estimate. For simple audio signals, the energy attenuation of true HF components is obvious; thus, it may lead to low distortion. In addition, we can also find that the LSD of the PSR method is lower than EHBE and LE methods for complicated audio signals and singing audio signals. For simple audio signals, the LSD of the PSR method is a little higher. This may be because the energy attenuation of the extended HF spectrum in the PSR method is heavier than that of the true HF spectrum for harmonic-like signals.
An example of a symphony spectrogram reconstruction is shown in Figure 6 . From the spectrogram, we can find that the spectra derived from LE and EHBE have some artifacts. This may cause the audio quality to be degraded. This result is identical to the objective evaluation.
Besides objective evaluation, our PSR method and the referential methods were applied into the G.722.1 WB audio codec [18] at 24 kb/s in order to further evaluate the subjective quality of BWE methods. The extended audio signals were compared with the SWB audio signals reproduced by G.722.1C [16] at the same bit rate by using a multiple stimuli with hidden reference and anchor (MUSHRA) listening test [19] .
Fifteen male and five female expert listeners took part in the test with headphones. The test was arranged in a quiet room. The listening files in Additional file 1 include six audio signals, where five audio signals were used for test and one audio signal was used for training listeners. In MUSHRA listening test, the original audio signal was considered as a hidden reference and the lowpass filtered audio signal with bandwidth of 3.5 kHz was used as an anchor. The audio quality for G.722.1 codec, G.722.1C codec, LE method, EHBE method, and the proposed PSR method was evaluated for subjective listening test with a 100-point scale (100~80, excellent; 80~60, good; 60~40, fair; 40~20, poor; 20~0, bad). The result is illustrated in Figure 7 with a 95% confidence interval.
As shown in Figure 7 , the subjective scores for the three different kinds of audio signals are similar in the MUSHRA test. In addition, the audio quality of G.722.1 with PSR is better than the original G.722.1 WB audio codec, but is inferior to the G.722.1C SWB audio codec. LE method shows its lower performance compared with PSR and EHBE methods. Both PSR and EHBE are preferred over the G.722.1 WB audio codec, while EHBE is better than the proposed PSR method on average. According to the informal listening tests, the tonal distortion which is caused by the non-linear filtering in EHBE is not sensitive to the listeners because the phase of the extended spectrum is comparatively continuous. Moreover, the PSR method can also reproduce the SWB audio signals whose subjective quality is similar to the EHBE method. So, the proposed PSR method is able to improve the quality of the WB audio signals decoded by G.722.1.
Conclusions
This paper presents a blind bandwidth extension (BWE) method of audio signals. Our BWE method consists of phase space reconstruction and high-frequency reconstruction of the audio signals. This blind BWE method incorporates both non-linear prediction and linear prediction. The objective tests show that the audio quality with the proposed method is a little bit better than the LE method and EHBE method. This BWE method was proved to be effective in quality enhancement of audio signals. In addition, the proposed method, LE method, and EHBE method were employed to extend the bandwidth of the audio signals decoded by the ITU-T G.722.1 WB codec. Subjective test results presented in this paper show that the proposed method greatly improved the auditory quality of the WB audio signals decoded by G.722.1. The bandwidth extension performance of the proposed method is higher than that of the typical LE method and is comparable to that of the conventional EHBE method.
