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Abstract--Using the theory of right-continuous Markov processes with values in N~, an optimal 
control problem concerning the performance of manufacturing queueing networks, whom some of the 
machines are in the failure mode, is dealt with. 
1. INTRODUCTION 
Continuous-time Markov chain models have been applied, in recent years, in optimal control 
problems for automated manufacturing systems, see for example, [1, pp. 104-110, 145-155, 156- 
161,319-326; and 2-6]. However, most of the work in these papers is confined to the steady state 
stage and effort is directed toward analytical treatment. On the other hand, time-dependent 
optimal control problems are considered in [7], where intensity control of point processes is 
discussed, stochastic Hamilton-Jacobi sufficient conditions on optimal controls are derived, and 
the case of Markovian control is dealt with. However, also in this case, only closed form solutions 
are sought-after there. 
Some types of manufacturing systems, such as flexible manufacturing systems, must have 
the ability to make rapid changes from one mode of operation to another one, (see for example, 
[1, pp. 1-9] to solve scheduling problems, etc. These tasks call for applying on-line time-dependent 
optimal feedback control aws. 
In addition, optimal control problems of production rate in failure prone manufacturing sys- 
tems, have also been studied in recent years, see for example [1] and the references cited there. 
In these references, the dynamical model for the production is given by d=(t) = u( t )  - -  d(t), dt 
z(t) E ~! N, where z(t) represents he buffer state, u(t) the production rate, and d(t) the demand. 
The failure mode of the system is modelled there by restricting u(t), at each t, to lie in a set 
f~[a(t)] which depends on the machine state a(t) and is thus subject o sudden changes. The 
machine operational state a is modelled there as a continuous-time Markov chain with failure 
and repair rates. 
In this work, a network of queues which consist of buffers and machines is considered. It is 
assumed that each machine can be in one of two modes, in a "functional" mode or in a "failure" 
(or "breakdown") mode. If there are M machines in the network, then, at some time t, M0 of 
them will be operational (in the functional mode) and M! - M - M0 of them will be in the 
failure mode. The aim of this work is to study the performance of the network during a given 
time interval [0,T l, when during this time interval, some machines are operational, the rest are 
in the failure mode, and there are no changes in the modes of the machines. This study is done 
by using the theory of right-continuous Markov processes, which lead here to the computation of 
optimal and suboptimal feedback control aws. 
The outline of this paper is as follows: In Section 2, the necessary mathematical preliminaries 
are given, and two lemmas concerning the computation of feedback control aws and optimal feed- 
back control aws, are stated. In Sections 3 and 4, two optimal control problems for networks of 
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queues are posed. These networks consist of buffers and machines, and several different situations 
regarding the modes of the machines are considered. A numerical study is conducted to study 
the role of the size of the buffers in the network performance. This is done by solving numerically 
the optimal control problems and computing optimal and suboptimal feedback control aws. 
2. MATHEMATICAL PRELIMINARIES 
Let N~. := {(nl,n2,. . . ,nk) : n l , . . . ,nk  = 0,1,2, . . .} and let ( = {((t),t ~ 0} be a right- 
continuous, stable and conservative Markov process with values in N~.. Denote by £t(q) the 
generator of (, that is 
= -qCt, z) + z) n, t > O, (I) 
where it is assumed that : 
q(t, fi; z) := ~ q(t, fi, fn; z), (2) 
q(t, fi, ~n; z) >_ O, for all t _> 0 and all fi, rh E N~, and (3) 
0 <_ q(t, fi; z) <_ Q0 < oo, (t, fi) • [0, co) x N~. (4) 
The parameter z represents the failure mode of the system. Thus, assume for example that 
the network consists of M stations, each of them consists of a buffer and a machine. In this case, 
z = (1, 1,. . . ,  1) represents the mode where all machines are operational, z = (1,0, 1, 1, . . . ,  1) 
represents the mode where the second machine has failed while the rest of the machines are 
operational, z = (0, 1,0, 1, 1, . . . ,  1) represents the mode where the first and the third machines 
have failed whereas the rest of the machines are operational, and so on. Denote by Z the set of all 
the failure modes of the machines in the network. Assume that Z has a finite number of elements 
z i, i = 1, . . . , l ,  and denote z i = (z~,z~,.. . ,z~), i = 1, . . . , l ,  where zj • {0,1}, i = 1, . . . , t ,  
j = 1,. . . ,  M. This representation f {z ~} will be used in the sequel. 
Denote by U~ the class of all functions q~ = {q(t,fi, fn;z),t > O, fi,~n • N.~}, z • Z, such 
that, for each f i ,~ • N~, q(t, fi, ~; z) is a measurable deterministic function, and such that 
q(t, fi, rh; z), fi, rh • N~ satisfies equations (2)-(4) for any z • Z. Also, denote by U z, U z C U~, 
the class of all functions qZ • U~ such that there exists a probability measure Pq" which is the 
solution to the Martingale problem for £t(q z) [8]. Denote by (¢  the Markov process on N~ 
which corresponds to pqZ. 
Let K be a subset of N~. Define the following subsets 
Do := {fi • N~ : 1 < n, <_ Ni, i = 1,. . . ,k}, (5) 
where Ni, i = 1,. . . ,  k are given positive integers and 
D := D0 - K = {fi • N~:  fi • Do and fi ~ K}. (6) 
Also, define the following exit time 
r(t, fi;q ~) := inf{s _> t :  (q'(s) ~ D given that (q'(t) = fi}. (7) 
Thus, given qZ • U ~, it follows from the definition of U z that 
E~'fiV(T A'r,¢q'(T A'r)) : V(t, ~.) Jr - E~,~I ..~t T^7. r ~V(,s~-~-~'" ($)) ] L d.. (8) 
where V : [0, T] x N~. --~ ~ is a bounded and continuous function in (s, z), z • ~k and ~a,  is 
continuous on [0, T) × R ~. Ete,~ denotes the expectation operator with report to P~:, where 
P~ := PC (. I (  q" (t) = ~), (9) 
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and Pq" is the solution to the Martingale 
min(T,r) .  
LEMMA 2.1. Let V, for a given q* E U, z 
problem for £,(q*). Also, r = r(t, fi;q*) and TA r = 
E Z be a solution to the following problem, 
aV(s, fi) + £,(qZ)V(s, f i )= 0, (s, fi) E It,T) x D, (10) 
0s 
V(s, fi) = 1, (s, fi) E [t, T~ x K, (11) 
V(s, fi)=O, sE[t,T], fif~D and fifLK, (12) 
V(T, fi) = 0, fi E D. (13) 
Then, 
= 
v = ") < T and ¢ e K)),  e [O,T] × 
PROOF. The proof follows directly from equations (8) and (10)-(13). 
L~.MMA 2.2. Let V be a solution to the following problem, 
(14) 
ov(s,a) 
Os 
m +  max £,(qZ)V(s, fi) = 0, (s, fi) e It,T) x D, (15) 
(q(,,n,~;,)} 
q*¢U" V(s, fi) = 1, (s, fi) E [t,T] x K, (16) 
V(s, f i )=0,  sE[t,T], fif~D and ftf~K, (17) 
V(T, fi) = O, fi E D. (18) 
Th ell, 
V(t, fi) = V(t, fi; q.Z) = p~n({r(t ' fi; q.Z) < T and ~': (r(t, fi; q.~)) E K}) (19) 
>_ v(t, q') 
for any (t, fi) E [0, T) x D and a/l q" E U*. 
PROOF. The proof follows from Lemma 2.1 and by applying the dynamic programming principle 
(see, for example, [9]). 
Note that equations (10)-(13) or (15)-(18) are solved backward in time. 
Assume that, for each z E Z and each q* E U z, equations (10)-(13) have a solution V(., .; q*), 
and that equations (15)-(18) have a solution V(., .; q.Z). Define 
P(t;qZ) := E v(t'fi;qz) 
n~D N(D) 
qZ E U z, (20) 
where N(D) denotes the number of points in D. Henceforward, only the values of P(t,qZ), for 
some control laws qZ, will be presented here. 
In the following two sections, two optimal control problems are posed for some specific queueing 
networks which are subject to different failure modes. 
3. PARALLEL  SERIES OF FOUR STATIONS WITH A DEMAND 
In this section, the following problem is considered. Given two series queues in parallel, each 
of the series has two stations, and each station consists of a buffer and machine. The ends of the 
two series are connected to one buffer (see Figure 1). Each unit that passes through station 1 
has to pass through either station 3 or station 4, and each unit that passes through station 2 has 
to pass either through station 3 or through station 4. The arrival rate v0~ to station i, i = 1,2, 
and the departure rates vls, vt4, v23, v~4, va5 and v4s, from station i, i = 1,2,3,4, respectively 
are the control functions. Denote by nl the number of units in station i, i = 1,2,3,4, and let ns 
denote the number of units in the end buffer. It is assumed here that b0~ _< v01 ~ a0~, i = 1,2, and 
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MACHINE = MACHINE 
2 3 
Figure 1. The series queue dealt with in Section 3. 
bij <_ vii <_ aij, i = 1,2, j = 3,4, and bi5 <_ vis <_ ais, i = 3,4, where {b0i}, {a0i}, {bi~}, {ao}, 
{bi~}, and {ais} are given non-negative numbers. Also, it is assumed that ni <_ Ni, i = 1, 2, 3, 4, 
where Ni, i = 1,2,3,4, are given positive integers. The goal of the above-mentioned control 
functions is to maximize the probability of the event: { For some random time r, 0 _~ r < T : 
ns(~') > Nd and 1 < hi(t) ~ Ni for all 0 < t < % i = 1,2, 3, 4}, where Nd is a given positive 
integer called here the demand. 
Hence, in this case, using the notations of Section 2, the sets D0, K and D are given here by 
Do = {fi E N~ : 1 ~ ni <_ Ni , i=  1,2,3,4;1 _< ns}, 
K = {fi E Do : ns >_ Nd} and 
D= Do-K .  
(21) 
(22) 
(23) 
It is assumed in this section that the machines in the network might be in one of the following 
failure modes: 
zX=(1,1,1 ,1) ,  z2=(0 ,1 ,1 ,1 ) ,  z3=(1,0,1,1) ,  
z4 - (1 ,1 ,0 ,1 ) ,  z" - - (1 ,1 ,1 ,0) ,  z6=(0,0,1,1) ,  
and z 7 = (1, 1, 0,0). 
i i i i . . . .  Let z i := (zl, z2, za, z4), i = 1, . . . ,  7 and denote qi := qZ' = (v01, v02, v13 zl, v14 z], v2a z~, v24 z~, 
vas z~, v45 z~). Thus, if machine i failed, the departure rate from station i is zero, i = 1,2, 3,4. 
Hence, the operators £t(q ~') = £.t(qi), (equation (1)), are given here by 
~C,(q') v(~) = -(,,oI + ,,o~ + ,,i~ ~ + ,,x~ ~ + ,,~ ~ + ,,~ z~ + ,,~ ~.f, + ,~ ~)v(~) 
+ VOl v(r~ + ~,) + vo~ v(a + ~2) + ,,~3z~V(a - ~ + ~s) 
+ v14 z~ v(~ - ~1 + ~4) + v23 z~ v(~ - ~2 + ~3) 
+ ~2, ~ v(~ - ~2 + ~4) + ~ ~ v(~ - ~ + ~.) + ~45 d v(~ - ~ + ~), 
fi = (nz,n2, n3, n4, ns) E N~, i=  1, . . . ,7 ,  
(24) 
where ~I = (1,0,0,0,0), ~2 = (0,1,0,0,0), ~3 = (0,0,1,0,0), ~4 = (0,0,0,1,0) and ~s = 
(o,o,o,o,1). 
• 21 Using Lemma 2.2, it follows that in order to find the optimal control law q', = q. , one has 
to solve equations (10)-(13), where £,t(qi,) are given by equation (24), the sets Do, K and D by 
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equations (21)-(23), respectively, and where qS, is given by 
J" a0/, if - V(t,  fi) + V(t ,  fi + ~i) >__ O, 
t) o/(1~, z k ) fi; 
boi , otherwise, 
= { aij 
bij z~ , 
c,; z = { ai5 
z k , 
bi5 z~ , 
The above-mentioned problem is solved here numerically. 
A simple, easy to implement control law q k is proposed here to be of the form 
51 
v 6(t, z = #, 
i ' -  1,2; k = 1, . . . ,7 ,  (28) 
if (hi - 1)(Nj - hi) > O, i = 1, 2; (29) 
otherwise, j = 3,4; k = 1 , . . . ,7 ,  
if (hi - I)(N5 - n~) > 0, 
i = 3, 4; k = I , . . . ,7.  (30) 
otherwise, 
Using Lemma 2.1, Equations (10)-(13) have been solved here, where £,(qi)  are given by Equa- 
tion (24) and Equations (28) and (29), and the sets Do, K and D by Equations (21)-(23), 
respectively. Computations were carried out using the following sets of parameters: bij = 0 and 
aij = 0.4 for all relevant i and j and T = 240. The results, part of which are presented in Table 1, 
suggest that q~ is a good approximation to q,t, k = 1 , . . . ,  7. 
Table 1. The values of P(t; q~.) and P(t; q~), i* = 1 . . . . .  6, as functions of N = N1 = 
Na = N3 = Nt  and Nd for t = tx = 120 and t = to = 0.0. The computations show 
that V(-, .;qT) = 0 for q7 = q,7, q]. 
F(tl; q~.) 
P(t0;ql,) 
P(to;ql.) 
P ( t l  ; q2,) 
e(tl;q2,) 
P(t0; q2) 
F(t0; d)  
P0, ;d)  
P(t I ;q~) 
P(to; d )  
P (to; q3) 
p(tl; q!) 
p(t~; q!) 
P(to; q4) 
P(to;q~) 
F(t~; d)  
P(t l ;q~) 
e(t0; d)  
F(to;qS,) 
F(t~; qe) 
P(to; q6) 
COo; q.~) 
N=2 N=2 N=2 N=3 N=4 N=4 
Nd = 10 Nd = 50 Nd = 100 Nd = 100 Nd = 100 Nd = 150 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.999986 
0.111111 
0.111111 
0.111111 
O. I I IU l  
0.946268 
0.946268 
0.999829 
0.999829 
0.589945 
0.589945 
0.997072 
0.997072 
0.589946 
0.589946 
0.997072 
0.997072 
0.579734 
0.577820 
0.996430 
0.996297 
0.579733 
0.577820 
0.996430 
0.996298 
0.020498 
0.020408 
0.020408 
0.020408 
0.484528 
0.484528 
0.952146 
0.952146 
0.291993 
0.291993 
0.580014 
0.580014 
0.291993 
0.291993 
0.580014 
0.580014 
0.286939 
0.285992 
0.574920 
0.574025 
0.286939 
0.285992 
0.574920 
0.574025 
0.010101 
0.010101 
0.010101 
0.010101 
0.691980 
0.691729 
0.997970 
0.997970 
0.410322 
0.410238 
0.808847 
0.808796 
0.419322 
0.410238 
0.808843 
0.808789 
0.397445 
0.395922 
0.796045 
0.794640 
0.397445 
0.395923 
0,796044 
0.764640 
0.020202 
0.020202 
0.020202 
0.020202 
0.791491 
0.789131 
0.996688 
0.996688 
0.465068 
0.464704 
0.901987 
0.901664 
0.465071 
0.464704 
0.901983 
0.901660 
0.441835 
0.440050 
0.881808 
0.880347 
0.441834 
0.440050 
0.881808 
0.880347 
0.030298 
0.030298 
0.030298 
0.030298 
0.525957 
0.524382 
0.986664 
0.985935 
0.309005 
0.308763 
0.604352 
0.604100 
O.309007 
0.308763 
0.604350 
0.604098 
0.293568 
0.292383 
0.588846 
0.587756 
0.293568 
0.292382 
0.588846 
0.587756 
0.020131 
0.020131 
0.020131 
0.020131 
v~i(t, fi; zt ) = { aoi, if ni < Ni, 
boi , otherwise, 
i=1 ,2 ;  k=1, . . . ,7 ,  (25) 
i f -V ( t ,  f i )+V( t , f i -~ i+~j )>_O,  i=1 ,2 ;  (26) 
otherwise, j = 3,4; k = 1, . . .  ,7, 
if - V(t,  fi) + V(t,  fi - ~i + ~5) > O, 
- i - -3 ,4 ;  k=1, . . . ,7 .  (27) 
otherwise, 
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4. PARALLEL  SERIES OF SIX STATIONS WITH A DEMAND 
In this section, the following problem is considered. Given three series queues in parallel, each 
of the series has two stations, and each station consists of a buffer and a machine. The ends of the 
three series are connected to one buffer (see Figure 2). Each item that passes through station 1 
has to pass through either station 4 or station 5. Each item that passes through station 2 has 
to pass either through station 4 or through station 5 or through station 6; and each item that 
passes through station 3 has to pass either through station 5 or through station 6. The arrival 
rate v0i to station i, i = 1,2,3, and the departure rates 1/14 , 1215 , ?)24, 1/25, ?)26, ?)35, ?)36, ?)47, 1)57 
and v6T, from stations i, i = 1, 2, 3, 4, 5, 6, respectively, are the control functions. Denote by ni 
the number of items in station i, i = 1,2,3,4,5,6, and let nT denote the number of items in 
the end buffer. It is assumed here that b0/ < v0i < a0~, i = 1,2,3; b/j < v/j < aij, i = 1,2,3, 
j = 4,5,6; and bit _< ?)iT _< aiT, i = 4,5,6, where {b0i}, {a0,}, {bij}, {aij}, {biT}, and {ai7} 
are given non-negative numbers. Also, it is assumed that ni < Ni, i = 1, 2,3,4, 5,6, where Ni, 
i = 1, 2, 3,4, 5, 6, are given positive integers. The goal of the above-mentioned control functions 
is to maximize the probability of the event: { For some random time % 0 < r ~ T : nT(r) 
Nd and 1 < ni(t) < Ni for all 0 < t < r, i = 1,2, 3, 4, 5, 6}, where Nd is a given positive integer 
called here the demand. 
v~ 
vo2 
vo, 
3 // ~ 6 6 
MACHINE MACHINE 
2 5 
MACHINE MACHINE 
1 V~d v \  4 A 4 
I fJ 
Figure 2. The series queue dealt with in Section 4. 
Hence, in this case, using the notations of Section 2, the sets Do, K and D are given here by 
Do = {fi E N.~ : 1 < ni < Ni, i = 1,2,3,4,5,6; 1 < nT}, 
K = {fi E Do :Nd <_ nT}, and 
D=Do-K .  
(31) 
(32) 
(33) 
It is assumed in this section that the machines in the network might be in one of the following 
failure modes: 
z1=(1,1 ,1 ,1 ,1 ,1) ,  z2 - (1 ,1 ,1 ,0 ,1 ,1 ) ,  z3=(1,1,1,1,0,1),  z4 - (1 ,1 ,1 ,1 ,1 ,0 ) ,  
z5=(1,1 ,1 ,1 ,0 ,0) ,  zS = (1,1,1, O, l, 0), zr-- (1,1,1, O, O, 1), zS = (1,1,1, O, O, O). 
Let z i := (1, 1, 1, z~, z~, z~), i = 1, . . . ,  8 and denote q' := qZ' _ (?)01, ?)02, ?)03, v14, ?)15, v24, ?)25, ?)26, 
v35, ?)as, z~ ?)47, z~ ?)57, z~ vsz). Thus, if machine i has failed, the departure rate from station i is 
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zero, i = 4, 5, 6. Hence, the operators £t(q") = f..t(q'), (equation (1)), are given here by 
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£t(q i) V(~) = -(Vol + vo2 + vo3 + v14 + vls + v~4 + v2s + v2e + vss + v~ + z~ v4~ 
+ z~ vsT + z~ vsT) V(~) + vo~ V(~ + ~)  + vo2 V(a + ~2) + vos V(a + ~s) 
+ v~s V(~ - ~ + ~s) + v,s V(~ - ~ + ~s) + vss V(~ - ~s + ~s) 
+ ~as ¢(~ - ~a + ~s) + z~ ~¢(~ - ~4 + ~)  + ~g ~s~ V(~ - ~s + ~7) 
+ z~ vs¢V(~ - ~ + ~) 
fi ---- (h i ,  n2, n3, n4, ns,  he, nT) ~ N~., i = 1 , . . . ,  8, 
(34) 
where ~1 = (1,0,0,0,0,0,0), e2 = (0,1,0,0,0,0,0), ~s = (0, 0,1, 0, 0, 0, 0), . . . , ~7 = (0,0,0,0, 
0,0,1). 
• Z i  
Using Lemma 2.2, it follows that in order to find the optimal control aw q** = q. , one has 
to solve equations (10)-(13), where £t(qi) are given by equation (34), the sets Do, K and D by 
equations (31)-(33), respectively, and where qi is given by 
v°i(t 'f i ;zk)={ a°i'boi, otherwise,if-V(t, fi)+V(t,fi+~i)>_O, i=1,2 ,3 ;  k=l , . . . ,8 ,  (35) 
,,,i(t, r,; z k) = 
v~7(t, n; z k) = 
{ aij, if -V( t , f i )+V( t ,~-~+~j)>_O,  bij , otherwise, 
ai7 z~, if - V(t, fi) + V(t, fi - ~i + ~7) >_ O, 
bit z~, otherwise, 
i=  1,2, 3; 
j -4 ,5 ,6 ;  k=l , . . . ,8 ;  (36) 
b16mals-.=b34-a34----O, 
i=4 ,5 ,6 ;  k=l , . . . ,8 .  (37) 
The above-mentioned problem is solved here numerically. 
A simple, easy to implement control aw q~ is proposed here to be of the form 
/a0i ,  ifni < Ni, 
v~(t, fi; z k) = b0~, otherwise, 
l aij, if (hi - 1)(Nj - nj) > 0, 
v~J(t'fi; zk) = bq, otherwise, 
I aiTz~, i f (m- I )>0,  
v~7(t' fi; zk) = bit z~, otherwise, 
i -  1,2,3; k = 1,.. . ,8, (38) 
i = 1, 2, 3; 
j -  4,5,6; k -  I , . . . ,8;  (39) 
b16 -- a16 ---- b34 = a34 -- 0, 
i -  4,5,6; k = 1,.. . ,8. (40) 
Using Lemma 2.1, equations (10)-(13) have been solved here, where £t(q') are given by equa- 
tion (34) and equations (38)-(40), and the sets Do, K and D by equations (31)-(33), respectively. 
Computations were carried out using the following sets of parameters: bij = 0 and a 0 = 0.4 for 
all relevant i and j and T = 240. The results, part of which are presented in Table 2, suggest 
that q k is a good approximation to q.k, k = 1,... ,8. 
5. CONCLUSION 
This paper addresses the problem of the performance of a queueing network of machines and 
buffers in which some of the machines are in the "breakdown" mode. Using stochastic optimal 
control, a method for the study of the network's performance, when the network might be in 
one of several failure modes, is proposed. The efficiency of this method is demonstrated in the 
examples dealt with in Sections 3 and 4, where the role of the size of the buffers in the network's 
performance is investigated. 
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Table 2. The values of P(t;qi,) and P(t;qis), i = 1 . . . . .  7, as functions of N -- NI -- 
N~ f N3 = N4 = Ns = Ns, M I  = NI = N2 f Ns, Mz f N4 f Ns = N6 and N, I 
for t = tl = 120 and t = to = 0.0. The computations show that V(., . ;q s) -- 0 for 
qS _- qS., qS, for all the cases computed here. 
e(~; q!) 
P(t l  ;ql.) 
P(t0;q!) 
P(to;ql.) 
P(tl;q2.) 
P(t l ;q~) 
P(to;q. 2) 
P(t0;q~) 
e(tl ;  q3) 
e(tl; q.~) 
e(to;q~.) 
e(to;~. ~) 
P(t:; q!) 
P(t~;~) 
e(to;qt) 
P(to;~. ~) 
P(t~; qS. ) 
P(t0;qS.) 
e(to;qSs) 
P(t l  ; qe,) 
P(t,;q. ~) 
P(to; q6) 
e(to;q~) 
e(t~;q, ~) 
P(h;q~) 
e(to;q. ~) 
P(to;qh 
N=2 
Nd=10 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
0.999858 
N=2 
Nd=50 
0.999772 
0.999772 
0.999775 
0.999775 
0.993354 
0.983097 
0.999774 
0.999774 
0.984243 
0.983639 
0.999774 
0.999774 
0.993354 
0.983097 
0.999774 
0.999774 
0.579752 
0.577667 
0.996397 
0.996257 
0.683026 
0.680662 
0.999687 
0.999683 
0.579752 
0.577667 
0.996397 
0.996256 
N=2 
N~ = lOO 
0.749861 
0.749861 
0.998471 
0.988471 
0.565596 
0.564542 
0.996678 
0.996624 
0.535635 
0.534441 
0.990856 
0.990650 
0.565596 
0.564541 
0.996683 
0.996627 
0.286948 
0.285916 
0.575059 
0.574047 
0.338070 
0.336899 
0.677607 
0.676488 
0.286948 
0.285916 
0.575060 
0.574047 
N=2 
Nd = 200 
0.373048 
0.373048 
0.744589 
0.744589 
0.281377 
0.280852 
0.562456 
0.561996 
0.266472 
0.265877 
0.532747 
0.532262 
0.281377 
0.280852 
0.562459 
0.561996 
0.142753 
0.142240 
0.286085 
0.285581 
0.168186 
0.167603 
0.337101 
0.336544 
0.142753 
0.142240 
0.286085 
0.285581 
MI=I  
M2=3 
Nd =50 
0.061224 
0.061224 
0.061224 
O.061224 
0.040816 
0.040816 
0.040816 
0.040816 
0.040816 
0.040816 
0.040816 
0.040816 
0.040816 
0.040816 
0.040816 
0.040816 
0.020408 
0.020408 
0.020408 
0.020408 
0.020408 
0.020408 
0.020408 
0.020408 
0.020408 
0.020408 
0.020408 
0.020408 
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