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Abstract
Deep neural networks are data hungry models and thus
face difficulties when attempting to train on small text
datasets. Transfer learning is a potential solution but their
effectiveness in the text domain is not as explored as in
areas such as image analysis. In this paper, we study the
problem of transfer learning for text summarization and
discuss why existing state-of-the-art models fail to generalize
well on other (unseen) datasets. We propose a reinforcement
learning framework based on a self-critic policy gradient
approach which achieves good generalization and state-of-
the-art results on a variety of datasets. Through an extensive
set of experiments, we also show the ability of our proposed
framework to fine-tune the text summarization model using
only a few training samples. To the best of our knowledge,
this is the first work that studies transfer learning in text
summarization and provides a generic solution that works
well on unseen data.
Keywords: Transfer learning, text summarization,
self-critic reinforcement learning.
1 Introduction
Text summarization is the process of summarizing a
long document into few sentences that capture the
essence of the whole document. In recent years, re-
searchers have used news article datasets e.g., from
CNN/DM [10] and Newsroom [9] as a main resource
for building and evaluating text summarization models.
However, all these models suffer from a critical problem:
a model trained on a specific dataset works well only on
that dataset. For instance, if a model is trained on the
CNN/DM dataset and tested on the Newsroom dataset,
the result is much poorer than when it is trained directly
on the Newsroom dataset. This lack of generalization
ability for current state-of-the-art models is the main
motivation for our work.
This problem arises in situations where there is a
need to perform summarization on a specific dataset,
but either no ground-truth summaries exist for this
dataset or where collecting ground-truth summaries
could be expensive and time-consuming. Thus, the
only recourse in such a situation would be to simply
apply a pre-trained summarization model to generate
summaries for this data. However, as discussed in
this paper, this approach will fail to satisfy the basic
requirements of this task and thus fails to generate high
quality summaries. Throughout our analysis, we work
with two of the well-known news-related datasets for
text summarization and one could expect that a model
trained on either one of the datasets should perform
well on the other or any news-related dataset. On the
contrary, as shown in Table 1, the Fast-RL model [4]
trained on CNN/DM, which holds the state-of-the-art
result for text summarization task on the CNN/DM
test dataset with 41.18% a F-score according to the
ROUGE-1 measure, will reach only a 21.93% on this
metric on the Newsroom test data, a performance fall of
almost 20%. This observation shows that these models
suffer from poor generalization capability.
In this paper, we first study the extent to which the
current state-of-the-art models are vulnerable in gener-
alizing to other datasets and discuss how transfer learn-
ing could help in alleviating some of these problems.
In addition, we propose a solution based on reinforce-
ment learning which achieves good generalization per-
formance on a variety of summarization datasets. Tra-
ditional transfer learning usually works by pre-training
a model using a large dataset, fine-tuning it on a tar-
get dataset, and then testing the result on that tar-
get dataset. However, our proposed method, as shown
in Fig 1, is able to achieve good results on a variety
of datasets by only fine-tuning the model on a single
dataset. Therefore, it removes the requirement of train-
ing separate transfer models for each dataset. To the
best of our knowledge, this is the first work that stud-
ies transfer learning for the problem of text summa-
rization and provides a solution for rectifying the gen-
eralization issue that arises in current state-of-the-art
summarization models. In addition, we conduct various
experiments to demonstrate the ability of our proposed
method to obtain state-of-the-art results on datasets
with small amounts of ground-truth data.
The rest of the paper is organized as follows: Sec-
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Table 1: The Pointer-Generator [28] and Fast-RL [4]
models are trained using the CNN/DM dataset and
tested on the CNN/DM and Newsroom datasets.
Pointer Generator [28] Fast-RL [4]
ROUGE 1 2 L 1 2 L
CNN/DM 39.77 17.15 36.18 41.18 18.19 38.78
Newsroom 26.59 14.09 23.44 21.93 9.37 19.61
Figure 1: In standard transfer learning settings, a model
is pre-trained on DS , all network layers are transferred,
the model is fine-tuned using DG, and finally tested
(only) on DG. On the contrary, our proposed method
(TransferRL) uses DG to create a model that works well
on a variety of (test) datasets.
tion 2 describes transfer learning methods and recent
research related to this problem. Section 3 presents our
proposed model for transfer learning in text summariza-
tion. Section 4 shows our experimental results and com-
pares them with various benchmark datasets; Section 5
concludes our discussion.
2 Related Work
Recently, there has been a surge in the development
of deep learning based methods for building models
that have the ability to transfer and generalize to other
similar problems. Transfer learning (TL) has been well-
studied in the domain of image processing; however
its utility in NLP problems is yet to be thoroughly
investigated. In this section, we will review some of
these works.
2.1 Transferring Trained Models. In these works,
the underlying model is first trained on a specific dataset
and then used as a pre-trained model for another
problem or dataset. In this method, depending on the
underlying model, one can transform different types
of neural network layers from the pre-trained model
to the transfer model. Examples of these transferable
layers are the word embedding layer, the convolutional
layers in a CNN model, Fully Connected (FC) hidden
layers, and finally the output layer [23]. Yosinski et
al. [34] studied the effect of transferring different layers
of a deep neural network and found that lower-level
layers learn general features while higher level layers
capture mostly the specific characteristic of the problem
at hand. Researchers have also demonstrated how one
can transfer both low-level and high-level neural layers
from a CNN for TL [5].
Recently, Semwal et al. [29] used this idea of trans-
ferring various network layers for text classification.
Aside from transferring the network layers, they also
experimented with freezing or fine-tuning these layers
after the transfer and concluded that fine-tuning the
transfer layers will always provide a better result. More-
over, TL has also been studied in the context of the
named entity recognition problem [26, 14]. Our pro-
posed method falls into this category. We not only study
the effect of transferring network layers, but also pro-
pose a new co-training model for training text summa-
rization models using reinforcement learning techniques.
2.2 Knowledge Distillation. Knowledge distilla-
tion refers to a class of techniques that trains a small
network by transferring knowledge from a larger net-
work. These techniques are typically used when we re-
quire building models for devices with limited computa-
tional resources [1]. Usually, in these models, there is a
teacher (larger model), a student (smaller model), and
the goal is to transfer knowledge from teacher to stu-
dent. Recently, researchers have also used this idea to
create models using meta-learning [27], few-shot learn-
ing [24, 31], one-shot learning [6, 3], and domain adap-
tation [7, 32], mostly for image classification problems.
However, the effect of these types of models on NLP
tasks is yet to be studied or not well studied.
2.3 Building Generalized Models. Recently, Mc-
Cann et al. [16] released a challenge called Decathlon
NLP which aims at solving ten different NLP problems
with a single unified model. The main intuition be-
hind this model is to comprehend the impact of trans-
ferring knowledge from different NLP tasks on building
a generalized model that works well on every task. Al-
though this model outperforms some of the state-of-the-
art models in specific tasks, it fails to even reach base-
line results in tasks like text summarization. We also
observe such poor results from other generalized frame-
works such as Google’s Tensor2Tensor framework [33].
2.4 Text Summarization. There is a vast amount
of research work on the topic of text summarization us-
ing deep neural networks [30]. These works range from
fully extractive methods [4, 19, 35] to completely ab-
stractive ones [28, 12, 8]. As one of the earliest works
on using neural networks for extractive summarization,
Nallapati et al. [17] proposed a framework that used
a ranking technique to extract the most salient sen-
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tence in the input. On the other hand, for abstrac-
tive summarization, it was Rush et al. [25] that for the
first time used attention over a sequence-to-sequence
(seq2seq) model for the problem of headline generation.
To further improve the performance of these models, the
pointer-generator model [18] was proposed for success-
fully handling Out-of-Vocabulary (OOV) words. This
model was later improved by using the coverage mecha-
nism [28]. However, all these models suffer from a com-
mon problem known as exposure bias which refers to
the fact that, during training, the model is trained by
feeding ground-truth input at each decoder step, while
during the test, it should rely on its own output to gen-
erate the next token. Also, the training is typically done
using cross-entropy loss, while during test, metrics such
as ROUGE [15] or BLEU [20] are used to evaluate the
model. To tackle this problem, researchers suggested
various models using scheduled sampling [2] and rein-
forcement learning based approaches [21, 4].
Recently, several authors have investigated methods
which try to first perform extractive summarization by
selecting the most salient sentences within a document
using a classifier and then apply a language model or a
paraphrasing model [13] on these selected sentences to
obtain the final abstractive summarization [4, 19, 35].
However, none of these models, as discussed in this
paper (and shown in Table 1) have the capability to
generalize to other datasets and thus only perform well
for the specific dataset used as target data during the
pre-training process.
3 Proposed Model
In this paper, we propose various transfer learning
methods for the problem of text summarization. For
all experiments, we consider two different datasets:
DS , a source dataset used to train the pre-trained
model, while DG, the target dataset
1, is the dataset
used to fine-tune our pre-trained model. Following the
idea of transferring layers of a pre-trained model, our
first proposed model transfers different layers of a pre-
trained model trained using DS and fine-tunes them
using DG. We then propose another method which uses
a novel reinforcement learning (RL) framework to train
the transfer model using training signals received from
both DS and DG.
3.1 Transferring Network Layers. There are var-
ious network layers used in a deep neural network. For
instance, if the model has a CNN encoder and a LSTM
decoder, the CNN layers and the hidden decoder lay-
ers trained on DS could be used to fine-tune using DG.
Moreover, the word embedding representation is a key
1Note that, we use DG instead of DT for the target dataset to
avoid confusing this T subscript with time.
layer in such a model. Either, we use pre-trained word
embeddings such as Glove [22] during the training of
DS or let DS drive the inference of its own word em-
beddings. We can still let the model to fine-tune a pre-
trained word embedding during the training of such a
model. In summary, we can transfer the embedding
layer, convolutional layer (if using CNN), hidden lay-
ers (if using LSTM), and the output layer in a text
summarization transfer learning problem. One way to
understand the effect of each of these layers is to fine-
tune or freeze these layers during model transfer and
report the best performing model. However, as sug-
gested by [29], the best performance is realized when all
layers of a pre-trained model on DS are transferred and
the model is led to fine-tune itself using DG. There-
fore, we follow the same practice and let the transferred
model fine-tune all trainable variables in our model. As
shown later in the experimental result section, this way
of transferring network layers provides a strong baseline
in text summarization and the performance of our pro-
posed reinforced model is close to this baseline. How-
ever, one of the main problems with this approach is
that, not only should source dataset DS should contain
a large number of training samples but DG must also
have a lot of training samples to be able to fine-tune
the pre-trained model and generalize the distribution of
the pre-trained model parameters. Therefore, a success-
ful transfer learning using this method requires a large
number of samples both for DS and DG. This could
be problematic, specifically for cases where the target
dataset is small and fine-tuning a model will cause over-
fitting. For these reasons, we will propose a model which
uses reinforcement learning to fine-tune the model only
based on the reward that is obtained over the target
dataset.
3.2 Transfer Reinforcement Learning (Trans-
ferRL). In this section, we explain our proposed re-
inforcement learning based framework for knowledge
transfer in text summarization. The basic underly-
ing summarization mechanism used in our work is the
pointer-generator model [28].
3.2.1 Why Pointer-Generator? The reason we
choose a pointer-generator model as the basis of our
framework is its ability to handle Out-of-Vocabulary
(OOV) words which is necessary for transfer learning.
Note that once a specific vocabulary generated from DS
is used to train the pre-trained model, we cannot use a
different vocabulary set during the fine-tuning stage on
DG, since the indexing of words could change for words
in the second dataset2. According to our experiments,
2For instance, the word “is” could have index 1 in the first
dataset while it could have index 10 in the second dataset.
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amongst the top 50K words in the CNN/DM and News-
room datasets, only 39K words are common between
the two datasets and thus a model trained on each of
these datasets will have more than 11K OOVs during
the fine-tuning step. Therefore, a framework that is not
able to handle these OOV words elegantly will demon-
strate significantly poor results after the transfer. One
na¨ıve approach in resolving this problem could be to use
a shared set of vocabulary words between DS and DG.
However, such a model will still suffer from inability to
generalize to other datasets with a different vocabulary
set.
3.2.2 Pointer-Generator. As shown in Fig 2, a
pointer-generator model comprises of a series of LSTM
encoders (blue boxes) and LSTM decoders (green
boxes). Let us consider dataset D = {d1, · · · , dN}
as a dataset that contains N documents along with
their summaries. Each document is represented by
a series of Te words, i.e. di = {x1, · · · , xTe}, where
xt ∈ V = {1, · · · , |V |}. Each encoder takes the embed-
ding of word xt as the input and generates the output
state ht. The decoder, on the other hand, takes the last
state from the encoder, i.e., hTe , and starts generating
an output of size T < Te, Yˆ = {yˆ1, yˆ2, · · · , yˆT }, based
on the current state of the decoder st, and the ground-
truth summary word yt. At each step of decoding j,
the attention vector αj , context vector cj , and output
distribution pvocab can be calculated as follows:
(3.1)
fij = v
T
1 tanh(Whhi +Wssj + b1)
αj = softmax(fj)
cj =
∑Te
i=1 αijhi
pvocab = softmax(v2(v3[sj ⊕ cj ] + b2) + b3)
where v1,2,3, b1,2,3, Wh, and Ws are trainable model pa-
rameters and ⊕ is the concatenation operator. In a sim-
ple sequence-to-sequence model with attention, we use
pvocab to calculate the cross-entropy loss. However, since
pvocab only captures the distribution of words within the
vocabulary, this will generate a lot of OOV words dur-
ing the decoding step. A pointer-generator model mit-
igates this issue by using a switching mechanism which
either chooses a word from the vocabulary with a cer-
tain probability σ or from the original document using
the attention distribution with a probability of (1-σ) as
follows:
(3.2)
σj = (Wccj +Wssj +Wxxj + b4)
p∗j = σjpvocab + (1− σj)
∑Te
i=1 αij
where Wc, Wx, and b4 are trainable model parameters
and if a word xj is OOV, then pvocab = 0 and the model
will rely on the attention values to select the right token.
Once the final probability is calculated using Eq. (3.2),
Figure 2: Pointer-generator w. self-critic policy gradient
the cross-entropy (CE) loss is calculated as follows:
(3.3) LCE = −
T∑
t=1
log p∗θ(yt|e(yt−1), st, ct−1,X)
where θ shows the training parameters and e(.) returns
the word embedding of a specific token. However, as
mentioned in Section 2, one of the main problems with
cross-entropy loss is the exposure bias [2, 21] which oc-
curs due to the inconsistency between the decoder input
during training and test. A model that is trained using
only CE loss does not have the generalization power re-
quired for transfer learning, since such a model is not
trained to generate samples from its own distribution
and heavily relies on the ground-truth input. Thus, if
the distribution of input data changes (which can likely
happen during transfer learning on another dataset),
the trained model will have to essentially re-calibrate
every transferred layer to achieve a good result on the
target dataset. To avoid these problems, we propose a
reinforcement learning framework which slowly removes
the dependency of model training on the CE loss and
increases the reliance of the model on its own output.
3.2.3 Reinforcement Learning Objective. In RL
training, the focus is on minimizing the negative ex-
pected reward rather than on directly minimizing the
CE loss. This allows the framework to not only use the
model’s output for training itself, but also helps in train-
ing the model based on the metric that is used during
decoding (such as ROUGE). To achieve this, during RL
training, the following objective is minimized:
(3.4)
minimize LRL = −Ey′1,··· ,y′T∼p∗θ(y′1,··· ,y′T )[r(y′1, · · · , y′T )]
where y′1, · · · , y′T are sample tokens drawn from the
output of the policy (pθ), i.e., p
∗
1, · · · , p∗T . In practice,
we usually sample only one sequence of tokens to
calculate this expectation. Hence, the derivative of the
Copyright c© 2019 by SIAM
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Figure 3: The proposed TransferRL framework. The
encoder and decoder units are shared between the
source (DS) and target datasets (DG).
above loss function is given as follows:
(3.5)
∇θLRL = − E
y′1,··· ,y′T∼p∗θ
[∇θ log p∗θ(y′1, · · · , y′T )r(y′1, · · · , y′T )]
This minimization can be further improved by
adding a baseline reward. In text summarization,
the baseline reward could either come from a separate
network called a critic network [4] or it could be the
reward from a sequence coming from greedy selection
over p∗t [21]. In this work, we consider the greedy
sequence as the baseline. In summary, the objective
that we minimize during RL training is as follows:
(3.6)
LRL =
∑
t− log p∗θ(yt|y′t−1, st, ct−1,X)×(
r(yˆ1, · · · , yˆT )− r(y′1, · · · , y′T )
)
where yˆt represents the greedy selection at time t. This
model is also known as a self-critic policy gradient
approach since the model uses its own greedy output
to create the baseline. Moreover, the model uses
the sampled sentence as the target for training rather
than the ground-truth sentence. Therefore, given this
objective, the model focuses on samples that do better
than greedy selection during training while penalizing
those which do worse than greedy selection.
3.2.4 Transfer Reinforcement Learning. Al-
though a model trained using Eq. (3.6) does not suffer
from exposure bias, it can still perform poorly in a
transfer learning setting. This is mostly due to the fact
that the model is still being trained using the distribu-
tion from the source dataset and once transferred to
the target dataset, aims to generate samples according
to the distribution of the source dataset. Therefore, we
need a model that not only remembers the distribution
of the source dataset but also tries to learn and adapt
to the distribution of the target dataset. The overall
RL-based framework that is being proposed in this
paper is shown in Fig. 3. At each step, we select a
random mini-batch from DS and DG and feed them
to the shared encoder units and the decoder starts
decoding for each mini-batch. Once the decoding is
completed, the model generates a sentence based on
greedy selection and another by sampling from the
output distribution. Finally, we calculate the Trans-
ferRL loss according to Eq. (3.7) and back-propagate
the error according to the trade-off parameter ζ. The
thick and thin dashed lines in this plot shows the effect
of ζ on the extent to which the model needs to rely on
either DS or DG for back-propagating the error.
Let us consider sequences drawn from greedy selec-
tion and sampling from the source dataset DS and the
target dataset DG as YˆS , Y
′
S , YˆG, and Y
′
G, respec-
tively. We will define the transfer loss function using
these variables as follows:
(3.7)
LTRL = −
∑T
t=1
(
(1− ζ) log p∗θ(ySt |US)
(
r(YˆS)− r(Y′S)
)
+
ζ log p∗θ(y
G
t |UG)
(
r(YˆG)− r(Y′G)
))
where US = {eS(y′S,t−1), st, ct−1,XS}, UG =
{eS(y′G,t−1), st, ct−1,XG}, and ζ ∈ [0, 1] controls the
trade-off between self-critic loss of the samples drawn
from the source dataset and from the target dataset.
Therefore, a ζ = 0 means that we train the model only
using the samples from the source dataset, while ζ = 1
means that model is trained only using samples from the
target dataset. As seen in Eq. (3.7), the decoder state
st and the context vector ct−1 are shared between the
source and target samples. Moreover, we use a shared
embedding trained on the source dataset, eS(.) for both
datasets while the input data given to the encoder, i.e.,
XS and XG, come from source and target datasets.
In practice, the RL objective loss only activates
after a good pre-trained model is obtained. We follow
the same practice and first pre-train the model using the
source dataset and then activate the transfer RL loss in
Eq. (3.7) by combining this loss with the CE loss from
Eq. (3.3) using the parameter η ∈ [0, 1] as follows:
(3.8) LMixed = (1− η)LCE + ηLTRL
4 Experimental Results
We performed a range of experiments to understand
the dynamics of transfer learning and to investigate
best practices for obtaining a generalized model for text
summarization. In this section, we discuss some of
the insights we gained through our experiments. All
evaluations are done using ROUGE 1, 2, and L F-
scores on the test data. All our ROUGE scores have
a 95% confidence interval of ±0.25 as reported by the
official ROUGE script3. Similar to multi-task learning
frameworks such as DecaNLP [16], we use a measure
for comparing the result of transfer learning on various
datasets by taking the average score of each measure
3https://pypi.org/project/pyrouge/
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Table 2: Basic statistics for the datasets used in our
experiments.
Newsroom CNN/DM DUC’03 DUC’04
# Train 994,001 287,226 0 0
# Val 108,312 13,368 0 0
# Test 108,655 11,490 624 500
Avg. #
summary
sentences
1.42 3.78 4 4
Avg. #
words in
summary
21 14.6 11.03 11.43
over these datasets. In addition, we also introduce a
weighted average score which takes into account the size
of each dataset as the weight for averaging the values4.
4.1 Datasets. We use four widely used datasets in
text summarization for our experiments. The first two
datasets are Newsroom [9] and CNN/Daily Mail [10]
which are used for training our models, while the DUC
2003 and DUC 2004 datasets are only used to test the
generalization capability of each model. Table 2 shows
some of the basic statistics of these datasets. In all these
datasets, a news article is accompanied by 1 to 4 human-
written summaries and, therefore, will cover a wide
range of challenges for transfer learning. For instance,
a model that is trained on the Newsroom dataset will
most likely generate only one long summary sentence,
while for the CNN/DM dataset, the model is required
to generate up to four smaller summary sentences. For
all experiments, we either use Newsroom as DS and
CNN/DM as DG, or vice-versa.
4.2 Training Setup. For each experiment, we run
our model for 15 epochs during pre-training and 10
epochs during the transfer process, and an extra 2
epochs for the coverage mechanism. We use a batch
size of 48 during training, the encoder reads the first 400
words, and the decoder generates a summary with 100
words. Both encoder and decoder units have a hidden
size of 256 while the embedding dimension is set to 128
and we learn the word embedding during training. For
all models, we used the top 50K words in each dataset
as the vocabulary and during test we use beam search
of size 4. We use AdaGrad to optimize all models with
an initial learning rate of γ0 = 0.15 during pre-training
and γ0 = 0.001 during RL and coverage and linearly
decrease this learning rate based on the epoch numbers
as γt = γ0/epoch. Moreover, ζ is set to zero at the start
of RL training and is increased linearly so that it gets
to 1 by the end of training. During RL training, we use
4Note that, due to page limitations, some of the results are
presented in the Arxiv version of the paper https://arxiv.org/
abs/1810.06667.
scheduled sampling with sampling probability equal to
the ζ value. We use the RLSeq2Seq [11] framework to
build our model.
4.3 Effect of Dataset Size. We will now discuss
some of the insights we gained starting with understand-
ing the effect of data size for pre-training. According
to our experiments (as shown in Table 4), on average, a
model trained using the Newsroom dataset as the source
dataset DS has much better performance than models
that use CNN/DM as the DS in almost all configura-
tions5. This is not a surprising result since deep neu-
ral networks are data hungry models and typically work
the best when provided with a large number of samples.
The first experiment in Table 6 and Table 4 uses only
the Newsroom dataset for training the model and not
surprisingly it performs good on this dataset; however
as discussed earlier, its performance on other datasets
is poor.
4.4 Common Vocabulary. As mentioned in Sec-
tion 3, one way to avoid excessive OOV words in transfer
learning between two datasets is to use a common vo-
cabulary between DS and DG and train a model using
this common vocabulary set. Although a model trained
using such a vocabulary could perform well on these two
datasets, it still suffers from poor generalization to other
unseen datasets. To demonstrate this, we combine all
articles in CNN/DM and Newsroom training datasets
to create a single unified dataset (C+N in Table 6 and
Table 4) and train a model using CE loss in Eq. (3.3)
and the common set of vocabulary. The result of this
experiment is shown as Experiment 2 in Table 6 and in
Table 4. As shown here, by comparing these results to
Experiment 1, we see that combining these two datasets
will decrease the performance on Newsroom, DUC’03,
and DUC’04 test datasets but will increase the perfor-
mance for CNN/DM test data. Moreover, by compar-
ing the generalization ability of this method on DUC’03
and DUC’04 datasets, we see that it performs up to 2%
worse than the proposed method. This is also witnessed
by comparing the average scores and weighted average
scores of our proposed model against this model. On av-
erage, our method improves up to 4% compared to this
method according to the R1 weighted average score.
4.5 Transferring Layers. In this experiment, we
discuss the effect of transferring different layers of a
pre-trained model for transfer learning. In the pointer-
generator model described in Section 3, the embedding
matrix, the encoder and decoder model parameters are
the choices for layers we can use for transfer learning.
5Due to space constraints, we only report the results from this
setup and refer the readers to the Arxiv version of the paper.
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Table 3: Results on Newsroom, CNN/DM, DUC’03, and DUC’04 test data. DS shows the dataset that is
used during pre-training and DG is our target dataset. N stands for the Newsroom dataset and C denotes the
CNN/DM dataset. The method column shows whether we use CE loss, transferring layers (TL), or TransferRL
(TRL) loss during training. We use a coverage mechanism for all experiments. The result from the proposed
method is shown with ?.
# DS DG Method Newsroom CNN/DM DUC’03 DUC’04
R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL
1 N CE Loss 36.16 24.33 32.87 33.58 12.76 29.72 28.03 9.15 24.75 29.85 10.3 26.7
2 C+N CE Loss 30.26 17.68 27.03 38.23 16.31 34.66 26.71 7.81 24.13 27.96 8.25 25.25
3 N C TL 35.37 23.45 32.07 34.51 13.49 30.61 28.19 9.34 24.96 29.83 9.98 26.66
4 N C TRL? 36.5 24.77 33.25 35.24 13.56 31.33 28.46 9.65 25.45 30.45 10.63 27.42
Table 4: Normalized and weighted normalized ROUGE F-Scores for Table 6.
# DS DG Method Avg. Score
Weighted
Avg. Score
R1 R2 RL R1 R2 RL
1 N CE Loss 31.91 14.14 28.51 35.58 21.73 32.16
2 C+N CE Loss 30.79 12.51 27.77 32.04 17.36 28.74
3 N C TL 31.98 14.07 28.58 35.17 21.21 31.74
4 N C TRL? 32.66 14.65 29.36 36.21 22.25 32.81
For this experiment, we pre-train our model using DS
and during transfer learning, we replace DS with DG
and continue training of the model with CE loss. As
shown in Tables 6 and 4 this way of transferring network
layers provides a strong baseline for comparing the per-
formance of our proposed method. These results show
that even a simple transferring of layers could provide
enough signals for the model to adapt itself to the new
data distribution. However, as discussed earlier in Sec-
tion 3, this way of transfer learning tends to completely
forget the pre-trained model distribution and entirely
changes the final model distribution toward the dataset
used for fine-tuning. This effect can be observed in Ta-
ble 6 by comparing the result of experiments 1 and 3.
As shown in this table, after transfer learning the per-
formance drops on the Newsroom test dataset (from
36.16 to 35.37 based on R1) while it increases on the
CNN/DM dataset (from 33.58 to 34.51 based on R1).
However, since our proposed method tries to remember
the distribution of the pre-trained model (through the
ζ parameter) and slowly changes the distribution of the
model according to the distribution coming from the
target dataset, it performs better than simple transfer
learning on these two datasets. This is shown by com-
paring the result in experiments 3 and 4 in Table 6,
which shows that our proposed model performs better
than na¨ıve transfer learning in all test datasets.
4.6 Effect of Zeta. As mentioned in Section 3, the
trade-off between emphasizing the training to samples
drawn from DS or DG is controlled by the hyper-
parameter ζ. To see the effect of ζ on transfer learning,
we clip the ζ value at 0.5 and train a separate model
using this objective. Basically, a ζ = 0.5 means that
we treat the samples coming from source and target
datasets equally during training. Therefore, for these
experiments, we start ζ at zero and increase it linearly
till the end of training but clip the final ζ value at
0.5. Table 11 shows the result of this experiment. For
simplicity sake, we provide the result of our proposed
model achieved from not clipping ζ along with these
results. By comparing the results from these two setups,
we can see that, on average, increasing the value of ζ to
1.0 will yield better results than clipping this value at
0.5. For instance, according to the average and weighted
average score there is an increase of 0.7% in ROUGE-
1 and ROUGE-L scores when we do not clip the ζ at
0.5. By comparing the CNN/DM R1 score in this table,
we see that clipping the ζ value will definitely hurt
the performance on DG since the model shows equal
attention to the distribution coming from both datasets.
On the other hand, the surprising component here is
that, by avoiding ζ clipping, the performance on the
source dataset also increases 6.
4.7 Transfer Learning on Small Datasets. As
discussed in Section 1, transfer learning is good for sit-
uations where the goal is to do summarization on a
dataset with little or no ground-truth summaries. For
this purpose, we conducted another set of experiments
to test our proposed model on transfer learning using
DUC’03 and DUC’04 datasets as our target datasets,
6For ζ ∈ (0.5, 1), we have only seen small improvement in the
results and hence we omitted them from this section.
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Table 5: Result of TransferRL after clipping ζ at 0.5 and
ζ = 1.0 on Newsroom, CNN/DM, DUC’03, and DUC’04
test datasets, along with the average and weighted
average scores.
ζ 0.5 1.0
R1 R2 RL R1 R2 RL
Newsroom 36.06 24.23 32.78 36.5 24.77 33.25
CNN/DM 33.7 12.83 29.81 35.24 13.56 31.33
DUC’03 28.3 9.54 25.04 28.46 9.65 25.45
DUC’04 29.88 10.23 26.8 30.45 10.63 27.42
Avg. Score 31.98 14.2 28.6 32.66 14.65 29.36
Weighted
Avg. Score
35.52 21.66 32.11 36.21 22.25 32.81
Table 6: Result of transfer learning methods using
the Newsroom dataset for pre-training and DUC’03
for fine-tuning. The underlined result shows that the
improvement from TL is not statistically significant
compared to the proposed model.
DS DG Method R1 R2 RL
N DUC’03 TL 28.9 9.73 25.54
N DUC’03 TRL? 28.76 9.5 25.39
i.e., DG. For these experiments, we randomly pick 20%
of each dataset as our training set, 10% as a validation
dataset, and the rest of the dataset as our test data.
This will generate 124 and 100 articles as our training
dataset for DUC’03 and DUC’04, respectively. Similar
to other experiments in this paper, we use CNN/DM
and Newsroom as DS
7 and use DUC’03 and DUC’04 as
DG during transfer learning. Due to the size of these
datasets, the models are trained only for 3000 itera-
tions during fine-tuning and the best model is selected
according to the validation set. Tables 14 and 7 depict
the results of this experiment. As shown in these tables,
for DUC’03, when we simply transfer network layers,
it performs slightly better (not statistically higher ac-
cording to a 95% confidence interval) than our proposed
model; however, our proposed model will achieve a far
better result on DUC’04. As shown in these tables, the
results achieved from fine-tuning a pre-trained model
using these datasets is very close to the ones achieved
in Table 6 and in the case of the DUC’04 dataset, our
proposed method in Table 6 achieves even better re-
sults than the ones shown in Table 7. This shows the
ability of our proposed framework in generalizing to un-
seen datasets. Note that, unlike these experiments, the
proposed model in Table 6 has no information about
the data distribution of DUC’03 and DUC’04 and still
performs better on these datasets.
7The CNN/DM results are excluded due to space constraints;
the reader can refer to the Arxiv version of our paper.
Table 7: Result of transfer learning using Newsroom for
pre-training and DUC’04 for fine-tuning.
DS DG Method R1 R2 RL
N DUC’04 TL 27.68 9.09 25.29
N DUC’04 TRL? 29.54 9.99 26.56
Table 8: Comparing our best performing model with
state-of-the-art multi-task learning frameworks on the
CNN/DM dataset and according to the average of
ROUGE 1, 2, and L F-scores. The result with ∗ is the
same as reported in the original paper.
DecaNLP [16] Tensor2Tensor [33]
Proposed
Model
Average
ROUGE
25.7∗ 27.4 31.12
4.8 Other Generalized Models. We also com-
pare the performance of our proposed model against
some of the recent methods from multi-task learning.
In text summarization, the DecaNLP [16] and Ten-
sor2Tensor [33] are two of the most recent frameworks
that use multi-task learning. Following the setup in
these works, we focus on models that are trained using
CNN/DM datasets and report the average ROUGE 1, 2,
and L F-scores for our best performing model. Table 8
compares the result of our proposed approach against
these methods.
5 Conclusion
In this paper, we tackled the problem of transfer learn-
ing in text summarization. We studied this problem
from different perspectives through transfer of network
layers from a pre-trained model to proposing a reinforce-
ment learning framework which borrows insights from
a self-critic policy gradient strategy and offers a sys-
tematic mechanism that creates a trade-off between the
amount of reliance on the source or target dataset dur-
ing training. Through an extensive set of experiments,
we demonstrated the generalization power of the pro-
posed model on unseen test datasets and how it can
reach state-of-the-art results on such datasets. To the
best of our knowledge, this is the first work that studies
transfer learning in text summarization and offers a so-
lution that beats state-of-the-art models and generalizes
well to unseen datasets.
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6 Supplemental Material
In this section, we provide the full details of our
experimental analysis. Each table in this document
represents a specific table in the main paper.
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Table 9: (Table 3 in the main paper) Results on Newsroom, CNN/DM, DUC’03, and DUC’04 test data. DS
shows the dataset that is used during pre-training and DG is our target dataset. N stands for Newsroom and
C stands for CNN/DM dataset. The method column shows whether we use CE loss, transferring layers (TL),
or TransferRL (TRL) loss during training. For each experiment, we run two different setups, with coverage
mechanism and without it. This is represented as We use coverage mechanism for all experiments. The result
from the proposed method is shown with ?.
DM DG Method Cov Newsroom CNN/DM DUC’03 DUC’04
R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL
C+N CE Loss No 31.22 18.69 27.94 36.81 15.44 33.18 27.58 8.66 24.61 28.34 8.86 25.54
C+N CE Loss Yes 30.26 17.68 27.03 38.23 16.31 34.66 26.71 7.81 24.13 27.96 8.25 25.25
N CE Loss No 36.08 24.23 32.79 33.67 12.79 29.78 28.22 9.53 24.99 30.19 10.44 27.06
N CE Loss Yes 36.16 24.33 32.87 33.58 12.76 29.72 28.03 9.15 24.75 29.85 10.3 26.7
N C TL No 31.43 19.07 28.13 36.45 14.87 32.66 27.69 8.64 24.54 29.01 9.19 26.14
N C TL Yes 35.37 23.45 32.07 34.51 13.49 30.61 28.19 9.34 24.96 29.83 9.98 26.66
N C TRL? No 36.04 24.22 32.78 33.65 12.76 29.77 28.32 9.5 25.12 30.37 10.58 27.28
N C TRL? Yes 36.5 24.77 33.25 35.24 13.56 31.33 28.46 9.65 25.45 30.45 10.63 27.42
C CE Loss No 26.4 13.25 23.07 39.11 16.81 35.64 25.62 6.68 23.09 26.25 6.97 23.76
C CE Loss Yes 26.59 14.09 23.44 39.77 17.15 36.18 25.66 6.86 23.16 27.12 7.07 24.57
C N TL No 35.85 24.06 32.56 34.39 13.29 30.49 28.4 9.63 25.37 30.13 10.38 27.06
C N TL Yes 35.39 23.69 32.13 35.31 13.88 31.4 28.34 9.33 25.09 30.05 10.1 26.96
C N TRL? No 26.6 13.41 23.15 39.18 17.01 35.72 25.57 6.7 23.05 26.31 6.98 23.85
C N TRL? Yes 27.34 14.23 24.01 39.81 17.23 36.31 25.61 6.78 23.18 27.14 7.11 24.71
Table 10: (Table 4 in the main paper) Normalized and weighted normalized F-Scores for Table 6.
DS DG Method Cov Avg. Score
Weighted
Avg. Score
R1 R2 RL R1 R2 RL
C+N CE Loss No 30.99 12.91 27.82 32.47 17.95 29.11
C+N CE Loss Yes 30.79 12.51 27.77 32.04 17.36 28.74
N CE Loss No 32.04 14.25 28.66 35.53 21.66 32.11
N CE Loss Yes 31.91 14.14 28.51 35.58 21.73 32.16
N C TL No 31.15 12.94 27.87 32.55 18.12 29.14
N C TL Yes 31.98 14.07 28.58 35.17 21.21 31.74
N C TRL? No 32.1 14.27 28.74 35.5 21.64 32.1
N C TRL? Yes 32.66 14.65 29.36 36.21 22.25 32.81
C CE Loss No 29.35 10.93 26.39 29.25 14.04 25.89
C CE Loss Yes 29.79 11.29 26.84 29.54 14.77 26.29
C N TL No 32.26 14.34 28.87 35.52 21.64 32.09
C N TL Yes 32.27 14.25 28.9 35.37 21.48 31.96
C N TRL? No 29.42 11.03 26.44 29.42 14.21 25.97
C N TRL? Yes 29.98 11.34 27.05 30.13 14.9 26.76
Table 11: (Table 5 in the main paper) Result of TransferRL after clipping ζ at 0.5 and ζ = 1.0 on Newsroom,
CNN/DM, DUC’03, and DUC’04 test data along with the average and weighted average scores.
DM DG ζ Method Cov Newsroom CNN/DM DUC’03 DUC’04
R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL
N C 1.0 TRL? No 36.04 24.22 32.78 33.65 12.76 29.77 28.32 9.5 25.12 30.37 10.58 27.28
N C 1.0 TRL? Yes 36.5 24.77 33.25 35.24 13.56 31.33 28.46 9.65 25.45 30.45 10.63 27.42
C N 1.0 TRL? No 26.6 13.41 23.15 39.18 17.01 35.72 25.57 6.7 23.05 26.31 6.98 23.85
C N 1.0 TRL? Yes 27.34 14.23 24.01 39.81 17.23 36.31 25.61 6.78 23.18 27.14 7.11 24.71
N C 0.5 TRL? No 36.2 24.38 32.92 33.76 12.86 29.87 28.38 9.61 25.12 30.34 10.56 27.17
N C 0.5 TRL? Yes 36.06 24.23 32.78 33.7 12.83 29.81 28.3 9.54 25.04 29.88 10.23 26.8
C N 0.5 TRL? No 26.4 13.25 23.07 39.1 16.81 35.63 25.58 6.69 23.08 26.22 6.91 23.75
C N 0.5 TRL? Yes 27.52 14.46 24.19 38.82 16.64 35.22 24.8 6.49 22.35 25.65 6.72 23.19
Copyright c© 2019 by SIAM
Unauthorized reproduction of this article is prohibited
Table 12: (Table 5 in the main paper) Normalized and weighted normalized F-Scores for Table 11.
DS DG ζ Method Cov Avg. Score
Weighted
Avg. Score
R1 R2 RL R1 R2 RL
N C 1.0 TRL? No 32.1 14.27 28.74 35.5 21.64 32.1
N C 1.0 TRL? Yes 32.66 14.65 29.36 36.21 22.25 32.81
C N 1.0 TRL? No 29.42 11.03 26.44 29.42 14.21 25.97
C N 1.0 TRL? Yes 29.98 11.34 27.05 30.13 14.9 26.76
N C 0.5 TRL? No 32.17 14.36 28.77 35.65 21.79 32.23
N C 0.5 TRL? Yes 31.99 14.21 28.61 35.53 21.66 32.11
C N 0.5 TRL? No 29.33 10.92 26.38 29.24 14.04 25.88
C N 0.5 TRL? Yes 29.2 11.08 26.24 30.05 14.94 26.66
Table 13: (Table 6 in the main paper) Result of transfer learning methods using Newsroom for pre-training and
DUC’03 for fine-tuning. The underlined result shows that the improvement from TL is not statistically significant
compared to the proposed model.
DS DG Method Cov R1 R2 RL
N DUC’03 TL No 28.76 9.73 25.54
N DUC’03 TL Yes 28.9 9.67 25.56
N DUC’03 TRL? No 28.29 9.18 24.91
N DUC’03 TRL? Yes 28.76 9.5 25.39
C DUC’03 TL No 27.51 8.17 25.57
C DUC’03 TL Yes 28.08 7.83 25.32
C DUC’03 TRL? No 24.94 6.21 22.44
C DUC’03 TRL? Yes 24.68 6.32 22.15
Table 14: (Table 7 in the main paper) Result of transfer learning methods using Newsroom for pre-training and
DUC’04 for fine-tuning.
DS DG Method Cov R1 R2 RL
N DUC’04 TL No 30.22 10.55 27.15
N DUC’04 TL Yes 27.68 9.09 25.29
N DUC’04 TRL? No 30.35 10.43 27.32
N DUC’04 TRL? Yes 29.54 9.99 26.56
C DUC’04 TL No 28.45 8.41 26.75
C DUC’04 TL Yes 28.45 8.05 26.54
C DUC’04 TRL? No 25.98 6.71 23.51
C DUC’04 TRL? Yes 26.05 6.63 23.54
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