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Abstract 
Fishburn, P.C. and J.A. Reeds, Unit distances between vertices of a convex polygon, 
Computational Geometry: Theory and Applications 2 (1992) 81-91. 
Many years ago Danzer resolved an open question of ErdGs by constructing a convex 9-gon, 
each vertex of which has the same distance to three other vertices. In Danzer’s example, the 
replicated distance is not the same for all vertices. The present paper shows that it can be the 
same when n is somewhat larger than 9. In particular, there are convex n-gons with the 
following property. The vertices are partitioned into sets A and B on opposite sides of a line 
such that each a E A is distance 1 from three vertices in B and each b E B is distance 1 from 
three vertices in A. The smallest n for which this is possible is n = 20. 
1. Introduction 
Many years ago Paul Erdiis conjectured that a convex polygon always has a 
vertex which has no three other vertices equidistant from it. This was disproved 
by Danzer, as described in Erdiis [2], by the nonagon a b c a b c a b c of Fig. 111222333 
1 that is based on threefold rotational symmetry and has d(a,, az) = d(a,, u3) = 
@,, b), d(h, b) = O,, 4 = d(h, b3) and 4cl, 4 = d(c,, 4 = d(c,, c3). 
Since Danzer’s construction uses different distances, the question arose 
whether there is a convex polygon in which every vertex has unit distance to at 
least three other vertices. We prove that there is and provide a smallest example 
for a slightly restricted version of the question. 
Let V denote the vertex set of a convex planar n-gon. We say that a two-part 
partition {A, B} of V is a cut if the convex hulls of A and B are disjoint. 
Theorem 1. There is a convex n-gon and a cut {A, B} of its V such that 
({bEB:d(a,b)=l}(z3f I1 ora a~A,und({u~A:d(a,b)=1}(~3foralZb~B. 
The smallest n for which this is true is n = 20. 
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Fig. 1. 
Our 20-point construction is described and verified in the next section. Section 
3 outlines the proof that if II < 20 then for every V and every cut {A, B} either 
some point in A has less than three points in B unit distance from it, or some 
point in B has less than three points in A unit distance from it. 
Theorem 1 was motivated by a conjecture in Erdiis and Moser [4] that has 
defied resolution for more than 30 years. Let f(n) denote the maximum number 
of intervertex unit distances of a convex n-gon. The Erdiis-Moser conjecture and 
the best general bounds on f(n) now known are as follows. 
Conjecture 1. f(n) < CIZ for some c > 0 and all II. 
Theorem 2. 2n - 7 Sf(n) < nn(2 log, II - 1). 
The lower bound is verified by an example in Edelsbrunner and Hajnal [l] that 
uses a quasi-triangular array a bit like that of Fig. 1. The upper bound proof in 
Fiiredi [5] involves the vertex cut of Theorem 1. We relate the cut idea to 
Conjecture 1 by another conjecture. 
Conjecture 2. There is an integer k 34 such that every cut {A, B} of the vertex 
set of every convex polygon has either an a E A with 1 {b E B: d(a, b) = 1}1< k or 
abEBwithI{aEA:d(a,b)=l}l<k. 
This conjecture, in Erdiis and Fishburn [3], is equivalent to Conjecture 1. If no 
such k exists, then for every k there is an it for whichf(n) 2 (k/2)n. On the other 
hand, if Conjecture 2 is true for k, a straightforward proof shows that Conjecture 
1 holds with c =Z 2(k - 1). Ideas that we develop for the proof of Theorem 1 might 
lead to a resolution of Conjecture 2. We say more about this in Section 4. 
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2. Example 
Fig. 2 pictures of 20-gon and its matrix of A-B pairs for which d(a, b) = 1. The 
matrix has three l’s in each row and column to satisfy Theorem 1. Its symmetry 
about the diagonal is reflected by symmetric placement in the plane around the 
ordinate of the 10 A vertices (lA, . . . , lOA) and the 10 B vertices (lA, . . . , 10,): 
i, = (-Xi, yi) and iB = (xi, yi). 
According to these positions, 
d(iA, jB)* = d(j~, ig)* = (X; + X,)’ + (Yj - Yi)2. 
Feasible iB and the slopes between adjacent iB are given in Table 1, truncated 
to the number of places shown. The Xi increase from i = 1 to i = 6 and then 
decrease back toward the ordinate. The yi increase as i increases. The particular 
numbers reveal that we initiated our placements with choices for (x4, y4), (x5, y5) 
and (x6, y6), and then changed x5 from its initial value of 0.521 to obtain a valid 
CONVEX 20-gon 
i 
A 5 
12345678910 
1 in cd (1~~~8) if d(iA,~8) = 1 
Fig. 2. 
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Table 1 
Positions of points in B and adjacency slopes 
i 1000x, 1OQOY; 
Y,+1 -Yi 
xi+ I - xi 
1 469.633821777 -92.982777730 
2 471.414237018 -89.969229800 
3 473.126180256 -87.048665472 
4 52o.ooooooooo 3o.OOOOtmm 
5 520.996246864 33.ooooooooo 
6 522.ooooooooo 36.1oooooooO 
7 429.872125856 342.595442083 
8 429.224646090 344.599064292 
9 428.539574537 346.658610393 
10 390.440922261 417.185267785 
1.6926 
1.7060 
2.4971 
3.0113 
3.0884 
-3.3268 
-3.0945 
-3.0063 
-1.8512 
overall solution, as described shortly. The slopes between adjacent iB show that 
the 20-gon is convex. 
Consider the graph of Fig. 3 with an edge between i and j if d(i,, jB) = 
d(jA, iB) = 1 by the matrix in Fig. 2. Positive quadrant placements of 4B, 5B and 
6B uniquely determine all other ig, except 10B, as we go down the graph. For 
example, gA = (--x9, yg) is one of the two intersection points of the unit radius 
circles centered at 4B and 5,. Then 9B = (x9, yg). Given gg, we get lA (hence lB) 
from an intersection of unit radius circles centered at 6B and 9B. 
However, at the bottom there is no assurance that the upper-left intersection 
points determined by 1, and 2,, and by 2B and 3B, coincide for a valid placement 
of lOA. If they do not, perturbation of at least one coordinate of a top point is 
needed for coincidence. Table 1 with its further implication of convexity was first 
obtained in this manner. 
To validate our numerical work, we derive an algebraic solution to the 
quadratic equations implied by Fig. 2 and symmetry. The (i, j) cells with l’s in the 
matrix and i <j yield 15 equations of the form 
(Xi +Xj)” + (Yj -Y;)2 = 1. 
4 5 6 
Fig. 3. Edges for d(i,, jR) = d(ja, iR) = 1. 
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Assume that the yi increase in i, yl,, - y, < 1, and the Xi are positive. Let 
Dij = -\/l - (Yj - Yi)‘. 
Then each quadratic equation 
Xi + Xj = Dij. 
can be rewritten as 
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Also let yi =yi+l -yi for i = 1, . . . , 9. We then have 15 equations in 19 
unknowns, namely x1, . . . , x1(), yl, . . . , y9, so that our system has four degrees 
of freedom. By solving the equations in routine fashion for the xi, we obtain the 
following equivalent system: 
Xl = (Q,*o - 4,lO + a9 - 459 + ~25)/2, 
x10 - Q,lO - Xl, 
~*=~2,10-~1,1o+~lt 
x3 = ~3.10 - ~I.10 + Xl, 
x4 = 034 -x3, 
xs = 02s -x2, 
xci=Qcx~, 
x7 = 037 -x3, 
xs = 028 - ~2, 
x9=Q9--xl, 
and 
R,,o + 028 + D49 = D19 + D2.10 + D4x, 
&i + 028 + D59 = D19 + 45 + L&i,, 
D2.10 + 034 + Q9 = D2z + 03.10 + 049, 
D 2, IO + 037 + & = 028 + 03.10 + Q57, 
02.5 + 037 + 048 = D,, + 034 + 057, 
We refer to the last five equations as the D system. Its unknowns are y, through 
y9. The four degrees of freedom appear in the D system once the xi have been 
eliminated. Note that each equation in this system has the same six indices on 
both sides so that substitution of Xi + xi for D, leaves 0 = 0 after cancellation. 
For solution purposes, it is convenient to rearrange the D system by simple 
combinations of its five equations to yield a new system of five independent 
equations in which y3, y4, ys and y6 are viewed as the four independent variables 
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and the dependent variables are: 
a=Y5-Y2=Y2+Y3+Y4, 
~=Ys-Yl=Yl+Y2+Y,+Y4, 
c=Y,-y5=Y,+Y6+Y7, 
d=y9-yS=Y5+Y6+Y7+Y8, 
e=y10-y5=YS+Y6+Y7+Y8+Y9- 
We write our new system in a way that shows all instances of a through e 
explicitly: 
w + v/1 - (c + y4)2 + D37 = vl - (a + c)’ + D34 + Ds7, 
q= + vl - (c + y4)2 + De7 = vl - (d + y4)2 + dl - (c - y5)2 + Ds7, 
-\/l - (e + ys + y4)2 + dl - (a + c)’ + Dh7 = dl - (e + a)’ 
+ dl - (c - ysj2 + 037, 
dl - (6 + y5)2 + d- + dl - (c + y4)2 + D37 
= dl - (b + d)2 + j/l - (c - ys)2 + D34 + Ds7, 
vl - (6 + e)2 + dl - (c - yJ2 + Dj4 
= Vl - (b + y5)2 + Yl - (e + y3 + y4)2 + Vl - (c + y4)2. 
To demonstrate solvability, we solve each of the first four equations for its 
first-mentioned dependent variable and define Q as the difference between the 
left and right sides of the fifth equation: 
~- S,=&+q57-&-~4~; 
~- 
s2=~~7+~6~-~4~-D67; 
S3=037+D6s-D28-D67; 
1 
l/2 
-1 , 
S4 = 034 + q57 + D6t3 - 037 - 048 - 459; 
Q = RIO + 034 + 068 - 016 - 03,~ - 048. 
NOW fix y3 through y6 at the values implied by Table 1 and let y7, or 
equivalently c, vary around its table value of y’: = 0.002003622209. For each 
choice of y7 we solve the preceding equations sequentially for a, d, e, b (y2, yR, 
ys, yr) and the use the solution values to assess Q. We find that Q > 0 for A7 
slightly less than ys and that Q < 0 for y7 slightly larger than yy. Since Q is clearly 
continuous in y7, there is a value of y7, at approximately yy, where Q = 0. Hence 
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the D system has a valid solution. Up to the choice of origin for the yi, one 
solution (significant to at least 10 places) is given by Table 1. The corresponding 
xi values are obtained from the solution list that precedes the display of the D 
system. 
3. Forbidden patterns 
Let {A, B} be a cut of a convex n-gon’s vertex set with ry = IA(, p = IB ( and 
a + /3 = n, and let d(i, j) denote the distance between i E A and j E B. An a-by-/3 
O-l matrix will be called a cut matrix if and only if there is a convex (a + p)-gon 
with cut {A, B} such that d(i, j) = 1 whenever there is a 1 in cell (i, j) of the 
matrix. It is easily seen that every rectangular submatrix of a cut matrix is a cut 
matrix. The matrix of Fig. 2 with O’s in blank cells is a lo-by-10 cut matrix. 
We restate the final sentence of Theorem 1. 
Theorem 3. If an a-by-/3 cut matrix has at least three l’s in every row and column, 
then a+/3320. 
The proof has two parts. The first notes that a cut matrix cannot have certain 
patterns of 1’s. The second uses this to show that if LY + 0 < 20 and an a-by-0 O-l 
matrix has none of those forbidden patterns, then some row or column has less 
than three 1’s. 
Lemma 1. Zf a O-l matrix has one or more of the patterns of l’s in Fig. 4, then it is 
not a cut matrix. 
Although Lemma 1 does not appear in the literature, it is familiar to others 
who have tried to resolve Conjecture 1, and we omit its straightforward 
case-by-case proof. 
Define a O-l matrix to be pattern feasible if it has none of the Fig. 4 patterns of 
l’s among its submatrices. By Lemma 1, every cut matrix is pattern feasible. We 
do not know whether every pattern feasible matrix is a cut matrix. The next 
section discusses this further. 
Let g((~, p) denote the maximum number of l’s in an cu-by-6 pattern feasible 
matrix. By the symmetries of Fig. 4, g(p, (u) = g(cu, /3). We approach Theorem 3 
by computing g for small CY G 6 and displaying matrices that attain g. Many proof 
details are suppressed. 
Table 2 specifies g for (Y s p and a: s 6. Let (Y* denote the smallest /I zz (Y such 
that g(a, /3 + 1) = g(Ly, p) + 1 for all /3 2 (Y*. The table notes that l* = 1, 2* = 2, 
3* = 3, 4* = 6, 5* = 10 and 6* = 15, which suggest for larger N that perhaps 
(Y* = (2a). 
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Pl : rectangle I I 
P2: 5 cells 
pj Or L-J 
P3: 6 cells 
rows: bed cols: bed 
ace act 
cols: kh rows: kh 
P4: 2k cells. k>3 
3” I or 
Fig. 4. Forbidden patterns: l = 1. 
Fig. 5 identifies some pattern feasible O-l matrices that attain g. We comment 
on a few of them. Similar principles apply to other cases. The objective in all 
cases is to pack as many l’s as possible into a matrix while avoiding Pl-P4. 
g(3, 3) = 6. Only five l’s are possible (Pl) if some column has three 1’s. When 
each column has exactly two l’s, avoidance of Pl-P4 forces the arrangement in 
the upper left of Fig. 5. 
g(4, 4) = 9. Nine l’s require at least three in some column, but four l’s in some 
column limit the total to seven. Three l’s in each of two columns violates Pl, so 
the best column totals are 3,2,2,2. The two arrangements in Fig. 5 are the only 
nine-l arrays that are pattern feasible. Note that some 3-by-3 submatrices in each 
case duplicate the 3-by-3 array. 
Table 2 
Maximum l’s in pattern feasible a-by-/3 matrices. 
For (u~6,g(a;B+l)=g(cu,B)+l for/3215 
\ 
B 
\ (Y 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
3 6 7 8 9 10 11 12 13 14 15 16 17 18 
4 9 10 12 13 14 15 16 17 18 19 20 21 
5 12 14 15 17 18 20 21 22 23 24 25 
6 15 17 18 20 21 22 24 26 28 30 
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the only two 4 x 6 
17 
00010011 
00100101 
01001001 
10001110 
11110000 
5x8 
010101 000101 00100101 00011001 
100110 001001 01000110 01100001 
011000 010001 00101000 10000001 
1OlOOG 100001 01001000 10101010 
1 loo00 111110 11110000 01010100 
two 6 x 6 two 6 x 8 
0010011 0000101 
0100101 0001001 
1000110 0010001 
0011000 0100001 
0101000 1000001 
1110000 1111110 
two 7 x 7 
Fig. 5. Pattern feasible matrices that attain g. 
g(4, 6) = 12. The maximum total with more than two l’s in some column is 11. 
To get 12, Pl requires use of all six distinct columns that have exactly two 1’s. 
Careful analysis shows that the only pattern feasible matrices of this sort are those 
in Fig. 5 where the two middle columns can be interchanged. The first of these 
appears in rows 7-10 of Fig. 2; a vertical transformation appears in columns 7-10 
of Fig. 2. 
g(7, 7) = 18. The first pattern feasible matrix uses an optimal 3-by-4 in its lower 
left, an optimal 4-by-3 in its upper right, and a four-l’s upper-left diagonal. The 
second mimics the second arrays for 5-by-5 and 6-by-6. 
The following lemma completes the proof of Theorem 3. 
Lemma 2. If a pattern feasible a-by-p matrix has at least three l’s in every row 
and column then CY + p 2 20. 
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Proof. Assume (Y G /3 without loss of generality. A O-l matrix must contain at 
least 3/3 l’s to have at least three l’s in every column. Table 2 shows that this is 
impossible for a pattern feasible matrix when a < 6. The same thing is true for 
(Y = 7. We have g(7, 7) = 18, three l’s shy of 21, and g(7, /3 + 1) G g(7, /3) + 3 for 
each /3 3 7. 
The other (9 /I) cases to consider for Lemma 2 are (8, S), (8,9), (8, lo), 
(8, ll), (9,9) and (9,lO). In fact, all pattern feasible matrices for these cases have 
less than 3/3 l’s, but that is more than we need to prove since the lemma only 
claims that some row or column in each pattern feasible matrix for these cases has 
less than three 1’s. 
Since the three-l’s analyses for our cases with cv E (8, 9} are similar, we 
describe only the 9-by-9 case. Let ((u, /3) = (9, 9). Suppose some column has six 
l’s and three 0’s. Delete that column and the six rows with l’s therein. This leaves 
a 3-by-8 array. Since g(3, 8) = 11, one of its columns has only one 1, and the 
addition of two l’s to this column in the deleted rows violates Pl in view of the l’s 
in the deleted column. 
Suppose a 9-by-9 matrix has five l’s in some row or column, but never six or 
more. If a column with five l’s is deleted along with the corresponding five rows 
with l’s therein, we are left with a 4-by-8 array. Since g(4, 8) = 14, the conclusion 
of the preceding paragraph holds here as well. 
Suppose a 9-by-9 matrix has four l’s in some row or column, but never five or 
more. A best bet for pattern feasibility is to have four l’s at the top of the final 
column. Let this be the case. The lower-left S-by-8 array could duplicate the 
5-by-8 matrix of Fig. 5 with two l’s in each of its first seven columns. In any 
event, since g(5, 8) = 17, to get three l’s in each of the first eight columns of the 
9-by-9 matrix we need to add at least seven l’s in the first three rows for the eight 
columns. However, this is impossible without forcing one or more of Pl-P4. 
Suppose a 9-by-9 matrix has exactly three l’s in every row and column. Delete 
any column and the three rows with l’s therein. The resulting 6-by-8 array has 
g(6, 8) = 18. However, this g is attainable only if some row or column has at least 
four 1’s. Hence there are at most 17 l’s in the 6-by-8 array. But then one of those 
six rows has less than three l’s overall. 0 
The lo-by-10 matrix of Fig. 2 fits the three-l’s requirement perfectly. It uses 
versions of an optimal 4-by-6 array on the lower left and upper right, plus a six-l’s 
diagonal on the upper left. The proof just outlined shows that it is the smallest 
pattern feasible matrix with three l’s in each row and column. 
4. Discussion 
The ideas in the preceding section might lead to a resolution of Conjecture 1 or 
the equivalent Conjecture 2. A key question is whether every pattern feasible 
matrix is a cut matrix. 
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1 1 1 1 1 
1 1 1 1 
1 1 1 1 
1 1 1 
1 1 1 1 
1 1 1 
1 1 1 
1 1 
1 1 1 1 
1 1 1 
1 1 1 
1 I 
1 1 1 
1 1 
1 1 
1 
Fig. 6. M4. 
If some pattern feasible matrices are not cut matrices, then there are patterns 
of l’s forbidden in cut matrices and independent of those in Fig. 4. Although 
identification of such patterns would not necessarily resolve Conjecture 2, it could 
contribute to its eventual resolution. 
On the other hand, if every pattern feasible matrix is a cut matrix then 
Conjectures 1 and 2 are false. Let ML be the 2k-by-2k O-l matrix with l’s on the 
main diagonal and with an alternating pattern of 2’ l’s and 2j O’s down the 
diagonal that begins at cell (1, 2j + 1) for i = 0, 1, . . . , k - 1. All other entries of 
ML are 0’s. Then let Mk equal ML rotated 90 degrees counterclockwise. Fig. 6 
pictures M4 without its 0’s. 
It is easy to check that Mk is pattern feasible and has 2k + k2k-’ unit entries. If 
it is a cut matrix then we have a convex 2k+1-gon with 2k+‘(k/4 + l/2) intervertex 
unit distances. In this case f(n) would be on the order of n log n, as in Fiiredi’s 
[5] upper bound of Theorem 2. 
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