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INCOMPRESSIBLE NAVIER-STOKES-FOURIER-POISSON SYSTEM:
CONVERGENCE FOR CLASSICAL SOLUTIONS
MENGMENG GUO, NING JIANG, AND YI-LONG LUO
Abstract. For the one-species Vlasov-Poisson-Boltzmann (VPB) system in the scaling un-
der which the moments of the fluctuations formally converge to the incompressible Navier-
Stokes-Fourier-Poisson (NSFP) system, we prove the uniform estimates with respect to the
Knudsen number ǫ for the fluctuations. As a consequence, the existence of the global-in-time
classical solutions of VPB with all ǫ ∈ (0, 1] is established in whole space under small size
of initial data, and the convergence to incompressible NSFP as ǫ go to 0 is rigorously justified.
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1. Introduction
1.1. One-species Vlasov-Poisson-Boltzmann system. In this paper, we study the fol-
lowing scaled Vlasov-Poisson-Boltzmann (briefly, VPB) system (see Arse´nio-Saint-Raymond’s
book [8])
ǫ∂tfǫ + v · ∇xfǫ + ǫγ∇xφǫ · ∇vfǫ = 1ǫB(fǫ, fǫ) , (1.1)
June 1, 2019.
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∆xφǫ =
γ
ǫ
(ˆ
R3
fǫdv − 1
)
, (1.2)
where ǫ > 0 denotes the Knudsen number, which is the ratio of the mean free path to the
macroscopic length scale, and γ > 0 is the ratio of the electric repulsion according to Gauss’s
law and the Knudsen number. Here the unknown fǫ = fǫ(t, x, v) ≥ 0 is a nonnegative function
standing for the number density of gas particles which have velocity v ∈ R3 at position x ∈ R3
at time t > 0. The self-consistent electric potential φǫ = φǫ(t, x) ∈ R is coupled with the
distribution function fǫ(t, x, v) through the Poisson equation. The bilinear function B with
hard-sphere interaction is defined by
B(f, f) =
ˆ
R3×S2
(f ′f ′1 − ff1)|(v − v1) · ω|dωdv1 , (1.3)
where
f = f(t, x, v) , f ′ = f(t, x, v′) , f1 = f(t, x, v1), f
′
1 = f(t, x, v
′
1) ,
v′ = v − [(v − v1) · ω]ω , v′1 = v1 + [(v − v1) · ω]ω , ω ∈ S2 .
This hypothesis is satisfied for all physical model and is more convenient to work with but
do not impede the generality of our results. The system (1.1)-(1.2) describes the evolution
of a gas of one species of charged particles (ions or electrons) subject to an auto-induced
electrostatic force. We then impose on the initial data of (1.1)-(1.2)
fǫ(0, x, v) = fǫ,0(x, v) ≥ 0 . (1.4)
A function φǫ,0(x) ∈ R can thereby be introduced by
∆xφǫ,0 =
γ
ǫ
( ˆ
R3
fǫ,0dv − 1
)
, (1.5)
which is consequently the initial value of φǫ.
A physically relevant requirement for solutions to the VPB system are their mass, momen-
tum and energy are preserved with time. This is also an a priori property of the VPB system
on the torus, which reads
d
dt
ˆ
R3×R3
fǫ(t, x, v)dvdx = 0 ,
d
dt
ˆ
R3×R3
vfǫ(t, x, v)dvdx = 0 ,
d
dt
(ˆ
R3×R3
|v|2fǫ(t, x, v)dvdx+
ˆ
R3
|∇xφǫ(t, x)|2dx
)
= 0 .
(1.6)
It is well-known that the global equilibrium for the VPB system is the normalized global
Maxwellian M(v) defined as
M(v) = 1
(2π)
3
2
e−
|v|2
2 .
Our goal in current paper is to justify the incompressible Navier-Stokes-Fourier-Poisson (briefly,
NSFP) limit of (1.1)-(1.2). More precisely, we consider the fluctuation around the global
Maxwellian with size ǫ (this is called Navier-Stokes scaling, see [9]),
fǫ(t, x, v) =M(1 + ǫgǫ(t, x, v)) .
We are interested in justifying the limit of the fluctuation gǫ as the Knudsen number ǫ tends
to zero. This leads to the perturbed VPB system{
ǫ∂tgǫ + v · ∇xgǫ + 1ǫLgǫ − γv · ∇xφǫ − γǫv · ∇xφǫgǫ + γǫ∇xφǫ · ∇vgǫ = Q(gǫ, gǫ) ,
∆xφǫ = γ
´
R3
gǫMdv ,
(1.7)
where the bilinear symmetric operator Q is
Q(g, h) = 12M
[
B(Mg,Mh) +B(Mh,Mg)
]
, (1.8)
and the linearized Boltzmann collisional operator L takes the form
Lg = −2Q(g, 1) = − 1
M
{
B(M,Mg) +B(Mg,M)
}
. (1.9)
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Moreover, the collisional frequency for the hard sphere interaction can be defined as (see [9]
for instance)
ν(v) =
ˆ
R3
|v − v1|M(v1)dv1 . (1.10)
Furthermore, the linearized Boltzmann collisional operator L can be decomposed as
Lg = νg +Kg ,
where
Kg(v) = −
¨
R3×S2
|(v − v1) · ω|(g′ + g′1 − g1)M1dxdv =
ˆ
R3
K(v, v1)g(v1)dv1
is a self-adjoint compact operator on L2(Mdv) with a real symmetric integral kernel K(v, v1)
(see [50] for instance). The null space of the operator L is the five-dimensional space spanned
by the collision invariants [9]
N = KerL = Span{1, v1, v2, v3, |v|2} . (1.11)
Notice that the projection operator L is nonnegative. We also denote P by the projection
from L2(Mdv) to N . In what follows, we write Pgǫ in the form of coordinates
Pgǫ = {aǫ(t, x) + bǫ(t, x) · v + cǫ(t, x)|v|2} , (1.12)
where aǫ, bǫ = (bǫ,1, bǫ,2, bǫ,3) and cǫ are the coefficients of the macroscopic components Pgǫ.
Furthermore, without loss of generality, the initial data fǫ,0(x, v) of (1.1)-(1.2) can be given
the form of
fǫ,0(x, v) =M(v)
[
1 + ǫgǫ,0(x, v)
] ≥ 0 , (1.13)
where gǫ,0(x, v) ∈ R is the initial data of the perturbed system (1.7), namely,
gǫ(0, x, v) = gǫ,0(x, v) , (1.14)
Moreover, the function φǫ,0 given in (1.5) is equivalently defined by
∆xφǫ,0(x) = γ
ˆ
R3
gǫ,0(x, v)M(v)dv . (1.15)
1.2. Notations and main results. Through this paper, we use C to represent some generic
positive constant (generally large) while λ is used to denote some generic positive constant
(generally small), where both C and λ may take different values at different places. The
symbol C(·) denotes that constants depend on some parameters in the argument. In addition,
A . B means that there is a generic constant C > 0 such that A ≤ CB. Furthermore, if
C1A ≤ B ≤ C2A holds for some generic constants C1, C2 > 0, we denote by A ∼ B.
We index the Lp spaces by the name of the concerned variable. Namely,
Lpx = L
p(dx) , Lpv(w) = L
p(wMdv) , L∞x = L
∞
x (dx)
with the norms
‖φ‖Lpx =
( ˆ
R3
|φ(x)|pdx
) 1
p
<∞ , ‖g‖Lpv(w) =
( ˆ
R3
|g(v)|pwMdv
) 1
p
<∞ ,
‖φ‖L∞x = ess sup
x∈R3
|φ(x)| <∞ ,
respectively, where w = 1 or ν. If w = 1, we denote by Lpv = L
p
v(1). Next we introduce
L
p
xL
q
v(w) space for p, q ∈ [1,∞] endowed with the norms
‖g‖LpxLqv(w) =

( ´
R3
‖g(x, ·)‖p
L
q
v (w)
dx
) 1
p
p, q ∈ [1,∞) ,
ess supx∈R3 ‖g(x, ·)‖Lqv (w) p =∞ , q ∈ [1,∞) ,( ´
R3
∣∣ess supv∈R3 |g(x, v)|∣∣pdx) 1p p ∈ [1,∞) , q =∞ ,
ess sup(x,v)∈R3×R3 |g(x, v)| , p = q =∞ .
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If w = 1, we also denote by LpxL
q
v = L
p
xL
q
v(1). Furthermore, if p = q, the notation L
p
x,v(w)
means LpxL
p
v(w). For p = 2, we use 〈·, ·〉L2x,v , 〈·, ·〉L2v and 〈·, ·〉L2x to denote the inner product
in the Hilbert spaces L2x,v, L
2
v and L
2
x, respectively.
The multi-index α = [α1, α2, α] and β = [β1, β2, β3] in N
3 will be used to record spatial and
velocity derivatives, respectively. We denote the (α, β)th partial derivative by
∂αx ∂
β
v = ∂
α1
x1
∂α2x2 ∂
α3
x3
∂β1v1 ∂
β2
v2
∂β3v3 .
If each component of α ∈ N3 is not greater than that of α˜’s, we denote by α ≤ α˜. The symbol
α < α˜ means α ≤ α˜ and |α| < |α˜|, where |α| = α1 + α2 + α3. We now introduce the Sobolev
spaces HNx , H
N
x L
2
v, H
N
x L
2
v(ν), H
N
x,v and H
N
x,v(ν) endowed with the norms
‖φ‖HNx =
( ∑
|α|≤N
‖∂αxφ‖2L2x
) 1
2
, ‖g‖HNx L2v =
( ∑
|α|≤N
‖∂αx g‖2L2x,v
) 1
2
,
‖g‖HNx L2v(ν) =
( ∑
|α|≤N
‖∂αx g‖2L2x,v(ν)
) 1
2
, ‖g‖HNx,v =
( ∑
|α|+|β|≤N
‖∂αx ∂βv g‖2L2x,v
) 1
2
,
‖g‖HNx,v(ν) =
( ∑
|α|+|β|≤N
‖∂αx ∂βv g‖2L2x,v(ν)
) 1
2
,
respectively. Furthermore, we give the spaces H˜Nx,v and H˜
N
x,v(ν) endowed with the norms
‖g‖
H˜Nx,v
=
( ∑
|α|+|β|≤N ,β 6=0
‖∂αx ∂βv g‖2L2x,v
) 1
2
, ‖g‖
H˜Nx,v(ν)
=
( ∑
|α|+|β|≤N ,β 6=0
‖∂αx ∂βv g‖2L2x,v(ν)
) 1
2
.
For convenience to state our main results, we will define the energy functional
EN (g, φ) = ‖g‖2HNx L2v + ‖∇xφ‖
2
HNx
+ ‖(I − P )g‖2
HNx,v
(1.16)
and the energy dissipative rate functional
DN,ǫ(g) = 1ǫ2‖(I − P )g‖2HNx,v(ν) + ‖∇xPg‖
2
HN−1x L2v
+ ‖〈g, 1〉L2v‖2HN−1x . (1.17)
There are two main theorems built in current paper. The first theorem is on the global
existence of the Vlasov-Poisson-Boltzmann system with respect to the Knudsen number ǫ, and
the second is on the incompressible Navier-Stoker-Fourier-Poisson system limit ǫ → 0 taken
in the solutions gǫ of the VPB system (1.1)-(1.2) which is constructed in the first theorem.
Theorem 1.1. Let integer N ≥ 3 and 0 < ǫ < 1. Then there exists ℓ0 > 0, independent
of ǫ, such that if EN (gǫ,0, φǫ,0) ≤ ℓ0, then the Cauchy problem of (1.7)-(1.14) admits a global
solution (gǫ(t, x, v), φǫ(t, x)) satisfying gǫ ∈ HNx,v, ∇xφǫ ∈ HNx , and the global estimate
sup
t≥0
EN (gǫ(t), φǫ(t)) + c0
ˆ ∞
0
DN,ǫ(gǫ(t))dt . EN (gǫ,0, φǫ,0) , (1.18)
where c0 > 0 is independent of ǫ. Moreover, φǫ(t, x) and
f(t, x, v) =M(v)(1 + ǫgǫ(t, x, v)) ≥ 0
obeys the Cauchy problem (1.1)-(1.2)-(1.13).
The next theorem is about the limit to the incompressible NSFP system
∂tu+ u · ∇xu+∇xp = µ∆xu+ ρ∇xθ ,
∇x · u = 0 ,
∂t(
3
5θ − 25ρ) + u · ∇x(35θ − 25ρ) = κ∆xθ ,
∆x(ρ+ θ) = γ
2ρ ,
(1.19)
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where the viscosity µ and heat conductivity κ are given by
µ = 115 〈Aij , Âij〉L2v , κ = 215 〈Bi, B̂i〉L2v . (1.20)
Here
A(v) = v ⊗ v − |v|23 I, B(v) = ( |v|
2
2 − 52 )v.
More precisely, it can be shown that [9], in general, the linearized Boltzmann operator L
is self-adjoint and its range is exactly the orthogonal complement of its kernel. It follows
that A ∈ L2(Mdv) and B ∈ L2(Mdv) belong to the range of L. Thus, there are inverses
Â ∈ L2(Mdv) and B̂ ∈ L2(Mdv) such that
A = LÂ and B = LB̂ ,
which can be uniquely determined by the fact that they are orthogonal to the kernel of L.
Theorem 1.2. Under the same assumptions as in the Theorem 1.1, let 0 < ǫ ≤ 1, N ≥ 3 and
ℓ0 > 0 be mentioned in the Theorem 1.1. We further assume that there are functions ρ0(x),
u0(x) and θ0(x) in H
N
x such that
gǫ,0(x, v)→ g0(x, v) = ρ0(x) + u0(x) · v + θ0(x)( |v|
2
2 − 32) (1.21)
strongly in HNx,v as ǫ → 0. Let (gǫ(t, x, t), φǫ(t, x)) be the family of solutions to the VPB
systems (1.7) constructed in Theorem 1.1. Then,
gǫ(t, x, v)→ ρ(t, x) + u(t, x) · v + θ(t, x)( |v|
2
2 − 32 ) (1.22)
weakly-⋆ for t ≥ 0, strongly in HN−1x,v , and weakly in HNx,v as ǫ → 0. Here (ρ, u, θ) ∈
L∞(R+;HNx ) with (u,
3
5θ − 25ρ) ∈ C(R+;HN−1x ) is the solution of the incompressible NSFP
system (1.19) with initial data:
u|t=0 = Pu0(x) , (35θ − 25ρ)|t=0 = 35θ0(x)− 25ρ0(x) , (1.23)
where P is the Leray projection. Furthermore, the convergence of the moments holds:
P〈gǫ, v〉L2v → u ,
〈gǫ, ( |v|
2
5 − 1)〉L2v → 35θ − 25ρ ,
(1.24)
strongly in C(R+;HN−1x ), weakly-⋆ in t ≥ 0 and weakly in HNx as ǫ→ 0.
1.3. Difficulties and ideas. The key point of current paper is to derive a global-in-time
energy bound to the perturbed VPB system (1.7) uniformly ǫ ∈ (0, 1] under small size of
the initial data. Similar to the incompressible Navier-Stokes-Fourier limit from the perturbed
Boltzmann equation (see [36] and [47], for instance), there are different singularities between
the microscopic part and fluid part. So, we naturally divide the kinetic function gǫ(t, x, v)
into two different parts to derive a uniform energy estimate. More precisely, for fixed (t, x),
the function gǫ(t, x, v) can be decomposed as
gǫ = Pgǫ + (I − P )gǫ ,
where Pgǫ ∈ N is called the fluid (macroscopic) part of gǫ with coefficients (aǫ, bǫ, cǫ) ∈
R × R3 × R and (I − P )gǫ ∈ N⊥ is the kinetic (microscopic) part of gǫ. Here N⊥ is the
orthogonal space of N in L2v. Plugging the above decomposition into the scaled equation
(1.7), one gets the macroscopic evolution
ǫ∂t(aǫ + bǫ · v + cǫ|v|2) + v · ∇x(aǫ + bǫ · v + cǫ|v|2)− γv · ∇xφǫ = l + h+m, (1.25)
where
l =− ǫ∂t(I − P )gǫ − v · ∇x(I − P )gǫ − 1ǫL(I − P )gǫ ,
h =Q(gǫ, gǫ) ,
m =γǫ(v · ∇xφǫgǫ −∇xφǫ · ∇vgǫ) .
(1.26)
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On the other hand, aǫ, bǫ and cǫ obey the local macroscopic balance laws of mass, moment
and energy. In fact, multiplying the first fǫ-equation (1.1) of the VPB system by the collision
invariant in (1.11) and integrating by parts over v ∈ R3, we have
∂t
ˆ
R3
fǫdv +∇x ·
ˆ
R3
vfǫdv = 0 ,
∂t
ˆ
R3
vfǫdv +∇x ·
ˆ
R3
v ⊗ vfǫdv −∇xφǫ
ˆ
R3
fǫdv = 0 ,
∂t
ˆ
R3
|v|2fǫdv +∇x ·
ˆ
R3
|v|2vfǫdv − 2∇xφǫ ·
ˆ
R3
vfǫdv = 0 .
By plugging the perturbed form fǫ = M(1 + ǫgǫ) and using the decomposition (1.12), we
compute all moments appearing in the above system to obtain the following macroscopic
balance laws
∂t(aǫ + 3cǫ) +
1
ǫ
∇x · bǫ = 0 , (1.27)
∂tbǫ +
1
ǫ
∇x(aǫ + 5cǫ) + 1ǫ 〈v · ∇x(I − P )gǫ, v〉L2v − γǫ∇xφǫ − γ(aǫ + 3cǫ)∇xφǫ = 0 , (1.28)
3∂taǫ + 15∂tcǫ +
5
ǫ
∇x · bǫ + 1ǫ 〈v · ∇x(I − P )gǫ, |v|2〉L2v − 2γbǫ · ∇xφǫ = 0 , (1.29)
∆xφǫ = γ(aǫ + 3cǫ) , (1.30)
where the evolution (1.29) for cǫ can be written as
∂tcǫ +
1
3ǫ∇x · bǫ + 16ǫ〈v · ∇x(I − P )gǫ, |v|2〉L2v = γ3 bǫ · ∇xφǫ . (1.31)
Our main goal of this paper is to derive the uniform global energy estimates to the perturbed
VPB system (1.7). We will divide into three steps to achieve our goal:
1) We derive the pure spatial derivative energy estimates, which will give us the ki-
netic dissipation 1
ǫ2
‖(I − P )gǫ‖2HNx L2v(ν) due to the coercivity of linearized Boltzmann colli-
sion operator L as shown in Lemma 2.3. Moreover, the singular term 1
ǫ
v · ∇xgǫ will dis-
appear since 1
ǫ
〈v · ∇x∂αx gǫ, ∂αx gǫ〉L2x,v = 0 for all α ∈ N3. Thanks to 1ǫQ(gǫ, gǫ) ∈ N⊥,
the equality 1
ǫ
〈∂αxQ(gǫ, gǫ), ∂αx gǫ〉L2x,v = 〈∂αxQ(gǫ, gǫ), 1ǫ∂αx (I − P )gǫ〉L2x,v is such that the sin-
gularity 1
ǫ
∂αx (I − P )gǫ will be controlled by the kinetic dissipation 1ǫ2‖(I − P )gǫ‖2HNx L2v(ν).
For the linear singular term −γ
ǫ
v · ∇xφǫ, we will apply the local conservation law of mass
∂t〈gǫ, 1〉L2v + 1ǫ 〈gǫ, v〉L2v = 0 and the Poisson equation ∆xφǫ = γ〈gǫ, 1〉L2v to deform the singular
quantity 〈−γ
ǫ
v · ∇x∂αxφǫ, ∂αx gǫ〉L2x,v = 12 ddt‖∇x∂αxφǫ‖2L2x , which will be a part of energy.
2) We estimate the macroscopic energy to find a dissipative structure of the fluid part Pgǫ
by employing the so-called macro-micro decomposition method, depending on the thirteen
moments, see [36] for instance. Thus, we can obtain a fluid dissipation ‖∇xPgǫ‖2
HN−1x L2v
, which
is the same as in the perturbed Boltzmann. However, what is different with the Boltzmann
hydrodynamic limit is that there is a more damping effect ‖〈gǫ, 1〉L2v‖2HN−1x = ‖aǫ + 3cǫ‖
2
HN−1x
in the perturbed VPB system resulted from the Poisson equation ∆xφǫ = 〈gǫ, 1〉L2v = aǫ+3cǫ.
More precisely, applying the divergence operator ∇x· on the balance law (1.28) for bǫ and
replacing ∆xφǫ by γ(aǫ + 3cǫ) imply that
−∆x(aǫ + 3cǫ) + γ2(aǫ + 3cǫ) = other terms ,
We emphasize that no singular terms are generated in deriving the macroscopic energy es-
timates. However, there is a unsigned interactive energy quantity EintN (gǫ) defined in (3.29)
arising from the interactions between kinetic effects and fluid behaviors. Fortunately, the
unsigned interactive energy EintN (gǫ) is of the small size such that it can be dominated by the
energy EN (gǫ, φǫ) (see Remark 3.1).
3) We derive the (x, v)-mixed derivatives estimates to closed the energy inequality. The
uncontrolled quantity in the spatial derivative and macroscopic energy estimates are in terms
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of the v-derivatives of the kinetic part (I − P )gǫ. We apply the microscopic projection I − P
to the g-equation of (1.7) and obtain
∂t(I − P )gǫ + 1ǫ2L(I − P )gǫ = −1ǫ (I − P )(v · ∇xgǫ) + 1ǫQ(gǫ, gǫ) + other nonsingular terms .
In the mixed derivatives estimate, the coercivity of L will also supply us a kinetic dissipa-
tion 1
ǫ2
‖∂αx ∂βv (I − P )gǫ‖2L2x,v(ν) for all |α| + |β| ≤ N with β 6= 0. As a result, the singular
quantity 1
ǫ
〈−∂αx ∂βv (I − P )(v · ∇xgǫ) + Q(gǫ, gǫ), ∂αx ∂βv (I − P )gǫ〉L2x,v can be absorbed by the
kinetic dissipation 1
ǫ2
‖∂αx ∂βv (I − P )gǫ‖2L2x,v(ν). However, for fixed |α| + |β| ≤ N with β 6= 0,
the coercivity of L under the v-derivatives ∂βv will further generate a uncontrolled quantity
1
ǫ2
∑
β′<β ‖∂αx ∂β
′
v (I − P )gǫ‖2L2x,v(ν) with two order singularity
1
ǫ2
. Thanks to the order β′ of
v-derivatives in that quantity is strictly less than β (6= 0), we can employ the induction to
absorb this uncontrolled singular norm by the mixed derivative kinetic dissipation with lower
order v-derivative. Thus we establish the global uniform energy estimates.
Finally, based on the global-in-time energy estimate uniformly in ǫ ∈ (0, 1], we take the
limit from the perturbed VPB system (1.7) to the incompressible NSFP equations (1.19) as
ǫ → 0. We mainly employ the Aubin-Lions-Simon Theorem to obtain enough compactness
such that the limits valid.
1.4. Historical remarks. There has been lot of works on the well-posedness of VPB. In the
context of weak solutions, after DiPerna-Lions’ breakthrough on renormalized solutions of the
Boltzmann equation [22], Lions generalized this theory to Vlasov type equations, including
VPB [51]. In the context of classical solutions, in early 2000, in a series works [35, 33], Guo
developed the so-called nonlinear energy method to build up global in time well-posedness of
Boltzmann equations, VPB and other kinetic equations. Later on, there are several works on
more general collision kernels, among many papers, we only list [23, 24, 65, 66].
One of the most important features of the Boltzmann type equations is its connection to
the fluid equations. The so-called fluid regimes of the Boltzmann type equation are those
of asymptotic dynamics of the scaled Boltzmann equations when the Knudsen number ǫ is
very small. Justifying these limiting processes rigorously has been an active research field
from late 70’s. Among many results obtained, the main contributions are the incompressible
Navier-Stokes and Euler limits. There are two types of results in this field:
(1) First obtaining the solutions of the scaled Boltzmann equation uniform in the Knudsen
number ǫ, then extracting a convergent (at least weakly) subsequence converging to
the solutions of the fluid equations as ǫ→ 0 ;.
(2) First obtaining the solutions for the limiting fluid equations, then constructing a se-
quence of special solutions (around the Maxwellian) of the scaled Boltzmann equations
for small Knudsen number ǫ.
The key difference between the results of type (1) and (2) are: in type (1), the solutions of
the fluid equations are not known a priori, and are completely obtained from taking limits
from the Boltzmann equation. In short, it is “from kinetic to fluid”; In type (2), the solutions
of the fluid equations are known first. In short, it is “from fluid to kinetic”.
The most successful program in type (1) is the so-called BGL program. As mentioned above,
the DiPerna-Lions’s renormalized solutions for cutoff kernel [22] (also the non-cutoff kernels
in [6]) are the only solutions known to exist globally without any restriction on the size of
the initial data so far. From late 80’s, Bardos-Golse-Levermore initialized the program (BGL
program in brief) to justify Leray’s solutions to the incompressible Navier-Stokes equations
from DiPerna-Lions’ renormalized solutions [9], [10]. They proved the first convergence result
with 5 additional technical assumptions. After 10 years effects by Bardos, Golse, Levermore,
Lions and Saint-Raymond, see for example [11, 52, 53, 26], the first complete convergence re-
sult without any additional compactness assumption was proved by Golse and Saint-Raymond
in [28] for cutoff Maxwell collision kernel, and in [30] for hard cutoff potentials. Later on,
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it was extended by Levermore-Masmoudi [49] to include soft potentials. Recently Arsenio
got the similar results for non-cutoff case [7]. Furthermore, by Jiang, Levermore, Masmoudi
and Saint-Raymond, these results were extended to bounded domain where the Boltzmann
equation was endowed with the Maxwell reflection boundary condition [55, 43, 45], based on
the solutions obtained by Mischler [56].
The BGL program says that, given any L2-bounded functions (ρ0,u0, θ0), and for any phys-
ically bounded initial data (as required in DiPerna-Lions solutions) Fǫ,0 = M + ǫ
√
Mgǫ,0,
such that suitable moments of the fluctuation gǫ,0, say, (P(gǫ,0, v
√
M)L2(R3v), (gǫ,0, (
|v|2
5 −
1)
√
M)L2(R3v)) converges in the sense of distributions to (u0, θ0), the corresponding DiPerna-
Lions solutions are Fǫ(t, x, v). Then the fluctuations gǫ (defined by Fǫ = M + ǫ
√
Mgǫ) has
weak compactness, such that the corresponding moments of gǫ converge weakly in L
1 to (u, θ)
which is a Leray solution of the incompressible Navier-Stokes equation whose viscosity and
heat conductivity coefficients are determined by microscopic information, with initial data
(u0, θ0). Under some situations, for example the well-prepared initial data or in bounded
domain with suitable boundary condition, the convergence could be strong L1.
We emphasize that the BGL program indeed gave a new proof of Leray’s solutions to
the incompressible Navier-Stokes equation, in particular the energy inequality which can be
derived from the entropy inequality of the Boltzmann equation. Any a priori information of the
Navier-Stokes equation is not needed, and completely derived from the microscopic Boltzmann
equation. In this sense, BGL program is spiritually a part of Hilbert’s 6th problem: derive
and justify the macroscopic fluid equations from the microscopic kinetic equations (see [60]).
Another direction in type (1) is in the context of classical solutions. The first work in this
type is Bardos-Ukai [12]. They started from the scaled Boltzmann equation for cut-off hard
potentials, and proved the global existence of classical solutions gǫ uniformly in 0 < ǫ < 1.
The key feature of Bardos-Ukai’s work is that they only need the smallness of the initial data,
and did not assume the smallness of the Knudsen number ǫ. After having the uniform in ǫ
solutions gǫ, taking limits can provide a classical solution of the incompressible Navier-Stokes
equations with small initial data. Bardos-Ukai’s approach heavily depends on the sharp
estimate especially the spectral analysis on the linearized Boltzmann operator L, and the
semigroup method (the semigroup generated by the scaled linear operator ǫ−2L+ ǫ−1v · ∇x).
It seems that it is hardly extended to soft potential cutoff, and even harder for the non-
cutoff cases, since it is well-known that the operator L has continuous spectrum in those
cases. On the torus, semigroup approach has been employed by Briant [14] and Briant,
Merino-Aceituno and Mouhot [17] to prove incompressible Navier-Stokes limit by employing
the functional analysis breakthrough of Gualdani-Mischler-Mouhot [32]. Again, their results
are for cut-off kernels with hard potentials. Recently, there is type (1) convergence result on
the incompressible Navier-Stokes limit of the Boltzmann equation. In [47], the uniform in ǫ
global existence of the Boltzmann equation with or without cutoff assumption was obtained
and the global energy estimates were established. Then taking limit as ǫ→ 0, it was proved
the incompressible Navier-Stokes limit.
Most of the type (2) results are based on the Hilbert expansion and obtained in the context
of classical solutions. It was started from Nishida and Caflisch’s work on the compressible
Euler limit [58, 18, 48]. Their approach was revisitied by Guo, Jang and Jiang, combining with
nonlinear energy method to apply to the acoustic limit [38, 39, 42]. After then this process
was used for the incompressible limits, for examples, [21] and [36]. In [21], De Masi-Esposito-
Lebowitz considered Navier-Stokes limit in dimension 2. More recently, using the nonlinear
energy method, in [36] Guo justified the Navier-Stokes limit (and beyond, i.e. higher order
terms in Hilbert expansion). This result was extended in [46] to more general initial data
which allow the fast acoustic waves. These results basically say that, given the initial data
which is needed in the classical solutions of the Navier-Stokes equation, it can be constructed
the solutions of the Boltzmann equation of the form Fǫ = M + ǫ
√
M(g1 + ǫg2 + · · · + ǫngǫ),
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where g1, g2, · · · can be determined by the Hilbert expansion, and gǫ is the error term. In
particular, the first order fluctuation g1 = ρ1 + u1 ·v + θ1( |v|
2
2 − 32 ), where (ρ1,u1, θ1) is the
solutions to the incompressible Navier-Stokes equations.
The main purpose of the current paper is to prove a type (1) convergence result in the
context of classical solutions for one-species VPB. This can be viewed as an analogue of
incompressible Navier-Stokes limit of the Boltzmann equation recently done by the second-
named author with Xu and Zhao [47]. We obtain the uniform in ǫ estimates and then justify
the limit to the incompressible Navier-Stokes-Fourier-Poisson equations. The main difficulties
and novelties of the paper has been mentioned in the previous subsection.
This paper is organized as follows. The next section is devoted to justify the local existence
under the small size of the initial data. In Section 3, we derive the uniform energy estimate
and establish the global existence with small initial data. In Section 4, based on Theorem 1.1,
we rigorously prove limit from the perturbed VPB system (1.7) to the incompressible NSFP
equations (1.19) as ǫ→ 0.
2. Construction of Local Solutions
In this section, we will construct a unique local-in-time solution to the perturbed VPB
system (1.7)-(1.14) for all 0 < ǫ ≤ 1 by employing an iterative schedule. Before doing that,
we will first give the following known preliminaries, which will be frequently used later.
2.1. Preliminaries. We first give the following Sobolev type inequalities, which can be seen
in [57] or [1] for instance.
Lemma 2.1. Let u = u(x) ∈ H2x. Then
(1) ‖u‖L∞x . ‖∇xu‖
1
2
L2x
‖∇2xu‖
1
2
L2x
. ‖∇xu‖H1x ;
(2) ‖u‖L6x . ‖∇xu‖L2x ;
(3) ‖u‖Lqx . ‖u‖H1x for all 2 < q < 6.
We now give the properties of collision frequency ν(v), which will frequently used in energy
estimates.
Lemma 2.2. The collision frequency ν(v) defined in (1.10) has the following properties:
(1) ν(v) is smooth and there are positive constants C1 and C2 such that
C1(1 + |v|) ≤ ν(v) ≤ C2(1 + |v|) (2.1)
for every v ∈ R3.
(2) For any β ∈ N3, β 6= 0,
sup
v∈R3
|∂βv ν(v)| < +∞ . (2.2)
(3) If the velocities v, v∗, v
′, v′∗ ∈ R3 satisfy v+v∗ = v′+v′∗ and |v|2+ |v∗|2 = |v′|2+ |v′∗|2,
then
ν(v) + ν(v∗) ≤ C3(ν(v′) + ν(v′∗)) (2.3)
holds for some positive constant C3.
We figure out that the proof of Lemma 2.2 can be referred to [44], [33] or [36].
Next the coercivity of the linearized Boltzmann collisional operator L defined in (1.9),
which will give us the dissipative structure of the kinetic equation. We refer to [59] for more
details and to [50] for a modern and general treatment of the linearized Boltzmann operator.
Lemma 2.3. There exists a δ > 0 such that
〈Lf, f〉L2v ≥ δ‖(I − P )f‖2L2v(ν) . (2.4)
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Moreover, there are δ1, δ2 > 0 such that〈
∂βv (I − P )f, ∂βv (I − P )f
〉
L2v
≥ δ1‖∂βv (I − P )f‖2L2v(ν) − δ2
∑
β′<β
‖∂β′v (I − P )f‖2L2v (2.5)
for all multi-indexes β ∈ N3.
For the bilinear symmetric operator Q defined in (1.8), we refer to [33] or [36] for more
details. For convenience to readers, we rewrite the results here.
Lemma 2.4. Let gi(x, v) , (i = 1, 2, 3) be smooth functions, and (i, j) = (1, 2) or (i, j) = (2, 1),
then we have∣∣〈∂βvQ(g1, g2), g3〉L2x,v ∣∣ . ∑
β1+β2≤β
(i,j)
ˆ
R3
‖∂β1v gi‖L2v(ν)‖∂β2v gj‖L2v‖g3‖L2v(ν)dx (2.6)
for any β ∈ N3.
2.2. Local Existence. In this subsection, we will construct a unique local-in-time solution
to the perturbed VPB system (1.7) for all 0 < ǫ ≤ 1 under small size of the initial data. Fixed
ǫ ∈ (0, 1), the construction is based on a uniform energy estimate for a sequence of iterating
approximate solutions. Then we articulate the following lemma.
Lemma 2.5. There exist 0 < δ ≤ 1 and 0 < T ≤ 1 such that for any 0 < ǫ ≤ 1, gǫ,0 ∈
HNx,v (N ≥ 3) with EN (gǫ,0, φǫ,0) ≤ δ, the system (1.7)-(1.14) admits a unique solution gǫ ∈
L∞(0, T ;Hsx,v) ∩ L2(0, T ;Hsx,v(ν)) and φǫ ∈ L∞(0, T ;HN+1x ) with uniform energy bound
sup
t∈[0,T ]
EN (gǫ(t), φǫ(t)) + 1ǫ2
ˆ T
0
‖(I − P )gǫ(t)‖2Hsx,v(ν)dt ≤ C (2.7)
for some constant C > 0 independent of ǫ.
Proof of Lemma 2.5. For any fixed ǫ ∈ (0, 1], we consider the following linear iterative ap-
proximate sequence (n ≥ 0) for solving the perturbed VPB system (1.7) with initial data
(1.14): 
∂tg
n+1
ǫ +
1
ǫ
v · ∇xgn+1ǫ − γǫ v · ∇xφn+1ǫ + 1ǫ2Lgn+1ǫ
+γ∇xφnǫ · ∇vgn+1ǫ − γv · ∇xφnǫ gn+1ǫ = 1ǫQ(gnǫ , gnǫ ) ,
∆xφ
n+1
ǫ = γ〈1, gn+1ǫ 〉L2v
(2.8)
with initial data
gn+1ǫ |t=0 = gǫ,0(x, v) . (2.9)
We start with g0ǫ (t, x, v) = gǫ,0(x, v) for all t ≥ 0. For the linear Cauchy problem (2.8)-(2.9),
the existence of gn+1 is assured above by employing the standard linear theory, once given gn
satisfying (2.7).
Now we derive the uniform energy estimates of the iterative approximate system (2.8).
For notational simplicity, we drop the lower index ǫ of gn+1ǫ in what follows. For α ∈ N3
with |α| ≤ N , we act the derivative operator ∂αx on the first gn+1-equation of (2.8) and take
L2x,v-inner product with ∂
α
x g
n+1, then we gain
1
2
d
dt
(‖∂αx gn+1‖2L2x,v + ‖∇x∂αxφn+1‖2L2x)+ δǫ2‖(I − P )∂αx gn+1‖2L2x,v(ν)
≤ γ〈∂αx (∇xφn · ∇vgn+1)− ∂αx (v · ∇xφngn+1), ∂αx gn+1〉L2x,v︸ ︷︷ ︸
I
+ 1
ǫ
〈∂αxQ(gn, gn), ∂αx (I − P )gn+1〉L2x,v︸ ︷︷ ︸
II
,
(2.10)
where we make use of Lemma 2.3 and the equality
1
2
d
dt‖∂αx∇xφn+1‖2L2x = 〈−
γ
ǫ
v · ∇x∂αxφn+1, ∂αx gn+1〉L2x,v ,
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which is implied by the Poisson equation of φn+1 in (2.8) and the charge conservation law
∂t〈gn+1, 1〉L2v + 1ǫ∇x · 〈gn+1, v〉L2v = 0 .
Now we estimate the first term I on the right-hand side of (2.10). It is easy to be derived
from the Leibniz formula that
I = 〈∇xφn · ∇v∂αx gn+1 − v · ∇xφn∂αx gn+1, ∂αx gn+1〉L2x,v︸ ︷︷ ︸
I1
+
∑
06=α1≤α
Cα1α 〈∇x∂α1x φn · ∇v∂α−α1x gn+1, ∂αx gn+1〉L2x,v︸ ︷︷ ︸
I
α1
2
−
∑
06=α1≤α
Cα1α 〈v · ∇x∂α1x φn∂α−α1v gn+1, ∂αx gn+1〉L2x,v︸ ︷︷ ︸
I
α2
3
.
(2.11)
From Lemma 2.2, the Ho¨lder inequality and the Sobolev embedding H2x →֒ L∞x , we derive
that
I1 =− 12〈v · ∇φn, |∂αx gn+1|2〉L2x,v . ‖∇xφn‖L∞x ‖∂αx gn+1‖2L2x,v(ν)
.‖∇xφn‖H2x‖∂αx gn+1‖2L2x,v(ν) .
(2.12)
For the quantity Iα12 with 2 ≤ |α1| ≤ |α|−1, we deduce from the Sobolev embeddingH1x →֒ L4x
that
Iα12 .‖∇x∂α1x φn‖L4x‖∇v∂α−α1x gn+1‖L4xL2v‖∂αx gn+1‖L2x,v
.‖∇xφn‖HNx ‖∇vgn+1‖HN−1x L2v‖g
n+1‖HNx L2v .
(2.13)
If |α1| = 1 or α1 = α, we derive from the Sobolev embedding H2x →֒ L∞x that∑
|α1|=1 or α1=α
Iα12 . ‖∇x∂αxφn‖L2x‖∇vgn+1‖L∞x L2v‖∂αx gn+1‖L2x,v
+
∑
|α1|=1
‖∇x∂α1x φn‖L∞x ‖∇v∂α−α1x gn+1‖L2x,v‖∂αx gn+1‖L2x,v
.‖∇xφn‖HNx ‖∇vgn+1‖HN−1x L2v‖g
n+1‖HNx L2v .
(2.14)
We thereby have∑
06=α1≤α
Iα12 . ‖∇xφn‖HNx ‖∇vgn+1‖HN−1x L2v‖g
n+1‖HNx L2v
.‖∇xφn‖HNx
(
‖∇vPgn+1‖HN−1x L2v + ‖∇v(I − P )g
n+1‖
HN−1x L2v
)‖gn+1‖HNx L2v
.‖∇xφn‖HNx ‖gn+1‖2HNx L2v + ‖∇xφ
n‖HNx ‖∇v(I − P )gn+1‖HN−1x L2v‖g
n+1‖HNx L2v ,
(2.15)
where the decomposition gn+1 = Pgn+1 + (I − P )gn+1 and the bound ‖∇vPgn+1‖HN−1x L2v .
‖gn+1‖HNx L2v are utilized. Analogously, we can also estimate that
−
∑
06=α1≤α
Iα13 . ‖∇xφn‖HNx
(‖gn+1‖2HNx L2v + ‖(I − P )gn+1‖2HNx L2v(ν)) . (2.16)
In summary, from the inequalities (2.12), (2.15) and (2.16), we have
I . ‖∇xφn‖HNx
(
‖gn+1‖2HNx L2v + ‖∇v(I − P )g
n+1‖2
HN−1x L2v
+ ‖(I − P )gn+1‖2HNx L2v(ν)
)
. (2.17)
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Next we estimate the term II in the right-hand side of (2.10). In Lemma 2.4, let g1 = ∂
α′
x g
n,
g2 = ∂
α−α′
x g
n and g3 = ∂
α
x (I − P )gn+1. Then we have
II =1
ǫ
∑
α′≤α
Cα
′
α 〈Q(∂α
′
x g
n, ∂α−α
′
x g
n), ∂αx (I − P )gn+1〉L2x,v
.1
ǫ
∑
α′≤α
ˆ
T3
‖∂α′x gn‖L2v(ν)‖∂α−α
′
x g
n‖L2v‖∂αx (I − P )gn+1‖L2v(ν)dx︸ ︷︷ ︸
IIα′
.
(2.18)
If α′ = 0 or α, it is derived from the Sobolev embedding H2x →֒ L∞x and the decomposition
gn = Pgn + (I − P )gn that
IIα′ .
(‖gn‖L∞x L2v(ν)‖∂αx gn‖L2x,v + ‖∂αx gn‖L2x,v(ν)‖gn‖L∞x L2v)‖∂mx (I − P )gn+1‖L2x,v(ν)
.‖gn‖HNx L2v‖gn‖HNx L2v(ν)‖(I − P )gn+1‖HNx L2v(ν)
.‖gn‖HNx L2v
(‖gn‖HNx L2v + ‖(I − P )gn‖HNx L2v(ν))‖(I − P )gn+1‖HNx L2v(ν) ,
(2.19)
where the bound ‖Pgn‖HNx L2v(ν) . ‖gn‖HNx L2v is also utilized. If 1 ≤ |α′| ≤ |α| − 1, we deduce
from the Sobolev embedding H1x →֒ L4x that
IIα′ .‖∂α′x gn‖L4xL2v(ν)‖∂α−α
′
x g
n‖L4xL2v‖∂αx (I − P )gn+1‖L2x,v(ν)
.‖gn‖HNx L2v‖gn‖HNx L2v(ν)‖(I − P )gn+1‖HNx L2v(ν)
.‖gn‖HNx L2v
(‖gn‖HNx L2v + ‖(I − P )gn‖HNx L2v(ν))‖(I − P )gn+1‖HNx L2v(ν) .
(2.20)
Consequently, from (2.19) and (2.20), we deduce that
II . 1
ǫ
‖gn‖HNx L2v
(‖gn‖HNx L2v + ‖(I − P )gn‖HNx L2v(ν))‖(I − P )gn+1‖HNx L2v(ν) . (2.21)
From plugging the inequalities (2.17) and (2.21) into (2.10) and summing up over all |α| ≤ N ,
we deduce that
1
2
d
dt
(‖gn+1‖2HNx L2v + ‖∇xφn+1‖2HNx )+ δǫ2‖(I − P )gn+1‖2HNx L2v(ν)
. ‖∇xφn‖HNx
(
‖gn+1‖2HNx L2v + ‖∇v(I − P )g
n+1‖2
HN−1x L2v
+ ‖(I − P )gn+1‖2HNx L2v(ν)
)
+ 1
ǫ
‖gn‖HNx L2v
(‖gn‖HNx L2v + ‖(I − P )gn‖HNx L2v(ν))‖(I − P )gn+1‖HNx L2v(ν) .
(2.22)
It remains to control the norm ‖∇v(I − P )gn+1‖HN−1x L2v in (2.22) isolated with the mixed
derivative estimates. By applying the microscopic projection (I−P ) to the first gn+1-equation
of (2.8), one has the microscopic evolution equation
∂t(I − P )gn+1 + 1ǫ (I − P )
(
v · ∇x(I − P )gn+1
)
+ 1
ǫ2
L(I − P )gn+1
+ γ(I − P )[∇xφn · ∇v(I − P )gn+1 − v · ∇xφn(I − P )gn+1]
=1
ǫ
Q(gn, gn) + γ(I − P )(v · ∇xφnPgn+1)− 1ǫ (I − P )(v · ∇xPgn+1) ,
(2.23)
where we also use the relations
(I − P )(v · ∇xφn+1) = (I − P )(∇xφn · ∇vPgn+1) = 0 .
For any fixed α , β ∈ N3 with β 6= 0 and |α|+ |β| ≤ N(N ≥ 4), one can deduce from taking
mixed derivative operator ∂αx ∂
β
v on (2.23), taking L2x,v-inner product by dot with ∂
α
x ∂
β
v (I −
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P )gn+1 and integrating by parts over R3 ×R3 that for some constants δ1, δ2 > 0
1
2
d
dt‖∂αx ∂βv (I − P )gn+1‖2L2x,v +
δ1
ǫ2
‖∂αx ∂βv (I − P )gn+1‖2L2x,v(ν)
≤ δ2
ǫ2
∑
β′<β
‖∂αx ∂β
′
v (I − P )gn+1‖2L2x,v
+ 1
ǫ
∑
|β1|=1
C
β1
β 〈∂β1v v · ∇x∂αx ∂β−β1v (I − P )gn+1, ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S1
−γ〈∂αx ∂βv (I − P )(∇xφn · ∇v(I − P )gn+1), ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S2
+ γ〈∂αx ∂βv (I − P )(v · ∇xφn(I − P )gn+1), ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S3
+ 1
ǫ
〈∂αx ∂βvQ(gn, gn), ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S4
+ γ〈∂αx ∂βv (I − P )(v · ∇xφnPgn+1), ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S5
−1
ǫ
〈∂αx ∂βv (I − P )(v · ∇xPgn+1), ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S6
+ 1
ǫ
〈∂αx ∂βv P (v · ∇x(I − P )gn+1), ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S7
,
(2.24)
where Lemma 2.3 and ∂β1v v = 0 for |β2| ≥ 2 are also used.
Now we estimate terms Si(1 ≤ i ≤ 7) in (2.24). The Ho¨lder inequality and Lemma 2.2
reduce to
S1 .
1
ǫ
∑
|β1|=1
‖∇x∂αx ∂β−β1v (I − P )gn+1‖L2x,v‖∂αx ∂βv (I − P )gn+1‖L2x,v
.1
ǫ
‖(I − P )gn+1‖HNx,v‖(I − P )gn+1‖H˜Nx,v(ν) .
(2.25)
For S2, we divide it into four parts as follows:
S2 =−γ〈∇xφn · ∇v∂αx ∂βv (I − P )gn+1, ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S
(1)
2
−γ
∑
α1≤α
0<|α1|≤N−2
Cα1α 〈∇x∂α1x φn · ∇v∂α−α1x ∂βv (I − P )gn+1, ∂αx ∂βv (I − P )gn+1〉L2x,v
︸ ︷︷ ︸
S
(2)
2
−γ
∑
α1≤α
N−1≤|α1|≤N
Cα1α 〈∇x∂α1x φn · ∇v∂α−α1x ∂βv (I − P )gn+1, ∂αx ∂βv (I − P )gn+1〉L2x,v
︸ ︷︷ ︸
S
(3)
2
+ γ〈∂αx ∂βv P (∇xφn · ∇v(I − P )gn+1), ∂αx ∂βv (I − P )gn+1〉L2x,v︸ ︷︷ ︸
S
(4)
2
.
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Using Lemma 2.2 and the Sobolev embedding H2x →֒ L∞x , we can estimate that
S
(1)
2 = −γ2 〈v · ∇xφn, |∂αx ∂βv (I − P )gn+1|2〉L2x,v . ‖∇xφn‖L∞x ‖∂αx ∂βv (I − P )gn+1‖2L2x,v(ν)
. ‖∇xφn‖HNx ‖(I − P )gn+1‖2H˜Nx,v(ν) ,
and
S
(2)
2 .
∑
α1≤α
0<|α1|≤N−2
‖∇x∂α1x φn‖L∞x ‖∇v∂α−α1x ∂βv (I − P )gn+1‖L2x,v‖∂αx ∂βv (I − P )gn+1‖L2x,v
. ‖∇xφn‖HNx ‖(I − P )gn+1‖2H˜Nx,v ,
and
S
(3)
2 .
∑
α1≤α
N−1≤|α1|≤N
‖∇x∂α1x φn‖L2x‖∇v∂α−α1x ∂βv (I − P )gn+1‖L∞x L2v‖∂αx ∂βv (I − P )gn+1‖L2x,v
. ‖∇xφn‖HNx ‖(I − P )gn+1‖2H˜Nx,v ,
For the quantity S
(4)
2 , by using the fact ‖∂βv Pg‖L2x,v . ‖g‖L2x,v , we imply that
S
(4)
2 .‖∂αx (∇xφn · ∇v(I − P )gn+1)‖L2x,v‖∂αx ∂βv gn+1‖L2x,v
.‖∇xφn‖HNx ‖(I − P )gn+1‖2H˜Nx,v .
In summary, we have
S2 = S
(1)
2 + S
(2)
2 + S
(3)
2 + S
(4)
2 . ‖∇xφn‖HNx ‖(I − P )gn+1‖2H˜Nx,v . (2.26)
Similarly in estimates of S2, S3 is bounded by
S3 . ‖∇xφn‖HNx
(‖(I − P )gn+1‖2
H˜Nx,v(ν)
+ ‖(I − P )gn+1‖2HNx L2v(ν)
)
. (2.27)
Next, we estimate the nonlinear collision term S4. Applying Lemma 2.4 with g1 = ∂
α1
x g
n,
g2 = ∂
α−α1
x g
n and g3 = ∂
α
x ∂
β
v (I − P )gn+1 implies that
S4 =
1
ǫ
∑
α1≤α
Cα1α 〈∂βvQ(∂α1x gn, ∂α−α1x gn), ∂αx ∂βv (I − P )gn+1〉L2x,v
.1
ǫ
∑
α1≤α
β1+β2≤β
ˆ
T3
‖∂α1x ∂β1v gn‖L2v(ν)‖∂α−α1x ∂β2v gn‖L2v‖∂αx ∂βv (I − P )gn+1‖L2v(ν)dx
.1
ǫ
‖gn‖HNx,v‖gn‖HNx,v(ν)‖(I − P )gn+1‖H˜Nx,v(ν)
.1
ǫ
‖gn‖HNx,v
(‖gn‖HNx L2v + ‖(I − P )gn‖HNx,v(ν))‖(I − P )gn+1‖H˜Nx,v(ν) .
(2.28)
Direct calculation yields that
(I − P )(v · ∇xφnPgn+1)
= A(v) : ∇xφn ⊗ 〈gn+1, v〉L2v +B(v) · ∇xφn〈gn+1,
|v|2
3 − 1〉L2v .
Then the quantity S5 can be estimated that
S5 =γ〈∂αx [∂βvA(v) : ∇xφn ⊗ 〈gn+1, v〉L2v
+ ∂βvB(v) · ∇xφn〈gn+1, |v|
2
3 − 1〉L2v ], ∂αx ∂βv (I − P )gn+1〉x,v
.‖∇xφn‖HNx ‖gn+1‖HNx L2v‖∂αx ∂βv (I − P )gn+1‖L2x,v
.‖∇xφn‖HNx ‖gn+1‖HNx L2v‖(I − P )gn+1‖H˜Nx,v .
(2.29)
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Notice that [9]
(I − P )(v · ∇xPgn+1) = A(v) : ∇x〈gn+1, v〉L2v +B(v) · ∇x〈gn+1,
|v|2
3 − 1〉L2v .
Then the term S6 can be estimated by
S6 =
1
ǫ
〈
∂βvA(v) : ∇x∂αx 〈gn+1, v〉L2v + ∂βvB(v) · ∇x∂αx 〈gn+1,
|v|2
3 − 1〉L2v , ∂αx ∂βv (I − P )gn+1
〉
L2x,v
.1
ǫ
(‖∂βvA(v)‖L2v + ‖∂βvB(v)‖L2v)‖∇x∂αx gn+1‖L2x,v‖∂αx ∂βv (I − P )gn+1‖L2x,v
.1
ǫ
‖gn+1‖HNx L2v‖(I − P )gn+1‖H˜Nx,v(ν) .
(2.30)
One easily knows that ‖∂βv P (p(v)g)‖L2v . ‖g‖L2v holds for all β ∈ N3 and any polynomial
p(v). We thereby deduce from Lemma 2.2 that
S7 .
1
ǫ
‖∂αx ∂βv P (v · ∇x(I − P )gn+1)‖L2x,v‖∂αx ∂βv (I − P )gn+1‖L2x,v
.1
ǫ
‖∂αx∇x(I − P )gn+1‖L2x,v‖∂αx ∂βv (I − P )gn+1‖L2x,v(ν)
.1
ǫ
‖(I − P )gn+1‖HNx L2v(ν)‖(I − P )gn+1‖H˜Nx,v(ν) .
(2.31)
From substituting the estimates (2.25), (2.26), (2.27), (2.28), (2.29), (2.30) and (2.31) into
(2.24), we deduce that
1
2
d
dt‖∂αx ∂βv (I − P )gn+1‖2L2x,v +
δ1
ǫ2
‖∂αx ∂βv (I − P )gn+1‖2L2x,v(ν)
. 1
ǫ2
∑
β′<β
‖∂αx ∂β
′
v (I − P )gn+1‖2L2x,v(ν) +
1
ǫ
‖(I − P )gn+1‖HNx L2v(ν)‖(I − P )gn+1‖H˜Nx,v(ν)
+ ‖∇xφn‖HNx
(‖(I − P )gn+1‖2HNx,v + ‖(I − P )gn+1‖2HNx,v(ν))
+ 1
ǫ
(‖gn‖2HNx,v + ‖gn‖HNx,v‖(I − P )gn‖HNx,v(ν))‖(I − P )gn+1‖H˜Nx,v(ν) .
(2.32)
Combining (2.22) and (2.32), we easily derive from the induction for 0 ≤ |β| = k ≤ N that
there are positive constants a|β|, bk and ck such that
1
2
d
dt
{
‖gn+1‖2HNx L2v + ‖∇xφ
n+1‖2HNx +
∑
|α|+|β|≤N
1≤|β|≤k
c|β|‖∂αx ∂βv (I − P )gn+1‖2L2x,v
}
+ bk
ǫ2
‖(I − P )gn+1‖2HNx L2v(ν) +
ck
ǫ2
∑
|α|+|β|≤N
1≤|β|≤k
‖∂αx ∂βv (I − P )gn+1‖2L2x,v(ν)
. ‖∇xφn‖HNx
(‖gn+1‖2HNx,v + ‖(I − P )gn+1‖2HNx,v(ν))
+ 1
ǫ
(‖gn‖2HNx,v + ‖gn‖HNx,v‖(I − P )gn‖HNx,v(ν))‖(I − P )gn+1‖HNx,v(ν)
(2.33)
for all 0 ≤ |β| = k ≤ N .
We define the so-called instant iterating energy EN,ǫ(g, φ)
EN,ǫ(g, φ) =‖g‖2HNx L2v + ‖∇xφ‖
2
HNx
+ aN‖(I − P )g‖2H˜Nx,v
+ 2
ǫ2
ˆ t
0
(
bN‖(I − P )g‖2HNx L2v(ν) + cN‖(I − P )g‖
2
H˜Nx,v(ν)
)
dτ ,
(2.34)
and the initial energy EN (g0, φ0) is given as
EN (g0, φ0) = ‖g0‖2HNx L2v + ‖∇xφ0‖
2
HNx
+ aN‖(I − P )g0‖2H˜Nx,v . (2.35)
It is obvious that
EN,ǫ(g, φ) ∼ EN (g, φ) + 1ǫ2
ˆ t
0
‖(I − P )g‖2HNx,v(ν)dτ .
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Now we claim that there are small ℓ, T ∈ (0, 1], independent of ǫ, such that if 0 < T ≤ 1,
EN (gǫ,0, φǫ,0) ≤ C#EN (gǫ,0, φǫ,0) ≤ C#δ ≤ ℓ for some constant C# > 0 and
sup
0≤t≤T
EN,ǫ(g
n(t), φn(t))dt ≤ 2ℓ ,
then
sup
0≤t≤T
EN,ǫ(g
n+1(t), φn+1(t)) ≤ 2ℓ . (2.36)
Indeed, from taking k = N in the inequality (2.33) and integrating over [0, t], we derive
that for all t ∈ [0, T ]
EN,ǫ(g
n+1(t), φn+1(t)) .EN (gǫ,0, φǫ,0) + (1 + t) sup
0≤t≤T
E
1
2
N,ǫ(g
n(t), φn(t))EN,ǫ(g
n+1(t), φn+1(t))
+(1 +
√
t) sup
0≤t≤T
EN,ǫ(g
n(t), φn(t))E
1
2
N,ǫ(g
n+1(t), φn+1(t)) ,
which immediately implies that for some positive constant C[
3
4 − C(1 + T )
√
2ℓ
]
sup
0≤t≤T
EN,ǫ(g
n+1(t), φn+1(t)) ≤ ℓ+ 4C(1 + T )ℓ2 . (2.37)
We first take T ∈ (0, 1) and ℓ ∈ (0, 1) such that 34 −2C
√
2ℓ ≥ 58 , hence 0 < ℓ < min{1, 1512C2 }.
Thus, we have
sup
0≤t≤T
EN,ǫ(g
n+1(t), φn+1(t)) ≤ 85ℓ+ 64C5 ℓ2 (2.38)
We further restrict 0 < ℓ < min{1, 1
512C2
, 132C } such that 64Cℓ ≤ 2. Then we have
sup
0≤t≤T
EN,ǫ(g
n+1(t), φn+1(t)) ≤ 85ℓ+ 25ℓ = 2ℓ , (2.39)
and the claim (2.36) holds.
Consequently, by employing the standard compactness arguments and taking n → ∞, we
can obtain a solution (gǫ, φǫ) to (1.7)-(1.14) for any fixed 0 < ǫ ≤ 1. Moreover, the uniform
bound (2.36) implies the energy bound (2.7). Thus, the proof of Lemma 2.5 is completed. 
3. Uniform estimates and global solutions
In this section, our goal is to globally extend the local solutions to (1.7)-(1.14) constructed in
Lemma 2.5 by deriving an energy estimates uniformly in ǫ ∈ (0, 1). For notational simplicity,
we drop the lower index ǫ of gǫ and φǫ in the perturbed VPB system (1.7), i.e.,{
∂tg +
1
ǫ
v · ∇xg + 1ǫ2Lg − γǫ v · ∇xφ− γv · ∇xφg + γ∇xφ · ∇vg = 1ǫQ(g, g) ,
∆xφ = γ〈g, 1〉L2v .
(3.1)
3.1. Pure spatial derivative estimates: kinetic dissipations. In this subsection, we will
consider the energy estimates on the pure spatial derivative of g. The following lemma will
be established.
Lemma 3.1. Assume that g(t, x, v) is the solution to the perturbed VMB system (1.7)-(1.14)
constructed in Lemma 2.5. Then there are constants δ and C such that
1
2
d
dt
(
‖g‖2HNx L2v + ‖∇xφ‖
2
HNx
)
+ δ
ǫ2
‖(I − P )g‖2HNx L2v(ν) . E
1
2
N (g, φ)DN,ǫ(g) (3.2)
for all 0 < ǫ ≤ 1.
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Proof of Lemma 3.1. For any α ∈ N3 with |α| ≤ N , applying the derivative operator ∂αx to
the first g-equation (3.1) yields
∂t∂
α
x g +
1
ǫ
v · ∇x(∂αx g) + 1ǫ2L∂αx g − γǫ v · ∇x∂αxφ
= 1
ǫ
∂αxQ(g, g) + γv · ∇xφ∂αx g − γ∇xφ · ∇v∂αx g
+
∑
06=α1≤α
Cα1α (γv · ∇x∂α1x φ∂α−α1x g − γ∇x∂α1x φ · ∇v∂α−α1x g) .
(3.3)
Then, we take L2x,v-inner product in the above equation by dot with ∂
α
x g and integrate by
parts over R3 × R3. We thereby have
1
2
d
dt‖∂αx g‖+ 1ǫ2 〈L∂αx g, ∂αx g〉L2x,v − γǫ 〈v · ∇x∂αxφ, ∂αx g〉L2x,v
= 1
ǫ
〈∂αxQ(g, g), ∂αx g〉L2x,v︸ ︷︷ ︸
I1
+ γ〈v · ∇xφ∂αx g −∇xφ∇v∂αx g, ∂αx g〉L2x,v︸ ︷︷ ︸
I2
+ γ
∑
06=α1≤α
Cα1α 〈v · ∇x∂α1x φ∂α−α1x g −∇x∂α1x φ · ∇v∂α−α1x g, ∂αx g〉L2x,v︸ ︷︷ ︸
I3
.
(3.4)
First, Lemma 2.3 tells us that there is a constant δ > 0 such that
〈L∂αx g, ∂αx g〉L2x,v ≥ δ‖(I − P )∂αx g‖2L2x,v(ν) . (3.5)
Noticing that the local conservation law of mass is
∂t〈g, 1〉L2v + 1ǫ∇x · 〈g, v〉L2v = 0 , (3.6)
we derive from the Poisson equation of φ in (3.1), i.e., ∆xφ = γ〈g, 1〉L2v , that
− γ
ǫ
〈v · ∇x∂αxφ, ∂αx g〉L2x,v = γǫ 〈∂αxφ, ∂αx∇x · 〈g, v〉L2v 〉L2x
= −γ〈∂αxφ, ∂t∂αx 〈g, 1〉L2v 〉L2x = −〈∂αxφ, ∂t∂αx∆xφ〉L2x
= 12
d
dt‖∇x∂αxφ‖2L2x .
(3.7)
Consequently, we arrive at
1
2
d
dt(‖∂αx g‖2L2x,v + ‖∇x∂
α
xφ‖2L2x) +
δ
ǫ2
‖(I − P )∂αx g‖2L2x,v(ν) ≤ I1 + I2 + I3 (3.8)
for all α ∈ N3 with |α| ≤ N .
Next, let us estimate the terms I1, I2 and I3 on the right-hand side of (3.4). We split
g = Pg + (I − P )g, so that I1 is decomposed into
I1 ≤ 1ǫ 〈∂αxQ(Pg, Pg), ∂αx (I − P )g〉L2x,v︸ ︷︷ ︸
I11
+ 1
ǫ
〈∂αxQ(Pg, (I − P )g), ∂αx (I − P )g〉L2x,v︸ ︷︷ ︸
I12
+ 1
ǫ
〈∂αxQ((I − P )g, Pg), ∂αx (I − P )g〉L2x,v︸ ︷︷ ︸
I13
+ 1
ǫ
〈∂αxQ((I − P )g, (I − P )g), ∂αx (I − P )g〉L2x,v︸ ︷︷ ︸
I14
,
(3.9)
where we also utilize the fact Q(g, h) ∈ N⊥. On the other hand, we plug Pg = a+ b ·v+ c|v|2
into the first term I11 to get
|I11| . 1ǫ ‖∂αxQ(Pg, Pg)‖L2x,v‖∂αx (I − P )g‖L2x,v
.
∑
α1≤α
‖ |∂α1x a| |∂α−α1x a|+ |∂α1x b| |∂α−α1x b|+ |∂α1x c| |∂α−α1x c|‖L2x‖∂αx (I − P )g‖L2x,v(ν) . (3.10)
If α 6= 0, the first factor is bounded by the calculus inequality(
‖∇xa‖HN−1x + ‖∇xb‖HN−1x + ‖∇xc‖HN−1x
)(
‖a‖HNx + ‖b‖HNx + ‖c‖HNx
)
. ‖∇xPg‖HN−1x L2v‖Pg‖HNx L2v . ‖∇xPg‖HN−1x L2v‖g‖HNx L2v .
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If α = 0, the first factor is bounded by the Ho¨lder inequality and the Sobolev inequality given
in Lemma 2.1
‖a2 + |b|2 + c2‖L2x .
(‖a‖L6x + ‖b‖L6x + ‖c‖L6x)(‖a‖L3x + ‖b‖L3x + ‖c‖L3x)
.
(‖∇xa‖L2x + ‖∇xb‖L2x + ‖∇xc‖L2x)(‖a‖H1x + ‖b‖H1x + ‖c‖H1x)
.‖∇xPg‖HN−1x L2v‖g‖HNx L2v
In summary, we get
|I11| . 1ǫ‖∇xPg‖HN−1x L2v‖g‖HNx L2v‖∂
α
x (I − P )g‖L2x,v(ν) . E
1
2
N (g, φ)DN,ǫ(g) , (3.11)
where the functionals EN (g, φ) and DN,ǫ(g) are defined in (1.16) and (1.17), respectively.
Furthermore, by employing the similar arguments in estimates (2.28), we easily have
|I12|+ |I13|+ |I14| .1ǫ‖g‖HNx L2v‖(I − P )g‖2HNx L2v(ν) . ǫE
1
2
N (g, φ)DN,ǫ(g) .
Consequently, we estimate that
I1 ≤ |I11|+ |I12|+ |I13|+ |I14| . E
1
2
N (g, φ)DN,ǫ(g) (3.12)
for all 0 < ǫ ≤ 1. One notices that integration by parts over v ∈ R3 and the decomposition
g = Pg + (I − P )g imply
I2 =
γ
2 〈v · ∇xφ, |∂αx g|2〉L2x,v
= γ2 〈v · ∇xφ, |∂αxPg|2〉L2x,v︸ ︷︷ ︸
I21
+ γ2 〈v · ∇xφ, |∂αx (I − P )g|2〉L2x,v︸ ︷︷ ︸
I22
+ γ〈v · ∇xφ, ∂αxPg∂αx (I − P )g〉L2x,v︸ ︷︷ ︸
I23
.
(3.13)
From Lemma 2.2 and the Sobolev embedding H2x →֒ L∞x , we derive that
I22 . ‖∇xφ‖L∞x ‖∂αx (I − P )g‖2L2x,v(ν) . E
1
2
N (g, φ)DN,ǫ(g) . (3.14)
If α = 0, the term I23 is bounded by
‖∇xφ‖L3x‖vPg‖L6xL2v‖(I − P )g‖L2x,v . ‖∇xφ‖H1x‖∇x(a, b, c)‖L2x‖(I − P )g‖L2x,v(ν)
. ‖∇xφ‖HNx ‖∇xPg‖HN−1x L2v‖(I − P )g‖HNx L2v(ν) . E
1
2
N (g, φ)DN,ǫ(g) .
If α 6= 0, the term I23 is bounded by
‖∇xφ‖L∞x ‖v∂αxPg‖L2x,v‖∂αx (I − P )g‖L2x,v
. ‖∇xφ‖HNx ‖∇xPg‖HN−1x L2v‖(I − P )g‖HNx L2v(ν) . E
1
2
N (g, φ)DN,ǫ(g) ,
where Lemma 2.2 and the Sobolev embedding H2x →֒ L∞x are also used. In summary, we have
I23 . E
1
2
N (g, φ)DN,ǫ(g) . (3.15)
It remains to estimate the term I21. If α 6= 0, the analogous arguments in (3.14) tells us that
I21 is bounded by
I21 . ‖∇xφ‖HNx ‖∇xPg‖2HN−1x L2v . E
1
2
N (g, φ)DN,ǫ(g) .
If α = 0, we use Pg = a+ b · v + c|v|2 and take integration with respect to v ∈ R3 to get
I21 =
γ
2 〈v · ∇xφ, (a+ b · v + c|v|2)2〉L2x,v = γ〈∇xφ⊗ b, (a+ c|v|2)v ⊗ v〉L2x,v
=γ〈∇xφ⊗ b, (a+ c|v|2)(A(v) + |v|
2
3 I)〉L2x,v = γ〈b · ∇xφ, a〈
|v|2
3 , 1〉L2v + c〈
|v|4
3 , 1〉L2v 〉L2x
=γ〈∇xφ, b(a + 5c)〉L2x ,
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where we use 〈a+ c|v|2, A(v)〉L2v = 0. Hence,
I21 = γ〈∇xφ, b(a+ 3c)〉L2x + 2γ〈∇xφ, bc〉L2x , (3.16)
where the first term is estimated by using Lemma 2.1
γ〈∇xφ, b(a+ 3c)〉L2x . ‖∇xφ‖L3x‖b‖L6x‖a+ 3c‖L2x . ‖∇xφ‖H1x‖∇xb‖L2x‖a+ 3c‖L2x
. ‖∇xφ‖HNx ‖∇xPg‖HN−1x L2v‖〈g, 1〉L2v‖HN−1x . E
1
2
N (g, φ)DN,ǫ(g) ,
(3.17)
and the second term is bounded by
2γ〈∇xφ, bc〉L2x .‖∇xφ‖L2x‖b‖L6x‖c‖L3 . ‖∇xφ‖L2x‖∇xb‖L2x‖c‖H1
.‖c‖H1x‖∇xb‖L2x‖a+ 3c‖L2x
.‖Pg‖HNx L2v‖〈g, 1〉L2v‖HN−1x ‖∇xPg‖HN−1x L2v
.E
1
2
N (g, φ)DN,ǫ(g) .
(3.18)
Here we make use of Lemma 2.1 and the bound ‖∇xφ‖L2x . ‖φ‖H2x . ‖a+3c‖L2x derived from
the Poisson equation ∆xφ = γ(a + 3c). Plugging the estimates (3.17) and (3.18) into (3.16)
yields that I21 . E
1
2
N (g, φ)DN,ǫ(g) for the case α = 0. In summary, we obtain that for all
|α| ≤ N
I21 . E
1
2
N (g, φ)DN,ǫ(g) . (3.19)
Consequently, the bounds (3.14), (3.15) and (3.19) tell us
I2 . E
1
2
N (g, φ)DN,ǫ(g) . (3.20)
Notice that
I3 = γ
∑
06=α1<α
Cα1α 〈v · ∇x∂α1x φ∂α−α1x g −∇x∂α1x φ · ∇v∂α−α1x g, ∂αx g〉L2x,v︸ ︷︷ ︸
I31
+ γ〈v · ∇x∂αxφg −∇x∂αxφ · ∇vg, ∂αx g〉L2x,v︸ ︷︷ ︸
I32
.
It follows from Lemma 2.1, Lemma 2.2 and the decomposition g = Pg + (I − P )g that
I31 .
∑
06=α1<α
‖∇x∂α1x φ‖L4x‖∂α−α1x g‖L4xL2v(ν)‖∂αx g‖L2x,v(ν)
+
∑
α1<α,|α1|=1
‖∇x∂α1φ‖L∞x ‖∇v∂α−α1x g‖L2x,v‖∂αx g‖L2x,v
+
∑
α1<α,|α1|≥2
‖∇x∂α1φ‖L4x‖∇v∂α−α1x g‖L4xL2v‖∂αx g‖L2x,v
.‖∇xφ‖HNx
(
‖∇xg‖2HN−1x L2v(ν) + ‖∇x∇vg‖HN−2x L2v‖∇xg‖HN−1x L2v
)
.‖∇xφ‖HNx
(
‖(I − P )g‖2HNx,v(ν) + ‖∇xPg‖
2
HN−1x L2v
)
.E
1
2
N (g, φ)DN,ǫ(g) ,
and
I32 .‖∇x∂αxφ‖L2x‖∂αx g‖L2x,v(ν)
(
‖g‖L∞x L2v(ν) + ‖∇vg‖L∞x L2v
)
.‖∇xφ‖HNx ‖∇xg‖HN−1x L2v(ν)
(
‖Pg‖L∞x L2v + ‖(I − P )g‖H2x,v(ν)
)
.‖∇xφ‖HNx ‖∇xg‖HN−1x L2v(ν)
(
‖∇xPg‖H1xL2v + ‖(I − P )g‖H2x,v(ν)
)
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.‖∇xφ‖HNx
(
‖(I − P )g‖2HNx,v(ν) + ‖∇xPg‖
2
HN−1x L2v
)
.E
1
2
N (g, φ)DN,ǫ(g) .
Consequently, we have
I3 = I31 + I32 . E
1
2
N (g, φ)DN,ǫ(g) . (3.21)
We thereby know that plugging all estimates (3.12), (3.20), (3.21) into (3.8) and summing up
for all |α| ≤ N reduce to the bound (3.2), and then complete the proof of Lemma 3.1. 
3.2. Macroscopic energy estimates: fluid dissipations. In this subsection, we will find
a dissipative structure of the fluid part Pg by using the so-called micro-macro decomposition
method for the VPB version, depending on the so-called thirteen moments, see [36] for in-
stance. More precisely, one can obtain the evolution equation of each coefficient (a, b, c) of
Pg, and the basis {ek}13k=1 ⊆ L2v of the coefficients consisting of{
1, vi, v
2
i , vi|v|2 (i = 1, 2, 3); vivj (1 ≤ i < j ≤ 3)
} ⊆ L2v . (3.22)
Let {e∗k}13k=1 be a corresponding bi-orthogonal basis, i.e., a basis such that
〈e∗k, e∗j 〉L2v = δjk , j, k = 1, 2 · · · , 13 ,
where δjk = 0 if j 6= k and δjk = 1 if j = k. In fact, e∗k is a given linear combination of (3.22).
From (1.25), one thereby has the following macroscopic equations on coefficients (a, b, c) of
Pg:
1 : ǫ∂ta = la + ha +ma , (3.23)
vi : ǫ∂tbi + ∂ia− γ∂iφ = lbi + hbi +mbi , (3.24)
v2i : ǫ∂tc+ ∂ibi = li + hi +mi , (3.25)
vivj : ∂ibj + ∂jbi = lij + hij +mij (i 6= j) , (3.26)
vi|v|2 : ∂ic = lci + hci +mci , (3.27)
where all terms on the right-hand side are the coefficients of l, h, m, defined in (1.26), in
terms of the basis (3.22).
Our goal of this subsection is to devote ourselves finding a macroscopic dissipation. Similar
to the case of the Boltzmann equation, the high order derivatives of the fluid coefficients
(a, b, c) are dissipative from the balance laws (1.27), (1.28), (1.30), (1.31) and the coefficients
equations of a, b, c in (3.23)-(3.27). However, 〈g, 1〉L2v = (a + 3c) will be a further damping
structure in VPB system, because of the Poisson equation (1.30), namely, ∆xφ = 〈g, 1〉L2v =
(a+ 3c). More precisely, we will give the following lemma.
Lemma 3.2. Assume g(t, x, v) is the solution to the perturbed VPB system (1.7)-(1.14) con-
structed in Lemma 2.5. Then
ǫ ddtE
int
N (g) + ‖∇xb‖2HN−1x + ‖∇xc‖
2
HN−1x
+ ‖∇x(a+ 3c)‖2HN−1x + ‖a+ 3c‖
2
HN−1x
. 1
ǫ2
‖(I − P )g‖2HNx L2v(ν) + E
1
2
N (g, φ)DN,ǫ(g)
(3.28)
for all 0 < ǫ ≤ 1 and N ≥ 3, where the so-called interactive energy functional EintN (g) is
defined as
EintN (g) =
∑
|α|≤N−1
{
32
3∑
i=1
〈∂i∂αx (I − P )g, ∂αx cζi(v)〉L2x,v − 2〈∂αx∇x · b, ∂αx (a+ 3c)〉L2x
+ 32
3∑
i,j=1
〈∂j∂αx (I − P )g, ∂αx cζij(v)〉L2x,v
}
.
(3.29)
Here ζi(v) and ζij(v) are some linear combinations of the basis (3.22).
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Remark 3.1. One notices that
EintN (g) . ‖g‖2HNx L2v . EN (g, φ) (3.30)
and
‖∇xb‖2HN−1x + ‖∇xc‖
2
HN−1x
+ ‖∇x(a+ 3c)‖2HN−1x + ‖a+ 3c‖
2
HN−1x
∼ ‖∇xPg‖2HN−1x L2v + ‖〈g, 1〉L2v‖
2
HN−1x
.
Then the inequality (3.28) can be simplified as
c0ǫ
d
dtE
int
N (g) + ‖∇xPg‖2HN−1x L2v + ‖〈g, 1〉L2v‖
2
HN−1x
. 1
ǫ2
‖(I − P )g‖2HNx L2v(ν) + E
1
2
N (g, φ)DN,ǫ(g)
(3.31)
for some constant c0 > 0, independent of ǫ.
Proof of Lemma 3.2. From taking divergence operator ∇x· on the balance law (1.28) for b
and replacing ∆xφ by γ(a+ 3c) via using the Poisson equation (1.30), we deduce that
−∆x(a+ 3c) + γ2(a+ 3c) =ǫ∂t∇x · b− γǫ∇x · [∇xφ(a+ 3c)]
+2∆xc+∇x · 〈v · ∇x(I − P )g, v〉L2v .
(3.32)
For any multi-index α ∈ N3 with |α| ≤ N −1, from applying the derivative operator ∂αx to the
equation (3.32), multiplying by ∂αx (a+3c) and integrating by parts over x ∈ R3, one deduces
that
‖∇x∂αx (a+ 3c)‖2L2x + γ
2‖∂αx (a+ 3c)‖2L2x
= 〈ǫ∂t∇x · ∂αx b, ∂αx (a+ 3c)〉L2x︸ ︷︷ ︸
R1
+2〈∆x∂αx c, ∂αx (a+ 3c)〉L2x︸ ︷︷ ︸
R2
+ 〈∇x∂αx · 〈v · ∇x(I − P )g, v〉L2v , ∂αx (a+ 3c)〉L2x︸ ︷︷ ︸
R3
+ γǫ〈∂αx∇x · [∇xφ(a+ 3c)], ∂αx (a+ 3c)〉L2x︸ ︷︷ ︸
R4
.
(3.33)
For R1, it follows from the balance law (1.27) for a+3c and integration by parts over x ∈ R3
that
R1 =
d
dt〈ǫ∇x · ∂αx b, ∂αx (a+ 3c)〉L2x − 〈∂αx∇x · b, ǫ∂αx ∂t(a+ 3c)〉L2x
= ǫ ddt〈∇x · ∂αx b, ∂αx (a+ 3c)〉L2x + 〈∂αx∇x · b, ∂αx∇x · b〉L2x
≤ ǫ ddt〈∇x · ∂αx b, ∂αx (a+ 3c)〉L2x + ‖∂αx∇xb‖2L2x .
(3.34)
For R2, R3, by applying integration by parts and the Ho¨lder inequality, one has
R2 ≤ 2‖∇x∂αx c‖2L2x‖∇x∂
α
x (a+ 3c)‖2L2x ≤ 4‖∇x∂
α
x c‖2L2x +
1
8‖∇x∂αx (a+ 3c)‖2L2x , (3.35)
and
R3 = 〈∂αx 〈v · ∇x(I − P )g, v〉L2v ,∇x∂αx (a+ 3c)〉L2x
≤ ‖∇x∂αx (I − P )g‖L2x,v‖∇x∂αx (a+ 3c)‖L2x〈|v|4, 1〉
1
2
L2v
=
√
15‖∇x∂αx (a+ 3c)‖L2x,v‖∇x∂αx (I − P )g‖L2x
≤ 30‖∇x∂αx (I − P )g‖2L2x,v +
1
8‖∇x∂αx (a+ 3c)‖2L2x .
(3.36)
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Since |α| ≤ N − 1, the term R4 can be estimated by using the calculus inequality
R4 =− γǫ〈∂αx [∇xφ(a+ 3c)],∇x∂αx (a+ 3c)〉L2x
.ǫ‖∂αx [∇xφ(a+ 3c)]‖L2x‖∇x∂αx (a+ 3c)‖L2x
.‖∇xφ‖HNx ‖a+ 3c‖HN−1x ‖∇x(a, c)‖HN−1x
.ǫ‖∇xφ‖HNx ‖〈g, 1〉L2v‖HN−1x ‖∇xPg‖HN−1x L2v
.ǫE
1
2
N (g, φ)DN,ǫ(g) .
(3.37)
Plugging the bounds (3.34), (3.35), (3.36) and (3.37) into (3.33) tells us that
− ǫ ddt〈∇x · ∂αx b, ∂αx (a+ 3c)〉L2x + 34‖∇x∂αx (a+ 3c)‖2L2x + γ
2‖∂αx (a+ 3c)‖2L2x
− ‖∇x∂αx b‖2L2x − 4‖∇x∂
α
x c‖2L2x − 30‖∇x∂
α
x (I − P )g‖2L2x,v
. ǫE
1
2
N (g, φ)DN,ǫ(g)
(3.38)
holds for all |α| ≤ N − 1.
For all multi-indexes α ∈ N3 satisfying |α| ≤ N − 1, we derive from the b-equation (3.26)
and c-evolution (3.25) that for any fixed index i ∈ {1, 2, 3}
−∆x∂αx bi =−
∑
j 6=i
∂j∂j∂
α
x bi − ∂i∂i∂αx bi
=
∑
j 6=i
∂j∂
α
x (∂ibj − lij − hij −mij) + ∂i∂αx bi(ǫ∂tc− li − hi −mi)
=
∑
j 6=i
∂i∂
α
x (−ǫ∂tc+ lj + hj +mj)−
∑
j 6=i
∂j∂
α
x (lij + hij +mij)
+ ∂i∂
α
x (ǫ∂tc− li − hi −mi)
=− ǫ∂t∂i∂αx c−
∑
j 6=i
∂j∂
α
x (lij + hij +mij)
+ ∂i∂
α
x
[∑
j 6=i
(lj + hj +mj)− (li + hi +mi)
]
.
(3.39)
Since li, lij , hi, hij and mi, mij are the coefficients of l, h and m, respectively, there is a
certain linear combination ζij(v) of the basis (3.22) such that
∂i∂
α
x
[∑
j 6=i
(lj + hj +mj)− (li + hi +mi)
]
−
∑
j 6=i
∂j∂
α
x (lij + hij +mij)
=
3∑
j=1
∂j∂
α
x 〈l + h+m, ζij(v)〉L2v .
(3.40)
Combining the balance law (1.31) for c, we know that
−∆x∂αx bi − 13∂i∂αx∇x · b =∂i∂αx
(
− γ3 ǫb · ∇xφ+ 16〈v · ∇x(I − P )g, |v|2〉L2v
)
+
3∑
j=1
∂j∂
α
x 〈l + h+m, ζij(v)〉L2v
(3.41)
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for any fixed index i ∈ {1, 2, 3} and all α ∈ N3 with |α| ≤ N − 1. We multiply (3.41) by ∂αx bi,
sum up for the index i and integrate over x ∈ R3. We thereby have
‖∇x∂αx b‖2L2x +
1
3‖∂αx∇x · b‖2L2x
=−
3∑
i,j=1
〈∂αx l, ∂j∂αx biζij(v)〉L2x,v︸ ︷︷ ︸
T1
−
3∑
i,j=1
〈∂αxh, ∂j∂αx biζij(v)〉L2x,v︸ ︷︷ ︸
T2
−
3∑
i,j=1
〈∂αxm,∂j∂αx biζij(v)〉L2x,v︸ ︷︷ ︸
T3
+ γ3 ǫ〈∂αx (b · ∇xφ), ∂αx∇x · b〉L2x︸ ︷︷ ︸
T4
−16〈v · ∇x∂αx (I − P )g, |v|2∂αx∇x · b〉L2x,v︸ ︷︷ ︸
T5
(3.42)
for |α| ≤ N − 1.
We next estimate each term Ti (1 ≤ i ≤ 5) in (3.42). Recalling the definition of l in (1.26),
we have
T1 =− ǫ ddt
3∑
i,j=1
〈∂j∂αx (I − P )g, ∂αx biζij(v)〉L2x,v
+
3∑
i,j=1
〈∂j∂αx (I − P )g, ǫ∂t∂αx biζij(v)〉L2x,v︸ ︷︷ ︸
T11
+
3∑
i,j=1
〈v · ∇x∂αx (I − P )g, ∂j∂αx biζij(v)〉L2x,v︸ ︷︷ ︸
T12
+
3∑
i,j=1
〈1
ǫ
L∂αx (I − P )g, ∂j∂αx biζij(v)〉L2x,v︸ ︷︷ ︸
T13
.
(3.43)
It follows from plugging the balance law (1.28) into the term T11 that
T11 =
3∑
i,j=1
〈∂j∂αx (I − P )g, γ∂αx ∂iφζij(v)〉L2x,v︸ ︷︷ ︸
T111
−
3∑
i,j=1
〈∂j∂αx (I − P )g, ∂i∂αx (a+ 5c)ζij(v)〉L2x,v︸ ︷︷ ︸
T112
−
3∑
i,j=1
〈∂j∂αx (I − P )g, ∂αx 〈v · ∇x(I − P )g, vi〉L2vζij(v)〉L2x,v︸ ︷︷ ︸
T113
+
3∑
i,j=1
〈∂j∂αx (I − P )g, ∂αx [γ(a+ 3c)∂iφ]ζij(v)〉L2x,v︸ ︷︷ ︸
T114
.
24 MENGMENG GUO, NING JIANG, AND YI-LONG LUO
Then the term I111 is bounded by
T111 . ‖∇x∂αx (I − P )g‖L2x,v‖∇x∂αxφ‖L2x . ‖(I − P )g‖HNx L2v(ν)‖∂αx (a+ 3c)‖L2x ,
where we make use of Lemma 2.2 and the estimate ‖∇x∂αxφ‖L2x . ‖∂αxφ‖H2x . ‖∂αx (a+3c)‖L2x
derived from the Poisson equation ∆xφ = γ(a+ 3c). For the term I112, we estimate that
T112 .‖∇x∂αx (I − P )g‖L2x,v
(‖∇x∂αx (a+ 3c)‖L2x + ‖∇x∂αx c‖L2x)
.‖(I − P )g‖HNx L2v(ν)
(‖∇x∂αx (a+ 3c)‖L2x + ‖∇x∂αx c‖L2x) .
The terms I113 and I114 are bounded by
T113 . ‖∇x∂αx (I − P )g‖2L2x,v . ‖(I − P )g‖
2
HNx L
2
v(ν)
,
and
T114 .‖∇x∂αx (I − P )g‖L2x,v‖∂αx [(a+ 3c)∇xφ]‖L2x
.‖(I − P )g‖HNx L2v(ν)‖(a+ 3c)‖HN−1x ‖∇xφ‖HNx . ǫE
1
2
N (g, φ)DN,ǫ(g) .
In summary, we have
T11 .‖(I − P )g‖HNx L2v(ν)
(
‖∇x∂αx (a+ 3c)‖L2x + ‖∂αx (a+ 3c)‖L2x + ‖∇x∂αx c‖L2x
)
.‖(I − P )g‖2HNx L2v(ν) + ǫE
1
2
N (g, φ)DN,ǫ(g) .
(3.44)
Furthermore, one can easily estimate that
T12 . ‖∇x∂αx (I − P )g‖L2x,v‖∇x∂αx b‖L2x . ‖(I − P )g‖HNx L2v(ν)‖∇x∂αx b‖L2x , (3.45)
and
T13 =
1
ǫ
3∑
i,j=1
〈∂αx (I − P )g, ∂j∂αx biLζij(v)〉L2x,v
.1
ǫ
‖∂αx (I − P )g‖L2x,v‖∇x∂αx b‖L2x . 1ǫ‖(I − P )g‖HNx L2v(ν)‖∇x∂αx b‖L2x ,
(3.46)
where we use the self-adjoint property of the linearized Boltzmann collision operator L. From
plugging the bounds (3.44), (3.45) and (3.46) into the equality (3.43), one deduces that
T1 + ǫ
d
dt
3∑
i,j=1
〈∂j∂αx (I − P )g, ∂αx biζij(v)〉L2x,v
.‖(I − P )g‖HNx L2v(ν)
(
‖∇x∂αx (a+ 3c)‖L2x + ‖∂αx (a+ 3c)‖L2x + ‖∇x∂αx c‖L2x
)
+‖(I − P )g‖2HNx L2v(ν) +
1
ǫ
‖(I − P )g‖HNx L2v(ν)‖∇x∂αx b‖L2x + ǫE
1
2
N (g, φ)DN,ǫ(g)
(3.47)
for all 0 < ǫ ≤ 1 and |α| ≤ N − 1.
Recalling the definition of h in (1.26), we derive from the similar estimates in (3.12) that
T2 .‖g‖HNx L2v‖∇x∂αx b‖L2x
(
‖(I − P )g‖HNx L2v(ν) + ‖∇xPg‖HN−1x L2v
)
.‖g‖HNx L2v
(
‖(I − P )g‖2HNx L2v(ν) + ‖∇xPg‖
2
HN−1x L2v
)
. E
1
2
N (g, φ)DN,ǫ(g) .
(3.48)
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We next estimate the term T3. By definition of m in (1.26), we have
T3 =− γǫ
3∑
i,j=1
〈∂αx (v · ∇xφ−∇xφ · ∇vg), ∂j∂αx biζij(v)〉L2x,v
.ǫ‖∇x∂αx b‖L2x‖∂αx (v · ∇xφg −∇xφ · ∇vg)‖L2x,v
.ǫ‖∇x∂αx b‖L2x‖∇xφ‖HN−1x ‖g‖HNx,v(ν)
.ǫ‖∇xφ‖HN−1x ‖a+ 3c‖HN−1x
(
‖Pg‖HNx L2v + ‖(I − P )g‖HNx,v(ν)
)
.ǫE
1
2
N (g, φ)DN,ǫ(g) ,
(3.49)
where we use the bound ‖∇xφ‖HN−1x . ‖a + 3c‖HN−1x derived from the Poisson equation
∆xφ = γ(a+ 3c). Similarly in (3.49), the term T4 can be bounded by
T4 .ǫ‖b‖HN−1x ‖∇xφ‖HN−1x ‖∇xb‖HN−1x . ǫ‖b‖HNx ‖a+ 3c‖HN−1x ‖∇xb‖HN−1x
.ǫ‖g‖HNx L2v‖〈g, 1〉L2v‖HN−1x ‖∇xPg‖HN−1x L2v . ǫE
1
2
N (g, φ)DN,ǫ(g) .
(3.50)
Furthermore, the term T5 is easily to be estimated that
T5 .‖∂αx∇x · b‖L2x‖∇x∂αx (I − P )g‖L2x,v . ‖(I − P )g‖HNx L2v(ν)‖∇x∂αx b‖L2x . (3.51)
Finally, we substitute the inequalities (3.47), (3.48), (3.49), (3.50) and (3.51) into (3.42). The
Young’s inequality tells us that
1
2‖∇x∂αx b‖2L2x +
1
3‖∂αx∇x · b‖2L2x + ǫ
d
dt
3∑
i,j=1
〈∂j∂αx (I − P )g, ∂αx biζij(v)〉L2x,v
.‖(I − P )g‖HNx L2v(ν)
(
‖∇x∂αx (a+ 3c)‖L2x + ‖∂αx (a+ 3c)‖L2x + ‖∇x∂αx c‖L2x
)
+ 1
ǫ2
‖(I − P )g‖2HNx L2v(ν) + E
1
2
N (g, φ)DN,ǫ(g)
(3.52)
for all 0 < ǫ ≤ 1 and |α| ≤ N − 1.
It remains to estimate the norm ‖∇x∂αx c‖L2x for all |α| ≤ N − 1. From (3.27), we have
−∆x∂αx c = −
3∑
i=1
∂i∂
α
x
(
lci + hci +mci
)
=
3∑
i=1
∂i∂
α
x 〈l + h+m, ζi(v)〉L2v (3.53)
for some certain linear combinations ζi(v) of the basis in (3.22). Multiplying (3.53) by ∇x∂αx c
yields
‖∇x∂αx c‖2L2x =−
3∑
i=1
〈∂αx l, ∂i∂αx cζi(v)〉L2x,v︸ ︷︷ ︸
M1
−
3∑
i=1
〈∂αxh, ∂i∂αx cζi(v)〉L2x,v︸ ︷︷ ︸
M2
−
3∑
i=1
〈∂αxm,∂i∂αx cζi(v)〉L2x,v︸ ︷︷ ︸
M3
(3.54)
for all |α| ≤ N − 1.
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We next estimate each term in (3.54) as follows. For M1, by plugging l defined in (1.26),
we have
M1 =− ǫ ddt
3∑
i=1
〈∂i∂αx (I − P )g, ∂αx cζi(v)〉L2x,v
+
3∑
i=1
〈∂i∂αx (I − P )g, 13∂αx∇x · bζi(v) − γ3 ǫ∂αx (b · ∇xφ)ζi(v)〉L2x,v
+
3∑
i=1
〈∂i∂αx (I − P )g, 16∂αx 〈v · ∇x(I − P )g, |v|2〉L2vζi(v)〉L2x,v
+
3∑
i=1
〈v · ∇x∂αx (I − P )g + 1ǫL∂αx (I − P )g, ∂i∂αx cζi(v)〉L2x,v .
(3.55)
Then, by employing the analogous arguments in (3.47), (3.48) and (3.49), one can estimate
that
M1 + ǫ
d
dt
3∑
i=1
〈∂i∂αx (I − P )g, ∂αx cζi(v)〉L2x,v
.1
ǫ
‖(I − P )g‖HNx L2v(ν)‖∇x∂αx c‖L2x + ‖(I − P )g‖2HNx L2v(ν)
+‖(I − P )g‖HNx L2v(ν)‖∇x∂αx b‖L2x + E
1
2 (g, φ)DN,ǫ(g) ,
(3.56)
and
M2 +M3 . E
1
2 (g, φ)DN,ǫ(g) . (3.57)
Consequently, we have
1
2‖∇x∂αx c‖2L2x + ǫ
d
dt
3∑
i=1
〈∂i∂αx (I − P )g, ∂αx cζi(v)〉L2x,v
. ‖(I − P )g‖HNx L2v(ν)‖∇x∂αx b‖L2x + 1ǫ2‖(I − P )g‖2HNx L2v(ν) + E
1
2 (g, φ)DN,ǫ(g)
(3.58)
for all 0 < ǫ ≤ 1 and |α| ≤ N − 1.
From adding the bounds (3.52), (3.58) to 116 times of (3.38), summing up for |α| ≤ N − 1
and the Young’s inequality, we deduce that
ǫ
32
d
dtE
int
N (g) +
1
32
(
‖∇xb‖2HN−1x + ‖∇xc‖
2
HN−1x
+ ‖∇x(a+ 3c)‖2HN−1x + ‖a+ 3c‖
2
HN−1x
)
. 1
ǫ2
‖(I − P )g‖2HNx L2v(ν) + E
1
2
N (g, φ)DN,ǫ(g)
(3.59)
for all 0 < ǫ ≤ 1 and N ≥ 4, where the so-called interactive energy functional EintN (g) is given
in (3.29). Thus the proof of Lemma 3.2 is finished. 
3.3. Energy estimates for (x, v)-mixed derivatives. In this subsection, our goal is to
derive a closed energy estimate. Recalling the estimates obtained in the previous two subsec-
tions, we only require to estimate the energy of (x, v)-mixed derivatives of the kinetic part
(I − P )g. We so first give the following lemma.
Lemma 3.3. Assume that g(t, x, v) is the solution to the perturbed VPB system (1.7)-(1.14)
constructed in Lemma 2.5. Let N ≥ 3 be any fixed integer. For any given 0 ≤ k ≤ N and
|β| ≤ k, there are positive constants ̺k, ̺∗k, C|β|, rk, r∗k, ξk and η0, independent of ǫ, such
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that
1
2
d
dt
(
̺k‖g‖2HNx L2v + ̺k‖∇xφ‖
2
HNx
+ ̺∗kηE
int
N (g) +
∑
|α|+|β|≤N
|β|≤k
C|β|η
2‖∂αx ∂βv (I − P )g‖2L2x,v
)
+ rk
ǫ2
‖(I − P )g‖2HNx L2v(ν) + r
∗
kη‖∇xPg‖2HN−1x L2v + r
∗
kη‖〈g, 1〉L2v ‖2HN−1x
+ ξk
ǫ2
η2
∑
|α|+|β|≤N
|β|≤k
‖∂αx ∂βv (I − P )g‖2L2x,v(ν) . E
1
2
N (g, φ)DN,ǫ(g)
(3.60)
for all 0 < ǫ ≤ 1 and 0 < η ≤ η0.
Remark 3.2. The small η ∈ (0, η0] mentioned in Lemma 3.3 will be chosen smaller later, such
that the unsigned interactive energy functional ̺∗kηE
int
N (g) can be dominated by ̺k‖g‖2HNx L2v due
to the bound (3.30) in Remark 3.1. More precisely, we introduce the following instant energy
functional
EN,η(g, φ) =̺N‖g‖2HNx L2v + ̺N‖∇xφ‖
2
HNx
+ ̺∗NηE
int
N (g)
+
∑
|α|+|β|≤N
|β|≤N
C|β|η
2‖∂αx ∂βv (I − P )g‖2L2x,v (3.61)
and the instant energy dissipative rate functional
DN,ǫ,η(g) =
rN
ǫ2
‖(I − P )g‖2HNx L2v(ν) + r
∗
Nη‖∇xPg‖2HN−1x L2v + r
∗
Nη‖〈g, 1〉L2v‖2HN−1x
+ ξk
ǫ2
η2
∑
|α|+|β|≤N
|β|≤N
‖∂αx ∂βv (I − P )g‖2L2x,v(ν) . (3.62)
It is easy to verify that there is a small η1 ∈ (0, η0], independent of ǫ, such that
EN,η1(g, φ) ∼ EN (g, φ) , DN,ǫ,η1(g) ∼ DN,ǫ(g) . (3.63)
Consequently, by letting k = N in the inequality (3.60), we have
1
2
d
dtEN,η1(g, φ) + DN,ǫ,η1(g) ≤ CE
1
2
N,η1
(g, φ)DN,ǫ,η1(g) (3.64)
for some positive constant C > 0, independent of ǫ, and for all 0 < ǫ ≤ 1.
Proof of Lemma 3.3. Employing the microscopic projection {I − P} to (3.1), one obtains
∂t(I − P )g + 1ǫ (I − P )(v · ∇x(I − P )g) + 1ǫ2L(I − P )g
+ γ(I − P )[∇xφ · ∇v(I − P )g − v · ∇xφ(I − P )g]
= 1
ǫ
Q(g, g) + γ(I − P )(v · ∇xφPg)− 1ǫ (I − P )(v · ∇xPg) ,
(3.65)
where we make use of the decomposition g = Pg+(I−P )g and the relations (I−P )(v ·∇xφ) =
(I − P )(∇x · ∇vPg) = 0. For all multi-indexes α, β ∈ N3 with |α| + |β| ≤ N and β 6= 0, we
apply the mixed derivatives operator ∂αx ∂
β
v to (3.65), take L2x,v-inner product via multiplying
by ∂αx ∂
β
v (I − P )g and integrate by parts over (x, v) ∈ R3 × R3. Then, from Lemma 2.3 and
the fact ∂β1v v = 0 for |β1| ≥ 2, we deduce that there are two positive constants δ1 and δ2,
independent of ǫ, such that
1
2
d
dt‖∂αx ∂βv (I − P )g‖2L2x,v +
δ1
ǫ2
‖∂αx ∂βv (I − P )g‖2L2x,v(ν) −
δ2
ǫ2
∑
β′<β
‖∂αx ∂β
′
v (I − P )g‖2L2x,v
≤ 1
ǫ
∑
|β1|=1
C
β1
β 〈∂β1v v · ∇x∂αx∂β−β1v (I − P )g, ∂αx ∂βv (I − P )g〉L2x,v︸ ︷︷ ︸
W1
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−γ〈∂αx ∂βv (I − P )(∇xφn · ∇v(I − P )g), ∂αx ∂βv (I − P )g〉L2x,v︸ ︷︷ ︸
W2
+ γ〈∂αx ∂βv (I − P )(v · ∇xφn(I − P )g), ∂αx ∂βv (I − P )g〉L2x,v︸ ︷︷ ︸
W3
+ 1
ǫ
〈∂αx ∂βvQ(g, g), ∂αx ∂βv (I − P )g〉L2x,v︸ ︷︷ ︸
W4
+ γ〈∂αx ∂βv (I − P )(v · ∇xφPg), ∂αx ∂βv (I − P )g〉L2x,v︸ ︷︷ ︸
W5
−1
ǫ
〈∂αx ∂βv (I − P )(v · ∇xPg), ∂αx ∂βv (I − P )g〉L2x,v︸ ︷︷ ︸
W6
+ 1
ǫ
〈∂αx ∂βv P (v · ∇x(I − P )g), ∂αx ∂βv (I − P )g〉L2x,v︸ ︷︷ ︸
W7
, (3.66)
By the similar arguments in (2.25), we have
W1 .
1
ǫ
∑
β′<β
‖∇x∂αx∂β
′
v (I − P )g‖L2x,v(ν)‖∂αx ∂βv (I − P )g‖L2x,v(ν) . (3.67)
The derivations of the bounds (2.26), (2.27) and Lemma 2.2 tell us that
W2 +W3 . ‖∇xφ‖HNx
(‖(I − P )g‖2
H˜Nx,v(ν)
+ ‖(I − P )g‖2HNx L2v(ν)
)
. ǫ2E
1
2
N (g, φ)DN,ǫ(g) .
(3.68)
We plug the splitting g = Pg + (I − P )g into the term W4, namely,
W4 =
1
ǫ
〈∂αx ∂βvQ(Pg, Pg), ∂αx ∂βv (I − P )g〉L2x,v + 1ǫ 〈∂αx ∂βvQ(Pg, (I − P )g), ∂αx ∂βv (I − P )g〉L2x,v
+1
ǫ
〈∂αx ∂βvQ((I − P )g, Pg), ∂αx ∂βv (I − P )g〉L2x,v
+1
ǫ
〈∂αx ∂βvQ((I − P )g, (I − P )g), ∂αx ∂βv (I − P )g〉L2x,v ,
where the last three terms can be bounded by Lemma 2.2 and 2.4
1
ǫ
‖g‖HNx,v‖(I − P )g‖2HNx,v(ν) . ǫE
1
2
N (g, φ)DN,ǫ(g) ,
and the first term can be bounded by using the similar estimates of (3.11)
1
ǫ
‖g‖HNx L2v‖∇xPg‖HN−1x L2v‖(I − P )g‖HNx,v(ν) . E
1
2
N (g, φ)DN,ǫ(g) .
Consequently, we obtain
W4 . E
1
2
N (g, φ)DN,ǫ(g) (3.69)
for all 0 < ǫ ≤ 1. Furthermore, by the similar arguments in the estimate (2.29), we have
W5 .‖g‖HNx L2v‖∇xφ‖HNx ‖(I − P )g‖H˜Nx,v
.‖g‖HNx L2v‖〈g, 1〉L2v‖HN−1x ‖(I − P )g‖HNx,v(ν)
.ǫE
1
ǫ
N (g, φ)DN,ǫ(g) ,
(3.70)
where we also use Lemma 2.2 and the bound ‖∇xφ‖HNx . ‖φ‖HN+1x . ‖〈g, 1〉L2v‖HN−1x derived
from the Poisson equation ∆xφ = γ〈g, 1〉L2v . Substituting Pg = a+ b · v + c|v|2 into the term
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W6, one easily has
W6 =− 1ǫ 〈∂βvA(v) : ∇x∂αx b+ ∂βvB(v) · ∇x∂αx c, ∂αx ∂βv (I − P )g〉L2x,v
.1
ǫ
‖∇x(b, c)‖HN−1x ‖∂
α
x ∂
β
v (I − P )g‖L2x,v
.1
ǫ
‖∇xPg‖HN−1x L2v‖∂
α
x ∂
β
v (I − P )g‖L2x,v(ν) ,
(3.71)
where the inequalities are derived from the Ho¨lder inequality and Lemma 2.2. It is easily
derived from the same estimates of S7 as in (2.31) that the term W7 can be bounded by
W7 .
1
ǫ
‖(I − P )g‖HNx L2v(ν)‖∂αx ∂βv (I − P )g‖L2x,v(ν) . (3.72)
From plugging the bounds (3.67), (3.68), (3.69), (3.70), (3.71) and (3.72) into the inequality
(3.66) and the Young’s inequality, we deduce that
1
2
d
dt‖∂αx ∂βv (I − P )g‖2L2x,v +
δ1
2ǫ2
‖∂αx ∂βv (I − P )g‖2L2x,v(ν)
. 1
ǫ2
∑
β′<β
‖∂αx ∂β
′
v (I − P )g‖2L2x,v(ν) + ‖∇xPg‖
2
HN−1x L2v
+ 1
ǫ2
‖(I − P )g‖2HNx L2v(ν) + E
1
2
N (g, φ)DN,ǫ(g)
(3.73)
for all |α|+ |β| ≤ N with β 6= 0 and for all 0 < ǫ ≤ 1.
Let η > 0 be sufficiently small number to be determined. We add (3.2) in Lemma 3.1 and
η times of (3.31) in Remark 3.1 to the η2 times of the above inequality (3.73). Then there is
a small η0 > 0, independent of ǫ, such that for all 0 < η ≤ η0
1
2
d
dt
(
‖g‖2HNx L2v + ‖∇xφ‖
2
HNx
+ c0ηE
int
N (t) + η
2‖∂αx ∂βv (I − P )g‖2L2x,v
)
+ δ
2ǫ2
‖(I − P )g‖2HNx L2v(ν) +
η
2‖∇xPg‖2HN−1x L2v
+ η2‖〈g, 1〉L2v‖2HN−1x +
η2δ1
2ǫ2
‖∂αx ∂βx (I − P )g‖2L2x,v(ν)
. 1
ǫ2
∑
β′<β
‖∂αx ∂β
′
v (I − P )g‖2L2x,v(ν) + E
1
2
N (g, φ)DN,ǫ(g)
(3.74)
for all |α|+ |β| ≤ N with α 6= 0 and for all 0 < ǫ ≤ 1.
One notices that the quantity 1
ǫ2
∑
β′<β ‖∂αx ∂β
′
v (I − P )g‖2L2x,v(ν) in the right-hand side of
(3.74) is still not controlled. However, we observe that the orders of v-derivatives in this
quantity is strictly less than |β|, so that we can employ an induction over |β| = k, which
ranges between 0 and N , to obtain the inequality (3.60). For simplicity, we omit the details
of the induction, and the proof of Lemma 3.3 is finished. 
3.4. Global classical solutions: proof of Theorem 1.1. From the differential inequality
(3.64) in Remark 3.2 and the energy bound (2.7) in Lemma 2.5, we deduce that for any
[t1, t2] ⊆ [0, T ] and 0 < ǫ ≤ 1∣∣EN,η1(gǫ, φǫ)(t2)− EN,η1(gǫ, φǫ)(t1)∣∣ . ˆ t2
t1
E
1
2
N,η1
(gǫ, φǫ)DN,ǫ,η1(gǫ)dt
. sup
0≤t≤T
E
1
2
N (gǫ, φǫ)
ˆ t2
t1
DN,ǫ(gǫ)dt .
ˆ t2
t1
1
ǫ2
‖(I − P )gǫ‖2HNx,v(ν)dt+ |t2 − t1|
→ 0 as t2 → t1 .
Thus the local solution gǫ(t, x, v) to (1.7)-(1.14) constructed in Lemma 2.5 is such that the
energy functional EN,η1(gǫ, φǫ) is continuous in t ∈ [0, T ].
We now define
T ∗ = sup
{
τ ≥ 0; C sup
t∈[0,τ ]
E
1
2
N,η1
(gǫ, φǫ)(t) ≤ 12
}
≥ 0 .
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From EN,η1(gǫ,0, φǫ,0) ∼ EN (gǫ,0, φǫ,0) and the initial condition in Theorem 1.1, we derive that
EN,η1(gǫ,0, φǫ,0) ≤ C0EN (gǫ,0, φǫ,0) ≤ C0ℓ0
for some constant C0 > 0, where ℓ0 ∈ (0, 1] is small to be determined. If we take 0 < ℓ0 ≤
min{1, δ, 1
16C2C0
}, where δ > 0 is mentioned in Lemma 2.5, we have
CE
1
2
N,η1
(gǫ, φǫ)(0) = CE
1
2
N,η1
(gǫ,0, φǫ,0) ≤ C
√
C0ℓ0 ≤ 14 < 12 . (3.75)
Then the continuity of EN,η1(gǫ, φǫ)(t) implies that T
∗ > 0. Consequently, we derive from the
definition of T ∗ and the inequality (3.64) in Remark 3.2 that for all t ∈ [0, T ∗] and 0 < ǫ ≤ 1
d
dtEN,η1(gǫ, φǫ) + DN,ǫ,η1(gǫ) ≤ 0 .
From integrating the above inequality on [0, t] for any t ∈ [0, T ∗], we deduce that
EN,η1(gǫ, φǫ)(t) +
ˆ t
0
DN,ǫ,η1(gǫ)(τ)dτ ≤ EN,η1(gǫ,0, φǫ,0) ≤ C0ℓ0 (3.76)
uniformly for all 0 < ǫ ≤ 1, which immediately implies by the initial bound (3.75) that
C sup
t∈[0,τ ]
E
1
2
N,η1
(gǫ, φǫ)(t) ≤ 14 < 12 .
Thus, the continuity of EN,η1(gǫ, φǫ)(t) and the definition of T
∗ imply that T ∗ = +∞. In
other words, the local solutions gǫ(t, x, v) constructed in Lemma 2.5 can be extended globally.
Moreover, the uniform energy bound (1.18) can be derived from (3.63) and (3.76). Then the
proof of Theorem 1.1 is finished. 
4. Limit to Incompressible NSFP Equations
In this section, based on the uniform global energy bound (1.18) in Theorem 1.1, we aim
at deriving the incompressible NSFP equations (1.19) from the perturbed VPB system (1.7)-
(1.14) as ǫ→ 0.
4.1. Limits from the global energy estimate. From Theorem 1.1, we deduce that the
Cauchy problem (1.7)-(1.14) admits a global solution gǫ(t, x) ∈ L∞(R+;HNx,v), which sub-
jects to the uniform global energy estimate (1.18), namely, there is a positive constant C,
independent of ǫ, such that
sup
t≥0
(‖gǫ(t)‖2HNx,v + ‖∇xφǫ(t)‖2HNx ) ≤ C , (4.1)
and ˆ ∞
0
‖(I − P )gǫ(t)‖2HNx,v(ν)dt ≤ Cǫ
2 . (4.2)
From the uniform energy bound (4.1), there are g(t, x, v) ∈ L∞(R+;HNx,v) and Φ(t, x) ∈
L∞(R+;HNx ) such that
gǫ → g weakly- ⋆ for t ≥ 0, weakly in HNx,v ,
∇xφǫ → Φ weakly- ⋆ for t ≥ 0, weakly in HNx and strongly in HN−σx locally
(4.3)
for any σ > 0 as ǫ → 0. Since ∇xφǫ is the form of a gradient, the function Φ should also
be the same form, i.e., there is a function φ(t, x) ∈ L∞(R+;HN+1x ) such that Φ = ∇xφ. The
limits may hold for some subsequences. But, for convenience, we still employ the original
notations of the sequences to denote by the subsequences throughout this paper. From the
energy dissipation bound (4.2) and the inequality ‖(I −P )g‖2
HNx,v
. ‖(I −P )g‖2
HNx,v(ν)
implied
by Lemma 2.2, we have
(I − P )gǫ → 0 strongly in L2(R+;HNx,v) (4.4)
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as ǫ→ 0. We thereby deduce from combining the first convergence in (4.3) and (4.4) that
(I − P )g = 0 ,
which immediately means that there are functions ρ(t, x), u(t, x), θ(t, x) ∈ L∞(R+;HNx ) such
that
g(t, x, v) = ρ(t, x) + u(t, x) · v + θ(t, x)( |v|22 − 32) . (4.5)
We now introduce the following fluid variables
ρǫ = 〈gǫ, 1〉L2v , uǫ = 〈gǫ, v〉L2v , θǫ = 〈gǫ,
|v|2
3 − 1〉L2v . (4.6)
Taking inner products with the perturbed VPB equations (1.7) in L2v by 1, v and
|v|2
3 − 1,
respectively, gives the local conservation laws:
∂tρǫ +
1
ǫ
∇x · uǫ = 0 ,
∂tuǫ +
1
ǫ
∇x(ρǫ + θǫ) +∇x · 〈Â, 1ǫL(I − P )gǫ〉L2v − γǫ∇xφǫ − γρǫ∇xφǫ = 0 ,
∂tθǫ +
2
3ǫ∇x · uǫ + 23∇x · 〈B̂, 1ǫL(I − P )gǫ〉L2v − 23γuǫ · ∇xφǫ = 0 ,
∆xφǫ = γρǫ .
(4.7)
Moreover, the uniform bound (4.1) tells us that
sup
t≥0
(‖ρǫ‖HNx + ‖uǫ‖HNx + ‖θǫ‖HNx ) ≤ C . (4.8)
We thereby deduce the following convergences from the convergences (4.3) and the form of
limit function g(t, x, v) given in (4.5) that
ρǫ = 〈gǫ, 1〉L2v → 〈g, 1〉L2v = ρ ,
uǫ = 〈gǫ, v〉L2v → 〈g, v〉L2v = u ,
θǫ = 〈gǫ, |v|
2
3 − 1〉L2v → 〈g,
|v|2
3 − 1〉L2v = θ ,
(4.9)
weakly-⋆ for t ≥ 0, weakly in HNx and strongly in HN−σx locally for any σ > 0 as ǫ→ 0.
4.2. Convergences to limit equations. In this subsection, we will derive the incompress-
ible NSFP equations (1.19) from the local conservation laws (4.7) and the convergences ob-
tained in the previous subsection.
4.2.1. Incompressibility and Boussinesq relation. From the first equation of (4.7) and the
uniform bound (4.8), it is easy to deduce that
∇x · uǫ = −ǫ∂tρǫ → 0
in the sense of distribution as ǫ → 0, which implies that by combining with the convergence
(4.9)
∇x · u = 0 . (4.10)
Via the second uǫ-equation of (4.7), we have
∇x(ρǫ + θǫ − γφǫ) = −ǫ∂tuǫ + γǫρǫ∇xφǫ −∇x · 〈Â, L(I − P )gǫ〉L2v .
The bound (4.8) tells us that −ǫ∂tuǫ → 0 in the sense of distribution as ǫ → 0. We derive
from the bound (4.1) and (4.8) that
‖γǫρǫ∇xφǫ‖HNx . ǫ‖ρǫ‖HNx ‖∇xφǫ‖HNx . ǫ ,
which means that
γǫρǫ∇xφǫ → 0
strongly in L∞(R+;HNx ) as ǫ → 0. It is further derived from the uniform energy dissipation
bound (4.2) and Lemma 2.2 thatˆ ∞
0
‖∇x · 〈Â, L(I − P )gǫ〉L2v‖2HN−1x dt .
ˆ ∞
0
‖(I − P )g‖2HNx,v(ν)dt . ǫ
2 .
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We thereby obtain that
∇x · 〈Â, L(I − P )gǫ〉L2v → 0
strongly in L2(R+;HN−1x ) as ǫ→ 0. Consequently, we have proved that
∇x(ρǫ + θǫ − γφǫ)→ 0
in the sense of distribution as ǫ→ 0, which, combining with the convergences (4.1) and (4.8),
gives the Boussinesq relation
∇x(ρ+ θ − γφ) = 0 . (4.11)
4.2.2. Convergences of 35θǫ − 25ρǫ and Puǫ. Before doing this, we introduce the following
Aubin-Lions-Simon Theorem, a fundamental result of compactness in the study of nonlinear
evolution problems, which can be referred to Theorem II.5.16 of [13] or [61], for instance.
Lemma 4.1 (Aubin-Lions-Simon Theorem). Let B0 ⊂ B1 ⊂ B2 be three Banach spaces. We
assume that the embedding of B1 in B2 is continuous and that the embedding of B0 in B1 is
compact. Let p, r be such that 1 ≤ p, r ≤ +∞. For T > 0, we define
Ep,r =
{
u ∈ Lp(0, T ;B0), ∂tu ∈ Lr(0, T ;B2)
}
.
(1) If p < +∞, the embedding of Ep,r in Lp(0, T ;B1) is compact.
(2) If p = +∞ and r > 1, the embedding of Ep,r in C(0, T ;B1) is compact.
We now consider the convergence of 35θǫ − 25ρǫ. The third θǫ-equation of (4.7) multiplied
by 35 minus
2
5 times of the first ρǫ-equation gives
∂t(
3
5θǫ − 25ρǫ) + 25∇x · 〈B̂, 1ǫL(I − P )gǫ〉L2v − 25γuǫ · ∇xφǫ = 0 , (4.12)
which yields that
‖∂t(35θǫ − 25ρǫ)‖HN−1x . 1ǫ‖B‖L2v‖∇x(I − P )gǫ‖HN−1x L2v .
1
ǫ
‖(I − P )gǫ‖HNx L2v(ν) .
One then derives from the uniform energy bounds (4.2) that
‖∂t(35θǫ − 25ρǫ)‖L2(R+;HN−1x ) .
1
ǫ
‖(I − P )gǫ‖L2(R+;HNx,v(ν)) . 1 (4.13)
for all 0 < ǫ ≤ 1. It is easily derived from the uniform bound (4.8) that
‖35θǫ − 25ρǫ‖L∞(R+;HNx ) . 1 (4.14)
for all 0 < ǫ ≤ 1. One notices that
HNx →֒ HN−1x →֒ HN−1x , (4.15)
where the embedding of HNx in H
N−1
x is compact and the embedding of H
N−1
x in H
N−1
x is
naturally continuous. Then, from Aubin-Lions-Simon Theorem in Lemma 4.1, the bounds
(4.13), (4.14) and the embeddings (4.15), we deduce that there is a θ˜(t, x) ∈ L∞(R+;HNx ) ∩
C(R+;HN−1x ) such that
3
5θǫ − 25ρǫ → θ˜
strongly in C(R+;HN−1x ) as ǫ → 0. Combining with the convergences (4.9), we know that
θ˜ = 35θ − 25ρ. Consequently, we have
3
5θǫ − 25ρǫ → 35θ − 25ρ (4.16)
strongly in C(R+;HN−1x ) as ǫ→ 0, where 35θ − 25ρ ∈ L∞(R+;HNx ) ∩ C(R+;HN−1x ).
Next we consider the convergence of Puǫ, where P is the Leray projection on R3. Taking
P on the second uǫ-equation of (4.7) gives
∂tPuǫ + P∇x · 〈Â, 1ǫL(I − P )gǫ〉L2v − P(γρǫ∇xφǫ) = 0 . (4.17)
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It is easy to deduce from the Ho¨lder inequality, the bound ‖A‖L2v . 1, the calculus inequality
and Lemma 2.2 that
‖∂tPuǫ‖HN−1x .1ǫ ‖A‖L2v‖∇x(I − P )gǫ‖HN−1x L2v + ‖ρǫ∇xφǫ‖HN−1x
.1
ǫ
‖(I − P )g‖HNx L2v(ν) + ‖ρǫ‖HNx ‖∇xφǫ‖HNx ,
which, by the uniform bounds (4.1), (4.2) and (4.8), implies that
‖∂tPuǫ‖L2(0,T ;HN−1x ) .
1
ǫ
‖(I − P )gǫ‖HNx,v(ν) + ‖ρǫ‖L∞(R+;HNx )‖∇xφǫ‖L∞(R+;HNx )T (4.18)
for any T > 0 and 0 < ǫ ≤ 1. Furthermore, the bound (4.8) tells us that for all T > 0 and
0 < ǫ ≤ 1
‖Puǫ‖L∞(0,T ;HNx ) . 1 . (4.19)
Then, from Aubin-Lions-Simon Theorem in Lemma 4.1, the bounds (4.18), (4.19) and the
embeddings (4.15), we derive that there is a u˜ ∈ L∞(R+;HNx ) ∩ C(R+;HN−1x ) such that
Puǫ → u˜
strongly in C(0, T ;HN−1x ) for all T > 0 as ǫ → 0. Furthermore, from the convergences (4.9)
and incompressibility (4.10), we deduce that u˜ = Pu = u. Consequently,
Puǫ → u (4.20)
strongly in C(R+;HN−1x ) as ǫ → 0, where u ∈ L∞(R+;HNx ) ∩ C(R+;HN−1x ). We thereby
have
P⊥uǫ → 0 (4.21)
weakly-⋆ in t ≥ 0, weakly in HNx and strongly in HN−σx locally for any σ > 0 as ǫ→ 0, where
P⊥ is the orthogonal projection of P in L2x with the form P⊥ = ∇x∆−1x ∇x·.
4.2.3. Equations of ρ, u and θ. Based on the all convergences obtained in the previous subsec-
tion, we will deduce the incompressible NSFP system from (4.17), (4.12) and the last Poisson
equation of (4.7). We first calculate the term
〈Ξ̂, 1
ǫ
L(I − P )gǫ〉L2v ,
where Ξ = A or B. Following the standard formal derivation of fluid dynamic limits of
Boltzmann equation (see [9], for instance), we obtain
〈Â, 1
ǫ
L(I − P )gǫ〉L2v = uǫ ⊗ uǫ −
|uǫ|2
3 I − µΣ(uǫ)−Rǫ,A , (4.22)
and
〈B̂, 1
ǫ
L(I − P )gǫ〉L2v = 52uǫθǫ − 52κ∇xθǫ −Rǫ,B , (4.23)
where Σ(uǫ) = ∇xuǫ +∇xu⊤ǫ − 23∇x · uǫI, µ, κ are given in (1.20), and for Ξ = A or B, Rǫ,Ξ
are of the form
Rǫ,Ξ =〈Ξ,−ǫ∂tgǫ − v · ∇x(I − P )gǫ +Q((I − P )gǫ, Pgǫ) +Q((I − P )gǫ, (I − P )gǫ)
+Q(Pgǫ, (I − P )gǫ)− γǫ∇xφǫ · ∇vgǫ + γǫv · ∇xφǫgǫ〉L2v .
(4.24)
From plugging the relation (4.22) and decomposition uǫ = Puǫ + P⊥uǫ into (4.17), we
deduce that
∂tPuǫ + P∇x · (Puǫ ⊗ Puǫ)− µ∆xPuǫ = 53P[ ρǫ∇x(35θǫ − 25ρǫ)] +Rǫ,u , (4.25)
where
Rǫ,u =P∇x ·Rǫ,A + P[ρǫ∇x(γφǫ − ρǫ − θǫ)]
−P∇x · (Puǫ ⊗ P⊥uǫ + P⊥ ⊗ Puǫ + P⊥uǫ ⊗ P⊥uǫ) .
(4.26)
Here we make use of P(ρǫ∇xρǫ) = P∇x · ( |uǫ|
2
3 I + ∇xu⊤ǫ − 23∇x · uǫI) = 0. If we substitute
the relation (4.23) and splitting uǫ = Puǫ + P⊥uǫ into the evolution (4.12), we yield that
∂t(
3
5θǫ − 25ρǫ) + Puǫ · ∇x(35θǫ − 25ρǫ)− κ∆xθǫ = Rǫ,θ , (4.27)
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where
Rǫ,θ =
2
5∇x ·Rǫ,B + 25γP⊥uǫ · ∇xφǫ −∇x · (P⊥uǫθǫ)− 25Puǫ · ∇x(ρǫ + θǫ − γφǫ) . (4.28)
Now we take the limit from (4.25) to obtain the u-equation of (1.19). For any T > 0, let
a vector-valued text function ψ(t, x) ∈ C1(0, T ;C∞c (R3)) with ∇x · ψ = 0, ψ(0, x) = ψ0(x) ∈
C∞c (R
3) and ψ(t, x) = 0 for t ≥ T ′, where T ′ < T . Then we obtainˆ T
0
ˆ
R3
∂tPuǫ · ψ(t, x)dxdt
=−
ˆ
R3
Puǫ(0, x) · ψ(0, x)dx −
ˆ T
0
ˆ
R3
Puǫ · ∂tψ(t, x)dxdt
=−
ˆ
R3
P〈gǫ,0, v〉L2v · ψ0(x)dx−
ˆ T
0
ˆ
R3
Puǫ · ∂tψ(t, x)dxdt .
From the initial conditions in Theorem 1.2 and the convergence (4.20), we deduce thatˆ
R3
P〈gǫ,0, v〉L2v · ψ0(x)dx→
ˆ
R3
P〈g0, v〉L2v · ψ0(x)dx =
ˆ
R3
Pu0(x) · ψ0(x)dx
and ˆ T
0
ˆ
R3
Puǫ · ∂tψ(t, x)dxdt→
ˆ T
0
ˆ
R3
u · ∂tψ(t, x)dxdt
as ǫ→ 0. Namely, we haveˆ T
0
ˆ
R3
∂tPuǫ · ψ(t, x)dxdt→ −
ˆ
R3
Pu0(x) · ψ0(x)dx−
ˆ T
0
ˆ
R3
u · ∂tψ(t, x)dxdt (4.29)
as ǫ→ 0. It is also easily implied by the strong convergences (4.20) that
P∇x · (Puǫ ⊗ Puǫ)→ P∇x · (u⊗ u) strongly in C(R+;HN−2x ) ,
µ∆xPuǫ → µ∆xu strongly in C(R+;HN−3x )
(4.30)
as ǫ→ 0. From the bound (4.8) and strong convergence (4.16), we know that
5
3P
[
ρǫ∇x(35θǫ − 25ρǫ)
]→ 53P[ρ∇x(35θ − 25ρ)] = P(ρ∇xθ) (4.31)
weakly-⋆ for t ≥ 0, weakly in HNx and strongly in HN−1x locally as ǫ→ 0.
It remains to prove
Rǫ,u → 0 (4.32)
in the sense of distribution as ǫ → 0, where Rǫ,u is defined in (4.26). Indeed, by employing
the convergences (4.20) and (4.21), one can obtain
P∇x · (Puǫ ⊗ P⊥uǫ + P⊥uǫ ⊗ Puǫ + P⊥uǫ ⊗ P⊥uǫ)→ 0 (4.33)
weakly-⋆ in t ≥ 0 and strongly in HN−2x locally as ǫ → 0. Moreover, the convergences (4.3),
(4.9) and the Boussinesq relation (4.11) tell us that for almost all t ≥ 0,
P[ρǫ∇x(γφǫ − ρǫ − θǫ)](t)→ P[ρ∇x(γφ− ρ− θ)](t) = 0 (4.34)
strongly in HN−1x locally as ǫ → 0. Finally, from the definition of Rǫ,Ξ for Ξ = A or B in
(4.24) and the convergences (4.1), (4.2), (4.8), (4.20), (4.21), we can easily deduce that
∇x · Rǫ,Ξ → 0 (4.35)
in the sense of distribution as ǫ → 0. Consequently, we justify the convergence (4.32). It
thereby follows from the convergences (4.29), (4.30), (4.31), (4.32) and the incompressibility
(4.10) that u ∈ L∞(R+;HNx ) ∩ C(R+;HN−1x ) subjects to the evolution equation
∂tu+ P∇x · (u⊗ u)− µ∆xu = P(ρ∇xθ) ,
∇x · u = 0 , (4.36)
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with initial data
u(0, x) = Pu0(x) . (4.37)
We next take the limit from (4.27) to the third (35θ − 25ρ)-equation in (1.19) as ǫ → 0.
For any T > 0, let ξ(t, x) be a test function satisfying ξ(t, x) ∈ C1(0, T ;C∞c (R3)) with
ξ(0, x) = ξ0(x) ∈ C∞c (R3) and ξ(t, x) = 0 for t ≥ T ′, where T ′ < T . From the initial
conditions in Theorem 1.2 and the strong convergence (4.16), we deduce thatˆ T
0
ˆ
R3
∂t(
3
5θǫ − 25ρǫ)(t, x)ξ(t, x)dxdt
=−
ˆ
R3
〈gǫ,0(x, v), |v|
2
5 − 1〉L2vξ0(x)dx−
ˆ T
0
ˆ
R3
(35θǫ − 25ρǫ)(t, x)∂tξ(t, x)dxdt
→−
ˆ
R3
〈g0(x, v), |v|
2
5 − 1〉L2vξ0(x)dx−
ˆ T
0
ˆ
R3
(35θ − 25ρ)(t, x)∂tξ(t, x)dxdt
=−
ˆ
R3
(35θ0 − 25ρ0)(x)ξ0(x)dx−
ˆ T
0
ˆ
R3
(35θ − 25ρ)(t, x)∂tξ(t, x)dxdt
(4.38)
as ǫ→ 0. It follows from the strong convergences (4.20) and (4.16) that
∇x · [Puǫ(35θǫ − 25ρǫ)]→ ∇x · [u(35θ − 25ρ)] strongly in C(R+;HN−2x ) ,
κ∆x(
3
5θǫ − 25ρǫ)→ κ∆x(35θ − 25ρ) strongly in C(R+;HN−3x )
(4.39)
as ǫ→ 0. It remains to prove
Rǫ,θ → 0 (4.40)
in the sense of distribution as ǫ → 0, where Rǫ,θ is defined in (4.28). Indeed, form the
convergences (4.3), (4.9) and (4.21), one easily derives that for almost all t ≥ 0
2
5γP⊥uǫ(t) · ∇xφǫ(t)→ 0 strongly in HN−1x ,
∇x · [P⊥uǫ(t)θǫ(t)]→ 0 strongly in HN−2x
(4.41)
as ǫ→ 0. Moreover, the convergence (4.35) tells us
2
5∇x ·Rǫ,B → 0 (4.42)
in the sense of distribution as ǫ → 0. Furthermore, it follows from the convergences (4.3),
(4.9), (4.20) and the Boussinesq relation (4.11) that
2
5Puǫ · ∇x(ρǫ + θǫ − γφǫ)→ 25u · ∇x(ρ+ θ − γφ) = 0 (4.43)
weakly-⋆ for t ≥ 0, weakly in HN−1x and strongly in HN−2x locally as ǫ → 0. Consequently,
the limits (4.41), (4.42) and (4.43) imply the convergence (4.40). It is thereby yielded by
collecting the limits (4.38), (4.39) and (4.40) that
∂t(
3
5θ − 25ρ) +∇x ·
[
u(35θ − 25ρ)
]
= κ∆xθ (4.44)
with the initial data
(35θ − 25ρ)(0, x) = (35θ0 − 25ρ0)(x) . (4.45)
Finally, it follows from the convergence (4.3)that
∆xφǫ → ∆xφ (4.46)
weakly-⋆ for t ≥ 0 and weakly in HN−1x as ǫ → 0. Then, from the convergence (4.9), (4.46)
and Poisson equation ∆xφǫ = γρǫ in (4.7), we deduce that
∆xφ = γρ .
Recalling the Boussinesq relation (4.11), we have ∆x(ρ + θ) = γ∆xφ, which immediately
implies that
∆x(ρ+ θ) = γ
2ρ . (4.47)
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Collecting the all above convergence results, we have shown that (ρ, u, θ) ∈ L∞(R+;HNx ) with
(u, 35θ − 25ρ) ∈ C(R+;HN−1x ) obey the following incompressible NSFP equations
∂tu+ u · ∇xu+∇xp = µ∆xu+ ρ∇xθ ,
∇x · u = 0 ,
∂t(
3
5θ − 25ρ) + u · ∇x(35θ − 25ρ) = κ∆xθ ,
∆x(ρ+ θ) = γ
2ρ ,
with initial data
u(0, x) = u0(x) , (
3
5θ − 25ρ)(0, x) = 35θ0(x)− 25ρ0(x) .
Consequently, the proof of Theorem 1.2 is finished. 
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