Abstract. We show that a 3d cubic defocusing nonlinear Schrödinger equation with a potential is globally well-posed in H s for s ą 5 6
Introduction
In this paper, we consider a 3d cubic defocusing nonlinear Schrödinger equation
iu t`∆ u´V u´|u| 2 u " 0; up0q " u 0 P H s ,
where u " upt, xq is complex-valued, pt, xq P RˆR 3 and V " V pxq is a real-valued potential. It is known that for a large class of short-range potentials, NLS V is locally(-in-time) wellposed in H s for s P p 1 2 , 1s (see [14] ). Such solutions satisfy the mass conservation law Our goal is to lower the required regularity for global well-posedness to that for local well-posedness ps ą 1 2 q. At the same time, we also aim to include as large a potential class as possible. Indeed, the largest potential class we may hope for is K 0 , that is, the norm closure of bounded and compactly supported functions with respect to the global Kato norm }V } K :" sup
since it is the largest class for which Strichartz estimates are known [4, 12] .
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In the homogeneous case V " 0, Colliander-Keel-Staffilani-Takaoka-Tao established global well-posedness in H s for s ą 5 6 , using the I-method [8] , which improves Bourgain's Fourier truncation method [5] : they showed that the energy of the smoothed solution Iu, controlling the H s norm, grows at most polynomially in time. Later, in [9] , utilizing the interaction Morawetz estimate, the same authors pushed down the required regularity to s ą 4 5 . Currently, this is the best known result for the homogeneous equation. However, as far as the author knows, nothing has been proved for inhomogeneous ones.
In this paper, we first show global well-posedness below the energy norm in the presence of a potential. We define the potential class B by B :"
and denote the negative part of the potential V by V´pxq :" minpV pxq, 0q. Then, we prove: Theorem 1.1 (Global well-posedness). If V P B X L 8 and }V´} K ă 4π, then NLS V is globally well-posed in H s for s ą 5 6 . Remark 1.2 (Potential class). piq The assumptions in Theorem 1.1 allow us to use the two main ingredients of the proof: high frequency approximation lemmas (Lemma 2.1 and 2.2) and Beceanu's structure formula for the wave operator [3] . The smallness of V´guarantees coercivity of the energy Erus as well as the absence of zero resonances (Lemma A.1). piiq We do not assume any differentiability of a potential. For example, a potential with the bounds 0 ď V pxq À xxy´2´satisfies the hypotheses of the theorem. Remark 1.3 (Morawetz type inequalties). The current technology of Morawetz type inequalities for NLS V always requires smallness of the confining part of a potential, maxp x |x|¨∇ V, 0q [11, 7] . Thus they cannot be applied to NLS V with potentials having large wells or highly oscillatory potentials, for example. In order to include a larger class of potentials, we avoid using the interaction Morawetz estimate as in [9] .
We prove Theorem 1.1 using the I-method, but we also make several adjustments to deal with rough potentials. When a potential is smooth and rapidly decaying, it is conventional to treat the linear term V u as a nonlinear term, and use the Duhamel formula
(see [6, Section 4] ). However, if a potential is rough, the Duhamel formula p1.1q does not make sense, since V u has infinite Sobolev norm even for smooth u. For this reason, considering a potential as a part of the the linear operator, we use the Duhamel formula
Now we observe that the I-operator of [8] is not applicable to p1.2q, because a Fourier multiplier I does not commute with the linear propagator e´i tH . To solve this problem, we replace the I-operator by the I-operator, namely a smoothed high spectrum truncation defined as a spectral multiplier. We then run the program of Colliander-Keel-StaffilaniTakaoka-Tao [8] together with the following two observations. First, in high spectrum, spectral multipliers can be approximated by Fourier multipliers (see Section 2). Second, the wave operator is a convenient tool to derive linear and bilinear estimates associated with H (see Section 3).
1.1. Organization of the paper. In Section 2 and 3, we present the key items of this paper: high frequency approximation lemmas and the wave operator. In Section 4 and 5, we prove the almost conservation law and the main theorem.
1.2. Notations. We fix a standard dyadic partition of unity function χ P C 8 c pRq such that χ is supported in r 1 2 , 2s and
We define standard Littlewood-Paley projections by z P N f pξq " χ N p|ξ|qf pξq. When V P B and }V´} K ă 4π, using functional calculus, we define perturbed Littlewood-Paley projections by P N " χ N p ? Hq. assuming that the potential V is good enough to guarantee solvability of p2.1q for all ξ P R 3 . The collection te V px, ξqu ξPR 3 is called the distorted Fourier basis, and the distorted Fourier transform is defined by
The distorted Fourier transform is useful to analyze the linear propagator e´i tH , see [15, 1] for example. However, it is not a convenient tool in nonlinear analysis, mainly because the simple convolution property F V puvq " F V u˚F V v is no longer available. Indeed, it is equivalent to the group structure of the Fourier basis e V px, ξqe V py, ξq " e V px`y, ξq for all x, y, ξ P R 3 , but this is not expected to be true for general Schrödinger operators. We circumvent lack of the convolution property by considering distorted Fourier multipliers F´1 V pϕp|ξ|qF V f q with a symbol ϕ P C 8 c pp0,`8qq. Observe that if |ξ| is large, because of high oscillation, the standard Fourier basis e ix¨ξ almost solves the eigenvalue equation p2.1q in distribution sense:
Therefore, at least in high frequency, distorted Fourier multipliers can be approximated by standard ones. For example, we may guess that
in some sense, where ϕ P C 8 c pRq, supp ϕ Ă r1, 2s and ϕ N :" ϕpN q, and that the convergence rate would be faster when a potential is more regular. If these are true, lack of the convolution property can be overcome in many situations.
2.2.
Formulation of the heuristic argument. We will make the above heuristics rigorous. Suppose that V P B X L 3 2´α with 0 ă α ď 2 and }V´} K ă 4π. For ϕ N as above, we consider the spectral multiplier ϕ N p ? Hq, defined by functional calculus. Note that if both the distorted Fourier transform and its inverse transform are well-defined, then a spectral multiplier is simply a distorted Fourier multiplier ϕ N p ? 
The following two propositions explain the relation between local regularity of potentials and convergence rate:
Lemma 2.1 (High frequency approximation (I)). Suppose that V P K 0 XL 3 2´α with α P p0, 2s and }V´} K ă 4π. Let ϕ P C 8 c with supp ϕ Ă r1, 2s and ϕ N " ϕpN q. Then, for N " 1,
Proof. By duality, it suffices to show p2.2q for p " 1. For z R SpecpHq, we define the resolvent by
H´λ˘iǫq´1.
By the identity R0 pλq´RV pλq " R0 pλqpI´pI`V R0 pλqq´1q " R0 pλqpI`V R0 pλqq´1V R0 pλq and the Stone's formula,
Hq is represented by
Then, arguing as in [13, Section 4] , one can find Kpx,ỹq P L 8 y L 1 x such that
N 2 Kpx,ỹq|V pỹq| |x´x|xN px´xqy 3 |ỹ´y|xN pỹ´yqy 3 dxdỹ for sufficiently large N . Applying the Hölder inequality and the Minkowski inequality, we prove that
,8 with α P p0, 2s and }V´} K ă 4π. Let ϕ P C 8 c with supp ϕ Ă r1, 2s and ϕ N " ϕpN q. Then, for N " 1 and β P p0, 1s,
We take ∇ to p2.3q. Then, since the kernel of ∇R0 pλq is given by
by the above argument, one can find
N 2 K 2 px,ỹq|V pỹq| |x´x| 2 xN px´xqy 3 |ỹ´y|xN pỹ´yqy 3 dxdỹ.
Thus, it follows that
For p " 8, by duality, it suffices to show
is bounded on L 1 . But, by integration by parts, we have
Hence, repeating the same procedure, we prove that
Finally, by interpolation between p2.2q and p2.4q with β " 1, we complete the proof.
Similarly, in high frequency, |∇|´1 and H 1{2 are cancelled out up to small error:
,8 with α P p0, 2s and }V´} K ă 4π, then for N " 1,
Proof. First, we write
Then, by the norm equivalence (Lemma 3.5 below) with 1 ă p 1 ă 3 2 , we get
Observe that |∇|´1P N and H 1{2 P N have the same symbol λ´1χ N . It thus follows from Lemma 2.1 that
By duality, we obtain the corollary.
Wave Operators and their Applications
We define the (forward-in-time) wave operator by
The wave operator is a useful tool because of its intertwining property: for any Borel function m : R Ñ C,
where P c is the spectral projection to the continuous spectrum and W˚is the dual of W . In [3] , Beceanu obtained the structure formula for the wave operator. Let Op3q " tS P BpR 3 , R 3 q : S˚S " Iu be the group of orthogonal linear transformations on R 3 . We say that ψ P L 8 is a zero resonance if pI`p´∆q´1V qψ " 0.
Theorem 3.1 (Structure of the wave operator [3] ). If V P B and that H does not have a zero resonance, then there exists a measure g s,y pxq such that
f psx`yqdg s,y pxq¯dy, and ş
Remark 3.2. piq In [3] , the definition of a zero resonance is slightly different, but it is essentially equivalent to that in Theorem 3.1 (see p2.4q of [3] ).
piiq If V P B and }V´} K ă 4π, H has no zero resonance (so P c " 0) (Lemma A.1).
By Theorem 3.1 and the intertwining property, one can easily derive the following estimates from the homogeneous analogues: Lemma 3.3 (Spectral multiplier theorem). Suppose that V P B and }V´} K ă 4π. Let m : p0,`8q Ñ C be a symbol of order zero, i.e., |B k λ mpλq| À k λ´k for λ ą 0 and 0
Proof. By the intertwining property, the boundedness of mp ? Hq " W mp´∆qW˚follows from the boundedness of the wave operator and the classical Fouirer multiplier theorem.
Remark 3.4. The spectral multiplier theorem holds for a larger class of potentials [13] .
Lemma 3.5 (Norm equivalence). If V P B and }V´} K ă 4π, then for s P r0, 2s,
Proof. By the spectral multiplier theorem, imaginary power operators H iα , with α P R, are bounded on L p . Applying the Stein's complex interpolation to the bounded analytic families of operators H z p´∆q´z and p´∆q z H´z on tz P C : 0 ď Re z ď 1u, we derive the norm equivalence. See details in [13] .
where 1 ă p ă q ă 8, 0 ď s ď 2 and
Proof. The Sobolev inequality follows from the standard Sobolev inequality and the norm equivalence.
We define the standard (perturbed, resp) X s,b -norm defined by
where F t u is the temporal Fourier transform of u and xH 1{2 y s xτ´Hy b is given by functional calculus. We also define
where 2 ď q, r ď 8 and Proof. By the Fubini theorem, the temporal Fourier transform F t commutes with the wave operator (see the structure formula in Theorem 3.1). We thus have
Hence, Lemma 3.7 follows from boundedness of the wave operator and p2.5q of [8] :
Lemma 3.8 (Some estimates involving the X s,b -norm). If V P B and }V´} K ă 4π, then
where 0 ă β ă b ă 1 2 , and P " Proof. As we did in the proof of Lemma 3.7, we write
Then, p3.3q, p3.4q and p3.5q follow from p3.16q, p3.17q and p3.18q of [8] . For example, by p3.17q of [8] and p3.2q, we obtain that
Lemma 3.9 (Bilinear estimate involving the X δ s,b -norms). Suppose that V P B and
Proof. By the structure formula for the wave operator, we write
Thus,
For example, consider
By the Minkowski inequality, it is bounded by ż
Observe that by the intertwining property, W˚u i " W˚P N i u i " P N i W˚u i is localized in |ξ| " N i in frequency. Thus, applying the bilinear estimate in the homogeneous case (Lemma 2.1 of [8] ) and p3.2q, we get
We thus conclude that
By the same way, we estimate other terms. 
which implies CpV q " CpV r q. 
where χ M is a dyadic partition of unity given in Section 1.4. Due to the technical issue in Section 5.5, we define the discrete perturbed I-operators by
The energy of Iu is comparable to }u} H s in the following sense:
Proof. For p4.1q, by the spectral multiplier theorem and the norm equivalence, we obtain
H s . For the nonlinear term, by the spectral multiplier theorem and the Sobolev inequality
For p4.2q, by the norm equivalence and the spectral multiplier theorem to H s´1 2 I´1, we get
We define the standard I-operators by I " I N :" m N p ?´∆ q. As an application of Lemma 2.1 and 2.2, we prove the following approximation lemma: Lemma 4.2 (Approximation of I). If V P B X L 8 and }V´} K ă 4π, then for β P r0, 1s and N " 1, the differenceĨ :" I´I obeys
Proof. Since both 1pHq and 1p´∆q are identity maps on L 2 X L p , we writẽ
It follows from Lemma 2.1 and 2.2 that
Summing in M , we complete the proof.
4.2.
Almost conservation law ñ Global well-posedness. In the next section, we will show that the energy of Iu is almost conserved: ErI N usptq " ErI N u 0 s`OpN´1`q, for t P r0, δs. Now we will prove the main theorem, assuming the almost conservation law.
Proof of Theorem 1.1, assuming Proposition 4.3. Let r " 1 to be chosen later. We denote
x r q and u r,0 :" 1 r u 0 pr q. Then u r pt, xq solves iB t u r´Hr u r´| u r | 2 u r " 0; u r p0q " u r,0 .
Observe that (4.5) E Vr rI N,r u r,0 s ď C 0 N 2´2s r 1´2s p1`}u 0 } H s q 4 .
Indeed, by the argument in the proof of Lemma 4.1, we have
Now we choose
r "´1 2C 0¯1 1´2s N 2s´2 1´2s p1`}u 0 } 9 H s q´4 1´2s ñ E Vr rI N,r u r,0 s ď 1 2 (by p4.5q).
Then it follows from Proposition 4.3 that there exists C 1 ą 0 such that (4.6) E Vr rI N,r u r pC 1 N 1´δ qs " 1.
Note that C 1 , δ and the implicit constant in p4.6q are independent of scaling. Indeed, }V r } B is invariant and }V r } L 8 is uniformly bounded in r " 1. As mentioned in Remark 3.10, the sharp constants for all the estimates used in the proof of Proposition 4.3 will not depend on scaling V Þ Ñ V r . Take T 0 "
s . Unscaling u r , we prove that the energy of I N u grows at most polynomially in time:
By p4.2q and mass conservation, }uptq} H s also grows at most polynomially in time. For the proof, we need the following lemma. For notational convenience, we omit the time interval r0, δs in the norm }¨} L p tPr0,δs if there is no confusion.
tPr0,δs
Proof. Split u " P ďN u`P ąN u. By the Sobolev inequality, Strichartz estimates and the spectral multiplier theorem, we obtain
Proof of Proposition 5.1. Applying Lemma 3.8 to the Duhamel formula
we write
.
Then a small constant δ ą 0 will be obtained by the standard nonlinear iteration argument, once we show that
Hence, it follows that
Therefore, for p5.3q, it is enough to show that
For the low frequency part, by the spectral multiplier theorem and p5.2q,
For the high frequency part, by Lemma 2.1,
Thus it remains to show
We split each u into the low and high frequency parts, and then apply the Leibniz rule for |∇|I. When |∇|I hits the low frequency, it is bounded by
whereũ is either P ď1 u or P ą1 u. When |∇|I hits the high frequency, it is bounded by
For |∇|IP ą1 u, we write
Applying Strichartz estimates to the first term and Lemma 2.1 and p5.2q to the second term, we bound
5.2.
A priori estimates. Before proving the proposition, we collect a priori estimates. Let δ ą 0 be in Proposition 5.1. We claim that we may assume that
Indeed, by H s -continuity of uptq and p4.2q, one can find a subinterval r0,δs where p5.4q holds. Then, it follows from the argument of Section 5.4"5.6 with p5.1q and p5.4q on r0,δs that ErIuptqs ď 2 for 0 ď t ďδ ñ }Iuptq}
Thus one can extend r0,δs little bit more with the same a priori bounds. Repeating, we extend to r0, δs. For simplicity, we omit this iteration procedure and just assume p5.4q.
Lemma 5.3 (Collection of a priori estimates).
Assume that V P B X L 8 , }V´} K ă 4π and u satisfies p5.1q and p5.4q. Then the following estimates hold:
x À N´2`β (Lemma 4.2 and p5.7q),
Proof. p5.5q: The first inequality follows from Strichartz estimates. For the second one, we observe that by the norm equivalence,
By interpolation, it suffices to show for pq, rq " p2, 6q. Indeed, for the low frequency part, by Lemma 5.2,
For the high frequency part, we write |∇|P ą1 Iu " p|∇|P ą1´H 1{2 P ą1 qIu`H 1{2 P ą1 Iu.
For the first term, by Proposition 2.2, we obtain
The second term is bounded by Strichartz estimates. p5.8q: Similarly, for the low and high frequency parts, we have
p5.9q: Splitting I´1Ĩu into the low and high frequency parts, we write
5.3.
Outline of the proof. Let δ ą 0 be a small number given by Proposition 5.1, and choose a large number N " 1{δ. By the persistence of regularity [14, Corollary 4.4] , it suffices to show the almost conservation laws for solutions in C t pr0, δs; H 2 x q, where H 2 is the domain of the self-adjoint operator H. It will guarantee the following formal calculations make sense.
By the fundamental theorem of calculus,
RerIu t pHIu`|Iu| 2 Iuqsdxdt.
Plugging the identity
RerIu t pHIu`|Iu| 2 Iuqs " RerIu t pHIu`|Iu| 2 Iu´iIu t qs
Hence the almost conservation law follows once we show that
We will prove them in two steps. First, we approximate Term 1 and Term 2 by
with OpN´1`q-error. Next, we show that Term 5.4. Approximation step. We will show that pTerm 1´T erm 1 1 q " OpN´1q. First, we write
For the first term, by the norm equivalence and p5.5q, }HIu} L 8
For the second term, we split
By Lemma 4.2 and p5.7q,
It remains to show that
We split
Then, by the Hölder inequalities, the Leibniz rule for |∇|I and Lemma 5.3, we obtain
Collecting all, we conclude that pTerm 1´T erm In our case, we cannot take out the symbol p1´m pξ 1 q mpξ 2 qmpξ 3 qmpξ 4from the integral of each dyadic piece as in the homogeneous case [8] , since the X s,b -norm is not defined by Fourier transform. To solve this problem, we will discretize the symbol. The Strichartz exponents in [8] also have to be modified, because the norm equivalence }∇u} L r " }H 1{2 u} L r is valid only for 1 ă r ă 3.
We introduce a new Littlewood-Paley projection Q M :" pχ Mf q _ wherẽ
and thus
Using two Littlewood-Paley projections P M and Q M , we decompose p5.10q into the sum of dyadic pieces
where v 1 " P N 1 pHIuq and v i " Q N i Iu for i " 2, 3, 4. By symmetry, we may restrict the case N 2 ě N 3 ě N 4 in the sum. Note also that N 1 À N 2 in p5.11q, since ż
We split the sum into the following sub-cases. 
Using this bound and the the Hölder inequality, we write for the symbol, and consider the following six sub-cases separately.
(Case 3-1a:
L 36 x with p5.12q, we write
By Corollary 2.3, Lemma 2.1 and p5.6q, we approximate |∇|´1v 1 " P N 1 |∇|´1HIu by
À N´2 1 , and approximate Q N 2 |∇|Iu by
Hq. Therefore, by Strichartz estimates, we obtain
Finally, using the Cauchy-Schwartz inequality to sum in N 1 , N 2 , we conclude that ÿ
(Case 3-1b:
L 36 x with p5.12q, we get
Summing in N 3 , N 4 and using the Cauchy-Schwartz inequality to sum in N 1 , N 2 as we did in Case 3-1a, we obtain ř Case 3-1b |p5.11q| À N´1.
(Case 3-2b:
(Case 3-2c: 
(Case 2b: .
In each case, summing in N 2 , N 3 , N 4 , we conclude that Term Proof. Suppose that ψ "´p´∆q´1V ψ ‰ 0 in L 8 . We will deduce a contradiction bý
(see Lemma 2.1 of [10] ). Pick a smooth cut-off χ such that χ " 1 if |x| ď 1 and χ " 0 if |x| ě 2, and let χ R :" χpR q. Plugging ψχ R into the above inequality, we write }∇pψχ R q} 2 L 2 À xHpψχ R q, ψχ R y L 2 " xpHψqχ R´2 ∇ψ¨∇χ R´ψ ∆χ R , ψχ R y L 2 . For ǫ ą 0, choose ψ ǫ P C 8 c such that }ψχ 2 R´ψ ǫ } L 3,1 ă ǫ. Then, we have xHψ, ψ ǫ y L 2 " xψ, p´∆`V qψ ǫ y L 2 " xψ, pI`V p´∆q´1qp´∆ψ ǫ qy L 2 " xpI`p´∆q´1V qψ, p´∆ψ ǫ qy L 2 " 0,
Since ǫ ą 0 is arbitrary, this proves xHψ, ψχ 2 R y L 2 " 0. Therefore,
Sending R Ñ`8, we conclude that ψ " 0 (contradiction!).
