Multiazimuth binning of 3-D P-wave reflection data is a relatively simple but robust way of characterizing the spatial distribution of gas-producing natural fractures. In our survey, data were divided into two volumes by ray azimuth (approximately perpendicular and parallel (±45
INTRODUCTION
Low-permeability ("tight") gas reservoirs, especially in the Rocky Mountains, are an important resource base for US domestic energy production. Natural fractures provide critical permeability pathways for efficient gas yield to wells in these reservoirs. The US Department of Energy's (USDOE) Detection and Analysis of Naturally Fractured Gas Reservoirs Manuscript received by the Editor January 29, 1998; revised manuscript received January 6, 1999. project was a multidisciplinary research initiative to advance cost-effective technology for developing these formations. In this paper, we describe survey analyses conducted under this program designed to map the distribution of subvertical fractures, principally through azimuthal variations in the seismic response. We characterized these variations using the following methods:
1) Azimuthal differences in interval velocity, reflectivity, and frequency in a near-standard, 3-D, P-wave seismicreflection survey. These data were binned into two azimuth groups: roughly parallel and perpendicular (±45 • ) to the dominant fracture strike. 2) Variations in the magnitude and direction of maximum P-wave interval velocity, determined from continuous interpolation of 3-D P-wave data binned into four azimuth groups. A smaller survey was used, centered within the larger one above but with better azimuth-fold distribution. 3) Variations in the velocity and azimuth of the fast shear wave (S 1 ), derived from four-azimuth binning of data in the smaller survey and exploiting P-to-S converted waves recorded on three-component geophones. 4) A nine-component vertical seismic profile. This work is not reported here, but generally supports inferences from other methods. 5) Other geological and geophysical data that corroborate the anisotropy: natural fractures observed at the target level and at the surface, seismically mapped faults, and the direction of the maximum horizontal stress.
Clearly methods using multiple components of ground motion and/or several azimuths are more sophisticated, but are also associated with greater acquisition and processing costs. Our goal is not only to assess how well these methods predict fractures and associated gas pay, but also to assess their relative cost effectiveness. The two-azimuth results from the large survey are the focus of this paper, with some supporting information from the smaller survey. Further details on these surveys, as well as the vertical seismic profiling (VSP) and other data, are documented by Blackhawk Geometrics (1997) .
A preliminary report on this study was given in Lynn et al. (1996a) . An extended report by Blackhawk Geometrics (1997) is available on CD-ROM from USDOE, together with other studies in the Detection and Analysis of Naturally Fractured Gas Reservoirs Project.
Fractures and seismic anisotropy
Aligned vertical fractures will cause azimuthal variations in seismic properties. Although fractures with a variety of orientations are usually present in the field, subvertical fractures are common and the most straightforward to detect seismically, and therefore may provide clues to the overall distribution of fractures and reservoir yield. The simplest model of a vertically fractured medium is transverse isotropy with a horizontal axis of symmetry (TIH). Pioneering theoretical work has examined P-and S-wave velocity and attenuation in TI-fractured media (Crampin, 1981 (Crampin, , 1984 Hudson, 1981 Hudson, , 1986 Thomsen, 1986; Schoenberg and Sayers, 1995) . Recent attenuation studies include permeability anisotropy (Akbar et al., 1993; Gelinsky and Shapiro, 1996; Thomsen, 1995; Pointer et al., 1996) . P-wave amplitude variation with azimuth and offset (AVOA) is an emerging tool for azimuthal-anisotropy studies (e.g., Strahilevitz and Gardner, 1995; Grimm and Lynn, 1997; Kühnel et al., 1997; Rüger and Tsvankin, 1997; Sayers and Ricket, 1997; Shen et al., 1997) .
The fast shear wave S 1 is polarized parallel to cracks in a TI medium; this phenomenon has been used extensively for characterization of naturally fractured reservoirs (e.g., Lynn and Thomsen, 1990; Mueller, 1991; Winterstein and Meadows, 1991; Queen et al., 1992) . Crack models lead to the quantitative relation that the crack density is approximately equal to the shear-wave velocity anisotropy (Hudson, 1981; Crampin, 1984 Crampin, , 1993 . Note that there is also evidence indicating a correspondence between the direction of maximum compressive stress and the S 1 direction (Queen and Rizer, 1990; Queen et al., 1992) .
The decrease in P-wave velocity across fractures is well known; for example, Garotta (1989) showed that azimuthal differences in far-offset reflection arrival times correlated with fracture orientation. Spatial variations in velocity anisotropy were also detectable in this study. Johnson et al. (1996) recently recorded azimuthal differences in P-wave amplitude variation with offset (AVO) response related to gas-filled fractures. There, the P-wave AVO response measured on seismic lines perpendicular to the strike of gas-filled natural fractures was almost an order of magnitude greater than the AVO response measured in the fracture-parallel direction. Johnson's results are consistent with similar work in the Bluebell-Altamont field of the Uinta basin, Utah, which showed P-wave AVO gradient differences at the intersection of fracture-parallel and fractureperpendicular lines (Lynn et al., 1996b) . Tsvankin (1997) and Grechka and Tsvankin (1998, 1999) gave theoretical analyses of velocity variations in TI media.
Although they are not as sensitive to fractures as S-waves, P-wave methods nonetheless offer several advantages, the most important of which are decreased cost and increased data quality. In addition, P-wave reflections respond strongly both to the rock properties and the material saturating the rock pores or fractures, whereas S-S reflection data contain information principally about the rock frame and are only weakly affected by the nature of pore fluids (e.g., Hudson, 1981; Crampin, 1984) . Therefore, investigations using primarily P-wave seismic data include evaluation for the presence of gas as well as fracture azimuth and relative fracture density.
Geological background
The naturally fractured gas reservoir of interest here is located in the Wind River basin, Wyoming. The field lies over a Laramide-age, east-west trending, thrust-cored anticline approximately 20 × 10 miles (32 × 16 km) in size, which has no surface expression. The Tertiary lower Fort Union (LFU) formation from 5500 to 10 000 ft (1700-3000 m), is the target of this study. The Waltman shale is the cap rock for gas in the underlying LFU; where the Waltman is absent to the west, there is no production from the LFU. The Waltman is also a key geophysical feature: a time sag in LFU reflectors appears over the crest of the anticline, where the seismically slow shale is thickest.
A number of large faults are mappable in 3-D seismic data ( Figure 1 ). The faults with the most vertical displacement (normal, up to 350 ft or 100 m) are those bounding the structural crest on either side. The faults are steeply dipping with mean azimuth N85W and dominant length 10 000-20 000 ft (3000-6000 m). In cross-section, the faults appear to be listric, diverging from the crest at greater depth, and are interpreted to merge with both high-angle antithetic thrusts and low-angle detachments. This fault geometry and the thickening of the Waltman shale over the anticline crest suggest that the normal faults most likely formed by stress release and partial collapse of the anticline, some possibly as reactivated thrusts. The relevance of this interpretation here is that measures of stratigraphic curvature, which reflect flexural deformation, are poor predictors of fracturing; therefore, there is a greater reliance on seismic methods.
Borehole imaging logs and cores give direct evidence of natural fractures in situ within the target LFU. Most fractures are steeply dipping and strike roughly east-west (Figure 1 ). The direction perpendicular to borehole elongation or spalling is an indicator of the orientation of maximum compressive stress (Zoback et al., 1985) and is approximately N90W ±25
• (Figure 1) ; this is also the direction in which extensional fractures would form. The consistency of the present-day maximum horizontal stress azimuth and the fracture/fault azimuth implies that there has been no major rotation of the stress field since the time of formation of the faults.
THREE-DIMENSIONAL P-WAVE SEISMIC SURVEY (3D-P)

Acquisition and processing
A 3-D P-wave seismic survey, covering approximately 37 mi 2 (96 km 2 ), was the principal data set that we analyzed for seismic anisotropy in the lower Fort Union formation. Relevant survey parameters were dynamite source (1829 shots), brick source-pattern 440 × 2640 ft, 220-ft receiver-group spacing, 12 geophones per group in a circular array, 120 groups per line, 1320-ft (1/4-mile) line spacing, 960 live channels (minimum 680), 10-Hz geophones, 8.7-90 Hz bandpass, and 110 ft in-line × 220 ft cross-line bin size.
Eight lines were maintained live in order to partially accommodate "all-azimuth" acquisition. Because the recording patch was still rectangular, longer offsets did remain in the inline direction. This also causes a variation in common-midpoint (CMP) fold with azimuth and offset, from a minimum of 5-8 at 5000-ft (1500-m) offset in the east-west (EW) or cross-line direction, to a maximum of 22-30 at 10 000-ft (3000-m) offset in the north-south (NS) or in-line direction. This produces a noticeable bias in some seismic attributes (Grimm and Lynn, 1997; see below) . The data were of sufficiently high quality that this problem was partially alleviated by limiting the maximum offset in the reflectivity to 5000 ft (1500 m) in both in-line and cross-line directions. There were two strips of higher fold (15-20) near the western and eastern edges of the survey for which 10 000-ft (3000-m) offsets could be attained in both directions.
FIG.
1. Summary of strikes of near-vertical natural fractures in lower Fort Union formation (LFU) inferred from borehole imaging ("fractures"), well breakouts and ellipticity ("max. hor. stress"), seismically mapped faults (heavy lines), and the seismic experiments described in this paper. Depth structure contours (in feet) for top of LFU are also shown. Local coordinates (in feet) are given on west and south axes; seismic-survey in-line and cross-line bins are displayed on east and north axes, respectively. Control wells are indicated using standard symbols; designation A-E indicates estimated ultimate recovery (EUR) of gas followed by identification number.
The investigation of azimuthal anisotropy began by performing azimuthal scans at 10
• intervals within selected 2000 × 2000-ft "supergathers" in the high-fold strips. The azimuthoffset distribution within supergather 2, for example, shows strong directional variations in normal moveout (Figure 2) . A single stacking velocity was applied to all the azimuth panels. The LFU formation is from ∼1.3-2.0 s. The cumulative velocity anisotropy to the bottom of the LFU is evident from the variation in normal moveout at 2.0 s. At an azimuth of 90
• , the gather of the bottom LFU reflection is flat, indicating a proper correction. However, at azimuths of 0
• or 180
• , the reflection appears to slope downward, indicating that a slower stacking velocity is required. The azimuthal differences can also be seen in the top LFU reflection package (as the single stacking velocity was optimized for the lower reflector, there is a mean uncorrected moveout here). These differences in normal moveout corrections are primary evidence that NS azimuths have slower velocities than EW azimuths at this location, and indeed the EW direction is generally the fastest throughout supergather velocity scans.
These azimuthal variations in stacking velocity can be interpreted as dip, lateral heterogeneity, or anisotropy. Dip can be ruled out because this location is near the anticline crest where strata are nearly flat-lying. Indeed, there is no correlation between interval velocity and dip in the poststack data, indicating that prestack migration renders such effects insignificant throughout the survey. Heterogeneity is potentially a more serious effect, and at a single location we are unable to distinguish heterogeneity from anisotropy. Shallow heterogeneity would be manifested as residual statics; although processing included only surface-consistent and not refraction statics, the excellent fit of the resulting depth-structure maps to well control indicates there are no statics problems. Lateral heterogeneity at depth may be more modest yet strongly influence measures of anisotropy. Grechka and Tsvankin (1999) have developed a correction for lateral heterogeneity based on the spatial curvature of zero-offset traveltime. Applying their method to the top LFU, we found that the normal-moveout (NMO) ellipticity from heterogeneity was usually smaller than that from anisotropy, and indeed is negligible at key locations that we interpret as having high gas prospectivity (see below). However, these curvatures are based on 1/2-mile spacings of stackingvelocity analyses (velscans); a more detailed velocity model could show greater variability.
Based on such tests, we inferred that anisotropy is likely the cause of azimuthal stacking-velocity variations; the fast direction was generally EW, in agreement with fracture orientations cited above. The data were therefore binned by azimuth into two volumes, one within 45
• of dominant fracture strike (EW±45
• ), and the other within 45
• of the perpendicular (NS±45
• ). Two-azimuth binning is the simplest selection for anisotropy with a single dominant direction or its orthogonal complement. The method cannot quantify formal anisotropy parameters, but it can indicate where anisotropy in the prin- cipal azimuths is strong (see below); conversely, it is blind to anisotropy at 45
• to these directions. Processing was carried out independently for these two subsets, including dip moveout (DMO), prestack-time minimum migration, stacking-velocity analyses, and residual migration poststack.
Structure maps
The principal use of 3-D seismic data is structural and stratigraphic mapping. Interpreters of the 3-D P-wave seismic datasets found that the EW volume was more coherent and provided better imaging for structural definition and fault placement than either the NS or all-azimuth volumes (Figure 3) . We interpret the lower NS coherence as due to scattering from EW fractures. Despite the significantly lower fold of the EW data, superior imaging was possible in the fracture-parallel direction. This result, counterintuitive to standard practices of aligning 2-D and narrow azimuth aperture 3-D surveys crossstrike, suggests that along-strike azimuth-limited volumes may be more useful for geological interpretation.
Time-structure maps were picked from the migrated data. Depth-structure maps (Figures 1 and 4) are expressed relative to a datum 5000 ft (1524 m) above sea level, and were constructed using a smoothly varying velocity model.
Azimuthally dependent seismic attributes
Using the layer boundaries in the time-structure maps, a variety of seismic attributes were calculated for both NS and EW data volumes; these are described in detail below. The attributes that best demonstrate the seismic response to the fractured LFU reservoir and its gas yield are then identified through statistical analysis, and detailed interpretations follow.
Seismic attributes were analyzed in map view by computing vertical (time) averages from the volume data. This was necessary because the estimated ultimate recovery (EUR) of gas was provided by the field operator only as a total for the entire LFU reservoir. Because it is thought that most of the yield is in the top part of the LFU, or at least that good production elsewhere in the reservoir is correlated with good production in the upper LFU (field operator, personal communication, 1997), attributes were averaged over windows of length 300 ms (1500 ft or 500 m). We tested a 600-ms window but found the 300-ms results were generally better. We also computed attributes for the top-LFU reflection alone in 8-and 24-ms windows, but do not report these here (see Blackhawk Geometrics, 1997, for further details).
The combined effects of seismic reflection and transmission, vertically averaged in the upper LFU, were characterized by four basic sets of attributes: interval velocity, stacked reflection strength, stacked frequency, and AVO. Azimuthal dependence of these attributes was expressed as ratios or differences of NS and EW attributes. The interval velocity was calculated from time maps and stacking velocities using the Dix equation. The absolute value of stacked reflctivity was taken before vertical averaging. Stacked frequency was computed as the modal value of the Fourier transform of the time-averaging window. AVO intercepts and gradients were calculated in the prestack data according to Shuey's (1985) linearization of the Zoeppritz equations for reflectivity with angle of incidence, R(θ) = A + B sin 2 θ, where θ is the angle of incidence upon the
FIG. 3. NS section (perpendicular to dominant fracture strike) imaged in EW and NS azimuth-limited volumes.
Note higher data quality in fracture-parallel volume (EW) in spite of lower fold. Top LFU at approximately 1.3 s.
FIG. 4. Azimuthal ratio (NS/EW) of interval velocities
, averaged over 300-ms window below top of LFU. Depth structure contours, faults, wells, and coordinate systems as in Figure 1 .
reflector, A is the AVO intercept, and B is the AVO gradient (no corrections were attempted for cumulative overlying transmission and reflection; see Rüger and Tsvankin, 1997) . The AVO restricted gradient is defined as the AVO gradient multiplied by the sign of the AVO intercept. The absolute value of the AVO intercept was also computed. Maps of the azimuthal ratio of interval velocity and azimuthal differences in reflectivity and frequency are given in Figures 4, 5, and 6, respectively. Note that reflectivity was computed in both 5000-ft (1500-m) and 10 000-ft (3000-m) offset-limited volumes; the former ensures equal fold in both NS and EW directions. Velocity, frequency, and AVO were all obtained using 10 000-ft (3000-m) maximum offsets. This leads to greater offset in the in-line (NS) direction, but preserves the highest folds available.
Attribute correlations with well yield
Nineteen control wells within the 37-mi 2 (96-km 2 ) survey were assigned a letter designation based on a logarithmic scale of EUR of gas [A: >15 billion cubic feet (bcf), B: 8-15 bcf, C: 1-8 bcf, D: 0-1 bcf, E: 0]. As a rule of thumb, A and B wells are considered commercially viable in this field, C wells are marginal, and D and E wells are noncommercial. As we seek to define the best potential drilling sites, we define commercial wells as categories A and B alone.
The seismic attributes described above were computed on the 37-mi 2 (96-km 2 ) survey and extracted at the 19 wells in Table 1 ). There are 16 independent attributes computed from the two azimuth-limited volumes; sums or differences give a total of 31 seismic attributes. Two geological attributes were also considered (structural altitude and distance to a major fault). Linear correlation coefficients between attributes and EUR performed poorly. In cases where the data set is so small or has correlated noise such that an underlying normal statistical distribution cannot be safely assumed, nonparametric techniques may be more useful. The Spearman rank-correlation coefficient (e.g., Davis, 1986 ) operates on ordinal data alone: the rank of each datum in a series and not its metric value is the random variable. Furthermore, because the rank of wells by EUR categories alone is likely more reliable than ranking by individual EURs, we assign the same rank to all wells in the same category. The Spearman rank-correlation coefficient proved much better at elucidating relationships between the seismic attributes and EUR category; significance levels (the Type I error probabilities) for key attributes are on the order of 1% (Figure 7 ), indicating high confidence that such attributes are truly correlated with well yield.
An alternative method of evaluating attribute correlation with pay was based on choosing a single cutoff or threshold of the attribute. The data were divided into commercial (AB) and marginal-to-noncommercial (CDE) categories. For FIG. 7. Threshold-prediction probability versus Spearman rank-correlation significance level for predicting well yield from seismic attributes computed in 300-ms window. See Table 1 for abbreviations. Upper-case attributes are positively correlated with gas yield, lower-case attributes are negatively correlated. Attributes at lower right are best correlated with gas yield. each attribute, a single threshold value was sought so that the product of the correct fraction of commercial and the correct fraction of noncommercial wells was maximized. Forming the threshold using all the data, however, does not provide any predictive capability for how well the technique will perform for new data. Therefore, we computed a large number of random trials in which 15 wells (∼80% of the data) were used as "training" data to set the threshold, and the remaining 4 wells were used as "new" test data. Thresholding correctly predicted the commercial versus noncommercial categorization of the test data for 70-75% of the cases for most of the leading attributes ( Figure 7) . A broad inverse correlation is evident between Spearman rank-correlation significance and thresholdprediction probability ( Figure 7) ; this gives extra confidence to attributes selected for high correlation with well yield.
Several conclusions can be drawn directly from these analyses: 1) Stacked reflectivity and frequency attributes have the strongest correlations with pay (reflectivity negative, frequency positive). 2) There are minor differences between 10 000-versus 5000-ft offset limitations in reflectivity; the former performs better for individual NS and EW, although the difference attribute is better for the shorter offset.
3) The absolute value of the AVO intercept is (negatively) correlated with pay, which is strongly related to the stacked reflectivity. yield are all relatively simple compared to the wide variety of AVO-derived attributes. 6) EW attributes generally have the best individual correlation probabilities, except interval velocity, whereas the NS value negatively correlates with pay. Sum or difference attributes often degrade the correlation from the EW value because the NS values are poor. As with the structural mapping described above, we interpret this as an effect of EW faults, which degrade reflectivity and frequency. Notable exceptions where azimuthal variations improve correlations with pay are frequency, 5000-ft offset reflectivity, and interval velocity. 7) Geological attributes also have good correlations with pay and should be considered jointly with seismic attributes in assessing prospectivity.
The physical basis for these correlations is discussed below. Here, we turn to using these attributes, both singly and in combination, to predict gas yield.
Prediction of well yields from seismic attributes
The correlations between seismic attributes and well yields may be used as gas predictors in undrilled regions-this is, of course, a principal goal of seismic exploration. Due to the relatively small number of available classified wells, categories were again simply divided into commercial versus marginal-tononcommercial groups.
For further analysis, a "short list" of attributes with the best Spearman significance levels and threshold-prediction probabilities was selected. As some of the AVO parameters are redundant, only a single reflectivity-based attribute was chosen. We further restricted the reflectivity data to 5000-ft offset, as this characterizes most of the survey area. Lastly, we discarded distance to a fault as a geological coindicator, as this measure is very sensitive to drilling through the fault. Two short lists result, consistently using either single-azimuth or difference attributes. Using raypaths from a single azimuth band only, we used REW5, FEW, and VNS; using azimuthal differences, we selected RDIF5, FDIF, and VRAT. The geological attribute DEPTH may be added to both of these lists.
Neural networks were employed as a way to combine different attributes in the presence of noise and nonlinear correspondence with gas yield. Although several kinds of neural networks were tested, we found that a standard feed-forward, multilayer perceptron, trained using backpropagation, performed best. This is the most widely used neural network and is described in many texts; we used the JETNET code (Peterson et al., 1993) . For a given set of control parameters, each network was trained by randomly selecting 80% of the data for training and using the remaining 20% for testing; this procedure was repeated 100 times. Several variations on each network were performed in search of the optimum control parameters; once selected, the final networks were retrained using all of the data. Two such networks are shown here, using single-azimuth attributes: one using three seismic attributes only (Figure 8 ) and the other adding depth to the top of the reservoir (Figure 9 ). The single-azimuth attributes performed slightly better in the neural networks (see below) than the azimuth-differenced attributes; again probably because most of the fracture-distribution information is carried in the fracture-perpendicular component of velocity and because fracture-perpendicular scattering degrades the reflectivity and frequency attributes.
Neural-network outputs can be interpreted as probabilities under certain conditions (Peterson et al., 1993) ; in principle, output levels above 50% should mostly correspond to commercial wells. However, it is unlikely that these conditions are fully satisfied here, and there may also be a constant bias. Therefore the neural-network outputs should be treated as relative prospectivity and not absolute probability. The optimum output level L can be selected by examining the tradeoff between the probability of type I error [P(I), reject when true] and type II error [P(II), accept when false] for the hypothesis H o : output > L is a commercial well, for all values of P. Assuming that the sample of wells is statistically representative, the optimum tradeoff for Figure 8 is at L = 85%, for which P(I) = 40% and P(II) = 25%. Including depth to the top of the reservoir formation ( Figure 9 ) improves the prediction to P(I) = 5% and P(II) = 15% at L = 75%. However, reduction of type II error must be given special attention, as it is the probability of drilling a marginal-to-noncommercial well; type I error is the probability of merely forgoing drilling a commercial target. Therefore the simplest approach is to take the maximum value FIG. 8. Neural-network prospectivity using three seismic attributes (REW5, FEW, VNS). NS striping is acquisition bias.
of P that still leads to a geographically reasonable prospective area, say >90%, for which both neural networks shown have negligible P(II) and P(I) ≈ 55%. Several general conclusions can be drawn from the prospectivity maps:
1) The large-scale patterns in prospectivity are controlled by the velocity and broadly indicate the inferred correlation of high EW-fracture density with pay (see below). Of greater importance to drilling risk reduction is avoidance of the complementary zones of low fracture density. Although distance to a fault was excluded from the prospectivity studies, the correlation of prospectivity with faults is revealed visually. There also appears to be an increased correlation with changes in fault strike (for example, near 28 000 ft east, 17 000 ft north), which could be caused by enhanced local fracturing due to distributed strain accomodation at fault bends or relay ramps.
2) The small-scale patterns in prospectivity are controlled by the reflectivity and frequency, and likely indicate the variability of individual reservoir units. 3) Depth is a simple geological control that helps screen out nonprospective, off-crest sites; its advantage in the neural network is a consistency of approach among geophysical and geological attributes.
The total picture in the prospectivity maps is, therefore, overall good prospectivity high on the structure, "dead zones" on the crest of the structure inferred to be lower fracture density, and local variations due to quantity and quality of reservoir sand units.
Interpretation of seismic attributes
The observed seismic velocity, frequency, and amplitude attributes are the result of all of the geological properties along the raypath, including lithology (e.g., sand versus shale), stress/ strain state (e.g., fractures), and pore content (gas versus water). With the following assumptions, we can, however, attempt to separate some of these effects: 1) Fractures are dominantly subvertical and strike eastwest.
2) The effect of fractures on the fracture-parallel (EW) seismic response is minimal, so that attributes are sensitive mostly to variations in lithology and pore content. Fracture-perpendicular attributes (NS) still contain information from both fractures and primary lithology. 3) Azimuthal-difference or azimuthal-ratio attributes (NS-EW or NS/EW) remove the background effects of lithology and pore content, and indicate the presence of fractures. There may be differences in the fracture response FIG. 9. Neural-network prospectivity using three seismic attributes plus DEPTH to top of reservoir. Note correlation of maximum prospective zone with relay ramps or changes in fault strike. depending on gas versus water content (Grimm and Lynn, 1997) , but this is assumed small compared to the content of the primary pores.
In principle, then, single azimuth bin (fracture-parallel) attributes should point to prospective regions of gas-in-matrix, and the azimuthal-difference attributes indicate fracture density. The most likely commercial wells in a tight reservoir would be where both gas and fracture indicators were favorable, as in the neural-network constructions above.
Interval velocity.-Interval velocity is a standardized and robust seismic parameter, and should therefore carry considerable emphasis in seismic-attribute interpretation. The good correlation between fracture orientation and fast P-wave direction (Figure 1 ) is significant evidence that azimuthal variations in the P-wave interval velocity are linked to the dominant fracture orientation. The lack of an EW correlation with gas yield, but the strong correlation of both the NS velocity and NS/EW velocity ratio further supports a classical model in which slower P-wave velocities are associated with greater fracture density.
The "apparent" anisotropy calculated from the ratio of NS to EW interval velocities lies in the range 0.7 to 1.2 (Figure 4) . These values should be considered lower bounds on what would be computed from generalized Dix differentiation of NMO ellipses (e.g., Grechka and Tsvankin, 1999) because of the directional averaging when only two azimuth bins are considered. A significant theoretical drawback to the two-azimuth interval-velocity binning is that we cannot uniquely recover the anisotropy ellipse and hence determine the controlling combination of elastic constants, i.e., δ (v) (Thomsen, 1986; Tsvankin, 1997) . Binning in four azimuths may provide a reasonable approximation (see below). However, we believe that the inability to relate to specific theoretical models is adequately offset by the method's ability to predict gas in our study.
Areas where the velocity is significantly slower NS than EW (two-azimuth apparent anisotropy ratio <0.9 or decrease of 10%) are 90% likely to have commercially exploitable EW fracturing. Areas where interval velocity is significantly faster NS than EW could contain relatively dense NS-trending fractures: although downhole evidence for NS-trending fractures is weak, well control is poor in the NS-fast regions. Alternatively, NS-fast regions could represent "windows" into a NS-fast background, for example due to a NS-oriented greatest compressive stress; in this case, the relative effect of EW-fracturing must be proportionately greater for commercial viability.
Reflectivity and AVO.-Lower stacked reflection strengths in both directions, but particularly EW, are strongly associated with higher well yield ( Figure 5 ). These "dim spots" are consistent with gas saturation lowering the contrast between high-impedance reservoir sands and lower-impedance shales, both above and within the LFU.
The spatial variations in reflectivity also give clues to fracturing. The patterns of bright and dim amplitudes clearly follow EW fault boundaries within the LFU, and specific fault blocks showing maximum dimming can be identified (weaker NS stripes are acquisition artifacts). The stronger EW over NS correlation of reflectivity with gas yield suggests significant degradation of amplitude coherence due to scattering from EW fractures. This effect is also consistent with better structural interpretation of the EW stacked reflectivity volume over its NS equivalent. These results contrast sharply with the relations for velocity discussed above, in which the travel time across fractures remains robust.
While showing some good correlations with gas yield, AVO attributes did not perform as well as simple stacked reflectivity, whether azimuth-limited or azimuth-differenced. Such behavior indicates that the signal-to-noise was simply not high enough to support derivatives of reflectivity. Residual errors result in azimuthal differences in AVO intercept; while indicative of pay as a reflectivity attribute, in principle the normalincidence reflection coefficient should show no azimuthal dependence.
AVO gradients reveal the nature of the contrast in P-to-S velocity ratios, or alternatively Poisson's ratio, at a boundary. Ostrander (1984) showed that decreases in Poisson's ratio are associated with more negative AVO gradients, and vice-versa. The restricted AVO gradient (sign of AVO intercept multiplied by signed gradient) should be negative for reflections from either the top or bottom of a high-impedance sand and hence there should be a negative correlation with gas . Because interpreters found it more convenient to pick trough legs of LFU reflectors, positive values of the restricted gradient should be positively correlated with gas in this study. In fact, a negative correlation with pay was found, which we interpret as a result of the observed positive correlation between AVO gradient and intercept: small AVO gradients are often associated with small AVO intercepts. This in turn implies that the impedance contrast for LFU reservoir sands dominates over changes in Poisson's ratio. The correlations with gas yield do not vary as widely between NS and EW azimuths as for the reflectivity attributes (including AVO intercept), indicating weaker fracture control.
Frequency.-The spatial patterns of frequency variations in this survey (Figure 6) show some large-scale patterns, particularly the locations of major faults, as does the reflectivity. EW frequency is strongly positively correlated with gas-productive wells; we interpret the higher frequency as smaller attenuation, in agreement with the squirt-flow model of Akbar et al. (1993) . Recall, however, that lower reflectivity is also associated with gas; if any of this decrease is in fact due to attenuation, the reflectivity and frequency results disagree. The NS frequencies have a weaker negative correlation with well yield. The azimuthal difference NS -EW, therefore, also has a negative correlation that is slightly improved over EW alone. As with the reflectivity data, these results indicate that the gas-correlated seismic response is dominated by matrix porosity, with some contribution from fractures.
There are further complexities when the data are examined more closely. A plot of azimuthal frequency difference versus interval velocity ratio (Figure 10 ) reveals two distinct groups. Group I may be defined as those points that collectively show a positive correlation between frequency difference and velocity ratio. Productive wells are generally associated with negative NS -EW frequency differences and NS/EW interval-interval velocity ratios less than unity, and unproductive wells with the converse. The productive wells in group I may be interpreted as a combination of gas-in-matrix and EW fractures. Group II may be defined as those wells showing little azimuthal difference in frequency but strong velocity anisotropy. It contains all classes of well productivity, but mostly those that are marginally commercial. If the lack of frequency anisotropy is due to the absence of fractures, the presence of velocity anisotropy alone could be attributed to a regional stress anisotropy, i.e., the seismically fast direction along NS-oriented greatest compressive stress. However, there is no spatial pattern in the map locations of group II, and it is unlikely that the background velocity is strongly NS-fast (see above). If the velocity anisotropy is due to EW fracturing, the lack of frequency anisotropy may instead be related to gas-water partitioning in intermediate-ranking wells. If gas is in the matrix but the fractures have been invaded by water, the azimuthal variation in attenuation will be minimal (Akbar et al., 1993) , but the high-frequency signature of gas-in-matrix can be preserved. This model does not explain the NS-fast, high-NS frequency group I wells, as any NS cracks would likely be water filled for these poorly producing wells and hence display little azimuthal anisotropy in frequency.
THREE-DIMENSIONAL, THREE-COMPONENT SEISMIC SURVEY (3D-3C)
The main purpose of the 3D-3C experiment was to test the validity of the two-azimuth P-wave approach by comparing it to P-wave interval-velocity anisotropy determined using a greater number of azimuth bins and to S-wave velocity anisotropy computed from P-to-S converted waves.
Acquisition and processing
The 3D-3C seismic survey covered approximately 2 mi 2 (5 km 2 ) in the center of the larger 3-D P-wave survey. The acquisition was designed to produce equal maximum offsets in all azimuths. Relevant survey parameters were Vibrogel source (872 shots), variable source pattern (37 lines, 220-ft spacing inside receiver patch, 440 ft outside), 9 receiver lines, 51 groups per line, 220-ft group spacing, 660-ft line spacing, all receiver groups live (static patch), 10-Hz geophones, 3-207 Hz bandpass, maximum offset 21 000 ft, bin size 110 × 110 ft, nominal fold 10. The receiver lines were oriented east-west. The threecomponent geophones at each receiver location consisted of 12 buried phones arranged in a 20-30 ft (6-9 m) circular array. The geophones were oriented such that one of the horizontal phones was east-west (H 1 ), and the other north-south (H 2 ). The basic processing flow for the P-P portion of the 3D-3C data closely followed that for the larger 3-D P-wave survey. A major exception is that dip moveout (DMO) and poststack time migration were used instead of prestack time migration. Also, velocity analyses were performed at 0.25-mile (0.4-km) spacing rather than the 0.5-mile (0.8-km) spacing used for the larger P-wave survey.
A new methodology allows the azimuthal variations in P-wave interval-velocity anisotropy to be more finely delineated (Craft et al., 1997; Mallick et al., 1998) . This "Fractogram" fits interval velocities measured in three or more azimuth-limited bins (here centered on azimuths 0
• , 45
FIG. 10. Interval-velocity ratio versus azimuthal differences in frequency and reflection strength. Note two distinct groups for frequency: group I shows positive slope between attributes; group II has strong negative velocity anisotropy but small azimuthal differences in reflectivity and frequency.
and 135
• ) to a cosine function: the amplitude and phase of this function give the magnitude and azimuth of intervalvelocity anisotropy. These fits are done at the 0.25-mile (0.4-km) velocity scan stations and interpolated across the survey. Under certain simplifications, the Fractogram can be shown to be equivalent to the azimuthal NMO ellipse. The directional dependence of stacking velocities for the latter is approximately Thomsen's (1986) anisotropy parameter (usually negative) for TIH media, and α is the angle with respect to the symmetry (slow) axis (Tsvankin, 1997) . For small δ (v) , this expression becomes V /V 0 = 1 + δ (v) cos 2 α. The azimuthal variation of interval velocity for the Fractogram can be written as V = V 0 +( V /2)(1 + cos 2α), where V is the maximum velocity change (also negative). This can be rearranged to give V /V 0 = 1 + ( V /V 0 ) cos 2 α. For a single reflector, in which we can equate NMO and interval velocities, the Fractogram therefore has the same functional dependence as the NMO ellipse under conditions of small anisotropy, and the latter can be quantified as δ (v) = V /V 0 . For P-S converted-wave processing, H 1 and H 2 motions were each separated into the same four volumes by azimuth ). An Alford rotation with layer stripping then converted the H 1 and H 2 components to the fast and slow shearwave directions (S 1 and S 2 , respectively) as functions of depth. The magnitude and direction of anisotropy was mapped over two windows roughly corresponding to the Waltman Shale and the lower Fort Union. It should be noted that both the S 1 and Fractogram are based on time intervals and not reflector boundary plus a specified time, as is the two-azimuth apparent interval-velocity anisotropy.
Results and interpretation
The magnitude and direction of anisotropy computed from the four-azimuth methods in the 3D-3C survey were superimposed on the two-azimuth apparent anisotropy in the same area and vertical interval. For example, the P-wave Fractogram for the LFU (Figure 11 ) is dominated by north-to-northwest fast directions in the central and western portion of the survey, with mixed orientations elsewhere. A zone of anomalously large, northeast-oriented anisotropy occurs in the southwest corner of the study area. However, this region has the highest dips of the rock units in the 3D-3C area, which suggests that artifacts may be introduced in the Fractogram due to the lack of prestack time migration (see below). We do not reproduce the full suite of these maps here; see Blackhawk Geometrics (1997) for further details.
We quantitatively summarized the performance of the different methods in two ways. We first considered the mean directions and magnitudes of anisotropy over the 3D-3C area ( Table 2 ). The Fractogram is consistently oriented more northerly than S 1 by a few tens of degrees. It is possible for the principal directions of anisotropy to be different for P-and S-waves, if the true symmetry of the system is lower than orthorhombic. However, the excellent match of average S 1 with regional geological indicators (Figure 1 ) instead suggests that there is some consistent bias in the Fractogram. The atypically Figure 7 ).
large P-wave interval-velocity anisotropies (∼20%) produced by the Fractogram may also be suspect. The mean two-azimuth apparent anisotropy for both the Waltman and LFU is EW-fast over the 3D-3C survey, indicating broad agreement with the four-azimuth methods.
For a more detailed test, we next ranked the directional agreement of the two-azimuth apparent anisotropy with the four-azimuth methods over both vertical intervals of interest. We computed the fraction of bins in which the four-azimuth methods yield a direction of northwest-to-northeast where V NS /V EW > 1 in the 3-D P-wave two-azimuth method, and also where 3D-3C directions of northeast-to-southeast occur where 3-D P-wave V NS /V EW < 1. The two-azimuth method is "blind" to anisotropy at 45
• to the selected principal directions [i.e., northwest-or northeast-fast zones will appear to be isotropic (V NS /V EW ∼ 1)]. Compensation for such blind zones can be achieved by discounting two-azimuth apparent anisotropy within some fraction c of unity (i.e., 1 − c < V NS /V EW < 1 + c are not used in computing the fraction of locations in agreement). As c is increased, regions of stronger NS or EW anisotropy are selected, which in principle should have the best correlations with NS or EW directions from S 1 or the Fractogram.
With no two-azimuth apparent anisotropy cutoff, the detailed agreement with the four-azimuth methods (Figure 12 ) is little better than that expected by chance [because the means are comparable (see above), greater spatial averaging would yield better agreement]. Indeed, the Fractogram for the LFU agrees with the two-azimuth results at less than 50% of the test locations, which suggests some systematic error is present.
Within the Waltman, S 1 correlates better with the twoazimuth anisotropy than does the Fractogram. Where the twoazimuth apparent anisotropy exceeds about 8%, however, significant improvement in the correlations with both S 1 and the Fractogram begin. In other words, the fast direction in the Waltman inferred from the two-azimuth method is likely robust when the two-azimuth apparent anisotropy exceeds about 8%.
Within the LFU, the S 1 and Fractogram techniques give divergent results. The match between the fast P-wave direction as measured by the two-azimuth and four-azimuth (Fractogram) methods steadily increases with increasing anisotropy magnitude. The improvement begins at 5% two-azimuth anisotropy and levels off above 12%, in broad agreement with the cutoff level of 8% seen for the Waltman. However, the S 1 match with the two-azimuth directions is not monotonic; the best agreement is found at about 8% two-azimuth anisotropy, with poorer correlations at higher anisotropy magnitudes. This could be an unrepresentative result, as the regions of highest two-azimuth anisotropy are near edges of the 3D-3C survey, where the S 1 directions appear to become disorganized. Other factors that could account for discrepancies between the four-azimuth methods include nonhyperbolic moveouts, errors in layer stripping, misalignment of the P-and S-wave principal directions, presence of multiple fracture sets, and effects of structural com-
Comparison of two-azimuth and four-azimuth methods. For Waltman, agreement increases dramatically for both Fractogram and S 1 once two-azimuth apparent anisotropy exceeds about 8%. Methods diverge for LFU: two-azimuth match with Fractogram steadily increases, whereas S 1 has best match at about 8% two-azimuth apparent anisotropy, perhaps due to edge effects. Note also LFU Fractogram agreement is less than 50% at small two-azimuth anisotropy, suggesting some systematic error. plexity. The last may be particularly important because the 3D-3C data were prestack processed through DMO only and not migrated. Incomplete repositioning of reflectors may have introduced noticeable biases into both the two-azimuth 3-D-3C P-wave interval velocities and the Fractogram.
CONCLUDING DISCUSSION
A large P-wave survey in a naturally fractured gas reservoir was divided into two volumes, with raypaths parallel and perpendicular (±45
• ) to the dominant fracture direction, in order to construct azimuthally differenced and azimuthally limited seismic attributes that highlight the formation's fracture and matrix responses, respectively. These directions must be aligned with the regional anisotropy, which can be determined from superbin azimuthal scans or independently inferred from geology. A rough measure of fracture anisotropy is the ratio of P-wave interval velocities measured in two such azimuth bins. Two-azimuth binning maintains high fold, and hence high signal-to-noise, but is blind to anisotropy near 45
• to the principal directions. In this study, the two-azimuth apparent anisotropy was in good agreement with the principal directions derived by more sophisticated methods when the former exceeded about 5-10%. Such levels of two-azimuth apparent velocity anisotropy were strongly correlated with high gas yield in this study, indicating that the method robustly identifies zones of high fracture density and permeability.
In addition to velocity, other seismic attributes can be analyzed for anisotropy in the two-azimuth method. Both reflectivity and frequency were found to be anisotropic in this study, and azimuthal differences in these parameters had better correlations with gas productivity than did velocity. Furthermore, reflectivity and frequency on raypaths traveling parallel to fractures are the attributes with the strongest association with gas. In this heterogeneous, fluvial reservoir, high-impedance, gascharged sands may be forming "dim spots" that can be best detected when the scattering effects of fractures are partially circumvented by examining fracture-parallel raypaths. Increases in frequency associated with gas yield may be the result of a "squirt flow" mechanism parallel to fractures. Neural networks are among several techniques that can be used to empirically determine the mapping from geophysical, geological, and engineering attributes to gas yield, and hence infer prospectivity over undrilled areas. In our study, neural networks using a few well-chosen attributes were over 85% successful at identifying both commercially prospective and nonprospective areas. Therefore simple, low-cost methods of anisotropy measurement may be sufficient for practical prediction of maximum gas yield. Although directional resolution is lost in the twoazimuth approach, the wide-angle averaging is less sensitive to variations in acquisition geometry, for example, when standard rectangular receiver patches are dictated by cost.
Azimuth-limited binning also potentially offers superior imaging in environments where a dominant fracture trend exists. Here the EW, fracture-parallel data volumes were judged superior for structural and stratigraphic interpretation; poorer imaging in the NS direction is likely due to scattering by EW fractures.
Within a smaller 3-D survey, both P-wave Fractogram and shear-wave splitting maps revealed significant lateral variations in anisotropy. While broad agreement was found among these methods and the two-azimuth apparent anisotropy, there are major systematic differences. Clearly both of the four-azimuth methods require improvement, some of which can be traced to incomplete migration. The Fractogram was shown here to be equivalent to other formulations of weak anisotropy; the extension to strong anisotropy can be made by fitting azimuthal velocity variations to an ellipse (Grechka and Tsvankin, 1998; see below) . The four-azimuth methods are more costly, requiring more than twice the processing, and for the same survey geometry have lower fold and signal-to-noise than the twoazimuth approach. They can, however, detect anisotropy with arbitrary orientation and smaller magnitude than when using two azimuths only.
All of the methods investigated here use isotropic processing of azimuth-limited volumes. An emerging alternative for measuring velocity anisotropy is to correct individual traces in a prestack velscan gather for directionally variable velocity, i.e., to perform azimuthally dependent NMO (e.g., Sena, 1991; Sayers, 1997; Tsvankin, 1997; Grechka and Tsvankin, 1998) . This approach needs no azimuth binning but requires modifications to existing prestack processing software. In the future, we expect very high fold surveys to use prestack depth migration and tomography to simultaneously solve for heterogeneity and anisotropy.
The two-azimuth P, four-azimuth P (Fractogram), and fourazimuth S analyses all had some measure of success in characterizing fracture anisotropy. Which of these methods, or others such as azimuthal NMO, are used in future surveys depends on the nature of the reservoir and the available funding and equipment. We suggest that a modified Fractogram approach may be the best compromise, as it uses P-waves, requires no frontend changes to processing packages, operates in the poststack domain, and can quantify anisotropic parameters.
In general, for cost-effective characterization of fractured reservoirs, we recommend: 1) Acquire full-azimuth 3-D P-wave surveys, with maximum offsets equal to or greater than target depth using azimuthally isotropic source and receiver arrays. Equal maximum offsets and fold should be obtained in all azimuths. 2) Calibrate with limited S-wave data: a 9C-VSP or surface line. A patch of 3C geophones can be used to document S-wave anisotropy through P-to-S converted waves, but this technique appears to be less well developed at present for land than for marine applications. 3) Process in as many azimuths as allowed by cost, with independent velocity analyses in each azimuth (in the limit of prestack azimuthal NMO, the number of azimuths is equal to the number of traces in the gather). Errors on the stacking velocities should be specified so that errors on the velocity anisotropy can be quantified. A higher density of velocity scan locations should also be supported, in order to assess the effects of heterogeneity on apparent anisotropy and thence to accurately map lateral variations in anisotropy.
