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The explosive growth in big data has attracted more and more attention in 
designing efficient indexing and search methods recently. The straightforward solution 
using exhaustive comparison is infeasible due to the prohibitive computational 
complexity and memory requirements for massive data. Therefore hashing is becoming 
increasingly popular for efficient retrieval for massive data. There are two advantages 
for hashing algorithm: firstly, we can use compact integer to represent binary codes so 
as to reduce the storage for large-scale data dramatically; secondly, we can take 
advantage of modern CPU built-in bit operation to calculate Hamming distance rapidly. 
In this paper, we propose a hashing algorithm which learns hash function through 
online learning. Current data dependent hashing algorithms assume there are large 
amount of training data, however, it's difficult to load such scale data into memory and 
not applicable to large scale searching. However online learning doesn't constraint to 
such limit, so we train the data via online learning and it's no need to load the entire 
dataset into memory, and online learning is self-adaptive to new data points. 
In this paper, we also propose a new hashing method which based on relative 
similarity, ranking based hashing algorithm. The traditional hashing algorithm only 
consider data pair similarity, however, we unite data similar and dissimilar message into 
object function, learning hash function by preserving similar data's similarity and 
dissimilar data's dissimilarity in Hamming space. Compared to traditional data pair 
similarity, relative similarity add more supervised information to hash function learning 
framework so we can get better hash function. 
We have evaluated our algorithm on 3 well-known public datasets and compared 
with 9 state-of-the-art hashing algorithms. Experiments have shown our algorithms 
significantly outperform others. 
 


















摘要 ............................................................................................................. I 
Abstract .................................................................................................... II 
第一章 引言 .............................................................................................. 1 
1.1 研究背景与意义 ............................................. 1 
1.2 哈希算法研究现状 ........................................... 4 
1.3 本文工作及组织结构 ......................................... 8 
第二章 相关工作 .................................................................................... 11 








2.3 本章小结 ........................................................................................................ 17 
第三章 在线哈希二值码嵌入 ................................................................ 19 
3.1 哈希函数 .................................................. 19 
3.2 目标函数 .................................................. 20 
3.3 汉明损失函数 .............................................. 21 
3.4 目标函数优化 .............................................. 21 
3.5 带外扩展 .................................................. 23 




3.7 本章小结 ....................................................................................................... 37 
第四章 亚线性顺序保持哈希二值码嵌入 ............................................ 39 
4.1 哈希函数 .................................................. 39 
4.2 目标函数 .................................................. 40 
4.3 目标函数优化 .............................................. 41 
4.4 带外扩展 .................................................. 43 


















4.6 本章小结 ....................................................................................................... 54 
第五章 总结与展望 ................................................................................ 57 
5.1 总结 ...................................................... 57 
5.2 展望 ...................................................... 58 
[参考文献] ................................................................................................ 59 
致谢 ........................................................................................................... 65 















































Abstract ...................................................................................................... I 
1 Introduction ............................................................................................ 1 
1.1 Research background and significance ......................................................... 1 
1.2 Hashing algorithm research status ................................................................ 4 
1.3 Organization of this paper ............................................................................. 8 
2 Relative hashing algorithm ................................................................. 11 
2.1 Online kernel hashing algorithm ................................................................. 11 
2.1.1 Hashing function ................................................................................... 11 
2.1.2 Objective function ................................................................................. 12 
2.1.3 Optimization of objective function ....................................................... 13 
2.2 Ranking preserve hashing algorithm .......................................................... 14 
2.2.1 Hashing function ................................................................................... 14 
2.2.2 Objective function ................................................................................. 15 
2.2.3 Optimization of objective function ....................................................... 15 
2.3 Conclusion ..................................................................................................... 17 
3 Online hashing binary code embedding ............................................ 19 
3.1 Hashing function ........................................................................................... 19 
3.2 Ojbective function ......................................................................................... 20 
3.3 Hamming loss function ................................................................................. 21 
3.4 Optimization of objective function .............................................................. 21 
3.5 Band extension .............................................................................................. 23 
3.6 Experiments and analysis ............................................................................. 24 
3.6.1 Datasets and settings ............................................................................. 24 
3.6.2 Comparing algorithms .......................................................................... 27 
3.6.3 Experiment results and analysis ............................................................ 29 
3.7 Conclusion ..................................................................................................... 37 
4 Sublinear ranking preserve hasing binary code embedding ........... 39 
4.1 Hashing function ........................................................................................... 39 
4.2 Objective function ......................................................................................... 40 
4.3 Optimization of objective function .............................................................. 41 
4.4 Band extension .............................................................................................. 43 
4.5 Experiments and analysis ............................................................................. 44 
4.5.1 Datasets and settings ............................................................................. 44 
4.5.2 Comparing algrorithm ........................................................................... 44 
4.5.3 Experiments and analysis ...................................................................... 45 















5 Conclusion and future work ............................................................... 57 
5.1 Conclusion ..................................................................................................... 57 
5.2 Future work ................................................................................................... 58 
[Reference] ............................................................................................... 59 
Acknowledgement ................................................................................... 65 










































































































































































Degree papers are in the “Xiamen University Electronic Theses and 
Dissertations Database”.  
Fulltexts are available in the following ways: 
1. If your library is a CALIS member libraries, please log on 
http://etd.calis.edu.cn/ and submit requests online, or consult the interlibrary 
loan department in your library. 
2. For users of non-CALIS member libraries, please mail to etd@xmu.edu.cn 
for delivery details. 
厦
门
大
学
博
硕
士
论
文
摘
要
库
