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ABSTRACT
Recent core-collapse supernova (CCSN) simulations have predicted several distinct features in
gravitational-wave (GW) spectrograms, including a ramp-up signature due to the g-mode oscillation
of the proto-neutron star (PNS) and an excess in the low-frequency domain (100∼300 Hz) poten-
tially induced by the standing accretion shock instability (SASI). These predictions motivated us to
perform a sophisticated time-frequency analysis (TFA) of the GW signals, aimed at preparation for
future observations. By reanalyzing a gravitational waveform obtained in a three-dimensional general-
relativistic CCSN simulation, we show that both the spectrogram with an adequate window and the
quadratic TFA separate the multimodal GW signatures much more clearly compared with the previ-
ous analysis. We find that the observed low-frequency excess during the SASI active phase is divided
into two components, a stronger one at 130 Hz and an overtone at 260 Hz, both of which evolve
quasi-statically during the simulation time. We also identify a new mode whose frequency varies from
700 to 600 Hz. Furthermore, we develop the quadratic TFA for the Stokes I,Q, U, and V parameters
as a new tool to investigate the GW circular polarization. We demonstrate that the polarization
states that randomly change with time after bounce are associated with the PNS g-mode oscillation,
whereas a slowly changing polarization state in the low-frequency domain is connected to the PNS
core oscillation. This study demonstrates the capability of the sophisticated TFA for diagnosing the
polarized CCSN GWs in order to explore their complex nature.
1. INTRODUCTION
The first detections of gravitational waves (GWs) from
the merging systems of black holes and neutron stars
opened new avenues for GW astronomy (e.g., Abbott
et al. (2016, 2017b)). The network of the three detectors
(LIGO-Hanford/Livingston, VIRGO) has not only sig-
nificantly improved the sky localization of the source,
but also made the first probe into the GW polariza-
tion (Abbott et al. 2017a) possible. The four-detector
era will occur in the near future using KAGRA (Akutsu
et al. 2017) and the nature of garden variety astrophysical
sources (e.g., Sathyaprakash & Schutz (2009)), including
core-collapse supernovae (CCSNe, e.g., Janka (2017) for
a review), is expected to be determined.
Unlike the GW signals from compact binary coales-
cence where a template-based search is best suited (e.g.,
Rasio & Shapiro (1999)), gravitational waveforms from
CCSNe are of essentially stochastic nature. This is be-
cause the waveforms are all essentially affected by tur-
bulence in the postbounce core, which is governed by
multi-dimensional (multi-D) hydrodynamics. In order to
clarify the GW emission mechanisms, extensive numer-
ical simulations have been performed in different con-
texts (e.g., Dimmelmeier et al. (2008); Scheidegger et al.
(2010); Cerda´-Dura´n et al. (2013); Ott et al. (2013);
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Yakunin et al. (2015); Kuroda et al. (2014); Pan et al.
(2018); Morozova et al. (2018) and Kotake (2013); Ott
(2009) for a review). For canonical supernova progen-
itors (Heger et al. 2005), the core rotation is generally
too slow to affect the dynamics (e.g., Takiwaki et al.
(2016); Summa et al. (2017)). For such progenitors,
the GW emission takes place in the postbounce phase,
which is characterized by prompt convection, neutrino-
driven convection, PNS convection, the standing accre-
tion shock instability (SASI), and the g(/f)-mode oscil-
lation of the PNS surface (e.g., Mu¨ller & Janka (1997);
Mu¨ller et al. (2004); Murphy et al. (2009); Kotake et al.
(2009); Mu¨ller et al. (2013); Morozova et al. (2018)).
The most distinct GW emission process commonly
seen in recent self-consistent three-dimensional (3D)
models is that of the PNS oscillation (Kuroda et al. 2016;
Andresen et al. 2017; Yakunin et al. 2017). The char-
acteristic GW frequency increases almost monotonically
with time due to an accumulating accretion to the PNS,
which ranges from ∼ 100 to 1000 Hz. On the other hand,
the typical frequency of the SASI-induced GW signals is
concentrated in the lower frequency range of∼ 100 to 250
Hz and persists when the SASI dominates over neutrino-
driven convection (Kuroda et al. 2016; Andresen et al.
2017). The detection of these distinct GW features could
be the key to infer which is the most dominant in the su-
pernova engine, neutrino-driven convection, or the SASI
(Andresen et al. 2017).
To discuss the detectability of these signal predictions,
previous studies have traditionally relied on a GW spec-
trogram analysis, aimed at specifying the GW feature by
the excess power in the time-frequency domain (by tak-
ing the square norm of the short-time Fourier transform).
However, it is well known that the spectrogram analysis
has a trade-off relation between the time and frequency
resolution, leading to a limited time-frequency localiza-
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2tion. Because of this drawback, some features could have
been potentially overlooked in the previous spectrogram
analysis in the context of CCSN GWs when the win-
dow size was not sufficient to resolve them. Recent de-
velopments in the time-frequency analysis (TFA) have
yielded various time-frequency representation (TFR) al-
ternatives to the spectrogram. In particular, quadratic
TFRs, such as the Wigner–Ville distribution and its
modified forms, enable us to perform high-resolution
TFA even though those are not free from the trade-off
relation of the window selection practically (e.g., Cohen
1995; Stankovic et al. 2013; Boashash 2015).
In this work, we reanalyze a GW prediction from 3D,
general-relativistic (GR) core-collapse supernova model
of a 15M star in Kuroda et al. (2016) using both the
quadratic TFRs and a (conventional) spectrogram anal-
ysis with an adequate window selection. We show that
the quasistatic low-frequency excess in the spectrogram
(100 ∼ 300 Hz) in Kuroda et al. (2016) is clearly decom-
posed into the two modes, where a dominant mode is at
∼ 130 Hz and another is an overtone at ∼ 260 Hz with
a ∼ 10 times smaller amplitude than that of the dom-
inant mode. A new component that was overlooked in
Kuroda et al. (2016) is also identified whose frequency
shows a rather high value of ∼ 700 Hz just after the
bounce. By employing the same 3D-GR model, Hayama
et al. (2018) recently pointed out that the detection of
the GW circular polarization could provide a new probe
for pre-explosion hydrodynamics, such as the SASI ac-
tivity and g-mode oscillation of the PNS. Going a step
further, we develop the quadratic TFA for the GW cir-
cular polarization and discuss how significantly we can
improve the analysis of the GW polarization compared
to that in Hayama et al. (2018).
This paper is organized as follows. Section 2 provides
a short summary of the waveform employed in this work,
followed by a concise overview of the quadratic TFA and
its application for the waveform analysis. In Section 3,
we present an analysis of the GW circular polarization
based on the quadratic TFRs. In Section 4, we discuss
how the GW signatures of the waveform and polarization
are related to the emission mechanisms. In Section 5,
we test the quadratic TFRs using the waveform with
detector noises. We summarize the results and discuss
its implications in Section 6.
2. LINEAR AND QUADRATIC TIME-FREQUENCY
ANALYSIS OF SIMULATED GRAVITATIONAL WAVES
In this section, we analyze the GW prediction of model
SFHx (Figure 1) from the 3D-GR supernova models in
Kuroda et al. (2016). For this model, the hydrodynamic
evolution is self-consistently followed from the onset of
core-collapse of a 15M star (Woosley & Weaver 1995),
through to the core bounce, and up to ∼ 350 ms after the
bounce. As consistent with the outcomes of recent 3D
models (e.g., Hanke et al. (2013); Andresen et al. (2017);
Yakunin et al. (2017)), the hydrodynamic evolution is
characterized by the prompt convection phase shortly af-
ter the bounce (Tpb . 20 ms with Tpb the postbounce
time), the linear (or quiescent) phase (20 . Tpb . 140
ms), followed by the non-linear phase when the vig-
orous SASI activity is observed. The dominance of
the SASI over neutrino-driven convection persists over
140 . Tpb . 300 ms, which is reversed thereafter (see
Kuroda et al. (2016) for more details). In the simula-
tion, the BSSN formalism is employed to evolve the met-
ric (Shibata & Nakamura 1995; Baumgarte & Shapiro
1999), and the GR neutrino transport is solved by an
energy-integrated M1 scheme (Kuroda et al. 2012). The
waveform is extracted via a standard quadrupole formula
Kuroda et al. (2014) where the GR corrections are taken
into account. Since the waveform features are weakly
dependent on the source orientation (e.g., Figure 4 in
Kuroda et al. (2017)), we focus on the waveforms along
an unbiased direction that we choose as the north pole
((θ, φ) = (0, 0)) throughout this work.
Regarding the TFA in this paper, all analyses are per-
formed using the Julia package juwvid (v0.6) 6, which
was originally developed for axial-tilt measurements of
Earth-like exoplanets (Kawahara 2016).
2.1. Time-Frequency Representation (TFR)
The TFR is a function that represents the spectral in-
tensity in the time-frequency domain. TFRs are clas-
sified into two major categories. The first contains lin-
ear class TFRs, consisting of a Fourier transform of a
linear combination of the signal. The second contains
quadratic class TFRs that utilize a Fourier transform of
the quadratic component of the signal, explained in de-
tail further below. The windowed Fourier transform7 is
a representative linear-class TFR defined by
s(f , t) =
∫ ∞
−∞
y(τ)g(t− τ, l)e−2piif τdτ, (1)
where y(t) is a GW signal and g(t, l) is a window of width
l.
A window of which the Fourier transform has small
side lobes is required to avoid the aliasing effect in the
TFR (see Appendix A for the details). In this paper, we
use the Hamming window;
g(τ, l) = 0.54 + 0.46 cos
(
2pi
τ
l
)
for |τ | ≤ l/2
= 0 otherwise. (2)
A spectrogram is expressed as the power of the windowed
Fourier transform,
S(f , t) ≡ |s(f , t)|2. (3)
A well-known drawback of the spectrogram is the trade-
off relationship between the frequency and time resolu-
tion. If a very large window size l is used, the time reso-
lution is less than ∼ l. In contrast, a small width results
in a poor frequency resolution. By changing the window
size, we first identify the modes in the spectrogram of
the simulated GWs. The left panel in Figure 2 shows
the corresponding spectrogram. The zero point, t = 0,
corresponds to the time of the core bounce. The main
features of the SN GWs in the frequency domain are the
multiplicity and nonlinear time evolution of modes.
The spectrogram is free of artifacts due to the multi-
plicity of modes, as explained below. However, it is not
suitable for the analysis of the fine mode structure or ex-
traction of the instantaneous frequency (IF) because of
the low frequency resolution.
6 DOI:10.5281/zenodo.1420003
7 The windowed Fourier transform is also referred to the short-
time Fourier transform.
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Figure 1. Gravitational waveforms of the + (blue line) and × (orange line) mode from 3D-GR CCSN models of a 15M star (model
SFHx in Kuroda et al. (2016)). The time is measured after the core bounce (at t = 0). A source distance of D = 10 kpc is assumed.
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Figure 2. Spectrogram (left) and S-method result (right) for Figure 1 (h×) in a logarithmic color scale. We adopt a window width in
equation (2) of l = 0.0502 s for the spectrogram and l = 0.1507 s for the S-method and frequency width of θL = 24.9 [Hz] for the S-method.
We here use the smaller window for the spectrogram because l = 0.1502 s is too large to secure a sufficient time resolution.
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Figure 3. Slice of the TFRs at t = 0.25s. The orange solid and
green dashed lines indicate the slices of the spectrogram (window
size= 0.05 s) and the S-method (window size=0.15 s) in Figure 2,
respectively. The blue solid line corresponds to the spectrogram
with the window size of 0.15 s.
TFRs in the quadratic class are generally suitable for
the high-resolution analysis of frequency modes, in par-
ticular, the derivation of the IF (Cohen 1995). Let us
consider an idealistic case assuming a periodic signal ex-
pressed as z(t) = eiψ(t). The IF is defined as the time
derivative of the instantaneous phase of the signal, ψ(t):
F(t) = 1
2pi
∂ψ(t)
∂t
. (4)
The idealistic TFR of this signal should be written as
ρ(f , t) ∝ δD(f −F(t)), (5)
where δD is the Dirac delta function. Then, the inverse
Fourier transform of ρ(f , t) in terms of f and τ is given
by
ρˆ(τ, t) = e2piiF(t)τ = exp
(
iτ
∂ψ(t)
∂t
)
. (6)
If we adopt the linear approximation of the IF in terms
of time then;
∂ψ(t)
∂t
≈ ψ(t+ τ/2)− ψ(t− τ/2)
τ
, (7)
and we obtain the Wigner–Ville distribution,
ρ(f , t) =
∫ ∞
−∞
ρˆ(f , τ)e−2piif τdτ (8)
≈
∫ ∞
−∞
eiψ(t+τ/2)−iψ(t−τ/2)e−2piif τdτ (9)
=
∫ ∞
−∞
z(t+ τ/2)z∗(t− τ/2)e−2piif τdτ
≡ρwv(f , t), (10)
which is the most prominent member of the quadratic
class. For a real-valued signal, y(t) ∈ R, the commonly
used analytic signal, z(t) ∈ C, is defined as
z(t) =
2
2pi
∫ ∞
0
dωy˜(ω)eiωt, (11)
where y˜(ω) is the Fourier transform of y (e.g., Cohen
1995; Stankovic et al. 2013; Boashash 2015).
4As the nonlinearity of the IF induces artifacts in
the Wigner–Ville distribution (Cohen 1995), the pseudo
Wigner–Ville (PWV) distribution is used in practice:
ρpwv(f , t) =
∫ ∞
−∞
w(τ)z(t+ τ/2)z∗(t− τ/2)e−2piif τdτ,
where w(τ) is the window. The window width should
be smaller than the typical scale of the IF fluctuation of
interest, obtained from the linear trend (see Appendix
D in Kawahara 2016). However, the PWV distribution
of multimode signals exhibits significant artifacts owing
to the presence of a non-zero cross term between mul-
tiple modes (Stankovic et al. 2013). The reason for the
appearance of the non-zero cross term in the PWV dis-
tribution is as follows. Assuming a symmetric window,
w(τ) = g(−τ/2)g∗(τ/2), we obtain
ρpwv (f , t)
= 2
∫ ∞
−∞
g(−τ ′)g∗(τ ′)z(t+ τ ′)z∗(t− τ ′)e−2pii(2f )τ ′dτ ′
= 4s(2f , t) ∗ s∗(2f , t) (12)
= 2
∫ ∞
−∞
s(f + θ/2, t)s∗(f − θ/2, t)dθ, (13)
where τ ′ = τ/2. Suppose that the signal has two modes,
f1 and f2. Then, s(f1, t)s
∗(f2, t) in the integral of equation
(13), and becomes a non-zero term because both s(f1, t)
and s(f2, t) are significant values. Solving f1 = fc + θ/2
and f2 = fc − θ/2, we find that the non-zero cross term
between the two signals appears at fc = (f1 + f2)/2.
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Figure 4. Mode identification by IF tracking via the S-method.
The theoretical prediction of the PNS g-mode oscillation, which
represents the peak frequency according to Mu¨ller et al. (2013), is
shown by the white dashed curve.
To overcome the interference between modes, the S-
method was developed by Stankovic (1994). The S-
method introduces a new window P (θ) in the frequency
domain in equation (13) as
ρs(f , t) = 2
∫ ∞
−∞
P (θ)s(f + θ/2, t)s∗(f − θ/2, t)dθ(14)
= 2
∫ θL
−θL
s(f + θ/2, t)s∗(f − θ/2, t)dθ, (15)
where we adopt a boxcar window for P (θ), and θL is the
width of the frequency window.
The right panels of Figure 2 show the TFRs of the S-
method. The TFRs in Figure 2 exhibit two quasistatic
modes around 130 and 260 Hz, an increasing mode, and
a decreasing mode. These modes are then identified by
tracking the IF. To see the difference between those
TFRs, we show the slices at t = 0.2 sec in Figure 3.
Although the S-method does not improve the sharpness
of mode B, it does increase the resolution of mode A,
and the peak value of the S-method is slightly shifted
compared with that of the spectrogram. Although the
spectrogram with the longer window of 0.15sec exhibits
a similar resolution to that of the S-method, the peak
value is slightly shifted. Notably, the peak of the spectro-
gram using the short window of 0.05sec, i.e., a good time
resolution, converges to that of the S-method although
the peak has less sharpness. It means that the spectro-
gram exhibits some artifact of the center of modes for
the high-frequency resolution. These features are crucial
when we identify each mode as discussed next.
Table 1 summarizes the relation between three TFRs,
the spectrogram, the PWV, and the S-method.
Table 1
TFR defined by equation (15)
θL → 0 0 < θL <∞ θL →∞
spectrogram S-method PWV distribution
eq. (3) eq. (12)
Stokes TFR defined by equation (24)
θL → 0 0 < θL <∞ θL →∞
spectrogram-type S-type PWV-type
eq. (22) eq. (25)
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Figure 5. Comparison of the mode identification by the spectro-
grams and the S-method. The gray lines are the IF tracked by the
spectrogram with different window sizes; light and dark lines corre-
sponding to the window size of 0.15 sec and 0.05 sec, respectively.
The color lines are the IF by the S-method, same as Figure 4.
2.2. Mode Identification
5To identify the modes, we track the IF of the signals by
the S-method. The IF is derived from the first moment
of the TFR or a ridge line of the TFR (e.g., Boashash
2015). Because we have multiple modes in the TFR, we
need to limit the integration section to a width, H, for
the computation of the first moment of the TFR at time
t;
f (i+1)c (t) =
∫ f (i)c (t)+H/2
f
(i)
c (t)−H/2
f ρs(f , t)df∫ f (i)c (t)+H/2
f
(i)
c (t)−H/2
ρs(f , t)df
. (16)
Equation (16) is iterated of for an index i until f
(i)
c (t)
converges, yielding the IF f ◦c (tj) at tj . We identify the
starting point of f
(0)
c (t) around a clear peak of TFR at
time t = t0 and derive f
◦
c (t0) by iteration of equation
(16). We use f ◦c (tj) as the initial guess for the next time
step, tj+1:
f (0)c (tj+1) = f
◦
c (tj). (17)
Because this procedure tracks the IF of a mode in the
TFR, we refer to it as IF tracking. Figure 4 shows the
results of IF tracking by the S-method. The initial guess
f ◦c (t0) for each mode is shown by a filled circle. We clearly
detected five modes, A B, C, C#, and D.
As the agreement with the theoretical prediction in
Figure 4 suggests, mode A corresponds to the g-mode
oscillation, which is excited at the PNS surface by the
downflows and/or directly originates from the decelera-
tion of infalling convective plums (Mu¨ller et al. 2013).
Mode C intersects mode A at t ∼ 0.18 s. Mode C is not
tracked after the intersection because mode A is much
stronger than mode C. Hence, we start to track mode C
again from the opposite side (C#). Although visual in-
spection suggests that the mode C# is not significant in
either the spectrogram or S-method results, the IF track-
ing clearly shows that this mode is smoothly connected
to mode C. Mode C# is likely to be an extension of mode
C. Note in Kuroda et al. (2016), the window of the spec-
trogram was too small to separate modes B and D owing
to the trade-off relationship between the frequency and
time resolution.
In Figure 5, we also compare the mode identification
by the spectrogram (window widths of 0.05 and 0.15 sec)
with that by the S-method (the colored lines). The both
IFs are similar for the constant modes, i.e., for modes
B and D. However, the IFs of modes A and C by the
spectrogram exhibit stepped patterns due to a poor time
resolution. The spectrogram with a smaller window of
0.05 sec (the dark gray lines) slightly reduces this arti-
fact. However, the decrease of the frequency resolution
makes challenging to track the IF as appeared in mode C.
Also, the spectrograms are not able to track the weaker
mode C#.
3. QUADRATIC TIME-FREQUENCY REPRESENTATIONS
OF POLARIZATION STATES
In the previous section, we applied the standard
methodology of the linear and quadratic time-frequency
analysis (e.g. Cohen 1995; Stankovic et al. 2013;
Boashash 2015) to the simulated GWs. In this section,
we develop the TFR of polarization states. In addition
to the standard polarization analysis that uses the short-
time Fourier analysis, we introduce the quadratic version
of the polarization analysis as original research. Because
the polarization is connected to the mutual phase shift
between h+ and h×, these need to be correlated. The
Stokes parameters are normally defined as
I(f , t) =W11 +W22, (18)
Q(f , t) =W11 −W22, (19)
U(f , t) =W12 +W21, (20)
V (f , t) = i(W21 −W12), (21)
where Wij is the cross term of two signals. The short-
time Fourier transform is conventionally used to define
the cross term (e.g., Seto & Taruya 2007; Hayama et al.
2016, 2018),
Wij(f , t) = si(f , t)s
∗
j (f , t), (22)
where si(f , t) and sj(f , t) are the short-time Fourier
transforms of the real signals h+(t) and h×(t), respec-
tively. In this paper, we refer to the Stokes parame-
ters obtained using the cross term of equation (22) as
spectrogram-type Stokes parameters.
Here, we define the quadratic form of the Stokes pa-
rameters by extending the S-method to the cross form of
the TFR;
Wij ≡2
∫ ∞
−∞
P (θ)si(f + θ/2, t)s
∗
j (f − θ/2, t)dθ (23)
= 2
∫ θL
−θL
si(f + θ/2, t)s
∗
j (f − θ/2, t)dθ. (24)
We refer to the Stokes parameters from equation (23) as
the S-type Stokes parameters.
The limit θL → 0 or P (θ) → δD(θ) of equation (23)
yields equation (22). In the limit θL →∞, equation (23)
converges to the cross PWV distribution,
Wij =
∫ ∞
−∞
w(τ)zi(t+ τ/2)z
∗
j (t− τ/2)e−2piif τdτ,(25)
where zi and zj are the analytic signals of h+(t) and
h×(t), respectively. We refer to the Stokes parameters
obtained using equation (25) as PWV-type Stokes pa-
rameters.
We show that the PWV-type Stokes parameters have
the same properties as the conventional Stokes parame-
ters used in electromagnetism. Suppose that the analytic
signals z1 = A1e
iψ1(t) and z2 = A2e
iψ2(t) both have a
single mode with the IF
F1(t) = 1
2pi
∂ψ1(t)
∂t
, (26)
F2(t) = 1
2pi
∂ψ2(t)
∂t
, (27)
respectively. First, we can express the intensity as
I(f , t)≈A21δD(f −F1(t)) +A22δD(f −F2(t)) (28)
≈ (A21 +A22)δD(f −F(t)). (29)
In the last equation, we assume that the IFs of the two
modes are similar,
F(t) ≡ F1(t) ≈ F2(t). (30)
In this limit, the Stokes I parameter represents the sum-
mation of the square norm of the signals over the IF of
6F(t). Likewise, we obtain
Q(f , t)≈A21δD(f −F1(t))−A22δD(f −F2(t)) (31)
≈ (A21 −A22)δD(f −F(t)), (32)
which means that Q represents a 0◦ (90◦) linear polar-
ization. In addition,
U (f , t) =
∫ ∞
−∞
A1A2e
iψ1(t+τ/2)−iψ1(t−τ/2)
×
[
e−i∆ψ(t−τ/2) + ei∆ψ(t+τ/2)
]
e−2piif τdτ
≈
∫ ∞
−∞
2A1A2(cos ∆ψ)[e
iψ1(t+τ/2)−iψ1(t−τ/2)]e−2piif τdτ
≈
∫ ∞
−∞
2A1A2(cos ∆ψ)e
2piiF(t)τe−2piif τdτ
≈ 2A1A2(cos ∆ψ)δD(f −F(t)) (33)
represents a 45◦ (135◦) linear polarization, where ∆ψ ≡
ψ2−ψ1. A similar derivation shows that the V parameter
represents a circular polarization,
V (f , t)≈2A1A2(sin ∆ψ)δD(f − fi(t)). (34)
Figure 6 shows the difference between the Stokes U
parameter of the spectrogram type (left) and the S type
(right) with the same time window width (0.15 s). Al-
though the polarization modes obtained using the S-type
Stokes parameters exhibit a higher resolution than those
obtained using the spectrogram-type ones, there is the
grainy structure in the S type TFR. Therefore, we choose
the spectrogram-type Stokes parameters to see the char-
acteristics of the GW polarization.
As shown in Figure 7, the polarization states of mode
B change slowly on a time scale on the order of 0.1 s,
whereas mode A exhibits more rapid random changes.
We suggest that these features reflect the physical origins
of the modes, which we will discuss in the next section
in more detail.
4. NATURE OF MODES A–D
In this section, we discuss modes A–D individually.
First, we identify the locality of each mode by analyzing
the radial shells used in Kuroda et al. (2016) of 0 < r <
10 km, 10 < r < 20 km, 10 < r < 30 km, and 30 < r <
100 km, as shown in Figure 8. Unfortunately, we have
only low-cadence shell data with a Nyquist frequency of
fNy = 500 Hz (i.e., 1 ms sampling). The modes above
the Nyquist frequency appear as a false mode with an
aliased frequency f˜n(t). The relationship between the
true and aliased frequencies is expressed as
ft(t) = |2nfNy − f˜n(t)|, (35)
where f˜n(t) is the aliased frequency for n = ±1,±2, ..,,
and fNy is the Nyquist frequency (500 Hz). Hence, we
can analyze the n = 1 aliased signature for the high-
frequency parts of A and C above 500 Hz as a proxy of
the true frequency8.
8 The widespread misunderstanding that information above the
Nyquist frequency cannot be obtained is not true. Instead, the
true frequency cannot be distinguished from the aliased signatures
without knowledge of the modes above the Nyquist frequency. In
our case, we have a priori information on modes A and C from the
original analysis of the waveform.
Therefore, the strong feature around 350 Hz at t =
0.25–0.35 s can be interpreted as an aliased signature of
mode A at 700 Hz (n = 1, fNy = 500 Hz), as shown by
the orange dashed line in Figure 8. Modes A–C originate
from the PNS (< 30 km). Although it is still not clear,
mode C is likely to arise in the innermost region (∼ 10
km) from spatial decomposition analysis. The emission
mechanism of mode C might be one of the p-modes oscil-
lation as it shows consistent frequency range, evolution,
and spatial origin in the results of (Torres-Forne´ et al.
2018b). We need detailed linear analysis to determine
the physical origin that leads to mode C. Mode D is
not clear in some panels owing to contamination of the
aliased frequency of mode A.
4.1. Modes A and C
The theoretical curve (taken from Kuroda et al. 2016)
of the PNS g-mode oscillation agrees well with mode A
until it crosses over mode C (t ∼ 0.2 s). The Stokes
parameters of both modes A and C before t ∼ 0.2 s ex-
hibit a random rapid change in the Q, U , and V modes.
This rapidly and randomly changing polarization state is
a natural outcome of the buoyancy-driven convection (in
association with the PNS g-mode oscillation) at least be-
fore t ∼ 0.2 s. Likewise, mode C is likely to be connected
to the convection excitation of the PNS. Although yet to
be determined, this mode is likely to arise from one of the
p-modes oscillation from its frequency range, evolution,
and spatial origin (Torres-Forne´ et al. 2018b). Evidently,
a more detailed analysis is required to connect mode C
with the PNS convection, as the match does not always
hold throughout the postbounce phase. After t ∼ 0.25
s, the polarization state of mode A becomes quasistatic,
as for modes B and D. The deviation of the IF of mode
A from the linear analysis becomes more significant in
the later postbounce time (Figure 4), which was also ob-
served in Mu¨ller et al. (2013); Morozova et al. (2018).
4.2. Modes B and D
Kuroda et al. (2016) argued that the quasistatic mode
originates from quadratic deformation of a PNS core sur-
face with ρ ∼ 1014 g cm−3 due to the mass accretion by
the SASI. This is because the violent SASI motion trig-
gers a remarkable time modulation in the mass accretion
rate onto the PNS core surface. The time modulation
in the mass accretion rate thus basically shows the same
time frequency as the SASI. Such a quasistatic mode was
also reported in Andresen et al. (2017). As discussed in
the previous section, this quasistatic mode consists of two
modes, modes B (fB = 130 Hz) and D (fD = 260 Hz).
The dominant frequency of the SASI in our simulation
is fSASI ∼ 65 Hz (Kuroda et al. 2016). The fact that
fSASI is approximately half of fB is indicatative of the
connection between the mode B and the SASI.
The amplitude of mode B is ∼10 times larger than that
of mode D. Because modes B and D seem almost static in
the TFR, their fine structures are investigated. The left
panels in Figure 9 shows the GW signal in the Fourier
space with a Hamming window with a width equal to
the period when modes B and D dominate the TFR. As
shown in the top left panel, the side lobe of the Hamming
window is negligible compared with the peaks identified
in the bottom left panel (see also Appendix A, where
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Figure 6. Stokes parameters in TFRs (U mode) of Figure 1. The left and right upper panels show the spectrogram-type (window size of
0.15sec) and S-type (window size of 0.05sec) Stokes U parameters, respectively. The bottom panels show |U | from the upper panels on a
logarithmic scale. The time and frequency windows are the same as those in Figure 2.
we use a boxcar window instead). In the bottom left
panel, we show the Fourier component of the GW signals
and find that mode D is approximately located at the
overtone of mode B (fD ≈ 2fB); however, this relation-
ship is not exact. The overtone frequency for the cross
mode (fD,×) is close to twice that of the positive mode
of mode B, 2fB,+, rather than that of the cross mode,
2fB,×. The opposite case is also true: fD,× ≈ 2fB,+,
and fD,+ ≈ 2fB,×. This feature is also clear from the
IFs of modes B and D, as shown in the right panels of
Figure 9. These slight differences (∆f ∼ 5 Hz) between
h+ and h− for both modes B and D are also interpreted
as the relative phase change of h+ and h− with a beat
frequency of fb = ∆f/2. Its timescale is of the order of
0.1 s because 1/fb = 0.4 s. A polarization analysis can
show the relative phase change as the change in the cir-
cular polarization. In fact, we find such a change of the
Stokes V parameters with a timescale of 0.1 s (§4.2).
4.2.1. Core Motion of the Proto-Neutron Star
To interpret the physical origin of the B and D modes,
we consider two kinds of models that are schematically
shown in Figure 10. The first is the core motion model
(left panel) based on two harmonic oscillators that repre-
sent the core and ambient envelope. The core oscillates
coherently in a direction and its momentum is trans-
ferred to the other oscillator, the ambient envelope. This
core oscillation and/or rotation induce a change in the
quadratic moment that could be the origin of the two
modes. In this discussion we ignore the motion of the
envelope for simplicity, since the qualitative feature of
the model is not affected by the motion.
Let us first suppose that the is core located at an off-
set from the center, L, and oscillates with a frequency
f = fc. The oscillation of a quadratic moment induced
by this core oscillation provides oscillation frequencies of
fc and 2fc. For an ideal example, if the core oscillates
in the direction of the offset, we can write the motion
of the center-of-mass (CoM) as r = A cos(2pift) + L,
where A is the amplitude of the core-oscillation. The
quadrupole moment of the core is easily calculated as
Mr2 = M(A2 cos(2pi(2fc)t) + 2AL cos(2pifct) + const.),
where M is the mass of the core. There are two com-
ponents of the oscillation with f = fc and f = 2fc, and
these two modes may correspond to the B and D modes,
respectively.
In a realistic case, the vector components should be
taken into account. The top panel of Figure 11 shows
the CoM position of the PNS defined for a density of ρ >
1013g cm3 in our simulation. The position of the CoM of
the PNS oscillates with a frequency of ∼ 130Hz, similar
to that of the B mode. Each component of CoM oscillates
with an amplitude of the order of several kilometers. In
addition, the drifting of the CoM of the PNS results in
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Figure 7. The spectrogram-type Stokes parameters; I,Q, U, and V , in order from upper left to bottom right.
an offset from the CoM of the system, which is about
1–2 km toward the y direction after t = 0.1 s. We note
that the CoM in the larger boxes converge to a constant
value close to zero.
Our simulated GWs are computed toward the z direc-
tion; therefore, the Ixx − Iyy and Ixy components of the
quadrupole moment tensor are involved in the GWs. To
calculate its contribution, we define two variables:
p(t)≡x2c(t)− y2c (t), (36)
q(t)≡xc(t)yc(t), (37)
where xc(t) and yc(t) are the x and y components of
the CoM of the PNS, respectively. The middle panel in
Figure 11 shows p(t) and q(t). The 130 Hz oscillation
occurs around an offset of L ∼ 2 km from the CoM. The
cross term between this oscillation and the offset induces
a 130 Hz oscillation of the GW. The amplitude of the
oscillation is A ∼ 0.3 km.
The order of the GW amplitude is estimated using the
parameters obtained by the analysis above,
h∼2GMA(2L)(2pifc)2
= 10−22
M
M
L
2km
A
0.3km
(
fc
130Hz
)2
×(
D
10kpc
)−1
, (38)
where M is the mass of the oscillator (corresponding to
the PNS mass), and D is the distance of the GW source.
The estimated value is comparable to the GW amplitude.
Therefore, the static quadratic oscillation resulting from
core oscillation with f = 130 Hz is a possible origin of
mode B.
The panels in Figure 12 show spectrogram-type Stokes
parameters of p and q (left), and mode B (right). We
found a similar time evolution of the polarization be-
tween p and q, and the B mode. This correspondence
also supports this simple modeling.
The overtone of the core oscillation is a possible origin
of mode D. To see this component, we apply a high-
pass filter (> 50 Hz) to the core motion and define the
quadratic moment as
p˜(t)≡ x˜2c(t)− y˜2c (t), (39)
q˜(t)≡ x˜c(t)y˜c(t), (40)
where x˜(t) and y˜(t) are the high-pass-filtered (>50 Hz)
displacements of the CoM of the PNS. As shown in the
bottom panel in Figure 11 (p˜(t) and q˜(t)) and the left
panels in Figure 13 (spectrograms), the frequencies of
p˜(t) and q˜(t) are exactly twice those of p(t) and q(t),
respectively, and their changes in polarization are closely
related.
By analogy with the harmonic oscillator (e.g., Mag-
giore 2008), the GW amplitude of the overtone of the
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Figure 8. Right: S-method result of the GWs from each shell.
Left: Extracted IFs overlaid onto the right panels. The colors are
the same as in Figure 4. The dashed lines are the aliased modes
of A and C for n = 1. The Nyquist frequency of the simulations is
fNy = 500 Hz.
core oscillation can be estimated as
h∼2GMA2(2pifc)2
= 10−23
M
M
(
A
0.3km
)2(
fc
130Hz
)2(
D
10kpc
)−1
.(41)
The amplitude of the overtone (260 Hz) is an order of
magnitude smaller than that of the fundamental mode,
130 Hz, which is consistent with the ratio of mode B to
mode D.
The right panels in Figures 12 and 13 show the
(spectrogram-type) Stokes parameters around modes B
and D, respectively. Comparing these with the left
panels, there are significant similarities, in particular,
the point at which the circular polarization V changes,
t ∼ 0.22 s. This similarity also supports the core motion
origin of modes B and D.
4.3. Oscillating Quadratic Deformation of the
Proto-Neutron Star Core
Another possible origin of modes B and D is the os-
cillating quadratic deformation of the PNS, as shown in
the right panel of Figure 10. To quantitatively observe
the core surface deformation, the time evolutions of the
mode amplitudes, Alm, of the spherical polar expansion
of the isodensity surface R14(θ, φ) are plotted (see Bur-
rows et al. (2012) for the definition of the mode ampli-
tudes of a 2-sphere). The isodensity surface at the rest
mass density of ρ = 1014 g cm−3 is exracted. Here (l,m)
is the polynomial degrees, and θ and φ denote the polar
and azimuth angles, respectively. The weak oscillation of
the quadratic components of the isosurface density after
the coherent motion of the PNS around 130 Hz is re-
moved, as shown in Figure 14. The amplitude is roughly
C . 3 × 10−3 km. The estimated GW amplitude from
this oscillating deformation is
h∼2GMCR(2pifc)2
= 10−23
M
M
(
C
3× 10−3km
)
(
R
30km
)(
fc
130Hz
)2(
D
10kpc
)−1
, (42)
where R is the core radius. This value is an order smaller
than the amplitude expected from the core oscillation
according to equation (38). Figure 15 compares the
spectrogram-type Stokes parameters of A2,±2 and mode
B of Figure 7, and there are no significant similarities.
These results suggest that the oscillating quadratic de-
formation of the PNS core represents a relatively minor
contribution to mode B.
5. QUADRATIC TIME-FREQUENCY ANALYSIS OF NOISY
DATA
The aforementioned analysis of the waveform in the
absence of noise demonstrated the useful features of the
quadratic TFRs for understanding the nature of the sim-
ulated GWs. A further question is whether the quadratic
TFRs are applicable to future real GW data.In this sec-
tion, we test the quadratic TFRs and their Stokes repre-
sentations under realistic noise, to determine their ability
to identify real GW signals, by a coherent network anal-
ysis (Hayama et al. 2018).
Figure 16 shows the S-type Stokes parameters for the
GW signal from d = 10 kpc with simulated noises as-
suming a combined signal by LIGO Hanford, LIGO Liv-
ingstone, VIRGO, and KAGRA (Hayama et al. 2018).
In this Figure, we use the TFR whitened by the power
spectrum of the noise-only data. We find a clear signal
of mode B, a barely detectable signal from mode A at
t ∼ 0.35 [s], and at the beginning of the modes (t ∼ 0.05
[s]). In the TFR of the V parameter, the changing point
of polarization at t ∼ 0.2 [s] can be marginally seen.
Although we refer the values in Figure 16 to the S/N
(signal to noise ratio), the probability density distribu-
tions (PDFs) are far from Gaussian as shown in Figure
17. The PDFs of the Q,U, and V parameters are close
to Laplace distributions with φ = 0.65,
p(x) =
1
2φ
exp
−|x|
|φ| . (43)
The S/Ns corresponding to p = 0.0024 (3 σ in Gaussian)
is S/N=3.5 and p = 5 × 10−7 (5 σ in Gaussian) is S/N
= 9, after applying the Laplace distribution as the PDF
of the Q,U , and V parameters.
Hayama et al. (2018) suggested that the circular polar-
ization improves the detectability of the GWs from CC-
SNe compared with the intensity. We also confirm that
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modes B and D.
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the I parameters exhibits more noises than those in other
Stokes parameters. Because the signals are a similar level
in the S/N for all of the Stokes parameters, this fact is at-
tributed to the difference of the PDF, i.e., the PDF of the
I parameter has a longer tail (a shallower gradient) and
is defined as a positive value (although there are leakages
to the negative side due to noise), while other Stokes pa-
rameters can be both positive and negative. A positive
definite Laplace distribution with φ = 0.85 is well fitted
to the tail of the PDF of the I parameters as shown by
the thin dotted line in Figure 17. This indicates that
there is more noise for high S/Ns in the TFR of the I
parameter, compared with the other Stokes parameters.
We also confirm that the use of spectrogram-type TFRs
instead of S-type TFRs does not qualitatively change the
results.
6. SUMMARY AND DISCUSSION
In this paper, we applied the quadratic TFR and spec-
trogram analysis of the waveform in Kuroda et al. (2016).
We summarize our findings as follows:
• The high-resolution TFR obtained by the S-
method is useful for identifying modes in com-
plex multimodal GWs from CCSNe. Using the S-
method, we found that the quasistatic mode con-
sists of a fundamental mode and its overtone, and
also identified a new mode, mode C, which was
overlooked in the previous analysis.
• The TFR of the Stokes parameters is a useful probe
for exploring the physical origins of each mode. A
random change in the polarization state may imply
a convection-induced GW (modes A and C). The
quasistatic polarization state in modes B and D is
likely to imply that the dynamical oscillation of the
PNS induces those modes.
• The polarization feature of mode B is detectable
even for a combined signal from a CCSN at 10 kpc
by LIGO Hanford, Livingstone, VIRGO, and KA-
GRA.
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Figure 12. Right: Stokes parameters of a displacement of the PNS (ρ > 1013g cm−3) that is representative of the PNS core oscillation,
p(t), q(t). Left: Stokes parameters of the GWs around mode B. Both TFRs are of spectrogram type.
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Figure 14. Quadratic components of the isodensity surface of
the PNS (ρ = 1014 g cm−3) after the coherent motion of the PNS
is removed. We choose A2,2 and A2,−2 corresponding to GWs
propagating toward the z direction.
By utilizing the spectrogram with the adequate win-
dow shape and size and also the S-method, we could
more clearly identify several distinct features hidden in
the gravitational waveforms, which were overlooked in
the previous analysis (Kuroda et al. 2016). Moreover,
compared with the spectrogram analysis that is cur-
rently widely used in the CCSN study, we can specify
the instantaneous peak frequency of each component.
This may lead to the next stage of clearly understanding
CCSN dynamics from future GW detections, as many
of the oscillation modes can be excited depending on
the PNS structure in the PNS core. Each mode has
its characteristic frequency and potentially leads to GW
emissions at the relevant frequency. Therefore, by using
asteroseismology of CCSNe (Torres-Forne´ et al. 2018a;
Morozova et al. 2018), the sharply determined frequency
in the gravitational waveforms by the S-method can be
connected to the excited mode in the PNS. This may
eventually lead the PNS structure being resolved.
The fact that the dominant frequency of the SASI is
fSASI ∼ 65 Hz (Kuroda et al. 2016) hints at a connec-
tion between mode B and the SASI because this is half
the frequency of mode B. It is unlikely that the dipole
oscillation of the SASI induces the core oscillation of the
PNS, discussed in §4.2.1, because there is a frequency
mismatch. A possible explanation is that the overtone
(f = 130 Hz) of the quadratic components of the SASI
oscillation is related to the core oscillation and oscillation
deformation.
It is worth mentioning that Yoshida et al. (2007) inves-
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Figure 15. Comparison of Stokes parameters of A2,±2 of the isodensity of the PNS shown in Figure 14 (left) with the Stokes parameters
of the GW around mode B (right, same as 12). Both TFRs are spectrogram type.
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Figure 16. The S-type Stokes parameters for the simulated waveforms with noise assuming the CCSN is 10 kpc away from the four
detectors (LIGO Hanford, LIGO Livingstone, VIRGO and KAGRA; Hayama et al. 2018).
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Figure 17. The distributions of the S/N for the I,Q, U, and V
maps. The dashed and dotted lines indicate a normal distribution
and Laplace distribution with φ = 0.65, respectively.
tigated the excitation mechanism of the PNS oscillation
induced by the SASI. Their linear analysis showed that
if there is a significant perturbation on the PNS sur-
face (r ∼ 50 km), e.g., by the SASI, g-modes and its
higher overtones can be indeed excited at r ∼10 and 30
km. According to Kuroda et al. (2016), the spiral SASI
mode becomes active at t & 200 ms in model SFHx with-
out a fixed orientation. The impact of the spiral SASI
on exciting the PNS eigen-modes has yet to be studied.
Given the complexity of the non-linear mode coupling
(e.g., Weinberg & Quataert (2008)), it is not straight-
forward to connect the SASI modes that take place at
r ∼ 100 km and the subsequent mode excitations at
r . 50 km. We are now attempting to perform a more
detailed linear perturbation analysis of the PNS core in
a fully relativistic framework to find the excitable modes
(see, Sotani et al. 2017). Because this paper focuses on
the methodology of the TFA, this is the subject of future
work (Sotani et al. in prep.)
The TFR package used in this paper is publicly avail-
able via github under the GNU General Public License
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APPENDIX
A. ALIASING EFFECT OF THE WINDOW
Denoting the Fourier transform of F by Fˆ , i.e., Fˆ (f ) =
∫∞
−∞ F (τ)e
−2piif τdτ , the windowed Fourier transform for a
symmetric window can be expressed as
s(f , t) =
∫ ∞
−∞
y(τ)g(t− τ, l)e−2piif τdτ, (A1)
=
∫ ∞
−∞
yˆ(f − f ′)Gˆ(f ′, t)df ′ =
∫ ∞
−∞
e−2piif
′tyˆ(f − f ′)gˆ(f ′, t)df ′ (A2)
where we use
Gˆ(f , t) =
∫ ∞
−∞
g(t− τ, l)e−2piif τdτ = e−2piif t
∫ ∞
−∞
g(−τ ′, l)e−2piif τ ′dτ ′ = e−2piif tgˆ(f , t), (A3)
assuming a symmetric window, g(−t, l) = g(t, l). Thus, the shape of the Fourier transform of the window gˆ(f ) is
convolved into the windowed Fourier transform of the signal. The Fourier component of the Hamming window, as
shown in the top left panel in Figure 9, suffers less from the issue of side lobes compared with gˆ(f ). Figure 18 displays
the same plot as the left panel in Figure 9, but for a simple boxcar window. In this case, there are severe side lobe
effects around the real peaks. This aliasing effect may cause artifacts in the TFRs.
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