Abstract. This paper is devoted to the spectrum localization problem for regular matrix polynomials and functions. Sufficient conditions are proposed for spectrum placement in a wide class of regions bounded by analytical curves. These conditions generalize the known linear matrix inequalities (LMI) approaches to stability analysis and pole placement of polynomial matrices. In addition, a method of robust spectrum placement is developed in the form of the LMI systems for a parametric set of matrix polynomials.
1. Introduction. Many theoretical and applied problems are associated with the analysis of spectral properties of matrix functions including polynomial matrices. If direct evaluation of the eigenvalues does not leads to desirable outcomes, there are problems of their estimation and localization with respect to certain regions of a complex plane. Numerous works are devoted to solving these problems (see, e.g., [1] - [4] ).
In this paper, we study the problem of spectrum localization for matrix polynomials and functions. We establish sufficient conditions for checking location of all eigenvalues of regular matrix functions in specified regions of the complex plane. The results obtained essential complement and generalize the known approaches to pole placement of polynomial matrices reduced to the LMI technics (see, e.g., [5] and [3, Section 2.7] ). Moreover, we expand the obtained results to a parametric set of matrix polynomials in the form of the LMI systems.
Notation: ⊗, * , and T denote the matrix operations of the Kronecker product, complex conjugation and transposition, respectively; I n is the identity n × n matrix; O n and O nm denote the zero n × n and n × m matrix, respectively; the matrix inequalities X > Y , X ≥ Y , and X Y mean that the matrix X − Y is po-ELA 334 A.G. Mazko sitive definite, positive semidefinite, and nonzero positive semidefinite, respectively; i(X) = {i + (X), i − (X), i 0 (X)} is the inertia of the Hermitian matrix X = X * consisting of its numbers of positive (i + (X)), negative (i − (X)), and zero (i 0 (X)) eigenvalues (taking into account the multiplicities); λ max (X) (λ min (X)) is the maximum (minimum) eigenvalue of the Hermitian matrix X.
Matrix function and analytical regions. Consider the regular matrix function
where A 0 , . . . , A m ∈ C n×n are n × n matrices. Let σ(F ) be a spectrum of the matrix function that consists of all eigenvalues. Suppose that the scalar functions f 0 (λ), . . . , f m (λ) are analytical in a neighbourhood of σ(F ) and let z m (λ) = [f 0 (λ), . . . , f m (λ)] = 0, λ ∈ σ(F ).
We study a location of the spectrum with respect to regions in the complex plane of the type
where V (λ, λ) is a Hermitian matrix-valued function. It is obvious that Ω ∩Ω = ∅ and Ω ∪Ω = C 1 .
Let's introduce the block matrices
Here A i , G i , L ij , H are the n × n blocks, and the matrices L and W are Hermitian.
We define the matrix A ⊥ = [B 0 , . . . , B m ] * of size n(m + 1) × nm as a basis for the right null space of A * . Then
where A + = (A * A) −1 A * is the pseudoinverse matrix. Under regularity condition of the matrix function F (λ), it is always possible to construct the matrix A ⊥ with specified properties.
ELA

Spectrum Localization of Regular Matrix Polynomials and Functions
335
Lemma 2.1. If
We multiply (2.4) on the left and on the right by Z m (λ) and Z * m (λ), respectively. Then we obtain
where G(λ) is a matrix function. Let v * 0 = 0 be the left eigenvector of the matrix function F (λ) corresponding to an eigenvalue λ 0 ∈ σ(F ). Multiplying the matrix inequality on the left and on the right by v * 0 and v 0 , respectively, at λ = λ 0 , we have
Let's multiply the matrix inequality (2.4) on the left and on the right by T * and T , respectively, and use the known criterion of positive definiteness of a block matrix:
In this case,
Since last inequality in (2.6) may be always satisfied by choosing H > 0, for inequality performance (2.4), it is enough to demand that Q > 0. Therefore, the inclusion σ(F ) ⊂ Ω also follows from (2.5).
Note that, in Lemma 2.1, it is necessary to have the inequalities
As H, there may be any positive definite matrix, for example, H = I n . If the inequality (2.4) holds for H ≤ 0, then all the eigenvalues of the matrix function G(λ) as well as the F (λ) should belong to Ω.
Supposing in Lemma 2.1 that L = Γ ⊗ X with the Hermitian matrices Γ and X of sizes (m+1)×(m+1) and n×n, respectively, we obtain conditions when σ(F ) belongs to a region Ω described by the scalar Hermitian function
then all the eigenvalues of the matrix function F (λ) lie within the region
Let f 0 (λ) = 0 in a neighbourhood of σ(F ), and let regions Ω andΩ be defined as in (2.2) with
Proof. Let v 0 = 0 be the right eigenvector of the matrix function F (λ) corresponding to an eigenvalue λ 0 ∈ σ(F ). Multiplying (2.9) on the left and on the right by f 0 (λ 0 )v * 0 and f 0 (λ 0 )v 0 , respectively, and taking into account the relations
Note that, in Lemma 2.3, it is necessary the inequality n ≤ i + (W ) < n(m + 2). 
where 
then Ω in Theorem 2.4 can be described by the scalar function:
Example 2.6. Consider the regular matrix quasipolynomial
If any numbers q, q 1 > 0, . . . , q m−1 > 0 and matrix X 0 satisfy the matrix inequality
then according to Theorem 2.4 all the eigenvalues of F (λ) lie within the region
If q ≤ −q 1 − · · · − q m−1 , then given region is located in the left half-plane. In this case, we have sufficient stability conditions of quasipolynomial F (λ) in the form of LMI (2.11) (see [2, 3] ). This result can be used in the absolute stability analysis of the linear time-delay control systems. 3. Matrix polynomial and algebraic regions. Given the regular matrix polynomial of size n × n and degree s
we consider the class of algebraic regions:
where γ ij are entries of the Hermitian matrix Γ, and s ≥ 1, k ≥ 1. We assume that
It is obvious that any region Λ 1 is bounded by a line or a circle. In particular, the matrices
correspond to the left half-plane and the unit disk. The class Λ 2 contains all the regions bounded by algebraic curves of the second order.
Let m = max{s, k} and r = m − k. We construct the block matrices
of sizes n(m + 1) × n, n(m + 1) × n and n(r + 1) × n(r + 1), respectively, and introduce the linear operators
] is the matrix defined by (2.3). In the case of k > s, the blocks A i (i > s) should be chosen in such a way that the spectrum of the matrix polynomial
For example, we can suppose that A i = 0 for i > s. 
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LetΛ k C 1 \Λ k be the closed complement of Λ k , and let Λ r (X) be the closed region defined by the block Hermitian matrix X:
Theorem 3.1. Let for some matrices G, H = H * , X = X * , the inclusion
and one of the matrix inequalities
hold. Then all the eigenvalues of the matrix polynomial F (λ) lie within the region Λ k .
Proof. The matrix R of size (m + 1) × (k + 1)(r + 1) has the following structure:
It is obvious that
where
Using the structure of matrix C and the Kronecker products properties, we have
Multiplying (3.6) on the left and on the right by the full rank matrices Z m (λ) and Z * m (λ), respectively, we obtain
Let λ = λ 0 ∈ σ(F ) be an arbitrary eigenvalue of F (λ). Also we assume that
However, this is not true, because σ(F ) ⊆ σ(F m ) and
where v * 0 = 0 is the left eigenvector of the matrix polynomial F m (λ) corresponding to λ 0 ∈ σ(F m ). From this contradiction, it follows that, under conditions (3.5) and (3.6), it should be λ 0 ∈ Λ k . From (3.5) and (3.7), it also follows that σ(F ) ⊂ Ω. It is established by multiplying (3.6) on the left and on the right by T and T * , respectively, and applying the criterion (2.6) (see the proof of Lemma 2.1). Theorem 3.1 develops known approach for the spectrum localization of a matrix polynomial proposed in [5] for the class of regions Λ 1 . We do not use any restrictions to the order of the algebraic curves. In addition, condition (3.5) generally does not demand the positive definiteness of solutions of the corresponding matrix inequalities. The results obtained in [4] extend the approach of [5] by considering algebraic regions D described by the quadratic matrix inequalities and involving the optimization algorithms. Every D-region can always be written as a finite set of Ω-regions. However, the converse procedure is nontrivial and unsolved problem for the present.
Remark 3.2. The proof of Theorem 3.1 can be obtained as a corollary of Lemma 2.1. Indeed, in the case of the matrix polynomial, we suppose that f i (λ) = λ i for i = 0, m, and, in virtue of (3.5) , Ω ⊆ Λ k . The restriction (3.5) holds for arbitrary region Λ k when Λ r (X) = C 1 . For example, we can find X as an algebraically nonnegative defined matrix, in particular, nonnegative defined matrix in usual sense. 
Note that all the matrices of the type . In this case, in (3.6) and (3.7), we suppose L(X) = Γ ⊗ X and M (X) = A ⊥ * L(X)A ⊥ . In addition, in Theorem 3.1, we use the inequality X = X * 0 instead of (3.5).
Remark 3.5. Under certain restrictions, the proposed sufficient conditions for spectrum inclusion σ(F ) ⊂ Λ k can become necessary conditions. If the LMI (3.6) holds, then i + (L(X)) ≥ nm, and consequently (see [3, Theorem 4.2.1]),
This inequality is necessary also for feasibility of the LMI (3.7). Particularly, in the case of k ≥ s and X > 0, it is necessary that i(Γ) = {k, 1, 0}. The necessary and sufficient solvability conditions of (3.7) can be studied via the general theorems on inertia of Hermitian solutions of transformable matrix equations [2, 3] . Especially, such conditions are connected with constraints for the inertia i(Γ) and the property of simultaneous reducibility of the matrix coefficients D i = A ⊥ * C i (i = 0, k) to triangular form through common similarity transformation. When k = 1, the matrices D i are quadratic (see, e.g., Theorem 3.7 and Example 3.8 below).
Notice that if det A 0 = 0, then in (2.3), A ⊥ * always can be chosen as
When k = s, the operator M (X) in (3.7), in virtue of (3.8), has the block structure:
If det A 0 = 0, then we consider, instead of F (λ) and Λ k , the matrix polynomial and region, respectively, as follows:
where A α0 = F (α), det A α0 = 0. Since F (λ) is a regular matrix polynomial, there is α ∈ σ(F ) with specified properties. Thus, There are various methods of reduction of spectral problems for matrix polynomials to similar problems for linear pencils of matrices (see, for example, [6] - [9] ). We use the method [9] based on applying the matrices of type A ⊥ satisfying (2.3). Using the block representation A ⊥ * = [B 0 , . . . , B s ], we construct the linear pencil of matrices .10) and consider the following relations
The relations (3.11) and (3.12) define the eigenvalues and the corresponding left eigenvectors of matrix polynomial (3.1) and pencil (3.10), respectively.
It is easy to establish equivalence of (3.12) and (3.13). On the other hand, from definition of A ⊥ and representations F (λ) = Z s (λ)A, it follows that (3.11) is equivalent to (3.13) for certain vector u = 0. Hence, (3.11) and (3.12) are equivalent. Additionally, identical fulfilment of one of equalities (3.11) or (3.12) at every λ ∈ C 1 implies identical fulfilment of other of them. This means that regularity properties of matrix polynomial (3.1) and pencil (3.10) are equivalent, too. Now we formulate criteria of inclusion σ(F ) ⊂ Λ 1 . In this case,
where D 0 and D 1 are matrices defined in (3.10). In particular, for matrix (3.8), we have
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Considering Lemma 3.6 and general properties of positive invertible operators in the space of the Hermitian matrices, it is possible to formulate the following statement (see [2, 3] ). The proof of sufficiency of the criterion (a) consists in the following. If we assume that some eigenvalue λ ∈Λ 1 , then, according to (3.12) , for the corresponding left eigenvector u * , the inconsistent relations should be held true:
Provided that σ(F ) ⊂ Λ 1 , the matrices X and Y in criterion (a) always can be constructed in the form [2] 
This fact is established using the Kronecker canonical form of a regular matrix pencil [11] . If D 0 is nonsingular, then the criteria (b), (c) and (d) follow from known theorems on localization of eigenvalues by means of the generalized Lyapunov equation.
Example 3.8. Let F (λ) = A 0 + λA 1 be a regular pencil of n × n matrices, and Λ 1 be a region of the form (3.2). The matrix inequality (3.6) in Theorem 3.1 may be expressed as
The matrix inequality (3.7) constructed for the linear pencil F α (λ) = F (α) + λA 1 and the regions Λ
where X = F (α)ZF * (α), α ∈ σ(F ). The given inequality due to equivalence of the inclusions σ(F ) ⊂ Λ 1 and σ(F α ) ⊂ Λ ELA 344 A.G. Mazko matrix pencil F (λ) and regions Λ 1 . In particular, existence of solutions Z = Z * > 0 of the matrix inequalities
is equivalent to location of the spectrum σ(F ) inside the left half-plane and the unit disk, respectively. Example 3.9. Let F (λ) = A 0 + λA 1 + λ 2 A 2 be a quadratic pencil of n × n matrices, and Λ k be a region of the type (3.2) for k ≤ 2. Then the expression AG * + GA * + AHA * in (3.6) has the block form 
γ 00 X 00 γ 00 X 01 + γ 01 X 00 γ 01 X 01 γ 00 X 10 + γ 10 X 00 1 i,j=0
γ ij X 1−i1−j γ 01 X 11 + γ 11 X 01 γ 10 X 10 γ 10 X 11 + γ 11 X 10
For the class of regions Λ 2 , in (3.6) and (3.9), we use the operators
Example 3.10. Let F (λ) = a 0 + λa 1 + · · · + λ s a s be a scalar polynomial of degree s. The matrix inequality (3.6) has the form 
. Specifying L(X) for the class of regions Λ 1 , we use the matrices
In particular, for the left half-plane and the unit disk defined by corresponding matrices (3.3), we have 
The operator L(X) = xΓ is a matrix-valued function of scalar argument X = x for any region Λ k at k ≥ s.
Note that in [10, Theorem 1] , it is obtained a LMI characterization of the roots of polynomials inclusion into regions Λ 1 , which is similar to (3.15) with other form of the operator L(X).
4. Robust spectrum localization. In applications, the robust stability and the robust spectrum localization problems formulated for dynamic systems with parametric uncertainty are very important (see, for example, [12] - [14] ). Solving these problems, there can be useful results formulated above for matrix functions.
As an example, we consider the parametric set of regular matrix polynomials:
The values of coefficient matrices A i (p i ) depending on vector parameters 
The general vector of parameters
We specify all the ν 0 · · · ν s polynomial matrix vertices as follows:
If ν i = 1 for some i, then t i = 1, and A i in (4.1) does not depend on p i .
Proof. For any vector x ∈ R ν , we have
Hence, pp T ≤ P .
Theorem 4.2. Let G, H = H * ≤ 0 and X t0···ts = X * t0···ts satisfy (3.5) and the system of matrix inequalities
Then for any p ∈ P, all the eigenvalues of F (λ, p) belong to region (3.2).
Proof. We show that for any p ∈ P, The set (4.1) is reduced to the form (4.5) when all the vectors p i ∈ P νi have the same dimension ν and coincide. In this case, the system (4.2) consists from ν matrix inequalities. The interval set (4.6) is used most often in applications. It is described in the form (4.1) also. Indeed, for this purpose in (4.1), it is necessary to suppose that In [5] , the robust stability analysis of the system was carried out with the root-locus inclusion demands in the disk of radius 12 centered at (-12,0) for all admissible interval uncertainty of parameters a ≤ a = [c 1 , c 2 , d 1 , d 2 , m 1 , m 2 ] ≤ a.
We choose the stability region located in the left half plane: 
