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Resumen
En este art´ıculo se presenta un modelo neurobo-
rroso de la presio´n de una ca´mara de mezclas de
gases en una fundicio´n de cobre, dentro del cir-
cuito de tratamiento de gases de la fa´brica. Se ha
usado el me´todo de ana´lisis de componentes prin-
cipales para la reduccio´n del espacio de variables
de entrada y se ha obtenido adema´s un modelo no
recurrente, usa´ndose para ello modelos neurobor-
rosos jera´rquicos. El modelo se ha validado con
datos experimentales obtenidos en una planta real.
Palabras clave: Modelos Neuroborrosos,
Ana´lisis de componentes principales, Modelado.
1 Introduccio´n
El proceso de obtencio´n del cobre tiene como sub-
producto una corriente de gases rica en azufre. Es-
tos gases se pueden procesar para obtener a´cido
sulfu´rico a partir de ellos. Tras la salida de los
diferentes hornos donde se funde el mineral, los
gases pasan por una ca´mara de mezcla antes de
ser enviados a la fase de lavado previa a las plan-
tas de obtencio´n de a´cido. En todo el circuito
(y por tanto tambie´n en la ca´mara de mezcla) la
presio´n de los gases debe ser negativa para im-
pedir la emisio´n de los mismos al ambiente. Esta
presio´n depende de diversas variables en la l´ınea
de produccio´n y es bastante dif´ıcil de predecir,
tanto obteniendo un modelo de primeros princi-
pios como por me´todos de identificacio´n. Es por
tanto u´til el empleo de me´todos basados en las
redes de neuronas artificiales o los sistemas neu-
roborrosos Para realizar el modelo se tienen datos
provenientes del sistema de control distribuido in-
stalado en la planta referidos a 57 variables toma-
dos cada 2 segundos. Para el modelo que se pre-
senta aqui se trabajo´ con datos de tres dias dis-
tintos, durante los que se realizaron adema´s, prue-
bas en lazo abierto de diversas variables. En un
primer estudio, se hicieron diversos experimentos
para observar la correlacio´n de las variables con la
presio´n de la ca´mara de mezcla.
La organizacio´n del resto del art´ıculo es la sigu-
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Figura 1: Mezcla de gases. Produccio´n a´cido
sulfu´rico
iente. En la seccio´n 2 se hace una breve in-
troduccio´n al modelado neuroborroso aplicado al
sistema. En la seccio´n 3 muestra la te´cnica de
ana´lisis de componentes principales, usada aqu´ı
para la reduccio´n del espacio de variables. En las
secciones 4 y 5 se muestran los resultados de los
distintos modelos obtenidos. Finalmente, las con-
clusiones de este trabajo se resumen en la seccio´n
6.
2 Modelado Neuroborroso
La meta del modelado borroso (Fuzzy modelling)
es la obtencio´n de un conjunto de reglas que de-
scriban la dina´mica de la planta a trave´s de unos
datos experimentales. Los Sistemas de Inferen-
cia Borrosos (FIS) son aproximadores funcionales
gene´ricos, es decir, dado un cierto nivel de error,
se puede encontrar un FIS que aproxime cualquier
funcio´n con un error menor que el fijado. Para ello
se pueden usar diversas te´cnicas, algunas prove-
nientes del campo de las redes neuronales y otras
de otros campos (estad´ıstica, algoritmos gene´ticos,
etc). Muchos son los me´todos que pueden en-
contrarse en la literatura para la identificacio´n
de un modelo borroso. Los me´todos ma´s co-
munes o conocidos son el Fuzzy neuronal network
(FNN), el me´todo de Linguistic Equations (LE) y
los me´todos de Fuzzy clustering (FC). El uso de
Sistemas de Inferencia Borrosos (Fuzzy Inference
Systems) para el modelado permite manejar bien
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los procesos no lineales y dan un conocimiento del
sistema que es imposible con el uso de redes neu-
ronales. Los modelos basados en sistemas de in-
ferencia neuroborrosos adaptativos (ANFIS) com-
binan la ventaja de las redes neuronales adapta-
tivas (ANN), tales como la capacidad de apren-
dizaje y adaptacio´n, y la lo´gica borrosa, es decir,
el conocimiento basado en reglas y el manejo de
incertidumbre y significancia del conocimiento. A
diferencia de los sistemas basados en ANNs, los
sistemas ANFIS pueden partir de una base de
conocimiento previo, o bien, se puede an˜adir de-
spue´s la informacio´n que se desee para poder mejo-
rar el modelo.
A la hora de establecer la estructura de un AN-
FIS, uno de los problemas es fijar las funciones de
pertenencia. Un mayor nu´mero dara´ una mayor
precisio´n en el conocimiento, pudie´ndose provo-
car el manejo de numerosas reglas. Este prob-
lema de la explosio´n de reglas a mayor cantidad
de te´rminos lingu¨´ısticos, se puede subsanar con la
aplicacio´n de me´todos de clustering que busquen
la clasificacio´n de datos en subconjuntos (subset).
Adema´s de la adecuada eleccio´n de reglas y fun-
ciones de pertenencia mediante una metodolog´ıa,
es importante la eleccio´n de las variables de en-
trada.
En un sistema simple, de pocas variables, es fa´cil
la eleccio´n de las mismas observando la causalidad.
Cuando el sistema esta´ compuesto de muchas vari-
ables (como el caso que nos ocupa, en el que in-
tervienen 57), acopladas entre ellas y dif´ıcilmente
observable a simple vista, un me´todo puede ser
introducir el ma´ximo nu´mero de variables en la
entrada del FIS y dejar que un me´todo de clus-
tering decida los subconjuntos adecuados entre el-
las junto con la entrada. Esto es algo, en oca-
siones, poco pra´ctico, perdiendo adema´s una de las
propiedades esenciales de los sistemas borrosos: el
conocimiento del comportamiento del sistema.
En nuestro caso, queremos obtener un modelo de
la variable PCM (presio´n de la ca´mara de mezcla).
El camino inicial deber´ıa ser el estudio previo del
sistema observando, mediante el ana´lisis de cor-
relaciones y los ensayos adecuados, las variables
que afectan realmente a la PCM y despue´s de ello,
plantear un ANFIS con las variables mencionadas
como entradas.
La metodolog´ıa empleada en este trabajo es la
siguiente: En primer lugar se han elegido sufi-
cientes datos para entrenar el sistema, en con-
creto se han usado 6000 datos de 57 variables.
Se han elegido, adema´s datos de otros dias para
poder validar el modelo y para evitar el sobre-
entrenamiento del sistema ANFIS [3]. Se han nor-
malizado las variables, para evitar que la distinta
naturaleza y magnitud de las mismas, afecten al
proceso de aprendizaje neuronal. Despue´s se han
probado algunas estructuras de sistemas ANFIS,
eligie´ndose las estudiadas en las secciones 4 y 5
Debido al acoplamiento dado entre las variables y
la dificultad existente en la realizacio´n de prue-
bas experimentales, el estudio inicial no aporta
la suficiente informacio´n para la implementacio´n
de un modelo adecuado. El uso del me´todo PCA
proporciona dos caracter´ısticas: la obtencio´n de
nuevas variables incorreladas, la condensacio´n de
toda la informacio´n en un espacio mucho ma´s re-
ducido, proporcionando as´ı una mayor simplifi-
cacio´n del ANFIS. El inconveniente es la pe´rdida
de simplicidad en el significado de las reglas del
sistema borroso, pues las entradas requieren de
interpretacio´n.
3 Ana´lisis PCA
En las situaciones donde hay un gran nu´mero
de variables, es dif´ıcil obtener una visio´n general
de las relaciones que puedan existir entre ellas.
Uno de los me´todos ma´s importantes usados en el
campo de la estad´ıstica multivariante es el Ana´lisis
de Componentes Principales (PCA), cuyo objetivo
es reducir la dimensio´n del sistema, minimizando
la pe´rdida de informacio´n.
Suponiendo p variables, la matriz de n datos es
X =

x11 x12 ... x1p
x21 x22 ... x2p
....................
xn1 xn2 ... xnp

Cada fila i nos dara´ un dato en el tiempo ti con p
variables.
Las p variables son los vectores generadores del
subespacio V . Lo que perseguimos es encontrar
una nueva base de vectores (Y1, Y2, ..., Yk) que de-
finan un nuevo subespacio donde la informacio´n
contenida sea la ma´xima. Esto es:
Y1 = w11x1 + w12x2 ... + w1pxp
Y2 = w21x1 + w22x2 ... + w2pxp
....................
Yk = wk1x1 + wk2x2 ... + wkpxp
Donde k < p.
Se demuestra que
µY = E(Y ) = E(WTX) =WTE(X)
y que la matriz de covarianza de Y es igual a
ΣY = E{(Y − µY )(Y − µY )T } =WTΣXW
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El objetivo es conseguir la ma´xima varianza de
los datos en los ejes nuevos, es decir, la ma´xima
ΣY , con la clara restriccio´n de que sean ortonor-
males, esto es WTW = I. En definitiva, se trata
de maximizar
WTΣXW − λ(WTW − I)
derivando la expresio´n e igualando a cero, tenemos
que
(ΣX − λI)W = 0
En definitiva, el problema se restringe a calcular
los autovectores de ΣX
Las componentes Wj asociadas a los autovalores
con ma´s valor de ΣX , son las significativas para
representar los datos, denomina´ndose e´stas las
Componentes Principales del sistema.
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Figura 2: Componentes Principales
La primera componente es la correspondiente al
mayor autovalor, la segunda al siguiente mayor,
y as´ı sucesivamente. Obtenie´ndose as´ı un nuevo
subespacio donde se encierra casi toda la infor-
macio´n. A la hora de elegir las componentes prin-
cipales, existen varios criterios. Uno de ellos es
usar el nu´mero de autovectores l asociados a los
autovectores que cumplan que∑l
i=1 λi∑n
i=1 λi
≥ n
siendo n el porcentaje de informacio´n deseada.
Al aplicar el ana´lisis de componentes principales
al sistema en cuestio´n (con 57 variables), se ob-
tuvieron 7 componentes principales que contienen
el 95% de la informacio´n, reducie´ndose consider-
ablemente el espacio de las entradas al sistema
4 Modelo Dina´mico
Un modelo borroso dina´mico extiende el do-
minio de aplicacio´n de las redes de neuronas bor-
rosas (FNN) a los problemas temporales (en el
tiempo). Son llamados tambie´n Sistemas de neu-
ronas borrosas recurrentes (RFNN). Son sistemas
que poseen las mismas ventajas que las redes de
neuronas recurrentes [5]. La recurrencia es debida
a la realimentacio´n de la salida para poder as´ı cap-
tar la dina´mica y el cambio. Estos sistemas pre-
sentan una dificultad: la propia estabilidad de los
mismos una vez que esta´n on-line. Los sistemas
no dina´micos no tienen este problema, debido a la
respuesta instanta´nea y la unidireccionalidad de
la informacio´n.[6] [7]
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Figura 3: Modelo neuroborroso dina´mico
Debido a problemas encontrados en el entre-
namiento, de la red dina´mica cla´sica propuesta,
en el caso que nos ocupa, se propuso un esquema
distinto -tambie´n dina´mico- pero incluyendo en el
ana´lisis PCA el valor anterior de la variable de sal-
ida, realimentando indirectamente la misma. Para
el ajuste se uso´ la toolbox de MATLAB c©de lo´gica
borrosa [3]. La tabla 1 describe las caracter´ısticas
del sistema RFNN obtenido
Tabla 1: Caracter´ısticas del Sistema Borroso
Tipo de sistema T-Sugeno
No de nodos 294
Para´metros (lineales y no lineales) 128
Nu´mero de reglas 128
Tipo de salidas Constantes
Funciones de pertenencia gausianas
Funciones de pertenencia por entrada 2
En la figura 3 puede verse un diagrama de la prop-
uesta del sistema.
En la figura 4 se presenta la validacio´n del modelo,
siendo e´ste representado en l´ınea azul.
El modelo as´ı obtenido se ha validado para distin-
tos d´ıas de funcionamiento, en los cuales las condi-
ciones de operacio´n cambian continuamente. La
figura 5 muestra la prediccio´n que ofrece el mod-
elo en otra situacio´n.
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Figura 4: Resultados del modelo dina´mico
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Figura 5: Validacio´n del modelo dina´mico en otras
condiciones de operacio´n
5 Modelo No Recurrente
Para garantizar, en la pra´ctica, la estabilidad del
modelo en s´ı mismo, suele hacerse uso de modelos
no dina´micos, o tambie´n llamados Feedforward.
En nuestro caso, el resultado de proponer un sis-
tema neuroborroso cuya salida sea la PCM y en-
tradas las componentes principales resultantes del
ana´lisis sobre las 56 variables restantes despue´s de
un PCA, empeora los resultados, considera´ndolo
inviable en la validacio´n.
Un me´todo alternativo aplicado en este trabajo es
usar sistemas borrosos en serie. En la figura 6 se
presenta un esquema del sistema propuesto. La
idea propuesta consiste en encontrar otro sistema
neuroborroso que tenga como entrada el resultado
del PCA de las variables menos la PCM y como
salidas los datos que se usaron para entrenar las
entradas del sistema recurrente.
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Figura 6: Modelo No-recurrente
Como se observa en la figura 6, en el sistema en-
tran las variables distintas a la PCM y, despue´s de
un PCA, se obtienen las componentes principales
que recogen el 95% de toda la informacio´n del sis-
tema. La evaluacio´n de los sistemas borrosos in-
termedios, dara´ como resultado cada una de las
componentes principales propias del PCA usado
para el modelo recurrente, obtenie´ndose con ellas,
a trave´s del sistema neuroborroso obtenido en la
seccio´n anterior, el valor de la PCM. As´ı pues, a
partir de un modelo donde no se tiene en cuenta
directamente los valores anteriores de la PCM, se
obtiene primero, por estimacio´n, las entradas del
modelo recurrente.
La figura 7 describe con un poco ma´s de detalle
el esquema del modelo propuesto. Se observa la
forma que tienen las distintas funciones de perte-
nencia de las siete entradas seleccionadas.
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Figura 7: Esquema del modelo
En la figura 8 pueden observarse los resultados de
este sistema (el modelo esta´ representado en l´ınea
azul).
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Figura 8: Resultados del modelo No-recurrente
6 Conclusiones
En este art´ıculo se ha presentado modelos neu-
roborrosos de la presio´n de la ca´mara de mezcla de
un proceso de produccio´n de a´cido sulfu´rico, obte-
niendose resultados aceptables para simulacio´n y
prediccio´n. Se ha hecho uso del me´todo PCA para
la reduccio´n del espacio de variables a la entrada.
La te´cnica aqu´ı presentada es un paso ma´s para
obtener una metodolog´ıa adecuada para el mode-
lado neuroborroso, siendo u´til e´ste u´ltimo al con-
trol basado en modelo. Tambie´n se ha propuesto
otro camino para la obtencio´n de modelos no re-
currentes basa´ndose en el ana´lisis de componentes
principales y en el modelo dina´mico obtenido.
Es de destacar que el modelo ha sido validado so-
bre una planta real, en la cual servira´ de ayuda
para el disen˜o y validacio´n posterior de los con-
troladores. La seleccio´n de las variables manipu-
lables que tienen mayor influencia en la presio´n de
la ca´mara de mezcla facilita la tarea de disen˜o de
los controladores.
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