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The convergence of the Bremmer series for the spatially inhomogeneous 
Helmholtz equation has been studied thoroughly. However, the role of the 
frequency is often disregarded. Although other series solutions have since been 
derived using another normalization, that are valid under wider conditions, we 
prove some new criteria to supply this lack. Our methods may also be applied to 
other series solutions. 
In the late thirties Bremmer [2, 31 derived a series solution of the spatially 
inhomogeneous Helmholtz equation 
L + w4 $ = 0, k2(X) = d-2(x), (1) 
which, for example, describes the propagation of a one-dimensional mono- 
chromatic wave with frequency w in an inhomogeneous medium with propaga- 
tion velocity C(X). He considered the case that there is a smooth transition from a 
value c- as x -+ - co to a value c+ as x ---f + CC such that 
(The profile C(X) will be supposed to be twice continuously differentiable.) 
Bremmer’s series represents the solution of (1) that consists of an incoming 
wave of prescribed amplitude and of an outgoing wave of unknown amplitude 
as x -+ --co; it only consists of an outgoing wave as x -+ +co. Therefore it 
represents the reflection of a wave incident from x = - CO. The convergence has 
been studied thoroughly by Atkinson [I]. He showed that Bremmer’s series is 
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the Neumann expansion corresponding to the following integral equation in 
C(R) x C(R): 
C(R) is the Banach space of all complex-valued, continuous, and bounded 
functions defined on the real line, supplied with the sup-norm. The norm of 
(+&, 4r) E C(A) x C(R) is defined by the maximum of the norms of +& and & . 
If ($j, $t) E C(R) x C(R) satisfies (3) then $ = +J + $t is the actual solution 
of (1). 
For the sake of convenience we apply the Liouville transformation (cf. Broer 
and Van Vroonhoven [5]): 
TX 
Z= 
s c-‘(q) dx, 9 
z#& = c-l’2cjr, a+br = c-l’“& . 
We then obtain the equivalent set of integral equations in C(R) x C(R) 
*A4 =jza exp{--iw(x - q)} b$, dz, , 
(4) 
&(z) = exp{iwx} - 1-1 exp(iw(z - zi)} ba,bJ dz, , 
where b = (1/2c) (dc/dz). 
Condition (2) reads 
s 
i-co 1 b ( dz < co, 
--m (5) 
and the convergence condition that Atkinson proved is 
Atkinson even proved that in some sense this is the best possible result. How- 
ever, this is often misunderstood. For example, Atkinson’s statement does not 
entail the impossibility of finding other criteria. In particular, one may expect 
that for high frequencies the Bremmer series converges under wider conditions 
than is expressed by (6). This because of the rapid oscillations of the integrands 
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of the terms. We shall prove two theorems that express the frequency dependence 
of the convergence. Although many criteria can be proved, we restrict ourselves 
to these. A more comprehensive account of criteria can be found in the author’s 
thesis [7]. 
For (4) we write formally 
x = xo + TX. (7) 
Atkinson has shown that the integral operator T is compact. Therefore we can 
use the spectral theory of compact operators to determine whether the Bremmer 
series converges. It converges if the smallest absolute value of the eigenvalues of 
T is larger than one. (There exists at most a countable set of them having no 
point of accumulation.) Here X is defined to be an eigenvalue if a x # 0 exists 
such that x = hTx. Atkinson proved that all eigenvalues satisfy 
I,Is+mlbldZ>+, 
-cc 
(8) 
which leads to criterion (6). 
Frist we shall prove that the Bremmer series converges for sufficiently high 
frequencies. Next we shall derive a criterion that looks like the criteria for other 
series solutions of (1) with the same normalization that have been derived by 
Broer [4], Broer and Van Vroonhoven [5], and Sluijter [6]. 
THEOREM 1. The Bremmer series converges for suficiently high frequencies. A 
sujicient condition is that one of the conditions 
sup s +m I W4 I F&, d 4 < 1, i= 1,2, z (9, 10) -cc 
is satisjied. Both conditions hold for su$iciently high frequencies. Here Fl and F2 are 
defined by 
s 02 F&t 4 = exp(2iwza) b(z,) dx, for x1 < a, i 
=I 
m 
exp(2iwza) b(z,) dz, for a1 > z, 
Zl 
s 21 FAX, %> = exp(-2iwx,} b(z,) dx, for zr < z, --m 
=s 
z 
exp{ -2iwz,} b(z,) dx, for a1 >, z. 
--m 
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Proof. Suppose that X is an eigenvalue of T and that # = (#, , $t) is a 
corresponding eigenvector. Then 1,4 is also an eigenvector of T2 corresponding to 
the eigenvalue X2: 
c/S = h2T2qk (11) 
This equation splits into two eigenvalue equations in C(R): 
Here TJ2 and TT2 are defined in an obvious way; for example, 
Let us consider the first of these two eigenvalue problems. It is clear that all 
eigenvalues satisfy 
I X I2 II T.L~ II > 1. 
By an interchange of the order of integration and by the definition of Fl we 
obtain 
TN4 = - 1-r expt--i4 + d> 44 Fdz, 4 5(4 dz, . 
Hence 
This leads to (9). In the same manner we find (10). 
The left-hand sides of (9) and (10) tend to zero as w - co because according 
to the Riemann-Lebesgue lemma 
as w + co 
uniformly for all 01 and ,K This completes the proof of the theorem. 
THEOREM 2. Suppose that, in addition to (5), 
I 
+m 
b2 dz < GO, 
I 
+m j b / dz < cc. 
-m -m 
Then the Bremmer series converges if 
(13) 
(14) s +m (b2 + ( b I) dz < 2~. -co 
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Proof. Let X be an eigenvalue of T and (#& , z,&) a corresponding eigenvector: 
By differentiation we find 
#h + iwlcI$ = --hW, , 
4 TZ - iw& = --hb$, . 
By simple inspection one can verify that this involves that # = #r + Z/J? is a 
nonzero solution of 
*zz + WV = (X26” - hb) 8) (15) 
that satisfies the boundary conditions 
* = 6 exp{-iwz} + o(1) as z-+-co, 
$ = y exp(iwx) + o(l) as x-+ fc.0. 
(16) 
A nonzero solution of (15) that satisfies (16) must be an eigenvector of the follow- 
ing nonlinear eigenvalue problem in C(R): 
exp{iw 1 z - zr I} (h2b2 - Ab) t+h dz, , (17) 
as follows by the choice of the proper Green function. 
From the contraction principle it follows that no eigenvalues exist satisfying 
F +m (I A I2 b2 + j X j 1 b 1) dz < 2~. --03 (18) 
Now it remains to exclude the equal-sign in (18). Suppose that X is an eigenvalue 
of T that satisfies 
s +,=J (I h I2 b2 + / X 1 / b 1) dz = 2w --P 
and that (GJ, I&) is the corresponding eigenvector. Atkinson proved that h 
cannot be real. Again $J = 4J + I/+ must be a nonzero solution of (17). Therefore 
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There must be an interval where both b2 and b are not zero except in the trivial 
case b E 0. Throughout this interval we have for nonreal X 
1 hb2 - b 1 < 1 h 1 b2 + 1 b j . 
This leads to the contradiction 
II*11 d $&/I 4 11 Sirn I hb2 - b I dz -=c !&! II $ II 1’” (I X I b2 + I b I> dz --co --co 
= II *iI ’ 
So the smallest eigenvalue of T is larger than 1 if (14) holds, which proves the 
theorem. 
As we already mentioned, the criterion found in Theorem 2 resembles the 
criteria for Sluijter’s series: 
I +mIb2-bjdz+w -cc 
and a criterion for Broer’s series: 
I +m 1 b2 - b I dz < 2~. -al 
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