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Abstract
We answer the much sought after question on regularity of the viscosity solution u to the Dirichlet problem for the infinity
Laplacian 1∞ in x = (x1, . . . , xn) ∈ Rn (n ≥ 1) with Lipschitz boundary data on ∂U of the open set U (whether u is C1(U )),
that in fact u has Ho¨lder regularity C(1,1/3)(U ). Furthermore, if each of the first partials ux j never vanishes in U¯ (a coordinate
dependent condition) then u ∈ C(1,1)(U ). The methods that we employ are distinctly different from what is generally practiced
in the viscosity methods of solution, and include ‘action’ of boundary distributions, Lebesgue differentiation and regularization
near the boundary and a definition of product of distributions not satisfying the Ho¨rmander condition on their wavefront sets, while
representing the first partial derivatives of u purely in terms of boundary integrals involving only first order derivatives of u on the
boundary.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction and statement of the main result
Existence results are known (viscosity sense) on the Dirichlet problem for the infinity Laplacian in Rn , 1∞u =∑n
j,k=1 ux j uxkux j xk , n ≥ 2; see Jensen [1]. While u has Lipschitz regularity in an arbitrary open bounded setU ⊂ Rn
with Lipschitz data on the boundary ∂U , this has evinced considerable interest on whether u ∈ C1(U ). It has been
recognized (see Evans [2,3]) that this regularity is crucial in the applied area of image processing, especially in
dimensions n > 2. In this work we establish that u ∈ C (1,1/3)(U ) in all dimensions n ≥ 2 (u is a line segment in n = 1)
and this is surprising since the very ‘special’ solution (Aronsson [4]) u(x1, x2) = x4/31 − x4/32 in an open bounded
set of the origin in R2 has precisely this regularity, for which ux1x2 = 0. The precise definition of viscosity solutions
of second order PDEs is given in Jensen [1] (Definition 1.2 on p. 56). Our idea concerning the regularity result
is to express the first partial derivatives of the solution as boundary integrals of kernels involving only the first order
derivatives on u and that Lipschitz regularity should follow as a consequence of the ‘smoothing property’ in the ‘other’
variables, after integration. The methods we employ include ‘action’ of boundary distributions (Treves [5]), Lebesgue
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differentiation and regularization near the boundary and new multiplication results on distributions not verifying the
Ho¨rmander product condition on wavefront sets, that is the fiber sum ξ1 + ξ2 6= 0 whenever (x, ξ1), (x, ξ2) are in the
wavefront sets of the two distributions whose product is desired. We have in fact shown in Jain and Nagaraj [6] that
the product of an L2 function and a distribution whose Fourier transform has polynomial growth is well defined as
a distribution and this has the immediate application that each term in 1∞u is a well defined distribution, given
u Lipschitz with compact support; this procedure of treating viscosity solutions is certainly new and motivated,
with a seemingly strong potential for applications in a variety of linear and nonlinear problems. Sivaguru Sritharan
(Wyoming) has informed us that our methods of obtaining Ho¨lder estimates on u may possibly be applied to the
interesting problems of transonic flow associated to perturbations of the wave and the Dirac operators with 1∞, that
is say(
∂2
∂t2
− a21x
)
Φ(x, t) = −1∞Φ(x, t)
gives
Φt t − N (Φ) = 0
where the operator
N (Φ) = (a2δi j − ΦxiΦx j )Φxi x j
is of ‘changing type’ (elliptic–hyperbolic) across a surface defined by a = |5Φ|. These questions, including a
controllability theory for such problems, are however being addressed in a forthcoming joint work. We also establish
C (1,1)(U ) regularity of u under the coordinate dependent condition that each partial derivative ux j is nowhere zero in
U¯ ; notice that this condition is not verified for the Aronsson solution above, in an open bounded set away from the
origin and intersecting the x2-axis, but that, however, one can arrange (for ‘small’ such open sets) a slight rotation of
coordinates (1∞ is rotation invariant) where the partial derivatives are non-zero; the lines in the new frame where the
partial derivatives are zero are given by those with slopes −2 cot 2θ, (1/2) tan 2θ (positive θ fixed) while the second
derivatives blow up on the lines with slopes − cot θ, tan θ and are thus excluded from the domain.
Now let u solve in the viscosity sense the Dirichlet problem
1∞u = 0 in open bounded U ⊂ Rn, ∂U ∈ C1, n ≥ 2
u = g ∈ Lip(∂U )
}
. (1)
Then we have the following
Theorem. Let u be a Lipschitz solution of (1) in U. Then u ∈ C (1,1/3)(U ). Furthermore, if each partial derivative
ux j is nowhere zero in U¯ , which is a coordinate dependent condition, then in that frame u ∈ C (1,1)(U ).
The proof is long and sustained and will be given in several steps, first for dimension n = 2. The general case
n ≥ 2 will follow out of arguments centred on the following:
Algebraic Lemma. Let Dn and 1n respectively denote the gradient and Laplacian in the variables (x1, . . . , xn),
n ≥ 2. Then we have
n∑
j>i=1
(u2xi + u2x j )(uxi xi + ux j x j ) = |Dnu|21nu + (n − 2)
n∑
i=1
u2xi uxi xi .
The paper is thus organized as follows: in Section 2 we develop for the case n = 2 a boundary integral
representation (see (42) below) for the expression u
3
x
3 − i
u3y
3 , i =
√−1, in terms of first order derivatives of u on
the boundary and ‘action’ of boundary distributions associated to the characteristic function χ on U . This involves a
very careful procedure of integration by parts after applying the Cauchy–Riemann operator ∂
∂ z¯ = 12 ( ∂∂x + i ∂∂y ) to both
sides of the viscosity equality u2xuxx = −2uxu yuxy − u2yu yy , and then ‘withdrawing’ the action by convolution with
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the fundamental solution 1
pi z of
∂
∂ z¯ ; note here that transfer of terms in 1∞u = 0 (in the viscosity sense) is justified
in view of the Definition 1.2, p. 56 in Jensen [1]. A distributional equality ∂
∂x (
u3x
3 ) = u2xuxx is justified (see Jain and
Nagaraj [6]) so that the actual convolution needed to obtain an expression for u
3
x
3 is found out to be that with
1
pi z ∗x H
(H = Heaviside function and convolution in x) which is a locally integrable expression in R2, for adaptation in
integration by parts; more about the convolution 1
pi z ∗x H , viewed as a distribution in R2 is discussed in the paragraph
following (3) below. In Section 3 we show the Lipschitz regularity in the boundary integrals representing u
3
x
3 − i
u3y
3 and
thus, that both ux and u y are 1/3-Ho¨lder continuous in U¯ follows from an interesting application of solving cubics
by Cardan’s method. In Section 4 we describe how the procedure for n = 2 generalizes to arbitrary dimensions by
application of the Algebraic Lemma (stated in the introduction) whose proof we give by induction along with further
arguments which are necessary. Adequate work has also been carried out in the Appendices A.0–A.5 to rigorously
augment the arguments in the main text.
2. Boundary integral representation for u
3
x
3 − i
u3y
3 for n = 2
1∞u = 0
gives [
u2xuxx =
] ∂
∂x
(u3x )
3
= −2uxu yuxy − u2yu yy (2)
where the equality within square brackets on the left of (2) signifies that u2xuxx and
∂
∂x
(u3x )
3 are equal (as genuine
distributions) in the sense of distributions, whereas the equality after ∂
∂x
(u3x )
3 is in the viscosity sense. This has been
adequately made clear in the Appendix A.1 at the end; see also Jain and Nagaraj [6]. Thus in summary, distribution
equalities are used independently of the equality in the viscosity sense and any interference with the senses will be
pointed out when the occasion arises. Let χ be the characteristic function of U . Then
∂
∂x
(χu3x )
3
= −2χuxu yuxy − χu2yu yy +
∂χ
∂x
(u3x )
3
∂
∂y
(χu3y)
3
= −2χuxu yuxy − χu2xuxx +
∂χ
∂y
(u3y)
3
.
(3)
‘Boundary distributions’such as χx , χy in (3) will be interpreted below, following Treves [5]. It will be our purpose to
show the Lipschitz continuity of the expressions within the brackets on the left-hand side in (3) with respect to x, y.
We shall make use of the fundamental solution 1
pi z , z = x + iy of the Cauchy–Riemann operator ∂∂ z¯ = 12
(
∂
∂x + i ∂∂y
)
;
this is for the purpose of having local integrability of functions which appear in the integrals below and also since
the calculus with a first order operator ∂
∂ z¯ is seen to be advantageous over a second order operator such as the
2-Laplacian12. We also note that a fundamental solution of ∂∂ z¯
∂
∂x can be taken as
1
pi z ∗x H , where H is the Heaviside
function and the convolution is taken with respect to x ; this should in fact be thought of as the (x, y)-convolution
in R2: 1
pi z ∗ [H(x) ⊗ δ(y)] (δ = Dirac measure on R) and acting on test functions in R2. Similarly 1pi z ∗y H is a
fundamental solution for ∂
∂ z¯
∂
∂y . It can be checked that these convolutions represent locally integrable functions in R
2;
see Appendix A.3 for details, where it is also shown in (54) that as locally integrable distributions in R2 we have the
following interesting ‘conversion formula’:
− 1
pi z
∗x H = i
(−1
pi z
∗y H
)
+ i · arctan(x/y)+ i · arctan(y/x)
= i
(−1
pi z
∗y H
)
+ i 3
2
. (4)
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We shall find an expression for the sum
(
χu3x
3
)
− i
(
χu3y
3
)
(5)
so as to be able to read off the real and imaginary parts in terms of integrals on the boundary involving only the first
order derivatives of u. Now acting ∂
∂ z¯ in (3) (see discussion immediately below) we obtain (see Treves [5], p. 36 (5.9),
(5.10))
χ
u3x
3
=
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(2χuxu yuxy)+
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(χu2yu yy)
+
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(
∂χ
∂x
u3x
3
)
. (6)
We note that in the above ‘viscosity equality’ the action ∂
∂ z¯ on both sides of the equality (3) is permissible in so far
as the same action is withdrawn by convolution with 1
pi z , treating both sides as mere distributions (from Jain and
Nagaraj [6]) on which an action is applied and withdrawn. However, convolution with 1
pi z ∗x H on both sides of (3)
involves the operation of x-convolution with H of both sides of the viscosity equality (3), which is not withdrawn.
This problem is overcome without interfering with the viscosity equality in any way, as follows: actually, it should be
clear that the whole action of applying C.R. operator and then convolving with 1
pi z ∗x H on both sides is completely
withdrawn by using the operation ∂
∂x (
1
pi z ∗x H) on both sides of the viscosity equality which is never interfered with
in this procedure. Now it will be noticed that whatever computation which we will be doing in what follows, with
1
pi z ∗x H application on the right-hand side of (6) (integration by parts etc. leading to the expression as boundary
integrals) will remain intact, except that now the ‘withdrawing operation’ of ∂
∂x will be present on the boundary
integrals obtained below, and the viscosity equality on both sides is never touched. Thus we shall have in effect
∂
∂x [ (u
3
x )
3 —‘earlier’ Boundary Integrals that follow below] = 0 (in viscosity). Add a suitable function of y within the
brackets such that the bracket term evaluated on the boundary is zero. The uniqueness in viscosity now applies where
we need not bother that only first order derivative is present on the bracket where the viscosity equality is that of second
order. This discrepancy is, however, overcome by introducing, say action by ∂
∂ z¯ on the left and withdrawing the same
by convolution with 1
pi z so that on the left now, second order derivatives are present. Note also that regularization can
always be done on the square bracket term. Thus expression inside the above brackets is again equal to zero which is
what we have derived in this work. Let now
I1 :=
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(2χuxu yuxy)
I2 :=
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(χu2yu yy)
I3 :=
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(
∂χ
∂x
u3x
3
)
.
We have, with a well-defined way of multiplication of L2 functions with distributions having Fourier transforms
that are smooth and of polynomial growth (see Jain and Nagaraj [6] and also Appendix A.1, herein), the following
expressions, where equality is in the viscosity sense:
2χuxu yuxy = ∂
∂y
(χu2xu y)− χu2xu yy − χyu2xu y (7)
2χuxu yuxy = ∂
∂x
(χu2yux )− χu2yuxx − χxu2yux (8)
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where the distributions χx , χy are supported on the boundary ∂U and their actions are explained in the Appendix A.5.
Using (7) in I1 we obtain
I (x)1 =
(−1
pi z
∗x H
)
∗(x,y)
[
∂
∂ z¯
∂
∂y
(χu2xu y)−
∂
∂ z¯
(χu2xu yy)−
∂
∂ z¯
(χyu2xu y)
]
I (x)11 :=
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
∂
∂y
(χu2xu y)
(9)
where the superscripts x on the left-hand sides of the expressions above denote that the convolution is taken with
respect to x in the first circle brackets on the right-hand sides.
We notice that the terms in the square brackets in (9) are the same while computing ∂
∂y (
χu3y
3 ) which is associated
with I (y)1 in reference to convolution with respect to y in the circle brackets, and it will be our purpose to interpret the
expressions within the square brackets, integrating by parts wherever this can be justified; our task and strategy will
be to express the integrals below only in terms of first order derivatives on u and any cancellation is permissible only
after this is achieved. Now integrating by parts with respect to y (justification follows) we find, upon using (4)
I (x)11 = iI (y)11 + i
3
2
∗(x,y)
[
∂
∂ z¯
∂
∂y
(χu2xu y)
]
= i−1
pi z
∗(x,y) ∂
∂ z¯
(χu2xu y)+ i
∫
∂U
(−1
pi z
∗y H
)
(x − ξ, y − η) ∂
∂ζ¯
(χu2ξuη)νη dS
+ i 3
2
∗(x,y) ∂
∂ z¯
∂
∂y
(χu2xu y) (10)
where we show that the computation is legitimate by using the procedure of regularization with approximations to
the identity, ρε, ε > 0, to interpret the first term in the second equality of (10) as the limit of a domain integral over
U (thus naturally linking with standard integration by parts) and the boundary integral in (10) is interpreted in the
Appendices A.4 and A.5; for the former statement, we shall make use of the continuous injection of L1(U ) in D′(U )
as follows:
−iχu2xu y = lim
ε→0[ρε ∗(x,y)(−iχu
2
xu y)] limit in L1(U)
= lim
ε→0[ρε ∗(x,y)(−iχu
2
xu y)] limit in D′(U)
= lim
ε→0
([
ρε ∗(x,y) ∂
∂ z¯
(
1
pi z
)]
∗(x,y)(−iχu2xu y)
)
limit in D′(U)
= lim
ε→0
([
∂
∂ z¯
ρε ∗(x,y) 1
pi z
]
∗(x,y)(−iχu2xu y)
)
limit in D′(U)
= lim
ε→0−i ·
1
pi z
∗(x,y)
[
∂
∂ z¯
ρε ∗(x,y)(χu2xu y)
]
limit in D′(U)
= i−1
pi z
∗(x,y) ∂
∂ z¯
(χu2xu y) (11)
where in the last but one step above we have used associativity of the convolution. This procedure of transferring
derivations in a convolution as an integration by parts leading to a limit of a domain integral and a boundary integral
whenever this can be achieved, will be adopted throughout. Thus
I (x)11 = −iχu2xu y + i
∫
∂U
(−1
pi z
∗y H
)
(x − ξ, y − η) ∂
∂ζ¯
(χu2ξuη)νηdS + i
3
2
∫
∂U
∂
∂ζ¯
(χu2ξuη)νηdS
= −iχu2xu y + i
∫
∂U
(−1
pi z
∗y H
)
(x − ξ, y − η)u2ξuη
∂
∂ζ¯
(χ)νηdS + i 32
∫
∂U
∂(χ)
∂ζ¯
u2ξuηνηdS (12)
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where, while computing the boundary integrals we have considered the boundary term χ ∂
∂ζ¯
(u2ξuη) as contributing 0,
by Lebesgue differentiation and regularization near the boundary as shown in the Appendix A.4 in the computation of
J -term. Thus, towards the computation of (5) and in view of the remark on I (y)11 in the paragraph preceding (10), we
have the following:
I (x)11 − iI (y)11 = i
3
2
∫
∂U
∂(χ)
∂ζ¯
u2ξuηνηdS (13)
where we note that the left-hand side above is computable straight from (10), but the intermediate computations will
become useful as we proceed. Now in similar fashion, using (8) in the square brackets of (9), we have
I ′(x)11 =
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
∂
∂x
(χu2yux )
= −1
pi z
∗(x,y) ∂
∂ z¯
(χu2yux )+
∫
∂U
(−1
pi z
∗x H
)
(x − ξ, y − η) ∂
∂ζ¯
(χu2ηuξ )νξdS
= −χu2yux +
∫
∂U
(−1
pi z
∗x H
)
(x − ξ, y − η)∂(χ)
∂ζ¯
u2ηuξνξdS (14)
and from (4) we have
I ′(y)11 =
(−1
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
∂
∂x
(χu2yux )
= 1
i
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
∂
∂x
(χu2yux )−
3
2
∗(x,y) ∂
∂ z¯
∂
∂x
(χu2yux ). (15)
Therefore
I ′(x)11 − iI ′(y)11 = i
3
2
∫
∂U
∂
∂ζ¯
(χu2ηuξ )νξdS
= i 3
2
∫
∂U
u2ηuξ
∂χ
∂ζ¯
νξdS. (16)
Next let us consider as per the definition from (9), I (x)13 , I
′(x)
13 , I
(y)
13 , I
′(y)
13 , noting
∂
∂ z¯
(
1
pi z ∗x H
)
= δ(y)H(x) :
I (x)13 =
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
χyu2xu y
= H(x) ∗x χyu2xu y +
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)χηu2ξuη(νξ + iνη)dS
=
∫
{ξ :(ξ,y)∈∂U }
H(x − ξ)χy(ξ, y)u2ξ (ξ, y)u y(ξ, y)dξ
+
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)χηu2ξuη(νξ + iνη)dS. (17)
We note that the domain of integration in the first boundary integral of the third equality on the right-hand
side of (17) is not necessarily of measure zero for ‘bean shaped’ domains. It follows exactly in a similar way that
I ′(x)13 , I
(y)
13 , I
′(y)
13 , are given by:
I ′(x)13 =
∫
{ξ :(ξ,y)∈∂U }
H(x − ξ)χξ (ξ, y)u2y(ξ, y)uξ (ξ, y)dξ
+
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)χξu2ηuξ (νξ + iνη)dS (18)
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(using (4))
I (y)13 =
(
1
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
χyu2xu y
= 1
i
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
χyu2xu y +
3
2
∗(x,y) ∂
∂ z¯
χyu2xu y
= 1
i
∫
{ξ :(ξ,y)∈∂U }
H(x − ξ)χy(ξ, y)u2ξ (ξ, y)u y(ξ, y)dξ
+ 1
i
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)χηu2ξuη(νξ + iνη)dS +
3
2
∫
∂U
χηu2ξuη(νξ + iνη)dS (19)
I ′(y)13 =
(
1
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
χxu2yux
= 1
i
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
χxu2yux +
3
2
∗(x,y) ∂
∂ z¯
χxu2yux
= 1
i
∫
{ξ :(ξ,y)∈∂U }
H(x − ξ, y − η)χξ (ξ, y)u2y(ξ, y)uξ (ξ, y)dξ
+ 1
i
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)χξu2ηuξ (νξ + iνη)dS +
3
2
∫
∂U
χξu2ηuξ (νξ + iνη)dS. (20)
Therefore
I (x)13 − iI (y)13 = −i
3
2
∫
∂U
χηu2ξuη(νξ + iνη)dS (21)
I ′(x)13 − iI ′(y)13 = −i
3
2
∫
∂U
χξu2ηuξ (νξ + iνη)dS. (22)
Next we should compute: I (x)12 + I ′(x)12 − i(I (y)12 + I ′(y)12 ) as per (9):
I (x)12 :=
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(χu2xu yy)
we note
u2xu yy = −(u2xuxx + u2yuxx + u2yu yy)+ |Du|21u (23)
so,
I (x)12 =
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(−χu2xuxx − χu2yuxx − χu2yu yy + χ |Du|21u). (24)
Now
χu2yuxx = −(χu2yu yy + χu2xu yy + χu2xuxx )+ χ |Du|21u. (25)
Thus from (8) and (9) we obtain
I ′(x)12 :=
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(−χu2yu yy − χu2xu yy − χu2xuxx + χ |Du|21u). (26)
Add I (x)12 and I
′(x)
12 (i.e. (24) and (26)) to get(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(−2χu2yu yy − χu2xu yy − χu2yuxx − 2χu2xuxx + 2χ |Du|21u)
=
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(−χu2yu yy − χu2xuxx + χ |Du|21u).
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Thus we have
2I (x)1 = I (x)11 + I (x)12 + I (x)13 + I ′(x)11 + I ′(x)12 + I ′(x)13 .
So
I (x)1 =
1
2
(I (x)11 + I (x)12 + I (x)13 + I ′(x)11 + I ′(x)12 + I ′(x)13 )
I (x)1 =
1
2
(I (x)11 + I ′(x)11 + I (x)13 + I ′(x)13 )+
1
2
[(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(−χu2yu yy − χu2xuxx + χ |Du|21u)
]
. (27)
We now proceed towards the computation of I (x)12 : The term I
(x)
121, using (4) and integrating by parts with justification
as in (11), is given by
I (x)121 =
1
2
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(
−χ ∂
∂y
(
u3y
3
))
= i
2
∂
∂ z¯
(
1
pi z
∗y H
)
∗(x,y)
(
−χ ∂
∂y
(
u3y
3
))
+ i
2
∫
∂U
(
1
pi z
∗y H
)
(x − ξ, y − η)(−χ) ∂
∂η
u3η
3
(νξ + iνη)dS + i 32 ∗(x,y)
∂
∂ z¯
(
−χ ∂
∂y
(
u3y
3
))
= i
(
−1
2
χ
u3y
3
)
+ i
2
∫
{η:(x,η)∈∂U }
H(y − η)χη(x, η)
u3η
3
(x, η)dη + i 3
2
∫
∂U
χ
∂
∂η
u3η
3
(νξ + iνη)dS (28)
where the last boundary integral is zero as follows from a similar computation of the J -term in the Appendix A.4;
note is taken of the boundary term being zero (since χ = 0 on ∂U ) when integration by parts is done with respect to
y in the transition from second equality to the last. It must also be noted that the transfer of ∂
∂ z¯ from first equality on
the right-hand side to the second is actually a transfer of derivative in a ‘free’ convolution and not by integration by
parts, in so far as what ‘drops out’ as a domain integral does not consist of just first order derivatives of u; the harmless
boundary integral in the second equality is included to avoid confusion.
Similarly
I (x)122 =
1
2
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(
−χ ∂
∂x
(
u3x
3
))
= −1
2
∂
∂ z¯
∂
∂x
[(
1
pi z
∗x H
)
∗(x,y)
(
χu3x
3
)]
+ 1
2
H ∗x χx u
3
x
3
= −1
2
χu3x
3
+ 1
2
H ∗x χx u
3
x
3
. (29)
Now from the expressions (4), (9) and (29) we have
I (y)122 =
−1
2i
χ
u3x
3
+ 1
2i
H ∗x χx u
3
x
3
(30)
computing I (y)121 similarly, we see
I (x)122 − iI (y)122 = 0
I (x)121 − iI (y)121 = 0.
(31)
Now consider the term involving χ |Du|21u in (27). This term is handled using the fact that for a function f
0 = 2 f1∞u = f D|Du|2 · Du.
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and
0 = 2
∫
U
f1∞u =
∫
U
f D|Du|2 · Du. (32)
Now for the term involving χ |Du|21u in (27) we obtain upon integrating by parts
−1
2
∫
U
∂ζ¯
[(
1
pi z
∗x H
)
(x − ξ, y − η)
]
χ |Du|21udξdη
+1
2
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)χ |Du|21u(νξ + iνη)dS.
(33)
The first integral in (33) gives from (32) and upon using (4) in the η-derivative term, the expressions (keeping in mind
the justification (11))
1
2
∫
U
|Du|2
{[
∂ζ¯
{(
1
pi z
∗x H
)
(x − ξ, y − η)
}
χ
]
ξ
uξ +
[
∂ζ¯
{(
1
pi z
∗x H
)
(x − ξ, y − η)
}
χ
]
η
uη
}
dξdη
− 1
2
∫
∂U
∂ζ¯
[(
1
pi z
∗x H
)
(x − ξ, y − η)
]
χ |Du|2 ∂u
∂ν
dS
= 1
2
|Du|2χux +
∫
{ξ :(ξ,y)∈∂U }
H(x − ξ)|Du|2(ξ, y)χξ (ξ, y)uξ (ξ, y)dξ + i|Du|2χu y
+
∫
{η:(x,η)∈∂U }
H(y − η)|Du|2(x, η)χη(x, η)uη(x, η)dη. (34)
Now to interpret the boundary distribution χ |Du|21u in (33) we follow the procedure just above, coupled with
regularization and Lebesgue differentiation near any point (ξ0, η0) ∈ ∂U as follows: let φ be a test function in R2
identically equal to 1 near (ξ0, η0) and consider the average
1
µ(suppφ)
〈χ |Du|21u, φ〉 = 1
µ(suppφ)
∫
U
χ |Du|2(1u)φ(ξ, η)dξdη
= − 1
µ(suppφ)
∫
U
[(χφ)ξuξ + (χφ)ηuη]|Du|2dξdη
+ 1
µ(suppφ)
∫
∂U
χφ|Du|2 ∂u
∂ν
dS. (35)
Now we regularize the integrand in the last domain integral above using the mollifiers ρε, ε > 0 :
− 1
µ(suppφ)
lim
ε→0
∫
U
[(χφ)ξ (ρε ∗ |Du|2uξ )+ (χφ)η(ρε ∗ |Du|2uη)]dξdη.
Now transferring the derivatives on (χφ) to the convolutions (the boundary terms vanish since χ = 0 on ∂U ) and
interchanging the (independent) Lebesgue limit as supp{φ} → (ξ0, η0), we notice that the integral vanishes since
χ(ξ0, η0) = 0. Consequently, from (4) and (34) and along the lines of (31),
I (x)123 − iI (y)123 = 0 (36)
so that
I (x)12 − iI (y)12 = 0
I ′(x)12 − iI ′(y)12 = 0.
(37)
We are now left with I2 = I (x)2 and I3 = I (x)3 which are defined following the expression (6). We shall now show
I (x)2 − iI (y)2 = 0 (38)
386 R. Jain, B.R. Nagaraj / Computers and Mathematics with Applications 53 (2007) 377–394
I (x)2 =
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(χu2yu yy)
I (y)2 =
(−i
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
(χu2xuxx ).
From (4), we have
−1
pi z
∗x H = −i
pi z
∗y H + i 32 .
Computing the expression
I (x)2 − iI (y)2 =
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(χu2yu yy)−
(−i
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
(χu2xuxx )
=
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(χu2yu yy)−
(−1
pi z
∗x H − i 32
)
∗(x,y) ∂
∂ z¯
(χu2xuxx )
=
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(χu2yu yy − χu2xuxx )+ i
3
2
∗(x,y) ∂
∂ z¯
(χu2xuxx ).
Now transferring the ∂
∂ z¯ derivative in both the terms in the last equality above as a free convolution, we get:
I (x)2 − iI (y)2 =
∂
∂ z¯
(−1
pi z
∗x H
)
∗(x,y)
(
χ∂y
(
u3y
3
)
− χ∂x
(
u3x
3
))
+ ∂
∂ z¯
(
i
3
2
)
∗(x,y)
(
χ∂x
(
u3x
3
))
.
The second term above is zero, as the boundary term also vanishes owing to χ = 0 there.
Thus we have:
I (x)2 − iI (y)2 = −H(x) ∗x
(
χ∂y
(
u3y
3
)
− χ∂x
(
u3x
3
))
which is purely ‘Real’.
Again computing the expression I (x)2 − iI (y)2 using (4).
I (x)2 − iI (y)2 =
(−1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(χu2yu yy)−
(−i
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
(χu2xuxx )
=
(−i
pi z
∗y H + i 32
)
∗(x,y) ∂
∂ z¯
(χu2yu yy)−
(−i
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
(χu2xuxx )
=
(−i
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
(χu2yu yy − χu2xuxx )+
(
i
3
2
)
∗(x,y) ∂
∂ z¯
(χu2yu yy).
Now transferring the ∂
∂ z¯ derivative in both the terms in the last equality above, we get:
I (x)2 − iI (y)2 =
∂
∂ z¯
(−i
pi z
∗y H
)
∗(x,y)
(
χ∂y
(
u3y
3
)
− χ∂x
(
u3x
3
))
.
Thus we have:
I (x)2 − iI (y)2 = −iH(y) ∗y
(
χ∂y
(
u3y
3
)
− χ∂x
(
u3x
3
))
which is purely ‘Imaginary’, hence giving
I (x)2 − iI (y)2 = 0
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as desired in (38). Now regarding I (x)3 , integrating by parts we have
I (x)3 =
(
1
pi z
∗x H
)
∗(x,y) ∂
∂ z¯
(
∂χ
∂x
u3x
3
)
= ∂
∂ z¯
(
1
pi z
∗x H
)
∗(x,y)
(
∂χ
∂x
u3x
3
)
+
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)∂χ
∂ξ
u3ξ
3
(νξ + iνη)dS (39)
where we note that the first convolution above produces an integral:∫
{ξ :(ξ,y)∈∂U }
H(x − ξ)χξ (ξ, y)
u3ξ (ξ, y)
3
dξ
and we note that χξ vanishes on that ‘flat’ part of the domain parallel to x-axis, and everywhere else the range of
integration has measure zero. Similarly we note
I (y)3 =
(
1
pi z
∗y H
)
∗(x,y) ∂
∂ z¯
(
∂χ
∂y
u3y
3
)
=
∫
∂U
(
1
pi z
∗y H
)
(x − ξ, y − η)∂χ
∂η
u3η
3
(νξ + iνη)dS. (40)
Thus
I (x)3 − iI (y)3 =
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)∂χ
∂ξ
u3ξ
3
(νξ + iνη)dS
− i
∫
∂U
(
1
pi z
∗y H
)
(x − ξ, y − η)∂χ
∂η
u3η
3
(νξ + iνη)dS. (41)
Now to compute the expression (5) we need to collect expressions (13), (16), (21), (22) and (41) and sum these
together:(
χu3x
3
)
− i
(
χu3y
3
)
= i 3
2
∫
∂U
∂(χ)
∂ζ¯
u2ξuηνηdS + i
3
2
∫
∂U
u2ηuξ
∂χ
∂ζ¯
νξdS
− i 3
2
∫
∂U
χηu2ξuη(νξ + iνη)dS − i
3
2
∫
∂U
χξu2ηuξ (νξ + iνη)dS
+
∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)∂χ
∂ξ
u3ξ
3
(νξ + iνη)dS
− i
∫
∂U
(
1
pi z
∗y H
)
(x − ξ, y − η)∂χ
∂η
u3η
3
(νξ + iνη)dS. (42)
We have thus expressed the expression (5) in terms of boundary integrals involving only the first order derivatives of
u as in (42) and the ‘action’ of the boundary distributions χξ , χη is described in the Appendix A.5; notice that the
first four boundary integrals above are constants. The Lipschitz continuity in U¯ of the last two integrals in (42) is
established in Appendix A.2. Separating the real and imaginary parts in (42) it is therefore clear that the expressions
χ
u3x
3 and χ
u3y
3 are both Lipschitz continuous in U (χ = 1 on U ) and therefore ux and u y both are 1/3-Ho¨lder
continuous in U , which is established in the next section.
3. 1/3-Ho¨lder continuity of ux and u y in U¯
We shall make use of Cardan’s solution to the cubic equation which we have outlined in the Appendix A.0:
For real numbers a, b representing ux (x1, y1) and ux (x2, y2) we have
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|a − b|3 ≤ |a3 − b3| + 3|a||b||a − b|
≤ |a3 − b3| + 3
2
(|a|2 + |b|2)|a − b|. (43)
Put X = |a − b| and consider the cubic equation:
P(X) = X3 − 3
2
(|a|2 + |b|2)X − |a3 − b3| = 0. (44)
Now the Cardan’s solution is given by X = Y + Z where
Y 3 = |a
3 − b3|
2
+
( |a3 − b3|2
4
− 1
8
(|a|2 + |b|2)3
)1/2
(45)
Z3 = |a
3 − b3|
2
−
( |a3 − b3|2
4
− 1
8
(|a|2 + |b|2)3
)1/2
. (46)
From this analysis it is easy to see that ux is 1/3 Ho¨lder continuous as follows:
(Y 3 + Z3) = (Y + Z)(Y 2 − Y Z + Z2)
⇒ |a3 − b3| ≥ (Y + Z)Y Z . (47)
Thus
|a − b|3 = X3
= (Y + Z)3
= Y 3 + Z3 + 3(Y + Z)Y Z
≤ |a3 − b3| + 3|a3 − b3| = 4|a3 − b3| (48)
where the last inequality above makes use of (45)–(47). This shows that ux satisfies 1/3-Ho¨lder estimate whenever X
is a root of the polynomial P(X). Now by Cardan’s solution of the cubic equation (refer to the Appendix) we have
P(X) = [X − (y + z)][X − (yω + zω2)][X − (yω2 + zω)] (49)
and looking at the inequality (43) it is clear that the inequality P(X) ≤ 0 is purely governed by X ≤ Y + Z . We have
obtained the 1/3-Ho¨lder estimate when |a − b| = X = Y + Z . Now clearly Y 3 and Z3 defined in (45) and (46) are
independent of the fact whether or not |a−b| = Y + Z and it is seen that when X = |a−b| < Y + Z , the inequalities
(47) and (48) go through and we again have 1/3-Ho¨lder estimate for ux , throughout U¯ . Similar conclusions apply for
u y as well. Thus u ∈ C (1,1/3)(U ).
Also since (see Cardan’s solution in Appendix A.0)
Y Z = 1
2
(|a|2 + |b|2)
it follows from (47) that
|a3 − b3| ≥ 1
2
(|a|2 + |b|2)(Y + Z) ≥ 1
2
(|a|2 + |b|2)|a − b|.
Now if ux (similarly) u y is everywhere nonzero in U¯ , then inf{ 12 (|a|2 + |b|2)} is strictly positive in U¯ and we observe
that u ∈ C (1,1)(U ).
4. The case of arbitrary dimension n ≥ 2
We observe that the same analysis is valid in any number of variables in 1∞, for, the term ∂xi
(
u3xi
3
)
occurs as
many times as n, and we apply the same procedure to each ∂xi
(
u3xi
3
)
, i = 1, . . . n, ‘pairing’ xi with an arbitrary x j .
To this end we have the following remarks regarding dimension n > 2 and proof of the Algebraic Lemma:
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We notice that for n > 2, |Du|21u in the expression (27) should be expressed in terms of |Du|21u for the
corresponding variables n > 2, because only then we may put to use the procedure which handled the term χ |Du|21u
in the square bracket expression of (27) for the case n = 2. This problem is, however, easily solved when we realize
that the expression for I (x)1 in (27) is an identity which works for any fixed pair of variables,the procedure being
followed for each such pair is as done in (7) and (8); addition as in (27) now produces the invariant term |Du|21u
relative to each such pair of variables in n > 2. If we now add all such expressions that we obtain on arbitrary
pairs of variables, we do indeed get |Du|21u (in relation to (x1, x2, . . . , xn)) with additional terms which are treated
as for n = 2. This is shown as follows: One starts with the expression on the left-hand side of (6) in any variable
xi (1 ≤ i ≤ n) and we shall prove the algebraic lemma stated in the introduction:
Proof of the Algebraic Lemma. We shall apply induction on n and observe that the ‘extra terms’ on the left of the
equality above are obtained by pairing uxn+1xn+1 individually with ux1 , . . . , uxn :
(u2x1 + u2xn+1)(ux1x1 + uxn+1xn+1)+ (u2x2 + u2xn+1)(ux2x2 + uxn+1xn+1)+ · · · + (u2xn + u2xn+1)(uxnxn + uxn+1xn+1)
=
n∑
i=1
u2xi uxi xi + uxn+1xn+1 |Dnu|2 + u2xn+11nu + nu2xn+1uxn+1xn+1 .
Now the extra terms on the right of the equality of the lemma are given by
|Dnu|2uxn+1xn+1 + u2xn+11nu + u2xn+1uxn+1xn+1 +
n∑
i=1
u2xi uxi xi + (n − 2+ 1)u2xn+1uxn+1xn+1
and thus the extra terms on the left and right of the equality of the lemma are seen to be equal, completing the proof.
We also note that we need to perform the integration by parts in the expression (33) relative to the measure
dx = dx1 . . . dxn as opposed to such computations with ‘pairs’ of variables and this situation is circumvented as
follows: we perform the analysis for any (x j , xk) pair as for n = 2 and integrate both sides of the equation (refer to
(6), (27) and (42) in relation to the term χ |Du|21u) with respect to the remaining variables, that is, in the Lebesgue
measure d˜x of Rn−2 sans the product dx jdxk and the terms are unaffected except that both sides of the equation are
now integrated with respect to d˜x ; the method of obtaining the desired equality of the integrand terms is completed
by (apriori) taking χ(x j , xk)φ instead of χ(x j , xk) where φ is an arbitrary test function of the variables other than
(x j , xk). It is important to note here that in the entire analysis, dx and the associated boundary measure are ‘separated’
in relation to the analysis with the (x j , xk) pair and (for instance) the boundary terms vanish or otherwise, whenever
it is so for the pair (x j , xk). The proof of the theorem is now complete.
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Appendix
A.0. Reference of Cardan’s solution
x3 + qx + r = 0; q, r ∈ R
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choose y and z such that
y3 = −r
2
+
(
r2
4
+ q
3
27
)1/2
z3 = −r
2
−
(
r2
4
+ q
3
27
)1/2
and yz = −q/3. Then the three roots are
y + z, ωy + ω2z, ω2y + ωz
where ω is a primitive cube root of unity.
A.1
The fact that every term in 1∞u is well defined as a genuine distribution given that u is Lipschitz with compact
support, has been shown in Jain and Nagaraj [6], where the principal result is that the product of an L2 function with a
distribution having Fourier transform smooth and of polynomial growth, exists as a distribution; we note for reference
that when u is Lipschitz with compact support, then it belongs to the Sobolev space H1(Rn) so that the second
derivatives belong to H−1(Rn) and have compact support. With reference to the meaning attributed in Proposition 3.2
of the Preprint [6], we have on test functions φ
〈u2xuxx , φ〉 = 〈uxx , u2xφ〉.
Thus we have
〈u2xuxx , φ〉 = −〈ux , ∂x (u2xφ)〉 = −〈ux , u2xφx + φ∂x (u2x )〉
〈u2xuxx , φ〉 = 〈∂x (u3x ), φ〉 − 〈∂x (u2x ), φux 〉.
(50)
Also,
〈uxuxx , φ〉 = 〈uxx , uxφ〉
= −〈ux , ∂x (uxφ)〉
= −〈ux , uxxφ + uxφx 〉
= −〈uxuxx , φ〉 − 〈u2x , φx 〉.
Thus we get,
2〈uxuxx , φ〉 = 〈∂x (u2x ), φ〉 (51)
⇒ 〈∂x (u2x ), φux 〉 = lim
ε→0〈∂x (u
2
x ), ρε ∗ φux 〉
= lim
ε→0 2〈uxuxx , ρε ∗ φux 〉
= lim
ε→0 2〈ρˇε ∗ uxuxx , φux 〉
= 2〈uxuxx , φux 〉
= 2〈u2xuxx , φ〉.
Using (51) in (50), we obtain
3〈u2xuxx , φ〉 = 〈∂x (u3x ), φ〉
or,
∂x
(
u3x
3
)
= u2xuxx
as desired.
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A.2
We first note that for
x, x ′, y, y′ ∈ U and ξ, η ∈ ∂U.
1
pi z
∗x H(x − ξ, y − η)− 1
pi z
∗x H(x ′ − ξ, y′ − η) = lim
R→∞
[∫ R
0
dξ∗
pi [(x − ξ − ξ∗)+ i(y − η)]
−
∫ R
0
dξ∗
pi [(x ′ − ξ − ξ∗)+ i(y′ − η)]
]
= 1
pi
lim
R→∞
[∫ R
0
[(x − ξ − ξ∗)− i(y − η)]dξ∗
(x − ξ − ξ∗)2 + (y − η)2 −
∫ R
0
[(x ′ − ξ − ξ∗)− i(y′ − η)]dξ∗
(x ′ − ξ − ξ∗)2 + (y′ − η)2
]
= 1
pi
lim
R→∞
[(−1
2
log((x − ξ − ξ∗)2 + (y − η)2)+ i arctan
(
x − ξ − ξ∗
y − η
))∣∣∣∣ξ∗=R
ξ∗=0
−
(−1
2
log((x ′ − ξ − ξ∗)2 + (y′ − η)2)+ i arctan
(
x ′ − ξ − ξ∗
y′ − η
))∣∣∣∣ξ∗=R
ξ∗=0
]
.
The sum of upper limit values above vanishes when R →∞, so what remains is the following:
1
pi
[
1
2
(log((x − ξ)2 + (y − η)2)− log((x ′ − ξ)2 + (y′ − η)2))− i
(
arctan
x − ξ
y − η − arctan
x ′ − ξ
y′ − η
)]
.
Now, ∣∣∣∣ 1pi z ∗x H(x − ξ, y − η)− 1pi z ∗x H(x ′ − ξ, y′ − η)
∣∣∣∣
≤ 1
2pi
|(log((x − ξ)2)+ (y − η)2)− log((x ′ − ξ)2 + (y′ − η)2)| +
∣∣∣∣(arctan x − ξy − η − arctan x ′ − ξy′ − η
)∣∣∣∣ .
From this expression the continuity of χ u
3
x
3 − iχ
u3y
3 (see (42)) throughout U , is clear. While this method is useful in
Appendix A.3 below, in order to observe the Lipschitz continuity of this expression in U¯ , we shall consider, following
Treves [5], p. 36, 37 that U can be regarded as ‘reduced’ to a disc of radius R centred at the origin. Let us utilize the
Lipschitz property of u on U¯ , that is, in (say) the expression (see (42))∫
∂U
(
1
pi z
∗x H
)
(x − ξ, y − η)∂χ
∂ξ
u3ξ
3
(νξ + iνη)dS (52)
we first effect a change of variables x − ξ = l, y − η = m so that integration is now on a circle of radius R centred
(x, y) which reads (not bothering about separate notation for the boundary as well as the boundary measure)∫
∂U
(
1
pi z
∗x H
)
(l,m)
∂χ
∂l
(x − l, y − m)u
3
l
3
(x − l, y − m)(νl + iνm)dS
and we first evaluate the ‘action’ of χl as derived in the Appendix A.5 below. Now following the statement of the last
paragraph in Appendix A.5 we can write (52) in the form (l = R cos θ,m = R sin θ) for (x, y) ∈ U¯
I (x, y) :=
∫ 2pi
0
(
1
pi z
∗x H
)
(R cos θ, R sin θ)
u3l
3
(x − R cos θ, y − R sin θ)eiθ (−R cos θ)dθ.
Now upon taking the absolute value of the integrand in |I (x, y)− I (x ′, y′)| (wherever defined), noting that 1
pi z ∗x H
term is now bounded on the circle (from the computation at the beginning of Appendix A.2) the above integral is
bounded by
const ·
∫ 2pi
0
∣∣∣∣∣
[
u3l
3
(x − R cos θ, y − R sin θ)− u
3
l
3
(x ′ − R cos θ, y′ − R sin θ)
]∣∣∣∣∣ dθ
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where we note
ul(x − R cos θ, y − R sin θ) = lim
h→0
u(h + x − R cos θ, y − R sin θ)− u(x − R cos θ, y − R sin θ)
h
.
We now use bounded convergence to pull the limit h → 0 outside the dθ -integral and note that the integrand is of the
form
1
3h3
[(P − Q)3 − (P ′ − Q′)3]
where P, Q represent respectively the first and the second term in the numerator of the h-limit expression above and
P ′, Q′ represent the same with (x, y) replaced by (x ′, y′); we then observe a ‘common factor’ [P − P ′ − (Q − Q′)]
times an expression that is bounded for h in a compact set containing zero and (x, y), (x ′, y′) ∈ U¯ . Now we make
a change of variable θh3 = θ˜ and then a change tan θ˜ = ψ which introduces the ‘convergence factor’ 1/(1 + ψ2)
in the resulting dψ-integral when the upper limit tan( 2pih3 ) becomes ∞ upon a suitable choice of small h such that
2pi
h = (2n − 1)pi2 , n > 1 and odd. Now using the fact that u is Lipschitz on U¯ , it is clear, after taking absolute value
on [P − P ′ − (Q − Q′)] that I (x, y) is Lipschitz in U¯ . From this analysis we conclude that the expression on the left
of (42) is Lipschitz; hence u3x and u
3
y are Lipschitz in U¯ .
A.3
Now we show that 1
pi z ∗x H is locally integrable in R2, which is seen as follows: (Recall that the convolution has
to be acted on test functions in R2) consider〈
1
pi z
∗x H(x, y), φ
〉
=
∫ ∞
0
dξ∗
∫ ∫
1
pi
φ(x, y)
(x − ξ∗)+ iy dxdy
= lim
R→∞
∫ R
0
dξ∗
∫ ∫
R2
1
pi
φ(x, y)[(x − ξ∗)− iy]
(x − ξ∗)2 + y2 dxdy
= 1
pi
lim
R→∞
∫ R
0
(x − ξ∗)− iy
(x − ξ∗)2 + y2 dξ
∗
∫ ∫
R2
φ(x, y)dxdy.
So the dξ∗ integral amounts to
1
pi
lim
R→∞
[
−1
2
log((x − ξ∗)2 + y2)
∣∣∣R
0
+ i arctan x − ξ
∗
y
∣∣∣∣R
0
]
= 1
pi
lim
R→∞
[−1
2
[log((x − R)2 + y2)− log(x2 + y2)] + i
[
arctan
x − R
y
− arctan x
y
]]
we need to examine the following integral:
lim
R→∞
∫ ∫
R2
[−1
2
[log((x − R)2 + y2)− log(x2 + y2)] + i
[
arctan
x − R
y
− arctan x
y
]]
φ(x, y)dxdy. (53)
Put x − R = r cos θ and y = r sin θ so the first term of the integral becomes
lim
R→∞
∫ 2pi
0
∫ ∞
0
−1
2
log(r2)φ(R + r cos θ, r sin θ)rdrdθ.
Now it is seen that when θ is bounded away from zero, θ ≥ ε, the coordinate r sin θ leaves the support of φ at a finite
value r0 independent of R and it is clear that when R →∞ the integral is zero. Now integrating with respect to r and
breaking the region of θ -integration we note that if θ stays in a neighbourhood of zero, |θ | ≤ ε the first coordinate
R + r cos θ , because of the fact that cos θ is non-negative, there is a value r ′0 at which the first coordinate leaves the
support of φ independent of R. Now if θ is in a neighbourhood of pi that is |θ − pi | < ε, then it is clear that if 2a is
the diameter of the x-support of φ then we need consider only those r in the ball |R − r | < a. It is thus clear after
considering the supremum of φ, in the interval |R − r | < a that when R → ∞, φ becomes zero, so that the integral
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is zero. Rest of the integrals in dxdy measure are easily seen to be finite. It is of interest to note that, following the
computation (53) that, as locally integrable distributions we have
−i
pi z
∗y H + 1
pi z
∗x H = 1
pi
[−ipi − i (arctan(x/y)+ arctan(y/x))]
= −i 3
2
. (54)
A.4
We note that, the canonical meaning that can be attached to the term ∂η(χu2ξuη) in the boundary integral of (10) is
as follows:
〈∂η(χu2ξuη), φ〉 = 〈χηu2ξuη, φ〉 + 〈χ∂η(u2ξuη), φ〉.
Let
I := 〈χηu2ξuη, φ〉
J := 〈χ∂η(u2ξuη), φ〉.
Now,
J = −
∫
u2ξuη∂η(χφ)
= − lim
→0
∫
[ρ ∗ (u2ξuη)]∂η(χφ)
(where ρ are the standard Friedrich’s mollifiers)
= lim
→0
∫
χ∂η(ρ ∗ u2ξuη)φ.
Now divide both sides by the measure of support φ and take the Lebesgue limit both sides shrinking the support of
φ to the boundary point. Now on the R.H.S. we interchange the independent Lebesgue limit with ε → 0 and use the
fact that by Lebesgue differentiation theorem now R.H.S. is 0 since χ = 0 on the boundary. It is therefore clear from
these arguments that the contribution of ∂η(χu2ξuη) is the ‘distribution density’ χηu
2
ξuη coming from I above.
A.5
Our treatment of interpreting χξ and χη follows closely that of Treves [5], 5.10 p. 36, 5.11 p. 37: Without loss of
generality, let us take ∂U defined by r = R > 0, where (r, θ) denote polar coordinates in U . Now for φ with support
in a neighbourhood of U¯ , we have
〈χη, φ〉 = −〈χ, φη〉
= −
∫ R
0
∫ 2pi
0
[
sin θ
∂φ
∂r
+ cos θ
r
∂φ
∂θ
]
rdrdθ
= −
∫ R
0
∫ 2pi
0
[
sin θ
∂φ
∂r
]
rdrdθ −
∫ R
0
∫ 2pi
0
[
cos θ
r
∂φ
∂θ
]
rdrdθ
= −
∫ 2pi
0
[∫ R
0
r sin θφrdr
]
dθ −
∫ R
0
[∫ 2pi
0
cos θφθdθ
]
dr
= −
∫ 2pi
0
sin θ
[
rφ |R0 −
∫ R
0
φdr
]
dθ −
∫ R
0
[
cos θφ |2pi0 +
∫ 2pi
0
sin θφdθ
]
dr
= −
∫ 2pi
0
Rφ(R cos θ, R sin θ) sin θdθ.
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Therefore, the interpretation for χη, is that when it acts on a function, it converts the function to the evaluation of the
function on the boundary, multiplies it by −R sin θ and integrates it with respect to θ from 0 to 2pi . χξ has similar
interpretation where the multiplication is by −R cos θ . We finally note that these distributions have similar actions on
non-smooth functions φ by regularization with ρε, that is replace φ by ρε ∗φ in the left of the top most equality above.
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