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When polarons meet polaritons: Exciton-vibration interactions in organic molecules
strongly coupled to confined light fields
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We present a microscopic semi-analytical theory for the description of organic molecules interact-
ing strongly with a cavity mode. Exciton-vibration coupling within the molecule and exciton-cavity
interaction are treated on an equal footing by employing a temperature-dependent variational ap-
proach. The interplay between strong exciton-vibration coupling and strong exciton-cavity coupling
gives rise to a hybrid ground state, which we refer to as the lower polaron polariton. Explicit ex-
pressions for the ground-state wave function, the zero-temperature quasiparticle weight of the lower
polaron polariton, the photoluminescence line strength, and the mean number of vibrational quanta
are obtained in terms of the optimal variational parameters. The dependence of these quantities
upon the exciton-cavity coupling strength reveals that strong cavity coupling leads to an enhanced
vibrational dressing of the cavity mode, and at the same time a vibrational decoupling of the dark
excitons, which in turn results in a lower polaron polariton resembling a single-mode dressed bare
lower polariton in the strong-coupling regime. Thermal effects on several observables are briefly
discussed.
PACS numbers: 71.38.-k, 71.35.-y, 71.36.+c, 81.05.Fb
I. INTRODUCTION
Over the last couple of decades, there has been
a renewed interest in organic molecular materials be-
cause of their high relevance to organic light-emitting
diodes [1, 2], organic lasers [3], organic solar cells [4],
organic field-effect transistors [5], and natural/artificial
light-harvesting systems [6, 7]. Organic materials are
also ideal systems to achieve strong coupling with con-
fined light fields due to their large dipole moments and
possible high molecular densities. The strong-coupling
regime is entered when the coherent energy exchange be-
tween emitters and light modes becomes faster than de-
cay and decoherence processes in either constituent. This
leads to the formation of two polariton modes, i.e., hy-
brid eigenstates that have mixed light-matter character,
separated by the Rabi splitting. Strong coupling of or-
ganic molecules has been studied in a wide variety of pho-
tonic systems, among them dielectric microcavities [8–
13], metallic microcavities [14, 15], plasmonic modes on
flat [16–18] and holey surfaces [19, 20], and nanoparti-
cle arrays supporting surface lattice resonances [21, 22].
Additionally, the strong field confinement in plasmonic
systems also allows strong coupling with localized sur-
face plasmon resonances [23–25], even down to the single-
molecule level [26]. The Rabi splitting in these vastly
different systems is all quite similar, with typical val-
ues of hundreds of meV and reaching up to more than
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1 eV [14, 27].
Despite the fact that organic molecules offer an ex-
cellent platform to enter the strong light-matter inter-
action regime, in most theoretical descriptions they are
often modeled as simple two-level systems whose cou-
pling to the cavity field forms the usual hybrid light-
matter excitations called polaritons. Very recently, there
have appeared a few theoretical works explicitly including
intramolecular vibrations (or optical phonons) [28–33],
which were first suggested by Holstein [34] to play an es-
sential role in the understanding of charge-carrier trans-
port mechanisms in organic molecular crystals. Along
this line, very recently, Spano [29] studied the effects of
exciton-cavity coupling on the static zero-temperature
properties of J-aggregates using numerical diagonaliza-
tion of the Frenkel-Holstein model in a truncated sub-
space with a finite number of vibrational quanta.
In this work, by using a full quantum model built upon
the Holstein Hamiltonian, we explicitly treat exciton-
vibration coupling and exciton-cavity coupling on an
equal footing. Such a model is suitable for describing a
variety of low-dimensional organic materials interacting
with cavity fields, including J-aggregates [35] and light-
harvesting complexes [36, 37], among others. The static
properties of the system are then studied by a general-
ized temperature-dependent variational Merrifield trans-
formation that includes the vibrational dressing of both
the exciton and the cavity mode, even though the latter
does not interact with the vibrations directly. Originally
proposed by Merrifield [38] and later developed by Silbey
and co-workers [39, 40], the variational polaron trans-
formation approach provides a convenient and accurate
description of both static (e.g., ground-state) and dy-
namical (e.g., finite-temperature charge-carrier mobility)
properties of organic molecular systems, even in the in-
2termediate exciton-vibration coupling regime. Recently,
polaronlike transformations have also been used in the
study of electron-phonon interaction effects in quantum-
dot-cavity systems [41–44].
By taking the additional vibrational dressing of the
cavity mode into account, the temperature-dependent
variational canonical transformation approach employed
in the present work provides an intuitive way to cap-
ture the main physics of the system, and the analytical
results enable transparent physical interpretations of the
observed phenomena. It also gives a natural way to study
static and dynamical properties of organic microcavities
at finite temperatures for a wide range of parameters. As
we will show, the transformation not only yields renor-
malization on the exciton hopping integral, the exciton-
cavity coupling strength, and the cavity frequency, but
also induces an effective exciton-vibration coupling in the
transformed frame. At zero temperature, we benchmark
our method by a generalized Toyozawa ansatz and show
that both approaches give accurate results for the ground
state for a wide range of parameters. As a semi-analytical
method, we are allowed to derive explicit forms of the
ground-state energy and ground-state wave function. It
turns out that the ground state is a highly entangled state
containing both polaronlike and polaritonlike structures.
We thus call the corresponding quasiparticle a lower po-
laron polariton (LPP) to distinguish from the usual lower
exciton polariton (LP) [45]. For fixed material parame-
ters, we calculate the quasiparticle weight, the photolu-
minescence line strength, and the mean number of vibra-
tional quanta as functions of the exciton-cavity coupling
strength. The variation of these quantities with increas-
ing exciton-cavity coupling indicates that strong exciton-
cavity coupling induces a reduction of vibrational dress-
ing of the excitons, but an enhancement of vibrational
dressing of the cavity state. We finally study the thermal
effects on the above observables by using the zero-order
density matrix of the system. In the strong exciton-cavity
coupling regime, the system develops a large energy gap
between the lowest dark exciton and the LPP state, yield-
ing an almost temperature-independent behavior below
a crossover temperature.
The rest of the paper is structured as follows. In
Sec. II, we introduce the model and describe our general-
ized Merrifield method in detail. In Sec. III, we present
the results for the ground-state properties. Expressions
for the ground-state wave function and the quasiparticle
weight are given. Section IV is devoted to the calculation
of several observables including the photoluminescence
line strength and the mean number of vibrational quanta
at both zero-temperature and finite temperatures. Con-
clusions are drawn in Sec. V.
II. MODEL AND METHODOLOGY
A. Hamiltonian
A typical organic microcavity setup consists of layer-
structured organic materials sandwiched between two di-
electric mirrors that form the microcavity [46]. Most
recently, strongly coupled organic microcavities with
single/few molecules have been realized experimentally,
where the volume of the microcavity can be scaled
to less than 40 cubic nanometers by employing a
nanoparticle-on-mirror geometry [26]. For simplicity, we
consider an organic microcavity composed of a single one-
dimensional organic molecule located in a single-mode
cavity. The single organic molecule is assumed to consist
of N chromophores. Such a system is described by the
Hamiltonian
H = Hmat +Hc +He−c,
Hmat = He +Hv +He−v,
He =
∑
n
εna
†
nan +
∑
n6=m
Jnma
†
nam, Jnm = Jmn,
Hv =
∑
n
ωnb
†
nbn, Hc = ωcc
†c,
He−v =
∑
n
λnωna
†
nan(bn + b
†
n),
He−c = g
∑
n
(a†nc+ c
†an). (1)
The material part Hmat of H is the Holstein Hamilto-
nian that describes the organic molecule with intramolec-
ular vibrations. In principle, the molecule also interacts
with the continuous phonon modes from its surrounding
environment. Usually, such molecule-phonon coupling is
weak, and we henceforth neglect the continuous phonon
bath for the sake of simplicity. Here, a†n creates an exci-
ton state |n〉 on site n with on-site energy εn, and Jmn is
the hopping matrix element between two distinct sites m
and n. The intra-molecular vibrational mode on site n
with frequency ωn is created by the boson creation opera-
tor b†n. He−v is the linear exciton-vibration coupling with
strength measured by the Huang-Rhys factor λ2n. The
radiation part is described by Hc with photon creation
operator c† and cavity frequency ωc. The last term in
1 represents the uniform exciton-cavity interaction with
interaction strength g. Here, we have employed the ro-
tating wave approximation (RWA) such that no counter-
rotating terms are present and He−c conserves the total
number of excitations. This approximation is valid pro-
vided the ultrastrong-coupling regime is not reached, i.e.,
as long as the Rabi splitting is significantly smaller than
the excitation energies εn, ωc (see Ref. [32] for a discus-
sion of possible effects caused by the breakdown of the
RWA).
In this work, we will consider one-dimensional
molecules with uniform on-site energies and nearest-
neighbor electronic couplings, i.e., we set εn = ε0 and
3Jmn = Jδm,n±1. Important examples include linear J-
aggregates [35] and the light-harvesting complex II with
a ring-like structure [36, 37]. We assume periodic bound-
ary conditions in the former case. We have checked that
typical amounts of static disorder and inhomogeneous
broadening do not significantly affect the results pre-
sented here. For simplicity, the vibrational modes are
modeled by Einstein oscillators with a single frequency
ωn = ω0 and uniform exciton-vibration coupling λn = λ.
In the following, we will restrict ourselves to the single-
excitation subspace with
∑
n a
†
nan + c
†c = 1, such that
(within the RWA) we can truncate the number of cav-
ity photons to be, at most, one. In turn, we can write
a†n = |n〉〈vac| and c† = |c〉〈vac|, where |vac〉 is the com-
mon vacuum of all the annihilation operators appearing
in 1, hence an eigenstate of H with vanishing energy.
Note that in the absence of the vibrations and phonons,
the excitonic and cavity part of H resembles an interact-
ing central spin model with spins 1/2 [47].
The system is translationally invariant in its material
part due to the periodic boundary conditions imposed,
which allows us to work in the momentum space of the
molecule through the Fourier transforms
an =
1√
N
∑
k
eiknak, bn =
1√
N
∑
q
eiqnbq. (2)
We see that only the exciton state with zero momentum,
|k = 0〉 = a†0|vac〉, couples to the cavity field, so that the
total crystal momentum
Ptot =
∑
k
ka†kak +
∑
q
qb†qbq (3)
is still a good quantum number.
B. The generalized Merrifield transformation
In this work, in order to treat the exciton-vibration
coupling and exciton-cavity coupling at finite tempera-
tures on an equal footing, we employ an extended varia-
tional Merrifield transformation [38] determined by min-
imizing the Bogoliubov upper bound for the free energy.
As demonstrated for the Holstein model in Ref. [40],
and more recently in Ref. [48], these kinds of variational
canonical transformation methods could offer an accu-
rate description of both static properties (e.g., the ground
state, the optical spectra, etc.) and dynamical properties
(e.g., the exciton transport mechanisms) from intermedi-
ate to strong exciton-vibration coupling regimes.
When the cavity field is introduced, it couples only
to the bright exciton, and there is no direct interaction
between the cavity mode and the vibrations (though ex-
plicit cavity-vibration coupling has been considered in
Refs. [49–52]). However, as we will show below, in the
framework of the canonical transformation, the interplay
of the light-matter interaction with the exciton-vibration
coupling will induce an effective cavity-vibration coupling
in the residue interaction in the Merrifield frame. It is
straightforward to extend the present method to nonuni-
form or disordered systems.
To obtain an optimal zero-order representation of the
Hamiltonian (1) for a wide range of parameters, we pro-
pose the following generalized Merrifield transformation
H˜ = eSHe−S ,
S = −
∑
n
a†nanBn − c†cBc, (4)
with vibrational operators
Bn =
∑
l
fl(bn+l − b†n+l), Bc = h
∑
l
(bl − b†l ). (5)
The variational parameters {fl} and h are chosen to be
real and are determined self-consistently by minimizing
the free energy of the transformed system using Bogoli-
ubov’s inequality [53],
F ≤ F0 + 〈H1〉H0 (6)
for a generic Hamiltonian H = H0 + H1, where F and
F0 are the free energies of H and H0, respectively, and
〈...〉H0 represents the thermal average over the canonical
ensemble defined by H0.
Physically, the coefficient fl quantifies the degree of
dressing of an exciton at site n by the vibrational mode
at site n + l, while h measures the degree of dressing
of the cavity photon by the vibrational mode on each
excitonic site, though the cavity is not directly coupled to
the vibrations. The usual small polaron transformation
for the Holstein model corresponds to the case of fl =
δl0λ and h = 0. By introducing the Fourier transforms
of {fl},
f˜q =
∑
n
eiqnfn, (7)
the extended Merrifield generator can be written in the
momentum space as
S = − 1√
N
∑
kq
a†k+qakf˜q(bq − b†−q)− c†c
√
Nh(b0 − b†0),
(8)
which clearly converses the total crystal momentum Ptot
of the transformed states.
Besides the circular symmetry, the exciton-vibration
system also holds inversion symmetry, which reduces the
number of independent variational parameters from N to
N
2 +1 (
N+1
2 ), i.e., {f0, f1 = fN−1, ..., fN2 −1 = fN2 +1, fN2 }
({f0, f1 = fN−1, ..., fN−1
2
= fN+1
2
}) for even (odd)
N [40]. Using the tilde to indicate the Merrifield frame,
the transformed Hamiltonian can be separated in a con-
ventional way as
H˜ = H˜S + V˜ +Hv, (9)
4where the system part reads
H˜S =
∑
k 6=0
Eka
†
kak + [ε0a
†
0a0 + g˜
√
N(a†0c+ c
†a0) + ω˜cc†c].
(10)
Here,
Ek = ε0 + ω0(
∑
m
f2m − 2λf0) + 2J˜ cos k (11)
is the vibrationally renormalized exciton dispersion and
we have introduced the renormalized parameters
J˜ = JΘ1, g˜ = gΘ, ω˜c = ωc +Nh
2ω0, (12)
with
Θ = 〈eBc−Bn〉v = e− 12 coth
βω0
2
∑
l(fl−h)2 ,
Θ|n−n′| = 〈eBn−Bn′ 〉v = e−
1
2
coth
βω0
2
∑
l(fl−n−fl−n′)2 .(13)
where 〈...〉v = 1ZvTrv{e−βHv ...} is the thermal average
with respect to the vibrational modes, with β = 1/kBT
the inverse temperature and Zv = Trve
−βHv the vibra-
tional partition function. It is clear from Eqs. (12) and
(13) that the interaction with vibrations will decrease
both the effective hopping integral J and the cavity cou-
pling g, but will increase the effective cavity frequency
ωc.
The residue interaction part is of the form
V˜ =
∑
k1,k2
(Pk1k2 + Tk1−k2)a
†
k1
ak2 +
∑
k
(a†kcRk + c
†akR
†
k)
+ω0
√
Nhc†c(b0 + b
†
0), (14)
where
Pk1k2 =
J
N
∑
nm
δ|m−n|,1(eBm−Bn −Θ1)e−ik1n+ik2m,
Rk ≡ g√
N
∑
n
e−ikn(eBc−Bn −Θ),
Tq ≡ ω0√
N
(λ− f˜q)(b†−q + bq), (15)
are operators of vibrational degrees of freedom and sat-
isfy Pk1k2 = P
†
k2k1
and Tq = T
†
−q. We see that the
extended Merrifield transformation leads to an effective
cavity-vibration interaction ω0
√
Nhc†c(b0 + b
†
0) with the
zero-momentum vibrational mode.
By examining the zero-order system Hamiltonian H˜S,
it is clear that only the bright state, the single-exciton
state with zero momentum |k = 0〉 = a†0|vac〉, couples to
the cavity photon. The N − 1 dark states |k〉 = a†k|vac〉
(k 6= 0) are themselves eigenstates of H˜S. The interaction
between the bright exciton and the cavity mode results
in two eigenmodes which bring H˜S into a diagonal form,
H˜S =
∑
k 6=0
Eka
†
kak + EUa
†
UaU + EDa
†
DaD, (16)
where a†U = Ca
†
0 − Sc† and a†D = Sa†0 + Cc† are the cre-
ation operators of two new quasiparticles, and the corre-
sponding eigenenergies are
EU/D =
E0 + ω˜c
2
±
√
Ng˜2 +
(
E0 − ω˜c
2
)2
. (17)
Here, the mixing coefficients C = cos θ2 and S = sin
θ
2 are
determined by
tan θ = 2g˜
√
N/(ω˜c − E0). (18)
Although the two branches of eigenmodes resemble the
lower and upper exciton polaritons [45], we have to keep
in mind that these structures appear in the Merrifield
frame, and hence do not correspond to physical quasiex-
citations. Actually, transforming back to the original
frame from the Merrifield frame will yield physical quasi-
particles which are mixtures of excitonic, photonic, and
vibrational degrees of freedom. In the following, we will
refer to the U and D quasiparticles as Merrifield polari-
tons.
To obtain the optimal zero-order Hamiltonian H˜0 =
H˜S+Hv, we proceed by minimizing the Bogoliubov upper
bound for the free energy of H˜ at inverse temperature β,
FB = − 1
β
lnTre−βH˜0 + 〈V˜〉0, (19)
where 〈...〉0 = Tr{...e−βH˜0}/Tr{e−βH˜0}. By construction,
〈V˜ 〉0 = 0, so that the second term in Eq. (19) vanishes.
In the single-excitation subspace, the Bogoliubov bound
can be expressed in terms of single-particle eigenenergies
of H˜0 as
FB = − 1
β
lnZS + Fv, (20)
where
ZS =
∑
η={k( 6=0),U,D}
e−βEη , (21)
is the partition function for H˜S, and Fv = − 1β lnZv is the
free energy of the free vibrational modes. As Fv is not
dependent on the variational parameters, we only need
to minimize the first term of Eq. (20). To this end, the
saddle-point conditions {∂FB/∂fn = 0} and ∂FB/∂h =
0 should be solved self-consistently. Two forms of the
resultant saddle-point equations are listed in Appendix
A. We emphasize that the such obtained FB gives an
upper bound for the intrinsic free energy of the system.
It is convenient to write the residue interaction V˜ in
the basis {|η〉 = a†η|vac〉} (η = k(6= 0),U,D),
V˜ =
∑
η1η2
|η1〉〈η2|V˜η1η2 ,
V˜η1η2 = xη1xη2 [Pk(η1),k(η2) + Tk(η1)−k(η2)]
+xη1yη2Rk(η1) + yη1xη2R
†
k(η2)
+yη1yη2ω0h
√
N(b0 + b
†
0), (22)
5where
{xη} = {1, ..., 1, C, S}, {yη} = {0, ..., 0,−S,C}, (23)
and {k(η)} = {k(6= 0), 0, 0}.
III. GROUND STATE: THE LOWER
POLARON-POLARITON
For the Holstein model without the cavity, one can
introduce the adiabaticity ratio γ = ω0/|J | and the
dimensionless exciton-vibration coupling strength α =
1
2γλ
2. Then, γ < 1 (> 1) defines the adiabatic (an-
tiadiabatic) regime, and α > 1 (< 1) defines the
strong (weak) exciton-vibration coupling regime [54]. Be-
sides the method employed in the present work, the
ground state of the Holstein model has been widely
studied by various analytical/numerical methods, includ-
ing numerical diagonalization based on the two-particle
approximation [55–58], quantum Monte Carlo simula-
tion [59], density matrix renormalization-group tech-
nique [60], exact-diagonalization method [61, 62], and
variational ansatz [63].
In the presence of the cavity and in the zero-
temperature limit, the Bogoliubov bound to be mini-
mized becomes the zero-order ground-state energy ED,
i.e., the eigenenergy of the lower Merrifield polariton,
|D〉 = a†D|vac〉. (24)
In this case, it can be shown that the optimal varia-
tional parameters are given by (see Appendix A)
λ
Nh
=
1
S2
− ω0
g˜
√
N
C
S
, (25)
f˜0
Nh
= 1− ω0
g˜
√
N
C
S
, (26)
and
λ
f˜q
= 1− g˜
√
N
ω0
C
S
− 2(1− cos q) J˜
ω0
, (27)
for q 6= 0.
In the absence of the vibrational modes, the ground
state of the exciton-cavity system is simply obtained by
diagonalizing the Hamiltonian He +Hc +He−c, yielding
the bare upper polariton and lower polariton,
|φUP〉 = C0|0〉 − S0|c〉, |φLP〉 = S0|0〉+ C0|c〉, (28)
where C0 = cos
θ0
2 , S0 = sin
θ0
2 with tan θ0 =
2g
√
N/(ωc − ε0 − 2J). When the vibrational bath is
present, the corresponding physical ground state can be
obtained by transforming |D〉 back to the original frame,
|ψLPP〉 = e−S |D〉
=
S
N
∑
n
∑
k
e−ikne−
1√
N
∑
q(f˜qe
−iqnb†q−f˜−qeiqnbq)|k〉
+Ce−h
√
N(b†
0
−b0)|c〉. (29)
We see that |ψLPP〉 has a similar structure to the free
LP state given by Eq. (28), but includes the vibration-
induced effects through the vibrational coherent states.
The first term on the right-hand side of Eq. (29) mimics
a polaron state with amplitude S, while the second term
corresponds to the vibrational dressing of the cavity state
with amplitude C. Furthermore, unlike the bare LP state
which only has a component of the bright exciton |0〉, the
exciton-vibration coupling also mixes the excitonic dark
states |k〉 (k 6= 0) into |ψLPP〉. For this reason, we refer
to the quasiparticle corresponding to |ψLPP〉 as the lower
polaron polariton (LPP).
The above form of the LPP state can be compared
with the following generalized Toyozawa ansatz [54, 64]:
|ψTA〉 = 1√
N
∑
n
∑
k
e−iknΦke
∑
q(ξqe
−iqnb†q−ξ∗q eiqnbq)|k〉
+
1√
N
Φce
ξcb
†
0
−ξ∗c b0 |c〉, (30)
which recovers |ψLPP〉 in the case of
Φk =
S√
N
, ξq = − f˜q√
N
,
Φc = C
√
N, ξc = −h
√
N. (31)
The Toyozawa ansatz (TA) is believed to provide ac-
curate results for the ground-state wave function and
ground-state energy of the Holstein model [54, 63, 65].
Since there are more variational parameters in |ψTA〉 than
those in |ψLPP〉, the ground-state energy ETA obtained
by TA is slightly lower than ED. However, we emphasize
that the Merrifield transformation based on minimizing
the Bogoliubov free energy also applies to finite temper-
atures.
From the variational principle, ED provides an upper
bound for the true ground-state energy of the system.
A conventional procedure for obtaining a lower approx-
imated ground-state energy is to calculate the second-
order energy correction in terms of the residue interac-
tion V˜ [40]. For small systems, we have checked numeri-
cally that the second-order correction to ED gives a more
accurate approximation for g
√
N/ω0 ≪ 1, but underesti-
mates the true ground-state energy in the strong exciton-
cavity coupling regime with relatively large g
√
N/ω0.
This can be illustrated by studying a molecular dimer
with N = 2 chromophores, for which the ground-state
energy can be obtained exactly by numerically diagonal-
izing the Hamiltonian in a truncated vibrational space
with
∑
i=1,2 b
†
ibi =Mmax vibrations.
Figure 1 shows the calculated ground-state energy of
a molecule dimer by the exact numerical diagonalization
with up to Mmax = 20 vibrations (Eexact), the varia-
tional Merrifield transformation without and with the
second-order energy correction (ED and Ecorr; see Ap-
pendix B), as well as the Toyozawa ansatz (ETA). We
set λ = 1, ω0 = 1eV , and ε0 = ωc = 0eV , namely,
a cavity frequency resonant with the on-site excitonic
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FIG. 1. The ground-state energy of a molecular dimer inter-
acting with a single cavity mode as a function of the collective
exciton-cavity coupling g
√
N/ω0 for two different sets of exci-
tonic coupling: (a) J/ω0 = −1/4 and (b) J/ω0 = −2. Results
from the exact numerical diagonalization (red line), the varia-
tional Merrifield transformation without and with the second-
order energy correction (solid black and dotted black lines),
and the Toyozawa ansatz (blue line) are presented. The in-
sets in each figure show the magnifications in the (i) weak and
(ii) strong exciton-cavity regimes. Other parameters: λ = 1,
ω0 = 1eV , ε0 = ωc = 0eV , and Mmax = 20.
transition. The results for two sets of nearest-neighbor
interactions J/ω0 = −1/4 and J/ω0 = −2 are presented
in Fig. 1(a) and Fig. 1(b), which correspond to the an-
tiadiabatic strong exciton-vibration coupling limit and
adiabatic weak-coupling limit, respectively.
Insets (i) and (ii) in Fig. 1(a) and (b) display the
magnification in the weak and strong exciton-cavity cou-
pling region, respectively. In both cases, we find that
the zero-order energy ED from the Merrifield transforma-
tion overestimates the ground state energy in the weak
exciton-cavity regime g
√
2/ω0 ≪ 1, while the second-
order corrected energy Ecorr gives a more accurate one.
However, Ecorr begins to show large deviation from the
exact value Eexact and underestimates the true ground-
state energy when one enters the strong cavity coupling
regime g
√
2/ω0 ∼ 1. In contrast, both the zeroth-order
energy ED and the Toyozawa variational energy ETA be-
come closer to Eexact in this regime. Since the first-order
energy correction vanishes by construction, while the
second-order energy correction is always negative, it is
expected that higher order corrections are needed to get
a more accurate ground-state energy for large g
√
N/ω0.
As we are mainly interested in the strong exciton-cavity
coupling regime, we will henceforth take
ELPP ≈ ED (32)
as an approximation of the ground-state energy. Cor-
respondingly, we take the LPP wave function given by
Eq. (29) as an approximated ground state in order to
obtain simple and intuitive analytical expressions for ob-
servables discussed in the following.
Figure 2(a) shows the ground-state energy ELPP of the
LPP as a function of the dimensionless exciton-cavity
coupling strength g
√
N/ω0 for two different excitonic
couplings J/ω0 = −1/4 and J/ω0 = −2. Other molec-
ular parameters are taken as N = 100, ω0 = 0.17eV ,
ε0 = 2eV , and λ = 1. Note that J/ω0 = −1/4 is a
typical value for J-aggregates [29] and the molecular sys-
tem thus lies in the small-polaron limit, i.e., the strong
exciton-vibration coupling antiadiabatic limit [54]. The
cavity frequency is set to be resonant with the ground
state energy in the absence of the cavity [which is cal-
culated by using the Toyozawa ansatz given by Eq. (30)
in the g → 0 limit for N = 100], i.e., ωc = ETA(N =
100, g = 0) = 1.7864eV and 1.2617eV for J/ω0 = −1/4
and J/ω0 = −2, respectively. As expected, the coupling
between the bright exciton and the cavity mode leads to
the formation of the LPP state which lies below the pure
polaron state of the molecule.
In Fig. 2(b), we plot the evolution of f˜0 =
∑
n fn and
the cavity dressing parameterNh with the exciton-cavity
coupling g
√
N/ω0. The decreasing of f˜0 with increasing
g clearly indicates a reduced vibrational dressing of ex-
citons in the strong-coupling regime. We note that the
decoupling of vibrational degrees of freedom from the ex-
citons by strong cavity coupling has also been reported
by Spano and co-workers [29, 30] by using numerical di-
agonalization of the Holstein Hamiltonian. It is intrigu-
ing to note that for this resonant case, the cavity dress-
ing parameter Nh increases monotonically as g increases,
which means that the cavity mode, even though it is not
coupled to the vibrations directly, might become more
dressed by the vibrations as the exciton-cavity coupling
increases.
However, as can be seen from Eq. (29), the degree of
the vibrational dressing of the cavity is measured by both
the amplitude C and the dressing parameter Nh. To
this end, we plot in Fig. 3 the absolute values of the
amplitudes C and S (C0 and S0) in the LPP |ψLPP〉 (the
bare LP |φLP〉) as functions of g
√
N/ω0 for both resonant
and nonresonant cases. The behavior in the weak cavity
coupling region g
√
N/ω0 ≪ 1 can be understood from
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FIG. 2. (a) The ground-state energy ELPP of the LPP as
a function of the collective exciton-cavity coupling g
√
N/ω0
for two different excitonic couplings: J/ω0 = −1/4 and
J/ω0 = −2. (b) The evolution of the collective vibrational
dressing parameter f˜0 of the excitons and the cavity dressing
parameter Nh with g
√
N/ω0. Other parameters: N = 100,
ω0 = 0.17eV , ε0 = 2eV , and λ = 1. In both cases, the cavity
frequency is set to be resonant with the ground-state energy
of the molecule in the absence of the cavity.
investigating the saddle-point equations (25) and (26).
As g
√
N/ω0 → 0+, we have
Nh ≈ λ θ(ω˜c − E0)
1 + ω0/[2(ω˜c − E0)] , (33)
and
f˜0 ≈ λ
1 + 2(E0 − ω˜c)θ(E0 − ω˜c)/ω0 , (34)
where θ(x) is the Heaviside step function.
For the resonant case, the polaron part and the dressed
cavity part of |ψLPP〉 are roughly equally weighted for
weak exciton-cavity coupling [Fig. 3(a)] with |C| ≈ |S| ≈
1/
√
2. As g increases, the cavity dressing parameter Nh
increases monotonically, while the amplitude |C| has no
dramatic change even up to the strong-coupling regime.
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FIG. 3. Absolute values of the mixing coefficients C and S (C0
and S0) in the LPP state |ψLPP〉 (the bare LP state |φLP〉),
and the quasiparticle weight ZLPP as functions of g
√
N/ω0
for (a) a resonant cavity mode with ωc = 1.7864eV , (b) ωc =
2eV , (c) ωc = 1eV . Also shown are the dressing parameters
Nh and f˜0. Other parameters: N = 100, ω0 = 0.17eV ,
ε0 = 2eV , J/ω0 = −1/4, and λ = 1.
For the non-resonant case with the cavity frequency ωc
relatively large, so that the condition ω˜c − E0 > 0 is
fulfilled [Fig. 3(b)], we observe a slow drop of Nh with
increasing g. However, the increase of the amplitude |C|
from 0+ to its saturated value in the strong-coupling re-
gion might still indicate an enhanced dressing of the cav-
ity field. For the nonresonant case with a red-detuned
cavity frequency, both the collective molecular dressing
parameter f˜0 and the cavity dressing parameter increase
as g
√
N/ω0 increases, so it is expected that the exciton-
cavity coupling can enhance the dressing of both the ex-
citon and the cavity. As we will see in the next section,
a better measure for the degree of vibrational dressing is
the mean vibration number on a specific exciton/cavity
state, which involves both the amplitude and the dressing
parameter.
In order to see the crossover with the cavity detuning
in the weak cavity coupling region more clearly, we plot in
the left panel of Fig. 4 the ground-state energy as a func-
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FIG. 4. Left panel: The ground-state energy ELPP as a func-
tion of the cavity frequency ωc. Right panel: Absolute values
of the amplitudes |C| and |S|, as well as the parameters f˜0
and Nh as functions of ωc. The exciton-cavity coupling is set
to be in the weak-coupling regime as g
√
N/ω0 = 0.2. Other
parameters: N = 100, ω0 = 0.17eV , ε0 = 2eV , J/ω0 = −1/4,
and λ = 1.
tion of the cavity frequency ωc for fixed exciton-cavity
coupling strength g
√
N/ω0 = 0.2. A crossover can be
seen around the resonant frequency 1.7864eV . The right
panel of Fig. 4 shows the behavior of the amplitudes |C|
and |S|, and the dressing parameters Nh and f˜0. For a
red-detuned cavity with frequency ωc < 1.7864eV , the
LPP state |ψLPP〉 is dominated by the cavity component
with a small vibrational dressing. For a blue-detuned
cavity, the ground state behaves more like a polaron.
However, the cavity becomes more dressed though its
amplitude |C| decreases with increasing ωc. Note that
the profiles of Nh and f˜0 approach the limiting forms
given by Eqs. (33) and (34) if g
√
N/ω0 is lowered down
further.
Intriguing enough, it can be seen from Fig. 3 that C
and S tend to be consistent with C0 and S0 as g
√
N/ω0
increases for all the three cases considered. This behavior
can be better understood by introducing the following
quasiparticle weight for the LPP:
ZLPP = |〈φLP|ψLPP〉|2, (35)
which measures how similar the LPP wavefunction
|ψLPP〉 is to the vibration-free LP wave function |φLP〉.
It is easy to show that
ZLPP = |S0SΘ0 + C0Ce− 12h
2N |2, (36)
where Θ0 = Θ(h = 0). As can be seen in Fig. 3, ZLPP ap-
proaches nearly unity monotonically as the exciton-cavity
coupling increases, which means that the LPP behaves
like a vibration-free LP in the strong-coupling regime.
Actually, by investigating Eqs. (25)–(27) in the
ultrastrong-coupling limit g
√
N/ω0 → ∞, we have C ≈
−S ≈ 1/√2, Nh ≈ f˜0 ≈ λS2 ≈ λ/2, and f˜q ≈ 0 (q 6= 0),
which gives the asymptotic form of |ψLPP〉,
|ψLPP〉 ≈ 1√
2
(|c〉 − |0〉)e− λ2√N (b
†
0
−b0)|vacv〉
≈ |φLP〉e−
λ
2
√
N
(b†
0
−b0)|vacv〉, (37)
where |vacv〉 denotes the vibrational vacuum state.
Equation (37) indicates that in the ultrastrong-
coupling limit, the LPP state tends to be a separable
state, which is consistent with the bare LP state dressed
by the zero-momentum vibrational mode. Furthermore,
the vibrational dressing part becomes negligible for large
aggregates with N ≫ 1. Correspondingly, the quasipar-
ticle weight approaches
ZLPP ≈ e− λ
2
4N , g
√
N/ω0 →∞. (38)
IV. THE PHOTOLUMINESCENCE LINE
STRENGTH AND THE MEAN NUMBER OF
VIBRATIONS
A. Zero temperature
In order to better understand the influence of strong
exciton-cavity coupling on the molecular system, it is
instructive to study the variation of several observables
with the cavity coupling strength. In this section, we cal-
culate the photoluminescence line strength and the mean
number of vibrations using the results obtained in the last
section.
After photoexcitation, a J-aggregate loses its excess en-
ergy and reaches the bottom of the exciton band quickly,
so that the emission process originates mainly near the
band bottom. When the cavity mode is present, the LPP
state |ψLPP〉 takes the role of such a band bottom exciton.
The 0 − ξ photoluminescence line strength I0−ξ arising
from transitions between |ψLPP〉 and the excitonic ground
state with ξ vibrations is defined as [29]
I0−ξ =
1
µ2
∑
∑
q nq=ξ
|〈{nq}|µˆ|ψLPP〉|2, (39)
where the transition dipole moment operator is given by
µˆ = µ
∑
n
(|n〉〈vac|+ |vac〉〈n|). (40)
By inserting Eqs. (29) and (40) into Eq. (39), we obtain
(see Appendix C)
I0−ξ =
(SΘ0)
2
ξ!N ξ
∑
n
(Gn)
ξ, (41)
where
Gn = G
∗
n =
∑
q
eiqnf˜qf˜−q. (42)
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FIG. 5. The zero-temperature photoluminescence line
strength I0−0, I0−1, I0−2 and the strength ratio NI0−1/I0−0
calculated using Eq. (41). The results for three sets of cav-
ity frequencies ωc = 2eV (solid line), ωc = 1.7864eV (dashed
line), and ωc = 1eV (dotted line) are shown. Other param-
eters: N = 100, ω0 = 0.17eV , ε0 = 2eV , J/ω0 = −1/4, and
λ = 1.
The first three cases for ξ = 0, 1, and 2 can be calculated
as
I0−0 = N(SΘ0)2, (43)
I0−1 = (SΘ0f˜0)2, (44)
I0−2 =
(SΘ0)
2
2N
∑
q
(f˜q f˜−q)2. (45)
The zero-temperature 0 − ξ photoluminescence line
strength I0−ξ for ξ = 0, 1, and 2 is shown in the first three
panels of Fig. 5, where results for both the resonant and
nonresonant cases are presented. For the blue-detuned
cavity frequency ωc = 2eV , we observe a nonmonotonic
behavior in the 0 − 0 line strength I0−0 with increasing
g. For the resonant and red-detuned cavity, an amplifi-
cation of I0−0 is observed. The last panel of Fig. 5 shows
the line strength ratio,
N
I0−1
I0−0
= f˜20 , (46)
which is proportional to an effective Huang-Rhys fac-
tor [29] and decreases with increasing exciton-cavity cou-
pling for resonant and blue-detuned cavity frequencies.
However, the increase of this ratio for a red-detuned cav-
ity shows that the cavity coupling can actually increase
the effective exciton-vibration coupling from weak to in-
termediate cavity coupling regions.
The above results can be further demonstrated by
studying the mean number of vibrations in the LPP state,
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FIG. 6. The total mean number of vibrations (left panels)
and mean vibration numbers on the cavity state and the local
exciton state (right panels) for (a) ωc = 1.7864 and 2eV , (b)
ωc = 1 and 1.5eV . Other parameters: N = 100, ω0 = 0.17eV ,
ε0 = 2eV , J/ω0 = −1/4, and λ = 1.
which is an important measure of vibrational dressing of
specific exciton-cavity states [66],
Nv = 〈ψLPP|
∑
q
b†qbq|ψLPP〉. (47)
Straightforward calculation gives (see Appendix C)
Nv = (SΘ0)
2G0
N
e
G0
N +NC2h2
= NN (site)v +N
(c)
v (48)
where
N (c)v = NC
2h2, (49)
is the mean number of vibrations projected onto the cav-
ity state |c〉, and
N (site)v = (SΘ0)
2 G0
N2
e
G0
N (50)
is the mean number of vibrations in the cloud surround-
ing a local exciton, which is identical for all sites due to
the circular symmetry of the molecule.
The left panels of Fig. 6(a) and 6(b) show the total
mean number of vibrations Nv in |ψLPP〉 for ωc = 1.7864
and 2eV , and ωc = 1 and 1.5eV , respectively. In con-
trast to the monotonic decreasing of Nv for the resonant
and blue-detuned cases, a red-detuned cavity induces an
10
increase of Nv from the weak- to intermediate- coupling
region. As the exciton-cavity coupling is increased fur-
ther up to the strong coupling regime, Nv will decrease
from its maximal value at a crossover coupling strength.
The decrease of Nv with increasing g indicates that the
overall vibrational dressing in |ψLPP〉 tends to fade away
in the strong-coupling regime.
In the right panels of Fig. 6, we plot the correspond-
ing results for the mean vibration numbers on the cavity
state and on the local exciton state. For all cases consid-
ered, the mean number of vibrations N
(c)
v on the cavity
state increases monotonically with increasing g
√
N/ω0,
indicating an enhancement of vibrational dressing of the
cavity mode. This in turn leads to a drop of N
(site)
v in the
strong-coupling regime, implying an exciton-cavity cou-
pling induced vibrational decoupling of excitons. It is
interesting to note that the total mean vibration number
Nv shows a similar trend as N
(site)
v for both the blue-
detuned and red-detuned cases.
B. Thermal effects
As mentioned in Sec. I, the temperature-dependent
variational Merrifield transformation method also allows
us to study static properties of the system at thermal
equilibrium. To calculate the thermal average of observ-
able Oˆ at inverse temperature β = 1/kBT , we turn to
the Merrifield frame where the zero-order density matrix
ρ˜(β) is both separable and diagonal,
ρ˜(β) ≈ ρ˜0(β) = 1
ZSZv
(
∑
η
e−βEη |η〉〈η|)e−βHv , (51)
where ZS and Zv = 1/(1 − e−βω0)N are the partition
functions for the exciton-cavity system and the vibra-
tional bath, respectively. The thermal average of Oˆ can
thus be calculated by
O(β) = TrSTrv[ρ˜(β)e
SOˆe−S ]. (52)
After a straightforward calculation, we arrive at the fol-
lowing expressions for the finite-temperature 0 − 0 and
0− 1 photoluminescence line strength (see Appendix C)
I0−0 =
Θ20
ZSZv
∑
n
∑
η
e−βEηx2ηe
ik(η)ne−
Gn
N
e−βω0 , (53)
and
I0−1 =
Θ20
ZSZv
∑
n
∑
η
e−βEηx2ηe
ik(η)ne−
Gn
N
e−βω0
e−βω0
[
N +
2
N
(Gn cothβω0 −G0)
]
. (54)
The finite-temperature extension of the mean number of
vibrations on the cavity state and on the local exciton
state has simple forms,
N (c)v =
Zy
ZS
N(n¯+ h2), (55)
and
N (site)v =
1
N
Zx
ZS
(Nn¯+
G0
N
), (56)
where Zx and Zy are defined in Eq. (A10), and n¯ =
1/(eβω0 − 1) is the mean occupation number of the free
vibrational bath. In the zero-temperature limit, we have
Zx/ZS → S2, Zy/ZS → C2, and n¯ → 0, and hence
the zero-temperature results given by Eqs. (48)–(50) are
recovered. Actually, the factor
∑
η e
−βEηx2ηe
ik(η)n/ZS
in I0−0 and I0−1, and the ratios Zx/y/ZS in N
(c)
v and
N
(site)
v , are determined by the energy gap between the
LPP state and the lowest excitonic dark state with wave
vector |k = 2pi/N〉, namely, ∆E = E2pi/N −ED, which is
much higher than the thermal energy kBT for relatively
strong exciton-cavity coupling g
√
N/ω0 ≥ 1. We thus
expect that the variational parameters {f˜q} and h are
close to those in the zero-temperature limit and almost
temperature independent.
Fig. 7(a) shows the line-strength ratio NI0−1/I0−0 as
a function of temperature T for fixed exciton-cavity cou-
pling g
√
N/ω0 = 4. At low temperatures, the ratio ap-
proaches the zero-temperature result, f˜20 . As the temper-
ature increases, this ratio increases due to the decrease
of I0−0 and increase of I0−1. This temperature depen-
dence of I0−0 and I0−1 originates from the reduction
of the LPP population and thermal excitation of vibra-
tions at high temperatures. Figure 7(b) shows the tem-
perature dependence of the mean number of vibrations.
We see that N
(c)
v , N
(site)
v , and Nv all increase with in-
creasing temperature. At low temperatures, the mean
occupation number n¯ is much smaller than h2, so that
N
(c)
v ≈ NC2h2. As the temperature is increased across
a turning point at which n¯ is comparable with h2 [the
inset of Fig. 7(b)], the thermal occupation of vibrations
dominates and N
(c)
v increases rapidly to N
(c)
v ≈ NC2n¯
in the high-temperature limit.
Thus, due to the large energy gap formed in the strong
exciton-cavity coupling region, the static properties of
the system in thermal equilibrium are almost tempera-
ture independent below a crossover temperature which is
related to the degree of vibrational dressing of the cavity
and excitons. However, thermal excitation of vibrations
dominates the behavior above the crossover temperature.
V. CONCLUSIONS
In this work, we developed a microscopic theory for
describing organic molecules coupled to a single cavity
mode. The molecule is modeled by the Holstein Hamil-
tonian that explicitly includes the intramolecular vibra-
tions. By employing a temperature-dependent varia-
tional approach combining a generalized Merrifield trans-
formation with the Bogoliubov inequality, we could treat
the exciton-vibration coupling and exciton-cavity cou-
pling on an equal footing. The generalized canonical
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FIG. 7. (a) The line-strength ratio NI0−1/I0−0. (b) The
total mean number of vibrations Nv, N
(c)
v , and NN
(site)
v as
functions of temperature T for fixed exciton-cavity coupling
g
√
N/ω0 = 4. The dotted curve in (a) represents the value
of NI0−1/I0−1 in the zero-temperature limit, f˜20 . The inset
in (b) shows the temperature dependence of the vibration
occupation number n¯ and h2. Other parameters: N = 50,
ω0 = 0.17eV , ε0 = 2eV , J/ω0 = −1/4, λ = 1, and ωc =
1.7864eV .
transformation we proposed takes the vibrational dress-
ing of both the excitons and the cavity into account. The
ground state of the system (within the single-excitation
subspace), which we refer to as a lower polaron polari-
ton, is shown to be a hybrid state of excitonic, photonic,
and vibrational degrees of freedom, and contains both
polaronlike and polaritonlike structures.
Using the above results, explicit expressions for
the quasiparticle weight, the photoluminescence line
strength, and the mean number of vibrations are ob-
tained in terms of the optimal variational parameters.
The dependence of these quantities upon the exciton-
cavity coupling strength shows that the cavity state gains
a profound vibrational dressing in the strong cavity cou-
pling regime, while the excitons tend to decouple from
the vibrations. Finally, we study the temperature depen-
dence of the photoluminescence line strength and mean
number of vibrations and show that these quantities are
not affected by the temperature at relatively low temper-
atures, but mainly controlled by the thermal excitation
of vibrations at high temperatures.
Acknowledgements: This work has been funded by the
European Research Council (ERC-2011-AdG, Proposal
No. 290981), by the European Union Seventh Framework
Programme under Grant Agreement No. FP7-PEOPLE-
2013-CIG-618229, by the Spanish MINECO under Con-
tract No. MAT2014-53432-C5-5-R, and by the Mara
de Maeztu programme for Units of Excellence in R&D
(Grant No. MDM-2014-0377).
[1] A. J. Heeger, Solid State Commun. 107, 673 (1998).
[2] J. Shinar, Organic Light Emitting Devices: A Survey
(American Institute of Physics, New York, 2002).
[3] F. Garnier, G. Horowitz, P. Valat, F. Kouki, and V.
Wintgens, Appl. Phys. Lett. 72, 2087 (1998).
[4] M. Granstro¨m, K. Petritsch, A. C. Arias, A. Lux, M. R.
Andersson, and R. H. Friend, Nature (London) 395, 257
(1998).
[5] A. Dodabalapur, L. Torsi, and H. E. Katz, Science 268,
270 (1995).
[6] H. van Amerongen, L. Valkunas, and R. van Gron-
delle, Photosynthetic Excitons (World Scientific, Singa-
pore, 2000).
[7] G. D. Scholes, G. R. Fleming, A. Olaya-Castro, and R.
van Grondelle, Nat. Chem. 3, 763 (2011).
[8] V. M. Agranovich, H. Benisty, and C. Weisbuch, Solid
State Commun. 102, 631 (1997).
[9] D. G. Lidzey, D. D. C. Bradley, M. S. Skolnick, T. Virgili,
S. Walker, and D. M. Whittaker, Nature (London) 395,
53 (1998).
[10] D. G. Lidzey, D. D. C. Bradley, T. Virgili, A. Armitage,
M. S. Skolnick, and S. Walker, Phys. Rev. Lett. 82, 3316
(1999).
[11] R. J. Holmes and S. R. Forrest, Phys. Rev. Lett. 93,
186404 (2004).
[12] S. Ke´na-Cohen, M. Davanc¸o, and S. R. Forrest, Phys.
Rev. Lett. 101, 116401 (2008).
[13] P. Michetti, L. Mazza, and G. C. La Rocca, in Organic
Nanophotonics (Springer, Berlin Heidelberg, 2015), Vol.
39.
[14] T. Schwartz, J. A. Hutchison, C. Genet, and T. W. Ebbe-
sen, Phys. Rev. Lett. 106, 196405 (2011)
[15] J. A. Hutchison, T. Schwartz, C. Genet, E. Devaux, and
T. W. Ebbesen, Angew. Chemie 124, 1624 (2012).
[16] J. Bellessa, C. Bonnand, J. C. Plenet, and J. Mugnier,
Phys. Rev. Lett. 93, 036404 (2004).
[17] T. K. Hakala, J. J. Toppari, A. Kuzyk, M. Pettersson,
H. Tikkanen, H. Kunttu, and P. To¨rma¨, Phys. Rev. Lett.
12
103, 053602 (2009).
[18] A. Berrier, R. Cools, C. Arnold, P. Offermans, M. Crego-
Calama, S. H. Brongersma, and J. Go´mez-Rivas, ACS
Nano 5, 6226 (2011).
[19] J. Dintinger, S. Klein, F. Bustos, W. L. Barnes, and T.
W. Ebbesen, Phys. Rev. B 71, 035424 (2005).
[20] P. Vasa, R. Pomraenke, S. Schwieger, Y. I. Mazur, V.
Kunets, P. Srinivasan, E. Johnson, J. E. Kihm, D. S.
Kim, E. Runge, G. Salamo, and C. Lienau, Phys. Rev.
Lett. 101, 116801 (2008).
[21] S. R. K. Rodriguez, J. Feist, M. A. Verschuuren, F. J.
Garc´ı, and J. Go´mez Rivas, Phys. Rev. Lett. 111, 166802
(2013).
[22] A. I. Va¨keva¨inen, R. J. Moerland, H. T. Rekola, A.-P.
Eskelinen, J.-P. Martikainen, D.-H. Kim, and P. To¨rma¨,
Nano Lett. 14, 1721 (2014).
[23] G. A. Wurtz, P. R. Evans, W. Hendren, R. Atkinson, W.
Dickson, R. J. Pollard, A. V. Zayats, W. Harrison, and
C. Bower, Nano Lett. 7, 1297 (2007).
[24] G. Zengin, M. Wersa¨ll, S. Nilsson, T. J. Antosiewicz, M.
Ka¨ll, and T. Shegai, Phys. Rev. Lett. 114, 157401 (2015).
[25] E. Eizner, O. Avayu, R. Ditcovski, and T. Ellenbogen,
Nano Lett. 15, 6215 (2015).
[26] R. Chikkaraddy, B. de Nijs, F. Benz, S. J. Barrow, O. A.
Scherman, E. Rosta, A. Demetriadou, P. Fox, O. Hess,
and J. J. Baumberg, Nature (London) 535, 127 (2016).
[27] S. Ke´na-Cohen, S. A. Maier, and D. D. C. Bradley, Adv.
Opt. Mater. 1, 827 (2013).
[28] J. A. C´wik, S. Reja, P. B. Littlewood, and J. Keeling,
Europhys. Lett. 105, 47009 (2014).
[29] F. C. Spano, J. Chem. Phys. 142, 184707 (2015).
[30] F. Herrera and F. C. Spano, Phys. Rev. Lett. 116, 238301
(2016).
[31] J. Galego, F. J. Garcia-Vidal, and J. Feist, Phys. Rev. X
5, 041022 (2015).
[32] J. A. C´wik, P. Kirton, S. De Liberato, and J. Keeling,
Phys. Rev. A 93, 033840 (2016).
[33] M. A. Zeb, P. G. Kirton, and J. Keeling,
arXiv:1608.08929.
[34] T. Holstein, Ann. Phys. (NY) 8, 325 (1959); 8, 343
(1959).
[35] T. Kobayashi, J-Aggregates (World Scientific, Singapore,
1996).
[36] K. Mukai, S. Abe, and H. Sumi, J. Phys. Chem. B 103,
6096 (1999).
[37] A. Damjanovic´, I. Kosztin, U. Kleinekatho¨fer, and K.
Schulten, Phys. Rev. E 65, 031919 (2002).
[38] R. E. Merrifield, J. Chem. Phys. 40, 445 (1964).
[39] D. R. Yarkony and R. J. Silbey, J. Chem. Phys. 67, 5818
(1977).
[40] Y. C. Cheng and R. J. Silbey, J. Chem. Phys. 128,
114713 (2008).
[41] D. P. S. McCutcheon and A. Nazir, New J. Phys. 12,
113042 (2010).
[42] D. P. S. McCutcheon, N. S. Dattani, E. M. Gauger, B.
W. Lovett, and A. Nazir, Phys. Rev. B 84, 081305(R)
(2011).
[43] C. Roy and S. Hughes, Phys. Rev. X 1, 021009 (2011).
[44] P. Kaer, T. R. Nielsen, P. Lodahl, A. -P. Jauho, and J.
Mork, Phys. Rev. B 86, 085302 (2012).
[45] C. Weisbuch, M. Nishioka, A. Ishikawa, and Y. Arakawa,
Phys. Rev. Lett. 69, 3314 (1992).
[46] D. M. Coles, P. Michetti, C. Clark, W. C. Tsoi, A. M.
Adawi, J-S. Kim, and D. G. Lidzey, Adv. Funct. Mater.,
21, 3691 (2011).
[47] N. Wu, A. Nanduri, H. Rabitz, Phys. Rev. A 89, 062105
(2014).
[48] E. A. Bloemsma, M. H. Silvis, A. Stradomska,
and J. Knoester, Chem. Phys. in press (2016),
doi:10.1016/j.chemphys.2016.06.018.
[49] A. Shalabney, J. George, J. Hutchison, G. Pupillo, C.
Genet, and T. W. Ebbesen, Nat. Commun. 6, 5981
(2015).
[50] J. del Pino, J. Feist, and F. J. Garcia-Vidal, New J. Phys.
17, 081001 (2015).
[51] J. del Pino, J. Feist, and F. J. Garcia-Vidal, J. Phys.
Chem. C 119, 29132 (2015).
[52] A. Strashko and J. Keeling, Phys. Rev. A 94, 023843
(2016).
[53] R. P. Feynman, Statistical Mechanics: A Set Of Lectures,
Advanced Book Classics (Westview, Boulder, CO, 1998).
[54] L. -C Ku, S. A. Trugman, and J. Boncˇa, Phys. Rev. B
65, 174306 (2002).
[55] M. R. Philpott, J. Chem. Phys. 55, 2039 (1971).
[56] M. Hoffmann and Z. G. Soos, Phys. Rev. B 66, 024305
(2002).
[57] F. C. Spano, J. Chem. Phys. 116, 5877 (2002).
[58] H. Yamagata and F. C. Spano, J. Phys. Chem. Lett. 5,
622 (2014).
[59] H. De Raedt and A. Lagendijk, Phys. Rev. B 30, 1671
(1984).
[60] E. Jeckelmann and S. R. White, Phys. Rev. B 57, 6376
(1998).
[61] A. S. Alexandrov, V. V. Kabanov, and D. K. Ray, Phys.
Rev. B 49, 9915 (1994).
[62] G. Wellein and H. Fehske, Phys. Rev. B 56, 4513 (1997).
[63] D. W. Brown, K. Lindenberg, and Y. Zhao, J. Chem.
Phys. 107, 3179 (1997).
[64] Y. Toyozawa, Prog. Theor. Phys. 26, 29 (1961).
[65] V. M. Stojanovic´, T. Shi, C. Bruder, J. I. Cirac, Phys.
Rev. Lett. 109, 250501 (2012).
[66] D. Yarkony and R. Silbey, J. Chem. Phys. 65, 1042
(1976).
Appendix A: The saddle point equations
We assume N is even; the analysis for odd N is sim-
ilar. The minimized Bogoliubov free energy given by
Eq. (19) can be reached at the saddle point that is de-
termined by the stationary conditions ∂FB/∂fα = 0, for
α = 0, 1, ..., N2 , which result in
Aα
ZS
= 0, (A1)
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where
A0 = 2
∑
k 6=0
e−βEk
[
(f0 − λ)ω0 − 2(f0 − f1)J˜ cos k coth βω0
2
]
+e−βEU{(1 + cos θ)
[
(f0 − λ)ω0 − 2(f0 − f1)J˜ coth βω0
2
]
+sin θ(f0 − h)g˜
√
N coth
βω0
2
}
+e−βED{(1− cos θ)
[
(f0 − λ)ω0 − 2(f0 − f1)J˜ coth βω0
2
]
− sin θ(f0 − h)g˜
√
N coth
βω0
2
}, (A2)
AN
2
= 2
∑
k 6=0
e−βEk
[
fN
2
ω0 − 2(fN
2
− fN
2
−1)J˜ cos k coth
βω0
2
]
+e−βEU{(1 + cos θ)
[
fN
2
ω0 − 2(fN
2
− fN
2
−1)J˜ coth
βω0
2
]
+sin θ(fN
2
− h)g˜
√
N coth
βω0
2
}
+e−βED{(1− cos θ)
[
fN
2
ω0 − 2(fN
2
− fN
2
−1)J˜ coth
βω0
2
]
− sin θ(fN
2
− h)g˜
√
N coth
βω0
2
}, (A3)
and
An = 2
∑
k 6=0
e−βEk
[
fnω0 − (2fn − fn−1 − fn+1)J˜ cos k coth βω0
2
]
+e−βEU{sin θ(fn − h)g˜
√
N coth
βω0
2
+ (1 + cos θ)[
fnω0 − (2fn − fn−1 − fn+1)J˜ coth βω0
2
]
}
+e−βED{− sin θ(fn − h)g˜
√
N coth
βω0
2
+ (1− cos θ)[
fnω0 − (2fn − fn−1 − fn+1)J˜ coth βω0
2
]
}, (A4)
for n = 1, 2, ..., N2 − 1.
In addition, 0 = ∂FB/∂h gives
Ah
ZS
= 0, (A5)
where
Ah = e
−βEU [(1− cos θ)Nhω0 − sin θ(f˜0 −Nh)
g˜
√
N coth
βω0
2
] + e−βED [(1 + cos θ)Nhω0
+sin θ(f˜0 −Nh)g˜
√
N coth
βω0
2
]. (A6)
An equivalent alternative form of the saddle-point
equations can be obtained through linearly combining
these equations, yielding
λ
Nh
=
ZS
Zx
− ω0
g˜
√
N coth βω02
Zy
Zxy
, (A7)
f˜0
Nh
= 1− ω0
g˜
√
N coth βω02
Zy
Zxy
, (A8)
and
λ
f˜q
= 1− g˜
√
N coth βω02
ω0
Zxy
Zx
− 2(1− cos q) J˜ coth
βω0
2
ω0
1− 1
Zx
∑
k 6=0
e−βEk(1− cos k)

 , (A9)
for q 6= 0. Here,
Zx =
∑
η
x2ηe
−βEη ,
Zy =
∑
η
y2ηe
−βEη ,
Zxy =
∑
η
xηyηe
−βEη . (A10)
Note that f˜q = f˜−q is real, and Eqs. (A7)–(A9) should
also be solved self-consistently. In the zero-temperature
limit, only terms related to ED in Eqs. (A7)–(A9) survive;
we then obtain Eqs. (25)–(27) in the main text.
Appendix B: Second-order energy correction to ED
From second-order time-independent perturbation the-
ory, the second-order corrected energy Ecorr of the LPP
state is
Ecorr = ED +
∞∑
ν=1
∆ν , (B1)
with the ν-vibration contribution
∆ν =
∑
η
∑
∑
q nq=ν
|〈η; {nq}|V˜ |D〉|2
ED − (Eη + νω0) , (B2)
where the dressed state |η; {nq}〉 =
∏
q
(b†q)
nq√
nq !
|η〉 has nq
vibrations in mode q. After a tedious but straightforward
calculation, we obtain
∆1 = −4C2ω0Nh2
(
1− S
2
1 + ω0/(EU − ED)
)
, (B3)
for ν = 1, and
∆ν =
1
ν!Nν
∑
η
1
ED − (Eη + νω0)
{2(SxηJ˜)2[1 + (−1)ν cos(k(η))]Fν,k(η)
+2SxηJ˜ g˜
√
N [Cxη + (−1)νSyη]G′ν,k(η)
+(g˜
√
N)2[Cxη + (−1)νSyη]2K′′ν,k(η)}, (B4)
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for ν ≥ 2, where we have defined
Fν,p = 1
N
∑
n
eipn(2Gn −Gn−1 −Gn+1)ν ,
G′ν,p =
1
N
∑
n
eipn[(G′n −G′n−1)ν + (G′n −G′n+1)ν ],
K′′ν,p =
1
N
∑
n
eipnG′′νn , (B5)
Here, Gn is given by Eq. (42) and
G′n =
∑
q
eiqnf˜qf˜
′
−q, G
′′
n =
∑
q
eiqnf˜ ′qf˜
′
−q, (B6)
with
f˜ ′q = f˜q − δq0hN. (B7)
Appendix C: Derivation of the finite-temperature
photoluminescence line strength I0−ξ and the mean
number of vibrations
At finite temperatures, we will adopt the zero-order
thermal equilibrium density matrix for the calculation of
thermal averages of observable Oˆ, which is assumed to
be in a separable form,
Oˆ = OˆSOˆv, (C1)
where OˆS and Oˆv are operators of exciton/cavity and vi-
brational degrees of freedom, respectively. Important ex-
amples of observables in the above form include the 0− ξ
photoluminescence line strength I0−ξ (with OˆS = |0〉〈0|
and Oˆv =
∑
∑
q nq=ξ
|{nq}〉〈{nq}|) and the mean vibra-
tion number projected onto state |η〉 (with OˆS = |η〉〈η|
and Oˆv =
∑
q b
†
qbq). It turns out to be convenient to
work in the Merrifield frame where the zero-order den-
sity matrix is diagonal and separable,
ρ˜(β) ≈ ρ˜0(β) = ρ˜Sρ˜v,
ρ˜S =
1
ZS
∑
η
e−βEη |η〉〈η|,
ρ˜v =
1
Zv
e−βHv . (C2)
where β = 1/kBT is the inverse temperature, and ZS
and Zv = 1/(1 − e−βω0)N are the partition functions
for the exciton-cavity system and the vibrational bath,
respectively. The representation of Oˆ in the Merrifield
frame is
˜ˆ
O = |c〉〈c|OˆScce−BcOˆveBc +
∑
mn
|m〉〈n|OˆSmne−BmOˆveBn
+
∑
n
(|c〉〈n|OˆScne−BcOˆveBn +H.c.) (C3)
where OˆSxy = 〈x|OˆS|y〉 for x, y = c or {n}, and H.c.
stands for the Hermitian conjugate. The thermal average
O(β) at inverse temperature β then can be calculated in
the Merrifield frame as
O(β) = TrSTrv[ρ˜(β)
˜ˆ
O]
= OˆSccρ˜S,cc〈e−BcOˆveBc〉v
+
∑
mn
OˆSmnρ˜S,nm〈e−BmOˆveBn〉v
+2ℜ
∑
n
OˆScnρ˜S,nc〈e−BcOˆveBn〉v. (C4)
Let us first calculate the finite temperature 0− ξ pho-
toluminescence line strength
I0−ξ =
1
ZS
∑
∑
q nq=ξ
∑
mn
∑
η
e−βEη
x2η
N
eik(η)(n−m)
〈{nq}|eBn ρ˜ve−Bm |{nq}〉. (C5)
To calculate the matrix element in the second line of the
above equation, we invoke the following two identities
eαb
†−α∗be−σb
†be−(γb
†−γ∗b)
= e−
1
2
(|α|2+|γ|2)e−α
∗γe−σe(α−γe
−σ)b†e−βb
†be(γ
∗−α∗e−σ)b
(C6)
with b a bosonic annihilation operator, and
〈{nq}|e
∑
q αqb
†
qe−β
∑
q b
†
qbqe
∑
q γqbq |{nq}〉
=
ξ∑
χ=0
e−β(ξ−χ)
∑
∑
mq=χ
∏
q
(αqγq)
mq
mq!
nq!
mq!(nq −mq)! .
(C7)
After some algebra, we arrive at
I0−ξ =
1
ZSZv
∑
n
∑
η
e−βEηx2ηe
ik(η)ne−
∑
q
|fq|2
N
(1+eiqn−βω0 )
ξ∑
χ=0
e−βω0(ξ−χ)
∑
∑
q nq=ξ
∑
∑
mq=χ
∏
q
(
|f˜q|2
N
)mq
(−2e−βω0 + eiqne−2βω0 + e−iqn)mq
mq!
nq!
mq!(nq −mq)! . (C8)
At zero temperature T = 0, only the term with χ = ξ
survives in the summation over χ, and we hence recover
Eq. (41) in the main text. For large ξ, it is difficult to
obtain I0−ξ in closed form. However, I0−0 and I0−1 can
be easily calculated and we thus obtain Eqs. (53) and
(54) in the main text.
We next turn to the calculation of the mean number
of vibrations N
(a)
v in an arbitrary exciton/cavity state
|a〉. By inserting OˆS = |a〉〈a| and Oˆv = ∑q b†qbq into
Eq. (C4), and using the following identity:
1
Zb
Trb[e
−σb†beαb
†−α∗bb†be−(γb
†−γ∗b)]
= e−
1
2
(|α|2+|γ|2)(1+2nb)eα
∗γ(1+nb)+αγ∗nbnb
[1 + α∗γ(1 + nb)eγ + αγ∗nb − (1 + nb)(|α|2 + |γ|2)],
(C9)
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with nb = 1/(e
σ − 1), we arrive at
N (a)v = N |〈c|a〉|2
Zy
ZS
(n¯+ h2)
+
1
N
1
ZS
∑
mn
〈m|a〉〈a|n〉
∑
η
e−βEηx2ηe
ik(η)(n−m)
e−
∑
q
|f˜q|2
N
[1−cos(m−n)q](1+2n¯)∑
q
ei
|fq |2
N
sin(m−n)q
{
n¯+
|f˜q|2
N
[
eiq(m−n)(1 + n¯)2 + e−iq(m−n)n¯2 − 2n¯(1 + n¯)
]}
+
1√
N
1
ZS
2ℜ
∑
n
〈c|a〉〈a|n〉
∑
η
e−βEηxηyηeik(η)n
e−
1
2
∑
q
|f˜q |2
N
(1+2n¯)e−
1
2
h(Nh−2f˜0)(1+2n¯)
{n¯
[
N − (1 + n¯)
∑
q
|fq|2
N
]
+h[f0(1 + n¯)
2 + f0n¯
2 − n¯(1 + n¯)Nh]}. (C10)
where n¯ = 1/(eβω0 − 1) is the mean occupation number
of the free vibrational bath.
By choosing a = c and a = n, we obtain the mean
vibration numbers on the cavity state [Eq. (55)] and on
the local exciton state [Eq. (56)].
