Invariants for non-reductive group actions by Bérczi, Gergely & Kirwan, Frances
ar
X
iv
:1
30
5.
40
99
v1
  [
ma
th.
AG
]  
17
 M
ay
 20
13
INVARIANTS FOR NON-REDUCTIVE GROUP ACTIONS
GERGELY B ´ERCZI AND FRANCES KIRWAN
MATHEMATICAL INSTITUTE, OXFORD OX1 3BJ, UK
1. Introduction
Quotients of complex projective or affine varieties by linear actions of complex re-
ductive groups can be constructed and studied using Mumford’s geometric invariant
theory (GIT) [14, 33, 36]. Given a linear action on a complex projective variety X of
a linear algebraic group G which is not reductive, the graded algebra of invariants is
not necessarily finitely generated, and even if it is finitely generated, so that there is a
GIT quotient X//G given by the associated projective variety, the geometry of this GIT
quotient is hard to describe. When G is reductive then X//G is the image of a surjective
morphism φ : Xss → X//G from an open subset Xss of X (consisting of the semistable
points for the linear action), and φ(x) = φ(y) if and only if the closures of the G-orbits
of x and y meet in Xss. When G is not reductive φ : Xss → X//G can still be defined in
a natural way but it is not in general surjective, and indeed its image is not in general an
algebraic variety, even when the algebra of invariants is finitely generated [16].
In this paper we prove finite generation of the algebras of invariants for a class of
linear actions of suitable non-reductive groups on projective and affine varieties, and
give a geometric construction for their GIT quotients.
Our leading example and main motivaton is the Demailly-Semple algebra of invari-
ants, which we studied in [5], where the reparametrisation group Gn consisting of n-jets
of germs of biholomorphisms of (C, 0) acts on the jet bundle Jn(X) over a complex man-
ifold X for some positive integer n. The fibre of Jn(X) over x ∈ X is the space of n-jets
of germs at the origin of holomorphic curves f : (C, 0) → (X, x), and polynomial func-
tions on Jn(X) are algebraic differential operators Q( f ′, . . . , f (n)), called jet differentials.
The reparametrisation group Gn acts fibrewise on the bundle En(X) of jet differentials.
Here Gn is the semi-direct product Un ⋊ C∗ of its unipotent radical Un with C∗, and is a
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subgroup of GL(n) which has the upper triangular form
Gn 


α1 α2 α3 · · · αn
0 α21 · · ·
0 0 α31 · · ·
· · · · ·
0 0 0 · · · αn1

: α1 ∈ C
∗, α2, . . . , αn ∈ C

where the entries above the leading diagonal are polynomials in α1, . . . , αn, and Un is
the subgroup consisting of matrices of this form with α1 = 1.
Jet bundles and jet differentials have played a central role in the history of hyperbolic
varieties and the Kobayashi conjecture on the non-existence of holomorphic curves in
compact complex manifolds of generic type. The use of jet differentials can be traced
back to the work of Bloch [8], Cartan [9], Ahlfors [1], Green and Griffiths [13], Siu
[46], and their ideas were extended in the seminal paper of Demailly [10], and recently
used by Diverio, Merker and Rousseau [11] and the first author [4]. The basic ob-
servation is that any entire curve f : C → X must automatically satisfy all algebraic
differential equations Q( f ′, . . . , f (n)) = 0 arising from global jet differential operators
Q ∈ H0(X, En(X) ⊗ O(−A)) which vanish on some ample divisor A. In [10] Demailly
suggested using jet differentials invariant under reparametrisation and formulated
Conjecture 1.1 (Demailly, 1990). The algebra En(X)Unx of Un-invariant jet differentials
is finitely generated.
As a special case of our main theorem (Theorem 1.3 below) we prove
Theorem 1.2. Gn is a Grosshans subgroup of the complex general linear group GL(n),
so that every linear action of Gn which extends to a linear action of GL(n) has a finitely
generated algebra of invariants.
In particular this gives an affirmative answer to the Demailly conjecture.
The algebra of invariant jet differentials has been widely studied in hyperbolic alge-
braic geometry, but with only sporadic results about finite generation. Rousseau ([42])
and Merker ([31, 32]) showed that when both n and dim X are small then this algebra
is finitely generated, and in [32] Merker provided an algorithm which produces finite
sets of generators when they exist for any dim X and n. In [5] the authors put forward
a proof of the Demailly conjecture, but we have discovered some gaps in that proof,
which is more complicated than the proof in this paper of the more general result given
by Theorem 1.3 below. Here we use a different affine embedding to make the Grosshans
Criterion (see §3) work in a much more general context.
In this paper we study a more general class of groups of a similar form to that of Gn.
Let U be a unipotent subgroup of SL(n) with a semi-direct product
ˆU = U ⋊ C∗
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where C∗ acts on the Lie algebra of U with all its weights strictly positive. We assume
that U and ˆU are upper triangular subgroups of GL(n) which are ‘generated along the
first row’ in the sense that there are integers 1 = ω1 < ω2 ≤ ω3 ≤ · · · ≤ ωn and
polynomials pi, j(α1, . . . , αn) in α1, . . . , αn with complex coefficients for 1 < i < j ≤ n
such that
(1) ˆU =


α1 α2 α3 . . . αn
0 αω21 p2,3(α) . . . p2,n(α)
0 0 αω31 . . . p3,n(α)
· · · · ·
0 0 0 0 αωn1

: α = (α1, . . . , αn) ∈ C∗ × Cn−1

and U is the subgroup of ˆU where α1 = 1. Note that if U is any unipotent complex linear
algebraic group which has an action of C∗ with all weights strictly positive, then U can
be embedded in GL(Lie(U ⋊C∗)) via its adjoint action on the Lie algebra Lie(U ⋊C∗) as
the unipotent radical of a subgroup ˆU of this form which is generated along the first row.
We will call this the adjoint form of U. However there are many examples (including
the reparametrisation groups for jet differentials) of subgroups of GL(n) of the form (1)
where the action of U is not equivalent to its adjoint action on Lie ˆU.
Machinery for proving finite generation of algebras of invariants is quite limited.
However there exists a standard criterion, known as the Grosshans principle [24, 22]
(see §3), for proving the finite generation of an algebra of invariants O(G)H , where G is
a complex reductive group and H ⊂ G is observable in the sense that
H = {g ∈ G : f (gx) = f (x) for all x ∈ X and f ∈ O(G)H}.
In this case the finite generation of O(G)H is equivalent to the existence of a finite-
dimensional G-module V and some v ∈ V such that H = Gv is the stabiliser of v and
dim(G · v \G · v) ≤ dim(G · v) − 2. Such a subgroup H is called a Grosshans subgroup
of G, and then any linear action of H which extends to a linear action of G has a finitely
generated algebra of invariants.
In order to use this criterion when ˆU has the explicit form above, in §4 we obtain an
explicit embedding of the quasi-affine variety GL(n)/ ˆU (which can also be identified
with the quotient of SL(n)/U by a finite central subgroup of ˆU) in the Grassmannian
Grassn(SymωCn) of n-dimensional linear subspaces of
SymωCn = Cn ⊕ Symω2(Cn) ⊕ . . . ⊕ Symωn(Cn)
where Symk(Cn) is the kth symmetric product of Cn. Using Plu¨cker coordinates we thus
obtain an explicit projective embedding GL(n)/ ˆU ֒→ P(∧nSymωCn). In fact GL(n)/ ˆU
embeds into the open affine subset of P(∧nSymωCn) where the coordinate corresponding
to the one-dimensional summand ∧nCn of ∧nSymωCn does not vanish.
In §5 we study the important special cases of our construction which were the moti-
vation for this work. We observe that the curvilinear component of the punctual Hilbert
scheme of n points on Cd can be identified with the closure of the image Jn(1, d)/Gn
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in Grassn( Sym ωCd) via an embedding similar to that in §4, where ω = (1, 2, . . . , n)
and Jn(1, d) is the set of n-jets of germs C → Cd with the reparametrisation action of
Gn. Thus the curvilinear Hilbert schemes can be thought of as compactifications of
non-reductive GIT quotients.
We will see in §5 that it is possible for a boundary orbit of GL(n)/Gn in this Grass-
mannian (and indeed in the affine open subset of the Grassmannian where the coordinate
corresponding to the one-dimensional summand ∧nCn of ∧nSymωCn does not vanish)
to have codimension 1, so the Grosshans principle is not applicable here. We therefore
modify this construction in §6, to get an SL(n)-equivariant affine embedding of SL(n)/U
in an affine space
W ˆU = W1,s1 ⊕ W2,s2 ⊕ . . . ⊕ Wn,sn
where s1, . . . , sn are chosen such that si > i(si−1 + 1+ω2+ . . .+ωi−1) and si is congruent
to one modulo 1+ω2 + . . .+ωi)+ 1 for i = 1, . . . , n. The main technical theorem of this
paper, Theorem 6.5, tells us that the complement of SL(n)/U in its closure SL(n)/U in
W ˆU has codimension at least two. From this we obtain the main result of this paper as
follows.
Theorem 1.3. Assume ˆU = U ⋊ C∗ be a subgroup of GL(n) which is generated along
its first row with positive weights 1 = ω1 < ω2 ≤ . . . ≤ ωn as at (1) above. Then U is a
Grosshans subgroup of SL(n) and ˆU is a Grosshans subgroup of GL(n).
As a corollary we get the following general structure theorem for complex linear
algebraic groups:
Corollary 1.4. Let U be any unipotent complex linear algebraic group with an action
of C∗ with strictly positive weights. Then the adjoint form of U is a Grosshans subgroup
of GL(Lie(U ⋊ C∗)).
Our construction moreover gives an explicit description of a finite set of generators
for the algebra of invariants O(SL(n))U (and similarly for O(GL(n)) ˆU).
Theorem 1.5. The closure SL(n)/U ⊆ W ˆU of SL(n)/Uin the affine space W ˆU is isomor-
phic to the canonical affine completion
SL(n)//U = SpecO(SL(n))U
of SL(n)/U, so that the algebra of invariants O(SL(n))U is generated by the linear co-
ordinates on W ˆU .
More precisely we have a surjective homomorphism of algebras from the polynomial
algebra O(W ˆU) generated by the linear coordinates on W ˆU to O(SL(n))U , and this surjec-
tion is SL(n)-equivariant. This implies in turn that if X is any complex projective variety
with an action of U which is linear with respect to an ample line bundle L on X and
extends to a linear action of SL(n), then the algebra of invariants⊕
m≥0
H0(X, L⊗m)U 
⊕
m≥0
(
H0(X, L⊗m) ⊗ O(SL(n))U
)SL(n)
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is finitely generated. Indeed it is a quotient of the algebra of invariants⊕
m≥0
(
H0(X, L⊗m) ⊗ O(W ˆU)
)SL(n)
and so is generated by the coordinates on the reductive GIT quotient (X × W ˆU)//SL(n),
which can be determined using the representation theory of SL(n) from the decompo-
sitions of
⊕
m≥0 H
0(X, L⊗m) and W ˆU as sums of irreducible representations of SL(n).
Similarly if X is affine with a linear action of U which extends to a linear action of
SL(n) then O(X)U is finitely generated. In each case the associated GIT quotient can
be identified with the GIT quotient of the product of X and SL(n)//U by the reductive
group SL(n):
X//U  (X × SL(n)//U)//SL(n) ⊆ (X × W ˆU)//SL(n).
The geometry of the canonical affine completion SL(n)//U of SL(n)/U and the pro-
jective completion GL(n)/ ˆU of GL(n)/ ˆU in the Grassmannian Grassn(SymωCn) can be
explored using the method of variation of GIT (VGIT) [15, 47]. This leads to a (partial)
resolution of singularities of GL(n)/ ˆU of the form SL(n) ×Bn ̂WP(B[n−1]) where Bn is a
Borel subgroup of SL(n) and ̂WP(B[n−1]) is an iterated blow-up of a weighted projective
space WP(B[n−1]).
The layout of this paper is as follows. §2 reviews classical geometric invariant theory
and some non-reductive GIT very briefly, and §3 contains a short summary of what is
needed fom the theory of Grosshans subgroups. In §4 we describe an embedding of
GL(n)/ ˆU into Grassn(SymωCn). In §5 we recall the original motivation for this work
from global singularity theory and jet differentials and discuss the strong link between
jet differentials and the curvilinear component of Hilbert schemes of points. §6 de-
scribes the affine embedding SL(n)/U ֒→ W ˆU , and we study the boundary orbits in
§7, giving a description of the boundary components in Theorem 7.4. The proof of the
main technical result, Theorem 6.5, follows in §8, and in §9 we describe its implications
for geometric descriptions of algebras of invariants and of non-reductive GIT quotients.
Finally in §10 we study the geometry of the canonical affine completion SL(n)//U of
SL(n)/U and the closure GL(n)/ ˆU of GL(n)/ ˆUin the Grassmannian Grassn(SymωCn).
Acknowledgments The authors thank Brent Doran and Richa´rd Rima´nyi for helpful
discussions on this topic.
2. Classical and non-reductive geometric invariant theory
Let X be a complex quasi-projective variety on which a complex reductive group G
acts linearly; that is, there is a line bundle L on X (which we will assume to be ample)
and a lift L of the action of G to L. Then y ∈ X is said to be semistable for this linear
action if there exists some m > 0 and f ∈ H0(X, L⊗m)G not vanishing at y such that the
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open subset
X f = {x ∈ X | f (x) , 0}
is affine (X f is automatically affine if X is projective or affine), and y is stable if also
f can be chosen so that the action of G on X f is closed with all stabilisers finite. The
open subset Xss of X consisting of semistable points has a quasi-projective categorical
quotient Xss → X//G, which restricts to a geometric quotient Xs → Xs/G of the open
subset Xs of stable points (see [33] Theorem 1.10). When X is projective then X f is
affine for any nonzero f ∈ H0(X, L⊗m)G (since we are assuming L to be ample), and
there is an induced action of G on the homogeneous coordinate ring
ˆOL(X) =
⊕
m≥0
H0(X, L⊗m)
of X. The subring ˆOL(X)G consisting of the elements of ˆOL(X) left invariant by G is a
finitely generated graded complex algebra because G is reductive, and the GIT quotient
X//G is the associated projective variety Proj( ˆOL(X)G) [14, 33, 36]. When X is affine
and the linearisation of the action of G is trivial then the algebra O(X)G of G-invariant
regular functions on X is finitely generated and Xss = X and X//G = Spec(O(X)G) is the
affine variety associated to O(X)G .
Suppose now that H is any linear algebraic group, with unipotent radical U E H (so
that H/U is reductive), acting linearly on a complex projective variety X with respect
to an ample line bundle L. Then the scheme Proj( ˆOL(X)H) is not in general a projective
variety, since the graded complex algebra of invariants
ˆOL(X)H =
⊕
m≥0
H0(X, L⊗m)H
is not necessarily finitely generated, and geometric invariant theory (GIT) cannot be
extended immediately to this situation (cf. [16, 17, 18, 20, 21, 27, 49]). However in
some cases it is known that ˆOL(X)U is finitely generated, which implies that
ˆOL(X)H =
(
ˆOL(X)U
)H/U
is finitely generated, and then the enveloping quotient in the sense of [16] is given by
X//H = Proj( ˆOL(X)H).
Moreover, there is a morphism
q : Xss → X//H,
where Xss is defined as in the reductive case above, which restricts to a geometric quo-
tient
q : Xs → Xs/H
for an open subset Xs ⊂ Xss. In such cases we have a GIT-like quotient X//H and
we would like to understand it geometrically. However there is a crucial difference
here from the case of reductive group actions, even though we are assuming that the
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invariants are finitely generated: the morphism Xss → X//H is not in general surjective,
so we cannot describe X//H geometrically as Xss modulo some equivalence relation.
In this paper we will study the situation when U is a unipotent group with a one-
parameter group of automorphisms λ : C∗ → Aut(U) such that the weights of the
induced C∗ action on the Lie algebra u of U are all strictly positive. Then we can form
the semidirect product
ˆU = C∗ ⋉ U
given by C∗ × U with group multiplication
(z1, u1).(z2, u2) = (z1z2, (λ(z−12 )(u1))u2).
Note that the centre of ˆU is finite and meets U in the trivial subgroup, so we have an
inclusion given by the composition
U ֒→ ˆU → Aut( ˆU) ֒→ GL(Lie( ˆU)) = GL(C ⊕ u)
where ˆU maps to its group of inner automorphisms and u = Lie(U). Thus we find that
U is isomorphic to a closed subgroup of the reductive group G = SL(C ⊕ u) of the form
U =


1 α2 α3 . . . αn
0 1 p2,3(α2 . . . , αn) . . . p2,n(α2, . . . , αn)
0 0 1 . . . p3,n(α2, . . . , βn)
· · · · ·
0 0 0 0 1

: α2, . . . , αn ∈ C

where n = 1 + dim U and pi, j(α2, . . . , αn) is a polynomial in α2, . . . , αn with complex
coefficients for 1 < i < j ≤ n. Our aim is to study linear actions of subgroups U and ˆU
of GL(n) of this form (but with the embedding in GL(n) not necesssarily induced by the
adjoint action on the Lie algebra of ˆU) which extend to linear actions of GL(n) itself, by
finding explicit affine embeddings of the quasi-affine varieties GL(n)/ ˆU.
Remark 2.1. Since GL(n) is the product of SL(n) and the subgroup C∗ in ˆU we have
a natural identification of GL(n)/ ˆU with SL(n)/( ˆU ∩ SL(n)). Also ˆU ∩ SL(n) is the
semidirect product of U with the finite group F = C∗ ∩ SL(n). By [22] Corollary
2.8 SL(n)/U is quasi-affine variety (so U is observable subgroup of SL(n)); hence
GL(n)/ ˆU ≃ (SL(n)/U)/F is also quasi-affine.
3. Grosshans subgroups
Recall that a subgroup H of a linear algebraic group G over an algebraicaly closed
field k is called a Grosshans subgroup of G if the algebra of invariants O(X)H is finitely
generated for every affine G-variety X. Recall also that H is an observable subgroup of
G if
H = {g ∈ G : f (gx) = f (x) for all x ∈ G and f ∈ O(X)H}.
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Proposition 3.1 (Grosshans Criterion [22, 24]). Let G be a reductive group over an
algebraically closed field k, and H an observable subgroup of G. Then the following
conditions are equivalent:
(1) H is a Grosshans subgroup of G.
(2) The algebraO(G)H is finitely generated, where H acts on G via right translation.
(3) There is a finite-dimensional G-module V and some v ∈ V such that H = Gv is
the stabiliser of v (and therefore G/H is isomorphic to the orbit G · v of v in V)
and dim(G · v \G · v) ≤ dim(G · v) − 2.
4. Embeddings in Grassmannians
Let U be a unipotent subgroup of the complex special linear group SL(n) and let
ˆU = U ⋊ C∗ be a subgroup of the complex general linear group GL(n) which is a C∗-
extension of U such that the weights of the C∗ action on Lie(U) are all strictly positive.
Let us suppose also that U and ˆU are upper triangular subgroups of GL(n) which are
generated along the first row; that is, there are integers 1 = ω1 < ω2 ≤ ω3 ≤ · · · ≤ ωn and
polynomials pi, j(α1, . . . , αn) in α1, . . . , αn with complex coefficients for 1 < i < j ≤ n
such that
(2) ˆU =


α1 α2 α3 . . . αn
0 αω21 p2,3(α) . . . p2,n(α)
0 0 αω31 . . . p3,n(α)
· · · · ·
0 0 0 0 αωn1

: α = (α1, . . . , αn) ∈ C∗ × Cn−1

and
U =


1 α2 α3 . . . αn
0 1 p2,3(α) . . . p2,n(α)
0 0 1 . . . p3,n(α)
· · · · ·
0 0 0 0 1

: α = (1, α2, . . . , αn) ∈ Cn−1

.
This implies that the Lie algebra u = Lie(U) has a similar form:
u =


0 a2 a3 . . . an
0 0 q2,3(a) . . . q2,n(a)
0 0 0 . . . q3,n(a)
· · · · ·
0 0 0 0 0

: a = (a2, . . . , an) ∈ Cn−1

where the qi, j are linear forms in the parameters a = (a2, . . . , an) ∈ Cn−1 satisfying the
following properties:
(i) qi, j = 0 for i ≤ j.
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(ii) Let ωˆi = ωi − 1 for i = 1, . . . n be the weights of the adjoint action of the
subgroup C∗ of ˆU on uˆ = Lie ˆU, so that ωˆ1 = 0 and ωˆi > 0 if i = 2, . . . , n. Then
the C∗-action makes u = LieU into a graded Lie algebra, and therefore
(3) qi, j(a2, . . . , an) =
∑
ℓ:ωˆℓ+ωˆi=s j
cℓij aℓ
for some structure coefficients cℓij ∈ C.
Proposition 4.1. Let the weighted degree of αs be deg(αs) = ωs for 1 ≤ s ≤ n. Then
(i) the polynomial pi, j(α) which is the (i, j)th entry of the element of ˆU parametrised
by α = (α1, . . . , αn) ∈ C∗ × Cn−1 is homogeneous of degree ωi in α1, . . . , αn;
(ii) pi, j(α) is weighted homogeneous of degree ω j in α1, . . . , αn.
Proof. The first (respectively second) part of the statement follows from the fact that ˆU
is closed under multiplication by its subgroup
C∗ =


α1 0 . . . 0
0 αω21 . . . 0
· · · ·
0 · · αωn1
 : α1 ∈ C∗

on the left (respectively right). 
Remark 4.2. It follows immediately from this proposition that if j ≥ i ≥ 2 then
pi, j(α) = pi, j(α1, . . . , α j−1)
depends only on α1, . . . , α j−1.
4.1. The construction. For a vector of positive integers ω = (ω1, . . . , ωn) we introduce
the notation
SymωCn = Cn ⊕ Symω2(Cn) ⊕ . . . ⊕ Symωn(Cn),
where Syms(Cn) is the sth symmetric power of Cn. Any linear group action on Cn
induces an action on SymωCn.
The most straightforward way to find an algebraic description of the quotient GL(n)/ ˆU
is to find a GL(n)-module W with a point w ∈ W whose stabiliser is ˆU. Then the orbit
GL(n) · w is isomorphic to GL(n)/ ˆU as a quasi-affine variety, and its closure GL(n) · w
in W is an affine completion of GL(n)/ ˆU, while its closure in a projective completion of
W is a compactification of GL(n)/ ˆU.
Theorem 4.3. Let ˆU = U ⋊ C∗ be a C∗ extension of a unipotent subgroup U of SL(n)
with positive weights 1 = ω1 < ω2 ≤ · · · ≤ ωn and a polynomial presentation (2). Fix a
basis E = {e1, . . . , en} of Cn and define
(4) pn = [e1∧(e2+eω21 )∧. . .∧(e j+
j∑
i=2
pi, j(e1, . . . , e j−1))∧. . .∧(en+
n∑
i=2
pi,n(e1, . . . , en))]
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∈ Grassn(SymωCn) ⊂ P(∧nSymωCn).
Then the stabiliser GL(n)pn of pn in GL(n) is ˆU.
Corollary 4.4. The map φn : GL(n) → P[∧nSymωCn] which sends a matrix with column
vectors v1, . . . , vn to the point
(5) (v1, . . . , vn) 7→ [v1 ∧ (v2 + vω21 ) ∧ . . . ∧ (vn +
n∑
i=2
pi,n(v1, . . . , vn))]
is invariant under right multiplication of ˆU on GL(n) and GL(n)-equivariant with re-
spect to left multiplication on GL(n) and the induced action on P[∧nSymωCn]. It there-
fore defines a GL(n)-equivariant embedding
(6) φn : GL(n)/ ˆU ֒→ Grassn(SymωCn).
Remark 4.5. Note that the image of the embedding φn : GL(n) → P[∧nSymωCn] lies
in the open affine subset defined by the non-vanishing of the coordinate in ∧nSymωCn
corresponding to the one-dimensional summand ∧nCn of ∧nSymωCn spanned by e1 ∧
· · · ∧ en.
Proof of Theorem 4.3. First we prove that ˆU is contained in the stabiliser GL(n)pn . For
(α1, . . . , αn) ∈ C∗ × Cn−1 let
u(α1, . . . , αn) =

α1 α2 α3 . . . αn
0 αω21 p2,3(α) . . . p2,n(α)
0 0 αω31 . . . p3,n(α)
· · · · ·
0 0 0 0 αωn1

∈ ˆU
denote the element of ˆU determined by the parameters (α1, . . . , αn) and for an n-tuple of
vectors v = (v1, . . . , vn) ∈ (Cn)⊕n forming the columns of the n× n-matrix A ∈ GL(n) we
similarly define the matrix
u(A) = u(v1, . . . , vn) =

v1 v2 v3 . . . vn
0 vω21 p2,3(v) . . . p2,n(v)
0 0 vω31 . . . p3,n(v)
· · · · ·
0 0 0 0 vωn1

∈ Mn×n(SymωCn)
with entries in SymωCn. Then the map φ in (5) is the composition
φ(v1, . . . , vn) = (u ◦ π)(v1, . . . , vn)
where the rational map π : Mn×n(SymωCn) − − → Grassn(SymωCn) restricts to a mor-
phism on an open subset of Mn×n(SymωCn) containing the image of u : GL(n) →
Mn×n(SymωCn).
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Now, since ˆU is a group, the (i, j) entry of the product of two elements is the polyno-
mial pi, j in the entries of the first row of the product; that is,
u(β1, . . . , βn)u(α1, . . . , αn) = u(α1β1, αω21 β2 + β1α2, . . . ,
n∑
m=1
pm,n(α1, . . . αn)βm)
for any α1, . . . , αn, β1, . . . , βn. This implies that
u(e1, . . . , en) · u(α1, . . . , αn) = u(α1e1, αω21 e2 + α2e1, . . . ,
n∑
m=1
pm,n(α1, . . . αn)em)
where {e1, . . . , en} is the standard basis for Cn. However, the n-tuple (α1e1, αω21 e2 +
α2e1, . . . ,
∑n
m=1 pm,n(α1, . . . αn)em)) ∈ (Cn)⊕n on the right hand side forms the columns
of the matrix u(α1, . . . , αn), so we arrive at
(7) u(e1, . . . , en) · u(α1, . . . , αn) = u(u(α1, . . . , αn) · e1, . . . , u(α1, . . . , αn) · en).
Since u(α1, . . . , αn) lies in the standard Borel subgroup Bn of GL(n), the matrices u(e1, . . . , en)
and u(e1, . . . , en) · u(α1, . . . , αn) represent the same element in Grassn(SymωCn); that is,
in Grassn(SymωCn) we have
pn = π(u(e1, . . . , en)) = π(u(e1, . . . , en) · u(α1, . . . , αn)) =
π(u(u(α1, . . . , αn) · e1, . . . , u(α1, . . . , αn) · en)
which completes the proof that ˆU ⊆ GL(n)pn .
It remains to prove that GL(n)pn ⊆ ˆU. Suppose that g = (gi j)ni, j=1 ∈ GL(n)pn ; we want
to show that g ∈ ˆU. For 1 ≤ m ≤ n let
g≤m = (gi j)mi, j=1 ∈ GL(m)
be the upper left m × m block of g. Recall that by Remark 4.2 if j ≥ i ≥ 2 then
pi, j(α1, . . . , αn) = pi, j(α, . . . , α j−1) depends only on α1, . . . , α j−1. We will prove by in-
duction on m that
g≤m = u(g11, g12, . . . , g1m)
This is clear for m = 1 since g≤1 = (g11) = u(g11). Suppose that it is true for some m < n.
Since g ∈ GL(n)pn the Plu¨cker coordinates
e1 ∧ (e2 + eω21 ) ∧ . . . ∧
n∑
i=1
pi,n(e1, . . . , en)
of pn agree up to multiplication by a nonzero scalar with the Plu¨cker coordinates
ge1 ∧ (ge2 + geω21 ) ∧ . . . ∧
n∑
i=1
pi,n(ge1, . . . , gen)
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of gpn, where ge j =
∑n
s=1 gs jes and pi, j(ge1, . . . , gen) ∈ Symωi(Cn) ⊆ SymωCn. By the
inductive hypothesis we have
gi j = pi, j(g11, . . . , g1 j)
for 1 ≤ i ≤ m and 1 ≤ j ≤ m, so with our previous notation
g≤m = u(g11, . . . , g1m) ∈ ˆU
holds, and therefore g≤m fixes pm; thus
pm = π(u(e1, . . . , em)) = π(u(g≤me1, . . . , g≤mem)).
In coordinates this means that
·e1 ∧ (e2 + eω21 ) ∧ . . . ∧
m∑
i=1
pi,m(e1, . . . , em)
agrees up to multiplication by a nonzero scalar with
ge1 ∧ (ge2 + geω21 ) ∧ . . . ∧
m∑
i=1
pi,m(ge1, . . . , gem).
Therefore
e1∧(e2+eω21 )∧. . .∧
m∑
i=1
pi,m(e1, . . . , em)∧
m+1∑
i=1
pi,m+1(e1, . . . , em+1)∧. . .∧
n∑
i=1
pi,n(e1, . . . , en)
and
e1∧(e2+eω21 )∧. . .∧
m∑
i=1
pi,m(e1, . . . , em)∧
m+1∑
i=1
pi,m+1(ge1, . . . , gem+1)∧. . .∧
n∑
i=1
pi,n(ge1, . . . , gen)
agree up to multiplication by a nonzero scalar. Applying the identification
(8)
n∧
(⊕ti=1Vi) =
⊕
p1+...+pt=n
(∧p1V1 ⊗ . . . ⊗ ∧ptVt) ,
with V1 =
∧m+1(Cn ⊕ Symω2Cn ⊕ · · · ⊕ Symωm+1Cn) and
V2 = Symωm+2Cn, . . . ,Vn−m = SymωnCn
we get a natural GL(n)-equivariant projection to the direct summand corresponding to
p1 = m + 1, p2 = . . . = pn−m = 1 given by
π :
n∧
SymωCn →
m+1∧
(Cn ⊕ Symω2Cn ⊕ · · · ⊕ Symωm+1Cn) ⊗ Symωm+2 ⊗ · · · ⊗ SymωnCn
which takes e1 ∧ (e2 + eω21 ) ∧ . . . ∧
∑n
i=1 pi,n(e1, . . . , en) to
e1 ∧ (e2 + eω21 ) ∧ . . . ∧
m∑
i=1
pi,m(e1, . . . , em) ∧
m+1∑
i=1
pi,m+1(e1, . . . , em+1) ⊗ eωm+21 ⊗ · · · ⊗ eωn1 .
INVARIANTS FOR NON-REDUCTIVE GROUP ACTIONS 13
This must agree up to multiplication by a nonzero scalar with the projection
π
ge1 ∧ (ge2 + geω21 ) ∧ . . . ∧ m∑
i=1
pi,m(e1, . . . , em) ∧
n∑
i=1
pi,n(ge1, . . . , gen)
 =
e1 ∧ (e2 + eω21 ) ∧ . . . ∧
m+1∑
i=1
pi,m+1(ge1, . . . , gem+1) ⊗ qm+2 ⊗ · · · ⊗ qn
for some q j ∈ Symω jCn for m + 2 ≤ j ≤ n. It follows from this that
(9) λe1 ∧ (e2 + eω21 ) ∧ . . . ∧
m+1∑
i=1
pi,m+1(e1, . . . , em+1) =
e1 ∧ (e2 + eω21 ) ∧ . . . ∧
m+1∑
i=1
pi,m+1(ge1, . . . , gem+1),
for some nonzero scalar λ.
Now, g≤m = u(g11, . . . , g1m) and therefore by (7)
u(g≤me1, . . . , g≤mem) = u(e1, . . . , en) · u(g11, . . . , g1m).
But if m + 1 ≥ i ≥ 2 then pi,m+1(α1, . . . , αm) is a polynomial in α1, . . . , αm, and does not
depend on αm+1, . . . , αn. Therefore
(10) pi,m+1(ge1, . . . , gem) =
n∑
s=2
pis(e1, . . . , em)ps,m+1(g11, . . . , g1,m+1) for 2 ≤ i ≤ m+1
and
p1,m+1(ge1, . . . , gem+1) = gem+1 =
n∑
i=1
gi,m+1ei.
Substituting this into (9) we arrive at the equation
(11) λ ·
e1 ∧ (e2 + eω21 ) ∧ . . . ∧ m+1∑
i=1
pi,m+1(e1, . . . , em+1)
 =
= e1∧ (e2+eω21 )∧ . . .∧
m+1∑
i=2
n∑
s=1
ps,m+1(g11, . . . , g1,m+1)pis(e1, . . . , em+1) +
n∑
s=2
gs,m+1ei
 .
There is another GL(n)-equivariant projection to the direct summand corresponding
to Vi = SymωiCn and p1 = 2, p2 = . . . = pm = 1 in (8), given by
ρ :
m+1∧
(Cn ⊕ Symω2Cn ⊕ · · · ⊕ Symωm+1Cn) → ∧2 Cn ⊗ Symω2Cn ⊗ · · · ⊗ SymωmCn
which takes the left hand side of (11) to
λ(e1 ∧ em+1) ⊗ eω21 ⊗ . . . ⊗ eωm1
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and the right hand side to(
e1 ∧ (Σms=2(ps,m+1(g11, . . . , g1,m+1) − gs,m+1)es + gm+1,m+1em+1)
)
⊗ eω21 ⊗ . . . ⊗ e
ωm
1 .
These two are equal, so we obtain
(12) gs,m+1 = ps,m+1(g11, . . . , g1,m+1) for s , 1,m + 1 and λ = gm+1,m+1.
Note that the right hand side of (11) is independent of b1,m+1, which can be chosen
arbitrarily, as we expect. Finally, for s = m + 1, we take the third GL(n)-equivariant
projection corresponding to Vi = SymωiCn and p1 = . . . = pn = 1 in (8), given by
ξ :
m+1∧
(Symω1Cn ⊕ Symω2Cn ⊕ · · · ⊕ Symωm+1Cn) →
Cn ⊗ Symω2Cn ⊗ · · · ⊗ SymωmCn ⊗ Symωm+1Cn,
and project the equation (11). We get
λ · eω11 ⊗ e
ω2
1 ⊗ . . . ⊗ e
ωm+1
1 = e
ω1
1 ⊗ e
ω2
1 ⊗ . . . ⊗ e
ωm
1 ⊗ pm+1,m+1(b11, . . . , b1,m+1)eωm+11
which gives λ = pm+1,m+1(b11, . . . , b1,m+1). From (12) we get
gm+1,m+1 = pm+1,m+1(b11, . . . , b1,m+1)
and Theorem 4.3 is proved. 
4.2. Changing the basis of u. We observed in Proposition 4.1 that the left-right multi-
plication action of the subgroup C∗ of ˆU implies that the polynomial entry pi, j(α) of an
element of ˆU with parameters α in the first row has degree i and weighted degree ω j in
α. Similarly we have a bigrading on SymωCn as follows: the Lie algebra u = Lie(U)
decomposes into eigenspaces for the adjoint action of LieC∗ = Cz = u1 as
u = ⊕ri=1ui,
where z ∈ u1 \ {0} and
ui = {x ∈ u : [x, z] = (ω˜i − 1)x}
if ω˜1, . . . , ω˜r are the different weights among ω1, . . . , ωn. This induces a decomposition
SymωCn = Cn ⊕ (u2 ⊗ Symω˜2Cn) ⊕ . . . ⊕ (ur ⊗ Symω˜rCn)
of SymωCn. Let SymabCn = ⊕ωi1+...+ωia=b(Cei1 . . . eia) ⊆ SymaCn and define
Symω∆C
n = ⊕ri, j=1(ui ⊗ u j ⊗ Symω˜iω˜ jCn).
The image of the embedding φn of GL(n)/ ˆU sits in the subset Grassn(Symω∆Cn) of
Grassn(SymωCn), and the group
G˜L(u) = C∗ ×GL(u2) × . . . ×GL(ur) ⊂ GL(uˆ)
acts on Symω∆Cn via conjugation and thus on Grass(n, Symω∆Cn). If g ∈ G˜L(u) then the
subgroup
g−1 ˆUg
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of GL(n) with Lie subalgebra g−1ug has the same form as ˆU and so we can compare the
corresponding embeddings φn of GL(n)/ ˆU and GL(n)/g−1 ˆUg in Grass(n, Symω∆Cn); let
us denote these by φ ˆU and φg−1 ˆUg. The linear forms in the first row of g−1ug (and the same
linear forms in the first row of g−1 ˆUg) are linearly independent, and give parameters
b1, . . . , bn for the group and its Lie algebra. The corresponding embedding is then φg−1 ˆUg,
and we have
Proposition 4.6. A linear change of basis of uˆ by any element of G˜L(u) does not
change the closure of the image of the embedding φ ˆU of GL(n)/ ˆU into the Grassmannian
Grass(n, Symω∆Cn) up to isomorphism.
Proof. This follows from the commutativity of the diagram
GL(n)/ ˆU ⊂ φ ˆU - Grass(n, Symω∆Cn)
GL(n)/g−1 ˆUg
conj(g)
?
⊂
φg−1 ˆUg- Grass(n, Symω∆Cn),
conj(g) ◦ (g11 · g−1)
?
(13)
where
(1) the left vertical conj(g) is the conjugation action sending the coset ˆUh ∈ GL(n)/ ˆU
to (g−1 ˆUg)(g−1hg) = g−1 ˆUhg ∈ GL(n)/g−1 ˆUg;
(2) the right vertical map is the composition of the multiplication by the scalar g11
and the matrix g−1 on Cn, and conjugation with g ∈ G˜L(u) on SymωCn.

5. Singularities, jet differentials and curvilinear Hilbert schemes
Following the Grosshans principle (see §3), we are looking for an embedding of
GL(n)/ ˆU in an affine space W, where the boundary components have codimension at
least 2. In this section we will study an important example of a group of the form
ˆU and its projective embedding φ ˆU : GL(n)/ ˆU ֒→ Grassn(SymωCn) given by The-
orem 4.3 whose image is contained in the affine open subset of the Grassmannian
Grassn(SymωCn) where the coordinate corresponding to ∧nCn is nonzero. Here the
codimension-2 property does not hold, which means that our affine embedding will
need to be modified; this will be done in §6.
The example we will study in this section is given by ˆU = Gn ≤ GL(n), where as in the
introduction Gn is the group of polynomial reparametrisations of n-jets of holomorphic
germs (C, 0) → (C, 0). This group plays a central role in global singularity theory
[2] and in the recent history of hyperbolic varieties [10, 11, 26, 46]. We will see that
the compactification GL(n)/Gn constructed in §4 as the closure of an orbit of GL(n)
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with stabiliser Gn in a Grassmannian Grassn(SymωCn) is isomorphic to the so-called
curvilinear component of the punctual Hilbert scheme on Cn [3, 7].
5.1. Singularity theory in a nutshell [2, 3, 6, 19, 29, 37, 41]. Let Jn(m, l) denote the
space of n-jets of holomorphic map germs from Cm to Cl mapping the origin to the
origin. This is a finite dimensional complex vector space, and there is a complex linear
composition of jets
Jn(m, l) ⊗ Jn(l, p) → Jn(m, p).
Let Jregn (m, l) denote the open dense subset of Jn(m, l) consisting of jets whose linear part
is regular (that is, of maximal rank). Note that
Gn = Jregn (1, 1)
becomes a group under composition of jets, and it acts via reparametrisation on Jn(1, n).
If z denotes the standard complex coordinate on C, then elements of the vector space
Jn(1, 1) can be identified with polynomials of the form p(z) = α1z + . . . + αnzn with
coefficients in C, so {z, z2, . . . , zn} is a natural basis for Jn(1, 1) over C. The composition
of p(z) with q(z) = β1z + . . . + βnzn is
(p ◦ q)(z) = (α1β1)z + (α2β1 + α21β2)z2 + . . .
which corresponds (with respect to the basis {z, z2, . . . , zn}) to multiplication on the right
by the matrix
(14)

α1 α2 α3 . . . αn
0 α21 2α1α2 . . . 2α1αn−1 + . . .
0 0 α31 . . . 3α21αn−2 + . . .
0 0 0 . . . ·
· · · . . . αn1

where the polynomial in the (i, j) entry is
pi, j(α1, . . . , αn) =
∑
ℓ1+ℓ2+...+ℓi= j
αℓ1αℓ2 . . . αℓi .
Thus the subgroup Gn of GL(n) is an extension by C∗ of its unipotent radical Un, and
both Gn and Un are generated along the first row and have the form (2) with weights
1, 2, . . . , n. We can think of the quotient Jn(1, n)/Gn as the moduli space of n-jets of
entire holomorphic curves in Cn.
Global singularity theory studies global and local behavior of singularities of holo-
morphic maps between complex manifolds; [2] is a standard reference. For a holomor-
phic map f : M → N with f (p) = q ∈ N the local algebra is A( f ) = mp/ f ∗mq; if mp is
a finite mq-module, then p is an isolated singularity. For a complex nilpotent algebra A
with dimC A = n we define
ΣA(m, l) = { f ∈ Jn(m, l) : A( f ) ≃ A}
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to be the subset of Jn(m, l) consisting of germs with local algebra at the origin isomor-
phic to A; these are known as the A-singularity germs. There is a natural hierarchy of
singularities where for two algebras A and A′ of the same dimension n we have
A > A′ if ΣA(m, l) ⊂ ΣA′(m, l) for l >> m.
When An = zC[z]/zn+1 is the nilpotent algebra generated by one element, the corre-
sponding singularities are the so-called An-singularities (also known as Morin singular-
ities or curvilinear singularities). These vanish to order n in some direction, giving us
the geometric description
ΣAn(m, l) = {ψ ∈ Jn(m, l) : ∃γ ∈ Jn(1,m) such that γ ◦ ψ = 0}.
If ψ ∈ Jn(m, l) and a test curve γ0 ∈ Jn(1,m) exists with γ0 ◦ψ = 0, then there is a whole
family of such test curves. Indeed, for any β ∈ Jregn (1, 1), the curve β ◦ γ0 is also a test
curve, and in fact if ψ ∈ Jregn (m, l) then we get all test curves γ ∈ Jn(1,m) with γ ◦ ψ = 0
in this way. This description of the curvilinear jets using the so-called ‘test-curve model’
goes back to Porteous, Ronga and Gaffney [19, 37, 41].
This means that the regular part of ΣAn(m, l) fibres over the quotient Jregn (1,m)/Gn,
which can be thought of as representing moduli of n-jets of holomorphic germs in Cm.
We can identify Jn(1,m) with the set Mm×n(C) of m × n complex matrices by putting
the ith derivative of γ ∈ Jn(1,m) into the ith column of the corresponding matrix, and
then Jregn (1,m) consists of the matrices in Mm×n(C) with nonzero first column. Therefore
when m = n the quotient Jregn (1, n)/Gn contains GL(n)/Gn as a dense open subset.
In [6] the first author and Szenes use this model of the Morin singularities and the ma-
chinery of equivariant localization to compute some useful invariants of An singularities:
their Thom polynomials. These ideas were later generalised in [25, 40].
The hierarchy of singularities is only partially understood, but there are well-known
singularity classes in the closure of the An-singularities (for details see [2, 39]). In
particular, for n = 4, the so called Ia,b singularities with a + b = 4 are defined by the
algebra
AIa,b = (x, y)/(xy, xa + yb)
and it is well known (see [39, 40]) that
ΣI2,2(m, l) ⊂ ΣA4(m, l)
has codimension 1 in ΣA4(m, l). But as we have just seen, a dense open subset of
ΣA4(4, l) fibres over GL(4)/G4, and the latter is embedded via φ4 (see Corollary 4.4)
into Grass4(SymωCn) where ω = (1, 2, 3, 4) as at (14). When l = 1, then in fact
ΣA4(4, 1) = φ4(GL(4) ⊆ Grass4(SymωCn),
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because the fibres are trivial. So it follows that ΣI2,2(4, 1) lies in the boundary of φ4(GL(4)
and has codimension one. In fact
p2,2 = lim
t→0

t t−2 −t−5 0
0 1 −2t−3 0
0 0 t−1 0
0 0 0 1
 · pn = e1 ∧ e2 ∧ (e3 + e21) ∧ (e4 + e1e3 + e22 + e31)
sits in ΣI2,2(4, 1) and its orbit has codimension 1 in φ(GL(4). Indeed it can be checked
by direct computation that the stabiliser of p2,2 is

t a b c
0 t3/2 −2t1/2a d
0 0 t2 tb + a2
0 0 0 t3
 : t ∈ C∗, a, b, c, d ∈ C

which has dimension 5, whereas the stabiliser G4 of p4 in GL(4) has dimension 4.
5.2. Invariant jet differentials and the Demailly bundle. Jet differentials have played
a central role in the study of hyperbolic varieties. Their contribution can be traced back
to the work of Bloch [8], Cartan [9], Ahlfors [1], Green and Griffiths [13], Siu [46],
whose ideas were extended in the seminal paper of Demailly [10], and recently used by
Diverio, Merker and Rousseau [11] and the first author in [4] to prove the Green Griffiths
conjecture for generic projective hypersurfaces of high order; see also the survey papers
[26, 10, 12] for more details.
Let
f : C→ X, t → f (t) = ( f1(t), f2(t), . . . , fd(t))
be a curve written in local holomorphic coordinates (z1, . . . , zd) on a complex manifold
X, where d = dim(X). Let Jn(X) be the n-jet bundle over X of holomorphic curves,
whose fibre (Jn(X))x at x ∈ X is the space of n-jets of germs at x of holomorphic curves
in X. This fibre can be identified with Jn(1, d). The group of reparametrisations Gn =
Jregn (1, 1) acts fibrewise on Jn(X), and the action is linearised as at (14). For λ ∈ C∗ we
have
(λ · f )(t) = f (λ · t), so λ · ( f ′, f ′′, . . . , f (k)) = (λ f ′, λ2 f ′′, . . . , λk f (k)).
Polynomial functions on Jn(X) correspond to algebraic differential operators called jet
differentials; these have the form
Q( f ′, f ′′, . . . , f (k)) =
∑
αi∈Nn
aα1,α2,...αk ( f (t))( f ′(t)α1 f ′′(t)α2 · · · f (n)(t)αn),
where aα1,α2 ,...αn(z) are holomorphic coefficients on X and t 7→ f (t) is the germ of a
holomorphic curve in X. Here Q is homogeneous of weighted degree m under the C∗
action if and only if
Q(λ f ′, λ2 f ′′, . . . , λk f (n)) = λmQ( f ′, f ′′, . . . , f (n))
for every λ ∈ C.
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Definition 5.1. (i) (Green-Griffiths [13]) Let EGGn,m denote the sheaf on X of jet differen-
tials of order n and weighted degree m.
(ii) (Demailly, [10]) The bundle of invariant jet differentials of order n and weighted
degree m is the subbundle En,m of EGGn,m whose elements are invariant under the action
of the unipotent radical Un of the reparametrisation group Gn and transform under the
action of Gn as
Q(( f ◦ φ)′, ( f ◦ φ)′′, . . . , ( f ◦ φ)(n)) = φ′(0)mQ( f ′, f ′′, . . . , f (n))
for φ ∈ Gn.
Thus the fibres of the Demailly bundle
⊕
m¿0 En,m are isomorphic to C[Jn(1, d)]Un,
where Un is the unipotent radical of Gn. Demailly in [10] conjectured that this algebra
of invariant jet differentials is finitely generated (Conjecture 1.1 above). This will follow
from Theorem 1.2.
5.3. Curvilinear Hilbert schemes. In this subsection we identify the closure Jn(1, d)/Gn
of Jn(1, d)/Gn embedded in Grassn(⊕ni=1 Sym iCd) with the curvilinear component of
the n-point punctual Hilbert scheme on Cd; this geometric component of the punctual
Hilbert scheme on Cd is thus the compactification of a non-reductive quotient.
Hilbert schemes of points on surfaces form a central object of geometry and repre-
sentation theory and have a huge literature (see for example [34, 7]). Recently many
interesting connections between Hilbert schemes of points on planar curve singularities
and the topology of their links have been discovered [43, 44, 45, 30]. However, much
less is known about Hilbert schemes or punctual Hilbert schemes on higher dimensional
manifolds.
As above let Gn = Jregn (1, 1) denote the group of n-jets of reparametrisation germs of
C, which acts on the space Jregn (1, d) of n-jets of germs of curves f : (C, 0) → (Cd, 0)
with nonzero linear part. As in §4 we have a map
φ : Jregn (1, d) → Grassn(⊕ni=1 Sym iCd)
(v1, . . . , vn) 7→ [v1 ∧ (v2 + v21) ∧ . . . ∧ (
∑
a1+a2+...+ai=n
va1va2 . . . vai)]
where vi ∈ Cd is the degree i part of the germ in Jregn (1, d), so that v1 , 0. This map is
invariant under the action of Gn = Jregn (1, 1) on the left, and gives us an embedding
Jregn (1, d)/Gn ֒→ Grassn(⊕ni=1 Sym iCd)).
Let us denote the closure of the image of this embedding by Xn,d, so that
Xn,d = Jregn (1, d)/Gn.
In fact Xn,d is the curvilinear component of the punctual Hilbert scheme of n points on
Cd. Let (Cd)[n] denote the Hilbert scheme of n points on Cd; that is, the set of zero-
dimensional subschemes of Cd of length n. The punctual Hilbert scheme (Cd)[n]0 consists
of those zero-dimensional subschemes of Cd of length n which are supported at the
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origin in Cd. When d ≥ 3 the punctual Hilbert scheme is highly non-reduced and its
irreducible components are not known in general. The geometric (also called curvilin-
ear) component of (Cd)[n]0 is its irreducible component which contains the curvilinear
subschemes, defined as follows.
Definition 5.2. Let m = (x1, . . . , xd) ⊂ OCd ,0 denote the maximal ideal of the local ring
at the origin. The punctual curvilinear Hilbert scheme is defined as the closure of the set
of curvilinear subschemes; that is, those which vanish on a curve up to order n:
C
[n]
d = {I ⊂ m : m/I ≃ tC[t]/tn+1}.
Since Sym ≤nCd = m/mn+1 = ⊕ni=1 Sym iCd consists of function-germs of degree ≤ n,
the punctual Hilbert scheme sits naturally in its Grassmannian
ρ : (Cd)[n]0 ֒→ Grass(n, Sym ≤nCd)
I 7→ m/I.
Curvilinear subschemes have test curves; that is, map germs γ ∈ Jn(1, d) on which
they vanish up to order n, so that γ(C) ⊆ Spec(m/I). Such a test curve is unique up
to polynomial reparametrisation of (C, 0). Therefore the image of φ is the same as the
image of ρ, so they have the same closure Xn,d. Thus we have
Proposition 5.3. For d, n ∈ Z>0
C
[n]
d = Xn,d = φ(Jregn (1, d)/Gn).
When d = 2 the curvilinear component C[n]2 is dense in (C2)[n]0 , and therefore the full
punctual Hilbert scheme is equal to the closure of the image of φ.
Corollary 5.4. (C2)[n]0 = Xn,2 for any n ∈ Z>0.
This description of the curvilinear component becomes particularly useful when n ≤ d
so that the number of points is not more than the dimension d. In this case, the curvilin-
ear componentC[n]d is the closure of a GL(n)-orbit in the Grassmannian Grassn( Sym ≤nCn).
In fact, for any fixed basis {e1, . . . , ed} of Cd, we have
Xn,d = GL(n) · en,d
where
en,d = e1 ∧ (e2 ⊕ e21) ∧ . . . ∧ (
∑
a1+...+al=n
l≤d
ea1 . . . eal).
This follows when n ≤ d from the fact that φ is GL(n)-equivariant, but for n > d it
cannot be true as the dimension of the quotient is larger than the dimension of GL(n).
In particular, when d = n we have GL(n) ⊂ Jregn (1, n), and an embedding
GL(n)/Gn ⊆ Grassn( Sym ≤nCn)
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and the closure of the image Xn,n = C[n]d is the curvilinear component of the punctual
Hilbert scheme of n points on Cn. Moreover the case when d < n can be reduced to the
case when n = d using the following identifications:
Jregn (1, n)/Gn = (GL(n) ×Gn Jregn (1, d))/GL(n) = ((GL(n)/Gn) × Jregn (1, d))/GL(n).
6. Affine embeddings of SL(n)/U
Let us now return to the situation in §4 where ˆU and U are subgroups of GL(n) of the
form described at (2). In §4 we embedded GL(n)/ ˆU in the Grassmannian
Grassn(SymωCn) ⊆ P(∧n(SymωCn))
as the GL(n) orbit of
pn = φn(e1, . . . , en) = [e1 ∧ (e2 + eω21 ) ∧ . . . ∧ (
n∑
i=1
pin(e1, . . . , en))] ∈ P[∧n(SymωCn)],
and observed at Remark 4.5 that the image of this embedding lies in the open affine
subset defined by the non-vanishing of the coordinate in P(∧n(SymωCn)) corresponding
to the one-dimensional summand ∧nCn of ∧n(SymωCn) spanned by e1 ∧ · · · ∧ en. In
§5 we saw that there exist examples where the image has codimension-one boundary
components which meet this affine open subset, and therefore the Grosshans principle
(see §3) is not applicable in this situation.
Combining the isomorphism
GL(n)/ ˆU  SL(n)/SL(n) ∩ ˆU = SL(n)/U ⋊ Fω
where Fω = C∗ ∩ SL(n) is a finite subgroup of ˆU of order 1 + ω2 + · · · + ωn with the
embedding φn gives us an embedding of (SL(n)/U)/Fω in ∧n(SymωCn) as the SL(n)
orbit of
pn = e1 ∧ (e2 + eω21 ) ∧ . . . ∧ (
n∑
i=1
pin(e1, . . . , en)).
Here SL(n) ∩ ˆU is the semi-direct product Un ⋊ Fω of U by the finite group Fω of ℓωth
roots of unity in C for ℓω = 1 + ω2 + . . . + ωn, embedded in SL(n) as
(15) z 7→

z 0 . . . 0
0 zω2 . . . 0
. . .
0 0 . . . zωn
 ∈ SL(n).
In this section we will look for affine embeddings of SL(n)/U in affine spaces of the
form
Ws,K = ∧s(SymωCn) ⊗ (Cn)⊗K
for suitable s, K, and direct sums of such spaces, and study their closures.
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Remark 6.1. Note that from the isomorphism GL(n)/ ˆU  (SL(n)/U)/Fω where Fω is
finite we will be able to deduce immediately that ˆU is a Grosshans subgroup of GL(n)
with the canonical affine completion GL(n)// ˆU of GL(n)/ ˆU given by
GL(n)// ˆU  (SL(n)//U)/Fω,
once we have proved that U is a Grosshans subgroup of SL(n).
Lemma 6.2. Let K = M(1 + ω2 + . . . + ωn) + 1 for some natural number M. Then the
point
pn ⊗ e
⊗K
1 ∈ ∧
n(SymωCn) ⊗ (Cn)⊗K
where
pn = e1 ∧ (e2 + eω21 ) ∧ . . . ∧ (
n∑
i=1
pin(e1, . . . , en)) ∈ ∧n(SymωCn)
has stabiliser U in SL(n).
Proof. By Theorem 4.3 the stabiliser of
[pn] ∈ P(∧n(SymωCn))  P(∧n(SymωCn) ⊗ (Ce1)⊗K) ⊆ P(Wn,K)
in GL(n) is GL(n)[pn] = U ⋊ C∗ = ˆU, so the stabiliser of
pn ⊗ e
⊗K
1 ∈ ∧
n(SymωCn) ⊗ (Cn)⊗K
is contained in ˆU. Moreover by the proof of Theorem 4.3 the stabiliser of pn ⊗ e⊗K1
contains U. Finally the element of C∗ ⊆ GL(n)[pn]. given at (15) above acts on pn ⊗ e⊗K1
as multiplication by
z1+ω2+···+ωn+K = z(M+1)(1+ω2+···+ωn)+1
and has determinant 1 if and only if z1+ω2+···+ωn = 1, so it lies in SL(n) and fixes pn ⊗ e⊗K1
if and only if z = 1. 
The same argument gives us
Corollary 6.3. Let
ps = e1 ∧ (e2 + eω21 ) ∧ . . . ∧ (
s∑
i=1
pis(e1, . . . , en)) ∈ ∧s(SymωCn),
and choose integers s1, . . . , sn such that si and 1 + ω2 + . . . + ωi are coprime. Then the
point
ps1,...,sn = (p1 ⊗ e⊗s11 ) ⊕ . . . ⊕ (pn ⊗ e⊗sn1 ) ∈ Ws1,...,sn = W1,s1 ⊕ W2,s2 ⊕ . . . ⊕ Wn,sn
has stabiliser U in SL(n).
We can rephrase this as in Corollary 4.4.
INVARIANTS FOR NON-REDUCTIVE GROUP ACTIONS 23
Corollary 6.4. The map φ : SL(n) → Ws1,...,sn defined by
φ(v) =
(
φ1(v) ⊗ v⊗s11
)
⊕ . . . ⊕
(
φn(v) ⊗ v⊗sn1
)
for v = (v1, . . . , vn) ∈ SL(n) defines an SL(n)-equivariant embedding SL(n)/U ֒→
Ws1,...,sn .
The main technical result of this paper is the following theorem.
Theorem 6.5. Let n ≥ 3 and let s1, . . . , sn be positive integers which satisfy the condi-
tions:
(i) si > i(si−1 + 1 + ω2 + . . . + ωi−1) for i = 1, . . . , n.
(ii) si = mi(1 + ω2 + . . . + ωi) + 1 with some mi ∈ Z+ for i = 1, . . . , n.
Then the orbit of ps1 ,...,sn under the natural action of SL(n) on Ws1,...,sn is isomorphic to
SL(n)/U, and the complement of SL(n)ps1,...,sn in its closure SL(n)ps1 ,...,sn in Ws1,...,sn has
codimension at least two.
By the Grosshans Criterion (see §3) Theorem 1.3 is an immediate corollary of Theo-
rem 6.5 when n ≥ 3 (and is well known when n = 2 and trivial when n = 1). The next
two sections will be devoted to proving Theorem 6.5.
7. Boundary components of SL(n)/U in Ws1,...,sn
In this section we will study the boundary of the orbit SL(n)ps1 ,...,sn in the affine space
Ws1,...,sn = W1,s1 ⊕ W2,s2 ⊕ . . . ⊕ Wn,sn as defined in Corollary 6.3. By this corollary the
SL(n)-orbit of ps1,...,sn in Ws1,...,sn is isomorphic to SL(n)/U.
Recall that
U =


1 α2 α3 · · · αn
0 1 p23(1, α2) · · · p2n(1, α2, . . . , αn)
0 0 1 · · · p3n(1, α2, . . . , αn)
· · · · ·
0 0 · · · 1 pn−1n(1, α2, . . . , αn)
0 0 0 · · · 1

: α2, . . . , αn ∈ C

is generated along its first row.
Let Bn ⊂ SL(n) denote the standard upper triangular Borel subgroup of SL(n) which
stabilises the filtration Ce1 ⊂ Ce1 ⊕ Ce2 ⊂ · · · ⊂ Cn. Since SL(n)/Bn is projective we
have
SL(n) · ps1,...,sn = SL(n)Bn · ps1,...,sn .
Remark 7.1. Note that Bn = B′n−1 · Un where the Borel subgroup B′n−1 of GL(n − 1) =
GL(Ce2 ⊕ Ce3 ⊕ . . . ⊕ Cen) is embedded diagonally in SL(n) via
A 7→
(
A 0
0 (detA)−1
)
.
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Since Un stabilises ps1 ,...,sn ,
Bn · ps1,...,sn = B′n−1 · ps1,...,sn .
Recall (see (4)) that the stabiliser in SL(n) of the distinguished point
pn = e1 ∧ (e2 + eω21 ) ∧ . . . ∧ (
n∑
i=1
pin(e1, . . . , en)) ∈ ∧nSymωCn
is SL(n)∩ ˆU = U⋊Fω, where Fω is a finite subgroup of the subgroup C∗ of ˆU = U⋊C∗.
We can modify the induced action of the Borel subgroup Bn ⊂ SL(n) on ∧nSymωCn
by multiplying by any character of Bn. In particular for any m > 0 and b ∈ Bn we can
define a modified action given for p ∈ ∧nSymωCn by
b ·m p = bm11(b · p).
This can be identified with the action of Bn on (Ce1)⊗m ⊗ ∧nSymωCn ⊆ (Cn)⊗m ⊗
∧nSymωCn. The stabiliser of pn under this m-shifted action is the semidirect product
U ⋊ Fω,m of U with a finite subgroup Fω,m of C∗, and the orbits Bn ·m pn are in general
different for different choices of m. However, all these shifted actions induce the same
action on the projective space P(∧nSymωCn).
Definition 7.2. A point in Bn ·m pn \Bn ·mpn will be called an m-boundary point. We will
call a point [q] ∈ P(∧nSymωCn) m-small if [q] = limm→∞[b(m) ·pn] and limm→∞ b(m) ·mpn =
0 for some sequence b(m) ∈ Bn. If [q] = limm→∞[b(m) ·pn] is a boundary line, then we take
the top left i × i subgroup b(m)i of b(m) and define the limit line [qi] = limm→∞[b(m)i · pi].
We say that qi ∈ ⊕ij=1Sym
ω jCn represents the line [qi] ∈ P(∧nSymωCn).
Our next aim is to prove the following characterisation of the boundary of the Bn-orbit
Bnps1,...,sn  Bn/U in the affine space Ws1,...,sn = W1,s1 ⊕ W2,s2 ⊕ . . . ⊕ Wn,sn as defined in
Corollary 6.3.
Remark 7.3. Since SL(n) is the product of its maximal compact subgroup SU(n) and the
Borel subgroup Bn, this theorem will give us a characterisation of the boundary of the
SL(n)-orbit SL(n)ps1,...,sn  SL(n)/U in the affine space Ws1 ,...,sn = W1,s1⊕W2,s2⊕. . .⊕Wn,sn
as defined in Corollary 6.3. Since SU(n) is compact the boundary of SL(n)ps1 ,...,sn will
just be the SL(n)-sweep of the boundary of Bnps1 ,...,sn .
Theorem 7.4. Assume that n ≥ 2 and s1, . . . , sn satisfy the conditions of Theorem 6.5.
Let x ∈ Bnps1 ,...,sn \ Bnps1,...,sn be a nonzero boundary point. Then there exist
1 ≤ α1 < β1 < α2 < β2 < . . . < αl < βl ≤ n and b(m) ∈ SL(n)
such that the ith coordinate of x has the following form:
(16) xi =
(q
i
αr
∧ eαr+1 ∧ eαr+2 ∧ . . . ∧ ei) ⊗ e⊗si1 for αr < i ≤ βr
0 otherwise
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where qiαr is some representative of [qαr ] = limm→∞[b(m)αr · pαr ].
Moreover if βl = n then qnl is an sn-boundary point and if βl < n then [ql] is sn-small,
in the sense of Definition 7.2.
Proof. We have
x = x1 ⊕ . . . ⊕ xn ∈ Bnps1,...,sn ⊆ W1,s1 ⊕ . . . ⊕ Wn,sn
as above, so there is a sequence of matrices
(17) b(m) =

b(m)11 b
(m)
12 . . . b
(m)
1n
0 b(m)22 . . . b
(m)
2n
. . .
0 0 . . . b(m)nn
 ∈ Bn ⊂ SL(n)
such that b(m)ps1,...,sn → x, and therefore
b(m)(pn ⊗ e⊗sn1 ) → xn as m →∞.
Now expanding the wedge product in the definition of pn we get
b(m)(pn) = e1 ∧ . . . ∧ en + . . . + (b(m)11 )1+ω2+...+ωne1 ∧ eω21 ∧ . . . ∧ eωn1
while
b(m)(e⊗sn1 ) = (b(m)11 )sne⊗sn1 ,
so by considering the coefficient of (e1 ∧ . . . ∧ en) ⊗ e⊗sn1 we see that (b(m)11 )sn tends to
a limit in C as m → ∞. Thus, by replacing the sequence (b(m)) with a subsequence if
necessary, we can assume that
b(m)11 → b
(∞)
11 ∈ C
as m →∞.
Assume first that b(∞)11 , 0. We will show that in this case x lies in the orbit Bnps1 ,...,sn .
We have that for 1 ≤ t ≤ n
b(m)(pt ⊗ e⊗st1 ) = (b(m)11 )st(b(m)pt)) ⊗ e⊗st1 → xt
and b(m)11 → b
(∞)
11 ∈ C \ {0} as m → ∞, so
(18) (b(m)11 )st b(m)pt → p∞t ∈ ∧t(SymωCn)
as m →∞, and then xt = p∞t ⊗ e
⊗st
1 . Here
(19) b(m)pt = b(m)11 e1 ∧ (b(m)22 e2 + (b(m)11 )ω2eω21 ) ∧ . . . ∧ (b(m)tt et + b(m)t−1tet−1 + . . .
. . . + b(m)1t e1 +
t−1∑
s=2
pst(b(m)i1i1ei1 + . . . + b
(m)
1i1 e1, . . . , b
(m)
isis eis + · · · + b
(m)
1is e1) + (b
(m)
11 )ωieωi1 ).
Now take t = n, and look at the coefficient of
e1 ∧ e
ω2
1 ∧ . . . ∧ e
ωi−1
1 ∧ e j ∧ e
ωi+1
1 ∧ . . . ∧ e
ωn
1
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in b(m)(pn) when 1 ≤ j ≤ i ≤ n; we see that
(b(m)11 )1+ω2+...+ωi−1+ωi+1+...+ωnb(m)ji
tends to a limit in C as m → ∞, and so since b(∞)11 , 0
b(m)ji → b
(∞)
ji ∈ C.
Also b(m)11 b
(m)
22 · · · b
(m)
kk = 1 for all m, so b
(∞)
11 b
(∞)
22 · · · b
(∞)
kk = 1, so b(m) → b(∞) ∈ SL(n).
Therefore x = b(∞)(ps1,...,sn) lies in the orbit of ps1 ,...,sn as required.
So it remains to consider the case when b(∞)11 = 0. Notice that this automatically
implies that x1 = limm→∞(b(m)11 )s1+1e⊗s1+11 = 0, so the first coordinate of x is zero. If x = 0
then its stabiliser is SL(n) which has dimension n2 − 1 ≥ n + 1, so we can assume that
x , 0.
For a partition i = [i1, . . . , il] let
Σωi = ωi1 + . . . + ωil
denote the ω-weighted sum of its elements and define ei = ei1 . . . eil ∈ SymlCn.
Lemma 7.5. In the notation of Theorem 7.4 suppose that 1 ≤ a ≤ n and that the
coefficient Ai1 ,...,ia of
e1 ∧ ei2 ∧ . . . ∧ eia , with 1 ≤ Σωi2 ≤ Σωi3 ≤ . . . ≤ Σωia ≤ ωa
in p∞a ∈ ∧a(SymωCn) is nonzero, where xa = p∞a ⊗ esa1 . Then ia = [a] (that is, eia = ea).
Proof. To prove Lemma 7.5 recall from (18) that
(b(m)11 )sab(m)pa → p∞a ∈ ∧a(SymωCn)
as m →∞. Therefore by the hypotheses of the lemma
0 , Ai1 ,...,ia = lim
m→∞
(b(m)11 )sa
∑
σ∈S a
b(m)iσ(1),1 . . . b
(m)
iσ(a),a,
where bm)iσ( j), j is a homogeneous polynomial in the entries of b
(m)
, which is the coefficient
of eiσ j in the jth wedge-factor in b(m)pa (see the equation (19)). Now∑
σ∈S a
b(m)iσ(1),1 . . . b
(m)
iσ(a),a =
a∑
b=1
b(m)ib,a
∑
σ∈S a,σ(a)=b
b(m)iσ(1),1 . . . b
(m)
iσ(a−1),a−1,
and without loss of generality, replacing the sequence (b(m)) with a subsequence if nec-
essary, we can assume that if 1 ≤ b ≤ a then
b(m)ib,a
∑
σ∈S a,σ(a)=b
b(m)iσ(1),1 . . . b
(m)
iσ(a−1),a−1
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converges to an element of C ∪ {∞} as m →∞. So there is some 1 ≤ b ≤ a such that
0 , lim
m→∞
(b(m)11 )sab(m)ib,a
∑
σ∈S a,σ(a)=b
b(m)iσ(1),1 . . . b
(m)
iσ(a−1),a−1 =
= lim
m→∞
(b(m)11 )sa−sa−1b(m)ib,a (b
(m)
11 )sa−1
∑
σ∈S a,σ(a)=b
b(m)iσ(1),1 . . . b
(m)
iσ(a−1),a−1︸                                          ︷︷                                          ︸
tends to Ai1,...,ib−1 ,ib+1 ,...,ia
.
Since Ai1 ,...,ib−1,ib+1,...,ia ∈ C, we have
(20) lim
m→∞
(b(m)11 )sa−sa−1b(m)ib ,a , 0.
We will prove that ib = a. Since
∑ω ib ≤ ωa, this implies b = a and Lemma 7.5.
Assume that ib = [ j1, . . . , jl] with j1 ≤ j2 ≤ . . . ≤ jl < a. By definition
b(m)ib ,a =
∑
ωi1+...+ωil=ωa
b(m)j1i1 . . . b
(m)
jlil
and by (20) there are indices j1, . . . , jl such that
(21) lim
m→∞
(b(m)11 )sa−sa−1b(m)j1i1 . . . b
(m)
jlil , 0.
Now, since U is generated along its first row, we can assume that b(m)1i = 0 for 2 ≤ i ≤ n(see Remark 7.1), and then (using the notation 1i = [1, . . . , 1] for a vector with i 1’s)
A11 ,1ω2 ,...,1ωi1−1 , j1 · · ·A11 ,1ω2 ,...,1ωil−1 , jl =
= lim
m→∞
(b(m)11 )si1+si2+...+sil (b(m)11 )(1+ω2+...+ωi1−1)+...+(1+ω2+...+ωil−1)b(m)j1i1 · · · b
(m)
jlil =
= lim
m→∞
(b(m)11 )sa−sa−1b(m)j1i1 . . . b
(m)
jlil · (b
(m)
11 )si1+si2+...+sil+(1+ω2+...+ωi1−1)+...+(1+ω2+...+ωil−1)+sa1−sa ∈ C.
By (21) (b(m)11 )sa−sa−1b(m)j1i1 . . . b
(m)
jlil tends to a nonzero limit, so
lim
m→∞
(b(m)11 )si1+si2+...+sil+(1+ω2+...+ωi1−1)+...+(1+ω2+...+ωil−1)+sa1−sa ∈ C.
But this is is a contradiction, since limm→∞ b(m)11 = 0 and the exponent is negative:
si1 + si2 + . . . + sil + (1 + ω2 + . . . + ωi1−1) + . . . + (1 + ω2 + . . . + ωil−1) + sa1 − sa < 0
by the conditions on s1, . . . , sn in Theorem 6.5. This proves Lemma 7.5. 
Lemma 7.6. Suppose in the notation of Theorem 7.4 that x = x1 ⊕ · · · ⊕ xn ∈ Bnps1 ,...,sn
has xi = p∞i ⊗ e
si
1 for each i and p∞a , 0, p∞a+1 , 0, . . . , p∞b , 0 for some a ≤ b ≤ n.
Let c be an integer with a ≤ c ≤ b. If the coefficient Ai1 ,...,ic , 0 then ia = [a], ia+1 =
[a + 1], . . . , ic = [c].
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Proof. We will prove this lemma by backwards induction on a. For a = b ≤ n the
statement follows from Lemma 7.5. Given the result for all b satisfying a ≤ b ≤ n, we
will prove it for all b satisfying a − 1 ≤ b ≤ n by contradiction. Assume that for some b
with a − 1 ≤ b ≤ n
p
∞
a−1 , 0, . . . , p∞b , 0,
and that
Ai1,...,ia−1,[a],...,[b] , 0 with ia−1 , [a − 1]
holds. By definition
(22)
Ai1 ,...,ia−1,[a],...,[b] = lim
m→∞
(b(m)11 )sb−sa−1b(m)bb b(m)b−1b−1 · · · b(m)aa (b(m)11 )sa−1
∑
σ∈S a−1
b(m)iσ(1),1 . . . b
(m)
iσ(a−1),a−1︸                                    ︷︷                                    ︸
tends to Ai1,...,ia−1
is nonzero. On the other hand, since p∞
a−1 , 0, Lemma 7.5 tells us that Aj1,...,ja−2,[a−1] , 0
for some partitions j1, . . . , ja−2. Then
Aj1,...,ja−2,[a−1],...,[b] = lim
m→∞
(b(m)11 )sb−sa−1b(m)bb b(m)b−1b−1 · · · b(m)aa (b(m)11 )sa−1
∑
σ∈S a
b(m)jσ(1),1 . . . b
(m)
jσ(a−1),a−1︸                                   ︷︷                                   ︸
tends to Aj1,...,ja−2 ,[a−1],0
.
Therefore
(23) lim
m→∞
(b(m)11 )sb−sa−1b(m)bb b(m)b−1b−1 · · · b(m)aa ∈ C,
and (22) and (23) together tell us that
Ai1 ,...,ia−1 , 0
which contradicts Lemma 7.5, since ia−1 , [a − 1]. Thus Lemma 7.6 is proved. 
Lemma 7.6 gives us the first part of Theorem 7.4. To prove the second part assume
that x = limm→∞ b(m) · ps1 ,...,sn where
x = x1 ⊕ . . . ⊕ xn ∈ Bnps1,...,sn = Bn−1 ps1 ,...,sn ⊂ W1,s1 ⊕ . . . ⊕ Wn,sn .
Therefore there exist finite limits
(24) qiαr = limm→∞(b
(m)
11 )sib(m)αr+1,αr+1 . . . b
(m)
i,i (b(m)αr · pαr ) for αr < i ≤ βr.
Since b(m) ∈ SL(n) we have
det b(m)αr b
(m)
αr+1,αr+1 . . . b
(m)
nn = 1 for all m.
For r = l and i = n this gives us
q
n
αl = limm→∞(b
(m)
11 )snb(m)αl+1,αl+1 . . . b(m)n,n (b(m)αl · pαl) = limm→∞(b
(m)
11 )sn
b(m)αl · pαl
det b(m)αl
 ,
INVARIANTS FOR NON-REDUCTIVE GROUP ACTIONS 29
where division by det bmαl on the right hand side is defined as multiplication by an element
in the stabiliser of [pαl]; that is,
b(m)αl · pαl
det b(m)αl
= b(m)αl ·

det(b(m)αl )ω1
det(b(m)αl )ω2
. . .
det(b(m)αl )ωαl

− 1
ω1+...+ωαl
· pαl .
However the matrix on the right hand side lies in SL(αl), so if βl = n then qnαl is indeed
an sn-boundary point. If ξn = 0 then by definition [qαl] is sn-small. So the conditions are
necessary, and Theorem 7.4 is proved. 
8. Proof of Theorem 6.5
In this section we will complete the proof of Theorem 6.5, from which Theorem 1.3
will follow immediately. To finish the proof of Theorem 6.5, assume that x = x1 ⊕
. . . ⊕ xn ∈ Bnps1,...,sn is a nonzero boundary point of the orbit Bnps1 ,...,sn in the affine space
Ws1,...,sn where n ≥ 3. Then by Theorem 7.4 there exist
1 ≤ α1 < β1 < α2 < β2 < . . . < αl < βl ≤ n and b(m) ∈ SL(n)
such that each xi has the form
(25) xi =
(q
i
ar
∧ ear+1 ∧ ear+2 ∧ . . . ∧ ei) ⊗ e⊗si1 for αr < i ≤ βr
0 otherwise
where qiαr is a representative of [qαr ] = limm→∞[b(m)αr · pαr ], and if βl = n then qnl is an
sn-boundary point, while if βl < n then [ql] is sn-small, in the sense of Definition 7.2.
Consider the subset F (α1, . . . , αl, β1, . . . , βl) of the boundary of Bn · ps1,...,sn consisting
of x = x1⊕ . . .⊕ xn ∈ Bnps1 ,...,sn of the form (25). Since SL(n) · ps1 ,...,sn = SL(n)Bn · ps1 ,...,sn ,
to prove Theorem 6.5 it suffices to show that, for each choice of (α1, . . . , αl, β1, . . . , βl)
satisfying
1 ≤ α1 < β1 < α2 < β2 < . . . < αl < βl ≤ n,
the SL(n)-sweep SL(n)F (α1, . . . , αl, β1, . . . , βl) of F (α1, . . . , αl, β1, . . . , βl) has codimen-
sion at least two in SL(n) · ps1,...,sn .
Suppose that x = x1 ⊕ . . . ⊕ xn ∈ F (α1, . . . , αl, β1, . . . , βl) has the form (25). For each
i such that αl + 1 ≤ i ≤ βl we have
q
i
αl
=
∑
1≤Σωi2≤...≤Σωiαl≤ωαl
Aii1,...,iαl (e1 ∧ ei2 ∧ . . . ∧ eiαl )
for some coefficients Ai1 ,...,iαl ∈ C. The inequality Σ
ωiαl ≤ ωαl ensures that if αl ∈ iαl then
iαl = [αl]. This means that the terms in x involving eαl have the following special form
(e1 ∧ ei2 ∧ . . . ∧ eiαl−1 ∧ eαl ∧ eαl+1 ∧ . . . ∧ eαl+ j) ⊗ e
⊗sαl+ j
1
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where 1 ≤ j ≤ βl − αl. Therefore for αl > 1 the transformation Tαl : Cn → Cn defined
by
Tαl (ei) = ei for i , αl, Tαl(eαl) = eαl + eαl+1
fixes x.
When αl = 1 then q1 = e1 and therefore
x = 0 ⊕ ξ2(e1 ∧ e2) ⊗ e⊗s21 ⊕ . . . ⊕ ξn(e1 ∧ . . . ∧ en) ⊗ e⊗sn1
with some constants ξ2, . . . , ξn. Note that ξn = 0 necessarily holds as b(m) ∈ SL(n) and
therefore the coefficient of e1∧ . . .∧ en is 1 in b(m) ·pn, but limm→∞ b(m)11 = 0 and therefore
ξn = limm→∞(b(m)11 )sn = 0. The dimension of F (α1, . . . , αl, β1, . . . , βl) is therefore at most
n − 2 (the number of nonzero coefficients ξ2, . . . , ξn−1), so this has codimension at least
two in the closure of the orbit Bnps1,...,sn whose dimension is
(
n+1
2
)
− n = n(n − 1)/2 ≥
n when n ≥ 3. Hence SL(n)F (α1, . . . , αl, β1, . . . , βl) has codimension at least two in
SL(n) · ps1,...,sn when αl = 1.
Now suppose that αl > 1, so that the transformation Tαl : Cn → Cn maps
F (α1, . . . , αl, β1, . . . , βl)
to itself, as does Bn. If S is any subgroup of SL(n) which maps F (α1, . . . , αl, β1, . . . , βl)
to itself then
dim(SL(n)·F (α1, . . . , αl, β1, . . . , βl)) ≤ dim(F (α1, . . . , αl, β1, . . . , βl))+dim(SL(n))−dim(S ).
But F (α1, . . . , αl, β1, . . . , βl) lies in the boundary of Bn · ps1 ,...,sn and therefore
dim(F (α1, . . . , αl, β1, . . . , βl)) ≤ dim(Bn · ps1,...,sn) − 1
and it is stabilised by both Ta and Bn, so by a subgroup S of SL(n) of dimension at least
dim(Bn) + 1. It follows that
dim(SL(n) · F (α1, . . . , αl, β1, . . . , βl)) ≤ dim(Bn · ps1,...,sn) + dim(SL(n)) − dim(Bn) − 2
= dim(SL(n) · ps1 ,...,sn) − 2
as required.
This completes the proof of Theorem 6.5 and thus of Theorem 1.3.
9. A geometric description of the algebra of invariants O(SL(n))U
Theorem 6.5 allows us to give a geometric description of the invariant algebraO(SL(n))U .
Recall that in §6 we constructed an embedding
φ : SL(n)/U ֒→ Ws1 ,...,ss
of SL(n)/U in an affine space
Ws1,...,sn =
n⊕
i=1
∧i(SymωCn) ⊗ (Cn)⊗si
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where s1, . . . , sn satisfy the conditions of Theorem 6.5. This map sends a point of
SL(n)/U represented by a matrix in SL(n) with column vectors v = (v1, . . . , vn) to
φ(v) = (φ1(v) ⊗ v⊗s11 ) ⊕ . . . ⊕ (φn(v) ⊗ v⊗sn1 ),
where (see (5))
φ j(v) = v1 ∧ (v2 + vω21 ) ∧ . . . ∧ (v j +
j∑
i=2
pi, j(v1, . . . , v j)) ∈ ∧ j(SymωCn).
It follows from Theorem 6.5 that the boundary components of the image of φ in the affine
space Ws1 ,...,sn have codimension at least two. Therefore regular functions on SL(n)/U 
φ(SL(n)/U) extend to the closure of φ(SL(n)/U). This means that the restriction map
to O(SL(n))U from the polynomial algebra O(Ws1 ,...,sn) is surjective, so the algebra of
invariants O(SL(n))U is generated by the linear coordinate functions on Ws1,...,sn . These
are the Plu¨cker coordinates on Grassi(SymωCn); that is, the initial minors of the matrix
Φ(v) =

v1 v2 · · · vn
0 vω21 · · · p2n(v)
· · · · · · · · · · · ·
0 0 · · · vωn1

whose (i, j) entry represents a column vector giving the coordinates of pi, j(v) ∈ SymωiCn
with respect to the standard basis. Here a minor ∆i1,...,is is called initial if it is spanned by
the first s columns and the rows indexed by the basis elements of SymωCn corresponding
to the partitions i1, . . . , is.
Thus as a consequence of Theorem 6.5 we obtain the following result, and in partic-
ular Theorem 1.5.
Theorem 9.1. The canonical affine completion
SL(n)//U = Spec(O(SL(n))U)
of SL(n)/U is isomorphic to the closure SL(n) · ps1 ,...,sn of the orbit
SL(n) · ps1,...,sn  SL(n)/U
in Ws1 ,...,sn . The algebra O(SL(n))U is generated by the pull-backs under φi of the co-
ordinates on ∧i(SymωCn), for i = 1, . . . , n. These are the initial minors of the matrix
Φ(v).
Assume now that X is a complex affine variety with a linear action of U and that this
action extends to a linear SL(n)-action. Recall that we have a surjective homomorphism
of algebras from the polynomial algebra O(W ˆU) generated by the linear coordinates on
W ˆU to O(SL(n))U , and this surjection is SL(n)-equivariant. It follows immediately from
Theorem 9.1 that the algebra of invariants
O(X)U  (O(X) ⊗ O(SL(n))U)SL(n)
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is finitely generated, and that the non-reductive GIT quotient
X//U = Spec(O(X)U )
is isomorphic to the reductive GIT quotient
(X × SL(n)//U)//SL(n)
where SL(n)//U  SL(n) · ps1,...,sn is the canonical affine completion of SL(n)/U.
Similarly if X is any complex projective variety with an action of U which is linear
with respect to an ample line bundle L on X and extends to a linear action of SL(n), then
the algebra of invariants⊕
m≥0
H0(X, L⊗m)U 
⊕
m≥0
(
H0(X, L⊗m) ⊗ O(SL(n))U
)SL(n)
is finitely generated, and just as in the affine case the associated non-reductive GIT
quotient X//U is isomorphic to the reductive GIT quotient
(X × SL(n)//U)//SL(n)
where SL(n)//U  SL(n) · ps1,...,sn is the canonical affine completion of SL(n)/U.
The algebra of invariants⊕
m≥0
H0(X, L⊗m)U 
⊕
m≥0
(
H0(X, L⊗m) ⊗ O(SL(n))U
)SL(n)
is a quotient of the algebra of invariants⊕
m≥0
(
H0(X, L⊗m) ⊗ O(W ˆU)
)SL(n)
and so is generated by the coordinates on the reductive GIT quotient (X × W ˆU)//SL(n),
which can be determined using the representation theory of SL(n) from the decomposi-
tions of
⊕
m≥0 H
0(X, L⊗m) and W ˆU as sums of irreducible representations of SL(n).
Using classical geometric invariant theory [33] X//U can be described geometrically
as the quotient of the open subset (X × SL(n) · ps1 ,...,sn)ss of SL(n)-semistable points of
X×SL(n) · ps1,...,sn by the equivalence relation ∼ such that y ∼ z if and only if the closures
of the SL(n)-orbits of y and z intersect in (X × SL(n) · ps1 ,...,sn)ss Alternatively its points
can be identified with the closed SL(n)-orbits in (X × SL(n) · ps1,...,sn)ss.
We will finish this section by describing two examples of the algebra of invariants in
the case of jet differentials, and one example in the case of adjoint forms.
Example 9.2. Invariant jet differentials of order 2 in dimension 2. As usual let
{e1, e2} be the standard basis for C2, and consider the group
G2 =
{(
α1 α2
0 α21
)
: α1 ∈ C
∗, α2 ∈ C } = C
∗
⋊ C+
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with maximal unipotent C+ acting on C2 by translation. Then SymωCn = Cn ⊕ Sym2C2
has an induced basis {e1, e2, e21, e1e2, e22}. Let xi j denote the standard coordinate functions
on SL(2) ⊂ (C2)∗ ⊗ C2. Then
φ1(x11, x12, x21, x22) = (x11, x21),
and
φ2(x11, x12, x21, x22) = (x11, x21) ∧ ((x12, x22) + (x211, 2x11x21, x221))
so O(SL(n))U is generated by x11, x21 and the 2 × 2 minors of(
x11 x21 0 0 0
x12 x22 x
2
11 2x11x21 x221
)
.
Since the determinant is 1 this set of generators reduces to two generators x11, x21, as
expected since SL(2)/C+  C2 \ {0} and its canonical affine completion SL(2)//C+ is C2.
Example 9.3. Invariant jet differentials of order 3 in dimension 3. When n = 3 the
finite generation of the Demailly-Semple algebra O((J3)x)U3 was proved by Rousseau in
[42]. Here
G3 =


α1 α2 α3
0 α21 2α1α2
0 0 α31
 : α1 ∈ C∗, α2, α3 ∈ C } = C∗ ⋊ U
while SymωCn = Cn ⊕ Sym2C3 ⊕ Sym3C3 has basis {e1, e2, e3, e21, e1e2, . . . , e33}. Let xi j
denote the standard coordinate functions on SL(3). Then
(26)
φ3(x11, . . . , x33) = (x11, x21, x31)∧((x12, x22, x32))+(x211, 2x11x21, x221, 2x21x31, 2x11x31, x231)
∧ ((x12, x22, x32) + (2x11x12, . . . , 2x13x23) + (x311, . . . , x331))
So O(SL(3))U is generated by those minors of
x11 x21 x31 0 0 · · · 0 0 0 · · · 0
x12 x22 x32 x
2
11 2x11x21 · · · x233 0 0 · · · 0
x13 x23 x33 x11x12 x11x22 + x12x21 · · · x31x32 x
3
11 x
2
11x21 · · · x
3
31

whose rows form an initial segment of {1, 2, 3}, that is the minors ∆i1 ,...is with rows
1, . . . , s and columns indexed by i1, . . . , is, where s = 1, 2 or 3 and |i j| ≤ 3.
10. The geometry of the canonical affine completion SL(n)//U and the closure
GL(n)// ˆU embedded in Grassn(SymωCn).
In the last section (see Theorem 9.1) we saw that the canonical affine completion
SL(n)//U of SL(n)/U is isomorphic to the closure in
Ws1,...,sn = W1,s1 ⊕ W2,s2 ⊕ . . . ⊕ Wn,sn =
n⊕
i=1
∧i(SymωCn) ⊗ (Cn)⊗si
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of the SL(n)-orbit of the point
ps1 ,...,sn = (p1 ⊗ e⊗s11 ) ⊕ . . . ⊕ (pn ⊗ e⊗sn1 ),
where
ps = e1 ∧ (e2 + eω21 ) ∧ . . . ∧ (
s∑
i=1
pis(e1, . . . , en)) ∈ ∧s(SymωCn).
Moreover, since SL(n)/Bn is projective, we have
SL(n)//U ≃ SL(n)ps1,...,sn = SL(n)(Bnps1,...,sn)
where Bnps1 ,...,sn is the closure in Ws1,...,sn of the orbit of ps1,...,sn under the standard Borel
subgroup Bn of SL(n). Since U is a subgroup of Bn this gives us a birational morphism
SL(n) ×Bn Bnps1 ,...,sn → SL(n)//U
and we can understand the geometry of SL(n)//U by studying the geometry of Bnps1 ,...,sn
and the fibres of this birational morphism over SL(n)//U. Theorem 7.4 tells us that the
geometry of Bnps1,...,sn is closely related to the geometry of the closure in the Grassman-
nian Grassn(SymωCn) of the Bn-orbit of [pn], or equivalently the closure of the SL(n)-
orbit
SL(n)[pn] = SL(n)Bn[pn] ⊆ Grassn(SymωCn) ⊂ P(∧n(SymωCn)).
Recall that since the subgroup C∗ of ˆU fixes [pn], we have
SL(n)[pn] = GL(n)[pn]
and since the stabiliser of [pn] in GL(n) is ˆU we have
GL(n)[pn] ≃ GL(n)/ ˆU ≃ SL(n)/ ˆU ∩ SL(n)
where ˆU ∩ SL(n) = U ⋊ F is the semidirect product of U and a finite subgroup F of
SL(n). Let us introduce the notation
Σω = 1 + ω1 + . . . + ωn
and consider the subgroup
ˆ
ˆU =


α
1− 1
n
Σω
1 α2 . . . αn
0 αω2−
1
n
Σω
1 . . . p2,n(α2, . . . , αn)
· · · ·
0 0 0 αωn−
1
n
Σω
1

: α1 ∈ C
∗, α2, . . . , αn ∈ C

of SL(n) which is the semidirect product of U and the diagonal C∗ in SL(n) normalising
U and ˆU. The action of SL(n) × ˜U on SL(n) and GL(n) by left and right multiplica-
tion induces actions of SL(n) × ( ˜U/U) ≃ SL(n) × C∗ on SL(n)/U and on GL(n)/ ˆU ≃
(SL(n)/U)/F. These actions extend to linear actions on Ws1,...,sn and on P(∧n(SymωCn))
restricting to Grassn(SymωCn).
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We can use the induced C∗ action on the projective variety SL(n)[pn] to study its
geometry using Thaddeus’ technique of variation of GIT (abbreviated as VGIT) [15, 47].
Consider the diagonal action of C∗ on
P1 × SL(n)[pn] ⊆ P1 × P(∧n(SymωCn))
where C∗ acts on P1 with weights 0 and 1. We can linearise this action with respect to
the line bundle
Lp,q = OP1(p) ⊗ OP(∧n(SymωCn))(q)
where p and q are positive integers; in fact, for the purposes of GIT replacing a lineari-
sation with a positive tensor power of itself has no effect, so we can take p and q to be
positive rational numbers. Finally we can twist this linearisation by multiplying by a
character t → t−r of C∗ for any r ∈ Z, and indeed as above we can take r ∈ Q.
Now let us fix p ≫ q and consider the GIT quotient (P1×SL(n)[pn])//rC∗ with respect
to this linearisation for varying r ∈ Q. The theory of variation of GIT [15, 47] tells us
that Q can be subdivided into finitely many chambers separated by walls (in this case
just rational numbers determined by the weights of the action of C∗ on the fibres of
the line bundle Lp,q at the fixed points in P1 × SL(n)[pn] of the C∗ action) such that the
GIT quotients (P1 × SL(n)[pn])//rC∗ are independent of r up to isomorphism for r in the
interior of any chamber, and change in a prescribed way as r moves across a wall.
For fixed p ≫ q > 0 the walls are of the form
{qr j : j ∈ J} ∪ {p + qr j : j ∈ J}
where {r j : j ∈ J} are the weights of the action of the subgroup C∗ of ˜U on ∧n(SymωCn).
For t ∈ C∗ the matrix 
t1−
1
n
Σω
tω2−
1
n
Σω
. . .
tωn−
1
n
Σω
 ∈
ˆ
ˆU
acts on ei1 ∧ . . . ∧ ein ∈ ∧
n(SymωCn) as multiplication by
ωi1 + . . . + ωin = Σ
n
k=1Σ j∈ik(ω j −
1
n
Σω)
So we can identify the set {r j : j ∈ J} of weights with the set of all rationals of this form.
We will assume that pq is sufficiently large that p+ qr j1 > qr j2 holds for any j1, j2 ∈ J.
Then if r ∈ Q is chosen so that
p + qr j1 > r > qr j2
for all j1, j2 ∈ J, it will follow from the Hilbert-Mumford criterion (see [33, 36, 48])
that
(27) (P1 × SL(n)[pn])//rC∗ = (P1 × SL(n)[pn])ss,r/C∗
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where (P1 × SL(n)[pn])ss,r = C∗ × SL(n)[pn]. Thus
(P1 × SL(n)[pn])//C∗  SL(n)[pn]
for such a choice of r. Since 1 < ω2 ≤ . . . ≤ ωn, the weight vector in ∧n(SymωCn) with
smallest possible weight is e1 ∧ eω21 ∧ . . . ∧ e
ωn
1 with weight
(28) rmin = Σω(1 − 1
n
Σω).
Now choose r ∈ Q such that
qrmin < r < qr j
holds for all r j , rmin. Again we have (27), but now the Hilbert-Mumford criterion for
(semi) stability gives us the following characterisation of the semistable set.
Lemma 10.1. If x ∈ P1, y ∈ SL(n)[pn] then (x, y) ∈ (P1 × SL(n)[pn])ss,r if and only if
(1) x , ∞,
(2) if x = 0 then y does not lie in the linear subspace of P(∧n(SymωCn)) spanned by
the vectors ei1 ∧ e
ω2
i2 ∧ . . . ∧ e
ωn
in where i1, . . . , in ∈ {1, . . . , n}, and(3) the coefficient of y corresponding to some basis vector of the form ei1 ∧ eω2i2 ∧
. . . ∧ e
ωn
in is nonzero.
Let Ui1 ,...,in denote the open subset of P(∧n(SymωCn)) described in (3) above; that is,
y ∈ Ui1 ,...,in if and only if its coefficient corresponding to ei1 ∧ e
ω2
i2 ∧ . . . ∧ e
ωn
in is nonzero.
Then to understand the GIT quotient (P1 × SL(n)[pn])//rC∗ in this case, we need to
understand the intersection
SL(n)[pn](0) = SL(n)[pn] ∩
⋃
i1,...,in∈{1,...,n}
Ui1 ,...,in .
Since SL(n)/Bn is projective, we have
SL(n)[pn](0) = SL(n)Bn[pn](0)
where
Bn[pn]
(0)
= Bn[pn] ∩
⋃
i1 ,...,in∈{1,...,n}
Ui1,...,in = Bn[pn] ∩ U1,1,...,1
since the coefficient of any y ∈ Bn[pn] corresponding a basis vector ei1 ∧ eω2i2 ∧ . . .∧ e
ωn
in ,
e1 ∧ e
ω2
1 ∧ . . . ∧ e
ωn
1 is zero.
Definition 10.2. Let
B(n−1) =


b11 0 · · 0
0 b22 b23 · b2n
· 0 b33 · b3n
· · · · ·
0 0 · · bnn

: bi j ∈ C, b11 . . . bnn = 1

≤ SL(n)
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and let B[n−1] ⊆ Mn×n(C) be the set of matrices of the same form but without the condition
b11 . . . bnn = 1.
Note that
Bn[pn] = B(n−1)[pn]
since U stabilises [pn] and Bn = B(n−1)U.
Lemma 10.3. The morphism B(n−1) → Bn[pn] given by b 7→ b[pn] extends to a surjective
morphism β : B(0)[n−1] → Bn[pn]
(0)
, where
B(0)[n−1] = {b ∈ B[n−1] : b11 , 0}.
Proof. The image of the restriction to B(0)[n−1] of the morphism B[n−1] → ∧n(SymωCn)
given by b 7→ bpn does not contain any points where the coefficient corresponding to the
basis vector e1 ∧ eω21 ∧ . . .∧ e
ωn
1 is zero since b11 , 0 for all b ∈ B
(0)
[n−1]. Thus this induces
a morphism
β : B(0)[n−1] → Bn[pn]
(0)
⊆ P(∧n(SymωCn))e1∧...∧eωn1 .
Bn[pn]
(0)
is invariant under the action of C∗ which fixes e1 ∧ . . . ∧ eωn1 , and is the affine
cone over the image of Bn[pn]
(0)
\ {[e1 ∧ . . . ∧ eωn1 ]} in the weighted projective space
WP(∧n(SymωCn)/C(e1 ∧ . . . ∧ eωn1 )) = (P(∧n(SymωCn))(e1∧...∧eωn1 ) \ {[e1 ∧ . . . ∧ e
ωn
1 ]})/C∗
We have
β−1([e1 ∧ . . . ∧ eωn1 ]) =


b11 0 · · · 0
0 0 · · · 0
· ·
0 · · · 0
 : b11 ∈ C∗
 ,
and the restriction of β to Bn[pn]
(0)
\ β−1([e1 ∧ . . . ∧ eωn1 ]) is invariant under the C∗ ac-
tion above and under scalar multiplication, so induces a morphism ˆβ from the weighted
projective space
(Bn[pn](0) \ β−1([e1 ∧ . . . ∧ eωn1 ]))/(C∗)2 = B[n−1]//(C∗)2 = P(B[n−1])//C∗
to WP(∧n(SymωCn)/C(e1∧ . . .∧eωn1 )). The image of ˆβ is projective and hence the image
of β is a closed subvariety of the affine cone
P(∧n(SymωCn))e1∧...∧eωn1
over WP(∧n(SymωCn)/C(e1 ∧ . . . ∧ eωn1 )) as required. 
Remark 10.4. Let M[1,n−1] ⊂ Mn×n(C) be the set of n × n matrices over C with nonzero
first column. Then the surjective morphism β : B(0)[n−1] → Bn[pn]
(0)
of Lemma 10.3
extends to an SL(n)-equivariant surjective morphism
M[1,n−1] → SL(n)[pn](0) = SL(n)Bn[pn](0)
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Corollary 10.5. If r ∈ Q satisfies qrmin < r < qr j for all r j , rmin then the morphism β
of Lemma 10.3 induces an (SL(n) × C∗)-equivariant surjective birational morphism
˜β : SL(n) ×Bn WP(B[n−1]) → (P1 × SL(n)[pn])//rC∗
where WP(B[n−1]) = (B[n−1] \ {0})/C∗ is a weighted projective space.
Proof. By Lemma 10.1 we have
(P1 × SL(n)[pn])//rC∗ ≃ (C × SL(n)Bn[pn](0) \ {(0, SL(n)[e1 ∧ . . . ∧ eωn1 ])})/C∗
and β induces a birational morphism to this from
SL(n) ×Bn (C × (B0[n−1])/C∗) \
(0,C∗

1 0 · · ·
0 0 · · ·
· ·

 /C∗  SL(n) ×Bn (B[n−1] \ {0})/C∗

Remark 10.6. Here WP(B[n−1]) = (B[n−1] \ {0})/C∗ is the weighted projective space
(B[n−1] \ {0})/C∗ where C∗ acts on B[n−1] as
t ·

b11 0 · · 0
0 b22 b23 · b2n
· 0 b33 · b3n
· · · · ·
0 0 · · bnn

=

b11 0 · · 0
0 b22 b23 · b2n
· 0 b33 · b3n
· · · · ·
0 0 · · bnn


t 0 · · 0
0 tω2−1 0 · 0
· 0 tω3−1 · 0
· · · · ·
0 0 · · tωn−1

.
There is a birational map from WP(B[n−1]) to SL(n)[pn]) which is the composition of ˜β
and the birational map between the GIT quotients (P1 × SL(n)[pn])//rC∗ for one choice
of r as in this corollary and another such that (P1 × SL(n)[pn])//rC∗  SL(n)[pn]. Using
Proposition 4.1 we find that this birational map takes the orbit of
t 0 · · 0
0 b22 b23 · b2n
· 0 b33 · b3n
· · · · ·
0 0 · · bnn

∈ B[n−1]
when t , 0 to
[e1 ∧ (b22e2 + tω2−1eω21 ) ∧ · · · ∧
 n∑
i=1
tωi−1 pin(e1, b22e2, . . . , bnnen + · · · + b2ne2)
];
it is not in general well defined when t = 0.
This corollary leads us towards an explicit geometric description of the GIT quotient
(P1×SL(n)[pn])//rC∗ for some choice of r ∈ Q. However we have already noted that for
another choice of r we have (P1×SL(n)[pn])//rC∗  SL(n)[pn]. Using the theory of varia-
tion of GIT [47, 15] we can relate the geometry of the GIT quotient (P1×SL(n)[pn])//rC∗
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as r moves across the walls between the chambers where the geometry of the quotient is
constant.
Recall that for GIT purposes we can use a tensor power of an ample line bundle Lp,q
to embed P1×SL(n)[pn] in a projective space, and the GIT quotient (P1×SL(n)[pn])//rC∗
is then embedded in the corresponding GIT quotient of the ambient projective space. So
first let us consider the variation of GIT picture for the action of C∗ on a projective space
P(V) where
V =
⊕
ρ∈R
Vρ
with weight ρ on Vρ and dim Vρ0 = 1 for ρ0 ∈ R satisfying ρ0 < ρ for all ρ ∈ R \ {ρ0}. For
any r ∈ Q let P(V)//rC∗ denote the GIT quotient of P(V) by the linear action of C∗ with
respect to the ample line bundleOP(V)(d) twisted by the character t 7→ tdr for any positive
integer d such that dr ∈ Z. If ρ ∈ R let P(V)//ρ±C∗ be the GIT quotient P(V)//rC∗ where
r ∈ Q lies in the chamber immediately to the right or left of ρ. Then P(V)//ρ0+C∗ is the
weighted projective space
WP(
⊕
ρ>ρ0
Vρ) = (
⊕
ρ>ρ0
Vρ \ {0})/C∗
where C∗ acts on Vρ with weight ρ − ρ0. Moreover if σ ∈ R is not minimal (that
is, σ , ρ0) and not maximal, then the semistable subsets of P(V) with respect to the
linearisations σ−, σ and σ+ are given by
(i) ∑ρ∈R vρ ∈ P(V)ss,σ− if and only if there exist ρ1, ρ2 ∈ R such that ρ1 < σ ≤ ρ2 and
vρ1 , 0 , vρ2 ;
(ii) ∑ρ∈R vρ ∈ P(V)ss,σ if and only if there exist ρ1, ρ2 ∈ R such that ρ1 ≤ σ ≤ ρ2 and
vρ1 , 0 , vρ2 ;
(iii) ∑ρ∈R vρ ∈ P(V)ss,σ+ if and only if there exist ρ1, ρ2 ∈ R such that ρ1 ≤ σ < ρ2 and
vρ1 , 0 , vρ2 .
Furthermore P(V)//σ±C∗ = P(V)ss,σ±/C∗ while P(V)//σC∗ = P(V)ss,σ/ ∼σ where x ∼σ y
for x, y ∈ P(V)ss,σ if and only if
C∗x ∩ C∗y ∩ P(V)ss,σ , ∅.
We have birational surjective morphisms
h(σ)± : P(V)//σ±C∗ → P(V)//σC∗
which are isomorphisms except over P(Vσ), on which C∗ acts trivially and which is
semistable (but not stable) for the linearisation corresponding to σ but is not semistable
for the linearisations σ±. The inverse image (h(σ)± )−1(P(Vσ)) can be identified with the
quotient by C∗ of P(V)ss,σ \ P(V)ss,σ± and the fibres of h(σ)± over points in P(Vσ) are
weighted projective spaces.
Let us use the notation [∑ρ∈R vρ]σ(±) for the image of∑ρ∈R vρ ∈ P(V)ss,σ(±) in P(V)//σ(±)C∗.
The fibre product
h(σ) : P(V)/˜/σC∗ → P(V)//σC∗
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of h(σ)+ and h(σ)− given by
P(V)/˜/σC∗ =
{
(y, z) ∈ P(V)//σ−C∗ × P(V)//σ+C∗ : h(σ)− (y) = h(σ)+ (z)
}
factors as
P(V)/˜/σC∗
P(V)//σ−C∗
ﬀ
g
(σ)
−
(P1 × P(V)//σ+C∗
g (σ)+
-
P(V)//σC∗.
ﬀ
h(
σ
)
+
h (σ)−
-
(29)
If ∑ρ∈R vρ ∈ P(V)ss,σ− and ∑ρ∈R v˜ρ ∈ P(V)ss,σ+ we have
([
∑
ρ∈R
vρ]σ−, [
∑
ρ∈R
v˜ρ]σ+) ∈ P(V)/˜/σC∗
if and only if there exist t−, t+ ∈ C such that
∑
ρ∈R(t−)σ−ρvρ and
∑
ρ∈R(t+)ρ−σv˜ρ exist and
are equal and nonzero, where for ∑ρ∈R tρ−σvρ to exist when t ∈ C means that if t = 0
then vρ = 0 whenever ρ < σ and
∑
ρ∈R t
ρ−σvρ is vσ.
The birational surjective morphism g(σ)− : P(V)/˜/σC∗ → P(V)//σ−C∗ is an isomor-
phism over the dense open subset P(V)ss,σ− ∩ P(V)ss,σ+/C∗ of P(V)//σ−C∗, which is
the complement of the subset (h(σ)− )−1(P(Vσ)) represented by those [
∑
ρ∈R vρ]σ− with
vρ1 , 0 , vσ for some ρ1 < σ but vρ2 = 0 for all ρ2 > σ. The fibre of g
(σ)
− over
such a [∑ρ∈R vρ]σ− is the weighted projective space WP(⊕ρ>σ Vρ) represented by all∑
ρ∈R wρ with wσ = vσ and wρ2 , 0 for some ρ2 > σ and wρ = 0 if ρ < σ.
Repeating this construction gives us for any σ0 ∈ R \ {ρ0}
(30) P(V)/˜/[ρ0+,σ0−]C∗ =
([
∑
ρ∈R
v(σ−)ρ ]σ−)ρ0<σ≤σ0 ∈
∏
ρ0<σ≤σ0
P(V)//σ−C∗ :
ρ0 < σ < σ0 ⇒ ∃t
(σ)
− , t
(σ)
+ ∈ C such that∑
ρ∈R
(t−)σ−ρv(σ−)ρ and
∑
ρ∈R
(t+)ρ−σv(σ+)ρ exist, are equal and nonzero
 .
The projections g[ρ0+,σ0−]− : P(V)/˜/[ρ0+,σ0−]C∗ → P(V)//ρ0+C∗ and
g[ρ0+,σ0−]+ : P(V)/˜/[ρ0+,σ0−]C∗ → P(V)//σ0−C∗ are birational surjective morphisms which
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are both isomorphisms over the dense open subset⋂
ρ0<ρ≤σ0
P(V)ss,ρ/C∗
of P(V)//ρ0+C∗ and P(V)//σ0−C∗. By [47] Theorem 3.5 g(σ)− : P(V)/˜/σC∗ → P(V)//σ−C∗
is the blow-up of P(V)//σ−C∗ along an ideal sheaf I−σ//σ−C∗ on P(V)//σ−C∗ supported
on (h(σ)− )−1(P(Vσ)), and it follows that g[ρ0+,σ0−]− : P(V)/˜/[ρ0+,σ0−]C∗ → P(V)//ρ0+C∗ is an
iterated blow-up along a sequence of ideal sheaves.
A similar picture is given by the theory of variation of GIT relating the geometry of
the GIT quotients (P1 × SL(n)[pn])//rC∗ for r ∈ Q, although more care needs to be taken
here since SL(n)[pn]) is in general singular. Now the walls we need to consider are given
by qr j where r j is a weight of the action of the subgroup C∗ of ˜U on SymωCn which is
strictly larger than the smallest weight rmin defined in (28). For each such weight r j, in
order to compare the geometry of the GIT quotients (P1 × SL(n)[pn])//qr j±C∗ for r very
slightly greater than and less than qr j, we need to understand the connected components
of the fixed point set SL(n)[pn]C
∗
of the C∗ action on SL(n)[pn] which lie in the linear
subspace of P(∧n(SymωCn)) on which C∗ acts with weight r j. Let
SL(n)[pn]C
∗
r j
denote the union of these connected components. Then we have birational morphisms
(P1 × SL(n)[pn])//qr j−C∗ (P1 × SL(n)[pn])//qr j+C∗
(P1 × SL(n)[pn])//qr jC∗
ﬀ
h(
j)
+
h ( j)
−
-
(31)
which are isomorphisms except over the fixed point set {0}×SL(n)[pn]C
∗
r j in P
1×SL(n)[pn].
This fixed point set is semistable (but not stable) for the linearisation corresponding to
qr j, but is unstable for the linearisations qr j±. Here (h( j)± )−1({0} × SL(n)[pn]
C∗
r j ) is the
quotient by C∗ of the points (x, y) ∈ C × SL(n)[pn] such that (x, y) < {0} × SL(n)[pn]C
∗
r j
but t±1(x, y) converges to a point in {0} × SL(n)[pn]C
∗
r j as t ∈ C converges to 0. Thus
(h( j)− )−1({0} × SL(n)[pn]
C∗
r j ) ={
(0, y) ∈ {0} × (SL(n)[pn] \ SL(n)[pn]C
∗
r j )| limt→∞ ty ∈ SL(n)[pn]
C∗
r j
}
/C∗
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and
(h( j)+ )−1({0} × SL(n)[pn]
C∗
r j ) ={
(x, y) ∈ (C × SL(n)[pn]) \ ({0} × SL(n)[pn]C
∗
r j )| limt→0 ty ∈ SL(n)[pn]
C∗
r j
}
/C∗.
Thus the geometry of the fixed point sets SL(n)[pn]C
∗
r j and the behaviour of the C
∗
action in a neighbourhood of these fixed point sets determines the geometry of the GIT
quotients (P1 × SL(n)[pn])//rC∗ and thus of the closure SL(n)[pn] in P(∧n(SymωCn)).
As we observed at the start of this section, using this and Theorem 7.4 we can hope to
describe the geometry of the canonical affine completion SL(n)//U of SL(n)/U.
We can also consider the fibre product
h( j) : (P1 × SL(n)[pn])/˜/qr jC∗ → (P1 × SL(n)[pn])//qr jC∗
of h( j)+ and h
( j)
− given by{
(y, z) ∈ (P1 × SL(n)[pn])//qr j−C∗ × (P1 × SL(n)[pn])//qr j+C∗ : h( j)− (y) = h( j)+ (z)
}
.
In fact (cf. [47] Theorem 3.5) such fibre products may be reducible, and it is more
useful to consider the irreducible component of this fibre product which dominates (P1×
SL(n)[pn])//qr jC∗; let us denote this by
(P1 × SL(n)[pn])/˜/qr jC∗
The restriction of h( j) to (P1 × SL(n)[pn])/˜/qr jC∗ factors as
(P1 × SL(n)[pn])/˜/qr jC∗
(P1 × SL(n)[pn])/˜/qr j−C∗
ﬀ
g
( j)
−
(P1 × SL(n)[pn])/˜/qr j+C∗
g ( j)
+
-
(P1 × SL(n)[pn])//qr jC∗
ﬀ
h(
j)
+
h ( j)
−
-
(32)
where g( j)± and h
( j)
pm are surjective birational morphisms. By [47] Theorem 3.5 the mor-
phisms g( j)± → (P1 × SL(n)[pn])//qr jC∗ are the blow-ups of (P1 × SL(n)[pn])//qr jC∗ along
ideal sheaves I±j //qr j±C∗ supported on (h( j)± )−1({0} × SL(n)[pn]
C∗
r j ). These ideal sheaves
I±j //qr j±C
∗ are the induced sheaves of invariants on (P1 × SL(n)[pn])//qr jC∗ generated by
INVARIANTS FOR NON-REDUCTIVE GROUP ACTIONS 43
H0(P1 ×SL(n)[pn],OP1(dp)⊗OP(∧n(SymωCn)))(dq))C∗ for a suitable large positive integer d,
where the action of C∗ on OP1(dp) ⊗ OP(∧n(SymωCn)))(dq)) is twisted by qr j±.
Repeating this construction for every wall between qrmin+ and p + qrmin− and using
10.5 will give us birational morphisms
(P1 × SL(n)[pn])/˜/[qrmin+,p+qrmin−]C∗
(P1 × SL(n)[pn])/˜/qrmin+C∗
ﬀ
g−
(P1 × SL(n)[pn])/˜/p+qrmin−C∗
g
+
-
SL(n) ×Bn WP(B[n−1])
6
SL(n)[pn]

6
where g+ and g− are surjective birational morphisms which are iterated blow-ups along
the pullbacks of the ideal sheaves I±j //qr j±C∗ which are supported on the proper trans-
forms of (h( j)± )−1({0} × SL(n)[pn]
C∗
r j ) for j ∈ J with r j , rmin. From this we obtain an
SL(n) × C∗-equivariant surjective birational morphism
g : SL(n) ×Bn ˜WP(B[n−1]) → SL(n)[pn] ⊂ P(∧n(SymωCn)))
where ˜WP(B[n−1]) is an iterated blow-up of the weighted projective space WP(B[n−1]).
Remark 10.7. We can make this iterated blow-up ˜WP(B[n−1]) of WP(B[n−1]) and surjec-
tive birational morphism
˜WP(B[n−1]) → Bn[pn] ⊂ P(∧n(SymωCn)))
more explicit using Remark 10.6. We can write
e1 ∧ (b22e2 + eω21 ) ∧ · · · ∧
 n∑
i=1
pin(e1, b22e2, . . . , bnnen + · · · + b2ne2)

as ∑
i1+···+in=n
∑
j1∈I(ω1,1)
· · ·
∑
jn∈I(ωn,in
ψ
i1 ,...,in
j1,...,jn(b22, b23, . . . , bnn)e
[ω1,i1]
j1 ⊗ · · · ⊗ e
[ωn,in]
jn
∈ ∧n(SymωCn)) =
⊕
i1+···+in=n
∧i1(Cn) ⊗ · · · ∧in ( Sym ωnCn)
where {e[a,i]j : j ∈ I(a, i)} is the standard basis for ∧i( Sym aCn) for any a, i ∈ N and
ψ
i1 ,...,in
j1 ,...,jn(b22, b23, . . . , bnn) is a polynomial in b22, b23, . . . , bnn. Then the birational map from
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WP(B[n−1]) to SL(n)[pn] described in Remark 10.6 takes

t 0 · · 0
0 b22 b23 · b2n
· 0 b33 · b3n
· · · · ·
0 0 · · bnn


∈ WP(B[n−1])
with t , 0 to
[e1 ∧ (b22e2 + tω2−1eω21 ) ∧ · · · ∧
 n∑
i=1
tωi−1 pin(e1, b22e2, . . . , bnnen + · · · + b2ne2)
]
=
 ∑
i1+···+in=n
tc+i1ω1+···inωn
∑
j1∈I(ω1,1)
· · ·
∑
jn∈I(ωn,in
ψ
i1 ,...,in
j1,...,jn(b22, b23, . . . , bnn)e
[ω1,i1]
j1 ⊗ · · · ⊗ e
[ωn,in]
jn

for any constant c ∈ Q. Note that the set {r j : j ∈ J} of weights for the action of the
subgroup C∗ of ˆˆU on ∧n(SymωCn) is a translate in Q of {i1ω1+ · · · inωn : i1+ · · ·+ in = n}.
Let R be the set of ρ ∈ {i1ω1 + · · · inωn : i1 + · · · + in = n} such that there exists
ψ
i1 ,...,in
j1 ,...,jn(b22, b23, . . . , bnn) not identically zero with jℓ ∈ I(ωℓ, iℓ) for 1 ≤ ℓ ≤ n and ρ =
i1ω1 + · · · inωn. If ρ ∈ R then
Vρ =
⊕
i1 + · · · + in = n
i1ω1 + · · · inωn = ρ
∧i1(Cn) ⊗ · · · ∧in ( Sym ωnCn) ⊆ ∧n(SymωCn)
is the corresponding weight space for the action of C∗ on ∧n(SymωCn).
Recall that the weighted projective space WP(B[n−1]) is the quotient of B[n−1] \ {0} by
a C∗-action with weights 1, ω2 − 1, . . . , ωn − 1. The iterated blow-up ˜WP(B[n−1]) can be
obtained by blowing up WP(B[n−1]) successively along the pullbacks of the ideal sheaves
I±j //qr j−C
∗ for j ∈ J such that r j , rmin, or equivalently as the quotient by the induced C∗-
action on the result of blowing up B[n−1] \{0} successively along the associated pullbacks
of the ideal sheaves I±j //qr j−C∗, in decreasing order of r j. If ρ j is the corresponding
element of R then the ideal sheaf I−j //qr j±C∗ is given by the C∗-invariants in the ideal
sheaf generated by the polynomial t together with the polynomials
ψ
i1 ,...,in
j1 ,...,jn(b22, b23, . . . , bnn)
satisfying i1+ · · ·+ in = n and i1ω1+ · · · inωn < ρ j as well as jℓ ∈ I(ω1, ℓ) for ℓ = 1, . . . , n.
10.1. Partial resolutions of singularities. The iterated blow-up ˜WP(B[n−1]) of the weighted
projective space WP(B[n−1]) is in general singular (see §10.2 below). However we can
include additional blow-ups in the construction of ˜WP(B[n−1]) from WP(B[n−1]) to obtain
an iterated blow-up ̂WP(B[n−1]) of WP(B[n−1]) with a surjective birational morphism
̂WP(B[n−1]) → Bn[pn] ⊂ P(∧n(SymωCn)))
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such that the centre of each blow-up in the construction of ̂WP(B[n−1]) from WP(B[n−1])
has only finite quotient singularities. Then the induced morphism
SL(n) ×Bn ̂WP(B[n−1]) → SL(n)[pn] = GL(n)[pn]
is a partial resolution of singularities of the compactification SL(n)[pn] of SL(n)/( ˆU ∩
SL(n)) = GL(n)/ ˆU (in the sense of, for example, [28]): it is a surjective birational
morphism and SL(n) ×Bn ̂WP(B[n−1]) has only finite quotient singularities.
10.2. Example: jet differentials and curvilinear Hilbert schemes on C3. In this final
subsection we demonstrate the computational power of our construction for the example
studied in §5.3 when n = d = 3 and also Example 9.3; that is, when
ˆU = G3 =


α1 α2 α3
0 α21 2α1α2
0 0 α31
 : α1 ∈ C∗, α2, α3 ∈ C

is the group of 3-jets of reparametrisations of C3 at the origin. Recall from §5.3 that
SL(3) · p3 ⊂ P(∧3Sym≤3C3) ≃ C[3]3 can be identified with the curvilinear punctual Hilbert
scheme of 3 points on C3. Following Remark 10.7 we can describe the iterated blow-up
˜WP(B[2]) of WP(B[2]) and the surjective birational morphism
β : ˜WP(B[2]) → B2[p2] ⊂ P(∧3SymωC3)
explicitly. Here ω1 = 1, ω2 = 2, ω3 = 3 and therefore WP(B[2]) is the weighted projec-
tive space P[1, 1, 2, 2] with coordinates t, b22, b23, b33 respectively. The birational map
defined in Remark 10.6 takes the point [t : b22 : b23 : b33] ∈ P[1, 1, 2, 2] to
(33) e1 ∧ (b22e2 + te21) ∧ (b33e3 + b23e2 + 2tb22e1e2 + t2e31) =
t0(b22b33e1 ∧ e2 ∧ e3) + t1(b33e1 ∧ e21 ∧ e3 + b23e1 ∧ e21 ∧ e2)+
+ t2(b22e1 ∧ e2 ∧ e31 + b22e1 ∧ e21 ∧ e1e2) + t3(e1 ∧ e21 ∧ e31),
and therefore the associated ideals are
I−3 = (t, b22, b33, b23);I−2 = (t, b33, b23);I−1 = (t, b22b33).
Since SpecI−3 = ∅ in P[1, 1, 2, 2], we blow up along I−2 ,I−1 . In fact the second blow-up
along (t, b22b33) can be replaced by a blow-up along (t, b22, b33) followed by a blow-up
along (t, b22) and (t, b33) to get an iterated blow-up
̂WP(B[2]) ⊂ P[1, 1, 2, 2] × P[1, 2, 2] × P[1, 1, 2] × P[1, 1] × P[1, 2]
of WP(B[2]) which has only finite quotient singularities, and an induced surjective bira-
tional morphism
ˆβ : SL(3) ×B3 ̂WP(B[2]) → SL(3)[p3] ⊆ P(∧3Sym≤3C3)
which is a partial resolution of singularities of the curvilinear punctual Hilbert scheme
of 3 points on C3.
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To describe β explicitly let us use weighted homogeneous coordinates [t(1) : b(1)23 : b(1)33 ]
on P[1, 2, 2] and similarly on P[1, 1, 2], P[1, 1] and P[1, 2]. We first blow up along
SpecI−2 .
(1) On the affine chart where t(1) , 0 we have b33 = tb(1)33 , b23 = tb(1)23 and substituting
this into (33) we get
e1 ∧ (b22e2 + te21) ∧ (b(1)33 e3 + b(1)23 e2 + b22e1e2 + e31)
After the second blow-up along the ideal (b22, t) we get a well defined mor-
phism into the projective space P(∧3Sym≤3C3) with a nonzero term involving
e1 ∧ (b22e2 + e21) ∧ e31.
(2) Similarly, on the affine chart where b(1)33 , 0 we have t = b33t(1), b23 = b33b(1)23 ,
and substituting into (33) we get
e1 ∧ (b22e2 + te21) ∧ (e3 + b(1)23 e2 + 2t(1)b22e1e2 + (t(1))te31)
which extends to a well-defined morphism into the projective space P(∧3Sym≤3C3)
after blowing up along the ideal (b22, t) with a nonzero term involving e1 ∧
(b22e2 + te21) ∧ e3.
(3) Finally, on the affine chart where b(1)23 , 0 we have t = b23t(1), b33 = b23b(1)33 , and
substituting into (33) we get
e1 ∧ (b22e2 + te21) ∧ (b(1)33 e3 + e2 + 2t(1)b22e1e2 + t(1)te31) =
= (e1 ∧ te21 ∧ e2) + (e1 ∧ (b22e2 + te21) ∧ (b(1)33 e3 + 2t(1)b22e1e2 + (t(1))te31)).
Next, blowing up along (t, b22, b(1)33 ) we get a morphism as follows:
(a) When t(1) , 0 we have b22 = tb122, b(1)33 = tb(2)33 and
(e1 ∧ e21 ∧ e2) + (e1 ∧ (b22e2 + te21) ∧ (b233e3 + 2t(1)b(1)22 e1e2 + (t(1))e31)),
which is already well-defined.
(b) When b22 , 0 we have t = t(2)b22, b(1)33 = b22b(2)33 and
(e1 ∧ t(2)e21 ∧ e2) + (e1 ∧ (b22e2 + te21) ∧ (b(2)33 e3 + 2t(1)e1e2 + t(1)t(2)e31))
This becomes well-defined when we blow up along (t(1), b(2)33 ).
(c) When b(1)33 , 0 we have t = t(2)b(1)33 , b22 = b(1)22 b(1)33 and
(e1 ∧ t(2)e21 ∧ e2) + (e1 ∧ (b22e2 + te21) ∧ (e3 + 2t(1)b(1)22 e1e2 + t(1)t(2)e31))
and now after blowing up along (t, b22) we get a well-defined morphism, as
the coefficient of e1 ∧ (b22e2 + te21) ∧ e3 is nonzero.
This gives us an explicit surjective birational morphism
ˆβ : SL(3) ×B3 ̂WP(B[2]) → SL(3)[p3]
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which is a partial resolution of singularities of the curvilinear punctual Hilbert scheme
of 3 points on C3.
References
[1] L Ahlfors, The theory of meromorphic curves, Acta Soc. Sci. Finn. N.S., 3 (1941) 1-31.
[2] V.I. Arnold, V. V. Goryunov, O. V. Lyashko, V. A. Vasilliev, Singularity theory I. Dynamical systems
VI, Encyclopaedia Math. Sci., Springer-Verlag, Berlin, 1998.
[3] G. Be´rczi, Moduli of map germs, Thom polynomials and the Green-Griffiths conjecture, Contribu-
tions to Algebraic Geometry, edited by P. Pragacz, EMS, 2012, 141-168.
[4] G. Be´rczi, Thom polynomials and the Green-Griffiths conjecture, arxiv: 1011.4710.
[5] G. Be´rczi, F. Kirwan, A geometric construction for invariant jet differentials, Surveys in Differential
Geometry, Vol XVII, 2012, 79-126.
[6] G. Be´rczi, A. Szenes, Thom polynomials of Morin singularities, Annals of Mathematics, 175 (2012),
567-629.
[7] J. Bertin, The punctual Hilbert scheme: an introduction, Proceedings of the Summer School ”Geo-
metric methods in representation theory”, Institute Fourier, 2008.
[8] A. Bloch, Sur les syste´mes de fonctions uniformes satisfaisant a´ l’ e´quation d’une varie´te´ alge´brique
dont l’irre´gularite´ de´passe la dimension, J. de Math. 5 (1926), 19-66.
[9] H. Cartan, Sur les syste´mes de fonctions holomorphes a´ varie´te´s line´aries lacunaires et leurs appli-
cations, The´se, Paris, Ann. Ecole Normale, 45 (1928), 255-346.
[10] J.-P. Demailly, Algebraic criteria for Kobayashi hyperbolic projective varieties and jet differentials,
Proc. Sympos. Pure Math. 62 (1982), Amer. Math. Soc., Providence, RI, 1997, 285-360.
[11] S. Diverio, J. Merker, E. Rousseau, Effective algebraic degeneracy, Invent. Math. 180(2010) 161-
223.
[12] S. Diverio, E. Rousseau, A survey on hyperbolicity of projective hypersurfaces, IMPA Lecture Notes,
Rio de Janerio, 2012.
[13] M. Green, P. Griffiths, Two applications of algebraic geometry to entire holomorphic mappings, The
Chern Symposium 1979. (Proc. Intern. Sympos., Berkeley, California, 1979), Springer, New York,
1980, 41-74.
[14] I. Dolgachev, Lectures on invariant theory, London Mathematical Society Lecture Note Series 296,
Cambridge University Press, 2003.
[15] I. Dolgachev and Yi Hu, Variation of geometric invariant theory quotients, Publ. Math. IHES, Volume
87, Issue 1, pp 5-51., 1998.
[16] B. Doran and F. Kirwan, Towards non-reductive geometric invariant theory, Pure Appl. Math. Q. 3
(2007), 61-105.
[17] A. Fauntleroy, Categorical quotients of certain algebraic group actions, Illinois Journal Math. 27
(1983), 115-124.
[18] A. Fauntleroy, Geometric invariant theory for general algebraic groups, Compositio Mathematica
55 (1985), 63-87.
[19] T. Gaffney, The Thom polynomial of ∑1111, Singularities, Part 1, Proc. Sympos. Pure Math., 40,
(1983), 399-408.
[20] G.-M. Greuel and G. Pfister, Geometric quotients of unipotent group actions, Proc. London Math.
Soc. (3) 67 (1993) 75-105.
[21] G.-M. Greuel and G. Pfister, Geometric quotients of unipotent group actions II, Singularities (Ober-
wolfach 1996), Progress in Math. 162, Birkhauser, Basel 1998, 27-36.
[22] F. Grosshans, Algebraic homogeneous spaces and invariant theory, Lecture Notes in Mathematics,
1673, Springer-Verlag, Berlin, 1997.
48 GERGELY B ´ERCZI AND FRANCES KIRWAN MATHEMATICAL INSTITUTE, OXFORD OX1 3BJ, UK
[23] F. Grosshans, The invariants of unipotent radicals of parabolic subgroups, Invent. Math. 73 (1983),
1-9.
[24] F. Grosshans, Observable groups and Hilbert’s fourteenth problem, Amer. J. Math. 95 (1973), 229-
253.
[25] M. Kazarian, Thom polynomials, Lecture notes of talks given at the Singularity Theory Conference,
Sapporo, 2003, http://www.mi.ras.ru/∼kazarian/#publ.
[26] S. Kobayashi, Hyperbolic complex spaces, Grundlehren der Mathematischen Wissenschaften 318,
Springer Verlag, Berlin, 1998.
[27] F. Kirwan, Quotients by non-reductive algebraic group actions, in Moduli Spaces and Vector Bun-
dles, L. Brambila-Paz, S. Bradlow, O. Garcia-Prada, S. Ramanan (editors), London Mathematical
Society Lecture Note Series 359, Cambridge University Press 2009.
[28] F. Kirwan, Partial desingularisations of quotients of nonsingular varieties and their Betti numbers,
Annals of Mathematics, 122 (1985), 41-85.
[29] J. N. Mather, Stability of C∞-mappings, I. Ann.Math. II.Ser.87, (1968) 89-104; II. Ann.Math.
II.Ser.89, (1969) 254-291; III. Publ. Math. IHES, 35 (1969) 127-156; IV. Publ. Math. IHES, 37
(1970) 223-248; V. Adv. Math. 4, (1970), 301-336; VI. Proceedings of Liverpool Singularities Sym-
posium, I, 207-253, Lect. Notes Math. 192., Springer-Verlag, 1971.
[30] D. Maulik, Stable pairs and the HOMFLY polynomial, arXiv:1210.6323
[31] J. Merker, Applications of computational invariant theory to Kobayashi hyperbolicity and to Green-
Griffiths algebraic degeneracy, Journal of Symbolic Computations, 45 (2010), 986-1074..
[32] J. Merker, Jets de Demailly-Semple dordres 4 et 5 en dimension 2, Int. J. Contemp.Math. Sciences,
3 (2008) no. 18. 861-933.
[33] D. Mumford, J. Fogarty and F. Kirwan, Geometric invariant theory, 3rd edition, Springer, 1994.
[34] H. Nakajima, Lectures on Hilbert schemes of points on surfaces, University Lecture Series, Vol 18.,
AMS 1999.
[35] M. Nagata, On the 14-th problem of Hilbert. Amer. J. Math. 81, 1959, 766-772.
[36] P.E. Newstead, Introduction to moduli problems and orbit spaces, Tata Institute Lecture Notes,
Springer, 1978.
[37] I. R. Porteous, Probing singularities, Singularities, Part 2, Proc. Sympos. Pure Math., 40, (1983),
395-406.
[38] V. Popov and E. Vinberg, Invariant theory, Algebraic geometry IV, Encyclopaedia of Mathematical
Sciences, Springer, 1994.
[39] R. Rima´nyi, Thom polynomials, symmetries and incidences of singularities, Inv. Math. 143 (2001)
499-521.
[40] R. Rima´nyi and L. Fehe´r, Thom series of contact singularities, Annals of Mathematics, Vol 176
(2012), 1381-1426.
[41] F. Ronga, A new look at Faa de Bruno’s formula for higher derivatives of composite functions and
the expression of some intrinsic derivatives, Singularities, Part 2 (Arcata, Calif., (1981), 423-431,
Proc. Sympos. Pure Math., 40, Amer. Math. Soc., Providence, RI, 1983.
[42] E. Rousseau, Etude des jets de Demailly-Semple en dimension 3, Ann. Inst. Fourier (Grenoble) 56
(2006), no. 2, 397-421.
[43] V. Shende, Hilbert schemes of points on a locally planar curve and the Severi strata of its versal
deformation Compositio Mathematica Vol 148/2 (2012), 531-547.
[44] A. Oblomkov and V. Shende, The Hilbert scheme of a plane curve singularity and the HOMFLY
polynomial of its link, Duke Math. J. Volume 161, Number 7 (2012), 1277-1303.
[45] A. Oblomkov, J. Rasmussen, V. Shende, The Hilbert scheme of a plane curve singularity and the
HOMFLY homology of its link, arXiv:1201.2115
INVARIANTS FOR NON-REDUCTIVE GROUP ACTIONS 49
[46] Y.-T. Siu, S.-K. Yeung, Hyperbolicity of the complement of a generic smooth curve of high degree
in the complex projective plane, Invent. Math. 124., (1996), 573-618.
[47] M. Thaddeus, Geometric invariant theory and flips, J. American Mathematical Society 9, 1996, 691-
723.
[48] R. Thomas, Notes on GIT and symplectic reduction for bundles and varieties, Surveys in Differential
Geometry Vol X., 2006.
[49] J. Winkelmann, Invariant rings and quasiaffine quotients, Math. Z. 244 (2003), 163-174.
