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1. INTRODUCTION
Newton’s method is a classical numerical method to solve a system of
nonlinear equations
f: EQ F
with E and F two Euclidean spaces or more generally two Banach spaces.
If x ¥ E is an approximation of a zero of this system then Newton’s method
updates this approximation by linearizing the equation f(y)=0 around x
so that
f(x)+Df(x)(y−x)=0.
When Df(x) is an isomorphism we obtain the classical Newton’s iterate
y=Nf(x)=x−Df(x)−1 f(x).
When E and F are two Euclidean spaces and when Df(x) is not an
isomorphism we choose its Moore–Penrose inverse Df(x)† instead of its
classical inverse:
y=Nf(x)=x−Df(x)† f(x).
We recall that the Moore–Penrose inverse of a linear operator
A: EQ F
is the composition of two maps: A†=B pPIm A where PIm A is the orthog-
onal projection in F onto Im A and B is the right inverse of A whose image
is the orthogonal complement of Ker A in E, i.e., the inverse of the restric-
tion
A|(Ker A) + : (Ker A) + Q Im A.
We have A†=(A*A)−1 A* when A is injective, A†=A*(AA*)−1 when A is
surjective, where A* denotes the adjoint of A. Notice that A†A=P(Ker A) +
and AA†=PIm A.
For underdetermined systems, when Df(x) is surjective, Df(x)† is
injective in F and hence the zeros of f(x) corresponds to the fixed points of
the Newton operator
Nf(x)=x−Df(x)† f(x).
The case of overdetermined systems is completely different. This itera-
tion has been introduced for the first time by Gauss in 1809 [6] and, for
this reason, it is called Newton–Gauss iteration. When Df(x) is injective,
the fixed points of Nf(x) do not necessarily correspond to the zeros of f
but to the least-square solutions of f(x)=0, i.e., to the stationary points of
F(x)=||f(x)||2. In other words Nf(x)=x if and only if D(||f(x)||2)=0.
In this paper, our aim is to study the properties of Newton’s iteration for
analytic systems of equations with constant rank derivatives. This case
generalizes both the underdetermined case (Rank Df(x)=Dim F) and the
overdetermined case of (Rank Df(x)=Dim E). It has been considered for
the first time by Ben-Israel [2].
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We consider an analytic function f: EQ F between two Euclidean
spaces. We let n=Dim E and m=Dim F. We also consider the case of a
function f defined in an open set U … E but by abuse of notation we
continue to write f: EQ F.
As in the injective-overdetermined case, the fixed points of Newton’s
operator do not necessarily correspond to the zeros of f but to the least
square solutions of this system:
Proposition 1. The following statements are equivalent:
(1) Nf(x)=x,
(2) Df(x)† f(x)=0,
(3) Df(x)* f(x)=0,
(4) f(x) ¥ Im Df(x) + ,
(5) DF(x)=0 with F(x)=||f(x)||2.
The proof is easy and left to the reader.
There are two points of view to analyze the convergence properties for
Newton’s method: Kantorovich like theorems and Smale’s alpha-theory.
Let x ¥ E be given. Under which hypothesis does the sequence
xk+1=Nf(xk), x0=x,
converges to a zero t of f?
Kantorovich gives an answer in terms of the behavior of f in a neigh-
borhood of x with a weak regularity assumption, say f is C2. See
Ostrowski [11] or Ortega and Rheinboldt [10].
Alpha-theory, which was introduced by Kim in [8, 9] for one variable
polynomial equations and by Smale for general systems of equations in
[17], gives an answer in terms of three invariants.
a(f, x)=b(f, x) c(f, x)
b(f, x)=||Df(x)−1 f(x)||
c(f, x)=sup
k \ 2
>Df(x)−1 Dkf(x)
k!
> 1(k−1)
which only depend on the derivatives Dkf(x) at the given starting point x.
Here a stronger regularity assumption is made: f is an analytic system of
equations.
The main feature of Newton’s iteration is its quadratic convergence to
the zeros of f. Alpha-theory gives the size of the basin of attraction around
these zeros in terms of the invariant c(f, x). We have:
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Theorem 1 (Smale). When t is a zero of f and Df(t) is an isomorphism
then, for any x ¥ E satisfying
||x−t|| c(f, t) [
3−`7
2
,
(1) the sequence xk+1=Nf(xk), x0=x is well defined,
(2) for any k \ 0,
||xk−t|| [ (12)
2k−1 b(f, x).
This theorem is extended by Shub and Smale in [13] to the case of
underdetermined systems of equations with surjective derivatives. They
introduce the following invariants,
a(f, x)=b(f, x) c(f, x)
b(f, x)=||Df(x)† f(x)||
c(f, x)=sup
k \ 2
>Df(x)† Dkf(x)
k!
> 1(k−1),
when Df(x) is onto and . otherwise. They give the following:
Theorem 2 (Shub–Smale). Let f: RnQ Rm have zero as a regular value
and define
c= max
t ¥ f−1(0)
c(f, t).
Then there is a universal constant C so that if d(x, f−1(0)) < cc then
(1) the sequence xk+1=Nf(xk), x0=x, is well defined,
(2) it converges to a zero of t of f and
||xk−t|| [ (12)
2k−1 b(f, x).
The case of injective-overdetermined systems is slightly different. The
main feature of Newton–Gauss iteration is a quadratic convergence to the
zeros of f and a linear convergence to certain least-square solutions.
Kantorovich like theorems are given in Ben-Israel [2], Dennis and
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Schnabel [5], and Seber and Wild [12]. Alpha-theory is studied by Dedieu
and Shub in [4]. They introduce the following invariants,
a1(f, x)=b1(f, x) c1(f, x)
b1(f, x)=||Df(x)†|| ||f(x)||
c1(f, x)=sup
k \ 2
1 ||Df(x)†|| > Dkf(x)
k!
>2 1(k−1),
which differ slightly from a, b, and c introduced in the undetermined case.
They prove the following theorems.
Theorem 3 (Dedieu–Shub). Let x and t ¥ E be such that f(t)=0,
Df(t) is injective, and
v=||x−t|| c1(f, t) [
3−`7
2
.
Then Newton’s sequence xk=N
(k)
f (x) satisfies
||xk−t|| [ (12)
2k−1 ||x−t||.
Theorem 4 (Dedieu–Shub). Let x and t ¥ E satisfying Df(t)† f(t)=0,
Df(t) injective, and
v=||x−t|| c1(f, t) < 1−
`2
2
.
If
l=
v+`2 (2−v) a1(f, t)
1−4v+2v2
< 1
then Newton’s sequence satisfies
||xk−t|| [ lk ||x−t||.
Let us now come back to our problem: We recall that
f: EQ F
is an analytic function with Rank Df(x) [ r for any x ¥ E. We let
V=f−1(0)={t ¥ E : f(t)=0}
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and
Vls={t ¥ E : Df(t)† f(t)=0}.
V is the set of zeros of f and Vls the set of least square solutions. See
Proposition 1. The following proposition describes the smooth part of V:
Proposition 2. Let t ¥ V with Rank Df(t)=r. Then
(1) For any x ¥ E with ||x−t|| c1(f, t) < 1−`2/2 one has Rank
Df(x)=r,
(2) V 5 B(1−`2/2)/c1(f, t)(t) is a submanifold in E with Dim=n−r.
Proof. The first assertion is proved in Lemma 1 below; the second
assertion is a classical consequence of the first one, see Helgason
[7, Chap. I, Sect. 15.2]. L
We do not have a similar result for Vls: if t ¥ Vls with Rank Df(t)=r is
Vls a submanifold around t?
In order to state our next result we introduce some more notation. Let
k(u)=1−4u+2u2. It is decreasing from 1 to 0 when 0 [ u < 1−`2/2.
PE1 denotes the orthogonal projection onto the subspace E1 … E. For any
linear operator L: EQ F,
K(L)=||L|| ||L†||
denotes its condition number and ||L|| the operator norm. We also use the
following function
A(v, K)=
1
k(v)
+
2−v
(1−v)2
+
1+`5
2
(1−v)2 (2−v)
k(v)2
1K+2v−v2
(1−v)2
2 ,
defined for 0 [ v < 1−`2/2 and K \ 0 and
B(v, a)=
1+`5
2
(1−v)2 (2−v)
k(v)2
+
h(a)
a
,
with
h(a)=a 12+(1+`5 )(1+2a)
(1−2a)2
2
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defined for 0 [ v < 1−`2/2 and 0 [ a < 12 . When t0 is a zero of f with
Rank Df(t0)=r, then for any x0 ¥ E in a neighborhood of t0 Newton’s
sequence starting at x0 converges quadratically to a zero of f, but not
necessarily equal to t0. More precisely we prove here the following: let
cR= max
t ¥ BR(t0) 5 V
c1(f, t)
AR= max
t ¥ BR(t0) 5 V
x ¥ BR(t0)
A(||x−t|| c1(f, t), K(Df(t))).
Theorem 5. Let t0 ¥ E, such that f(t0)=0 and Rank Df(t0)=r. Let
R > 0 satisfying the condition RARcR [ 12 , with cR and AR as above. Let
x0 ¥ B(4/3) R(t0) such that t0=projVx0, i.e., t0 is the point in V the closest to
x0. Then Newton’s sequence xk=N(k)(x0) is contained in BR(t0) and
d(xk, V) [ (12)
2k−1 d(x0, V).
As in the case of overdetermined systems with injective derivatives, the
convergence of Newton’s sequence to the set of least square solutions fails
to be quadratic. We have
Theorem 6. For t0 ¥ Vls with Rank Df(t0)=r and 0 < R < 1−`2/2,
define
L= max
t ¥ BR(t0) 5 Vls
x ¥ BR(t0)
A(v, K(Df(t))) v+B(v, a1(f, t)) a1(f, t),
with v=||x−t|| c1(f, t), and
a1= max
t ¥ BR(t0) 5 Vls
a1(f, t).
Let us suppose that BR(t0) 5 Vls is a smooth submanifold in E, that L < 1 and
2a1 < 1. Then, for any x0 ¥ E such that
x0−t0 ¥ (Tt0Vls)
+ , and ||x0−t0 || [
1−L
2 L
R,
Newton’s sequence xk=N(k)(x0) is contained in BR(t0) and
d(xk, V) [ Lk d(x0, V).
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Notice the following facts. The hypothesis in Theorem 6 is satisfied in a
suitable neighborhood of t0 ¥ Vls when Vls is smooth around t0 and
a1(f, t0) small enough, i.e., when limRQ 0 L < 1.
The invariant a1(f, t0) is small when the residue function F(t0)=
||f(t0)||2 is itself small.
The nonconvergence of Newton’s sequence to least square solutions with
large residues is a well known fact; see Dennis and Schnabel [5] and
Dedieu and Shub [4].
When a1(f, t0) is small then t0 is a strict local minimum for the residue
function over t0+(ker Df(t0)) + . More precisely
Proposition 3. For any t ¥ Vls with Rank Df(t)=r and a1(f, t) < 12
we have DF(t)=0 and D2F(t)(x˙, x˙) > 0 for any x˙ ¥Ker Df(t) + , x˙ ] 0.
In the following, under a simple assumption on f at x0 we prove the
existence of a least square solution t for f in a neighborhood of x0 and the
linear convergence of Newton’s sequence Nkf(x0) to t.
Theorem 7. Suppose
a1(f, x0) K(Df(x0)) [ 148 .
Then Newton’s sequence xk+1=Nf(xk) satisfies
||xk+1−xk || [ (12)
k ||x1−x0 ||.
The sequence converges to a least square solution t of f:
Df(t)† f(t)=0 and ||t−x0 || [ 2 ||x1−x0 ||.
We close this section with some examples. Examples of ‘‘constant rank’’
systems of equations are given by distance geometry problems: an impor-
tant tool in determining the three-dimensional structure of a molecule.
Distance geometry problems are concerned with finding positions x1, ..., xn
of n atoms in R3 such that
||x1−xj ||=d(i, j), (i, j) ¥ S,
where S is a subset of the atom pairs and d(i, j) is the given distance between
atoms i and j. When all these distances are given, this system has 3n
unknowns and n(n−1)/2 equations. The dimension of the solution set,
when it is nonempty, is at least 6 because these equations are invariant
under translations and orthogonal transformations.
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2. PROOFS
In this section we give the proofs of Theorems 5, 6, and 7. We begin by a
series of lemmas.
Lemma 1. Let x, y ¥ E with Rank Df(y) [ Rank Df(x)=r and u=
||x−y|| c1(f, x) < 1−`2/2. Then
(1) Df(y) and PIm Df(x) Df(y) have rank r,
(2) PKer Df(x)+Df(x)† Df(y) is non-singular.
(3) ||(PKer Df(x)+Df(x)† Df(y))−1|| [ (1−u)2/k(u).
Proof. Df(x) † (Df(x) − Df( y))=−Df(x) † ;k \ 2 k(D kf(x)/k !)
(y−x)k−1 so that
||Df(x)† (Df(x)−Df(y))|| [
1
(1−u)2
−1 < 1.
By a classical linear algebra argument
idE−Df(x)† (Df(x)−Df(y))=PKer Df(x)+Df(x)† Df(y)
is invertible and its inverse is bounded by
1
1−(1/(1−u)2−1)
=
(1−u)2
k(u)
.
This proves (2) and (3). Moreover
PIm Df(x) Df(y)=Df(x)(PKer Df(x)+Df(x)† Df(y))
=(Rank r) p (nonsingular)
has Rank r. Thus Rank Df(y) \ RankPIm Df(x) Df(y)=r and we are
done. L
The following linear algebra lemmas will be useful. Let A and B be m×n
real or complex matrices with non-zero singular values s1 \ · · · \ sr > 0
and y1 \ · · · \ yr > 0. Thus Rank A=Rank B=r. Let us denote by ||A||
the usual spectral norm so that
||A||=s1 and ||A†||=s
−1
r .
We have (see Stewart and Sun [18, Chap. IV, Theorem 4–11]):
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Lemma 2 (Mirsky). max |si−yi | [ ||A−B||.
We also need bounds for ||A†−B†||. The following lemma is valid in our
context (see Stewart and Sun [18, Chap. III Theorem 3.8]):
Lemma 3 (Wedin). ||A†−B†|| [ ((1+`5)/2)max(||A†||2, ||B†||2) ||A−B||.
The constant (1−`5 )/2 appearing in Lemma 3 may be improved
according to the values of m, n and the ranks of A and B. The precise
statement is given in [18, Chap. III, Theorem 3.9]. The case of Frobenius
norm and arbitrary matrix norms are considered.
The following lemma generalizes a well-known result for square and non-
singular matrices. It is probably well known but we were not able to find it
in the literature.
Lemma 4. Let A and B two m×n matrices with Rank (A+B) [
Rank A=r and ||A†|| ||B|| < 1. Then
Rank(A+B)=r and ||(A+B)†|| [
||A†||
1− ||A†|| ||B||
.
Proof. Let us denote by s1 \ · · ·sr > 0 the non-zero singular values of
A and by r1 \ · · · \ rp \ 0 (p=min(m, n)) the singular values of A+B.
By Lemma 2
s−1r |sr−rr | [ ||A†|| ||B|| < 1
so that rr > 0 and consequently Rank(A+B) \ r. Since Rank(A+B) [ r
by the hypothesis, we have proved the equality. The nonzero singular
values of A+B are
r1 \ · · · \ rr > 0.
We have
||(A+B)†||=r−1r =
s−1r
1−(sr−rr)/sr
[
||A†||
1− ||A†|| ||B||
and we are done. L
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Lemma 5. Let x, y ¥ E with Rank Df(y) [ Rank df(x)=r and u=
||x−y|| c1(f, x) < 1−`2/2. Then
(1) ||Df(y)−Df(x)|| [ ||Df(x)†||−1 ((2u−u2)/(1−u)2),
(2) ||Df(y)|| [ ||Df(x)†||−1 (K(Df(x))+(2u−u2)/(1−u)2),
(3) ||Df(y)†|| [ ((1−u)2/k(u)) ||Df(x)†||,
(4) ||Df(x) †−Df(y) †|| [ ((1+`5 )/2) ((1− u) 2 (2u− u 2)/k(u) 2)
||Df(x)†||.
Proof. Df(y)=Df(x)+;k \ 2 k(Dkf(x)/k!)(y−x)k−1 so that
||Df(y)−Df(x)|| [ ||Df(x)†||−1 1 1
(1−u)2
−12
and this proves (1) and (2). Assertion (3) comes from Lemma 4 with A=
Df(x) and B=Df(y)−Df(x). We have Rank(A+B)=r by Lemma 1
||A†|| ||B|| [ ||Df(x)†||× ||Df(x)†||−1
2u−u2
(1−u)2
[ 1
by Lemma 5.1 and because u [ 1−`2/2. Thus, by Lemma 4,
||Df(y)†|| [
||Df(x)†||
1−(2u−u2)/(1−u)2
=
(1−u)2
k(u)
||Df(x)†||.
The last assertion is a consequence of Lemma 3, Lemma 5.1, and
Lemma 5.3,
||Df(y)†−Df(x)†|| [
1+`5
2
(1−u)4
k(u)2
||Df(x)†||2 ||Df(x)†||−1
2u−u2
(1−u)2
.
This achieves the proof of Lemma 5. L
Lemma 6. Let t and x ¥ E with Df(t)† f(t)=0, Rank Df(x) [
Rank Df(t)=r, and v=||x−xt|| c1(f, t) < 1−`2/2. Then
||Df(x)† f(t)|| [
1+`5
2
(1−v)2 (2−v)
k(v)2
||x−t|| a1(f, t).
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Proof. It is a consequence of Lemma 5.4:
||Df(x)† f(t)||=||(Df(x)†−Df(t)†) f(t)|| [ ||Df(x)†−Df(t)†|| ||f(t)||
[
1+`5
2
(1−v)2 (2−v)
k(v)2
v ||Df(t)†|| ||f(t)||. L
Lemma 7. Under the hypothesis of Lemma 6, we have
||Nf(x)−t|| [ ||PKer Df(x)(x−t)||
+
v ||x−t||
k(v)
+
1+`5
2
(1−v)2 (2−v)
k(v)2
||x−t|| a1(f, t).
Proof. We have
Nf(x)−t=x−t−Df(x)† f(x)
=PKer Df(x)(x−t)+Df(x)† (Df(x)(x−t)−f(x)+f(t))
−Df(x)† f(t).
Using Taylor’s formula for both f(x) and Df(x) at t gives
Df(x)(x−t)−f(x)+f(t)=C
k \ 1
(k−1)
Dkf(t)
k!
(x−t)k
so that
||Df(x)(x−t)−f(x)+f(t)|| [ ||Df(t)†||−1 ||x−t|| C
k \ 2
(k−1) vk−1
=||Df(t)†||−1 ||x−t||
v
(1−v)2
.
By Lemma 5.3 we get
||Df(x)† (Df(x)(x−t)−f(x)+f(t))|| [
(1−v)2
k(v)
||x−t||
v
(1−v)2
=
v ||x−t||
k(v)
.
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The conclusion comes from Lemma 6:
||Nf(x)−t|| [ ||PKer Df(x)(x−t)||+
v ||x−t||
k(v)
+
1+`5
2
(1−v)2 (2−v)
k(v)2
||x−t|| a1(f, t). L
Lemma 8. Under the hypothesis of Lemma 6, we have
||PKer Df(x)(x−t)||
[ ||PKer Df(t)(x−t)||
+v ||x−t|| 1 2−v
(1−v)2
+
1+`5
2
(1−v)2 (2−v)
k(v)2
1K(Df(t))+2v−v2
(1−v)2
22 .
Proof.
PKer Df(x)(x−t)=(idE−Df(x)† Df(x))(x−t)
=PKer Df(t)(x−t)+Df(t)† (Df(t)−Df(x))(x−t)
+(Df(t)†−Df(x)†) Df(x)(x−t)
=a+b+c.
We give a bound for ||b|| in Lemma 5.1,
||b|| [
2v−v2
(1−v)2
||x−t||
and a bound for ||c|| via Lemmas 5.2 and 5.4,
||c|| [
1+`5
2
(1−v)2 (2v−v2)
k(v)2
1K(Df(t))+2v−v2
(1−v)2
2 ||x−t||. L
Lemma 9. Let t and x ¥ E with f(t)=0, Rank Df(t)=r, and v=
||x−t|| c1(f, t) [ 1−`2/2. Then we have
||Nf(x)−t|| [ ||PKer Df(t)(x−t)||+||x−t|| vA(v, K(Df(t)))
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with
A(v, K)=
1
k(v)
+
2−v
(1−v)2
+
1+`5
2
(1−v)2 (2−v)
k(v)2
1K+2v−v2
(1−v)2
2
and
K(Df(t))=||Df(t)|| ||Df(t)†||.
Proof. It is an easy consequence of Lemma 7 and Lemma 8 with
f(t)=0. L
Proof of Theorem 5. Recall that ||x0−t0 || [ 34 R. We first notice that for
any x ¥ BR(t0) we have
||x−t0 || c(f, t0) [ RcR, t0 [
1
2AR, t0
< 1−
`2
2
.
The last inequality is from the fact that A(v, K) \ 3. Thus V 5 BR(t0) is a
smooth submanifold in E (Proposition 2). Since t0 is the projection of x0
onto V, and because V 5 BR(t0) is smooth, the orthogonality relation
PKer Df(t0)(x0−t0)=0
holds. By Lemma 9, we get
||NF(x0)−t0 || [ ||x0−t0 ||2 c1(f, t0) A(v0, K0)
[ ||x0−t0 || RcR, t0AR, t0 [
1
2 ||x0−t0 ||,
so that x1=Nf(x0) is in BR/2(t0) and consequently projects on V in a point
t1 ¥ BR(t0) because
||t1−t0 || [ ||x1−t1 ||+||x1−t0 || [ 2 ||x1−t0 || [ R.
Now we proceed by induction. Let xk+1=Nf(xk) and tk be the projec-
tion of xk onto V. Then
||xk+1−tk+1 || [ ||xk+1−tk || [ ||xk−tk ||2 c1(f, tk) A(vk, Kk)
[ ((12)
2k−1 ||x0−t0 ||)2 c1(f, tk) A(vk, Kk)
[ ((12)
2k−1)2 ||x0−t0 || ||x0−t0 || cR, t0AR, t0
[ 12 (
1
2)
2k+1−2 ||x−t0 ||=(
1
2)
2k+1−1 ||x−t0 ||.
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Here Kk=K(f, tk), vk=||xk−tk || c1(f, tk). Further we have tk+1 ¥ BR(t0)
by noting that
||tk+1−tk || [ ||xk+1−tk+1 ||+||xk+1−tk || [ 2 ||xk+1−tk ||,
||tk+1−t0 || [ C
k
j=0
||tj+1−tj || [ 2 C
k
j=0
||xj+1−tj ||
[ 2 C
k
j=0
11
2
22j+1−1 ||x0−t0 || [ 2 1/21−1/4 ||x0−t0 ||
[
4
3
||x0−t0 || [ R.
which completes the induction. L
The following lemmas will be used to prove Proposition 3 and to
compute the tangent space TtVls for t0 ¥ Vls as required in Theorem 5. We
begin with an identity given in Stewart and Sun [18, Chap. III, Sect. 3.4].
Lemma 10. Let A and B be m×n matrices with Rank A=Rank B=r.
Then
B†=A†−A†(B−A) A†+(A*A)† (B−A)*P(Im A) +
−PKer A(B−A)* (AA*)†+O(||B−A||2).
Lemma 11. When Rank Df(x)=r, the derivative of Df(x)† f(x) is
given by
D(Df(x)† f(x))(x˙)=P(Ker Df(x)) + (x˙)−Df(x)† (D2f(x)(x˙)) Df(x)† f(x)
+(Df(x)* Df(x))† (D2f(x)(x˙))*PIm Df(x)) + f(x)
−PKer Df(x)(D2f(x)(x˙))* (Df(x) Df(x)*)† f(x).
Proof. Note that
D(Df(x)† f(x))(x˙)=D(Df(x)†)(x˙) f(x)+Df(x)† Df(x)(x˙).
Now use Lemma 10 with A=Df(x) and the chain rule to † p Df. Notice
that Df(y) has rank r in a neighborhood of x. L
Lemma 12. When Df(t)† f(t)=0 and Rank Df(t)=r, we have
D(Df(t)† f(t)) x˙=P(Ker Df(t)) + x˙+(Df(t)* Df(t))† (D2f(t) x˙)* f(t).
When Vls is smooth around t, its tangent space is the kernel in E of this linear
operator.
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Proof. In Lemma 11, use the fact f(t) ¥ Im Df(t) + ; This gives us
P(Im Df(t)) + f(t)=f(t) which simplifies the third term, and that
(Df(t) Df(t)*)† f(t)=0 which annihilates the last term in Lemma 11.
This is because Ker(AA*)=Ker(A*)=Im A + , for any matrix A. L
Lemma 13. When Df(t)† f(t)=0, Rank f(t)=r, and a1(f, t) <
1
2 ,
then
||PKer Df(t)(x−t)|| [ ||PTtVls (x−t)||+h(a1(f, t)) ||x−t||
with
h(a)=a 12+(1+`5 )(1+2a)
(1−2a)2
2 , 0 [ a < 1
2
.
Proof. We first notice that D(Df(t)† f(t)) x˙ is always in Ker Df(t) +
so that the rank of this operator is [ r. Let us write A=P(Ker Df(t)) + and
Bx˙=(Df(t)* Df(t))† (D2f(t)(x˙))* f(t). We first have
D(Df(t)† f(t))=A+B, PKer Df(t)=PKer A, and
PTtVls=PKer(A+B).
We also can notice that ||A||=||A†||=1 and ||B|| [ 2a1(f, t) < 1, by the
definition of a1. By Lemma 4 we get Rank(A+B)=r and
||(A+B)†|| [
1
1− ||B||
[
1
1−2a1(f, t)
.
We have
PKer A−PKer(A+B)=(A+B)† (A+B)−A†A=((A+B)†−A†)(A+B)+A†B,
so that by Lemma 3
||PKer A−PKer(A+B) || [
1+`5
2
max(||(A+B)†||2, ||A†||2) ||B|| (||A||+||B||)
+||A†|| ||B||
[
1+`5
2
2a1(f, t)
(1−2a1(f, t))2
(1+2a1(f, t))+2a1(f, t)
=h(a1(f, t)).
The conclusion is now easy. L
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Lemma 14. Let t be given as in Lemma 13 and x ¥ E with v=
||x−t|| c1(f, t) < 1−`2/2. Then
||Nf(x)−t|| [ ||PTtVls (x−t)||
+A(v, K(Df(t)) v ||x−t||
+B(v, a1(f, t)) a1(f, t) ||x−t||
with
B(v, a)=
1+`5
2
(1−v)2 (2−v)
k(v)2
+
h(a)
a
.
Proof of Theorem 6. The proof of Theorem 6 is similar to the proof of
Theorem 5 but uses Lemma 14 instead of Lemma 9. We define
xk+1=Nf(xk) inductively and let tk=projVlsxk. Inductively by Lemma 14,
||x1−t1 || [ ||x1−t0 || [ L ||x0−t0 || [
(1−L) R
2
,
recalling that ||x0−t0 || [ 1−L2 L R and L < 1. Moreover because
||t1−t0 || [ ||t1−x1 ||+||x1−t0 || [ 2 ||x1−t0 || < 2L ||x0−t0 || [ (1−L) R < R
so that t1 ¥ BR(t0). Inductively by Lemma 14 with x=xk−1, we have
||xk−tk || [ ||xk−tk−1 || [ Lk ||x0−t0 ||.
Note that ||tk−tk−1 || [ ||xk−tk ||+||xk−tk−1 || [ 2 ||xk−tk−1 ||. Moreover
tk ¥ BR(t0), because
||tk−t0 || [ C
k
j=1
||tj−tj−1 || [ C
k
j=1
2 ||xj−tj−1 ||
[ 2 C
k
j=1
L j ||x0−t0 || [ 2
L
1−L
||x0−t0 || [ R,
which completes the proof. L
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Proof of Proposition 3. We first notice that
||Df(t)†||=m−1 with m= min
||x˙||=1
x˙ ¥ (Ker Df(t)) +
||Df(t) x˙||.
We also have
1
2 D
2F(t) x˙=(D2f(t) x˙)* f(t)+(Df(t)* Df(t)) x˙
so that
1
2 D
2F(t)(x˙, x˙)=Of(t), D2f(t)(x˙, x˙)P+||Df(t) x˙||2.
If we take x˙ ¥ (Ker Df(t)) + , ||x˙||=1 then
1
2 D
2F(t)(x˙, x˙) \ m2−||f(t)|| ||D2f(t)||
=m2(1− ||Df(t)†||2 ||f(t)|| ||D2f(t)||)
\ m2(1−2a1(f, t)) > 0. L
Lemma 15. Let x, y ¥ E and u=||y−x|| c1(f, x) < 1−`2/2 as in
Lemma 5. Then
(1) b1(f, y) [
(1−u)2
k(u)
1b1(f, x)+ u1−u ||y−x||+K(Df(x)) ||y−x||2 ,
(2) c1(f, y) [
c1(f, x)
(1−u) k(u)
,
(3) a1(f, y) [
1−u
k(u)2
1a1(f, x)+ u21−u+K(Df(x)) u2 .
Proof. Part (3) is a consequence of (1) and (2). Part (1) goes as follows:
Recall that
c1=sup 1 ||Df(x)†|| > Dkf(x)k! >21/k−1
and u=||y−x|| c1(f, x). We have
f(y)=f(x)+Df(x)(y−x)+C
k \ 2
Dkf(x)
k!
(y−x)k
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so that
||f(y)|| [ ||f(x)||+||Df(x)|| ||y−x||+||Df(x)†||−1 ||y−x||
u
1−u
and we conclude by Lemma 5.3. To prove (2) we start from
Dkf(y)=C
.
a=0
(k+a)!
a !
Dk+lf(x)
(k+a)! (y−x)
a.
This gives
> Dkf(y)
k!
> [ C
a=0
1k+a
a
2 Dk+af(x)
(k+a)! ||y−x||
a
[C
a
1k+a
a
2 ck+a−11 ||y−x||a ||Df(x)†||−1
=
ck−11
(1−u)k+1
||Df(x)†||−1,
noting that (1/(1−u)) (k)=1/(1−u)k+1=;a=0 (k+aa ) ua. By Lemma 5.3, we
obtain
||Df(y)†||
||Dkf(y)||
k!
[
(1−u)2
k(u)
ck−11
(1−u)k+1
=
1
k(u)
ck−11
(1−u)k−1
thus
c1(f, y) [
c1(f, x)
(1−u) k(u)
. L
In the following lemmas we consider x0, x ¥ E with Rank Df(x0)=r and
such that
u=||x−x0 || c1(f, x0) [ 2a1(f, x0) < 1−
`2
2
.
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We also introduce y=Nf(x). Our objective is to give an estimate for
||Nf(y)−Nf(x)|| in terms of ||y−x||. We begin a series of lemmas. We often
use the notations a0=a1(f, x0) and K0=K(Df(x0)).
Lemma 16. Suppose that u=||x−x0 || c1(f, x0) [ 2a1(f, x0) [ 124 . Then
(1) a1(f, x) [ 4.2a1(f, x0) K(f(x0)),
(2) K(f(x)) [ 1.25K(f(x0)).
Proof. From Lemma 15.3 with x and x0 instead of y and x, we have
a1(f, x) [
1−u
k(u)2
1a0+ u21−u+K0u2 [ 1−uk(u)2 13K0a0+2a0u1−u2
[
1−u
k(u)2
a0 13K0+ 2u(1−u)2 [ (1.37) a0(3K0+0.03) [ 4.2a0K0,
for u [ 2a0 [ 124 . A bound for K(Df(x)) is given by Lemmas 5.2 and 5.3,
K(Df(x)) [
(1−u)2
k(u)
1K(Df(x0))+2u−u2
k(u)
2 [ (1.122)(K0+0.11) [ 1.25K0,
for u [ 124 . L
Lemma 17. When y=Nf(x) then
Nf(y)−Nf(x)=Df(x)† (Df(x)(y−x)+f(x)−f(y))
+(Df(x)†−Df(y)†) f(x)
+(Df(x)†−Df(y)†))(f(y)−f(x)).
Proof. Just note that y−x=Df(x)† Df(x)(y−x), because Nf(x)−
x ¥ Im Df(x)†. L
In Lemma 17, Nf(y)−Nf(x) appears as the sum of the three quantities.
We will use the notation
||Nf(y)−Nf(x)|| [ A+B+C,
for the norm of each of these expressions.
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Lemma 18. Let xx=||y−x|| c1(f, x).
(1) A [ ||x−y||
ux
1−ux
.
(2) B [
1+`5
2
(1−ux)2 (2−ux)
k(ux)2
a1(f, x) ||y−x||.
(3) C [
1−`5
2
(1−ux)2 (2−ux)
k(ux)2
ux 1K(Df(x))+ ux1−ux 2 ||x−y||.
Proof. By using the Taylor series of f(y) around x and the definition
of c1(f, x) we obtain
A [ ||Df(x)† (Df(x)(y−x)+f(x)−f(y))||
[ ||Df(x)†|| C
k=2
> Dkf(x)
k!
> ||y−x||k=||y−x|| ux
1−ux
.
From Lemma 5.4, we have
||Df(x)†−Df(y)†|| [
1+`5
2
(1−ux)2 (2−ux)
k(ux)2
ux ||Df(x)†||,
so that
B [
1+`5
2
(1−ux)2 (2−ux)
k(ux)2
a1(f, x) ||y−x||.
The Taylor expansion of f(y) at x gives
||f(y)−f(x)|| [ ||Df(x)†||−1 1K(Df(x))+ ux
1−ux
2 ||x−y||.
This yields, using Lemma 5.4,
C [
1+`5
2
(1−ux)2 (2−ux)
k(ux)2
ux 1K(Df(x))+ ux1−ux 2 ||x−y||. L
Proof of Theorem 7. Let us denote y=Nf(x) and u=||x−x0|| c1(f, x0).
Under the hypothesis ||y−x|| [ ||x1−x0 || and u [ 124 we will prove that
||Nf(y)−Nf(x)|| [ 12 ||y−x||.
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First notice that, using Lemma 15.2,
ux=||y−x|| c1(f, x) [ ||x1−x0 ||
c1(f, x0)
(1−u) k(u)
[ 1.25a0 [
1
38
,
for u [ 124 . Hence we have
A [ ||y−x||
ux
1−ux
[ ||y−x|| (1.25) a0
1
1−ux
[ (1.25)(1.03) a0 ||y−x|| [ 1.3a0 ||y−x||.
It is convenient to have the estimate
Ex [
1+`5
2
(1−ux)2 (2−ux)
k(ux)
[ 3.78
for ux [ 138. For B, by Lemma 16.1, we have
B [ Exax ||y−x|| [ (3.78)(4.2a0K0) ||y−x|| [ 15.9a0K0 ||y−x||.
Using Lemma 16.2, we have
C [ Exux 1Kx+ ux1−ux 2 ||y−x|| [ Exux(1.25K0+0.03) ||y−x||
[ (3.78)(1.25) a0(1.28) K0 ||y−x|| [ 6.1a0K0 ||y−x||.
Hence we have
||Nf(y)−Nf(x)|| [ A+B+C
[ (1.3+15.9+6.1) a0K0 ||y−x||
[ 24a0K0 ||y−x||
[ 12 ||y−x||,
because a0K0 [ 148. Now it is easy to prove, by induction over k, that
||xk+1−xk || [ (12)
k ||x1−x0 ||.
This completes the proof. L
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