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ORIGINÁLNÍ ZADÁNÍ BAKALÁŘSKÉ PRÁCE 
 
Cílem je vytvořit algoritmus pro automatické vyhledání trasy ve 2D bludišti, které je 
zadáno formou mřížek obsazenosti. 
1. Seznamte se s běžně používanými algoritmy pro automatické prohledávání 2D 
bludiště. Na základě analýzy vyberte vhodný algoritmus.  
2. Pomocí programovacího jazyku C# naprogramujte prostředí/simulátor pro testování 
algoritmů pro procházení bludiště. 
3. Vytvořte algoritmus, který umožní vektorizaci planárních mřížek obsazenosti (Robot 
Evidence Grids [1])  
4. Zvolený algoritmus pro procházení bludištěm realizujte a otestujte na datech z 
reálného prostředí.
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Abstrakt 
Tato práce popisuje způsob automatického nalezení cesty ve 2D bludišti, které je zadáno 
formou bitmapových mřížek obsazenosti. Problém byl řešen v jazyce C# za pomoci 
algoritmu přímkové dekompozice, pomoci kterého je vytvořena síť potencionálních cest. 
Tento algoritmus předpokládá aproximaci překážek vektorovými polygony. Pro nalezení 
výsledné cesty je použit algoritmus A*. Výstupem je cesta popsaná úsečkami, kterou by 
po dalších úpravách bylo možné použít pro navigaci robota. 
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Abstract 
This thesis describes an automatic path finding method in a 2D maze defined by bitmap 
evidence grids. The problem was solved in the programming language C# with the help 
of the straight line decomposition algorithm used for creating a network of potential 
routes. The algorithm assumes approximation of obstacles by vector polygons. The 
resulting path was found by the means of algorithm A*. The result is a path described 
by line segments. After some modifications, the path could be used for robot navigation. 
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1. ÚVOD 
Robotika je velmi rychle se rozvíjející oblastí zasahující do všech možných oborů. 
Zpočátku se roboty začaly prosazovat především v průmyslu, kde se používají především 
statické roboty. Dnes se však čím dál častěji prosazují tzv. autonomní roboty schopné na 
základě senzorických informací analyzovat situaci kolem sebe a díky tomu se v daném 
prostředí samostatně pohybovat. 
Pro autonomní plánování existuje celá řada algoritmů. Základní dělení může být 
podle toho, zda bereme v úvahu 3D prostor anebo jen 2D. Plánování v 3D prostoru se 
používá ve velmi pokročilých robotech. V jednodušších robotech si ve většině případů 
vystačíme s plánováním pouze ve 2D. Tato práce se zabývá pouze algoritmy pro 
plánování ve 2D prostoru. 
Z velkého množství algoritmů pro plánování ve 2D prostoru, jsem pro implementaci 
vybral algoritmus přímkové dekompozice, doplněný o algoritmus A*. Důvodem pro tento 
výběr byly velmi dobré výsledky, kterých algoritmus přímkové dekompozice dosahoval 
na jednoduchých modelech prostředí a minimum problémů, jimiž by při použití jiné 
metody tento algoritmus principiálně trpěl. 
Tato práce má proto za úkol ověřit použitelnost a náročnost algoritmu přímkové 
dekompozice na datech reálného prostředí, identifikovat případné problémy a pokusit se 
je odstranit, nebo alespoň minimalizovat.  
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2. ALGORITMY PRO PLÁNOVÁNÍ POHYBU 
MOBILNÍHO ROBOTU [2] 
Metody plánování je možné rozdělit na lokální a globální. Lokální metody pracují pouze 
s bezprostředním okolím robotu, které bývá často omezeno dosahem senzorů robota a 
jejich výstupem je pouze směr pohybu robota. Oproti tomu globální metody pracují 
s celým pracovním prostorem robota a výstupem je kompletní předpokládaná cesta 
pohybu robotu. 
2.1 Lokální metody 
Tyto metody bývají často přizpůsobeny konkrétnímu typu senzoru pro snímání okolí 
robotu. Metody jsou obecně méně výpočetně náročné, a proto jsou vhodné pro dynamicky 
se měnící překážky. Z principu těchto metod neznáme celou předpokládanou cestu 
pohybu robotu, což prakticky znemožňuje výběr nejvhodnější lokace z množiny možných 
lokací. Další z problémů u jednodušších implementací těchto metod je možnost výskytu 
nežádoucích oscilací pohybu robotu, nebo jeho uváznutí v důsledku lokálních extrémů 
plánovacích funkcí. 
2.1.1 Histogram vektorového pole 
 
Obr. 2.1: Vlevo: aplikace VFH v robotickém fotbalu. Vpravo: výsledný graf. [2] 
Histogram vektorového pole (dále jen VFH, z anglického Vector Field Histogram) 
původně vznikl jako navigační mechanismus pro roboty opatřené sonarem pohybující se 
v prostředí s překážkami. Výsledný histogram potom tvoří vzdálenosti od výchozí pozice 
robota k hranicím nejbližší překážky ve směru jednotlivých úhlů. Máme-li senzor 
umožňující získat informaci o vzdálenosti k nejbližší překážce v rozsahu 360°, lze jeho 
výstup použít jako hledaný histogram. Dá se říci, že histogram je tvořen velikostmi 
maximálního vektoru, který lze do daného směru vepsat a pro který platí, že má počátek 
ve středu robotu a neprotíná žádnou z překážek. Výsledný směr pohybu robotu je určen 
takovým vektorem, který splňuje následující podmínky: 
 Délka daného vektoru je větší než zvolený práh. 
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 Úhel, který svírá s přímkou procházející aktuální a požadovanou polohou robotu, 
je ze všech vektorů splňujících první podmínku nejmenší. 
Podrobný popis tvorby VFH a jeho následné použití v úloze navigace mobilního robotu 
a vyhýbání se překážkám lze nalézt v článku [3]. 
2.1.2 Potenciálové pole 
 
Obr. 2.2: Ukázka potenciálového pole v prostředí s překážkami. [4] 
Tento algoritmus je velmi oblíbený pro svou jednoduchost. Základní myšlenkou tohoto 
algoritmu, popsaného například v [4], je nalézt vhodný matematický popis pracovního 
prostoru robotu funkcí, jejíž záporný gradient v libovolném bodě prostoru určí 
požadovaný směr pohybu robota v tomto bodě. 
Problémem tohoto algoritmu je možnost uvíznutí robota v lokálním minimu. Jedním 
z řešení tohoto problému je použití metody harmonických potenciálových polí. Tato 
metoda tvoří pouze jedno minimum, které je prezentováno cílovou pozicí. Více o této 
metodě je možné nalézt v [4]. 
2.2 Globální metody 
U těchto algoritmů se uvažuje celý pracovní prostor robota. Jejich vstupem je mřížka 
obsazenosti. Výstupem těchto algoritmů není výsledná cesta, ale pouze síť potenciálních 
cest, z nichž je nutné vybrat nejkratší výslednou cestu za pomoci některého 
z prohledávacích algoritmů, například A*. Použití těchto algoritmů obecně vede 
k lepšímu výsledku, ale za cenu delšího času nutného pro výpočet výsledné cesty. 
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2.2.1 Mřížka obsazenosti 
 
Obr. 2.3: Mřížka obsazenosti 
Jedná se o nejjednodušší globální metodu. Základem této metody je rozdělení pracovního 
prostoru robotu na disjunktní oblasti (buňky). Výslednou cestu pak hledáme přes 
neobsazené vrcholy těchto oblastí. Nevýhodou této metody je možnost vzniku situace, 
kdy není nalezeno řešení, přestože existuje. Toto riziko se zmenšuje se zmenšující se 
velikostí jednotlivých buněk. 
2.2.2 Graf viditelnosti 
Pro použití tohoto algoritmu je nutné vytvořit mapu ve formě obecných polygonů, které 
aproximují tvar překážek. V reálném prostředí je tedy nutné nejprve mapu obsazenosti 
předzpracovat a překážky aproximovat na polygony. Uzly sítě grafu viditelnosti pak tvoří 
vrcholy všech polygonů aproximujících jednotlivé překážky. Hrany grafu jsou všechna 
spojení jednotlivých uzlů, pro které platí, že žádná jejich část není vnitřním bodem 
polygonů. Největší nevýhodou této metody je snaha vést cestu co jak nejblíže překážkám, 
což je v případě reálných aplikací nevýhodné. Důvodem je nepřesný pohyb robota 
způsobený chybami senzorů. Tím pádem roste riziko kolize s překážkami. 
2.2.3 Buněčná dekompozice 
Do této skupiny patří algoritmy založené na myšlence rozdělení části pracovního prostoru 
robotu, který neobsahuje překážky na množinu disjunktních oblastí a výslednou cestu 
hledat v nich. Stejně jako u grafu viditelnosti, je u těchto algoritmů nutné mít překážky 
v pracovním prostoru robotu popsané ve formě obecných polynomů. Tvar překážek pak 
ovlivňuje výsledné rozdělení volného prostoru, ve kterém se může robot pohybovat. 
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2.2.3.1 Trojúhelníková dekompozice 
 
Obr. 2.4: Trojúhelníková dekompozice 
Jak je patrné již z názvu, tento algoritmus rozděluje pracovní prostor robotu na 
trojúhelníky. V prvním kroku je potřeba nelézt množinu středů S všech hran polygonů. 
Následně se uvažují všechny vrcholy polygonů a pro každý bod S se hledá ten vrchol, 
jehož vzdálenost od bodu S je nejmenší a u kterého spojnice těchto dvou bodů neprochází 
žádnou překážkou. Dále vezmeme oba vrcholy hrany, na které leží bod S. Tyto dva 
vrcholy, společně s nalezeným vrcholem, vytvoří nový trojúhelník, ovšem pouze za 
podmínky, že žádná z hran trojúhelníku neprotíná některý z již existujících trojúhelníků 
anebo překážek. V opačném případě se hledá další nejkratší spojnice bodu S s vrcholem. 
V dalším kroku se polygony většího stupně než tři dělí pomoci nejkratší dosud nepoužité 
spojnice vrcholů tohoto polygonu. Těžiště takto vzniklých trojúhelníků pak budou tvořit 
uzly sítě, ve kterých bude hledána nejkratší cesta. Pro každý trojúhelník posoudíme 
sousední trojúhelníky, a pokud spojnice jejich těžišť neprochází žádnou překážkou, tak 
tato spojnice tvoří hranu sítě. Tato podmínka je zároveň největším problémem této 
metody, protože i když kolem objektu potencionální cesta existuje, tak pomoci této 
metody nemusí být nalezena. Tento případ je vidět na Obr. 2.4 vpravo dole. 
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2.2.3.2 Přímková dekompozice 
 
Obr. 2.5: Přímková dekompozice 
Tato metoda se od trojúhelníkové dekompozice liší pouze ve způsobu hledání uzlů sítě. 
Tedy stejně jako u trojúhelníkové dekompozice rozdělíme prostor na trojúhelníky. 
Jednotlivé uzly sítě, ve kterých bude hledána nejkratší cesta, se pak nacházejí na středech 
společných úseček tvořících hranu dvou trojúhelníků. Jednotlivé hrany sítě pak vznikají 
propojením jednotlivých vrcholů uvnitř trojúhelníků. 
2.2.3.3 Lichoběžníková dekompozice 
 
Obr. 2.6: Lichoběžníková dekompozice 
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Prvním krokem je nalezení všech vrcholů polygonů, které aproximují jednotlivé 
překážky. Následně jsou těmito vrcholy vedeny přímky kolmé na spojnici počáteční a 
požadované polohy, jak je vidět na Obr. 2.6. Překážky pak rozdělí úsečku na části, které 
žádné body překážky neobsahují. Tím je pracovní plocha robota rozdělena na 
lichoběžníky. Středy hran těchto lichoběžníků pak tvoří uzly sítě, ve kterých je hledána 
nejkratší cesta. Problémem této metody je, že nalezená cesty není optimální a v některých 
případech cesta nemusí být nalezena, přestože existuje, jak je ukázáno na Obr. 2.6 vpravo 
dole a vlevo nahoře. 
2.3 A* algoritmus 
Pro vyhledání výsledné cesty v síti možných cest je možné použit algoritmus A* [5]. 
Principiálně je tento algoritmus shodný s prohledáváním do šířky. Rozdíl je v tom, že 
místo obyčejné fronty cest používá prioritní frontu, ve které jsou cesty seřazeny podle 
hodnoty funkce, která je pro každou cestu definována jako součet heuristické funkce 
posledního uzlu a její délky. Tato funkce určuje předpokládanou délku cesty od počátku 
do cíle. Čím má tato funkce nižší hodnotu, tím vyšší má daná cesta prioritu. 
Heuristická funkce musí splňovat dvě podmínky. Musí být větší než nula a musí být 
tzv. přípustná. To znamená, že pro libovolný uzel musí být menší, nebo rovna skutečné 
vzdálenosti z daného uzlu do cíle. 
Jako heuristická funkce se v závislosti na aplikaci obvykle používá jedna s těchto 
funkcí: 
 Euklidovská vzdálenost (Euclidean distance) 
ℎ = √(𝑋𝑢𝑧𝑒𝑙 − 𝑋𝑐í𝑙)2 + (𝑌𝑢𝑧𝑒𝑙 − 𝑌𝑐í𝑙)2 (2.1) 
 Manhattanská vzdálenost (Cityblock distance) 
ℎ = |𝑋𝑢𝑧𝑒𝑙 − 𝑋𝑐í𝑙| + |𝑌𝑢𝑧𝑒𝑙 − 𝑌𝑐í𝑙| (2.2) 
 Šachovnicová vzdálenost (Chebyshev distance) 
ℎ = max⁡(|𝑋𝑢𝑧𝑒𝑙 − 𝑋𝑐í𝑙|, |𝑌𝑢𝑧𝑒𝑙 − 𝑌𝑐í𝑙|) (2.3) 
V případě algoritmů typu dekompozice je nejvhodnější použít Euklidovskou 
vzdálenost (2.1). Celý A* algoritmus je možné popsat takto: 
 Vytvoření prázdné množiny cest Q, do které je následně vložena cesta nulové 
délky obsahující počáteční uzel. 
 Dokud není množina prázdná, opakují se tyto kroky: 
o Z množiny Q je vybrána nejkratší cesta P a je odebrána. 
o Končí-li cesta v cílovém uzlu, tak je vrácena a výpočet je ukončen. 
o Pomoci hran neobsahujících smyčky, navazujících na koncový uzel cesty 
P se vytvoří nové cesty 
o Pokud některé cesty končí ve stejném uzlu, tak jsou všechny odstraněny, 
kromě té nejkratší 
o Přidání nové cesty do množiny Q 
 Pokud je množina Q prázdná, znamená to, že žádná cesta neexistuje. 
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Tento algoritmus je velmi efektivní, pokud výsledná cesta směřuje relativně přímo 
k cíli. Ovšem v situaci, kdy se výsledná cesta v některé své části vzdaluje od cílového 
bodu, se složitost výpočtu algoritmu výrazně zvětšuje. V extrému může být v tomto 
případě složitost výpočtu shodná s algoritmem prohledávání do šířky. 
2.4 Mřížka obsazenosti 
V reálném nasazení senzory robota pro detekci překážek neměří souvislou oblast, ale 
pouze pomocí jednotlivých měření detekují překážky ve více či méně od sebe vzdálených 
bodech. Z těchto jednotlivých měření je pak možné za pomoci pravděpodobnostního 
modelu senzoru sestavit takzvanou mřížku obsazenosti (Robot Evidence Grid) [1]. 
 
Obr. 2.7: Pravděpodobnostní model senzoru [1] 
Z hlediska pravděpodobnosti je možné použít pravděpodobnostní model anebo 
model možností. Na základě aplikace jednoho s těchto dvou pohledů je možné získat 
přibližný model prostředí, ve kterém se robot pohybuje. Přesnost tohoto modelu pak 
závisí na přesnosti senzorů a na počtu měření. Na Obr. 2.8 je vidět, jak takový model 
prostředí může vypadat. 
 
Obr. 2.8: Průzkum v simulovaném prostředí [1] 
2.4.1 Pravděpodobnostní model (Bayes) 
Pravděpodobnost, že je v určité vzdálenosti detekován stav obsazeno se vypočte: 
 
 17 
𝑝(𝑀𝑂|𝐿) =
𝑝(𝐿|𝑀𝑂)𝑝(𝑀𝑂)
𝑝(𝐿)
 (2.4) 
Kde: 
𝑝(𝑀𝑂|𝐿) - Nová informace 
𝑝(𝐿|𝑀𝑂) - Model senzoru (s jakou pravděpodobností je v určité vzdálenosti obsazeno) 
𝑝(𝑀𝑂) - Předchozí informace (s jakou pravděpodobností je na dané souřadnici 
obsazeno) 
𝑝(𝐿) - Pravděpodobnost měření 
Pravděpodobnost měření se spočítá: 
𝑝(𝐿) = 𝑝(𝐿|𝑀𝑂) ∙ 𝑝(𝑀𝑂) + 𝑝(𝐿|𝑀𝐸) ∙ 𝑝(𝑀𝐸) (2.5) 
Kde: 
𝑝(𝐿|𝑀𝐸) - Model senzoru (s jakou pravděpodobností je v určité vzdálenosti volno) 
𝑝(𝑀𝐸) - Předchozí informace (s jakou pravděpodobností je na dané souřadnici 
volno) 
Že je v určité vzdálenosti detekován stav obsazeno se vypočítá ekvivalentně: 
𝑝(𝑀𝐸|𝐿) =
𝑝(𝐿|𝑀𝐸)𝑝(𝑀𝐸)
𝑝(𝐿)
 
(2.6) 
Výsledné informace pak dostáváme v rozsahu: 
0 - Oblast je neobsazená 
0,5 - O oblasti nejsou informace 
1 - Oblast je obsazená 
2.4.2 Model možností (Odds Ration) 
Možnost, že je v určité vzdálenosti detekován stav obsazeno se vypočte: 
𝕆(𝑀|𝐿) = 𝜆(𝐿|𝑀) ∙ 𝕆(𝑀) (2.7) 
Kde: 
𝜆(𝐿|𝑀) =
𝑝(𝐿|𝑀𝑂)
𝑝(𝐿|𝑀𝐸)
 (2.8) 
𝕆(𝑀) - Předchozí informace 
Výsledné informace pak dostáváme v rozsahu: 
0 - Oblast je neobsazená 
1 - O oblasti nejsou informace 
∞ - Oblast je obsazená 
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3. IMPLEMENTACE 
Algoritmus jsem implementoval v jazyce C# a je na přiloženém CD. Jako celek je 
algoritmus možné rozdělit na čtyři části: 
1. Příprava na vektorizaci (kapitola 3.1) a samotná Vektorizace (kapitola 3.3) 
2. Dělení pracovního prostoru na trojúhelníky (kapitola 3.5) 
3. Vytvoření sítě cest (kapitola 3.7) 
4. Nalezení výsledné cesty - algoritmus A* (kapitola 3.8) 
Při reálném nasazení by bylo nutné kromě těchto částí ještě potřeba vypočítávat 
mřížku obsazenosti, tak jak je naznačeno v kapitole 2.4. Vzhledem k tom, že výpočet 
mřížky obsazenosti je velmi závislý na konkrétní implementaci robota, tak se zde pouze 
spokojíme s informací, že výstupem výpočtu mřížky obsazenosti je v našem případě 
bitmapa, která je vstupem algoritmu přímkové dekompozice. 
3.1 Binární matematická morfologie [6] 
Pro další použití je nejprve potřeba mřížku obsazenosti vyprahovat, čímž nám vznikne 
binární matice. Tuto matici je již možné dále zpracovat za pomoci binární matematické 
morfologie, což je technika zpracování obrazových struktur původně založená na teorii 
množin. 
Binární matematická morfologie pracuje s takzvaným strukturním elementem  
- proměnná B v rovnicích (3.1) - (3.4). Tento element je vztažen k počátku v bodě 
označeným symbolem . Příklady strukturních elementů jsou na Obr. 3.1. 
 
Obr. 3.1: Příklady strukturních elementů 
3.1.1 Binární dilatace 
Je definována jako vektorový součet množin I a B: 
𝑰⨁𝑩 = {𝒑 ∈ 𝑬𝟐: 𝒑 = 𝒊 + 𝒃, ∀𝒊 ∈ 𝑰, ∀𝒃 ∈ 𝑩} (3.1) 
Algoritmus výpočtu dilatace je následující: postupně posouváme strukturní element 
po jednotlivých prvcích matice. Pokud je prvek matice, na němž leží počátek strukturního 
elementu obsazen, tak se do nové matice zkopírují obsazené prvky strukturního elementu 
s počátkem na pozici aktuálního prvku matice. Tímto postupně vzniká nová dilatovaná 
matice, jak se vidět na Obr. 3.2. 
 
Obr. 3.2: Příklad binární dilatace (matice před dilatací - strukturní element - matice po dilataci) 
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3.1.2 Binární eroze 
Je definována jako vektorový rozdíl množin I a B: 
𝐼 ⊖ 𝐵 = {𝑃 ∈ 𝐸2: 𝑝 + 𝑏 ∈ 𝐼⁡pro⁡∀𝑏 ∈ 𝐵} (3.2) 
Při výpočtu dilatace se postupně prochází jednotlivé prvky matice. Pokud je prvek 
obsazen, tak se zjišťuje, zda se okolní prvky shodují s obsazenými prvky strukturního 
elementu přiloženého počátkem na aktuální prvek matice. Pokud se shodují, tak je 
aktuální prvek zkopírován do výsledné matice, jak je vidět na Obr. 3.3. 
 
Obr. 3.3:Příklad binární eroze (matice před erozí - strukturní element - matice po erozi) 
3.1.3 Morfologické uzavření 
Je definováno jako dilatace následována erozí: 
𝐼⁡⦁⁡𝐵 = (𝐼 ⊕ 𝐵) ⊖ 𝐵 (3.3) 
Morfologické uzavření spojuje blízké objekty a zaplňuje díry, čímž snižuje množství 
detailů v obraze. Míra spojení a zaplnění je dána tvarem strukturního elementu B. Tato 
operace je idempotentní, což znamená, že opakovaná aplikace při použití stejného 
strukturního elementu nemění výsledek. 
3.1.4 Morfologické otevření 
Je definováno jako eroze následovaná dilatací: 
𝐼 ∘ 𝐵 = (𝐼 ⊖ 𝐵) ⊕ 𝐵 (3.4) 
Morfologické otevření odděluje objekty spojené tenkou čarou a odstraňuje šum, čímž 
opět snižuje množství detailů v obraze. Míra rozpojení a redukce šumu je dána tvarem 
strukturního elementu B. Tato operace je taktéž idempotentní vzhledem k použitému 
strukturnímu elementu. 
3.1.5 Použití 
Vzhledem k faktu, že žádné senzory robota nedosahují absolutní přesnosti je výsledkem 
prahování mřížky obsazenosti binární matice, která je pro následnou vektorizaci 
nevhodná pro velké množství detailů v obraze a také z důvodů šumu – chyb senzorů. 
Teoretický příklad je vidět na Obr. 3.4a. Z tohoto důvodu je potřeba výslednou matici 
dále zpracovat za pomoci morfologického otevření následovaného uzavřením: 
𝐼 = (𝐼 ∘ 𝐵)⁡⦁⁡𝐵 (3.5) 
Pomoci těchto operací se elegantně zbavíme šumu a výrazně zjednodušíme strukturu 
výsledného obrazu uloženého v matici, jak je vidět na Obr. 3.4b. 
Dále je potřeba vytvořit nedostupnou oblast, čímž lze částečně vyřešit problém 
rozměrů robota - viz. kapitola 3.2. Nedostupnou oblast je možné elegantně vytvořit za 
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pomoci dilatace - Obr. 3.4c. V tom nejjednodušším případě jedno použití dilatace rozšíří 
nedostupnou oblast o jeden pixel. Z toho důvodu je nutné dilataci opakovat tolikrát, o 
kolik pixelů chceme nedostupnou oblast rozšířit. 
 
Obr. 3.4: použití binární morfologie. a) vyprahovaná mapa – b) zjednodušená mapa – c) mapa včetně nedostupné 
oblasti) 
Pokud by bylo potřeba nedostupnou oblast rozšířit o velký počet pixelů, tak by u 
tohoto algoritmu mohl nastat problém s výkonem, z důvodů opakování dilatace. Tento 
problém by bylo možné řešit kruhovým strukturním elementem s poloměrem rovným 
počtu pixelů rozšiřované nedostupné oblasti. Výpočetní náročnost tohoto řešení ovšem 
opět roste s velikostí nedostupné oblastí. 
Další možností je převést zdrojovou matici a strukturní element do frekvenční oblasti 
za pomoci rychlé Fourierovy transformace, následně je spolu vynásobit a převést zpět do 
prostorové oblasti. Tento postup funguje pouze pro strukturní elementy s počátkem ve 
středu a má smysl pouze pro poměrně velké strukturní elementy, protože je poměrně 
výpočetně náročný, ale na rozdíl od ostatních možností neroste jeho náročnost s velikostí 
nedostupné oblasti. 
3.2 Problém rozměrů robotu 
Jak již bylo naznačeno, moje implementace řeší problém rozměrů robota za pomoci 
nedostupné oblasti v okolí překážek. Velikost této oblasti odpovídá poloměru rozměrů 
robota v případě ideálně kruhového robota, anebo poloměru kružnice opsané kolem 
robota v případě obecného tvaru robota. Z toho vyplývá problém této implementace, kdy 
v případě obecného tvaru robota se pro něj mohou některé oblasti mezi překážkami stát 
nedostupné přesto, že by mezi těmito překážkami projel. 
Možným řešením tohoto problému by bylo počítat hrany sítě pro robota s nekonečně 
malými rozměry anebo pro robota s rozměry kružnice vepsané a následně simulovat 
průjezd skutečného robota všemi hranami nalezené sítě. Výsledná cesta by se pak hledala 
pouze za pomoci hran, kterými by robot projel. Zde by bylo ještě nutné počítat s místy, 
kde by se robot otáčel. V těchto místech by v nejjednodušším případě, za předpokladu, 
že je robot schopný se otáčet na místě, kolem sebe potřeboval opět prostor kružnice 
opsané okolo robota. 
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3.3 Vektorizace 
Vektorizace se provádí tak, že se nad výslednou maticí provede identifikace oblastí a nad 
nalezenými oblastmi se provede dekompozice cesty. Výsledek se pak pomoci metody 
penalizace převede na polygony. Moje implementace vektorizace je z velké části portem 
C knihovny Potrace do jazyka C#. Podrobný popis této knihovny, včetně popisu 
algoritmu vektorizace je možné nalézt v [7]. 
Zde bych chtěl ukázat základní princip identifikace oblastí a dekompozice cesty. 
Algoritmus Potrace pak tyto dva problémy spojuje do jednoho a v rámci dekompozice 
cesty provádí zároveň i identifikaci oblastí. Více viz. [7]. 
3.3.1 Identifikace oblastí 
Identifikací oblastí se rozumí označení oblastí, respektive jejích pixelů unikátním číslem. 
Jedním z možných řešení pro identifikaci oblastí je použití rekurzivního vyplňování 
anebo dvouprůchodového algoritmu. Rekurzivní vyplňování není příliš vhodné, kvůli 
potenciální možnosti příliš hlubokého zanoření a následného přetečení zásobníku. Proto 
se dále budu zabývat pouze dvouprůchodovým algoritmem. 
 
Obr. 3.5: Maska používaná pro identifikaci oblastí 
První průchod algoritmu je možné popsat těmito kroky: 
1) Posun masky (Obr. 3.5) na následující pixel 
2) Je-li hodnota aktuálního pixelu rovna nule, pokračuj od bodu 1. 
3) Je-li alespoň jeden pixel obrazu odpovídající masce již opatřen indexem 𝑖, označ 
aktuální pixel stejným indexem. Pokud se v obrazu odpovídající masce nachází 
dva různé indexy, je nutné konflikt vyřešit pomoci druhého průchodu. Není-li 
splněna jedna z těchto dvou podmínek, označ aktuální pixel novým indexem 
𝑖𝑚𝑎𝑥 + 1. 
4) Pokračuj od bodu 1., dokud nejsou zpracovány všechny pixely obrazu. 
Jak již bylo naznačeno výše, pomocí druhého průchodu se řeší konflikty při značení 
oblastí v prvním průchodu. Jak vyplývá z Obr. 3.6, řešení spočívá ve: 
1) Stanovení priorit pozic v masce. 
2) Přiřazení indexu s vyšší prioritou konfliktnímu pixelu a přeznačení všech bodů 
označených indexem s nižší prioritou. 
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Obr. 3.6: Řešení konfliktů při značení oblastí 
3.3.2 Dekompozice cesty 
Pro rozklad oblastí do cesty je možné použít přímočarou metodu, kdy je nad určitou 
oblastí vybrána dvojice pixelů různých barev. Od této dvojice pixelů se budeme 
pohybovat podél hran, tak jak naznačuje Obr. 3.7, dokud se nevrátíme k vrcholu, kde 
jsme začali. 
 
Obr. 3.7: Algoritmus pro prodloužení cesty [7] 
Ve čtvrté situaci na Obr. 3.7 máme na výběr, zda pokračovat doleva, nebo doprava. 
Tato volba nemá žádný vliv na úspěch či neúspěch algoritmu. 
 
Obr. 3.8: Příklady nalezené aproximované cesty [7] 
Následuje aproximace nalezené cesty úsečkami, které budou aproximovat hrany 
jednotlivých objektů. Při této aproximaci hledáme úsečky, které na sebe budou navazovat 
a jejichž penalizace je co jak nejmenší. Výpočet penalizace úseček je popsán v [7] 
kapitola 2.2.3. 
3.3.3 Převod na polygony 
Při implementaci vektorizace je potřeba počítat s tím, že v identifikovaných oblastech 
mohou vznikat díry. Tato situace je vidět například na Obr. 2.8, kde takováto díra (bílý 
prostor) vlastně tvoří pracovní prostor robota. Při dekompozici cesty nám z této díry 
vznikne další objekt, který leží nad objektem tvořícím okolní nedostupnou oblast. 
Překážky dále tvoří další objekty, které leží nad objektem pracovního prostoru (díry). Zde 
je výhodné použít třídu GraphicsPath, která je součástí .NET Frameworku a která je pro 
tuto situaci přímo určená. 
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Zde je příklad algoritmu v jazyce C# pro převod bodů (úseček) nalezených při 
dekompozici cesty na polygony a jejich správné vykreslení za pomoci grafické cesty, ze 
kterého je zároveň vidět, jak třída GraphicsPath funguje: 
 
var result = new VectorObjects(); 
foreach (var borders in countourList) // Objects 
{ 
    var objectBorders = new ObjectBorders(); 
    result.Add(objectBorders); 
 
    for (int k = 0; k < borders.Count; k++) // Borders 
    { 
        var border = borders[k]; 
        var hole = new GraphicsPath(); 
        var lineList = new LineList(); 
        objectBorders.Add(lineList); 
 
        for (int i = 0; i < border.Po.Length; i++) // Points 
        { 
            int j = (i + 1) % border.Po.Length; 
 
            lineList.Points.Add(border.Pt[border.Po[i]]); 
            var line = new VectorLine(border.Pt[border.Po[i]],  
         border.Pt[border.Po[j]]); 
            lineList.Add(line); 
 
            if (k == 0) 
            { 
                objectBorders.Contour.AddLine(line.Point1, line.Point2); 
            } 
            else 
            { 
                hole.AddLine(line.Point1, line.Point2); 
            } 
        } 
 
        if (k != 0) 
        { 
            objectBorders.Contour.AddPath(hole, false); 
                         
        } 
    } 
    result.GraphicsPath.AddPath(objectBorders.Contour, false); 
} 
 
V tomto algoritmu jsou kromě proměnné hole grafickými cestami také proměnné 
result.GraphicsPath a objectBorders.Contour. 
Dále je potřeba vyhledat všechny polygony volného prostoru. Toho lze dosáhnout 
tím, že vynecháme první nalezený polygon – tento polygon je čtvercem, tvořící 
nedostupnou oblast. Další polygony, které ve výše uvedeném algoritmu tvořily díry, 
v tomto případě tvoří volný prostor. Případné další překážky naopak tvoří díry ve volném 
prostoru. Zde je pouze potřeba dávat pozor na to, že tyto překážky si již s sebou nenesou 
informaci, ke kterému polygonu volného prostoru patří. Tento problém je možné opět 
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elegantně vyřešit použitím grafických cest. Pouze stačí pro jeden libovolný bod překážky 
zjistit, do které grafické cesty polygonu volného prostoru tento bod patří. 
3.3.4 Redukce počtu nalezených bodů 
Po optimalizaci mřížky obsazenosti za pomoci binární morfologie a následné vektorizaci 
je nalezeno velké množství velmi krátkých úseček aproximujících překážky, což je 
z hlediska rychlosti následujících výpočtů značný problém. Řešením je vynechání bodů 
definujících polygony překážek a volného prostoru, jež tvoří úsečky kratší než 5 pixelů. 
Takovýto bod je pak nahrazen bodem následujícím, tak vzniknou delší úsečky 
aproximující překážky a výrazně se redukuje jejich počet, čímž se následně velmi urychlí 
celý výpočet. 
U mapy z Obr. 3.4c bez redukce počtu bodů výslednou vektorovou mapu tvoří 626 
bodů, zatímco s optimalizací je těchto bodů 396. 
Nevýhodou tohoto přístupu je, že v některých místech se může měnit šířka 
nedostupné oblasti. Tento problém se bude projevovat tím méně, čím více se bude robot 
blížit k překážce, protože se naměřená data v tomto místě budou zpřesňovat. 
3.4 Analytická geometrie 
Pro řešení velké části problémů algoritmu přímkové dekompozice potřebujeme dvě 
rovnice odvoditelné za pomoci analytické geometrie. První rovnici potřebujeme ke 
spočítání průsečíku dvou linek. Druhou rovnici potřebujeme pro ověření, zda daný bod 
leží na některé z přímek. V prostředí .NET je možné zjišťovat, zda bod leží uvnitř 
polygonu, ale již není možné zjistit, zda bod leží na jeho okraji. A k tomu potřebujeme 
druhou rovnici. 
3.4.1 Průsečík dvou přímek 
Při hledání rovnice pro výpočet průsečíku vyjdeme z parametrických rovnic přímek a 
z jejich směrových vektorů. 
 
Mějme přímky AB a CD a jejich směrové vektory tedy jsou: 
𝐴𝐵⃗⃗⃗⃗  ⃗= 𝑈1 = [𝑈1𝑋; ⁡𝑈1𝑌] = [𝑋𝐵 − 𝑋𝐴; 𝑌𝐵 − 𝑌𝐴] (3.6) 
𝐶𝐷⃗⃗⃗⃗  ⃗ = 𝑈2 = [𝑈2𝑋; 𝑈2𝑌] = [𝑋𝐷 − 𝑋𝐶; 𝑌𝐷 − 𝑌𝐶] (3.7) 
A jejich parametrické rovnice: 
AB: 𝑋1 = 𝑋𝐴 + 𝑈1𝑋 ∙ 𝑠 = 𝑋𝐴 + (𝑋𝐵 − 𝑋𝐴)𝑠 
𝑌1 = 𝑌𝐴 + 𝑈1𝑌 ∙ 𝑠 = 𝑌𝐴 + (𝑌𝐵 − 𝑌𝐴)𝑠 
(3.8) 
CD: 𝑋2 = 𝑋𝐶 + 𝑈2𝑋 ∙ 𝑡 = 𝑋𝐶 + (𝑋𝐷 − 𝑋𝐶)𝑡 
𝑌2 = 𝑌𝐶 + 𝑈2𝑌 ∙ 𝑡 = 𝑌𝐶 + (𝑌𝐷 − 𝑌𝐶)𝑡 
(3.9) 
Hledáme společný bod, proto 𝑋1 = 𝑋2 a 𝑌1 = 𝑌2 z parametrických rovnic obou přímek: 
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𝑋𝐴 + (𝑋𝐵 − 𝑋𝐴)𝑠 = 𝑋𝐶 + (𝑋𝐷 − 𝑋𝐶)𝑡 (3.10) 
𝑌𝐴 + (𝑌𝐵 − 𝑌𝐴)𝑠 = 𝑌𝐶 + (𝑌𝐷 − 𝑌𝐶)𝑡 (3.11) 
Po úpravě dostáváme: 
(𝑋𝐵 − 𝑋𝐴)𝑠 − (𝑋𝐷 − 𝑋𝐶)𝑡 = 𝑋𝐶 − 𝑋𝐴 (3.12) 
(𝑌𝐵 − 𝑌𝐴)𝑠 − (𝑌𝐷 − 𝑌𝐶)𝑡 = 𝑌𝐶 − 𝑌𝐴 (3.13) 
Zavedeme substituce: 
𝑎 = 𝑋𝐵 − 𝑋𝐴 
𝑏 = 𝑋𝐷 − 𝑋𝐶 
𝑐 = 𝑋𝐶 − 𝑋𝐴 
𝑑 = 𝑌𝐵 − 𝑌𝐴 
𝑒 = 𝑌𝐷 − 𝑌𝐶 
𝑓 = 𝑌𝐶 − 𝑌𝐴 
(3.14) 
Po dosazení substitucí do rovnic (3.12) a (3.13) získáváme soustavu rovnic: 
𝑎 ∙ 𝑠 − 𝑏 ∙ 𝑡 = 𝑐 
𝑑 ∙ 𝑠 − 𝑒 ∙ 𝑠 = 𝑓 
(3.15) 
Řešením této soustavy získáváme pro parametr t výslednou rovnici: 
𝑡 =
𝑎 ∙ 𝑓 − 𝑑 ∙ 𝑐
𝑑 ∙ 𝑏 − 𝑒 ∙ 𝑎
 
(3.16) 
 
Tento parametr dosadíme zpět do parametrických rovnic (3.9) a z nich dostáváme 
souřadnice hledaného průsečíku. Pro parametr t platí tyto podmínky: 
 Pokud je jmenovatel parametru roven nule, tak se jedná o rovnoběžky a průsečík 
neexistuje. 
 Pokud parametr leží v rozsahu 0 až 1 tak se nalezený průsečík nachází uvnitř 
úsečky. 
 Pokud t = 0 anebo t = 1, pak se průsečík nachází v jednom z bodů definujících 
úsečku. 
 Pro ostatní případy je nalezený průsečík mimo úsečku což má pro naše potřeby 
stejné důsledky, jako by průsečík neexistoval. 
3.4.2 Rovnice pro ověření zda bod leží na některé z přímek 
Opět vyjdeme z parametrických rovnic přímky a z jejího směrového vektoru. 
Mějme přímku AB (3.6) a bod P: 
𝑃 = [𝑋1; 𝑌1] (3.17) 
Z parametrických rovnic přímky (3.8) nejprve vypočteme parametr s pro obě souřadnice bodu 
P: 
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𝑠𝑥 =
𝑋1 − 𝑋𝐴
𝑈1𝑋
 
𝑠𝑦 =
𝑌1 − 𝑌𝐴
𝑈1𝑌
 
(3.18) 
Výsledky dosadíme zpět do parametrických rovnic přímky (3.8): 
𝑋 = 𝑋𝐴 + 𝑈1𝑋 ∙ 𝑠𝑥 
𝑌 = 𝑌𝐴 + 𝑈1𝑌 ∙ 𝑠𝑦 
(3.19) 
Pokud bude 𝑋 = 𝑋1 a 𝑌 = 𝑌1, tak bod leží na přímce AB. 
3.5 Vyhledávání trojúhelníků 
Nejprve jsou nalezeny všechny středové body hran/úseček aproximujících jednotlivé 
překážky. Dále jsou nalezeny všechny okrajové body jednotlivých hran. Všechny tyto 
body si s sebou nesou informaci o tom, ke které hraně patří. 
V dalším kroku jsou pro každý středový bod sestaveny úsečky mezi aktuálním 
středovým bodem a okrajovými body jednotlivých hran. Následně jsou tyto úsečky brány 
jedna za druhou od nejmenší po největší, dokud aktuální úsečka neprotíná žádnou jinou 
úsečku tvořící hranu překážky, nebo již nalezeného trojúhelníka. Jakmile je takováto 
úsečka nalezena, pokusí se algoritmus z hrany, na které leží středový bod, z kterého je 
úsečka sestavena a z krajního bodu, který tvoří druhý bod aktuální úsečky, sestavit 
trojúhelníky, jehož hrany opět nesmí protínat žádnou existující úsečku tvořící hranu 
překážky, nebo již nalezeného trojúhelníka. Pokud se polygon nepodaří sestavit, 
pokračuje prohledávání dál. Při sestavování trojúhelníků je zároveň nutné kontrolovat, 
zda některá z úseček již neexistuje. Pokud již existuje, je pro sestavení trojúhelníku 
použita již existující. 
3.6 Dělení volného prostoru 
Jak již bylo naznačeno v kapitole 2.2.3.1, tímto algoritmem nemusí být nalezeny všechny 
trojúhelníky a mohou zde zůstat polygony vyššího řádu. Problémem je, jak tyto polygony 
nalézt. Zde je možné využít toho, že z vektorizace již máme informace o volném prostoru. 
Dále je potřeba, aby si každá úsečka nesla informaci o tom, v kterých polygonech je 
obsažena. Pak pro úsečku AB, z jejíž středového bodu byl vypočten nový trojúhelník, 
snadno zjistíme polygon volného prostoru, kterého je tato úsečka součástí. 
Pokud společný bod C zbývajících dvou úseček trojúhelníku náleží stejnému 
polygonu volného prostoru jako úsečka AB, tak je pomoci těchto dvou úseček polygon 
rozdělen na dva polygony v případě, že trojúhelník a polygon volného prostoru má pouze 
jednu společnou úsečku. Pokud má více společných úseček, tak je trojúhelník odečten od 
polygonu volného prostoru. 
Pokud bod C náleží polygonu díry ve volném prostoru, tak je trojúhelník odečten od 
polygonu volného prostoru a v bodě C je k němu „připojen“ polygon díry, čímž se tyto 
dva polygony spojí v jeden polygon volného prostoru. Obdobný postup platí, jestliže 
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úsečka AB náleží polygonu díry ve volném prostoru a bod C náleží polygonu volného 
prostoru. 
Tímto postupem je volný prostor postupně dělen na menší polygony, dokud nejsou 
nalezeny trojúhelníky pro všechny středové body. Polygony zbývajícího volného 
prostoru pak tvoří námi hledané polygony.  Pokud jsou tyto polygony řádu vyššího než 
tři, tak je nutné tyto polygony dále dělit na polygony nižšího stupně, tak jak bylo popsáno 
v kapitole 2.2.3.1. 
3.6.1 Průsečíky s překážkami 
Algoritmus přímkové dekompozice předpokládá, že žádná z nalezených úseček použitých 
při dělení pracovního prostoru robotu na trojúhelníky nebude protínat žádnou z ostatních 
úseček – ať už úseček aproximující překážky anebo již nalezených trojúhelníků. 
 
Obr. 3.9: problém průsečíků 
Jak se ukázalo v průběhu implementace, tato podmínka není dostačující. Jak je vidět 
na Obr. 3.9, mezi body [339, 199], [492, 200] a [552, 200] byl nalezen trojúhelník, přesto, 
že by zde být neměl. Problém spočívá v tom, že tento trojúhelník po přihlédnutí 
k okrajovým podmínkám nikde netvoří průsečík. Řešení tohoto problému spočívá 
v přidání kontroly bodů tvořících hraniční úsečky překážek. Tyto body pak nesmí ležet 
na žádné z nalezených úseček, čímž zajistíme, že se tyto úsečky nebudou překrývat. 
Prohledávání všech bodů by bylo časově mimořádně náročné, avšak jako dostačující se 
ukázalo kontrolovat pouze vybrané body, v závislosti na délce úsečky: 
 Úsečka kratší, než 10 bodů: bod ležící uprostřed 
 Úsečka kratší, než 30 bodů: bod ležící ve 25% a 75% velikosti úsečky 
 Úsečka kratší, než 60 bodů: bod ležící ve 20% a 80% velikosti úsečky 
 Pro ostatní případy: bod ležící v 10% a 90% velikosti úsečky 
3.7 Vytvoření sítě cest 
Pro vytvoření sítě cest tak jak je popsáno v kapitole 2.2.3.2 slouží třída PathPointList. 
Oproti původnímu algoritmu je zde pouze jedna drobná modifikace, která umožňuje nad 
jednou hranou trojúhelníku vygenerovat libovolný počet bodů, jejichž vzdálenost od 
začátku hrany je definována v procentech. Pro definici těchto vzdáleností a výpočet 
souřadnic bodů slouží třída LineToPointDataConverter. Tím je zajištěna případná 
možnost vytvářet složitější sítě cest. 
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3.7.1 Modifikovaná varianta přímkové dekompozice 
 
Obr. 3.10: Přímková dekompozice - rozdělení prostoru na trojúhelníky 
 
Obr. 3.11: Původní variantapřímkové dekompozice – nalezená cesta 
Největší nevýhoda původní varianty přímkové dekompozice spočívá v tom, že i když 
existuje kratší varianta cesty, tak tato varianta není v některých případech nalezena. Tento 
případ ilustruje Obr. 3.11, kdy nalezená cesta obchází celý prostor, ačkoliv je evidentní, 
že existuje kratší varianta úhlopříčně mezi překážkami. 
Tato nevýhoda vyplývá z toho, že algoritmus vyhledává cestu pouze přes středy hran 
trojúhelníků, čímž se snaží nacházet cestu v co jak největší vzdálenosti od jednotlivých 
překážek. Jak je vysvětleno v kapitole 2.2.2, tak vést cestu co jak nejblíže překážkám také 
není dobré. Proto jsem oba přístupy zkombinoval, tak že jednotlivé vrcholy sítě 
nevznikají jenom na středu hran trojúhelníků, ale také na 20% a 80% vzdálenosti hrany 
trojúhelníku. Jednotlivé hrany sítě pak vznikají opět propojením jednotlivých vrcholů 
uvnitř jednotlivých trojúhelníků.  
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Obr. 3.12: Modifikovaná varianta přímkové dekompozice – nalezená cesta 
Jak je vidět na Obr. 3.12 modifikovanou variantou sice nezískáme úplně optimální 
cestu, ale nalezená cesta je v tomto případě lepší a kratší, než v originální variantě a 
přitom si robot stále udržuje určitý odstup od okrajů překážek. Nalezení více 
optimalizované cesty není pomoci tohoto algoritmu možné, což je způsobena hledáním 
cesty přes trojúhelníky a v rámci tohoto algoritmu se s ní nedá již nic dělat. Problémem 
této úpravy je její podstatně větší náročnost na výpočet výsledné cesty z důvodů podstatně 
většího množství hran výsledné sítě. 
3.8 A* algoritmus 
Algoritmus A* je implementován ve čtyřech třídách. Třída Path řeší samotný výpočet 
výsledné cesty (viz. kapitola 2.3). Třída PathItem ve svém konstruktoru na základě 
aktuální úsečky a předchozího bodu najde následující bod. Tento bod a úsečku pak 
uchovává pro další výpočet. 
Třída PriorityQueue implementující prioritní frontu je zděděna ze třídy List, což je 
v podstatě pole předem neznámé velikosti, které má velmi jednoduše vyřešeno vkládání 
a mazání jednotlivých prvků za pomocí metod Add(T item), Remove(T item) a Clear(). 
Zde jsem pouze nahradil původní metodu Add, svojí implementací řešící řazení a dále 
jsem přidal metodu Dequeue(), která vrací nejkratší cestu a tuto cestu odebere z fronty. 
Třída PathList reprezentující cestu je opět zděděna ze třídy List. Metoda Add je zde 
nahrazena mojí implementací řešící výpočet stávající délky cesty. Jestliže je potřeba vrátit 
celkovou délku cesty od počátku do cíle (vlastnost Size), tak je k vypočtené stávající 
délce přičtena Heuristická funkce posledního bodu. Dále je zde přidána metoda Clone(), 
která vytvoří kopii stávající cesty. 
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3.9 Paralelní zpracování 
Algoritmus přímkové dekompozice při svém běhu generuje veliké množství neustále se 
opakujících operací. To je situace, kterou je obvykle možné relativně jednoduše převést 
na paralelní zpracování. 
Jak již bylo naznačeno výše, algoritmus jako celek je možné rozdělit na čtyři části. 
Z těchto čtyř částí je nejjednodušší paralelizovat vytvoření sítě cest. Druhou část (dělení 
pracovního prostoru na trojúhelníky) je možné paralelizovat jen částečně a čtvrtou část 
(Nalezení výsledné cesty) není možné paralelizovat vůbec. 
3.9.1 Dělení pracovního prostoru na trojúhelníky 
Zde je možné paralelizovat pouze výpočet úseček spojujících střed úsečky aproximující 
překážku s okrajovými body ostatních úseček aproximujících překážky a následnou 
kontrolu průsečíků těchto úseček. Hledání samotného trojúhelníku již není možné 
paralelizovat. Jakýkoliv pokus o paralelizaci skončí na tom, že je pokaždé nalezen jiný 
výsledek – jinak rozdělený pracovní prostor. To by v konečném důsledku vedlo k 
nežádoucí oscilaci robota. Příčina tohoto problému je dána tím, že když je v pracovním 
prostotu robota nalezen některý z trojúhelníků, tak stejným místem není možné vést jiný 
trojúhelník. Z toho vyplývá, že při dělení pracovního prostoru na trojúhelníky záleží na 
pořadí, ve kterém jsou jednotlivé trojúhelníky nacházeny. Aby nevznikl problém 
s oscilacemi robota, tak je nutné zajistit, aby výpočet probíhal vždy ve stejném pořadí, 
což u paralelního zpracování zajistit nelze. 
3.9.2 Přímková dekompozice jako celek 
Naopak je možné využít rozdělení algoritmu jako celku na čtyři části a využít faktu, že 
při reálném nasazení bude potřeba všechny části provádět za sebou neustále dokola. Za 
těchto předpokladů je velmi snadné vymyslet hned několik způsobů jak celou úlohu 
převést do více vláken. 
3.10 Optimalizace 
Nejvýznamnějšího zrychlení dosáhneme, když si uvědomíme, že pro každou 
aproximující úsečku známe, ke kterému polygonu volného prostoru tato úsečka patří. Pak 
již stačí, aby se vyhledávání trojúhelníků provádělo pouze v rámci tohoto polygonu a jeho 
děr. Tímto postupem je možné celý algoritmus zrychlit zhruba 30-ti násobně (v závislosti 
na složitosti mapy) – testováno na mapě z Obr. 3.4a, pro niž výpočet původně trval cca. 
20s a po optimalizaci se doba výpočtu zkrátila na cca. 0.6s. 
Dále bych zde chtěl uvést několik méně známých faktů o jazycích rodiny .NET, které 
ovšem při správném využití vedou k velkému nárůstu výkonu výsledné aplikace. 
V případě vyhledávání trojúhelníků se správným využitím těchto faktů dosáhlo zhruba 
trojnásobného zrychlení výpočtů. 
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3.10.1 Datový typ struktura 
V jazycích rodiny .NET existují dvě skupiny datových typů: hodnotové (struktury) a 
referenční (třídy). Rozdíl mezi oběma skupinami je v tom, jak jsou uloženy v paměti 
počítače. U proměnné referenčního typu je hodnota této proměnné, která je alokována 
v zásobníku pouze odkazem na objekt, který se nachází v jiné části paměti. Z toho vyplývá 
nutnost při vytváření tohoto typu alokovat paměť na několika různých místech v paměti, 
což vyžaduje strojový čas navíc. Naopak u hodnotových typů je jejich hodnota uložena 
přímo na zásobníku, takže se paměť alokuje pouze jednou. To má za následek vyšší 
rychlost a také prakticky nulovou režii běhového prostředí. 
Použití datového typu struktura je tedy vhodné pro menší objekty, jako je například 
v našem případě úsečka. Obzvláště výhodné je použití struktur u malých objektů, kterých 
za běhu vzniká veliké množství, a proto je žádoucí, aby práce s nimi byla co jak 
nejrychlejší. Ovšem je potřeba pamatovat na to, že struktura nepodporuje dědičnost a její 
hodnota není předávána odkazem, s čehož vyplývají další omezení, která již jsou nad 
rámec tohoto textu. 
V algoritmu přímkové dekompozice se datového typu struktura využívá například 
při výpočtu trojúhelníků, kde vzniká veliké množství úseček, a ve výsledku je většina 
těchto úseček zahozena. Ze zbývajících úseček pak již vznikají úsečky referenčního typu 
(třídy), protože pro další zpracování je nutné si pro každou úsečku pamatovat veliké 
množství informací a jelikož spousta dalších objektů obsahuje odkazy na tuto úsečku. 
Interně se ale ve třídě typu úsečka stále všechny výpočty provádějí nad původní 
strukturou typu úsečka. 
3.10.2 Zkrácené vyhodnocení podmínky 
Jestliže je v jazyce C# uvedeno v rámci jedné podmínky více pod-podmínek jsou tyto 
pod-podmínky vyhodnocovány tak dlouho, dokud není zřejmá celková platnost, nebo 
naopak neplatnost celé podmínky. Vyhodnocování pod-podmínek je závislé na 
operátorech, které jsou mezi nimi. Tato vlastnost ovšem není obecně platná pro všechny 
jazyky rodiny .NET. 
Podmínky s operátorem OR jsou vyhodnocovány tak dlouho, dokud některá z pod-
podmínek nenabývá hodnoty true, nebo dokud není vyhodnocena celá podmínka. Naopak 
u operátoru AND se podmínka vyhodnocuje tak dlouho, dokud některá z pod-podmínek 
nenabývá hodnoty false, nebo dokud není vyhodnocena celá podmínka. 
bool resultA = true, resultB = false; 
if (resultA || resultB) 
{ 
    ... 
} 
V tomto kódu se zpracuje pouze pod-podmínka resultA. Jelikož tato pod-podmínka 
je true, je výsledek celého výrazu vyhodnocen jako true. Z toho vyplývá, že pod-
podmínka resultB se již nevyhodnocuje. 
bool resultA = false, resultB = true; 
if (resultA && resultB) 
{ 
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    ... 
} 
V tomto kódu se opět zpracuje pouze pod-podmínka resultA. Výsledek celého 
výrazu je false, pod-podmínka resultB se nevyhodnocuje. 
3.10.2.1 Vliv na výkon 
Vliv na celkový výkon aplikace ukážu na následujících dvou úryvcích kódu: 
 
Neoptimální kód 
bool l1Intersection = _draw.IsIntersection(l1); 
bool l2Intersection = _draw.IsIntersection(l2); 
bool l1Visibility = _draw.CheckVisibility(l1.CenterPoint); 
bool l2Visibility = _draw.CheckVisibility(l2.CenterPoint); 
if (l1Intersection || l1Visibility || l2Intersection || l2Visibility) 
{ 
    ... 
} 
 
Optimální kód 
bool l1Intersection, l2Intersection = false, l1Visibility = false, l2Visibility = 
false; 
if ((l1Intersection = _draw.IsIntersection(l1)) || 
    (l2Intersection = _draw.IsIntersection(l2)) || 
    (l1Visibility = _draw.CheckVisibility(l1.CenterPoint)) || 
    (l2Visibility = _draw.CheckVisibility(l2.CenterPoint))) 
{ 
    ... 
} 
 
V prvním případě se nejprve vypočtou výsledky všech proměnných a tyto se pak 
vyhodnocují. Zatímco v druhém případě se nejprve vypočte výsledek první proměnné, 
pokud je výsledkem true, tak je výsledkem celé podmínky true a další proměnné se již 
nepočítají. V opačném případě se pokračuje druhou proměnnou, a tak dále. 
V případě, že výsledek první proměnné bude ve většině případů true, tak výsledné 
zvýšení výkonu druhého kódu obzvláště při častém opakování může být až 
několikanásobné. Zároveň je potřeba, vzhledem k četnosti výsledků, zvážit i náročnost 
výpočtu jednotlivých pod-podmínek. 
3.10.3 Nespolehlivý kód 
Pod pojmem nespolehlivý kód (unsafe) rozumíme v jazyce C#, takový kód, který 
umožňuje přistupovat do paměti za pomoci ukazatelů, podobně jako v jazyce C++. Tento 
způsob programovaní je standardně zakázán a pro každý projekt je nejprve nutné jej 
explicitně povolit. Pokud použijeme ukazatele, tak se zbavíme prakticky veškeré režie 
prostředí pro přístup do paměti a výsledný kód se pak provádí rychleji. Ovšem přicházíme 
tím o jednoduchost jazyka C#. 
V praxi se jazyce C# používají ukazatele ve dvou případech: 
 Pokud potřebujeme pracovat s rozsáhlými poli, nebo maticemi 
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 Pokud potřebujeme přímo přistupovat k datům v bitmapě 
Jestliže potřebujeme přistupovat pomoci ukazatelů k maticím, tak je potřeba dát si 
pozor na to, že matice jsou v paměti uloženy jinak, než bitmapa. U bitmapy jsou 
standardně jednotlivé pixely uloženy po řádcích. Index pro přístup k první barvě pixelu 
(červená) se vypočte jako (x*3 + y*bmpData.Stride), pro zelenou se pak k tomuto indexu 
přičte +1 a pro modrou +2. Naproti tomu v matici jsou data uloženy po sloupcích, což 
znamená, že index pro přístup k požadovanému prvku se vypočte jako (heigth*x + y). 
Část kódu, ve které budou použity ukazatele, musí být uvozena klíčovým slovem 
unsafe a to buď v deklaraci metody anebo může být tímto klíčovým slovem označena 
konkrétní oblast v těle metody, ve které budou ukazatele používány 
Pro převod pole/matice na ukazatel se používá klíčové slovo fixed: 
fixed (bool* matrixPtr = matrix) 
{ 
... 
} 
Klíčové slovo v tomto příkladu překladači říká, že s proměnnou matrix pracujeme 
za pomoci ukazatelů, a proto běhové prostředí nesmí pole/matici reprezentované touto 
proměnnou po celou dobu vykonávání bloku přesunout na jiné místo v paměti. 
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4. OVLÁDÁNÍ PROGRAMU 
Program pro simulaci algoritmu přímkové dekompozice pracuje z již vypočtenými 
mřížkami obsazenosti v podobě černobílého obrázku ve formátu BMP a nebo PNG. 
Obrázek mřížky obsazenosti je možné načíst pomoci tlačítka . Následně je potřeba 
ručně určit počáteční a koncovou pozici robota za pomoci tlačítek  a . Pomoci 
textového pole Distance je také možné zvolit šířku nedostupné oblasti. Následně se 
pomoci tlačítka   provede vektorizace a volný prostor se rozdělí na trojúhelníky, 
pomoci nichž je vypočtena výsledná cesta. Výpočet výsledné cesty se provede tlačítkem 
 v případě základní varianty. Výpočet modifikované varianty se provede za pomoci 
tlačítka . Všechna tyto tlačítka se nacházejí v toolbaru v horní části okna, jak je vidět 
na Obr. 4.1. Ve spodní části okna se pak nachází informační řádek, kde jsou uvedeny časy 
výpočtů jednotlivých částí algoritmů. 
 
Obr. 4.1: Okno programu pro výpočet trojúhelníkové dekompozice 
Druhým programem je program pro testování vektorizace. Zde je pomoci tlačítka 
Open možné načíst obrázek již vypočtené mřížky obsazenosti. Po načtení obrázku se nad 
touto bitmapou provede vektorizace a výsledek se zobrazí uvnitř okna. Pomoci přepínače 
Show fill je možné povolit/zakázat vyplnění nalezených překážek. Přepínač Simplify 
povolí/zakáže optimalizaci vyprahované mřížky obsazenost za pomoci binární 
matematické morfologie. Poslední možností je Min. line size, která povolí/zakáže 
zjednodušování pomoci vypuštění úseček kratších, než pět bodů. Ve spodní části okna je 
pak vidět čas výpočtu a výsledný počet bodů. Okno programu se nachází na Obr. 4.2. 
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Obr. 4.2: Okno programu pro testování vektorizace 
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5. VÝSLEDKY 
Na následujících dvou obrázcích jsou vidět výsledky implementace algoritmu přímkové 
dekompozice pro dvě mřížky obsazenosti simulující reálné prostředí robota včetně chyb 
měření vznikáních z důvodů nedokonalosti senzorů. Tyto testovací mřížky obsazenosti a 
ještě tří další jsou na přiloženém CD. 
V případě výsledků z Obr. 5.1 bylo nalezeno 396 bodů, výpočet vektorizace trval 
0,36s a výpočet segmentace prostoru na trojúhelníky trval 0,65s. Následný výpočet 
výsledné cesty pomoci základní varianty trval 0,03s a pomoci modifikované varianty pak 
9,9s. Zde je z výsledného času výpočtu cesty pomoci modifikované varianty nejlépe vidět 
výpočetní složitost této varianty v kombinaci se situací, kdy algoritmus A* musí v části 
stavového prostoru vyhledávat cestu tak, že se vzdaluje od cílového bodu, což jak již bylo 
řečeno, zvětšuje složitost vyhledávání výsledné cesty. 
 
Obr. 5.1: a) Segmantace na trojúhelníky b) Síť cest a nalezená cesta (základní varianta) c) Síť cest a nalezená cesta 
(modifikovaná varianta) 
V případě výsledků na Obr. 5.2 bylo nalezeno 130 bodů, výpočet vektorizace trval 
0,32s a výpočet segmentace prostoru na trojúhelníky trval 0,12s. Následný výpočet 
výsledné cesty pomoci základní varianty trval 0,003s a pomoci modifikované varianty 
pak 0,6s. Zde je vidět výhoda modifikované varianty, kdy je nalezena výrazně kratší cesta, 
než u základní varianty. 
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Obr. 5.2: a) Segmantace na trojúhelníky b) Síť cest a nalezená cesta (základní varianta) c) Síť cest a nalezená cesta 
(modifikovaná varianta) 
Na tomto místě je třeba zmínit, že výsledná nalezená cesta není použitelná pro 
reálného robota. Důvodem je požadavek reálných robotů na výslednou cestu bez ostrých 
hran, což zde není splněno. Pro splnění tohoto požadavku by bylo nutné implementovat 
další algoritmus, který by nad nalezenou cestou vypočetl její aproximaci za pomocí 
křivek opět s přihlédnutím k rozměrům robota. 
 
Obr. 5.3: Závislot času výpočtu segmentace prostoru na trojúhelníky na počtu bodů 
Z grafu na Obr. 5.3 je pak vidět rychle rostoucí složitost algoritmu segmentace 
pracovního prostoru na trojúhelníky při zvětšujícím se počtu bodů. Složitost tohoto 
algoritmu u menšího počtu bodů závisí především na tvaru a počtu polygonů 
aproximujících překážky (první tři body) což je dáno vyhledáváním trojúhelníků pouze 
v rámci polygonů volného prostoru. Se zvyšujícím se počtem bodů pak již převládá 
závislost na počtu bodů. 
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6. ZÁVĚR 
Cílem práce bylo vytvořit algoritmus pro automatické vyhledání cesty ve 2D bludišti, 
které je zadáno formou mřížek obsazenosti. Z velkého množství algoritmů jsem vybral 
algoritmus přímkové dekompozice pro jeho dobré výsledky. Výstupem tohoto algoritmu 
je síť potencionálních cest. Proto bylo nutné tento algoritmus doplnit o algoritmus A*, 
který z vypočtené sítě cest nalezne nejkratší cestu k cíli. 
Základem pro použití algoritmu přímkové dekompozice je aproximace překážek 
pomocí polygonů – vektorizace. Zde je nejprve nutné vstupní mřížku obsazenosti 
optimalizovat, což je velmi snadno řešitelné za pomoci binární matematické morfologie. 
Pro samotnou vektorizaci je pak použit upravený algoritmus Potrace. 
Po implementaci převodu překážek na polygony bylo nutné implementovat dělení 
volného prostoru na trojúhelníky. Prvotní implementace tohoto algoritmu byla velmi 
náročná, protože se při sestavování polygonů prohledával stavový prostor všech hran 
aproximujících jednotlivé překážky metodou každý s každým, dokud nebylo pro danou 
hranu překážky nalezeno řešení a také z důvodů kontroly na existenci průsečíků úseček 
vůči všem existujícím úsečkám ve stavovém prostoru. Proto bylo nutné nalézt způsob jak 
prohledávaný stavový prostor průběžně zmenšovat. Výsledným řešením je udržovat 
v paměti polygony nerozděleného volného prostoru, prohledávaný stavový prostor pak 
tvoří jeden konkrétní polygon nerozděleného volného prostoru. Tím se celý algoritmus 
velmi zrychlil a zároveň se tím vyřešil problém jak nacházet zbývající polygony volného 
prostoru, které není možné rozdělit na trojúhelníky použitím alespoň jedné hrany 
polygonu aproximující překážky, jak vyžaduje algoritmus přímkové dekompozice. 
Také se podařilo zoptimalizovat výslednou nalezenou cestu, díky přidání většího 
množství bodů, přes které je výsledná cesta hledána, což ale logicky vede na zvětšení 
náročnosti výpočtu výsledné cesty. 
Celkově se tento algoritmus ukázal jako zcela funkční i když pro navigaci robota by 
bylo ještě nutné implementovat aproximaci nalezené cesty pomoci křivek. 
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Seznam příloh 
Příloha 1: CD (zdrojové soubory programu pro simulaci algoritmu přímkové 
dekompozice a programu pro testování vektorizace, testovací mřížky obsazenosti) 
 
