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ABSTRACT 
A new graph model is presented to study the row annihilation and row ordering 
problems in the QR decomposition of sparse matrices using Givens rotations. The 
graph-theoretic results obtained can be used to derive good row orderings for certain 
column orderings, such as width-l and width-2 nested dissection orderings. This model 
is different from the bipartite-graph model introduced in [6]. We refer to the new 
model as implicit because the rows are not represented explicitly by nodes, in contrast 
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to the bipartite-graph model, where the rows are represented by nodes in a bipartite 
graph. 
1. INTRODUCTION 
In [6], we presented a model which uses bipartite graphs to study the 
problem of ordering the rows in the QR decomposition of a sparse m x n 
(m 2 n) matrix A using Givens transformations. Based on this bipartite-graph 
model, we showed that good row orderings can be obtained for both the 
conventional (width-l) nested-dissection and the so-called width-2 nested- 
dissection column orderings. The model is explicit in the sense that the rows 
of the original matrix A are represented by nodes in a bipartite graph. 
Furthermore, the bipartite-graph model describes the reduction of the matrix 
to upper trapezoidal form in a column-bycolumn manner [6]. 
In this paper, we introduce another graph model to study the row-order- 
ing problem. This new model is implicit, since the original matrix A is not 
explicitly represented. The model is obtained by considering the matrix ArA 
and is based on a graph model for the Cholesky decomposition of sparse 
symmetric positive definite matrices. The implicit graph model describes the 
sequence of upper triangular matrices obtained in the QR decomposition of 
A using Givens transformations, when A is reduced to upper trapezoidal form 
in a row-by-row manner. The main advantages of the implicit scheme are that 
it models the way in which the sparse matrix A is actually reduced to upper 
trapezoidal form and it provides a mechanism to study the row-ordering 
problem in a natural manner. Using this model, we can also show that good 
row orderings can be obtained for both width-l and width-2 nested-dissection 
column orderings, just as was shown in [6]. 
An outline of this paper is as follows. In Section 2, we review the use of 
Givens transformations in the QR decomposition of sparse matrices and 
provide some basic results. The implicit graph model is then introduced in 
Section 3, along with some graph-theoretic results. In Section 4, we examine 
the various row-ordering strategies for width-l and width-2 nested-dissection 
column orderings. Finally, some concluding remarks are provided in Sec- 
tion 5. 
Some of the results presented in Sections 2 and 3 appear in [8] using 
matrix notation. 
We assume that the reader is familiar with the basic graph-theoretic 
terminology used in the analysis of sparse matrix computations, such as 
symmetric graphs of symmetric matrices, adjacent sets, separators, and the 
notion of reachability [5]. 
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2. SPARSE QR DECOMPOSITION USING 
GIVENS TRANSFORMATIONS 
Let x and y be two sparse row vectors, and suppose xi and yi are both 
nonzero. Then one can annihilate yi by constructing a Givens transformation 
(or rotation) using xi and yi, and applying this transformation to both r and 
y. Denote the transformed vectors by ? and ij. Assuming exact cancellation 
does not occur, the structure of each of 2 and y is the union of the structures 
of x and y (except that yi is now zero). Following [8], X, and x are referred 
to as the pivot element and pivot row respectively. Furthermore, we define 
the cost of such an operation to be the number of nonzeros in the trans- 
formed pivot row X. Note that the actual number of multiplicative operations 
required in such a transformation is roughly a multiple of the cost defined 
above. 
Consider an m x n sparse matrix A, with m > n. We denote the kth row 
of A by ak and its elements by af, 1 Q j < n. Assume A has full column rank, 
and denote its QR decomposition by 
where Q is an m x m orthogonal matrix and R is an n x n upper triangular 
matrix. One way of obtaining such a decomposition is to apply Givens 
transformations to the rows of A [1,3]. More precisely, we generate a 
sequence of n X n upper triangular matrices 
{ R’, R', R2,. . . , R”’ } , 
where R” = 0 is the n X n zero matrix, and for k = 1 2 > ,**., m, Rk is 
obtained from R k- ’ by rotating in a k using Givens transformations. That is, 
the diagonal elements and the corresponding rows of Rk- ’ are used as pivot 
elements and pivot rows to annihilate the nonzeros in ak. Note that this may 
introduce fill-in in both Rk-’ and ak, even though the fill-in in ak will 
eventually be annihilated. When all the nonzeros, including any fill-in, in ak 
are annihilated, ak is said to be annihilated. Since the pivot elements are 
chosen from the diagonal of RkP ‘, some of them may be zero. However, it is 
clear from the annihilation process that if any diagonal element of Rk- ’ is 
zero, then the corresponding row must be entirely zero. Thus, for zero pivot 
element, the effect of rotating in ak is to transfer the entire row uk into row k 
of RkP1. Note that R = R”. 
An example illustrating the transformation process is given in Figure 1. 
Nonzero elements of Rk- ’ and ak are denoted by X , nonzeros (fill-in) 
206 ALAN GEORGE, JOSEPH LIU, AND ESMOND NG 
1~‘: ‘- _ 
i 
\ 







B&w rottrtion After rottrtion 
FIG. 1. An example illustrating the annihilation process. 
introduced into Rk and ak due to the annihilation process are denoted by + , 
and all elements involved in the transformation are circled. Of course ele- 
ments in a k denoted by @ are ultimately annihilated. 
The ascending sequence of row indices involved in the elimination of ak 
is referred to as its rotation sequence, and we denote it by Ek = 
{‘$&.., <,“, 1. (In PI, th e rotation sequence is called the annihilation 
sequence.) Here pk is the length of Ek. In Figure 1, Ek = { 1,2,3,5} and its 
length is 4. Clearly 1~ (5 < n for 1 Q j < pk. 
Note that the rotation sequence terminates for one of two reasons: 
(I) Row t,“, of Rk has no offdiagonal nonzeros, as in the example of 
Figure 1. 
(2) Row t,“, of Ilk- ’ is empty. Hence the row being annihilated can be 
transferred into row .$,“, of Rk-‘. 
In case (l), the rotation sequence is said to be maximal. When m B n, 
rotation sequences will tend to be maximal. Hence, throughout the discussion 
in this paper, it is convenient to assume that each rotation sequence is 
maximal. 
Note that the number of rotations required to annihilate row ak is exactly 
pk. Let M be a matrix. We denote row p of M by M,, and the number of 
nonzeros in M,, by IMP. 1. Now, using the definition of the cost of 
annihilating a nonzero, the cost of annihilating row ak is therefore 
That is, the cost depends on the structure of Rk, which depends on the 
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structures of Rk- ’ and ak. In other words, the cost depends on the structures 
of the first k rows of A. Note that if the rotation of a row into Rkp ’ simply 
amounts to transferring it into R k-1, the cost of such an operation, according 
to (2.1), is also given by the number of nonzeros in the given row. We adopt 
this definition for simplicity, and because in most cases time proportional to 
the number of nonzeros in the row will be expended, even if it is not done in 
performing arithmetic, 
The discussion above shows that the cost of annihilating the rows of A 
depends on the order in which they are processed. It is also well known that 
the sparsity of the final upper triangular matrix R (or R”‘) depends only on 
the ordering of the columns of A [3]. Th us, for efficient implementation 
of the annihilating process, it is desirable to find column and row orderings so 
that R is sparse and the cost of computing it is small. 
3. AN IMPLICIT GRAPH MODEL FOR ROW ANNIHILATION AND 
SOME BASIC RESULTS 
Recall from Section 2 that the cost of annihilating a row, say ak, depends 
on the structures of ak and Rk-‘. (Implicitly the cost depends on the 
structures of the first k rows of A or the row ordering of A.) It is therefore 
desirable for a model for studying the row-annihilation process and the 
row-ordering problem to possess the following characteristics: 
(1) It models the structures of the sequence of upper triangular matrices 
R’, R’,..., Rm-‘, R”. 
(2) It provides a way to simulate the process of rotating a row, say ak, 
into Rkpl. 
Note that the sequence {R’, R’, R2,. . . , Rm-l, R” } effectively “approaches” 
R. Since 
ArA=(Rr o)QrQ( “0) = RrR> 
R is mathematically the Cholesky factor of the symmetric positive definite 
matrix ArA (apart from possible sign differences in some rows). Thus a useful 
model for studying the row-annihilation and row-ordering problems would be 
one that eventually “converges” to a model for sparse Cholesky decomposi- 
tion. By way of preparation, we will first review briefly a graph model for 
sparse Cholesky factorization. In the following discussion, if M is a matrix, 
Mij denotes the (i, j) element of M, and IMI denotes the number of nonzeros 
in M. Also ISI denotes the number of elements in S if S is a set. 
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Let B be an n X n sparse symmetric positive definite matrix. The 
symmetric graph (or simply graph) of B, denoted by G(B) = (X(B), E(B)), is 
alabeledundirectedgraphwithX(B)={x,,x,,...,x,}and{xi,xj}EE(B) 
if and only if Bij z 0 for i z j. Here xi is the node having label i. Sparse 
Cholesky decomposition can be described using the graph of B [5]. 
Let S be a subset of X(B). A node y E X(B) - S is said to be reachable 
jknn x E X(B) - S through S if there is a path (x, or, va,. . . , ol, y) from x to 
y in G(B) with ui E S for 1 Q i < 1. Note that S may be empty and 1 may be 
zero. The set of nodes that are reachable from x through S, denoted by 
Reacho(a)(x, S), is called the reachable set of x through S. 
Let R be the Cholesky factor of B. Lemma 3.1 tells us exactly where fill-in 
will occur during the sparse Cholesky decomposition of the matrix B, in terms 
of its graph [5,11]. 
LEMMA~.~. LetSi={x,,x, ,..., xi_l}. Thenfir j>i, Rij#O ifund 
only if xi E Reach,(,,(xi, Si). 
Consequently the number of offdiagonal nonzeros in R is 
IRI= 5 IReachq,,(xi,Si)/. 
i=l 
Suppose P is any n X n permutation matrix. Let B = P*BP, and denote 
the symmetric graph of i by G(B) = (X(B), E( 8)). Let X( 3) = 
{X1,35 2”“’ 2, }, where Xi is the node having label i in G(B). The structures 
of G(B) and G(B) are identical, but their labelings are different. 
Let Ti be the Cholesky factor of 3. Then the number of off-diagonal 
nonzeros in R is 
[RI= i IReach,(B,(?i,Si)I, 
i=l 
where Sif {X1, 2, ,..., ri_r}. Clearly IRI and ]E] are in general different. 
That is, IRI depends on the labeling of the nodes (or the symmetric ordering 
of the rows and columns of B). Hence the problem of finding a “good” 
permutation for a sparse symmetric positive definite matrix B can be stated 
as follows. Given the graph G(_B) of B, relabel the nodes of G(B) so that the 
reachable sets Reach,(B,( X Si) are small. A thorough treatment of this i, 
problem can be found in [5]. 
Now we describe an implicit graph model for studying the row-transfor- 
mation and the row-ordering problems. For each row u k of A, define an 
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n X n symmetric matrix Y k = (~~)~(a k). Note that Yi5 # 0 if and only if uf 
and ai are both nonzero. Thus, some of the columns and rows of Y k may be 
null; they correspond to zeros in uk. In fact, if all the null columns and null 
rows are deleted from Y k, what is left is a dense square matrix whose order is 
the same as the number of nonzeros in uk. 
The row graph of uk, denoted by Gk = ( xk, z k), is a labeled undirected 
graph with xk= {~~lu:#O} and ck= {{xi,xj} Ix~,x~Ex~}. Hencetherow 
graph of any row of A is a complete graph, and it is the symmetric graph of 
the dense submatrix in Y k. The row graph C#B~ of a k will sometimes be called 
the graph of Y k. An example is given in Figure 2. 
Recall that the cost of annihilating uk depends on the structures of the 
first k rows of A, so it is helpful to consider the k-by-n matrix Ak which is 






X x x 
X X X 
x x 
i x X 
FIG. 2. The sequence of row graphs of a lo-by-7 matrix. 
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‘al\ 
Ak = a.2 . 
,ask, 
The upper triangular matrix Rk is obtained by annihilating the rows of Ak 
using rotations. We will assume that exact cancellation does not occur and all 
rotation sequences are maximal. Let Bk denote the n x n symmetric matrix 
( Ak)T( Ak). Note that 
‘al’ 
Bk=( (al)’ (a2)’ . . . (ak)T) a12 = 
That is, the symmetric matrix Bk is the sum of k sparse matrices, each of 
i (a’)‘(a’)= 5 Y’. 
I=1 I=1 
which contains a dense submatrix. Lemma 3.2 follows directly from the 
definition of Bk. 
LEMMA 3.2. Assume exact cancellation does not occur. Then Bt”j z 0 if 
and only if ai # 0 and ai # 0 for some 1~ k. 
Note that there may be some null columns in the matrix Ak. Thus as in 
the case of Y I, Bk may be structurally singular, since row 1 and column I of 
Bk are null whenever column 1 of Ak is null. 
Define a labeled undirected graph G k = (X k, E k, as follows. Let 
and 
Ek= {{xi,xj}lBI;#O}. 
The sequence of Gk corresponding to the example given in Figure 2 is shown 
in Figure 3. Let bk be the submatrix obtained from B k by deleting all the 
null rows and null columns. Then Gk is the symmetric graph of 8”. If the 
non-null columns of Ak are linearly independent, then hk is symmetric and 
positive definite. 







c&d x2 x3 x.5 x4 
FIG. 3. The sequence of Gk for the matrix shown in Figure 2. 
With this framework, it follows that Gk can be defined using the row 
graphs of ur, a’,..., and uk, which we state as a lemma. 
LEMMA 3.3. Gk =UF=r +‘. That is, Xk =I_),“=, XI and Ek =Uf=, cl. 
Proof. 
Gk, 
Suppose xi, x j E X k and { xi, r j } E E k. Then by the definition of 
I?: # 0. Applying Lemma 3.2, there must exist some Z< k such that 
a f f 0 and u: # 0. Hence by the definition of row graphs, xi, x j E xr and 
{xxi, Xj} E El. 
On the other hand, if xi, xj E X’ and {xi, xj} E e’, for 1~ k, then uf and 
uf are both nonzero. Lemma 3.2 and the definition of Gk immediately imply 
that xi, xi E Xk and {xi, xi} E Ek. n 
Notethatwhenk=mwehaveB”‘=(A”)T(A”)=ATA,andG”’=U;‘~,~r 
becomes the graph of ATA. Thus, assuming exact cancellation does not occur, 
the nonzero structure of the Cholesky factor R”’ (or R) of the symmetric 
positive definite matrix A*A can be obtained from G “I using Lemma 3.1. Also 
note that relabeling the nodes of G” (i.e., reordering the rows and columns of 
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B “) is the same as reordering the columns of A, since 
PTB”P = PTATAP = (AP)~(AP). 
What is the structure of Rk when k < m? Note that Bk may be structur- 
ally singular, since it may have null columns and null rows. But as we have 
pointed out earlier, any null columns and null rows in Bk must correspond to 
null columns and null rows in Rk. In fact if fik is the submatrix obtained from 
Rk by deleting those null columns and null rows, then fik is structurally the 
Cholesky factor of hk, assuming all rotation sequences are maximal. Thus, 
apart from the null columns and null rows in Rk, the nonzero structure of Rk 
can be determined from Gk using Lemma 3.1. Here instead of using Si, we 
have Sk which includes only those nodes that are actually in Gk. This is 
summarized in the following lemma, which is a generalization of Lemma 3.1. 
LEMMA 3.4. Assume exact cancellation does not occur and all rotation 
sequences are maximal. Then for j > i, RFi # 0 if and only if xi, xi E Xk and 
xi E Reach&xi, Sk), where S,? = { xI E Xk 11~ i}. 
Thus the structures of the upper triangular matrices R’, R2,. . . , R” can be 
determined by applying Lemma 3.4 to the sequence of graphs G’, G2,. . . , G”. 
It is important to note that our discussion and Lemmas 3.1 and 3.4 assume 
that we are working with Bk and that exact cancellation does not occur 
during the computation. Furthermore all rotation sequences are assumed to 
be maximal. The structure of Rk, k = 12 9 ,..., m, determined under these 
assumptions only represents the worst-case situation. This is illustrated by two 
examples in Figures 4 and 5. If m > n, there is likely to be more maximal 
rotation sequences than nonmaximal ones. Thus in this case the actual 
structure of R should be close to that predicted by Lemma 3.1. Experience 
shows that this is indeed the case [lo]. Furthermore, the model presented 
here predicts exactly the structures of some of the triangular matrices, 
including R, for some important classes of problems [lo]. 
We now consider the graph Gk in more detail. By Lemma 3.3, we have 
Thus from the graph-theory point of view, annihilating a row is equivalent to 
merging the row graph +k with the existing graph G k- ’ of Bk- ’ and 
applying Lemma 3.4 to Gk. Lemma 3.5 relates the rotation sequence we 
A3= 
B3 = 
x x x 
x x x x 
x x x 
X X 
X 
x x x \ 
x x x 
Expected structure of R3 = x x 
X 
I X 
Actual structure of R” = 
x x x 
X X 
X 
FIG. 4. Difference between the expected and the actual structures of R” for 
k = 3. 
‘x x x x x\ 
X 




Expected structure of R = 
X 
Actual structure of R = 
\ 





FIG. 5. Another example illustrating the difference between the expected and the 
actual structures of R. 
x x x x x’ 
x x x x x 
x x x x x 
x x x x x 
x x x x x, 
x x x x\ 
x x x x 
x x x 
x x 
xl 
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introduced in Section 2 to our graph model. It also shows that the rotation 
sequence depends on the structure of Gk and the labeling of X k. Note that 
we are assuming that exact cancellation does not occur and all rotation 
sequences are maximal. 
LEMMA 3.5. Let zk = {-$F, (E,.. ., 
ak. Then: 
[,“, } be the rotation sequence of row 
(1) [‘;=min{ZIxIExk}. 
(2) FOG 1 G i < pk, [f+, = min{ II xI E Reachok(r(fr, S&)}, where S$ = 
{XjEXkIj<E;}. 
Proof. (1): The component in ak to be annihilated first is the first 
nonzero in a k. Since +k is the row graph of ak, the node x,,, where 
p = min{ 11 x I E x k }, corresponds to the first nonzero in a k. 
(2): Consider .$f, 1~ I < pk. Clearly ,$‘f+, is the column index of the first 
off-diagonal nonzero in row [f of Rk. By Lemma 3.4, the off-diagonal 
nonzeros in row ,$‘: of Rk are given by the set Reach,k(xE;, S$). Hence the 
result follows. W 
In Section 2 the cost of annihilating a k is defined to be C, E zk I R: * I. This 
can be restated using our graph model: the cost of annihilating ak is 
Ok= 1 (IReach.x(x,,S,k)1+1). 
p E Pk 
Note that this cost depends on the structure of Gk, which depends, in turn, 
on the structures of the row graphs #, #, . . . , c#J~. Thus the problem of finding 
a “good” row ordering for A can now be viewed as the problem of ordering 
the row graphs so that the quantities Ok, 1~ k < m, are small. 
Some basic results about the row-annihilation (or graph-merging) process 
can be derived easily from this graph model. 
Let Gk= {C,k,C[,..., C:} be the component partitioning of Gk; that is, 
the partitioning of the node set Xk induced by the connected components 
Gk(C;) of the graph Gk. Thus for 1~ i, j < yk and i # j, C,k n Cf = 0 and 
U 7~ 1 C/ = X k. Furthermore there is no path joining nodes in C,k and nodes in 
C,! when i # j. 
It is important to note that the sequence of component partitionings { $k > 
depends only on the order in which the row graphs are merged; that is, it 
depends on the row ordering of A. The effect of permuting the columns of A 
is just a relabeling of the nodes of Gk, which may, however, affect the cost of 
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annihilating the rows, and the nonzero structures of the upper triangular 
matrices. 
The next result illustrates the significance of the component partitioning 
qk. It is also stated in [8] using matrix notation, but the proof given here is 
based on the implicit model and is simpler than the one given in [8]. 
THEOREM 3.6. Let Gk = { C:, Cl,. . . , Ck } be the component partitioning 
of G k. Denote the component containing the row graph +k by G k( Cik). Then 
x p E Ctk for all p E E k. 
Proof. The proof is by contradiction. Since x6: E C$ there must exist 
two consecutive members s and t of Z k such that r s E Cib and x t E CF, for 
some I # uk. From Lemma 3.4, t = min{ i ) xi E Reach.k(x,, S,:)}. This means 
that there must be a path joining X, and r, in Gk. This contradicts the fact 
that x,~ and x, are in different components. n 
Theorem 3.6 shows that the set of nodes involved in the annihilation of 
row k (that is, the nodes corresponding to the pivot elements), 
is limited to the set C,,!k which contains the node set xk of the row graph +k, 
The next result follows from the observation that the cost of annihilating a 
row depends in part on the length of the rotation sequence. 
LEMMA 3.7. The cost of annihilating row k is bounded by 
Hence we want to find a row ordering which allows the component 
Gk(C,J to be kept small for as large a k as possible. Corollary 3.8 provides a 
tighter bound on the cost of the annihilation. 
COROLLARY 3.8. Let Zk be the rotation sequence of row ak, and 
~=min{pJpEEk}. Then Zks {q>q(x,ECO:). Furthermore, if a,= 
( { q 2 17 )xc, E Czk } (, then the cost of annihilating a k is bounded by 
$s,(& + 1). 
The result above says that regardless of whether C: is small, we should 
arrange for the column index of the first nonzero of row k to be as large as 
possible. 
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4. ROW-ORDERING STRATEGIES FOR NESTED-DISSECTION 
COLUMN ORDERINGS 
The results in the previous section provide us with some insight into the 
problem of ordering the rows. Theorem 3.6 says that the rows should be 
arranged so that the node sets { CJ,, Cot,. . . , CO:, } can be kept small. Of course, 
Lemma 3.4 also says that the columns should be ordered so that the amount 
of fill-in is small. In this section we use the implicit graph model and the 
results to show that good row orderings can be obtained from both the 
conventional (width-l) and width-2 nested-dissection column orderings. 
In the following discussion, we denote the symmetric graph of ATA by 
G = (X, E). For simplicity we assume that G is connected. Let S c X. 
Suppose the nodes of S, together with the incident edges, are removed from 
G. If the remaining graph is disconnected, then S is called a separator. Let 
C, and C, denote the node sets of two distinct connected components in the 
remaining graph. If the distance between any x in C, and any y in C, in the 
original graph G is greater than 1, then S is a width-l separator. An ordering 
of X is a width-l dissection ordering if x is labeled after y for x E S and 
y E X - S. This labeling technique can be applied recursively to order the 
nodes of X - S, resulting in the width-l nested-dissection ordering. In this 
paper, we are interested in the cases where 1= 1 and I= 2. 
Width-l nested-dissection orderings are discussed in detail in [2,4] in 
connection with the solution of sparse symmetric positive definite systems, 
and width-2 nested dissection orderings are considered in [8] for finding good 
row and column orderings for solving sparse linear least-squares problems. 
Gilbert also employs width-2 separators (or wide separators) in the solution of 
sparse systems of linear equations using Gaussian elimination with partial 
pivoting [9]. 
In the following discussion, the column index of the first (last) nonzero in 
a row is called the first (last) subscript of that row. 
4.1. Width-2 Nested Dissection 
In [8], George and Ng have shown that if the labeling of X is a width-2 
nested-dissection labeling, then a good row ordering can be obtained simply 
by arranging the rows of the matrix so that the first subscripts are in 
ascending order. We refer to this row ordering as the row ordering induced 
by a width-2 nesteddissection column ordering. Denote the permuted matrix 
by A. The key to the success of this row-ordering strategy is in the following 
result [8]. 
LEMMA 4.1. Let S be a minimal width-2 separator of G. Then S is the 
union of one or more row-graph vertex sets. 
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Thus, implicitly, a minimal width-2 separator identifies a set of rows 2,. 
More precisely, 2, contains those rows ak of A such that the vertex sets xk 
of the associated row graphs +k are contained in S. The next result follows 
directly from the definition of width-2 separators and the way in which the 
graph G is formed. 
COROLLARY 4.2. lf the row graphs associated with the rows of Z, are 
removed f&n G, the remaining graph is disconnected. 
We now look at the strategy more carefully. Assume S is the first minimal 
width-2 separator chosen from G in width-2 nested dissection. For simplicity, 
assume the graph remaining after the row graphs associated with the rows of 
Z, have been removed has two components. Consider two rows a’ and aj, 
and denote their row graphs respectively by +’ = (Xi, e’) and +j = (X j, r j). 
Suppose xi c S and xjg S. (Note that Xi n Xi and Xi n S are not necessarily 
empty.) That is, ai E Z, and aj P Z,. Let xP E xi and xq E xi, where 
p=min{ZIxlEXi} and q=min{ZIxlEXj}. 
That is, xP and rg are vertices whose labelings are the first subscripts in the 
corresponding rows. Since the vertex ordering is a width-2 nesteddissection 
ordering, xP E S, xq P S, and p > q. Thus, row a’ will be annihilated after 
row a? In fact, the row-ordering strategy implies that the rows of Z, will be 
annihilated last. 
Now consider the annihilation of row aj (aj P Z,). This row will be 
annihilated before the rows of Z,. Let Gj = (Xi, Ej) be the union of the row 
graphs of those rows that have been annihilated. In the worst case, Gj is the 
graph obtained by removing the row graphs associated with the rows of Z,; 
this corresponds to the case when only the rows of Z, have not been 
annihilated. By Corollary 4.2, Gj is disconnected in this worst case. In 
general, Gj is a proper subgraph of G. This is illustrated in Figure 6. 
FIG. 6. Width-2 nested dissection: annihilation of a row aj B Z,. The component 
containing +j is shaded. 
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FIG. 7. Width-2 nested dissection: annihilation of a row ui E 2,. The component 
containing +i is shaded. 
Applying Theorem 3.6, the component containing xi is therefore a subgruph 
of Gj. Hence the length of the rotation sequence of aj and (consequently by 
Lemma 3.7) the cost of annihilating uj are both limited. 
Consider the annihilation of row u’ (a’ E 2,). Let G’ = (Xi, E’) be the 
union of the row graphs of those rows that have been annihilated. At this 
point, all the rows of A, except some of those of Z,, have been annihilated. 
By the definition of S, the graph G’ is connected (see Figure 7) and hence, 
by Theorem 3.6, the length of the rotation sequence could be as large as the 
number of vertices in Xi, which could be the same as X. In view of Lemma 
3.7, this is certainly undesirable. However, since the vertex labeling is a 
nested&section labeling, from the discussion above it follows that the node 
corresponding to the first subscript of ui must be in S. Therefore, following 
from Lemma 3.4, the rotation sequence is limited to the vertices of S. Thus, 
applying Corollary 3.8, the cost of annihilating u’ cannot be greater than 
#l(lSl+ I). 
Because of the recursive nature of the column ordering, one can see that 
the same argument can be applied repeatedly to rows in the components 
obtained when the row graphs associated with the rows of Z, are removed. In 
general, if Xi is a subset of a width-2 separator obtained on the k th level of 
recursion, and if the induced row ordering is used, then only the vertices of 
this width-2 separator will be involved in the annihilation of row a’. The cost 
of annihilating u’ is therefore small. Thus the row ordering induced by a 
width-2 nested dissection column ordering is indeed a good row ordering. 
4.2. Width-l Nested Dissection 
We now use the results derived in Section 3 to show that a good row 
ordering can also be obtained easily from a width-l nested-dissection column 
ordering. Let S be the first minimal width-l separator obtained in width-l 
nested dissection. For simplicity, assume the graph obtained when the nodes 
of S and the incident edges are removed has exactly two connected compo- 
nents. Denote the vertex sets of the components by C, and C,. 
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LEMMA 4.3 [8]. Let x be a clique 
x c s u c,. 
The next result is important, since it 
ident@es a set of rows implicitly. 
in G. Then either xcsuc, ur 
says that a width-l separator also 
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LEMMA 4.4. S U Adj( S) is the union of one or more row-graph vertex sets. 
Proof. Let x E S. Because of the way G is defined, there is at least one 
row graph, say C#I~ = (xk, rk), such that x E Xk. The result follows, since Xk is 
acliqueand xkz Adj(x)U{x} cSuAdj(S). n 
Thus, a width-l separator, together with its adjacent set, identifies a set of 
rows. Denote this set of rows by Z,. More specifically, Z, contains those rows 
ak such that each of the vertex sets Xk of the associated row graphs Gk has a 
nonempty intersection with S. The following corollary follows from the 
definition of S and the way in which G is formed. 
COROLLARY 4.5. lf the row graphs associated with the rows of Z, are 
removed j+nn G, the remaining graph is disconnected. 
Now consider two rows, say rows ai and aj, whose row graphs are 
respectively cp’ = (Xi, c’) and @j = (xj, ej). Suppose Xi n S #0 and Xi n S = 
0. (Again, Xi n xi may not be empty.) That is, ai E Z, and aj P Z,. 
First consider the annihilation of row a? Suppose we annihilate aj before 
any rows of Z,. Let Gj = (Xi, Ej) be the union of the row graphs of those 
rows that have been annihilated. The graph Gj is, in the worst case, the graph 
that would be obtained when the row graphs associated with the rows of Z, 
are removed from G. Even in this worst case, Gj would be disconnected. 
This is illustrated in Figure 8. From the discussion above, Gj is a proper 
subgraph of G. Applying Theorem 3.6, the component containing xj is a 
subgraph of G j and hence a proper subgraph of G. The length of the rotation 
FIG. 8. Width-l nested dissection: annihilation of a row uj e 2,. The component 
containing (pj is shaded. 
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FIG. 9. Width-l nested dissection: annihilation of a row ai E 2,. The component 
containing Gi is shaded. 
sequence of uj, and consequently (by Lemma 3.7) the cost of annihilating u j, 
are both limited. 
Consider the annihilation of row ai. We assume that ai will be annihilated 
after all the rows not in Z, have been annihilated. Let G i = (Xi, E’) be the 
union of the row graphs of those rows that have been annihilated. From 
Lemma 4.3, xi is in S U C, or S U C,. The vertex set of the component that 
contains Xi may be as large as Xi. This is illustrated in Figure 9. Moreover, 
suppose x, E xi, where t = min{ 2 1 xl E xi}. (That is, x, is the node corre- 
sponding to the first subscript of row a’.) There are three possibilities: xt E S, 
x, E C,, and x, E C,. In the first case, we see that Xi c S, since the vertex 
labeling is a width-l nested-dissection labeling and S is a width-l separator. 
Thus, according to Lemma 3.4, the rotation sequence cannot involve vertices 
other than those of S. Hence, applying Corollary 3.8, the cost of annihilating 
u’ cannot be larger than $I( ISI+ 1). 
Now suppose xt E C, or x, E C,. Since the vertex labeling is a width-l 
nested-dissection ordering and S is a separator, t is smaller than the labeling 
of any node of S. In fact, it is possible that t is mzlch smaller than any 
labeling of the nodes of S. Applying Corollary 3.8, the cost of annihilating u” 
may be large, since there may be many vertices in C, and/or C, whose 
labelings are greater than t. Thus, annihilating the rows of Z, last does not 
appear to be an effective strategy. 
However, it is an effective strategy, as the following discussion shows. 
Recall that the vertices of C, and C, are labeled using the same strategy 
recursively. We will call a separator obtained on the kth level of recursion a 
level-k separator. An example is shown in Figure 10, in which a level-k 
separator is denoted by (k). Suppose x, belongs to a level-p separator, where 
p > 1. Applying Lemma 3.4, we see that in the worst case, a.ll the vertices in 
this level-p separator are reachable from xt. Assuming the annihilation 
sequence is maximal, these vertices will also be part of the rotation sequence. 
See Figure 11 for an example. Also note that the level-p separator is obtained 
by applying the dissection technique to a vertex set C of a component on the 
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FIG. 10. Width-l nested dissection. Level-k separators are indicated by (k) 
(p - 1)st level of recursion, and this component is surrounded by portions of 
level-9 separators, with 9 < p, one of which is a level-(p - 1) separator. In 
Figure 11, xt belongs to a level-6 separator, and the vertex set C is 
surrounded by portions of level-9 separators, where 9 = 1, 2, 4, and 5. Using 
Lemma 3.4 and recalling the fact that the vertices of a level-9 separator have 
larger labels than those of a level-p separator, the reachable set of any vertex 
on the level-p separator must include the vertices in the portions of the level-9 
separators mentioned above, and these vertices will also be part of the 
rotation sequence. No vertices on other level-p or level-s (s > p) separators 
are reachable from xt. This is a consequence of the (vertex) labeling strategy. 
In order to generate the entire rotation sequence, we next determine the 
reachable set of each of the vertices in the portion of the level-(p - 1) 
separator surrounding C In Figure 11, we have to examine the reachable sets 
of the vertices on the level-5 separator marked (5). By applying this argu- 
ment repeatedly to the vertices on the level-(p - 1) and subsequent related 
level-s separators (s < p), one can see that the vertices involved in the 
annihilation of row a’ include, in the worst case, all the vertices on exactly 
one level-k separator, 1~ k < p, where /? is the number of recursions. 
Furthermore, using Lemmas 4.3 and 4.4, one can show that all these 
separators will be in either C, U S or C, U S, depending on whether x, E C, 
or X, E C,. This is illustrated in Figure 11. Thus, if each level-k separator is 
bounded in size, both the length of the rotation sequence of uk and the cost 
of annihilating uk will be limited. Hence a good row-ordering strategy for a 
FIG. 11. The vertices involved in the annihilation of a row of 2, in width-l 
nested dissection. 
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width-l nesteddissection column ordering is to arrange the rows so that those 
whose row-graph vertex sets xi have nonempty intersection with the sep- 
arator S are annihilated last. 
This idea can be applied recursively to order the rows after a width-l 
nested-dissection column ordering is obtained. Denote a separator obtained 
on the pth level of recursion by S,. Let 9’ = (xi,ei) be the row graph 
associated with a’. Suppose 2 = min{ p ( xi n S, f 0 }. Then the same argu- 
ment will show that the rotation sequence will involve all the vertices on 
exactly one level-k separator, 1 < k Q /3. 
Thus, if the ordering of the vertices is a width-l nested-dissection order- 
ing, there is a good row ordering, and as the following discussion indicates, 
there is a simple way to characterize this ordering. Consider two rows ui and 
u j, and denote their row graphs by +’ = (xi, e’) and 9’ = (xj, ej). Suppose 
xinS#O andxjnS=0,Thegoalistoarrangetherowssothatrowaiis 
annihilated before row ui. Let x,, E xi and xq E xj, where 
p=max{l]xlExi} and q=max{I]x,EXj}. 
That is, xP and xg are respectively vertices whose labelings are the last 
subscripts in the corresponding rows. Note that xP E S, X~ @ S, and p > 9. 
That is, the last subscript of row ui must be larger than the last subscript of 
row uj. In fact, the last subscripts of all the rows of Z, are larger than those of 
the rows that are not in 2,. This observation, which is also true for 
subsequent levels of recursions, can be used to rearrange the rows that are not 
in 2,. In other words, a good row ordering can be obtained simply by 
arranging the rows of the matrix so that the last subscripts are in ascending 
order. We refer to this row ordering as the row ordering induced by a 
width-l nested-dissection column ordering. 
5. CONCLUDING REMARKS 
In this paper, we have presented another graph model to study the 
row-annihilation and row-ordering problems in the QZ? decomposition of a 
sparse matrix using Givens rotations. The graph-theoretic results obtained are 
used to show that good row orderings can be obtained from both width-l and 
width-2 nested-dissection column orderings. 
The new implicit graph model is different from the bipartite-graph model 
we introduced in [6], in the sense that rows are not explicitly represented in 
the implicit graph model, while they are represented in the bipartite-graph 
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model by some nodes. The implicit graph model provides an alternate way of 
studying the row-annihilation and row-ordering problems. In [7], we will use 
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