A combined matrix of a nonsingular matrix is the Hadamard (entrywise) product of the matrix and its transposed inverse. A characterization of the diagonal entries of the combined matrix of a positive definite matrix was known. In the paper one investigates behaviour of the diagonal entries of combined matrices for some other classes of matrices. In particular, one proves that the diagonal entries of the combined matrix of an oscillatory Hessenberg CBM-matrix are characterized by some four conditions. It leads to the formulation of a conjecture that the first three from these four conditions characterize the diagonal entries of the combined matrix of a square totally positive matrix of arbitrary order. The conjecture is proven for the order equal to 3.
1. Introduction. In [2] , it was proved that a necessary and sufficient condition for the diagonal entries a ii of a positive definite matrix A and the diagonal entries α ii of the inverse matrix A −1 is:
Starting from another point, we studied in this connection the matrices-interesting by themselves-of the form A • (A −1 ) T , where • means the Hadamard (entrywise) product. We called such matrix the combined matrix of the nonsingular matrix A. It has been known for a long time that multiplication from either side of A by a nonsingular diagonal matrix does not change the combined matrix, also the row and column sums of the combined matrix are for any nonsingular matrix A always equal to one. For positive definite A, the behaviour of the diagonal entries of the combined matrix was completely 100 M. FIEDLER described above. It was then natural to ask the question about such behaviour of other classes, e.g. for totally positive matrices.
The class of totally positive matrices, shortly TP-matrices, i.e. matrices, every square submatrix of which has a positive determinant, is on one side rather narrow, on the other side enough large to contain important subclasses of matrices, such as (somehow restricted) Cauchy matrices, the Hilbert matrix and its submatrices, etc. In the recent years, many new discoveries about them were made. For totally positive matrices, we shall need the following important fact [4] . There, a submatrix of a matrix is called relevant if it is square, has consecutive rows and consecutive columns, and either its first row or its first column (or both) is in the first row or in the first column of A. We also recall a well known factorization theorem on totally positive matrices from [6] (see also [5] ):
2. An n × n real matrix A is totally positive if and only if it can be expressed as
where for i = 1, . . . , n − 1, B i is the lower bidiagonal matrix
and C i is the upper bidiagonal matrix
D is a diagonal matrix, and all the numbers α ik , i > k, β ik , i < k, and all the diagonal entries of D are positive.
In the following well known theorem, we say that a square matrix is strongly nonsingular if all matrices in the nested sequence of the upper-left corner matrices are nonsingular. Also, a totally nonnegative matrix, some power of which is totally positive, is called oscillatory. 
Results.
We start with a lemma. 
Proof. We use induction on n. Suppose now that n > 3 and that for n − 1 the result holds. Let B be the matrix which coincides with A in all entries except for a n−1,n , and such that its entryâ n−1,n satisfies det
For this B, the inequality (4) holds by Theorem 1.1, possibly with equality, since for any ε > 0 the matrixB withâ n−1,n + ε instead ofâ n−1,n is totally positive sinceB and A have the same system of relevant submatrices except that on the left-hand side of (5). Now, by the induction hypothesis, the cofactor C 1 of a n−1,n on the left-hand side of (4) is greater than the corresponding cofactor C 2 of a n−1,n on the right-hand side of (4). The left-hand side of (4) can be written as
the right-hand side as
Since the last determinant is by (5) equal to zero whereas the first is nonnegative, the inequalities C 1 > C 2 and a n−1,n −â n−1,n > 0 imply (4). 
as well as a n−1,n−1 α n−1,n−1 > a nn α nn .
Proof. By the mentioned property of totally positive matrices, multiplication of a row or a column by a positive number does not change the combined matrix. We can thus assume that a 11 = 1, a 12 = 1, a 22 = 1, and we can also use the adjoint matrix instead of the inverse. Our problem is then to show that in the partitioning of A as
By Lemma 2.1, removing the second row from A,
Using Lemma 2.1 for columns after removing from A the first column, we obtain
From (9) and (10), the required inequality (8), and thus (6), follows. The inequality (7) follows from the fact that the transformation A → JAJ, where J is the skew identity, does not change the property of A to be totally positive. The rest is obvious.
Corollary 2.3. Let A = [a ik ] be an n × n totally nonnegative nonsingular matrix, let
as well as
Remark 2.4. Theorem 1.3 implies that for oscillatory matrices also strict inequality in the inequalities above holds.
Remark 2.5. Theorem 2.2 is a step towards the solution of the problem to characterize the n-tuples of diagonal entries of combined matrices of square totally positive matrices. By the Hadamard inequalities, all the diagonal entries should be greater than one. For the case of symmetric Cauchy matrices, and thus also for all principal minors of the Hilbert matrix, the author proved in [1] that the sequence { √ a ii α ii − 1} for n × n matrices has the remarkable property that the sum of its odd terms is equal to the sum of the even terms. Another close property is in the next theorem. 
Proof. Let us form the combined matrix
Since all its row and column sums are equal to one, the matrix C − I has all such sums equal to zero. It is also tridiagonal. Let now r o , r e , respectively, be the sum of all entries in the odd, respectively even rows of C − I, and analogously c o , c e the sums of the columns of C − I. It is evident that the sum r o − r e + c o − c e , which is zero, is at the same time twice the alternate sum of the diagonal entries of C − I.
In [3] , the author introduced the so called complementary basic matrices (CBMmatrices) as matrices, if of order n, of the form where (i 1 , i 2 , . . . , i n−1 ) is some permutation of (1, 2, . . . , n − 1) and the matrices G k , k = 1, . . . , n − 1, have the form
for 2 × 2 matrices C k . Because of its shape, we call matrices of the form
Hessenberg CBM-matrices. It is immediate that if all the C k 's are totally positive, then the Hessenberg CBM-matrices are oscillatory since all the subdiagonal and all the superdiagonal entries are positive (and the sequence of the nested principal minors is positive).
We can now prove the following: Proof. For simplicity, we will suppose that the matrix C i has the form
The result thus follows since both products in the combined matrix are equal to 
