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Exposition on affine and elliptic root systems
and elliptic Lie algebras
Saeid Azam, Hiroyuki Yamane, Malihe Yousofzadeh
Abstract
This is an exposition in order to give an explicit way to understand
(1) a non-topological proof for an existence of a base of an affine root
system, (2) a Serre-type definition of an elliptic Lie algebra with rank ≥ 2,
and (3) the isotropic root multiplicities obtained from a viewpoint of the
Saito-marking lines.
1 Introduction
In 1985, K. Saito [16] introduced the notion of an n-extended affine root system.
If n = 0 (respectively, n = 1), it is an irreducible finite root system (respectively,
an affine root system). In [16], he also intensively studied 2-extended affine root
systems, which are now called elliptic root systems (see [17]). Since then, various
attempts have been made to construct Lie algebras whose non-isotropic roots
form those root systems. Among them are toroidal Lie algebras [15], extended
affine Lie algebras [1], and toral type extended affine Lie algebras [15], [21]. See
[18, Introduction] for the history.
In 2000, K. Saito and D. Yoshii [18] constructed certain Lie algebras by using
the Borcherds lattice vertex algebras, called them simply-laced elliptic Lie alge-
bras and showed that they are isomorphic to ADE-type (2-variable) toroidal Lie
algebras of rank ≥ 2. They also gave two other definitions for their Lie algebras.
One uses generators and relations. The other uses (affine-type) Heisenberg Lie
algebras; this was generalized by D. Yoshii [20] in order to define Lie algebras
associated with the reduced elliptic root systems, and he called them elliptic Lie
algebras. In 2004, the second author [19] gave defining relations of the elliptic Lie
algebras of rank ≥ 2.
The aim of this paper is to give an exposition in order to give an explicit way
to understand (1) a non-topological proof for the existence of a base of an affine
root system (Theorem 3.1, originally given in [13]), (2) a Serre-type definition of
an elliptic Lie algebra g with rank ≥ 2 (Definition 5.1, originally given in [19]) and
the fact that the non-isotropic roots form the corresponding elliptic root system
and their multiplicities are one (Theorem 5.1, originally given in [19]), and (3)
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a list of the multiplicities of the isotropic roots of g, proved from a viewpoint of
the Saito-marking lines (Theorem 6.1, new result).
As for (2), we point out that our defining relations are closely related to
defining relations, called Drinfeld realization, of the quantum affine algebras due
to V.G. Drinfeld [7, Theorems 3 and 4]. Recently the same authors have written
a paper [5], motivated by [22], giving a finite number of defining relations of the
universal coverings of some Lie tori.
We hope that the material presented here regarding affine root systems, in
particular the existence of a base, would give another point of view to readers
interested in the subject, specially to those reading the book [14] by I.G. Mac-
Donald. (Incidentally, in order to read [14], we also hope that the paper [8] would
also be helpful in being familiar with Coxeter groups, especially the Matsumoto
theorem.)
2 Preliminary
In this section, we mention elemental properties of (Saito’s) extended affine root
systems, especially (2.5).
2.1 Basic notation and terminology
As usual, we let Z denote the ring of integers, N the set of positive integers, R
the field of real numbers, and C the field of complex numbers. For a set S, let |S|
denote the cardinal number of S. If S is a subset of R, we let S× := {s ∈ S|s 6= 0},
S+ := {s ∈ S|s ≥ 0}, and S− := {s ∈ S|s ≤ 0}.
For a unital subring X of C, an X-module M , a subset Y of X , subsets S
and S ′ of M , x ∈ X and m ∈M , we let S+S ′ := {m+m′ ∈M |m ∈ S,m′ ∈ S ′},
m+ S := {m} + S, Y S := {y1s1 + · · ·+ yrsr|r ∈ N, yi ∈ Y, si ∈ S (1 ≤ i ≤ r)},
Y m := Y {m}, xS := {x}S and −S := (−1)S; we understand S + ∅ = ∅, ∅S = ∅
and Y ∅ = ∅.
Throughout this paper, for any F-linear space V with a symmetric bilinear
form ( , ) : V × V → F, where F is R or C, we set V0 := {v ∈ V|(v, v) = 0} and
V× := V \ V0; for each v ∈ V×, we set v∨ := 2v
(v,v)
and define sv ∈ GL(V) by
sv(z) = z − (v
∨, z)v (z ∈ V); for any non-empty subset S of V×, we denote by
WS the subgroup of GL(V) generated by {sv|v ∈ S}, i.e.,
(2.1) WS := 〈sv|v ∈ S〉,
and moreover, let WS · S
′ := {w(z′) ∈ V|w ∈ WS, z
′ ∈ S ′}, WS · z := WS · {z} for
a subset S ′ of V and z ∈ V, and say that a subset S of V× is connected if there
exists no non-empty proper subset S ′ of S with (S ′, S \ S ′) = {0}. For a subset
V ′ of V, let (V ′)0 := V ′ ∩ V0, and (V ′)× := V ′ ∩ V×. We call an element of V0
isotropic.
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In this paper, we always let
(2.2) π : V → V/V0
denote the canonical map.
2.2 Extended affine root systems
Definition 2.1. Let l ∈ N and n ∈ Z+. Let V be an (l+n)-dimensional R-linear
space. Recall V0 and V× from Subsection 2.1. Assume that there exists a positive
semi-definite symmetric bilinear form ( , ) : V × V → R such that dimR V
0 = n.
Let R be a subset of V. Then R (or more precisely, (R,V)) is an (n-)extended
affine root system if R satisfies the following axioms:
(AX1) R ⊂ V×, V = RR.
(AX2) ZR is free as a Z-module, and rankZZR = n + l(= dimR V).
(AX3) (α∨, β) ∈ Z for α, β ∈ R.
(AX4) sα(R) = R for all α ∈ R.
(AX5) R is connected.
(see [16, (1.2) Definition 1 and (1.3) Note 2 iii)] and see [2] for an equivalence to
[1, Definition 2.1].) Let W =WR (see (2.1)).
Let R be as in Definition 2.1. It is well-known that for all α ∈ R,
(2.3)
{
R ∩ Rα = {α,−α}, {α, 2α,−α,−2α} or {α, 1
2
α,−α,−1
2
α},
(so −R = R).
We call R reduced (resp. non-reduced) if R ∩ 2R = ∅ (resp. R ∩ 2R 6= ∅).
We say that two extended affine root systems (R,V) and (R′,V ′) are isomor-
phic if there exist an R-linear bijective map f : V → V ′ and c ∈ R with c > 0
such that f(R) = R′ and (f(v), f(w)) = c(v, w) for v, w ∈ V.
(2.4) We call this f a root system isomomorphism.
Let R, l and n be as above.
By [12, Theorem 5 of Chapter XV], since ZR/(ZR)0 is torsion free, (AX1-5)
imply that there exists an R-basis {x1, . . . , xl+n} of V such that {xl+1, . . . , xl+n}
is an R-basis of V0, {x1, . . . , xl+n} is a Z-basis of the (torsion) free Z-module
ZR and {xl+1, . . . , xl+n} is a Z-basis of the (torsion) free Z-module (ZR)
0 (see
Subsection 2.1 for notation), that is,
(2.5)


V = RR =
⊕l+n
i=1 Rxi, V
0 =
⊕l+n
j=l+1Rxj ,
ZR =
⊕l+n
i=1 Zxi, (ZR)
0 =
⊕l+n
j=l+1Zxj ,
dimR V = rankZZR = n + l, dimR V
0 = rankZ(ZR)
0 = n.
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Let {a1, . . . , an} be a Z-basis of (ZR)
0. Then there exist x1, . . . , xl ∈ ZR such
that {x1, . . . , xl, a1, . . . , an} is a Z-basis of ZR as well as an R-basis of V = RR
(see above). Let 1 ≤ m ≤ n. Let π′ : V → V/(Ram⊕ · · ·⊕Ran) be the canonical
map. Note that {π′(x1), . . . , π
′(xl), π
′(a1), . . . , π
′(am−1)} is an X-basis of Xπ
′(R)
for X ∈ {Z,R}. In particular, we see that
(2.6)
if y1, . . . , yl+m−1 are elements of ZR such that
{π′(y1), . . . , π
′(yl+m−1)} is a Z-base of the free Z-module Zπ
′(R),
then {y1, . . . , yl+m−1, am, . . . , an} is an X-basis of XR for X ∈ {Z,R}.
(2.7) We call l the rank of R. We call n the nullity of R.
If n = 0, then R is an irreducible finite root system (see [16, (1.3) Example 1 i)]).
If n = 1, then R is an affine root system (see [16, (1.3) Example 1 ii)]), see also
Remark 2.1 below. If n = 2, then R is an elliptic root system (see [16, (1.3)
Example 1 iii)], [17] and [18]).
Remark 2.1. Assume n = 1. Here we give a sketch of a proof of an equivalence
between affine root systems in the senses of [13], [14, §1.2] and [16] (i.e. our
Definition 2.1). Let F and E be as in [14, §1.2]. Let S be a subset of F , and
assume S is an irreducible affine root system in the sense of [14, §1.2]. Identify
V with F , that is, we regard V as an l + 1-dimensional R-linear space of affine-
linear functions f : E → R. Clearly S satisfies (AX1) and (AX3-5). Let λ ∈ V×.
Let µ ∈ V× be such that cµ ∈ λ + V0 for some c ∈ R×. Then λ − cµ is a
constant function on E, that is, (λ − cµ)(E) = {dλ−cµ} for some dλ−cµ ∈ R.
We have sµsλ(x) = x − (λ
∨, x)(λ − cµ) for x ∈ V. Further, for e ∈ E, we
have sµsλ · e = e +
2dλ−cµ
(λ,λ)
Dλ, see [14, §1.1] for Dλ. Then by using an argument
similar to [16, (1.16) Assertion 1], we can see that S satisfies (AX2). Let R be
as in Definition 2.1. Let T be the subgroup of W generated by {sαsα′ |α, α
′ ∈
R, R×π(α) = R×π(α′)}. Then T is a normal abelian subgroup, and W/T can be
identified with the finite Weyl group Wπ(R) (cf. [16, (1.3) Note 2 ii)]). Then R
satisfies (AR 4) of [14, §1.2].
2.3 Base of an irreducible finite or affine root system
Assume that n ∈ {0, 1} (cf. (2.7)). We call a subset Π of R formed by (l + n)-
linearly independent elements a base if
(2.8) R = (R ∩ Z+Π) ∪ (R ∩ Z−Π).
(For n = 0, see [9, Theorem 10.1]. For n = 1, see Theorem 3.1 in this paper (cf.
MacDonald [13, (4.6)] (see also [16, (3.3) i)-iii)])). If Π is a base of R, then, for
X ∈ {Z,R}, we have
(2.9) Π is an X-basis of XR, that is, XR =
⊕
α∈Π
Xα.
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Assume that n = 1. Let Π = {α0, α1, . . . , αl} be a base of R; we always
assume α0 is such that {π(α1), . . . , π(αl)} is a base of π(R) (see Theorem 3.1).
Let δ(Π) ∈ ZΠ be such that
(2.10) δ(Π) ∈ NΠ and {δ(Π)} is a Z-basis of (ZR)0, that is, Zδ(Π) = (ZR)0.
δ(Π) is unique by (2.5). By (2.6), for X ∈ {Z,R}, we have
(2.11) {α1, . . . , αl, δ(Π)} is a X-basis of XR, that is, XR = (
n⊕
i=1
Xαi)⊕ Xδ(Π).
The following lemma is well-known, e.g., see [9, Theorem 10.3, Lemmas 10.4 C,D,
§12 Excercises 3].
Lemma 2.1. Assume that n = 0 (cf. (2.7)). Let Π be a base of R (cf. (2.8)).
Then we have the following:
(1) WΠ = W and W · Π = R \ 2R. (see (2.1) for WΠ and see Definition 2.1
for W = WR).
(2) W · α = {β ∈ R|(α, α) = (β, β)} for each α ∈ R.
(3) For each α ∈ R, there exists a unique α+ ∈ W · α such that W · α ⊂
α+ + Z−Π.
(4) Let r = |{(α, α)|α ∈ R}|. Then 1 ≤ r ≤ 3. Moreover, if r = 3, then
R ∩ 2R = {β ∈ R | (β, β) ≥ (α, α) for all α ∈ R}.
Proof of (3). Let Π = {α1, . . . , αl}. Then α+ is the element
∑l
i=1miαi ∈ W ·α
(mi ∈ Z) for which
∑l
i=1mi is maximal. Let w ∈ WΠ and let w = sα1 · · · sαr be
a reduced expression, that is, r is as small as possible. By [9, Corollary 10.2 C],
we have w.α+ = α+ −
∑r
j=1(α
∨
j , α+)sα1 · · · sαj−1(αj) ∈ α+ + Z−Π. ✷
For R and Π of Lemma 2.1, we let
(2.12) Θ(R,Π) := {α+ ∈ R|α ∈ R}.
By checking directly (and using [9, §12 Table 2]), we have
(2.13) (µ, ν) > 0 for µ, ν ∈ Θ(R,Π).
2.4 Notation Ssh, Slg, Sex
Let R be an (n-)extended affine root system (see Definition 2.1). Define the
subsets Rsh, Rlg and Rex of R by
Rsh := {α ∈ R | (α, α) ≤ (β, β) for all β ∈ R},
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Rex := R ∩ π
−1(2π(Rsh)) and Rlg := R \ (Rsh ∪ Rex) (see (2.2) for π). Then we
have
(2.14) R = Rsh ∪Rlg ∪Rex (disjoint union).
For a subset S of R, let
(2.15) Ssh := S ∩Rsh, Slg := S ∩Rlg, Sex := S ∩ Rex.
3 A non-topological proof for the existence of a
base of an affine root system
In this section we assume R is an affine root system, that is, we assume n = 1
(see (2.7)).
3.1 The existence of a base of an affine root system
The following theorem seems to be well-known (see [13]), but we state and prove
it for later use. The proof in [13] uses topological terminology. Our proof seems
to be the first one without using topology. Besides we need a technically written
statement of the following theorem for application.
Theorem 3.1. (cf. [13]) Let δ′ ∈ V0 \ {0} be such that Zδ′ = (ZR)0 (cf. (2.5)).
Let Π′ = {α1, . . . , αl} be a subset of R with |Π
′| = l such that π(Π′) is a base
of the irreducible finite root system (π(R),V/Rδ′) (cf. (2.8) and (2.2)). (So
ZR = Zδ′ ⊕ ZΠ′ (cf. (2.6)).) Then there exists a unique
(3.1) α0 = α0(R,Π
′, δ′) ∈ R
such that {α0} ∪ Π
′ is a base of R and α0 ∈ Nδ
′ ⊕ ZΠ′. Moreover α0 = δ
′ −
θ for some θ ∈ NΠ′ with π(θ) ∈ Θ(π(R), π(Π′)) (see (2.12)). In particular,
[(α∨i , αj)]0≤i,j≤l is a generalized Cartan matrix of affine-type in the sense of [10,
§4.3 and Proposition 4.7]. Further, letting Π1 = {α0} ∪Π
′, for any base Π2 of R
we have Π2 = ǫw(Π1) for some ǫ ∈ {1,−1} and w ∈ WΠ1. In particular,
(3.2) R \ 2R = WΠ1 ·Π1 and W = WΠ1.
Proof. (Strategy. We use a linear map f : V → R (i.e., f ∈ V∗) such that
f(αi) = 1 (1 ≤ i ≤ l) and f(δ
′) is sufficiently large (see (3.6)). Let Πf be the
subset of R formed by the elements β ∈ R satisfying the condition that f(β) > 0
and β is not expressed as the summation of more than one elements β ′ of R with
f(β ′) > 0 (see (3.8)). We show that Πf is a base of R satisfying the properties of
the statement. It is easy to see that Π′ ⊂ Πf and R = (R∩Z+Π
f )∪ (R∩Z−Π
f)).
We show |Πf | = l + 1 by using (2.13).)
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We proceed with the proof of the theorem in the following steps.
Step 1 (Definition of f). Notice that for X ∈ {Z,R},
(3.3) XR = Xδ′ ⊕ (⊕li=1Xαi)
(see (2.6)). We may assume that (αi, αi) ≤ (αi+1, αi+1) for 1 ≤ i ≤ l − 1. Also
since π(Π′) is a base of π(R), if l ≥ 2, we may assume α1 is such that there exists
a unique j ∈ {2, . . . , l} such that (α1, αj) 6= 0. Let
(3.4) R′ :=


WΠ′ · (Π
′ ∪ {2α1}) if l = 1,
WΠ′ · (Π
′ ∪ {2α1}) if l ≥ 2 and 2(α1, α1) = (α2, α2),
WΠ′ · Π
′ otherwise.
Using [9, Theorem 10.3 (c) (and §12 Exercise 3)], we can see that WΠ′ · Π
′ and
R′ are irreducible finite root systems with the base Π′. If π(R) is reduced, then
π(R) = π(WΠ′ · Π
′). If π(R) is not reduced, then π(R) = π(R′). In particular,
we have
(3.5) R ⊂ R′ + Zδ′.
(see also (3.3)).
Define f ∈ V∗ by
(3.6) f(αi) = 1 (1 ≤ i ≤ l) and f(δ
′) = 3M,
where M := max{|f(γ)||γ ∈ R′} (notice |R′| < ∞). It follows from (3.5) that
f(β) 6= 0 for β ∈ R.
Step 2 (Definition of Πf ). Let Rf,+ := {β ∈ R|f(β) > 0}. By (3.6), we have
(3.7) Rf,+ = R ∩ ((R′ ∩ Z+Π
′) ∪ (∪∞m=1(mδ
′ +R′))).
Let Πf be a subset of R formed by the elements β ∈ Rf,+ satisfying the condition
that there exist no β1, . . . , βr ∈ R
f,+ with r ≥ 2 such that β = β1 + · · · + βr;
namely,
(3.8) Πf := Rf,+ \ (
∞⋃
r=2
{
r∑
i=1
βi|βi ∈ R
f,+}).
By (3.7), we have
(3.9) Π′ ⊂ Πf .
Notice ZΠ′ 6= ZR (by (3.3)). Then we have
(3.10) ZΠf = ZR, R = (R ∩ Z+Π
f ) ∪ (R ∩ Z−Π
f) and |Πf | ≥ |Π′|+ 1.
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(As mentioned in our strategy, we show that Πf is a base of R.)
Step 3 (If β ∈ Πf/Π′, then we have π(β) ∈ Θ(π(R), π(Π′)) (for Θ(π(R), π(Π′)),
see (2.12))). Let β ∈ Πf/Π′ (see also (3.9)-(3.10)). We show that β is expressed
as
(3.11) β = mδ′ − θ
for some m ∈ N and some θ with
(3.12) θ ∈ Θ(R′,Π′)
(see (2.12) for Θ(R′,Π′)). By (3.7), since Πf ⊂ Rf,+, we have
(3.13) β = mδ′ + µ
for some m ∈ N and µ ∈ R′. Let θ ∈ Θ(R′,Π′) ∩WΠ′ · µ, where we recall from
Lemma 2.1 (2)-(3) that |Θ(R′,Π′)∩WΠ′ ·µ| = 1. Notice {µ,−µ, θ,−θ} ⊂WΠ′ ·µ
(cf. Lemma 2.1 (2)). Then mδ′ − θ ∈ R since mδ′ − θ ∈ mδ′ + WΠ′ · µ =
WΠ′ ·(mδ
′+µ) = WΠ′ ·β ⊂ R. By Lemma 2.1 (3), we have θ+µ = θ−(−µ) ∈ Z+Π
′.
Since mδ′ − θ ∈ Rf,+ (cf. (3.7)), β = (mδ′ − θ) + (θ + µ) and β ∈ Πf , we have
θ + µ = 0 and (3.11), as desired.
Step 4 (|Πf | = l + 1). We show
(3.14) |Πf \ Π′| = 1, i.e., |Πf | = l + 1
(see also (3.9)-(3.10)).
Assume |Πf \ Π′| > 1. Let β1, β2 ∈ Π
f \ Π′ and assume β1 6= β2. Assume
(β1, β1) ≤ (β2, β2). Then, by (2.13) and (3.11)-(3.12), we see that
(β∨2 , β1) =
{
1 if π(β1) 6= π(β2),
2 if π(β1) = π(β2).
Assume (β∨2 , β1) = 1. Then, since ±(β1− β2) = sβ2(±β1) ∈ R, we have β1− β2 ∈
Rf,+ or β2 − β1 ∈ R
f,+. This contradicts the fact β1, β2 ∈ Π
f since β1 =
β2 + (β1 − β2) and β2 = β1 + (β2 − β1). Assume (β
∨
2 , β1) = 2, so π(β1) = π(β2).
By (3.11), there exist n1, n2 ∈ N and θ ∈ Θ(R
′,Π′) such that
βi = niδ
′ − θ (i ∈ {1, 2})
(so β2−β1 = (n2−n1)δ
′). Assume n1 < n2. Notice that for i ∈ {1, 2} and r ∈ Z,
R ∋ (sβ2sβ1)
r(βi) (by (AX4))(3.15)
= (ni + 2r(n2 − n1))δ
′ − θ
=
{
(n2 + (2r − 1)(n2 − n1))δ
′ − θ if i = 1,
(n2 + 2r(n2 − n1))δ
′ − θ if i = 2.
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Hence
(n2 + r(n2 − n1))δ
′ − θ ∈ R for all r ∈ Z.(3.16)
Let n3 ∈ Z+ and t ∈ N be such that 0 ≤ n3 < n2 − n1 and n2 = t(n2 − n1) + n3.
Assume n3 = 0. By (3.16), {−θ, (n2 − n1)δ
′ − θ} ⊂ R. Hence, by (3.7) (and
(2.3)), {θ, (n2 − n1)δ
′ − θ} ⊂ Rf,+. Notice t ≥ 2 (since 0 < n1 < n2 and n3 = 0).
Since β2 = t((n2− n1)δ
′− θ) + (t− 1)θ, we have β2 /∈ Π
f , contradiction. Assume
n3 > 0. Notice 2n3 < n2 (since 2n3 < (n2 − n1) + n3 ≤ t(n2 − n1) + n3 = n2).
Let β3 = n3δ
′ − θ. By (3.16), β3 ∈ R. By (3.7), β3 ∈ R
f,+. Notice β2 − 2β3 =
sβ3(β2) ∈ R (by (AX4)). Then by (3.7), we have
β2 − 2β3 = (n2 − 2n3)δ
′ + θ ∈ Rf,+.
Since β2 = (β2− 2β3) + 2β3, we have β2 /∈ Π
f , contradiction. Hence |Πf | = l+1,
as desired.
Step 5 (Πf is a base with α0 = δ
′− θ). Let α0 be β = mδ
′− θ of (3.11). Then
Πf = Π′∪{α0}, where we notice (3.9) and (3.14). It is clear that the elements of
Πf are linearly independent (cf. (3.3)). Hence, by (3.10), Πf is a base of R (cf.
(2.8)). Since ZΠ′ ⊕ Zδ′ = ZΠ′ ⊕ Zα0 (by (3.3) and (3.10)), we have m = 1.
Step 6 (The last claim holds). Let Π1 = Π
′ ∪ {α0}. Let Π2 be a base of
R. Define h ∈ V ∗ by h(β) := 1 (β ∈ Π2). Then h(R) ⊂ Z \ {0}. By the
same formula as in (3.15), we have |{(sθsα0)
r(α0) ∈ R|r ∈ Z}| = ∞ (notice
that (sθsα0)
r(α0) ∈ R (by (AX4)) since sθ = s 1
2
θ and θ ∈ R ∪ 2R (see (3.12)
and (3.4))). Hence |R| = ∞, which implies |h(R)| = ∞. Hence, by (3.5), since
|R′| < ∞ (R′ is an irreducible finite root system), we have h(δ′) 6= 0. We may
assume
(3.17) h(δ′) > 0
(otherwise, we replace Π2 with −Π2). Let
m(Π1,Π2) := |(R ∩ Z+Π1 ∩ Z−Π2) \ 2R|
= |{β ∈ (R ∩ Z+Π1) \ 2R | h(β) < 0}|.
Since α0 = δ
′ − θ, we have R ∩ Z+Π1 ⊂ R
′ + Z+δ
′ (cf. (3.5)). Hence, since
|R′| <∞, by (3.17), we have m(Π1,Π2) <∞.
We use induction on m(Π1,Π2); if m(Π1,Π2) = 0, then, by (2.8), R∩Z+Π1 =
R ∩ Z+Π2, so Π1 = Π2. Assume m(Π1,Π2) > 0. Then there exists α ∈ Π1 such
that α ∈ Z−Π2 (notice that R ⊂ Z−Π2 ∪ Z+Π2). By (2.8) (and (2.3)), we see
(3.18) sα((R ∩ Z+Π1) \ 2R) = {−α} ∪ (((R ∩ Z+Π1) \ 2R) \ {α}).
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Then we have
m(Π1, sα(Π2))
= |(R ∩ Z+Π1 ∩ Z−sα(Π2)) \ 2R|
= |sα((R ∩ Z+Π1 ∩ Z−sα(Π2)) \ 2R)|
= |(sα(R ∩ Z+Π1) ∩ Z−Π2) \ 2R|
= m(Π1,Π2)− 1 (by (3.18) since sα(α) = −α /∈ Z−Π2).
Then, by the induction, we see that there exists w ∈ WΠ1 such that w(Π2) = Π1,
as desired.
Note that for any β ∈ R \ 2R, there exists a subset Π′′ of R with |Π′′| = l
such that β ∈ Π′′ and π(Π′′) is a base of π(R). Hence by the above argument, we
have (3.2). This completes the proof. ✷
By (3.2), we have
(3.19)


R =WΠ · (Π ∪ (2Π ∩ R)),
(ZR)× \R
=WΠ ·
(
(2Π \R) ∪ (
⋃
r∈3+Z+
rΠ) ∪ ((ZR)× \ (Z+Π ∪ Z−Π))
)
.
3.2 Dynkin diagrams of affine root systems
Here we give the Dynkin diagrams for (R,Π) of Theorem 3.1. We assume that if
2α0 ∈ R, then 2αi ∈ R for some i 6= 0, see A
(4)(0, 2l) below. We describe them
in the same manner as in [11, Table 1-4]; especially, if 2αi /∈ R (resp. 2αi ∈ R ),
then the i-th dot is white (resp. black). The names of them are also the same as
in [11, Table 1-4].
(i) The case of l = 1:
A
(1)
1
α1 α0
❤ ❤⇐⇒ A
(2)
2
α1 α0
❤ ❤〈
B(1)(0, 1)
α1 α0
① ❤〈 C(2)(2)
α1 α0
① ①⇐⇒ A(4)(0, 2)
α1 α0
① ❤⇐⇒
(ii) The case of l = 2:
A
(1)
2
α1 α2
α0
❤
❤
❤  ❅ C
(1)
2
α2 α1 α0
❤ ❤=⇒ ❤⇐= G(1)2
α1 α2 α0
❤ ❤ ❤〈
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A
(2)
4
α1 α2 α0
❤ ❤⇐= ❤⇐= D
(2)
3
α1 α2 α0
❤ ❤⇐= ❤=⇒ D
(3)
4
α0 α1 α2
❤ ❤ ❤〈
B(1)(0, 2)
α1 α2 α0
① ❤⇐= ❤⇐= A(2)(0, 3)
α2 α1 α0
❤ ①=⇒ ❤⇐=
C(2)(3)
α1 α2 α0
① ❤⇐= ①=⇒ A(4)(0, 4)
α1 α2 α0
① ❤⇐= ❤=⇒
(iii) The case of l ≥ 3:
D
(2)
l+1
α1 α2 α3 αl α0
❤⇐= ❤ ❤ · · · ❤=⇒ ❤
C(2)(l + 1)
α1 α2 α3 αl α0
①⇐= ❤ ❤ · · · ❤=⇒ ①
A(4)(0, 2l)
α1 α2 α3 αl α0
①⇐= ❤ ❤ · · · ❤=⇒ ❤
A
(2)
2l
α1 α2 α3 αl α0
❤⇐= ❤ ❤ · · · ❤⇐= ❤
B(1)(0, l)
α1 α2 α3 αl α0
①⇐= ❤ ❤ · · · ❤⇐= ❤
B
(1)
l
α0
α1 α2 αl−1 αl
❤⇐= ❤
❤
· · · ❤ ❤
A(2)(0, 2l− 1)
α0
α1 α2 αl−1 αl
①⇐= ❤
❤
· · · ❤ ❤
A
(1)
l
α0
α1 α2 αl−1 αl
✟✟
✟✟
✟
❤ ❤ · · ·
❤
❤ ❤❍
❍❍
❍❍
D
(1)
l
α0 αl
α1 α2 αl−2 αl−1
❤
❤ ❤
❤
· · · ❤ ❤
C
(1)
l
α1 α2 α3 αl α0
❤=⇒ ❤ ❤ · · · ❤⇐= ❤
E
(1)
6
α6
α0
α1 α2 α3 α4 α5
❤ ❤
❤
❤ ❤ ❤
❤
A
(2)
2l−1
α0
αl αl−1 α2 α1
❤=⇒ ❤
❤
· · · ❤ ❤
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E
(1)
7
α7
α0 α1 α2 α3 α4 α5 α6
❤ ❤ ❤
❤
❤ ❤ ❤ ❤
E
(1)
8
α8
α0 α1 α2 α3 α4 α5 α6 α7
❤ ❤ ❤
❤
❤ ❤ ❤ ❤ ❤
F
(1)
4
α0 α4 α3 α2 α1
❤ ❤ ❤=⇒ ❤ ❤ E
(2)
6
α0 α1 α2 α3 α4
❤ ❤ ❤⇐= ❤ ❤
4 Elliptic root systems
In this section we assume R is a reduced elliptic root system, that is, R∩ 2R = ∅
and n = 2 (see (2.7)).
4.1 Fundamental-set of an elliptic root system
Definition 4.1. (Fundamental-set Π∪ {a}) We say that a subset Π∪ {a} of ZR
is a fundamental-set of R if it satisfies the axioms (FS1)-(FS2) below; we always
let
(4.1) πa : V → V/Ra
denote the canonical map.
(FS1) a ∈ (ZR)0 and there exists b ∈ (ZR)0 such that {a, b} is a basis of
(ZR)0, i.e., (ZR)0 = Za⊕ Zb.
(FS2) |Π| = l+1, Π ⊂ R and πa(Π) is a base of the affine root system πa(R).
Until end of this section, let Π∪{a} = {α0, . . . , αl}∪{a} denote a fundamental-
set of R. We assume π({α1, . . . , αl}) is a base of π(R).
Let δ(Π) ∈ ZΠ be such that
(4.2) δ(Π) ∈ NΠ and Zδ(Π) = (ZΠ)0.
Then πa(δ(Π)) = δ(πa(Π)) (see (2.10) for δ(πa(Π))).
Let δ = δ(Π) be as in (4.2). By (2.6), (2.11) and (2.8), for X ∈ {Z,R}, we
have
(4.3)


XR =
⊕
λ∈Π∪{a} Xλ = (
⊕
α∈Π\{α0}
Xα)
⊕
Xδ
⊕
Xa,
(XR)0 = Xδ ⊕ Xa,
R ⊂ (X+Π⊕ Xa) ∪ (X−Π⊕ Xa).
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4.2 Maps k and g
Lemma 4.1. (1) For any α ∈ R, we have
(4.4) (α+ (Z \ {0})a) ∩R 6= ∅.
(2) Let S be a non-empty proper connected subset of Π. Let VS := RS ⊕ Ra
and RS := R ∩ VS. Then (RS,VS) is a reduced affine root system (we have
assumed R is reduced), and (πa(R
S),V/Ra) is an irreducible finite root system
with the base πa(S). In particular, ZR
S = ZS ⊕ ZkSa for some kS ∈ N.
Proof. (1) By (4.3), R cannot be included in ZΠ. Hence there exist µ ∈ R
and m ∈ Z \ {0} such that µ ∈ ma + ZΠ. Since πa(R) is an affine root system
and πa(Π) is a base of πa(R), by the first equality of (3.19), there exist γ ∈ Π,
c ∈ {1, 2} and w ∈ WΠ such that w(µ) = cγ +ma. Notice that
(4.5) R ∋ sγscγ+ma(γ) = sγ(γ − (c
−12)(cγ +ma)) = γ − 2c−1ma.
(Hence (4.4) holds for this special γ.) Let λ = γ − 2c−1ma. For β ∈ R, we have
(4.6) R ∋ sγsλ(β) = sγ(β − (γ
∨, β)λ) = β + (γ∨, β) · 2c−1ma.
By (AX5) and (4.3), by repetition of equations similar to (4.6), we see that (4.4)
holds for any α ∈ R.
(2) This follows from (1) and (4.3). ✷
By Lemma 4.1 (2), for each α ∈ Π, R{α} is a rank-one reduced affine root
system and {πa(α)} is a base of a rank-one irreducible finite root system πa(R
{α}).
By Theorem 3.1, we can define maps
(4.7) k : Π→ N and g : Π→ {∅, 2Z+ 1}
by
(4.8) R ∩ (Rα⊕ Ra) =
⋃
ε∈{1,−1}
((εα+ Zk(α)a) ∪ (2εα+ g(α)k(α)a))
(α ∈ Π) ( see also (4.3)).
Since πa(R) \ 2πa(R) = Wπa(Π) · πa(Π) (see Theorem 3.1), we have
(4.9) R =
⋃
w∈WΠ
(
⋃
α∈Π
((w(α) + Zk(α)a) ∪ (w(2α) + g(α)k(α)a))).
Since R is determined by Π, k and g,
(4.10) we also denote R by R(Π, k, g).
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Let α ∈ Π. Let α∗ := −α0(R
{α}, {α},−k(α)a). Then α∗ = c(α)α + k(α)a,
where
(4.11) c(α) =
{
1 if g(α) = ∅,
2 if g(α) = 2Z+ 1.
Let B+ := {α, α
∗|α ∈ Π}. Then |B+| = 2|Π| = 2(l + 1). By Thereom 3.1, we
have
(4.12) R = WB+ · B+ and W = WB+
(We have assumed that R is reduced).
Assume l ≥ 2 (see (2.7)). Let α, β ∈ Π be such that (β∨, α) = −1. Let
γ = α0(R
{α,β}, {α, β},−k(α)a). By Lemma 4.1 (2) and Theorem 3.1, we have
g(β) = ∅, k{α,β} = k(α) and see that ((β
∨, α), k(β)/k(α), g(α)) for the rank-two
reduced affine root system R{α,β} with a base {α, β, γ} is one of the following.
(4.13)


(−1, 1, ∅) so R{α,β} is A
(1)
2 , and γ = −sα(β
∗),
(−2, 1, ∅) so R{α,β} is B
(1)
2 , and γ = −sα(β
∗),
(−3, 1, ∅) so R{α,β} is G(1)2 , and γ = −sβsα(β
∗),
(−2, 2, ∅) so R{α,β} is D
(2)
3 , and γ = −sβ(α
∗),
(−3, 3, ∅) so R{α,β} is D
(3)
4 , and γ = −sαsβ(α
∗),
(−2, 1, 2Z+ 1) so R{α,β} is A
(2)
4 , and γ = −sβ(α
∗).
4.3 List of (Π, k, g)
Theorem 4.1. Let R = R(Π, k, g) be as in (4.10).
(1) Assume l = 1. Let {α1, α0} = Π and assume that {π(α1)} is a base of
π(R) and that k(α1) ≤ k(α0) if {π(α0)} is also a base of π(R). Then k(α1) = 1
and ((α∨0 , α1), k(α0), g(α0), g(α1)) is exactly one of the followings:
(4.14)
(−2, 1, ∅, ∅),
(−2, 1, ∅, 2Z+ 1), (−2, 1, 2Z+ 1, ∅), (−2, 1, 2Z+ 1, 2Z+ 1),
(−2, 2, ∅, ∅), (−2, 2, 2Z+ 1, ∅),
(−1, 1, ∅, ∅), (−1, 1, ∅, 2Z+ 1), (−1, 2, ∅, ∅), (−1, 2, ∅, 2Z+ 1),
(−1, 4, ∅, ∅).
(2) Assume l ≥ 2. Then there exists R(Π, k, g) such that (WΠ · Π,RΠ) is a
rank-l reduced affine root system of any type with a base Π and k : Π → N and
g : Π → {∅, 2Z + 1} are any maps satisfying the condition that 1 ∈ k(Π) and
((α∨, β), k(β)/k(α), g(α)) is the same as one of (4.13) for any α, β ∈ Π with
(β∨, α) = −1.
The statements of this theorem is well-known and, however, some ofR(Π, k, g)’s
are isomorphic (see [16, (6.6)] and [1, Lists 4.6, 4.25, 4.67, 4.78]). For the case
l ≥ 2, which of them are isomorphic can be read off from the statement of The-
orem 6.1.
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5 Elliptic Lie algebras with rank ≥ 2
In this section we assume R is a reduced elliptic root system with rank ≥ 2, that
is, R ∩ 2R = ∅, n = 2 and l ≥ 2 (see (2.7)). We have assumed the rank l ≥ 2
mainly because we use the fact (5.6) below. We fix a fundamental-set Π∪ {a} of
R.
5.1 Useful lemma
The following lemma is useful.
Lemma 5.1. Let V ′ be a 2-dimensional C-linear space having a non-degenerate
symmetric bilinear form ( , ) : V ′ × V ′ → C. Let γ1, γ2 ∈ (V
′)×. Let a be a
Lie algebra over C generated by h¯γ (γ ∈ V
′), E¯1, E¯2, F¯1, F¯2 and satisfying the
equations h¯xγ+x′γ′ = xh¯γ + x
′h¯γ′, [h¯γ , h¯γ′ ] = 0, [h¯γ , E¯i] = (γ, γi)E¯i, [h¯γ , F¯i] =
−(γ, γi)F¯i, and [E¯i, F¯i] = δij h¯γ∨i , for x, x
′ ∈ C, γ, γ′ ∈ V ′, and i ∈ {1, 2}.
(1) For k ∈ N, we have
(5.1)
[ad(E¯1)
k(E¯2), ad(F¯1)
k(F¯2)]
= k!(
∏k−1
m=1((γ
∨
1 , γ2) +m))(k(γ1, γ
∨
2 )h¯γ∨1 + (γ
∨
1 , γ2)h¯γ∨2 ).
(2) Let m := (γ∨1 , γ2). Assume m ∈ Z−. Assume that h¯γ∨1 and h¯γ∨2 are linearly
independent. Assume ad(E¯1)
r(E¯2) = ad(F¯1)
r(F¯2) = 0 for some r ∈ N. Let
(5.2) n¯ = n(E¯1, F¯1) := exp(adE¯1) exp(−adF¯1) exp(adE¯1).
Then we have
(5.3)
ad(E¯1)
1−m(E¯2) = ad(F¯1)
1−m(F¯2) = 0,
n¯(h¯γ) = h¯γ − (γ1, γ)h¯γ∨1 , n¯(E¯1) = −E¯1, n¯(F¯1) = −F¯1,
n¯((adE¯1)
iE¯2) =
(−1)ii!
(−m−i)!
(adE¯1)
−m−iE¯2 6= 0,
n¯((adF¯1)
iF¯2) =
(−1)m−ii!
(−m−i)!
(adF¯1)
−m−iF¯2 6= 0,
for 0 ≤ i ≤ −m and γ ∈ V ′.
We can get (5.1) directly and get (5.3) by using a representation theory of sl2.
5.2 Definition of elliptic Lie algebras with rank ≥ 2
Let A := {(α, β) ∈ Π × Π | (α, β∨) = −1}. Let B := B+ ∪ (−B+), and B
2,′ :=
{(µ, ν) ∈ B × B |µ 6= ν 6= −µ}. For (µ, ν) ∈ B2,′, let xµ,ν = 1 − ((µ
∨, ν) −
|(µ∨, ν)|)/2. Let VC = C ⊗R V, so V
C is a l + 2-dimensional C-linear space.
We identify V with the R-linear subspace 1 ⊗ V of VC. We say that a map
ω : A → C× is a tuning if ω(α, β)ω(β, α) = 1 whenever (α∨, β) = −1. Denote
ω1 by the tuning with ω1(α, β) = 1 for all (α, β) ∈ A, and moreover, if WΠ ·Π is
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A
(1)
l , then for q ∈ C
×, denote ωq by the tuning with ω(αi, αi+1) = 1 (0 ≤ i ≤ l)
and ω(αl, α0) = q, where the numbering of the elements of Π is the same as that
of the Dynkin diagram of A
(1)
l in Subsection 3.2.
Definition 5.1. Let gω = g(Π, k, g, ω) be the Lie algebra over C defined by
generators:
hσ (σ ∈ V
C), Eµ (µ ∈ B),
and relations:
(SR1) xhσ + yhτ = hxσ+yτ if x, y ∈ C and σ, τ ∈ V
C,
(SR2) [hσ, hτ ] = 0 if σ, τ ∈ V
C,
(SR3) [hσ, Eµ] = (σ, µ)Eµ if σ ∈ V
C and µ ∈ B,
(SR4) [Eµ, E−µ] = hµ∨ if µ ∈ B+,
(SR5) (adEµ)
xµ,νEν = 0 if (µ, ν) ∈ B
2,′,
(SR6) c(α)(adEα∗)
k(β)
k(α)Eβ = ω(α, β)(adEα)
c(α)
k(β)
k(α)Eβ∗ if (α, β) ∈ A,
(SR7) (−1)c(α)+1c(α)(adE−α∗)
k(β)
k(α)E−β =
1
ω(α,β)
(adE−α)
c(α) k(β)
k(α)E−β∗ if (α, β) ∈
A,
(SR8) (adEα)
i(adEα∗)
k(β)
k(α)
−i
Eβ = 0 if (α, β) ∈ A and 1 ≤ i ≤
k(β)
k(α)
− 1,
(SR9) (adE−α)
i(adE−α∗)
k(β)
k(α)
−iE−β = 0 if (α, β) ∈ A and 1 ≤ i ≤
k(β)
k(α)
− 1.
We call g(Π, k, g, ω) an elliptic Lie algebra, see Introduction. Let g = g(Π, k, g) :=
gω1 .
We have
Lemma 5.2. If WΠ ·Π is not A
(1)
l (resp. is A
(1)
l ), then there is an isomorphism
ϕ from gω to g (resp. to gωq for some q ∈ C×) such that ϕ(hσ) = hσ (σ ∈ V
C)
and ϕ(Eµ) ∈ C
×Eµ (µ ∈ B).
Proof. Using (5.1), we can modify (SR6-7) by taking non-zero scalar products
of Eµ’s. ✷
Let hω = hω(Π, k, g, ω) := {hσ ∈ g
ω|σ ∈ VC}, and h = h(Π, k, g) := hω1 .
Since all equations in (SR1-9) are ZR-homogeneous, where R = R(Π, k, g),
we can regard gω as the ZR-graded Lie algebra gω = ⊕σ∈ZRg
ω
σ (that is [g
ω
σ , g
ω
σ′ ] ⊂
gωσ+σ′) such that Eµ ∈ g
ω
µ for all µ ∈ B. Note h
ω ⊂ gω0 . For each µ ∈ B+,
we can define nµ to be n(Eµ, E−µ) (see (5.2)) as an automorphism of g
ω, so
nµ(g
ω
σ) = g
ω
sµ(σ)
. Let Rω = {σ ∈ ZR| dim gωσ 6= 0}. Then we have
(5.4) WB+ · R
ω = Rω.
Let S a non-empty proper connected subset of Π. Let gω,S be the Lie algebra over
C defined by the generators hσ (σ ∈ CS⊕Ca), E±α, E±α∗ (α ∈ S) and the same
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relations as those in (SR1-9). Let ιω,S : gω,S → gω be the homomorphism sending
the generators to those denoted by the same symbols. Let gω,Sσ = (ι
ω,S)−1(gωσ)
for σ ∈ ZRS , so gω,S = ⊕σ∈ZRSg
ω,S
σ . Let g
S = gω1,S, and gSσ = g
ω1,S
σ . Let
Rω,S = {σ ∈ ZRS| dim gω,Sσ 6= 0}.
Let α ∈ Π. Then gω,{α} = g{α}, since gω,{α} is defined by using (SR1-5). By
Serre’s relations (SR1-5), gω,{α} is (the derived algebra of) an affine Lie algebra
with Rω,{α} = R{α} ∪ Zk(α)a, where the affine root system R{α} is A
(1)
1 or A
(1)
2 .
Hence dim g
ω,{α}
0 = 2, and dim g
ω,{α}
λ = 1 (λ ∈ R
ω,{α} \ {0}). Note Rω,{α} \ {0} =
R{α} ∪ Z×k(α)a.
Lemma 5.3. There is a homomorphism χω from gω to a Lie algebra bω such
that dimχω(hω) = l + 2, dimχω(ιω,{α}(g
ω,{α}
λ )) = 1 for all α ∈ Π and all λ ∈
R{α} ∪ Z×k(α)a, and
(5.5)
χω(hω +
∑
α∈Π
∑
λ∈R{α}∪Z×k(α)a ι
ω,{α}(g
ω,{α}
λ ))
= χω(hω)⊕
⊕
α∈Π
⊕
λ∈R{α}∪Z×k(α)a χ
ω(ιω,{α}(g
ω,{α}
λ )).
(If ω = ω1, then b
ω is given as an ‘affinization’ a⊗C[t, t−1]⊕Cc of (the derived
algebra of) an affine Lie algebra a, see [19, Proposition 3.1].)
Proof. If ω = ω1, then we can define χ = χ
ω1 in a way entirely similar to that
of [19, Proposition 3.1], inspired by so-called an ‘unfolding process’ of a Dynkin
diagram of a reduced affine root system, and we see by checking each case directly
that such χ has the property (5.5). The existence of a χωq is well-known (see [6]).
Then this lemma follows from Lemma 5.2. ✷
For each α ∈ Π, let [R{α}]+ := R{α}∩(Nα+Zk(α)a), and [R{α}]− := −[R{α}]+.
Note that R{α} = [R{α}]+ ∪ [R{α}]−.
Lemma 5.4. For each (α, β) ∈ A,
(5.6)
gω,{α,β} is (the derived algebra of) an affine Lie algebra
with the affine root system R{α,β},
which implies Rω,{α,β} = R{α,β}∪Zk(α)a. In particular, for each (α′, β ′) ∈ Π×Π
with α′ 6= β ′, we have
(5.7) [ιω,{α
′}(g
ω,{α′}
λ ), ι
ω,{β′}(gω,{β
′}
µ )] = 0
for all (λ, µ) ∈ ([R{α
′}]+ × [R{β
′}]−) ∪ ([R{α
′}]− × [R{β
′}]+).
Proof. Note first that hα, hβ and ha are linearly independent in g
ω,{α,β},
which follows from Lemma 5.3. Let γ ∈ R{α,β} be as in (4.13). If γ is ex-
pressed as −sγ1 . . . sγr−1(γ
∗
r ) in (4.13) with γi ∈ {α, β}, then we let E±γ :=
nγ1 . . . nγr−1(E∓γ∗r ) ∈ g
ω,{α,β}
±γ . Let γr+1 ∈ {α, β} \ {γr}. By (SR6-7) and (5.3), we
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have n±γ∗r (E±γr+1) = n±γr(E±γ∗r+1). Hence g
ω,{α,β} is generated by E±α, E±β and
E±γ . We show
(5.8) [E±α, E∓γ] = [E±β , E∓γ] = 0.
If R{α,β} 6= A
(2)
4 , we have this in the same way as in [19, §2.3]. Assume R
{α,β} =
A
(2)
4 . We write X ∼ Y if X ∈ C
×Y . By (5.3) and (SR6),
(5.9) E−γ ∼ [Eβ, [Eβ, Eα∗ ]] ∼ [Eβ, [Eα, [Eα, Eβ∗ ]]]
Then [Eβ, E−γ] = 0 follows from (SR5). We have
[E−γ, Eα] ∼ [[Eβ , [Eα, [Eα, Eβ∗ ]]], Eα] (by (5.9))
∼ [[Eβ , Eα], [Eα, [Eα, Eβ∗ ]]]] (by (SR5))
∼ [[Eβ , Eα], [Eβ , Eα∗ ]]] (by (SR6))
∼ nβ([Eα, [Eβ , Eα∗ ]]) (by (5.3))
∼ nβ([Eα, [Eα, [Eα, Eβ∗ ]]]) (by (SR6))
= 0 (by (SR5)).
The remaining equalities of (5.8) can be shown similarly. Hence by (5.3) and
(SR5), the above generators satisfy Serre’s relations. Hence (5.6) holds, as de-
sired. ✷
For i ∈ N, let (nω,±)(i) be the C-linear subspaces of gω defined by (nω,±)(1) :=
⊕α∈Π⊕λ∈[R{α}]±ι
ω,{α}(g
ω,{α}
λ ) (see Lemme 5.3), and (n
ω,±)(i) := [(nω,±)(1), (nω,±)(i−1)]
inductively for i ≥ 2. Let nω,± be the two Lie subalgebras of gω defined by nω,± :=∑∞
i=1(n
ω,±)(i). Let nω,±σ = g
ω
σ ∩ n
ω,±. Then nω,± = ⊕σ∈(Z±Π⊕Za)\Zan
ω,±
σ . For each
α ∈ Π, since ιω,{α} is a Lie algebra homomorphism (preserving ZΠ⊕Za-grading),
we have nω,±µ = n
ω,±
µ ∩ (n
ω,±)(1) = ιω,{α}(g
ω,{α}
µ ) for all µ ∈ (Z±α ⊕ Za) \ Za.
Moreover, by (5.7), we have
(5.10) [(nω,+)(1), (nω,−)(1)] ⊂ (nω,+)(1) + (nω,−)(1) +
∑
α∈Π
∑
σ∈Zk(α)a
ιω,{α}(gω,{α}σ ).
Hence by Lemma 5.3 and (5.6), we have
(5.11) gω = hω ⊕ nω,+ ⊕ nω,− ⊕ (
⊕
α∈Π
⊕
σ∈Z×k(α)a
ιω,{α}(gω,{α}σ )),
dim hω = l + 2, and dim nω,±λ = dim ι
ω,{α}(g
ω,{α}
σ ) = 1 for α ∈ Π, λ ∈ [R{α}]± and
σ ∈ Z×k(α)a. By (3.19), we have
(5.12)

R = WΠ ·
⋃
α∈Π[R
{α}]+,
(ZR)× \R
= WΠ · (
⋃
α∈Π(Nα⊕ Za) \ [R
{α}]+) ∪ ((ZR)× \ (Z+Π ∪ Z−Π)⊕ Za).
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Then by (5.4), using a standard argument as in [10], [18], together with the
automorphisms nµ (µ ∈ B+), we have
Theorem 5.1. We have (Rω)× = R, dim gωµ = 1 (µ ∈ R), g
ω
0 = h
ω, dim hω =
l + 2, (Rω)0 ⊂ Zδ ⊕ Za, and dim gωma = |{α ∈ Π|m ∈ Zk(α)}| (m ∈ Z
×).
By the following theorem, we can compute dim gωλ for λ ∈ Zδ ⊕ Za.
Theorem 5.2. Let Π′∪{a′} be a fundamental-set of R. Then there exist a tuning
η for Π′∪{a′} and an isomorphism f : g(Π′, k′, g′, η)→ gω such that f(g′,ηλ ) = g
ω
λ
for all λ ∈ ZΠ⊕ Za, where g′,η := g(Π′, k′, g′, η). In particular, we have
(5.13) dim gωma′ = |{α
′ ∈ Π′|m ∈ Zk′(α′)}| for m ∈ Z×.
Proof. Let B+
′ = {α′, (α′)∗|α ∈ Π′} and B′ = B+
′ ∪ −B+
′. By (SR1-9),
Theorem 5.1 and (5.3), for some η, we have a homomorphism f of the statement
such that f(g′,ηµ′ ) = g
ω
µ′ for all µ
′ ∈ B′. Since g′,η is generated by g′,ηµ′ (µ
′ ∈ B′), we
have f(g′,ηλ ) ⊂ g
ω
λ for all λ ∈ ZR = ZΠ
′ ⊕ Za′. Since R = WB+′ · B+
′ by (4.12),
using n(Eµ′ , E−µ′) ∈ Aut(g
′,η) (µ′ ∈ B′), by Theorem 5.1, we have f(g′,ηβ ) = g
ω
β for
all β ∈ R. Since Eµ ∈ f(g
′,η) for all µ ∈ B, we have f(g′,η) = gω, so f(g′,ηλ ) = g
ω
λ
for all λ ∈ ZR. By the same argument, for some tuning ω′ for Π ∪ {a}, we have
an epimorphism f ′ : gω
′
= g(Π, k, g, ω′) → g′,η such that f ′(gω
′
λ ) = g
′,η
λ for all
λ ∈ ZR. Hence dim gω
′
λ ≥ dim g
ω
λ for all ZR, so (R
ω)0 ⊂ (Rω
′
)0. Assume that
WΠ · Π is not A
(1)
l . By Lemma 5.2, we have dim g
ω′
λ = dim gλ = dim g
ω
λ for all
λ ∈ ZR, so (Rω)0 = (Rω
′
)0. Hence f ◦ f ′ is an isomorphism, so is f . Assume
thatWΠ ·Π is A
(1)
l . Assume ϕ : g(Π, k, g, ωq1)→ g(Π, k, g, ωq2) is an epimorphism
such that ϕ(g(Π, k, g, ωq1)λ) = g(Π, k, g, ωq2)λ for all λ ∈ ZR. For γ ∈ B+, let
cγ ∈ C
× be such that ϕ(Eγ) = cγEγ (Eγ 6= 0 by Lemma 5.3). For α ∈ Π,
let dα = cα/cα∗ . By (SR6), we have ωq2(α, β) = ωq1(α, β)dα/dβ (the element of
(SR6) is not zero by Lemma 5.3 and (5.1)). Hence dαi = dαi+1 for 0 ≤ i ≤ l.
Since ωq2(αl, α0) = ωq1(αl, α0), we have q1 = q2. Then by the same argument as
above, we conclude that f is an isomorphism.
The last statement follows from Theorem 5.1. ✷
6 List of dim gmδ+ra
In this section we use the notation as follows. For a Z-module X , r ∈ Z and
x, y ∈ X , let x ≡r y means x − y ∈ rX . Recall that l = |Π| − 1 ≥ 2, and
see Subsection 3.2 for the numbering of the elements αi (0 ≤ i ≤ l) of Π. Let
δ = δ(Π). Fix γ1 ∈ Πsh \ {α0}. Fix γ2 ∈ Πlg \ {α0} if Rlg 6= ∅. Let M := Zδ⊕Za.
We also denote mδ + ra ∈M with m, r ∈ Z by
[
m
r
]
. Let R = R(Π, k, g) be as in
(4.10). Let Lsh, Llg and Lex be the subsets ofM such that γ1+Lsh = R∩(γ1+M),
γ2 + Llg = R ∩ (γ2 + M) (if Rlg 6= ∅), and 2γ1 + Lex = R ∩ (2γ1 + M) (if
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Rex 6= ∅). Let Π
′ := Π \ {α0}, so π(Π
′) is a base of π(R). By Lemma 2.1, we
have Rsh = WΠ′ · γ1 + Lsh, Rlg = WΠ′ · γ2 + Llg and Rex = WΠ′ · 2γ1 + Lex. Let
gω := g(Π, k, g, ω), and g := gω1.
Remark 6.1. (Due to Kaiming Zhao) Here we would like to mention that a map
from M to {0, 1, . . . , t − 1} which is periodic modulo t on any line in M is not
necessarily meant to be periodic modulo tM . This indicates that we have to be
very careful when calculating dim gωmδ+ra because (5.13) does not immediately
imply that dim gωmδ+ra is periodic, although we finally see that this is true.
Let f : M → Z+ be a map such that mZ + rZ = f(
[
m
r
]
)Z, where f(
[
m
r
]
)
is a g.c.d. of m and r if
[
m
r
]
6=
[
0
0
]
. By definition, f(h
[
m
r
]
) = h · f(
[
m
r
]
) for
all h ∈ Z and all
[
m
r
]
∈ M . Let t ∈ N be such that t ≥ 2. Define the map
ft : M → {0, 1, . . . , t − 1} by ft(
[
m
r
]
) ≡t f(
[
m
r
]
). Then ft((h1t + h2)
[
m
r
]
) =
ft(h2
[
m
r
]
) for all h1 ∈ Z, all h2 ∈ {0, 1, . . . , t− 1} and all
[
m
r
]
∈ M . Now assume
that t = 25 and
[
m
r
]
=
[
40
200
]
. Then f(
[
m
r
]
) = 40 and f(
[
m+t
r
]
) = 5. Hence
ft(
[
m
r
]
) = 15 6= 5 = ft(
[
m+t
r
]
), as desired.
Now we have the following theorem.
Theorem 6.1. Assume gω = g if WΠ · Π is not A
(1)
l (see Lemma 5.2). Then
dim gωσ with σ ∈M \ {0} are listed below.
(1) Assume thatWΠ ·Π is X
(1)
l with X = A, . . . , G, and k(α) = 1 and g(α) = ∅
for all α ∈ Π, so Lsh = M , Rex = ∅, and Llg = M if Rlg 6= ∅ (so X = B,C, F or
G). Then we have dim gωσ = l + 1 for all σ ∈M \ {0}.
(2) Assume WΠ · Π is X
(1)
l with X = B,C, F or G. Let r = (γ2, γ2)/(γ1, γ1).
Assume that k(α) = (α, α)/(γ1, γ1) and g(α) = ∅ for all α ∈ Π, so Lsh = M ,
Llg = Zδ⊕Zra, and Rex = ∅. Then we have dim gσ1 = l+1 for all σ1 ∈ Llg \{0},
and dim gσ2 = |Πsh| for all σ2 ∈ M \ Llg. (This R is isomorphic to R(Π1, k1, g1)
for which WΠ1 · Π1 is D
(2)
l+1, A
(2)
2l−1, E
(2)
6 (l = 4), or D
(3)
4 (l = 2) respectively, and
k1(α) = 1, g1(α) = ∅ (α ∈ Π).)
(3) Assume WΠ · Π is D
(2)
l+1, A
(2)
2l−1, E
(2)
6 (l = 4), or D
(3)
4 (l = 2). Let r =
(γ2, γ2)/(γ1, γ1). Assume that k(α) = (α, α)/(γ1, γ1) and g(α) = ∅ for all α ∈ Π,
so Lsh = M , Llg = rM , and Rex = ∅. Then we have dim gσ1 = l + 1 for all
σ1 ∈ Llg \ {0}, and dim gσ2 = |Πsh| for all σ2 ∈ M \ rM .
(4) Assume WΠ · Π is D
(2)
l+1, and k(α0) = 2, k(α1) = 1, k(β) = 2 (β ∈ Πlg),
g(α) = ∅ (α ∈ Π), so Lsh = {0, δ, a} +M , Llg = 2M , and Rex = ∅. Then we
have dim gσ1 = l+1 for all σ1 ∈ 2M \ {0}, and dim gσ2 = 1 for all σ2 ∈M \ 2M .
(5) Assume WΠ · Π is D
(2)
l+1, and k(α0) = 2, g(α0) = 2Z + 1, k(α1) = 1,
g(α1) = ∅, k(β) = 2, g(β) = ∅ (β ∈ Πlg), so Lsh = {0, δ, a}+M , Llg = 2M and
1
2
Lex = δ + a + 2M . Then we have dim gσ1 = l + 1 for all σ1 ∈ 2M \ {0}, and
dim gσ2 = 1 for all σ2 ∈M \ 2M .
(6) Assume WΠ · Π is D
(2)
l+1, and k(α0) = 2, g(α0) = 2Z + 1, k(α1) = 1,
g(α1) = 2Z + 1, k(β) = 1, g(β) = ∅ (β ∈ Πlg), so Lsh = M , Llg = {0, a}+ 2M ,
and Lex = a + 2M . Then we have dim gσ1 = l + 1 for all σ1 ∈ Llg \ {0}, and
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dim gσ2 = 1 for all σ2 ∈ M \Llg. (This R is isomorphic to R(Π2, k2, g2) for which
WΠ2 · Π2 is A
(2)
2l , and k2(α) = 1, g2(α) = ∅ (α ∈ Πsh), k2(β) = 2, g2(β) = ∅
(β ∈ Πlg ∪ Πex).)
(7) Assume WΠ · Π is A
(2)
2l , and k(α) = 1 (α ∈ Π), g(α1) = 2Z+ 1, g(β) = ∅
(β ∈ Πlg ∪Πex), so Lsh = Llg = M , and Lex = {δ, δ + a, a}+ 2M . Then we have
dim gσ = l + 1 for all σ ∈M \ {0}.
(8) Assume WΠ · Π is B
(1)
l , and k(α) = 1 (α ∈ Π), g(α1) = 2Z+ 1, g(β) = ∅
(β ∈ Πlg), so Lsh = Llg = M , and Lex = a + 2M . Let M
′ = {0, a} + 2M . Then
we have dim gσ1 = l+1 for all σ1 ∈M
′\{0}, and dim gσ2 = 1 for all σ2 ∈M \M
′.
(This R is isomorphic to R(Π3, k3, g3) for which WΠ3 ·Π3 is A
(2)
2l , and k3(α) = 1,
g3(α) = ∅ (α ∈ Πsh ∪ Πlg), k3(β) = 2, g3(β) = ∅ (β ∈ Πex).)
(9) Assume WΠ · Π is A
(2)
2l , and k(α) = 1, g(α) = ∅ (α ∈ Π), so Lsh =
Llg = M , and Lex = {a, δ + a} + 2M . Then we have dim gσ1 = l + 1 for all
σ1 ∈ M
′ \ (Lex ∪ {0}), and dim gσ2 = 1 for all σ2 ∈ Lex. (This R is isomorphic
to R(Π4, k4, g4) for which WΠ4 · Π4 is A
(2)
2l , and k4(α1) = 1, g4(α1) = 2Z + 1,
k4(α0) = 2, g4(α1) = ∅, k4(β) = 1, g4(β) = ∅ (β ∈ Πlg).)
(10) Assume WΠ ·Π is D
(2)
l+1, and k(α) = 1 (α ∈ Π), g(α0) = 2Z+1, g(β) = ∅
(β ∈ Πlg ∪ {α1}). Then
(6.1) Lsh = M, Llg = {0, a}+ 2M and Lex = {2δ + a, 2δ + 3a}+ 4M,
and we have
(6.2) dim gpδ+za =


l + 1 if p ≡4 0 and
[
p
z
]
6=
[
0
0
]
,
1 if p ≡2 1,
l if p ≡4 2 and z ≡2 0,
l + 1 if p ≡4 2 and z ≡2 1.
(This R is isomorphic to R(Π5, k5, g5) for whichWΠ5 ·Π5 is A
(2)
2l , k(α) = (α, α)/(γ1, γ1),
g5(α) = ∅ (α ∈ Πlg).)
(At this moment, we do not see why dim gpδ+za are periodic modulo tM for
some t ∈ N. Maybe one of reasons is that g may be realized as a ‘fixed point’ Lie
algebra, see also [3], [20].)
Proof. We only prove (10), since (1)-(9) are similarly treated.
Assume (α1, α1) = 1. Define εi ∈ V (1 ≤ i ≤ l) by ε1 := α1 and εj := αj+εj−1
(2 ≤ j ≤ l). Then (εi, εj) = δij , and α0 = δ − ε1. Moreover, we have
(6.3)
WΠ · α1 = ∪ǫ∈{−1,1},1≤i≤lǫεi + 2Zδ,
WΠ · αr = ∪ǫ1,ǫ2∈{−1,1},1≤i<j≤lǫ1εi + ǫ2εj + 2Zδ (2 ≤ r ≤ l),
WΠ · α0 = ∪ǫ∈{−1,1},1≤i≤lǫεi + (2Z+ 1)δ.
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Figure 1: dim gmδ+ra in (6.2)
22
Then by (4.9), we have
(6.4)
R = ∪ǫ∈{−1,1},1≤i≤lǫεi + 2Zδ + Za
∪ ∪ǫ1,ǫ2∈{−1,1},1≤i<j≤l ǫ1εi + ǫ2εj + 2Zδ + Z2a
∪ ∪ǫ∈{−1,1},1≤i≤l ǫεi + (2Z+ 1)δ + Za
∪ ∪ǫ∈{−1,1},1≤i≤l 2(ǫεi + (2Z+ 1)δ) + (2Z+ 1)a
= ∪ǫ∈{−1,1},1≤i≤lǫεi +M
∪ ∪ǫ1,ǫ2∈{−1,1},1≤i<j≤l ǫ1εi + ǫ2εj + 2M
∪ ∪ǫ∈{−1,1},1≤i≤l ǫ2εi + (4Z+ 2)δ + (2Z+ 1)a.
Hence we have (6.1), as desired.
Let Π′∪{a′} be a fundamental-set of R. Let δ′ := δ(Π′), so {δ′, a′} is a Z-basis
of M .
Assume a′ ≡4 a =
[
0
1
]
. Then δ′ ≡4 δ =
[
1
y
]
, where we replace Π′ with −Π′ if
necessary. Let δ′′ = δ′ − ya′. Then {δ′′, a′} is a Z-basis of M . Since δ′′ ≡4 δ =[
1
0
]
≡2 δ =
[
1
0
]
, we have Llg = {0, a
′}+2M and Lex = {2δ
′′+ a′, 2δ′′+3a′}+4M .
Hence we have the root system isomorphism f1 : RR→ RR (cf. (2.4)) such that
f1(αj) = αj (1 ≤ j ≤ l), f1(δ) = δ
′′ and f1(a) = a
′. Then by Theorem 5.2, we
have dim gma′ = l + 1 for m ∈ Z
×.
Assume a′ ≡4 δ =
[
1
0
]
. Let R5 = R(Π5, k5, g5) be as in the statement. Let
g′ := g(Π5, k5, g5). Define the R-linear isometry f2 : RR5 → RR by f2(αj) = αj
(1 ≤ j ≤ l), f2(δ) = 2δ−a and f2(a) = δ. Note that f2(Lsh) = f2(M) =M = Lsh,
f2(Llg) = f2({0, δ}+ 2M) = Llg and f2(Lex) = f2({δ, 3δ}+ 4M) = Llg. Hence f2
is a root system isomorphism. Let a′′ := f−12 (a
′). Then a′′ ≡4 a. By the same
argument as above, as for dim g′ma′′ , we have the same equalities as in (6.5) below.
Then Theorem 5.2 implies that
(6.5) dim gma′ =


l + 1 if m 6= 0 and m ≡4 0,
1 if m ≡2 1,
l if m ≡4 2.
For other a′’s, we can utilize the root system isomorphisms fi : ZR → ZR
(3 ≤ i ≤ 5) defined by fi(αj) = αj for all 1 ≤ j ≤ l, and f3(
[
1
0
]
) =
[
−1
0
]
,
f3(
[
0
1
]
) =
[
0
1
]
, f4(
[
1
0
]
) =
[
1
0
]
, f4(
[
0
1
]
) =
[
0
−1
]
, f5(
[
1
0
]
) =
[
1
1
]
, f5(
[
0
1
]
) =
[
0
1
]
. Let
R6 = R(Π6, k6, g6) be such that WΠ6 · Π6 is D
(2)
l+1, k6(αi) = 1 for 1 ≤ i ≤ l, and
g6(α0) = ∅, g6(α1) = 2Z + 1 and g6(αj) = ∅ for 2 ≤ j ≤ l − 1. Then we can
also use the root system isomorphism f6 : ZR6 → ZR defined by f6(αj) = αj
(1 ≤ j ≤ l), f6(δ) = δ and f6(a) = 2δ + a.
Finally we have
Case-1. If a′ ≡4
[
0
1
]
,
[
0
3
]
,
[
2
1
]
or
[
2
3
]
, then we have dim gma′ = l+1 for m ∈ Z
×.
Case-2. If a′ ≡4
[
1
0
]
,
[
3
0
]
,
[
1
1
]
,
[
1
3
]
,
[
3
1
]
,
[
3
3
]
,
[
1
2
]
or
[
3
2
]
, then the same as (6.5)
holds.
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Let λ = pδ + za =
[
p
z
]
= ma′ with p, z ∈ Z and m ∈ Z×. Let
[
x
y
]
= a′, so
xZ+ yZ = Z.
Assume that p ≡4 0. If x ≡2 1, then m ≡4 0, so dim gλ = l + 1. If x ≡2 0,
then y ≡2 1, so Case-1 implies dim gλ = l + 1.
Assume that p ≡4 2 and z ≡2 0. If x ≡2 0, then y ≡2 1, so m ≡2 0, so p ≡4 0,
contradiction. Hence x ≡2 1, so m ≡4 2, so Case-2 implies dim gλ = l.
Assume that p ≡4 2 and z ≡2 1. Then m ≡2 1, y ≡2 1 and x ≡2 0, so Case-1
implies dim gλ = l + 1.
Assume that p ≡2 1. Then m ≡2 1 and x ≡2 1, so Case-2 implies dim gλ = 1.
Thus we have (6.2), as desired. This completes the proof. ✷
Acknowledgment. The authors would like to express their thanks to Kaim-
ing Zhao for a fruitful discussion on Remark 6.1. Most of this paper is motivated
by delivery of talks and lectures by the authors at the University of Isfahan, Qom
University and Arak University in Iran in September 2005 and December 2008.
The authors would like to express their thanks to professors, staffs and students
there for hospitality, and careful and warm listening to the authors’ presentations.
References
[1] B. Allison, S. Azam, S. Berman, Y. Gao, A. Pianzola, Extended affine Lie
algebras and their root systems, Mem. Amer. Math. Soc. 603 (1997) 1–122
[2] S. Azam, Extended affine root systems, J. Lie Theory 12 (2002) 515–527
[3] S. Azam, S. Berman, N. Yousofzadeh, Fixed point subalgebras of extended
affine Lie algebras. J. Algebra 287 (2005), no. 2, 351–380
[4] S. Azam, V. Khalili and M. Yousofzadeh, Extended affine root system of
type BC, J. Lie theory 15 (2005). no. 1, 145-181
[5] S. Azam, H. Yamane, M. Yousofzadeh, Universal coverings of Lie tori (A
finite presentation), Preprint, arXiv:0906.0158
[6] S. Berman, Y. Gao, Y. Krylyuk, Quantum tori and the structure of elliptic
quasi-simple Lie algebras, J. Funct. Anal. 135 (1996) 339–389
[7] V.G. Drinfeld, A new realization of Yangians and quantized affine algebras,
Soviet Math. Dokl. 36 (1988) 212-216
[8] I. Heckenberger, H. Yamane, A generalization of Coxeter groups, root sys-
tems, and Matsumoto’s theorem, Math. Z., 259 (2008), 255-276
24
[9] J.E. Humphreys, Introduction to Lie algebras and representation theory,
Graduate Texts in Mathematics, Vol. 9, Springer-Verlag, New York Berlin,
1972
[10] V.G. Kac, Infinite dimensional Lie algebras (3rd ed.), Cambridge Univ.
Press, Cambridge, 1990
[11] , Infinite-dimensional algebras, Dedekind’s η-function, classical
Mo¨bius function and the very strange formula, Adv. in Math. 30 (1978)
85–136
[12] S. Lang, Algebra, Addison-Weslay Publishing Company Inc. 1965
[13] I.G. MacDonald, Affine root systems and Dedekind’s η-function, Invent.
Math. 15 (1972) 91–143
[14] , Affine Hecke algebras and orthogonal polynomials, Cambridge tracts
in mathematics 157, Cambridge university press, 2003
[15] R.V. Moody, S. Eswara Rao, T. Yokonuma, Toroidal Lie algebras and vertex
representations, Geom. Dedicata 35 (1990) 283–307
[16] K. Saito, Extended affine root systems. I. Coxeter transformations, Publ.
Res. Math. Inst. Sci. 21 (1985) 75–179
[17] K. Saito, T. Takebayashi, Extended affine root systems. III. Elliptic Weyl
groups, Publ. Res. Math. Inst. Sci. 33 (1997) 301–329
[18] K. Saito, D. Yoshii, Extended affine root system. IV. Simply-laced elliptic
Lie algebras, Publ. Res. Math. Inst. Sci. 36 (2000) 385–421
[19] H. Yamane, A Serre-type theorem for the elliptic Lie algebras with rank ≥ 2,
Publ. Res. Math. Inst. Sci. 40 (2004) 441–469
[20] D. Yoshii, Elliptic Lie algebras (Inhomogeneous Cases), Preprint, RIMS-1308
(2001)
[21] M. Yousofzadeh, A generalization of extended affine Lie algebras, Comm.
Algebra 35 (2007), no 12, 4277-4302
[22] M. Yousofzadeh, A presentation of Lie tori of type Bℓ, Publ. Res. Inst. Math.
Sci. 44 (2008), no. 1, 1–44
25
Saeid Azam, Department of Mathematics, the University of Isfahan,
Isfahan, Iran, P.O.Box 81745-163
E-mail address: azam@sci.ui.ac.ir
Hiroyuki Yamane, Department of Pure and Applied Mathematics, Grad-
uate School of Information Science and Technology, Osaka University,
Toyonaka 560-0043, Japan
E-mail address: yamane@ist.osaka-u.ac.jp
Malihe Yousofzadeh, Department of Mathematics, the University of
Isfahan, Isfahan, Iran, P.O.Box 81745-163
E-mail address: ma.yousofzadeh@sci.ui.ac.ir
26
