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Abstract
Objective: Using Canadian data, I assess the degree to which stan-
dard estimates of the importance of income and education for supporting
life satisfaction may be flawed due to response biases.
Background: An enormous “happiness”, or life satisfaction, litera-
ture in economics makes use of Likert-like scales in assessing survey re-
spondents’ cognitive evaluations of their lives, overall. These measures
are being used to estimate economic benefits in every empirical field of
economics.
Typically, analysis of these data have shown remarkably low direct
returns of education for improving subjective well-being. In addition,
arguably, the inferred impact of material wealth and income using this
method is also unexpectedly low as compared with other, social factors,
and as compared with economists’ prior expectations which underlie, in
some sense, support for using GDP as a proxy for more general quality of
life goals.
Discrete response scales used ubiquitously for the reporting of life sat-
isfaction pose cognitive challenges to survey respondents, so differing cog-
nitive abilities result in different uses of the scale, and thus potential bias
in statistical inference. This problem has so far gone unnoticed. “Life
satisfaction” data are now most standardly assessed on an eleven-point
(zero to ten) scale, in accordance with recommendations by the OECD,
US National Academies, and others. Typically, reduced form models of
these subjective but quantitative data treat the integer responses as con-
tinuous variables and often even as interpersonally comparable, although
using ordinal models with weaker assumptions makes little difference in
practice. However, an overlooked feature of the distribution of responses
to life satisfaction questions is that they exhibit certain enhancements at
focal values, in particular at 0, 5, and 10 on the eleven-point scale. In this
paper, I investigate the reasons for, and implications of, these response
patterns.
Methods: Data come from the Canadian Community Health Survey,
which includes an 11-point (0–10) life satisfaction question along with
other demographic, economic, and social variables. I offer three quanti-
tative analytic contributions to evaluate the bias in standard applications
of life satisfaction data. These include a model to account for the focal-
value behavior using a latent variable approach to capture the “internal”
cognitive evaluation before it is translated to the discrete scale of a survey
question.
Results: This approach, supported by the other more heuristic ones,
finds a significant upward correction for the effects of both education and
income on life satisfaction.
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1 Introduction
Now firmly entrenched in the economics literature, in national statistical agency
data collection, and in the dialogue about progress and well-being1, survey-based
subjective evaluations of life seem at first look like an unlikely candidate for the
economist’s arsenal. Their coherence and value rely on a series of enormous
cognitive tasks to be performed in short order by the respondent. When asked,
“All things considered, how satisfied are you with your life overall, measured on
a scale of 0 to 10?” a respondent must in some sense
(i) conceive of the domains, expectations, aspirations or other criteria salient
to her sense of experienced life quality or satisfaction;
(ii) assemble evidence pertaining to each ideal, such as recent affective (emo-
tional) states, significant events, objective outcomes;
(iii) appropriately weight and aggregate this evidence, and
(iv) quantify the result according to the somewhat arbitrary, discrete scale
provided in the question.
This is without doubt a tall order, and any embrace of these data rests on
their remarkable reproducibility and cardinal comparability, possibly along with
the principle that any objective indicator of experienced well-being must ulti-
mately be accountable to a subjective one. While various studies have sought,
with limited success, to find differences in interpretation of the question or
norms of expression across cultures and languages (Helliwell et al., 2010; Exton,
Smith, and Vandendriessche, 2015; Lau, Cummins, and Mcpherson, 2005; Clark
et al., 2005), an important fact is that, uniformly across cultures, responding to
the question is cognitively demanding. This paper focuses in particular on the
consequences of heterogeneity in numeracy or quantitative ability in the final
one or two stages in the process outlined above. Those with less facility with
numbers are likely to simplify the numerical response scale for themselves. In
particular, I will show that they do this by reducing the number of possible
options in their response. This can be expected to introduce complex biases in
mean life satisfaction and in marginal effects on life satisfaction, in particular
with respect to education and other correlates of numerical literacy itself. Below
I take several empirical approaches in order to estimate the order of magnitude
of these problems.
The following critiques of common existing approaches to interpreting SWL
data come to light: (i) Coefficients estimated as mean effects across the pop-
ulation are in fact the result of highly heterogeneous effects between low and
high SWL respondents; (ii) an ordinal interpretation of the standard 11-point
scale (0–10) is inconsistent with the way a significant subset of respondents use
certain “focal” response values; and (iii) as a result, the treatment of SWL data
1The life satisfaction question is posed in numerous national and international social sur-
veys, both cross-sectional and panel,
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Fig. 1. Questionnaire format for life satisfaction question in Canada’s first
General Social Survey (1985)
universally in use in economics produces biased estimates for certain important
correlates of SWL, including income and education.
1.1 Question format
The history of survey questions on subjective assessments mirrors in part tech-
nological norms. Early innovators in monitoring subjective well-being in social
and household surveys tended to use a four point or five point scale, typically
with Likert-like bipolar verbal labels on responses. In such questions, exem-
plified in Figure 1, the numbers were not meant as cues for the respondent.
Naturally, the variation, or precision, was limited because most respondents
chose one of the top two options (see Figure 2). As the cost of adding ex-
tra reporting boxes to paper survey media has been erased by the adoption of
computer aided questionnaires, these subjective scales have expanded their res-
olution. However, with more than five or seven response options, verbal cues
are typically dropped except for the highest and lowest response options. For
instance, after many years of asking satisfaction with life (SWL) questions with
a variety of scales (Figure 2), Statistics Canada settled in the last decade on a
particular wording with an 11 point scale.
The OECD (2013) has also developed recommendations for standardizing
the way such questions are asked by all national statistical agencies. The de
facto standard for SWL now is an 11-point scaling, from 0 to 10, with the lower
extreme meaning, for example, “completely dissatisfied,” the upper signifying
“completely satisfied,” and the interpretation of the remaining values being left
up to the respondent.
Globally, the response to such cognitive life evaluation questions happens to
be near the mid-point (Barrington-Leigh, 2012), but in wealthy countries the
mode is as high as 8 and the standard deviation can be as small as one and a
half steps on the scale.
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Fig. 2. Histograms of SWL responses over time in Canada
1.2 Balance between cognitive load and precision
There have been plenty of studies on the optimal number of response options
when there are verbal cues for each option. For instance, it may be that in an
oral interview, i.e. with no visual cues, four or five responses are the maximum
that can be handled without confusion or overload (Bradburn, Sudman, and
Wansink, 2004). When the scale is explicitly numeric, as in the case of leading
SWL measures and which is the focus of the present paper, there also arises
a trade-off between the cognitive load imposed by a scale and the precision it
allows.
In terms of the ability of the respondent, this trade-off is between expressive
capacity, i.e. allowing for precise responses in order to capture variability be-
tween respondents where it exists, and processing capacity, i.e. allowing for the
cognitive steps described earlier to occur without overburdening the respondent.
Overburdening would result, at best, in the respondent not fully optimizing
her answer or not properly interpreting or using the given range of responses
(OECD, 2013). Various studies on this balance have tended to favor 11-point
quantitative scales over less resolved option sets (e.g. 7-point scales) as well as
over nearly continuous options (Alwin, 1997; Kroh et al., 2006; Saris, Van Wijk,
and Scherpenzeel, 1998; OECD, 2013). There may be a distinction between the
cognitive load associated with several verbally-described response options, dealt
with more so far in the literature, and the cognitive load of numerical precision
in a numerical scale. In this paper, SWL questions all have a scale that is in-
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ternally defined by the respondent, except for the two end-points, which have
labels such as “completely satisfied” and “completely dissatisfied.” Beyond these
two conceptual values, the task is therefore particularly quantitative, especially
when there are as many as 9 or more unlabeled numerical options.
1.3 Well-being effects of education and income
Two other features of the broader SWL literature are pertinent to what follows:
one might say that the estimated coefficients (marginal effects) for education and
income are both “low” in empirical models of SWL (Dolan, Peasgood, andWhite,
2008). Education may be expected to confer benefits not just through higher
income but also through better health behaviors and enhanced social capital
of various forms (e.g., Helliwell and Putnam, 2007), as well as something more
abstract, akin to personal development. However, among the more surprising
stylized facts is that formal education does not help much to explain SWL once
income is accounted for.2 This generalization hides considerable variation in
the literature; since the various channels and directions of influence are not
easily identified, and the relationship may not even be monotonic (Stutzer,
2004), estimates vary from slightly positive to slightly negative overall effects of
having extra education.
Similarly, although the literature on the importance of income and income
growth on SWL is enormous and involves a large potential role of consump-
tion externalities (Barrington-Leigh, 2014), one may summarize the findings of
SWL research by saying that income has been found to be less of the story
than economists might have anticipated (e.g., Hamilton, Helliwell, and Wool-
cock, 2016; Blanchflower and Oswald, 2004). The large compensating differ-
entials found for multiple dimensions of our social context and quality of our
social interactions (trust, engagement, meaningful work, friendships, intimate
relationships, etc; see for example Powdthavee, 2008; Helliwell and Barrington-
Leigh, 2011; Helliwell and Putnam, 2004) reflect a small denominator, i.e. the
coefficient on income. The reasonable argument that increased income ought to
allow for more choice about the pursuit of those other, more social, supports of
SWL face strong empirical evidence that they do not, in practice.
In this context, the present paper is an investigation into a possible bias in
which those with lower socioeconomic status, i.e., lower education and lower
income, but in particular lower numeracy, may be more likely to under-utilize
the SWL response options in such a way as to enhance (upwardly bias) or lower
(downward bias) their reported life satisfaction.
2Studies routinely control for current income rather than wealth when assessing SWL
benefits of education. Current income is an especially poor proxy for lifetime income in
this context because choosing to pursue extra education entails a trade-off between short-
term income and future income. This leaves educational attainment as a positive proxy for
unmeasured future income expectations, making the low coefficients measured on education
even more surprising.
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2 Focal values
The motivation for this paper is the observation that histograms of 10-point
and 11-point SWL responses are multi-model, often having not one but four
peaks. Figure 2 shows the distributions from a number of surveys in Canada.
While the most common response is usually “8,” supplementary enhancements
are clearly visible at 10, 5, and the lowest value, 0 or 1. I refer to these as
“focal values.” Remarkably, these focal values have been uniformly ignored in
the SWL literature so far.
Breaking up the distribution according to educational attainment reveals a
further remarkable feature. To do this, I use the 2011--2012 cycle of the Cana-
dian Community Health Survey, an annual cross-sectional survey which includes
an 11-point SWL question. While the survey includes younger respondents, I
rely exclusively on those over the age of 25. Educational attainment is recorded
in only four categories: less than high school graduate, high school graduate,
some post-secondary training, and completed post-secondary training. Rela-
tively few respondents recorded the third category. Figure 3 shows response
distributions for each of these categories. Qualitatively, we can say that the fo-
cal value enhancements decrease monotonically with increasing education, and
in the highest category two of the extra peaks are absent, leaving only a uni-
modal distribution around SWL=8, along with a slight enhancement at SWL=0.
This suggests that, in addition to any possible association between education
level and some internal representation or cognitive assessment of overall life sat-
isfaction, there is a difference across education levels of the way that satisfaction
is translated or projected onto the response options. Weighted means are shown
in each panel of Figure 3. Mean SWL is weakly higher for high school graduates
than for those with some further post-secondary education (but no university
degree). This could reflect the non-monotonicity reported by Stutzer (2004) or
it could reflect the bias under present investigation.
As already mentioned, a number of studies have found functional forms and
estimated relationships for SWL and its correlates to be consistent across coun-
tries, cultures, and languages (Helliwell et al. (2010); Exton, Smith, and Van-
dendriessche (2015), but see Lau, Cummins, and Mcpherson (2005)). Moreover,
there is huge variation in average SWL across countries, with some consistently
reporting a mean as low as ∼3 while others consistently report means of nearly
8, and lived conditions explain variation in SWL across countries as well as
within each country.
These features are evidence that respondents across a wide range of living
situations interpret and use the scale in a roughly comparable way. However,
in recent work comparing indigenous and non-indigenous populations within
Canada, Barrington-Leigh and Sloman (2016) found a remarkably high mean
SWL for a sample of indigenous respondents, similar to that of the rest of
Canadians, despite enormous differences in objective circumstances between the
groups. In addition, reported income was not statistically correlated with SWL
in our regressions for the indigenous sample.
The data in that study come from three Canadian surveys: the Equality,
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Fig. 3. CCHS 11-12: SWL responses versus education. In the CCHS,
education is coded into four categories. Use of focal values appears to decrease
with increasing education.
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Security and Community survey (ESC); its follow-up small sample of on- and
off-reserve First Nations and Métis peoples in the Canadian Prairies (Aboriginal
ESC); and the General Social Survey, Cycle 24 (see Barrington-Leigh and Slo-
man, 2016, for full details), which includes off-reserve First Nations and Métis
respondents. As can be seen in the first panel of Figure 4, an “enhancement”
at SWL=10 in the Aboriginal ESC sample makes it the most common response
and may go some way to explaining the high mean reported SWL. Indeed, this
is likely the first reported SWL distribution to have such a dominant response
at the top value. On the other hand, plenty of the sample also responded with 7,
8, or 9, each with higher frequency than SWL=5. Below, I will apply methods
developed on a larger dataset in order to see whether some more light can be
shed on the results shown in Figure 4 and found in analysis of those data.
As a final piece of empirical motivation for the approach described next in
Section 5, I present in Figure 5 the distribution of responses to a life satisfaction
question which accommodated a higher resolution than the canonical 11-point
format. These data come from an online “vignette” survey, in which respon-
dents predict the life satisfaction of a hypothetical individual based on a short
description of her life circumstances. The only relevant feature to note here is
that, while a precision of 0.1 on a 0–10 scale is offered to the respondent, it
appears, based on the integer and half-integer focal values, that different indi-
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Fig. 5. Distribution of responses to a SWB question on a scale with
resolution 0.1
viduals have simplified the scale for themselves. The interface was a slider which
gave no preference for any particular values; in other words the cost to the re-
spondent of choosing a non-integer answer over an integer answer were purely
cognitive. Indeed, if a respondent had a particular precision in mind, greater
than 0.1, then the existence of the observed focal values indicates that extra ef-
fort was exerted in order to leave the slider precisely on a half- or whole-integer
value. This can be interpreted as evidence of an effort to faithfully communicate
a mental result, motivated solely by the wish for self-expression.
A small number of studies have at least remarked on the focal value issue,
but without a full account or explanation. Landua (1992) analyses response
transition probabilities in the German Socio-Economic Panel, and Frick et al.
(2006) confirm his report that respondents have a tendency to move away from
the endpoints over time. In fact, this could be driven largely by the focal value
behavior diminishing as panel participants, especially those with low numeracy,
gain familiarity and comfort with the scale. Dolan, Layard, and Metcalfe (2011)
mention that SWL ratings in one study are positively associated with life cir-
cumstances as one would expect, except at the top of the scale, where “those
rating their life satisfaction as ‘ten out of ten’ are older, have less income and
less education than those whose life satisfaction is nine out of ten.” They spec-
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ulate a reason unrelated to cognitive limitations for this observation but declare
that “This issue warrants further research”. The present paper may fully resolve
this mystery.
3 Empirical assessments of bias (heuristic)
In the interest of assessing the strength of the association between education
and the use of focal values, and in order to quantify the bias this response
behavior introduces into canonical (typical) SWL regressions, several heuris-
tic empirical methods are useful and considerably easier to estimate than the
more theoretically-based framework described later, in section §5. As a way to
quantitatively estimate the biases introduced by focal value response behavior,
the heuristics described next are useful as a point of comparison with the later
method. However, the primary contribution of the paper lies in the method of
section §5, and the hurried reader can skip there now.
The objective in this section is to simulate what might be estimated by a
canonical model of life satisfaction in the counterfactual absence of any prefer-
ential selection of focal values in the cognitive process underlying responses.
The first test of the robustness of canonical SWL estimates to this problem
is simply to drop the focal value responses, i.e. all respondents who gave SWL
∈ {0, 5, 10}, and to reestimate one’s model. This introduces plenty of new biases,
but as we will see the general results characterizing the literature on SWL are
relatively robust to this kind of test.
A second approach is something like the converse: to contract the answer
space to the focal values. For this, I propose the following mapping of the
observed 11 survey response values (CCHS data3) to a new 3-point scale:
{0, 1, 2} −→ 0
{3, 4, 5, 6, 7} −→ 5
{8, 9, 10} −→ 10
(1)
3.1 Modeling the full response distribution
The third method is more involved, and introduces a new approach to modeling
SWL responses. Traditional methods used for this purpose — such as OLS,
ordered logit, and ordered probit — leverage strong assumptions about the
symmetry of effects of explanatory variables on each step of the response scale.
The latter two, which are discrete choice models, provide estimates of the full
probability distribution across the possible discrete responses. This means that
for each individual, a prediction consists also of a complete 11-point probability
distribution. Because of the assumed symmetries in these models, however,
those specifications are not flexible enough to account for the heterogeneous
influence of predictors like education on focal and non-focal response values.
3For demonstration purposes, these Canadian data are used in section §4
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Instead one may relax the ordinality assumption for response options, and
model the probability of each response independently, or nearly independently,
subject only to the constraint that the probabilities add up to one. Doing this
makes evident the influence of education on the tendency to use a focal value.
This can be accomplished with a system of OLS or logit “seemingly unrelated
regressions” followed by a normalization step. Alternatively, a multinomial logit
choice model may be used, and this is the approach I pursue. Each of these three
options is, strictly speaking, misspecified, since the formal independence of irrel-
evant alternatives (IIA) assumption of the multinomial logit model is violated
by the numbered options of an SWL question, and the ex post normalization of
probabilities generated by a system of OLS or logit equations belies the inde-
pendence of the set of equations. Nevertheless, these probability normalizations
tend to be relatively small in the OLS and logit system cases, and the IIA re-
quirement is frequently overlooked in applications of the multinomial logit. A
multinomial probit model relaxes the IIA assumption but was not available for
coding. In practice, all of these approaches give similar probability and marginal
effect estimates.
The multinomial logit model, in its latent variable formulation, consists of
a system of equations generating scores Y ∗i,j for each individual i and response
option j ∈ {0 . . . 10}:
Y ∗i,0 = β0 · xi + ε0
Y ∗i,1 = β1 · xi + ε1
· · ·
Y ∗i,10 = β10 · xi + ε10
(2)
where εj ∼ EV1(0, 1), i.e. the error terms have standard type-1 extreme value
distributions. The predicted response for individual i is the value of j with the
highest Y ∗i,j . Probabilities of each response for each individual are already fully
determined if one of the above equations, considered a “base case,” is dropped.
3.2 Simulated data using modified response distributions
Using estimated probability distributions at the level of the individual respon-
dent, I modify the probabilities in order to “undo” the focal value bias. Clearly,
this is a somewhat ad hoc experiment, but the objective of this paper is to quan-
tify the scale of biases introduced by the differential tendency of respondents to
use focal values. I assume that respondents who are overly challenged by the
full response scale carry out the contraction given in equation (1). In order to
simulate a reversal of this process, I make use of the fact that most predicted
distributions in the Canadian survey have a peak around SWL=8. In situations
where there is clear evidence in an individual’s response probability distribution
that a focal value enhancement exists, I redistribute the probability in order to
remove the anomaly. In particular,
1. If PSWL=0 > PSWL=1 and PSWL=2 > PSWL=1, then PSWL=0 is reduced to
match PSWL=1.
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2. If PSWL=10 > PSWL=9 and PSWL=8 > PSWL=9, then PSWL=10 is reduced
to match PSWL=9.
3. If PSWL=5 > PSWL=6 and PSWL=5 > PSWL=4 and either PSWL=7 >
PSWL=6 or PSWL=3 > PSWL=4, then PSWL=5 is reduced to the mean of
PSWL=4 and PSWL=6.
These conditions amount to detection of a multimodal distribution. In each
case, the removed component is redistributed to neighboring values by renor-
malizing each group on the left hand side of equation (1) such that its sum in
the distribution is unchanged.
Using these modified distributions, calculated at the individual level, a new
simulated dataset is created by appropriately drawing a single response for each
individual. This simulated counterfactual dataset can be used in canonical es-
timates of SWL in order to compare with those from the real data. I multiply
(bootstrap) the dataset several times in order to ensure that standard errors are
driven by the variation in the data rather than from the simulation process.
4 Heuristic assessment results
The data, taken from the 2011–2012 cycles of the Canadian Community Health
Survey, were introduced in section §2. Life satisfaction is modeled according to 2
two specifications. In one, xi contains gender, a quadratic of age, log of house-
hold income, an indicator of marriage status, two indicators of labor market
status, an indicator for immigrants, and a measure of educational attainment
treated as a continuous variable. In the other, only education and income are
included, in order to focus on the effects discussed in section §1.3. The distri-
bution of the education levels, and the corresponding SWL distribution of each
education subsample, was shown in 3 for those aged 25 and older.
4.1 Multinomial logit estimates
The main estimates of the education effect are shown in the left panel of Fig-
ure 6. These are mean marginal effects of having one step higher educational
attainment (for instance, graduating from high school) on the probability of
giving each response to the SWL question. In principle, one might expect the
coefficients to rise monotonically with response value, as higher income or edu-
cation should more strongly predict higher life evaluation. Due to correlations
across explanatory variables, the actual pattern may be slightly more complex.
Other than the focal response values 0, 5, and 10, this marginal effect is nonneg-
ative and weakly increasing in SWL response. By contrast, the effects on the
focal value responses are, with high statistical significance, negative4 outliers ly-
ing far below what would be expected based on the pattern of adjacent values.
They show that more education significantly reduces the probabilities each focal
4For each explanatory variable, the sum of all marginal effects on probabilities must be
zero.
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Fig. 6. Marginal effects of education and income on response probabilities.
Multinomial logit estimates of individuals’ probability of giving each possible
response to a life evaluation question. For education, marginal effects show a
smooth pattern with increasing response value, except for the exceptional
values at 0, 5, and 10. These indicate that education is a significant predictor
of the tendency to respond with a focal value. Error bars denote 95%
confidence intervals.
value response. While precisely estimated, these effects are not overwhelming;
the difference between the marginal effects for PSWL=9 and PSWL=10 is a little
over 3%. By contrast, overall the raw data suggest PSWL=10 is 19% higher than
PSWL=9, and the standard deviation of the education variable is 1.2. Thus, this
estimate does not explain the entire focal value enhancement observed in the
response distribution. This is not surprising, as formal education can only be
expected to be a weak proxy for numeracy or cognitive capacity of the kind
needed to deal with the 11-point response scale.
In fact, without a more structural model, it is difficult to interpret the effects
in Figure 6, even though they show a remarkable pattern, because there is no a
priori expectation about trends in marginal effects as a function of successive
response values. This is because there may be complex correlations between
covariates. Indeed, relaxing the ordinality assumption across response options
was the motivation for using a multinomial logit model in the first place.5On
the other hand, the model does successfully predict significant enhancements of
the focal value responses. This allows the approach described in section §3.2,
wherein predicted probabilities are modified to “undo” the contraction of equa-
tion (1), with the aim of estimating biases generated by this contraction in
5If the model is estimated using only the education variable as a predictor, the results
show essentially the same pattern, with even stronger effects for the focal values. However, in
this case, it is also possible to exclude monotonicity of the marginal effects for SWL≤6, even
excluding the focal values.
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Fig. 7. Marginal effects on expected life satisfaction. Error bars denote 95%
confidence intervals.
canonical (OLS) estimates of SWL.
4.2 Canonical estimates of SWL
In order to quantify the possible focal-value-induced biases in regression co-
efficients estimated frequently in the literature, I use three heuristic techniques
and report their results in Figure 7. It shows that the estimated coefficient on
the education variable in a naive (canonical) OLS estimate of SWL is signif-
icantly negative. This means that, on average in this parsimonious specifica-
tion, those with higher education report lower life satisfaction, controlling for
household income. This illustrates the paradoxical stylized fact in the literature
(section §1.3). The second bar shows that the predicted marginal effect on the
expected value of SWL from the multinomial logit estimate agrees closely with
the OLS coefficient, but with an even larger standard error, likely reflecting the
ambiguity arising as a result of the focal value bias. Next, running an OLS es-
timate on the simulated data, generated using response probabilities calculated
for each individual from the multinomial logit model, also agrees well with the
original OLS estimate, and is negative with strong statistical significance.
The green bars show marginal effects after attempting to correct for the focal
value bias. Simply dropping all observations with responses SWL∈ {0, 5, 10}
produces a positive but weakly constrained OLS coefficient on the education
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variable. Contracting all responses to the nearest focal value (“collapsed to
focal”) results in a poorly constrained, zero effect. My primary estimate, using
the technique of modifying probability distributions at the individual level and
simulating data, generates a significant positive estimated effect of increased
education, thus reversing the the paradoxical finding in the naive estimate.
For consistency, the bias can be estimated using the OLS estimates carried
out on simulated data, before and after the modification; calculated this way it
is 0.026±.003. This magnitude may appear small but can be put into context in
the standard way in the SWL literature, by computing its income compensating
differential. Since the estimated marginal effect of log income is consistently
measured (Figure 7) as ∼ 0.4, the focal value bias corresponds to a missing
benefit of ∼6% of income per educational attainment category.
Interestingly, the techniques described so far to assess focal value bias show
no consistent evidence that canonical OLS income coefficients are underesti-
mated, even though income does predict focal value response (Figure 6).
4.3 Mean SWL
Not surprisingly, these marginal effects, which can be separately estimated for
each individual, are not uniform across (linear in) education categories. Another
way to quantify the bias is to look at mean expected SWL as a function of
education attainment level, both with and without the focal-value correction.
Figure 8 shows the sample mean and estimated means for the whole sample
and for the education level subsets. Blue bars show the sample means; cyan
bars represent the estimated value from a multinomial logit estimate on the
survey data; and magenta bars correspond to the “corrected” simulated data.
Overall, altering the distribution of probabilities to counteract the focal value
bias does not significantly shift the mean SWL, nor does it affect the post-
secondary graduate subsample. The group of respondents with “some post-
secondary education” are not well represented by the multinomial logit model.
This is likely because this category represents a small proportion of the sample,
and the treatment of the education categories as a continuous variable suffers in
particular for them. The group with less than high school education is the only
one with a significant estimate of bias in mean predicted SWL on account of
the focal value enhancements. This value is −0.049±0.020, i.e. due to the less
educated tending to use focal values in response to the SWL question, they tend
to over-report their SWL by about 0.05 on an 11-point scale. This corresponds
to a compensating differential of ∼ 13% of income.
4.4 Off-setting biases
In fact, the findings described above result from two offsetting effects: the ten-
dency to report “10” rather than 8 or 9, and the tendency to report “5” rather
than its neighbors. Because the distribution of responses is peaked around
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Fig. 8. Expected SWL by education attainment category. Error bars denote
95% confidence intervals.
18
0.0 0.1 0.2 0.3 0.4 0.5 0.6
survey (OLS)
survey (mlogit)
p-simulation (mlogit)
no focal (OLS)
collapsed to focal (OLS)
modifiedy-p simulation (mlogit)
lnHHincome
−0.02 −0.01 0.00 0.01 0.02 0.03 0.04 0.05 0.06
survey (OLS)
survey (mlogit)
p-simulation (mlogit)
no focal (OLS)
collapsed to focal (OLS)
modifiedy-p simulation (mlogit)
education4
Fig. 9. Marginal effects on expected life satisfaction, when only part of the
focal value bias is corrected. Error bars denote 95% confidence intervals.
SWL=8, the neighbors of SWL=5 which matter are primarily 6 and 7. There-
fore, the focal value contraction to 5 represents a downward bias on SWL, while
the focal contraction to 10 represents an upward one. Figure 9 shows what
estimates look like when the the modified-p simulation involves a redistribution
of probability only from PSWL=10 to PSWL=9 and PSWL=8. In this case, the ap-
parent correction to the education coefficient is nearly twice as large, and there
is the suggestion of a significant upward correction to the income coefficient
as well. Therefore, one reason that the bias on estimated marginal effects due
to focal value response bias is modest in magnitude is that it represents two
partially-offsetting effects.
4.5 How much of the bias is treated?
It makes sense to estimate the original multinomial logit model using the simu-
lated data which were created using the modified response probabilities. Ideally,
if there is validity to the method and meaning to the results above, the marginal
effects of the education variable on response probabilities of focal values in this
new estimate will appear less anomalous than in the raw data. In other words,
the strong outliers will have moved upwards to be more in line with the trend
across SWL values. 10 shows in blue the same estimates as in 6. In cyan are
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Fig. 10. Re-estimated marginal effects of education and income on simulated
data from modified response probabilities. See 6. Error bars denote 95%
confidence intervals.
shown the estimated marginal effects of the multinomial logit model using sim-
ulated data based on the unmodified probabilities (i.e., probabilities predicted
using the multinomial logit model on the raw data). Not surprisingly, these
nearly perfectly reproduce the original model. The red squares show the esti-
mates of interest: those based off the modified-probability simulated data. For
both explanatory variables, the marginal effects on PSWL=0 and PSWL=5 in the
modified-simulated data appear to be consistent with their neighbors, erasing
the anomaly. For PSWL=10, the anomaly is only partly resolved. That is, the
red squares are still below the estimates for PSWL=9 and even further below the
trend line for neighboring SWL values. Once again, it is difficult to interpret the
implication of these observations, but they appear to provide some support for
the method, in that the reassignment of probability is reflected most strongly in
the marginal effects of education. A less reassuring feature of these estimates is
that the marginal effect of education on PSWL=8 is reduced significantly more
than on its neighbors.
5 Cognitive model
Motivated by the evidence in earlier sections, I interpret the enhanced use of
focal values as an indication that respondents have simplified the numerical
scale for themselves. In principle, this could be due to the challenging nature of
any of the cognitive steps outlined in the first paragraph of section §1; however,
because of its evident inverse association with education, I infer that it reflects
a lack of something like numeracy which can be trained, rather than a difficulty
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inherent to the intrinsic awkwardness and subjectivity of evaluating one’s life
in an all-encompassing way. Accordingly, I assume that cognitive processes of
individuals differ only in the execution of step (iv). This step is broken down
into:
1. Choose a response resolution to use, either:
(a) the full scale or
(b) a subset of the scale, consisting of the top, bottom, and a central
value.
2. Project the result of step (iii) of section §1 onto this discrete, quantitative
scale.
The discrete choice in (1), above, is modeled to depend on proxies for numeracy,
without any explicit consideration of costs and benefits to the decision maker.
Conceptually, the individual benefits of using the full scale are self-expression
and performing one’s best at fulfilling the purpose of the survey; the costs are
those of the cognitive task involved.
Essentially, I assume there are two types, high numeracy and low numer-
acy who use the full scale6 S = {0, 1, . . . , 10} and the focal value subset F =
{0, 5, 10}, respectively. This choice, or categorization, is modeled probabilis-
tically at the individual level. That is, given individual characteristics x, the
model specifies a probability Pr (high | x) = 1 − Pr (low | x) of the individual
having high numeracy, and thus responding using the full scale. In addition, the
probability of each individual giving each discrete response to the life satisfac-
tion question is modeled conditional on decision (1) for each of the two choices
of scale, i.e., for each of the two numeracy types. This forms a “mixture model”
in which the overall probability of an individual giving a particular response
s ∈ S to the SWL question is modeled as a function of individual characteristics
x by appropriate aggregation of these constituent probabilities:
Pr (s | x) = Pr (high | x) Pr (s | x, high) + Pr (low | x) Pr (s | x, low) (3)
The model is similar to the ordinal-outcome “finite mixture model” of Boes
and Winkelmann (2006) except that the mixing probabilities are also modeled
as dependent on individual characteristics (see also Everitt and Merette, 1990;
Everitt, 1988; Uebersax, 1999).
We may motivate the model by conceiving of two latent variables. One,
S?, is the experienced well-being we wish to measure. That is, the respondent’s
internal, aggregated evaluation of life has an explicit form, S?, in the model as a
continuous latent variable which depends on life circumstances. Another, N?, is
the continuous measure of numeracy, predicted by education level and possibly
other individual characteristics, which determines whether a respondent will use
6This section is written assuming the full scale starts at 0, as in the generally recommended
practice (OECD, 2013; Stone, Mackie et al., 2014; Dolan, Layard, and Metcalfe, 2011).
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the full scale provided, or simplify it to a 3-point subset of focal values. The
response process then occurs in three steps: (i) the respondent carries out all but
the last step described in section §1 to arrive at S?; (ii) the respondent chooses
whether or not to simplify the scale, effectively eliminating certain response
options; and based on this choice, (iii) the respondent carries out the final
cognitive step of projecting S? onto the quantitative scale in the questionnaire,
resulting in their observed response, s ∈ S.
For each type, high and low numeracy, the possible responses represent an
ordered set, and response probabilities can be modeled using an ordered logistic
or ordered probit formulation. I assume, however, that the latent variable S? is
the same for these two parts of the model, i.e., I assume that the internal well-
being measure for high and low types exhibits the same dependence on other
individual characteristics. Thus, types differ only in their reporting behavior.
Altogether, then, the parameters to be estimated are the coefficients and cutoff
predicting the numeracy classification; the coefficients predicting the latent well-
being variable S?, and two sets of thresholds used to transform S? into discrete
values in the focal-value or full-range ordinal scales.
Formally,
Pr (s | x) = Pr (high | x) Pr (s | x,high) +
[1− Pr (high | x)] Pr (s | x, low)
=FN
(
αN − z′βN
) [
FS
(
αHs − x′βS
)− FS (αHs−1 − x′βS)]+[
1− FN
(
αN − z′βN
)]×[
FS
(
αLs − x′βS
)− FS (αLs−1 − t)] (4)
for each value s ∈ S. Here x is the full vector of observed explanatory vari-
ables, used to predict well-being, while z is a vector of a possibly-overlapping
set of observed variables, used to predict numeracy. Neither vector includes a
constant. Instead, αN is the threshold for individual numeracy; twelve values
of αHs , with αH−1 = −∞ and αH10 = +∞ and αHs > αHs−1∀s ≥ 0, are the thresh-
olds for responses by high types; and four distinct values of αLs are those for
low types, with αL−1 = −∞, αL10 = +∞, αL0 = αL1 = αL2 = αL3 = αL4 , and
αL5 = α
L
6 = α
L
7 = α
L
8 = α
L
9 .
This is a rather flexible specification in that the two sets of SWL cutoff values
for low and high types are determined independently of each other. Rather than
allowing for a separate set of two thresholds for the ordinal value cutoffs, one
simplifying assumption is that the collapsing of the 11-point scale to a 3-point
scale occurs precisely where one might expect, e.g., αL4 should occur somewhere
between αH2 and αH3 . For simplicity, the assumption is7
7In the case of the ten-point (1–10) SWL scale, there is one fewer distinct αH value, and
the corresponding restriction is:
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5.1 Identification
Before proceeding, we must discuss whether the parameters in this model are
identified in principle. Identification of this model is a challenge because in gen-
eral the same predictors x may be used to predict the latent numeracy variable
and to predict the latent well-being variable. As a result, there may be more
than one set of parameters which explains observations for a given population.
An exclusion restriction to ensure sufficient independent variation in the predic-
tors for numeracy — for instance, by excluding the columns of z from x—would
overcome this problem. However, as is typically the case when a broadly-scoped
SWB is the dependent variable, there is usually nothing that can be excluded
as an influence. Indeed, a particular interest motivating our study is to assess
the bias on estimates of the well-being effect of education, which is the primary
available predictor of numeracy.8
Alternatively, a thin set identification (often, identification at infinity) could
be possible if, for instance, those with very high or very low education (or
other z predictor) were nearly certainly of the numerate or non-numerate type,
respectively. A predictor with large support would be a sufficient condition for
such certainty under the specification 4. One normal problem with this kind of
identification is that it relies on an assumption of a uniform effect of the covariate
across its support (i.e., that the specification in 4 is correct) in order to produce
an unbiased estimate. By contrast, the uniformity of canonical coefficients in
estimates of SWL may be in doubt because it does not hold across different
values of SWL. This is shown below in section §6. In addition, the covariates in
the present case have only a few discrete values and therefore do not have large
support.
A simpler approach relies on the fact that according to 4, respondents who
do not give a focal value response to the SWL question are necessarily of the high
type. Therefore, the covariates to be estimated for predicting the latent SWB
value S? are point identified by restricting the sample to the subset of high types
who did not respond with a focal value. In fact, because no “5”s are observed
in this group, it consists of two subsamples: those with observed s ∈ {1, 2, 3, 4}
and those with s ∈ {6, 7, 8, 9}. An analysis along these lines is given below, but
it again indicates the an assumption of constancy of these effects is violated.
Indeed, in principle if the effects were constant, the coefficients for S? could
be estimated separately on each of the edges between SWL values that do not
include the focal values. For instance, using the sample of all respondents who
answered either 1 or 2, the probability of choosing the higher response could be
modeled using a logit (or probit) estimator. Again, this is carried out below.
αL1 = α
H
3
αL5 =
αH7 + α
H
8
2
8As a robustness test, I estimate a model in which education is the exclusive predictor z
for numeracy, and is not included in the estimate of S?.
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With these caveats, consider the identification of a model like 4 using a
logistic cumulative distribution function (with σ = 1 for FN (·), to model the
probability of an individual being numerate, and the same distribution function
for FS (·) to model the probabilities of discrete responses for both low and high
types:
FS (t) = FN (t) =
1
1 + e−t
The mixture model then comprises a logit estimator for the numeracy type and
ordered logit specifications for each of the two discrete response scales. The
same coefficients βS are used in the high-type and low-type terms of 4 because
they represent a common latent well-being value S?i = x′iβS .
9 No constant term
is included in S?, so that observed responses from the high types would identify
all ten thresholds αH in a normal ordered logit model. Moreover, the focal-value
SWL responses also fix both thresholds αL for the low type probabilities, and
one should expect these thresholds to be numerically consistent with the αH ,
i.e. to lie appropriately in between the higher-resolution thresholds. Although
the thresholds governing responses 5 and 10 may be less obviously uniquely
identified due to the interplay of the thresholds for high and low types, and due
to the overlap between vectors x and z which determine both the mixture and
the latent well-being, there is enough structure in the model to separate out
these degrees of freedom.
5.2 Data and estimation
The cognitive model equation (4) is estimated using the 2011--2012 cycle of the
Canadian Community Health Survey (CCHS), described earlier in section §2.
With or without the constraints on
{
αL
}
, the unknown parameters can be
estimated, using the observed responses Si and characteristics xi of individuals
i, by the maximum likelihood method, i.e. by maximising
lnL
(
αN ,αS ,βL,βH
∣∣∣S,x) = ∑
i
10∑
s=0
1 (Si = s) ln Pr (s | xi) (5)
where the first sum is over individuals i with observed response Si and character-
istics xi, and where 1 (Si = s) ≡ 1 when Si =s and 0 otherwise. The estimation
objective is to find the marginal effects associated with βS , and to compare
these with those derived from the canonical regressions which are naive to the
preferential use of focal values. Nothing guarantees convexity of the objective
function, so a “hopping” algorithm implemented in Python’s SciPy suite is used
to search for a global maximum. Bootstrapping of the data is used both to
9This latent well-being measure, or its parameters βS , is really the subject of interest,
which might be somewhat undesirable from an empiricist’s point of view. However, the logit
coefficients are conceptually and quantitatively very close to those of a linear OLS model of
the actual SWL responses, treated as continuous cardinal values.
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assess confidence due to sampling and to ensure that the hopping algorithm is
robustly attaining a global optimum.
For clarity of exposition and simplicity of estimation, the main results to
follow are derived from estimates in which only education level and income
are used to account for differences in both numeracy and life satisfaction; thus
x = z.
6 Main results
Tables 1 and 2 shed light on some of the identification issues discussed above.
If the coefficients of interest βS are uniform across the population (for instance,
as stratified by their SWL responses, but also across the low and high numeracy
types), then they could be identified by dropping all focal-value respondents or
even by estimating step-wise probabilities for each consecutive pair of non-focal
SWL values. Table 1 shows the step-wise estimates for a simple model including
income and indicators for three levels of educational attainment.10
Three observations are in order. First, one may note from Table 1 that
much larger samples in the upper end of the SWL range give tighter confidence
intervals on those estimates. Nevertheless, the income coefficients appear to be
larger for 5 < SWL < 10 than for 0 < SWL < 5. This is confirmed in columns
(4) and (5) of Table 2, which show estimates of an ordered logit model for each
of these two combined ranges of respondents. Similarly, coefficients for the three
education attainment variables appear to be nonuniform for high and low ranges
of SWL.
Secondly, the anomalous estimates related to the focal values of SWL are
apparent in 1. Income and education have a weakly-significant negative effect
on the probability of responding with a “1” among the group who responded
with “0” or “1”. A similar but more robust effect is observed for educational
attainment at the 4→5 step, and highly significant converse effects are estimated
for both income and education for the 5→6 step. That is, the probability of
responding with the focal value 5 is 18%± 8% lower than responding with a 6
for those with higher (by factor e) income, and approximately 25%–36% lower
based on educational attainment.11 Equally strong anomalous (negative) effects
are found for the 9 → 10 step. In each case, these can be understood because
educational attainment and income are correlated with respondents’ use of the
entire scale, ie with a lesser chance of answers being in the restricted focal value
set. Thus the first row estimate in 1 of −0.15 for the 9→ 10 step, for instance,
represents a superposition of the benefit of higher income for SWL with the
decreased chance of having rounded up from 8 or 9 to 10. The full “cognitive”
model is needed to disentangle these effects.
10Unlike with the earlier multinomial formulation, the standard errors are not estimated
together, so adjacent columns are not independent of each other.
11Coefficients in the table are raw log-odds, which are slightly different than the marginal
probability differences. For instance, in the values cited above, 18% = 1− 1
exp(0.20)
.
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Thirdly, in line with another identification approach mentioned above, the
third column of 2 pools all the non-focal-value responses together but treats
the response values as cardinal indicators of well-being, using OLS, since the
4 → 6 step cannot be treated as the same kind of ordinal choice as the others
(ie, because there was an intermediate option available).
For comparison, the first two columns of 2 show estimates of the “canonical”
type for SWL, in which responses are either assumed to be perfectly ordered
(column 1, ordered probit) or even cardinally spaced (column 2, OLS). As is
typical in the literature, small or negative benefits are found for education, once
income is accounted for.
Because the estimates described above each is either clearly misspecified, in
light of the focal response behavior, or fails to take into account the entire sam-
ple at once, I next estimate the cognitive model. For simplicity, the covariates
are restricted to log income and a single educational attainment measure taking
values ∈ {1 . . . 4} to denote less than high school through university degree, ie
corresponding approximately to 10, 12, 14, and 16 years of education, respec-
tively. Two versions of 4 are estimated — the “flexible” formulation in which
the cutoff values are independent parameters for the high and low types (see
appendix), and the restricted case in which the low type cutoffs are specified in
terms of the high-type cutoffs.
Figure 11 shows the fitting success of one estimate of the constrained speci-
fication. The top panel of this figure shows the estimated cutoff values for the
high and low types, as well as the distribution of S?, whose strong discretiza-
tion reflects the discreteness of the two covariates. The second panel shows the
observed distribution of responses (solid line) and the predicted distribution,
which is separated into the component from high types (blue) and low types
(red). These two components are disaggregated in the next two panels.
Estimates such as the one portrayed in Figure 11 were carried out 210 times,
using bootstrapped samples. Convergence of the model, using a “hopping” algo-
rithm, led naturally to slightly different objective functions each time. Figure 12
shows graphically the distributions of all parameters estimated, plotted with the
minimization objective function indicated by color. The highest-likelihood con-
vergences are shown in blue. The right-most two panels on the top row show
the estimates of interest, which are the well-being (S?) coefficients for income
and education. The blue vertical lines show for comparison the estimates from
a conventional ordered logit estimate on the same data.
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SWL
0→1 1→2 2→3 3→4 4→5 5→6 6→7 7→8 8→9 9→10
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
ln(HH income)−.031 .042−.035 .12 .10 .20 .27 .20 .16 −.15
(.20) (.20) (.15) (.12) (.072) (.049) (.040) (.025) (.025) (.028)
High school −.68 .83 .25 −.19−.16 .30 .14−.083 −.12 −.16
(.42) (.49) (.37) (.29) (.17) (.12) (.10) (.060) (.054) (.059)
Post-2ndary−1.24 1.75 −.40 .64−.40 .38 −.13 .13 −.16 −.34
(.72) (.64) (.44) (.34) (.24) (.18) (.15) (.080) (.073) (.085)
University −.27 .99 .14−.060−.29 .45 .17 .045 .044 −.43
(.34) (.41) (.32) (.22) (.13) (.11) (.094) (.050) (.046) (.049)
age/100 −2.7−1.35 3.9 −8.0−.39 −2.6 −3.1 −2.3 −4.0 1.43
(4.5) (5.2) (3.9) (2.7) (1.56) (1.06) (.87) (.50) (.45) (.50)
(age/100)2 .74 1.47 −4.6 7.8 1.37 1.28 2.6 2.6 3.6 −.55
(4.3) (4.9) (3.6) (2.6) (1.54) (1.02) (.87) (.51) (.46) (.51)
Married −.39 .14 .43−.033 .011−.093 .16 .25 .22 .17
(.39) (.35) (.30) (.22) (.13) (.089) (.074) (.043) (.038) (.044)
male .003 .31 −.25−.023 .076−.060 .045−.081−.044−.065
(.31) (.29) (.22) (.19) (.11) (.077) (.063) (.036) (.032) (.037)
immigrant .25 −.18 .35 .081 .25 .067 −.35 −.22 −.15 .048
(.35) (.40) (.30) (.24) (.14) (.096) (.081) (.048) (.045) (.052)
constant .71 .078 .22 .99 .41−1.40−1.00−1.07−1.49 1.34
(2.6) (2.7) (1.94) (1.50) (.87) (.58) (.46) (.30) (.29) (.32)
obs. 736 642 1272 2153 7864 12350 23700 55750 60200 45700
pseudo-R2 .045 .046 .027 .021 .011 .028 .018 .009 .008 .015
Significance: 0.1% 1% 5% 10%
Table 1. Step-wise logit estimates of SWL response probabilities. Each
column represents an estimate of the probability of responding with the higher
of an adjacent pair of possible SWL responses. Samples and, correspondingly,
confidence are low for low values of SWL, but the pattern of estimated
coefficients reveals anomalies, especially for education and income variables, at
the focal values of SWL. The omitted education category is those who did not
finish high school.
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SWL SWL/∈ {0, 5, 10} SWL∈ {1 . . . 4} SWL∈ {6 . . . 9}
ologit OLS OLS ologit
(1) (2) (3) (4) (5)
ln(HH income) .38 .36 .28 .083 .32
(.016) (.015) (.014) (.086) (.019)
High school −.053 .015 .023 .21 −.10
(.036) (.032) (.029) (.22) (.043)
Post-2ndary −.10 −.031 .031 .58 −.046
(.047) (.041) (.035) (.31) (.059)
University .037 .10 .13 .28 .091
(.031) (.028) (.026) (.19) (.038)
age/100 −5.7 −5.1 −3.9 −5.3 −4.9
(.30) (.27) (.24) (2.2) (.37)
(age/100)2 5.7 5.0 3.7 4.7 4.9
(.31) (.28) (.25) (2.1) (.37)
Married .45 .37 .22 .25 .35
(.025) (.021) (.019) (.16) (.030)
male −.12 −.092 −.046 −.14 −.077
(.021) (.018) (.016) (.13) (.025)
immigrant −.32 −.24 −.16 .18 −.34
(.030) (.025) (.021) (.16) (.036)
constant 5.1 5.5
(.16) (.15)
obs. 117200 117200 86690 2795 83900
R2(adj) .056 .054
pseudo-R2 .015 .010 .014
Significance: 0.1% 1% 5% 10%
Table 2. Ordered logit and OLS estimates of sample subsets. The first two
columns show the standard approach to model SWL, under assumed perfect
ordinal sequencing (ologit) or cardinal values (OLS). In column (3)
respondents who gave a focal value answer are simply dropped, and in columns
4 and 5 the two continuous (but discrete) subsets of responses which do not
include a focal value are used separately.
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Fig. 11. Observed and predicted distribution of SWL responses.
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Fig. 12. Convergence parameters for the constrained mixture model. The
first three panels show coefficients for the numeracy latent variable, while the
next two are the coefficients for well-being (S?). The remaining parameters
are high-type and low-type cutoff parameters. Vertical blue lines indicate
sample initial values used in the estimation, which for the S? coefficients are
fixed to the canonical ordered logit estimates and for the α coefficients were
randomized. For computational simplicity, the αi are actually the size of each
threshold step, ie the differences between thresholds..
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mixture model ordered logit
Numeracy
constant −3.1
(.19)
ln(HH income) .41
(.021)
education4 .22
(.013)
Well-being (S?)
ln(HH income) .55 .40
(.005) (.007)
education4 −.008 −.046
(.005) (.004)
High types
∆αH1 .42 .26
(.032) (.081)
∆αH2 .69 .51
(.031) (.078)
(etc)
Low types
(.027) (.075)
αL0 1.73
(.048)
∆αL1 2.7
(.020)
Significance: 0.1% 1% 5% 10%
Table 3. Bootstrap estimation results for the constrained mixture model,
using a sample of 116,273 respondents. Of 210 iterations, the 2/3 with the
highest-likelihood were used to generate the estimates. Column (2) shows for
comparison the
estimates-summary
Bootstrap standard errors were calculated as the standard deviations of the
140 estimates with the lowest (ie optimal) objective function value at conver-
gence. The findings are summarized in Table 3. The main findings are that
(1) both education and income are strong predictors of the tendency to use the
full precision (11 options) in the SWL response scale, and (2) that standard es-
timation methods significantly underestimate of the importance of income and
education on life satisfaction. One extra step on the education scale (approxi-
mately two extra years of education) predicts a 20% decrease in the probability
of a respondent restricting her SWL answer to the focal values, according to the
model.12 Income is an arguably weaker proxy for numeracy; a 50% increase in
12Note that this is not as simple as an estimate of the decrease in probability of actually
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household income predicts a 7.5% decrease the probability of using the simplified
scale.
The main objective was to assess the possibility for bias about the contri-
butions of income and education to life satisfaction using standard inference
methods. While the mixture model still finds a negative coefficient (−.008) for
education steps, it is much smaller than the conventionally-estimated −.046.
Moreover, the correction for the income coefficient is from 0.4 to 0.55, both
tightly constrained.
As shown in the Appendix, estimating the model with unconstrained cutoff
values finds essentially the same results including, notably, low-type cutoffs in
between the high-type cutoffs for 3 and 4 and for 7 and 8, respectively, where
one would expect them to lie.
7 Discussion and conclusion
Income effects have been a focus in the study of well-being in economics since
the field’s inception, and an enormous literature exists around the magnitude of
the income coefficient (e.g., Easterlin, 1974; Deaton, 2008; Clark, Frijters, and
Shields, 2008; Dolan, Peasgood, and White, 2008; Easterlin, 1995, 2013; Ferrer-
i Carbonell, 2005; Kapteyn, van Praag, and van Herwaarden, 1978; Luttmer,
2005; Senik, 2005; Van Praag and Kapteyn, 1973). In this context, the above
findings from a proper treatment of focal response bias are quite stark. Almost
every study of SWL includes an estimate of the income effect, and typically other
influences on life satisfaction are quantified in terms of their income “compen-
sating differential,” ie the ratio between a coefficient of interest and the income
coefficient. Thus, the downward bias of nearly 40% in the income coefficient, es-
timated here, not only indicates that material supports are quantitatively more
effective for raising human well-being than the literature has shown so far, but
also that the other, especially social, dimensions of life are slightly less strongly
hard-coded into our nature.
The three less well specified techniques, described earlier, for simulating a
correction to the focal response bias, generally support the findings of the mix-
ture model. Two simple-minded and one more involved approach tend especially
to support the proposition that standard estimates of the relationship between
education and subjective well-being underestimate the true value of education.
It should be noted that, because in Canada the bulk of respondents’ “true”
life satisfaction lies between the two focal values of 5 and 10, the opposing biases
associated with each focal value largely cancel out. More generally, the bias due
to preferential “rounding down” to 5 for high-SWB societies (like Canada) can
be in the opposite direction from the bias due to preferential “rounding up” to
10. This will not be the case for all countries, some of which have mean reported
life evaluations as low as ∼3 on the 11-point scale. As a result, effects will differ
across countries according to average SWL levels and according to the income
and education distribution. In addition, the approaches described here should be
using focal values, since high-numeracy types can still use them.
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more sensitively able to discern any international differences in the tendency to
use focal values, so that differences in education systems or more cultural drivers
of focal value can be incorporated into international comparisons of SWL. The
new methodology of flexibly modeling each possible SWL response so as to allow
for non-ordinal relationships between them, carried out here using multinomial
logit, is a good starting point for better evaluating such response biases. For
instance, previous investigations into the possibility of cultural differences in
the use of the SWL scale have not taken this approach in order to look for
cultural norms. Despite the general evidence of good comparability of SWL
patterns across cultures, it may still be possible to identify response biases
towards central values or away from “extreme” values.13
It is interesting that in the estimates shown in Figure 7, the simple-minded
methods of dropping focal values or collapsing responses to focal values do a
reasonable job in reproducing (or spanning) the more computational technique
involving reassigning probability distributions. These methods may serve as a
useful and quick robustness check for studies for which education-related effects
are of particular interest, if the more computationally-intensive mixture model
is not feasible.
An analysis of panel data will also be important, and individual fixed effects
are not captured in the analysis conducted here. Preliminary analysis of panel
data with a 5-point scale for SWL, treating values 1, 3, and 5 as focal values,
shows that the probability of SWL changing from the middle value is decreasing
in education. Traditional 1st-differences approaches for panel fixed effects are
invalid because, for instance, the dependence of the 3→ 4 transition is not the
mirror of the 4→ 3 transition.
With respect to the question of survey and questionnaire design, attention
to variation in cognitive capacity of respondents speaks to the value of letting
respondents choose and even identify their own resolution. Open-ended graphi-
cal scales may be one means to accomplish this, but further research into ways
to elicit a statement of precision from respondents would be valuable. The po-
tential for creativity and innovation is high, given the increasing availability of
technology during an interview.
Depending on one’s perspective, the present findings may be taken as a warn-
ing of how difficult it would be to realize the most ambitious implementations
of SWL as a guide to policy (Barrington-Leigh and Escande, 2018; Barrington-
Leigh, 2016), or as another example of the general robustness of SWL inference
to potential flaws inherent in its cognitive complexity, and possibly even a de-
fense of the magnitudes of estimated effects that have become so reproducible
in study after study. I take away both of these messages.
13In South Korea, with a high and increasing SWL, almost no one responds with the top
response option.
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A Supplementary information
A.1 Unconstrained cutoffs model
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Fig. 13. Fit and cutoff values for the unconstrained model
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mixture model ordered logit
Numeracy
constant −3.0 ·
.14
ln(HH income) .40 ·
.015
education4 .20 ·
.012
Well-being (S?)
ln(HH income) .54 .40
.005 .007
education4 −.011 −.046
.005 .004
High types
∆αH1 .38 .26
.041 .081
∆αH2 .66 .51
.040 .078
∆αH3 .60 .51
.026 .076
∆αH4 .58 .53
.019 .074
∆αH5 .67 1.15
.045 .073
∆αH6 .77 .53
.021 .073
∆αH7 1.18 .97
.013 .074
∆αH8 1.64 1.39
.012 .074
∆αH9 1.41 .95
Low types
.023 .075
αL0 1.26 ·
.22
∆αL1 3.1 ·
.19
cvar1 199597 ·
304
Significance: 0.1% 1% 5% 10%
Table 4. Bootstrap estimation results for the unconstrained mixture model
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