ABSTRACT Edge detection is a fundamental computer vision problem and has wide applications, Convolutional neural networks (CNN) has been a good fundamental component in many image edge detection systems. But the edge detection accuracy from the detection and extraction of edge features by CNN is still below human visual perception, the edges of lines are fuzzy and the process is time-consuming. Based on the convolutional architecture for fast feature embedding (Caffe) framework and Visual Geometry Group (VGG16) template, a new accurate edge detector is presented in this paper by using visual cross fusion (VCF) network to detect features first. Our VCF model extracts the features of the multi-level hierarchy by parameter dimension reduction and cross-fusion of the fully connected layers respectively to achieve the end-to-end image edge detection. Second, for further improvement, a custom grading weighted cross-entropy loss function is to maximize the use of image pixels set and organize the disputed pixels rationally. Finally, the cross-network fusion layer is used to refine the edge features of images. The experimental results show that the VCF algorithm achieves an ODSF-measure as 0.808 on the Berkeley Segmentation Data Set (BSDS500) classic dataset, which is 2.5% higher than the Holistically-Nested Edge Detection (HED) algorithm, while maintaining fast 30+ FPS. On the NYU Depth Dataset V2 (NYUD V2) dataset, the ODSF-measure is 0.783, improved by 5.66% compared with the HED algorithm, and the FPS is increased by 10+. Therefore, the VCF algorithm is closer to the average human visual perception.
I. INTRODUCTION
Image edge detection is the most critical factor in the fields of image processing and computer vision, and it also presents self as one of the classic technical problems. Many previous works have demonstrated that edge detection is important in many fields, including image high-level feature extraction, feature description, target recognition and image understanding etc. Then, how to locate and extract image edge feature information quickly and accurately has been one of the hot topics and tasks for many years. In response to these two problems, researchers have carried out a lot of research and proposed various edge detection methods. Those methods can be roughly divided into two categories, traditional methods and methods based on deep learning.
The associate editor coordinating the review of this manuscript and approving it for publication was Shenghong Li.
Traditional methods usually give priority to the handcrafted low-level features (color, brightness, texture and gradients) for edge detection, because image edge contain lots of background information and important structural information. Like Canny and gPb [1] , which were used to classify edge and non-edge pixels. In 2006, Hornung et al. [2] proposed an edge detection operator based on the optimization algorithm. In 2011, Arbelaez et al. [3] performed image edge detection and extraction based on the improved gPb-OWT-UCM algorithm. Although edge detection approaches using low-level features have made great improvement, their limitations are also obvious. However, Convolutional Neural Networks (CNN) has a powerful capability in learning highlevel representations of natural images automatically, using CNN in edge detection has become a recent trend. As in 2014, Karen et al. [4] proposed the Visual Geometry Group Network (VGG16) template to classify and detect natural images.
In 2015, Xie and Tu [5] proposed Holistically Nested Edge Detection (HED) for detecting and extracting edges of natural images by a nested manner. In 2016, Zhi et al. [6] proposed convolutional neural network based deep conditional random fields for stereo matching. In 2015, Bertasius et al. [7] proposed Deep Network for Top-Down contour detection (Deep Edge) by using object-related features as an advanced clue for contour detection in image edge detection. In 2017, Yu et al. [8] proposed the edge detection technology for multi-scale moving targets. In 2017, Chadha and Andreopoulos [9] proposed efficient region-ofInterest Retrieval with VLAD (Vector of Locally Aggregated Descriptors) and deep-learning based descriptors. In 2018, Yun et al. [10] proposed the image edge detection extraction algorithm of Richer Convolutional Features (RCF) based on the diversity of five-layer features. In 2018, Zhaoli et al. [11] proposed the Road-RCF method based on the RCF, which was applied to live detection for road pavement. In 2018, Tingting et al. [12] proposed an RCF-based edge detection and application for building structures. In 2018, Xiang et al. [13] proposed an end-to-end edgepreserved neural network based on Fast R-CNN framework (named Region-Net) for salient object detection. In 2019, Fu et al. [14] proposed a Refinet for salient object detection.
The rest of this paper is organized as below. In Section 2, we briefly present the CNN architecture model and the VGG16 five-layer network involved in Visual CrossFusion (VCF) Neural Networks. The structure and training process of the new template network VCF based on the VGG16 deep convolution kernel is described in Section 3. Section 4 describes the improvement of the cross-entropy loss function. The experimental results and comparations are presented in Section 5. Finally, the discussion and conclusions are drawn in Section 6.
II. RELATED WORK A. CONVOLUTIONAL NEURAL NETWORKS
Convolutional neural network is a kind of deep learning, which has become a research hotspot in the field of image recognition [15] . For instance, CNN-RNN [16] , DepthSRNet [17] combine different levels of depth network structure to capture advanced object features. This paper focuses on the VGG16 and CNN frameworks. There were many network learning models based on VGG16, such as HED, Segmentation [18] , Deep-Edge, N4-Fields, Deep-Contour [19] , [20] , RCF, etc.
Existing CNN models used a single model to extract features, and the recognition accuracy of these models was not sufficient for real-time applications [21] , [22] . Aforementioned models have several disadvantages that included time-consuming long and edge precision low. Consider adding multiple hidden output ports of the lateral output to improve the extraction feature accuracy, Figure 1 shows the model structure from the perspective of single-scale input to multi-dimensional output, as multi-branch parallel learning, skipping network learning [7] , [23] , deep residual learning network. Our proposed model VCF absorbs the characteristics of each model and combines with VGG16 model and adds 1 × 1 convolution by using the operation of parameter dimension reduces to mitigate the issue of computational complexity.
VCF multi-stream side output architecture: As shown in Fig. 1(c) , with a single-scale input, by setting multiple lateral outputs and adding a loss function at the end of each lateral output layer can produce multiple predictions. This architecture combines the architectural features of Fig. 1(a) , Fig. 1(c) . This innovation uses a multi-layer cross-fusion lateral output and a fully-connected layer to fuse above lateral output features, in each side output layer, Convolution parameter dimension size smoothing down. To a certain extent, it can reduce the loss of information data in forward error back propagation learning. Compared with HED model, it enriches the feature set of the edge, and adds a fusion layer in the architecture to perform edge refinement processing.
B. VGG16 FOR EDGE DETECTION
As shown in Fig. 2 , there are the edge output of four different images deeply convolved by VGG16 model and randomly selected in the Berkeley Segmentation Data Set (BSDS500), those images can more intuitively show the insufficiency of VGG16 extraction at the edge of the image. The general edge can be displayed in the image, but the local boundary is blurred and the edge of the affected image is rough.
From the VGG16 experimental results in Fig. 2 , it is found that along with the continuous deep learning of the convolutional layer learning. The feed-forward neural network that uses error back propagation algorithm learns more object features, and its convolution characteristics gradually become coarser in the process of model training. And the inadequacy of VGG16 in learning convergence is because the degree of convergence is weak and the phenomenon of gradient disappearance is obvious in the latter layers. The feature data of some convolutional layers does not reflect the extraction of edge detail features. The final output port directly uses the feature data of the fully-connected layer, which is overly dependent on the fully-connected layer.
III. VISUAL CROSS-FUSION NETWORKS A. VCF SIX-LAYER NETWORK STRUCTURE
In this paper, the five layers of VGG16 and some convolution kernels are used as the mainstream architecture in the model of VCF, and the small convolution kernel of different dimensions was added to the lateral hidden layer to construct the cross fusion layer, the lateral branches overlap and merge in the network structure. Each lateral output of the fusion layer unit respectively sets a hierarchical weighted crossentropy function to calculate loss values of each lateral layer, this method can form a self-edge detection network structure VCF. It can mitigate the risk of gradual weighted crossentropy violent convergence of positive and negative samples and also can completely utilize the number of object features extracted by each layer (the changes in number of dimensions of each small convolution kernel output: 64-32-16-1). VCF network structure receives the feature object from the loss function and learns from error back propagation algorithm. The experimental results show that the parameter values of each layer can be adjusted reasonably, which can prevent the number of features changing too fast and make the whole learning process more stable. The increase of many small convolution kernels (the number of feature output decrease slowly in each lateral layer) not only makes the range of learning broader but also prevents over-fitting of the image set.
As shown in Fig. 3 , the input of VCF network structure is an image which can be at any angle and any size. The network output edge map tries to perform output detection at the same size. According to convolutional layer layout, VCF network structure can be divided into six phases, and the VCF network structure total have 5 loss functions, the last output phase connects above 4 lateral feature outputs and calculates the fusion loss value. The hidden layer of each individual neural network structural unit adopts a smooth stepped horizontal dimension output as shown in the yellow rectangular box, and uses a custom cross-entropy loss function which increases the weight range of the positive sample. The VCF sets a loss function at the end of each lateral layer, the range of controversial pixels is reasonably divided, and the positive weight factor is set to effectively mitigate the controversial pixel. After adding the sixth layer of fusion processing, based on a lot of experiments, it is found that the convolution of the third layer is used as the basis for network cross-fusion with the output maps of layers 1, 2 and 4, then finally merged with the fully-connected layer to obtain local features and global optimal edge results.
B. VCF TRAINING PROCESS
VGG16 template is used to initialize a part of the VCF structure network parameters, input layer is followed by convolution layer, pooling layer, feature information down sampling extraction layer, fully-connected layer and loss layer. the process of training model is shown in Fig. 4 .
i. The VCF training flow diagram first loads the network structure to generate each layer of the network. Then load the VGG16 pre-processing model and initialize the parameters so that the network can learn the ideal parameters faster.
ii. Next, images are put into the input layer from the train data set. The data values are sequentially outputted through the middle of each layer, and then the loss value of each layer is calculated by a loss function.
iii. Calculate the total loss value, update the connection weights and node thresholds of the previous layers by the error back propagation algorithm.
iv. Finally, it is checked whether the error is less than the lower limit or whether the training number reaches the upper limit. If it is satisfied, the training is over, otherwise the training will continue.
v. In the process of fusion layer, reference a large number of experiments, VCF uses the cross-fusion which means one of layer of 1,2,4 combines with the third layer respectively, then the merged features are used to calculate the loss through the custom weight loss function. The final result is closer to the target edge curve.
So descending the number of VCF convolution kernel dimension in a smooth way is to make sure to decline the gradient steadily. Rationally utilize the controversial pixel to increase the reference range of the positive sample, which not only improves the accuracy but also reduces the time cost of training model. This also make the edge output more precise and make edge line slender.
IV. HIERARCHICAL WEIGHTED CROSS-ENTROPY ALGORITHM
When the VCF template performs feature extraction for each layer, the obtained fact pixel value points are converted into probability discrete points between 0 to 1 through the hierarchical weighted cross-entropy loss function set in our proposed model. Here 0 represents non-edge pixels, and 1 represents the desired mark object, that is the edge pixel. In this paper, the pixel probability value with edge probability greater than α is regarded as a positive sample. A pixel with an edge probability equal to is considered to be a negative sample. Thus, it can prevent that the loss function Sigmoid [24] results in a classification result of nor 0 or 1 due to overconfident and partial noise interference.
A. HIERARCHICAL WEIGHTED CROSS-ENTROPY
The original cross-entropy loss function can also be called a cost function. Firstly, when the VCF template neural network is trained, the ReLU activation function is used to perform feature element mapping, and N-dimensional different feature classes can be obtained. In this paper, through the hierarchical weighted cross-entropy function set by us, these expected classification labels are matched with the feature classes set by the target as close as possible, and the conversion of the minimum function cost is satisfied. The output of other undesired non-edge pixel feature classes via the neuron node should be 0. If this condition is not met, the hierarchical weighted cross-entropy needs to be adjusted through repeated backward error back propagation learning.
B. HIERARCHICAL WEIGHTED CROSS-ENTROPY DESCRIPTION
The training of neural networks is mainly based on the back propagation cost function to adjust the parameters for the purpose of reducing the cost. The parameters mainly are: the connection weight (w) between the neurons, and the bias (b) of each neuron. The way to adjust the parameters is to use the gradient descent algorithm (Gradient descent) to adjust the parameters size along the gradient direction [25] . In this paper, the cross-entropy loss function is used, and the weighting parameters are added on the basis of the Equation (1).
Z represents a neural output value, x is input value, w represents Connection weights, b represents the bias term and a is computed by function sigmoid Equation (1) which is the basic formula for the loss function commonly used in computing nodes in neural networks. In this paper we use the Sigmoid function as the mapped discrete value of the pixel at the loss layer. C is the calculation of the cross-loss value of a single pixel, which can also be called the value. t represents the target value, the input training data set is set to
∈ {0, 1} represents the binary edge map of the image X n corresponding to the ground truth. The output layer of each side of the VCF is simultaneous with the neural network training from the top down. Here, in order to simplify it, Equation (2) that calculates the loss value of n images by the hierarchical VOLUME 7, 2019 weighted cross-entropy is:
X n represents n images and i denotes1-n images. Where ε = pos − weight is the weighting factor. j represents the probability value calculated by the sigmoid function for each pixel. t represents the target tag and a represents the predicted value of the input. It is assumed here that it is desirable to extract the feature object as the positive sample of the edge. But since the proportion of the positive sample is too low, it is not easy to refer to the extraction, so the positive sample weight is increased by ε for subsequent extraction(ε = 0.36 is empirical value of a large number of experiments).
The standard network layer parameter sets in this paper are all represented as W . In order to make the parameter W set update faster and closer to the desired set value, Equation (3) computes the loss at every pixel, the positive and negative samples of Equation (3) and the controversial pixel range are placed to obtain the loss value of the lateral output layer. After the feedforward conduction calculation is performed, Equation (4) calculates the loss value of all loss layers. Then the training of the entire network structure samples is completed.
|M | is the number of pixels in the image M , and a (k) i is derived from the activation value of a layer of neural network units, and α (fuse) i is from the fusion layer. q e is the standard sigmoid function, and W is the representation of all the learning parameters in the architecture. Therefore, the improved loss function expression in this paper is shown in the Equation (2) -(4). As shown in Fig. 5 , an image is randomly input to test the structural network of the VCF to obtain an effect diagram Fig. 5 (a) . And the portion marked with red on the effect diagram Fig. 5 (b) represents the used controversial pixels. It is clearly shown in Fig. 5 (b) that the unused controversial pixels marked by blue color and Noncontentious pixels marked by white color. The percentage in Fig. 5 (c) is shown as 4% of the total pixel, and the sky blue 96% in Fig. 5 (c) corresponds to the white blank area in Fig. 5(b) , which is the non-disputed pixel range. According to Equation (3), the division of the value range of the disputed pixel can be clearly derived from the pie chart in Fig. 5(c) . This paper improves the utilization of the edge-controversial pixel with the target mapping function, and its percentage is close to 80%. 
C. HIERARCHICAL WEIGHTED CROSS-ENTROPY ALGORITHM IMPLEMENTATION
As shown in Fig. 6 , after the VCF structure network parameters are initialized by the VGG16 model and input images randomly, the convolution, the pooling, the activation function mapping, the loss function, the hidden layer of each layer, and the initial loss value of the fusion layer are sequentially performed. The loss function of the connection layer is mainly based on the backward error back propagation to adjust the parameters of each layer, and then the error threshold is judged, and finally the loop learning adjustment is performed until the loss value is minimized and the automatic stop is performed.
D. HIERARCHICAL WEIGHTED CROSS-ENTROPY CORE PSEUDO CODE
For the VCF neural network, when performing image edge detection, the difference between the predicted image pixel matrix value and the real target label is calculated according to the set loss function. A large number of experiments in the classical dataset the Berkeley Segmentation Data Set (BSDS500, BSDS300) and the New York University depth label dataset NYU Depth (NYUD V2) are used to divide the appropriate range of positive and negative samples. It is convenient to call the subsequent function formula (3) to calculate each layer and accumulate the loss value of the positive and negative samples of each pixel. Finally, the plus and minus values of the positive and negative samples are returned to facilitate the continued learning of the parameters.
Algorithm 1 VCF Calculate Total Loss in Each Loss Layer
Input: Data, GroundTruth Output: TotalLoos / * Randomly select sample pixel X , carried out data=Sigmoid (x) * / / * Target label cross-entropy operation groundtruth= Sigmoid(groundtruth) * / / * According to Equation (1) 
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, the Berkeley Segmentation Data Set (BSDS500) [26] was used to test the VCF model performance. The BSDS500 consists of 200 training images, 100 verification images and 200 test images. BSDS500 was a natural image segmentation database with artificially drawn true values. All image resolutions were 481 × 321, and 5-7 real value matrices based on different human observers were given for each image, including the boundary pixel mark and the mark on the area. In order to better demonstrate the robustness of the deep convolution of VCF templates, this paper used the New York University depth label dataset NYU Depth (NYUD V2) [3] to select 1437 RGB images for training VCF models, numbered from 5003-6440 cut off. In addition, 180 or 270 image input templates with different rotation angles were selected for verification, and the outputs were in the same size. During the test, 500 images test templates were selected and tested from 5001-5500. In this paper, experiments were performed on the data sets BSDS500 and NYUD V2, respectively, and then the loss reduction graph was given to show the detailed change process of the loss reduction during the whole experiment. For the valuation of the results, we use four standard criteria evaluation: F − measure (F − measure = 2×Precision×Recal Precision+Recall ) with optimal dataset scale (ODS), optimal image scale (OIS), frames per second (FPS) and PR curves. The ODS is F-measure value with a fix contour threshold, and OIS is obtained when the F-measure value with an optimal threshold for each image. PR curve is the most widely utilized, and is obtained by comparing results with the ground truth by the binary masks generated with the threshold sliding from 0.01 to 1.
The comprehensive evaluation standard chart is given after the two indicators of accuracy and recall rate are considered. In this paper, the image set obtained by the test model was used to refine the output edge with a non-maximum suppression algorithm to improve the edge output accuracy of the image. The evaluation data under different data sets were given respectively, and the results were compared with the existing algorithm models. All experiments in this paper were done in Ubuntu 18.04 and Convolutional Architecture under Fast Feature Embedding (Caffe) software environment. The hardware environment was i7 8700k, GPU is GTX 1070ti 8G memory.
Steps to train the VCF model are as follows: i. Prepare training data sets BSDS500 and NYUD V2.
ii. Use the Caffe framework to define training and test models, and write code for the associated loss function layer and other layers.
iii. Train the data set to reach the maximum number of iterations or the Loss value is less than the threshold, and get the training output model Caffe-model file.
iv. The Caffe-model model is used to initialize the test model parameters and the test data set is used to obtain the final effect output set.
v. The obtained output image is obtained in the evaluation model from the corresponding data set to get a PR curve, a hierarchical cross-entropy loss function descent graph and other related evaluation result tables.
A. THE OUTPUT OF EACH VCF
In Fig. 7 it shows the effect output of each layer of the edge detection in the polar bear picture on the BSDS500 dataset by the VCF. The fused cross-convolution in the VCF template performs partial and global feature fusion processing on the horizontal output port of the hidden layer. It can be seen that from the results of the horizontal fusion layer 1-5layer output, the 1-3layer results contain a lot of information of the original image; the lines are detailed, but still contain many non-edge pixel points. In the 4-5layer result, the edge lines become blurred and the detail edges are faded. In the crosslayer i, j, k output results make full use of the characteristics of the previous 5 layers, the result output contains edge pixels, removes a lot of non-edge pixel information, therefore the image edge lines are more clearly. The effect of the cross layer is closer to the reference map Ground-Truth than the output edge of the previous 5 layers. 
B. LOSS FUNCTION GRAPH AND PR CURE BASED ON BSDS500
As shown in Fig. 8 , the initial loss value is 7000. As the number of iterations increases, the loss value drops sharply to 2800 in the first 1000 iterations. After the loss slowly approaches near 2000, the entire gradient tends to be smooth. In general, the loss value of the whole training process declines continuously. There is no unfavorable situation in which the whole process is shocked up and down. The parameters trained by the whole model are optimal.
The loss value decreases with the increase of the number of iterations. In this paper, the loss value is output during training, and the loss function change graph is plotted. The overall loss decline rate decreases rapidly in the first 100 times, and the subsequent loss changes are relatively stable. Through the training process, Loss is output to the log, and then the Loss value in the log is extracted using Matlab to draw the Loss curve of the whole training process. Fig. 9 is a PR curve rendered on the BSDS500 data set. The PR curve of the VCF model on the BSDS500 includes the curve display of other algorithms. It can be seen clearly that the traditional algorithm is larger in the curve area than these displayed in the indicator from Canny, Sobel [36] , and the VCF and other edge algorithms. The evaluation index shows that ODS=0.808, which is 0.002 higher than RCF, 0.22 higher than HED, and 0.01 higher than HED on OIS.
C. THE TRANSLATION DIRECTION OF THE LINE INDICATORS
Statistic comparison is shown in Table 1 . From HED to VCF, the ODS F-measure is increased from 0.788 to 0.808 and the OIS F-measure is increased from 0.804 to 0.814. From RCF to VCF, the ODS F-measure is increased from 0.798 to 0.808 and the OIS F-measure is increased from 0.808 to 0.814, though the speed is dropped from 30+FPS. These significant improvements demonstrate the effectiveness of the visual cross-fusion model. Also, all the convolution layers contain helpful hierarchical information, not only the last one in each stage. Fig. 10 shows that the initial loss value is 63000. As the number of iterations increases, the loss value is dropped sharply to 48000 in the first 1000 iterations. After the loss slowly approaches near 42000, the entire gradient tends to be smooth. In general, the loss value of the whole training process declines continuously. There is no unfavorable situation in which the whole process is shocked up and down. The parameters trained by the whole model are optimal. 11 is a plot of PR curves on the NYUD V2 dataset. The PR curve of the VCF model on NYUD V2 includes curves from other algorithms. With close to human visual perception, it is obvious that the curve accuracy is higher than these from algorithms such as RCF and HED. Comparison of VCF with other edge algorithms shows ODS=0.783 in indicator evaluation, and OIS=0.784 is more significant. The results show that the non-edge blurred pixels of the VCF output are reduced, and the edge detection is more accurate and closer to the target image.
D. LOSS FUNCTION GRAPH AND PR CURE BASED ON NYUD V2 DATA SET
The RGB data set '+' in NYUD V2 dataset is the number of sheets that represent the data set's output per second on the GPU. This subject study not only compares the use of some RGB-based methods, such as gPb-UCM [3] and SE [30] . Results from gPb + NG [34] and SE + NG + [35] accurate recall curve boundary and regional measurement shown in the figure are also shown in Fig. 11 . From Table 2 , the model VCF of this subject is 0.02 higher than the ODS value of the HED model, and the OIS value is 0.01 higher. The result graph shows that the non-edge blurred pixels of the VCF output are reduced and the edges are more accurate.
The numerical comparison is shown in Table 2 . The VCF achieves higher F-measurement score measurements in the region than HED and RCF, and the execution efficiency is also higher than the original boundary measures. Moreover, the VCF goes beyond traditional methods to demonstrate the segmentation of the importance of precise edges in classic images.
The results of this study are shown in Table 3 . The VCF achieves a higher measurement score than RCF in the region, and the execution efficiency is higher than the original boundary measures.
E. HED AND TEMPLATE VCF RENDERINGS COMPARISON
By evaluating our method on BSDS500 dataset for edge detection, this paper achieves a good trade-off between effectiveness and efficiency with the ODS F-measure of 0.814 and the speed of 11 FPS. It even outperforms human perception (ODS F-measure 0.803).
In addition, a fast version of VCF is also presented, which achieves ODS F-measure of 0.808 with 30+ FPS. From this work it can be seen that VCF achieves the best trade-off between effectiveness and efficiency. When applying our VCF edges to classic image segmentation, it can obtain high quality perceptual regions as well.
It is shown in Fig. 12 that the image output result compared with HED shows that the HED output image contains many blurred non-edge pixel points, which greatly reduces the edge detection effect of HED, and the VCF output effect diagram can effectively reduce unnecessary non-edge pixels. On the whole, the algorithm proposed by VCF achieves good results with an ODS value of 0.808 and an FPS of 30 on the BSDS500. shows that the RCF output image contains many blurred non-edge pixels. This reduces the edge detection accuracy of the RCF while the VCF output rendering effectively reduces unnecessary non-edge pixels. On the whole, the algorithm proposed by VCF achieves good results with an ODS value of 0.808 and an FPS of 30+ on the BSDS500.
VI. CONCLUSION
In this paper, a new VGG16-based edge detection deep network VCF was presented by us for top-down objects. Our improvements were consisted of three part: the feature dimensions of small convolution kernel decrease progressively, custom loss function and cross-fusion structure. Although the VCF template was in the three data sets mentioned in the previous paper, the indicator results showed good results. However, in natural images with more complex backgrounds, the effect is not too obvious. In the future, VCF is expected to have robust robustness for complex images. Then, since the input are images, we believe the ideas and techniques developed in this paper can be applied to other ranking applications that involve images. In the future, we are interested in applying this new relative VCF framework in other relative attributes learning problems. 
