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Metadata is necessary for finding, using, and properly managing scientific data. This 
master’s paper presents results from a survey studying metadata workflows. A metadata 
workflow is a workflow that generates metadata for a data collection. A questionnaire 
was distributed to DataNet Federation Consortium researchers and collaborators. There 
were fourteen participants representing the following domains: hydrology, biology, 
climatology, ecology, library sciences, computer science, engineering, social sciences, 
and information sciences. Data management best practices recommend that data 
documentation, including metadata planning, occur prior to the data collection activity. 
However, the results of this survey indicate that in the scientific domains explored, more 
metadata is created during and after the data collection process than when the activity 
commences. Results also show that few researchers take advantage of automated 
metadata generation workflows. In addition, 9% of respondents did not know whether or 
not a standardized metadata scheme is used in their institution, and 20% did not know 
whether or not they provide metadata along with their data to repositories. Lastly, 
impediments to research data sharing and reproducibility were explored, including the 
need for highly specialized knowledge, software, or equipment. Data curators, librarians, 
and archivists, along with automated systems, can assist researchers by intervening 
earlier in the data life cycle in order to produce higher-quality metadata and ensure long-
term data preservation. 
 
 
 
Headings: 
 Metadata 
 Metadata workflows 
 Information resources management 
 Acquisition of data 
 Information sharing 
 Questionnaires  
  
METADATA WORKFLOWS ACROSS RESEARCH DOMAINS: CHALLENGES 
AND OPPORTUNITIES FOR SUPPORTING THE DFC CYBERINFRASTRUCTURE  
by 
Adrian T. Ogletree 
A Master’s paper submitted to the faculty 
of the School of Information and Library Science 
of the University of North Carolina at Chapel Hill 
in partial fulfillment of the requirements 
for the degree of Master of Science in 
Information Science. 
Chapel Hill, North Carolina 
July 2014 
Approved by 
_______________________________________ 
Jane Greenberg 
 1 
Acknowledgements 
 I would like to express my gratitude for the people who supported the design and 
implementation of this research study and the participants who took the time to share 
their experience. Reagan Moore provided valuable feedback on the early drafts of the 
survey instrument. Mary Whitton of RENCI was instrumental in distributing the survey 
to DFC members. Lastly, Jane Greenberg served as my faculty advisor and provided 
constant guidance and support throughout the research and writing process. My time 
working with Jane at the Dryad Digital Repository and the Metadata Research Center 
have been the most rewarding and intellectually enriching experiences of my graduate 
school career. The DFC DataNet is supported by the National Science Foundation, OCI-
0940841.  
 
 
 
 
 
 
 2 
Table of Contents 
Acknowledgements ............................................................................................................. 1 
Table of Contents ................................................................................................................ 2 
1. Introduction ..................................................................................................................... 3 
1.1 Background ............................................................................................................... 4 
1.2 Research Questions ................................................................................................... 5 
2. Literature Review ............................................................................................................ 7 
2.1 Interdisciplinary Research and eScience .................................................................. 7 
2.2 Data Curation and Scientific Data ............................................................................ 7 
2.3 Research Data Sharing .............................................................................................. 9 
2.4 Data Management Plans in the Sciences ................................................................ 11 
2.5 Developing Workflows ........................................................................................... 12 
3. Methodology ................................................................................................................. 16 
3.1 Overview ................................................................................................................. 16 
3.2 Survey Design ......................................................................................................... 16 
4. Results ........................................................................................................................... 18 
4.1 Demographics of Respondents ............................................................................... 18 
4.2 Metadata Creation Practices ................................................................................... 20 
4.3 Researcher Perceptions and Needs ......................................................................... 23 
5. Discussion ..................................................................................................................... 26 
6. Conclusions ................................................................................................................... 29 
References ......................................................................................................................... 32 
Appendix A: Tables .......................................................................................................... 37 
Appendix B: Survey Invitation and Reminder Templates ................................................ 42 
Appendix C: Survey Instrument ....................................................................................... 44 
 
 
 3 
Metadata Workflows Across Research Domains:  
Challenges and Opportunities for Supporting the DFC Cyberinfrastructure 
 1. Introduction 
 The DataNet Federation Consortium (DFC) is a project supported by the NSF 
Office of Cyber-Infrastructure DataNet initiative with goals to: implement a national data 
grid, enable collaborative research on shared data collections, enable reproducible data-
driven research, and to integrate “live” research data into education initiatives.1 Metadata 
workflows are important to this work, although they have not yet been streamlined into 
many scientific research workflows. A metadata workflow is a workflow that generates 
metadata for a data collection. Registering and sharing metadata workflows across 
different communities are thus crucial for promoting data interoperability, reproducibility 
of results, and reuse. Improving the infrastructure that supports scientific data archiving 
contributes to digital stewardship efforts and ensures long-term access to scientific 
research data. This master’s paper reports on the results of a survey distributed to DFC 
collaborators asking participants about their research workflows and metadata practices 
specific to data. 
                                                
1 http://datafed.org/ 
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1.1 Background 
 Many of today’s most pressing scientific problems require multi-disciplinary 
collaboration necessitating the sharing of data and its meaning. Through open data and 
increased re-usability of data sets, cross-disciplinary problems can be addressed that have 
never even been thought about. Seamless discovery, access, and usability of data from 
diverse disciplines could prove to be a fundamental shift in the way that researchers 
gather and use digital data. Data re-use and preservation are not natural acts and do not 
happen on their own – both require planning and someone to oversee curation activities. 
There is a growing need for data curators to get involved in the research data life cycle 
and to study detailed workflows in order to better understand and facilitate scientific 
workflows.  
 Data management and workflow tasks give metadata value and allow data to be 
reproducible. Metadata is a fundamental part of this work; without metadata, there can be 
no data reuse or preservation. Greenberg (2001) defines metadata as “structured data 
about data that supports the discovery, use, authentication, and administration of 
information objects” (p. 918). Scientific metadata, “the tools and context of 
measurement,” are crucial pieces of information that need to be better understood in order 
to enable interoperability between disciplines (Anderson, 2004, p. 193). In the context of 
this master’s paper, “metadata workflows” can be interpreted as workflows that generate 
metadata for a data collection. 
Due to the needs outlined above for metadata standardization and interoperability, 
I pursued my research alongside members of the DataNet Federation Consortium. The 
DFC is primarily an interoperability environment whose purpose is to assemble national 
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data research infrastructure that enables collaborative research through federation of 
existing data management infrastructure. Now in its second phase, the DFC is advancing 
approaches for encapsulating domain knowledge, supporting research collaborations, and 
enabling reproducible data-driven research. The DFC supports science and engineering 
communities and translates the needs of researchers into a variety of goals: automating 
analyses in hydrology, enabling long-term access to marine data, federating metadata 
services for iPlant Collaborative, provisioning data grid services for cognitive learning, 
integrating social science services and networks, and promoting information-based 
engineering. The research reported on in this paper examines the methods and processes 
used to acquire provenance, descriptive, and administrative metadata by domain 
scientists, and can contribute to the larger goal of achieving metadata interoperability 
within the DataNet Federation Consortium. 
1.2 Research Questions 
Many research studies have explored scientific data management and metadata 
workflows for digitization projects (Chagoya, 2010; Southwick, 2011; Valentino, 2010; 
Zeng, 2009), but few have investigated workflows for scientific metadata creation. 
Willis, Greenberg, and White (2012) call for future research to examine in greater detail 
the “community-specific practices and workflows as well as constraints caused by the 
technological environment and trends at the time of scheme creation” (p. 1517). 
 This master’s paper seeks to address this gap in knowledge by asking the 
following questions: 
1) Which metadata is related to interoperability and knowledge capture?  
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2) At which point in the data life cycle are people (and automated processes) 
creating metadata, and what could be done to improve the quality of this 
metadata? 
3) How do workflow and data management work together? 
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2. Literature Review 
2.1 Interdisciplinary Research and eScience 
 The growth of interdisciplinary research in the 1950s was precipitated by the 
recognition that complex theoretical and policy questions before scientists could not be 
answered within a single discipline using traditional scientific information practices 
(Baker, 2005). eScience, or data-intensive science, has been influenced by the goals of 
interdisciplinary research and is an area of rapidly increasing interest and concern.  
Beyond technological changes, as scientific research is becoming more data 
intensive, a “fourth paradigm” (Hey, Tansley, and Tolle 2009) has emerged… and 
is best described as data exploration that unifies theory, experiment, and 
simulation… The fourth paradigm is changing how science is conducted (Hunt, 
Baldocchi and van Ingen 2009), as well as how scientists and publishers engage 
the scholarly record (Lynch 2009). (Allard, 2012, p. 4-5) 
Due to the large quantities of data produced and amount of federal funding dedicated to 
such data-intensive disciplines, scientific data curation and management have been well 
studied. 
2.2 Data Curation and Scientific Data 
New capabilities for interdisciplinary research offer many opportunities and 
challenges for scientific data curation. There are many terms used interchangeably to 
describe the work of preserving digital objects. “Digital curation” and “data curation” are 
such phrases that confer slightly different meanings. Palmer, Weber, Muñoz, and Renear 
(2013) describe the differences well:  
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Digital curation is, or has become, a term that better accommodates a broader 
 range of digital material. It does not indicate what is being curated nor does it 
 necessarily imply which communities can be purposefully served by curatorial 
 activities. Data curation, on the other hand, relates directly to data that is produced 
 and used by scholarly communities, and it facilitates the reuse and repurposing of 
 data to meet new research needs.  
Furthermore, data curation “shifts the emphasis and brings an additional consideration 
into play... the burden of capturing and preserving not only the data itself, but information 
about the methods by which it was produced” (Flanders & Muñoz, 2012). In this paper, I 
use the term “data curation” due to its emphasis on reuse, focus on scholarly domains, 
and recognition of the criticality of documentation. 
 “Data” is meant to be broadly inclusive; according to the NSF, the community of 
interest decides what constitutes data through peer review. However, there are several 
generally-agreed upon categories of scientific data that are useful in understanding the 
range of data types: observational, experimental, and simulation. Of these categories, 
observational data generally has the most long-term value for researchers because it is 
often unique, irreplaceable, or costly to collect. In comparison, experimental and 
simulation data is often reproducible and need not be stored (Anderson, 2004). 
Astronomy relies primarily on observational data, such as images recorded by telescopes. 
Thus, astronomers have invested heavily in efforts to increase the scientific return and 
impact of expensive facilities, such as NASA’s Hubble Space Telescope. In fact, 
Mountain (2014) asserts that astronomy itself is becoming “very much about data and 
less about machines” (p. 10). Due to NASA’s digital curation initiatives, the Hubble 
telescope is the most productive telescope in history; fifty percent of publications from 
2012 related to the Hubble were derived from purely archival data (p. 8). 
 9 
 The academic disciplines represented in my survey of DFC collaborators included 
hydrology, biology, climatology, ecology, library science, computer science, engineering, 
social sciences, and information science. As a result, the following discussion focuses on 
scientific data. Raw data generated from scientific research is often massive, and is only 
growing larger. For example, the Large Synoptic Survey Telescope (LSST), due to begin 
taking data in the early 2020s, will produce a petabyte of archived, calibrated images 
every two months (Mountain, 2014, p. 10). Data often labeled as “big” data can be easier 
to manage, because it is generally consistent from the outset. In many cases, small data 
sets from different data providers, referred to as the “long tail,” are actually the most 
difficult to manage, because the syntax can be so variable and researchers may not 
include metadata fields that are not required. Scientists in the “long tail” produce and use 
massive amounts of data that is “widely dispersed, maintained in millions of files that are 
difficult to discover and use, and valuable because of their unique coverage, times span, 
observations, variables, etc” (Hedstrom, 2014, p. 1). Finally, unlike computers, people 
are generally neither consistent nor complete when entering metadata. 
2.3 Research Data Sharing 
The subject of sharing research data is complex; Borgman (2011) calls it a 
“conundrum,” obscured by “thick layers of complexity about the nature of data, research, 
innovation, and scholarship, incentives and rewards, economics and intellectual property, 
and public policy” (p. 2-3). Thus, for the purposes of this paper, I will simplify and 
highlight the more relevant arguments.  
One widespread barrier to data sharing identified throughout the literature that the 
DFC seeks to address is the unfortunate reality that “many scientific fields lack a 
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common integrated data infrastructure, which often results in non-standardized, local data 
management practices” (Akmon, 2011, p. 330-331). In addition, “although it is 
recommended that the specific domain metadata standard be used, scientists often use a 
metadata schema that has been developed for their project” (Allard, 2012, p. 12). Another 
challenge related to metadata workflows is that different communities have different 
constraints on their data. For example, social scientists need to be extremely careful about 
privacy, human subject data, and any personally identifiable information, which may not 
be a concern in fields such as plant biology. Finally, the desire for reproducibility, a 
stated goal of the DFC, is a “high bar,” requiring “the precise duplication of observations 
or experiments, exact replication of a software workflow, degree of effort necessary, and 
whether proprietary tools are required” (Borgman, 2012, p. 17).  
In addition to systemic, organizational barriers, there are also cultural barriers and 
prejudices to sharing research data. In a 2007 survey of researchers’ attitudes towards 
depositing data, Pryor discovered concerns about the possible misinterpretation of raw 
data, the ownership and safeguard of one’s research output, and limited awareness and 
understanding on the subject of data repositories across all disciplines. However, 
metadata, “its selection, assignment and criticality of purpose” proved to be the topic 
upon which the survey respondents agreed the most (p. 143). Pryor’s survey results 
indicate that: 
[The topic of metadata] provided further examples of serious inconsistency both 
 within and across the disciplines. It seems that not only is there a body of 
 researchers who have still to grasp the purpose and importance of metadata but, 
 where the need for good metadata is understood, this does not necessarily 
 translate into the sufficient use of standard structures. The assignment of metadata 
 was in too many areas found to be ad hoc, and often given consideration only in 
 that final phase of a project or process when data are being saved… we also found 
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 that the self-assignment of metadata by individual researchers is commonplace, 
 two thirds of our respondents confirming that they decide which terms to use… 
 almost one third of our survey respondents either believed no metadata were 
 being assigned or did not know at which stage assignment took place. (p. 143)  
Quality metadata, commonly evaluated by completeness, accuracy, and consistency, are 
crucial to find, use, and properly manage scientific data (Park, 2009, p. 219). 
2.4 Data Management Plans in the Sciences 
 Large research collaborations and laboratories within data-intensive scientific 
disciplines, such as physics, astronomy, and the biosciences, typically have sophisticated 
data management workflows in place. Pryor (2007) states that “astronomy may arguably 
be in the vanguard when it comes to matters of data curation and repository development, 
but it does not have the field to itself” (p. 141). However, his survey also found that: 
 The correct assignment of metadata was openly regarded as demanding, both 
 intellectually and in terms of the time required and, where it is available, reliance 
 on the automatic generation of metadata was found to be preferred to more 
 laborious methods of manual assignment; although even where a significant 
 volume of metadata generation is automated, as in the astronomy and biosciences 
 domains, the need for improved and universal standards was acknowledged       
 (p. 143).  
Thus, while other fields may benefit from emulating the established data management 
plans of large scientific collaborations, there is a recognized need for more 
standardization and interoperability even within automated metadata workflows.  
 For other, less data-intensive academic disciplines, the main burden of developing 
and implementing data sharing policies is currently upon research funding agencies in the 
absence of international or even national policies (Ruusalepp, 2008). In 2011, the NSF 
mandated a two-page data management plan for all future research proposals. As one of 
the largest U.S. funding agencies, this decision sparked a sense of urgency about the need 
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for research data preservation and access. Since then, scientific data management has 
become more of a priority for scientists, and issues such as open access and open 
publishing have gained public visibility and support. The NSF’s data sharing policy has 
different requirements for data sharing from different disciplines, but clearly states that 
“investigators are expected to share with other researchers, at no more than incremental 
cost and within a reasonable time, the primary data, samples, physical collections and 
other supporting materials created or gathered in the course of work under NSF grants” 
(National Science Foundation). 
2.5 Developing Workflows  
 Taverna2 and Kepler3 are two open-source, community-driven, scientific 
workflow management systems with large user bases in the eScience community. 
Taverna’s high-level workflows can integrate many different resources into a single 
analysis, facilitating its adoption by scientists who are not expert workflow developers 
(Hull, 2006; Turi, 2007). Ludäscher (2006) discusses Kepler and its overarching goal: 
“for scientists to focus on development and use of… scientific workflows” (p. 1039). 
Automating workflows is an area of high activity; open-source developers recently 
created Kurator, a software package for automating data curation pipelines, built on top 
of the Kepler platform (Dou, 2012). There have been many studies about different 
approaches to executing these types of workflows and potential real-life applications in 
different scientific fields. In addition, several articles discuss the metadata of workflows 
themselves (Belhajjame, 2008), but more research is needed to understand metadata 
collection during the scientific life cycle. Designing and implementing metadata 
                                                
2 http://www.taverna.org.uk/ 
3 https://kepler-project.org/ 
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workflows through community-based design is an important step towards advancing 
interoperability. 
 Literature on data management may provide some insight into this area; however, 
conflicting with national research funders and many policy makers, Pryor (2009) argues 
that generic data management plans are neither productive nor effective. He concludes 
that “it would be helpful if funders could adopt a more pragmatic and experimental policy 
that recognises the multiplicity of contexts, often founded upon informal sharing around 
the recognised and mutual needs of research groups” (p. 81). While creating such generic 
data management workflows presents substantial barriers, interoperability is a primary 
goal of the DFC and researchers are working towards implementation of such an 
application. 
 The DFC is advancing efforts towards developing a system to serve as a national 
data infrastructure that would support data re-use across collaborations and even 
disciplines. The system is called the integrated Rule Oriented Data System (iRODS), and 
has been under development since 2006 with the goal of supporting all stages of the 
scientific data life cycle. Moore (2011) recognizes the manifold challenges of reaching 
this vision. The challenge most relevant to this research study is the difficulty of 
maintaining context, with “context” defined as representation information (provenance, 
descriptive metadata, data structure) for each record (p. 4). Moore addresses the 
implications of this by discussing the role of policies in iRODS:  
 Representation information for the data management environment (policies, 
 procedures, state information) is also needed to characterize how the data 
 management environment is being controlled. An implication is that as policies 
 evolve, the system must enable future managers of the collection to implement 
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 policies required for the future objectives. The context will evolve over time, and 
 the changes to the context need to be tracked. In the iRODS data grid, this is 
 achieved through instantiation of policies as computer actionable rules, and 
 through managing versions of rules. (p. 4)  
The iRODS data grid manages policies as first-class objects. iRODS supports generic and 
customized workflows encompassing the entire data life cycle, with metadata workflows 
being a necessary component that requires further development. iRODS rules can be 
written to query metadata properties. For instance, the following rule lists the metadata 
attributes used by a user’s collections: 
myTestRule { 
#Rule available as rule-list-metadata.r in shared Rules directory 
#Input parameters are: 
#  none 
#Output parameter is: 
#  Result string 
  *Coll = "/$rodsZoneClient/home/$userNameClient%"; 
  *Query = select COLL_NAME where COLL_NAME like '*Coll'; 
  foreach(*Row in *Query) { 
    *Col = *Row.COLL_NAME; 
    *Q1 = select count(DATA_NAME) where COLL_NAME = '*Col'; 
    foreach (*R1 in *Q1) {*Nfiles = *R1.DATA_NAME;} 
    *Q2 = select order_asc(META_DATA_ATTR_NAME), 
count(META_DATA_ATTR_ID) where COLL_NAME = '*Col'; 
    writeLine("stdout","Collection *Col has *Nfiles files, metadata attributes:"); 
    foreach(*R2 in *Q2) { 
      *Meta = *R2.META_DATA_ATTR_NAME; 
      *Nmeta = *R2.META_DATA_ATTR_ID; 
      writeLine("stdout","    *Meta is used *Nmeta times"); 
    } 
  } 
} 
INPUT null 
OUTPUT ruleExecOut 
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For each collection, this counts the number of unique metadata values that are used on the 
files in the collection. The DFC seeks to advance support for metadata workflows, and 
the work conducted for this master’s paper provides data that can aid this effort. 
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3. Methodology 
3.1 Overview 
 In the spring of 2014, a survey was distributed to DataNet Federation Consortium 
researchers and collaborators asking participants about their organizational practices 
involving metadata creation. The survey was open for seven weeks, and one email 
reminder was sent to the listserv. The target population was limited to the DFC 
community, and fourteen participants completed the survey, yielding useful results. The 
survey was implemented using Qualtrics software, and findings are reported in the 
aggregate. 
3.2 Survey Design 
 The survey included eighteen questions, including consent to participate, 
questions about the participants’ demographics, questions about metadata workflows, 
open-ended questions, and an optional question to provide contact information for 
follow-up questions (see Appendix C). 
 The demographic questions covered the following information: 
• length of involvement with the DFC 
• project affiliation within the DFC
• field of study 
• position 
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• years of active research 
• data types used 
  Questions about participants’ work practices regarding metadata generation and 
workflows gathered the following information: 
• when metadata is created by a person 
• when metadata is created or captured by a computer (or automated process) 
• standards in place for creating metadata 
• researchers adding metadata manually 
• metadata schemes utilized 
• metadata provided along with data to repositories 
• types of metadata included 
• tools that analyze their data 
 The survey concludes with several open-ended questions in order to gather a 
broader picture of each participant’s needs, goals, and general thoughts about their 
research and data management plans. With these questions, I gathered the following 
information: 
• information needed to reproduce their data sets 
• overarching research questions  
• additional comments about the survey and/or metadata workflows 
 Finally, the survey allowed participants to give contact information for additional 
follow-up questions.
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4. Results 
4.1 Demographics of Respondents  
 The first six questions of the survey were intended to gather information on the 
academic and work backgrounds of the survey participants. Fourteen individuals 
participated in the study and are affiliated with the following DFC project partners:  
• Ocean Observatories Initiative (OOI)4  
• The iPlant Collaborative5  
• The Odum Institute for Research in Social Science6  
• National Oceanic and Atmospheric Administration (NOAA) National Climatic 
Data Center7  
• Renaissance Computing Institute (RENCI)8 
• University of Virginia 
• Data Intensive Cyber Environments (DICE) Center at the University of North 
Carolina at Chapel Hill9  
• School of Information and Library Science (SILS) at the University of North 
Carolina at Chapel Hill
                                                
4 http://oceanobservatories.org/ 
5 http://www.iplantcollaborative.org/ 
6 http://www.odum.unc.edu/odum/home2.jsp 
7 http://www.noaa.gov/ 
8 http://www.renci.org/ 
9 http://dice.unc.edu/ 
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 The participants’ fields of study, depicted in Tables 1 and 2, include hydrology, 
biology, climatology, ecology, library sciences, computer science, engineering, social 
sciences, and information science. The field of “library sciences” was not initially given 
as a choice, so one participant chose “other” and specified in a free-text answer. 
Table 1: Field of Study: Choices Supplied by Survey 
Participants were asked to select all that apply. 
  Frequency Percent (%) 
Hydrology 3 23% 
Marine Sciences 0 0% 
Biology 2 15% 
Climatology 1 8% 
Ecology 1 8% 
Environmental Science 0 0% 
Geography 0 0% 
Geosciences 0 0% 
Other (please specify) 1 8% 
Cognitive Science 0 0% 
Computer Science 6 46% 
Engineering 1 8% 
Physics 0 0% 
Social Sciences 2 15% 
Astronomy 0 0% 
Information Science 4 31% 
 
 Three participants report being involved with the DFC for fewer than 6 months, 
three participants report being involved for 1 to 2 years, and six participants report being 
involved for 2 to 3 years. The participants hold a broad range of positions, including 
professors, students, administrators, and software engineers. The participants also have 
varying years of experience conducting active research, with five (38%) indicating 5 to 
10 years of research experience. Figure 1 depicts the data types created or used in 
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research, including laboratory experimental data, field experimental data, observational 
data, simulation data, papers, or other. Most participants use observational data and 
papers as data sources. Of the three respondents who chose “other,” two supplied free-
text answers: “none of the above,” and “stewardship of climate data.” 
Figure 1: Data Types Created or Used in Research 
 
4.2 Metadata Creation Practices 
 Questions 8 – 13 asked general questions about metadata creation workflows in 
order to understand institutional awareness of metadata standards and practices. This 
section includes tables representing the more illustrative results from the survey; see 
Appendix A for the complete list of survey responses.  
 A major goal of this survey was to determine when metadata is most commonly 
created within the data life cycle. Figure 2 illustrates the similarities and differences 
between metadata creation by a person and metadata creation or capture by a computer. 
Both events are more likely to occur towards the end of the data collection process, but 
human-generated metadata is more common. Participants were asked to select all that 
apply; for instance, some researchers answered that they were able to add metadata at 
every point within the data collection process. 67% of human-generated metadata is 
created before data is collected, 83% is created during data collection, and 100% is 
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created afterward. Only 17% of computer-generated metadata is created before data is 
collected; 75% is created during and afterward, with one respondent selecting “other” and 
reporting that his or her collaboration has no automated metadata collection. 
Figure 2: Metadata Creation by Humans and Automated Processes 
 
 
 Sixty percent (60%) of collaborations have a specified standard in place for 
creating metadata. See Table 2 for answers supplied by participants who answered “yes” 
and chose to elaborate on the question, “Does your collaboration have a specified 
standard in place for creating metadata?”  
Table 2: Specified Standards in Place for Creating Metadata: Answers Supplied by 
Participants 
 iRODS AVU structure 
many standards, none widely adopted by end users. Mostly adopted by data 
consolidators/aggregators 
Dublin Core 
dubline core metadata 
We follow the DDI metadata standard, Dublin Core and METS. 
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 Figure 3 depicts metadata schemes used. Participants were asked to select all that 
apply. Dublin Core was the most commonly used metadata scheme, and 9% of 
respondents were unaware whether or not a metadata standard is used at their institution. 
Six of the participants who selected “other” supplied their own answers, shown in Table 
3. There are almost as many metadata schemes listed as there are respondents to this 
survey. Eighty percent (80%) of respondents provide metadata along with their data to 
repositories; 20% don't know. 
Figure 3: Metadata Schemes Used 
 
 
Table 3: Metadata Schemes Used: Answers Supplied by Participants 
 Our sensor data sets have specific metadata that is outside Dublin Core 
free tag AVU in irods 
MIxS 
ddi 
WaterML, GML 
DDI 
 
 One hundred percent (100%) of survey participants have the flexibility to add 
additional metadata, for example in a note-taking module. Several individuals elaborated 
on these capabilities; their responses are shown in Table 4. 
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Table 4: Flexibility in Adding Additional Metadata: Answers Supplied by 
Participants 
 The iRODS metadata can be added at any time, either interactively, or 
through a rule 
we provide ability in our cyberinfrastructure to augment a standard template 
of metadata with user defined metadata 
Yes, we offer a section for notes, study notes, and in future will be offering 
customizable metadata fields. 
 
 Questions 14 – 15 asked more specific questions about the data generated or 
managed for research purposes, including types of metadata included in repository 
deposition and analysis tools used by participants. 44% have tools that analyze their 
metadata, and 56% do not have tools that analyze their metadata.  
Table 5: Tools that Analyze Metadata: Answers Supplied by Participants 
 Policies that evaluate the required presence of metadata 
attributes on data, HIVE reserved vocabulary 
Medici, Brown Dog 
 
4.3 Researcher Perceptions and Needs 
 Questions 16 – 18 were designed as open-ended questions to gather more in-depth 
feedback, as well as to understand individuals’ thoughts, concerns, and long-term 
research goals. Table 6 displays responses to the open-ended question, “What does 
another researcher need to reproduce your data set?” Most responses reference 
workflows, highly specialized knowledge, software, or equipment, and/or algorithms. 
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Table 6: Information Needed to Reproduce a Data Set 
Responses to Open-Ended Question 
Need the workflows that generate the data set, the input files and 
parameters, and the output from the workflow to verify reproducibility. 
Lots of specialized computing and virtual reality equipment as well as 
access to human subjects 
Significant understanding of computing environment, executable 
programs, staging of data products in appropriate location 
database version from which data was extracted, tool version and 
parameters with which analysis was done 
Workflows, data provenance 
Information about model set up including algorithm, programming 
language, initial, and boundary conditions. 
I have not done intensive research, so I do not yet have any data that 
require reproduction. However, if I did, I would want metadata 
pertaining to the methodology, weights, and any specific stats software I 
used to analyze my data. 
 
 Table 7 shows the responses to the question, “What are the big questions in your 
field that you and/or other scientists would like to solve?” The purpose of this question 
was to gain a general understanding of the research projects of the respondents, as well as 
potential applications of improved data management systems and workflows. Three of 
the researchers who responded are directly studying metadata standards and data 
management, while the other four are pursuing other research goals that would benefit 
from more streamlined metadata creation processes. 
 
 
 
 
 
 
 
 25 
Table 7: Big Questions 
 
 Lastly, Table 8 shows answers to the final question, asking participants to share 
additional comments and thoughts about metadata workflows. Both answers convey 
enthusiasm for the potential of metadata workflows to advance interoperability. 
Table 8: Additional Comments 
Response to Open-Ended Question 
A workflow that supports the creation of metadata will be very useful: - 
parse metadata from the data files - parse metadata from the workflow 
that was executed - generate feature metadata (a list of the features 
present in the file). I expect this to eventually replace descriptive 
metadata. 
As a data curator, I was not able to answer some of these questions 
because of its focus on researcher's perspectives. However, I believe that 
metadata workflows are essential for advancing interoperability among 
collaborators and between systems. 
Responses to Open-Ended Question 
An example is the TDLC. Each year they collectively examine which research 
questions should be explored. As they gain knowledge, the set of questions become 
more specific. 
Full body tracking with no latency and no emcumbrances. Field of view filling head-
worn displays with no latency, swimming, jitter, eyestrain, or nausea. Automated 
scenario and model (geometric and humanbehavior) generation for training VEs. 
THEN we could start evaluting and comparing VE-based training to live training. 
Methods to better understand impact of environment on genotype/phenotype and vice 
versa for adaptation to change in environment. 
What are the relationships between organisms' and species' distributions, their traits, 
and their environments. 
+ science collaboration through data and software sharing + standards based data and 
metadata storage system design 
Version tracking of data, provenance, and ranking of data based on their quality 
My main interests align with data management education and getting researchers on 
board with data management. Making metadata creation/addition a more streamlined 
and easy process would definitely help with getting researchers interested in data 
management. So, I suppose the big questions for me would be: What steps are being 
made to make this easier/faster for researchers? How do we get the most metadata with 
the least amount of effort from our researchers without requiring them to learn about 
metadata standards, etc? 
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5. Discussion 
 Overall, the results met expectations based on other similar studies of scientists’ 
data management practices and perceptions (Akers, 2013; Anderson, 2004; Borgman, 
2012; Chavan & Penev, 2011; Greenberg, 2005). Half of the respondents have been 
involved with the DFC for two to three years, which is the length of time that DFC has 
existed. This indicates that many responses are from individuals who are primary project 
leaders and organizers within DFC, and who are heavily invested in the goal of 
supporting reproducible research. Participants’ job titles, fields of study, and project 
affiliations were extremely varied, suggesting that these findings are more general and 
may not apply to all disciplines or institutions. Data management needs vary substantially 
across disciplines, as well as “research funding, technical infrastructures, collaboration 
networks, source materials, subject populations, methodologies, ethical considerations 
and types of research outputs” (Akers, 2013, p. 14). Most (58%) of the survey 
respondents create or use observational data, which has the most long-term value for 
researchers because it is often unique, irreplaceable, or costly to collect (Anderson, 
2004).
 My findings specific to metadata provide insight into a topic that, as already 
noted, has not been studied extensively. The results indicate that metadata is more likely 
to be created after data collection, which is in line with others’ research studies of data 
management practices. Unfortunately, creating or adding metadata retrospectively is 
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difficult if not impossible, and results in lower-quality metadata (University of California, 
2014). It was surprising to find that only 60% of respondents work in a collaboration with 
a specified standard in place, although one participant noted that his or her collaboration 
uses multiple standards, “none widely adopted by end users.” Based on the survey results, 
many different metadata schemes are used, consistent with Greenberg’s (2005) study of 
digital repositories that “hundreds of metadata schemes [are] being used, many of which 
are in their second, third, or nth iteration” (p. 18). However, the majority (64%) use 
Dublin Core.  
 Even among researchers associated with the DFC, a collaboration dedicated to 
advancing research data reproducibility, 9% of respondents do not know whether or not a 
standardized metadata scheme is used in their institution, and 20% do not know whether 
or not they provide metadata along with their data to repositories. This lack of awareness 
is unsurprising; in a 2013 survey at Emory University, Akers found that “basic science 
researchers in particular may benefit from increased awareness of methods to receive 
more credit for their data via the publication of data papers (Chavan & Penev, 2011), the 
archival of datasets in data repositories, the assignment of DOIs to datasets, and the 
consideration of datasets as products of scholarly research in NSF funding applications 
(p. 14-15). These findings seem to be common, and are likely due to the fact that many 
researchers are not trained in data management skills or do not have the time or resources 
to apply high-quality metadata. 
 Responses to the open-ended questions were very detailed and provided insight 
into various participants’ research needs, goals, and perspectives. The impediments to 
data sharing identified in the above literature review were affirmed via my results, 
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particularly in relation to what researchers need to reproduce a participants’ research. 
Even if these participants are not reluctant about sharing data openly, the logistics of 
sharing research data are complicated and well documented. When asked what 
information another researcher would need to reproduce their research, most of the  
responses discussed information about workflows, highly specialized knowledge, 
software, or equipment, and/or algorithms and parameters used. Similarly, Borgman 
(2012) observes that research reproducibility requires “the precise duplication of 
observations or experiments, exact replication of a software workflow, degree of effort 
necessary, and whether proprietary tools are required” (p. 17). Without contextual 
information and high-quality metadata, even “open” data is unusable. 
 This study makes a contribution towards methods of survey design for the 
purposes of studying metadata workflows. Although the responses to this survey 
represent multiple scientific disciplines, positions, and institutions, this study was limited 
by the small sample size. Future research should include larger populations, and different 
research domains can be categorized in order to study the similarities and differences of 
data management needs between communities. 
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6. Conclusions 
 Developing, standardizing, and sharing metadata workflows are a crucial 
component of the DataNet Federation Consortium’s vision of implementing a national 
data grid. However, metadata workflows have not yet been streamlined into many 
scientific research workflows. The goals of this master’s paper were to study and 
understand the following three research questions:  
1) Which metadata is related to interoperability and knowledge capture?  
2) At which point in the data life cycle are people (and automated processes) 
creating metadata, and what could be done to improve the quality of this 
metadata? 
3) How do workflow and data management work together?
 The following list represents the key findings of this master’s paper: 
• More than half of participants use observational data, which has the most long-
term value and potential for re-use 
• Metadata is more likely to be created after data collection, resulting in lower-
quality metadata 
• Scientists and researchers suffer from a lack of awareness of metadata standards 
and the process of archiving data sets in data repositories 
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• Data sharing is complicated by the need for highly specialized knowledge, 
software, and/or equipment in order to reproduce research 
 Data curators, librarians, and archivists (or their automated systems) can assist 
researchers by intervening earlier in the data life cycle in order to produce higher-quality 
metadata and ensure long-term preservation. The research makes clear that metadata 
generation should be automated or as easy as possible, while adhering to a minimum 
standard. Similarly, workflows should be constructed with ease of use in mind.  
 Another area of interest for the DFC is the ability of the iRODS data grid to 
capture the provenance information associated with execution of a workflow. This 
includes being able to associate input parameters, input files, and output files for each 
execution of a workflow. Since the workflow can be shared, the input can be shared, and 
the output can be shared, a second researcher should be able to re-execute the workflow 
used by a first researcher. This research could be useful for creating a definition of a 
sufficient context to enable re-use of data. This context might contain: 
• Descriptive metadata (e.g., type of physical variables, units) 
• Provenance metadata (e.g., source of the data, project, creator name) 
• Structural metadata (e.g., type of data format, coordinate system) 
• Administrative metadata (e.g., data location, checksum, replicas) 
 This research provides insight on the current state of metadata practices and 
workflows and provides a framework for pursuing more research in this area and other 
related initiatives. There is a need for metadata workflow comparisons involving different 
disciplines, and further research can built on this work. For instance, this survey could be 
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distributed to a larger community, and then categorized by different research domains. 
More in-depth studies could also focus on mapping and parsing out metadata workflows 
of individual institutions. Additionally, further research should address the question of 
metadata consistency; what does it look like, and how can we get consistent metadata 
from researchers without requiring them to learn about metadata standards? Consistency 
is the largest problem in getting people to work together. Standardizing vocabulary for 
metadata templates and creating automated mark-up are also important steps towards 
integrating metadata workflows into the scientific research process. 
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Appendix A: Tables 
Table 9: Length of Involvement with the DFC: Choices Supplied by Survey 
  Frequency Percent (%) 
Fewer than 6 months 3 25% 
6 months to 1 year 0 0% 
1 year to 2 years 3 25% 
2 years to 3 years 6 50% 
Total 12 100% 
 
Table 10: Affiliations with DFC Project Partners: Choices Supplied by Survey 
Participants were asked to select all that apply. 
  Frequency Percent (%) 
Ocean Observatories Initiative (Oceanography Data 
Grid) 1 11% 
The iPlant Collaborative (Plant Biology Data Grid) 2 22% 
Cyber-Infrastructure-Based Engineering Repositories for 
Undergraduates (CIBER-U) at Drexel University 
(Engineering Data Grid) 0 0% 
The Odum Institute for Research in Social Science 
(Social Science Data Grid) 5 56% 
National Oceanic and Atmospheric Administration 
(NOAA) National Climatic Data Center (Hydrology Data 
Grid) 1 11% 
Renaissance Computing Institute (RENCI) (Hydrology 
Data Grid) 3 33% 
Temporal Dynamics of Learning Center (Cognitive 
Science Data Grid) 0 0% 
University of Virginia (Hydrology Data Grid) 1 11% 
University of North Carolina at Chapel Hill Data 
Intensive Cyber Environments (DICE) Center 
(Hydrology Data Grid) 1 11% 
University of North Carolina at Chapel Hill School of 
Information and Library Science 3 33% 
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Table 11: Current Position: Choices Supplied by Survey 
  Frequency Percent (%) 
Professor 2 15% 
Associate Professor 1 8% 
Assistant Professor 1 8% 
Post Doctorate Researcher 1 8% 
Doctoral Candidate 0 0% 
Doctoral Student 1 8% 
Master's Student 2 15% 
Administrator 2 15% 
Other (please specify) 3 23% 
Total 13 100% 
 
Table 12: Current Position: Answers Supplied by Participants 
 Senior software engineer, DICE-UCSD 
Scientific Analyst 
IT Project Team Lead 
 
Table 13: Years of Active Research: Choices Supplied by Survey 
  Frequency Percent (%) 
0-5 2 15% 
5-10 5 38% 
10-20 1 8% 
20-30 3 23% 
30+ 2 15% 
Total 13 100% 
 
Table 14: Data Types Created or Used in Research: Choices Supplied by Survey 
Participants were asked to select all that apply. 
  Frequency Percent (%) 
Laboratory experimental data 3 25% 
Field experimental data 1 8% 
Observational data 7 58% 
Simulation data 4 33% 
Other (please specify) 3 25% 
Papers 7 58% 
 39 
Table 15: Data Types Created or Used in Research: Answers Supplied by 
Participants 
 I'm an iRODS developer, so I don't create infrastructure software, but none of 
the above 
Stewardship of climate data 
 
Table 16: Metadata Creation by a Person: Choices Supplied by Survey 
Participants were asked to select all that apply. 
  Frequency Percent (%) 
Before data is collected 8 67% 
During data collection 10 83% 
After data collection 12 100% 
Other (please explain) 0 0% 
 
Table 17: Automated Metadata Capture or Creation by a Computer: Choices 
Supplied by Survey 
Participants were asked to select all that apply. 
	  	   Frequency Percent (%) 
Before data is collected 2 17% 
During data collection 9 75% 
After data collection 9 75% 
Other (please explain) 1 8% 
 
Table 18: Automated Metadata Capture or Creation by a Computer: Answers 
Supplied by Participants  
 we have no automated metadata collection, alas 
 
Table 19: Specified Standards in Place for Creating Metadata: Choices Supplied by 
Survey 
  Frequency Percent (%) 
Yes (please explain) 6 60% 
No 4 40% 
Total 10 100% 
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Table 20: Flexibility in Adding Additional Metadata: Choices Supplied by Survey 
  Frequency Percent (%) 
Yes (please explain) 5 100% 
No 0 0% 
Total 5 100% 
 
Table 21: Metadata Schemes Used: Choices Supplied by Survey 
Participants were asked to select all that apply. 
  Frequency Percent (%) 
NetCDF Climate and Forecast (CF) 2 18% 
FGDC 2 18% 
Ecological Metadata Language (EML) 1 9% 
Modeling Markup Language (MoML) 0 0% 
Other (please list) 7 64% 
No standard scheme is used 1 9% 
Don't know if a standard is used 1 9% 
Dublin Core 7 64% 
 
Table 22: Metadata Provided to Repositories: Choices Supplied by Survey 
  Frequency Percent (%) 
Yes 8 80% 
No 0 0% 
Don't know 2 20% 
Total 10 100% 
 
Table 23: Metadata Elements Included: Choices Supplied by Survey 
Participants were asked to select all that apply. 
  Frequency Percent (%) 
Time 11 100% 
Location 10 91% 
Sensor information 5 45% 
Other (please elaborate) 5 45% 
Author 10 91% 
None 0 0% 
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Table 24: Tools that Analyze Metadata: Choices Supplied by Survey 
  Frequency Percent (%) 
Yes (please elaborate) 4 44% 
No 5 56% 
Other (please explain) 0 0% 
Total 9 100% 
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Appendix B: Survey Invitation and Reminder Templates 
Survey Invitation Template 
SUBJECT: Please participate (very brief survey!) for scientists, researchers, and data 
curators 
The following survey examines metadata workflows.  
The survey is for scientists, researchers, and data curators associated with the DFC 
(DataNet Federation Consortium) who are involved in any aspect of creation or use of 
scientific metadata. 
Completing the survey takes approximately 10 minutes (or less) to complete. To 
complete the survey, please click the following link:  
https://unc.az1.qualtrics.com/SE/?SID=SV_9vpOi83fRJGFRsh 
NOTE: If you are unable to click on the link directly, please type the entire link into 
the address or location field at the top of your web browser, and press the ENTER key 
on your keyboard to access the survey.  
Sincerely, 
 
Adrian Ogletree                  
Assistant Curator, Dryad Digital Repository                
Research Assistant, Metadata Research Center        
School of Information and Library Science                 
University of North Carolina at Chapel Hill                 
aogletre@live.unc.edu | 512.658.6230 
 
Survey Reminder Template 
SUBJECT: REMINDER: Please participate (very brief survey!) for scientists, 
researchers, and data curators 
Thanks to those who have already participated in this survey. We are interested in getting 
more responses.  
Please participate if you have not yet completed this survey.  
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The following survey examines metadata workflows.  
The survey is for scientists, researchers, and data curators associated with the DFC 
(DataNet Federation Consortium) who are involved in any aspect of creation or use of 
scientific metadata. 
Completing the survey takes approximately 10 minutes (or less) to complete. To 
complete the survey, please click the following link:  
https://unc.az1.qualtrics.com/SE/?SID=SV_9vpOi83fRJGFRsh 
NOTE: If you are unable to click on the link directly, please type the entire link into 
the address or location field at the top of your web browser, and press the ENTER key 
on your keyboard to access the survey.  
Sincerely, 
 
Adrian Ogletree                  
Assistant Curator, Dryad Digital Repository                
Research Assistant, Metadata Research Center        
School of Information and Library Science                 
University of North Carolina at Chapel Hill                 
aogletre@live.unc.edu | 512.658.6230 
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Appendix C: Survey Instrument 
Consent to Participate in a Research Study 
Title of Study: Metadata Workflows Among NSF DataNet Federation Consortium 
Collaborators  
Principal Investigator: Adrian Ogletree | aogletre@live.unc.edu | 512.658.6230 
Faculty Advisor: Jane Greenberg | janeg@email.unc.edu | 919.962.8366 
The purpose of this study is to understand how scientific metadata is created in order to 
enable better interoperability between disciplines. Many of today’s most pressing and 
innovative scientific problems require multi-disciplinary collaboration, necessitating the 
sharing of data and its meaning. Data management and workflow tasks give metadata 
value and allow data to be reproducible. 
This study is being conducted by Adrian Ogletree, a master's student at the School of 
Information and Library Science at the University of North Carolina at Chapel Hill and 
an Assistant Curator at the Dryad Digital Repository. 
Scientists, researchers, and data curators associated with the DFC (DataNet Federation 
Consortium) who are involved in any aspect of creation or use of scientific metadata may 
participate in this study.  
Participation in this study should take approximately 10 minutes, depending on the 
amount of information you provide. You will be asked to complete a survey about your 
work practices as a scientist. Participation in this survey is voluntary. You may exit the 
survey at anytime, and you may skip any question for any reason. At the end of the 
survey, if you would be interested in being contacted for follow-up questions, you will 
provide contact information. If you choose to do so, your contact information will be 
stored separately from the survey data. 
If you have any questions regarding this research study, you may contact Adrian Ogletree 
by email at aogletre@live.unc.edu. If you have any questions or concerns regarding your 
rights as a research subject you may contact, anonymously if you wish, the University of 
 45 
North Carolina at Chapel Hill Institutional Review Board at (919) 966-3113 or via email 
at IRB_subjects@unc.edu with IRB# 14-0171. 
Q1  I have read and understood the above consent form.  I certify that I am at least 18
 years of age and by selecting the "I consent" answer choice, I indicate my
 willingness to take part in this research study. 
1 I consent 
2 I do not consent 
Demographic Questions 
Q2 How long have you been involved with the DFC (DataNet Federation 
Consortium)? 
1 Fewer than 6 months 
2 6 months to 1 year 
3 1 year to 2 years 
4 2 years to 3 years 
Q3 With which DFC (DataNet Federation Consortium) project partner(s) are you
 affiliated? (select all that apply) 
1 Cyber-Infrastructure-Based Engineering Repositories for Undergraduate 
(CIBER-U) at Drexel University (Engineering Data Grid) 
2 The iPlant Collaborative (Plant Biology Data Grid) 
3 National Oceanic and Atmospheric Administration (NOAA) National 
Climatic Data Center (Hydrology Data Grid) 
4 Ocean Observatories Initiative (Oceanography Data Grid) 
5 The Odum Institute for Research in Social Science (Social Science Data Grid) 
6 Renaissance Computing Institute (RENCI) (Hydrology Data Grid) 
7 Temporal Dynamics of Learning Center (Cognitive Science Data Grid) 
8 University of Virginia (Hydrology Data Grid) 
9 University of North Carolina at Chapel Hill Data Intensive Cyber 
Environments (DICE) Center (Hydrology Data Grid) 
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10 University of North Carolina at Chapel Hill School of Information and 
Library Science 
11 Not applicable 
Q4 Which of the following best describes your field of study? (select all that apply) 
1 Astronomy 
2 Biology 
3 Climatology 
4 Cognitive Science 
5 Computer Science 
6 Ecology 
7 Engineering 
8 Environmental Science 
9 Geography 
10 Geosciences 
11 Hydrology 
12 Information Science 
13 Marine Sciences 
14 Physics 
15 Social Sciences 
16 Other (please specify) {SHORT TEXT RESPONSE} 
Q5  Please specify your current position. 
1 Professor 
2 Associate Professor 
3 Assistant Professor 
4 Post Doctorate Researcher 
5 Doctoral Candidate 
6 Doctoral Student 
7 Master’s Student 
8 Administrator 
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9 Other (please specify) {SHORT TEXT RESPONSE} 
Q6 Please indicate your years of active research. 
1 0-5 
2 5-10 
3 10-20 
4 20-30 
5 30+ 
Q7 Which data types do you create or use in your research? (select all that apply) 
1 Laboratory experimental data 
2 Field experimental data 
3 Observational data 
4 Simulation data 
5 Papers 
6 Other (please specify) {SHORT TEXT RESPONSE} 
Metadata Workflow Questions 
This survey is being conducted to better understand metadata creation within scientific 
workflows. Metadata is generically defined as data about data. Common metadata 
associated with scientific data include the "date" a data set was created, the "author" of a 
data set, or the "geographic location" from where data was collected. There are several 
types of metadata, such as provenance, administrative, and descriptive. We are interested 
in learning about all types of metadata. 
Q8 Based on your understanding of metadata, when is it created by a person? (select
 all that apply) 
1 Before data is collected 
2 During data collection 
3 After data is collected 
4 Other (please explain) {SHORT TEXT RESPONSE} 
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Q9 Based on your understanding of metadata, when does a computer create or 
 capture metadata? (select all that apply) 
1 Before data is collected 
2 During data collection 
3 After data is collected 
4 Other (please explain) {SHORT TEXT RESPONSE} 
Q10 Does your collaboration have a specified standard in place for creating metadata?  
1 Yes (please explain) {SHORT TEXT RESPONSE} 
2 No  
Q11 Do researchers have flexibility in adding additional metadata, for example in a
 note-taking module? 
1 Yes (please explain) {SHORT TEXT RESPONSE} 
2 No 
Q12 Which metadata scheme(s) do you utilize? (select all that apply) 
1 NetCDF Climate and Forecast (CF) 
2 FGDC 
3 Ecological Metadata Language (EML) 
4 Modeling Markup Language (MoML) 
5 Dublin Core 
6 Other (please list) {SHORT TEXT RESPONSE} 
7 No standard scheme is used 
8 Don’t know if standard scheme is used 
Q13  Have you provided metadata along with your data to repositories?  
1 Yes 
2 No 
3 Don’t know 
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The following questions apply to any data that you may generate or manage for research 
purposes, regardless of repository deposition.  
Q14 What kind of metadata do you include? (select all that apply) 
1 Time 
2 Location 
3 Sensor information 
4 Author 
5 Other (please elaborate) {SHORT TEXT RESPONSE} 
6 None 
Q15 Do you have tools that analyze your metadata? 
1 Yes (please elaborate) {SHORT TEXT RESPONSE} 
2 No 
3 Don’t know 
4 Other (please explain) {SHORT TEXT RESPONSE} 
Q16 What information does another researcher need to reproduce your data set? 
 {LONG TEXT RESPONSE} 
Q17 Thinking more broadly, what are the big questions in your field that you and/or 
other scientists would like to solve? 
 {LONG TEXT RESPONSE} 
Q18 Please share any additional comments about this survey or the topic of advancing 
interoperability of NSF DFC Collaborators through metadata workflows. 
 {LONG TEXT RESPONSE} 
Q19 If you would be interested in being contacted for additional follow-up questions, 
please provide your name and e-mail address below. 
 {LONG TEXT RESPONSE} 
 50 
End of Survey Message 
 Thank you for participating in this research study. Your participation and the 
participation of others will help us to understand scientific metadata workflows 
and opportunities for interoperability between NSF DFC Collaborations. 
