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Fractional Laplacians on the sphere,
the Minakshisundaram zeta function and semigroups
Pablo Luis De Na´poli and Pablo Rau´l Stinga
Abstract. In this paper we show novel underlying connections between frac-
tional powers of the Laplacian on the unit sphere and functions from analytic
number theory and differential geometry, like the Hurwitz zeta function and
the Minakshisundaram zeta function. Inspired by Minakshisundaram’s ideas,
we find a precise pointwise description of (−∆
Sn−1)
s
u(x) in terms of fractional
powers of the Dirichlet-to-Neumann map on the sphere. The Poisson kernel
for the unit ball will be essential for this part of the analysis. On the other
hand, by using the heat semigroup on the sphere, additional pointwise integro-
differential formulas are obtained. Finally, we prove a characterization with a
local extension problem and the interior Harnack inequality.
1. Introduction
Nonlinear problems with fractional Laplacians have been receiving a lot of
attention for the past 12 years. Fractional nonlocal equations appear in several
areas of pure and applied mathematics, see for instance [1, 4, 5, 19, 22].
For a function u : Rn → R, n ≥ 1, the fractional Laplacian (−∆)su with
0 < s < 1 is naturally defined in a spectral way by using the Fourier transform as
(̂−∆)su(ξ) = |ξ|2s û(ξ), ξ ∈ Rn.
The following equivalent semigroup formula holds:
(−∆)su(X) = 1
Γ(−s)
∫ ∞
0
(
et∆u(X)− u(X)) dt
t1+s
, X ∈ Rn.
Here Γ is the Gamma function and {et∆}t≥0 is the classical heat semigroup on Rn.
This implies the pointwise integro-differential formula
(−∆)su(X) = 4
sΓ(n/2 + s)
pin/2|Γ(−s)| P.V.
∫
Rn
u(X)− u(Y )
|X − Y |n+2s dY, X ∈ R
n,
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see [20]. Clearly, (−∆)s is a nonlocal operator. The Caffarelli–Silvestre extension
theorem [3] establishes that if U = U(X, y) is the solution to{
∆U + 1−2sy ∂yU + ∂yyU = 0, for X ∈ Rn, y > 0,
U(X, 0) = u(X), for X ∈ Rn,
then
−y1−2s∂yU(X, y)
∣∣
y=0+
=
Γ(1− s)
4s−1/2Γ(s)
(−∆)su(X).
Moreover, the solution U is given explicitly as (see [20])
U(X, y) =
y2s
4sΓ(s)
∫ ∞
0
e−y
2/(4t)et∆u(X)
dt
t1+s
=
Γ(n/2 + s)
pin/2Γ(s)
∫
Rn
y2s
(|X − Y |2 + y2)n+2s2
u(Y ) dY.
See [3, 10, 20] for more details about the extension problem and its applications.
In this paper we present several descriptions of the fractional powers of the
Laplacian ∆Sn−1 on the unit sphere
S
n−1 = {X ∈ Rn : |X | = 1} , n ≥ 2.
The Laplacian on the sphere is defined in the following simple way. If u = u(x) is
a real function on Sn−1 then we denote by u˜ the extension of u to Rn \ {0} which
coincides with u on Sn−1 and is constant along the lines normal to Sn−1, namely,
u˜(X) = u(X/|X |), X 6= 0. Then ∆Sn−1u is the restriction of the function ∆u˜
to Sn−1. As a Riemannian manifold, the sphere has a natural Laplace–Beltrami
operator, that coincides with ∆Sn−1 as obtained above.
Similarly to the fractional Laplacian on Rn, the fractional powers of −∆Sn−1
are defined in a spectral way. Indeed, the spectral decomposition of the Laplacian
on the sphere is given by the spherical harmonics, that we briefly describe next
(see [9, 18]). We have L2(Sn−1) =
⊕∞
k=0 SH
k, where SHk denotes the space of
spherical harmonics of degree k ≥ 0 of dimension dk = (2k+n−2)(k+n−3)!k!(n−2)! . From
now on and for the rest of the paper we fix an orthonormal basis {Yk,l : 1 ≤ l ≤ dk}
of SHk consisting of real spherical harmonics Yk,l of degree k ≥ 0. The spherical
harmonics are the eigenfunctions of the Laplacian on the sphere, namely,
−∆Sn−1Yk,l(x) = λkYk,l(x), x ∈ Sn−1,
with eigenvalues
λk = k(k + n− 2),
of multiplicity dk, for k ≥ 0. If u has an expansion into spherical harmonics as
(1.1) u(x) =
∞∑
k=0
dk∑
l=1
ck,l(u)Yk,l(x), ck,l(u) =
∫
Sn−1
u(y)Yk,l(y) dHn−1(y),
where dHn−1 is the (n−1)-dimensional Hausdorff measure restricted to Sn−1, then
for any σ ∈ C such that s = Re(σ) > 0, we can define
(1.2) (−∆Sn−1)±σu(x) =
∞∑
k=0
λ±σk
dk∑
l=1
ck,l(u)Yk,l(x).
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The orthogonal projector onto the subspace SHk of L2(Sn−1) is given by
(1.3) Pku(x) =
dk∑
l=1
ck,l(u)Yk,l(x).
Hence
(1.4) (−∆Sn−1)±σu(x) =
∞∑
k=0
λ±σk Pku(x),
so the definition of (−∆Sn−1)±σu is independent of the basis.
Some care is needed for the formulas above to be well defined. For (−∆Sn−1)−σu
to make sense we need
∫
Sn−1
u = 0. This condition says that the term P0u(x), which
corresponds to the eigenvalue λ0 = 0 in (1.2) and (1.4), vanishes, so we may consider
the sums as starting from k = 1. On the other hand, (−∆Sn−1)σu ∈ L2(Sn−1) if and
only if u ∈ Dom((−∆Sn−1)σ) ≡
{
u ∈ L2(Sn−1) : ∑∞k=0 λ2sk ∑dkl=1 |ck,l(u)|2 < ∞}.
In particular, (1.2) and (1.4) make sense for functions u ∈ C∞(Sn−1), see (4.2).
Here u ∈ Cm(Sn−1), m ∈ N0 ∪ {∞}, means that the extension u˜ of u along normal
lines to the sphere is a Cm function in a neighborhood of the sphere. In general,
(−∆Sn−1)σu is defined as a distribution in H−σ(Sn−1), for every u ∈ Hσ(Sn−1).
In addition, if u ∈ H−σ(Sn−1) satisfies 〈u, 1〉 = 0 then (−∆Sn−1)−σu ∈ Hσ(Sn−1)
with
∫
Sn−1
(−∆Sn−1)−σu = 0. In this paper we are mainly interested in describ-
ing pointwise formulas and the extension problem for these fractional operators
in connection with functions from number theory and differential geometry, and
semigroups. Therefore we will always assume that all our functions are smooth.
The fractional Laplacian on the sphere is a natural object to consider since it
is the simplest example of a fractional nonlocal operator on a compact Riemannian
manifold. Moreover, the sphere has a rich structure related to the fact that it is
a homogenous space under the action of the Lie group SO(n). Such a rich theory
and some clever formulas connected with the Minakshisundaram zeta function in
combination with the method of semigroups will allow us to obtain rather explicit
expressions for the fractional operators in terms of the Dirichlet-to-Neumann map
and the heat semigroup on the sphere. For applications, see for example [1]. For
hypersingular integrals and potential operators on the sphere (which are not the
same as the fractional powers of the Laplacian on the sphere) the reader can consult
[16, 17]. Certainly one can define fractional powers of Laplace–Beltrami operators
in Riemannian manifolds by using the spectral theorem. In those cases in which
estimates for the corresponding heat semigroup kernel are available, one could try to
derive pointwise expressions and kernel estimates for fractional operators by using
the method of semigroups from [10, 20], in an analogous way as explained here for
the case of the sphere (see section 7). Observe that for this general procedure to
apply we do not need the manifold to be necessarily compact.
A description of the contents of the paper follows.
(a) In sections 2 and 3 we first consider the cases of the negative and positive
powers of the Laplacian on the unit circle, respectively, in connection with the
Hurwitz zeta function the functions defined by Fine in [8].
(b) In section 4 we define the Dirichlet-to-Neumann operator L for the Laplacian
in the unit ball. The semigroup generated by L is obtained from the Poisson
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kernel for the ball. We show how this kernel can be deduced by using the
Funk–Hecke identity and the generating formula for Gegenbauer polynomials.
(c) In section 5 we relate the negative powers of −∆Sn−1 in dimension n ≥ 3
with the Minakshisundaram Riemann zeta function on the sphere. We use this
connection and the Poisson kernel to find precise estimates for the kernel of
(−∆Sn−1)−s.
(d) In section 6, inspired by Minakshisundaram’s ideas, we prove a numerical for-
mula (Lemma 6.1) that permits us to express the fractional Laplacian on the
sphere (−∆Sn−1)s in terms of the fractional Dirichlet-to-Neumann operator
(L+ n−22 )
2s. Precise kernel estimates are shown.
(e) In section 7 we use the heat semigroup on the sphere to give equivalent formulas
for (−∆Sn−1)±su(x) with kernel estimates. We also present the extension prob-
lem characterization and, as an application, the interior Harnack inequality.
Notation. Throughout the paper σ ∈ C+ denotes a complex number with positive
real part Re(σ) = s > 0. For two positive quantities A and B we write A ∼ B to
mean that there exist constants cn,σ and Cn,σ such that cn,σ ≤ A/B ≤ Cn,σ. If
x, y ∈ Sn−1 then d(x, y) = cos−1(x · y) is the geodesic distance between x and y.
Notice that |x − y|2 = 2(1 − x · y) ∼ d(x, y)2, for all x, y ∈ Sn−1. We will always
denote by u a smooth real function on the sphere.
2. Negative powers in the unit circle and the Hurwitz zeta function
In this section and the next one we consider the one-dimensional case of the unit
circle T = S1 ⊂ R2. As usual, we identify functions on T with periodic functions on
the interval [0, 1], so that ∆T =
d2
dx2 . The spherical harmonics become the complex
exponentials {e2piikx}k∈Z, x ∈ [0, 1]. We have −∆Te2piikx = (2pik)2e2piikx.
When
∫
T
u = 0 and σ ∈ C+ with s = Re(σ) > 0, we can write
(−∆T)−σ/2u(x) =
∑
k∈Z\{0}
(2pi|k|)−σck(u)e2piikx
=
∑
k∈Z\{0}
(2pi|k|)−σ
∫ 1
0
u(y)e2piik(x−y) dy
=
∫ 1
0
K−σ(x − y)u(y) dy,
where the kernel is given by
(2.1) K−σ(x) =
∑
k∈Z\{0}
e2piikx
(2pi|k|)σ .
Our main interest will be to understand the behavior of K−σ(x) as x → 0, 1.
Estimates for this kernel can be obtained, for example, by using the semigroup
method of [20] or the transference principle from [15]. Nevertheless, here we take
a different approach by connecting formula (2.1) with some useful functions from
analytic number theory.
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The Hurwitz zeta function (see [2, Chapter 12], also [8, 13]) is initially defined
for 0 < x ≤ 1 and σ ∈ C+ such that s = Re(σ) > 1 by
(2.2) ζ(σ, x) =
∞∑
k=0
1
(k + x)σ
.
When x = 1 this reduces to the Riemann zeta function ζ(σ) = ζ(σ, 1). Moreover,
(2.3) ζ(σ, x) = x−σ + ζ(σ, x + 1).
Using the Gamma function it is possible to extend ζ(σ, x) as an analytic function
of σ ∈ C except for a simple pole at σ = 1, see [2, Theorem 12.4].
A related function is the periodic zeta function defined for x ∈ R and s > 1 by
F (x, σ) =
∞∑
k=1
e2piikx
kσ
.
This series converges absolutely if s > 1. If x is not an integer the series also
converges conditionally whenever s > 0. Notice that F (x, σ) is a periodic function
with period 1 that coincides with the Riemann zeta function ζ(σ) at x = 1. It is
clear then that
K−σ(x) =
1
(2pi)σ
[
F (x, σ) + F (−x, σ)].
The two functions ζ(σ, x) and F (x, σ) are related by the following formula due
to Hurwitz, see [2, Theorem 12.6], also [8]: if 0 < x ≤ 1 and s > 1 then
ζ(1 − σ, x) = Γ(σ)
(2pi)σ
[
e−piiσ/2F (x, σ) + epiiσ/2F (−x, σ)].
If x 6= 1 this representation is also valid for s > 0. If we substitute x by 1− x, then
ζ(1 − σ, 1 − x) = Γ(σ)
(2pi)σ
[
e−piiσ/2F (−x, σ) + epiiσ/2F (x, σ)].
Therefore
ζ(1 − σ, x) + ζ(1 − σ, 1− x) = Γ(σ)
(2pi)σ
2 cos
(
piσ
2
)[
F (x, σ) + F (−x, σ)],
or
(2.4) K−σ(x) =
1
2Γ(σ) cos
(
piσ
2
)[ζ(1 − σ, x) + ζ(1 − σ, 1− x)].
To estimate K−σ(x) we use (2.4) and well known asymptotic expansions for
the Hurwitz zeta function. Recall that ζ(1 − σ, 1) = ζ(1 − σ). For σ 6= 1 fixed,
ζ(σ, x + 1) = ζ(σ) − σζ(σ + 1)x+O(x2), as x→ 0,
see [13]. By replacing σ by 1−σ in (2.3) and using the asymptotic expansion above,
ζ(1 − σ, x) = xσ−1 + ζ(1− σ, x + 1)
= xσ−1 + ζ(1− σ) − (1− σ)ζ(2 − σ)x +O(1),
as x→ 0. If we substitute x by 1− x in the latter expansion, we get
ζ(1 − σ, 1 − x) = (1− x)σ−1 + ζ(1 − σ)− (1− σ)ζ(2 − σ)(1 − x) +O(1),
as x→ 1. By plugging these estimates into (2.4) we deduce the asymptotic formulas
K−σ(x) = Cσx
σ−1 +O(1), as x→ 0,
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and
K−σ(x) = Cσ(1 − x)σ−1 +O(1), as x→ 1.
We conclude that
K−σ(x) ∼ 1
x1−σ
+
1
(1− x)1−σ , as x→ 0, 1.
3. Positive powers in the unit circle and the Hurwitz zeta
and Fine functions
In this section we continue our analysis of the one-dimensional case of the unit
circle T = S1 ⊂ R2, T ≡ [0, 1]. We study the kernel of the fractional power operator
(−∆T)σ/2, when σ ∈ C+ is such that 0 < Re(σ) < 2. As in the previous section we
denote by ζ the Hurwitz zeta function (2.2).
The key idea is to use the heat semigroup on the circle. This approach for the
case of the sphere will be developed in detail in section 7. It is easy to check that
the proof of Theorem 7.1 is valid when n = 2 and s is replaced by σ/2, see also
[10, 14, 15]. Then, for any x ∈ T,
(−∆T)σ/2u(x) = P.V.
∫
T
(
u(y)− u(x))Kσ(x− y) dy,
where the kernel Kσ is given by
Kσ(x) =
1
Γ(−σ/2)
∫ ∞
0
Wt(x)
dt
t1+σ/2
.
Here Wt(x) is the heat kernel in the unit circle:
(3.1)
Wt(x) =
∑
k∈Z
e−4pi
2k2te2piikx
= 1 + 2
∞∑
k=1
e−4pi
2k2t cos(2pikx).
Notice that this kernel is essentially the so-called Jacobi theta function.
By following Fine [8], we define, for 0 < x < 1 and t > 0, the function
f(x, t) = 1 + 2
∞∑
k=1
e−pik
2t cos(2pikx).
From (3.1) it follows that
(3.2) Wt(x) = f(x, 4pit).
Next, Fine observes in [8] that the functions
F (x, ω) =
∫ 1
0
f(x, t)tω/2−1 dt
and
G(x, ω) =
∫ ∞
1
(
f(x, t)− 1)tω/2−1 dt
are entire functions in ω. Additionally, Fine introduces the function
H(x, ω) = F (x, ω) +G(x, ω)− 2
ω
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and proves the following relation with the Hurwitz zeta function: if Re(ω) < 0 then
(3.3) H(x, ω) =
Γ(1−ω2 )
pi
1−ω
2
[
ζ(1 − ω, x) + ζ(1 − ω, 1− x)],
see [8, (11)]. Thus, by using (3.2), the change of variables 4pit→ t and the functions
F , G and H , together with the functional identity (3.3), we find that
Kσ(x) =
(4pi)σ/2
Γ(−σ/2)
∫ ∞
0
f(x, t)
dt
t1+σ/2
=
(4pi)σ/2
Γ(−σ/2)
[ ∫ 1
0
f(x, t)
dt
t1+σ/2
+
∫ ∞
1
(
f(x, t)− 1) dt
t1+σ/2
+
2
σ
]
=
(4pi)σ/2
Γ(−σ/2)
[
F (x,−σ) +G(x,−σ) + 2
σ
]
=
(4pi)σ/2
Γ(−σ/2)H(x,−σ)
=
4σ/2Γ(1+σ2 )
Γ(−σ/2)√pi
[
ζ(1 + σ, x) + ζ(1 + σ, 1 − x)].
We can use the following properties of the Gamma function
(3.4) Γ(12 + z)Γ(
1
2 − z) =
pi
cos(piz)
Γ(2z) =
22z−1√
pi
Γ(z)Γ(z + 12 )
with z = −σ/2 to further simplify the expression above to
Kσ(x) =
1
2Γ(−σ) cos(−piσ2 )
[
ζ(1 + σ, x) + ζ(1 + σ, 1− x)].
This is perfectly consistent with (2.4). By performing an asymptotic analysis with
of the Hurwitz zeta function analogous to the one we did in section 2, we are able
to conclude that
Kσ(x) ∼ 1
x1+σ
+
1
(1− x)1+σ , as x→ 0, 1.
4. The semigroup generated by the Dirichlet-to-Neumann map
In this section we introduce the Dirichlet-to-Neumann map L for the Laplacian
in the unit ball B = {X ∈ Rn : |X | < 1}, n ≥ 2. We show that the kernel of the
semigroup generated by L is obtained from the Poisson kernel for the unit ball.
These objects will be very useful in the description of the fractional operators in
sections 5 and 6.
Let u be a smooth function on the sphere with series expansion (1.1). We define
the Dirichlet-to-Neumann operator L on the sphere Sn−1 by
Lu(x) =
∞∑
k=0
k
dk∑
l=1
ck,l(u)Yk,l(x) =
∞∑
k=0
kPku(x),
for x ∈ Sn−1, where Pk is the orthogonal projector (1.3). The series is absolutely
convergent and can be differentiated term by term. Indeed, for each multi-index
α = (α1, . . . , αn) ∈ Nn0 , there exists Cα,n > 0 such that
(4.1) |DαYk,l(X/ |X |)|2 ≤ (Cα,n)2k2|α|+n−2, for all 1 ≤ l ≤ dk,
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where Dα = ∂
|α|
∂X
α1
1 ···∂X
αn
n
, |α| = α1 + · · ·+ αn, see [18]. Then, for any m ∈ N, by
the symmetry of ∆Sn−1 and the Cauchy-Schwartz inequality,
(4.2)
|ck,l(u)| = 1
λmk
∣∣∣∣ ∫
Sn−1
(−∆Sn−1)mu(x)Yk,l(x) dHn−1(x)
∣∣∣∣
≤ Cu,m
(k(k + n− 2))m .
Therefore the estimates in (4.1) and (4.2) give the conclusion.
The semigroup
{
e−tL
}
t≥0
generated by the Dirichlet-to-Neumann operator is
related to the solution w = w(X) to the Dirichlet problem in the unit ball{
∆w = 0, in B,
w = u, on Sn−1,
in the following way. The solution w can be recovered from u by using the Poisson
integral formula for the unit ball:
(4.3) w(X) =
∫
Sn−1
1− |X |2
ωn−1(1 − 2X · y + |X |2)n/2
u(y) dHn−1(y),
where ωn−1 =
2pin/2
Γ(n/2) is the surface area of S
n−1. On the other hand, if we introduce
polar coordinates X = rx, 0 < r ≤ 1, x ∈ Sn−1, then,
w(X) =
∞∑
k=0
rk
dk∑
l=1
ck,l(u)Yk,l(x) =
∞∑
k=0
rkPku(x).
See [9] for details. Now, by making the change of parameters r = e−t, t ≥ 0, we
can regard w(X) as a function of t ≥ 0 and x ∈ Sn−1:
(4.4) e−tLu(x) ≡ w(X) =
∞∑
k=0
e−tk
dk∑
l=1
ck,l(u)Yk,l(x) =
∞∑
k=0
e−tkPku(x).
This is in fact the heat-diffusion semigroup generated by L. Indeed, we can differ-
entiate the series in (4.4) to get
−∂te−tLu(x)
∣∣
t=0
= r∂rw(X)
∣∣
r=1
= ∂νw(X) = Lu(x),
which also shows that the name “Dirichlet-to-Neumann operator” for L is fully
justified. Also, e−tLu→ u, as t→ 0, uniformly and in Lp(Sn−1), for 1 ≤ p <∞.
By letting r = e−t in (4.3), we find that the semigroup e−tL admits an expres-
sion as a convolution on the sphere with the Poisson kernel:
(4.5)
e−tLu(x) =
∫
Sn−1
1− e−2t
ωn−1(1− 2e−tx · y + e−2t)n/2u(y) dH
n−1(y)
=
∫
Sn−1
1− e−2t
ωn−1((1− e−t)2 + 2e−t(1− x · y))n/2u(y) dH
n−1(y)
≡
∫
Sn−1
Pe−t(x · y)u(y) dHn−1(y).
Lemma 4.1. There exists a constant C > 0 depending only on u and n such
that |e−tLu(x)− u(x)| ≤ Ct, for any 0 < t < 1, for all x ∈ Sn−1.
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Proof. By the mean value theorem,
|e−tLu(x)− u(x)| = |e−tLu(x)− e−0Lu(x)| = |∂te−tLu(x)|
∣∣
t=ξ
t,
where ξ is an intermediate point between 0 and t. But then, using (4.4) together
with (4.1) and (4.2), it readily follows that supt,x |∂te−tLu(x)| ≤ C. 
To relate L with the Laplacian on the sphere we recall that the eigenvalues
of −∆Sn−1 are λk = k(k + n − 2). Observe that, unlike the case of the classi-
cal Poisson integral in the upper half-plane, the Poisson integral in the ball (4.3)
is not the Poisson semigroup {e−t(−∆Sn−1)1/2}t≥0 generated by −∆Sn−1 . In fact,
e−t(−∆Sn−1)
1/2 6= e−tL, except for the unit circle, that is, if n = 2. Moreover,
−∆Sn−1 = L(L+ (n− 2) I),
where I is the identity operator. It then follows that
(−∆Sn−1)±σ = L±σ(L + (n− 2) I)±σ, σ ∈ C+.
The explicit formula for the Poisson kernel in (4.5) comes from the generating
formula for the Gegenbauer (or ultraspherical) polynomials. The Funk–Hecke the-
orem (see [18]) states that if F (τ)(1 − τ2)(n−3)/2 is an integrable function on the
interval (−1, 1) then, for each spherical harmonic Yk,l and x ∈ Sn−1,
(4.6)
∫
Sn−1
F (x · y)Yk,l(y) dHn−1(y)
= Yk,l(x)
ωn−2
Ck(1)
∫ 1
−1
F (τ)Ck(τ)(1 − τ2)(n−3)/2 dτ,
where Ck(τ) is the Gegenbauer polynomial C
ν
k (τ) with parameter ν = (n − 2)/2.
For n = 2 they are the Chebyshev polynomials and for n = 3 they are the Legendre
polynomials (see [9, 11, 13]). Using the generating formula
(1− 2τr + r2)−ν =
∞∑
k=0
Cνk (τ)r
k ,
see [11, eq. (5.12.7)], it easily follows that
(4.7)
∞∑
k=0
k + ν
ν
Cνk (τ)r
k =
1− r2
(1 − 2rτ + r2)ν+1 .
For each fixed x ∈ Sn−1, Ck(x · y) (as a function of y ∈ Sn−1) is in SHk, see [9].
By expressing Ck(x · y) in terms of the orthonormal basis {Yk,l : l = 1, . . . , dk} of
SHk, and applying the Funk–Hecke formula (4.6) in combination with properties
of Gegenbauer polynomials and the Gamma function, we can see that
(4.8)
1
ωn−1
· k +
n−2
2
n−2
2
Ck(x · y) =
dk∑
l=1
Yk,l(x)Yk,l(y).
Plugging this into the first sum in (4.4) we get
e−tLu(x) =
∫
Sn−1
1
ωn−1
( ∞∑
k=0
k + n−22
n−2
2
Ck(x · y)rk
)
u(y) dHn−1(y).
Thus (4.5) with e−t = r follows by using the generating formula (4.7) with ν = n−22 .
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5. Negative powers and the Minakshisundaram zeta function
Throughout this section we always assume that
∫
Sn−1
u = 0. Recall that we
have set s = Re(σ) > 0 and that the eigenvalues of −∆Sn−1 are λk = k(k + n− 2),
k ≥ 0. By using (4.8) into (1.2) we find that the negative powers of the Laplacian
on the sphere have an integral representation as an spherical convolution
(5.1) (−∆Sn−1)−σu(x) =
∫
Sn−1
K−σ(x · y)u(y) dHn−1(y),
where the kernel is given in terms of the Gegenbauer polynomials as
(5.2) K−σ(x · y) = 1
ωn−1
∞∑
k=1
λ−σk ·
k + n−22
n−2
2
Ck(x · y).
The series in (5.2) is the zeta function on the sphere of S. Minakshisundaram,
see [12]1. In [12] Minakshisundaram analyzed this function with methods similar
to those used in analytic number theory for studying the Riemann zeta function.
Using that |Ck(x · y)| ≤ |Ck(1)| =
(
k+n−3
k
)
we get
Ck(x · y) = O(kn−3).
From here it is easy to see that the Dirichlet series (5.2) converges absolutely and
uniformly in compact sets when s = Re(σ) > n−12 . For this range of s, K−σ(x · y)
represents an analytic function of σ. However, Minakshisundaram showed that (as
it happens with Riemann zeta function) the function K−σ(x · y) can be continued
as a meromorphic function of σ to the whole complex plane. In order to do so, he
proved the following integral representation of his zeta function
(5.3)
K−σ(x · y) = 1
ωn−1
(
2
ν
)σ−1/2Γ(σ + 12)
Γ(2σ)
×
∫ ∞
0
(
1− e−2t
(1− 2e−tx · y + e−2t)ν+1 − 1
)
Iσ−1/2(νt)e−νt
dt
t1/2−σ
,
where ν = n−22 and Iσ−1/2 is the modified Bessel function of the first kind
(5.4) Iρ(z) =
∞∑
m=0
(z/2)2m+ρ
Γ(m+ 1)Γ(m+ ρ+ 1)
.
Recall that Iρ(z) is an analytic function of z ∈ C \ (−∞, 0) and an entire function
of ρ. Moreover, the series in (5.4) is uniformly convergent in any disk |z| < R,
|ρ| < N . See [11, Chapter 5] and [13] for details. It is easy to see that the
integral (5.3) defines an analytic function of σ in the half plane Re(σ) > 0. Then,
Minakshisundaram obtained the meromorphic continuation of his zeta function by
performing the usual trick of replacing the domain of integration in (5.3) by a loop
integral around the real axis, with a small circle around the origin.
Thanks to Minakshisundaram’s integral formula (5.3) we are able to estimate
the integral kernel in the pointwise formula (5.1). For the sake of simplicity and
because of our interest on fractional nonlocal equations, we will only consider the
case when σ is real, namely, σ = s > 0. Recall the semigroup kernel Pe−t in (4.5).
1We have a slightly different normalization of Gegenbauer polynomials with respect to Mi-
nakshisundaram. Compare (4.7) with [12, Lemma 1]. Nevertheless, the zeta functions coincide
up to the normalizing factor ωn−1.
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Theorem 5.1 (Fractional integrals on the sphere). Let s > 0. Then
(−∆Sn−1)−su(x) =
∫
Sn−1
K−s(x · y)u(y) dHn−1(y),
for x ∈ Sn−1. The kernel K−s(x · y) is given by
(5.5)
K−s(x · y) =
(
4
n− 2
)s−1/2Γ(s+ 12)
Γ(2s)
×
∫ ∞
0
e−t(
n−2
2 )
(
Pe−t(x · y)− 1ωn−1
)Is−1/2(n−22 t) dtt1/2−s ,
and satisfies the estimates
|K−s(x · y)| ≤ cn,s

1/d(x, y)(n−1)−2s, if s < n−12 ,
ln(1 + (1− x · y)−n/2), if s = n−12 ,
1, if s > n−12 ,
for all x, y ∈ Sn−1, x 6= y.
Proof. We split the integral in (5.5) as the sum of two integrals I+ II, where
I =
∫ 1
0
e−t(
n−2
2 )
(
Pe−t(x · y)− 1ωn−1
)Is−1/2(n−22 t) dtt1/2−s .
Let us estimate I. By using the asymptotic behavior Iρ(z) ≈ 1Γ(ρ+1) (12z)ρ,
valid for z → 0 and any ρ 6= −1,−2, . . . (see [11, 13]) we see that∫ 1
0
e−t(
n−2
2 ) 1
ωn−1
Is−1/2(n−22 t)
dt
t1/2−s
∼
∫ 1
0
t2s−1 dt ∼ 1.
On the other hand,∫ 1
0
e−t(
n−2
2
)Pe−t(x · y)Is−1/2(n−22 t)
dt
t1/2−s
∼
∫ 1
0
1− e−2t
((1− e−t)2 + 2e−t(1− x · y))n/2 t
2s−1 dt
∼
∫ 1
0
t2s
(t2 + (1− x · y))n/2 dt =: I1.
If s < n−12 then
I1 =
1
(1 − x · y)n/2
∫ 1
0
t2s
( t
2
1−t + 1)
n/2
dt
=
1
(1 − x · y) (n−1)−2s2
∫ 1
(1−x·y)1/2
0
ω2s
(ω2 + 1)n/2
dω
∼ 1
d(x, y)(n−1)−2s
.
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In the case s = n−12 we notice that
I1 =
∫ 1
0
tn−1
(t2 + (1− x · y))n/2 dt
∼
∫ 1
0
tn−1
tn + (1 − x · y)n/2 dt
=
1
n
ln(1 + (1− x · y)−n/2).
Finally, if s > n−12 then 2s = n− 1 + ε for some ε > 0 and
I1 =
∫ 1
0
tn−1+ε
(t2 + (1 − x · y))n/2 dt ∼
∫ 1
0
tn−1+ε
tn + (1− x · y)n/2 dt ∼ 1,
where the last estimate can be checked by considering the cases 1 − x · y < 1 and
1 ≤ 1− x · y < 2. We conclude that I satisfies estimates as in the statement.
Consider now II. For 1 < t < ∞ we have 0 < r = e−t < e−1 < 1. We
then need to estimate |Pr(x · y) − 1ωn−1 | uniformly in x · y ∈ [−1, 1), for every
0 < r < e−1. Fix any such r. For each x · y ∈ [−1, 1), by the mean value theorem,∣∣Pr(x · y)− 1ωn−1 ∣∣ = |Pr(x · y)− P0(x · y)| = |∂rPr(x · y)| ∣∣r=ξr, for some ξ between
0 and r. We have
∂rPr(x · y)
∣∣
r=ξ
=
−2r + (x · y − r)[4r2 + n(1− r2)] + 2r3
ωn−1((1− r)2 + 2r(1− x · y))n/2+1
∣∣∣
r=ξ
.
It is clear that |∂rPr(x · y)|
∣∣
r=ξ
≤ cn, uniformly in x · y. Hence, by going back
to r = e−t, we get |Pe−t(x · y) − 1ωn−1 | ≤ cne−t, uniformly in x · y. This and the
asymptotic expansion Iρ(z) ≈ 1(2piz)1/2 ez(1 + O(z−1)) as |z| → ∞ (see [13, 11])
imply
II ≤ cn,s
∫ ∞
1
e−t(
n−2
2 )e−t
et(
n−2
2 )
t1/2
dt
t1/2−s
= cn,s.
By pasting together the estimates for I and II the conclusions follow. 
6. Positive powers and the Dirichlet-to-Neumann map
In this section we let σ = s to be real, with 0 < s < 1. Recall that
(6.1)
(−∆Sn−1)su(x) =
∞∑
k=0
λskPku(x)
=
∞∑
k=0
(k(k + n− 2))s
dk∑
l=1
ck,l(u)Yk,l(x).
If u ∈ C∞(Sn−1) then (4.1) and (4.2) imply that the sums in (6.1) are absolutely
convergent and can be differentiated term by term, so (−∆Sn−1)su ∈ C∞(Sn−1).
Our aim is to prove a numerical identity (Lemma 6.1) that will permit us to
express the operator (−∆Sn−1)s in terms of its principal part, namely, the fractional
power of the Dirichlet-to-Neumann map (L+ n−22 )
2s, plus a remainder, smoothing
operator Ss. Since L is an operator of order one, (L + n−22 )
2s is an operator of
order 2s, which is also the order of (−∆Sn−1)s. The remainder operator Ss will act
as a fractional integral operator of order 2− 2s. The semigroup e−tL generated by
L (see section 4) will play a key role throughout the analysis.
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Let us begin with our new numerical identity. Here we were inspired by the
work of Minakshisundaram. Indeed, he proved a similar formula but for negative
values of s in [12, Lemma 2], which allowed him in turn to find (5.3).
Lemma 6.1. Let k ≥ 0, ν ≥ 0, with k + ν > 0, and 0 < s < 1. Then
(k(k + 2ν))s = (k + ν)2s +
(2ν)s+1/2
pi−1/2Γ(−s)
∫ ∞
0
e−t(k+ν)B−s−1/2(νt)
dt
t1/2+s
.
Here Bρ(z) is the modified Bessel function of the first kind Iρ(z) minus the first
term of its Taylor series expansion, namely,
Bρ(z) = Iρ(z)− (z/2)
ρ
Γ(ρ+ 1)
=
∞∑
m=1
(z/2)2m+ρ
Γ(m+ 1)Γ(m+ ρ+ 1)
.
Proof. The following estimates, direct consequences of the series above and
the asymptotic formula for Iρ(z) for large |z|, hold:
(6.2) |B−s−1/2(νt)| ≤ cs
(νt)
2−s−1/2, as t→ 0,
eνt
(νt)1/2
, as t→∞.
These show that the integral in the statement is absolutely convergent. Let |τ | < 1.
From the binomial theorem and the symmetry formula for the quotient of Gamma
functions we get
(1− τ)s =
∞∑
m=0
(−1)m Γ(s+ 1)
Γ(m+ 1)Γ(s−m+ 1) τ
m
= 1 +
∞∑
m=1
Γ(m− s)
Γ(m+ 1)Γ(−s) τ
m
For any λ, α > 0 it is easy to check that the following identity holds:
λ−α =
1
Γ(α)
∫ ∞
0
e−tλ
dt
t1−α
.
Let us take τ = ν
2
(k+ν)2 , λ = k+ν, α = 2(m−s), and apply the duplication formula
for the Gamma function (the second identity in (3.4)) with z = m− s to obtain
(k(k + 2ν))s = (k + ν)2s
(
1− ν
2
(k + ν)2
)s
= (k + ν)2s +
∞∑
m=1
Γ(m− s)
Γ(m+ 1)Γ(−s)ν
2m(k + ν)−2(m−s)
= (k + ν)2s
+
∞∑
m=1
Γ(m− s)ν2m
Γ(m+ 1)Γ(−s)Γ(2(m− s))
∫ ∞
0
e−t(k+ν)
dt
t1−2(m−s)
= (k + ν)2s
+
(2ν)s+1/2
pi−1/2Γ(−s)
∫ ∞
0
e−t(k+ν)
[ ∞∑
m=1
(νt/2)2m+(−s−1/2)
Γ(m+ 1)Γ(m− s+ 1/2)
]
dt
t1/2+s
.
The sum inside the brackets is exactly B−s−1/2(νt). 
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Let u be as in (1.1), see also (1.3). The fractional power of order 2s of the
Dirichlet-to-Neumann operator L+ n−22 is given by
(6.3)
(L + n−22 )
2su(x) =
∞∑
k=0
(k + n−22 )
2sPku(x)
=
∞∑
k=0
(k + n−22 )
2s
dk∑
l=1
ck,l(u)Yk,l(x).
By applying the numerical identity from Lemma 6.1 with ν = n−22 to the
spectral definition of (−∆Sn−1)su(x) in (6.1) and recalling the definition of e−tLu(x)
in (4.4), we finally obtain the desired relation between the fractional Laplacian on
the sphere and the fractional Dirichlet-to-Neumann map (6.3).
Theorem 6.2 (Fractional Laplacian on the sphere and fractional Dirichlet–
to-Neumann map). Let 0 < s < 1. Then
(−∆Sn−1)su(x) = (L + n−22 )2su(x) + Ssu(x),
for x ∈ Sn−1. The operator Ss is given by
Ssu(x) =
(n− 2)s+1/2
pi−1/2Γ(−s)
∫ ∞
0
e−t(
n−2
2 )e−tLu(x)B−s−1/2(n−22 t)
dt
t1/2+s
.
We pointed out in section 4 that −∆Sn−1 = L only when n = 2. Notice that if
we let n = 2 in Theorem 6.2 then Ssu = 0 and (−∆T)su = L2su. The fractional
Laplacian on the torus, which includes this case n = 2, has been extensively studied
in [14, 15]. Hence for the rest of this section we will focus on the case n ≥ 3. We
see from Theorem 6.2 that in order to understand the fractional Laplacian on the
sphere in terms of the fractional powers of the Dirichlet-to-Neumann map, we need
to study separately (L+ n−22 )
2su and the fractional integral operator Ssu.
6.1. The fractional Dirichlet-to-Neumann operator (L + n−22 )
2s. As it
was expected, the regularization effects of (−∆Sn−1)s are given by the fractional
operator (L + n−22 )
2s. Since L is an operator of order one, it is enough to restrict
our analysis to the case of powers 2s ∈ (0, 1), in which (L + n−22 )2s becomes an
operator of order 2s. When 2s ∈ [1, 2) we can just simply write
(L+ n−22 )
2su = (L + n−22 )
2s−1(Lu+ n−22 u),
and 2s− 1 ∈ [0, 1).
Theorem 6.3 (Fractional Dirichlet-to-Neumann map). Let 0 < 2s < 1. Then
(L + n−22 )
2su(x) =
∫
Sn−1
(u(x) − u(y))L2s(x · y) dHn−1(y) +
(
n−2
2
)2s
u(x),
for x ∈ Sn−1, where the integral is absolutely convergent. The kernel L2s(x · y) is
given by
L2s(x · y) = 1|Γ(−2s)|
∫ ∞
0
e−t(
n−2
2 )Pe−t(x · y)
dt
t1+2s
,
and satisfies the estimate
L2s(x · y) ∼ 1
d(x, y)(n−1)+2s
,
for all x, y ∈ Sn−1, x 6= y.
FRACTIONAL LAPLACIANS, MINAKSHISUNDARAM AND SEMIGROUPS 15
Proof. By applying the numerical formula
(6.4) λ2s =
1
Γ(−2s)
∫ ∞
0
(
e−tλ − 1) dt
t1+2s
,
with λ = (k+ n−22 ) > 0 to (6.3) and recalling (4.4) we obtain the semigroup formula
(L+ n−22 )
2su(x) =
1
Γ(−2s)
∫ ∞
0
(
e−t(
n−2
2 )e−tLu(x)− u(x)) dt
t1+2s
.
Lemma 4.1 shows that this integral is absolutely convergent. From (4.5) and the
fact that
e−tL1(x) =
∫
Sn−1
Pe−t(x · y) dHn−1(y) ≡ 1,
for all t > 0 and x ∈ Sn−1, we arrive to
(6.5)
(L+ n−22 )
2su(x)
=
1
|Γ(−2s)|
∫ ∞
0
∫
Sn−1
(u(x)− u(y))e−t(n−22 )Pe−t(x · y) dHn−1(y)
dt
t1+2s
+ u(x)
1
Γ(−2s)
∫ ∞
0
(
e−t(
n−2
2 ) − 1) dt
t1+2s
.
The identity in (6.4) with λ = n−22 implies that the second term in (6.5) is equal
to (n−22 )
2su(x). We want to interchange the order of the integrals in the first term
of (6.5). On one hand, since 2s < 1,∫ 1
0
e−t(
n−2
2 )Pe−t(x · y)
dt
t1+2s
∼
∫ 1
0
t
(t2 + (1 − x · y))n/2
dt
t1+2s
∼ 1
(1 − x · y) (n−1)+2ss
∼ 1
d(x, y)(n−1)+2s
.
Then, by the regularity of u and the Funk–Hecke formula (4.6),∫ 1
0
∫
Sn−1
|u(x)− u(y)|e−t(n−22 )Pe−t(x · y) dHn−1(y)
dt
t1+2s
≤ cn,s
∫
Sn−1
(1− x · y)1/2
(1− x · y) (n−1)+2s2
dy
= cn,s
∫ 1
−1
(1− τ) (1−2s)−(n−1)2 (1 − τ2)n−32 dτ <∞,
because 2s < 1. On the other hand,∫ ∞
1
e−t(
n−2
2 )Pe−t(x · y)
dt
t1+2s
∼
∫ ∞
1
e−t(
n−2
2 )
dt
t1+2s
∼ 1,
which gives∫ ∞
1
∫
Sn−1
|u(x)− u(y)|e−t(n−22 )Pe−t(x · y) dHn−1(y)
dt
t1+2s
≤ cn,s‖u‖L∞(Sn−1).
Thus the double integral in (6.5) is absolutely convergent. The integral repre-
sentation in the statement then follows from Fubini’s theorem. In addition, the
computations above prove the estimate for the kernel L2s(x · y). 
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6.2. The fractional integral operator Ss. The remaining operator Ssu in
Theorem 6.2 is a fractional integral operator. This is in some sense consistent with
the numerical identities involved in the proof of Lemma 6.1.
Theorem 6.4 (Fractional integral operator Ss). Let 0 < s < 1. Then
Ssu(x) =
∫
Sn−1
Ss(x · y)u(y) dHn−1(y),
for x ∈ Sn−1. The kernel Ss(x · y) is given by
Ss(x · y) = (n− 2)
s+1/2
pi−1/2Γ(−s)
∫ ∞
0
e−t(
n−2
2 )Pe−t(x · y)B−s−1/2(n−22 t)
dt
t1/2+s
,
and satisfies the estimate
|Ss(x · y)| ≤ cn,s
d(x, y)(n−1)−(2−2s)
,
for all x, y ∈ Sn−1, x 6= y.
Proof. The spherical convolution formula for Ssu(x) in the statement can be
derived by using the kernel representation of e−tLu(x) and Fubini’s theorem. To
prove the estimate for the kernel we proceed as we did for the kernel of the negative
powers (−∆Sn−1)−s in the proof of Theorem 5.1. That is, we split the integral
that defines Ss(x · y) as the sum of two integrals I + II and we follow analogous
computations. Recall that n ≥ 3. By the estimates for Bs−1/2 in (6.2),
|I| ≤ cn,s
∫ 1
0
t2−2s
tn + d(x, y)n
dt
≤ cn,s
d(x, y)n
∫ 1
0
t2−2s
( td(x,y))
n + 1
dt
=
cn,s
d(x, y)(n−1)−(2−2s)
∫ 1
d(x,y)
0
ω2−2s
ωn + 1
dω
≤ cn,s
d(x, y)(n−1)−(2−2s)
,
because 2 − 2s − n + 1 < 0. For the integral II, notice that |Pe−t(x · y)| ≤ cn,
uniformly in x · y, for all t > 1. With this and (6.2) we get
|II| ≤ cn,s
∫ ∞
1
e−t(
n−2
2 )
et(
n−2
2 )
t1/2
dt
t1/2+s
= cn,s.

7. Fractional Laplacians and the heat semigroup on the sphere.
Extension problem and Harnack inequality
We have shown how the Minakshisudaram zeta function and our Lemma 6.1, in
combination with a careful manipulation of the kernel Pe−t(x · y) of the semigroup
e−tLu generated by the Dirichlet-to-Neumann map L, permit us to obtain integro-
differential formulas for fractional powers of the Laplacian on the sphere, with
precise kernel estimates. In this section we present another technique to finding
pointwise formulas, namely, by means of the method of heat semigroups. This
method was first introduced in [20] and later on extended to the most general
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case in [10]. With this point of view we can also prove an extension problem
characterization, which implies the interior Harnack inequality. The reader should
recall that in section 3 we used the heat semigroup (which in this case is the Jacobi
theta function) to analyze the kernel of the fractional Laplacian on the unit circle
in connection with the Hurwitz zeta function. Further applications of these ideas
can be found, for example, in [3, 4, 5, 14, 21].
7.1. Fractional Laplacians on the sphere and the heat semigroup.
The solution v = v(t, x) to the heat equation on the sphere{
∂tv = ∆Sn−1v, for t > 0, x ∈ Sn−1,
v(0, x) = u(x), for x ∈ Sn−1,
is given by the heat semigroup generated by −∆Sn−1 :
(7.1)
et∆Sn−1u(x) ≡ v(t, x) =
∞∑
k=0
e−tλkPku(x)
=
∞∑
k=0
e−t(k(k+n−2))
dk∑
l=0
ck,l(u)Yk,l(x),
where Pk is the orthogonal projector (1.3). By writing down the definition of ck,l(u)
and interchanging sums and integral, we see that the heat semigroup on the sphere
can be written as a spherical convolution
et∆Sn−1u(x) =
∫
Sn−1
Wt(x · y)u(y) dHn−1(y).
The heat kernel Wt(x · y) is given by
Wt(x · y) =
∞∑
k=0
e−t(k(k+n−2))
dk∑
l=0
Yk,l(x)Yk,l(y)
=
1
ωn−1
∞∑
k=0
e−t(k(k+n−2))
k + n−22
n−2
2
Ck(x · y),
where in the second identity we applied (4.8). This kernel turns out to be a smooth,
positive function of t > 0, x, y ∈ Sn−1, see [6, Chapter 5]. Moreover, for any t > 0
and x ∈ Sn−1,
(7.2) et∆Sn−11(x) =
∫
Sn−1
Wt(x · y) dHn−1(y) ≡ 1.
In addition, Wt(x · y) satisfies two-sided Gaussian estimates. In fact, there is a
constant C > 0 that depends only on n such that
(7.3) Wt(x · y) ≤ C
t(n−1)/2
e−d(x,y)
2/(8t),
and
(7.4) Wt(x · y) ≥ C
−1
t(n−1)/2
e−d(x,y)
2/(4t),
for all t > 0, for any x, y ∈ Sn−1, see [6, Theorems 5.5.6 and 5.6.1].
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The heat semigroup formulas for the fractional operators are obtained as fol-
lows. For any λ ≥ 0 and 0 < s < 1 we have
λs =
1
Γ(−s)
∫ ∞
0
(
e−tλ − 1) dt
t1+s
.
By taking λ = λk = k(k+n−2) and recalling the spectral definition of the fractional
Laplacian on the sphere (1.2) we immediately see that
(7.5) (−∆Sn−1)su(x) =
1
Γ(−s)
∫ ∞
0
(
et∆Sn−1u(x)− u(x)) dt
t1+s
.
For the negative fractional powers we use that, for any λ, s > 0,
λ−s =
1
Γ(s)
∫ ∞
0
e−tλ
dt
t1−s
.
If
∫
Sn−1
u = 0 then we can take λ = λk in the formula above and use the spectral
definition (1.2) to infer that
(7.6) (−∆Sn−1)−su(x) =
1
Γ(s)
∫ ∞
0
et∆Sn−1u(x)
dt
t1−s
.
Theorem 7.1 (Fractional Laplacians and heat semigroup). Let s > 0.
(1) If 0 < s < 1/2 then
(−∆Sn−1)su(x) =
∫
Sn−1
(u(x) − u(y))Ks(x · y) dHn−1(y),
where the integral is absolutely convergent. If 1/2 ≤ s < 1 then
(−∆Sn−1)su(x) = P.V.
∫
Sn−1
(u(x)− u(y))Ks(x · y) dHn−1(y)
=
∫
Sn−1
(u(x) − u(y)−∇Sn−1u(x) · (x− y))Ks(x · y) dHn−1(y),
where the second integral is absolutely convergent. In both cases the kernel
Ks(x · y) is given by
Ks(x · y) = 1|Γ(−s)|
∫ ∞
0
Wt(x · y) dt
t1+s
> 0,
and satisfies the estimate
(7.7) Ks(x · y) ∼ 1
d(x, y)(n−1)+2s
,
for all x, y ∈ Sn−1, x 6= y.
(2) If 0 < s < n−12 and
∫
Sn−1
u = 0 then
(−∆Sn−1)−su(x) =
∫
Sn−1
K−s(x · y)u(y) dHn−1(y),
as in Theorem 5.1. An equivalent formula for the kernel K−s(x · y) in (5.5) is
K−s(x · y) = 1
Γ(s)
∫ ∞
0
Wt(x · y) dt
t1−s
> 0,
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from which we can deduce the estimate
(7.8) K−s(x · y) ∼ 1
d(x, y)(n−1)−2s
,
for all x, y ∈ Sn−1, x 6= y.
Proof. Let us begin by proving (1). We first estimate the kernel Ks(x · y) by
applying (7.3)–(7.4). Indeed, by using the change of variables r = d(x, y)2/(8t),∫ ∞
0
Wt(x · y) dt
t1+s
≤ C
∫ ∞
0
1
t(n−1)/2
e−d(x,y)
2/(8t) dt
t1+s
=
cn,s
d(x, y)(n−1)+2s
∫ ∞
0
e−rr(n−1)/2+s
dr
r
=
cn,s
d(x, y)(n−1)+2s
.
The lower bound follows analogously via the change of variables r = d(x, y)2/(4t).
Therefore (7.7) follows.
From the semigroup formula (7.5) and by using (7.2) we get
(7.9) (−∆Sn−1)su(x) =
1
|Γ(−s)|
∫ ∞
0
∫
Sn−1
(u(x) − u(y))Wt(x · y)dHn−1(y) dt
t1+s
.
The pointwise formulas in (1) will follow after we apply Fubini’s theorem.
Suppose that 0 < s < 1/2. Then the double integral in (7.9) is absolutely
convergent because of (7.7) and the estimate |u(x) − u(y)| ≤ C|x− y| ∼ Cd(x, y).
Thus Fubini’s theorem can be applied to conclude.
Suppose next that 1/2 ≤ s < 1. Observe that Wt(x · y) = F (|x − y|) for some
function F : R→ R. This implies that
(7.10)
∫
Sn−1\Bε(x)
(xi − yi)Wt(x · y) dHn−1(y) = 0,
for any i = 1, . . . , n, for every ε ≥ 0. Hence the double integral in (7.9) can be
written as∫ ∞
0
∫
Sn−1
(u(x)− u(y)−∇u(x)(x − y))Wt(x · y)dHn−1(y) dt
t1+σ
.
By (7.7) and the estimate |u(x) − u(y) − ∇u(x)(x − y)| ≤ C|x − y|2 ∼ Cd(x, y)2,
this double integral is absolutely convergent, so that Fubini’s theorem can be used.
The principal value formula follows by applying (7.10) for each ε > 0.
Let us continue with the proof of (2). The pointwise formula for (−∆Sn−1)−su(x)
follows by writing down the heat kernel in (7.6) and using Fubini’s theorem. This
shows also the equivalent heat semigroup formula for the kernel K−s(x · y). The
estimate in (7.8) is obtained by using the heat kernel bounds as above. We just do
the upper bound, the lower bound is completely analogous. We have
K−s(x · y) ≤ C
∫ ∞
0
1
t(n−1)/2
e−d(x,y)
2/(8t) dt
t1−s
=
cn,s
d(x, y)(n−1)−2s
∫ ∞
0
e−rr(n−1)/2−s
dr
r
,
and the last integral is finite because (n− 1)/2− s > 0. 
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7.2. Extension problem and Harnack inequality. The extension problem
for the fractional Laplacian on the sphere is a particular case of the general extension
problem proved in [20], see also [10]. We present the proof here for the convenience
of the reader. As an application, the interior Harnack inequality is proved.
Theorem 7.2 (Extension problem). Let 0 < s < 1. Define
U(x, y) =
y2s
4sΓ(s)
∫ ∞
0
e−y
2/(4t)et∆Sn−1u(x)
dt
t1+s
,
for x ∈ Sn−1, y > 0. Then U solves
∆Sn−1U +
1−2s
y ∂yU + ∂yyU = 0, for x ∈ Sn−1, y > 0,
U(x, 0) = u(x), for x ∈ Sn−1,
−y1−2s∂yU(x, y)
∣∣
y=0+
= Γ(1−s)
4s−1/2Γ(s)
(−∆Sn−1)su(x), for x ∈ Sn−1.
Moreover, if
∫
Sn−1
u = 0 then
(7.11) U(x, y) =
1
Γ(s)
∫ ∞
0
e−y
2/(4t)et∆Sn−1
(
(−∆Sn−1)su
)
(x)
dt
t1−s
.
Remark 7.3 (Extension problem for negative powers). Let f be a function on
the sphere such that
∫
Sn−1
f = 0. Consider the solution u to
(−∆Sn−1)su = f, 0 < s < 1,
such that
∫
Sn−1
u = 0. Then (7.11) reads
U(x, y) =
1
Γ(s)
∫ ∞
0
e−y
2/(4t)et∆Sn−1f(x)
dt
t1−s
,
which solves the Neumann problem{
∆Sn−1U +
1−2s
y ∂yU + ∂yyU = 0, for x ∈ Sn−1, y > 0,
−y1−2s∂yU(x, y)
∣∣
y=0+
= Γ(1−s)
4s−1/2Γ(s)
f(x), for x ∈ Sn−1.
This is the extension problem for (−∆Sn−1)−s. Indeed,
U(x, 0) = u(x) = (−∆Sn−1)−sf(x).
Proof of Theorem 7.2. By using the change of variables y2/(4t) = r in the
definition of U , we have the equivalent formula
U(x, y) =
1
Γ(s)
∫ ∞
0
e−re
y2
4r∆Sn−1u(x)
dr
r1−s
,
from which immediately follows that U(x, 0) = u(x). Let Kρ(z) denote the mod-
ified Bessel function of second kind of order ρ, see [11, 13]. By using its integral
representation in [11, eq. (5.10.25)] and the spectral definition of et∆Sn−1u(x) in
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(7.1) we can write
U(x, y) =
y2s
4sΓ(s)
∞∑
k=0
[∫ ∞
0
e−y
2/(4t)e−tλk
dt
t1+s
]
Pku(x)
=
21−s
Γ(s)
∞∑
k=0
(yλ
1/2
k )
sKs(yλ1/2k )Pku(x)
≡ 2
1−s
Γ(s)
(y(−∆Sn−1)1/2)sKs(y(−∆Sn−1)1/2)u(x).
With any of these formulas and the identities for the derivatives of Ks(z) it is easy
to check that U satisfies the extension equation. By noticing that
y2s
4sΓ(s)
∫ ∞
0
e−y
2/(4t) dt
t1+s
= 1,
we get
−y1−2s∂yU(x, y) = 1
4sΓ(s)
∫ ∞
0
(
y2
2t
− 2s
)
e−y
2/(4t)et∆Sn−1u(x)
dt
t1+s
=
1
4sΓ(s)
∫ ∞
0
(
y2
2t
− 2s
)
e−y
2/(4t)
(
et∆Sn−1u(x)− u(x)) dt
t1+s
−→ − 2s
4sΓ(s)
∫ ∞
0
(
et∆Sn−1u(x)− u(x)) dt
t1+s
=
Γ(1− s)
4s−1/2Γ(s)
(−∆Sn−1)su(x), as y → 0+,
where in the last identity we used the semigroup formula (7.5). If
∫
Sn−1
u = 0 then
P0u(x) = 0 and, by the change of variables r = y
2/(4tλk), k ≥ 1, we obtain
U(x, y) =
y2s
4sΓ(s)
∞∑
k=1
[∫ ∞
0
e−y
2/(4t)e−tλk
dt
t1+s
]
Pku(x)
=
1
Γ(s)
∞∑
k=1
[∫ ∞
0
e−y
2/(4r)e−rλkλskPku(x)
dt
t1+s
]
,
which gives (7.11). 
Theorem 7.4 (Harnack inequality). Let Ω′ ⊂⊂ Ω ⊂ Sn−1 be open sets. There
is a constant C > 0 depending on Ω′, Ω, n and s such that
sup
Ω′
u ≤ C inf
Ω′
u,
for any solution u to {
(−∆Sn−1)su = 0, in Ω,
u ≥ 0, in Sn−1,
Proof. The idea is to use the extension problem as done in other contexts,
see for example [3, 14, 20, 21]. We sketch the steps next. Details are left to
the interested reader. For any u as in the statement, let U be the solution to the
extension problem given by Theorem 7.2. Since u ≥ 0 in Sn−1 and the heat kernel
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Wt(x · y) is positive, we have et∆Sn−1u ≥ 0 and thus U ≥ 0 in Sn−1 × [0,∞). The
extension equation can be written as
div(Sn−1,y)(y
1−2s∇(Sn−1,y)U) = 0,
where ∇(Sn−1,y) = (∇Sn−1 , ∂y) and div(Sn−1,y) is the corresponding divergence op-
erator. Let U¯(x, y) = U(x, |y|) ≥ 0, for x ∈ Sn−1 and y ∈ R. By using that
−y1−2s∂yU(x, y)
∣∣
y=0+
=
Γ(1− s)
4s−1/2Γ(s)
(−∆Sn−1)su = 0, in Ω,
it can be checked that U¯ is a weak solution the the degenerate elliptic equation
div(Sn−1,y)(|y|1−2s∇(Sn−1,y)U¯) = 0,
with Muckenhoupt weight ω(x, y) = |y|1−2s ∈ A2, in {(x, y) : x ∈ Ω,−1/2 < y <
1/2}. These degenerate elliptic equations admit interior Harnack inequality (see
[7]), so there exists a constant C > 0 depending only on Ω, Ω′, n and s such that
sup
Ω′×(−1/4,1/4)
U¯ ≤ C inf
Ω′×(−1/4,1/4)
U¯ .
By restricting U¯ back to y = 0 the Harnack inequality for u follows. 
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