An important goal in text understanding is making sense of events. However, there is a gap between computable representations on the one hand and expressive representations on the other hand. We aim to bridge this gap by inducing distributional semantic clusters as labels in a frame structural representation.
Introduction
We experience events in our everyday life, through witnessing, reading, hearing, and seeing what is happening. However, representing events computationally is still an unsolved challenge even when dealing with well-edited text. As soon as non-standard text varieties such as Social Media are targeted, representations need to be robust against alternative spellings, information compression, and neologisms.
The aim of our envisioned project is bridging the gap between argument-level representations which are robustly computable, but less expressive and frame-level representations which are highly expressive, but not robustly computable. The distinction and the gap between the two main representation types is presented in Figure 1 . On the argumentlevel, the event give and all its arguments are identified, whereas on the frame-level additional semantic role labels are assigned.
We envision a representation that enables operations such as equivalence, entailment, and contradiction. In this paper, we will focus on the equivalence operation due to space constraints. These operations are not only necessary to compress the amount of information, which is especially important in highvolume, high redundancy Social Media posts, but also for other tasks such as to analyze and understand events efficiently.
We plan to achieve building a robustly computable and expressive representation that is suited to perform the discussed operations by using Social Media domain specific clusters and topic labeling methods for the frame-labeling. We intend to evaluate the validity of our representation and approach extrinsically and application-based.
Types of representations
We distinguish between representations on two levels: (i) argument-level, which can be robustly implemented more easily, and (ii) frame-level, which is highly expressive. Figure 1 , most argument representations consist of an event trigger, which is mostly a verb, and its corresponding arguments (Banarescu et al., 2013; Kingsbury and Palmer, 2003) . Argument-level representations based on Social Media posts are used in applications such as e.g. creating event calendars for concerts and festivals (Becker et al., 2012) or creating overviews of important events on Twitter (Ritter et al., 2012) . Frame-level On this level, events are represented as frame structures such as proposed by Fillmore (1976) that built upon the argument-level, i.e. the arguments are labeled with semantic roles.
Argument-level As shown in
A well-known frame semantic tagger is SEMAFOR (Das, 2014) . 
Challenges
The main challenge is to bridge the gap between argument and frame-level representation.
Performance of operations
Our goal is to develop a representation that is both computable even on noisy Social Media text and expressive enough to support all required operations like equivalence. A semantically equivalent sentence for our examplary sentence "The witch gave an apple to Snow White" would be "Snow White received an apple from the witch.", as receive is the antonym of give and the roles of Giver and Receiver are inverted.
On the argument-level, it remains a hard problem to establish the equivalence between the two sentences, while that would be easy on the frame-level. However, getting to the frame-level is an equally hard problem and frame representations suffer from low coverage (Palmer and Sporleder, 2010) .
Coverage
Palmer and Sporleder (2010) categorized and evaluated the coverage gaps in FrameNet (Baker et al., 2003) . Coverage, whether of undefined units, lemmas, or senses, is of special importance when dealing with non-standard text that contains spelling variations and neologisms that need to be dealt with.
In our opinion, the lack of undefined units is an especially problematic issue in Social Media texts. Furthermore, it may contain innovative, informal or incomplete use of frames, due to space restrictions such as presented by Twitter. Also by cause of space restrictions, which lead to a lack of context, and considering the variety of topics that is addressed in Social Media, it is more challenging to find a fitting frame out of an existing frame repository (Ritter et al., 2012; Li and Ji, 2016) . Giuglea and Moschitti (2006) and Mùjdricza-Mayd et al. (2016) tried to bridge the gap by combing repositories on frame and argument level and representing them based on Intersective Levin Classes (ILC) (Kipper et al., 2006) . ILC, which are used in VerbNet (Kipper et al., 2006) , are more fine-grained than classic Levin verb classes, formed according to alternations of the grammatical expression of their arguments (Levin, 1993) . Classic Levin verb classes were used for measuring semantic evidence between verbs (Baker and Ruppenhofer, 2002) .
However, these approaches also have to deal with coverage problems due to their reliance on manually crafted frame repositories.
Approach
According to Modi et al. (2012) frame semantic parsing conceptually consists of 4 stages:
1. Identification of frame-evoking elements 2. Identification of their arguments 3. Labeling of frames 4. Labeling of roles We summarize these tasks in groups of two, namely identification and labeling, and discuss our approach towards them in the following subsections.
Identification of frame-evoking elements and their arguments
We regard the first two tasks as tasks of the argument-level, which we plan to solve with part-ofspeech tagging and dependency parsing, by extract-ing all main verbs to solve the first task and considering all its noun dependencies as arguments in the second task. This is similar to the approach of Modi et al. (2012) .
Labeling of predicates and their arguments
Like Modi et al. (2012) , we focus on the last two tasks, which we regard as tasks of the frame-level. We observe this task under the aspect of fitting the realization of operation tasks as discussed earlier.
As we only regard predicate frames and their arguments for the role labeling, we will use predicate as a term for the unlabeled form of frame and argument as the unlabeled form of role.
Pre-defined frame labels There have been attempts to bridge the gap on Social Media texts by projecting ontological information in the form of computed event types on the event trigger on the argument-level (Ritter et al., 2012; Li et al., 2010; Li and Ji, 2016) in order to solve the task of frame labeling. However, according to Ritter et al. (2012) the automatic mapping of pre-defined event types is insufficient for providing semantically meaningful information on the event. We aim to augment those approaches by inducing frame-like structures based on distributional semantics. Moreover, we want to use similarity clusters for the labeling of arguments in frames. We seek to compute the argument labels by the use of supersense tagging, similarly to the approach presented by Coppola et al. (2009) . They successfully used the WordNet supersense labels (Miller, 1995) for verbs and nouns as a pre-processing step for the automatic labeling of frames and their arguments.
Approaches using Levin classes, ILC, or WordNet supersenses tackle the same tasks, namely labeling the frame and their corresponding roles. However, all of these suffer from the discussed coverage problem.
Clusters as labels To circumvent the coverage issue, there have been approaches using clusters similarly to frame labels. Directly labeling predicates and their arguments has been performed by Modi et al. (2012) , who iteratively clustered verbal frames with their arguments.
As our main goal is to perform operations on event representations, we do not need human- Figure 2 : Representations of our approach to bridge the gap readable frames as proposed by FrameNet, but a level that is semantically equivalent to it, thus our first goal is to compute domain specific clusters for the labeling.
In contrast to Modi et al. (2012) , we plan to cluster the verbal predicates and the arguments separately. Although this might seem less intuitive, we believe that due to the difficulties with Social Media data, the structures of full frames are less repetitive and are more difficult to cluster. Thus, by dividing the two tasks of predicate and argument clustering, we hope to achieve better results in our setting.
Furthermore, in order to deal with the issues of the previously discussed peculiarities of the Social Media domain, we plan to train clusters on large amounts of Tweets.
An example of our envisioned representation is shown in Figure 2 , which was produced using the Twitter Bigram model of JoBimViz (Ruppert et al., 2015) . Figure 2 shows the clustering for finding the correct sense in the labeling task, for both the predicate and its arguments. As the example shows, this representation has some flaws that need to be dealt with. It should be mentioned that the model used for this computation is pruned due to performance reasons, which is a cause for some of the flaws.
For example, Snow White is not recognized as a Named Entity or a multi-word expression. To deal with the issue of the false Named Entity representation of Snow White presented in the exemplary representation, we plan to experiment with multi-word or Named Entity recognizers. Thus, we plan to train a similar model on a larger set of Tweets, without pruning due to performance reasons.
The main flaw is that the wrong sense cluster of give is selected. To improve the issues that occurred above, we plan to use soft-clustering for the step of finding the correct sense cluster. Allowing soft classes not only facilitates disambiguation (Riedl, 2016) , but may also be helpful when identifying the argument role in the frame and thus allow for the previously described operations of equality. By providing only one cluster per predicate Modi et al. (2012) put the task of disambiguation aside, which we want to tackle as mentioned above.
Furthermore, aiming at representations that are suited for operations such as equality, the known problems of antonyms being in the same cluster needs to be solved. Similarly to Lobanova et al. (2010) , who automatically extracted antonyms in text, we plan to solve this issue with a pattern-based approach.
Topic-clustered labels After succeeding in the clustering task, we plan to experiment with humanreadable frame clusters. In contrast to using predefined WordNet supersenses and mapping these to frames, we want to solve the task of finding labels for the clusters by using supersenses computed from domain-specific clusters to directly label the frames and their arguments.
Our hypothesis is that by using more and soft clusters for the supersense tagging, the role labels of the event arguments become semantically richer, because more specific semantic information on the arguments and their context in the event is encoded.
Thus, we plan to use the supersense tagging by using an LDA extension, in which a combination of context and language features is used, as described by Riedl (2016) .
Evaluation plan
We plan to evaluate our approach in an extrinsic, application-based way on a manual gold standard containing event paraphrases. In order to test how well our approach performs in comparison to stateof-the-art approaches of both argument and frame representations, such as Das (2014) or Li and Ji (2016) in the task of equivalence computation, we will compare the results of all approaches.
For this purpose, we plan to develop a dataset that is similar to Roth and Frank (2012) , but tailored to the Social Media domain. They produced a corpus of alignments between semantically similar predicates and their arguments from news texts on the same event.
Summary
In this paper we present our vision on a new event representation that enables the use of operations such as equivalence. We plan to use pre-processing to get the predicates and their arguments. The main focus of the work will be using sense clustering methods on domain-specific text and to apply these clusters on text. We plan to evaluate this application in an extrinsic, application-based way.
Further on, we plan to tackle tasks such as: topicmodel based frame labeling on the computed clusters; pattern-based antonym detection in the clusters for enabling the operation of contradiction and improve the task of equivalence; and experiment with Named Entity and multiword recognizers in order to improve the results in argument recognition.
