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The propagation of electromagnetic waves through disordered layered system is considered in
the paradigm of Maxwell’s equations homogenization. In spite of the impossibility to describe the
system in terms of effective dielectric permittivity and/or magnetic permeability the unified way to
describe the propagation and Anderson localization of electromagnetic waves is proposed in terms
of the introduced effective wave vector (effective refractive index). It is demonstrated that both real
and imaginary parts of the effective wave vector (contrary to effective dielectric permittivity and/or
magnetic permeability) are the self-averaging quantities at any frequency. The introduced effective
wave vector is analytical function of frequency; corresponding Kramers-Kronig relation generalizes
the Jones-Herbert-Thouless formula.
PACS numbers:
I. INTRODUCTION
The electrodynamic properties of artificial composite
materials depend on their structure and the components
compounds, and can differ significantly from the prop-
erties of homogeneous materials [1]. Nevertheless, the
description of metamaterials as homogeneous materials
by means of effective parameters (dielectric permittivity
and magnetic permeability, chirality coefficients, etc.),
still remains one of the relevant problems of electrody-
namics. The problem of replacing an inhomogeneous
composite system by a homogeneous material having ef-
fective parameters is called the homogenization problem
(see Fig. 1). The parameters of the homogeneous system
provide that the scattered field is the same in both cases
and called ”effective parameters”. I.e. the effective pa-
rameters allow describing light scattering by composite
system without considering system inhomogeneous struc-
ture.
The general formulation of homogenization problem in-
side the area filled with inhomogeneous composite system
implies [2]:
1. Derivation of equations describing the macroscopic
fields inside the area (these equations and macroscopic
fields may completely differ from the Maxwell’s equa-
tions and electric and magnetic fields). The derived equa-
tions imply parameters which are effective material pa-
rameters. Effective material parameters depend only on
microscopic structure of composite material (density of
inclusions, inclusions shape distribution function, corre-
lation functions etc.) and are independent on the area
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FIG. 1: Homogenization problem.
shape1. Derivation of boundary conditions, i.e. some re-
lations between the macroscopic fields and the external
electric and magnetic fields.
2. The area with inhomogeneous system is replaced
by the area filled by homogeneous material having effec-
tive parameters. The derived equations, effective mate-
rial parameters and boundary conditions should provide
that the difference (in terms of fields) between the two
cases is zero or negligibly small2 outside the area.
As a rule, it is assumed that the linear size L of the
composite system is so large, and the characteristic size
of the inhomogeneities is so small that the composite can
be considered as homogeneous in the macroscopic sense
(obviously, the description of the two-layer system by ef-
fective parameters looks curiously). In addition, if we
have some procedure providing us with the effective pa-
1 As soon as material parameters should not depend on composite
system shape (and depend on composite microstructure), the
composite system has to be large enough to apply the statistical
description.
2 As a rule, in the limit ξ << λ the difference should be of order
less than (ξ/λ)2, where ξ is inhomogeneity size scale
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2rameters for a finite sample of size L, then, as L increases,
these parameters should tend to some constant values.
This property (the tendency to a constant with an in-
crease in the system size) of the effective parameter of
the random system is called ”self-averaging”.
It should be pointed out that homogenization problems
for cases of electrostatics and electrodynamics are signif-
icantly different. In the static case, Maxwell’s equations
are divided into two groups of equations - magnetic and
electric. Therefore, the description of inhomogeneous
media by means of effective dielectric permittivity εeff
and magnetic permeability µeff is quite natural. The
microscopic description of each of the fields (electric and
magnetic) reduces to a dimensionless Laplace equation,
and scaling approach can be applied [3]. At the mo-
ment, the greatest progress was made in homogenizing
the Maxwell’s equations for the static case. Namely, the
scaling theory of G-convergence [3] and spectral theory
[4–7] were created.
In contrast to statics, the electric and magnetic fields
are related to each other in case of dynamics. In par-
ticular, the amplitudes of electric and magnetic fields of
plane wave amplitudes are connected by impedance (ad-
mittance). In addition, the homogenization problem in
dynamics becomes multiscale - the scales appear, which
are associated with the equations, namely, the set of lo-
cal wavelengths λ0/
√
εµ, where λ0 = 2pi/k0 is the wave-
length in vacuum, k0 = ω/c is the wave number. The
presence of many scales leads to certain difficulties in the
transition from the finite system to the infinite one [8],
and the results of the G-convergence theory cannot be ap-
plied in the general case. Thus, two questions arise when
the theory of homogenization problem for the dynamics
is being constructed: which parameters should be cho-
sen as effective, and how the homogenization procedure
should be carried out [2, 9–11]?
Currently, the theory of homogenization problem is
built only for the static case - it is mentioned above spec-
tral theory (a special case of which is G-convergence).
Outside of static case the theory of homogenization prob-
lem is still not established (even in the quasi-static ap-
proximation). The existing approaches to homogeniza-
tion problem in dynamics predict different results.
One of the approaches to homogenization problem was
proposed for periodic systems in the works of Wood,
Ashcroft and Datta [12, 13] and was recently developed
in [14, 15]. The basic idea is to determine the effec-
tive dielectric permittivity of an inhomogeneous peri-
odic dielectric medium by means of Bloch wave vector
kBl = k0
√
εeff . That is, it is implied that in the absence
of magnetic components, we can consider that µeff = 1.
In essence, this approach is equivalent to the fact that we
transfer the independence of magnetic and electric fields
from statics to dynamics (that is, the effective permittiv-
ity and permeability are introduced by homogenization
procedure independently). Particularly, the impedance is
implied to be equal to the inverse refractive index. This is
a common case in the optics of natural media. However,
FIG. 2: Periodic layered system. The unit cell consists of
layers (d1, ε1, µ1) and (d2, ε2, µ2).
this approach has a disadvantage of poor description of
metamaterials possessing the artificial magnetism.
An alternative approach was proposed by S.M. Rytov
and M.L. Levin [16–22] for layered systems and was gen-
eralized to the two-dimensional and three-dimensional
case [23–29]. The basic idea of all approaches of that
kind is the averaging of the fields over the unit cell of
the periodic medium. The profound variation of the field
averaging approach considers finite systems [30], i.e. the
introduced effective admittance directly accounts the re-
flection from the finite sample. In the latter case the av-
eraging procedure is carried out over the unit cell which
is far enough from the system boundaries to avoid the
boundary effects contribution.
Let us consider this alternative approach in more detail
by the example of a periodic layered system where the
plane wave is propagating perpendicularly to the layers.
The cell of the considered system consists of two layers:
the thicknesses of the layers are d1 and d2, their dielectric
permittivities are ε1 and ε2, the magnetic permeabilities
are µ1 and µ2 (see Fig. 2).
Within this approach it is proposed to take the Bloch
wave vector kBl as the effective wave vector k
Ryt
eff (and
the corresponding effective refractive index is nRyteff =√
εRyteffµ
Ryt
eff = k
Ryt
eff /k0). It is important that the knowl-
edge of the effective refractive index is not enough for
the complete description of the environment (for exam-
ple, finding both εeff and µeff ): it is also necessary to
determine the effective admittance Y Ryteff =
√
εRyteff /µ
Ryt
eff ,
which was defined as Y Ryteff = 〈H〉/〈E〉, where the aver-
aging of the fields is taken over the unit cell. There are
alternative definitions of Yeff , which imply the two posi-
ble way of field averaging: over the unit cell or over the
surface [31]. However, the corrections to static formulas
lead to a somewhat dubious result: either εeff or µeff
has a negative imaginary part.
In order to handle this unexpected consequence, it is
necessary to consider the finite system and compare the
mentioned above parameters (defined in alternative Ry-
tov’s approach) with the effective parameters directly re-
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FIG. 3: The dependencies of (a) δn = neff − nRyteff and (b)
δY = Yeff − Y Ryteff on the thickness of the periodic system in
case of even number of layers: real and imaginary parts of the
quantities displayed by solid and dotted curves, respectively.
Parameters of the layers of the unit cell: ε1 = 2, ε2 = 3,
k0d1 = k0d2 = 0.01.
trieved for that system from the scattering data [32, 33].
In the case of directly retrieved parameters, the values
of εeff and µeff are determined by means of the trans-
mission t and the reflection r coefficients of the incident
wave [34–36]
Yeff =
√
(1− r)2 − t2
(1 + r)2 − t2 , (1)
eikeffL =
t(1 + Yeff )
Yeff + rYeff + 1− r , (2)
and, correspondingly, µeff = keff/(Yeffk0) and εeff =
keffYeff/k0.
Let us consider the system composed of arbitrary in-
teger number of cells, that is, the number of layers
is even (the case of odd number of layers is similar
[37, 38]). Calculations of (1) in that case show that as
the size of the system increases3, neff = keff/k0 tends to
nRyteff = k
Ryt
eff /k0 , and Yeff oscillates with a period λeff/2
(Fig. 3). The quantities εeff and µeff which are the func-
tions of both neff and Yeff show the combined behavior,
namely, being asymptotically periodic functions, they do
not tend to any limit at L→∞. Thus, εeff and µeff are
not self-averaging quantities for layered systems outside
the static approximation, so their introduction might be
incorrect. This fact can be easily explained. Indeed, let
us come back to a finite periodic system (the unit cell of
which consists of two layers) composed of an even num-
ber of layers (see Fig. 4). The first and the last layers are
made of different materials (the sample is not symmet-
rical with respect to the direction of light propagation).
The calculations show that the amplitude reflection coef-
ficients from the different sides of the system rL and rR
3 The methods of Yeff introduction by means of an additional
layer or surface currents are proposed in a number of works [39,
40]. These methods allow escaping the dependency of Yeff on
the number of layers.
(a) (b)
FIG. 4: Light incidence from the left (a) and from the right
(b) to the system.
are different (see Fig. 4). That contradicts the case of
homogeneous layer, for which the equality rL = rR takes
place for any dielectric permittivity and magnetic per-
meability. Direct calculations show that the difference
between the coefficients rL and rR is of the first order
of k0d. The phases are different even in the absence of
losses. The problem can be partially solved by consider-
ing homogenization procedure of higher order in k0d. The
second-order homogenization procedure describes chiral-
ity, magnetic dipoles and electric quadrupoles and there-
fore allows to avoid the contradictions in the longwave
approximation [41]. However, such effective medium the-
ory is still experience the breakdown as the parameter
k0d increases. Moreover, the validity of the theory de-
pends on the system length [41]. That fact leads to the
conclusion that the homogenization procedure in terms of
effective εeff and µeff is possible only in statics (λ→∞)
[38, 42, 43].
It is necessary to mention another approach to the ho-
mogenization problem [10], whose basic idea is to ap-
proximate the precise solution of Maxwell’s equations for
a sample. The approximated electromagnetic fields are
used then to introduce the effective material parameters.
Despite the fact that the introduced effective parameters
lead to some homogenization errors, the errors can be
minimized by applying certain optimization procedures
[10].
It should be pointed out that the problem of effective
parameters introduction can be formulated not only in
terms of εeff and µeff . Even though they do not experi-
ence self-averaging (and therefore they describe a certain
finite sample rather than a material), it was shown in
[33, 37] that the effective refractive index self-averages
(see Fig. 3). Thus, the homogenization problem be-
yond the static approximation reduces to two indepen-
dent problems: determining the effective refractive in-
dex and considering the boundary conditions. To solve
the problem of boundary conditions, the regularization of
the effective impedance was earlier proposed by means of
additional surface currents [39] or an additional effective
layer at the boundary [40]. In this paper, we distract
from the boundary effects and focus our attention on the
properties of neff .
In the simplest case of a periodic system, calculations
show [33] that using only the transmission coefficient,
it is possible to introduce an effective wave vector that
converges to the Bloch vector as the number of layers of
the system increases. Moreover, convergence is observed
4FIG. 5: Propagation of a plane wave through a composite
system.
not only in the long-wavelength approximation [37], but
also for any ratio of the wavelength to the characteristic
thickness of the layers [33]. The derivative of the intro-
duced effective wave vector has the property of analytic-
ity and, consequently, satisfies Kramers-Kronig like rela-
tions. The Kramers-Kronig like relations are well-known
for different optical parameters, in particular, complex
refractive index [44]. The relations are in close connec-
tion with the causality principle.
In this paper the properties of keff mentioned above
are considered in detail in connection with the disordered
systems. In particular the relation between the localiza-
tion length and the keff is established.
II. SELF-AVERAGING OF THE EFFECTIVE
WAVE VECTOR
We study the wave propagation through a 1D disor-
dered system composed of dielectric layers with different
dielectric permittivities. For simplicity, we assume that
all the layers are of the same thickness.
The standard approach to the localization and propa-
gation of light considers a disordered system immersed in
a vacuum. In this case, the transmission and reflection
coefficients and other scattering data are affected both
by the Anderson localization [45] and by the effect of
reflection from boundaries between the vacuum and the
disordered system. In order to separate the localization
effect from the scattering at the boundaries, we immerse
the system under consideration into a medium with an
averaged permittivity (the averaging is taken over the
permittivity probability distribution). The transmission
coefficient of a one-dimensional disordered system can be
represented in the following form:
t = |t|exp (iφ) = exp (iIm(lnt) + ln |t|) . (3)
The propagation of the electromagnetic wave through
the inhomogeneous layer can be viewed as a three-stage
process: transmission of the vacuum-layer boundary,
propagation through the volume of the layer, and trans-
mission of the layer-vacuum boundary (see Fig. 5). It
should be noted that the contribution of the boundaries
of the system to the transmission coefficient does not in-
crease (or increases more slowly than exponentially) as
the system thickness increases. At the same time, prop-
agation through the layer is characterized by an effective
wave vector, whose contribution to the phase or expo-
nential decay (associated with absorption or scattering
of light) of the eigensolution increases linearly alongside
with the thickness L of the system. Thus, the reasonable
approximation used in our discussion neglects the surface
effects for large L (that is, the phase is much larger than
pi, i.e. L λ). Therefore, the imaginary part of the log-
arithm of the transmission coefficient iIm(lnt) is a phase
accumulated along the thickness L of the system. In case
of small phases, this approach can be correct if the system
is immersed into a medium having averaged permittivity
that compensates for the boundary effects. The immer-
sion of the sample in the medium with averaged permit-
tivity reduces the reflections from the boundaries of the
sample. It is helpful in the case of long wavelength where
the reduction of boundaries contribution allows consid-
eration of smaller systems (in comparison to the vacuum
case).
Let us note that the imaginary part of the complex
logarithm (as well as the phase) is undefined with preci-
sion of 2pi. Later on, we consider the phase restored ”by
frequency”. That means we choose the phase (for a fixed
thickness of the system) in such a way that it increases
monotonically alongside with the increasing frequency,
and the phase of the transmitted signal at zero frequency
is considered zero. This phase selection also corresponds
to the phase recovered ”by propagation” of the inhomo-
geneous sample, where it is supposed that the phase of
the wave always increases in the direction of propagation.
The identity of the methods is the result of consideration
of the phase as a quantity that is continuous and in-
creases monotonically with both the coordinate and fre-
quency. For convenience, we refer to the phase restored
”by frequency” as total phase, and the phase reduced to
the region [0, 2pi], as reduced phase.
The real part of ln|t|/L describes the decay of the field
amplitude, which is determined by the imaginary part of
the wave vector. Thus, the effective wave vector for a
thick system can be defined as follows [33]:
Rekeff =
Im(lnt)
L
, (4)
Imkeff = −Re(lnt)
L
. (5)
These formulas can be combined into
keff = −i lnt
L
. (6)
The definition of keff by means of transmission coeffi-
cient is still valid for periodic systems that was confirmed
by numerical calculations[33, 37].
5FIG. 6: Distribution of γ for random systems composed of
100 (black), 200 (red) and 400 (blue) layers. Dielectric per-
mittivity of layers is uniformly distributed over the interval
[1; 11]. The thickness of each layer is k0d = 1. The ensembles
used in the calculations consist of 107 realizations.
By definition (6), the imaginary part of the wave vector
coincides with the inverse length of the localization, the
Lyapunov index. That is, it self-averages, and its distri-
bution is asymptotically Gaussian [46] (see Fig. 6). The
existence of the Anderson localization scale - the Ander-
son localization length - is equivalent to the self-averaging
of Imkeff .
Let us now consider the real part of the effective wave
vector. Calculations show that the real part demon-
strates similar behavior (Fig. 7).
FIG. 7: Distribution of Rekeff for random systems composed
of 100 (black), 200 (red) and 400 (blue) layers. The parame-
ters are the same as in Fig. 6.
As can be seen from the graphs in Fig. 6-7 for the
real and imaginary parts of the effective wave vector,
self-averaging of the effective wave vector occurs as the
FIG. 8: The dependency of variance of Re(keff ) distribution
on the number of layers. Dielectric permittivity of layers is
uniformly distributed over the interval [1; 11]. The thickness
of each layer is k0d = 1. The ensembles used in the calcula-
tions consist of 103 realizations.
system thickness increases, i.e. the distribution function
becomes narrower. The rate of self-averaging can be es-
timated. The variance of the distribution function as a
thickness function is shown in Fig. 8. As one can see,
the dependency of variance on the system length is a
power law σ (keff ) ∼ L−α. The exponent obtained from
the calculations is α ≈ 0.5. Thus, one can expect that
the effective wave vector will reach a certain value for a
sufficiently long system. In other words, both the imagi-
nary and the real parts of the effective wave vector self-
average.
Thus, we have shown that keff determined by the for-
mula (6) self-averages as the thickness of the system in-
creases not only in the long-wave approximation but for
any ratio of the wavelength to the thickness of the layer.
At the same time, the effective wave vector acquires an
imaginary part due to wave localization in the system.
It should be noted, that the number of the layers is un-
doubtedly important for self-averaging (the quantity av-
eraging over the few layers is doubtful statement). How-
ever, the self-averaging occurs for any inhomogeneity size
for sufficiently large (composed of many layers) system.
Now let us compare the definition (6) with other def-
initions of the effective wave vector. Numerical calcula-
tions for an ensemble of disordered systems shows that
in the long-wave approximation the value of the effective
wave vector calculated by the formula (4) coincides with
that obtained from R-T retrieval (2). The frequency de-
pendencies of averaged over the ensemble values of keff
in the long-wave limit for both definitions are close to
the function kst =
√〈ε〉k0 (which corresponds to effec-
tive permittivity in static case), where ε is the averaged
over the distribution value of the permittivity. As it was
mentioned earlier, the definition (6) is correct for small
phases (in the approximation λ  L), when the system
6(a) (b)
FIG. 9: The dependencies for (a) real and (b) imaginary parts
of keff−kTreff on the thickness of a random system. Dielectric
permittivity of layers is uniformly distributed over the inter-
val [1; 11]. The graphs represent the dependency for a single
system realization for each thickness.
is immersed into a medium having averaged permittiv-
ity. Therefore, we assumed in the calculations that the
admittance of the external medium is Yav =
√〈ε〉, where
the averaging is performed over the ε distribution. Uti-
lizing the external medium with this value of admittance
makes it possible to reduce reflections from the bound-
aries of the system and, thus, reduces the dependency of
the transmission coefficient on the boundaries. At the
same time, the introduction of an admittance differing
from the one of vacuum is not essential if the size of
the system is significantly large in comparison with the
wavelength.
The definition of the effective wave vector was intro-
duced in [32] in terms of the Bloch wave vector kBl of the
specific photonic crystal, whose period is the considered
layered sample. It was shown in [32] that the convergence
(Im〈kt〉 − 〈ImkBl〉)Sp>2 −−−−→L→∞ 0 takes place, where kt is
the effective wave vector defined as (6), but since the
measure of band gaps tends to unity (as also shown in
[32]), then Im〈kt〉 − 〈ImkBl〉 −−−−→
L→∞
0. Thus, the conver-
gence Im〈kt〉−〈ImkBl〉 −−−−→
L→∞
0 takes place for imaginary
parts of the difference between differently defined effec-
tive vectors. Here we show that the convergence also
takes place for real parts.
The results of numerical calculations of Re(kt − kBl)
are depicted in Fig. 9. The calculations are made for a
single realization of the system of each thickness. It can
be seen that the difference between the two definitions
of the effective wave vector decreases as the system size
increases. It should be noted that the real part of kBl
frequently changes with the thickness of the system by
jumps of value ∼ pi/L. It happens due to the fact that
the measure of band gaps tends to unity as the thickness
increases, i.e. the Bloch wave vector must correspond to
the band gap at the limit L→∞. Despite the fact that
the phase shift on the period of the considered photonic
crystal changes abruptly, kBl and kt tend to the same
value.
Thus, the effective wave vector introduced by (6) cor-
responds to the definitions given in [34] and [32].
(a) (b)
FIG. 10: Frequency dependencies of (a) real and (b) imagi-
nary parts of keff−k0
√〈ε〉 averaged over ensemble of random
systems. Each system is composed of 100 layers. The ensem-
ble consists of 40000 realizations. Dielectric permittivity of
each layer is taken to be ε1 = 2 or ε2 = 3 with equal proba-
bilities.
III. QUALITATIVE ARGUMENTS ON THE
SELF-AVERAGING OF THE EFFECTIVE WAVE
VECTOR
Following by Sheng [46], let us consider two large (con-
sisting of many layers and with a total thickness signifi-
cantly larger than the wavelength) pieces of a 1D disor-
dered system referred to as pieces A and B. The transmis-
sion coefficients of A and B are tA and tB , respectively.
The system composed of these two pieces has the trans-
mission coefficient tAB which equals (in order of magni-
tude) to tAB ≈ tAtB . Now, adding one more piece re-
ferred to as C, we assume that tABC ≈ tABtC ≈ tAtBtC ,
i.e. with logarithmic accuracy
ln tABC ≈ ln tA + ln tB + ln tC (7)
This relation is valid not only for modules, but also for
phases. However, that is true only if we choose the phases
reconstructed ”by propagation”, that is, the phase of the
wave is supposed to be an increasing function of system
thickness. As mentioned previously, this method of full
phase reconstruction is equal to the reconstruction ”by
frequency”.
Since ln ti are independent and identically distributed,
then 1N
∑N
i=1 ln ti is asymptotically Gaussian distributed
in accordance with the law of large numbers. The vari-
ance of the distribution is σ ∼ 1/√N , i.e. D = σ2 ∼ 1/L
as soon as all the layers of the system are of the same
thickness. That is why the quantities φ/L and γ are
self-averaging and, moreover, Dγ ∼ Dk ∼ 1/L, which
completely corresponds to the numerical experiment (see
Fig. 8).
IV. FREQUENCY DEPENDENCE OF REAL
AND IMAGINARY PARTS ON THE EFFECTIVE
WAVE VECTOR
Consider the dispersion properties of the introduced ef-
fective wave vector. The graphs of the dependencies are
7(a) (b)
FIG. 11: Frequency dependencies of (a) real and (b) imagi-
nary parts of keff−k0
√〈ε〉 averaged over ensemble of random
systems. Each system is composed of 100 layers. The ensem-
ble consists of 40000 realizations. Dielectric permittivity of
each layer is taken to be ε1 = 2 or ε2 = 3 with equal proba-
bilities.
shown in Fig. 10-11 for layered systems composed of two
types of layers. It can be seen that the effective wave
vector is close to the value kst =
√〈ε〉k0 in the long-
wavelength limit. However, as the frequency increases,
the dependency changes and becomes keff ≈ 〈ε〉k0. The
imaginary part of keff turns to 0 in some points, which is
due to the fact that one of the layers becomes transpar-
ent at these frequencies, i.e. its transmission coefficient
equals to ±1. The dispersion dependency (see Fig. (11))
of the imaginary part of keff behaves as Imkeff ∼ λ−2
in the long-wavelength approximation, which is in accor-
dance with the known behavior of the Lyapunov index.
V. KRAMERS-KRONIG LIKE RELATIONS FOR
EFFECTIVE WAVE VECTOR
Since both k = Rekeff and γ = Imkeff are self-
averaging quantities and have a clear physical meaning,
a possible connection between them is of a peculiar in-
terest.
We examine this question by means of the transfer ma-
trix method [47] (transfer matrix denoted by capital let-
ter in the paper in contrast to transmission coefficient de-
noted by small letter). It is easy to see that the transmis-
sion coefficient is an analytic function of the frequency:
the T-matrix of the whole system can be written in terms
of the transmission and reflection coefficients
T =
(
t− rLrRt − rLt
rR
t
1
t
)
(8)
where rL and rR are reflection coefficients from both
the left and right sides of the system, respectively (the
transmission coefficient is independent from the direc-
tion). On the other hand, the T-matrix of the whole sys-
tem is the product of T-matrices of homogeneous layers
forming the system. All elements of these T-matrices are
analytic functions of frequency. Thus, the transmission
coefficient, being a fractionally-rational function of these
elements, is also an analytic function of the frequency.
Consequently, the function
1
t
dt
dω
=
d ln(t)
dω
=
dkeff
dω
(9)
should also be analytical. Therefore, the following rela-
tions are valid
dRekeff (ω)
dω
= const+
1
pi
v.p.
∫ +∞
−∞
dImkeff (u)
du
u− ω du, (10)
dImkeff (ω)
dω
= − 1
pi
v.p.
∫ +∞
−∞
dRekeff (u)
du
u− ω du. (11)
The Kramers-Kronig like relations (10) and (11) are well-
known property of optical parameters connected with the
causality principle [44]. With respect to the definition of
the Lyapunov exponent γ(ω), the second relation can be
rewritten as (we made the notation k = Rekeff )
dγ(ω)
dω
= − 1
pi
v.p.
∫ +∞
−∞
dk(u)
du
u− ωdu (12)
Taking into account parity k(−ω) = −k(ω) (hence,
dk/dω is an even function of frequency) and utilizing re-
lation between the wave vector and the density of states
(ρ(ω) = dk/dω), one can get
dγ(ω)
dω
= − 2
pi
v.p.
∫ +∞
0
ωρ(u)
u2 − ω2 du (13)
Performing the integration over the frequency, one ob-
tains the Johnes-Huberd-Thouless formula [48, 49]
γ(ω) =
1
pi
v.p.
∫ +∞
0
ρ(u) ln
∣∣∣∣1− ω2u2
∣∣∣∣ du (14)
Thus, the frequency derivative of the real part of
the effective wave vector corresponds to the density of
states, which confirms once again that keff has a physi-
cal ground to be considered as an effective wave vector.
VI. PHASE RANDOMIZATION
It was shown in the preceding sections that the effec-
tive wave vector self-averages. Let us now consider in
detail the behavior of phase (3), which is directly related
to the effective wave vector for each system realization as
φ = −i ln (t/|t|) = Im ln t = keffL. Despite the fact that
keff self-averages and, as a consequence, is a determin-
istic quantity, the phase randomizes; more precisely, the
reduced phase, which is a phase reduced to an interval
[0, 2pi], randomizes. Phase randomization is used as basis
for creating a random T-matrix approach [50–53].
The apparent contradiction can be easily explained as
one notes that variance of the wave vector tends to zero as
Dk = σ
2
k ∼ 1/L and the variance of the phase increases
as Dφ = L
2σ2k ∼ L. Since the distribution of keff is
8FIG. 12: Distribution of φ for random systems composed of
5 (black), 10 (red) and 20 (blue) layers. The parameters are
the same as in Fig. 6.
similar to the Gaussian distribution (see Fig. 7), the dis-
tribution for the total phase is expected to be similar to
Gaussian one, but as the system thickness increases, the
distribution shifts and gets wider.
The numerical calculations confirm this behavior
(Fig. 12)4. The distribution shifts to the right propor-
tionally to the system size and broadens. Therefore, af-
ter the reduction to the interval, the distribution of the
reduced phase should be close to the constant for a suf-
ficiently long system (Fig. 13).
FIG. 13: Distribution of reduced phase for random systems
composed of 5 (black), 10 (red) and 20 (blue) layers. The
parameters are the same as in Fig. 6.
However, even for a large thickness of the system, the
calculations show that the distribution function differs
from a constant. That is due to the presence of an addi-
tional correlation scale - the width of the layer.
VII. CONCLUSION
In this paper, we considered the propagation of the
electromagnetic wave through the disordered layered sys-
tem. It is well-known that even in the longwave approxi-
mation the propagation of the wave cannot be described
in terms of effective dielectric permittivity and/or mag-
netic permeability (because of mesoscopic nature of effec-
tive permittivity and permeability) [38, 39]. However, we
have shown that the effective wavenumber self-averages
and, thus, it is macroscopic quantity.
The imaginary part of the proposed effective wave vec-
tor is associated with the Lyapunov exponent (inverse
localization length). To clarify the physical meaning of
the real part of the introduced effective wave vector, it
is reasonable to consider the frequency derivative of the
effective wave vector. This quantity is an analytical func-
tion of frequency (because it can be directly expressed in
terms of the propagation coefficient) and thus satisfies the
Kramers-Kronig like relation. These relations lead to the
Jones-Herbert-Thouless relation, connecting the spectral
density and the localization of eigenstates, i.e. the real
part of the introduced effective wave vector gives us the
correct value of the density of states.
We have shown that the proposed effective wave vec-
tor is a self-averaging quantity, i.e. it tends to a constant
value as the system length (number of layers) increases.
The self-averaging of Rekeff and Imkeff occurs not only
within the limit of long-wavelength approximation but
for an arbitrary ratio between the wavelength and inho-
mogeneity size.
Moreover, the self-averaging of keff describes the
Anderson localization phenomenon, i.e. Imkeff self-
averages to the quantity that is Lyapunov exponent in
the limit of L→∞. Thus, the homogenization of the ef-
fective wave vector allows the unified description of elec-
tromagnetic waves propagation and localization.
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