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Atmospheric aerosols impact health outcomes, visibility, and the energy balance of the
earth. The atmosphere contains a variety of compounds, and the volatility (phase change
enthalpy and vapor pressure) of each compound determines its partitioning between the gas
phase and the particle phase. The hygroscopicity (an aerosol’s affinity for water) of an
atmospheric aerosol particle is determined by the many compounds present in the particle, and
thus, the volatility impacts hygroscopicity. Changes in hygroscopicity alter the fraction of the
aerosol deposited in the lungs and the fraction of the aerosol activated into cloud droplets. Thus,
understanding the volatility and hygroscopicity of atmospheric aerosols is important to fully
understanding their impacts on health, visibility, and the earth’s energy balance. Tandem
Differential Mobility Analyzers (TDMAs) measure volatility and hygroscopicity by first
selecting particles by size, then performing an experiment on the selected particles, and finally
measuring the particles’ final diameter. For volatility, the experiment evaporates a portion of the
aerosol particles, and for hygroscopicity, the experiment condenses water on the particles.
Unfortunately, the TDMA does not select a single particle size; it selects a set of particle sizes
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(multi-charged particles). Each member of the set can behave differently creating complicated
experimental responses. Traditional inversion routines assume the sampled population is singly
charged. This assumption is not always correct. Methods to measure singly and multiply charged
particles exist but require additional equipment.
We built a new volatility and hygroscopicity TDMA (VH-TDMA), which reproduced the
size distributions, hygroscopicities, and volatilities of pure atmospheric aerosol particles without
using the design recommended by literature. In hygroscopicity, literature recommends
temperature control of the second Differential Mobility Analyzer (DMA) to establish an accurate
knowledge of internal DMA temperature. However, temperature control ensures the second
DMA will not operate at ambient conditions. We were able to forgo temperature control of the
second DMA by directly measuring the temperature inside. In volatility, short ovens are
recommended to maximize transmission of particles. However, short ovens increase the bias
between the set point temperature and the measured vapor pressure. Thus, we instituted a 15.25
m long oven increasing accuracy between the measured vapor pressure and the set point
temperature. To understand complicated VH-TDMA responses, we created a model (TAO) that
reproduced both hygroscopic and volatility responses from first principals. Using TAO and
responses from the VH-TDMA, we show that Condensation Particle Counter (CPC) responses
often separate into two peaks during volatility experiments. CPC responses during
hygroscopicity experiments are often biased by a changing inlet size distribution. In response to
these observations, we created a new inversion routine for hygroscopicity, which removes the
observed biases; and we developed a new analysis method to study particle surface energy by
capitalizing on the two-peak response from volatility measurements.
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We applied the VH-TDMA to the study of Primary Organic Aerosol (POA) emitted from
the flaming combustion of grass, to the study of Secondary Organic Aerosol (SOA) produced by
the oxidation of toluene, and to the study of mass fraction remaining curves produced from the
evaporation of azelaic acid. Previous studies of grass burning POA assert that the bimodal
hygroscopic distribution is caused by the external mix of disparate particles. We find the aerosol
is an internal mixture, not external, and can be modeled as a simple volumetric combination of
smoldering-like and flaming-like aerosol. Additionally, we found that the emitted POA will
evaporate 3.75 times faster at 20% relative humidity compared to dry conditions. These
observations should influence the predicted activation of the aerosol particles into cloud droplets.
In the toluene experiments, we related the observed aerosol hygroscopicity to the oxygen-tocarbon ratio. The hygroscopicity of the SOA decreased with an increase in toluene concentration,
and the hygroscopicity increased with an increase in oxidation. Last, we used the VH-TDMA
and TAO together to create mass fraction remaining plots from evaporated azelaic acid. These
plots were compared to mass fraction remaining plots measured by the Aerosol Mass
Spectrometer (AMS) and show that multi-charged particles are a significant contributor to the
sigmoidal shape of mass fraction remaining plots.
This work demonstrates the significant role multi-charged particles can play in VHTDMA responses. In hygroscopicity, multi-charged particles enabled false trends in high growth
(ammonium sulfate and greater) aerosols. In volatility, the CPC response becomes bimodal due
to the presence of multi-charged particles, and we used the bimodal response to study the surface
energy. The sigmoidal shape of mass fraction remaining curves from a DMA-AMS system are
significantly influenced by the presence of multi-charged particles. During the study of grass
burning POA, multi-charged particles were used to assess morphology. In nearly every
xxxi

experiment above, multi-charged particles played a significant role in the experimental outcome.
These examples show the many ways multi-charged particles can both impair conclusions and
answer questions about atmospheric aerosols.
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Chapter 1:

Introduction

1.1 Background and Motivation
Long term exposure to atmospheric aerosols increase mortality risks (Abbey et al.
1999; Dockery et al. 1993; Pope et al. 1995). Acute exposure to atmospheric pollutants increases
visits to the emergency room (Boutin-Forzano et al. 2004; Lipsett et al. 1997). Furthermore,
atmospheric aerosols can inhibit visibility (Hyslop 2009). This inhibition motivated the
designation of Class I areas (National Parks and Wilderness areas) in 1977 to reduce and prevent
anthropogenic influence on visibility (Bäumer et al. 2008; Copeland 2005). Finally, these
atmospheric aerosols can either directly or indirectly interact with light impacting the global
energy balance (IPCC 2013). Atmospheric aerosols impact human health, visibility, and the
global energy balance.
An atmospheric aerosol particle contains many disparate chemical species, and each
species influences the bulk aerosol particle properties. The vast number of compounds present in
the particle phase includes both inorganic and organic compounds. Goldstein estimated that 104
to 105 different organic atmospheric compounds have been measured (Goldstein and Galbally
2007). With effort, the majority of the compounds can be measured, however, resolving all the
structures remains an obstacle (Hunter et al. 2017). The lack of compound identification
complicates bulk property calculation. For example, each chemical species’ affinity for water
(hygroscopicity) can be calculated through group contribution (Petters et al. 2017), and each
species present in the aerosol interacts with the others to create the bulk hygroscopicity. This
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method requires every compound’s structure and amount to be known. Similarly, each species
present in the aerosol carries an impact on human health. For example, polyaromatic
hydrocarbons (PAHs), which are created during incomplete combustion (Lima et al. 2005), are
known carcinogens (Boström et al. 2002) and linked to lung cancer (Cioroiu et al. 2013). The
bulk phase carcinogenicity requires the knowledge of not only each individual species’
mutagenics, but the total dosage present for each compound (LaVoie et al. 1994). Finally, like
hygroscopicity, each species present in the bulk contributes to refractive index (Mehra 2003).
There are vast numbers of species in the aerosol phase, and each chemical species contributes to
the bulk aerosol’s interaction with water, interaction with light, and impact on human health.
The presence of a chemical species in the aerosol phase is determined by its volatility.
Volatility, hereby defined as vapor pressure and enthalpy, determines the partitioning of a
chemical species between the gas phase and the aerosol phase through the Clausius-Clapeyron
equation (Sandler and Sandler 2006). The large numbers of species present in the aerosol phase
complicates direct calculation of the amount of an individual species in either phase. Binning
relationships, based on existing thermodynamic frameworks (Clausius-Clapeyron equation, etc),
have been developed to simplify calculation of the partitioning to a few decadal spaced bins
(Donahue et al. 2006). These new relationships make the problem more tractable, but empirical
evidence is necessary to determine the required bin masses necessary to explain the observed
phenomena (Koo et al. 2014).
The bulk hygroscopicity (Petters and Kreidenweis 2007) interacts with relative
humidity determining the amount of water contained within the aerosol particle. As relative
humidity increases, the amount of water in the aerosol phase also increases, altering the particle
size. In the case of aerosols containing inorganic species, large amounts of water can
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significantly change the aerosol particle size (Carrico et al. 2010). The increase in size and water
content alters the particle bulk properties. The volatility bins do not necessarily describe aerosol
particle hygroscopic properties. A second set of properties, for each volatility bin, is used to
further describe the complicated aerosol (Donahue et al. 2011). Moreover, the addition of water
also has an impact on the aerosol’s refractive index (Freney et al. 2010). These complications
require not only more observations, but also require developed relationships between volatility,
hygroscopicity, and refractive index. These relationships are developed through simultaneous
measurements of these three bulk properties along with measurements of the aerosol’s chemical
constituents (Lambe et al. 2013; Massoli et al. 2010).
Changes in hygroscopicity, and thus composition, alter deposition in the lungs and
total cloud droplet numbers. Deposition in the lungs and cloud droplet activation are a function
of particle size, which is a function of relative humidity. Löndahl et al. (2007) compared the
deposition of hygroscopic sodium chloride particles to hydrophobic diethylhexylsebacate. The
hydrophobic particles deposited at a rate of two to four times higher by number than the
hygroscopic particles. The change in deposition rate could be completely attributed to the final
size of the particle at the estimated relative humidity of 99.5%. For cloud droplet numbers, Liu
and Wang (2010) altered the hygroscopicity of primary organic aerosol from 0 to 0.1 and found
the number of cloud droplets increases by 40% to 80%. They varied the hygroscopicity of
secondary organic aerosol from 0.07 to 0.21, which changed the number of cloud droplets by
40%. Small changes in hygroscopicity can significantly impact global warming estimates and
alter the final impact atmospheric aerosol particles have on human health.
Therefore, accurate measures of hygroscopicity and volatility are necessary to
improve our understanding of atmospheric aerosol impacts on human health and climate. These
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bulk thermodynamic properties should be studied simultaneously to contribute to human health
studies. For accuracy in visibility and global warming predictions, refractive indices need to be
measured simultaneously to volatility and hygroscopicity. These measurements will enable better
binned, empirical relationships necessary for atmospheric aerosol models.
There are several instruments available for measuring particle hygroscopicity and
volatility, and each instrument has its benefits and drawbacks. Cloud Condensation Nucleus
(CCN) counters place particles in a supersaturated atmosphere (Nenes et al. 2001). Particles with
diameters greater than their critical size activate into cloud droplets, and this activation diameter
is related to the bulk hygroscopicity (Petters and Kreidenweis 2007). This instrument uses the
cloud droplet activation mechanism and is excellent for cloud droplet activation studies.
However, this mechanism does not represent the growth mechanism in the lungs, and CCN
counters cannot determine bulk aerosol volatility parameters. Tandem Differential Mobility
Analyzers (TDMAs) are able to study growth of particles after placing the aerosol in an elevated
relative humidity environment (H-TDMA) (McMurry and Stolzenburg 1989). This growth
mechanism is related to hygroscopicity (Petters and Kreidenweis 2007) and is similar to particle
growth in airways, but not that of cloud droplet activation. However, with the addition of an
oven, TDMAs are able to study volatility (V-TDMA) (Rader et al. 1987), and the two channels
can be combined into a single instrument (H/V-TDMA) (Tritscher et al. 2011). Single particle
methods (Aerosol Optical Tweezers (AOT) and ElectroDynamic Balance (EDB)) capture a
single particle and change the atmosphere surrounding the captured particle. By increasing the
partial pressure of water, the corresponding change in size is measured by optical, by electric
field, or both (Hargreaves et al. 2010). From this growth, the particle hygroscopicity can be
determined (Petters and Kreidenweis 2007). This growth method is similar to that which occurs
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in the airways, and not cloud activation. The volatility of aerosol particles can also be determined
by single particle methods (Davis and Ray 1980). Additionally, single particle methods can
measure the selected particle’s 90° scattering (Tang et al. 1997).
Both TDMAs and single particle methods have the capability of performing both
volatility and hygroscopicity reducing the capital requirements, when compared to CCN
counters. Moreover, single particle methods can measure light scattering, TDMAs cannot.
TDMAs do not sample a single particle size, but sample many different sizes due to the presence
of multi-charged particles (Rader and McMurry 1986). However, TDMAs have one strong
advantage. Particles activating into cloud droplets are usually less than 200 nm. Diffusional
deposition fraction, in the lungs, is highest for particles less than 0.5 μm (Bair 1995). TDMAs

investigate submicron particles (Petäjä et al. 2007), while the single particle methods investigate
particles larger than 1 μm (Mitchem and Reid 2008; Zardini et al. 2008). The TDMA has the
added benefit of investigating the sub-micron particles of interest.

These benefits make the TDMA well suited to improve our understanding of
volatility and hygroscopicity when used in an accurate manner. Unfortunately, the presence of
sets of particle sizes complicates the TDMA response (Rader and McMurry 1986). This
complication is often handled in two different ways. Existing TDMA inversion routines assume
the sampled population is singly charged (Gysel et al. 2009; Stolzenburg 2018). This assumption
is not always accurate (Petters 2018). A second method would be to directly measure the singly
and multiply charged particles (Wright et al. 2016). This method requires additional equipment
and is not normally employed. If the presence of multiply charged particles reduces the accuracy
of the inverted response, the relationships developed between hygroscopicity, volatility, and
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chemical species may be insufficient for use in future global warming estimates, visibility
predictions, and dosage calculations.

1.2 Objectives
First, a TDMA is to be built to complement the existing chemical speciation
instruments in the Williams’ laboratory. The TDMA must be on a mobile platform, externally
pumped, and capable of field deployment. The instrument must be able to measure aerosols insitu and able to switch between volatility and hygroscopicity without human interaction.
Additionally, the TDMA must also be able to measure the inlet size distribution. Methods
necessary to invert both the inlet size distribution and TDMA responses must be developed.
These routines should directly interact with the raw TDMA files, and present data in a
manageable and accessible form. The data analysis must use either existing inversion methods or
create valid inversion routines. The TDMA and its methods must be validated using pure
atomized compounds (Chapters 2 through 4). Second, the role multi-charging plays in volatility
and hygroscopicity measurements are to be quantified by estimating the errors possible with the
single charge assumption. The errors created by the assumption should include false trends
possible from chamber experiments (Chapters 5 and 6). Third, if needed, create an inversion
method that does not assume a singly charged distribution. This routine must use traditional
TDMA variables as input (Chapter 7). Fourth, attempt to separate the measurement of vapor
pressure from the measurement of surface tension (2 unknowns, 1 V-TDMA scan) in volatility
investigations (Chapter 8 and 13). Fifth, use the TDMA to improve our knowledge of real
aerosols. This objective may require additional instrumentation (Chapter 9, 10, and 12).
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1.3 Approach
1.3.1 Creation of a New Tandem Differential Mobility Analyzer
The in-situ requirement creates an issue with regards to the accuracy of
hygroscopicity measurements. Relative humidity is a function of two variables: mole fraction of
water in the gas phase and gas phase temperature. Equation 1.3.1 defines relative humidity. In
equation 1.3.1, RH is the relative humidity, y is the mole fraction of water in the gas phase, P is
the gas phase pressure, P* is the vapor pressure of water, and T is the gas phase temperature.
Previous published efforts have determined that temperature control of the aerosol line and
second Differential Mobility Analyzer (DMA2) is necessary to ensure accuracy (Duplissy et al.
2009; Massling et al. 2011). If the aerosol line and DMA2 temperatures are constant, the
instrument temperature will likely be different than the environmental temperature. This
temperature difference has the potential to disturb the vapor pressure of existing the aerosol
phase either promoting gas condensation or evaporation. The potential for disturbing the
equilibrium of the aerosol should be minimized or eliminated.

𝑅𝑅𝑅𝑅 =

𝑦𝑦𝑦𝑦
∗ 100%
𝑃𝑃 ∗ (𝑇𝑇)

(1.3.1)

The response time of traditional relative humidity capacitance probes is on the order
of or longer than TDMA scan times. By maintaining a constant dew point, the numerator in
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equation 1.3.1 becomes constant. The numerator is then measured by a chilled mirror
hygrometer. A small temperature device can then be used to measure the temperature inside the
Differential Mobility Analyzer (DMA). The response time of a small temperature device is a
fraction of the response time of a humidity capacitance probe (Chapters 2 and 3). This shorter
response time will increase the time resolution of the relative humidity measurement.
Two papers have measured the volatility of the diacid series between malonic and
azelaic acids using different thermal denuder designs and the same analysis method (Bilde et al.
2003; Salo et al. 2010). Large differences in the enthalpies of sublimation were measured. The
length of the thermal section from Salo et al. is approximately 50 cm compared to 3.5 m in Bilde
et al. The longer thermal section is more consistent with the sublimation enthalpies measured
using other methods. In contrast, the length of the thermal section in V-TDMAs is closer to the
50 cm length, in favor of particle transmission (Friedlander 2000). The chemical speciation
instruments, measuring by mass, sample particles larger than 70 nm. Additionally, the third
moment of common inlet size distributions is in excess of 100 nm. At these sizes, particle losses
are small, and longer lengths are an option. Both a long and short thermal denuder is to be made
and compared (Chapters 2 and 4).

1.3.2 Creation of a New Model of the Tandem Differential Mobility Analyzer
To understand the role of multi-charging on the TDMA, we combine established relations
into a single model that calculates the Condensation Particle Counter (CPC) response. We
assume that the inlet size distribution can be described by a log-normal size distribution and
multiply this inlet size distribution by the conventional non-diffusing DMA transfer function
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(Stolzenburg and McMurry 2008) to determine the sampled population. When modeling
hygroscopicity, we use either the definition of hygroscopicity (Petters and Kreidenweis 2007),
empirical relations relating relative humidity with the growth of ammonium sulfate particles
(Tang and Munkelwitz 1994), or distributions of both hygroscopicity and growth factor. When
modeling volatility, we use the condensation equation defined by Bilde et al. (2003) along with
measured residence time distributions from the V-TDMA oven. The modeled size distribution
exiting the experiment is then integrated using the non-diffusing DMA transfer function to
determine the CPC response. Within the model, each charge is represented with an independent
size distribution.
We then create hypothetical responses to display the impact of different variables. We
probe the inlet size distribution variables to determine their impact on the CPC response. Since
traditional inversion routines (Gysel et al. 2009; Stolzenburg 2018) neglect the inlet size
distribution and the presence of multi-charged particles, results published in literature could be
subject to errors from both variables. This probe will be performed from the viewpoint of a
changing size distribution present in environmental chambers. Additionally, the role of the
residence time distribution’s interaction with the 2 DMAs in volatility measurements is explored.
Traditionally, volatility measurements use Scanning Mobility Particle Sizer (SMPS) inversion
methods and do not use traditional TDMA inversion methods (Bilde et al. 2003). Thus, errors
associated with this inversion assumption will be explored (Chapters 5 and 6).
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1.3.3 Creation of a New Inversion Routine Incorporating Multicharged
Responses
Traditional inversion routines (Gysel et al. 2009; Stolzenburg 2018) use two
simultaneous integrals to invert H-TDMA responses. The first integral occurs when the growth
factor distribution distributes the sampled aerosol exiting DMA1 to different wet diameters. The
second integral occurs when DMA2 integrates the experimental distribution resulting from
application of the growth factor distribution. Throughout this process, the inversion routines
assume only one singly charged population is present.
We propose to separate the two integrals into two separate routines. The first integral
inverts the DMA2 response assuming a statistical distribution (normal or beta). The routine then
separates the now continuous response into bins by DMA2 mobility. The second step calculates
the sampled size distribution using the inlet size distribution and the non-diffusing DMA1
transfer function. The sampled size distribution now contains a user specified number of charges.
The routine then bins the sampled size distribution by DMA2 mobility, growth factor, and
charge. Lastly, the routine applies a single growth factor distribution to all charges specified by
the user. The iteration process resolves any discrepancies between this application of the growth
factor distribution to the sampled population and the DMA2 inversion.
To determine the applicability of the inversion routine, the individual charges from a real
atmospheric aerosol will be measured. We combust a hygroscopic grass in a chamber and
measure the hygroscopic response. The CPC response is distributed to each of the first three
charges based on the response from a Centrifugal Particle Mass Analyzer (CPMA)(Olfert and
Collings 2005). Each of the three charges are then inverted individually to determine if the
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growth factor distribution is applicable to all charges. If so, the response from the inversion
routine should match the inversion of the individual charges. This process will check the
inversion routine (Chapter 7).

1.3.4 Develop Methods to Separately Study Surface Energy and Vapor
Pressure
Current volatility methods attempt to solve for surface energy and vapor pressure using a
series of measurements (Bilde et al. 2003; Tao and McMurry 1989). Unfortunately, the
condensation equation has two unknowns: surface energy and vapor pressure. So for a single VTDMA scan, there is not enough degrees of freedom to solve the equation. Bilde et al. (2003)
used a series of residence times, at one oven temperature, to create multiple degrees of freedom.
Tao and McMurry (1989) used a series of different initial diameters, at one oven temperature, to
create multiple degrees of freedom. In both cases, vapor pressure and surface energy are
simultaneously solved for the best solution for the group of measurements.
The V-TDMA response splits into multiple peaks after significant evaporation. Initially
and small shrink factors, the CPC response is monomodal and widen with decreasing shrink
factor. The singly charged particles will eventually split from the remaining charges and create a
bimodal response (Chapter 5). This split is a function of DMA transfer function width, inlet size
distribution, oven temperature, and oven residence time distribution.
We propose to use this two-peak response to solve directly for surface energy. When the
CPC response becomes fully bimodal, the peak of the smaller mode is the first charge, and the
peak of the larger mode corresponds to the second charge. From this data, two versions of the
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condensation equation can be written: one for the first charge and one for the second charge.
Now two degrees of freedom are available from a single V-TDMA response (Chapter 8).

1.3.5 Apply New TDMA and Corresponding Tools to Atmospheric Aerosols

Hygroscopicity has been theoretically connected to the chemical composition of aerosols
(Suda et al. 2014). This hygroscopicity becomes complicated in real aerosols when multiple
compounds are present in the particle phase, as is the case when the atmosphere oxidizes gases.
Previous oxidation chamber experiments have had difficulty relating the oxygen-to-carbon (O:C)
ratio to hygroscopicity. This problem results from experimental noise (Chang et al. 2010;
Hildebrandt Ruiz et al. 2015). However, the Potential Aerosol Mass (PAM) chamber can fix the
amount of oxidation performed on a gas substrate. This ability simplifies the experiment by
allowing the oxidation level to be fixed in time. Additionally, many experimental replicates can
be made in a short period of time reducing the noise in the experimental results.
We propose to relate O:C ratio to hygroscopicity by oxidizing toluene in the PAM
reaction chamber. This experiment requires the PAM chamber, a Proton Transfer Reaction Mass
Spectrometer (PTR-MS) to measure the decay of toluene in the gas phase, an Aerosol Mass
Spectrometer (AMS) to measure the O:C ratio, and the H-TDMA to measure hygroscopicity.
Two experimental variables will be used to probe the space: toluene concentration and oxidant
concentration. Many experimental replicates will be needed to converge both hygroscopicity and
O:C ratio to a mean, which will create the relationship.
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A previous author has published hygroscopicity measurements which document bimodal
hygroscopic responses from Primary Organic Aerosol (POA) (Carrico et al. 2010). This
hygroscopic response is a function of the biomass fuel combusted. Interestingly, the bimodal
response only occurs when a highly hygroscopic mode is present; no fuel investigated had both a
high hygroscopic and monomodal response. This suggests that bimodality seen in the published
work is a function of the high mode hygroscopicity. Although the author attributes the bimodal
response to an external mixture, bimodal hygroscopic responses can be created from either an
external mixture or an internal mixture (Seinfeld and Pandis 2006).
We propose to investigate the cause of the bimodality in hygroscopic responses by
combining measurements from an H-TDMA and a CPMA. In order to do this, the outlet of
DMA2 must be connected to the CPMA. DMA2 can then select a specific hygroscopic particle.
After measuring the mass of the dry particle, the CPMA measurement is related to the original
DMA1 mobility diameter. This method provides both a density measurement and a
hygroscopicity measurement simultaneously. If the aerosol is externally mixed, a pair of
densities and hygroscopicities result. If internally mixed, the result will be continuous.
Mass fraction remaining curves from thermal denuder-mass spectrometers have a
characteristic sigmoidal shape (Faulhaber et al. 2009). The condensation function that describes
the evaporation of a particle in a thermal denuder does not have a sigmoidal shape (Riipinen et
al. 2010). However, inclusion of a laminar flow field in with the condensation function creates
the shape. Previously published models suggest that the mass accommodation coefficient is
much less than one for a pure component aerosol (Park et al. 2013). This value is required to
match the slope of the measured mass fraction remaining curve to the model response. Although
a DMA was used to generate a monodisperse population, multi-charged particles exist in the
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population. The multi-charged particles can become a significant fraction of the monodisperse
population when using mass measurements (3rd moment of the size distribution).
We propose to combine the AMS with the V-TDMA to generate mass fraction remaining
curves. To understand the role of multi-charging, we will use the aforementioned model along
with the response from the V-TDMA to create a mass fraction remaining curve that includes
multi-charged mass. The mass fraction remaining curve from the V-TDMA/model combination
is then compared to the AMS mass fraction remaining curve to determine the role multi-charging
plays in the sigmoidal shape of mass fraction remaining curves and whether a mass
accommodation of 1 is needed.
Atmospheric relative humidity is both spatially and temporally variable. When relative
humidity increases, the aerosol water content increases. Some authors suggest that evaporation of
an aerosol is limited by particle phase diffusion (Shiraiwa et al. 2011). They assert that the
particle phase viscosity is on the order of tar pitch (Song et al. 2016). If true, dilution of the
particle phase with low viscosity water should drop the particle phase viscosity facilitating
evaporation. If gas phase diffusion dominates, the small addition of relative humidity to the gas
phase should not significantly influence evaporation.
To understand the role relative humidity has on evaporation, we propose to tie the
hygroscopicity and volatility channels together. We will burn grass in an environmental chamber
to generate the sample aerosol. The gas phase around the aerosol will dilute when passing
through the DMA1 sheath flow. Then, the relative humidity of the sample is increased using the
hygroscopicity channel. The aerosol then passes through the oven at an elevated relative
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humidity. DMA2 and a CPMA will measure the final diameter and mass of the particles
respectively. This will confirm any loss in mass or non-spherical geometry.

1.4 Significant Findings
The TDMA was designed and constructed to operate at ambient conditions.
Comparisons between the TDMA and a Scanning Mobility Particle Sizer (SMPS) shown that the
TDMA can reproduce the size distribution at high flow and has a small error in low flow. The
TDMA was able to reproduce the hygroscopicity of six atmospherically relevant aerosols despite
having no temperature control. The volatility channel was able to reproduce the saw tooth, room
temperature vapor pressure pattern observed in the diacid series from Malonic to Azelaic (Bilde
et al. 2003). The enthalpies of sublimation increased monotonically like previously published
measurements (Bilde et al. 2015). The volatility channel used a 15.25 m oven in contrast to the
shorter thermal denuders often used.
Although the TDMA is under the influence of changing room temperature, the
TDMA still recovers very accurate measures of hygroscopicity in contrast to recommendations
from literature (Duplissy et al. 2009; Massling et al. 2011). This recovery is accomplished
through the measurement of temperature inside DMA2. By measuring temperature inside the
DMA and ensuring a stable dew point measurement, an accurate estimation of relative humidity
inside DMA2 is made. The accuracy is commensurate to temperature-controlled H-TDMAs
(chapters 2 and 3). We chose to employ a 15.25 m tube suspended inside an oven. This choice
contrasts most heaters employed in thermal denuders and V-TDMAs (Lee et al. 2010; Villani et
al. 2007). We found that when a short heater is used, the resulting measurements may be biased.
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The bias results from the assumption that the oven set point temperature or heater set point
temperature corresponds to the measured vapor pressure. This bias can approach an order of
magnitude in vapor pressure (Chapter 4). Our design favors measurement accuracy at the
expense of smaller particles.
The model of the TDMA supplemented evidence that the multiple peaks found in VTDMA responses are different charges. We evaporated levoglucosan until multiple peaks
resulted. We then employed an additional classifier and neutralizer and found that the additional
peaks were different charges (Petters 2018), not different phases (Emanuelsson et al. 2016; Salo
et al. 2010). The model (TAO) also confirmed the separation of the charges. When the classifier
and neutralizer was added to TAO, the model reproduced the response accurately. We then used
the model to show that the conflicting observations (shoulders, single modes, and dual modes)
made by authors could be caused by instrument construction parameters and set points (Chapter
5). With this information, we then developed a method to study surface energy directly. The two
peaks present in a single scan enables the writing of two condensation equations and the surface
energy of the pure aerosol can be directly solved from a single V-TDMA scan (Chapter 8).
TAO was used to show that the changing size distribution in environmental chambers
creates biases in hygroscopicity measurements. These biases are confounded with other physical
processes (condensation of gasses on particles). By changing the inlet size distribution in the
model, we found that the changing size distribution in the chamber causes the hygroscopic
growth factor to change. This apparent loss in hygroscopicity as a function of time occurs in high
growth aerosols (ammonium sulfate and greater). Each charges’ size distribution grows
unequally in mobility space creating misalignment between each charge’s CPC response. The
changing size distribution alters the fraction charged and changes the response through the
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misalignment (Chapter 6). With the knowledge of the bias, we created a new H-TDMA inversion
routine. This inversion routine assumes that multiple charges are present in the chamber and all
charges grow by the same growth factor distribution. Using the inlet size distribution, the
recorded CPC response, and the DMA transfer functions, the routine inverts the response. We
combusted grass from Montana in an environmental chamber and showed that the first three
charges adhered to the same growth factor distribution. The routine was able to return the correct
growth factor distribution, even in highly multi-charged situations (Chapter 7). This eliminated
the biases found in the previous chapter.
During confirmation of the inversion routine (Chapter 7), we obtained simultaneous
measurements of hygroscopicity and aerosol density. We used this response to assess the mixing
state of the aerosol and test the assertion that the bimodal hygroscopic response is due to external
mixing (Carrico et al. 2010). The simultaneous measurements of hygroscopicity and aerosol
density display a continuous response consistent with an internal mixture. Additionally, the
density and the hygroscopic response followed a simple volumetric mixture of smoldering-like
aerosol with flaming-like aerosol (Chapter 9). From this we conclude that the bimodal
hygroscopic response results from an internal mixture of flaming-like aerosol with smolderinglike aerosol.
We again combusted grass aerosol in an environmental chamber. This sample of
grass, also from Montana, created a monomodal hygroscopic response. When this aerosol was
placed into an elevated relative humidity atmosphere (20 %), the aerosol evaporated nearly 4
times faster than dry conditions. Simple gas phase diffusion or equilibrium expressions struggle
to adequately explain why the presence of a small amount of water causes accelerated
evaporation. If the particle is assumed limited by diffusion in the particle phase, the observation
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is easily explained. Additionally, we estimated the diffusivity of the particle phase using the VTDMA combined with a CPMA. The particle phase diffusivity was consistent with an
amorphous substance and had a diffusivity value between tar pitch and peanut butter (Chapter
10).
We oxidized various amounts of toluene gas in a PAM reactor and measured the
hygroscopicity of the resulting aerosol. The PTR-MS tracked the decay of toluene while the
AMS tracked the organic aerosol mass, the O:C ratio, and the hydrogen-to-carbon (H:C) ratio.
Four different toluene concentrations and four different oxidant concentrations were used to
explore the O:C ratio and hygroscopicity space, and we used three replicates of toluene
concentration along with 4 repeats in hygroscopicity measurement to provide statistics on the
resulting trends. The amount of repeated measurements increased the confidence in the
relationships between the O:C ratio and hygroscopicity. Although more work needs to be done to
determine which claims can be made with the data, a clear relationship between O:C ratio and
hygroscopicity resulted (Chapter 12).
Using both the V-TDMA and the model, we showed that the sigmoidal shape of the
mass fraction remaining plot is a strong function of multi-charging. Azelaic acid was evaporated
in the V-TDMA oven. The flow from the outlet of the oven was split between the AMS and the
V-TDMA. The mass fraction remaining plots from the V-TDMA did not exactly match the
AMS, but the two responses had the same shape. Since the first charge was tracked along with
doubly, triply, quadruply, and quintuply charged particles, the assumption made by most
comparisons, everything is singly charged (Cappa 2010; Park et al. 2013), can be tested. The
sigmodal shape of the singly charged response does not resemble the AMS mass fraction
remaining curve, and the sigmoidal shape of all charges does. Although more work needs to be
18

done to increase the comparability between the AMS mass fraction remaining plot and the VTDMA mass fraction remaining plot, the shape of the AMS mass fraction remaining plot is a
significant function of multicharged particles and the assumption that the mass accommodation
is equal to 1 is satisfactory (Chapter 13).
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Chapter 2: Development and Qualification
of a VH-TDMA for the Study of Pure
Aerosols
First published in Aerosol Science and Technology, Volume 52, Pages 120-132, 2019

2.1 Abstract
We create and qualify a Volatility and Hygroscopicity Tandem Differential Mobility
Analyzer (VH-TDMA) for the study of aerosols. This VH-TDMA measures size distributions,
volatility, and hygroscopicity and includes an auxiliary conditioner that allows quick connection
to other external aerosol conditioners. The differential mobility analyzers are not temperature
controlled, allowing the surrounding environment to influence the measurement conditions, and
this is fully accounted for when measuring aerosol volatility and hygroscopicity. For the
volatility conditioner, the VH-TDMA uses a 15 m coil of tubing in an oven to evaporate aerosol
samples at elevated temperatures. We measured several single component model aerosols to
qualify the Differential Mobility Particle Sizer (DMPS) channel and each of the conditioners:
hygroscopicity and volatility. Due to insufficient power supply calibration in this study, the
TDMA channel is limited to particle sizes greater than 70 nm. The DMPS channel was able to
reproduce ammonium sulfate size distributions when compared to common scanning mobility
particle sizers. For hygroscopicity, the standard deviation in the measured ammonium sulfate
growth factors was 0.03 over a four hour experiment. From this data, the TDMA has an observed
relative humidity error of +/- 0.6% with manufacturer reported error of +/- 1.2% relative
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humidity. The volatility channel reproduced the previously published saw tooth pattern of room
temperature saturation vapor pressures from atomized C3-C9 diacids. The maximum percent
difference in room temperature saturation vapor pressure was approximately 80%. The enthalpy
of sublimation derived from the diacids increased monotonically (except for suberic acid) and
resembled measurements from mass effusion techniques.

2.2 Introduction
Atmospheric aerosols are solid or liquid particles suspended in the atmosphere. These
particles directly interact with sunlight causing changes in the Earth’s energy balance by
absorbing and scattering incident light. When suspended in the atmosphere, the aerosol particles
scavenge atmospheric water to create clouds which indirectly make alterations to the Earth’s
energy balance (Boucher et al. 2013). At the ground level, atmospheric particles are small
enough to enter the airways of humans and influence health events (Pope 2000). Primary
particulate emissions can be natural (e.g. resuspension of soil, aerosolization of salt particles
from sea spray, and emission of smoke from wildfires) or can be anthropogenic (e.g. combustion
of fossil fuels, cooking of food, or emission from industrial or energy production) (Hinds 1999).
The amount and size of atmospheric particles are influenced by secondary chemical processes.
For example, oxidation of atmospheric gases creates lower-volatility products that condense on
existing particles and nucleate new ones. These oxidative processes can also react with the
particles themselves fragmenting particle phase molecules, which can return to the gas phase
(Goldstein and Galbally 2007). These primary and secondary processes define the chemical
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nature and the total mass of the atmospheric aerosol and therefore impact the Earth’s energy
balance and human health.
A Tandem Differential Mobility Analyzer (TDMA) is made up of two Differential
Mobility Analyzers (DMAs) in series and is suited to explore the primary and secondary
processes that drive the chemical and physical evolution of atmospheric aerosol particles. A
DMA classifies particles by electrical mobility which is directly related to the particle size
(Knutson and Whitby 1975). When two DMAs are employed in series, the first DMA selects a
particle size, an experiment is performed, and a second DMA measures the final size in
conjunction with a Condensation Particle Counter (CPC). Therefore, the experiment between the
DMAs must alter the size of the selected particles (Rader and McMurry 1986).
Three primary TDMA experiments are used to explore primary and secondary
atmospheric aerosol processes. 1) For hygroscopicity, dry particles are selected by the first
DMA, and these particles are placed in a humid environment. The particles absorb water by
condensation, and the final diameter measured by DMA2 is related to hygroscopicity, which
defines a particle’s affinity for water (Liu et al. 1978). Early hygroscopicity experiments left
DMA2 under the influence of environmental temperature (Li et al. 1992; McMurry and
Stolzenburg 1989). Modern TDMAs either heavily insulate the second DMA or place DMA2
and its tubing in a temperature controlled environment to increase hygroscopic measurement
reproducibility (Duplissy et al. 2009). 2) For volatility, selected particles from DMA1 are placed
in a heated environment to partially evaporate the condensed phase. The final diameter measured
by DMA2 is related to the saturation vapor pressure of the aerosol particles (Rader et al. 1987).
Measuring saturation vapor pressure as a function of temperature allows the estimation of the
enthalpy of sublimation or vaporization (De Nevers 2012). Volatility experiments often use a
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short, electrically heated tube to establish the heated experimental environment (Hong et al.
2017; Wehner et al. 2002). 3) For reactions, selected particles from DMA1 are passed through a
chemical reactor. The final diameter measured by DMA2 is related to either the condensation of
gaseous chemical products, or the evaporation of condensed phase chemical products. From
these measurements, reaction rates can be calculated (McMurry et al. 1983).
We have created a Volatility and Hygroscopicity TDMA (VH-TDMA) system capable of
measuring the size distribution, hygroscopicity, and volatility of aerosols. Additionally, the
TDMA exists on a portable platform with an auxiliary conditioner allowing quick connection to
reaction chambers. The hygroscopicity conditioner is only lightly insulated and performs
commensurate to many temperature controlled counterparts. The volatility conditioner includes a
15 m coil in an oven which is more accurate than our first design: two short, electrically heated
tubes. The TDMA is able to reproduce the hygroscopicities, saturation vapor pressures, and
enthalpies of sublimation and vaporization of atomized single component model aerosols as well
as measure size distributions. Here, we describe the key measurement features and highlight
main results from instrument performance testing. Greater details on instrument design, derived
formulas for hygroscopicity and volatility parameters, and laboratory testing results are offered
in Appendix A and are referenced throughout this main document.

2.3 Design Requirements
There are many design requirements for a TDMA. We explore flow rates, relative
humidity, and oven temperature below. Additional design specifications can be found throughout
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Appendix A. Sheath and aerosol flow rates in this open flow TDMA should be accurate and
stable to ensure correct measurement of diameter. The sheath flow rate should not vary more
than 2%. The aerosol flow rate should be accurate to within 5% (Wiedensohler et al. 2012). In
addition to flow rate, hygroscopicity measurements require accurate measurement and control of
relative humidity (Massling et al. 2011), and volatility measurements require accurate
characterization of evaporation temperature. Figure 2.3.1 displays the TDMA flow diagram. A
detailed description of the flow diagram and the individual pieces of equipment can be found in
Appendix A.2, and the atomization and pretreatment assembly used in all experiments is
described in Appendix A.1.
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Figure 2.3.1: TDMA flow chart. Pressures and temperatures used to determine the designed
orifice flows rates are noted. The sample inlet is at the top left, and the conditioning area is
shaded. The two DMAs are labeled and shaded. Particle counting is at the bottom right.

The aerosol flow rate is measured by two differential pressure flow meters. The
differential pressure flow meters (FM1 and FM2) are calibrated individually using a bubble flow
meter (Figure A.2.1). When in Differential Mobility Particle Sizer (DMPS) mode, the aerosol
flow passes through both flow meters. The two measurements can be used to estimate error in
calibration. The average difference in flow rate was 0.003 LPM, which is less than 0.2% of the
1.51 LPM flow rate. Errors due to changes in laboratory temperature and pressure create an
additional 1.3% total error in aerosol flow measurement. Larger errors can occur when moving
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the instrument to areas with different atmospheric conditions. This underscores the necessity of
calibration when deploying instrument. The stability of the sheath flow can also be estimated
using FM1 and FM2. Since the aerosol flow rate is controlled by the balance of exiting DMA
orifice flows and entering sheath mass flow rate, the variation in inlet aerosol flow rate
encompasses all variation in sheath flows. The aerosol flow rate varies by about 0.01 LPM.
When operating at a sheath flow of 6 LPM, the aerosol flow variation is well under the required
2%. This error is consistent with the accuracy of the mass flow controller. The error (±1%) due
to the mass flow controller in high flow (approximately 16 LPM) is assumed to be as reported by
the manufacturer, and the reported error is well below 2%.
Relative humidity measurement is critical to hygroscopicity accuracy. DMA2 is insulated
with a single layer of insulation tape and the inlet streams (sheath and aerosol) have no
insulation. Therefore, changes in environmental temperature will influence the inlet streams and
DMA2 unequally. We have chosen to use two different relative humidity control methods for lab
and field conditions. For laboratory conditions, the first method fixes the dry air/wet air mixing
ratio and the total flow to the aerosol humidifier and the DMA2 sheath. Under this method,
which we refer to as dew point control, environmental temperature differences change the
relative humidity of the DMA2 inlet streams. However, since DMA2 has a much larger thermal
mass and light insulation, the relative humidity and dew point inside DMA2 is stable.
Measurements of dew point temperature and DMA2 internal temperature by Resistance
Temperature Detector (RTD) are used to calculate relative humidity when operating under dew
point control. The second method requires direct control of sheath and aerosol inlet relative
humidity. The environmental temperature does not influence the relative humidity in the inlet
streams, but the change in dew point of the inlet streams does change the internal dew point and
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relative humidity inside DMA2. The dew point meter is expected to not keep up with the
changing dew point necessary for field deployment. In this situation, the RH&T probes are more
accurate than the dew point-RTD method. The two control methods produce similar results under
lab conditions (when ambient temperature fluctuates within ±1.5°C). In this work, dew point
control is used, and relative humidity control is intended to be used in field work.
The temperature measurement method is important to volatility. We use a large 0.12 m3
oven with 15 m of 3/8 inch thin walled copper tubing suspended inside. This setup provides a
constant external tubing temperature and provides two advantages: 1) the long length of tubing
enables measurement of saturation vapor pressures below 1x10-5 Pa and allows neglecting of
entrance and exit lengths, and 2) a single internal temperature exists between the entrance and
exit lengths. The oven temperature is controlled by a thermocouple outside the tubing but within
the oven while the internal temperature is measured by a thermocouple in the aerosol flow
beyond the influence of the exit and entrance lengths. We initially tried a 0.6 m length heater
(residence time of 15 seconds) with resistance heating but were unable to obtain accurate
enthalpies of sublimation.
The oven temperature measurement method provides a well characterized temperature for
the calculation of phase transition enthalpy. Dew point control provides accurate measurement of
relative humidity, and the results are comparable to direct relative humidity control.
Measurements of flow rate in DMA1 and DMA2 are both stable and accurate. This flow
measurement is required for accurate particle size selection. The differential flow meters must be
recalibrated when the instrument is deployed to the field.
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2.4 DMA accuracy and alignment
DMA1 must be able to accurately select particles of the correct diameter, and DMA2
must be able to accurately measure the size distribution after the intervening experiment. Flow
rate and power supply voltage are the primary factors to accurate measurement. Flow rates
measured above were accurate, and this section will directly test power supply accuracy. The two
DMAs were checked against a 200 nm Polystyrene Latex Sphere (PSL) standard (Duplissy et al.
2009; Wiedensohler et al. 2012). However, alignment of the two DMAs should be checked
across the entire operational range (Duplissy et al. 2009). As with flow rates, errors of 2% or less
should be expected. Additional information about the following experiments can be found in
Appendix A.3.
A 203 nm PSL standard was atomized and sent to DMA1 and DMA2 individually.
Diameters smaller than 150 nm are difficult to characterize due to additional solutes in the PSL
solution. Under high sheath flow conditions, the instrument is limited to diameters below 230
nm. Thus a PSL standard between 150 and 230 nm is the only valid diameter to compare both
high flow and low flow (approximately 6.5 LPM) in DMA1 and DMA2. For this experiment, a
single power supply (DMA2) is used to test both DMAs. The DMA2 check (Figure A.3.1)
showed that both high flow and low flow agree with the standard within 1 nm. For the DMA1
test, the DMA2 power supply was connected to DMA1. In high flow, DMA1 agrees within 1 nm,
and in low flow, DMA1 measures just over 1 nm from nominal (Figure A.3.2). The standard
used had a certified accuracy of ±5 nm. Therefore error in the standard exceeds the error in both
DMA1 and DMA2, and both DMAs in conjunction with the DMA2 power supply perform
within ±5 nm at 203 nm.
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Figure 2.4.1 displays the test of alignment across the intended range of the TDMA using
ammonium sulfate particles. The x-axis is the DMA1 set point, and the y-axis is the percent error
of DMA2 relative to DMA1. Points above the x-axis denote DMA2 being biased larger than
DMA1. The greyed area on the plot represents the range of errors between DMA1 and DMA2
measured in the PSL experiment above. The legend shows which flow rate was chosen for the
two DMAs. For example, the squares represent DMA1 in low sheath flow and DMA2 in high
sheath flow. Explanation of the set-up for the experiment is covered in Appendix A.3.

Figure 2.4.1: Sizing accuracy between the two DMAs. The data presented is the result of
comparing the diameters of DMA1 and DMA2. In the legend, the first high/low represents the
DMA1 sheath flow while the second high/low represents the sheath flow in DMA2 (e.g. squares
are with DMA1 in low flow while DMA2 is in high flow). Error bars are the 95% confidence
intervals of the mean value. Grey area represents error from PSL experiment at 203 nm. Dashed
lines indicate the desired ± 2% error.

Based on Figure 2.4.1, the ammonium sulfate experiment agrees with the error at 203 nm
from PSL experiment (grey area). However, unlike the PSL experiment above, this alignment
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experiment includes an additional power supply for DMA1. Thus, the errors seen in Figure 2.4.1
include voltage bias between the two power supplies. A clear trend of larger biases at smaller
diameters exists. This observation is consistent with a voltage error existing between the two
power supplies. Using the flow rates from above, our estimate of voltage error is consistent with
the stated accuracy of the two power supplies.
The absolute error of the two DMAs was within 2% using the DMA2 power supply. The
relative error between DMA1 and DMA2 does include errors in excess of 2% when below 70
nm. This observation is consistent with a voltage error between the DMA1 power supply and the
DMA2 power supply. Rather than calibrating the two power supplies, we chose to limit
investigations to diameters equal to or above 70 nm. With this limitation, the TDMA is able to
select and measure mobility diameters to within 2% and particle losses are minimized (Appendix
A.4.1 and Appendix A.2).

2.5 DMPS
Although the TDMA is not intended to provide size distribution measurements, the
TDMA can supplement other size distribution tools. There are many requirements to ensure
accuracy and inter-comparability between size distribution measurement systems. When
operating in DMPS mode, the TDMA should ensure relative humidity is less than 40%, the error
in aerosol flow should be less than 5%, the sheath flow should vary by less than 2%, and the
temperature and pressure should be measured prior to DMA entrance (Wiedensohler et al. 2012).
Here, we utilize DMA2 for DMPS measurement. The TDMA meets all these requirements
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except pressure measurement, which is performed after DMA2. Particle loss through the tubing,
neutralizer, and DMA should be quantified. In this study, particle losses in DMA2 were not
considered. The particle loss results and CPC counting efficiencies should be included in the
inversion process, and the DMA2 alignment should be confirmed. Particle loss (Friedlander
2000), CPC counting efficiencies (Hermann et al. 2007), and inversion methods (Hagen and
Alofs 1983) can be found in Appendix A.4. Finally, the TDMA should be compared with other
size distribution methods, and this experiment is documented in Appendix A.4.3. A TSI model
3696, which adheres to Wiedensohler et al (2012), is used for comparison.
Comparisons of particle size distributions between the custom DMPS system developed
here and a commercially available Scanning Mobility Particle Sizer (SMPS), the TSI model
3696, are shown in Figure 2.5.1. The asterisks corresponding to “SMPS (TDMA high)” were
taken simultaneously to the high flow DMPS data, while the triangles corresponding to “SMPS
(TDMA low)” were taken simultaneously to the low flow DMPS data. The dash line displays the
results of the DMPS scan while the DMA2 sheath was set to low flow. The dotted line displays
the DMPS results using a high sheath flow rate. In low flow, the capability range of the DMA is
20 nm to 240 nm. In high flow, the capability range of the DMA is 20 nm to 450 nm. The table
included in Figure 2.5.1 displays the zeroth moment of the distribution (M0) in number per cubic
centimeter, and the second column displays the number average particle diameter, defined as the
first moment (M1) divided by the zeroth moment in nanometers (M1/M0). In both columns, the
moment is computed between 20 nm and 240 nm. This range allowed the comparison of the two
DMPS sheath flows (high and low) with the SMPS. Performing the two moments across the
entire range to compare low DMPS flow to the SMPS (TDMA low) does not significantly alter
the results.
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Figure 2.5.1: Comparison of the TDMA DMPS channel to a TSI SMPS 3696. The DMPS high
flow denotes that the sheath flow rate is high, and DMPS low flow denotes that the DMA2
sheath flow is low. SMPS (TDMA high) and (TDMA low) denotes the comparison dataset e.g.
DMPS high flow taken simultaneous to SMPS (TDMA high). Since nothing changed with the
SMPS instrument or experimental setup between high and low flow experiments, the two SMPS
measurements should equate. M0 in the table denotes the zeroth moment of the distributions
evaluated between 20 nm and 240 nm. M1/M0 is the number based average diameter evaluated
over the same range.

The shape of all distributions, characterized by the number average particle diameter, is
very similar as is the number concentrations. The SMPS curve changes slightly in shape at 250
nm due to lack of charge correction at the largest diameters. The TDMA assumes a distribution
beyond the largest bin (see Appendix A.4.2) and thus charge corrects all measured bins. The
upper limit of the moments is 240 nm and does not reflect the differences in multi-charge
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correction. The total particle counts from the SMPS scans are 5% different from one another
showing aerosol consistency throughout the experiment. We see that in high flow, the error in
total population measurement is 2% while in low flow the error is 12% different.
The DMPS channel of the TDMA meets nearly all requirements for size distribution
measurements. Only two discrepancies exist: 1) location of the absolute pressure measurement,
and 2) no consideration of losses within DMA2. If losses within the DMA were included, both
DMPS responses would increase. Therefore, both DMPS curves should be shifted up slightly.
This change would close the error between high flow and the SMPS value while increasing the
error in the low flow values. In the technical standards harmonization experiment (Wiedensohler
et al. 2012), errors of up to 10% were reported at diameters below 200 nm. Thus, the error in
high flow measurements is well below this value while low flow is slightly higher.

2.6 Hygroscopicity
We sampled 6 atomized single component model aerosols at or above 90% relative
humidity to evaluate capability of the hygroscopicity conditioner. Petters and Kreidenweis
(2007) developed a relationship between diameters, relative humidity, and hygroscopicity; and
we used this relation to determine hygroscopicity. The relationship requires the instrument
accurately measure relative humidity especially when assessing high growth aerosols. Methods
detailing the experiment, calculation of hygroscopicity, and choice of error are detailed in
Appendix A.6. Relative humidity is first calibrated using ammonium sulfate and published
empirical relationships (Tang and Munkelwitz 1994). Insulated and climate controlled TDMAs
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have stable ammonium sulfate growth factors with a standard deviations of less than 0.07
(Massling et al. 2011). But our chosen control method sets the dew point, not relative humidity.
Therefore, deviation in relative humidity (measured relative humidity vs relative humidity
calculated by growth factor) is a better metric than growth factor standard deviation. We also
measured 5 additional atmospherically relevant single component model aerosols.
To ensure relative humidity accuracy, calibration of the TDMA is performed using ammonium
sulfate and the empirical relations mentioned above. To accomplish this, ammonium sulfate was
aerosolized for just over four hours. Relative humidity for each scan was calculated using the
measured dew point and temperature inside DMA2 (Buck 1981). The growth factor of every
scan was calculated, and the actual relative humidity determined from the empirical
relationships. The mean of both data series was calculated and a required shift in mean relative
humidity determined. The measured temperature inside DMA2 is adjusted to shift the relative
humidity so that the two calculated means agree. For this dataset, the measured temperature in
DMA2 was shifted down 0.27° C to eliminate relative humidity inaccuracy. Figure 2.6.1 displays
the error prior to adjustment. This calibration method is for the lab only. The RTD is not used in
field measurements; RH&T probes are used instead. The RH&T probes are calibrated with
ammonium sulfate as documented in Appendix A.2.5.
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Figure 2.6.1: Error in relative humidity and growth factor over 4 hours at laboratory conditions
while operating under dew point control. The short dashed line represents the measured relative
humidity, calculated from the dew point temperature and the measured absolute temperature. The
long dashed line is the measured growth factor. The solid line is the calculated relative humidity
from the growth factor measurements. Oscillations were caused by changes in room temperature.

Figure 2.6.1 displays the growth factors measured during ammonium sulfate calibration
in addition to the measured and actual relative humidity over the four hour experiment. The
standard deviation of the measured growth factors is 0.032, which is well below the highest
standard deviations reported for temperature controlled TDMAs (0.07). When controlling
relative humidity of the inlet streams, instead of dew point control, the variation in growth factor
is comparable to the measured 0.032. After calibration, the mean of the measured relative
humidity from dew point and absolute temperature shifts up to match the mean of the calculated
relative humidity (Tang and Munkelwitz 1994) obtained from the growth factor data. Figure
A.6.1 plots the difference between these two values after the adjustment. We see from this plot
that the TDMA can maintain a relative humidity accuracy of approximately ± 0.6%. The error in
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dew point temperature, as stated by the manufacturer, is 0.2° C, and the error in the DMA2 RTD
is 0.15° C. Assuming these two stated errors represent ± 3 standard deviations, the manufacturer
estimated error at 90% relative humidity is ± 1.2%. We assume that ± 0.6% of the stated
manufacturer error occurs within experiment while the remainder is long term instrument error.
The TDMA reproduced hygroscopicities of five additional atmospherically relevant
single component model aerosols ranging from 0 to 0.5 (Table 2.6.1). This experiment lasted
several days and is assumed to be subject to long term variation. The long term error, ± 1.2 %, is
much larger than all other errors associated with the TDMA (Appendix A.6.4). Therefore, we
have chosen to estimate the measurement uncertainty in hygroscopicity by assuming a low and
high relative humidity offset from the mean by 0.6%. The table not only displays estimates in
hygroscopicity from other TDMAs for direct comparison, but also displays results from Cloud
Condensation Nucleus Counters (CCN), Electrodynamic Balances (EDB), and Aerosol Optical
Tweezers (AOT). Levoglucosan, oleic acid, and fructose match all previously published work.
Glutaric and malonic acid matches with AOT and EDB values. The measured value for
ammonium sulfate hygroscopicity, which deviates from the published values, agrees with Tang
and Munkelwitz (1994). The TDMA is able to reproduce hygroscopicities from near zero to the
equivalent of ammonium sulfate.

Table 2.6.1: Measured hygroscopicities of six standards.
Compound

TDMA
derived A

CCN
derived A

Ammonium
Sulfate

0.53

0.61

AOT,
EDB
derived
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Average
measured
relative
humidity
(%)
92.4

Measured
Value

Measurement
Uncertainty
(+/-)

0.458

0.065

Levoglucosan
0.165
0.208
92.4
0.176
0.047
B
Glutaric Acid
0.2
0.088
0.168
91.6
0.189
0.024
B
Malonic Acid
0.44
0.227
0.292
91.0
0.316
0.039
Oleic Acid
N/A
N/A
0.003 B
92.5
0.003
0.0004
Fructose
N/A
0.17 C
0.18 C
92.5
0.180
0.024
A- (Petters and Kreidenweis 2007), B-(Rickards et al. 2013), C-(Chan et al. 2008)

The standard deviation in growth factor was below 0.07, but this comparison is not
representative of our control method. This metric assumes that the TDMA attempted to control
relative humidity. But our control system allows movement in relative humidity and correctly
measures the movement of relative humidity associated with a change in growth factor (Figure
2.6.1). Assuming the measured relative humidity deviation of ±0.6% from Figure A.6.1
represents ±3 standard deviations, we can use the empirical relations from Tang and Munkelwitz
(1994) to calculate the associated growth factor assuming a nominal relative humidity of 90%.
This calculation results in standard deviation in growth factor of 0.01, well below 0.07. Also, we
should make two experimental notes: 1) room temperature changed by ±1.4°C over the four
hours and causes the cycles seen in Figure 2.6.1 and A.6.1) individual ammonium sulfate scans
were approximately 4 minutes in length. Over this 4 minute period, the TDMA averages 525
individual measurements of dew point and DMA2 temperature to determine the characteristic
relative humidity.

2.7 Volatility
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Qualification of the volatility conditioner of the VH-TDMA requires comparison to
known single component model aerosols using established methods. The mass evaporated from
an aerosol is not only a function of oven residence time, but also the evaporation temperature and
the chemical composition. All three of these variables interact with one another and must be
considered. Previous authors compared thermograms and/or temperature of complete
evaporation of a single component model aerosol (Villani et al. 2007), typically ammonium
sulfate. These two methods require the same oven residence time for direct comparison. To
properly test the volatility conditioner, the residence time and characteristic temperature should
be tested independently. Additionally, the choice of single component model aerosol should
reflect the aerosol to be studied. We propose and use an established method to measure
saturation vapor pressure at room temperature, which tests the choice of oven residence time. We
then measure saturation vapor pressures at several elevated temperatures and calculate the phase
change enthalpy, which tests the associated characteristic oven temperature. Saturation vapor
pressures and phase change enthalpies of single component model aerosols are available,
allowing investigators to choose the appropriate models to qualify their instruments.
We evaluate the capability of the volatility conditioner by measuring the saturation vapor
pressure and sublimation enthalpy of nine diacid single component model aerosols. To do this, a
relationship between diameters measured by DMA2, before and after heating, is chosen to
calculate saturation vapor pressure (Zhang et al. 1993). This relationship assumes a constant
evaporation temperature throughout the oven. The Clausius-Clapeyron equation is then used in
conjunction with the measured temperature and saturation vapor pressure to calculate the phase
change enthalpy (Sandler and Sandler 2006). Experimental methods, calculation methods, and
errors are discussed in detail in Appendix A.7. Our results are compared to previous results using
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the same V-TDMA method (Bilde et al. 2003) and results from the mass effusion method. The
diacid single component model aerosols demonstrate the measurement limitations of the
instrument and naturally occur in atmospheric aerosol (Lightstone et al. 2000). The TDMA must
be accurate at all temperatures within the bounds of the instrument to be capable of measuring
volatility.
Diacid saturation vapor pressures at room temperature are tabulated in Table 2.7.1 and
plotted in Figure 2.7.1a. These values are calculated using the Clausius-Clayperon curve fit
evaluated at 296 K and are not significantly different than the actual saturation vapor pressure
measured at that temperature. Using a V-TDMA and this calculation method, Bilde et al.
displayed an alternating saturation vapor pressure pattern where odd-numbered carbon chain
length diacids displayed higher saturation vapor pressures than their evenly-numbered neighbors.
Figure 2.7.1 reproduces this “sawtooth” pattern by connecting asterisks. The largest discrepancy
between our measured values (asterisks without a line) and Bilde is azelaic acid where our
saturation vapor pressure is just over two and a half times the Bilde et al value. All measured
saturation vapor pressure values are within an order of magnitude and in some cases nearly
identical (e.g., suberic acid). The variation in saturation vapor pressure between each diacid often
exceeds an order of magnitude and allows us to easily reproduce the alternating pattern reported
by Bilde et al.
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Figure 2.7.1: Panel A: Comparison of measured saturation vapor pressure values of atomized
diacids at room temperature against those measured by Bilde et al. The x-axis is the length of the
carbon chain (e.g. 6 is adipic acid). The line is used to display the “sawtooth” pattern resulting
from the measurements by Bilde et al. Panel B: Measured enthalpies of sublimation compared to
Bilde et al and mass effusion techniques. The connected asterisks are from Bilde et al. The
triangles are the results from mass effusion techniques. Unconnected asterisks are measured by
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the TDMA. The error bars represent the 95% confidence intervals resulting from the linear curve
fits displayed in Figure 2.7.2.

The enthalpy of sublimation reported in Table 2.7.1 is shown graphically in Figure
2.7.1b. Bilde et al reported an alternating pattern between the even and odd length carbon chains
anti-correlated to the alternating pattern found in Figure 2.7.1a. We have connected the Bilde et
al points in Figure 2.7.1b to display the pattern. Our sublimation enthalpies do not indicate this
pattern. Also plotted in Figure 2.7.1b are sublimation enthalpies obtained by mass effusion by
sublimation. The enthalpies of sublimation by mass effusion do not show an alternating pattern
and appear to monotonically increase with increasing carbon chain length. Similarly, our
measured enthalpies of sublimation increase monotonically for all but suberic and azelaic acid.

Table 2.7.1: Volatility data from the TDMA along with data from Bilde et al. and Mass
Effusion.
Bilde et al.A

Measured

Mass
Effusion
Compound
P1* (@ 296K) ΔHvap/ΔHsub P1* (@ 296K) ΔHvap/ΔHsub ΔHvap/ΔHsub
(Pascals)
(KJ/mole)
(Pascals)
(KJ/mole)
(KJ/mole)
Malonic Acid
5.5e-4
3.6e-4
92
109B
97.1 ± 4.0
Succinic Acid
2.8e-5
3.9e-5
138
118C
130.1 ± 9.8
Glutaric Acid 5.6e-4 (294K)
N/A
6.7e-4
91
117B
Adipic Acid
1.1e-5
9.8e-6
154
125D
128.9 ± 2.0
Pimelic Acid
1.2e-4
5.1e-5
147
N/A
151.3 ± 4.7
Suberic Acid
1.1e-6
1.2e-6
184
143E
168.3 ± 10.0
Azelaic Acid
1.5e-5
6.0e-6
153
156B
151.3 ± 2.6
Levoglucosan
6.2e-5
N/A
N/A
125F
127.7 ± 10.5
Oleic Acid
2.0e-5
N/A
N/A
83.8G
144.8 ± 3.9
A-(Bilde et al. 2003), B-(da Silva et al. 1999), C-(Cox and Pilcher 1970), D-(Taulelle et al.
2009), E-(Davies and Thomas 1960), F-(Oja and Suuberg 1999), and G-(Stephenson et al. 1987).
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Figure 2.7.2 plots the saturation vapor pressure as a function of inverse temperature and
displays the oven measurement limits. A y-axis value of 9.1x10-4 Pa is the approximate upper
measurement limit of the current oven design. At this point, the particles have fully evaporated
and are unmeasurable. The lower measurement capability is at approximately 6.1x10-6 Pa. At this
lower point, the particle does not evaporate enough to detect a significant size shift. Additionally,
the minimum heated temperature for the volatility oven is approximately 28 °C or 3.32x10-3 /K
on the Figure 2.7.2 x-axis. The combination of this minimum heated temperature and the upper
measurement limit of the oven prevents measurement of glutaric acid beyond room temperature.
Therefore, a curve fit is not provided in Table 2.7.1, and the saturation vapor pressure given for
glutaric acid is at room temperature (21.5° C) instead of 296 K.

Figure 2.7.2: Saturation vapor pressures and Clausius-Clapeyron equation fits for all evaluated
compounds. Each line is a least squares curve fit of the recorded data. For glutaric acid, only a
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single data point is recorded. The upper saturation vapor pressure measurement limit for the
instrument is approximately 9.1x10-4 Pa, while the lower measurement limit is approximately
6.1x10-6 Pa. The minimum elevated temperature is 28°C or 3.32x10-3/K.

The TDMA was able to reproduce previously published diacid data and also measured
two additional atmospherically relevant aerosols: levoglucosan and oleic acid. The enthalpy of
sublimation for levoglucosan agrees well with published mass effusion data. However, the
enthalpy of vaporization for oleic acid does not agree with the published value, which was
determined from previously published Antoine constants. These Antoine constants for oleic acid
were determined for a minimum temperature of 441K, which is significantly higher than our
maximum evaluated temperature of 309K. But this discrepancy does not appear to fully explain
the error. For uncertain reasons, oleic acid is evaporating faster than expected at elevated
temperatures. We also found a monotonic increase in diacid enthalpy of sublimation with the
exception of suberic acid. Recent review of literature on diacids has also shown an average
monotonic increase in diacid enthalpy of sublimation (Bilde et al. 2015). We note that prior to
this design, we attempted use of an electrically heated, 0.6 m long tube as an oven (residence
time of 15 seconds). While this design passed the residence time test, it consistently failed to
reproduce the enthalpies of sublimation. The measured entry and exit length of the first design
were half of the total length of the heating section. We believe that the constant temperature
section of the heater was not long enough to neglect the entrance and exit lengths of the short
heaters.

2.8 Conclusion
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In evaluating the performance of the custom-built TDMA system described here, the
DMPS channel was consistent with a TSI SMPS system while in high flow but slightly high in
low flow. Low flow was only 12% high by number and reproduced the proper shape. Caution
should be used when comparing low flow results with other size distribution measurements. The
overall consistency with the TSI SMPS occurred despite the pressure transducer being located
immediately after DMA2. The expected impact of transducer movement is less than 0.5%, and
transducer location (before DMA vs after DMA) may not be important in DMPS measurements.
The VH-TDMA reproduced the hygroscopicity of six atmospherically relevant single component
model aerosols in dew point control mode, and relative humidity measurements are quite
accurate. Both the dew point control and relative humidity control provided similar error in
growth factor. Dew point control appears to be a valid control method in laboratory
environments where DMA2 is open to ambient temperature influence. This alternative is cheaper
and less complex than temperature controlled H-TDMAs. The VH-TDMA reproduced the
monotonic increase in the enthalpy of sublimation, with the exception of suberic acid, and the
alternating saturation vapor pressure pattern of diacids. We found during qualification that an
electrically heated, 0.6 m long tube was unable to provide a proper characteristic temperature
(low enthalpies of sublimation) while a 15 m tube suspended inside an oven easily reproduced
enthalpies of sublimation. From these measurements, we conclude the VH-TDMA is suitable for
study of hygroscopicities, saturation vapor pressures, enthalpies of sublimation and vaporization,
and size distributions of atomized pure component aerosols.
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Chapter 3: The Source of Relative
Humidity Error in Passive TemperatureControlled H-TDMAs
3.1 Abstract
The error in passive temperature-controlled Hygroscopicity Tandem Differential Mobility
Analyzers (H-TDMAs) could be either changing conditions inside the second Differential
Mobility Analyzer (DMA2), differences between the measured relative humidity and internal
DMA2 conditions, or both. We created an H-TDMA able to compare the error associated with
changing conditions within DMA2 to the error associated with assuming the exit/entrance
temperature is equal to the internal DMA2 conditions. A Resistance Temperature Device (RTD)
was placed inside DMA2 to measure temperature, and this temperature is representative of the
exiting DMA2 temperature. We chose a constant wet-to-dry air ratio to ensure a stable, accurate
dew point measurement and assumed this dew point is equal to the dew point inside DMA2. To
establish the correct conditions inside DMA2, we measured the growth factor of ammonium
sulfate and calculated the corresponding relative humidity. With the measurement of the entering
gas temperature, the measurement of internal DMA2 temperature, the measurement of exiting
gas temperature, the measurement of dew point, and the actual relative humidity associated with
ammonium sulfate growth, we attribute the error in relative humidity to the corresponding
sources. The error due to assuming the entering/exit gas temperature being equal to internal
DMA2 temperature exceeded all other errors associated with hygroscopicity measurements. By
placing an RTD inside DMA2 and fixing the ratio of wet-to-dry flow, passive temperature55

controlled H-TDMAs can conserve measurements and perform as well as temperature-controlled
H-TMDAs in laboratory environments.

3.2 Introduction
A Hygroscopic Tandem Differential Mobility Analyzer (H-TDMA) measures the size
increase of an aerosol due to an increase in relative humidity (Liu et al. 1978). The initial, dry
size of the aerosol exiting the first Differential Mobility Analyzer (DMA1) is known. The
selected aerosol passes through a humidifier, and the aerosol grows due to the absorbance of
water. The second DMA (DMA2) measures the final size of the aerosol. With the measured
initial size, final size, and relative humidity, the aerosol hygroscopicity is calculated (Petters and
Kreidenweis 2007).
A small error in either temperature or dew point, which results in an error in relative
humidity, creates a large error in the calculated hygroscopicity. For example, at 90% relative
humidity and assuming an ammonium sulfate aerosol, an error of 0.2 K in temperature or dew
point will result in a 10% error in hygroscopicity. Therefore, accurate measures of dew point and
temperature (or relative humidity) are necessary. Two methods are used to measure relative
humidity: humidity probes and dew point and temperature measurement. Capacitance probes
directly measure relative humidity and are typically used for relative humidity control. A Vaisala
HMP110 has an accuracy of +/- 2.5% at a relative humidity of 90% (2013b). Use of the probe’s
measured relative humidity could result in an error in hygroscopicity of +/- 23%. The second
option, as previously displayed, is to measure both the dew point temperature and dry bulb
temperature and then to calculate the relative humidity. Using an Edgetech Dewmaster (2012)
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and a platinum RTD (2013a), the error in hygroscopicity is +/- 18%. Accurate H-TDMAs prefer
to measure dew point and dry bulb temperature.
The aerosol equilibrates to the conditions inside DMA2, and therefore, the relative
humidity inside DMA2 must be known. Since the aluminum body of DMA2 has a much greater
thermal mass than the measurement devices, external measurements of relative humidity,
temperature, and dew point are different than the conditions inside DMA2 (Johnson et al. 2008).
Measuring inside DMA2 is difficult as the flow field cannot be disturbed, and this flow passes
through a strong electric field at elevated relative humidity. Difficulties in internal DMA2
relative humidity measurement have complicated the accurate measure of aerosol
hygroscopicity.
Two different practices have emerged to resolve the relative humidity measurement
difficulty. The first H-TDMAs used relative humidity probes to control and measure relative
humidity (McMurry and Stolzenburg 1989). To reduce error in these instruments, the
temperature and relative humidity of streams entering and exiting DMA2 are monitored.
Differences in temperature, and therefore relative humidity, between the DMA2 inlet and exit, in
excess of a nominal level, require the measurement to be discarded (Massling et al. 2005; Rissler
et al. 2006). This method culls data with large temperature gradients and is called passive
temperature control (Swietlicki et al. 2008). The second option is to control both relative
humidity and temperature, and this method is called active temperature control. DMA2 and the
humidification apparatus are placed inside a temperature-controlled volume (Cubison et al. 2005;
Dingenen et al. 2005; Duplissy et al. 2008a; Johnson et al. 2008; Villani et al. 2008; Weingartner
et al. 2002) . The apparatus inside the volume must be at or near the controlled temperature.
Thus, measuring the temperature of the control volume establishes the temperature inside
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DMA2. If the control volume temperature is constant and equal to the DMA2 temperature, the
external relative humidity measurement devices inside the control volume also measure the
relative humidity inside DMA2. If a gradient in temperature exists inside the control volume, and
thus DMA2, the actively controlled H-TDMA accuracy is degraded (Duplissy et al. 2008b).
In both control methods above, the temperature and relative humidity inside DMA2 is
inferred. Active temperature control both reduces the temperature gradients present within
DMA2 and reduces the temperature differences between DMA2 and the devices external to
DMA2. This reduction in temperature gradients/differences increases accuracy. This increase in
accuracy allows actively controlled H-TDMAs to use all recorded data. Passively controlled HTDMAs must discard data that does not conform to the ruleset, which assumes both the gradients
within DMA2 and between DMA2 and the external measurement devices are present. Two
differences occur between the two methods: gradients within DMA2 and differences in
temperature between DMA2 and the external measurement device. By measuring the
temperature inside DMA2 along with measuring dew point externally, the relative humidity
inside DMA2 will no longer be inferred. Combining this method with an H-TDMA without a
control volume, under the influence of the laboratory environment, the two errors can be
compared. Measuring the internal temperature should reduce the error in the instrument, if the
gradient in temperature within DMA2 does not significantly degrade accuracy. If the error in
passive H-TMDAs is due to the inference of internal DMA2 temperature, then measuring the
temperature inside DMA2 will allow passively controlled H-TMDAs to retain measured data. If
significant errors remain, despite knowing the internal DMA2 temperature, then the temperature
gradients present in DMA2 dominate the error, and stringent passive rulesets should be used
despite knowing the internal DMA2 conditions.
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We show that the primary source of error in a passively controlled H-TDMAs, in the
laboratory environment, is the inference of temperature inside DMA2, not DMA2 temperature
gradients. This study shows passively controlled H-TDMAs, measuring DMA2 internal
temperature, can retain all data and perform commensurate to actively controlled instruments in
the laboratory environment.

3.3 Apparatus and Methods
In Figure 3.3.1, we have limited our focus to DMA2 (TSI 3081) and the inlet and exit
streams. Portions of DMA2 are insulated with one layer of insulation tape. The areas near the
flanges are fully exposed to the atmosphere. Two inlet Relative Humidity and Temperature
(RH&T) probes (Vaisala HMP60) measure the inlet relative humidity and temperature. The
piping-T containing the two probes and the tubing supplying the flow are fully exposed to the
moving atmosphere (no insulation or temperature control is used). A third RH&T sensor (Vaisala
HMP60) is located on the sheath exit as close to DMA2 as physically possible. The piping-T
containing the probe and the connections between DMA2 and the piping-T are insulated under
several layers of insulation tape. A chilled mirror hygrometer (Edgetech Dewmaster) measures
the dew point of the sheath exit stream, downstream of the sheath exit RH&T probe. Inside
DMA2, a platinum Resistance Temperature Device (RTD) (Omega SA1-RTD) measures the
temperature of the exiting sheath. The entire apparatus including DMA1, the Nafion humidifiers,
and the heated water tanks are under the influence of a box fan set to high. The fan circulates the
room temperature air to make sure all portions of the apparatus are influenced by the changing
room temperature. Remaining details about the H-TDMA can be found in Oxford et al. (2019).
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For the purposes of this document, a couple of definitions are important. First, we define
all error associated with using the internal DMA2 temperature measurement, in conjunction with
the dew point temperature, as “remaining error” or “internal temperature error.” This error
includes all error resulting from DMA2 temperature gradients, mismatch in relative humidity
between DMA2 and the inlet streams, mismatch in relative humidity between the sheath and
aerosol, errors in diameter from both DMA1 and DMA2, errors in temperature and dew point
temperature measurement, and errors due to inversion. The error associated with using the exit
temperature instead of the internal temperature is called “exit temperature error.” The error
associated with assuming the entrance temperature instead of the internal temperature is called
“entrance temperature error”. The “exit temperature error” and the “entrance temperature error”
are equivalent to assuming the externally measured temperature is equal to the internal DMA2
temperature.

Figure 3.3.1. DMA2 and box fan. Although not shown, the entire system, including DMA1 and
the humidifier is under the influence of the box fan.
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We placed an RTD below the lower diffusion screen inside DMA2 to measure internal
temperature, and this internal temperature provides an estimate of the gas temperature exiting
with the selected aerosol. This arrangement is shown in Figure 3.3.2. No detectable difference in
classification has been measured, due to the insertion of the RTD, and the upper disk is grounded
and protects the RTD from the high voltage environment. The aerosol exit is 2.5 cm above the
screen and 3 cm from the measurement point. For comparison, the aerosol and sheath flows
entering DMA2 pass through 44.4 cm of the electric field to the aerosol exit. At a sheath flow of
15 LPM and an aerosol flow of 1.5 LPM, the mean residence time in the electric field for a
selected aerosol particle is 1.5 s. The mean residence time of a gas moving between the aerosol
exit and the RTD is 0.1 s, which is smaller than the selected aerosol residence time.

Figure 3.3.2. Base of DMA2. RTD is placed below the upper disk of the DMA2 base plate.

The measured temperature inside DMA2 is not the temperature of the gas exiting with the
selected aerosol, but the measurement should be a good estimate. The equilibration time of an
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aerosol to the elevated relative humidity environment is 8.6 x 10-6 seconds (Kerminen 1997).
This equilibration time is much smaller than either the residence time in the electric field or the
transit time between the aerosol exit and temperature measurement. Therefore, the aerosol is
assumed equilibrated to the environment. If a temperature gradient exists in the environment,
between the aerosol exit and the temperature measurement, an error in measured relative
humidity will occur. The cause of this environmental temperature gradient is likely temperature
gradients within the DMA2 walls. As we will see shortly, this relative humidity error will be
grouped with the internal temperature error and not with the inferred temperature error.
We chose a constant wet-to-dry air ratio to ensure a stable dew point measurement.
Control of relative humidity is usually performed by the faster RH&T sensors at the entrance of
DMA2. The control system has the capability of responding faster to environmental disturbances
than the dew point meter (Hennig et al. 2005). We chose not to control relative humidity and set
a fixed wet-to-dry air ratio. Changes in dew point are then governed by the changing
environmental temperature. The oscillation of room temperature is much slower than the chilled
mirror hygrometer response time. Figure 3 shows the oscillating dew point along with the
oscillating room temperature. The dew point temperature changes by 0.3 to 0.6 K over a period
of 14.5 minutes. This rate of change is significantly slower than the slew rate of the chilled
mirror hygrometer (2012). The oscillation in dew point could be caused by two items: the
adsorption/desorption of water in the system or dew point instrument error. The measurement
error of the chilled mirror hygrometer is ± 0.2 K (2012), which is a significant portion of the
oscillation. No attempt to ascertain the cause of the oscillation was made. The choice to not
control relative humidity will allow the relative humidity in all inlet and exit streams and inside
DMA2 to oscillate with room temperature. However, at every time, we will have a stable
62

measurement of external and internal temperature along with dew point temperature. Lastly, the
scan time necessary to define the DMA2 response is approximately 2.5 minutes, while one full
oscillation in Figure 3 is about 22 to 29 minutes. Therefore, we will have an accurate estimate of
internal relative humidity at any time, but we will incur some error due to the scan time length.
This scan time error will fall into the internal temperature error.

Figure 3.3.3. Dew point temperature oscillations in DMA2 when under the influence of
laboratory temperature oscillations.

We assume the dew point inside DMA2 is equivalent to the measured dew point. One
meter of stainless-steel tubing exists between the chilled mirror hygrometer and DMA2. We
should note that there is significantly more surface area for water adsorption/desorption prior to
and within DMA2 than after DMA2. A High Efficiency Particulate Air (HEPA) filter exists in
the sheath inlet line. This filter (and the lines preceding DMA2 and DMA2 itself) adsorbs much
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more water than the tubing after DMA2. Therefore, any actual changes in measured dew point
will follow the adsorption/desorption of the inlet lines, and the contribution of the exit line will
be small enough to neglect.
We used the growth factor of ammonium sulfate to calculate the corresponding relative
humidity, which assumes the particle is in equilibrium with its environment. The raw data from
the H-TDMA was inverted using the methods described in Chapter 7. The inversion resulted in a
growth factor distribution that was assumed to be normally distributed. The mean of the growth
factor distribution along with Equation 3.3.1a and 3.3.1b was used to calculate the relative
humidity. In Equation 3.3.1a, x is the weight fraction ammonium sulfate, Gf is the growth factor,

and ρm is the density of the mixture defined by Tang and Munkelwitz (1994). In Equation 1b,

RHGf is the relative humidity, aw is the activity of water defined by Tang and Munkelwitz (1994),
σ is the surface tension of water assumed to be 0.072 N/m, 𝑣𝑣� is the molar volume of water

assumed to be 0.000018 m3/mole, R is the gas constant, T is the temperature, and Di is the DMA1
diameter. These expressions, including the empirical relations from Tang and Munkelwitz,

assume that the particle is in equilibrium with its environment. From the previously mentioned
equilibration times, the ammonium sulfate solution should be very close to equilibrium. Any
error associated with this assumption will be included within the internal temperature error.

𝑥𝑥 =

1.77
𝜌𝜌𝑚𝑚 ∗ 𝐺𝐺𝑓𝑓3

(3.3.1𝑎𝑎)

4𝜎𝜎𝑣𝑣�
𝑅𝑅𝑅𝑅𝐺𝐺𝐺𝐺
�
�
= 𝑎𝑎𝑤𝑤 ∗ 𝑒𝑒𝑒𝑒𝑒𝑒 𝑅𝑅𝑅𝑅𝐷𝐷𝑖𝑖 𝐺𝐺𝑓𝑓
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(3.3.1𝑏𝑏)

With the entering temperature, the internal temperature, the exiting temperature, the dew
point, and the actual relative humidity associated with the growth, we can estimate the relative
humidity error. We assumed that the relative humidity calculated from the measured growth
factor was the actual relative humidity inside DMA2. With the dew point, internal temperature,
entering temperature, and exiting temperature, we can calculate the relative humidity assuming
each measured temperature is valid. From these estimated relative humidities, we can then
calculate the relative humidity departure as defined by Equation 3.3.2. In Equation 3.3.2,

RHi,depart is equal to the relative humidity departure, RHGf is the relative humidity calculated

using Equation 3.3.1a and 3.3.1b, and RHi,T is the relative humidity using the dew point

temperature and one of the measured dry bulb temperatures. This dry bulb temperature is either
the internal temperature, the exit temperature, or the entering temperature. The internal relative
humidity departure uses the internal temperature to calculate relative humidity, and the external
relative humidity departure uses either the exit or entrance temperature to calculate the relative
humidity.

𝑅𝑅𝑅𝑅𝑖𝑖,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑅𝑅𝑅𝑅𝑖𝑖,𝑇𝑇 − 𝑅𝑅𝑅𝑅𝐺𝐺𝐺𝐺

(3.3.2)

As will be seen, the measured internal temperature will be adjusted slightly so that the
mean internal relative humidity departure will be zero. The remaining temperatures, entrance and
exit, will be adjusted so that the mean of the exit and entrance temperatures match the mean of
the internal temperature. These actions will make the mean of the internal relative humidity
departure zero, and the mean of the remaining external relative humidity departures (exit and
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entrance) near zero. Additionally, the variance in departure will estimate the deviation away
from the mean. The variance can then be apportioned to each temperature assumption: the
internal temperature is the correct temperature, the exit temperature is the correct temperature, or
the entrance temperature is the correct temperature.
The total variance, σE,T2, is defined as the variance in external relative humidity departure

(exit or entrance) calculated using Equation 3.3.3. The total variance will equal the sum of the

variance of the internal relative humidity departure, σI,T2 (calculated using Equation 3.3.2), plus
the variance due to assuming the entrance or exit temperature is correct, σE-I,T2, plus the
covariance, COV, between the internal temperature and the entrance or exit temperature

assumption. This sum is shown in Equation 3.3.3. The variance in internal relative humidity

departure contains all the variation associated with hygroscopicity measurements but excludes
the variation due to the inference of the DMA2 internal temperature. As mentioned previously,
the variance in internal relative humidity departure includes internal temperature gradients inside
DMA2, error associated with the measurement of diameter in both DMA1 and DMA2, error in
the measurement of dew point and internal temperature, error due to scan time, and error
associated with a mismatch in relative humidity between the aerosol and sheath inlets. Due to all
means being at or very close to zero for all departures, the variance due to assuming the entrance
or exit temperature is correct, σE-I,T2, can be calculated using Equation 3.3.4 (not Equation 3.3.2).

The difference variable (RHE-I,T) becomes the difference between the relative humidity, assuming
the external temperature (RHE,T), minus the relative humidity, assuming the internal temperature
(RHI,T). This variance only contains the error from the measurement of external temperature and
the assumption that this measurement is equal to the internal DMA2 temperature. The internal
temperature, the exit temperature, and the entrance temperature measurements are all
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independent of one another. However, since all temperatures are under the influence of ambient
conditions, the measurements will covary. The covariance between these measured variables
requires the final term in Equation 3.3.3, COV. By subtracting the covariance from both sides and

then dividing by the difference between the total variance minus the covariance, the fraction of
the variance associated with the departure and the difference can be calculated. A direct
comparison of the error sources, the assumption that external measurements of temperature are
equal to the DMA internal temperature and all other sources of error, is now possible.

2
2
2
= 𝜎𝜎𝐼𝐼,𝑇𝑇
+ 𝜎𝜎𝐸𝐸−𝐼𝐼,𝑇𝑇
+ 2𝐶𝐶𝐶𝐶𝐶𝐶{(𝐼𝐼, 𝑇𝑇); (𝐸𝐸 − 𝐼𝐼, 𝑇𝑇)}
𝜎𝜎𝐸𝐸,𝑇𝑇

𝑅𝑅𝑅𝑅𝐸𝐸−𝐼𝐼,𝑇𝑇 = 𝑅𝑅𝑅𝑅𝐸𝐸,𝑇𝑇 − 𝑅𝑅𝑅𝑅𝐼𝐼,𝑇𝑇

(3.3.4)

(3.3.3)

3.4 Results
A calibration experiment was performed in the laboratory over a four-hour period.
Ammonium sulfate was atomized and sampled by the passive H-TDMA. During this time, 64
independent measurements of relative humidity (including the relative humidity calculated from
growth factor) were made. The dew point plotted in Figure 3 is the actual unadjusted dew point
measurement from this experiment. The internal temperature, shown in Figure 3.4.1, has been
adjusted by -0.3 °C to match the mean of the calculated relative humidity from the growth factor.
This change exceeds the error of the RTD but falls within the combined error of both the RTD
and the dew point meter. The two external measurements of temperature have also been adjusted
so that the mean of both external temperatures match the mean of the internal temperatures. The
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internal temperature adjustment is larger than both the exit temperature and entrance temperature
adjustments. These adjustments ensure that the average relative humidity associated with all
measurements are nearly equal, and the average relative humidity departure is near zero for all
cases. As will be seen, the variance associated with the internal temperature measurement is
always much smaller than the variance associated with temperature inference.
Figure 3.4.1 displays the measured temperatures during the calibration experiment. The
internal temperature, cyan asterisks with solid line, measured in the base of DMA2 varies within
a 0.2K window. The inlet temperature, the gold asterisks with dotted line, which was fully
exposed to room temperature, followed the environmental temperature and varied within a 0.6 K
window. The temperature difference between the inlet and the internal temperature regularly
exceeded 0.2 K. This difference in temperature between the top and bottom of DMA2 should
result in a growth factor that exists between the relative humidity existent at the aerosol exit and
the aerosol entrance (Bezantakos et al. 2016). Using the errors outlined above, the error in
growth factor due to these internal temperature gradients will lump into the internal temperature
variance. From Figure 4, we can conclude temperature gradients existed inside DMA2
throughout the experiment.
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Figure 3.4.1. Measurements of DMA2 internal, exit, and inlet temperature under influence of
temperature oscillations in the laboratory.

Temperature differences existed between external and internal measurement points. The
temperature measured at the DMA2 inlet and exit varied more than the internal temperature. This
phenomenon is due to the thermal inertia of DMA2. The insulated exit temperature varied less
than the inlet temperature due to the layers of insulation and the influence of DMA2, but the exit
temperature still showed influence from ambient conditions. Not only did temperature gradients
exist in DMA2, the temperatures measured at all points outside DMA2 were also different than
the internal temperature. These temperatures display the root cause of the inference error.
Figure 5 displays the relative humidity departure associated with each of the
temperatures. For each measurement, the temperature from Figure 3.4.1 was combined with the
dew point from Figure 3.3.3. We see that the measured relative humidity inside DMA2 departed
from the growth factor derived relative humidity by a much smaller margin than the two external
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measurements. For the insulated exit temperature, the variance was 0.065 %2 compared to the
internal temperature variance of 0.09 %2. Thus, the assumption, the exit temperature is
equivalent to the internal temperature, contains 42% of the relative humidity departure variance.
For the inlet temperature, the variance was 0.48 %2. thus, the assumption, the entrance
temperature is equivalent to the internal temperature, contains 84% of the relative humidity
departure variance. In the entrance case, the error, caused by the inference of the internal DMA2
relative humidity, was larger than all other sources of error combined (the internal temperature
error). In the exit case, the error, caused by the inference of the internal DMA2 relative humidity,
is nearly half of the relative humidity departure. The relative humidity error due to temperature
inference constitutes most of the error in passive H-TDMA systems operating under laboratory
conditions.
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Figure 3.4.2. Relative humidity departure during the calibration experiment. Oscillations in RH
departure are due to temperature oscillations in the laboratory.

3.5 Implications
Active temperature-controlled H-TDMAs use the temperature inside the controlled
volume as a surrogate for internal DMA2 temperature. The accurate surrogate allows actively
controlled H-TDMAs to retain measurements. By placing an RTD below the screen and fixing
the ratio of wet-to-dry flow, data from passive H-TDMAs increase in accuracy, and
measurements are conserved. This enables passively controlled H-TDMAs to perform as well as
temperature-controlled H-TMDAs.
The internal temperature measurement allows passive H-TMDAs to keep all
measurements. If a passive ruleset were enforced instead of internal temperature measurement,
the ruleset would likely compare the inlet temperature (or relative humidity) to the exit
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temperature (or relative humidity) (Rissler et al. 2006). Values above a certain difference would
indicate the need to discard the measurement. However, in this dataset, enforcing a ruleset of this
nature has no impact on the total variance of the relative humidity departure. This ruleset failure
may be due to the temperature difference, between the inlet and exit, not exceeding the
measurement noise. The correct ruleset, in this case, is a departure from the average temperature.
By enforcing a rule in which the difference between the inlet temperature and the average
temperature must be less than 0.1 K, similar results to measuring the internal DMA2 temperature
are achieved. This requires the elimination of nearly two thirds of the data. Passive control works
if the proper ruleset is enforced, however, a better choice is to measure the internal DMA2
temperature. The effort and cost to insert an RTD into the bottom of DMA2 below the upper disk
is minimal and the benefit measurable.
Table 3.5.1 displays stability data from an H-TDMA inter-comparison study (Duplissy et
al. 2008b). The results represent the instrument stability of six different H-TDMA systems with
various temperature control methods and the instrument performance in a controlled laboratory
environment. The final column in the table represents the accuracy of this passive method. The
relative humidity mean in the final column is the average relative humidity over the dataset,
while the error represents one standard deviation in relative humidity departure. Although the
passive H-TDMA does not control relative humidity, it does measure the correct relative
humidity making the measurement valid. This measured standard deviation in relative humidity
is on the order of temperature-controlled H-TDMAs. Unlike the temperature controlled
instruments, data derived from this method will likely need to be adjusted to ensure intercomparability (Massling et al. 2003).
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Table 3.5.1. Comparison of RH stability for active H-TDMAs and a passive H-TDMA with
internal DMA2 measurement. The error included in the RH stability field represents ± 1 standard
deviation.
(Duplissy et al. 2008b)
System
RH stability
T Control
method

HTDMA1
95%±0.25
T control
enclosure

HTDMA2
95%±0.07
Insulated
environment

HTDMA3
73%±1
T control
water bath

HTDMA4
90%±0.3
T control
water bath

HTDMA5
87%±0.6
Insulated
environment

HTDMA6
85%±0.2
T
controlled

(Oxford
et al.
2019)
93%±0.3
None

3.6 Conclusions
The inference of the internal DMA2 temperature is the primary source of error in
passively controlled H-TDMAs operating in the laboratory environment. By inserting an RTD
inside DMA2, data from passively controlled H-TDMAs can be retained. If stronger temperature
gradients exist in the environment, ignoring relative humidity control for the moment, inference
of the internal DMA2 relative humidity is likely the largest error. Insertion of the RTD in the
base of DMA2 would help significantly in this situation. When operating in the laboratory, the
passively controlled H-TDMA, with internal DMA2 temperature measurement, performed
commensurate to H-TDMA systems with temperature control.
The control method employed in this study is only an example and would likely struggle
outside the laboratory. Large temperature disturbances in field environments could create
condensation in instruments operating with these methods. Other control methods (i.e.
proportional control with slow response) could expand this method beyond the laboratory.
Further confirmation would be necessary. This subject highlights the second benefit of
temperature control: stable relative humidity without condensation.
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Lastly, the accuracy of the RTD in this study is ±0.15 K, and the accuracy of the dew
point meter is ± 0.2 K. If we assume that these ranges are ± 3 standard deviations, the standard
deviation of the relative humidity calculated from the combined RTD/dew point measurements is
nearly 0.5 %. This value is greater than the 0.3% measured above. Further increases in accuracy,
beyond the methods presented here, may require more accurate measures of temperature and dew
point.
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Chapter 4: On Ensuring the measured
Temperature Corresponds with the
Measured Vapor Pressure in Thermal
Denuders
4.1 Abstract
Two measurements are made in thermal denuders: set point temperature and vapor
pressure. Errors between these two measurements should be less than 20% to ensure accuracy in
vapor pressure within an order of magnitude. The vapor pressure, measured by thermal denuders,
is the integrated average of vapor pressure divided by temperature as a function of time, and this
measured vapor pressure does not necessarily correlate with the set point temperature in thermal
denuders. Additionally, the error between the measured vapor pressure and the set point
temperature will propagate to estimates of enthalpy through Clausius-Clapeyron. For accuracy,
the set point temperature must match the measured vapor pressure. A constant temperature
environment is recommended to ensure the measured vapor pressure equals the set point
temperature, and this environment will result in accurate estimates of enthalpy and reference
vapor pressure. A constant temperature environment is created when using a constant
temperature boundary condition, and this boundary condition is better than the constant heat
boundary condition encountered when using resistively heated devices. When using the constant
temperature boundary condition, the overall thermal denuder length determines accuracy
between the measured vapor pressure and the set point temperature. Although increasing the
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thermal denuder length increases particle loss, this increase in length does not hamper vapor
pressure measurements for large particles. Therefore, increasing the length of, and instituting a
constant temperature sector in, thermal denuders creates a match between the measured vapor
pressure and the set point temperature, which enables measurements within an order of
magnitude. This design is recommended for future implementations.

4.2 Introduction
Thermal denuders can be used to measure vapor pressures of aerosols in Volatility
Tandem Differential Mobility Analyzers (V-TDMA) (Rader et al. 1987) by placing the thermal
denuder between two Differential Mobility Analyzers (DMA). The first DMA (DMA1) selects a
monodisperse aerosol and that aerosol is passed into the heater section. The aerosol evaporates in
the heater section of the thermal denuder, and the second section, the denuder, adsorbs the
resulting gases. The adsorption prevents re-condensation of the gases evolved in the thermal
section. The second DMA (DMA2) measures the shrunken aerosol size. The final size, initial
size, temperature, compound(s) of interest, and thermal denuder design determine the measured
vapor pressure. At low aerosol concentrations, kinetic methods are used to derive the vapor
pressure (Tao and McMurry 1989). At high aerosol concentrations, equilibrium methods are used
(Saleh et al. 2008).
The differences in published vapor pressure and enthalpy measurements are significant. If
the vapor pressures are measured at multiple temperatures, the phase transition enthalpy can be
determined. Bilde et al. (2015) published a review of derived vapor pressures and enthalpies of
straight chained dicarboxylic acids. The measured vapor pressures varied by up to 4 orders of
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magnitudes and the resulting enthalpies varied by up to 80 Kj/mole. Atmospheric models often
bin the aerosol vapor pressures on an order of magnitude resolution (Donahue et al. 2006) where
the difference in enthalpies are 11 Kj/mole (Epstein et al. 2009). The variation in the measured
variables are well beyond the resolution assumed in proposed atmospheric models.
The differences in thermal denuder design are significant as well. Several different
heating methods are used: tubing in a furnace (An et al. 2007), heating tape wrapped around a
tube (Huffman et al. 2009; Wehner et al. 2002), tubing suspended inside an convection oven
(Oxford et al. 2019), tubes inside heated aluminum blocks (Jonsson et al. 2007), and tubes inside
water jackets (Bilde et al. 2003). The flow within the heated section can vary as well. A laminar
flow reactor design can be used whereby the aerosol flows within a clean sheath, which flows
within the heated tube. Sometimes the tube within which the aerosol flows is directly heated. The
residence time inside the heater also varies significantly from 0.3 seconds (Brooks et al. 2002) to
nearly 200 seconds (Zhang et al. 1993). The length of the heater also varies significantly from 40
cm (Jonsson et al. 2007) up to 15.25 m (Oxford et al. 2019). The second section of the thermal
denuder also varies. The denuder can vary from tubing (Saleh et al. 2008) to activated carbon
packed around a porous tube with a water jacket (An et al. 2007). Although the thermal denuder
designs vary significantly, a single vapor pressure is measured with each temperature set point in
all cases.
Each design has a characteristic temperature pattern, and this temperature pattern can
vary significantly within each design type. In Figure 4.2.1, the temperature pattern from a 61 cm
tube wrapped with the same heating tape, two different ways, is plotted. In both cases, excess
heating tape existed, and the portion of the heating tape used covered only the middle area of the
tubing leaving the entrance and exit exposed to laboratory conditions. The tubing, the heating
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tape, and the controlling thermocouple are identical. In both cases, insulation tape was used to
thoroughly cover the used portion of the heating tape. The location of the thermocouple and the
portion of the heating tape used changed between the two set ups. The set point for both setups
was 150 °C. The first setup reaches a slightly higher maximum temperature than the second.
However, the temperatures at the ends of the second setup are higher than the first. The average
temperature over the length of the tubing is nearly identical between the cases (first-107.3 °C,
second 107.4 °C).

Figure 4.2.1. The centerline temperature profile from two different setups using the same
heating tape, thermocouple, and tubing.

The focus in volatility is often on the vapor pressure measurement, but there are two
measurements made by thermal denuders: the vapor pressure and the corresponding temperature.
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Since no single temperature exists within the heated section, the temperature pattern must be
reduced to a single characteristic temperature. Temperatures used to correlate with the measured
vapor pressure include the set point (An et al. 2007), the maximum temperature (Wehner et al.
2002), or the something else (Huffman et al. 2009). The choice of characteristic temperature has
significant implications. In setup 1 from Figure 4.2.1, the maximum temperature is nearly 160
°C, the setpoint is 150 °C, and the average temperature is 107 °C. The shoulder on the right side
of the curve is approximately 148 °C. The difference in possible temperature choices could vary
by 10 to 15 °C. To compare two independent measures of vapor pressure, the measurements
must be at the same temperature. Additionally, if the method used to choose the temperature
does not match, the two vapor pressures cannot be compared. Secondly, the calculation of
enthalpy requires the input of a temperature corresponding to the vapor pressure. If two different
methods of temperature choice are made, two different enthalpies can result.
These two measurements, vapor pressure and temperature, must match for accuracy. The
Clausius-Clapeyron equation is used to relate the two variables and is shown as Equation 4.2.1.
In Equation 4.2.1, P* is the vapor pressure at temperature T. Pref is the reference vapor pressure

at the reference temperature Tref. The gas constant is Rg, and ΔH is the enthalpy of phase change.
For this example, the reference vapor pressure is assumed to be the correct vapor pressure that

corresponds with the correct temperature, Tref. If we assume an order of magnitude error in vapor

pressure, the ratio on the left side of the equality will be equal to 0.1. The assumed enthalpy, ΔH,

could be many values. In atmospheric studies, the largest enthalpy that will likely be encountered
will correspond with the lowest vapor pressure. Field investigations using C* bins of -2 are
common (Cappa and Jimenez 2010; Cappa and Wilson 2012; Grieshop et al. 2009), and the
corresponding enthalpy should be near 150 Kj/mole (Epstein et al. 2009). Assuming a value of
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373 K for the reference temperature, the reported temperature corresponding with order of
magnitude error in vapor pressure is 19 degrees at 100 °C. To be accurate to within 20%, the
chosen temperature must be within 1.5 °C. These two values show the impact of the exponential
function relating the two variables and accentuates the data from Figure 4.3.1. If authors choose
different temperatures, errors of an order of magnitude are possible.
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(4.2.1)

The mismatch between the measured temperature and the measured vapor pressure is a
substantial portion of the reported error in the diacid vapor pressures above. As will be shown,
the error has a significant impact on enthalpies as well. This study evaluates the impact of the
temperature distribution on vapor pressure and enthalpy measurements. We show that the correct
choice of temperature corresponding to the measured vapor pressure significantly improves the
accuracy of thermal denuder measurements. The importance of the proper temperature highlights
the benefits of certain designs, and we show these designs have inherent advantages. Thus, these
designs are recommended to ensure the proper temperature matches with the measured vapor
pressure to achieve order of magnitude accuracy.

4.3 Required Accuracy
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Several variables significantly impact thermal denuder measurements. To simplify the
situation, we are choosing not to address the impacts of the second section: the denuder. All
variables including the presence or lack thereof (An et al. 2007; Saleh et al. 2008)(An et al. 2007;
Saleh et al. 2008), the type (Cappa 2010), or location relative to the first section (Cappa 2010)
are not explored. We assume that the evaporation method used to determine vapor pressure is
kinetic (Zhang et al. 1993) and not thermodynamic (Saleh et al. 2008). We will also compare two
types of thermal sections: resistance heated devices and oven heated devices. In the heater
section, the temperature may vary both radially and axially. To simplify the analysis, we will be
using the centerline axial temperature distribution. Most of the aerosol travels near the centerline
due to the fluid dynamics profile and the particle distribution profile. This centerline temperature
profile is assumed to represent the actual temperature profile evaporating the particles. The
lessons learned from this analysis could be expanded to include radial profiles, and this
expansion does not impair the primary message. Therefore, this investigation excludes denuders
and is limited to the centerline temperature distribution in resistance heaters and ovens.
Although this paper investigates the proper temperature corresponding with the measured
vapor pressure, the error will be calculated using vapor pressure alone. The goal is to assign the
vapor pressure to the proper bin, and therefore, vapor pressure will be the proper metric. The set
point temperature is usually used to represent the proper temperature. We will continue with that
assumption throughout the study. The set point temperature will be converted to vapor pressure
using Equation 4.2.1. The error in measurement will then be the error between the measured
vapor pressure and the vapor pressure calculated using the chosen temperature. This error
between the set point temperature and the measured vapor pressure is a bias, and this bias is in
addition to any additional errors in the measurement procedure.
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The estimated uncertainty in individual vapor pressure measurements has been estimated
at +/- 50% (Bilde et al. 2003). This uncertainty includes measured temperature, assumptions in
mass accommodation, assumptions in thermal denuder residence time, estimates of surface
tension, measurements of initial and final diameter, and errors in estimated gas phase saturation.
Although considered conservative, we will assume the results of this sensitivity study to be valid.
Therefore, individual measurements of vapor pressure, beyond our current subject, will have
50% uncertainty. A vapor pressure of 1x10-7 Pa will be accurate to 1x10-7 Pa +/- 0.5 x 10-7 Pa.
A bias of 33% will allow measurements of two different vapor pressures, separated by an
order of magnitude, to overlap. If we assume for a moment that the vapor pressure assumed
above has been measured at the high limit of 1.5x10-7 Pa. A second vapor pressure of 1x10-6 Pa
will have a lower limit of 5.0x10-7 Pa. If the second vapor pressure is biased low by 33% of the
nominal value, the two measurements will equate. At this point, the possibility of assigning an
aerosol to the wrong order of magnitude is possible. In this study, we wish to measure well
within an order of magnitude in order to assign the aerosol to the proper volatility bin.
To obtain biases below 33%, we will target a bias of 20% between the measured vapor
pressure and temperature. By ensuring a bias below 20%, the opportunity for bin misassignment
will not be present. However, targeting 20% assumes that no other biases capable of creating
33% exist. The centerline temperature distribution assumption above can increase (or decrease)
the bias. Under the limiting assumptions of this paper, biases should be less than 20% to ensure
order of magnitude accuracy.
Several definitions need to be defined before continuing. The “Maximum Temperature”
is defined as the maximum temperature encountered in a temperature distribution. The “Set Point
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Temperature” is the temperature controlled by the Proportional-Integral-Derivative (PID) control
loop. The “Average Temperature” is the first moment of the temperature distribution as a
function of length divided by the length of the heater. The “Proper Temperature” is the
temperature that perfectly matches the measured vapor pressure from the thermal denuder.
Ideally, the proper temperature would equate to the set point temperature. The “At Temperature
Area” is the area of the temperature distribution where significant evaporation occurs. The “At
Temperature Distribution” is the portion of the temperature distribution determined by the At
Temperature Area. The “Effective Entry/Exit Length” is the thermal and/or fluid entry/exit
length converted to a vapor pressure distribution, which will be defined below.

4.4 Calculating the Integrated Average Vapor Pressure
The condensation function from Bilde et al. (2003) defines the evaporation of a particle,
and the function is shown as Equation 4.4.1. In equation 4.4.1, dp is the diameter of the aerosol
particle. Time is t, diffusivity is Dij, molecular weight is Mi, particle density is ρi, and Rg is the

gas constant. F is the transition regime correction factor, which is a function of Knudsen number,

Kni, and mass accommodation coefficient αi. P* is vapor pressure, which is a function of

temperature, T, through the Clausius-Clapeyron equation (Equation 4.2.1). The final exponential
is the Kelvin effect. The Kelvin effect is a function of the surface tension, σi, molecular weight,
particle density, gas constant, temperature, and particle diameter.
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(4.4.1)

To obtain vapor pressure, temperature is assumed to be independent of time. If the heater
has a temperature distribution, temperature will be a function of time. Vapor pressure and
diffusivity are both a function of temperature and, therefore, a function of time. Diffusivity is
used to derive the mean free path of the gas phase, which is used in determining the value of the
Knudsen number. Also, the Kelvin effect contains temperature. If the Kelvin effect and the
transition regime correction factor are both functions of diameter and time, difficulty with
variable separation occurs. Thus, temperature is assumed independent of time or position to
allow separation. When assumed, the left side of the equation includes the derivative with respect
to diameter, the Kelvin effect, the diameter from the prefactor (Pre) in Equation 4.4.1, and the
transition regime correction factor. The right side of the equation contains the remaining
variables. Integration of the right side replaces the integral with the heater residence time, while
the left side of the equation becomes a numerically evaluated integral. The resulting equation can
then be solved for vapor pressure, temperature, and residence time. This form is shown as
Equation 4.4.2. The primary assumption above, which requires the temperature dependent
variables to be independent of time, creates a rectangularly shaped temperature distribution (not
the shape shown in Figure 4.3.1). The last, and most important, benefit to this assumption is the
reduction of the measurements to a single value of vapor pressure for a single set point
temperature and residence time.
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(4.4.2)

The assumption above is good, and only a small adjustment is necessary to obtain a
usable relationship using a temperature distribution. To display this, we will assume a pure
aerosol of azelaic acid. We will use Chapman-Enskog theory to calculate the gas phase
diffusivity (Bird et al. 2002). We will use Equation 4.4.1, which assumes the particle is spherical,
to calculate the changing diameter as the aerosol particle passes through the heater. We will use
the temperature distribution from the second set up with a set point of 55 °C. Information
regarding how the temperature distribution is derived will be shown later. The initial diameter is
200 nm, and the final diameter is calculated to be 185 nm. By choosing a larger diameter, the
independent variable will not significantly influence the function. The numerical routine will
integrate through the temperature distribution in 361 steps. Each step will move in time
(position) through the heater. This example will display the significance of all variables as a
function of time. The room temperature residence time, in the heater, is assumed to be 5 seconds,
and this time is evenly distributed through the integral.

Table 4.4.1. Values of the properties used in Equations 4.2.1,4.4.1, and 4.4.2. (Bilde et al. 2003)

Azelaic Acid

Surface
Tension/Energy

Density

Molecular
Weight

Collision
Diameter

Characteristic
Energy (ε/k)

(J/m2)

(Kg/m3)

(g/mole)

(Å)

(K)

0.18

1251

188.22

7.03

728.93
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Figure 4.4.1. Normalized values of the brackets from Equation 4.4.1. The x-axis is the time in
the thermal denuder’s heating section, and the bracket value plotted on the y-axis. The aerosol
useds is Azelaic Acid.

Figure 4.4.1 displays the results of the numerically integrated Equation 4.4.1. Within
Equation 4.4.1, we have delineated 4 independent values within brackets. Each bracket received
a two to three letter code, which is reproduced in Figure 4.4.1. The change in diameter with
respect to time is the product of these 4 brackets. To display the dependence, we normalized all 4
brackets and the derivative. For the derivative and the prefactor (Pre), we normalized with the
minimum of all values. All values of the derivative and the prefactor are negative due to the
evaporation of the aerosol. The remaining three brackets, the transition regime correction factor
(TR), the vapor pressure (VP), and the Kelvin effect (KE), are normalized with the maximum of
all values. The normalized value of each bracket and the derivative are plotted in Figure 4.4.1 as
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a function of time. The change in diameter follows the vapor pressure almost exactly over the
time period. Thus, at large diameters, the vapor pressure divided by temperature dominates the
change in diameter as a function of time. All other brackets can be assumed independent of time.
Under this assumption, Equation 4.4.1 is rewritten as Equation 4.4.3. Like Equation
4.4.2; the diameter variables; the Kelvin effect, the transition regime correction factor, and the
derivative of diameter; are numerically integrated. The integral on the right side of the equation
changes. The vapor pressure and temperature are a strong function of time and remain inside the
time integral. Diffusivity and the constants in the prefactor are assumed constant with respect to
diameter and time. If the constants in Equation 4.4.3 are moved to the left side, the entire
condensation function can be equated to the integral of the vapor pressure divided by
temperature as a function of time.
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(4.4.3)

If the condensation function is represented by the integral of the vapor pressure divided
by temperature, we can replace the right side of Equation 4.4.2 with this integral. The
replacement is shown as Equation 4.4.4. Equation 4.4.4, using brevity, documents the primary
assumption made when using Equation 4.4.2 to calculate vapor pressure. The entire temperature
distribution is replaced by a single value for vapor pressure using an assumed temperature and
residence time. From this point forward, we define the single vapor pressure value on the left
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side of Equation 4.4.4 as the “Integrated Average Vapor Pressure.” This vapor pressure is often
correlated with the set point temperature, and therefore, we have noted that temperature in
Equation 5. We can now rearrange Equation 4.4.4 to solve for the integrated average vapor
pressure as a function of the total residence time, the set point temperature, and the temperature
distribution.

𝑡𝑡

[𝑃𝑃𝑖𝑖∗ ]𝐼𝐼𝐼𝐼𝐼𝐼 ∆𝑡𝑡
𝑃𝑃𝑖𝑖∗
= � 𝑑𝑑𝑑𝑑
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
𝑇𝑇

(4.4.4)

0

We will use the resulting equation to calculate the errors in vapor pressure. By assuming
Equation 4.4.4 is true, all other factors within Equation 4.4.1 are eliminated, which significantly
simplifies the analysis. Also, Equation 4.4.4 highlights which vapor pressure is being measured.
When thermal denuder users estimate a vapor pressure using Equation 4.4.2, the user is
calculating the integrated average vapor pressure. Therefore, the measured temperature from
thermal denuder experiments should correlate with this vapor pressure. As we will find, this
vapor pressure does not correlate with any temperature recorded in Figure 4.3.1, and users
assuming the set point temperature, the maximum temperature, or the average temperature will
report biased vapor pressure measurements.

4.5 The Bias from Temperature Distributions
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The second set up in Figure 4.3.1 is a system of two resistively heated tubes documented
by Figure 4.5.1. The flow rate through each tube is approximately 0.75 LPM. The heating tape is
42 cm long and begins 2.5 cm after entry. The heating tape is wrapped in insulation to inhibit
loss of heat to ambient conditions. The last 16.5 cm of the heater is cooled convectively by
ambient air. The inside diameter of the inlet and outlet is 0.79 cm, which is smaller than the
inside diameter of each heater, 1.73 cm. The total heater length is 61 cm. The approximate
centerline residence time is 5 seconds under ambient conditions. The thermocouple used to
control the heater temperature is located 31 cm after entry. The controlling thermocouple is
located at the maximum of the centerline temperature profile for the second set up in Figure
4.3.1.

Figure 4.5.1. Diagram of two heaters used to measure the temperature profiles in Figure 4.3.1.
The first portion of the thermal denuder is resistively heated, and the second portion of the
thermal denuder is cool by ambient conditions.

The temperature profiles in Figure 4.3.1 should be converted to a vapor pressure divided
by temperature versus time profile. This conversion will display the differences between the two
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temperature profiles in Figure 4.3.1. The dependent variable can be converted using Equation
4.2.1. The independent variable, time, is more complicated. Often entry length is estimated using
Equation 4.5.1. In Equation 4.5.1, Xent is the entry length, ID is the internal diameter, and Re is
the Reynold’s number. This equation assumes the entering velocity profile is radially flat and

equal to the average heater velocity. In Figure 4.5.1, the inlet velocity profile is parabolic and the
width of the inside diameter of the inlet tubing is much smaller than the heater inner diameter.
The maximum velocity in the inlet is 9.5 times the average velocity. This velocity profile
violates the assumptions used to derive Equation 4.5.1. Using COMSOL, the estimated entry
length will be closer to 17 cm, nearly a third of the total heater length. The velocity profile near
the entry will be significantly faster than the developed velocity in the middle third of the heater.
Like the entry, the velocity profile will be accelerated upon exit. Additionally, the gas phase will
expand upon heating, accelerating the gas in the middle third of the heater. These three
phenomena will compress and expand the time axis through the fluid’s velocity term. Centerline
temperature measurements near the entry and exit, on average, will be compressed in time, while
the temperature profile near the middle of the heater will be expanded in time.

𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒
≈ 0.05𝑅𝑅𝑅𝑅
𝐼𝐼𝐼𝐼

(4.5.1)

Figure 4.5.2 displays the converted dependent and independent axis from Figure 4.3.1.
To convert the dependent axis, the enthalpy is assumed to be 150 kj/mole, and the reference
temperature and vapor pressure is assumed to be 296 K and 1x10-8 Pa respectively. The legend in
Figure 4.3.1 is the same as Figure 4.5.2. The shape of Figure 4.5.2 is significantly different than
92

the shape in Figure 4.3.1 because the exponential function present in Equation 4.2.1 converts the
dependent axis to a logarithm. The jetting at the beginning of the heater compresses the x-axis,
and the compression at the exit is present and barely perceptible. Most of the exit centerline
acceleration occurs within the exit tubing. The integral used in calculating the integrated average
vapor pressure is the area under each curve in Figure 4.5.2, and this area represents the amount
of evaporated mass. From this point forward, the Figure 4.5.2 plot will be referred to as the
“Vapor Pressure Distribution” despite the dependent axis being vapor pressure divided by
temperature.

Figure 4.5.2. The vapor pressure distributions derived from the temperature distributions in
Figure 4.3.1. The shapes of the distributions look nothing like the profiles in Figure 4.3.1.
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The difference in area between the two set ups is large. The area under the curve for the
first set up is 0.0051 Pa*s/K, and the area under the curve for the second set up is 0.0022 Pa*s/K.
This difference in area makes the first set up over twice as influential as the second. The two set
ups use the same tubing, the same thermocouple, the same PID control loop, and the same heater.
The only difference is the heater application area. The heating tape used to generate the curves in
Figure 4.3.1 and 4.5.2 is significantly longer than necessary. The two set ups use two different
areas within the same resistively heated tape. Figure 4.5.2 displays that significant differences in
the response can exist between two different thermal denuders of nearly the same design.
For set points well above ambient temperature, deviations in temperature within the at
temperature area matter; deviations at low temperature are negligible. In Figure 4.3.1, the first
temperature distribution contains a small deviation in area above the set point. The maximum
temperature in the first set up is 159.8 °C, which is 9.8 °C higher than set point. This difference
between set point temperature and maximum temperature represents an increase in vapor
pressure by a factor of 2.5, but the difference in temperature is only 2.3% of 423 K. In the areas
near ambient temperature, the difference in temperature often exceeds the previous 9.8 °C
difference. However, the vapor pressure at these temperatures is orders of magnitude less than
either the set point or maximum temperature. This difference in vapor pressure between the
ambient temperatures and the at temperature area makes differences in the temperature
distribution, when at or near ambient conditions, irrelevant. As the set point temperature
approaches ambient conditions, differences in the temperature distribution, at or near ambient,
become important.
Accuracy at temperature is often reported in thermal denuders. Wehner et al. (2002)
reported the temperature accuracy as ± 15 K at 553 K, and Huffman et al. (2009) reports a
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temperature accuracy of ± 15 K at 503 K. These differences in temperature are also between 2%
and 3%. If we continue to assume an enthalpy of 150 kj/mole with a reference vapor pressure of
1e-8 Pa at 296 K, these reported errors in temperature represent vapor pressure differences of a
factor of 6 to 9 within the at temperature area. The reported shape of these temperature
distributions is likely significantly different than the vapor pressure distributions. These
observations display the importance of maintaining a near constant temperature when in the at
temperature area.
The temperature corresponding with the integrated average vapor pressure is 145.6 °C for
the first case and 137.6 °C for the second case. These two temperatures represent vapor pressure
errors of -36% and -72% respectively, assuming the set point temperature is used as the proper
temperature. For these calculations, we have assumed at 3.8 second residence time. From Figure
4.5.2, the effective residence time is shorter than 3.8 seconds. If the residence time is assumed to
be 2 seconds, the vapor pressure errors become +22% and -48% respectively. The first set up
with the shorter residence time comes close to the required 20% bias.
Neither temperature corresponds to any measurable temperature in either distribution. To
be accurate, the measured temperature should be within 1.5 °C of the proper temperature. Within
the required error, the proper temperatures (first: 145.6 °C and second: 137.6 °C) do not
correspond to the set point temperature, the maximum temperature, or average temperature from
Figure 4.3.1. The integrated average vapor pressure does not correlate with measured
evaporation temperatures due to the exponential relationship between the two measured
variables: vapor pressure and temperature. Above we have assumed an enthalpy of 150 kj/mole.
When the enthalpy changes, the vapor pressure distribution changes; and the proper temperature
changes.
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4.6 The Impact on the Clausius-Clapeyron Relationship
To develop an experimentally derived Clausius-Clapeyron plot, we first measured the
temperature profile of the second set up for set point temperatures of 30 °C, 50 °C, 100 °C, and
200 °C. We then non-dimensionalized all four distributions assuming two different boundary
conditions: constant temperature and constant heat. The two different non-dimensional quantities
are shown in Equation 4.6.1. In Equation 4.6.1, θT is the non-dimensionalized constant

temperature boundary condition, Ts is the set point temperature, T is the measured centerline

temperature, and Tam is the ambient inlet temperature. The non-dimensionalized constant heat

boundary condition is θq, the heat transferred per area is q, R is the inside radius of the tubing, χ

is a multiplier to be explained below, αs is the thermal diffusivity at the set point temperature,

Cp,s is the heat capacity of air at the set point temperature, and ρs is the density of air at the set

point temperature. The overall non-dimensional function, θ, is the linear combination of the two
boundary conditions, where γ is the linearity parameter. If γ is 1, the boundary condition is

constant temperature; if γ is 0, the boundary condition is constant heat. Any other value between
0 and 1 is a combination of the two conditions. The heat transferred per area was calculated

through an overall energy balance between the inlet and the maximum temperature in the heater.
The multiplier was scaled so that the denominator for the non-dimensionalized constant heat
boundary condition equated to the denominator for the non-dimensionalized constant
temperature boundary condition at 200 °C. The multiplier ensures the two non-dimensional
quantities scales equally for the measured temperatures and has a value of 5.9.
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(4.6.1)

To reproduce the temperature distributions, a gamma and overall non-dimensional value
must be assigned for every position within the heater. The gamma was assigned such that the
sum of the squares of the error for all measured temperatures was minimized, while the overall
non-dimensional value was fully defined. Therefore, each position within the heater has a
gamma value and an overall theta value. If the ambient temperature and set point temperature are
known, the centerline temperature can be solved. Figure 4.6.1 displays the overall nondimensional value and the linearity parameter for each position after minimization. The blue line
represents the non-dimensional temperature, and the red line represents the linearity parameter.
At non-dimensional temperatures near 0, the centerline temperature is approaching the set point
temperature. At non-dimensional temperatures near 1, the centerline temperature is approaching
ambient conditions. After minimizing the sum of the squares of the errors, the heated area
attributes the shape to the non-dimensional curve to a constant heat boundary, while the
convective cooling area attributes the shape of the non-dimensional curve to a constant
temperature boundary condition. Near the transition between the heater and the convective areas,
a linear blend of the boundary conditions is used. Figures B.1.1 through B.1.4 display the
measured temperature distributions at the 30 °C, 50 °C, 100 °C, and 200 °C set point
temperatures along with the corresponding fitted model. The model fits well at 30 °C. Deviations
in the at temperature area are seen in all other temperature set points. At a 200 °C set point, the
temperature deviates by just over 3.5 °C. These deviations will result in differences in the
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integrated average vapor pressures. Despite these temperature errors, we will use this function to
display the biases in experimentally measured enthalpy and reference vapor pressure.

Figure 4.6.1. Non-dimensionalization of the second set up. A linearity parameter of 0 is a
constant heat boundary condition, and a linearity parameter of 1 is a constant temperature
boundary condition.

Figure 4.6.2, panel a displays how the evaporation profile changes with temperature for
the second set up. The dependent axis has been normalized using the maximum vapor pressure
from the vapor pressure distribution. The independent axis has been normalized using the total
time for each vapor pressure distribution. An enthalpy of 150 Kj/mole has been assumed to
convert temperature to vapor pressure. The residence time at every temperature has been
adjusted using both COMSOL and the centerline temperature. Ambient temperature is assumed
to be 22 °C throughout.
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Figure 4.6.2. Panel a: Normalized Vapor pressure distribution from the temperature distribution
function above. Panel b: The Clausius-Clapeyron curve fit of the non-dimensionalized
temperature distribution.

The profile changes greatly near ambient temperature; and changes little at high
temperature. At 22.1 °C, the vapor pressure distribution is nearly flat since all temperatures are
between 22 °C and 22.1 °C. When the temperature set point is 30 °C, a significant change in the
vapor pressure distribution occurs. This trend continues when the set point is changed from 30
°C to 50 °C. However, once past 100 °C, the vapor pressure distribution changes little. The
normalized integrated average vapor pressure changes significantly when moving from ambient
conditions to 100 °C. Once the set point passes 100 °C, the normalized integrated average vapor
pressure changes very little. Additionally, the effective entry and exit lengths in the heater also
change. Although difficult to discern, the entry and exit lengths are much shorter in the 22.1 °C
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case. Since the temperature distribution is nearly linear, the vapor pressure distribution is very
similar in shape to the temperature distribution. This makes the entry and exit length nearly nonexistent. At high temperature, the effective entry and exit lengths are 40% of the total heater
length. From these observations, we see that the thermal entry and exit lengths do not equate to
the entry and exit lengths in a vapor pressure distribution. The effective entry and exit lengths,
calculated from the vapor pressure distribution, contribute significantly to the proper temperature
for each set point.
Panel b displays the correlation between the integrated average vapor pressure and the set
point temperature. The blue line in panel b represents the Equation 4.2.1 curve, which was
assumed to generate the data. The red asterisks represent the integrated average vapor pressure
and the associated set point temperature. At room temperature, the red asterisks begin on the
Clausius-Clapeyron curve. As the set point temperature increases, the large changes in the vapor
pressure distribution at low temperatures curves the actual response below the ClausiusClapeyron curve. At high temperatures, the slope of the integrated average vapor pressure
becomes constant. This slope approaches the slope of the Clausius-Clapeyron curve; however,
the intercept is offset. By assuming the set point temperature equates to the proper temperature,
the effective entrance and exit lengths can bias the Clausius-Clapeyron results.
At low temperature, both the enthalpy and vapor pressure are wrong. If a sample of the
first three points from the red asterisks are used for a linear curve fit, a slope much less than the
Clausius-Clapeyron plot results. The resulting enthalpy is significantly lower, and the reference
vapor pressure is correct. If points 4 through 6 are used, both the enthalpy and reference are
incorrect. At high temperatures, the red asterisks approach the correct slope, and thus, the
correct enthalpy; but the relationship contains the wrong vapor pressure reference.
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The correct enthalpy, with an incorrect reference, at high temperature may tempt users to
calibrate out of the incorrect reference (Faulhaber et al. 2009). However, a change in enthalpy
changes the shape of the vapor pressure distribution. Thus, an aerosol calibrant with a different
enthalpy will generate a different proper temperature. To display this error, we assume an aerosol
calibrant with an enthalpy of 90 Kj/mole and with an identical reference. Measuring the calibrant
aerosol at a set point temperature of 150 °C and 200 °C yields a proper temperature of 133 °C
and 178 °C. If these proper temperatures are used to measure an aerosol with a 150 Kj/mole
enthalpy, the error in reference is -36%. This bias highlights the impact of the enthalpy on the
shape of the vapor pressure distribution. As the enthalpy decreases, the curve flattens out and the
measured proper temperature changes. If a calibrant is used near room temperature, both the
measured reference and the measured enthalpy could be incorrect. From this result, we can assert
that the proper temperature cannot be determined through calibration using a known aerosol
calibrant.
From Figure 4.3.1 and Figure 4.5.2, we have learned that small deviations in the at
temperature distribution create large changes in the proper temperature. We also see that the
effective entry and exit lengths change as the temperature increases. Near ambient conditions,
the effective entry and exit lengths are nearly non-existent, and evaporation occurs throughout
the entire residence time. At high temperature, the effective entrance and exit length becomes
large. The effective residence time can be significantly shorter than the total residence time.
Entry and exit lengths are often not negligible with respect to the total area under the vapor
pressure distribution curve. Therefore, the best ideal profile for a thermal denuder would be one
in which no significant deviations from set point occur when at temperature, and the entrance
and exit lengths are always negligible.
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This shape, when plotted on a temperature versus position plot looks like a rectangle.
Figure 4.6.3 displays the ideal temperature distribution in blue. In this plot, the entrance and exit
lengths are vertical lines, and the at temperature area is a horizontal line. Under these conditions,
the set point temperature correlates exactly with the proper temperature. This is the only
temperature distribution that satisfies Equation 4.4.4. Any temperature distribution that is not
rectangular will incur a bias. For a perfect measurement of enthalpy and reference vapor pressure
and temperature, a constant temperature environment is necessary.

Figure 4.6.3. The ideal temperature profile, a rectangle. The set point temperature matches the
proper temperature exactly.

4.7 Two Temperature Distributions

102

Two ideal boundary conditions can be assumed to create a temperature profile: constant
temperature or constant heat as shown in Figure 4.7.1. In Figure 4.7.1, the flow profile is
assumed to be parabolic and fully developed. To calculate the data, we are assuming an air flow
rate of 1.5 LPM with an inner tubing diameter of 0.95 cm. After a small delay, the input heat
reaches the centerline temperature distribution. After that point, the temperature profile increases
as a function of the boundary condition. The constant heat boundary condition becomes a linear
increase in temperature. The volumetric flow is constant, and each unit volume of gas receives
the same amount of heat at each length creating the response. This ideal response represents
situations where resistance heaters are used. Resistance heaters emit a constant heat per unit area.
The constant temperature boundary condition transfers heat based upon the temperature
difference between the gas and the boundary, which changes over the length of the heater. At the
entry, large amounts of heat are quickly transferred per volume of gas. This temperature
difference decays until the centerline temperature matches the boundary temperature. Gas
chromatography ovens are an example of a constant temperature boundary condition.
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Figure 4.7.1. The centerline temperature distributions for an ideal constant heat and constant
temperature boundary condition.

Only the constant temperature boundary condition delivers a flat temperature profile. As
mentioned, the ideal response is a rectangle. The constant temperature boundary condition best
provides that response. In Figure 4.7.1, only the entry length and constant temperature portions
are pictured. If the tubing, suspended in an oven, exits to room temperature, the exit length will
again conform to the constant temperature boundary condition and be similar in shape to the
entry. Thus, the shape of the constant temperature boundary condition is preferred over the shape
of the constant heat boundary condition for recovering the proper temperature. However, in
Figure 4.7.1, the entry and exit lengths are not negligible. The entry length is 1/5th of the total
length pictured; and the effective entry length will bias the proper temperature. To approach the
proper temperature, the length of the constant temperature section should be increased. By
doubling the total length to 50 cm, the entry length is reduced to 1/10th of the total length, which
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reduces the proper temperature bias and increases the accuracy of the response. From this simple
exercise, in general, one can conclude that the longer the thermal denuder, the more accurate the
match between the integrated average vapor pressure and the set point temperature.
The entry and exit length are defined by additional conduction and convection terms, and
these terms lengthen the ideal entry. The response in Figure 4.7.1 is ideal, and reality will be
different as outlined in Figure 4.7.2. In Figure 4.7.2, a 0.95 cm tube passes from ambient into a
temperature-controlled oven. Three heat transfer terms are shown in Figure 4.7.2: qconduction
which displays the heat transferred along the tubing, qexternal which is the heat transfer to the
tubing from inside the oven and the heat transferred to ambient from the tubing, and qinternal
which displays the heat transferred to the gas flow inside the tubing. Figure 4.7.1 assumes the
boundary condition is the inside wall of the tubing. The actual boundary condition is the outside
wall. For the boundary condition at the outside wall to transfer to the inside wall, no axial
conduction must occur, the external heat transferred must be much faster than the internal heat
transferred, and the radial conduction must be much faster than the internal heat transferred.
Heater designs using metal tubing transfer heat by conduction along the tubing walls, and the
heat transferred externally is not necessarily significantly faster than the heat transfer internally
to the gas phase. These phenomena increase the ideal entry and exit length, which increases the
effective entry and exit length. These increases in length force the total length of the thermal
denuder to increase to maintain accuracy.
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Figure 4.7.2. Impact of axial, external, and internal heat transfer on the ideal temperature
distributions.

The entry length from a non-ideal system is much longer than the ideal system. Figure
4.7.3 displays the entry length as a function of external air speed. In this COMSOL model, we
have assumed copper tubing with an outside diameter of 0.95 cm and a wall thickness of 0.08
cm. The internal flow rate is 1.5 lpm, and the inlet flow is assumed to be fully developed.
Although heating begins before oven entry, the Figure 4.7.3 definition of entry length assumes
that heating begins upon oven entry. The end of the entry depends on the final temperature. The
blue asterisks assume that the entry length ends when the change in centerline temperature is
99% of the difference between the oven temperature and ambient temperature. The green and red
asterisks assume 95% and 90% of the difference. The entrance length in Figure 12 is
approximately 5 cm while the minimum in Figure 4.7.3 is 20 cm, four times the ideal length. If
the heating section of the thermal denuder is 60 cm as in Figure 4.3.1, 1/3rd of the length is entry
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length causing bias. The thermal denuder from Figure 4.3.1 not only has significant bias under
resistive heating, the design has significant bias with a constant temperature boundary condition.
The proper temperature will not be within bias requirements due to length, not design.

Figure 4.7.3. The real entry length of a 0.95 cm tube entering an oven as a function of external
air speed.

If we assume entry and exit lengths are constant, extending the total length of the thermal
denuder increases the squareness of the vapor pressure distribution. We will assume the same
COMSOL system using 0.95 cm outside diameter tubing with a wall thickness of 0.08 cm. The
copper tubing, carrying the aerosol, will pass from ambient conditions into an oven and then
return to ambient. The gas flow rate within the tubing is again 1.5 lpm. Ambient conditions are
defined as an air temperature of 22 °C with an external air speed of 1.3 m/s. The external air
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speed inside the oven is assumed to be 13.4 m/s. The aerosol enthalpy is assumed to be 150
kj/mole with a reference vapor pressure of 1x10-8 Pa at 296 K. With this design, the entrance and
exit lengths are set. Any increase in tubing length will increase the constant temperature sector of
the thermal denuder. As the total length is increased, the constant temperature sector increases,
and the squareness of the temperature distribution increases. This response to the total length
increase is shown in Figure 4.7.4. Panel a displays the reduction in bias due to the increase in
total length. The blue asterisks display the reduction in bias in the vapor pressure at 150 °C, and
the red asterisks display the perceived enthalpy when operating an oven temperature between
ambient and 25 °C. Panel b displays the squareness of the vapor pressure distribution from a 6 m
total length thermal denuder under the defined conditions. The shaded area in panel b displays
the assumed location of the oven in the calculation. This area includes a small 12.7 cm length of
tubing outside the oven exit.

Figure 4.7.4. The increase in accuracy and squareness as a function of total thermal denuder
length. The vapor pressure bias is the bias generated by the inequality of the measure vapor
pressure to the set point temperature.
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Extending the length of the thermal denuder increases accuracy between the set point
temperature and integrated average vapor pressure. In Figure 4.7.4 panel a, we see that a total
thermal denuder length below 2 m contains a considerable amount of bias in both vapor pressure
and enthalpy. Thermal denuders, which use the previously defined conditions, need to be at least
2 m in length in order to both properly recover the correct vapor pressure and calculate the
correct enthalpy. Once a length of 4 m is achieved, reduced benefits with each increase in length
occur.
The lengths needed to reduce bias between the measured vapor pressure and the set point
temperature are much longer than many thermal denuders and depend on design. Figure 4.7.4 is
applicable to systems with constant temperature boundary conditions, a 1.5 lpm flow rate, 0.95
cm outside diameter, a 0.08 wall thickness, copper tubing, and the defined external air flow rates.
Because a constant temperature boundary condition is used, these results are best case. If a zoned
constant heat boundary condition is used, the total length needed to reduce bias between the
integrated average vapor pressure and the set point temperature is likely much longer than the 2
m shown in Figure 4.7.1. Use of Figure 4.7.1 to design a thermal denuder requires adherence to
the specifications above. As previously shown, temperature distribution differences, even within
boundary condition types, can be considerable. Therefore, designers should measure centerline
temperatures to estimate potential bias and develop plans to be sure that the measured integrated
average vapor pressure matches the set point temperature used.

4.8 Particle Losses
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When the total length of the thermal denuder is increased, particle losses will also
increase. To compare the role of penetration, two separate sets of tubing were set up. Two tubes
with the temperature distribution from Figure 4.2.1 and a single 15.25 m tube passing through an
oven were placed in parallel between two Differential Mobility Analyzers (DMAs) in a Tandem
Differential Mobility Analyzer (TDMA). A third 0.63 cm tube in parallel to the two thermal
sections was used to measure the penetration in the absence of a thermal section. An ammonium
sulfate aerosol was atomized, and a diameter was selected by DMA1. The selected aerosol
passed through each of the three parallel tubes. DMA2 scanned the response in each case, and
this response was inverted assuming a normal distribution. At each setting, four to six
measurements of particle count were made. The average total particle count was used to
calculate penetration. Penetration was defined as the total particle count from a thermal channel
divided by the total particle count from the third, 0.63 cm channel. At 200 nm, two
measurements were taken through each tube: one measurement from a DMA sheath ratio of 1:10
and one measurement from a DMA sheath ratio 1:6. At diameters below 200 nm, the sheath ratio
in both DMAs was 1:10, and at diameters above 200 nm, the sheath ratio in both DMAs was 1:6.
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Figure 4.8.1. Panel a displays the penetration fraction of two thermal denuders of different
lengths: 61 cm and 15.25 cm. Panel b displays the mass fraction remaining for the two different
lengths. The temperature distribution is assumed to be identical. The only different is the
integrated particle loss function.

Figure 4.8.1 panel a displays the penetration for the 61 cm tubing and a 15.25 m tubing.
Blue represents the 61 cm tube, and red represents the 15.25 m tubing. The asterisks are direct
measurements of penetration from the TDMA, and the line is a fitted model from Friedlander
(2000). The model has been adjusted to approach 0.97 instead of 1 to obtain a better fit. At
smaller diameters, large differences in penetration exist. At 30 nm, 89% of the particles penetrate
the 61 cm tubing, and 52% of the particles penetrate the 15.25 m tubing. At larger diameters, the
difference is small. At 200 nm, 94% of the particles penetrate the 61 cm tubing, and 89% of the
particles penetrate the 15.25 m tubing. Thus, when measuring larger diameters, only small
differences in losses exist; and the penetration benefits of shorter tubing are reduced.
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Additionally, as a particle evaporates, the smaller evaporated diameter incurs higher
losses. For the 15.25 m tubing, the losses at 200 nm is 89%. If the thermal denuder evaporates
the particle to 100 nm, penetration is reduced to 83%. Further reductions in size to 50 nm
decreases penetration to 70%. Therefore, for each subsequent length, the particle losses will
increase in all thermal denuders. This loss is in addition to the losses in panel a. Panel b displays
the mass fraction remaining curves, assuming the temperature distribution is equal to the second
case in Figure 4.2.1. The calculation method again uses Equation 4.4.1 in 361 steps. The aerosol
is assumed to be azelaic acid from above but with a lower enthalpy of 105 kj/mole with a
reference vapor pressure of 6.4x10-5 Pa at 296 K. The effective length used to calculate the
penetration is the only difference between the two denuders in Figure 4.8.1 panel b. The black
line is the ratio of the two calculated mass fraction remaining curves. We see from panel b that
the initial loss of 5% between the 61 cm thermal denuder and the 15.25 m thermal denuder is
present.
As a large particle evaporates, the evaporation function is more influential than the loss
function. The ratio in panel b displays how the two loss functions impact the mass fraction
remaining curve. Until 60 °C, the impact of the loss function is effectively a constant, and the
ratio of the two-mass fraction remaining curves changes by only 0.5%. At temperatures above 60
°C, the mass fraction remaining curve begins to have influence. However, in this area, the
evaporation function has very high influence. Between 60 °C and 64°C, the losses in the 15.25 m
tubing increase by 1.4 % over the 61 cm tube. In this area, the evaporation function creates a
20% loss in mass. This evaporation function is much stronger than the loss function. If the twomass fraction remaining curves used the initial room temperature mass as the initial mass, the
two-mass fraction remaining curves would be nearly indistinguishable. At smaller initial
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diameters, this trend will change. At a beginning diameter of 50 nm and using room temperature
as the initial mass, the loss function begins to cause a 1-2% difference in the mass fraction
remaining.
Although increasing the length increases particle loss, this increase in length does not
hamper vapor pressure measurements for large particles. Comparing the 61 cm thermal denuder
to the 15.25 m thermal denuder, the penetration fraction of a 200 nm particle is reduced by 5%
with the significant increase in tubing length. This 5% loss can be reduced to well below 1% by
simply using the measured mass at room temperature as the initial mass. The reduction in bias
accompanying the increase in length is significant. The 61 cm thermal denuder has a bias of 60%, and the 15.25 m thermal denuder has a bias of -0.6%. Significantly lengthening the thermal
denuder reduces the bias by a factor of 100 with a loss of only 5% of the particles.

4.9 Conclusion
The set point temperature does not correspond to the measured vapor pressure in thermal
denuders because the set point temperature does not correspond to the integrated average vapor
pressure (Equation 4.4.4). Each thermal denuder has a thermal entry and exit length and may
have a fluids entry and exit length. These two entry lengths, in combination with ClausiusClapeyron and the aerosol properties, create a vapor pressure distribution with an effective
entrance/exit length. Integration of the vapor pressure distribution results in the integrated
average vapor pressure, which equates to the measured vapor pressure and corresponds to a
temperature, which is likely different than the set point temperature. Any deviation in the at
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temperature distribution creates a significant change in the vapor pressure distribution and a
significant change to the integrated average vapor pressure. These two phenomena, temperature
deviations in the at temperature distribution and effective entrance length, generate the
discrepancy between the set point temperature and the integrated average vapor pressure. The
discrepancy can approach an order of magnitude in short thermal denuders regardless of design.
Creating a constant temperature sector and increasing the length of thermal denuders will
reduce the created bias. A true constant temperature sector can be created with a constant
temperature boundary condition. Gas chromatography ovens (not resistance heaters) are
examples of a true constant temperature boundary condition. This boundary condition removes
most deviations in the at temperature distribution. Only the entry and exit lengths remain as
significant influencers of the integrated average vapor pressure. By increasing the total length of
the thermal denuder, designers reduce the influence of the effective entrance and exit lengths.
This constant temperature ideal does not exclude other design possibilities but represents the
optimal thermal denuder design.
Designers should not only explain design parameters but also explain the proper
temperature that correlates with the measured vapor pressure at all set points. The tools
developed in this paper define how to calculate the proper temperature associated with the
measured vapor pressure. Unfortunately, the proper temperature is a function of both the thermal
denuder and the aerosol measured. Therefore, designers could technically calibrate a thermal
denuder with several aerosols of disparate enthalpies. However, recovery of the proper
temperature from an unknown aerosol sample requires knowledge of the sample’s enthalpy prior
to measurement. Thus, calibration is technically not available. Designing a thermal denuder with
a long, constant temperature sector avoids the unknown enthalpy dilemma and reduces the bias
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between the proper temperature and the measured vapor pressure to well within an order of
magnitude.
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Chapter 5: Interpretation of Volatility
Tandem Differential Mobility Analyzer
(V-TDMA) Data for Accurate Vapor
Pressure and Enthalpy Measurement:
Operational Considerations, Multiple
Charging, and Introduction to a New
Analysis Program (TAO)
5.1 Abstract
Significant evaporation of pure component aerosols splits the V-TDMA Condensation
Particle Counter (CPC) response into two peaks. Two hypotheses exist for this bimodal CPC
response: sub-cooled aerosol mixed with crystalline aerosol and separation of the charges. We
evaporated levoglucosan and confirmed that the bimodal response was due to the separation of
charges: the lower diameter peak is the first charge; the higher diameter peak is a convolution of
the remaining charges. The ratio of the diameters, the kelvin effects, the transition regime
corrections, and each charge’s mobility cause the bimodal response. In addition to the ratios, the
shape of the CPC response is defined by the Differential Mobility Analyzer (DMA) transfer
function widths, the residence time distribution in the oven, and the population of each charge’s
distribution. Choice of a wide transfer function or a wide residence time distribution veils the
first charge CPC response. If the sampled population is multi-charged, the CPC response tracks
with the higher charges. TDMA users should use narrow transfer functions, use narrow residence
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time distributions, split the CPC response, and ensure against multiple charging to reduce
measurement error.

5.2 Introduction
Tandem Differential Mobility Analyzers (TDMAs) select a monodisperse particle
distribution from an existing size distribution, perform an experiment, and then measure the final
size of the particle distribution (Rader and McMurry 1986). TDMA experiments include
hygroscopicity (Liu et al. 1978), chemical reactions (McMurry et al. 1983), and volatility (Rader
et al. 1987). In volatility-TDMA (V-TDMA), the selected particles pass through an evaporation
oven, and a portion of the particle mass is evaporated (Bilde et al. 2015). The final measured
diameter can be related to the vapor pressure of the investigated compound (Tao and McMurry
1989). By increasing the temperature of the oven and further evaporating the aerosol, the
relationship between oven temperature and vapor pressure is investigated. This relationship
allows the calculation of the phase change enthalpy (Saleh et al. 2008; Tester and Modell 1997).
However, kinetic evaporation of a significant amount of the aerosol creates responses that
complicate vapor pressure interpretation.
Evaporation of pure component aerosols splits the V-TDMA Condensation Particle Counter
(CPC) response into multiple peaks. For example, when evaporating pure levoglucosan
(C6H10O5, a common component of biomass burning) aerosol using a V-TDMA, the initial single
mode, selected by the first DMA, is observed as two modes by the second DMA following heat
treatment. Such an evaporative response from a pure component levoglucosan aerosol is shown
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in Figure 5.2.1. The CPC response is plotted with blue asterisks, and the red and cyan lines are
the result of a new model named TAO to be explained below. All curves in Figure 5.2.1 have
been normalized. In this experiment, the first Differential Mobility Analyzer (DMA1) diameter
was set to 90 nm with an aerosol-to-sheath ratio of 1:10. We set the oven temperature to 36 °C,
and the second Differential Mobility Analyzer (DMA2) also had an aerosol-to-sheath ratio of
1:10. It can also be observed that further increases in oven temperature widen the gap between
the two peaks, and decreasing the oven temperature narrows the gap.

Figure 5.2.1. Measured CPC response and modeled estimate from the evaporation of
levoglucosan in a V-TDMA system. Initial particle size selection of DMA1 is 90 nm, the oven
temperature is 36 °C, and both DMA1 and DMA2 are operated with an aerosol to sheath flow
ratio of 1:10. The asterisks represent the measured V-TDMA response. The red line represents
the modeled TDMA response, and the cyan line represents the CPC response attributed to the
first charge. All curves have been normalized for comparability.

This split response has been explained as either due to multiple particle phases, or due to
the splitting of the first charge from the higher charge distributions. (Koponen et al. 2007)
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reported responses with shoulders while evaporating malonic, succinic, and glutaric acids but did
not report full separation. The shoulder occurred when the particles dropped below 50 nm.
Chattopadhyay and Ziemann (2005) reported responses with shoulders for glutaric and azelaic
acids. Pimelic acid exhibited two clear peaks. The authors attributed the cause to more than one
type of crystal structure present. (Salo et al. 2010) reported a two-peak response for pimelic acid,
but the authors did not report a shoulder or multiple peaks for succinic, glutaric, adipic, suberic,
or azelaic acids. The authors proposed the two peaks represented a co-existing amorphous phase
and a crystalline phase. Emanuelsson et al. (2016) observed two individual peaks after
evaporation of meso-erythritol. After analysis, Emanuelsson et al. (2016) confirmed the
possibility of multiple phases and proposed the co-existence of subcooled liquid and crystalline
particles. In contrast, Petters (2018) modeled the response and showed that the single charge
distribution separates from the remaining charges. Although not a heated experiment, Wright et
al. (2016) showed that charge separation could occur during evaporation.
To investigate this multi-modal evaporation response phenomenon, we use a new TDMA
(Oxford et al. 2019) and a model of the TDMA (TAO). The V-TDMA used in this study is
composed of two TSI 3081 long DMAs. The heater between the first and second DMA is a 15.25
m coil of 3/8” thin wall copper tubing suspended in a 0.25 m3 oven. To model the V-TDMA, the
oven Residence Time Distribution (RTD) was measured and is documented in Appendix C.1.
This RTD was input into a full forward TDMA model named TAO. In Figure 5.2.1, TAO used
the size distribution, modeled as log-normal (Friedlander 2000), entering DMA1, along with the
non-diffusing transfer function (Stolzenburg and McMurry 2008), to calculate the population
entering the oven. TAO calculated particle evaporation using the measured RTD along with an
evaporation model (Bilde et al. 2003). TAO integrated the distribution exiting the heater using a
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non-diffusing transfer function. TAO does not contain a true particle loss function, so we
normalized Figure 5.2.1 and normalize all further figures when comparing with actual
measurements. In Figure 5.2.1, the output from this model predicts the first peak of the response
to be entirely singly charged. The remaining charges constitute the second peak. Details
documenting TAO and the evaporation calculations are in Appendix C.2.
Both the model and the new TDMA agree on the separation of the charges, but this
agreement does not exclude the possibility of multiple phases. In TDMA experiments, multiply
charged particles are always present and need to be accounted for before evaluating other
phenomena. Therefore, in this study, we evaporated levoglucosan using a V-TDMA and
modeled the response with TAO assuming a single phase. The modeled response agreed with
data from the V-TDMA and is used throughout to display the influence of V-TDMA variables on
single phase charge separation. We show V-TDMA settings, in combination with the inlet size
distribution, can augment or mask the two peaks. We finish with recommendations on using the
two peaks to ensure proper V-TDMA settings, but first, we confirm that the hypothesis predicted
by TAO is correct: the multiple peaks in the levoglucosan response represent different charges.

5.3 Testing the Charge separation hypothesis
We hypothesize in the example above (Figure 5.2.1) that the first peak is comprised of
the first charge distribution, and the second peak contains a summation of the remaining charges.
To test this hypothesis, the two peaks must be sampled individually, re-neutralized, and
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compared to the TAO model results. The model should both predict and explain the reneutralized CPC response to validate the proposed reason for charge separation.
To confirm the location of the charges, we employ an extra classifier (TSI 3080) and
neutralizer (TSI 3077A Kr-85) between DMA1 and DMA2 after the oven as shown in Figure
C.3.1. We mixed 0.1 g of levoglucosan (Sigma-Aldrich 316555) with 100 ml of 18 MΩ
deionized water. We placed this mixture into a custom atomizer and set the supply air pressure to
30 psi. The atomizer emitted levoglucosan aerosol into a diffusion drier, and the flow was then
diluted with filtered, clean dry air. The diluted aerosol entered a 75.5 L equilibration tank to
equilibrate the aerosol with the gas phase. A portion of the equilibrated aerosol flow exiting the
tank (1.5 LPM) supplied the V-TDMA while the excess flow was vented to atmosphere through
a HEPA filter. We used a flow control valve on the dilution line to set the excess flow rate to 16
LPM. With a total of 17.5 LPM flow, the mean residence time in the tank was 4.3 minutes. The
equilibrated flow exiting the tank had a relative humidity of less than 10% and entered the VTDMA. We set both DMA1 and DMA2 to a sheath flow rate of 15 LPM, and the classifier
sheath flow rate was 6 LPM. The oven temperature was set to 36 °C. We installed a manual
three-way valve in the V-TDMA, after the oven, to select either normal V-TDMA operation or
the additional classifier. The data included in Figure 5.2.1 was created by directing flow to the
V-TDMA. When directing the flow to the additional classifier, a fixed diameter is selected, and
the aerosol exiting the classifier is re-neutralized by the Kr-85 neutralizer. The re-neutralized
aerosol then enters DMA2. Since particle concentrations are very low when using this
arrangement, we extended the total scan time from 3 minutes up to 20 minutes to ensure
statistical accuracy.
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The inserted classifier selected the first peak (47 nm) from the Figure 5.2.1 response, and
the neutralizer re-neutralized the selected distribution. The choice of a 47 nm classifier setting
should yield a singly charged distribution based on our hypothesis. For comparison to the
measurements, we multiplied the classifier transfer function (Knutson and Whitby 1975) by the
predicted distribution from TAO and the charging fraction using Equation 5.3.1. In Equation
5.3.1, dNexp/dDp is the size distribution (with an experiment-derived number of particles, Nexp, at
each particle size bin Dp), Ωnd is the transfer function (Stolzenburg and McMurry 2008), and η is

the charging fraction (Wiedensohler 1988). The subscript TAO represents the predicted size

distribution exiting the evaporation oven, and the subscript Kr-85 represents the size distribution
exiting the Kr-85 neutralizer. The size distribution exiting the Kr-85 neutralizer must be

integrated by DMA2 to calculate the CPC response. We performed this calculation assuming that
DMA2 used the non-diffusing transfer function (Knutson and Whitby 1975) for a TSI-3081 long
DMA. See Appendix C.3 for more detailed information regarding the choice of the 47 nm set
point and location of the predicted single charge distribution.
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(5.3.1)

The single charge was by far the dominant charge in the first peak in Figure 5.2.1. Figure
5.3.1 displays the measurement results and the hypothesized distribution. The black vertical line
associated with the centroid of the first charge is 47 nm. The second and third charge lines are at
68.6 nm and 86.1 nm. The blue asterisks represent the normalized CPC response from the V124

TDMA. The blue line in Figure 5.3.1 represents the calculated CPC response using the
hypothesized distribution exiting the Kr-85 neutralizer. If a particle entered the neutralizer as a
singly charged particle, it will exit as primarily singly charged. The exiting particles will also
receive multiple charges, depending on diameter. Most of the particles exiting the Kr-85
neutralizer have a mobility equivalent to a singly charged 47 nm particle in the measured
response. Although difficult to see, occasional weak signals were detected in the area of the
second charge. No signal was detected in the area of the third charge. Therefore, the entering
population appears singly charged. If multiple charges were present, a signal would be found
near the second and third charged vertical lines. Due to the small 47 nm size, a small portion of
the particles received a second charge. A doubly charged 47 nm particle has a single charge
mobility of 32 nm. The weak signal noted in the low 30 nm range appears to be centered at 33
nm, but the resolution and signal are too low to be exact. The calculated distribution appears to
be shifted slightly from the measured quantity, but both the model and the measured response
predict the same peaks and general shape.
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Figure 5.3.1. The normalized CPC response to the 47 nm classifier setting. The vertical lines
specify the locations of the singly charged, doubly charged, and triply charged particles (47 nm,
68.6 nm, and 86.1 nm). The asterisks are the actual measured response, and the lines are the
calculated responses from the TAO output. Shaded area represents +/- 3 standard deviations in
measured CPC response.

We then set the classifier to select the second peak from Figure 5.2.1 (78 nm), and the
neutralizer again re-neutralized the resulting distribution. Figure 5.3.2 displays the CPC response
of the 78 nm classifier setting. Like Figure 5.3.1, the three vertical lines mark the locations of the
first, second, and third charge centroid diameters. The blue asterisks mark the normalized CPC
response, and the blue line displays the TAO prediction. Measured and predicted distributions
agree well throughout. We see from this plot that the prediction and measurement match the size
of the third charge response, whereas it appears that the first and second charge peaks in both the
prediction and measurement are shifted left of the classifier set point. The apparent existence of a
first charge distribution does not agree with the stated hypothesis. See Appendix C.3 for the
predicted distributions in relation to the 78 nm set point.
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Figure 5.3.2. The response from the 78 nm classifier set point. The left most vertical line is the
location of the centroid of the first charge. The second charge and third charge vertical lines
delineate the corresponding 116 nm and 148 nm centroids. The blue asterisks mark the actual
normalized CPC measurement. The blue line is the calculated response from the hypothesized
TAO output. The shaded area represents +/- 3 standard deviations in CPC response.

The presence of multiple charges in the second peak from Figure 5.2.1 complicates the
result seen in Figure 5.3.2. Although many charges exist within the second peak in Figure 5.2.1,
all observations in Figure 5.3.2 can be explained by accounting for only the second and third
charge. The predicted second charge distribution exiting the oven exists only on the left side of
the 78 nm transfer function (see Appendix C.4). This location shifts the distribution exiting the
classifier to the left side of the centroid line. The majority of the re-neutralized second charge
particles leaves the Kr-85 neutralizer with a single charge, and this single charge distribution is
shifted to the left side of the second charge centroid. A small fraction of the re-neutralized
second charge particles exit with two charges and appear in the original distribution location.
This appearance creates the illusion of the presence of a single charge. The re-neutralized third
charge particles exiting with a single charge have a peak at 146 nm. The re-neutralized third
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charge particles exiting with two charges occur at 96.5 nm and create a shoulder on the left side
of the Figure 5.3.2 second charge peak. For a detailed accounting of the movement of the second
and third charge, see Appendix C.3.
From this experiment with a pure component aerosol, we conclude from both the model
and the measurements that the cause of the multiple levoglucosan peaks observed in Figure 5.2.1
is due to charge distributions, not a second particle phase. The predicted output from TAO,
shown in Figure C.3.2, explains the alignment observed in Figure 5.3.1 and Figure 5.3.2. The
first peak in Figure 5.2.1 would need to be entirely singly charged particles to match the response
in Figure 5.3.1. The second peak in Figure 5.2.1 would need to contain the remaining higher
charges. The accuracy of the predicted response is reflected in Figure 5.3.2. The calculated
distribution predicted that the apparent first charge and second charge response to be shifted left
of the classifier set point, and the third charge response to be aligned with the classifier set point.
The proposed size distribution calculated by TAO was able to explain all alignments in Figure
5.3.1 and Figure 5.3.2. From this we believe TAO able to produce accurate responses to further
hypothetical experiments using levoglucosan.

5.4 Explanation of multiple peaks in V-TDMA responses
The driving cause of the spreading of the size distributions following V-TDMA
evaporation is multifaceted and includes: the ratio of the diameters, the differing extent of the
kelvin effect, transition regime corrections, and the differing mobilities between the charges. The
two-peak response in Figure 5.2.1 is not unique to levoglucosan alone. We have recorded this
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two-peak response in a variety of pure component aerosols including levoglucosan, all
dicarboxylicacids between malonic acid and azelaic acid, caffeine, and oleic acid. The multiple
peak response is a consequence of the evaporation method, not the compound investigated. To
show why this is the case, we will use the underlying mathematics from TAO to display the
reasons for charge separation.
Although we plot the x-axis as diameter in Figure 5.2.1, the x-axis is derived from DMA2
mobility. DMAs do not directly select or measure particles by diameter; they select by mobility.
Equation 5.4.1 displays the equation for mobility (Hinds 1999). In equation 5.4.1, Zj is the

electrical mobility of a particle, j is the number of charges, e is the charge of an electron, C(Dp)

is the Cunningham correction factor as a function of particle size, μ is the viscosity of air, and Dp

is the diameter of an assumed spherical particle. For a single DMA mobility, a set of diameters,
as a function of charge, transit the DMA. For the charges to separate from evaporation, each

charge (1st, 2nd, 3rd, etc) must move unequally along the x-axis, which is mobility (not diameter)
space. We will use single charge diameter space, as is usually assumed, as the x-axis in further
plots. The reader must recognize that a multiply charged particle does not have the diameter
shown on the x-axis.

𝑍𝑍𝑗𝑗 =

𝑗𝑗𝑗𝑗𝐶𝐶�𝐷𝐷𝑝𝑝 �
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(5.4.1)

Equation 5.4.2 enables the calculation of the particle evaporation rate and is used in
conjunction with Equation 5.4.1. In Equation 5.4.2, Dp is particle diameter, t’ is time, Di,air is the
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diffusivity of the component i in air, Mi is the molecular weight, ρi is the aerosol particle density,

R is the gas constant, T is the evaporation temperature, F is the transition regime correction

factor (Fuchs and Sutugin 1971) as a function of Knudsen number (Kni) and accommodation
coefficient (αi), P* is the vapor pressure, and σi is the surface tension of component i. The

following variables are set for levoglucosan (C6H10O5): the molecular weight is 162.1 g/mole,
the surface tension was assumed to be 0.022 N/m (Topping et al. 2007), the density was assumed
to be 1.64 g/cm3 (Koehler et al. 2006), and the accommodation coefficient was assumed to be
unity. The diffusivity of levoglucosan in air was calculated using Chapman-Enskog kinetic
theory (Bird et al. 2002) and is estimated to be 7.05x10-6 m2/s at 36 °C (Oxford et al. 2019). To
show the relative evaporation rate in single charge diameter space, an expression for the ratio of
the rate of change of both the first charge and greater charges must be developed.
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(5.4.2)

To split the distribution exiting DMA1 by evaporation, each charge’s distribution must
change at different rates in first charge diameter space. We divide the first charge version of
Equation 5.4.2 by the second charge version. To compare movement in first charge mobility
space, we equate the first and second charge versions of Equation 5.4.1 and take the implicit
derivative with respect to diameter. The result of the differentiation is used to convert the ratio
created from Equation 5.4.2 to first charge diameter space. The final form of the derivation is
shown as Equation 5.4.3. See Appendix C.4 for the complete form, derivation, and discussion of
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Equation 5.4.3. In Equation 5.4.3, the subscript 1 represents the first charge, the subscript 2

represents the second charge, and the subscript 2-1 represents the second charge mapped to the
equivalent first charge diameter. The change in diameter in first charge diameter space is
expressed as the product of four ratios.
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(5.4.3)

The rate of change in first charge mobility space relative to a higher charge (second
charge shown) is the ratio of the diameters (α ratio), the Kelvin effects (β ratio), the transition
corrections (γ ratio), and the second charge change in diameter (δ ratio). The diffusivity,
molecular weight, density, gas constant, vapor pressure, and temperature from Equation 5.4.2
cancel. For a single component aerosol i, the molecular weight, surface tension, density, and

mean free path used to calculate Knudsen number and accommodation coefficient impact both
the numerator and denominator. In further calculations, we assume that the accommodation
coefficient is not only unity but is also not a function of diameter. The β ratio, expressed above
as the ratio of Kelvin effects, can also be expressed as the ratio of exponential of the inverse
diameters raised to the power of the constant component specific variables: surface tension,
molecular weight, and density. Therefore, the β ratio is really driven by the ratio of the
exponential of the inverse of the diameters. See Appendix C.4.

131

For a pure component aerosol measured in single charge diameter space, the first charge
shrinks faster than the second charge, which is faster than the third charge, etc. If we assume a 90
nm aerosol particle of levoglucosan, the value for each ratio at the beginning of evaporation is
shown in Equation 5.4.4. All ratios but the transition regime correction factor, the γ ratio, are
greater than 1. If the γ ratio is multiplied by the ratio of the diameters, the α ratio, the result is
greater than 1. The product of these two ratios approaches a value of 1 as the diameter
approaches 0 nm. Therefore, this product is always greater than 1, even for low mass
accommodation. The remaining two ratios, the Kelvin effect, the β ratio, and the final derivative,
the δ ratio, are both always greater than 1 for pure components and ensure a final evaporation
ratio greater than 1. For a 90 nm aerosol particle of levoglucosan, the first charge evaporates 1.79
times faster than the second charge in single charge diameter space. The increased evaporation
ensures the first charge quickly separates from the remaining charges. If we extend our
investigation to include the third charge, the second charge evaporates 1.48 times faster than the
third charge in single charge diameter space. These rates mean that the first charge evaporates
2.66 times faster than the third charge in single charge diameter space, and the first charge
always separates from the remaining first, for pure components. If we were to continue to
evaporate the particles represented in Figure 5.2.1, the first charge will fully separate from the
others, and the second charge would eventually separate from the remaining. Therefore, multiple
peaks are possible when evaporating pure components.

𝑑𝑑𝐷𝐷𝑝𝑝,1
= [1.500]𝛼𝛼 [1.013]𝛽𝛽 [0.738]𝛾𝛾 [1.600]𝛿𝛿 = 1.794
𝑑𝑑𝐷𝐷𝑝𝑝,2−1
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(5.4.4)

Compound specific variables; like surface tension, Knudsen number, and
accommodation; impact both the numerator and the denominator which limits influence on
charge separation. To explore the dependency of resulting ratios on compound specific variables,
we explore an example comparing particles of levoglucosan, malonic acid, and oleic acid. The
component variables used are shown in Table C.5.1. The compounds here represent large
changes in compound specific variables (factor of 2 in particle density; factor of 10 in surface
tension; factor of 2 in molecular weight; and factor of 2 in diffusivity), are representative of the
phenomena, and are not comprehensive. To simplify the comparison, only the ratio of the first
charge to the second is evaluated. Two ratios are changed by compound specific components: the
ratio of the Kelvin effects and the ratio of the transition correction factor. When comparing the
value of the transition correction factor ratio, the values for both malonic acid and oleic acid are
higher than levoglucosan over the evaluated range of 5 nm to 500 nm. The maximum increase in
transition correction factor ratio (the γ ratio) for oleic acid is +3.2%. The maximum occurs at 200
nm. This increase represents the maximum deviation from levoglucosan for both components
over the evaluated range. This difference, caused by the change in component, is small compared
to the 20% change in transition correction factor ratio caused by the particle diameter over the
same range. Therefore, the γ ratio is a stronger function of particle diameter than pure component
composition. The compositional impact on the Kelvin effect ratio is different. As the particle size
approaches zero, the Kelvin effect ratio increases exponentially. The exponent in the Kelvin
effect ratio contains the component specific variables. The exponent increases the existing
diameter functionality in the Kelvin effect ratio enabling charge separation. Interestingly, if the
Kelvin effects were zero, the charges would still separate. Therefore, the Kelvin effect will not
inhibit separation. From this analysis, the α ratio and the δ ratio are not functions of compound
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tested. The γ ratio is a stronger function of diameter than compound. Compounds have a large
effect on the β ratio, and this impact is limited to small diameters and augments the separation of
the charges. For further discussion on the behavior of these ratios see Appendix C.5.
Therefore, the singly charged particles will separate from the others first, regardless of
the pure component aerosol tested. Our observations and the model confirm this conclusion.
Multiple phases are still possible, but the reason for the peaks observed in the diacids
experiments are explained by charge separation alone, not multiple phases. If multiple phases
occurred in pure component aerosols, an increase in observed peaks would occur. If two phases
are present, the single charge peak would split into two peaks, and the second peak in Figure
5.2.1 may exhibit multiple peaks as well. The CPC response, shown in Figure 5.2.1, would be
more complicated than the simple two peaks shown. A maximum of two peaks have been
observed in the above experiments. Some experiments see only a single peak or a shoulder in
contrast to the two distinct peaks shown above. Explanations for these observations require
investigation of V-TDMA specific settings.

5.5 The process of charge separation
Figure 5.5.1 shows the shape and progression of the charge separation. We calculated the
response using data from the TDMA and the TAO model. We selected a 90 nm particle at
DMA1 from the measured log-normal size distribution. The mean of the inlet size distribution
was 82 nm with a geometric standard deviation of 1.9. At 21.5 °C (black), a small mass of the 90
nm particles evaporates. Increasing the temperature to 28 °C (blue) evaporates the particles
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further while the peak of the CPC response drops, and the response widens. At 32 °C (red), the
first charge is beginning to pull away from the remaining charges and a shoulder forms. This
results in a wide single peaked curve. At 34 °C (green), two distinct peaks are observed. The first
charge is the peak on the left while the remaining charges are on the right. At 36 °C, the two
peaks separate further. At 38 °C, the first charge is nearly separated from the remaining and a
shoulder forms on the second charge peak. The second charge is in the process of pulling away
from all charges greater than two. For our instrument, the shape of the response changes from a
single peak, to a shoulder, and then to two distinct peaks. The shape of the response is defined by
the DMA transfer function widths, the residence time distribution in the heater, and the number
populations in the different charge distributions, in addition to the ratios above.

Figure 5.5.1. The stages of charge separation. We calculate the evaporation of levoglucosan
particles at different temperatures. DMA1 selected a diameter of 90 nm with an aerosol-to-sheath
ratio of 1:10. DMA2 had an aerosol-to-sheath ratio of 1:10.
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The populations exiting DMA1 define the peak heights seen in Figure 5.5.1. Two
variables contribute to the population exiting DMA1 at any diameter: the charging fraction and
the inlet size distribution. We explore those variables here by developing a relationship using
Equation 5.3.1. We divide the single charged population, defined by Equation 5.3.1, by the
double charged population, also defined by Equation 5.3.1. Both equations are evaluated at the
centroid of the transfer function. The final developed equality is shown as Equation 5.5.1. As in
Equation 5.3.1, the size distribution is again dN/dDp, the DMA transfer function is Ω, and the

fraction charged is η. However, in Equation 5.5.1, the subscript DMA1 represents the population
exiting DMA1, and the subscript SD represents the inlet size distribution entering DMA1. The

subscript 1c and 2c represent the value at the first and second charge transfer function centroid

respectively. At the centroid, the value of the transfer function (Ω) is equal for both charges and

is removed. In Figure 5.5.1, we assumed a standard neutralized distribution (Wiedensohler

1988), and that the DMA1 set point was larger than the peak of the log-normal size distribution
(90 nm > 82 nm). Under those conditions, the ratio of the fraction charged and the ratio of the
inlet size distribution are greater than 1. This makes the first charge peak higher in number than
the second. The ratio of the fraction charged (η ratio) is a function of neutralizer age, neutralizer
design and material, and aerosol flow rate (Jiang et al. 2014). If DMA1 samples at a diameter
smaller than the peak of the size distribution, the value of the inlet size distribution ratio
decreases. The population ratio exiting DMA1, defined by Equation 5.5.1, may assume a value
of 1 or less, creating a multi-charged size distribution.
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(5.5.1)

The width of each charge’s distribution is defined by the width of the DMA1 and DMA2
transfer functions along with the residence time distribution in the heater. The residence time in
the heater determines the final evaporated diameter. Evaporation ovens do not have a single
residence time, but a set of residence times. A very narrow set of residence times will yield
narrow and tall peaks while a wide residence time distribution will yield wide and short peaks.
The residence time distribution is the primary cause of the asymmetrical responses shown in
Figure 5.5.1. Changes in flow rate through the heater or changes in heater design alter the
residence time distribution. The convolution of the RTD with the DMA1 transfer function and
the evaporation phenomena must be considered. See Appendix C.6 for more detail. Increases in
the width of the DMA transfer function will also widen the response. The transfer function
widens in two ways: by increasing the aerosol-to-sheath ratio and by choosing a larger single
charge diameter set point. Heretofore, we have assumed an aerosol-to-sheath ratio of 1/10, and a
DMA1 set point of 90 nm.

5.6 Impact of the transfer function width
Choice of a wide transfer function or a wide residence time distribution veils the first
charge CPC response and could reduce accuracy. To display the effect of the transfer function,
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we will use TAO to calculate the CPC response. The previously measured data used a sheath
flow rate of 15 LPM with an aerosol flow rate of 1.5 LPM. To display the effect of the transfer
function we will assume two additional scenarios: a 200 nm DMA1 set point and an increased
aerosol-to-sheath ratio. For the aerosol-to-sheath ratio, we will continue to assume an aerosol
flow rate of 1.5 LPM and reduce the sheath flow rate to 6 LPM, providing a 1:4 aerosol-tosheath ratio. This action will widen the transfer function at a DMA1 set point of 90 nm. For the
200 nm DMA1 set point, we will continue to assume the 1:10 aerosol-to-sheath flow ratio. In
both cases, we will continue to use the measured inlet size distribution described by a mean of 82
nm and a geometric standard deviation of 1.9.
A reduction in the aerosol-to-sheath ratio widens the transfer function which covers up
neighboring charges. Figure 5.6.1 displays the impact of the aerosol-to-sheath ratio on the
evaporation of levoglucosan. The choice of DMA1 selection diameter and the inlet size
distribution is identical to Figure 5.5.1 above. In Figure 5.5.1, two distinct peaks are detectable at
34 °C. In Figure 5.6.1, two distinct peaks are only noticeable at 38 °C. At 36 °C, the separation
appears as a shoulder and not as an additional peak. At 34 °C, where Figure 5.5.1 displays two
distinct peaks, only a single peak without a shoulder exists. We also see in Figure 5.6.1 that the
width of the response is approximately 35 nm at 21.5 °C while the width of the response in
Figure 5.5.1 is 20 nm at 21.5 °C.
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Figure 5.6.1. Stages of charge separation at higher aerosol-to-sheath ratio. We calculated the
evaporation of levoglucosan particles at different temperatures. DMA1 selected a diameter of 90
nm with an aerosol-to-sheath ratio of 1:4. DMA2 had an aerosol-to-sheath ratio of 1:4.

Increasing the DMA1 diameter (from 90 nm to 200 nm) will also widen the transfer
function, which veils separation. To trace topology occurring within a size distribution, the width
of the DMA transfer function must be narrower than the width of the phenomena being
measured. For an initial size of 90 nm evaporated at 36 °C, the width of the gap between the
evaporated first and second peak is approximately 16 nm. For an initial size of 200 nm, the gap is
18 nm. However, the width of the transfer function at 90 nm is 11 nm, and the width of the
transfer function at 200 nm is 26 nm. Selection of a 200 nm particle can mask the separation of
the charges. In Figure 5.6.1, the aerosol-to-sheath ratio was reduced to 1:4. The width of that
transfer function is nearly equal to the transfer function width at 200 nm. Thus, by selecting a
200 nm DMA1 set point, the shape of the response is similar to Figure 5.6.1, but the diameters
are larger (see Figure C.6.1). See Appendix C.7 for further details on the choice of larger
diameters.
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Assuming that the peak of the inverted CPC response corresponds with the peak time in
the residence time distribution may not always hold true. When convoluting the RTD with the
DMA1 and DMA2 transfer function and the evaporation phenomena, the peak of the CPC
response may not correlate with the peak or average time in the RTD. Specifically, for wide
RTDs, the peak of the response does not necessarily correlate to the peak of the RTD. Errors
approaching 50% are possible when incorrect residence times are used. For narrow RTDs, the
convolution correlates well with the peak of the residence time distribution, and therefore, it is
important to design for narrow RTDs and DMA transfer functions. For our RTD, the expected
error is 1%. See Appendix S6 for details.

5.7 Error associated with multi-charged populations
To calculate vapor pressure, V-TDMA users traditionally assume the inverted CPC
response peak, before and after evaporation, is equal to the peak of the first charge distribution
(Tao and McMurry 1989). This assumption is only true when the single charge distribution fully
separates from the remaining charges. When a single peak exists during evaporation, the total
CPC response peak does not correlate with the peak of the single charge distribution. Figure
5.7.1 shows an example response from Figure 5.6.1. The asterisks represent the measured CPC
response, and the open circles represent the portion of the CPC response attributed to the first
charge. We see that the peak of the first charge resides on the left side of the total CPC response.
After inversion, the difference between the two peaks is about 1.2 nm, and the total estimated
evaporation is about 13 nm. This is an error in vapor pressure of about 11%. Reducing the
aerosol-to-sheath ratio in both DMA1 and DMA2 to 1:10 reduces the error to 5%. TDMA users
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must be aware that large errors can occur when all charges remain under a single peak. In this
example, the first charge population is significantly larger than the remaining charges’.
Therefore, the peak of the total CPC response is close to the actual peak of the first charge. Some
operational choices increase the population of multiply charged particles causing a larger
difference between the peak of the first charge response and the peak of the total CPC response.

Figure 5.7.1. Calculated response of the evaporation of levoglucosan. The aerosol-to-sheath
flow rate for both DMA1 and DMA2 is set to 1:4. This response corresponds to the 28 °C
response shown in Figure 5.6.1. In this plot, the mean of the log-normal size distribution is 82
nm.

Figure 5.7.2 documents the charge separation process for a multi-charged distribution. In
this figure, we have assumed an aerosol-to-sheath ratio of 1:4. This assumption makes Figure
5.7.2 comparable to Figure 5.6.1; however, we are now selecting 90 nm particles from an input
size distribution that peaks at a larger 200 nm mean. No peak separation is observed through all
investigated oven temperatures. The 38 °C curve does have an extended left side of the
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distribution where the single charge distribution resides, like we saw in Figure 5.6.1. The lack of
charge separation is a consequence of both the multi-charged situation and the choice of wide
transfer function. The altered inlet size distribution includes a higher number of particles larger
than the selected size. The second and third charges have a greater influence on the peak of the
total CPC response. For the 82 nm size distribution, the CPC response is mostly under the
influence of the single charge distribution. If the population is multi-charged, the relative peak
heights change, and the peak of the response can track with the higher charges.

Figure 5.7.2. Stages of charge separation in a multi-charge distribution. We have assumed an
aerosol-to-sheath flow rate of 1:4 for both DMA1 and DMA2. In this case, the mean of the size
distribution is 200 nm, significantly higher than the selected diameter of 90 nm.

The choice of DMA1 size along with the size distribution dictates this multi-charged
scenario. In Figure 5.7.2, we assumed a different size distribution and held the charging fraction
constant. The previous size distribution (Figure 5.6.1) had a mean of 82 nm and a geometric
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standard deviation of 1.9. With a DMA1 set point of 90 nm, 82% of the population was singly
charged. The Figure 5.7.2 size distribution has a mean of 200 nm and a geometric standard
deviation of 1.5. For a DMA1 set point of 90 nm, 41% of the population will be singly charged,
and 42% of the population will be doubly charged. 15% of the population will be triply charged.
So, the influence of the second charge will be equivalent to the first, and there will be a
significant contribution from the third.
This smaller first charge contribution allows the total CPC response to track with higher
charges. Figure 5.7.3 graphs the first charge and total CPC response at 28 °C from Figure 5.7.2.
The CPC response in Figure 5.7.3 is directly comparable to the CPC response shown in Figure
5.7.1. The single charge peak resides in approximately the same location in both Figure 5.7.3
and Figure 5.7.1. However, the peak of the total response shifted to a higher diameter in Figure
5.7.3 due to the larger contribution from higher charges. In this new case, the difference between
the peak of the first charge and the peak of the response is approximately 6 nm. The estimated
loss in 1st charge diameter is still 13 nm. This is an error of 45% compared to the 11% from
Figure 5.7.1. Multi-charged populations will shift the peak of the response toward larger sizes,
and use of the total inverted CPC response peak reduces the calculated vapor pressure. As the
temperature increases, the difference between the peak of the response and the peak attributed to
the first charge increases.
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Figure 5.7.3. The error in peak determination for a multi charged population. The asterisks
represent the measurements by the CPC. The open circles are the portion of the CPC response
attributed to the first charge alone. This figure is directly comparable to Figure 5.7.1. The mean
of the log-normal size distribution is assumed to be 200 nm in this case.

Using multi-charge measurements produces both a lower vapor pressure and a lower
enthalpy. Figure 5.7.4 plots the vapor pressures from the 200 nm size distribution and the vapor
pressures from the narrow transfer function used in Figure 5.5.1. The inverted peak of the total
CPC response was used in conjunction with the time at the peak of the RTD. The asterisks
represent the measurements from the new inlet size distribution (mode of 200 nm), and circles
are measurements from the previous inlet size distribution (mode of 82 nm), and 90 nm particles
are selected by DMA1 in both cases. The line represents the actual vapor pressure relationship
used to derive the response. The red asterisks are the first charge from the 200 nm size
distribution. For the 82 nm size distribution, the error in estimated enthalpy is -1% to -2% for all
cases. For the 200 nm size distribution, the error in calculated enthalpy of sublimation is -12%.
The error in vapor pressure at 296 K can be calculated from the curve fit. This error is
approximately 3% for the 82 nm size distribution and 25% for the 200 nm size distribution. Both
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size distributions create linear responses. If we continued to shift the mean of the inlet size
distribution to larger sizes, the response would continue to shift away from the first charge
response and further reduce the enthalpy and vapor pressure. Additionally, the second and third
charge curves will drive both lower enthalpies and vapor pressures. If the single charge can be
tracked in this multi-charged scenario, accurate vapor pressures and enthalpies can be recovered
as illustrated in Figure 5.7.4. The error in the enthalpy of sublimation from the single charged
response, with the 200 nm size distribution, is – 4.9% with an error in the vapor pressure at 296
K of +11%. These slightly larger errors are a consequence of the choice of a wider DMA1
transfer function.

Figure 5.7.4. The error in estimated enthalpy due to multi-charging. The circles are the estimated
vapor pressures from Figure 5.5.1. The solid line is the actual slope and intercept used to model
levoglucosan vapor pressure. The black asterisks represent the estimated vapor pressures from
Figure 5.7.2. The red asterisks represent the vapor pressures from Figure 5.7.2 using the first
charge from the CPC response.
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5.8 Conclusions
The multiple response peaks in published V-TDMA responses likely correlate with the
separation of each charges’ distribution, and the separation of these charges is driven by the
evaporation mechanics. The rate of evaporation of singly charged particles exceeds the rate of
evaporation of the higher charges in single charge diameter space. After nearly evaporating the
first charge distribution, the second charge distribution begins to separate from the distributions
with charges greater than two. If multiple phases exist, many more peaks should be present. To
reveal any peaks, narrow DMA transfer functions and narrow residence time distributions must
be used.
Heater design and proper characterization of the residence time distribution are critical
for accurate vapor pressure measurements. To use the peak of the inverted DMA2 response,
convolution error must be kept to a minimum. Wide residence time distributions create
convoluted responses that do not correlate with the peak or average of the residence time
distribution. When narrow residence time distributions are used, the peak of the response
correlates with the peak of the residence time distribution. Errors in excess of 50% can result
from this process alone. This underscores the necessity of directly measuring the narrow
residence time distribution of the heater and using the time at peak.
The peak of the inverted DMA2 response does not necessarily correlate with the peak of
the first charge distribution. The population exiting DMA1 contains multiply charged particles.
The distributions, with charges greater than one, skew the response to larger diameters. To
prevent the inlet size distribution from creating a multi-charged population, DMA1 should
sample diameters greater than the peak of the inlet size distribution. In addition, the neutralizer
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design and age impact this response. In this work, an example of highly multi-charged
populations created errors in vapor pressure of 25% and errors in enthalpy of 15%.
Use of wide DMA transfer functions does not necessarily create error. The wide transfer
functions, used above, contained similar errors in vapor pressure and enthalpy as compared to the
narrow transfer functions. When the population selected by DMA1 consists of primarily singly
charge particles, the peak of the total CPC response is close to the single charged peak. This
relationship is true regardless of transfer function used. However, with a wide transfer function,
knowledge of the fraction of singly charged particles is unknown throughout evaporation. Thus,
for reasons of both data accuracy and quality, we recommend using narrow transfer functions
with narrow residence time distributions to separate the CPC response into two peaks using the
evaporation process. If the first charge can be isolated, then accurate vapor pressures and
enthalpies can be calculated.

5.9 References
Bilde, M., Barsanti, K., Booth, M., Cappa, C. D., Donahue, N. M., Emanuelsson, E. U.,
McFiggans, G., Krieger, U. K., Marcolli, C., Topping, D., Ziemann, P., Barley, M., Clegg, S.,
Dennis-Smither, B., Hallquist, M., Hallquist, Å. M., Khlystov, A., Kulmala, M., Mogensen, D.,
Percival, C. J., Pope, F., Reid, J. P., Ribeiro da Silva, M. A. V., Rosenoern, T., Salo, K., Soonsin,
V. P., Yli-Juuti, T., Prisle, N. L., Pagels, J., Rarey, J., Zardini, A. A., Riipinen, I. (2015).
Saturation Vapor Pressures and Transition Enthalpies of Low-Volatility Organic Molecules of
Atmospheric Relevance: From Dicarboxylic Acids to Complex Mixtures. Chem Rev 115:41154156.
Bilde, M., Svenningsson, B., Mønster, J., Rosenørn, T. (2003). Even− odd alternation of
evaporation rates and vapor pressures of C3− C9 dicarboxylic acid aerosols. Environmental
science & technology 37:1371-1378.
147

Bird, R. B., Stewart, W. E., Lightfoot, E. N. (2002). Transport phenomena. J. Wiley, New York.
Chattopadhyay, S. and Ziemann, P. J. (2005). Vapor pressures of substituted and unsubstituted
monocarboxylic and dicarboxylic acids measured using an improved thermal desorption particle
beam mass spectrometry method. Aerosol Science and Technology 39:1085-1100.
Emanuelsson, E. U., Tschiskale, M., Bilde, M. (2016). Phase state and saturation vapor pressure
of submicron particles of meso-erythritol at ambient conditions. The Journal of Physical
Chemistry A 120:7183-7191.
Friedlander, S. K. (2000). Smoke, dust, and haze : fundamentals of aerosol dynamics. Oxford
University Press, New York.
Fuchs, N. and Sutugin, A. (1971). High-Dispersed Aerosols in Topics in Current Aerosol
Research. International Reviews in Aerosol Physics and Chemistry 2:5-60.
Hinds, W. C. (1999). Aerosol technology : properties, behavior, and measurement of airborne
particles. Wiley, New York.
Jiang, J., Kim, C., Wang, X., Stolzenburg, M. R., Kaufman, S. L., Qi, C., Sem, G. J., Sakurai, H.,
Hama, N., McMurry, P. H. (2014). Aerosol charge fractions downstream of six bipolar chargers:
Effects of ion source, source activity, and flowrate. Aerosol Science and Technology 48:12071216.
Knutson, E. and Whitby, K. (1975). Aerosol classification by electric mobility: apparatus,
theory, and applications. Journal of Aerosol Science 6:443-451.
Koehler, K., Kreidenweis, S., DeMott, P., Prenni, A., Carrico, C., Ervens, B., Feingold, G.
(2006). Water activity and activation diameters from hygroscopicity data-Part II: Application to
organic species. Atmos Chem Phys 6:795-809.
Koponen, I. K., Riipinen, I., Hienola, A., Kulmala, M., Bilde, M. (2007). Thermodynamic
properties of malonic, succinic, and glutaric acids: Evaporation rates and saturation vapor
pressures. Environmental science & technology 41:3926-3933.
Liu, B., Pui, D., Whitby, K., Kittelson, D. B., Kousaka, Y., McKenzie, R. (1978). The aerosol
mobility chromatograph: a new detector for sulfuric acid aerosols, in Sulfur in the Atmosphere,
Elsevier, 99-104.
148

McMurry, P. H., Takano, H., Anderson, G. R. (1983). Study of the ammonia (gas)-sulfuric acid
(aerosol) reaction rate. Environmental Science & Technology 17:347-352.
Oxford, C. R., Rapp, C. M., Wang, Y., Kumar, P., Watson, D., Portelli, J. L., Sussman, E. A.,
Dhawan, S., Jiang, J., Williams, B. J. (2019). Development and qualification of a VH-TDMA for
the study of pure aerosols. Aerosol Science and Technology 53:120-132.
Petters, M. D. (2018). A language to simplify computation of differential mobility analyzer
response functions. Aerosol Science and Technology 52:1437-1451.
Rader, D., McMurry, P., Smith, S. (1987). Evaporation rates of monodisperse organic aerosols in
the 0.02-to 0.2-μm-diameter range. Aerosol science and technology 6:247-260.
Rader, D. J. and McMurry, P. H. (1986). Application of the Tandem Differential Mobility
Analyzer to Studies of Droplet Growth or Evaporation. Journal of Aerosol Science 17:771-787.
Saleh, R., Walker, J., Khlystov, A. (2008). Determination of saturation pressure and enthalpy of
vaporization of semi-volatile aerosols: The integrated volume method. Journal of Aerosol
Science 39:876-887.
Salo, K., Jonsson, A. M., Andersson, P. U., Hallquist, M. (2010). Aerosol Volatility and
Enthalpy of Sublimation of Carboxylic Acids. J Phys Chem A 114:4586-4594.
Stolzenburg, M. R. and McMurry, P. H. (2008). Equations governing single and tandem DMA
configurations and a new lognormal approximation to the transfer function. Aerosol Science and
Technology 42:421-432.
Tao, Y. and McMurry, P. H. (1989). Vapor pressures and surface free energies of C14-C18
monocarboxylic acids and C5 and C6 dicarboxylic acids. Environmental science & technology
23:1519-1523.
Tester, J. W. and Modell, M. (1997). Thermodynamics and its applications. Prentice Hall PTR,
Upper Saddle River, N.J.
Topping, D., McFiggans, G., Kiss, G., Varga, Z., Facchini, M., Decesari, S., Mircea, M. (2007).
Surface tensions of multi-component mixed inorganic/organic aqueous systems of atmospheric
significance: measurements, model predictions and importance for cloud activation predictions.
Atmospheric Chemistry and Physics 7:2371-2398.
149

Wiedensohler, A. (1988). An Approximation of the Bipolar Charge-Distribution for Particles in
the Sub-Micron Size Range. Journal of Aerosol Science 19:387-389.
Wright, T. P., Song, C., Sears, S., Petters, M. D. (2016). Thermodynamic and kinetic behavior of
glycerol aerosol. Aerosol Science and Technology 50:1385-1396.

150

Chapter 6: Using TAO to Estimate the
Biases in Hygroscopicity Experiments
and the Opportunities for Scanning
Mobility Particle Sizer (SMPS) Inversion
6.1 Abstract
Hygroscopic Tandem Differential Mobility Analyzers (H-TDMAs) measure the
hygroscopicity of a sampled aerosol. The resulting data from H-TDMAs must be inverted to
determine hygroscopicity. Original inversion routines assumed the presence of a Condensation
Particle Counter (CPC) between the first Differential Mobility Analyzer (DMA1) and the second
(DMA2). Additionally, the routines assumed the sampled population is singly charged. Current
experiments omit the DMA1 CPC and use the inversion routine without regard to the
assumptions. The inversion routine will contain two biases associated with the inversion
assumptions: slope bias and dispersion bias. The omission of the CPC will generate a loss in
growth factor resolution due to the loss in degrees of freedom. We use a model named TAO to
determine the biases and display the impact from the reduction in degrees of freedom. Inversion
routines that do not include the size distribution contain biases, and omission of the CPC creates
too few degrees of freedom. We recommend the addition of a dump valve to H-TDMAs in lieu
of a CPC increasing the degrees of freedom. By limiting investigations and increasing the
degrees of freedom, growth factor distributions derived from the original routines are accurate.
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6.2 Introduction
Data derived from Hygroscopic Tandem Differential Mobility Analyzers (H-TDMAs)
must be inverted to determine the growth factor distribution (Gysel et al. 2009). An H-TDMA
selects an aerosol from an inlet size distribution using the first Differential Mobility Analyzer
(DMA1). The sampled aerosol flows through a humidifier, and the aerosol grows due to the
absorbance of water. The second Differential Mobility Analyzer (DMA2) measures the
hygroscopic size distribution (Liu et al. 1978). Using the data from DMA2, the H-TDMA
inversion process returns the statistical distribution necessary to transform the sampled size
distribution exiting DMA1 into the experimental size distribution entering DMA2 (Stolzenburg
2018).
Inversion routines assume a flat inlet distribution that is singly charged and the presence
of a Condensation Particle Counter (CPC) between DMA1 and DMA2 (Stolzenburg 2018),
known further as the DMA1 CPC. If the inlet distribution is flat, the sample distribution exiting
DMA1 has the shape of the DMA1 transfer function. With the shape known, measuring the total
particle concentration after DMA1 establishes both the shape and number of the sampled
population. The inversion process, employing DMA transfer functions, uses two integrals to
transform the exiting DMA1 population into the recorded DMA2 CPC response (Stolzenburg
and McMurry 2008). If both the integrated solution and the recorded DMA2 CPC response
match, a valid growth factor distribution has been found. The population variable in the growth
factor distribution reflects the particle losses that occurred between the DMA1 CPC and the
recorded DMA2 CPC response.
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Growth factor distributions can be recovered without the DMA1 CPC while continuing to
assume the inlet size distribution is flat and singly charged. The measured hygroscopic
relationships use the growth of the aerosol to establish hygroscopicity (Petters and Kreidenweis
2007). Therefore, the population variable from the growth factor distribution has little use. By
assuming a sampled population number exiting DMA1, the growth factor distribution can be
calculated. The population variable from the calculated growth factor distribution represents the
difference between the assumed sample population number and the measured response. The
shape of the growth factor distribution remains intact when using the assumed population, and
therefore, the results can be used to calculate hygroscopicity. Many TDMAs omit the DMA1
CPC and focus on the growth of the aerosol (Hakala et al. 2017; Hennig et al. 2005).
For the moment, we must pause to define measurement independence and degrees of
freedom. A single normal growth factor distribution requires 3 degrees of freedom for a unique
solution. To solve for the 3 variables, three independent measurements of the experimental
population entering DMA2 are necessary. To illustrate independence in DMA measurement, we
assume two measurements of the experimental size distribution entering DMA2: measurement A
and measurement B. Both measurement A and B use the same aerosol and sheath flow rates;
only the voltage changes between the two measurements. We then assume that the experimental
size distribution entering DMA2 changes only in an area within the transfer function of
measurement A. For measurement B to be independent of measurement A, the change in size
distribution must only impact measurement A. To guarantee independence of the two
experimental size distribution measurements, the two transfer functions should not overlap. If the
two DMA2 transfer functions significantly overlap, the two measurements are not independent
with regards to the experimental size distribution entering DMA2; the two measurements are
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independent with regards to the measurement noise and error. Thus, the width of the
experimental population entering DMA2 and the width of the DMA2 transfer function define the
degrees of freedom available for the growth factor distribution solution.
The width of both DMA transfer functions is determined by the aerosol and sheath flow
rate (Knutson and Whitby 1975). Additionally, the sheath flow rate along with the maximum
voltage determines the range of sizes investigated (Stolzenburg and McMurry 2008). Often, both
DMA1 and DMA2 have the same sheath flow rate, and therefore, the same size range capability
during investigations. When a DMA1 CPC is used, the aerosol flow rate through DMA1 is
higher than the aerosol flow in DMA2. The presence of the DMA1 CPC ensures that the DMA1
transfer function is wider than the DMA2 transfer function, assuming equal sheath flow rates.
This difference in transfer function width increases the degrees of freedom available for recovery
of the growth factor distribution. If the DMA1 CPC is omitted, both DMA1 and DMA2 have the
same transfer function width, and the degrees of freedom are reduced to one to two. Therefore, if
the DMA1 CPC is removed, not only is the particle loss unrecoverable, the routine may not have
enough degrees of freedom to obtain a unique and accurate solution.
Inversion routines assume the size distribution is flat and singly charged. The second
derivative of the log-normal size distribution is equal to zero in one place: the peak. The
population exiting DMA1 always contains multiply charged particles. Therefore, neither
assumption is true, and the impact of the assumption should be investigated (Swietlicki et al.
2008). Additionally, when performing experiments, multiple growth factor distributions are often
compared to understand how the growth factor distribution changes as a function of time (Martin
et al. 2013; Tritscher et al. 2011). Since inversion routines assume a flat inlet distribution with
every inversion, the implicit assumption in this comparison is that the inlet size distribution is
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unchanging. This assumption, in combination with the flat, singly charged assumption, has the
potential to create biases and trends during experiments.
Using a model, we will identify trends caused by the changing size distribution and
display the advantages to widening the DMA1 transfer function. The model will incorporate the
inlet size distribution, the DMA1 transfer function, a growth factor distribution, and the DMA2
transfer function. The calculated DMA2 CPC response, resulting from the changing size
distribution, will display the apparent hygroscopic trends that result from the assumptions.
Additionally, by changing the aerosol-to-sheath ratio, the model output will display the impact of
increasing the degrees of freedom. Although H-TDMA users believe they can use inversion
routines with the aforementioned assumptions and omit the CPC between DMA1 and DMA2
without fail, the inversion output will contain and create biases, and the omission of the CPC will
generate a loss in growth factor resolution.

6.3 Definitions and the Model Used
Several distributions exist in the operation of the H-TDMA, and this requires a few
distribution definitions to prevent confusion. The size distribution entering DMA1 is called the
inlet size distribution. The size distribution exiting DMA1 is called the sampled size distribution.
The size distribution entering DMA2 is called the experimental size distribution. The resulting
function that converts the sampled size distribution into the experimental size distribution is
called the growth factor distribution. The recorded data from the combination of DMA2 and the
CPC will be called the DMA2 CPC response.
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We define a few more definitions used in this study. First, the bias, created by the first
inversion assumption (the flat inlet size distribution), is caused by a non-zero slope of the inlet
size distribution (Rader and McMurry 1986). For this study, we refer to this bias as “slope bias.”
The second inversion assumption is the entire sampled population is singly charged. This
assumption is never true; but in some cases, the assumption can be a very good approximation of
the sampled distribution. In those cases, the entire aerosol, both singly and multiply charged
particles, behaves as if it is effectively monodisperse. When the sampled aerosol contains enough
multiply charged particles to inhibit monodisperse behavior, a bias results. We define this
dispersed behavior as “dispersion bias.” Lastly, the degrees of freedom, available to growth
factor distribution recovery, are defined as the width of the experimental size distribution divided
by the width of the DMA2 transfer function. The ability to arrange the DMA2 centroid in various
ways across the experimental size distribution can create multiple answers to the question: what
the number of degrees of freedom is. Therefore, this number will be expressed as a range (i.e. 1
to 2).
The model, named TAO, used in this study incorporates the DMA transfer functions,
several options for the growth factor distribution, and the inlet size distribution. For this study,
the inlet size distribution is represented by a single log-normal size distribution (Friedlander
2000) or a flat size distribution. The DMA transfer functions are non-diffusing and defined by
Stolzenburg and McMurry (2008). The charging fraction is defined by Wiedensohler (1988). The
growth factor distribution can be defined in many ways: the aerosol can be assumed to be
ammonium sulfate (Tang and Munkelwitz 1994), the growth factor distribution can be
represented by a series of numbers as a function of growth factor or a defined statistical
distribution (normal, beta, etc.), and the growth factor distribution can be represented by a single
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hygroscopicity (Petters and Kreidenweis 2007) or a distribution of hygroscopicities. Lastly, no
particle loss functions or CPC efficiency functions are used. A detailed description of TAO can
be found in Appendix D.1.
The model cannot invert, and thus growth factor solutions are not available. TAO is a
full forward model only. TAO can emulate the assumptions used in inversion routines.
Therefore, to measure the impact on the assumptions, deviations in the final DMA2 CPC
response is used. The reader must remember that inversion routines are blind to the biases shown
below, and the DMA2 CPC response, that includes the bias, will be interpreted by inversion
routines as a change in the growth factor distribution. So, the reader should imagine the DMA2
CPC response as a surrogate for the inverted growth factor distribution.

6.4 Slope Bias
The impact of the flat size distribution assumption is shown in Figure 6.4.1. For the
remainder of the study, three size distributions are used. The blue log-normal size distribution
has a mean of 70 nm, the red log-normal size distribution has a mean of 170 nm, and the cyan
distribution is flat. The details on the red and blue size distributions are found in Figure 6.4.1
panel a. The black dot-dashed line in panel a is the DMA1 transfer function, which is plotted on
the right axis. The centroid of the DMA1 transfer function is shown as a vertical dashed line at
100 nm. The aerosol to sheath ratio assumed in both panels a and b is 1:4. Panel b is the singly
charged sampled population exiting DMA1. Multiplication of the DMA1 transfer function by the
inlet size distribution creates the sampled population.
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Figure 6.4.1. The impact of the inlet size distribution on a singly charged sample population.
Panel a: The inlet size distributions are plotted on the left axis, and the DMA1 transfer function
on the right. Panel b: The three sampled size distributions derived from the DMA1 transfer
function and the three inlet size distributions in panel a.

The slope of the size distribution, when crossing the DMA1 transfer function, alters the
selected population. In panel a, the cyan curve represents the assumption used in inversion
routines. For the moment, we assume the blue size distribution is the inlet size distribution. The
population of the blue inlet size distribution is higher than the cyan inlet size distribution on the
left side of the DMA1 centroid. This relationship is shown by the blue arrow on the left side of
panel a. On the right side of the DMA1 centroid, the blue inlet size distribution is below the cyan
inlet size distribution. When the inlet size distributions are multiplied by the DMA1 transfer
function, this trend becomes part of the sampled distribution. The blue sampled population on the
left side of the centroid is higher than the cyan sampled population, and the blue sampled
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population on the right side is lower. This pattern is reversed when assuming the red size
distribution. The relationship between the inlet size distribution and the DMA1 transfer function
is explained functionally in Appendix D.2.
DMA2 interprets the altered population as a shift in diameter. Figure 6.4.2, panel a
displays the integrated DMA2 CPC response from the sampled population. In this example, no
change in size is assumed, the aerosol-to-sheath ratio of DMA1 is 1:4, and the aerosol-to-sheath
ratio of DMA2 is 1:10. In panel b above, the inlet size distribution shifts the sampled size
distribution vertically. The vertical shift in the sampled population causes a left-right shift in the
centroid of the area under the sampled population curve. Since each DMA2 CPC response
measurement integrates the sampled population, the left-right shift in centroid is interpreted by
DMA2 as a left-right shift in diameter. The blue size distribution is shifted left to smaller
diameters, and the red shifted right to larger. These shifts highlight the slope bias functionality:
inlet size distributions with a negative slope, when passing through the area of the transfer
function, shifts the DMA2 CPC response to smaller diameters. Positively sloped inlet size
distributions shift the DMA2 CPC response to larger diameters. The greater the deviation from
the flat inlet distribution assumption, the stronger the slope bias.
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Figure 6.4.2. The DMA2 CPC response from the measurement of the sampled population in
Figure 6.4.1. Panel a: the integrated DMA2 CPC response from the sample population. This
integration creates a shift away from the centroid. This error is shown in Panel b as a function of
the red size distribution and the DMA1 centroid.

The bias between the DMA2 CPC shifted response and the flat inlet size distribution
assumption is shown in Figure 6.4.2, panel b. To measure the shift away from the DMA1 flat
distribution assumption, the percent error is used. This bias; calculated using the formula in panel
b; is shown as the left y-axis in panel b; where P is the peak of the DMA2 CPC response, and PA
is the peak of the flat inlet size distribution DMA2 CPC response. The red inlet size distribution
is used for the calculations and is shown on the right y-axis. The red asterisks represent an
aerosol-to-sheath ratio of 1:4 in DMA1, and the red triangles represent an aerosol-to-sheath ratio
of 1:10, which is narrower in width. In both cases, the DMA2 aerosol-to-sheath ratio is 1:10. In
Figure 6.4.1 and Figure 6.4.2, panel a, the DMA1 centroid is fixed at 100 nm. In panel b, the
centroid is moved, and the x-axis corresponding to both the red asterisks and red triangles
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represents the DMA1 centroid set point. An error of zero is shown as a dashed horizontal line; a
DMA1 centroid of 150 nm is shown as the vertical dashed line. The trend; negative slope shifts
to smaller diameters, positive slope shifts to larger diameters; is visible in panel b. At the peak of
the size distribution, the percent error approaches zero. The bias associated with the slope of the
inlet size distribution is a function of two items: the slope of the inlet size distribution, and the
width of the DMA1 transfer function. Although the slope of the inlet size distribution approaches
zero as the diameter increases (right side of panel b), the DMA1 transfer function widens
creating a larger deviation from the flat inlet size distribution assumption. On the left side of
panel b, the slope is strong; but the DMA1 transfer function is narrow. Additionally, narrowing
the width of the transfer function using the aerosol-to-sheath ratio reduces the slope bias. The
magnitude of the bias is small and influential when the growth factor is small.
The first inversion assumption, the inlet size distribution is flat, biases low growth
aerosols. Low growth aerosols are defined, in this study, as growth factors of 1.1 or lower. A
growth factor of 1.1 results in a 10% increase in aerosol size. Figure 6.4.2 displays biases up to
4%. A bias of 4% would be nearly 40% of the growth in low growth aerosols. This bias is not
neglectable. If the size distribution changes or the DMA1 settings change, the bias will change.
The resulting DMA2 CPC response will noticeably shift creating an apparent signal.
When the size distribution changes with time, the slope bias will change with time,
creating apparent hygroscopic trends in low growth aerosols. In chamber experiments (Carrico et
al. 2010; Peng et al. 2017; Tritscher et al. 2011), the size distribution changes with time; the
mean of the log-normal size distribution increases in size. For an example, we assume the DMA1
centroid is 100 nm. If the chamber (inlet) size distribution begins with a mean of 70 nm, the blue
size distribution, the slope across the transfer function is negative creating a negative bias. Near
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the end of the experiment, the chamber size distribution grows to be the red size distribution. In
this case, the slope across the transfer function is positive creating a positive bias. Under these
conditions, the bias will create an apparent increase in hygroscopicity as a function of time, and
if the aerosol-to-sheath ratio is large enough, the resulting bias could be a significant portion of
the measured growth.
Additionally, hygroscopic trends can be created when investigating different diameters.
For this example, we assume the red size distribution is constant and compare the growth of a 50
nm, 250 nm, and 450 nm particle. For the 50 nm particle, an aerosol-to-sheath ratio is assumed,
and a growth of 10% is recorded. For the 250 nm particle, the aerosol-to-sheath ratio must be
changed to 1:4 to accommodate the larger size. This widens the transfer function exposing the HTDMA to stronger slope bias. The measured result is a growth of 8.5%. The 450 nm particle
requires another change to the aerosol-to-sheath ratio: 1:2. For this set point, the growth factor
results in an apparent 4% shrink. In all cases, the growth factor assumed in the model is 1.1. We
should note that slope bias is created at DMA1. Once the aerosol grows, the final slope bias
becomes the product of the original slope bias times the growth factor (Rader and McMurry
1986). To reduce the bias, both the aerosol flow and the sheath flow must be changed to maintain
as low an aerosol-to-sheath ratio as possible. These results are ideal in that they assume only one
charge is present. The reality is that multiple charges are present.

6.5 Dispersion Bias and the Interaction with Slope Bias
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Figure 6.5.1 introduces the multiple charged DMA1 transfer functions to the single
transfer function in Figure 6.4.1. Panel a displays the same two inlet size distributions, and the
DMA1 transfer function for the first three charges: dot-dashed line for the first charge, dashed
line for the second charge, and a dotted line for the third charge. Panel b displays the product of
the two inlet size distribution with the three DMA1 transfer functions. Both the color and line
style carry through from panel a into panel b. The transfer functions in panel a are not just the
transfer function (like Figure 6.4.1), but both the transfer function and the charging fraction.
Therefore, the transfer functions plotted in panel a reflect the product of the transfer function and
the charging fraction. These two ratios combine with the inlet size distribution to determine the
sampled population in panel b. The percentages in panel b represent the fraction of the total
particles contained within the charge. For example, 93.2 % of the particles in the blue sample
size distribution, resulting from the blue inlet size distribution, are present in the first charge. The
blue inlet size distribution results in a nearly singly charged population, and the red size
distribution results in a multiply charged population. The inlet size distribution, along with the
transfer function and charging fraction, determines the charged number populations.
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Figure 6.5.1. The first three charged sampled populations resulting from the two inlet size
distributions. Panel a: The two inlet size distributions along with the first three DMA1 transfer
functions (first three charges). Panel b: The sampled population derived from the DMA1 transfer
function and the two inlet size distributions.

Each population contains bias from the first assumption. In Figure 6.4.1 panel b, the inlet
size distributions altered the populations of the sample size distributions. The same alterations
are also present in the first charged sample population in Figure 6.5.1 panel b. As with the
previous section, the 1st charge DMA2 CPC response will be shifted left for the blue size
distribution and right for the red size distribution. The second and third charges are different. For
the blue size distribution, the slope crossing the transfer function areas, of both the second and
third charges, is negative. The entire sampled population from the blue inlet size distribution is
under the influence of a negative bias. The second charge sampled distribution is near the peak
of the red inlet size distribution, and the bias is near zero. The third charge sampled distribution
is negatively biased. Therefore, the total slope bias from the red inlet size distribution is a
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combination of the slope biases from the individual charges. For a discussion on this topic along
with the source of Equation 1, see Appendix D.4.
The impact of the second assumption, the population is singly charged, is shown in the
Figure 6.5.2. For this figure, the inlet size distribution is assumed to be ammonium sulfate. The
overall DMA2 CPC response in panel a and panel b is the solid line. As before, the first charge
response is a dot-dashed line, the second charge is a dashed line, and the third charge is a dotted
line. The crosshairs denotes the peak of each curve, and the black vertical dashed line represents
the peak of the overall DMA2 CPC response. In panel b, the three charges, their peaks, and
influence on the overall DMA2 CPC response can be clearly seen. Not only are the three charges
under the influence of different slope biases, the three charges have dispersion bias (defined
below). Panel a displays the DMA2 CPC response for the blue inlet size distribution. In this case,
the first charge is 93.2% of the total population. Therefore, the peak of the overall DMA2 CPC
response aligns with the peak of the first charge DMA2 CPC response. The experimental
population resulting from the blue sampled distribution behaves as if it is monodisperse.
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Figure 6.5.2. The DMA2 CPC response for both experimental size distributions. In these plots,
the aerosol is assumed to be ammonium sulfate at an elevated relative humidity of 90%.

When relative humidity increases, the populations do not grow equally in single charge
diameter space. The x-axis in Figure 6.5.2 is mobility converted to diameter assuming the
particle is spherical and singly charged. The second and third charge populations do not adhere
to this assumption, and their apparent growth is effectively smaller than the first charge.
Equation 1 displays the cause of the smaller growth. In Equation 1, C is the Cunningham

Correction Factor (Kim et al. 2005), dp is the diameter of the particle, gf is the growth factor of
the aerosol. The subscript wet refers to the humidified experimental size distribution, the

subscript dry refers to the dry sampled size distribution, and the numerical subscripts refer to the
charge number. For the moment, we assume an aerosol that sized perfectly with the centroid of
the transfer function and contains both the first and second charges. The dry mobility of both
charges is equal. For the two charges to move equally in single charge mobility space, the final
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mobility must also equate. Equation 1 results from these two relationships and the definition of
mobility. Since the Cunningham Correction Factors (and the ratio of wet-to-dry Cunningham
Correction Factors) for the second charge does not equate to the Cunningham Correction Factors
for the first charge, the growth factors for the two charges cannot equate as shown by Equation 1.
If the growth factor of the second charge is the same as the growth factor for the first charge, the
final diameter of the second charge, in mobility space, is different than the first.

𝐶𝐶�𝑑𝑑𝑝𝑝,𝑤𝑤𝑤𝑤𝑤𝑤,1 �

𝐶𝐶�𝑑𝑑𝑝𝑝,𝑑𝑑𝑑𝑑𝑑𝑑,1 �𝑔𝑔𝑓𝑓1

=

𝐶𝐶�𝑑𝑑𝑝𝑝,𝑤𝑤𝑤𝑤𝑤𝑤,2 �

𝐶𝐶�𝑑𝑑𝑝𝑝,𝑑𝑑𝑑𝑑𝑑𝑑,2 �𝑔𝑔𝑓𝑓2

(6.5.1)

The second inversion assumption, the selected population is singly charged, biases large
growth aerosols. At growth factors near 1, Equation 1 approaches validity. Thus, under low
growth conditions, departure from Equation 1 is small and likely neglectable. As the growth
factor increases, departure from Equation 1 becomes greater. Ammonium sulfate is a good
example of a large growth aerosol. Figure 6.5.2 panel b displays the impact and mechanism of
dispersion bias. The dispersion bias causes the multiply charged particles to not grow as much as
the singly charged particles. This lower growth causes the overall DMA2 CPC response to shift
to smaller diameters. The peak of the DMA2 CPC response is below the peak of the single
charge CPC response. The dispersion bias is always negative. For a further discussion on
Equation 1 and the dispersion bias, see Appendix D.3.
Dispersion bias and slope bias combine to generate the net bias created by the inversion
assumptions. Figure 6.5.3, panel a displays the error associated with the net bias. The error is
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again defined as the diameter at peak of the DMA2 CPC response (P) minus the diameter at peak
of the assumed flat, singly charged inlet distribution (PA) divided by the peak of the flat, singly
charge assumption. Again, the red inlet size distribution is used to generate the plot and is plotted
on the right y-axis. The asterisks and triangles have the same meaning as Figure 6.4.2 panel b.
The left axis in Figure 6.5.3, panel a is larger than the left axis in Figure 6.4.2 panel b. At larger
diameters, the dispersion bias increases the negative slope bias seen in Figure 6.4.2. For a
discussion on the interaction between slope bias and dispersion bias, see Appendix D.5. In
addition to the slope and dispersion bias interaction, the dispersion bias is not equal when viewed
as a function of diameter. The Kelvin Effect complicates the dispersion bias at smaller diameters.
In Panel a, the shape of the bias response becomes complex and situational as the diameter
decreases. Therefore, Figure 6.5.3 panel a should only be viewed as an example. For a discussion
on the impact of the Kelvin effect on dispersion bias, see Appendix D.6.
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Figure 6.5.3. The interaction of the inlet size distribution with dispersion and slope error. The
experimental size distribution is assumed to be ammonium sulfate aerosol at a relative humidity
of 90%. Panel a: the combination of dispersion error with slope error using the red inlet size
distribution. Panel b: the bias associate with dispersion error in a chamber experiment.

When the size distribution changes with time, the error will change with time creating
hygroscopic trends. As before, the size distribution changes in chamber experiments with respect
to time (Alroe et al. 2018; Martin et al. 2013; Varutbangkul et al. 2006). To display the
interaction, we will use actual chamber data in which the size distribution changed as a function
of time. The mean of the log-normal size distribution began at 100 nm and grew to 280 nm over
2 hours. The mean growth is plotted as circles in Figure 6.5.3 panel b on the right y-axis. We
assumed the aerosol present was ammonium sulfate. The DMA1 centroid was assumed to be 150
nm, the DMA1 aerosol-to-sheath ratio was assumed to be 1:4, and the DMA2 aerosol-to-sheath
ratio was assumed to be 1:10. The left axis is the deviation from the nominal growth of an 150
nm ammonium sulfate particle. The DMA2 CPC response begins shifted down from nominal by
1.5 nm. Once the mean of the size distribution passes over the DMA1 centroid, the peak of the
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DMA2 CPC response drops. At the end of the experiment, the diameter is down nearly 8 nm,
shifted from nominal by 9.5 nm. This drop in wet diameter is an 11% loss in hygroscopicity. Any
conclusions from a chamber experiment would be confounded with the bias.

6.6 Degrees of Freedom and Scanning Mobility Particle
Sizer (SMPS) Inversion
Figure 6.6.1 displays a benefit to increasing the degrees of freedom. For these two panels
we are going to assume a flat, singly charged inlet size distribution from Figure 6.4.1 with two
different aerosol-to-sheath ratios: wide (1:2) and narrow (1:13.3). The aerosol is assumed to be
stable with no change in mobility. In both panels, the DMA2 CPC response is plotted on the left
axis, and the DMA transfer functions are plotted on the right y-axis. The black line represents the
experimental size distribution (which has the shape of the DMA1 transfer function), and the
green line represents DMA2. The DMA2 transfer function begins on the left side of the
experimental size distribution and moves by degrees across the experimental size distribution
creating the plotted DMA2 CPC response. The pluses represent the DMA2 CPC response with a
narrow DMA1 transfer function and a wide DMA2 transfer function. The squares represent the
DMA2 CPC response with a wide DMA1 transfer function and a narrow DMA2 transfer
function. For the purposes of this paper, we will occasionally display the results of an SMPS
inversion (Stolzenburg and McMurry 2008) to display the role of degrees of freedom on the
response.
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Figure 6.6.1. The DMA2 CPC response for two situations: panel a: a narrow DMA1 transfer
function with a wide DMA2 transfer function and panel b: a wide DMA1 transfer function with a
narrow DMA2 transfer function.

At low degrees of freedom, the response traces the DMA2 transfer function. The DMA2
CPC response in Figure 6.6.1, panel a has 1 to 2 degrees of freedom. At nearly every voltage, the
DMA2 CPC response integrates the entire experimental size distribution. The result of this
integration is effectively a copy of the DMA2 transfer function reversed about the DMA1
centroid. In this situation, the narrow DMA1 transfer function is measuring the shape of the
DMA2 transfer function. A standard SMPS inversion applied to this response will not recover
the entering experimental size distribution, and the experimental size distribution will look
nothing like the CPC response or the SMPS inversion. See Figure D.7.1 for the SMPS inversion
of the CPC response in Panel a. To recover the original experimental size distribution, a
complicated routine would need to iterate a solution. The routine could assume a size distribution
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shape and population, integrate the population for every DMA2 CPC response, and check for a
match. With only 1 to 2 degrees of freedom, many different shapes and populations are a
possible solution to this situation.
At high degrees of freedom, the response measures the DMA1 population. The DMA2
CPC response in Figure 6.6.1, panel b has 7 to 8 degrees of freedom. In this panel, the DMA2
CPC response integrates only a portion of the experimental size distribution. The resulting shape
of the DMA2 CPC response is close to the experimental size distribution. In this situation, the
narrow DMA2 transfer function is measuring the experimental size distribution. An SMPS
inversion of the DMA2 CPC response returns the experimental size distribution. See Figure
D.7.2 for the SMPS inversion of this size distribution. Since the closed form SMPS equation can
recover the experimental size distribution, a TDMA inversion need only find the growth factor
distribution transforming the sampled population into the experimental size distribution. Use of
the closed form SMPS equation significantly simplifies TDMA inversions, and with the
additional degrees of freedom, only one unique solution results.
From these observations, increasing the degrees of freedom will do more than enable
growth factor distribution solutions. The additional degrees of freedom enable SMPS methods.
With SMPS methods, only a single growth factor distribution solution is available. The speed of
H-TDMA inversion routines will also increase when the closed form SMPS solution is used.
Additionally, the magnitude of the DMA2 CPC response, from the two cases above, is identical.
See Appendix D.7 for details. So, in this case, there is no benefit in CPC signal justifying either
panel a or panel b. The increase in degrees of freedom enables SMPS inversion methods, the
shape of the DMA2 CPC response correlates well with the actual experimental size distribution,
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and therefore, the response correlates well with the growth factor distribution. Only one
drawback occurs, an increase in slope bias with the larger DMA1 transfer function.

6.7 Complex growth factor distributions
For this section, we assume a complex growth factor distribution. This growth factor
distribution can be represented well by 3 stacked normal distributions, which require 9 degrees
of freedom. However, a good estimate can be made with only 2. Thus, at least 6 degrees of
freedom are needed for an accurate representation using normally distributed growth factors. See
Figure D.8.1 for the growth factor distribution used in this study. We will repeat the previous
exercise using both a wide and narrow DMA transfer function. However, the aerosol-to-sheath
ratios are changed. The narrow aerosol-to-sheath ratio is 1:10, and the wide aerosol-to-sheath
ratio is 1:4. The inlet size distributions will again be the red and blue size distributions assumed
in Figure 6.4.1. In the figures below, two plots are present. The solid line, in all plots, represents
the first charge in the experimental size distribution. The pluses and squares, connected by dotted
lines, represents the SMPS inversion of the overall DMA2 CPC response. The vertical dashed
line is the correct location of the peak of the experimental size distribution resulting from the 100
nm DMA1 centroid. Therefore, an overall inverted response, using an experimental size
distribution with a peak aligned with the vertical dashed line, returns the correct peak of the
growth factor distribution. Using these plots, we show complex growth factor aerosols can be
fully resolved by increasing the degrees of freedom and sampling the proper area of the inlet size
distribution.
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Figure 6.7.1 displays the impact of degrees of freedom on a complex growth factor when
assuming the red size distribution. In panel a, the DMA1 transfer function is narrow and the
DMA2 transfer function is wide. The degrees of freedom available for inversion is 2 to 3. This is
only enough for a single normal distribution. Therefore, many different solutions are available.
The peak of the first charge size distribution is slightly higher than the dashed line, a result of
slope bias. The overall SMPS inversion does not represent the experimental size distribution (See
Figure D.8.2, panel b) and does not align with the vertical dashed line. The reasons are two-fold.
The experimental size distribution contains significant dispersion bias, and the degrees of
freedom are too low. Panel b represents the wide DMA1 transfer function with a narrow DMA2
transfer function. The degrees of freedom present in panel b are 5 to 6, which is enough for a
good estimate of the growth factor distribution. The peak of the first charge experimental size
distribution is again shifted slightly right of the vertical dashed line due to slope error. The
overall SMPS inversion does represent the overall experimental size distribution (see Figure
D.8.3, panel b). However, the dispersion error present in the experimental size distribution
prevents the response aligning with the vertical dashed line.
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Figure 6.7.1. The experimental size distribution resulting from the assumed complex growth
factor distribution. Both panel a and panel b use the red inlet size distribution. Panel a uses a
narrow DMA1 transfer function with a wide DMA2 transfer function, and Panel b uses a wide
DMA1 transfer function with a narrow DMA2 transfer function.

Figure 6.7.2 displays the impact of degrees of freedom on a complex growth factor when
assuming the blue size distribution. In panel a, the DMA1 transfer function is narrow and the
DMA2 transfer function is wide. Like Figure 6.7.1, panel a, this arrangement has 2 to 3 degrees
of freedom, enough for a single normal distribution. Many solutions to the growth factor
distribution are possible. The peak of the first charge is close to aligning with the vertically
dashed line. The experimental size distribution has monodispersed behavior, and the narrow
DMA1 transfer function reduces the slope bias. Unfortunately, the low number of degrees of
freedom keeps the SMPS response from reproducing the overall experimental size distribution,
and the peak of the SMPS inversion does not match the dashed line. If the degrees of freedom
were available, a proper H-TDMA inversion routine would return the correct solution from panel
a. In panel b, the DMA1 transfer function is wide, and the DMA2 transfer function is narrow.
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Like Figure 6.7.1, panel b, this arrangement has 5 to 6 degrees of freedom. The first charge
distribution nearly matches the SMPS inverted response. The lack of dispersion error and the
adequate amount of degrees of freedom facilitates the agreement. However, the experimental
size distribution is under the influence of slope bias and is shifted left of the vertical dashed line.

Figure 6.7.2. The experimental size distribution resulting from the assumed complex growth
factor distribution. Both panel a and panel b use the blue size distribution. Panel a uses a narrow
DMA1 transfer function with a wide DMA2 transfer function, and Panel b uses a wide DMA1
transfer function with a narrow DMA2 transfer function.

When degrees of freedom are low and dispersion error high, the correct growth factor
distribution will not be returned by H-TDMA inversion routines. When the degrees of freedom
are increased, the correct growth factor distribution will still be masked by the dispersion bias.
When the dispersion bias is reduced in Figure 6.7.2 panel a, the number of degrees of freedom
prevent an accurate growth factor distribution. Fine details of the growth factor distribution will
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be missing. When both dispersion bias is reduced and the degrees of freedom increased, the
slope bias prevents the recovery of the growth factor distribution. No situation above can recover
an accurate estimate of the growth factor distribution.
Slope bias exists in the response, and the slope bias can be removed by obtaining dry
scans. The slope bias, as seen in Figures 6.4.1 and 6.4.2 is created by the interaction between the
inlet size distribution and the DMA1 transfer function. This interaction can be measured by
obtaining a dry scan. Figure 6.7.3, panel a displays the dry scan corresponding to the wet scan in
Figure 6.7.2, panel b. In this dry scan, there are three to four degrees of freedom available. The
misalignment between the DMA1 centroid and the experimental size distribution can be
described by a single normal distribution, and therefore, the bias can be adequately recovered.
Use of the dry scan to correct the growth factor distribution in Figure 6.7.3, panel b will recover
the proper growth factor distribution and eliminate the slope bias resulting from the wide DMA1
transfer function.

177

Figure 6.7.3. Panel a: a dry scan corresponding to the settings in Figure 6.7.2, panel b. Panel b:
the areas of the size distribution open to investigation using traditional H-TDMA inversion
routines.

6.8 Conclusions
Inversion routines, that do not include the inlet size distribution, contain biases. The inlet
size distribution determines both the shape of the resulting sampled size distribution, and the
number of multicharged particles. Slope bias is caused by assuming the sampled size distribution
adheres to the shape of the DMA1 transfer function. Dispersion bias is caused by assuming the
sampled size distribution is effectively monodisperse. These two biases combine to create a net
bias resulting from the singly charged, flat inlet size distribution assumption. New inversion
routines should include the inlet size distribution in inversions. Doing so will prevent trends
caused when the inlet size distribution changes.
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These assumptions restrict analysis to certain areas of the size distribution. Excluding
information on the inlet size distribution limits the applicability of inversion routines. The singly
charged, flat inlet size distribution assumption is only true near the peak of the inlet size
distribution as shown in Figure 6.7.3, panel b. When sampling at diameters larger than the peak
of the inlet size distribution, the resulting growth factor distribution will contain negative slope
bias. Growth factor distributions calculated from this area will be biased low. This bias can be
removed by performing a dry scan. Because the slope bias acts on the sampled population, the
bias can be revealed by effectively checking DMA alignment. With the dry and wet scan, growth
factor distributions from the “fair” area in Figure 6.7.3, panel b will be accurate. When sampling
below the mean of the log-normal size distribution, the experimental size distribution may be
influenced by dispersion bias. Dispersion bias is greatest in high growth aerosol (e.g. ammonium
sulfate), and significantly reduced in low growth aerosols (growth factor less than 1.1). Biases
and trends caused by dispersion error can be prevented by not sampling below the peak of the
log-normal size distribution.
Omission of the DMA1 CPC creates too few degrees of freedom to recover complex
growth factor distributions. As previously mentioned, omission of the DMA1 CPC prevents
characterization of particle loss. However, another impact of DMA1 CPC omission is the loss of
degrees of freedom. Without adequate degrees of freedom, accurate estimates of complex growth
factor distributions are difficult to recover. Without the DMA1 CPC, H-TDMA operators can
change the aerosol-to-sheath ratio to compensate, but the number of options available to the
operator is reduced. By increasing the degrees of freedom, the growth factor distribution
becomes more accurate. Additionally, at high enough degrees of freedom, the closed form
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equation for SMPS inversion can be used to recover the experimental size distribution. Under
these conditions, a unique growth factor solution is available.
Builders of H-TDMAs can increase the degrees of freedom by installing an adjustable
dump valve between DMA1 and DMA2. Then the aerosol flow rate through DMA1 can be
adjusted independent of DMA2. This adjustable dump valve takes the place of the DMA1 CPC
between DMA1 and DMA2 significantly increasing the number of degrees of freedom available.
With an increase in degrees of freedom, the precise growth factor distribution can be recovered
when the proper area of the size distribution is sampled as shown in Figure 6.7.3, panel b.
When reporting trends in H-TDMA data, authors must be aware of the biases and trends
created when operating the instrument. These biases will be confounded with other conclusions.
Authors must be aware of the potential of false trends with respect to time and with respect to
DMA1 diameter in chamber experiments.
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Chapter 7: Inversion of Hygroscopic
Tandem Differential Mobility Analyzer
(H-TDMA) data using a multi-charge
correction routine
7.1 Abstract
Hygroscopic Tandem Differential Mobility Analyzers (H-TDMAs) sample an aerosol
population, humidify it, and measure the increase in diameter. The raw data resulting is the
convolution of the process involved and need an inversion routine to determine the growth factor
distribution that defined the increase in diameter. Past inversion routines either assume the inlet
size distribution is flat, the sampled population is singly charged, or both. This new routine,
named Junior, removes both assumptions correcting the resulting biases. Junior overcomes the
multi-charging issue by assuming a single growth factor distribution can be applied to all charges
present. The single growth factor must be true in order to invert using this method. To test this
assumption, we sampled aerosol from the flaming combustion of grass and measured the location
of each charge. Inversion of this data shows that the single growth factor assumption is possible
in complex aerosols. Junior successfully inverted the multi-charged distribution returning the
growth factor solution and the inversion prevented the biases associated with the traditional
assumptions. Inversion routines can compensate for all charges by assuming a single growth
factor distribution.
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7.2 Introduction
Tandem Differential Mobility Analyzers (TDMAs) sample a population of particles using
the first of two Differential Mobility Analyzers (DMA1). The sampled population is placed in an
experimental apparatus and the population changes in size. The second Differential Mobility
Analyzer (DMA2), in conjunction with a Condensation Particle Counter (CPC), measures the
experimental population to determine the final size of the particles (Rader and McMurry 1986).
The recorded CPC response is a convolution of the experimental size distribution and the DMA2
transfer function and does not necessarily represent the final size of the experimental size
distribution (Gysel et al. 2009). An inversion of the recorded CPC data is necessary to recover
the actual experimental size distribution. With the shape of the sampled population and the shape
of the actual size distribution, the growth factor distribution can be retrieved. The resulting
growth factor distribution represents the experimental transformation that occurred inside the
experimental apparatus. This growth factor distribution is then used to calculate aerosol
properties like hygroscopicity (Petters and Kreidenweis 2007) or vapor pressure (shrink factor)
(Bilde et al. 2015). To accelerate the inversion process, inversion routines combine the inversion
of DMA2 data with the retrieval of the growth factor distribution inside a single double integral
(Stolzenburg and McMurry 2008). Without DMA2 inversion, the correct growth factor
distribution may not be recovered (Gysel et al. 2009). Raw TDMA data requires inversion to
obtain an accurate growth factor distribution.
Two assumptions are typically made when inverting Hygroscopic TDMA (H-TDMA)
data: the sampled population conforms to the shape of the DMA1 transfer function (Gysel et al.
2009; Stolzenburg 2018) and the sampled population is singly charged (Gysel et al. 2009; Petters
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2018; Stolzenburg 2018). The first assumption assumes the inlet size distribution is flat (See
Chapter 6). The second assumption, all particles are singly charged (See Chapter 6), simplifies
the inversion routine. When all particles are singly charged, the sampled population behaves as if
it is monodisperse. Inversion routines also assume all particles sampled on the left side of the
DMA1 transfer function behaves similarly to all particles sampled by the right side of the
transfer function. The growth factor distribution applies equally to all particles sampled. This
assumption can be violated when the DMA1 centroid is set to a diameter below the peak of the
log-normal size distribution. In those cases, the sampled size distribution contains significant
amounts of multiply charged particles, and the sampled population could behave as a dispersed
size distribution. Additionally, when multiple inversions are used over the course of an
experiment, the inversion process implicitly assumes the size distribution is not only flat and
singly charged but flat, singly charged, and constant with respect to time. Nevertheless,
traditional inversion routines cannot invert data derived when DMA1 is sampling below the peak
of the size distribution.
When sampling below the peak of the size distribution, dispersion bias, in conjunction
with the changing size distribution, creates false growth factor trends. The primary assumption,
all particles sampled by DMA1 behave the same, is not necessarily true. A singly charged
particle, with the same growth factor as a particle with two or more charges, should grow
unequally in mobility space (See Chapter 6). Figure 7.2.1, panel a displays this situation. In this
panel, the superposition of the CPC response is shown as a black line. The individual charges,
1st, 2nd, and 3rd, are represented by green, gold, and purple lines respectively. The crosshair
displays the peak of the CPC response, which does not align with any of the individual charges.
The aerosol in Figure 7.2.1 is modeled as ammonium sulfate at 90% relative humidity (Tang and
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Munkelwitz 1994). The first charge grows as expected in single charge mobility space, but the
second and third charge, which has nearly the same growth factor, grows by a smaller amount
(see Chapter 6). When the mismatch is combined with changes in the inlet size distribution, the
overall CPC response shifts to smaller diameters. Panel b displays the results of a chamber
experiment, which will be explained below. The peak of the log-normal size distribution is
plotted as triangles and corresponds to the right axis of panel b. The peak of the size distribution
begins at 100 nm and evolves to 280 nm over the course of two hours. The DMA1 centroid is set
to 150 nm throughout the experiment. The DMA1 centroid begins above the peak of the size
distribution, and quickly falls below the peak of the inlet size distribution. Thus, the response
begins singly charged and ends multiply charged. The changing size distribution in the chamber
is caused by different mechanisms (Nah et al. 2017), and these mechanisms are a function of
size. The smaller, singly charge particles are lost faster than the larger, second charged particles,
which are lost faster than the third charge (Pierce et al. 2008). This loss is displayed as arrows in
panel a. The magnitude of the green curve decreases faster than the gold curve, which is faster
than the purple curve. This change causes the superposition to move towards smaller diameters.
The shift to smaller diameters is seen as crosshairs in panel b. The total CPC response begins at
nearly 255 nm and decreases to 247 nm over 2 hours, a loss of 8 nm as a function of time. In
addition to the shift in peak, the shape of the response will also change. The CPC response,
derived from sampling below the peak of the size distribution, is both biased low and subject to
false growth factor trends. The assumptions above make current inversion routines blind to these
changes, and the routines will report false trends in this situation.
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Figure 7.2.1. Behavior of multi-charged TDMA responses. Panel (a): The total CPC response
and allocation to the individual charges. The arrows indicate the rate and direction of change of
the CPC response during chamber experiments. Panel (b): The role of the inlet size distribution
in TDMA responses. Once the peak of the size distribution passes the DMA1 set point of 150
nm, the peak of the CPC response drifts to smaller diameters.

However, by accounting for all charges, an inversion routine could invert this situation
eliminating the trends. Instead of assuming the sampled size distribution is singly charged, an
inversion routine could carry through all contributing charges. The inversion routine would need
the size distribution as an input. With the knowledge of the size distribution, the flat size
distribution assumption could also be removed, and the implicit assumption of a static inlet size
distribution, therefore, would also be removed. For static size distributions, the new inversion
routine would no longer bias low. Creating an inversion routine able to invert data below the
peak of the size distribution allows all diameters for investigation. The traditional limitations to
DMA1 sampling would be removed. In the case of the chamber experiment above, a 70 nm
particle could be compared equally to 100 nm, 150 nm, or a 300 nm particle without the presence
of these biases.
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Although current inversion routines cannot invert data sampled below the peak of the size
distribution, subsequent inversion routines could be created to correct for multi-charging. For
this study, we created a full multi-charging TDMA inversion routine that does not assume a
shape for the inlet size distribution. For this inversion to be correct, the measured aerosol must
exhibit the same growth factor for all diameters. We created an apparatus and method that
measured the individual charges from a complex biomass burning aerosol to confirm the
assumption. First, we display the methodology used in the inversion routine named Junior.

7.3 Inversion Methodology
There are several size distributions received by, within, and exiting the TDMA. We
define the size distribution sampled by the TDMA as the Inlet Size Distribution. The size
distribution exiting DMA1 is called the sampled size distribution or sampled population. The
size distribution exiting the experimental apparatus and entering DMA2 is called the
experimental size distribution or experimental population. The growth factor distribution is the
function that converts the sampled size distribution into the experimental size distribution.
Junior overcomes the multi-charging issue by first assuming a single growth factor
distribution and then, applying the growth factor distribution to all charges present. Figure 7.3.1
displays the entire methodology used by Junior. The Figure is split into two rows with three
columns. The top row represents the primary equation used by Junior to invert TDMA data. The
bottom row represents the distributions each matrix in the top row represents. The left most
column describes the growth factor distribution, the objective function. The center column
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represents the sampled population exiting DMA1. The right column represents the experimental
size distribution entering DMA2. Three critical equations are on the left side of the figure: the
definition of mobility (Z) top, the definition of fraction transformed (F), and the definition of
growth factor (g).

Figure 7.3.1. Working premise of Junior’s inversion. The bottom right corner is the inverted
CPC response that junior bins and integrates to populate the Nw array (top right). The growth
factor distribution expressed as F(g) on the left. The population exiting DMA1, center bottom.
The center array is populated by integrating the population using the DMA2 mobility in
combination with growth factor for every charge k.
Junior first inverts the DMA2 response using stacked gaussian or beta distributions. The
inversion assumes a non-diffusing DMA2 transfer function (Stolzenburg and McMurry 2008)
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using DMA2 characteristics provided by the user (flow rates, voltages, temperature, and
pressure). The routine iterates the variables associated with the distributions minimizing the χ2
distribution. The final output is a set of distribution variables that describe the experimental size
distribution entering DMA2. The resulting size distribution is represented by the plot on the
bottom right of Figure 7.3.1. In the plot on the bottom right, DW is the wet diameter, dNW/dDW is
the size distribution, Zm is the mobility at m, Zm+1 is the mobility at m+1, and Nw is the number

of particles existing between the mobilities Zm and Zm+1. Junior’s main inversion equation,

shown as the top row in Figure 7.3.1, is expressed not in traditional size distribution measures
(dN/dDp) but in absolute particles (N). The user defines the resolution in the program, and in this
study, the resolution is set to 1 nm throughout. Junior uses the defined resolution to bin the

experimental size distribution by mobility. Junior integrates each bin j, defined by the limits Zm
and Zm+1, to obtain the total number of particles between the mobilities. This integration

populates the matrix on the top right for each bin j. In this method, all degrees of freedom

available for inversion are required in this step. Since the inversion is continuous after this step,
all subsequent steps generate degrees of freedom based upon the resolution specified by the user
settings. Thus, users must be aware of the number of degrees of freedom available during this
step. The user should use the proper number of stacked distributions that correlates with the
number of degrees of freedom. Using too many distributions in the DMA2 inversion step will
deliver a single solution that is a member of a set of solutions, not a single unique solution. Good
practice is to use the minimum number of distributions necessary to explain the required
observations (i.e. the peak of the growth factor distribution). Using 5 normal distributions to
retrieve an exact experimental size distribution is not necessarily better than using a single
normal distribution which explains most of the observations.
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Next, using stacked gaussian or beta distributions, junior creates the growth factor array
on a user specified resolution. Like, the DMA2 inversion, the user defines the resolution of the
returned growth factor distribution. For this study, the growth factor resolution is 0.01
throughout. Junior integrates the stacked distributions to create the growth factor curve shown in
the bottom left of Figure 7.3.1. Each growth factor (g), defined as the wet diameter divided by

the dry diameter (DD), corresponds with a fraction of dry particles (ND) that become wet

particles. This integrated curve populates i columns of the matrix at the top left. The distribution
variables used to create this matrix are iterated to find the growth factor distribution solution.

Third, junior calculates the size distribution exiting DMA1, including all charges, using
the inlet size distribution. Junior uses multiple stacked log-normal distributions (Friedlander
2000) to define the inlet size distribution. The inlet size distribution is then multiplied by the
charging fraction (Wiedensohler 1988) and the non-diffusing DMA1 transfer function
(Stolzenburg and McMurry 2008). The product of these variables creates several sample size
distributions, one for each charge. The number of charges evaluated, in this step, is defined by
user input. Each charges’ sampled size distribution is then integrated, and if any charges’
population contributes less than 1% to the total population, junior deletes the charges’ sample
size distribution. Therefore, the number of charges carried through the routine is both defined by
the number of evaluated charges and the minimum population rule. This sampled population is
described by the bottom, middle panel in Figure 7.3.1. In this panel, three charges are shown.
The sample size distribution, dN/dDD, is plotted as a function of dry diameter.

Using the growth factor array and the DMA2 inversion, junior integrates the sample size

distribution exiting DMA1 to populate the dry particle array (top, center). Integration limits are
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defined by the ith growth factor and the wet mobilities Zm and Zm+1. The equation for mobility,

along with the charge number k, defines the evaluated wet diameter using the equation for

mobility (Hinds 1999) on the left side of Figure 7.3.1. Using the growth factor i, the dry diameter

DD,m and DD,m+1 can be calculated. These limits are used to integrate the dry, sample population

to determine the number of dry particles for each cell in the matrices in the top, middle of Figure
7.3.1. For the pictured sample size distribution, 3 matrices are used (3 charges).
The final step is to iterate the growth factor array until the equation is solved. Like the
DMA2 inversion, the routine minimizes the χ2 distribution between the DMA2 inversion from

the first step and the equation from the top row in Figure 7.3.1. The minimization routine iterates
the growth factor distribution variables. Once optimized, the routine outputs the results from the
DMA2 inversion and the growth factor solution. In addition, the routine displays the
apportionment of the charges to DMA2 CPC response providing the user a visual comparison to
the measured CPC response.

7.4 Evaluation of the single growth factor assumption
A single growth factor distribution is assumed, and must be true, in order to invert using
this method. Figure 7.4.1 displays the implications of the assumption. The curves in Figure 7.4.1
are generated assuming 100 nm particles. The x-axis in Figure 7.4.1 is not only growth factor but
growth factor assuming the particle is singly charged. As previously shown, a particle with 2 or
more charges will grow less than the singly charged particles, when all particles have the same
growth factor distribution. For Figure 7.4.1, the growth factor distribution is assumed to be
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normally distributed with a mean of 1.9 and a standard deviation of 0.15. The first charge
distribution is centered at 1.9 and shown as the green line. The second charge, shown as the gold
dotted line, exhibits an apparent growth factor of 1.8. The Cunningham correction factor causes
the misalignment between the first and second charge (See Chapter 6). Junior assumes that the
second charge will adhere to the 1.9 growth factor and belongs at the 1.8 growth factor shown.
However, if the growth factor distribution is a function of diameter, the second charge will not be
centered at 1.8. Figure 7.4.1 assumes the actual growth factor for the second charge is 1.55 with
the same standard deviation. If this happens, the second charge will not be at the expected
location, and this will violate the assumption.

Figure 7.4.1. Failure of the primary assumption: all charges are described by a single growth
factor distribution. We assume a 100 nm particle with a growth factor of 1.9. If the second
charge exhibits a growth factor of 1.55, the routine will either create a false second peak or be
unable to solve the equation.
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Growth factor distributions as a function of diameter have been reported (Martin et al.
2013). Carrico et al. (2010) investigated many biomass fuels during the FLAME experiments.
Three diameters were sampled by DMA1: 50 nm, 100 nm, and 250 nm. In general, high growth
aerosols displayed bimodal growth factors at 50 nm with the high mode sometimes approaching
1.9. The high growth was attributed to the presence of inorganic material, specifically potassium
and chloride. At 100 nm and especially 250 nm, the high mode growth factor decreased. These
observations suggest that growth factor is a function of diameter. 100 nm singly charged
particles will be accompanied by 151 nm doubly charged particles, 195 nm triply charged
particles, and 236 nm quadruply charged particles. Since the diameters investigated in the
FLAME study detected differences over this size range, the change in growth factor could be
significant enough to cause problems for Junior’s primary assumption.
When sampling above the peak of the size distribution, solutions from junior will be like
current routines, and contributions from multi-charged populations are minimal. Three variables
define the sample size distribution: the inlet size distribution, the charging fraction, and the
DMA1 transfer function. For this discussion, the centroid of the DMA1 transfer function is
assumed greater than the peak of the inlet size distribution. The DMA1 transfer function is not a
function of charging and is omitted from the discussion. The first charge charging fraction is
greater than the second charge charging fraction, which is greater than the third. Last, the
magnitude of the inlet size distribution is highest for the first charge and decreases as a function
of charge. Both the charging fraction and the inlet size distribution decrease as a function of
charge. This decrease ensures that the population of each charge within the sampled distribution
decreases as the charge number increases. Figure 7.2.1 displays a situation whereby 55% of the
population is singly charged. In the case of sampling above the peak of the size distribution, the
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singly charged population often exceeds 80% and sometimes exceeds 90%. In those cases, the
overall experimental distribution will be close to the peak of the first charge, in contrast to Figure
7.2.1. However, Junior’s inversion will report a slightly higher growth factor since the dispersion
bias is removed.
The assumption is critical when sampling below the peak of the size distribution.
Assuming the centroid of the DMA1 transfer function is below the peak of the size distribution,
the charging fraction still decreases as a function of charge, but the inlet size distribution does
not. The population may increase as a function of charge. This trend decreases the fraction of
singly charged particles. The Figure 7.2.1 situation displays the impact of sampling below the
peak of the size distribution. In these cases, the assumption, all charges adhere to the growth
factor distribution, may cause bias. With a sizeable portion of the experimental size distribution
in the DMA2-CPC final signal, large differences between standard inversion routines and Junior
will occur. If the growth factor distribution is the same for all charges, Junior’s inversion will be
correct, and standard inversions will be biased low.
If a higher charge has a significantly different growth factor distribution, a solution may
include false responses within charge. As shown in Figure 7.4.1, Junior will view this situation
as two distinct growth factor distributions, and the solved growth factor distribution will need to
be bimodal. If the number of inverted distributions, submitted by the user, does not meet the
bimodality requirement, no adequate solution will be found. This situation will only occur in the
multicharged scenario. We should also note that current inversion routines will be incorrect as
well. If the population is singly charged, junior’s solution will likely be biased less than standard
inversion methods. Therefore, in both cases, Junior’s inversion will likely be less biased than
standard inversion methods.
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7.5 Testing the single growth factor assumption
To test the single growth factor assumption, we sampled aerosol from the flaming
combustion of grass and measured the location of each charge. The grass was not identified, and
the identification is not necessary for this study. Much like the Carrico et al. (2010) results, the
growth factor distribution was bimodal with a high mode peak near 1.9.
Grass from Western Montana was burned in a 21 m3 chamber. A small amount of isopropanol was used to start the combustion process. This burning iso-propanol ensured the grass
was engulfed in flame and quickly consumed. The sampled aerosol passed through a humidifier
reaching humidities in excess of 90%, and then, the particles were dried to below 15% relative
humidity as shown in Figure 7.5.1. The pre-humidification process was intended to collapse
agglomerates (Lewis et al. 2009) in order to adhere to the spherical particle assumption. The dry
particles pass over 2 polonium-210 neutralizer strips in a Particle Technology Laboratory casing.
The neutralized distribution was then split: 0.3 LPM of the aerosol sample fed a TSI 3696
Scanning Mobility Particle Sizer (SMPS) and 1.5 LPM of aerosol entered the TDMA (See
Chapter 2). DMA1 was set to 120 nm throughout the experiment. This size was intended to
ensure multi-charging would occur to various degrees throughout. The sampled distribution
passed through another Nafion membrane to achieve 90% relative humidity. The second DMA
measured the experimental distribution in two different ways. 1) stepping voltages when feeding
particles directly to the CPC and 2) static voltage when feeding particles to the Centrifugal
Particle Mass Analyzer (CPMA). When directed to the CPMA, the aerosol was returned to
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DMA1 conditions using a set of silica driers. The CPMA then scanned the dried aerosol to
determine the fraction of the CPC response attributed to each charge.

Figure 7.5.1. Apparatus used to measure location of the individual charges as well as to
determine the hygroscopicity of the investigated aerosol.

An SMPS measured the size distribution while the TDMA measured the wet particle
response. Throughout the experiments, an SMPS measured the size distribution. All size
distributions adhered to a single, changing log-normal distribution, which a representative
changing distribution is shown in Figure 7.2.1, panel b. While the size distribution was being
measured, the TDMA operated in the two modes as mentioned above. In each experiment, the
TDMA completed a single scan both at the beginning and at the end of the experiment. The
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scans shown in this study were taken at 6 minutes and 2.5 hours. In the interim, DMA2 would be
set to a diameter, and the CPMA would be scanned. The order of the scan was alternated
between different sides of the DMA2-CPC response. For example, a CPMA scan would measure
a 130 nm DMA2 setting, then the DMA2 centroid would be moved to 250 nm, and another
measurement taken. If any time related biases, caused by the changing size distribution,
occurred, the bias would appear as alternating between DMA2 set points. An example of the
CPMA measurement is shown in Figure 7.5.2, panel b.

Figure 7.5.2. Method of appropriating the CPC response. Panel (a): A TDMA scan at 2.5 hours
after the burn with every other point removed. Panel (b): The CPMA response for the 258 nm
DMA2 set point. The numbers shown are the fractions of the particles attributed to a charge.

A CPMA allocated the CPC response to one of the first three charges. The dry CPMA
response split the three charges as shown in Panel b. A single log-normal size distribution, as a
function of mass, was fit to each of the first three peaks. The total particle counts for each fitted
size distribution were retrieved and summed, and the total particle counts were converted to
fractions using the sum. The fraction was then multiplied by the CPC measurement as shown in
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panel a. In this example, of the 100 particles sampled by the CPC, 88 were due to the first
charge, 11 for the second, and 1 for the third. Fifteen individual measurements across the
DMA2-CPC response were made using the CPMA to create the CPC response for each charge.
The method shown in Figure 7.5.2 encapsulates the idea, but the process is more complicated
due to the changing size distribution.
The CPMA scans consumed significant time allowing the inlet size distribution to change
the response. Each CPMA scan took 6 to 7 minutes to complete. At the beginning of the
experiment, significant losses within the chamber occur during the scan period. A 15% reduction
in chamber population occurs when comparing the population, at the time corresponding with the
peak of the first charge, with the population, at the time corresponding with the peak of the third
charge. This loss in chamber population creates a bias between the charges. In addition to
population, the mean of the size distribution changes in this period. Thus, the inlet population not
only changes in total, but changes in total and changes with respect to one another. Additionally,
after 16 CPMA scans, the chamber population at the end of the experiment was only eight
percent of the initial population, and a significant change in the mean of the inlet size distribution
had occurred. Thus, the inlet size distribution biases between scans as well. These biases must be
corrected to realize the Figure 7.5.2 ideal.
All data had to be corrected for the changing size distribution. To correct for these biases,
the inlet size distribution, at every time in question, was multiplied by the DMA1 transfer
function and the charging fraction. The resulting sampled population was then integrated to
determine the total population for each charge at each time in question. This population, at each
time in question, was used to correct the biases and generate the final ratios occurring at a
specific time, the time corresponding to the two TDMA scans. In addition to the population
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biases, the diameters in the two TDMA scans do not exactly correspond to the diameters used for
the CPMA scans. Thus, a polynomial was fit to the resulting data to create a continuous response
that allowed calculation of the fractions corresponding to each wet diameter in the TDMA scans.
The final ratios, corrected for inlet size distribution bias as a function of time, determine the CPC
response. Appendix E.1 provides a more specific description of the correction process.
The CPC response for each charge does not align in mobility space. Figure 7.5.3, panel a
displays the apportioned CPC response. The black asterisks display the actual total CPC response
measured during the 2.5-hour scan. The green circles are the apportioned first charge response,
the gold triangles represent the apportioned second charge response, and the purple squares
represent the apportioned third charge response. The apportionment displays the behavior
modeled in Figure 7.2.1: the first charge apparently grows more than the second, which
apparently grows more than the third. The 2.5-hour response represents a multi-charged situation
as will be shown below.

Figure 7.5.3. Results from apportionment of CPC response. Panel (a): The individual CPC
measurements are displayed as points with their apportionment to the individual charges. The
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lines come from the Junior inversion assuming a single growth factor distribution for all charges.
Panel (b): The results from the inversion of the individual charges. The black line represents the
solution assuming a single growth factor distribution for all charges. All growth factor
distributions have an area of 1 for comparison. The original growth factor distribution areas
were: 1st 0.59, 2nd 0.54, 3rd 0.53.

As previously mentioned, this misalignment is a consequence of the Cunningham
correction factor. The x-axis in Figure 7.5.3 panel a is labeled single charge mobility diameter,
which assumes the particles in the figure are singly charged and spherical. The axis is actually
mobility. When DMA1 selects a population, all three charges have the same mobility. For the
three charges to align in CPC response space, the final mobilities must equate. This occurs only
when growth does not happen, and when both the dry and wet particles are large enough to make
the Cunningham correction factor equate to 1 (See Chapter 6). When the growth factor
distribution is the same for all charges, the response will misalign as shown in Figure 7.5.3. If the
growth factor distribution is a function of size, as shown in Carrico et al. (2010), the
misalignment is worse, increasing the dispersion bias.
We restricted junior to a single charge and inverted each of the individual charges’ CPC
response. For example, the third charge shown in Figure 7.5.3, panel a was inverted by Junior
assuming only the third charge was present in the CPC response. Each charge was inverted with
the corresponding assumption: 1st charge CPC response is singly charged, 2nd charge CPC
response is doubly charged, and 3rd charge CPC response is triply charged. The size distribution
measured at the time of the TDMA scan was used as an input to the routine.
The results of the three inversions are shown in Figure 7.5.3, panel b. Each charges’
inversion is shown as a dotted line. The first and second charge in Figure 7.5.3, panel b have
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nearly the same peak in the growth factor distribution. The third charge has a higher growth
factor distribution than the first two charges. Clearly, all three inversions contain the bimodality
observed by Carrico et al. (2010). The 1.9 growth factor is consistent with the 1.9 growth factor
measured from Sawgrass in Carrico et al. (2010). However, the data shows that either the growth
factor distribution remains the same or the growth factor distribution increases. This observation
conflicts with the observations from Carrico et al. (2010). The growth factor distribution should
have decreased to confirm the observations by Carrico et al. (2010). Although the third charge
appears to be larger, the population in the third charge is small and will have a small impact on
the inversion. Nevertheless, the inversion data from each charge is very similar in size and shape.
Inversion of this data shows that the single growth factor assumption is possible in
complex aerosols. To display the impact of the single growth factor assumption, we inverted the
entire distribution. The result of this assumption is shown in Figure 7.5.3, panel b as the solid
black line. This single growth factor distribution is slightly larger than the first or second charge
inversion due to the higher third charge. If we use the solved growth factor distribution, the inlet
size distribution, the charging fraction, the DMA1 transfer function, and the mobilities
investigated by DMA2, the DMA2-CPC response from the single growth factor assumption can
be calculated. The calculated CPC response is shown in Figure 7.5.3, panel a as a line, and the
superposition is shown as a black line. The superposition agrees well with the measured CPC
response. The magnitude of the first charge appears to be low, but the peak in the response
appears to be correct. The magnitude of the second charge is higher in some areas and lower in
others, but the peak does not appear to significantly deviate from the measured response. The
third charge magnitude is high, and the peak seems to correspond. The lines in panel a show a
departure from the measured response, but the departure does not appear to be significant.
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7.6 Results from the 6-minute and 2.5-hour inversions
Two TDMA scans were taken during the experiments: 6 minutes after the burn and 2.5
hours after the burn. The measured size distributions, at those times, are shown in Figure 7.6.1,
panel a. The x’s mark the 6-minute size distribution, and the asterisks plot the 2.5-hour size
distribution. The centroid of the DMA1 transfer function is 120 nm as shown. The population of
the 6-minute size distribution has been changed to match the population of the 2.5-hour size
distribution for clarity. The peak of the 6-minute size distribution is smaller than the centroid of
the DMA1 diameter and results in a singly charged response. The peak of the 2.5-hour size
distribution is larger than the DMA2 centroid and results in a multi-charged population. The
Figure 7.5.2 responses above were multi-charged and derived from the 2.5-hour size distribution.
In panel b, the CPC responses from the two measurements are shown. Like panel a, the 6-minute
response has been normalized to the 2.5-hour response for comparison. The CPC response from
the 2.5-hour size distribution is shifted 7.5 nm toward smaller diameters when compared to the
6-minute scan. This shift in CPC response is consistent with dispersion biased responses.
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Figure 7.6.1. The individual TDMA scans at 6 minutes and 2.5 hours. Panel (a): the inlet size
distributions at the two times normalized to the 2.5 hour population with a DMA1 set point of
120 nm. Panel (b): the wet response from the two TDMA scans.

Figure 7.6.2, panel a displays the inversion of the 6-minute response. The two inversions,
traditional and Junior, are delineated by either a dashed line or a solid line respectively. To
calculate the traditional solution, Junior was altered in two ways. The inlet size distribution was
assumed to be flat instead of log-normal, and therefore, the sampled population has the shape of
the DMA1 transfer function. Secondly, the sampled population was assumed to be entirely singly
charged. For the Junior solution, the routine was limited to 3 charges. Both solved growth factor
distributions have been normalized and have an area of 1. The normalization enables
comparability. At 6 minutes, the junior inversion has the same shape as the traditional inversion,
but the peak of the growth factor distribution is shifted to larger diameters. This shift in the
growth factor distribution is caused by the presence of multiply charged particles. The second
charge contains 19.2 % of the experimental population, and the third charge contains 3.8% of the
experimental population. The impact of those particles is small, and thus, the difference in the
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two growth factor distributions is small. Consequently, the shift shows that dispersion bias
occurs, even within what would be argued as a singly charged distribution.

Figure 7.6.2. Inversion by traditional methods compared to Junior. Panel (a): Inversion of the 6
min response for both traditional methods and Junior. Panel (b): Inversion of the 2.5-hour
response for both traditional methods and Junior.

Figure 7.6.2, panel b displays the two inversions from the 2.5-hour TDMA scan. Again,
the traditional scan is shown with a dashed line and the Junior inversion with a solid line, both
growth factor distributions have been normalized and have an area of 1, and the methods for both
the traditional and Junior inversions are identical to panel a. The sampled population, at 2.5
hours, is multicharged. The second charge contains 40% of the experimental population, and the
third charge contains 16% of the population. The peak of the traditional inversion is both shifted
to smaller diameters and wider than the Junior inversion. Both observations display the impact of
the multiple charged particles, and the dispersion bias at 2.5 hours is much larger than at 6
minutes. At 2.5 hours, the junior inversion is significantly different than the traditional inversion.
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Junior reveals growth factor distributions with larger growth factors. In both panel a and
panel b, the Junior solution is shifted to larger diameters. This shift occurs whether the
experimental size distribution is singly charged or multiply charged. In the example above, the
peak of the growth factor distribution approaches 1.9. This situation represents a high dispersion
bias scenario. Dispersion bias is a function of growth factor. At low growth factors (less than
1.1), dispersion bias is small, and the experimental population, whether multicharged or not,
behaves as a monodisperse population. In this case, the Junior solution should be the same as
traditional methods. As previously mentioned, at large sizes (0.5 micrometer and larger), the
Cunningham correction factor approaches 1 for both the dry particle and the wet particle. In
those cases, dispersion bias is non-existent. Thus, the junior solution should match traditional
methods. So, the example above, which displays the advantage to Junior, will not occur in all
situations.
In Figure 7.6.3, the growth factor distributions from Figure 7.6.2 have been switched to
show the temporal error dispersion bias will create. Panel a displays the 6-minute and 2.5 hour
inversions using traditional methods. As before, the x’s represent the 6-minute TDMA scan, and
the asterisks represent the 2.5-hour scan. If a traditional inversion is used, the resulting growth
factor distribution displays an apparent time functionality. The peak of the growth factor
distribution shifts to smaller growth factors as the inlet size distribution changes within the
chamber. Conclusions from these observations may include the condensation of gases on
inorganic containing cores (Martin et al. 2013). However, this conclusion is confounded with the
dispersion bias and will not be conclusive. In panel b, the two solutions from Junior are
compared. The 6-minute inversion is slightly wider than the 2.5-hour inversion. The peak of the
high mode in both inversions is nearly identical. Therefore, the Junior inversions, at the
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beginning of the experiment and at the end of the experiment, are approximately the same. This
observation would argue against the condensation of organic gases on an inorganic core. When
comparing the 6-minute response to the 2.5-hour response, Junior obtains nearly the same
growth factor distribution, while the traditional inversion believes the two distributions are
different.

Figure 7.6.3. Comparing traditional methods to Junior. Panel (a): Inversion of the 6 min and 2.5hour response using traditional methods. Panel (b): Inversion of the 6 min and 2.5-hour response
using Junior.

7.7 Conclusions
Inversion routines can invert multicharged distributions because a single growth factor
distribution is possible and can be applied to all charges. In Figure 7.6.3 panel b, the highly
multicharged measurements returned approximately the same growth factor distribution as the
individual charged measurements. The matching of these two distributions is not definitive
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though. This example displays a situation where the two measured growth factor distributions
matched, but the sampled aerosol was not designed with a constant growth factor distribution.
The measured aerosol was complex, and the growth factor distribution had been reported to be a
function of diameter. This study did not see the diameter functionality, and thus, even this
complex aerosol may exhibit a single characteristic growth factor distribution. Additionally, this
example does not exclude future experiments displaying growth factor distributions as a function
of diameter. However, this case does provide evidence for the possibility of the assumption. If a
growth factor distribution can be assumed the same for all charges present, inversion of DMA2
CPC data, derived from sampling below the peak of the size distribution, is possible.
Hygroscopicity inversions from traditional methods under predict growth factor. In the
example above, all Junior inversions resulted in growth factor distributions with higher peak
growth factors. When at high relative humidity, multiply charged particles, with the same growth
factor distribution as singly charged particles, grow less than the singly charged particles in
mobility space. Since traditional methods assume the experimental population is singly charged,
any signal from multicharged particles will reduce the measured growth factor distribution.
Junior reduces this dispersion bias and generates a more accurate solution than the traditional
methods. This increase in accuracy is true regardless of the number of multi-charged particles
present in the experimental size distribution.
If the traditional methods are used on multi-charged samples, the inlet size distribution
fabricates spurious trends. Figure 7.2.1 panel b displays the shift in the peak of the CPC response
as a function of the changing size distribution. Traditional inversions assume that the inlet size
distribution is not only flat, but the inlet size distribution is flat and constant. In many aerosol
experiments, the inlet size distribution is not constant but changes as a function of time. This
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change, along with dispersion bias, creates spurious trends. Additionally, the same effect can be
created when sampling different sizes. If a 50 nm centroid is used for DMA1, the ratio of the
singly charged particles to the doubly charged particles is 25.37, assuming a flat inlet size
distribution. At a 250 nm centroid, the ratio of the singly charged particles to the doubly charged
particles is 2.07. Therefore, more doubly charge particles, relative to singly charged particles,
exist at 250 nm versus 50 nm. This difference, along with the inlet size distribution, can also
create spurious trends.
Junior prevents the spurious trends when all charges adhere to a single growth factor
distribution. If all charges sampled from the inlet size distribution adhere to a single growth
factor, Junior’s solution will be correct, and traditional inversions will not. If the growth factor
distribution is a function of diameter, Junior’s inversion will be incorrect, and traditional
inversions will also be incorrect. If the primary peak in the growth factor distribution decreases
as a function of increasing diameter, Junior will be more correct than traditional methods. If the
primary peak in the growth factor distribution increases with an increase in diameter, traditional
methods may be more correct. Heretofore, the peak growth factor has been reported to decrease
with increasing size. Thus, Junior’s solution will likely be more accurate than traditional
methods and is recommended for future studies.
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Chapter 8: Estimating Surface Energy
Using a Volatility Tandem Differential
Mobility Analyzer (V-TDMA)
8.1 Abstract
Volatility Tandem Differential Mobility Analyzers (V-TDMAs) are usually used to
measure vapor pressure. When measuring the vapor pressure of a pure compound, three variables
are unknown: mass accommodation, surface energy, and vapor pressure. Prior methods solve for
surface energy and vapor pressure simultaneously while assuming a value for mass
accommodation. This solution requires several independent evaporative measurements from
differently sized particles. To obtain an independent measure of surface energy, we used the
natural separation of the singly charged distribution from the remaining charges, after significant
evaporation. When the first charge and second charge peaks can be identified within a single
scan, an estimate of the Kelvin Effect (or surface energy) can be determined without knowledge
of vapor pressure. Like previous methods, this method assumes a value for the mass
accommodation. The accuracy of the first and second charge peak is critical for obtaining
accurate surface energy values. The surface energy of adipic acid was determined using this
method and is comparable to previously published estimates. Both surface energy and vapor
pressure can be obtained independently from a single, 2 peak V-TDMA scan; because, when the
charges separate, two independent peaks are available for the surface energy solution.
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8.2 Introduction
A Volatility Tandem Differential Mobility Analyzer (V-TDMA) measures the
evaporation of a sampled aerosol and, usually, the V-TDMA user relates the beginning and
ending diameters of the aerosol to vapor pressure (Rader et al. 1987). In a V-TDMA, the first
Differential Mobility Analyzer (DMA1) samples a population from an inlet size distribution. The
sampled aerosol passes through an oven that evaporates a portion of the particles. The second
Differential Mobility Analyzer (DMA2) measures the diameter of the remaining particles (Rader
and McMurry 1986). The V-TDMA user employs an evaporation equation relating the initial
diameter, defined by DMA1, and the final diameter, determined by DMA2, to vapor pressure
(Bilde et al. 2003; Tao and McMurry 1989).
Calculating vapor pressure from V-TDMA data requires the knowledge of many
variables including diffusivity, surface energy, and mass accommodation. Equation 8.2.1 defines
the evaporation relationship. In Equation 8.2.1, Dp is the particle diameter, Dp,f is the final

particle diameter, and Dp,0 is the initial particle diameter. F is the transition regime correction

factor defined by the Knudsen number, Kni, and mass accommodation, αi. The exponential

describes the Kelvin effect and several variables impact the effect: surface energy, σi; molecular

weight, Mi; particle density, ρi; the gas constant, R; the temperature, T; and particle diameter. On
the right side of Equation 8.2.1, Dij represents the diffusivity of the evaporating species i in air, j,

Pi* is the vapor pressure, and Δt is the residence time in the oven. Particle density and molecular
weight of the evaporating species are assumed known. Chapman-Enskog theory (Bird et al.
2002) defines the diffusivity of the evaporating gas in air. The oven residence time and
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temperature are measured quantities. The Knudsen number is calculated using diffusivity from
above. Only surface energy, mass accommodation, and vapor pressure remain unknown.
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(8.2.1)

Two methods have been developed to determine vapor pressure simultaneously with
surface energy for a given value of mass accommodation. By sampling four different initial
diameters from a pure inlet size distribution, Tao and McMurry (1989) obtained four sets of
initial and final diameters. From that data, Tao and McMurry (1989) wrote four versions of
Equation 8.2.1 while assuming a value for mass accommodation. With four equations and two
unknowns (vapor pressure and surface energy), Tao and McMurry (1989) minimized the
standard deviation in vapor pressure, while changing surface energy. In the second method, Bilde
et al. (2003) created a slightly different process. Again, several sets of initial and final diameters
were obtained, but Bilde et al. (2003) varied oven residence time along with the initial and final
diameters. Several versions of Equation 8.2.1 were again written, but Bilde et al. (2003)
minimized the sum of the squares of errors in residence time, iterating both vapor pressure and
surface energy. In both methods, the authors found no exact solution. In contrast, only one vapor
pressure/surface energy combination should be present. Experimental errors from the measured
variables; temperature, residence time, initial diameter, and final diameter; prevented the system
of equations from converging on a single solution (Tao and McMurry 1989). These two methods
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result in a nominal value for vapor pressure and surface energy combination where both the
mean and the errors in the two variables are amalgamated.
For future calculations, the two variable solution requires the use of both the solved
surface tension and vapor pressure. Use of the derived vapor pressure from this method, along
with a surface tension from another source, alters the original solution space. To use surface
energy from a different source, the system of equations would need to be resolved for the
optimum vapor pressure. Thus, use of surface energy, derived from different experiments,
without a new solution may result in a less than optimum value for vapor pressure. The same is
true for surface energy. Use of the surface energy from this method, along with a vapor pressure
from another, could result in a less than optimal solution space. Additionally, calculating the
error from the use of the solved vapor pressure, along with surface energy from another source,
is difficult. Assuming the error in the independently measured surface energy is known, the user
must determine what portion of the error in vapor pressure is attributed to the vapor pressure
alone.
As an alternative, the V-TDMA user could find a previously measured surface energy
value and obtain vapor pressure directly. However, this method is contingent on the availability
of the surface energy value. An incredible number of compounds present in atmospheric aerosol
have been identified but no detailed structure has been resolved (Hunter et al. 2017). Likely, the
surface energy of these compounds has not been measured in the laboratory. Thus, the V-TDMA
user must either measure the surface energy directly with another instrument or use the twovariable solution above. Purchase and deployment of another instrument is costly and may not be
possible for the user. For these laboratories, only the entwined solution is currently available.
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To eliminate this issue, a new method to directly estimate surface energy, independent of
vapor pressure, using a V-TDMA was developed. Once the surface energy measurements are
made, error in surface energy can be calculated. The user then solves for vapor pressure and its
error using the mean of the surface energy measurements. Additionally, both the vapor pressure
and surface energy come from the same V-TDMA scans.

8.3 Methodology
8.3.1 Obtaining 2 particle sizes simultaneously

To solve for surface energy, two different particle sizes are required. This requirement is
not unlike the previous methods. However, in order to remove vapor pressure from the solution,
the two sizes must be present simultaneously in the evaporation oven. When DMA1 samples the
inlet size distribution, the sampled population contains a set of particle sizes, one particle size for
each charge. A method of determining the location of each charge fulfills the multiple size
requirement. When a significant amount of the aerosol is evaporated, the V-TDMA response
becomes bimodal. Figure 8.3.1 displays the separation. The black asterisks represent the VTDMA Condensation Particle Counter (CPC) response from the evaporation of adipic acid, to be
covered later. The DMA1 centroid was 90 nm. The first peak is the single charged population,
and the second peak contains the remaining charges (See Chapter 5). To fulfill the requirement
using the charges present, the user must determine the peak of the second charge.
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Figure 8.3.1. Measured CPC response from the evaporation of 90 nm particles of adipic acid.
Peak 1 is the smaller (in diameter) peak and is associated with singly charged particles. Peak 2 is
the larger (in diameter) and is associated with all remaining charges.

The major constituent in the second peak is the second charge population. Figure 8.3.2
displays the results from modeling (See Chapter 5) the Figure 8.3.1 situation. The overall CPC
response is shown as a black line. The cyan line is the first charge, the orange line is the second
charge, the purple line is the third charge, and the grey line is the fourth charge. As mentioned,
the first peak is entirely the first charge, and the second peak is a superposition of the remaining
charges. However, because of DMA1 settings, the orange peak is the major constituent of the
second mode. In Figure 8.3.1, the log-normal size distribution had a mean of 83.3 nm and a
standard deviation of 2. The centroid of the DMA1 transfer function was 90 nm, which was
greater than the peak of the log-normal size distribution. This assures the second charge of the
sampled population is much greater than the population of the charges greater than 2. If DMA1
sampled a diameter smaller than the peak of the size distribution, the second charge population
may not necessarily be larger than the populations of the charges greater than 2. Therefore, to
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ensure the second charge is the major constituent of the second peak, the centroid of the DMA1
transfer function should be greater than the peak of the log normal inlet size distribution.

Figure 8.3.2. Modeled CPC response from the evaporation of 90 nm particles using TAO. The
second peak consists of the remaining charges. The second charge is the dominate charge in the
distribution. A small error in peak occurs due to the presence of all charges greater than 2.

Charges greater than 2 will likely shift the second peak. The dashed vertical lines in
Figure 8.3.2 displays the peaks of the corresponding curves: black for the CPC response and
orange for the second charge CPC response. The difference between the peaks, as shown in the
figure, is 0.5 nm. Even though the second charge is the primary population, the third charge still
moves the CPC response. The two vertical lines cross the third charge population near the x-axis.
Increasing the temperature or residence time will further separate the third charge from the
second, reducing the superposition. However, the V-TDMA user has no way to determine the
magnitude of the third charge interference. Thus, the peak of the superposition will likely be
slightly shifted to larger diameters by charges greater than 2.
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But if the second charge dominates, then the second peak will closely correlate with the
peak of the second charge. The shift in peak is only 0.5 nm. V-TDMA users can use the
relationship between the peak of the first charge and the peak of the remaining charges as a
surrogate for the position of the third charge. In Figure 8.3.2, the first charge population slightly
overlaps the second charge population. By pursuing complete separation of the first charge from
the remaining, V-TDMA users reduce the contribution of the third charge to the location of the
second peak. With the second charge population dominating the remaining charges and the first
charge population separated from the remaining, the V-TDMA user reduces the third charge
interference with the second peak.
Under those conditions, the V-TDMA user assumes that the second peak is equivalent to
the peak of the second charge population. By knowing the first peak is the first charge, the
centroid of DMA1 becomes the initial diameter of the first charge, and the final diameter is the
peak of the first charge population. By assuming the second peak is the second charge, the
centroid of DMA1 becomes the initial diameter of the second charge population. The peak of the
remaining charges becomes the peak of the second charge population, which becomes the final
diameter of the second charge. For this bimodal scan, two different particle sizes pass through
the oven simultaneously, and the initial and final diameters are known.

8.3.2 Developing the surface energy expression

To recover surface energy, an expression is needed. The CPC response, using the
guidelines from above, must be inverted to determine the correct shape of the evaporated aerosol
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population. Once inverted, the peaks of the first charge and second charge populations are
determined. These peaks are assumed to equate to the final diameters, and the initial diameters
are defined by the DMA1 centroid. However, the peak of the second charge population, and its
corresponding initial diameter, are not the correct diameters. The V-TDMA user must calculate
the actual diameters associated with the second charge. The correct diameter can be recovered
using Equation 8.3.1 in 2 steps. In Equation 8.3.1, Zj is the mobility of charge number j, e is the
charge of an electron, C is the Cunningham correction factor, which is a function of particle

diameter, Dp, and μ is the viscosity of air (Kim et al. 2005). The first step is to calculate the

mobility of the second charge initial and final diameters assuming j is equal to two. Then, the V-

TDMA user sets j equal to 1 and calculates the actual diameter for the mobility from step 1. With

the initial and final diameters, 2 versions of Equation 8.2.1 can be written. Using the peaks as
limits, an equation, equating the integrals, can be written eliminating vapor pressure.

𝑍𝑍𝑗𝑗 =

𝑗𝑗𝑗𝑗𝑗𝑗�𝐷𝐷𝑝𝑝 �
3𝜋𝜋𝜋𝜋𝐷𝐷𝑝𝑝

(8.3.1)

Both the first charge and the second charge experience the same evaporative conditions.
Both the single charge population and the second charge population passed through the oven
together and experienced the same temperature distributions. The gas phase diffusivity is not a
function of particle diameter but is a function of temperature. With the same temperature
distribution experienced by both sets of particles, the diffusivity is identical. The residence time
in the oven can be affected by particle diameter through axial spreading (See Chapter 5).
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However, the difference in diameter, between the first and second charges, does not create a
measurable difference in residence time (See Chapter 5). Since both sets of particles experience
the same temperature distribution, the vapor pressures are also identical. In Equation 8.2.1, the
only differences, between the two populations, occur on the left side of the equality.
Therefore, the right side of the evaporation equation is the same for both charges, and the
integrals can be equated. This action removes vapor pressure from Equation 8.2.1 and makes the
resulting equation independent of vapor pressure. Equation 8.3.2 is the result. In Equation 8.3.2,
the integrals are identical to Equation 8.2.1, and the subscripts represent the charge numbers. In
the Kelvin effect, the molecular weight and particle density are known quantities. The
temperature is a measured quantity. Only surface energy is unknown. In the transition regime
correction factor, two unknowns remain: mass accommodation and gas diffusivity.
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(8.3.2)

This reduces the number of unknown variables in the equation to three: gas diffusivity,
mass accommodation, and surface energy. By taking advantage of the particles passing through
identical conditions, the right side of Equation 8.2.1 was eliminated. The elimination removed
vapor pressure from the final expression, and therefore, the knowledge of vapor pressure is not
necessary to resolve Equation 8.3.2.
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8.3.3 Solving Equation 8.3.2

With 3 variables remaining and only one Equation available, solving Equation 8.3.2
requires some assumptions. As previously mentioned, gas phase diffusivity is known using
Chapman-Enskog theory. Therefore, only 2 variables remain, not 3. To illustrate the solution
process, the Figure 8.3.1 example is used. The inverted final peak of the first charge is 42.35 nm,
which was originally 90 nm. The inverted second charge final peak is 66.57 nm, which also was
originally 90 nm. The second charge diameters are not the actual particles sizes. Using Equation
8.3.1, the actual final particle size, for the second charge, is 97.69 nm, and the initial particle size
was 134.09 nm. These four diameters represent the upper and lower limits for the two integrals
in Equation 8.3.2. The molecular weight and particle density for adipic acid were given by Bilde
et al. (2003). The remaining unknowns, mass accommodation and surface energy, impact the
solution. To solve Equation 8.3.2, mass accommodation must be assumed. Thus, for a given
mass accommodation, surface energy solves the equation and defines the relationship between
the two peaks.
Mass accommodation by itself does not solve the equation. For this example, surface
energy is assumed to be equal to zero. This assumption eliminates the Kelvin effect from both
integrals; only the transition regime correction factor remains. Then, mass accommodation is
iterated until Equation 8.3.2 is true. The iterated value of mass accommodation, for Figure 8.3.1,
is 3.12. This value is meaningless. Mass accommodation represents the fraction of gas molecules
impacting the particle that are accommodated by the particle (Seinfeld and Pandis 2006). A value
of 0 means that all gas molecules, impacting the surface of the particle, are reflected; a value of 1
means that all gas molecules, impacting the surface, are adsorbed. A value of 3.12 would suggest
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that 3.12 times the number of gas molecules impacting the surface are adsorbed by the particle.
This elevated number suggests either an undescribed increase in gas velocity beyond the kinetic
theory definition or an unknown generation of mass. Neither is true. The transition regime
correction factor alone, through mass accommodation, does not define the relationship between
the two V-TDMA peaks.
The relationship between the two V-TDMA peaks is defined by all variables in Equation
8.3.2. The Equation 8.3.2 numerator, particle diameter, defines the evaporation rate in terms of
the geometry: the changing particle volume and surface area. The Equation 8.3.2 denominator
includes both the Kelvin effect and the transition regime correction factor, and these two terms
change the evaporation rate beyond the defined geometry. Interestingly, if the transition regime
correction factor is removed from Equation 8.3.2, the iterated surface energy solution must be
equal to -0.27 N/m. This value is again nonsense. Thus, the Kelvin effect by itself cannot solve
Equation 8.3.2. Equation 8.3.2 requires both the Kelvin effect and the transition regime
correction factor for a solution.
Both the surface energy and the mass accommodation impact the solution and must be
considered together. The Kelvin effect increases the vapor pressure as the particle size decreases.
The increase in vapor pressure augments evaporation. Thus, the Kelvin effect augments the
evaporation of the smaller, singly charged particle. An increase or decrease in surface energy
directly changes the rate of evaporation and, thus, the relationship between the peaks. The
transition regime correction factor creates a continuous function between the continuous regime
molecular flux and the kinetic regime molecular flux. Although the transition regime correction
factor influences the relationship between the two particle sizes, the purpose of the factor is not
to determine how much faster a smaller particle will evaporate. Thus, the evaporative
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relationship between the measured peaks is a direct measure of the Kelvin effect, not the
transition regime correction factor. Thus, for a given mass accommodation, Equation 8.3.2
measures the surface energy of the particles. If mass accommodation is assumed to be equal to
0.01, Equation 3 solves, and the value of surface energy is 0.24 N/m. If mass accommodation is
assumed to be equal to 1, the value of the surface energy is 0.13 N/m. Both values are reasonable
and cannot be dismissed. However, surface tension solves the equation regardless of the assumed
mass accommodation value. Thus, Equation 8.3.2 presents a set of valid mass
accommodation/surface energy values, and the relationship between the peaks is a measure of
the surface energy, not mass accommodation.

8.3.4 Errors in surface energy measurement

Previous methods of measuring surface energy, in conjunction with vapor pressure, were
noisy. This noise prevented a single solution from being found. Sources of the error included
measures of temperature, residence time, and diameter. The proposed method removes residence
time from the equation, and vapor pressure, which is a strong function of temperature, is also
removed. Thus, the reduction of variables, when using Equation 8.3.2, should decrease error.
However, this reduction in error is not true. The proposed method is also subject to noise. The
accuracy of the first and second charge peak is critical for accurate surface tension values.
The two peak method is very sensitive to the peak locations. Since the measurement is
more a function of the relationship between the two final peaks, the V-TDMA user should view
the measurement as the difference between the two peaks. However, this view can be confusing.
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To explain the sensitivity of the error, Figure 8.3.3 assumes that the single charge peak is fixed,
and the second charge peak is variable. Thus, the x-axis in Figure 8.3.3 is the peak location of the
second charge in single charge mobility space. The y-axis is the resulting surface energy value
for a mass accommodation of both 0.1 (red) and 1.0 (blue). The relationships shown in Figure
8.3.1 are close to linear and fitted with a line. For a mass accommodation of 1, a surface energy
of zero corresponds to a final second charge diameter of 62.5 nm. A surface energy of 0.2 N/m
corresponds to a final second charge diameter of 68.3 nm. Thus, the surface energy response
changes 0.03 N/m for every unit change in second charge diameter. In Figure 8.3.2, a bias of 0.5
nm was present due to the presence of the third charge. This bias in the second charge peak,
results in a 0.015 N/m bias in the measured surface energy. If a mass accommodation of 1 is
assumed, the final measured value for Figure 8.3.1 is 0.13 N/m. Thus, the bias in Figure 8.3.1
approaches 10%. Due to the sensitivity to peak locations, V-TDMA users should use narrow
transfer functions, increase scan time, and sample above the peak of the log-normal size
distribution.
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Figure 8.3.3. Surface energy of adipic acid as a function of second charge peak location. The xaxis is not the actual second charge peak diameter but is the diameter in first charge mobility
space. The response is roughly linear to the peak location. An error of 1 nm is equal to an error
of 0.03 N/m in surface energy.

Low particle counts prevent accurate measures of peak locations. When measuring in the
atmosphere, particle counts are often low. Additionally, particle counts must be low to prevent
gas phase build up and prevent evaporation inhibition (Zhang et al. 1993). In low count
situations, V-TDMA users may feel the need to increase particle counts by decreasing the
aerosol-to-sheath ratio in DMA2. When the aerosol-to-sheath ratio is decreased, the width of the
transfer function increases. Figure 8.3.4 displays the impact of an increase in DMA2 transfer
function. In Figure 8.3.4, noise was introduced into the Figure 8.3.2 model data using a poisson
distribution. The asterisks represent this Figure 8.3.2 response with the poisson distribution
noise. The poisson distribution describes the noise present in CPC counts (TSI 2006). Thus, the
asterisks in Figure 8.3.4 look like the original measurement in Figure 8.3.1. The aerosol-tosheath ratio was increased, in the Figure 8.3.2 model, from 1:10 to 1:4. The resulting CPC
response, shown as the black x’s in Figure 8.3.4, contains the same poisson distribution. This
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increase in transfer function width masks the two peaks seen in Figure 8.3.2. For DMA2 to
measure the experimental size distribution, the DMA2 transfer function width must be smaller
than the features being measured. The width of the 1:4 transfer function is 15 nm. Thus, when
the transfer function is in between the two peaks, significant particle counts come from both the
first and second charge size distributions eliminating the gap seen in the 1:10 example. The noise
from the response make the gap difficult to identify. The 1:10 example has a transfer function
width of 6 nm. This width easily resolves the two peaks. This concept is also applicable to
DMA1. If the DMA1 transfer function is widened, the singly charged and doubly charged
distributions widen masking the gap between the two distributions. Thus, when under low
particle conditions, V-TDMA users must not widen the width of the DMA transfer functions.
When widened, the transfer function is under the influence of multiple distributions (both first
and second charge distributions). When measuring the peaks, the DMA2 transfer function must
only be under the influence of the peak being measured.

Figure 8.3.4. Widening the transfer function will not increase capability. The asterisks are
derived from the overall Figure 2 data and the introduction of noise from a Poisson distribution.
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The x’s are a widened transfer function calculated by TAO with noise from the Poisson
distribution. The noise, for both cases, assumes a TSI 3776 CPC sampling particles for 10
seconds under the conditions from the adipic acid experiment.

Another method of increasing accuracy in low particle conditions is necessary. The
poisson distribution provides the answer. The standard deviation of the poisson distribution is
equal to the square root of the number of CPC counts. Thus, increasing the number of CPC
counts decreases the relative error in the measurement. This requires DMA2 to move slowly
while measuring the experimental size distribution. Moreover, the V-TDMA user could increase
the number of points measured. More points within the DMA2 scan allows for determining the
correct population. Usually, if a measurement point has fewer CPC counts than the mean, the
following point will have more counts. Taking more measurements allows the mean
experimental size distribution to be determined. In either case, the total number of particles
counted must be increased for the correct determination of surface energy.
Additionally, due to the small signal (difference between the two peak diameters), the
slope error must be of the same direction. Slope error occurs when the inlet size distribution
departs from a flat line (Rader and McMurry 1986). An inlet size distribution, that has negative
slope in the area of the DMA1 centroid, will favor smaller particles (See Chapter 6). DMA2
interprets the sampled population as a smaller diameter. If the slope of the inlet size distribution
is positive in the area of the DMA1 centroid, DMA2 interprets the sampled population as a larger
diameter. The slope error alters the surface energy measurements as a function of the DMA1
sampling location, when compared to the peak of the log-normal size distribution. When DMA1
samples diameters larger than the peak of the log-normal size distribution, the inlet size
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distribution has a negative slope when crossing all DMA1 transfer functions (1st charge, 2nd
charge, etc). Thus, DMA2 interprets all charges as smaller than the DMA1 set point. If DMA1
samples diameters smaller than the peak of the log-normal size distribution, the slope of the inlet
size distribution will be positive in the area of the single charge transfer function. This slope will
increase the size interpreted by DMA2. The second charge transfer function could be larger than
the peak of the log-normal size distribution, and thus have a negative slope. In this case, the first
charge shifts to larger diameters, and the second charge shifts to smaller diameters reducing the
measured surface energy. Slope errors of 1 nm, between the first and second charge, would not
be uncommon. Sampling below the peak of the log-normal size distribution would result in a
30% bias for Figure 8.3.1. Both the slope error and the interference of the higher charges (from
above) prevent sampling diameters below the peak of the log-normal size distribution.

8.4 Surface energy measurements
Figure 8.4.1 displays the apparatus used to measure surface energies. An atomizer
generated an aerosol from a solution that included 0.2 g of adipic acid (Sigma 09582) in 100 ml
of 18 MΩ deionized water. The aerosol passed through a silica diffusion drier to reduce the
relative humidity. The dry aerosol was diluted with clean, dry air, and the dry, diluted aerosol
passed into a 75.7 L equilibration tank. The equilibrated aerosol passes through a Po-210
neutralizer, and the excess aerosol vented through a filter. The excess flow rate was 20 LPM, and
the neutralized sample rate was 1.8 LPM. The total flow rate of 21.8 LPM provided an
equilibration tank residence time of 208 s. The sampled aerosol split into two streams: 0.3 LPM
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flowed to the Scanning Mobility Particle Sizer (TSI 3696) and 1.5 LPM flowed toward the VTDMA outlined in blue. DMA1 sampled the inlet aerosol, and the sampled aerosol passed into
an oven. The oven contained 15 m of 0.95 cm outside diameter copper tubing. The experimental
size distribution exiting the oven was measured by DMA2 and the CPC. Further details about the
V-TDMA can be found in Oxford et al. (2019).

Figure 8.4.1. Apparatus used to determine surface energy. Aerosol supplied by a custom
atomizer. Dilution flow was clean, dry air.

The log-normal size distribution had a mean of 83.3 nm with a geometric standard
deviation of 2. An aerosol-to-sheath ratio of 1:10 was used in both DMA1 and DMA2. The
centroid of DMA1 was 90 nm, which is larger than the peak of the log-normal size distribution.
The oven temperature was increased to 45 °C, and DMA2 conducted 2 scans. The oven
temperature was further increased to 47 °C, and DMA2 again conducted 2 scans. Figure 8.3.1
displays one of the 47 °C scans. All temperatures significantly evaporated the sample aerosol and
revealed the second peak.
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The adipic acid surface energies determined using this method are comparable to
previously published methods. Previously reported surface energies vary significantly. The
difference between the two measured surface energies in Table 8.4.1 extend beyond the reported
uncertainties, and therefore, the two values do not agree. However, the previously reported
uncertainties are estimates. The actual error in surface energies is difficult to determine using the
previous methods. The four measurements of adipic acid surface energies, made using this new
method, are between the previous values. Because multiple measures of surface energies are
made, the 95% confidence interval in the mean can be calculated. The confidence intervals are
on the order of the previously estimated uncertainties. However, the trend in the Table 8.4.1 data
display the previously mentioned problems with the data. The surface energy appears to increase
with temperature, but the surface energy should decrease with an increase in temperature (Tester
and Modell 1997). The data from Figure 8.3.1 is a member of the 47 °C data in Table 8.4.1. The
distance between the two peaks at 47 °C is 24.3 nm, and the distance between the two peaks at
45 °C is 18 nm. At 45 °C, the two peaks in Figure 8.3.1 are closer together. The distance
between the peaks is approaching the width of the DMA2 transfer function. This decrease in
distance between the charges allows interference to occur. The first charge will pull the second
peak toward the first peak, while the third charge will pull the second peak toward larger
diameters. Since the first charge population is significantly larger, its influence will be much
greater. Thus, the measured response at 45 °C should be biased lower. Interestingly, the two
measured surface energies, using this method, are considered equal by 2 sample t-test.
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Table 8.4.1. Measured adipic acid surface energies in this study as well as measured adipic acid
surface energies from previous studies.
Author/Oven
Temperature

Measured/Mean
Surface Energy (N/m)

Estimated
Uncertainty

95% Confidence
Interval (N/m)

Bilde et al. (2003)

0.06

± 50 %

Tao and McMurry (1989)

0.28

± 25 %

Toven=45 °C

0.11

0.013 (N=2)

Toven=47 °C

0.13

0.06 (N=2)

Combined

0.12

0.019 (N=4)

8.5 Conclusions and recommendations
When the response separates into two peaks, the two peaks can be used to estimate
surface tension. The first peak is the first charge, and the second peak, under certain conditions,
can be considered the second charge. Two versions of Equation 8.2.1 are written, one for each
charge. Since the entire population experiences the same temperature distribution and the same
residence time, the right side of Equation 8.2.1 is equal in both versions. The numerical integrals
on the left side of Equation 8.2.1 can be equated yielding Equation 8.3.2. Equation 8.3.2 is then
iterated, assuming a value for mass accommodation, to determine the surface energy. This
method works when the DMA transfer functions are narrow, the first charge completely
separates from the second, and when counting a statistically significant number of particles
during the DMA2 scan.
When assuming a mass accommodation of 1, the surface energies measured during the
evaporation of adipic acid are centered in between previous published estimations. However,
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data derived from this method are reasonable regardless of chosen mass accommodation
coefficient. All points fall within previous measured quantities. However, the data presented here
display the validity of the idea only. Further measurements of adipic acid would need to be made
as well as expanding the new measurement method to other compounds. The previously
published methods struggled to solve for the surface energy of malonic acid. Expanding the
investigation to other compounds could both expand the best practices discussion and evaluate
surface energies of intractable aerosols.
The oven used in this study limits the V-TDMAs ability to study surface energy. Only a
single residence time is present in the V-TDMA oven. Thus, temperature must be altered to
ensure peak separation. Some evaporation methods use adjustable residence time ovens. These
ovens may present an opportunity to study surface energy as a function of temperature. With a
variable residence time, charge separation can be achieved at multiple temperatures. Each
temperature/residence time set point would have a surface energy value. This data set would
allow the study of surface energy as a function of temperature and possibly DMA1 diameter.
Once the surface energy is found, the vapor pressure should be calculated using Equation
8.2.1. Since multiple independent measures of surface energy are made, the mean of the
measurements should approach the correct value by central limit theorem (assuming biases have
been removed). V-TDMA users can then use the mean value of surface energy to calculate the
vapor pressures using Equation 8.2.1. When complete, the V-TDMA has directly estimated
surface energy independent of vapor pressure, and vapor pressure has been estimated
independent of surface energy.
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Chapter 9: On the Internal Mixture of
Aerosols Generated from the Flaming
Combustion of Grass
9.1 Abstract
The flaming combustion of grass from Western Montana emits an aerosol characterized
by an overlapping bimodal growth factor distribution. Previous authors suggest the bimodal
growth factor distribution is the result of an externally mixed aerosol. With the use of a Tandem
Differential Mobility Analyzer (TDMA) and a Centrifugal Particle Mass Analyzer (CPMA), we
characterized the growth factor of smoldering-like aerosol and the growth factor and densities of
flaming-like aerosol.
The growth factor distribution from smoldering-like aerosol created a single mode
growth factor distribution at a mean of 1.11. External mixing of smoldering-like with flaminglike aerosol created a bimodal growth factor distribution where each mode was distinct. The two
distinct modes from the external mixture contrasts the bimodal distribution from flaming
combustion. The two modes from flaming combustion overlap.
The densities of the particles from the flaming-combustion of grass change as a function
of growth factor. The smaller growth factor of 1.11 in the bimodal growth factor distribution had
a density of 1.1 g/cm3. This density and growth factor correlate with smoldering combustion
aerosol. The larger growth factors, 2.35, in the bimodal growth factor distribution had a density
of 1.8 g/cm3. This density and growth factor correlate with flaming combustion aerosol.
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A volumetric combination of these two particle types explain 98% of the observed
variance. We calculated the hygroscopicity of the flaming-like and smoldering-like aerosol and
generated a volumetric combination of the two particles across the growth factor distribution.
This volumetric combination explained the majority of the density and hygroscopic observations.
The volumetric combination along with the contrast to the external mixture suggest an
internal mixture with respect to combustion phase. This result suggests that primary emissions
from flaming combustion of grass contain soot, organics, and ash within single particles. This
internal mixture is likely a function of the flaming phase.

9.2 Introduction
To understand the hygroscopic growth of a combustion aerosol, investigators use a
Hygroscopic Tandem Differential Mobility Analyzer (H-TDMA) (Carrico et al. 2005; Rissler et
al. 2006). The H-TDMA uses the first Differential Mobility Analyzer (DMA1) to select a particle
size. The selected particles pass through a humidifier and grow in response to the elevated
relative humidity. The second Differential Mobility Analyzer (DMA2) measures the final size of
the wet aerosol. Inversion routines use the DMA1 and DMA2 transfer functions, DMA1 and
DMA2 settings, and the recorded response to recover the growth factor distribution: a description
of the transformation of the dry aerosol to the wet (Gysel et al. 2009). The shape of the recovered
growth factor distribution can be described by one or more statistical distributions (Stolzenburg
2018). A single normal distribution (mode) often adequately describes the transformation of
smoldering aerosols. However, the aerosol emitted from flaming phase combustion of grass
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requires two stacked normal distributions, which is commonly referred to as a bimodal growth
factor distribution (Carrico et al. 2010).
Both internal and external mixtures create bimodal growth factor distributions (Seinfeld
and Pandis 2006). For an example, two components are assumed present: component A and
component B. Component A has a growth factor distribution centered at 1.1, and component B
has a growth factor distribution centered at 1.9. When component A and component B are
externally mixed, the particles in the mixture can be separated into two distinct groups: particles
composed of component A and particles composed of component B. The components are mixed
external to a single particle. When component A and component B are internally mixed, each
particle in the mixture contains a percentage of component A and B. The growth factor
distribution from the externally mixed, two component mixture will be bimodal: one mode
centered at 1.1 and one mode centered at 1.9. The growth factor distribution from the internally
mixed, two component mixture could also be described with a bimodal distribution. Except in
this case, each particle contains a portion of the 1.1 and 1.9 growth factors and will exhibit a
growth factor between 1.1 and 1.9. Each mode in the internally mixed distribution is likely not
distinct.
Combustion of two different fuels can emit two different hygroscopic aerosols, which
through external mixing, can create bimodality. Different plant species contain various amounts
of inorganic material (Baxter et al. 1998). When the aerosol is emitted from a hot fire, the
emitted particles contain similar ratios of the inorganic material present in the originating plant
species (Carrico et al. 2010). Aerosols consisting of no inorganic material have growth factors of
1 to 1.1 (Carrico et al. 2010). Aerosols containing significant amounts of inorganic material have
growth factors in excess of 1.6 (Carrico et al. 2010). If two fuels, with vastly different amounts
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of inorganics, are burned and mixed downwind, an external mixture is created. The growth factor
distribution will be bimodal and possibly have two distinct modes.
For a single fuel containing significant inorganics, the emitted aerosol can be bimodal in
two different ways. First, low temperature smoldering of inorganic containing fuels emits an
aerosol that is primarily organic and has a low growth factor. This aerosol could later mix with
aerosol from the same inorganic containing fuel burned in a hot, flaming phase. The resulting
external mixture would contain particles with either high inorganic content or low inorganic
content and would create two distinct growth factor modes. Second, the hot, flaming combustion
of an inorganic containing fuel creates a bimodal distribution without the introduction of a
second component. This bimodal distribution does not contain two distinct modes: the modes
overlap. Previous authors attributed the flaming phase, bimodal distribution to externally mixed
particles (Carrico et al. 2010; Petters et al. 2009).
However, the chemical speciation measurements show that compounds from smoldering
combustion are present in the pure flaming aerosol (Lee et al. 2010). Modified Combustion
Efficiency (MCE) is the ratio of CO2 to the sum of CO and CO2 and is used to distinguish the
combustion phase. Lee et al used an aerosol mass spectrometer to measure the chemical
speciation during different combustion phases while measuring MCE. Smoldering combustion
emits organic aerosol which is associated with the C2H4O2+ ion, and flaming combustion emits
higher amounts of K+ ion. At an MCE below 0.8 (smoldering), a high amount of the C2H4O2+
ion, normalized to total particle mass, was present with small amounts of K+, also normalized to
total particle mass. At an MCE above 0.9 (flaming), a larger amount of the K+ ion, normalized to
total particle mass, was emitted. The organic aerosol ion, normalized to total particle mass, was
emitted in a similar fraction. Thus, the fraction of organic aerosol was approximately the same in
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both combustion phases; the flaming phase was distinguished by high K+ ion concentration. If
the aerosol were externally mixed, two distinct modes would be expected: a low growth organic
aerosol mode and a high growth inorganic mode. If internally mixed, the two modes may not be
distinct. Carrico et al. (2010) shows that the bimodal distribution overlaps and is not distinct.
This suggests that the aerosol emitted from the flaming combustion of an inorganic rich fuel may
be internally mixed with respect to combustion phase.
The presence of smoldering aerosol within particles from flaming combustion impacts
the optical absorbance of flaming combustion aerosols. Black carbon aerosols absorb across the
solar spectrum, where organic matter (smoldering) absorbs in the short wavelengths (Kirchstetter
et al. 2004). Thus, the presence of organic matter (or the presence of black carbon) within full
flaming aerosol impacts the aerosol’s solar absorbance. This statement ignores the impact of
morphology. Flaming aerosol releases fractal agglomerates (Reid and Hobbs 1998; Tissari et al.
2008). A black carbon fractal particle containing surface attached organic matter absorbs less
than an aerosol particle with black carbon surrounded by organic matter (Schwarz et al. 2008). If
the carbon is included within the organic mixture, then enhanced absorbance occurs (Liu et al.
2015) in primary aerosol. This possibility, at the time of primary emission, is contingent on the
presence of organics and black carbon aerosol occurring within a single particle. If the emitted
aerosol is internally mixed with respect to combustion phase, both black carbon and organics are
present in the primary emission.
Using measurements of growth factor along with particle density, we show that the
emitted bimodal aerosol, from the flaming combustion of grass, could be internally mixed with
respect to the combustion phase. Characterization and proof of this claim requires several steps.
Smoldering-like and flaming-like aerosol must be characterized with respect to growth factor and
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density. The growth factor response of an external mixture of smoldering-like aerosol mixed
with flaming-like aerosol must be displayed. Efforts to balance the two emission methods must
be made to prevent one phase from overpowering the other. Finally, the aerosol definitions from
above must be used to show the possibility of an internal mixture using both growth factor and
particle density measurements simultaneously. This hypothesized internal mixture from the
flaming combustion of grass should contrast the measured external mixture of the two
combustion phases emitted from the same fuel.

9.3 Apparatus and Methods
We combusted grass from Western Montana in a 21 m3 chamber in two combustion
phases: smoldering and flaming. Details about the combustion phases will be explained later in
the document. The emitted aerosol was sampled by a custom H-TDMA (Oxford et al. 2019) and
a Scanning Mobility Particle Sizer (SMPS) through a pretreatment apparatus as shown in Figure
9.3.1. A Nafion humidifier, with reverse osmosis water in the sheath, humidified the sampled
aerosol to well over 90%. A drier then dried the humidified aerosol to below 15%. The process
of humidification and drying collapses agglomerates (Lewis et al. 2009) to meet the spherical
assumption requirements of the H-TDMA and SMPS. A neutralizer containing Po-210
neutralized the sampled aerosol to obtain a predictable charge equilibrium. A TSI 3696 SMPS
measured the neutralized size distribution exiting the pretreatment apparatus. We set the TSI
3696 SMPS aerosol sample flow rate to 0.3 LPM and the sheath flow rate through the TSI 3081
long DMA to 3 LPM. The SMPS obtained one full scan every 5 minutes. We set the DMA1
sheath flow rate, in the H-TDMA, to 15 LPM with an aerosol sample flow rate of 1.5 LPM. The
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flow rates and the selected dry diameter of 120 nm were constant throughout all experiments.
The selected aerosol passed through Nafion tubing and was humidified to above 90% relative
humidity. The wet aerosol was then measured by DMA2, who operated at a sheath flow rate of 6
LPM. At the exit of DMA2, a manual three-way valve selected two different methods of
operation. For the first method, the three-way valve selected a TSI 3776 Condensation Particle
Counter (CPC). This method will be called TDMA method throughout. For the second method,
the three-way valve selected a combination of a drier, Centrifugal Particle Mass Analyzer
(CPMA) (Olfert and Collings 2005), and CPC. This method will be called CPMA method
throughout. In this method, the silica drier dried the aerosol exiting DMA2 to less than 15%; this
relative humidity is approximately the same conditions as DMA1. The CPMA, along with the
TSI 3787 CPC, measured the mass of the dry aerosol.
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Figure 9.3.1. The process flow diagram for measurement of the combustion aerosol. The 21 m3
chamber is not shown.

The two measurement methods defined the DMA2 operation methodology. When in
TDMA method, the H-TDMA operates normally. DMA2 operates differentially by setting a
voltage, pausing for 5 seconds to allow transition of the newly selected particles, and then
recording the particle counts over a subsequent 5 second period. Once complete, DMA2 indexes
the voltage and begins again. Panel a in Figure 9.3.2 displays an example scan from the
experiments. This example scan displays the bimodality before performing H-TDMA inversion.
When in CPMA method, DMA2 remains static at a fixed diameter (voltage), and the CPMA
performs a scan. Figure 9.3.2 panel b uses the DMA2 setting of 264 nm as an example. At this
setting, the first charge correlates with 264 nm, the second charge correlates to 438 nm, and the
third charge correlates with 603 nm. The example results from the CPMA scan are shown in
243

Figure 9.3.2 panel b. The CPMA scan width was set such that the first three charges were
measured with every scan. We performed the CPMA method across the entire response recorded
while using the TDMA method. The total number of CPMA scans was 15, which is not reflected
in Figure 2 panel a. The order of the CPMA scans alternated between sides of the TDMA method
response. The left most four points, up to 150 nm, were measured, then the CPMA method
alternated between the right and left side of the peak from the TDMA method response.

Figure 9.3.2. Panel a: Example data obtained from the TDMA method for the combustion of
grass. Panel b: example results from the CPMA for a DMA2 setting of 264 nm.

We obtained the growth factor distribution assuming all three charges adhered to the
distribution (see Chapter 7). The response shown in Figure 9.3.2 does not represent the actual
shape of the growth factor distribution. Also, multiple charges are present in the response, and
those charges do not distribute equally with respect to diameter. The third charged particles will
appear to grow less than the first charge particles with the same growth factor distribution. All
inversions used in this study assume that the resulting growth factor distribution applies equally
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to all charges. The assumption distributes the charges unequally with respect to diameter, and
this assumption matches observations. The inversion routine assumes stacked normal
distributions. Each normal distribution is defined by a mean, standard deviation, and population.
When bimodal, each normal distribution contains a portion of the total population. This stacked
distribution is assumed true for each charge, and a total of three charges are assumed always.
When in CPMA method, we measured the mass of the first three charges. Although
Figure 9.3.2, panel b displays three distinct peaks, some charges within the CPMA scans slightly
overlap. This occurred on the left most three to four scans in Figure 9.3.2 panel a. This minority
of scans defined the curve fitting procedures used to determine the particle mass. The first step
fits the first charge with a log-normal distribution as a function of particle mass. The fit focuses
on the unaffected, pristine single charge responses. Once fit, the log-normal distribution is
subtracted from the response to reveal the unaffected second charge points. The unaffected
second charge response is fit using a second log-normal curve. The second charge curve fit is
then subtracted to reveal the third charge. Then the third charge is fit. The mean, standard
deviation, and population for all three charges are outputs. Only the mean associated with the
DMA2 centroid is used in further data analysis.
All masses and mobilities are known for the first three charges. The CPMA provides the
particle masses for the first three charges. Since the relative humidity in the CPMA correlates
with the relative humidity in DMA1, the centroid of DMA1 provides the mobility that
corresponds to the means obtained from the log-normal curve fits. We used a single charge
diameter of 120 nm throughout the experiment, and the second and third charges are 184 nm and
240 nm respectively. The DMA2 centroid, at time of CPMA measurement, provides the wet
diameter associated with the mass mobility measurements. We calculated the growth factor by
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dividing the wet diameter derived from the DMA2 centroid by the dry diameters defined above.
Since this information is known for the first three charges, mass mobility exponents can be
calculated as a function of particle wet diameter to confirm that the pretreatment apparatus
properly collapsed the particles.

9.4 The definition of smoldering-like and flaming-like
aerosol
9.4.1 Smoldering-like aerosol

To determine the growth factor distribution of smoldering aerosol, 3 g of ground grass
was placed on a hot plate. We placed raw grass into a mill and ground the grass to a mesh size of
45-60. Three grams of the ground grass was placed on a steel plate heated from below by a ring
heater. A thermocouple was attached to the steel plate to monitor the plate temperature.
Proportional-Integral-Derivative (PID) control settings were determined by Ziegler-Nichols
tuning methodology (Seborg et al. 1989). The addition of the three grams of ground grass to the
steel plate altered the control conditions, and the plate heated unequally. The unequal heating
required the smoldering to be performed in stages. The first stage heated the plate to 200 °C. In
this stage, most of the grass smoldered. To ensure all grass was burned, the second stage began
with heating to a set point of 300 °C. Once past 300 °C, the set point was increased to 350 °C.
Once at 350 °C, we disabled the PID control loop, and the plate cooled. These elevated
temperatures smoldered the remaining portions of the grass without visible flaming. The mass
remaining after smoldering, ratioed to the initial mass, was near 0.25. The entire smoldering
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process took over 15 minutes to complete. Figure 9.4.1, panel a shows the heating process. Noise
in the temperature measurement occurred in this dataset at near 900 seconds.

Figure 9.4.1. Panel a: a typical temperature profile from the smoldering of grass on a steel plate.
Panel b: the resulting growth factor distribution measured by the H-TDMA.

In this experiment, we only ran the TDMA method. Several wet scans were performed,
and all results are very similar. Figure 9.4.1 panel b displays an example of the inverted HTDMA response. In this plot, the x-axis is growth factor (gf), which is defined as the wet
diameter measured by DMA2 divided by the dry diameter set by DMA1. The y-axis is the
statistical variable dF/dgf. This is the derivative of the fraction, F, with respect to growth factor.
The fraction is the fraction of dry particles, Ndry, converted to wet particles Nwet. For all
smoldering aerosol, a single normal distribution explained all observed phenomena. The mean
shown in panel b is equal to a growth factor of 1.11 with a standard deviation of 0.05. This
response represents the growth factor distribution from the smoldering of the ground grass.
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Smoldering of grass from Western Montana creates primarily spherical particles.
Depending on conditions, these spherical particles can act as monomers and agglomerate. Some
inorganic ash can be present, but an ash particle represents the minority (Chakrabarty et al.
2006). Densities of smoldering aerosol range from 0.85 to 1.15 g/cm3 (Sumlin et al. 2018). As
will be shown later, the density of smoldering-like aerosol is assumed to be 1.1 g/cm3 and has a
mean growth factor of 1.1.

9.4.2 Flaming-like aerosol

To determine the growth factor of flaming aerosol, 15 g of grass was combusted in
flaming phase. Unlike smoldering, raw grass was used for flaming phase experiments. The large
stalks of grass were broken to an average length of 1/3 meter. The stalks were placed vertically
into a large open wire cylinder. The cylinder retained the grass in a vertical position while
allowing open air flow through the grass. Smaller material was lightly packed within the larger
stalks. We placed the open wire cylinder, containing grass, on a ceramic plate. To ignite the fuel,
we sprayed a small amount of isopropanol on the ceramic plate and ignited the isopropanol. The
burning isopropanol ignited the base of the vertically placed grass. Through the vertical motion
of the flame, the fire would spread vertically through the fuel. A small amount of smoke aerosol
was observed as the flames burned vertically through the grass. The mass of grass remaining,
ratioed to the initial mass, was 0.13.

Figure 9.6.1 Panel a displays the inverted response from the flaming combustion of grass
and this response is different than Figure 9.4.1, panel b. Like, Figure 9.4.1 panel b, the x-axis is
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growth factor, and the y-axis is the derivative of fraction with respect to growth factor. The
inverted response is bimodal without two distinct modes, while the smoldering inverted response
is described by a single normal distribution. The normal distribution variables for the two modes
are displayed on the left side of the panel. Although the plotted distribution in Figure 5 panel a
has not been normalized to one, the population variables reported on the left side of the panel
were normalized. Therefore, the low mode contains 54% of the population and the high mode
contains the balance. Both the mean of the low mode and the mean of the high mode in Figure 5
panel b are significantly larger than the mean in Figure 9.4.1 panel b. The standard deviation of
the low mode is significantly larger than the standard deviation of both the high mode and the
single mode in Figure 9.4.1 panel b. Interestingly, the standard deviation of the high mode in
Figure 9.6.1 panel a is approximately equal to the single mode in Figure 9.4.1 panel b. When
compared to the inverted smoldering response in Figure 9.4.1 panel b, the flaming combustion of
grass emits a high growth, bimodal growth factor distribution.

Flaming combustion releases fractal aggregates of soot (Reid and Hobbs 1998; Tissari et
al. 2008). These aggregates sometimes contain individual organic particles (Tissari et al. 2008),
and often the aggregates are coated with organic material (Reid and Hobbs 1998; Tissari et al.
2008). If the fuel contains inorganics, the vaporized inorganics both nucleate new particles and
condense on existing particles (Sippula et al. 2007). Thus, a single particle can be a mix of
elemental carbon, organic matter, and inorganic ash. The density of soot is 1.8 g/cm3 (Bond and
Bergstrom 2006), and ash is 0.7 to 2.6 g/cm3 (Hinds 1999). Flaming-like aerosol will be fully
defined later. Currently, we define flaming-like aerosol from the combustion of inorganic fuels
as having a density of 1.8 g/cm3 and a growth factor of 1.6 or greater.
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9.5 Balancing the combustion phases
To illustrate the reason for balancing, two aerosol particle types are assumed:
smoldering-like aerosol particles and flaming-like particles. We use the previous definitions for
this example. Additionally, 5000 particles are assumed to be present: 100 smoldering-like
particles and 4900 flaming-like particles. The inversion process would recover a distinct, two
mode response, and the low mode population would be 0.02. This signal is too low for proper
growth factor resolution. Thus, when combining the aerosol from flaming and smoldering
combustion, the populations from each must contribute significantly to the total population. To
prevent one combustion phase from dominating the other, we measured the emitted size
distribution from various masses of grass, and we used this data to balance the two combustion
phases.
Figure 9.5.1, panel b displays the volume of the aerosol as a function of mass of grass
combusted. Using the previously described combustion phases, we combusted three different
masses of grass. The SMPS measured the evolution of the size distribution as a function of time
in the chamber. At 1.5 hours, the size distribution in the chamber was stable. We performed the
third moment with respect to diameter on the size distribution at 1.5 hours. The two combustion
phases emitted very different volumes of aerosol with smoldering emitting a much larger
volume. We performed a linear regression on the result, and the equations are shown in the
panel.

250

Figure 9.5.1. Panel a: the total mass of aerosol emitted from the two combustion phases as a
function of initial fuel weight. The mass represents aerosol between 30 nm and 600 nm. Panel b:
the third moment of the size distribution during the same experiments.

Two factors must be considered when balancing the output: the total particle number and
the shape of the size distribution. The previous paragraphs enumerated the reason the sampled
populations must be balanced. DMA1 samples the size distribution at 120 nm. Thus, this
population must be equal at that point. Remembering that the H-TDMA samples not only singly
charged particles, but samples singly, doubly, triply, and higher charged particles. The
population at 120 nm must be balanced, and the number of multicharged particles must also be
similar. The shape of the size distribution, along with the charging fractions, defines the number
of sampled particles: single and multicharged. Therefore, both the particle number and size
distribution shape must be considered. When calculating the third moment of the size
distribution, both the total population and the shape influences the final volume. To balance the
emission, we used the third moment of the emitted size distribution at 1.5 hours. A mass 15 g of
grass aerosol emits approximately the same volume, at 1.5 hours, as 4 g of smoldering aerosol.
These two masses were used to balance the subsequent experiment.
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The third moment of the distribution does not represent the total mass of the aerosol.
Smoldering-like aerosol has a density of 1.1 g/cm3, and flaming-like aerosol has a density of 1.8
g/cm3. Most particles emitted in flaming-like combustion, for an equal size, are heavier than
smoldering-like aerosol. This observation is shown in Figure 9.5.1 panel a. In panel a, we
multiplied the volume of the aerosol by the assumed particle densities and the total volume of the
chamber. At 15 g of fuel, the smoldering phase emits over twice the volume of aerosol. In terms
of mass, the smoldering phase emits 50% more mass when using 15 g of fuel. Although we have
chosen to emit similar amounts volumetrically, the emitted masses are different. The flaming
phase will emit nearly twice as much aerosol by mass.

9.6 Externally mixed by combustion phase
Understanding whether the mixture, mixed with respect to combustion phase, displays an
externally mixed growth factor distribution requires knowing what an externally mixed growth
factor distribution looks like. Unfortunately, the chamber used is a single volume and was not
divided into two volumes. No mechanism existed nor was a mechanism created to ensure the
combustion phases did not internally mix. However, existing aerosol within the chamber is
spatially separated from the point of combustion by several meters. As will be shown presently,
this spatial separation was enough to generate an externally mixed aerosol. When the two
aerosols are emitted at different times, an apparent external mixture results. Temporal separation
creates an externally mixed aerosol in the 21 m3 chamber.
The combustion process, used to create the external mix, occurred in several steps. We
combusted 15 g of grass using the flaming phase at time 0. The flaming combustion
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methodology was the same as previously described. During the following 45 minutes, we
performed several H-TDMA method scans to determine the growth factor distribution of the
flaming-like aerosol. Figure 9.6.1, panel a shows the inverted response from one of the scans.
This panel and the resulting bimodal distribution were described above. Over this 45-minute
period, the total number of particles in the chamber decayed, and the mean of the log-normal size
distribution grew. At just under 1 hour, we smoldered 4 g of ground grass on the steel plate. The
smoldering procedure followed the previously defined methodology. We subsequently executed
several H-TDMA method scans. Figure 9.6.1, panel b was the first measurement after
smoldering. Subsequent measurements were similar, but the population ratios changed over the
period. Thus, the two panels shown in Figure 9.6.1 are examples of the mixture created using the
combustion process outlined above.
In Figure 9.6.1, both panel a and panel b, a bimodal growth factor distribution explained
all observations. In panel a, the two modes are not distinct, while panel b shows two distinct
modes. When comparing the populations in panel b, the high mode contains 25% of the total
population. Although the two combustion phases were balanced in the previous section, temporal
decay of the high mode population altered the balance between the two modes. This decay
reduced the high mode contribution to the overall mixed phase growth factor population. In
panel b, the high mode represents the decayed flaming-like aerosol found in panel a, and the low
mode corresponds with the smoldering-like aerosol. Not only did the flaming-like aerosol create
a bimodal distribution, both the flaming-like aerosol and the combustion phase mixture created
bimodal distributions.
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Figure 9.6.1. Panel a: the growth factor distribution resulting from the H-TDMA method
measurement of 15 g of grass combusted in the flaming phase. Panel b: At just under 1 hour, 4 g
of grass was smoldered in the presence of the flaming-like aerosol in panel a. This growth factor
distribution is the external mixture of the two.

Several more observations can be made when comparing the two panels in Figure 9.6.1
with panel b in Figure 9.4.1. The flaming-like aerosol in Figure 9.6.1 panel a seems to make a
transformation after the smoldering event. This observation is not definitive. The inversion does
not have enough degrees of freedom to adequately resolve the exact shape of the high mode peak
in Figure 9.6.1 panel b. Curiously, the high mode in Figure 9.6.1 panel b is 1.59, which is nearly
equal to the low mode in Figure 9.6.1 panel a. This contrasts our expectation that the mean from
the high mode in Figure 9.6.1 panel b would be closer to the mean of the high mode in Figure
9.6.1 panel a. The mean of the low mode in Figure 9.6.1 panel b is 1.11, which is the same as the
smoldering aerosol in Figure 9.4.1 panel b. This observation along with the decay of the flaminglike aerosol in the chamber confirms that the high mode in Figure 9.6.1 panel b corresponds to
the flaming-like aerosol in panel a, and the low mode in Figure 9.6.1 panel b corresponds to the
smoldering-like aerosol.
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This growth factor distribution suggests two different aerosols that are externally mixed.
The smoldering aerosol matches exactly, both in mean and in standard deviation, with the low
mode in the mixture. The flaming-like aerosol corresponds with the high mode in panel b, which
has a larger standard deviation than the low mode. The wide response from the flaming
combustion is not wide enough to overlap the smoldering aerosol, and therefore, the resulting
growth factor distribution creates a bimodal response with distinct modes. Lastly, the wider
response from flaming combustion suggests a more disperse response with respect to inorganic
content. So, the growth factor distribution, in Figure 9.6.1 panel b, suggests two different
aerosols that are externally mixed, and the flaming-like aerosol is more disperse than the
smoldering-like aerosol.

9.7 Investigate the cause of flaming phase bimodality
If both smoldering-like aerosol and flaming-like aerosol are present, a bimodal growth
factor distribution from the combustion of grass is guaranteed. If the two modes, smoldering-like
and flaming-like, are close enough together along with a large standard deviation, the two modes
can overlap. When the modes overlap, an external mixture of smoldering-like and flaming-like
aerosol exhibits non-distinct behavior. Under these conditions, distinguishing an external mixture
from an internal mixture are difficult. Thus, the smoldering-like aerosol must be eliminated from
the flaming procedure. Additionally, if the two modes can be further separated, a wider standard
deviation would be required to create overlap. For these reasons, we altered the flaming process.
Instead of allowing the flames to travel through the fuel, the fuel will be entirely ignited with a
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single flame. To further determine the mixing state of the aerosol, we used the previously
described CPMA method.
We combusted 5 g of grass in a flame while attempting to avoid the smoldering phase.
Instead of using 1/3 of a meter grass blades, the blades were broken until their length was 5 cm
long or less. A smaller open wire cylinder was created to contain the smaller amount of mass.
Before igniting the fuel, a small amount of isopropanol was spread evenly, on the ceramic plate,
underneath the grass. When ignited, the isopropanol flames initially cover the entire fuel.
Combustion of the fuel clearly lasted longer than the combustion of the isopropanol, and the
entire fuel combusts in flaming phase from time 0. The previous method released a visually
detectable smoke when spreading through the fuel. No emission of smoke was visually detected
during the flaming process. Occasionally, the fuel smoldered briefly after the flaming
combustion had expired.
Figure 9.7.1, panel a shows the growth factor distribution resulting from the new flaminglike process. Although the response is bimodal, the growth factor distribution is different than
Figure 9.6.1, panel a. The low mode means are identical even though we successfully reduced
the smoke emitted in the combustion process. In contrast, the high mode growth factor increased
significantly. The increase in inorganic content likely reflects an increase in overall combustion
temperature (Knudsen et al. 2004). The standard deviations corresponding to the two modes also
increased. The low mode increased by 30%, and the high mode doubled. The populations of the
two modes also shifted. 75% of the particles emitted in the new process were high mode
compared to half in the previous process. The new combustion process emitted both more
particles and higher growth particles than that of the previous combustion process. This increase
256

in growth and population helps distinguish the flaming-like aerosol from the lower growth
smoldering-like aerosol.

Figure 9.7.1. Panel a: bimodal growth factor distribution from full flaming-like aerosol. Panel b:
the measured masses from the CPMA method along with the calculated mass mobility
exponents.

The output from the CPMA method is shown in Figure 9.7.1, panel b. As previously
mentioned, the growth factor in panel b is calculated from the centroid of DMA2 divided by the
centroid of DMA1 for each of the first three charges. The mass-to-charge ratio from the peak of
the log-normal CPMA curve fit (see Figure 9.3.2 panel b) is plotted on the left y-axis. The mass
of the classified aerosol increases, for all three charges, as the growth factor increases. When
comparing the low growth factor aerosol to the high growth factor aerosol, the mass of the first
charge aerosol particles increases by 46%, and the third charge increases by 75%. Except for the
left side of the plot, the mass increases monotonically as a function of growth factor. The
flaming-like aerosol, at every diameter, is both different in growth factor and mass.
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We used the data in panel b to calculate the mass-mobility exponent for the growth factor
distribution. The DMA1 setpoint did not change throughout the experiment, and the mobility
diameters for the first three charges were mentioned above. We separated panel b into 10 areas
denoted by the shading. Within each delineated area resides data for each of the three charges.
We calculated the logarithm of the mass and mobility diameter for each point and created 10
separate plots. Each dataset was fit by linear regression where the slope of the regression is the
mass mobility exponent. We plotted the mass mobility exponent for each area as a black asterisk
in Figure 9.7.1, panel b. The mass mobility exponent was approximately 3 across the entire scan.
Thus, the pretreatment apparatus successfully collapsed the aerosol particles prior to entry into
both DMA1 and the SMPS, and the spherical assumption holds.
Since the spherical assumption holds across the entire measured growth factor
distribution, the density of the particles can be calculated. We used each measured mass in
Figure 9.7.1 panel b, along with the mobility diameters from DMA1, to calculate the particle
density. These densities are plotted as a function of growth factor in Figure 9.7.2. Like Figure
9.7.1 panel b above, the color denotes the number of charges associated with the measurement.
As previously discussed, the charges do not evenly distribute with respect to diameter. Thus, the
largest first charge growth factor is 2.2 while the higher charges span growth factors up to 2.4.
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Figure 9.7.2. Particle density and growth factor from the flaming combustion of inorganic
containing grass.

Several observations can be made from Figure 9.7.2. Particles from the left side of the
growth factor distribution have a growth factor of 1.1 with a density of 1.1 g/cm3. This growth
factor and density correlates with smoldering-like aerosol. Particles from the right side of the
growth factor distribution have a growth factor of over 2.2 with densities near 1.8 g/cm3. This
growth factor and density correlates with flaming-like aerosol. Thus, the hot, flaming
combustion of grass emitted both smoldering-like and flaming-like aerosol even though the
smoldering phase was intentionally reduced. All three charges do not significantly separate from
one another. Using the first nine points, the three charges differ by 8% by density. This
difference represents the largest deviation between the charges. Thus, not only did smolderinglike and flaming-like aerosol come from flaming combustion of grass, the two combustion phase
aerosols were present at mobility diameters of 120 nm, 184 nm, and 240 nm.
The density of the particles, at the three sampled diameters, could have presented a
different pattern as a function of growth factor. If the particles were smoldering-like aerosol with
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inorganic inclusions, the density should have been constant, at just over 1.1, for the entire growth
factor distribution. If the particles were flaming-like with inorganic inclusions, the density should
have been constant, at just over 1.8, for the entire growth factor distribution. If the particle
mixture were an external mix of smoldering-like and flaming-like aerosol, the density should
have a near step change somewhere in the growth factor distribution. Instead of these
possibilities, the density appeared to increase linearly across the growth factor distribution
indicating a possible internal mixture of smoldering-like with flaming-like aerosol.
If the particles emitted from the flaming combustion of grass are internally mixed, the
observations should follow a simple internal mixture model. We assume all emitted particles are
spheres with diameters equal to the DMA1 mobility diameter. Using the mobility diameter with
the spherical assumption, the model volumetrically combines two particles: a smoldering-like
particle with a flaming-like particle. If internally mixed, this model should explain a significant
amount of the variance found in the Figure 9.7.2 observations. We use the Pearson Correlation
Coefficient as a measure of this prediction. If the covariance between the model and the
measurements explain a significant amount of the total variance, the model will be a valid
method for predicting both density and growth factor and provide further evidence for the
emitted aerosol being an internal mixture.
We assumed two particles for this model: smoldering-like and flaming-like particles. The
previous definition of smoldering will be used: smoldering-like particles have a density of 1.1
g/cm3 and a growth factor of 1.11. Because the particles emitted from flaming combustion of
grass are technically flaming-like aerosol, the flaming-like definition will need to be more
specific. Since the smoldering-like aerosol represents the extreme left side of the growth factor
distribution, we assume that flaming-like aerosol represents the extreme right side of the growth
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factor distribution. As previously mentioned, the particle density will be assumed to be 1.8
g/cm3. The largest growth factor in Figure 9.7.2 is 2.35, and we assume this growth factor
represents the flaming-like aerosol particle.
To model growth factor, the hygroscopicity (Petters and Kreidenweis 2007) of both
particles was calculated. We assumed the relative humidity was equal to 92%, which is very
close to the actual measured quantity. We calculated the hygroscopicity of the two particles
while assuming the growth factors above, a surface tension of 0.072 N/m, a molar volume of
water of 0.000018 m3/mole, and a dry size equal to the centroid of the DMA1 transfer function.
The smoldering-like particle had a calculated hygroscopicity of 0.03, and the flaming-like
particle had a calculated hygroscopicity of 1.14. The hygroscopicity of the smoldering-like
particle is reasonable, but the hygroscopicity of the flaming-like particle is slightly high. The
hygroscopicity of KCl is nearly 1. The population at a growth factor of 2.35 is near zero, and the
population at a growth factor of 2.25 is not much higher (see Figure 9.7.1 panel a). At a relative
humidity of 92%, the growth factor of KCl is approximately 2.25. The number of particles with a
growth factor above 2.25 is very small. Therefore, we continue assuming the higher value for
flaming-like aerosol recognizing that the represented particles are a very small fraction of the
total observed particle count.
With the hygroscopicity and density of the particles known, we calculated a volumetric
combination. The volumetric modeling process occurred in 4 steps. First, we assumed a growth
factor equal to a data point in Figure 9.7.2. With this growth factor, and the assumptions above,
we calculated the particle hygroscopicity. Then using mixing relations, we calculated the volume
fraction of smoldering-like aerosol using Equation 9.7.1. In Equation 9.7.1, κm is the
hygroscopicity from the plot, εs is the volume fraction of the smoldering-like aerosol, κs is the
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hygroscopicity of the smoldering-like aerosol, and κf is the hygroscopicity of the flaming-like
aerosol. Next, we used the smoldering-like fraction from Equation 9.7.1 to calculate the
corresponding density using Equation 9.7.2. In Equation 9.7.2, ρm is the density of the mixture, ρs
is the density of smoldering-like aerosol, and ρf is the density of flaming-like aerosol. This
process was performed on all data points in Figure 9.7.2. The resulting model points were used
to draw the black line shown in Figure 9.7.2.

𝜅𝜅𝑚𝑚 = 𝜖𝜖𝑠𝑠 𝜅𝜅𝑠𝑠 + (1 − 𝜀𝜀𝑠𝑠 )𝜅𝜅𝑓𝑓

(9.7.1)

𝜌𝜌𝑚𝑚 = 𝜀𝜀𝑠𝑠 𝜌𝜌𝑠𝑠 + (1 − 𝜀𝜀𝑠𝑠 )𝜌𝜌𝑓𝑓

(9.7.2)

We used the model data and the measured data to calculate the Pearson Correlation
Coefficient between the observations and the model. The calculated model data used the same
growth factor as the measured data, so the calculated Pearson Correlation Coefficient represents
the correlation between the modeled and measured densities. This volumetric combination model
explained 98% of the variation in Figure 9.7.2. Thus, the assumption of an internal mixture of
smoldering-like and flaming-like aerosol explains a significant portion of the observed variation
in density. Lastly, we note that a bias between the model and the observed data does exist
between a growth factor of 1.6 and 2.0. From Figure 9.7.1, panel a, this range represents a
sizeable portion of the population.
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9.8 Conclusions
If the internally mixed hypothesis is true, the aerosol emitted from a flaming grass fire
contains organic matter, soot, and ash within a single particle. This happens whether the smoke
emitted from the fire is visible or not. This mixing behavior is likely a function of the flaming
phase. If the fuel contains significant inorganics, the flaming-like particles will contain the
inorganics, and the resulting growth factor will be bimodal. If the fuel does not contain
inorganics, the flaming-like particles will not be hygroscopic, and a single growth factor mode
will be present. Thus, even particles with a single growth factor mode will be a combination of
organic matter with flaming-like material. The primary aerosol emitted from a flaming fire,
which contains both soot and organics, has the potential of creating an included elemental carbon
core surrounded by organic matter.
However, this experimental method only suggests the possibility of an internally mixed
aerosol. Actual contents of the aerosol remain undetermined. Additionally, if internally mixed,
the internal mixing morphology remains undetermined. Optical instruments in conjunction with a
thermal denuder could provide complementary information to confirm the actual mixing state of
the particles. Also, no photos of the particles themselves were made. Scanning Electron
Microscope (SEM) images would significantly improve the strength of the proof. Without
further information, the work does not definitively prove the internal mixing hypothesis.
If the density of the aerosol emitted from grass combustion remained near 1.8 g/cm3
throughout the growth factor distribution, the inorganic content would appear distributed among
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what would appear to be soot. If the combustion phases were externally mixed, the pattern in
Figure 9.7.2 would appear to be a step change, not a volumetric combination. Not only did the
data follow a volumetric combination of hygroscopicities or densities, the data followed a
volumetric combination of hygroscopicities and densities simultaneously. Although the
observations do not definitively prove the internal mixing hypothesis, the observations could
have disproved it.
The left side of the growth factor distribution behaves as if it were smoldering-like
aerosol. The right side of the growth factor distribution behaves as if it were flaming-like. The
flaming combustion of grass creates an overlapping bimodal distribution suggesting the two
combustion phases intermix in the flaming process, while an external mixture of the two
combustion phases creates a different bimodal growth factor distribution with two distinct
modes. Finally, the covariance from a simple volumetric combination of the two particles,
flaming-like and smoldering-like, with the measured data is 98% of the combined variance. All
observations made using an H-TDMA in conjunction with a CPMA can be fully explained as a
volumetric combination of smoldering-like aerosol with flaming-like aerosol. Thus, we believe
the aerosol emitted from the flaming combustion of grass is not an external mixture, but an
internal mixture with respect to the combustion phase.
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Chapter 10: On Modeling the Accelerated
Evaporation of Primary Organic Aerosol
as a Function of Relative Humidity
10.1 Abstract
Relative humidity is both spatially and temporally variable, and this change in relative
humidity changes particle water content. For an evaporating aerosol, the presence of additional
water could alter the evaporation rate, which alters the final particle size and composition. Cloud
droplet activation is a function of both the dry particle size and the composition, and thus
impacted by particle evaporation. Additionally, gas phase diffusion models are simple and easy
to use. However, these models may lack the complexity necessary to reproduce the evaporation
phenomena. Thus, reproduction of particle evaporation, and cloud droplet nucleation, may incur
error when assuming a gas phase model for particle evaporation. We evaporated aerosol emitted
from the flaming combustion of grass. The relative humidity was altered during the experiment
to determine the impact the additional water had on evaporation. Particle evaporation accelerated
with the addition of relative humidity. Simple gas phase models would suggest a significant
change in mass accommodation (0.48 changed to 1) occurred with the addition of 1% water.
However, the better explanation may be the emitted particles are particle phase diffusion limited.
A reduction in overall particle phase diffusivity (10-16 cm2/s changed to 10-14 cm2/s), due to the
addition of water, would explain the accelerated evaporation. This study provides evidence that
particle phase diffusion may be a better model, compared to gas phase diffusion, for evaporating
aerosol particles.
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10.2 Introduction
Relative humidity in the atmosphere is highly variable both temporally and spatially. For
example, on a hot summer day at Lambert International Airport in Saint Louis, the low relative
humidity for August 19, 2019 was 49% and the high was 82% (The Weather Company 2019a).
To contrast location, we use data for the same day from Richland, Washington. On August 19,
2019, the low relative humidity was 21% and the high was 73% (The Weather Company 2019b).
As the atmospheric temperature warms after daybreak, the relative humidity drops; as the
atmospheric temperature drops near dusk, the relative humidity increases. On any given day, the
conditions in a humid continental climate may not match the conditions in a semi-arid steppe.
This change in atmospheric conditions alters the composition of any aerosol suspended in the
atmosphere, and more specifically, this change in relative humidity causes a change in aerosol
water content. If the suspended aerosol is evaporating, the presence of additional aerosol water
could facilitate that evaporation.
The process of particle evaporation can be separated into three steps: diffusion of the
solute to the particle surface, evaporation of the solute, and gas phase diffusion of the volatile
solute away from the particle surface (Finlayson-Pitts and Pitts 2000). To evaporate, the volatile
solute must travel to the particle surface. This process occurs through particle phase diffusion of
the solute through the particle. Once at the surface of the aerosol particle, the volatile solute can
evaporate. Additionally, any volatile solute in the gas phase near the surface of the particle can
condense. The evaporated solute must diffuse away from the particle surface to eliminate the
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possibility of re-condensation. Thus, a volatile solute must diffuse to the particle surface,
evaporate, and be transported away from the particle for the particle to decrease in size.
The three steps above occur in series. This series of processes allows a single step to
govern the entire evaporation process (Worsnop et al. 2002). Evaporation cannot occur if the
solute does not diffuse to the surface. Transport away from the particle cannot occur if
evaporation does not. The slowest step in the process governs the evaporation rate. When all
three steps are nearly balanced, a combination of the limitations occurs.
As will be seen later, we combine the evaporation step with the gas phase diffusion step
to create a single gas phase diffusion model. So, from this point forward, the combination of the
evaporation step with the gas phase diffusion step creates the simply named gas phase diffusion
model. So, when the gas phase diffusion step or the evaporation step limits the process of particle
evaporation, the gas phase diffusion model should be used. If the solute is present on the surface
of the particle or the particle contains a single component, the process of particle evaporation is a
surface phenomenon: surface evaporation requires no particle phase diffusion. If surface
evaporation is present, then the gas phase diffusion model describes the process of particle
evaporation. With the combination of the gas phase diffusion step with the evaporation step, the
evaporation step could govern the gas phase diffusion model. The evaporation step is restricted
by the mass accommodation coefficient. A low mass accommodation coefficient retards the gas
phase diffusion model and limits the process of particle evaporation. When the gas phase
diffusion step or the evaporation step limits the process of particle evaporation, use of the gas
phase diffusion model is justified.
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Particle phase diffusion could be slower than gas phase diffusion and evaporation, and the
slower particle phase diffusion step could limit the process of particle evaporation (Shiraiwa et
al. 2011). Liquid or solid phase diffusivities are much smaller in magnitude than gas phase
diffusivities. Gas phase diffusivities are on the order of 0.01 cm2/s (Bird et al. 2002). The selfdiffusion of liquid water has a diffusivity on the order of 2.5x10-5 cm2/s (Mills 1973), and
viscous fluids have a much lower diffusivity. Honey has a diffusivity near 1x10-10 cm2/s, and
peanut butter has a diffusivity near 1x10-11 cm2/s (Koop et al. 2011). Solid phase diffusivities
also have a large range. The semi-solid, glass marbles, have diffusivities near 1x10-21 cm2/s
(Koop et al. 2011), and the diffusion of aluminum through solid copper has a diffusivity of 1x1030

cm2/s (Bird et al. 2002). Equation 10.2.1 displays the characteristic time for diffusion in a

particle (Kumar 1989). In Equation 10.2.1, τp is the characteristic time, Rp is the radius of the
particle, and Dp is the particle phase diffusivity. If we assume for the moment a 200 nm particle
with a solid phase diffusivity of 1x10-17 cm2/s (similar to the semi-solid, tar pitch (Koop et al.
2011)), the characteristic particle phase diffusion time is near 1 day. In this case, particle phase
diffusion would likely limit evaporation. If the gas phase diffusion model was fast in
comparison, the evaporation process would significantly reduce the solute concentration on the
surface of the particle, while the internal contents remained unchanged.

𝑅𝑅𝑝𝑝2
𝜏𝜏𝑝𝑝 = 2
𝜋𝜋 𝐷𝐷𝑝𝑝

(10.2.1)
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Cloud droplet nucleation is a function of both dry particle diameter and particle composition.
The updraft velocity defines the generation of gas phase water supersaturation. When the gas
phase supersaturation exceeds an aerosol particle’s critical supersaturation, the aerosol particle
activates and grows into a cloud droplet (McFiggans et al. 2006). Critical supersaturation for an
aerosol particle is defined by Equation 10.2.2 (Petters and Kreidenweis 2007). In Equation
10.2.2, Sc is critical supersaturation, dp is the dry particle diameter, κ is hygroscopicity, σ is the
surface tension of water, Mw is the molecular weight of water, R is the gas constant, T is the
temperature, and ρw is the density of water. Supersaturation is a function of dry diameter, and
the particle composition functionality influences the particle hygroscopicity. Evaporation of
organics within the particle influences particle composition and thus, hygroscopicity (Suda et al.
2014). Additionally, evaporation of mass from the particle shrinks the dry diameter. Thus, the
process of particle evaporation influences cloud droplet activation through both parameters.
Proper understanding of the process of particle evaporation enables choice of the proper
evaporation model, and through use of the model, prediction of cloud droplet activation.

𝑆𝑆𝑐𝑐 = 𝑒𝑒𝑒𝑒𝑒𝑒

4𝐴𝐴3
��
3 𝜅𝜅 �
27𝑑𝑑𝑝𝑝

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒

𝐴𝐴 =

4𝜎𝜎𝑀𝑀𝑤𝑤
𝑅𝑅𝑅𝑅𝜌𝜌𝑤𝑤

(10.2.2)

We evaporated particles, evolved from the flaming combustion of grass, as a function of
relative humidity to determine if a gas phase diffusion model sufficiently explains particle
evaporation. To understand the influence of relative humidity on the evaporation of an aerosol
particle, several items must be considered. The initial particle hygroscopicity and density must
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be known. This will provide the water content of the particle as a function of relative humidity.
Secondly, the definition of a gas phase diffusion model must be enumerated. Grass burning
aerosol particles must be exposed to varying amounts of relative humidity, and the evaporation
of the particle monitored. The evaporation of the particle, as a function of relative humidity, must
obey the defined gas phase model. If true, the simple gas phase diffusion model can be used to
describe particle evaporation.

10.3 Apparatus and methods
Grass sourced from Western Montana was combusted in a 21 m3 chamber, and the aerosol
was sampled by the apparatus shown in Figure 10.3.1. The aerosol first passed through a Nafion
humidifier, which increased the gas phase relative humidity to over 90%. A silica drier then
dried the aerosol particles to under 15% relative humidity. The process of pre-humidification and
drying collapses fractal particles created during the combustion process (Lewis et al. 2009).
Collapsing the particles allows us to assume the particles are spherical simplifying the analysis of
the Scanning Mobility Particle Sizer (SMPS) and Tandem Differential Mobility Analyzer
(TDMA) (Oxford et al. 2019) data. A Po-210 neutralizer neutralized the aerosol and created an
equilibrium charge distribution. A TSI 3938 SMPS measured the size distribution exiting the
pre-treatment apparatus using a TSI-3081L long DMA. The SMPS was used only during TDMA
scans, which are defined below. The sheath flow rate in the SMPS was 6 LPM with an aerosol
flow rate of 0.6 LPM. The remaining aerosol particles entered the first Differential Mobility
Analyzer (DMA1) in the TDMA. DMA1 is a TSI-3081L long DMA, and the sheath flow rate
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was set to 15 LPM with an aerosol flow rate of 1.5 LPM. When operating the TDMA method,
DMA1 selects 120 nm particles, and DMA1 selects 200 nm particles for the Centrifugal Particle
Mass Analyzer (CPMA) method. We note that when the particles pass through DMA1, the gas
phase can be assumed diluted by a factor of 10, which is the ratio of 1.5 LPM to 15 LPM. The
Nafion humidifiers in the TDMA method and the CPMA method were the same, and both
methods humidified to up to 93%. When using the TDMA method, a second Differential
Mobility Analyzer (DMA2) was used in conjunction with a TSI-3776 butanol Condensation
Particle Counter (CPC). The sheath flow rate in DMA2 was 6 LPM. When operating the CPMA
method, the humidified aerosol passed through an oven at an elevated temperature. The elevated
temperature reduced the relative humidity, which was set by the Nafion humidifiers operating at
room temperature. The aerosol exited the oven and passed through another silica drier. The silica
drier dried the aerosol to under 15% relative humidity. The dry aerosol passed through a CPMA
(Olfert and Collings 2005), and the particles were counted by a water CPC.
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Figure 10.3.1. The apparatus used to measure the volatility of grass combustion aerosol as a
function of relative humidity.

To burn 5 g of dry grass, we broke the grass stalks to a length of approximately 5 cm. The
grass stalks were stood vertically inside an open-wire cylinder. The open-wire cylinder both held
the grass vertically and allowed air flow through the standing grass. We set the open-wire
cylinder containing grass on a ceramic plate. To ignite the grass, a small amount of isopropanol
was placed on the ceramic plate. When ignited, the isopropanol flames covered the standing
grass. This coverage ensured that the entire mass ignited in flaming phase. We observed very
little visible smoke during the ignition process. Occasionally, the remaining grass, after flaming
combustion extinguished, did smolder. The isopropanol extinguished well before the flaming
combustion of grass extinguished.
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We measured the aerosol using two different methods: TDMA method and CPMA method.
When using the TDMA method, DMA2 operated differentially. DMA2 set a voltage and waited
for 5 seconds to allow the change in particle diameter to transit DMA2. Then the TDMA
measured the particle count and relevant variables over a 5 second period. Once complete,
DMA2 indexed the diameter and began the process again. During the TDMA method
experiments, the SMPS measured the size distribution evolving in the chamber. This process
continued for the entire burn. When using the CPMA method, a relative humidity was set along
with an oven temperature, and we waited for the two instruments to achieve equilibrium. When
at equilibrium, the CPMA-CPC was scanned to determine the mass of the first two charges.
Once the scan was complete, the relative humidity was changed, and the process repeated.
We used raw data from the TDMA method, along with the SMPS data, to determine the
growth factor distribution. We used Junior (see Chapter 7), which assumes that all charges
sampled from DMA1 adhere to the same growth factor distribution. A single normal growth
factor distribution was able to explain all observations in every scan. Twenty-eight scans over
the course of the experiment were inverted and used to create a summary of the results. We used
dew point temperature and internal DMA2 temperature to calculate relative humidity (Alduchov
and Eskridge 1996), and these measured values were calibrated to ammonium sulfate (Tang and
Munkelwitz 1994) at the beginning of the experiment. Using the output growth factor
distribution along with relative humidity, we calculated the hygroscopicity (Petters and
Kreidenweis 2007) of the aerosol.
The CPMA mode retrieves the mass of the particle as a function of temperature and relative
humidity. We scanned the CPMA for the relative humidities of 4%, 30%, 50%, 70%, and 90%
using an oven temperature of 50 °C. The humidity setpoints correspond to relative humidities of
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0.9%, 7%, 11.6%, 16.4%, and 21% relative humidity in the oven. Each CPMA scan provides two
peaks, which correspond to the first two charges passing through the humidifier and oven. Since
the CPMA measurement occurs at a relative humidity similar to conditions inside DMA1, the
masses from the two peaks correspond to the first two mobility diameters at DMA1: 200 nm and
323 nm.
The data from the two methods enables the determination of the particle characteristics:
growth factor distribution, the mass mobility exponent, particle density, and response to relative
humidity. To facilitate evaporation within the time scale available to the instruments, the oven
temperature was increased. This increase in oven temperature increased the vapor pressure of the
solutes in the particle. Additionally, the particles pass through the sheath in DMA1 diluting the
gas phase. This dilution, along with the elevated temperature, ensures evaporation regardless of
relative humidity. In TDMA mode, the growth factor distribution provides an estimate of the
water content on the particle at elevated relative humidity. From the mass and mobility of the
initial CPMA scan, the shape and density of the particle is found. The remaining CPMA scans
show the response of the particle to the increase in relative humidity.

10.4 Particle Evaporation
Figure 10.4.1 displays the evaporation of the first and second charge as relative humidity
changed within the oven. The x-axis in both panel a and panel b represents the relative humidity
inside the oven. The particles were in a significantly higher relative humidity at room
temperature upon oven entry, and with the increase in temperature, the relative humidity reduced
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to the value shown on the x-axis. The y-axis displays the dry mass of the particles after removal
of the water. The asterisks in both panels is the mass of the dry particles selected by DMA1
without humidification and without passing through the oven. These measurements are named
“No Evaporation.” These “No Evaporation” particles were selected by DMA1 and immediately
characterized by the CPMA. The remaining data points passed through the oven at various levels
of relative humidity. The numbers shown with the x’s display the order of measurement. At each
relative humidity setting, two CPMA scans were made. We made 1 “No Evaporation”
measurement prior to the experiment, and 2 “No Evaporation” measurements were made after
the ninth measurement.

Figure 10.4.1. Evaporation of the grass burning aerosol at a temperature of 50 °C. Panel a:
evaporation of the first charge as a function of relative humidity in the oven. Panel b:
evaporation of the second charge as a function of relative humidity.

The increase in relative humidity accelerated evaporation of the particle. The original
single charge particle mass was 5.45 fg. The first mass measurement had no added water and had
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a mass of 5.12 fg. The dry particle lost 0.33 fg in the absence of water. The fifth measurement
had an oven relative humidity of 21% and had a final particle mass of 4.72 fg. 0.73 fg of dry
particle mass evaporated with the addition of relative humidity. In both measurements, the
residence time in the oven was constant at 26 s. Thus, in the presence of water, the particle
evaporated 0.4 fg more mass over the same time period when relative humidity was added. The
presence of water increased particle evaporation by a factor of 2.19. Evaporation of the doubly
charged particles increased by a factor of 1.77. The rate of evaporation increased with increased
relative humidity. We should note that the addition of relative humidity with the oven set to
room temperature resulted in no discernible evaporation.
The difference between the first and ninth measurement is driven by the changing size
distribution in the burn chamber. Each CPMA scan takes approximately 7 minutes. Each relative
humidity setting contains two CPMA scans and thus takes 14 minutes. 56 minutes elapses
between the first scan in group one and the first scan in group 5. Using the SMPS scans
performed during measurement of the growth factor distribution as a model, the number of
particles in the chamber has dropped by 64% after 56 minutes. The peak of the size distribution
has moved from approximately 62 nm to approximately 93 nm. Significant changes in the
chamber have occurred over the first half of the experiment. When comparing the ninth
measurement with the fifth measurement, evaporation of the singly charged particles has
increased by a factor of 4.62. Lastly, the overall trend is for evaporation to decrease as a function
of experimental time. Therefore, if the fifth measurement were made simultaneously to the first
measurement, the evaporation rate would be higher than that measured at 56 minutes. So,
comparisons between the first measurement and the fifth measurement are biased low.
Comparisons between the ninth measurement and the fifth measurement are biased high.
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Therefore, using the average, the particles evaporated 3.75 times more mass over the same time
period in the presence of 21% relative humidity.
Further analysis will assume the particles passing through the oven contain three
components: volatile components, involatile components, and water. The involatiles or involatile
components are assumed involatile over a 26 second period at a temperature of 50 °C. The
volatiles or volatile components are assumed volatile over a 26 second period at a temperature of
50 °C. To determine the possible reasons for accelerated evaporation of the volatiles, the amount
of water added, and particle morphology must be characterized.

10.5 Particle water content at 21% relative humidity
Figure 10.5.1 displays an example of a “No Evaporation” CPMA method scan. Two
peaks are present in the CPMA scan (panel a). The x-axis is the mass of the particle divided by
the number of charges, and the y-axis is the size distribution, dN/dlog(M), from the instrument.
We fit each of the two peaks with a log-normal curve (Friedlander 2000). The mean mass per
charge of the singly charged particles, for this example, was 5.47 fg per charge, and the mean
mass per charge of the doubly charged particles is 11.7 fg per charge. These two mass-percharge measurements correlate with the centroid of the DMA1 transfer function. The mobility
diameters of the first two charges from DMA1 is 200 nm and 323 nm. Equation 10.5.1 defines
the relationship between the DMA1 centroid mobility diameter, dc, and the measured mean mass
of the particles, M. The constant C is the pre-factor, and the constant f is the mass mobility
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exponent. When the mass mobility exponent is equal to 3, the particles are spheres, and the prefactor is equal to the density times π/6.

𝑓𝑓

𝑀𝑀 = 𝐶𝐶 ∗ 𝑑𝑑𝑐𝑐

(10.5.1)

Figure 10.5.1. An example No evaporation CPMA scan. Panel a: the two-peak response from
the initial CPMA scan. Panel b: determination of the mass mobility exponent from the initial
scan.

The mass mobility exponent of the “No Evaporation” scans (no evaporation, no
humidity) are 3.0. The first two charges are enough to estimate the shape of the particle. The two
masses along with the two diameters are used to create a linear fit as shown in Figure 10.5.1
panel b. The slope of the linear fit is equal to the mass mobility exponent, which in the Figure
10.5.1 example is 3.03. This mass mobility exponent indicates the successful collapse of the
particles and validates the spherical assumption used for the SMPS and the TDMA. When
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assuming a sphere, we used the DMA1 centroid mobility diameter along with the mass to
calculate the density of the two charges. These two values, for the example, are shown in the
bottom right of Figure 10.5.1 panel b.
Figure 10.5.2 displays the resulting single mode growth factor distribution from the
TDMA method. The x-axis is growth factor, and the y-axis is dF/dg, the derivative of the
fraction, F, with respect to growth factor, g. The fraction is the fraction of dry particles, Nd, at the
dry diameter that were converted to wet particles, Nw, at the wet diameter. This plot is an
example of the many inversions and is close to the average of the data set. The average growth
factor was 1.12, and the standard deviation of 1.06 is representative of the standard deviations in
all inversions. The population variable, N, represents the transmission of the particles through the
TDMA assuming an ideal charging fraction and is also representative of the sampled population.
The average hygroscopicity of the measurements was 0.047. The 95% confidence intervals for
the growth factor and for hygroscopicity are also shown.
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Figure 10.5.2. The growth factor distribution of the original grass burning particles emitted in
the chamber.

Assuming a hygroscopicity of 0.047, we estimated the water content at 21% relative
humidity. The measured dry diameter by DMA2 was 202 nm for the average, “No evaporation”
particle. Using this dry diameter, an oven relative humidity of 21%, and a water surface tension
of 0.072 N/m, the particle growth factor was estimated to be 1.004. Assuming both the initial and
final particles were spherical, the oven relative humidity added 0.054 fg of water to the particle,
which is 0.98% by weight. The addition of 21% relative humidity in the oven added just under
1% weight fraction water to the particle.

10.6 Modeled evaporation of the particle
Equation 10.6.1 displays the combination of the two diffusion steps combined at the
surface of the particle. In Equation 4, (dm/dt)ALL is the evaporation rate due to both particle phase
diffusion and gas phase diffusion. Rp is the particle radius, γ is the activity coefficient, x is the
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mole fraction volatiles, and P* is the vapor pressure of the volatiles. The denominator in
Equation 10.6.1 is split into two brackets: particle phase diffusion and gas phase diffusion. R is
the gas constant; T is the temperature; Dp is the particle phase diffusivity; t is time; F is the
transition regime correction factor, which is a function of the mass accommodation coefficient,
α, and the Knudsen number, Kn; and Dg is the gas phase diffusivity. We derived the particle
phase model and gas phase model (Seinfeld and Pandis 2006) separately. To derive the particle
phase, the particle is assumed spherical. The two boundary conditions are as follows: 1) the slope
of the concentration with respect to radius is equal to zero at the particle center and 2) the
concentration at the particle surface is equal to the surface concentration. The gas phase also
used spherical coordinates. The two gas phase boundary conditions are as follows: 1) the gas
phase concentration at the particle surface is in equilibrium with the particle surface and 2) a gas
phase concentration is equal to zero at an infinite distance from the particle surface. With the two
models derived, we determined the flux at the particle surface for the two models and equated
them.
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Particle phase diffusion limits evaporation for both liquids and solids. To display this
limitation, we use the diffusion of sucrose in water, 7x10-6 cm2/s (Ziegler et al. 1987), along with
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the gas phase diffusivity of levoglucosan, 7x10-3 cm2/s [see Chapter 5]. The temperature and
pressure in both cases is assumed to be 25 °C at a pressure of 99 kPa. The diffusion of sucrose in
water represents the diffusivity of levoglucosan in water, which should be faster than the
diffusivity in the grass burning particles. Levoglucosan (or sucrose) represents an average
organic molecule present in biomass burning aerosol. Figure 10.6.1 displays a comparison of the
two evaporation steps for these diffusivities. In Figure 10.6.1, we have assumed a 200 nm
particle with a mass accommodation coefficient of 1. The mass transfer coefficients, Kp and Kg,
is equal to each of the brackets in Equation 10.6.1. At time zero, the mass fraction remaining
equals 1, and the process of particle evaporation is a surface phenomenon. In this case,
evaporation is gas phase limited. At a mass fraction remaining value of 0.9, the diffusion process
is particle phase limited, and the surface has been depleted. In this case, the liquid phase
diffusivity is much slower than the gas phase diffusivity and controls the evaporation rate.
Additionally, the diffusion of levoglucosan in a water droplet is much faster than the diffusivity
in a semi-solid or solid. As the particle phase diffusivity increases, the Figure 10.6.1 plot
approaches a square corner at a mass fraction of 1. Therefore, most of the evaporation process in
liquids is particle phase controlled, and nearly all the evaporation process in a semi-solid or solid
particle is particle phase controlled.
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Figure 10.6.1. Comparison of mass transfer coefficients for the particle and the combination of
gas and particle. At the beginning, diffusion is a surface evaporation process and gas phase
diffusion controls.

Thus, for a gas phase diffusion model to be correct, particle phase diffusion must not be
required. When evaporation is a surface phenomenon, no particle phase diffusion is required.
This occurs in two possible scenarios. The particle consists of a single compound, and the
temporal exposure of the particle to evaporative conditions is short. The residence time in the
oven is 26 seconds, and thus the short exposure time assumption is invalid. The single compound
assumption is also invalid. This creates difficulty justifying application of a gas phase diffusion
model.

10.7 Reasons for accelerated evaporation
10.7.1 Gas phase diffusion only
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Equation 10.7.1 displays the gas phase diffusion model. In Equation 10.7.1, dp is the diameter
of the particle, df is the final particle diameter, d0 is the initial particle diameter, and ρ is the
particle density. All other variables have been previously defined. In Equation 10.7.1, the oven
residence time is assumed much longer than the time constant for gas phase diffusion, and the
concentration gradient is assumed constant. In Equation 10.7.1, the product of the activity
coefficient, the mole fraction, and the vapor pressure is assumed equal to the partial pressure of
the volatiles in the gas phase. We will use this model to evaluate possible causes for the
accelerated evaporation.
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(10.7.1)

This model assumes that the evaporation is a surface phenomenon. To use this model for the
evaporation of grass burning aerosol, the surface phenomenon should be present throughout most
of the evaporation process. For particles without water, the volatile components should be on the
surface of the particle throughout. Under those conditions, no particle diffusion is necessary.
When water is introduced, the water cannot reside on the surface. Water on the surface of the
particle requires the volatile solutes to diffuse through the water phase, which will slow the
evaporation process. In contrast, the data indicates the addition of water accelerated evaporation.
Therefore, at the beginning of evaporation, the volatile components should be on the surface of
the water containing particles.
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The addition of a very small amount of water has little impact on most variables, assuming
the volatile components are always on the surface. If water mixes into the volatile phase, the
mole fraction will drop. Only 1% of the particle mass is water. Thus, the mole fraction of
volatiles likely changes little. If the mole fraction changes little, the activity coefficient likely
changes little, and both are close to 1. A decrease in mole fraction would decrease evaporation,
which is inconsistent with the observed increase in evaporation. The addition of water to the gas
phase changes the gas phase diffusivity, but the gas phase composition changes little. The
addition of 21% relative humidity changes the gas phase composition by 0.6%. So, the gas phase
diffusivity may change, and if so, changes very little.
Mass accommodation is the only variable in the gas diffusion model capable of explaining
the accelerated evaporation. For mass accommodation to accelerate evaporation, the value of
mass accommodation, when the particle is wet, must be greater than the mass accommodation of
the dry particle. To display this concept, we assume the mass accommodation of the wet particle
is equal to 1. To achieve the observed acceleration, the dry particle mass accommodation must
be 0.48. Thus, the movement of the volatiles from the surface of an involatile particle to the top
of a 1% by mass water phase would need to double the mass accommodation to explain the
observed accelerated evaporation.
The mass accommodation explanation is less than palatable for the small amount of water
added. The physical requirements necessary to use the gas phase model are also less than ideal.
This all assumes the volatile phase remains separated from the involatiles and water. Another
possibility is available. This possibility requires the original particle to be diffusion limited, and
the addition of water to extract the volatiles to the surface (Bones et al. 2012; Song et al. 2012).
In this case, the water would dilute the volatiles, reduce mole fraction, and potentially contrast
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the observed accelerated evaporation. Additionally, this scenario requires the gas phase diffusion
model to only have applicability in the presence of water. As we will see, assuming a particle
phase diffusion limitation is much more satisfactory for the scenario.

10.7.2 Particle phase diffusion only

An increase in particle phase diffusivity is another possible reason for accelerated
evaporation, which seems much more plausible. Equation 10.7.2 displays the particle phase
diffusion model. In Equation 10.7.2, C is the concentration at the radius r, C0 is the initial
concentration, and Cs is the concentration at the particle surface. All other variables are as
previously defined. We used Equation 10.7.2 to create the particle phase bracket in Equation
10.6.1. To use this model to explain accelerated evaporation, we assume the concentration at the
surface is equal to zero. This simplifies the model and is consistent with gas phase diffusion
being significantly faster than particle phase diffusion. Under this assumption, the mass fraction
remaining of the volatiles in the particle becomes the third moment (of diameter) as a function of
non-dimensional radius at any time, t. We will use the third moment of this model to display the
potential cause of the accelerated evaporation.
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(10.7.2)

Equation 10.7.2 assumes that the particle radius is constant, and the process of particle
evaporation is limited by particle phase diffusion. The particle diameter dropped during the
experiment from 202 nm to 194 nm (21% relative humidity). Thus, this loss in diameter violates
the Equation 10.7.2 assumptions. As will be seen, the violation does not change the conclusion.
As previously shown, particle phase diffusion is significantly slower than gas phase diffusion.
For a particle without water, the model assumes that the volatile solutes are well mixed within
the involatiles, and the process of diffusion is much slower than gas phase diffusion. With the
addition of water, the model assumes that the volatile solutes are still well mixed within the
particle. It is possible that water mixes only on the surface of the particle and thus only slightly
dilutes the surface. To model this extraction, two particle phase diffusion models are necessary: a
volatile-involatile phase and a water-volatile phase. A single version of Equation 10.7.2 cannot
model the possible two phases. For this analysis, we assume the water is evenly spread
throughout the particle. Only one mixed phase exists with this assumption, and we report an
overall change in diffusivity instead of using two separate particle phases.
Unfortunately, we do not know the fraction of volatiles in the original particle. Thus, we
assumed various quantities of the volatile fraction from 20% to 90%. Using these volatile
fractions along with the measured mass fraction remaining from the CPMA method experiments,
we calculated the mass fraction remaining volatiles, which correlates with the third moment of
Equation 10.7.2. Using this fraction, we solved for the particle phase diffusivity assuming an
oven residence time of 26 s. Then we ratioed the wet diffusivity to the dry diffusivity. The results
are shown in Table 10.7.1.
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Table 10.7.1. Calculated diffusivities assuming various fractions of volatile solutes. The particle
is assumed to be 202 nm.
Dry

Wet (RH=21%)

Fraction
Volatile

MFR
volatiles

Diffusivity
(x10-16 cm2/s)

MFR
volatiles

Diffusivity
(x10-16 cm2/s)

Dp,wet/Dp,dry

0.2

0.77

207

0.325

2630

12.7

0.3

0.847

87.3

0.55

930

10.6

0.4

0.885

48.2

0.663

478

9.9

0.5

0.908

30.5

0.73

293

9.6

0.6

0.923

21.2

0.78

197

8.9

0.7

0.934

15.1

0.81

142

9.2

0.8

0.943

11.7

0.83

108

9.2

0.9

0.949

9.15

0.85

83.8

9.2

We restricted the volatile fraction to 0.2 through 0.9. The water containing particle lost
13.5% of its original mass, and the volatile fraction cannot be less than this value. Additionally, a
volatile fraction of 1.0 violates the assumption that the particle contains a mixture of volatiles
and involatiles. This restricts the investigation to the values shown in Table 10.7.1. Calculated
diffusivities for the dry particles ranged from 10-14 to 10-16 cm2/s. This range correlates with
semi-solid particles (Koop et al. 2011). The addition of 1% weight fraction water increased the
overall particle phase diffusivity by a factor of 9 to 12. Diffusivity of the levoglucosan in water is
8 to 10 orders of magnitude larger than the calculated dry diffusivities in Table 10.7.1. The order
of magnitude (factor of 9 to 12) increase in diffusivity seems reasonable given the small fraction
of water (less than 1% by weight). Table 10.7.1 was calculated assuming the particle was 202
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nm. If we assume the particle size was 194 nm (21% relative humidity), the diffusivities decrease
slightly. For example, if the dry particle contained 0.2 weight fraction volatiles, the diffusivity
would be 191x10-16 cm2/s as compared to the Table 10.7.1 value of 207x10-16 cm2/s. This change
is 8% difference in diffusivity. Interestingly, the ratio of the wet diffusivity to dry diffusivity
does not change when using the smaller 194 nm diameter.
The increase in diffusivity seems reasonable given the extreme difference between the
diffusivity of levoglucosan in water and the calculated particle phase diffusivity of the dry grass
aerosol. The diffusivity of the dry particle is consistent with a semi-solid, which, in the presence
of water, could create a two-phase particle. In this experiment, we have assumed the particle to
be a single phase. The single particle phase model requires the volatiles to be mixed with the
involatiles and water, and this assumption seems more acceptable than the gas phase diffusion
explanation above. The application of the particle phase diffusion model appears to adequately
explain the accelerated evaporation of water through the increase of particle phase diffusivity.

10.8 Conclusions
Activation of aerosol particles into cloud droplets is a function of both the dry particle
diameter and the hygroscopicity. The updraft rate generates supersaturation, and when
supersaturation exceeds the critical supersaturation of a particle, the particle activates and grows
into a cloud droplet. Critical supersaturation is a function of the original dry diameter and the
hygroscopicity. Evaporation of a particle changes both the original dry diameter and, through the
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loss of volatile compounds, the hygroscopicity. Thus, if relative humidity alters the evaporation
rate of the aerosol, relative humidity may also change the point of droplet activation.
When we added relative humidity to the aerosol emitted from the flaming combustion of
grass, evaporation of the particle accelerated. A 200 nm particle at a relative humidity of 21%
evaporated 3.75 times more mass over the same period, 26 s. The aerosol particles contained
approximately 1% water by mass at a relative humidity of 21%. As the relative humidity was
reduced, the evaporation decelerated.
The reason could be mass accommodation, but that option is implausible. If a gas phase
model is assumed, the volatile components must be assumed at the surface of the particle. Under
this assumption, the only variable reasonably capable of evaporating the particle is mass
accommodation. With the introduction of 1% water, the mass accommodation would need to
change from 0.48 to 1. Requiring all volatiles to be located on the surface, with or without the
addition of water, along with a significant change in accommodation, corresponding with a small
change in particle content, seems unsatisfactory.
Therefore, we believe the accelerated evaporation to be an increase in particle phase
diffusion. Under this assumption, the water only needs to increase the diffusivity in the particle
phase. Without water, the particle phase diffusivity was on the order of 10-14 to 10-16 cm2/s.
When 1% water by mass was added to the particle, the diffusivity increased by an order of
magnitude. This change seems reasonable given the difference between the diffusivity of
levoglucosan in water and the dry particle diffusivity: a difference of 9 to 12 orders of
magnitude. For this reason, we believe a gas phase model cannot sufficiently explain the
evaporation of a particle: a particle phase diffusion model is the better choice.
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Chapter 11: On the Role of the Pointing
Correction Factor and Gas Phase Nonidealities in the Difference Between
Nominal and Effective Supersaturation
11.1 Abstract
In Cloud Condensation Nucleus (CCN) counters, two different methods of estimating
supersaturation have been used: Nominal and Effective supersaturation. These two measures of
supersaturation have traditionally not equated. For a Nominal supersaturation of 0.4%, the error
is 0.14% (0.4% versus 0.26%). This difference is on the order of the Poynting Correction Factor
and gas phase non-idealities, which have traditionally been neglected. We show the traditional
derivation of water equilibrium and the role of the Poynting Correction Factor. Both gas phase
non-idealities and the Poynting Correction Factor are present in the enhancement factor, a
meteorological empirical factor. Instituting the enhancement factor in both the nominal and
effective supersaturation only shifts both values equally; the enhancement factor does not correct
the difference. In order to correct the difference using thermodynamics, the correction must
apply unequally to the two estimates of supersaturation. Thus, the Poynting Correction Factor
and gas phase non-idealities do not equate the two measures of supersaturation.

11.2 Introduction
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Cloud Condensation Nucleus (CCN) counters study the critical supersaturation required to
activate cloud droplets. In CCN counters, two different methods are used to estimate
supersaturation within the instrument. Nominal supersaturation is calculated using settings
(temperature difference) within the CCN counter (Nenes et al. 2001). Assuming water
equilibrium at the wetted wall of the CCN counter, the diffusion of energy and water within the
CCN counter defines the calculated nominal supersaturation field. Effective supersaturation uses
a calibrant, usually ammonium sulfate or sodium chloride, to determine activation using Kohler
theory (Moore et al. 2010). The calibrant of known size is passed through the CCN counter, and
the temperature difference changed to obtain 50% activation. This temperature difference is
correlated with the maximum supersaturation obtained via Kohler theory. For this study we
define supersaturation as the relative humidity (Calvert 1990), RH, minus 1 as shown in
Equation 11.2.1. In Equation 11.2.1, ss is supersaturation, yw is the mole fraction water, P is the
system pressure, and P* is the saturation vapor pressure of pure water. Supersaturation is
expressed as a percent.

𝑠𝑠𝑠𝑠 = �

𝑅𝑅𝑅𝑅
𝑦𝑦𝑤𝑤 𝑃𝑃
−
1�
∗
100%
=
�
− 1� ∗ 100%
𝑃𝑃∗
100%

(11.2.1)

Effective supersaturation has not matched nominal supersaturation in CCN counters. To
display the mismatch, we use the difference between the two supersaturations, nominal
supersaturation minus effective supersaturation. For the Wyoming cloud chamber (Snider et al.
2006) at a nominal supersaturation of 0.4%, the difference between the two methods is 0.14% or
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0.0014 (Snider et al. 2003). For the Droplet Measurement Technologies flow through CCN
counter, the difference, at a nominal supersaturation of 0.4%, between the two methods is also
0.14% (Roberts and Nenes 2005). Thus, there is a significant difference (0.4% versus 0.26%)
between nominal supersaturation calculated using diffusion of energy and mass and effective
supersaturation calculated using Kohler theory.
Additionally, thermodynamic models used to calculate supersaturation omit the Poynting
Correction Factor (PCF) and gas phase non-idealities. In 1881, J. H. Poynting published a
document attempting to resolve two different phase change behaviors between a liquid and solid
(Poynting 1881). In the process of doing so, Poynting defined how saturation vapor pressure
changes with increasing system pressure and created the PCF. Additionally, models used to
describe supersaturation omit gas phase non-idealities. The values of both the PCF and the gas
phase non-idealities are very close to 1.
Assuming a room temperature of 23 °C and atmospheric pressure of 101,325 Pa, the value of
PCF is 1.0007. Additionally, assuming a supersaturation of 0.24%, the value of the gas phase
non-idealities is 0.996 using a virial equation of state for water in air (Harvey and Huang 2007;
Harvey and Lemmon 2004; Hyland 1975). As previously mentioned, both values are very close
to one. The difference between nominal and effective supersaturation is 0.14%, or 0.0014. The
errors in assuming the PCF and the gas phase non-idealities are equal to 1 is 0.004. These two
errors have the same order of magnitude. The combination of PCF and gas phase non-idealities is
on the order of the supersaturation discrepancy, and their neglection should be considered as a
potential reason for the difference between nominal and effective supersaturation.
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Although PCF and gas phase non-idealities appear to have the same scale as the error
between supersaturations, they do not correct the error. To display the lack of correction, we first
display the current assumed form of water equilibrium without the PCF and the gas phase nonidealities. We then introduce the form of the PCF and the gas phase non-idealities. Lastly, we
apply both forms of water equilibrium to nominal and effective supersaturation.

11.3 Currently assumed form of water equilibrium
The following derivation is adapted from Mita (1979), which begins with three requirements
for equilibrium: thermal, mechanical, and chemical as shown as equation 11.3.1, 11.3.2, and
11.3.3 respectively. In Equations 11.3.1 through 11.3.3, the superscript L corresponds to the
liquid phase, and the superscript G corresponds to the gas phase. T is the temperature, P is the
pressure, σ is the surface tension of the droplet, and D is the droplet diameter. In Equation 11.3.3,
μ is the chemical potential, x is the liquid phase mole fraction, and y is the gas phase mole
fraction. Temperature in the chemical potentials are not defined by a phase since the two phases
are equal by Equation 11.3.1. The pressure, defined by Equation 11.3.2, ensures that the pressure
between the two phases is not equal.

𝑇𝑇 𝐿𝐿 = 𝑇𝑇 𝐺𝐺
𝑃𝑃𝐿𝐿 = 𝑃𝑃𝐺𝐺 +

(11.3.1)

4𝜎𝜎
𝐷𝐷

(11.3.2)
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𝜇𝜇(𝑇𝑇, 𝑃𝑃𝐿𝐿 , 𝑥𝑥)𝐿𝐿 = 𝜇𝜇(𝑇𝑇, 𝑃𝑃𝐺𝐺 , 𝑦𝑦)𝐺𝐺

(11.3.3)

We begin with the chemical potential in the gas phase. The change in chemical potential is
defined by Equation 11.3.4. In Equation 11.3.4, S is the entropy, and V is the volume. The
overbar, in both the entropy and volume, denotes a partial molar quantity. We begin by assuming
that the temperature at the reference state is the same as the temperature at system conditions.
This assumption makes the derivative of temperature equal to zero. The pressure cannot be
equal, and thus defines the value of the chemical potential. We will now assume the gas phase is
ideal. With this assumption, the partial molar volume becomes the molar volume and is defined
by the ideal gas law. Equation 11.3.5 displays the assumptions along with the substitutions of the
assumptions. In Equation 11.3.5, R is the gas constant. Integration of Equation 11.3.5 results in
Equation 11.3.6, and Equation 11.3.6 represents the gas phase chemical potential.

𝑑𝑑𝑑𝑑 = −𝑆𝑆̅𝑑𝑑𝑑𝑑 + 𝑉𝑉� 𝑑𝑑𝑑𝑑

(11.3.4)

� 𝑑𝑑𝑑𝑑 = �

(11.3.5)

𝑅𝑅𝑇𝑇 𝐺𝐺 𝐺𝐺
𝑑𝑑𝑃𝑃
𝑦𝑦𝑃𝑃𝐺𝐺

𝜇𝜇(𝑇𝑇 𝐺𝐺 , 𝑃𝑃𝐺𝐺 , 𝑦𝑦)𝐺𝐺 − 𝜇𝜇(𝑇𝑇 𝐺𝐺 , 𝑃𝑃∗ )𝐺𝐺 = 𝑅𝑅𝑇𝑇 𝐺𝐺 ln �

𝑦𝑦𝑃𝑃𝐺𝐺
�
𝑃𝑃∗

(11.3.6)

Next, we work with the chemical potential in liquid phase, and the chemical potential is
shown as Equation 11.3.7. The integral in Equation 11.3.7 is evaluated to match the pressure of
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the gas phase with the pressure of the liquid phase. For this integral, the liquid phase is assumed
incompressible and thus the value of V is constant. Equation 11.3.8 displays the result. The
reference in Equation 11.3.8, is now related to the pure component as shown in Equation 11.3.9.
In Equation 11.3.9, we introduce the activity coefficient, γ. Equation 11.3.9 is then combined
with Equation 9 to create Equation 11.3.10.

� 𝑑𝑑𝑑𝑑 = � 𝑉𝑉� 𝑑𝑑𝑃𝑃𝐿𝐿

(11.3.7)

𝜇𝜇(𝑇𝑇 𝐿𝐿 , 𝑃𝑃𝐿𝐿 , 𝑥𝑥)𝐿𝐿 − 𝜇𝜇(𝑇𝑇 𝐿𝐿 , 𝑃𝑃𝐺𝐺 , 𝑥𝑥)𝐿𝐿 = 𝑉𝑉� (𝑃𝑃𝐿𝐿 − 𝑃𝑃𝐺𝐺 )

(11.3.8)

𝜇𝜇(𝑇𝑇 𝐿𝐿 , 𝑃𝑃𝐺𝐺 , 𝑥𝑥)𝐿𝐿 = 𝜇𝜇(𝑇𝑇 𝐿𝐿 , 𝑃𝑃𝐺𝐺 )𝐿𝐿 + 𝑅𝑅𝑇𝑇 𝐿𝐿 ln(𝛾𝛾𝛾𝛾)

𝜇𝜇(𝑇𝑇 𝐿𝐿 , 𝑃𝑃𝐿𝐿 , 𝑥𝑥)𝐿𝐿 − 𝜇𝜇(𝑇𝑇 𝐿𝐿 , 𝑃𝑃𝐺𝐺 )𝐿𝐿 = 𝑅𝑅𝑇𝑇 𝐿𝐿 ln(𝛾𝛾𝛾𝛾) + 𝑉𝑉� (𝑃𝑃𝐿𝐿 − 𝑃𝑃𝐺𝐺 )

(11.3.9)

(11.3.10)

At this point, we combine four equilibrium expressions: Equations 11.3.1, 11.3.2, 11.3.3,
11.3.6, and 11.3.10. The combination of Equation 11.3.1 and 11.3.6 result in Equation 11.3.11.
Since the temperature in the gas phase is equal to the temperature in the liquid phase and the
reference, we replace all temperatures with the symbol T. Equation 11.3.12 combines Equation
11.3.1 with Equation 11.3.10. We then substitute Equation 11.3.2 into Equation 11.3.12 to
remove the liquid phase pressure. This substitution results in Equation 11.3.13. Equation 11.3.13
and Equation 11.3.11 are then substituted into Equation 11.3.3. This substitution yields Equation
11.3.14.
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𝑦𝑦𝑃𝑃𝐺𝐺
𝜇𝜇(𝑇𝑇, 𝑃𝑃 , 𝑦𝑦) = 𝑅𝑅𝑅𝑅 ln � ∗ � + 𝜇𝜇(𝑇𝑇, 𝑃𝑃∗ )𝐺𝐺
𝑃𝑃
𝐺𝐺

𝐺𝐺

(11.3.11)

𝜇𝜇(𝑇𝑇, 𝑃𝑃𝐿𝐿 , 𝑥𝑥)𝐿𝐿 = 𝑅𝑅𝑅𝑅 ln(𝛾𝛾𝛾𝛾) + 𝑉𝑉� (𝑃𝑃𝐿𝐿 − 𝑃𝑃𝐺𝐺 ) + 𝜇𝜇(𝑇𝑇 𝐿𝐿 , 𝑃𝑃𝐺𝐺 )𝐿𝐿
𝜇𝜇(𝑇𝑇, 𝑃𝑃𝐿𝐿 , 𝑥𝑥)𝐿𝐿 = 𝑅𝑅𝑅𝑅 ln(𝛾𝛾𝛾𝛾) +

4𝜎𝜎𝑉𝑉�
+ 𝜇𝜇(𝑇𝑇, 𝑃𝑃𝐺𝐺 )𝐿𝐿
𝐷𝐷

(11.3.12)
(11.3.13)

𝑦𝑦𝑃𝑃𝐺𝐺
4𝜎𝜎𝑉𝑉�
𝑅𝑅𝑅𝑅 ln � ∗ � + 𝜇𝜇(𝑇𝑇, 𝑃𝑃 ∗ )𝐺𝐺 = 𝑅𝑅𝑅𝑅 ln(𝛾𝛾𝛾𝛾) +
+ 𝜇𝜇(𝑇𝑇, 𝑃𝑃𝐺𝐺 )𝐿𝐿
𝐷𝐷
𝑃𝑃

(11.3.14)

Although Equation 11.3.14 ends the common derivation from Mita (1979), the references do
not match and thus cannot cancel. The gas phase reference refers to the pure component water
gas at the vapor pressure corresponding with the temperature T. The liquid phase reference
represents the pure component liquid water at the temperature and the gas phase pressure. As
will be seen later, the difference between these two chemical potentials is the PCF. For now, we
assume the references cancel. With rearrangement, Equation 11.3.14 becomes Equation 11.3.15.
Equation 11.3.15 represents the commonly used equilibrium expression for water.

𝑦𝑦𝑃𝑃𝐺𝐺 = 𝛾𝛾𝛾𝛾𝑃𝑃 ∗ 𝑒𝑒𝑒𝑒𝑝𝑝

�
4𝜎𝜎𝑉𝑉
�
�
𝑅𝑅𝑅𝑅𝑅𝑅

(11.3.15)

This equation defines the equilibrium at the wall of CCN counters. In order to solve the
energy and temperature diffusion in CCN counts, boundary conditions must be assumed. The
wall of the CCN counter is temperature controlled and wetted with pure water. The gas phase at
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the wall is assumed to be in equilibrium with pure liquid water. Under this assumption, the mole
fraction water in the liquid phase is 1. If the mole fraction water is equal to 1, the activity
coefficient must also be equal to 1. Also, the wall is assumed flat without curvature. Thus, the
exponential in Equation 11.3.15 is equal to one. Rearranging Equation 11.3.15 so that it is
expressed as relative humidity, Equation 11.3.16 results. Thus, at the wall of the CCN counter,
the relative humidity is equal to 100%, and the supersaturation is equal to 0%.

𝑦𝑦𝑃𝑃𝐺𝐺
𝑅𝑅𝑅𝑅
=
=1
∗
𝑃𝑃
100%

(11.3.16)

Also, Equation 11.3.15 defines equilibrium in Kohler theory. Equation 11.3.15 is rearranged
to express as a function of relative humidity. This rearrangement is shown as Equation 11.3.17.
Equation 11.3.17 describes equilibrium between a water droplet and the gas phase. At critical
supersaturation, the derivative of relative humidity with respect to droplet diameter is equal to
zero. This yields an expression that relates the diameter to the critical super saturation.

�
4𝜎𝜎𝑉𝑉
𝑦𝑦𝑃𝑃𝐺𝐺
𝑅𝑅𝑅𝑅
�
�
𝑅𝑅𝑅𝑅𝑅𝑅
=
=
𝛾𝛾𝛾𝛾𝑒𝑒𝑒𝑒𝑒𝑒
∗
𝑃𝑃
100%

(11.3.17)

11.4 Addition of the PCF and gas phase non-idealities
304

PCF resolves the reference error shown previously. In Equation 11.3.14, the gas phase
chemical potential, which is of pure gaseous water at the vapor pressure corresponding with the
temperature, is equal to the chemical potential of the pure liquid water at the same conditions.
This equality is shown as Equation 11.4.1. Thus, to cancel the reference in Equation 11.3.14,
Equation 11.3.7 must be integrated, for the liquid phase, between the gas phase pressure and the
vapor pressure. Like Equation 11.3.8, liquid water is assumed incompressible and constant with
respect to pressure. Performing the integral creates Equation 11.4.2. Equation 11.4.2 can then be
substituted into Equation 11.3.14, and this substitution results in Equation 11.4.3. The references
in Equation 11.4.3 now cancel by Equation 11.4.1. Equation 11.4.3 can now be rearranged into
form similar to Equation 11.3.17. This rearrangement is shown as Equation 11.4.4.

𝜇𝜇(𝑇𝑇, 𝑃𝑃∗ )𝐺𝐺 = 𝜇𝜇(𝑇𝑇, 𝑃𝑃∗ )𝐿𝐿

𝜇𝜇(𝑇𝑇, 𝑃𝑃𝐺𝐺 )𝐿𝐿 − 𝜇𝜇(𝑇𝑇, 𝑃𝑃 ∗ )𝐿𝐿 = 𝑉𝑉� (𝑃𝑃𝐺𝐺 − 𝑃𝑃 ∗ )

(11.4.1)

(11.4.2)

𝑦𝑦𝑃𝑃𝐺𝐺
4𝜎𝜎𝑉𝑉�
𝑅𝑅𝑅𝑅 ln � ∗ � + 𝜇𝜇(𝑇𝑇, 𝑃𝑃∗ )𝐺𝐺 = 𝑅𝑅𝑅𝑅 ln(𝛾𝛾𝛾𝛾) +
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(11.4.3)
(11.4.4)

Additionally, gas phase non-idealities were omitted from the previous model. During the
derivation of Equation 11.3.5, the gas phase was assumed to behave ideally. This assumption is

305

not quite true. For brevity we insert the fugacity coefficient for the gas phase into Equation
11.4.4 creating Equation 11.4.5. In Equation 11.4.5, Φ is the fugacity coefficient.
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𝑉𝑉
�
4𝜎𝜎𝑉𝑉
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�
�
𝑅𝑅𝑅𝑅𝑅𝑅 𝑒𝑒𝑒𝑒𝑒𝑒 𝑅𝑅𝑅𝑅
=
𝛾𝛾𝛾𝛾𝑒𝑒𝑒𝑒𝑒𝑒
𝑃𝑃∗

(11.4.5)

Equation 11.4.5 can be simplified by the empirically measured enhancement factor. The
enhancement factor represents the apparent vapor pressure of water in the presence of air. The
enhancement factor is the combination of gas phase non-idealities and the PCF. Equation 11.4.6
displays the substitution of the enhancement factor. In Equation 11.4.6, f is the enhancement
factor. This factor can be calculated using the empirical expression by Buck (1981).

𝐺𝐺
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=
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𝑓𝑓

(11.4.6)

The enhancement factor applies to both Kohler theory and supersaturation generation.
Equation 11.4.6 represents a more accurate version of Equation 11.3.15. Thus, Equation 11.4.6
can be used both for the wall boundary condition in CCN counters and Kohler theory. The value
of the enhancement factor for a temperature of 23 °C and a pressure of 101,325 Pa is 1.0041,
which is close to the estimated value above.
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When applied to wall equilibrium, saturation increases. Applying Equation 11.4.6 to the
CCN wall equilibrium results in Equation 11.4.7. Again, the mole fraction, activity coefficient,
and Kelvin Effect are equal to 1. Equation 11.4.7 is directly comparable to Equation 11.3.16.
When considering gas phase non-idealities and the PCF, relative humidity at the wall is equal to
1.0041 at the conditions stated above. Inclusion of the gas phase non-idealities and the PCF
increases the supersaturation field by the value of the enhancement factor.

𝑦𝑦𝑃𝑃𝐺𝐺
𝑅𝑅𝑅𝑅
=
= 𝑓𝑓
∗
𝑃𝑃
100%

(11.4.7)

When applied to Kohler theory, supersaturation also increases. Equation 11.4.8 displays the
alteration to Kohler theory. As previously mentioned, critical supersaturation is calculated by
taking the derivative of relative humidity with respect to droplet diameter. The enhancement
factor is not a function of either relative humidity or droplet diameter. Thus, the derivative is
equal to the derivative of Equation 11.3.17 multiplied by the enhancement factor. Thus, critical
supersaturation at room temperature and atmospheric pressure, according to Kohler theory,
increases by a factor of 1.0041.

�
4𝜎𝜎𝑉𝑉
𝑦𝑦𝑃𝑃𝐺𝐺
𝑅𝑅𝑅𝑅
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𝑅𝑅𝑅𝑅𝑅𝑅 𝑓𝑓
=
=
𝛾𝛾𝛾𝛾𝑒𝑒𝑒𝑒𝑒𝑒
∗
𝑃𝑃
100%
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(11.4.8)

11.5 The mismatch in supersaturation is not resolved
The application of the enhancement factor raises both measures equally without resolving
the difference. The increase in relative humidity (and supersaturation) is equal for both the
effective supersaturation and the nominal supersaturation. Thus, for the 0.4% supersaturation
shown above (0.4% versus 0.24%), the new supersaturations are 0.81% and 0.65%. The
difference between the two supersaturation is still 0.16%.
To resolve the error between nominal supersaturation and effective supersaturation, the
correction must be applied to only one of the two supersaturations, not equally to both. Water
equilibrium applies to both the boundary condition in CCN counters and to Kohler theory. Thus,
in order to resolve the supersaturation mismatch through thermodynamics, the correction must
only apply to either Kohler theory or to the CCN boundary condition. In Equation 11.4.5, the
only term able to resolve the difference is the Kelvin Effect, which applies to only Kohler theory.

11.6 Conclusions
The combination of the PCF with the gas phase non-idealities have the same scale as the
difference between effective and nominal supersaturation. The enhancement factor is the
empirically measured combination of the PCF and the gas phase non-idealities. At room
temperature, the enhancement factor has a value of 0.0041. The difference between effective and
nominal supersaturation is 0.0016 at a nominal supersaturation of 0.004. Both the difference and
the enhancement factor have the same scale.
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To correct the difference, the enhancement factor must apply to only Kohler theory.
Kohler theory, which is used along with a standard, has the lower supersaturation. This effective
supersaturation when multiplied by the enhancement factor closes the gap between the
difference. Other hypotheses, for example a small temperature difference between the
temperature controlled CCN wall and the wetted liquid temperature (Chuang et al. 2000), also
apply to only one supersaturation, and thus also bridge the gap. Application of the enhancement
factor to the two supersaturations only shifts the two supersaturations to higher values.
The enhancement factor applies equally to both Kohler theory and the boundary
condition at the wall. Although the enhancement factor is on the same order as the difference
between nominal and effective supersaturation, the enhancement factor does not correct the
difference and is not the reason for the difference in nominal and effective supersaturation.
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Chapter 12: On the Hygroscopicity of
Particles Generated by the Oxidation of
Toluene
12.1 Abstract
When anthropogenic gases and aerosols are emitted to the atmosphere, sunlight along
with oxygen oxidizes the emission creating new aerosol species. These species change the
oxygen-to-carbon ratio of the aerosol, and subsequently the hygroscopicity. Previous studies
using bag-based oxidation have had difficulty developing relations between the oxygen-tocarbon ratio and hygroscopicity. We used a Potential Aerosol Mass (PAM) chamber to oxidize
toluene, an anthropogenic surrogate. The hygroscopicity of the resulting particles was measured
with a Hygroscopic Tandem Differential Mobility Analyzer (H-TDMA), oxygen-to-carbon ratio
was measured by an Aerosol Mass Spectrometer (AMS), and the toluene concentration was
measured by a Proton Transfer Reaction Mass Spectrometer (PTR-MS). Relationships between
the inlet toluene concentration and extent of oxidation (PAM lamp voltage) were developed. A
linear relationship between the oxygen-to-carbon ratio and hygroscopicity was developed.

12.2 Introduction
When anthropogenic gases and aerosols are emitted in the atmosphere, sunlight along
with oxygen oxidizes the emission creating new aerosol species. The tropospheric oxidation
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process begins with the creation of ozone from the reaction between peroxy radicals and nitric
oxide (Wang et al. 1998). Ozone is then split by light of wavelengths below 319 nm to produce
singlet oxygen. The singlet oxygen reacts with water to create the hydroxyl radical (OH)
(Seinfeld and Pandis 2006). When OH reacts with the released anthropogenic gases and aerosols,
oxygen is added to the compounds reducing the vapor pressure (Lewis et al. 2009). If the
substrate is a gas, the gas either condenses on existing particles or creates new particles. Thus,
the existing aerosol particles change as they oxidize, and oxidized gases are added to the
particles.
These new aerosol compounds have chemical properties different from the original
emission. With the addition of oxygen, the ratio of oxygen-to-carbon (O:C) increases. The
addition of oxygen increases the hygroscopicity of the particles (Suda et al. 2014).
Hygroscopicity defines an aerosol’s affinity for water as the unit volume of water associated with
the volume of solute at a given relative humidity (Petters and Kreidenweis 2007). Hygroscopicity
is a predictor of a particles Cloud Condensation Nucleation (CCN) ability (McFiggans et al.
2006). Thus, increases in O:C ratio should increase a particles ability to create a cloud droplet.
However, some studies had difficulty correlating the O:C ratio with hygroscopicity (Chang et al.
2010; Hildebrandt Ruiz et al. 2015).
Anthropogenic emissions contain many chemical species, and to reduce complexity, we
selected a single surrogate compound. In Mexico City, aromatic hydrocarbons represented the
second most plentiful Volatile Organic Carbon (VOC) species, and this class of compounds
appeared to correlate with traffic. Toluene was the most plentiful species within this class of
VOCs and had an average concentration of 26 ppb with peaks of 216 ppb (Fortner et al. 2009).
Thus, toluene, as a gaseous substrate, is a good surrogate for anthropogenic emissions. The
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oxidation of toluene occurs through a series of OH attacks (Baltaretu et al. 2008). Thus, to study
the oxidation of this anthropogenic emission and its relationship with hygroscopicity, a method
to generate atmospherically relevant OH oxidation is required.
The Potential Aerosol Mass (PAM) reactor mimics the atmospheric oxidation process
(Kang et al. 2007). Instead of generating ozone through tropospheric methods, the Chapman
mechanism is used (Chapman 1929). The ozone flow is mixed with the substrate, nitrogen, and
relative humidity. The mixture then enters the reactor. By altering the intensity of light within the
reactor, various concentrations of OH radicals are created by tropospheric relevant reactions. By
altering oxidant concentration, oxidation (O:C ratio) can be studied with repeatability.
We oxidized toluene using the PAM reactor to relate oxidation and O:C ratio to the
hygroscopicity of the resulting aerosol. We monitored toluene concentration using a Proton
Transfer Reaction Mass Spectrometer (PTR-MS). The hygroscopicity of the resulting aerosol
was measured by a hygroscopic Tandem Differential Mobility Analyzer (H-TDMA), and the
oxygen-to-carbon ratio was measured by an Aerosol Mass Spectrometer (AMS).

12.3 Equipment
Figure 12.3.1 displays the experimental setup used. Toluene was dispensed from the
VOC canister using a mass flow controller. This flow was mixed with a 9.6 lpm nitrogen stream
and a 0.4 lpm ozone stream. The ozone was created by a 185 nm UV lamp acting on a pure
oxygen stream. We introduced water to the nitrogen stream using a Nafion membrane until the
relative humidity was approximately 30%. The three streams combined and entered the PAM
313

reactor. The reactor was set up with both 185 nm and 284 nm lamps. After exposure, the exiting
flow was separated into three streams. The PTR-MS sampled 0.5 lpm, and the Thermofisher gas
analyzers sampled 2 lpm. During the experiments, the gas analyzers did not record information.
The remaining stream passed through an ozone denuder. The denuded stream was split into three
streams: one stream fed the H-TDMA, one stream fed the AMS, and the final stream was filtered
and vented from the room. The PAM chamber generated oxidized aerosol as a function of
entering toluene concentration (C) and lamp voltage (V). The PTR-MS measured the decaying
toluene (93 m/z) concentration along with 24 other mass-to-charge ions. The AMS measured the
O:C ratio, the hydrogen-to-carbon (H:C) ratio, and the organic aerosol concentration relative to
the equivalent mass of ammonium nitrate. The H-TDMA measured the hygroscopicity of the
resulting aerosol at 90% relative humidity.

Figure 12.3.1. Experimental Setup including all instruments used during the Toluene
experiments. The gas analyzers did not record information.
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The PAM chamber was calibrated using sulfur dioxide (SO2). For calibration, 2 ppm SO2
was introduced into the PAM chamber at 0.25 LPM while the N2 flow was set to 9.35 lpm and
the oxygen flow was set to 0.4 lpm. This combination yielded a 50-ppb stream of SO2 into the
reactor. The reactor lamps were stepped from 30 volts to 110 volts in 5-volt increments. The gas
analyzers measured the ozone and SO2 concentrations at every lamp voltage. Table 12.3.1
displays the results of the calibration, which assumes the first order decay of SO2 and a reaction
rate constant of 9 x 10-13 cm3/molec/s (Davis et al. 1979). Only the used values of 50 V, 70 V, 90
V, and 110 V are included in the table. The OH exposure (OHexp), from the first order decay, and
the equivalent days aging (Mao et al. 2009) are also included in the table. The reactor residence
time was assumed to be 78 seconds.

Table 12.3.1. Results of the SO2 calibration of the PAM reactor.
PAM voltage (V)
50
70
90
110

[OH]exp x1011
(molecules*s/cm3)
2.13
5.69
8.16
10.2

Equivalent days aging (days)
1.6
4.4
6.3
7.9

Figure 12.3.2 displays the experimental matrix, which is a four level, two factor, full factorial
design of experiment. We performed three experimental replicates for each toluene
concentration. These replicates were fully randomized. At most, two experimental replicates
were performed in a day. Within each experimental replicate, four PAM lamp voltages were
used. Each PAM lamp voltage was randomized within each experimental replicate. For each
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voltage, four repeat measurements of hygroscopicity were performed using the H-TDMA, and
one measurement from the AMS and PTR-MS were obtained.

Figure 12.3.2. Experimental matrix. The experiment is a full factorial design using toluene
concentration (C) and PAM lamp voltage (V) as factors. For both factors, four levels were
chosen.

The toluene concentration entering the reactor was controlled using the injection volume
into the VOC canister and the mass flow rate exiting the same VOC canister. For each
experiment, the canister was evacuated to 1.2 torr using a vacuum pump. After evacuation, 8 to
12 μl of toluene was injected into the VOC canister through a septum. After injection, the VOC
canister was pressurized to 30 psig using pure nitrogen. The mass flow rate exiting the VOC
canister was set to achieve the experimental concentration understanding the stream would be
diluted by an additional 10 lpm. Using the PTR-MS, the inlet concentration of each set-up is
accurate to +/- 10% of the desired concentration.
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Throughout each replicate, we recorded 25 ions using the PTR-MS. Positive Matrix
Factorization (PMF) was performed on the entire PTR-MS dataset, and a two-factor solution was
chosen. The first factor consisted of toluene, and the second factor included mass-to-charge 47
and mass-to-charge 61. Several compounds are possible results for both mass-to-charge values
(Baasandorj et al. 2015), but for the further discussion, we define mass-to-charge 47 as formic
acid and mass-to-charge 61 as acetic acid. The steady state value for these three ions during the
four measurements of hygroscopicity was recorded. This yields one PTR-MS measurement for
each ion at each voltage setting.
Hygroscopicity was measured by an H-TDMA. A dry diameter of 100 nm was used
throughout the experiment, and each dry diameter measurement was performed at 15% relative
humidity. For each PAM lamp voltage, 4 measurements of dry diameter were made. We used the
average of these four measurements along with the subsequent 4 wet diameter measurements to
calculate the hygroscopicity at each PAM lamp voltage. The desired wet relative humidity was
90%. This value was calibrated using the growth factor of ammonium sulfate (Tang and
Munkelwitz 1994). Each of the 4 wet diameter measurements were considered individual repeat
measurements at each PAM lamp voltage, and no trends in hygroscopicity measurements within
PAM lamp voltage were detected. No TDMA inversion was performed on these measurements; a
standard SMPS inversion was made for each measurement, and the resulting SMPS inversion
was fit with a log-normal curve to obtain the peak value. The error associated with the inversion
method is expected to be a small shift in hygroscopicity, which should be approximately equal
for all measurements. Thus, the trends observed in further analysis should hold.
The AMS measured the O:C ratio, H:C ratio, and organic aerosol concentrations at each
PAM lamp voltage. Mass spectra were obtained with one-minute resolution for mass-to-charge
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values between 6 and 397. The acquired spectra were processed in Igor Pro (version 8.03,
WaveMetrics with the standard Squirrel (version 1.61D) and PIKA (version 1.21D) software
toolkits for unit mass resolution and high-resolution data, respectively). We used PIKA to fit
peaks between mass-to-charge 12 and 115. This data was used to calculate the organic aerosol
concentrations, O:C ratio, and the H:C ratio. Mass concentrations were corrected for CO2
background concentrations by subtracting the signal while the organic aerosol was removed with
a HEPA filter, and drift in the instrument was corrected for changes in the air beam signal
throughout the study. The elemental composition measurements were based on the updated
parameterizations outlined by Canagaratna et al. (2015).

12.4 Results
Figure 12.4.1 displays the results from the PTR-MS. Panel a displays the toluene
concentration in counts per second exiting the reactor, and panel b displays the formic acid
concentration in counts per second exiting the reactor. Each asterisk represents the average of the
3 replicate values, and the error bars shown are the 95% confidence intervals for the 3
measurements. Both the formic acid concentration and toluene concentration are functions of
both the initial toluene concentration and lamp voltage. There is a 2-way interaction between the
two variables, and this interaction is much smaller than the two factors alone. The 2-way
interaction in Figure 12.4.1 panel a is better seen in Figure 12.4.2 panel a. In Figure 12.4.2 panel
a, we normalized the final toluene concentration using the initial toluene concentration, which is
the same as the x-axis. If the response is both a linear function and a linear function of lamp
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voltage and toluene inlet concentration, the lines in Figure 12.4.2 should be horizontal. Each of
the lines increase slightly, and the increase is significant. Figure 12.4.2 panel b displays the same
data as panel b in Figure 12.4.1, but we have normalized the data in Figure 12.4.1 panel b with
consumed toluene, defined as the initial concentration toluene minus the exiting concentration.
The trends in the figure, except 50 volts, are horizontal. This shows that the formic acid
concentration is nearly a function of lamp voltage alone. The 50-volt response is an exception to
this observation. However, the noise in the 50-volt data is more prevalent. The trend in Figure
12.4.2 panel b can be seen in Figure 3 panel b. If the 50-volt data were to be the same as the
other voltages, the formic acid concentration for the two 50-volt values (200 ppb and 300 ppb
especially in Figure 12.4.1 panel b) should be higher.

Figure 12.4.1. PTR-MS measurements during the experiments. Panel a displays the exiting
toluene (mass-to-charge 93) concentration for each setting. Panel b documents the formic acid
(mass-to-charge 47) concentration exiting the reactor during the experiment. The error bars in
both panels represent the 95% confidence interval for the mean.
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Figure 12.4.2. Normalized responses from Figure 3. Panel a uses the same data as Figure 3 panel
a and normalizes the counts per second value using the initial counts per second before
oxidation. Panel b uses the same data as Figure 3 panel b and normalizes the formic acid
concentration to the consumed toluene (initial toluene concentration minus final toluene
concentration).

Figure 12.4.3 panel a plots the organic aerosol concentration in equivalent mass
ammonium nitrate, and Figure 12.4.3 panel b displays the acetic acid concentration exiting the
reactor. Like Figure 12.4.1, the asterisks are the averages and the error bars are the 95%
confidence intervals for the mean. Notice that Figure 12.4.3 panel b is very similar to Figure
12.4.1 panel b. Both acetic acid and formic acid were members of the second factor derived from
PMF analysis. The two panels are so similar that the observations derived from Figure 12.4.1
panel b and Figure 12.4.2 panel b apply to Figure 12.4.3 panel b. This suggests that the
mechanism that creates formic acid may be related to the mechanism that creates acetic acid.
However, this data does not specifically support that conclusion. The organic aerosol in Figure
12.4.3 panel a is again both a function of PAM lamp voltage and toluene inlet concentration.
Each increase in inlet toluene concentration increases the amount of organic aerosol. The
averages for 200 ppb and 300 ppb suggest that the organic aerosol may be approaching a limit,
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but the 95% confidence intervals are large and overlap. An increase in replicates would be
necessary to make this conclusion definitive. Like the inlet concentration, the generation of
organic aerosol appears to plateau at higher lamp voltages. The organic aerosol concentration
increases with an increase in lamp voltage up to 70 volts. Increases in voltage to both 90 volts
and 110 volts does not appear to increase the organic aerosol concentration. This observation is
also inhibited by the large confidence interval. However, we can conclude that each increase in
organic aerosol concentration corresponding with an increase in lamp voltage decreases as a
lamp voltage increases.

Figure 12.4.3. Panel a displays the organic aerosol concentration in equivalent mass of
ammonium nitrate for each setting. Panel b displays the PTR-MS measurements of acetic acid
(mass-to-charge 61). The error bars in both panels represents the 95% confidence interval for the
mean.

Figure 12.4.4 displays further results from the AMS. Panel a displays the oxygen-tocarbon ratio for all cases, and panel b displays the average oxidation state of carbon. The pattern
between the two plots are very similar. Additionally, the oxygen-to-carbon ratios seen in panel a
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are like previously published values for toluene oxidation (Lambe et al. 2015). We should note
that H:C ratios (not shown) are high compared to the same source. The general increase in O:C
ratio with increase in PAM lamp voltage is nearly the same for all concentrations except 50 ppb.
From Figure 5 panel a, the organic aerosol concentration is very low and results from the AMS
for this concentration should be suspect. The data from 100 ppb is better, and 200 and 300 ppb
improve significantly. Ignoring 50 ppb, both the oxygen-to-carbon ratio and the oxidation state
carbon is a function of PAM lamp voltage. The oxygen-to-carbon ratio and oxidation state
carbon does not appear to be a strong function of inlet toluene concentration. There might be a
slight decrease in O:C ratio when increasing the toluene concentration from 200 ppb to 300 ppb.
From this trend, O:C ratio may reach a maximum at 200 ppb. However, since PAM voltage has a
much stronger influence over oxygen-to-carbon ratio, we cannot make that conclusion. Since the
trends between the two panels are very similar and the H:C ratios are high, we will restrict
further comparisons to O:C ratio only.

Figure 12.4.4. Panel a displays the oxygen-to-carbon ratio (O:C) for each experimental setting.
Panel b displays the oxidation state of carbon for each experimental setting. The oxidation state
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carbon is equivalent to 2 times the O:C ratio minus the H:C ratio. The error bars in both panels is
the 95% confidence interval for the mean.

Figure 12.4.5 displays the O:C ratio from Figure 6 panel a, and the measured
hygroscopicity in panel b. Like the others, the asterisks are an average of measurements taken.
For the previous plots and Figure 12.4.5 panel a, there are three measurements used to calculate
the mean, 1 from each replicate. For panel b, each point is an average of 12 measurements, 12
per replicate. Panel b shows hygroscopicity is a function of both inlet concentration and PAM
lamp voltage. The two-way interaction between PAM lamp voltage and inlet toluene
concentration is a 50th of the two individual factors. Thus, the 2-way interaction is negligible.

Figure 12.4.5. Panel a is the same as Figure 3 panel a. Panel b is the measured hygroscopicity
for each experimental setting. The error bars in both panels is the 95% confidence interval for the
mean.

Figure 12.4.6 displays the relationship between hygroscopicity and O:C ratio. For panel
a, the 50-ppb concentration has been omitted due to insignificant mass. The relationship has been
separated by PAM lamp voltage. As previously stated, the oxygen-to-carbon ratio is modestly
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impacted by inlet toluene concentration. In panel b, the 100-ppb concentration has been omitted
in addition to the 50-ppb measurement. In both panels, a linear fit has been made. Omission of
100 ppb does not significantly change either the slope or the intercept. Lambe et al. (2011)
oxidized several precursors, including toluene, to determine the relationship between the O:C
ratio and hygroscopicity. The linear regression from that data resulted in a slope of 0.18 and an
intercept of 0.03. The slope is close, and the intercept is nearly in exact agreement with the
previously published work.

Figure 12.4.6. Both panel a and panel b displays the hygroscopicity as a function of the oxygento-carbon ratio (O:C). Both plots are fit with a line. In panel a, the 100 ppb, 200 ppb, and 300
ppb toluene are plotted, and panel b plots only the 200 and 300 ppb concentrations.

12.5 Discussion
Once the PAM lamp voltage achieves 70 V, further increases in voltage deliver
diminishing returns. The organic aerosol concentration in Figure 12.4.3 panel a displays this
phenomenon. Ignoring the 50-ppb toluene concentration due to a lack of mass, the averages of
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all subsequent voltages are statistically indistinguishable from one another. This equivalence of
all further voltages is true for 100 ppb, 200 ppb, and 300 ppb. This observation is also supported
by Figure 12.4.2 panel a. If we average all toluene measurements as a function of PAM lamp
voltage, 62% of the inlet toluene mass is reacted at 70 V. 90 V consumes 17% more, and 110 V
consumes another 10%. Thus, most of the toluene mass will react by 70 V.
Once in the particle, the oxidation reaction slows. The rate of reaction in the gas phase is
a function of the reaction constant and gas phase concentration. For a particle, the oxidant must
reach the substrate. To do so, the oxidant must diffuse to the particle surface, absorb onto the
particle, and then diffuse within the particle to the substrate. Particle phase diffusion is much
slower than either gas phase diffusion or the oxidant reaction time (Shiraiwa et al. 2011). If a
substrate is available on the surface, then the faster surface reaction occurs instead of particle
diffusion. This surface reaction is then a function of gas phase diffusion and the surface reaction
rate. Under these conditions, the particles compete with the gas phase toluene for the oxidant. By
comparing the gas phase diffusion time combined with the reaction time to the gas phase
reaction time alone, we obtain relative rates of oxidant consumption. The rate of oxidant
consumption is shown as Equation 12.5.1. In Equation 12.5.1, [Ox] is the oxidant concentration,
t is time, kg is the reaction constant, [Tol] is the toluene concentration, Dg is the diffusivity of OH
in the gas phase (Ivanov et al. 2007), dp is the assumed particle diameter, and [particles] is the
particle concentration. For this comparison, we assumed a particle diameter of 100 nm with a
density of 1.1 g/cm3. These variables, along with the measured organic aerosol concentration,
were used to calculate the particle concentration. The reaction constant was assumed to be 6.16 x
10-12 cm3/molecule/s (Atkinson 1986). The toluene concentrations, organic aerosol
concentration, and OHexp were obtained from experiments above. The ratio of the gas phase time
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constant divided by the particle time constant, both defined by the curly braces in Equation
12.5.1, completes the comparison. The higher the ratio value, the more gas phase oxidation is
preferred. The resulting ratios are shown in Table 12.5.1. In the 50 V case, all rates strongly
favor the gas phase reaction. At 70 V, the gas phase reaction is an order of magnitude greater
than the particle rate. At 90 V and 110 V, the rates are on the same order of magnitude for 100,
200, and 300 ppb. For 50 ppb, the gas phase rate remains an order of magnitude larger than the
particle rate. In every case, the particle phase reaction is slower than the gas phase reaction and
sometimes significantly so.
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(12.5.1)

Table 12.5.1. Relative rate of consumption of oxidants. This relative rate is calculated by
dividing the time constant for the gas phase by the time constant for the particle.
OHexp
(molecules*s/cm3)
1.6 x 1011
5.7 x 1011
8.2 x 1011
10.2 x 1011

Voltage
(V)
50
70
90
110

50
(ppb)
179
14.3
15.4
12.8

100
(ppb)
234
13.2
6.3
4.9

200
(ppb)
759
13.8
4.2
3.3

300
(ppb)
1821
15.5
6.75
4.0

Although the particle surface is oxidizing, mass is still accumulating on the surface of the
particles, even at 90 and 110 V. Thus, the gas phase reaction will still highly influence the
particle contents when operating at higher voltages. Condensation will inhibit surface oxidation
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of previous layers of products and those previous layers will consume some oxidant. However,
the particle is not the only substrate competing for oxidants. Each oxidation step consumes the
available oxidant. Figure 12.5.1 displays the situation. The left side of Figure 12.5.1 displays the
series of oxidation reactions, and the right side of Figure 12.5.1 displays the oxidant
concentration as a function of the product concentrations. By increasing the initial toluene
concentration, the first oxidation step consumes significant amounts of oxidants preventing
further oxidation products. This competition for the oxidant will shift the reaction toward the
reactants (Chen et al. 2019). Increasing the oxidant concentration ensures that plenty of oxidant
is available for secondary and tertiary oxidation limiting competition.

Figure 12.5.1. Subsequent oxidation of toluene. The column on the right details the current
oxidant concentration as a function of product concentration. The arrows display the trends that
occur by increasing the various inlet concentrations.

This discussion brings us back to another competition: the substrate competition. At 70
V, most of the toluene mass will be converted to the particle phase. Doing so quenches the
reaction. Therefore, achieving higher O:C ratios would be prevented. Figure 12.4.5 panel b
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shows that increases in oxidation beyond 70 V still increases the O:C ratio, but the increase in
O:C ratio for every increase in voltage decreases significantly. This trend could be caused by the
particle phase surface oxidation; however, the gas phase could also cause the trend. Once the
oxidation products are created, they are still in the gas phase, and condensation to the particle
begins. During the gas diffusion time, the diffusing species is still in the gas phase and is
available for additional oxidation. Thus, the reduced oxidation trend could result from the
competition between the condensation of products onto the particles and the potential for further
gas phase oxidation. As the gas phase becomes more oxidized, the concentration gradient
between the gas phase and particles increases, and condensation increases limiting further gas
phase oxidation, which is much faster than particle surface oxidation.
The previous discussions provide context for interpreting Figure 12.4.5. In panel b,
hygroscopicity of the resulting aerosol increases with an increase in oxidant concentration. The
previous discussion suggests that increasing the oxidants drives the gas phase reaction toward 2nd
and 3rd generation oxidation products. However, as the oxidation products in the gas phase
increase, the condensation increases limiting availability for gas phase reactions. Hygroscopicity
increases significantly with lower voltages, but the oxidant appears to have a decreasing effect as
the lamp voltage increases. This same trend is seen in the O:C ratio in panel a. When the toluene
concentration is increased, the hygroscopicity decreases. The increase in toluene concentration
shifts the reaction toward the initial reaction products as suggested by Figure 12.5.1. This
appears to not be the trend in Figure 12.4.5 panel b. The O:C ratio appears to be independent of
the initial toluene concentration. However, this appearance may be cause by the choice of y-axis
scaling. We mentioned previously that the 50-ppb data from the AMS is suspect due to a lack of
aerosol mass. If we assume for the moment, that 100 ppb is also semi-suspect (as suggested by
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Figure 12.4.6), we can restrict our view to just the 200 and 300 ppb settings. For these two cases,
the trend appears to agree. However, restricting our view to the higher concentrations in order to
confirm hygroscopicity is a function of O:C ratio assumes that hygroscopicity should always
change when O:C ratio changes, which may not be the case.

12.6 Conclusions and Recommendations
The previous discussion ignores phase partitioning. The experiment increased the toluene
concentration by a factor of 4, which increased the organic aerosol concentration. The increase in
organic aerosol concentration should impact the phase equilibrium between the gas and particle
phase. Increasing the organic aerosol should drive gas phase products into the aerosol phase.
This repartitioning could also impact the hygroscopicity and O:C ratio results and should be
considered.
Equation 12.5.1 assumes that the surface reaction in the particle phase is equal to the gas
phase reaction rate. This assumption is technically not true. The choice to use the gas phase
reaction information ensures that as the particles approach molecular size, the reaction rate
approaches the gas phase rate. Data on surface reactions by oxidants (primarily OH) should be
investigated. Also, no transition regime correction factor or kelvin effect was included in the
analysis. Inclusion of this data should better constrain the estimated ratios in Table 12.5.1.
Although a discussion about the competition between the condensation of reaction
products and reaction rate has been made, no measurements or model supports this premise. In
fact, only the data presented in Figure 12.4.4 supports the premise. Assuming the competition is
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true ignores the possibility that other root causes could create the hygroscopicity patterns shown
(i.e. phase partitioning). Thus, a more rigorous analysis must be made before a proper discussion
and claim is published.
No discussion on atmospheric relevance was made. This study was performed in 2015
before the analysis by Peng et al. (2016). The settings used in the reactor may not represent the
actual chemistry in the atmosphere. Thus, the relevance of the experiment to the atmosphere may
be limited. In order to use the estimates from Peng et al. (2016), measurements of either the
photon flux or ozone concentration must be made. The photon flux measurement did not exist in
the reactor in 2015, and the gas phase monitors shown in Figure 12.3.2 did not record ozone
data. This lack of information may limit the applicability of this data to atmospheric study.
In all cases, further research into literature will be required. This literature study will
establish both the current state of knowledge and provide estimates for missing variables. This
literature study provides the necessary information to determine what overall claims could be
made from the study data.
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Chapter 13: On the Shape of the Mass
Fraction Remaining Curves from an
Aerosol Mass Spectrometer
13.1 Abstract
Mass fraction remaining curves obtained from a Differential Mobility Analyzer- Aerosol
Mass Spectrometer (DMA-AMS) system are sigmoidal in shape. When the DMA selects a large
diameter (e.g. 200 nm), the sampled particles are primarily singly charged by population.
However, the measured property is mass, not number. Mass scales with the third moment of the
sampled aerosol, which for a 200 nm selection is usually multi-charged. Additionally, published
data has suggested a relationship between the temperature at which 50% of the mass evaporates
(T50) and the aerosol vapor pressure. We atomized azelaic acid and measured the Mass Fraction
Remaining (MFR) curve with a combination of an AMS, a Volatility Tandem Differential
Mobility Analyzer (V-TDMA), and a model of the V-TDMA (TAO). The shape of the MFR
curve from the V-TDMA combined with TAO was very similar to the MFR curve from the
AMS. The resulting V-TDMA/TAO MFR curve displayed the highly multi-charged situation and
led to the conclusion that multiply charged particles are not neglectable in DMA-AMS systems.
Mass accommodation was concluded to have a value of 1, and T50 appeared to correlate with the
full evaporation of the singly charged particles. This observation explains the correlation
between T50 and the vapor pressure and suggests that the recommended usage of the T50 point to
correlate AMS MFR curves to vapor pressure is restricted to inlet size distributions of similar
shape.
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13.2 Introduction
The mass fraction remaining response curve is obtained by measuring the mass of the
aerosol remaining after evaporation in a thermal denuder (Huffman et al. 2008). The sampled
particles pass through the thermal section (oven) of a thermal denuder, and this section
evaporates a portion of the particles at an elevated temperature. The evaporation process moves
the mass from the particle phase to the gas phase. Immediately after evaporation, the gas phase
diffuses into the denuder section and adsorbs to the cool surfaces. This prevents recondensation
of the evaporated gases on the original particles (An et al. 2007). The mass remaining in the
particle phase is then measured and ratioed to the original mass. This evaporation process is
repeated for a series of oven temperatures, which yield ratioed values from 1 (no evaporation) to
0 (complete evaporation). When mass fraction remaining is plotted as a function of oven
temperature, the resulting curve has a sigmodal shape with a negative slope.
The evaporation process can be modeled using the relation defined by Bilde et al. (2003)
as shown in Equation 13.2.1. In equation 13.2.1, Dp is the particle diameter, t’ is time, Di,air is the
diffusivity of the evaporating species, i, in air, Mi is the molecular weight, ρi is the particle
density, R is the gas constant, and T is the oven temperature. F is the transition regime correction
factor, which is a function of Knudsen number, Kni, and mass accommodation, αi. The vapor
pressure, P*, is assumed to be related to temperature through the Clausius-Clapeyron relation.
The final exponential defines the Kelvin relation, which is a function of surface energy, σi,
molecular weight, particle density, the gas constant, temperature, and particle diameter.
Integration of Equation 13.2.1 from the entry of the oven (time is equal to zero, and particle
diameter is the initial size) to the oven exit (time is equal to the oven residence time, and the
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particle diameter is equal to the final particle size) yields the final evaporated diameter. The
shape of the mass fraction remaining curve from this relation is not sigmodal (Riipinen et al.
2010).

4𝜎𝜎𝑖𝑖 𝑀𝑀𝑖𝑖
𝑑𝑑𝐷𝐷𝑝𝑝 −4𝐷𝐷𝑖𝑖,𝑎𝑎𝑎𝑎𝑎𝑎 𝑀𝑀𝑖𝑖
�
�
𝜌𝜌𝑖𝑖 𝑅𝑅𝑅𝑅𝐷𝐷𝑝𝑝
∗
)𝑃𝑃
=
𝐹𝐹(𝐾𝐾𝐾𝐾
,
𝛼𝛼
𝑒𝑒𝑒𝑒𝑒𝑒
𝑖𝑖
𝑖𝑖
𝑑𝑑𝑡𝑡 ′
𝜌𝜌𝑖𝑖 𝑅𝑅𝑅𝑅𝐷𝐷𝑝𝑝

(13.2.1)

Although the relation above defines the evaporation of a single particle, the particle mass
spectrometers (i.e. Aerosol Mass Spectrometer) measure the mass of the entire size distribution
simultaneously (Wehner et al. 2005). The entire size distribution passes through the thermal
denuder and enters the mass spectrometer (MS), and each measured particle has both a different
initial and final diameter. Thus, to model the mass fraction remaining curve, measured by an MS,
many different simultaneous versions of Equation 13.2.1 must be used. Additionally, a single
residence time in the thermal denuder does not exist. Particles traveling along the centerline of
the flow have a shorter residence time than those traveling near the walls of the oven (Zhang et
al. 1993). Thus, the integral with respect to time in Equation 1 must be performed for a series of
different oven residence times. Lastly, the size distribution does not contain a single particle
diameter. The size distribution contains vastly different diameters often spanning an order of
magnitude. Thus, a version of Equation 13.2.1 must be performed for each disparate initial
diameter/residence time pair.
This complicated experimental situation is sometimes simplified by using a single
Differential Mobility Analyzer (DMA) to select a monodisperse population from the original size
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distribution. This limits the number of initial particle sizes evaluated. Faulhaber et al. (2009)
used a DMA to select 200 nm particles and evaluated the mass fraction remaining using a
Thermal Desorption Particle Beam Mass Spectrometer (TDPBMS). Mass fraction remaining
curves for succinic, adipic, and sebacic acids were measured. A sigmoidal fit was made to the
resulting mass fraction remaining curves to determine the T50 temperature, the temperature at
which 50% of the mass has evaporated. This temperature, which is slightly lower than the actual
inflection point, appeared to be related to the vapor pressure of the pure aerosol being
evaporated.
A comparison between this mass fraction remaining curve and an evaporation model
have suggested that mass accommodation may be less than 1. Park et al. (2013) attempted to
reproduce the data from Faulhaber et al. (2009). The model contained a version of Equation 1 for
the assumed monodisperse population, and the model contained both a laminar flow field and a
corresponding temperature distribution. Thus, the model contained information about a single
initial diameter and multiple residence times. Additional model runs were performed which
included mixtures of 180 nm, 200 nm, and 220 nm particles, and the conclusion from these runs
was that the additional diameters did not significantly impact the average slope of the mass
fraction remaining curve. Thus, the author’s conclusions were based on the single 200 nm
diameter. The addition of the laminar flow field did alter the shape of Equation 1 creating a
sigmoidal curve (Cappa 2010). However, the modelled mass fraction remaining curve, assuming
published means of enthalpy, room temperature vapor pressure, and a mass accommodation of 1,
did not match the experimental results. Park et al. (2013) found that a much lower mass
accommodation (0.08) reproduced most of the observations.
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These studies assume that the sampled population is monodisperse. If we assume for the
moment that the size distribution entering the DMA is log-normal, we can specify the population
entering the DMA using a mean, geometric standard deviation, and population. This information
along with the DMA settings will define the monodisperse population selected by the DMA. For
this example, we assume a mean of 120 nm with a geometric standard deviation of 1.9 and a
population of 100,000 particles. We will also assume that the DMA has a sheath flow of 15 lpm
with a sample flow of 1.5 lpm at a temperature of 22 C and a pressure of 99 kpa. The charging
fraction is estimated as outlined by Wiedensohler (1988) with coefficients defined by Baron et
al. (2011). All other variables and assumptions adhere to Wiedensohler et al. (2012). The results
of this example are shown in Table 13.2.1. By number, nearly 80 % of the particles are in the
single charge DMA transfer function, which has a nominal size of 200 nm with a base width of
approximately ± 15 nm. Thus, with the assumptions used in the model above, the mass fraction
evaluation is restricted to the first charge DMA transfer function, which contains 80% of the
population by number.

Table 13.2.1. The percentages of particles in a 200 nm monodisperse population as a function of
number and mass.
Charge Number

Percent of total population
(%)

Percent of total volume

1

79.48

38.60

2

16.17

33.01

3

3.39

17.3

4

0.77

7.81
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(%)

5

0.19

3.28

However, the measured variable in a mass fraction remaining curve is mass, not number.
If we assume the density is a constant and the particles are spherical, we can calculate the mass
for each charge using the above information. The single charge transfer function contains 38% of
the total mass. Thus, assuming the mass fraction remaining curve consists of only the first charge
will explain less than half of the total sampled population. Without accounting for the higher
charges, a full understanding of the trend observed by Faulhaber et al. (2009) cannot be attained.
We evaporated azelaic acid using a Volatility Tandem Differential Mobility Analyzer (VTDMA) (Rader et al. 1987) and incorporated an Aerosol Mass Spectrometer (AMS) (DeCarlo et
al. 2006) to measure mass fraction remaining. To show the role of multicharged particles, we
used the V-TDMA response along with a model of the V-TDMA to track the total mass in the
first five charges. These masses are then summed together to obtain a mass fraction remaining
plot for the V-TDMA, and this plot attributes the mass fraction remaining response of the AMS
to each of the charges. We find that a mass accommodation of 1 satisfactorily explains the AMS
response, and that the T50 observation by Faulhaber et al. (2009) roughly correlates with the full
evaporation of the first charge. Last, we find that the characteristic sigmoidal shape from the
mass fraction remaining curve results not from Equation 1 or the combination of Equation and
the residence time distribution, the characteristic sigmoidal shape results from the presence of
many disparate (by diameter) particles.
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13.3 Experiment
We measured the mass fraction remaining of azelaic acid using both a V-TDMA (Oxford
et al. 2019) and an AMS. The apparatus used is shown in Figure 13.3.1. We created a solution of
0.1 g of azelaic acid in 100 ml of 18 MΩ deionized water. This solution was placed in an
atomizer, and pressure was set to roughly 3 atmospheres. The resulting aerosol passed through a
series of diffusion driers packed with silica, and these driers reduced the relative humidity to less
than 15%. The dilution flow diluted the dried aerosol with clean, dry air. The diluted, dry aerosol
then entered an equilibration tank. The average residence time in the tank ranged from 15
minutes to 30 minutes. The equilibrated aerosol was either exhausted through a filter or sampled
by the instruments. The sample (inlet size distribution) passed through a Po-210 neutralizer to
obtain a steady-state charge distribution. A portion of the inlet size distribution was passed to a
Scanning Mobility Particle Sizer (SMPS) to measure the inlet size distribution. The remaining
flow of the inlet size distribution was sampled by the first DMA (DMA1). DMA1 sampled 1.6
lpm of aerosol flow while maintaining a sheath flow rate of 15 lpm. DMA1 selected a 200 nm
population using the voltage setpoint. This sampled population passed from DMA1 into an oven.
15.25 m of 0.95 cm thin walled copper tubing was suspended inside an insulated oven. The
average residence time in the oven was 26.5 seconds as measured by sending pulses of 100 nm
particles through the tubing. A bypass line allowed the aerosol to bypass the oven, and the
residence time in the bypass line was less than 1.25 seconds at room temperature. The oven
temperature was controlled by electric heaters, and both the temperature in the oven and within
the tubing was measured at two separate points. The difference between the two external
temperatures was less than 1.8 °C for all measurements. The difference between inside and the
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outside temperatures was less than 0.8 °C for all measurements. The evaporated aerosol exited
the oven and was split between the second DMA (DMA2) in the V-TDMA and the AMS. The
length of the tubing between the split and the AMS was 15 time shorter than the length of tubing
between the split and DMA2. The AMS sampled 0.1 lpm, and DMA2 sampled 1.5 lpm. Thus,
the non-dimensional ratios shown in the upper right of Figure 13.3.1 were approximately equal.
This equality ensured that particle loss would not cause a significant discrepancy between the
two measurements, and the response of the AMS and V-TDMA would be comparable.

Figure 13.3.1. The experimental apparatus used to understand the mass fraction remaining
curve.
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We calibrated the AMS using various aerosol concentrations of azelaic acid and the VTDMA scans. The concentration of aerosol entering the equilibration tank was altered using a
combination of filtration (not shown) and the dilution flow. The bypass line was used during
calibration. For each concentration setting, we scanned DMA2 at least twice, and the AMS
sampled simultaneously. The V-TDMA scans were inverted to determine the total population of
particles entering DMA2, assuming the entering size distribution was a beta distribution. This
total population entering DMA2 was then compared to the total population exiting DMA1. To
calculate the population exiting DMA1, we used the procedure shown in Figure 13.3.2. The size
distribution measured by the SMPS was multiplied by each of the DMA1 transfer functions and
charging fractions. Panel a of Figure 13.3.2 displays the size distribution measured by the SMPS;
and the DMA1 transfer functions (Stolzenburg and McMurry 2008), including charging fraction
(Wiedensohler 1988), for the first four charges. Although only four charges are shown, we
tracked the first five charges throughout the experiment. The calibration routine multiplied the
population, the transfer function, and the charging fraction together to determine the population
exiting DMA1. The resulting populations are shown as panel b. We then integrated each of the
charged populations shown in panel b and summed each total to determine the total population
exiting DMA1. If the population exiting DMA1 was not equal to the population determined
through the DMA2 integration, the size distribution population, Npop, was altered until the
sampled population matched the population entering DMA2. Once the populations matched, the
third moment of the size distribution shown in panel b was performed to determine the volume of
the aerosol. This volume was multiplied by the density of azelaic acid, 1.251 g/cm3 (Bilde et al.
2003) to obtain the aerosol mass. This procedure assumes that the particle losses through the VTDMA and the entrance lines is equal for all diameters. This assumption is roughly true for
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diameters above 120 nm, where most of the mass resides. The mass calculation from the VTDMA was then correlated to the most abundant ion, m/z 41. All data from the AMS were
processed in Igor Pro (version 8.03, WaveMetrics), using the standard Squirrel software package
for unit mass resolution analysis. The correlation between m/z 41 and azelaic acid concentration
was linear. We should note that this calibration method differs from traditional AMS calibration:
use of equivalent mass ammonium nitrate. Thus, the mass fraction remaining plot from the AMS
comes from the equivalent mass azelaic acid, not equivalent mass ammonium nitrate.

Figure 13.3.2. Panel a is the inlet size distribution as measured by the SMPS which is a function
of the total number of particles, Npop. The four triangular curves are the DMA1 transfer
functions of the first four charges. Panel b is the sampled population exiting DMA1. The total
population exiting DMA1 is a sum of the populations in each of the charged distributions. Only
four charges are shown, but five charges were tracked throughout the experiment.

After calibration, we passed the aerosol through the oven and measured the mass fraction
remaining curve using the AMS and scanned the V-TDMA. The oven temperature was
increased, and for each setting, two V-TDMA scans were performed, one up-scan and one downscan. During this scanning period, the AMS also sampled the azelaic acid aerosol. This process
repeated for each temperature until the aerosol mass was fully evaporated. Since a small portion
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of the mass will evaporate in the oven at room temperature, the initial mass is measured using the
bypass line shown in Figure 13.3.1.
To estimate the number of multicharged particles in the V-TDMA, we used a model
(TAO) that contained the evaporation equation (Equation 13.2.1), the two DMA transfer
functions (Stolzenburg and McMurry 2008), the inlet size distribution (Friedlander 2000), and
the empirically measured residence time distribution for the oven (see Chapter 5; Appendix C).
TAO first uses the inlet size distribution and the DMA1 settings to calculate the sampled size
distribution for each charge. Then TAO uses the empirically measured residence time
distribution for the oven, along with the sampled size distribution as the initial diameter, to
calculate the size distribution exiting the oven using many copies of Equation 13.2.1. The size
distribution exiting the oven and entering DMA2 is then integrated using the DMA2 settings.
This reproduces the Condensation Particle Counter (CPC) response. An example is shown in
Figure 13.3.3. Panel a contains the measured V-TDMA CPC response at 51.8 °C. The vapor
pressure, surface energy, and inlet size distribution population are used to adjust the model CPC
response to match the measured CPC response.
The process of tuning the model to the CPC response begins using this 2-peak response
to establish the surface energy. For a given vapor pressure, the surface energy defines the
relationship between the two peaks shown in panel a. The user adjusts the vapor pressure and
surface energy simultaneously until the two peaks match, by diameter. This process is manual.
The surface energy from the up-scan and down-scan V-TDMA CPC responses is then averaged.
This averaged surface energy is then used throughout the experiment. The value for this azelaic
acid experiment was 0.129 N/m. The second step is to determine the vapor pressure and
population for each V-TDMA measurement. The vapor pressure is used to match each model
344

CPC response to each measured V-TDMA CPC response, by diameter. This provides a vapor
pressure measurement for each V-TDMA scan. Since the average surface energy is used, the
alignment between the model peaks and the measured peaks are not exact (which can be seen in
the Figure 13.3.3 panel a example). The final variable, inlet size distribution population, is
adjusted so that the vertical alignment between the model and response matches. Panel b is the
evaporated size distribution entering DMA2 that created the response in panel a. In this plot, the
first 5 charges are shown. The peak on the left side of the singly charged size distribution is
caused by a lower integration limit. The limit was set to 0.001 by volume, and the left side of the
singly charged size distribution is limited by this integration limit. Due to the small mass in this
peak, the results will not change. The percentage of mass contained in each size distribution is
also shown in panel b. At this point in the evaporation process, the singly charged population
contains only 2% of the total mass. Most of the mass is contained in the doubly and triply
charged size distributions. In the Figure 13.3.3 example, 1383 versions of Equation 1 are used to
describe the evaporating size distribution, and each of these equations are integrated using 48
separate residence times, which represents the residence time distribution in the oven. Thus, the
example below incorporates not only the different residence times existing in the oven, but also
includes all the initial diameters entering the oven.
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Figure 13.3.3. V-TDMA scan at an oven temperature of 51.8 °C. Panel a is the measured and
modeled CPC response. Panel b is the actual modeled size distribution that created the response.

We used the third moment of the resulting size distribution, along with the density, to
obtain the mass of the aerosol. The mass percentages in Figure 13.3.3 panel b are examples of
this integration process. Each charge is integrated separately, and then the total mass is summed.
The mass fraction remaining is determined by dividing this total mass by the initial mass. The
initial mass is determined from the bypass line response. This integration process allows us to
not only display the mass fraction remaining according to the V-TDMA, the process allows us to
distribute the mass fraction remaining to the individual charges displaying the impact of
assuming the monodisperse population is only a single diameter. Throughout this process, mass
accommodation is assumed to be equal to 1.

13.4 Results
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The mass fraction remaining curves from the V-TDMA and the AMS were similar in
shape. The mass fraction remaining responses for azelaic acid are shown in Figure 13.4.1 panel
a. The V-TDMA multicharge mass fraction remaining response is shown in black, and the AMS
mass fraction remaining plot is shown in red. The blue response is the first charge response from
the V-TDMA assuming only the first charge is present. Panel b separates the multicharged
response from the V-TDMA into each individual charge up to 5. The singly charged mass is on
the bottom of the bar chart and the quintuply charged mass is on the top.

Figure 13.4.1. The mass fraction remaining curves from the azelaic acid experiment. Panel a
contains the mass fraction remaining curves from both the V-TDMA and the AMS. The first
charge curve is the response if only the first charge is considered. Panel b displays the fraction of
the mass fraction remaining attributed to each charge.

All curves began at just under a mass fraction remaining of 1. As previously mentioned,
the reference mass comes from the bypass line, which has a significantly lower residence time.
The first point in the mass fraction remaining curve is at room temperature, but inside the oven.
Thus, the increase in residence time from passing through the oven reduces the measured aerosol
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mass. The loss in mass observed in all subsequent points is due to the increase in oven
temperature.
The AMS quickly separated from the V-TDMA, but after the first point, the shape is the
same. The AMS mass fraction remaining response drops, from the first temperature to the second
temperature, more than the V-TDMA. The difference between the two measurements, at 31 °C,
is approximately 0.08. This offset remains throughout the remainder of the response. Thus, after
the first point, the V-TDMA response is very similar to the AMS response. The final point
appears to deviate from this trend. Technically, more than five charges are present in the sampled
size distribution. These additional charges will complete the V-TDMA sigmoidal shape that
seems missing from the V-TDMA mass fraction remaining response. The shape of the first
charge response does not match either the multicharged V-TDMA response or the AMS
response. The difference between the first charge response shape and the multi-charge V-TDMA
response shape represents the impact of including charges higher than 1. Although the flow
pattern adds a sigmoidal shape to the first charge, the sigmoidal shape emerges mainly from the
large number of simultaneous versions of Equation 1 (the different initial aerosol particle
diameters).
The shape of the singly charged mass fraction remaining response is consistent with the
shape of the response from a single version of Equation 13.2.1. Park et al. (2013) adjusted the
mass accommodation coefficient to decrease the slope of the singly charged mass fraction
remaining curve. This reduction in slope extends the lower half of the first charge curve to match
the AMS response. As previously noted, we assumed the mass accommodation coefficient is
equal to 1. If we were to reduce the mass accommodation on the multicharged response, not only
would the mass fraction remaining slope decrease, creating error between the multi-charge curve
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and the AMS curve, the response in Figure 3 panel a would not match the measured V-TDMA
response. This adjustment of the mass accommodation coefficient is not necessary since the
response in both Figure 13.3.3 and Figure 13.4.1 match.
Multi-charging played a significant role in the final shape of the mass fraction remaining
curve. The example in Figure 13.3.3 corresponds to the 51.8 °C bar in Figure 13.4.1 panel b. In
this bar, the singly charged particles represent only 2% of the total measured mass. The singly
charged particles are at most 28% of the total mass measured by the AMS. Thus, the
multicharged response is not neglectable and has a larger influence on the response than the
singly charged distribution. The inflection point in the mass fraction remaining plot is also a
strong function of the multicharged size distributions. Changes in the inlet size distribution or the
DMA1 settings will alter the number of multicharged particles. Thus, these process variables
have a strong influence on both the shape of the mass fraction remaining plot and inflection
point.
At the inflection point, most of the singly charged particles have evaporated. Remember
that Faulhaber et al. (2009) noticed a relationship between the point of 50% evaporation and
vapor pressure. The mass fraction remaining response in Figure 4 displays the cause of the
relationship. At the 50% point, nearly all the first charge particles are evaporated. If the size
distribution does not change, this point should correlate with the vapor pressure. Thus, if the inlet
size distribution can be made constant between samples, the point of 50% evaporation can be
used to calibrate the AMS’s mass fraction remaining curve to vapor pressure. However, after
calibration, the measured inlet size distribution must also be like the calibrant size distribution.
This requirement likely limits the applicability of this method.
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We plotted the vapor pressures as a function of inverse temperature and determined
enthalpy. This plot is shown in Figure 13.4.2. The asterisks are the vapor pressures used to match
the TAO V-TDMA response to the measured V-TDMA response. The surface energy, derived
from the alignment of the two-peak response (Figure 13.3.3 panel a), was assumed constant
throughout. These vapor pressures and the corresponding oven temperature were plotted as the
asterisks. The line in Figure 13.4.2 is a linear regression from the measured vapor pressures.

Figure 13.4.2. The vapor pressure response from the evaporation of azelaic acid.

The phase change enthalpy was obtained from the slope of the curve fit. The slope of the
curve fit is equal to the negative of the phase change enthalpy divided by the gas constant. The
phase change enthalpy was 136 kj/mole. This enthalpy is a bit low. The temperatures in the oven
are below the melting point of azelaic acid, 105 °C (Cingolani and Berchiesi 1974). Thus, the
phase change enthalpy should correspond to the sublimation enthalpy of azelaic acid. This value
should be close to 160 kj/mole (da Silva et al. 1999).
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13.5 Conclusions and Recommendations
The vapor pressure and surface energy of azelaic acid was determined from the
evaporation of an aerosol using a V-TDMA. The value of the enthalpy of sublimation was lower
than previously published data. The vapor pressure at 296 °C was 1.05 x 10-5 Pa, which is similar
to previously published values (Bilde et al. 2015). The surface energy determined by this
method, 0.129 N/m, was lower than other estimations of azelaic acid aerosols (Bilde et al. 2003).
Additionally, the point at which 50% of the particles evaporated corresponded with the full
evaporation of the singly charged particles. Thus, it is technically feasible to calibrate the AMS
mass fraction remaining curve to predict vapor pressures. However, the inlet size distribution
must remain constant throughout calibration and application likely limiting applicability.
The mass fraction remaining curve from the AMS was similar in shape to the mass
fraction remaining response derived from the V-TDMA scans. After an initial drop in mass, the
shape of the two mass fraction remaining curves matched. Decreasing the mass accommodation
coefficient may make the singly charged particles match the AMS response, but doing this to the
entire multi-charged V-TDMA response increases the error. This increase in error negatively
impacts not only the mass fraction remaining curve, but negatively impacts the error in the VTDMA responses as well.
The mass fraction remaining response contains a significant multicharged population
with respect to mass. This multicharged population defines the inflection point of the mass
fraction remaining plot, and defines the characteristic sigmoidal response found in mass fraction
remaining curves. Thus, the mass fraction remaining plot cannot be modeled as only singly
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charged particles, the mass fraction remaining plot must be modeled as a set of multicharged
distributions when using a DMA to select a monodisperse population.
With this apparent applicability of TAO, the role of the sampled size distribution on the
shape of the mass fraction remaining plot can be examined. This investigation could further
isolate the role of the size distribution on the T50 calibration method. All conclusions above
assume qualitatively that size distribution impacts are significant. Experimenting with TAO may
enable a more quantitative analysis. Additionally, TAO can also be used to externally mix the
aerosol. The addition of components with different enthalpies and vapor pressures may enable
the quantitative expansion of the applicability of the T50 calibration method.
This work assumes that azelaic acid is a sphere. This assumption has not been confirmed.
Photos from TEM analysis along with mass mobility exponents from a Centrifugal Particle Mass
Analyzer (CPMA) should confirm this assumption. This data could be extended to the AMS
results. The AMS may not measure mass equally between sizes. This data could inform this
relationship. Once informed, the relationship, along with V-TDMA particle loss could be
incorporated into the TAO analysis so that the mass fraction remaining plots become more
equitable.
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Chapter 14: Conclusions
14.1 Abstract
We have completed construction and validation of a Volatility and Hygroscopicity
Tandem Differential Mobility Analyzer (VH-TDMA). The new VH-TDMA reproduced size
distributions, hygroscopicities of atmospherically relevant aerosols, and the vapor pressure and
enthalpies of a series of diacids. Instead of creating the TDMA with a temperature control
system, the TDMA is open to ambient temperature influence. Additionally, the volatility channel
employs a 15.25 m oven in contrast to current standards.
By measuring the temperature inside the second Differential Mobility Analyzer (DMA2),
we were able to forgo the addition of a temperature control section. The accuracy of the
hygroscopicity channel is commensurate to temperature control methods. However, the dew
point control employed in the laboratory should be used in the field with caution. A better choice
would be to institute proportional control to ensure constant dew point in field situations.
We discovered that biases likely exist in short thermal denuders. The temperature pattern
inside the thermal section has an entry and exit length. Additionally, deviations in temperature
from the set point create error. When investigators attempt to use the set point temperature with
the measured vapor pressure, biases up to an order of magnitude are possible due to the
exponential relationship between temperature and vapor pressure. This bias can be reduced by
both increasing the length of the oven and instituting an oven design similar to gas
chromatography ovens. For this reason, we created an oven with a much longer thermal section.
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We created a model of the VH-TDMA to help investigate the role multi-charging has on
VH-TDMA responses. In volatility experiments, the multi-charged Condensation Particle
Counter (CPC) responses separate quickly from the singly charged CPC responses. This
phenomenon, which is caused by the evaporation mechanism, can create significant errors and
wrong hypotheses. We used this separation phenomenon to advantage. By separating the
response, both the singly and doubly charged particles can be tracked. Tracking both charges
allows the direct study of surface energy by a Volatility Tandem Differential Mobility Analyzer
(V-TDMA). This method expands the current capability of the instrument.
The model was also used to investigate biases in Hygroscopicity Tandem Differential
Mobility Analyzers (H-TDMA) that use traditional inversion methods. Two types of biases were
observed: slope bias and dispersion bias. These biases are only present when not sampling at the
peak of the log-normal size distribution. When sampling diameters above the peak of the lognormal size distribution, the response has negative slope error, which can be removed using dry
scans. At no time should diameters smaller than the peak of the size distribution be used with
traditional inversion routines. To make the entire size distribution available to H-TDMAs, we
created a new inversion routine named Junior. Junior removes both slope and dispersion bias in
the inversion process. Junior assumes that the growth factor distribution applies equally to all
charges. When compared to grass burning aerosol, Junior was able to recover the correct growth
factor distribution from a highly multi-charged sample.
The new VH-TDMA was used to investigate the mixing state of grass burning aerosol.
Both the hygroscopicity and density of the aerosol varied continuously over the entire
hygroscopic response. A volumetric combination of smoldering-like aerosol with flaming-like
aerosol reproduced 98% of the variance. Although no pictures of the aerosol particles were
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made, we believe the bimodal response from the flaming combustion of grass is internally
mixed. We used the VH-TDMA to investigate the evaporation of grass burning aerosol as a
function of relative humidity. The aerosol evaporated 3.75 times more mass in the presence of
20% relative humidity than when dry. This observation suggests that the evaporation of the
aerosol is particle phase diffusion limited, and the addition of water to the particle phase reduces
the particle phase diffusivity. We used the VH-TDMA to measure the hygroscopicity of oxidized
toluene particles. We combined these measurements with oxygen-to-carbon ratio from an
Aerosol Mass Spectrometer (AMS). A relationship between the oxygen-to-carbon ratio and
hygroscopicity was developed. Lastly, we used the VH-TDMA to investigate mass fraction
remaining curves from an AMS. We found that the mass fraction remaining curve is a strong
function of multi-charged particles. Additionally, the T50 temperature (the temperature where
50% of the mass is evaporated) correlated with the complete evaporation of the singly charged
particles. This confirmed previously observed relationships between vapor pressure and the T50
temperature. However, application of the mass fraction remaining curves to vapor pressure
determination is limited to situations where the size distribution is static.

14.2 Construction of a Tandem Differential Mobility
Analyzer
First, the new Tandem Differential Mobility Analyzer (TDMA) can reproduce size
distributions comparable to TSI Scanning Mobility Particle Sizer (SMPS) systems. Small errors
occurred when the TDMA was in low flow, but in high flow, the difference between the TSI
system and the TDMA was near 2%. Second, the TDMA was able to reproduce the
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hygroscopicities of six atmospherically relevant aerosols using dew point control. In this control
method, the mixture of dry-to-wet air is held constant. The relative humidity inside the second
Differential Mobility Analyzer (DMA2) is calculated using the dew point measurement and the
measurement of temperature inside DMA2. Third, the TDMA reproduced the previously
observed monotonic increase in enthalpy and the saw tooth pattern in room temperature vapor
pressure (Bilde et al. 2015). These volatility measurements by the TDMA were performed using
a 15.25 m long tube suspended in an oven, which is uncommon. From these measurements, the
instrument can measure the size distribution, hygroscopicity, and volatility of atmospherically
relevant aerosols.
The use of dew point control instead of controlling the temperature of DMA2 and its inlet
streams challenges published recommendations (Duplissy et al. 2009; Massling et al. 2011).
Recommended temperature control of DMA2 ensures knowledge of the temperature inside
DMA2. In our case, we measure the temperature inside DMA2 using a resistance temperature
device. The accuracy of this measurement method in the laboratory is commensurate to
temperature controlled TDMAs. Although successful in the lab, changes would likely need to be
made prior to field deployment. Development of a proportional control method necessary to
ensure stable dew points would be needed. By measuring the temperature inside DMA2, we were
able to show that the primary benefit to internal DMA2 temperature control is the knowledge of
internal temperature. Gradients within DMA2 did not significantly influence the result. Given the
published accuracy of dew point meters and resistance temperature devices, further
improvements in relative humidity accuracy may require improvements in dew point and
temperature measurement.
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The longer thermal section used in the TDMA prevents biases created when the measured
set point temperature is used in conjunction with the measured vapor pressure. Thermal denuders
have both entrance and exit lengths in which the temperature is not at set point. Additionally,
when using electric rope/tape heaters, thermal denuders generate hot points. These deviations
from set point create measurement error. This error can be calculated using the ClausiusClapeyron relation. Due to the exponential relationship between temperature and vapor pressure,
large errors can result when using the set point temperature in conjunction with the measured
vapor pressure. By creating thermal sections with designs similar to gas chromatography ovens,
the error between the measured vapor pressure and the set point temperature decreases. In all
cases, designers should address the discrepancy between the two measurements as errors
generated from these variables can exceed an order of magnitude.

14.3 Programing a Model (TAO) of the TDMA and
investigating the role of multi-charging
The multiple peaks present in V-TDMA responses correlate with multiple charges
(Petters 2018), not multiple phases (Emanuelsson et al. 2016; Salo et al. 2010). The evaporation
mechanics drive the separation of the typically monomodal response into a bimodal response. VTDMA settings and poor heater design can mask the two peak phenomena increasing
measurement error. Errors in excess of 50% are possible. Assuming the peak of the response
correlates with the peak of the singly charged distribution is possible. When multiple peaks are
masked by Differential Mobility Analyzer (DMA) settings or heater design, the peak of the
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response does not necessarily correlate with the peak of the singly charged particles. It is for this
reason that narrow transfer functions and narrow oven residence time distributions are
recommended. A wide transfer function does not necessarily cause error, but choice of the wide
transfer function could mask knowledge of the error. Therefore, V-TDMA users should avoid
wide transfer function usage when possible.
Failure to include the inlet size distribution in H-TDMA responses creates biases and
trends. Two biases are possible: slope bias and dispersion bias. Slope bias occurs when the
population exiting the first Differential Mobility Analyzer (DMA1) does not have the shape of
the DMA1 transfer function (Rader and McMurry 1986). Dispersion bias occurs when the
selected population is multi-charged, and each charge behaves differently. The two biases
combine to create a net bias that can create false trends, and these trends may look like actual
physical phenomena (e.g. condensation of organics on a hygroscopic core). Use of current
inversion routines restricts analysis to certain areas of the size distribution. The peak of the inlet
size distribution is the only area that meets all assumptions. Sampling at diameters larger than the
peak of the size distribution is possible if dry scans are used to remove the negative slope bias.
Sampling diameters below the peak of the inlet size distribution can create dispersion error if
growth is large (e.g. ammonium sulfate). Sampling in this area should be avoided.
Additionally, builders of future TDMAs should insert an aerosol dump valve between the
two DMAs. This dump valve allows operators to increase the DMA1 aerosol flow rate
independent of DMA2. This increases the degrees of freedom available for inversion. At near 9
degrees of freedom, standard SMPS inversions become possible. Under these conditions, a
highly accurate TDMA inversion using a single integral becomes possible.
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14.4 Creation of an Inversion Routine Incorporating MultiCharged Responses
H-TDMA inversion routines can assume a single, high growth factor distribution
represents the first three charges, even in complex atmospheric aerosols. Highly multi-charged
responses returned the same growth factor distribution as each charges’ measured response.
Traditional inversion (Gysel et al. 2009; Stolzenburg 2018) routines are unable to resolve this
high growth, highly multi-charged situation. This example does not prove that Junior will be
correct in all cases, but this example does prove the single growth factor distribution assumption
is possible. Previous measurements of similar aerosols reported the growth factor distribution to
be a function of diameter (Carrico et al. 2010). These results contrast that report.
Hygroscopicity inversions from traditional methods will under predict growth factor.
Since charges greater than one grow less than their single charge counterparts in single charge
mobility space, spurious trends can result. Traditional methods assume the sampled population is
singly charged, and the presence of multiply charged particles create biases. Although we
investigated a single diameter, the trends can occur when sampling different diameters. When
DMA1 samples at 50 nm, the ratio of singly charged particles to doubly charged particles is
25.27, assuming a flat inlet size distribution. When DMA1 samples at 250 nm, the ratio of singly
charged particles to doubly charged particles is 2.07. Since the growth is unequal between
charges, a spurious diameter trend will result in high growth aerosols. Junior removes both the
under prediction in growth factor and the spurious diameter trends.
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If the sampled population is high growth (e.g. ammonium sulfate) and singly charged,
Junior's retrieved growth factor distribution will be more accurate than traditional methods. If the
growth factor distribution is a function of diameter and the growth factor decreases with an
increase in sample diameter, Junior's inversion will be more accurate than traditional methods. If
the growth factor increases as the sampled diameter increases, traditional methods will be more
accurate. Traditional methods reported the growth factor to decrease with an increase in sampled
diameter, for the complex aerosol above. Although the aerosol tested in this document showed
no diameter functionality, if it did have diameter functionality as previously reported, Junior
would still be more correct. Thus, we encourage the use of Junior for the recovery of growth
factor distributions from medium to high growth aerosols.

14.5 Development of Methods to Directly Study Surface
Energy Using a V-TDMA
We have previously shown that volatility separates the V-TDMA response into two
peaks: the lower diameter peak is the singly charged population and the remaining charges are
found in the higher diameter peak. When the singly charged response fully separates from the
higher diameter curve, the peak of the higher diameter curve can be assumed equivalent to the
second charge. Under these conditions, two condensation functions can be written. The constant
side of each equation is equivalent, and the numerical integrals can be equated. For a given mass
accommodation, the surface energy of the substance can be calculated. This surface energy
determines the relationship (distance in diameter) between the two peaks. We used this method
to study the surface energy of adipic acid. The surface energy of adipic acid determined by this
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method resided in between the previously published measurements (Bilde et al. 2003; Tao and
McMurry 1989). We need to perform further work on this method and especially study
intractable aerosol that have, heretofore, defied study.
This method would become extremely powerful for variable residence time ovens. With
variable residence time ovens, the oven temperature is set, and residence time is adjusted to
separate the charges. Then surface energy can be studied as a function of temperature. Instead of
temperature, different DMA1 diameters could be chosen at a constant temperature. This method
then allows investigators to develop relationships between surface energy and temperature or
surface energy and diameter in-situ.

14.6 Application of the Newly Constructed TDMA and
Model to the Study of Atmospherically Relevant
Aerosols
14.6.1 The Study of Bimodal Hygroscopic Responses from the Flaming
Combustion of Grasses
A previous study suggests that the emitted aerosol from the flaming combustion of grass, that
has a bimodal hygroscopic response, is the result of an external mixture (Carrico et al. 2010). We
find that the aerosol emitted from the flaming combustion of grass contains organic matter, soot,
and ash within a single particle. This internal mixture results from the flaming phase. If a
significant amount of inorganic ash is present in the emitted aerosol, the resulting hygroscopic
distribution will be bimodal. If inorganic ash is not present, the resulting hygroscopic distribution
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will be monomodal. This fits within the previous study's observations. With or without ash, the
emitted particles are an internal mixture of the emitted constituents.
However, the experimental method used to determine the mixing state does not definitively
prove the mixing state. No pictures of the particles were taken; no optical instruments were used.
However, we did measure the hygroscopicity and density simultaneously. If the emitted aerosol
was externally mixed, the resulting measurements should contain a step change in either density,
hygroscopicity, or both. This was not the observation. The response was a continuous trend from
smoldering-like aerosol to flaming-like aerosol. The observations do not prove the hypothesized
mixing state, but the observations could have disproved it. Finally, the covariance between the
measured data and a simple, volumetric mixing model explained 98% of the combined variance.
Thus, all observations can be explained as an internal mixture of smoldering-like and flaminglike aerosol, not an external mixture.

14.6.2 On the Correct Diffusion Model for Particle Evaporation

Relative humidity is both spatially and temporally variable. Changes in relative humidity
alter the water content of the aerosol. If the aerosol is evaporating, this alteration in particle water
content could change the evaporation rate. An increase in evaporation rate will change both the
particle size and organic content. Activation of the particle into a cloud droplet is a function of
these two parameters. Thus, if relative humidity alters the aerosol evaporation rate, relative
humidity will alter cloud droplet activation. Additionally, gas phase models are simple and easy
to administer. However, these models may not contain the detail necessary to reproduce the
evaporation phenomena in a variable relative humidity environment. Thus, use of gas phase
364

models to describe aerosol evaporation may lead to error in size, composition, and cloud droplet
numbers.
We found that the evaporation of grass burning aerosol accelerated with the dilution of
the gas phase and the introduction of relative humidity. A 200 nm particle at a relative humidity
of 21% evaporated 3.75 times more mass over a dry particle during the same period, 26 s. The
aerosol particles contained approximately 1% water by mass at a relative humidity of 21%. As
the relative humidity was reduced, the evaporation decelerated.
Gas phase diffusion models have difficulty explaining the accelerated evaporation. For
the gas phase model to be true, the evaporating constituents must be on the surface of the particle
(particle phase diffusion is slower than gas phase diffusion). With this assumption, the only
variable in the gas phase model capable of evaporating the particle quicker is mass
accommodation. The value must increase from 0.48 when dry to 1 when wet. Forcing all
volatiles to be on the surface and the mass accommodation to increase with the introduction of
water is implausible. A better choice is to use a particle phase diffusion model. When particle
phase diffusion is used, the addition of water must increase the diffusivity an order of magnitude.
The estimated particle phase diffusivity was 10-14 to 10-16 cm2/s when dry. The order of
magnitude increase in diffusivity seems reasonable given the diffusion of levoglucosan in water.
For this reason, we believe a gas phase model cannot sufficiently explain the evaporation of a
particle in a variable relative humidity environment: a particle phase diffusion model is the better
choice.
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14.6.3 The relationship between O:C ratio and Hygroscopicity of Aerosol
Generated by the Oxidation of Toluene
A relationship between the O:C ratio and hygroscopicity was made. This relationship was
similar to relationships that included many different types of secondary organic aerosol (Lambe
et al. 2011). Additionally, the hygroscopicity decreased with the increase in toluene
concentration. An increase in oxidant concentration increased the hygroscopicity. If the
hygroscopicity increases with subsequent oxidation steps, these observations are consistent with
previous work: increasing the oxidation concentration shifts the reaction toward higher oxidation
steps and increasing the toluene concentration shifts the reaction toward the reactants.
This work was performed in 2015. The work of Peng et al. (2016) introduced the concept
of atmospheric relevance. To assess the relevance of this work to atmospheric study requires
knowledge of the photo flux inside the reactor or knowledge of the ozone concentration exiting
the reactor. No measure of photon flux existed in the reactor in 2015, and the gas monitors did
not record the ozone concentration. This unfortunate event may limit the applicability of the
work. Further research into literature would be required to ensure applicability and to determine
any available claim.

14.6.4 On the Shape of the Mass Fraction Remaining Curves from Aerosol
Mass Spectrometers
We combined the V-TDMA with an AMS to compare mass fraction remaining plots from
the two instruments. We found that the azelaic acid mass fraction remaining curve measured by
Aerosol Mass Spectrometers is highly dependent on multi-charged populations. Although a
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selection of 200 nm particles by a DMA is singly charged by number, the population may be
multiply charged by mass. When incorporating this multicharged mass into the mass fraction
remaining plot, the shape significantly changed.
Previous attempts to model the evaporation process have suggested that the mass
accommodation could be much less than 1 (Park et al. 2013). These models did not consider the
presence of multiply charged particles. When mass accommodation is reduced, the mass fraction
remaining curve decreases in slope. The derived mass fraction remaining curve from the VTDMA is similar to the shape of the AMS and reducing the accommodation will create error.
Additionally, the V-TDMA CPC responses do not match the model output. Therefore, we
believe that the mass accommodation coefficient is equal to 1.
Previous authors suggest using the T50 temperature (the point of 50% mass evaporation)
to calibrate AMS mass fraction remaining curves (Faulhaber et al. 2009). The point of 50%
evaporation roughly correlated to the evaporation of the singly charged particles. The suggested
correlation does have merit. However, since the inlet size distribution has a significant influence
on this point, the applicability of this relationship should be limited to size distributions of the
same shape.
Since the combination of TAO and the V-TDMA enables the estimation of the mass
fraction remaining curve, we may be able to attribute a portion of the response to multi-charging.
Once the V-TDMA mass fraction remaining curve is equitable to the mass fraction remaining
curve of the AMS, we can apportion the response to multicharged particles. Then we could study
a complex aerosol. An aerosol from a complex source contains many different compounds. The
differences in vapor pressure and enthalpy of the various compounds also alters the shape of the
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resulting mass fraction remaining curve. By removing the multi-charged signal, we may recover
the contribution of the various compounds to the mass fraction remaining measurement. This
action may help increase the usability of mass fraction remaining curves from the AMS.

14.7 References
Bilde, M., Barsanti, K., Booth, M., Cappa, C. D., Donahue, N. M., Emanuelsson, E. U.,
McFiggans, G., Krieger, U. K., Marcolli, C., Topping, D. (2015). Saturation vapor pressures and
transition enthalpies of low-volatility organic molecules of atmospheric relevance: from
dicarboxylic acids to complex mixtures. Chemical reviews 115:4115-4156.
Bilde, M., Svenningsson, B., Monster, J., Rosenorn, T. (2003). Even-odd alternation of
evaporation rates and vapor pressures of C3-C9 dicarboxylic acid aerosols. Environ Sci Technol
37:1371-1378.
Carrico, C., Petters, M., Kreidenweis, S., Sullivan, A., McMeeking, G., Levin, E., Engling, G.,
Malm, W., Collett Jr, J. (2010). Water uptake and chemical composition of fresh aerosols
generated in open burning of biomass. Atmos Chem Phys 10:5165-5178.
Duplissy, J., Gysel, M., Sjogren, S., Meyer, N., Good, N., Kammermann, L., Michaud, V.,
Weigel, R., Dos Santos, S. M., Gruening, C. (2009). Intercomparison study of six HTDMAs:
results and recommendations. Atmos Meas Tech.
Emanuelsson, E. U., Tschiskale, M., Bilde, M. (2016). Phase state and saturation vapor pressure
of submicron particles of meso-erythritol at ambient conditions. The Journal of Physical
Chemistry A 120:7183-7191.
Faulhaber, A., Thomas, B., Jimenez, J., Jayne, J., Worsnop, D., Ziemann, P. (2009).
Characterization of a thermodenuder-particle beam mass spectrometer system for the study of
organic aerosol volatility and composition. Atmospheric Measurement Techniques 2:15-31.
Gysel, M., McFiggans, G., Coe, H. (2009). Inversion of tandem differential mobility analyser
(TDMA) measurements. Journal of Aerosol Science 40:134-151.

368

Lambe, A., Onasch, T., Massoli, P., Croasdale, D., Wright, J., Ahern, A., Williams, L., Worsnop,
D., Brune, W., Davidovits, P. (2011). Laboratory studies of the chemical composition and cloud
condensation nuclei (CCN) activity of secondary organic aerosol (SOA) and oxidized primary
organic aerosol (OPOA). Atmospheric Chemistry and Physics 11:8913-8928.
Massling, A., Niedermeier, N., Hennig, T., Fors, E. O., Swietlicki, E., Ehn, M., Hameri, K.,
Villani, P., Laj, P., Good, N., McFiggans, G., Wiedensohler, A. (2011). Results and
recommendations from an intercomparison of six Hygroscopicity-TDMA systems. Atmos Meas
Tech 4:485-497.
Park, S. H., Rogak, S. N., Grieshop, A. P. (2013). A Two-Dimensional Laminar Flow Model for
Thermodenuders Applied to Vapor Pressure Measurements. Aerosol Science and Technology
47:283-293.
Peng, Z., Day, D. A., Ortega, A. M., Palm, B. B., Hu, W., Stark, H., Li, R., Tsigaridis, K., Brune,
W. H., Jimenez, J. L. (2016). Non-OH chemistry in oxidation flow reactors for the study of
atmospheric chemistry systematically examined by modeling. Atmospheric Chemistry and
Physics 16:4283-4305.
Petters, M. D. (2018). A language to simplify computation of differential mobility analyzer
response functions. Aerosol Science and Technology 52:1437-1451.
Rader, D. and McMurry, P. (1986). Application of the tandem differential mobility analyzer to
studies of droplet growth or evaporation. Journal of Aerosol Science 17:771-787.
Salo, K., Jonsson, A. M., Andersson, P. U., Hallquist, M. (2010). Aerosol Volatility and
Enthalpy of Sublimation of Carboxylic Acids. J Phys Chem A 114:4586-4594.
Stolzenburg, M. R. (2018). A review of transfer theory and characterization of measured
performance for differential mobility analyzers. Aerosol Sci Tech 52:1194-1218.
Tao, Y. and McMurry, P. H. (1989). Vapor pressures and surface free energies of C14-C18
monocarboxylic acids and C5 and C6 dicarboxylic acids. Environmental science & technology
23:1519-1523.

369

Appendix A:

Supplement to Chapter 2

A.1: Atomization procedures
Figure A.1.1 documents the atomizer/pretreatment apparatus. All experiments in this
paper use this apparatus to generate test aerosols. House air provides the source air, which is
regulated to 20 psi unless otherwise noted. The supply air is then scrubbed of organics and
particles through a Pall 12011 carbon capsule filter and a Pall 12144 HEPA filter. The flow then
splits into two supply flows. One supply provides flow to an atomizer (custom), and the second
provides dilution flow. The two flows then recombine and enter 17-foot coil of 3/8 inch copper
tubing. At the coil exit, the excess flow is sent through a filter to an exhaust vent. The remaining
1.5 LPM passes through either an activated carbon denuder or silica gel drier. Both the carbon
denuder and silica gel drier had 33 inch long denuding sections. For all experiments, the
regulator is set to the specified pressure and the flow control valve was adjusted to obtain a
desired excess flow rate.
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Figure A.1.1: Aerosol pretreatment apparatus

For some experiments (especially volatility), we altered the pretreatment apparatus
shown above to present the aerosol to the Tandem Differential Mobility Analyzer (TDMA) near
equilibrium. The dilution flow was introduced after the denuders. A 20-gallon mixing tank was
placed between the exit of the pretreatment apparatus and the TDMA. The excess flow was then
removed after the tank. Residence times in the tank were between 2-10 min for all experiments.
The tank residence time in conjunction with the aerosol concentration ensured the aerosol and
gas phase was in near equilibrium prior to the TDMA entry. When the first Differential Mobility
Analyzer (DMA1) is operated in high flow, the aerosol sample is diluted by a factor of 10. This
dilution allows for evaporation of the aerosol in volatility.
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A.2: Equipment
The TDMA should be able to accurately measure diameters at both DMA1 and DMA2
(TSI-3081). There are two components to this accuracy: DMA voltage and DMA flow rates.
Both need to be checked. Accuracy to within 2% is required (Wiedensohler et al. 2012). For
hygroscopicity, the TDMA should be able to accurately control and measure relative humidity.
Lastly, volatility needs accurate and representative temperature in order to reproduce accurate
enthalpies. This equipment section will explain in detail the flow diagram in Figure 2.3.1. We
will see that through a mass balance, we can measure the aerosol flow calibration errors and
sheath stability using the aerosol flow meters. Then, we will explain the relative humidity control
and measurement methodology. We will end by explaining the volatility oven set up and why
only one characteristic temperature prevails.

A.2.1: Aerosol Flow through the Equipment
The aerosol sample flow enters the inlet on the top left of Figure 2.3.1. The inlet flow rate
is measured using a custom-built differential pressure flow meter (FM1). The aerosol is then
neutralized by a single NRD 2U500 Staticmaster Polonium 210 strip in a Particle Technology
Laboratory (University of Minnesota) neutralizer case. The sample then enters an automatic 3way valve (AV1). This valve selects either: a) Differential Mobility Particle Sizer (DMPS)
bypass, or b) DMA1 inlet. If DMPS is chosen, the automatic 3-way valve (AV2) must be turned
toward the auxiliary conditioner, and the manual 3-way valve (MV1) in the auxiliary conditioner
must be vented. These valve settings prevent potential flow between DMA2 and DMA1 through
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the auxiliary conditioner. The optional DMPS measurement channel utilizes DMA2 and the
Condensation Particle Counter (CPC) to determine particle size distributions.
If DMA1 inlet is selected (option b on valve AV1), the aerosol flow is classified in DMA1. The
outlet from DMA1 then enters into automatic valve AV2. This valve selects the: a) auxiliary
conditioner, or b) the experimental conditioners. Throughout this paper, the auxiliary conditioner
is a single tube with a manual 3-way valve. Assuming the experimental conditioners are selected
(option b above on valve AV2), the sample enters the next automatic 3-way valve (AV3). This
valve selects either: a) the humidifiers, or b) the oven. These options are the two built-in
experimental conditioners. Finally, the treated sample then leaves the experimental section of the
TDMA and enters the second custom-built differential pressure flow meter (FM2). The aerosol
sample then enters DMA2 to be size classified. The classified aerosol then passes to the CPC for
particle counting.
If a hygroscopicity measurement is desired (option a above on valve AV3), the sample is
humidified by splitting the total sample flow (1.5 LPM) between two Permapure MH-110-24S-4
Nafion humidifiers. The aerosol flows inside the Nafion membrane while humidified air passes
through the outer sheath in counter current flow. The humidity measured at the DMA2 inlet
determines the amount of wet air mixed with the constant dry air supplied to the humidifier
sheath. The humidifier surface temperature is controlled, and the humidifiers are insulated.
If a volatility measurement is desired (option b above on valve AV3), the sample passes to the
custom 0.12 m3 insulated oven. A manual 3-way valve (MV2) prior to the oven allows the flow
to bypass the oven and pass through only a diffusion denuder. If the oven is chosen, the aerosol
stream passes through a 15 m coil of 3/8 inch thin wall copper tubing suspended inside the oven.
Heat for the oven is provided by a 100 CFM equipment fan attached to a 400 W heater. Two
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additional equipment fans help circulate the air inside the insulated oven. The maximum oven
temperature during our initial testing was 100 °C. Gradients within the oven, at a set point of 100
°C, are less than 2.5 °C. Mean residence time in the oven, with a flow of 1.5 LPM, is
approximately 25 seconds. The length of tubing is necessary to: 1) increase the oven residence
time to include measured vapor pressures lower than 1x10-5 Pa, and 2) justify neglecting the
entrance and exit lengths. Once exiting the oven or bypass, the sample passes through a custom
12-inch diffusion denuder filled with activated carbon to remove any vapors that were released
from sample particles.
Once through DMA2, the selected particles are counted by a CPC. The TDMA uses a
single TSI 3776 Ultrafine CPC. The CPC, throughout this paper, is operated at a 1.5 LPM
sample flow rate and not intended to be used at 0.3 LPM. The sampled aerosol flow from the
second DMA travels through 13 inches of ¼ inch stainless steel tubing to the CPC providing a
small nominal delay. The pump inside the CPC has been disabled, and the exit flow from the
CPC is connected to the vacuum source. The CPC internal orifice maintains flow.

A.2.2: Manufacture and Calibration of Differential Pressure Flow Meters
(FM1 and FM2)
The two differential pressure flow meters are of identical construction. The sample
aerosol flow passes from ¼ inch stainless tube to a ⅛ inch tube (5 and half inches long). The
pressure drop across this ⅛ inch tube is measured by Dwyer 605-3 differential pressure meter
with 4-20 mA output. The output is passed through a 250-milliohm resistor to provide a 1 to 5
volt signal to the Data AcQuisition module (DAQ). Both assemblies are calibrated using a
Gillibrator bubble flow meter. A quadratic equation is fit to both calibrations as shown in Figure
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A.2.1. The two differential flow meters are slightly different but have high resolution. Nominal
operation is an aerosol sample flow of 1.5 LPM, which is in center of the measurement range.
Although the flow rate through the tube is clearly in the laminar regime, the curve is not linear.
This small curvature is attributed to no entrance length.

Figure A.2.1: Calibration of the two differential pressure flow meters. Both flow meters are of
same manufacture and should have nearly the same calibration. The flow meters are fit with a
quadratic form which indicated insufficient entry length.

A.2.3: Sheath Flow through the Equipment
There are five O’Keefe critical orifices utilized for flow restriction. Two are on the exit of
DMA1, two are on the exit of DMA2, and the fifth is on the exit flow of the dew point meter
(Edgetech Dewmaster). All orifices, along with the CPC outlet, are connected to a single vacuum
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line. A ¼ horsepower Gast vacuum pump provides continuous vacuum. This does not provide
enough vacuum to choke flow but is close and very stable. Each DMA outlet flow is calibrated
under operating conditions using the mass flow controllers and differential pressure flow meters.
There are four MKS GE-50A Mass Flow Controllers (MFC), labeled 1, 2, 3, and 4, in Figure
2.3.1. The first mass flow controller provides dry air from a compressor or house air to DMA1
sheath. Mass flow controller 2 and 3 provide either dry air, or a mixture of wet and dry air to
DMA2 sheath. The fourth mass flow controller supplies wet air to the aerosol humidifiers. All
four mass flow controllers are run by the analog outputs from either a National Instruments
USB-6343 or a National Instruments USB-6001 data acquisition module (DAQ).
The sheath flow for DMA1 and DMA2 is set and controlled by a combination of orifices
and MFCs. DMA2 uses one of two orifices to determine the outlet sheath flow: 5.45 LPM low
flow or a 14.4 LPM high flow orifice. DMA2 also has a 1.07 LPM stream feeding the chilled
mirror hygrometer. So, the total outlet flow for DMA2 is a combination of both the high or low
flow orifice and the flow to the hygrometer. The classified aerosol outlet from DMA2 is
controlled by two internal orifices inside the CPC. The inlet aerosol sample, through FM2, to
DMA2 is the difference between all orifice outlet flows to vacuum, including CPC, and the total
flow from MFC2 and MFC3 to DMA2.
The combination of flows from MFC2 (wet) and MFC3 (dry) determines the total sheath
flow and relative humidity of the DMA2 sheath. When relative humidity is controlled, the
automatic valve (AV4) diverts dry air from MFC2 to the sheath humidification tank (see
Appendix A.5.5). This air saturates with water and is mixed with dry air from MFC3. The mixed
stream then passes through a Pall 12144 HEPA filter to remove suspended particles. The sheath
can then be pre-heated if necessary. Throughout these experiments, the sheath heating option is
376

not used. If only dry air is desired, automatic valve (AV4) diverts flow from MFC2 directly to
the sheath omitting humidification.
DMA1 is similar to DMA2. The sheath flow exiting DMA1 is maintained by one of two
orifices: high or low flow, but without the hygrometer orifice. Since the sheath outlet is limited
by orifice and the flow from DMA1 to DMA2 is controlled by the flows in DMA2, the aerosol
inlet to the TDMA is maintained by the MFC1 set point. Therefore, to balance flow throughout
the entire TDMA, the total sheath mass flow rate to DMA 2 is first set to obtain 1.5 LPM at
FM2, then the MFC1 set point is altered to obtain 1.5 LPM at FM1.
The temperature and pressure of the DMAs is monitored in many ways. The pressure
inside the two DMAs is measured using two (one for each DMA) Honeywell 785PX2EN1XX050PAAAX pressure transducers. The temperature inside the first DMA is not
directly measured and assumed to be equal to the aerosol temperature measured at the inlet of the
second DMA. The second DMA temperature is assumed to be equal to the same aerosol
temperature measured at the inlet. There is a RTD inside DMA2 measuring temperature, but is
only used for humidity analysis.

A.2.4: Aerosol and Sheath flow accuracy and stability
In this section and Appendix A.2.5 through A.2.6, we will cover a few equipment
requirements in detail. These requirements include stable sheath and aerosol flows, control and
measurement of aerosol and sheath relative humidity, and the determination of the characteristic
oven temperature.
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We use the aerosol flow meters to calibrate the sheath orifices. These actions are all
performed with the TDMA sampling at laboratory air. The calibration is performed by placing
the TDMA in DMPS mode. The sheath MFCs are slowly increased until the aerosol flow
through FM2 is 1.5 LPM (equal to the CPC flow alone). This flow rate becomes the standard
flow rate through the DMA2 orifices. The orifice flow rates are then calculated using the MFC
flow rate, DMA2 pressure, and DMA2 temperature. Once complete, the AV1 is turned to
DMA1. Then the MFC to DMA1 is slowly increased until all aerosol flow rates are 1.5 LPM.
Then the orifice flow rate is calculated using the MFC flow rate, DMA1 pressure, and the DMA2
temperature.
The accuracy of the aerosol flow calibration can be estimated using FM1 and FM2 while
in DMPS mode. Since all flow is passes through both flow meters, and both flow meters are
calibrated individually; the variation between the two flow meters can be used to determine
calibration error. This action resulted in an accuracy of 0.003 LPM. We run at 1.5 LPM aerosol
flow, so this calibration error represents 0.2% error in aerosol flow rate. Changes in temperature
and pressure under lab conditions could create additional errors of 1.3%. This underscores the
importance of calibrating the differential pressure flow meters with a change in environment. All
known errors are below the required 5%.
Stability of DMA sheath can be estimated using the aerosol flow as well. The CPC is on
an orifice and the sheath exit is on orifice. These flows represent all exiting flow from the
DMAs. The MFCs provide inlet flows. The balance of the flow into and out of the DMA passes
through the aerosol flow meters. Therefore, any variation in exiting or entering flows is easily
seen in the aerosol flow meters. The aerosol flow varies by 0.01 LPM. Therefore, this variation
represents variability in sheath flow rate. At the low sheath flow rate 6 LPM, the variation is well
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below the required 2%. This variability matches the manufacturer specifications for the mass
flow controller.

A.2.5: Aerosol and Sheath relative humidity
Dry air supply to the TDMA is maintained at 30 psi and is filtered and scrubbed of
organics. This dry air supplies all MFCs and also provides constant dry air supply to the aerosol
humidifiers. The aerosol humidifier dry air supply is controlled by a precision pressure regulator.
Pressure normally operates at 2.5 psi but can be manually altered to facilitate drying or
humidification. A 1/8-inch Swagelok flow control valve sets the flow. The flow can be stopped
automatically using normally closed solenoid valve. This dry air is mixed with wet air from
MFC4 and sent to the shell side of the Nafion membranes.
The TDMA uses two, 2.5-gallon, stainless steel pressure tanks to humidify the air
streams. Air enters the tanks through a ¼ inch stainless steel tube at the top and is released
through a manifold at the bottom of the tank. The manifold is circular with small holes through
which the air is released. The bottom of each tank is heated externally by electric tank heaters.
The temperature of the water is measured internally by k-type thermocouples (Omega HKQSS18U-18). Neither tank is insulated. The aerosol tank was operated at 33 °C, and the DMA2
sheath tank was operated at 24 °C.
DMA2 is only lightly insulated (a single layer of insulation tape) and the inlet streams
(sheath and aerosol) have no insulation. Therefore, changes in environmental temperature will
influence the inlet streams and DMA2 unequally. When environmental temperature decreases,
the aerosol and sheath temperature quickly equilibrate and nearly parallel the environment. That
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is not true of the atmosphere inside DMA2. The insulation around DMA2 along with the large
metal structure limits the environmental influence. Therefore, a temperature difference exists
between the inside of the DMA2 and the inlet streams.
Control of the aerosol relative humidity can actually occur by three methods. Currently,
only two are used. The first is the typical Proportional Integral Derivative (PID) control. When
using this control method, the TDMA program alters the flow of wet air that is mixed with the
constant supply of dry to obtain the requested aerosol relative humidity. The second method that
is used sets the ratio between the two flow rates. This effect is similar to dew point control. Only
minor manual changes are made to place the aerosol flow near the correct relative humidity.
Changes in environmental temperature alter the actual aerosol relative humidity, so manual
adjustments are only made to ensure relative humidity oscillates around the desired set point.
The third method, which is not used, ensures the aerosol relative humidity follows the sheath
inlet relative humidity.
Control of the sheath relative humidity occurs by two methods. The first method is the
traditional PID control. The TDMA program alters the ratio of wet air with dry air to obtain a
relative humidity prior to DMA2 entry. The second method fixes the ratio of wet and dry air.
This second method is similar to dew point control. The relative humidity prior to DMA2 entry
oscillates with the environmental temperature, but the relative humidity in DMA2 is near stable.
Relative humidity in the system is quantified in one of two ways. The first is by use of
Vaisala HMP60C12C0A3B0 relative humidity and temperature (RH&T) probes. There are three
of these in the system. One measures the relative humidity and temperature of the aerosol stream
prior to DMA2 entry. A second measures the relative humidity and temperature of the sheath
flow entering DMA2. The last measures relative humidity and temperature exiting DMA2.
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Relative humidity is also measured by combining a dew point measurement from an Edgetech
Dewmaster chilled mirror hygrometer and an Omega SA1-RTD class A platinum resistance
temperature device (RTD). The small RTD has been placed inside DMA-2 under the lower
diffusion screen at the sheath flow outlet. We use ammonium sulfate aerosol to calibrate the
RTD (covered later). To calibrate the RH&T probes in the relative humidity conditioner, the
DMA2 sheath flow is raised high enough to back flow through the aerosol sample line filling the
entire TDMA system with only humidified sheath flows. The relative humidity is calculated
using the dew point from the chilled mirror hygrometer and the temperature measured by each
RH&T probe. In laboratory experiments, ammonium sulfate is atomized either at the beginning
or end of the experiments to ensure accurate calibration of the instrument. If out of specification,
a calibration is performed.
When in operation, we wait 1 hour to measure the aerosol after set point is achieved. This
allows all surfaces within the TDMA to equilibrate with the new humidity. When increasing
relative humidity, water absorbs to the surfaces (especially the sheath filter) and raises the gas
temperature. When deceasing relative humidity, the gas phase temperature drops. We should
note here that the manufacturer reported error in dew point measurement is 0.2° C, and the
manufacturer reported error in temperature (RTD) is 0.15° C. At 90% relative humidity, the error
in relative humidity is expected to be 1.2%.
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Figure A.2.2: Growth Factor and measured relative humidity over the course of a day. At time
zero, we set the flow rates to achieve near 90% relative humidity. After 30 minutes, we began
scans. From this data, we chose to begin experimental scans 1 hour after. We could probably
start at 30 minutes (growth factor follows relative humidity), but accuracy is reduced due to
temperatures not completely equilibrated. The drop in relative humidity shown (at ~1hr) is due to
a small change in wet/dry flow ratio adjusting for temperature. Oscillations are due to changes in
room temperature.

A.2.6: Oven Temperature
The oven is a 0.12 m3 insulated ice chest. The ice chest, typically used for chilling
drinks, has the advantage of maintaining heat quite well. Fresh air flow is passed through the
drain of the ice chest and a small vent hole is drilled in the lid. The fresh air flow passes through
a 400 W heater when entering the ice chest. Two additional equipment cooling fans operate
inside the ice chest. The heat from all the fans establishes a minimum heated temperature of 28°
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C. To cool the ice chest or to run at room temperature, the ice chest is opened. Unfortunately,
high temperatures (near 100° C) will eventually make the ice chest unusable.
15 m of thin wall copper tubing was manually coiled and suspended inside the oven. The coil
was spread so that air could easily flow around all aspects of the tubing. The residence time was
estimated at 25 seconds by comparing 2 second pulses of ammonium sulfate aerosol through the
oven and through the oven bypass.
Two thermocouples were placed inside the oven (outside the tubing). One thermocouple
controlled the oven temperature while the second measured the variation within the oven. The
maximum variation found within the oven was 2.5° C when operating at a 100°C set point. The
room temperature was 21.5° C. Another 1-foot long thermocouple was inserted into the exiting
aerosol flow from the oven. This thermocouple passes beyond the exit length to measure the
evaporation temperature within the oven.
Figure A.2.3, a plot of a Graetz model, is used to estimate the temperature pattern within
the oven. The x-axis is the distance from the entrance of the oven while the y-axis is shown as
equation 1. If the aerosol temperature is equal to the room temperature (inlet temperature), the
dimensionless temperature has a value of one. If the aerosol temperature is equal to the oven
temperature, the dimensionless temperature has a value of zero. To create the exit length, the
entrance length was mirrored. This mirrored region is intended to represent the 4 exposed inches
of tubing just outside the oven where the inlet and exit connections to external tubing are made.
Due to heat transfer limitations between the oven and the tubing wall, the actual aerosol
temperature does not achieve the oven temperature. We see from the figure that the aerosol
temperature begins and ends at room temperature, but quickly achieves an intermediate value
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between entrance and exit lengths. For all volatility experiments, we recorded the measured oven
temperature and the internal temperature. For all cases, the dimensionless temperature had an
average value of 0.286. This value repeated to within 1% for all cases. Additionally, we
measured the external surface temperature of the tubing inside the oven using a non-contact
pyrometer. In all cases, the temperature measured is within ±2.5 degrees of the measured internal
temperature over the tubing length. So, the horizontal line in this model is only an estimate of the
internal temperature in the oven. After this study, an additional 100 CFM equipment fan was
placed within the oven and flow limitations on the original inlet fan were removed. The
dimensionless temperature is now 0.05 at 50 C.

𝑈𝑈 =

(𝑇𝑇𝑂𝑂 − 𝑇𝑇)
(𝑇𝑇𝑂𝑂 − 𝑇𝑇𝑟𝑟𝑟𝑟 )

(𝐴𝐴. 2.1)
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Figure A.2.3: Temperature response of the oven. A Graetz model along with internal
temperature measurement was used to create the response. A dimensionless temperature of 1
means the aerosol temperature is equal to room temperature, and a dimensionless temperature of
0 means the aerosol temperature is equal to the oven temperature. The exit length of the tubing is
assumed to be exposed to room temperature. The exit length has been assumed to be a mirror of
the entrance length as estimation (see paragraph above).

Fifteen meters of tubing justifies neglecting the entrance and exit lengths but exposes the
oven to particle losses. To determine particle loss, ammonium sulfate was atomized using the
pretreatment apparatus (Appendix A.1) with the adjustments for volatility. A size was selected
by DMA1, and DMA2 was scanned to determine the peak of the curve. Then the voltage of
DMA2 was set to the peak concentration value. Once set, an average concentration was
determined over 30 seconds for ammonium sulfate particles passing through the oven. The valve
used to bypass the oven was switched allowing particles to bypass the oven. Then the averaging
procedure was repeated for the bypass. The penetration is the ratio of the average particle count
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through the oven divided by the average particle count through the bypass line. This process was
repeated for 20 nm through 430 nm. For diameters below and equal to 240 nm, high flow was
used for both DMA1 and DMA2. For diameters above 240 nm, low flow was used for both
DMA1 and DMA2. This procedure provides only an estimate of the actual particle losses.
Evaporation of the particles, increases in particle diffusivity with increased temperature, and
increases in thermal phoresis effects with increased temperature will alter these results when
under normal operation.
The data taken from this experiment were fitted using equations 2 through 4 below. A
least squares routine was used to fit the model which resulted in an effective length of 162
meters. A 70 nm particle has a measured penetration efficiency of 0.8. The fit of equations 2
through 4 to the measured data is pictured in Figure A.2.4.
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Figure A.2.4: Particle loss through the 15 m tubing coil inside the oven. Data represent
measured penetration fraction while the model represents equations 2 through 4 with an effective
length of 162 meters. This experiment was performed at room temperature (21.5° C).

When operating the oven, we wait 30 minutes for equilibrium to occur. This can be seen
in Figure A.2.5. The figure displays that we still needed some more time but were close to the
desired value. We chose the 30-minute time frame as a memorable time. So, all experiments wait
30 minutes for steady state to be established. Future experiments should delay for one hour. This
time would match the delay for hygroscopicity.
The equipment requirements, listed above in Appendix A.2.4 through A.2.6, meet
previously mentioned requirements. The DMA flows are accurate and extremely stable. The
relative humidity is measured in several places and controlled by several equivalent methods. By
controlling the ratio of dry to wet air, we enable near constant dew point. In this mode, the
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relative humidity inside DMA2 is calculated from the internal DMA2 temperature and the
measured dew point. For field experiments, we intend to control inlet relative humidity. Since
the instrument alters the dew point of the sheath air to maintain inlet relative humidity, use of the
dew point meter to calculate relative humidity can cause error. If excess condensate occurs, the
dew point meter must evaporate all condensate before returning to measurement. Therefore, the
measured dew point can be significantly different from the actual dew point. Therefore, when in
this control mode, the DMA2 outlet RH&T sensor is used to measure the characteristic relative
humidity. The internal aerosol temperature measured is the characteristic temperature of the
evaporating aerosol. We accomplish this using 15 meters of thin wall tubing. Particle losses in
this tubing can be substantial at small diameters but acceptable at larger diameters.
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Figure A.2.5: Final evaporated diameter from oven. The x-axis is time after heating of the oven.
We begin measurements after 30 minutes (marked with a vertical line). A small error in vapor
pressure may exist in our measurements.

A.3: Evaluation of DMA accuracy and alignment
Accuracy of DMA1 and DMA2 depends on both the flow rate and voltage. In Appendix
A.2.4, the flow accuracy was shown to be less than 2%. We now determine the accuracy of the
power supplies. We use Polystyrene Latex Spheres (PSL) to test the accuracy of DMA1 and
DMA2 while using only the DMA2 power supply. Then we end with placing both DMAs on
independent power supplies and testing alignment using atomized ammonium sulfate. These two
experiments will display the combined accuracy of flow rate with the power supplies. This
should be less than 2% (Wiedensohler et al. 2012).
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The two DMAs are TSI 3081 long DMAs, and the voltage is supplied by two Spellman
205B-10R high voltage power supplies. Error in the voltage supplied is a combination of three
factors. The first is the power supply itself. The second is the set point error due to error in
voltage signal (0-5 V) and interpretation between the DAQ and the power supply. The third is
the measurement error due to error in the voltage signal (0-5 V) and interpretation between the
DAQ and the power supply when recording the actual set point voltage. The combination of all
these errors along with flow is investigated in this section.

A.3.1: Accuracy between DMA1 and DMA2 and accuracy to PSL standard
A Polystyrene Latex (PSL) microsphere standard was used to test the alignment of
DMA2. Several drops of Fisher Scientific 09980024 PSL were atomized in 18 MΩ water using
the pretreatment setup (Appendix A.1). The standard was NIST traceable with a mean diameter
of 203 nm +/- 5 nm. This standard was the only diameter chosen. There are 2 reasons for this: 1)
smaller diameters are difficult to characterize due to noise from other solutes in the standard and
2) the maximum measurable diameter in high flow is 230 nm, limiting comparability between
low flow and high flow. Continuing with the experiment, the instrument was placed in DMPS
mode, and 5 scans were performed around 200 nm in both low and high flow. The average of
both high flow and low flow is shown in figure A.3.1. A log-normal curve was fit to the average
response of both curves to determine the diameter at peak. The grey area in Figure A.3.1
represents the accuracy of the PSL standard. Both the high flow and low flow agrees with the
standard mean within 1 nm, and the two are within 0.5 nm of one another. These diameters are
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well within the reported error in the PSL mean. Therefore, DMA2 with its corresponding power
supply agrees well within the error of the standard.

Figure A.3.1: DMA2 sizing experiment with 203 nm PSL standard. The grey area represents the
nominal size of the PSL standard with published error. Blue line represents measurement in high
flow while the red line represents measurement in low flow.

To measure the accuracy of DMA1, the 200 nm PSL standard was atomized using the
pretreatment apparatus (Appendix A.1). The first automated valve was turned toward DMA1.
The second automated valve was turned to the auxiliary conditioner. A ¼ inch copper tube was
plumbed from the second automated valve directly to the 3776 CPC. The power supply feeding
DMA2 was connected to DMA1. This allowed the instrument to perform a DMPS scan using
DMA1. This experiment was done at both low flow and high flow.
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Figure A.3.2 shows the results of this experiment. The greyed area represents the
accuracy of the PSL standard: 203 nm +/- 5 nm. The blue line represents high flow scan while
the red line represents low flow scan. A lognormal curve was fit to both scans and the mean is
displayed in the table. The high flow scan agrees with the standard mean within 1 nm, while the
low flow scan just over 1 nm from the standard mean. Both scans fall well within the PSL
standard area. Like the experiment above, DMA1 powered by the DMA2 power supply measures
the standard to within 2%.

Figure A.3.2: Sizing accuracy of DMA1 using DMA2 power supply. The grey area represents
the published size of the PSL including mean and standard deviation. The red line is low sheath
flow while the high sheath flow is represented by the blue line.

392

Both the DMA2 and DMA1 comparison to standard used the same calculation routines
and the same power supply. Therefore, the error between DMA1 and DMA2 can be associated
with the geometry (obstructions etc.) and the error in sheath flow rate in and orifice flow out. In
high flow at 200 nm, DMA2 is 1.32 nm above DMA1. This discrepancy represents an error in
average sheath flow of 0.15 LPM at high flow. This error will be distributed between DMA1 and
DMA2 assuming the geometry between DMA1 and DMA2 is identical. The largest discrepancy
in diameter occurs when both DMA1 and DMA2 are in low flow. The difference is 2.04 nm and
represents an average sheath flow discrepancy of 0.1 LPM in low flow. Again this error could be
distributed between both DMA1 and DMA2. These two errors represent 0.65 % (high flow) and
1.01% (low flow) of the DMA1 set point, which is well within the required 2 percent accuracy in
sheath flow.
We compared the entire diameter range by placing the instrument in TDMA mode and
using the auxiliary conditioner. We then atomized a solution of 0.2 g of ammonium sulfate in
100 ml deionized water using the pretreatment apparatus (Appendix A.1). We then selected a
diameter with DMA1, and scanned the area around that diameter with DMA2. DMA2 scanned
up once and scanned down once for a total of two scans per diameter. Five diameters were
chosen at every flow rate combination, and a log-normal curve was fit to every DMA2 response
to determine the mean response diameter. In this experiment all factors are considered including
power supply output and the error in the 0-5 V signal to and from the power supplies. These
results are shown in Figure 2.4.1.
In Figure 2.4.1, the x-axis is the average diameter of DMA1, while the y-axis is the
percent error calculated by subtracting the difference between the two DMA diameters and
dividing by the DMA1 diameter. Points above the zero line represent DMA2 being biased larger
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than DMA1, while below the line represents DMA1 being biased higher. The results from the
PSL experiment above can also be used to estimate error. The greyed area in the plot represents
the error ranges calculated from the 203 nm standard above. The legend shows which flow rate
was chosen for the two DMAs. For example, the red asterisks represent DMA1 being in low
sheath flow, and DMA2 being set to high flow.
The error from the comparison in Figure A.3.1 and A.3.2, represented by the grey area in
Figure 2.5.1, only explains a small portion of the bias between the two DMAs, and we can see
that the graph agrees with the previous conclusions at 203 nm. However, since both power
supplies are included in this experiment, additional bias is also included. It appears that inclusion
of the DMA1 power supply further biases the 203 nm results depending on the sheath flow rates
chosen in the DMAs. When low flow is chosen for DMA1, DMA1 is biased above DMA2. If
high flow is chosen, then the bias approaches the previously measured flow rate bias.
The rising trend at smaller diameters is an indication of a voltage error between power
supplies. If we assume that a single DMA is shifted by a constant voltage and no other errors
exist, then with both DMA1 and DMA2 in high flow, the voltage error would need to be 30 volts
at 40 nm and 70 volts at 200 nm. With DMA1 and DMA2 in low flow, the voltage error would
need to be 20 volts at 80 nm and 140 volts at 400 nm. The stated equipment error by the
manufacturer of the two power supplies allows for the majority, and in some cases all, of the
known error. At this point, no attempt to change the original, NIST certified calibration has been
made. Errors in diameter exceeding 2 percent exist below 70 nm. Therefore, no investigations
were made in this range.
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We see from these experiments that with both the power supply and flow rate, the TDMA
can measure to within 2%. This occurs at mobility diameters larger than 70 nm. Below this level,
errors larger than 2% are possible. We chose to not explore measurements in this area.

A.4: Differential Mobility Particle Sizer
The requirements for size distribution measurement systems, to ensure their accuracy and
intercomparability, are given by Wiedensohler et al. (2012). The instrument must measure
relative humidity and have controls to reduce or maintain relative humidity in both the aerosol
flow and sheath flow to less than 40% (See Appendix A.2). The aerosol flow rate should be
measured by a differential flow meter to an error of less than 5%, and the sheath flow rate should
be measured by either a differential pressure flow meter or a mass flow controller and should
vary by less than 2% (See Appendix A.2). The temperature and pressure in the DMA should be
measured prior to entrance (See Appendix A.2). Particle losses through the tubing, neutralizer,
and DMA should be quantified. CPC counting efficiencies should be incorporated in the
inversion, and the DMA alignment should be checked against a polystyrene latex (PSL) sizecalibration standard (See Appendix A.3). This section will cover particle loss characterization of
the DMPS channel, the inversion process, and the experimental setup used to compare the DMPS
channel to our standard size distribution measurement system.

A.4.1: Particle loss characterization
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The atomization and pretreatment setup (Figure A.1.1) was used to supply a dry
ammonium sulfate aerosol to a TSI 3080 classifier with a TSI 3081 long DMA. A solution of 0.2
grams of ammonium sulfate in 100 ml of deionized water was used in the atomizer. The exit of
the classifier was connected to a Swagelock 3-way valve. A short piece of copper tubing, labeled
C in Figure A.4.1, connected the 3-way valve to the TDMA inlet. Then the tubing at DMA2 inlet
was disconnected and connected with the short piece of tubing that normally connects the
classified aerosol exit from DMA2 to the CPC. The result of these connections is that all tubing
and devices, excluding DMA2, from the Differential Mobility Particle Sizer (DMPS) channel
were connected together in series. This series of tubing from the TDMA was connected to line B.
The end of the B tubing was then connected to a three way valve which was directly connected
to the 3776 CPC. A second line, A, bypassed the DMPS channel of the TDMA and directly
connected the two three way valves. The length of line A was roughly equivalent to line B
making sure that similar bends occurred and no kinks were present. We should note that the
length of line C was much less than line B. The Polonium source was removed from the
TDMA’s neutralizer so that only the housing remained.
A diameter would be selected on the classifier, and the CPC pulled particles through the
system at 1.5 LPM. The number of penetrating particles detected by the CPC was recorded after
a 20 second equilibration time. Both 3-way valves were turned and the process was repeated 10
times per diameter. The particle penetration, PT, was expressed as the ratio of the particles
detected through the TDMA-B-C path divided by the number of particles detected through path
A.
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Figure A.4.1: Particle loss experimental apparatus. The length of C is much less than B.

The model (Friedlander 2000) used to calculate penetration, PT, is reproduced as equation
2 through 4. In equation 2, k is the Boltzmann constant, T is the temperature, dp is the particle
diameter, C is the Cunningham correction factor, and D is the diffusivity of a particle of size dp.
The Cunningham correction factor, C, and mean free path in air, λ, are calculated using relations
published by (Kim et al. 2005). The gas viscosity, μ, is calculated using the expression by Allen
and Raabe (1985). In equation 3, Q is the CPC flow rate of 1.5 LPM. CPC low flow, 0.3 LPM,
was not characterized and is not intended for use. Leff is the effective length of straight tubing
(incorporating straight tubing with equivalent particle losses from tubing bends), which was
determined to be 30 meters. The minimum scanned diameter is intended to be 20 nm with the
TSI long DMA. The modeled penetration is 0.7 at 20 nm.
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The average penetration values of the experiment are shown as blue asterisks in Figure
A.4.2. The error bars are the 95% confidence intervals of the mean. High sheath flow was used
in the classifier for 230 nm or less. For diameters 230 nm and above, low sheath flow was used.
At 230 nm, both sheath flows were used. Penetration under low sheath flow appears slightly
higher than high sheath flow. We have yet to determine the reason for the mismatch at 230 nm.
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Figure A.4.2: Particle penetration through DMPS tubing and corresponding model. The data are
measured values from the DMPS particle penetration experiment. Error bars represent the 95%
confidence interval for the mean of the measured values. The green line is the fitted model
defined by equations 2 through 4. The fitted effective length is 30 meters.

A.4.2: Inversion of DMPS data
Variables and equations used in the inversion of the DMPS data follow ISO 15900
requirements. The bipolar charge fraction, η, is calculated using the expression published by
Wiedensohler (2012) with constants from Baron (2005). For charges greater than 2, the
expression from Gunn (1956), along with the assumption that the ratio of the electrical mobility
of the positive to negative ions is 1.4/1.6 (Wiedensohler 1988), is used for a total of 10 charges
in the inversion routine. The equation for the CPC detection efficiency, ω, used in the inversion
was generated by Hermann et al (2007).
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The inversion routine uses equation 5 to obtain the inlet size distribution N. The
measured CPC response is arranged into the Rc array. The Q array represents fractional
contributions to the inversion including the DMA2 transfer function, CPC detection efficiency,
TDMA tubing losses, and charging fraction. Each DMA2 voltage bin is represented by the
subscript i. The inversion is completed by performing non-negative least squares (Lawson and
Hanson 1974) on equation 5.

𝑹𝑹𝒄𝒄 [ 𝑖𝑖 × 1] = 𝑸𝑸[𝑖𝑖 × 𝑖𝑖] ∗ 𝑵𝑵[𝑖𝑖 × 1] = ∆ ∗ 𝑯𝑯[𝑖𝑖 × 𝑗𝑗] ∗ 𝑭𝑭[𝑗𝑗 × 𝑖𝑖] ∗ 𝑵𝑵[𝑖𝑖 × 1]

(𝐴𝐴. 4.4)

To increase the resolution of the charge correction, the DMA2 voltage bins are further
sub-divided into 300 diameter bins denoted by the subscript j. The limits of the j diameter bins
extend beyond the limits of voltages i. The lowest j diameter bin is equal to 1.1 times the
mobility of the smallest voltage bin i. This extension covers the transfer function resulting from
bin i. The largest diameter bin j is equal to the 3 charge diameter equivalent of the last bin i
mobility. This extension allows for charge correction of the maximum bin i and requires an
assumption of the shape of the size distribution beyond the measured i bins. In equation 5, Δ is
the logarithmic diameter spacing of the j diameter bins. The F array calculates the particle
concentrations in the j diameter bins, while the array H contains the previously mentioned
fractional information using bin j diameters and bin i voltages. The product of the H and F array
results in the Q array.
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The F array calculates the size distribution at each diameter bin by either relating the
diameter bins to the voltage bins by a power law expression or by a logarithm. The slope for the
power law relationship is Pi, and γi provides the slope for the logarithmic relationship. Pi and γi
are calculated for each voltage bin i. This calculation is done by performing a least squares fit of
the nearest 5 voltage bins (i-2, i-1, i, i+1, i+2) for both relationships. If the slope, Pi, relating the
nearest 5 voltage bins is less than 8, then the power law relation holds. However, if the slope is
greater than or equal to 8, then the least squares logarithmic fit is used. When the voltage bin i is
less than 3, the smallest 5 voltage bins are used in the relationship. Likewise, if the nearest
voltage bin is less than 3 bins from the largest voltage bin i, the largest 5 voltage bins are used
for equation 6. In these relations, dp* represents the diameter associated with the centroid of
voltage bin i, and dp represents the diameter bin j. To calculate F[j,i], each dp(j) is related to the
nearest voltage bin i. The equation for F is reproduced as equation 6.
The array H contains all the ratio information: the DMA transfer function Ω, the charging
fraction η, the CPC efficiency ω, and the losses in the TDMA, PT. The expression for H is shown
in equation 7. The DMA transfer function used is shown as equations 8 through 13 (Hagen and
Alofs 1983). In the DMA transfer function equations, qm is the main sheath exit flow, qc is the
clean inlet sheath flow, qa is inlet aerosol flow, and qs is the classified aerosol flow. L is the
length of the 3081 DMA, and Vt is the voltage. The inside and outside radius of the DMA are a
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and b respectively. The number of charges is ξ, and e is the charge of an electron. We should
note that a more economical and concise form of the transfer function is now available
(Stolzenburg and McMurry 2008).
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𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣 < 𝑣𝑣1

⎫
𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣1 ≤ 𝑣𝑣 < 𝑣𝑣2 ⎪
⎪
⎪
𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣2 ≤ 𝑣𝑣 < 𝑣𝑣3
⎬
𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣3 < 𝑣𝑣 < 𝑣𝑣4 ⎪
⎪
⎪
𝑓𝑓𝑓𝑓𝑓𝑓 𝑣𝑣 ≥ 𝑣𝑣4
⎭
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(𝐴𝐴. 4.12)

A.4.3: Experiment to test inter-comparability to TSI 3696 SMPS
A solution of 0.2 g of >99% pure ammonium sulfate, Sigma Aldrich A4915, in 100 ml of
18 MΩ DI water was made. The solution was placed into the pretreatment atomizer (Appendix
A.1). The excess flow from the pretreatment apparatus was closed so that all flow exits the
apparatus and enters into a 20 gallon mixing tank as shown in Figure A.4.3. After the mixing
tank, the excess flow, 0.65 LPM was removed. The total flow into the tank was 2.45 LPM
providing an average residence time of approximately 31 minutes. This residence time ensured
that the aerosol was at equilibrium with the gas phase. The Po-210 strip in the TDMA Particle
Technology Lab (PTL) housing was removed, and the housing was reinstalled inside the TDMA.
Two Po-210 strips in a single PTL housing were used as a common neutralizer for both the
SMPS and the TDMA to ensure no neutralizer bias existed. The CPC used in the TSI SMPS
pulled 0.3 LPM. The sheath flow rate used in the SMPS classifier was 6.0 LPM which matched
the TDMA operating in low flow. The complete test apparatus is shown in Figure A.4.3. Ten
scans were performed while the TDMA was in low flow, and then the sheath flow in DMA2 was
increased. A second set of ten scans was performed. The average of the 10 scans from this
experiment is shown in Figure 2.5.1. Ten scans from the TSI instrument were also obtained and
the reported response is also an average of those scans.
Nearly all system specifications were met by the TDMA. The dry sheath was selected for
the experiment and has a relative humidity of less than 10%. The relative humidity measured by
the aerosol RH&T was 38%. Both are less than the required 40%. Flow rate variability and
accuracy were displayed in Appendix A.3 and exceed standard. The temperature is measured by
the sheath RH&T sensor prior to DMA entry, and the absolute pressure comes from DMA
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pressure transducer. This pressure transducer is located in a ⅜ inch tube at the exit of DMA-2.
This location is in contrast to the recommended requirements.

Figure A.4.3: DMPS channel test apparatus

A.5: Inversion of TDMA data
Inversion of TDMA data uses equations 14 through 16 to obtain the size distribution, N,
prior to DMA2 entry (Stolzenburg and McMurry 2008). The negative of the derivative of the
natural log of mobility with respect to the natural log of diameter (a*) is the only additional
variable, with all other variables previously defined. Once inverted, a log-normal curve is fit to
the resulting inlet distribution using least squares (Cocker et al. 2001). The mean of this fit is
used for further analysis. Equations for mean free path, viscosity of air, Cunningham correction,
CPC efficiency, and charging efficiency are as previously defined in the DMPS section.
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Although the distribution is corrected for single charge efficiency, no multi-charge correction is
performed due to the mono-disperse nature of the distribution. Last, the inversion routine also
calculates the diameter associated with the centroid of the DMA1 mobility so bias can be
investigated. This method is a DMPS inversion method, and use of this method will incur error.

𝑅𝑅𝑐𝑐 ∗ 𝑎𝑎∗
𝑁𝑁 = 𝑞𝑞
𝑎𝑎
𝑞𝑞𝑠𝑠 𝛽𝛽(1 + 𝛿𝛿)𝜔𝜔𝜔𝜔
𝛽𝛽 =
𝛿𝛿 =

(𝐴𝐴. 5.1)

(𝑞𝑞𝑠𝑠 + 𝑞𝑞𝑎𝑎 )
(𝑞𝑞𝑚𝑚 + 𝑞𝑞𝑐𝑐 )

(𝐴𝐴. 5.2)

(𝑞𝑞𝑠𝑠 − 𝑞𝑞𝑎𝑎 )
(𝑞𝑞𝑠𝑠 + 𝑞𝑞𝑎𝑎 )

(𝐴𝐴. 5.3)

There are four errors associated with this inversion method. 1) The size distribution can
manipulate the distribution exiting DMA1 (Rader and McMurry 1986). 2) The mobility
transformation ratio, mobility exiting the conditioner divided by the mobility entering the
conditioner (Rader and McMurry 1986), may not be the same between the charges (1st, 2nd, 3rd,
etc). 3) The convolution of the two DMA transfer functions shifts the final response. 4) The
distribution exiting the conditioner is not significantly larger than the width of the DMA2
transfer function. All four errors influence the accuracy of the log-normal fit to the inversion at
DMA2.
During all hygroscopicity measurements, the centroid of the DMA1 transfer function
was equal to or greater than the mean of the atomized log-normal distribution. Under these
conditions, multi-charging will be low. This will reduce, but not eliminate, the error due to item
2 above. By measuring the dry diameter, the error associated with item 1 above is taken into
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consideration. The convolution error, item 3, will be present in both the dry and wet diameter
measurements. But in both measurements, the TDMA is in high flow, which will reduce the
convolution error. The fourth item could be a problem. In using this method, we are assuming
that the mean of the fitted log-normal size distribution equates to the peak of the size distribution
exiting the conditioner. Since the recovered size distribution using the above method could be in
error, this equality is not guaranteed. Only proper DMA2 inversion of narrow distributions,
especially when sampling complex atmospheric aerosols, can reduce item 4 above. We expect
error.
For volatility, the DMA1 centroid was well above the mean of the atomized log-normal
size distribution in all cases. Like hygroscopicity, this sampling method minimized item 2 and
item 1 above. For item 3 above, both DMA1 and DMA2 were in high flow and the convolution
will be low. For volatility, the width of the distribution exiting the volatility conditioner expands
quickly. The response widening is the result of the residence time distribution in the oven.
Assuming laminar flow, particles traveling along the centerline of the tubing exit more quickly
than those traveling along the walls of the tubing. This difference in residence time spreads the
size distribution exiting the volatility conditioner. Additionally, the mean particle size decreases,
which narrows the DMA2 transfer function. The widening of the size distribution entering
DMA2 and narrowing of the DMA2 transfer function facilitates inversion as the size distribution
entering DMA2 becomes larger than the DMA2 transfer function. But, only proper DMA2
inversion will guarantee recovery of the size distribution exiting the volatility conditioner in all
cases. Like above, we expect error with this inversion method.
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A.6: Hygroscopicity
In this section, we highlight the additional requirements for hygroscopicity. The accuracy
of the diameter measurements of DMA1 and DMA2 are discussed in Appendix A.3. The relative
humidity control and measurement is discussed in Appendix A.2. Here we will detail the stability
and accuracy of relative humidity in DMA2, calculation of hygroscopicity, obtaining the data for
the calculation, and the errors assumed in reporting the hygroscopicity values.

A.6.1: Stability and Accuracy of Relative Humidity in DMA2
To determine the relative humidity stability, we atomized 0.2 grams of ammonium sulfate
(part #A4915 Sigma-Aldrich) in 100 ml of 18 MΩ water using the pretreatment apparatus
(Appendix A.1). Both DMA1 and DMA2 were placed in high flow. Four dry (15% relative
humidity) scans at 70 nm were performed. The relative humidity was then increased by setting
the dew point to obtain relative humidity values near 90%. This humidity was maintained for
over 4 hours. During this time, 64 measurements of wet diameter were made. The growth factor
of each wet diameter measurement was calculated by dividing the wet diameter by the mean dry
diameter of the four dry scans.
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Figure A.6.1: Data resulting from the atomization of ammonium sulfate for 4 hours in the
laboratory. The primary y-axis is the difference between measured relative humidity (from dew
point temperature and absolute temperature corrected for bias) and the calculated value relative
humidity from the measured growth factor. The second y-axis is measured growth factor.

Figure 2.6.1 plots growth factor on the right axis and measured relative humidity,
calculated from the dew point and DMA2 temperature, on the left in black (Buck 1981). The
calculated relative humidity from Figure 2.6.1 can be compared to the relative humidity derived
from the growth factor (Tang and Munkelwitz 1994) plotted in red. Time zero in this plot
represents approximately one hour after setting the dew point to achieve a relative humidity of
near 90%. The oscillations in relative humidity and growth factor are caused by oscillations in
laboratory room temperature. We see that the mean in measured relative humidity and calculated
curves in Figure 2.6.1 do not match. To calibrate the instrument, we adjusted the RTD values
down by 0.27 °C to eliminate the bias. Therefore, after adjustment, the mean of the black curve
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was shifted up to match the mean of the red curve. Under these conditions, one standard
deviation in growth factor is 0.032, which is within the required value of 0.07 (Massling et al.
2011).
Figure A.6.1 displays the difference in the measured relative humidity, adjusted for bias,
and the calculated relative humidity from the growth factor. The stated accuracy in the dew point
measurement is ±0.2 °C, and the stated error in the DMA2 temperature measurement is ±
0.15°C. If we assume that the stated error from those temperatures is equal to ± 3 standard
deviations, the error in calculated relative humidity should be ± 1.2%. However, Figure 2.7.1
clearly displays errors of ± 0.6, half of the stated manufacturer error. We assume the remaining
error must be long term instrument error occurring beyond the experimental time frame. The
long term error can be corrected with occasional calibration. We conclude that the TDMA, once
calibrated, will maintain accuracies of ± 0.6 in our laboratory experiments.

Table A.6.1: Equilibrium requirements for water with a flat interface and a spherical interface
Flat

Chemical
Equilibrium
Thermal
Equilibrium
Mechanical
Equilibrium

𝑣𝑣�
(𝑃𝑃 − 𝑃𝑃∗ )�
𝑦𝑦𝑃𝑃𝑔𝑔 = 𝑥𝑥𝑃𝑃 ∗ 𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑅𝑅𝑇𝑇𝑔𝑔 𝐿𝐿
𝑃𝑃𝑃𝑃𝑃𝑃

Combined
Equilibrium

𝑣𝑣�
𝑦𝑦𝑃𝑃𝑔𝑔 = 𝑥𝑥𝑃𝑃 ∗ 𝑒𝑒𝑒𝑒𝑒𝑒 � �𝑃𝑃𝑔𝑔 − 𝑃𝑃 ∗ ��
𝑅𝑅𝑅𝑅

𝑇𝑇𝐿𝐿 = 𝑇𝑇𝑔𝑔 = 𝑇𝑇

Spherical
𝑦𝑦𝑃𝑃𝑔𝑔 = 𝑥𝑥𝑃𝑃 ∗ 𝑒𝑒𝑒𝑒𝑒𝑒 �

𝑣𝑣�
(𝑃𝑃 − 𝑃𝑃 ∗ )�
𝑅𝑅𝑇𝑇𝑔𝑔 𝐿𝐿
𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝐿𝐿 = 𝑇𝑇𝑔𝑔 = 𝑇𝑇

𝑃𝑃𝐿𝐿 = 𝑃𝑃𝑔𝑔 +

𝑃𝑃𝐿𝐿 = 𝑃𝑃𝑔𝑔

𝑦𝑦𝑃𝑃𝑔𝑔 = 𝑥𝑥𝑃𝑃∗ 𝑒𝑒𝑒𝑒𝑒𝑒 �

4𝜎𝜎
𝑑𝑑𝑝𝑝

4𝜎𝜎𝑣𝑣�
𝑣𝑣�
� 𝑒𝑒𝑒𝑒𝑒𝑒 � �𝑃𝑃𝑔𝑔 − 𝑃𝑃 ∗ ��
𝑅𝑅𝑅𝑅𝑑𝑑𝑝𝑝
𝑅𝑅𝑅𝑅

A.6.2: Derivation of relation to determine Hygroscopicity from DMA2
measurements
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To calculate hygroscopicity, a relation must be developed to relate hygroscopicity to
relative humidity, dry diameter, and wet diameter. We begin with the three requirements for
water equilibrium shown in Table A.6.1: chemical, thermal, and mechanical (Tester and Modell
1997). In these relations, we have assumed that both the liquid phase and gas phase are ideal, the
droplet is spherical, and a Gibb’s dividing surface. The g subscript represents the gas phase, and
the L subscript represents the liquid phase. Temperature is T. P* represents the pure component
saturation vapor pressure of water at temperature T. The mole fractions of water in the gas and
liquid phases are denoted by y and x respectively. R is the gas constant, ṽ is the molar volume of
water, and σ is the surface tension of pure water. The combined equilibrium expression is made
by combining the three equilibrium requirements in two steps: 1) equating the gas and liquid
phase temperature in the chemical equilibrium expression and replacing with the variable T
without a subscript and 2) substituting the mechanical equilibrium expression for the liquid
phase pressure in the chemical equilibrium expression. The spherical combined equilibrium
expression has an extra exponential term that arrives from the Kelvin effect. The other
exponential term is the integrated form of the Poynting correction factor (PCF). This factor is
approximately equal to 1 under atmospheric conditions and is neglected here.
The combined equilibrium requirement for the spherical droplet is further altered to
approach the desired hygroscopicity relation. First the saturation vapor pressure is moved to the
left side of the equality. The left side of the equality, which has become the partial pressure of
water divided by vapor pressure, is replaced by relative humidity, RH. This yields equation 17.
In equation 17, we have replaced the mole fraction, x, with mole fraction of water, xw, in the
liquid phase.
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4𝜎𝜎𝑣𝑣�
𝑅𝑅𝑅𝑅 = 𝑥𝑥𝑤𝑤 𝑒𝑒𝑒𝑒𝑒𝑒 �
�
𝑅𝑅𝑇𝑇𝑑𝑑𝑝𝑝

(𝐴𝐴. 6.1)

We then begin development of an expression, equation 18, for the mole fraction of water
by equating the mole fraction to the moles of water, nw, divided by the sum of the moles of water
and the moles of solute ions. The moles of ions in solution are equal to the number of ions, ζ,
times the moles of solute, ns. We then divide both the numerator and denominator by moles of
water. The final term in the denominator is equivalent to the ratio of volumes (V), densities (ρ),
and molecular weights (M). The final step is to replace the hygroscopicity, κ, for the ratio of
densities, molecular weights, and number of disassociated ions (Farmer et al. 2015).

𝑥𝑥𝑤𝑤 =

𝑛𝑛𝑤𝑤
1
1
1
=
=
=
𝜁𝜁𝑛𝑛𝑠𝑠 + 𝑛𝑛𝑤𝑤 1 + 𝜁𝜁𝑛𝑛𝑠𝑠 1 + 𝑉𝑉𝑠𝑠 𝜁𝜁𝜌𝜌𝑠𝑠 𝑀𝑀𝑤𝑤 1 + 𝜅𝜅 𝑉𝑉𝑠𝑠
𝑉𝑉
𝑛𝑛
𝑉𝑉 𝜌𝜌 𝑀𝑀
𝑤𝑤

𝑤𝑤 𝑤𝑤

𝑠𝑠

𝑤𝑤

(𝐴𝐴. 6.2)

We now assume that the volume of water and the dry volume of solute is additive. This
assumption along with assuming the initial aerosol particle is spherical creates equation 19, and
associated equation 20. In these equations, the mean diameter associated with the dry scan is
substituted into Ddry. Each wet scan provides the Dwet diameter. Growth factor is the ratio of the
wet diameter to the dry diameter and is denoted as gf. Temperature comes from the resistance
temperature device (RTD) inside DMA2. The surface tension is assumed as pure water, 0.072
N/m. The molar volume of water is assumed to be 0.000018 meters cubed per mole.
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𝑔𝑔𝑓𝑓 3 − 1
4𝜎𝜎𝑣𝑣�
𝑅𝑅𝑅𝑅 = 3
𝑒𝑒𝑒𝑒𝑒𝑒 �
�
𝑔𝑔𝑓𝑓 − 1 + κ
𝑅𝑅𝑅𝑅𝑔𝑔𝑓𝑓 𝐷𝐷𝑑𝑑𝑑𝑑𝑑𝑑
𝑔𝑔𝑓𝑓 =

𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤
𝐷𝐷𝑑𝑑𝑑𝑑𝑑𝑑

(𝐴𝐴. 6.3)
(𝐴𝐴. 6.4)

A.6.3: Calculation of hygroscopicity from DMA2 measurements
The TDMA must provide particle diameters at two relative humidities (i.e., dry and wet)
for the calculation of hygroscopicity. A set of low humidity dry scans are used to determine the
dry diameter at DMA2, and a single, high humidity wet scan is used for the wet diameter. The
low humidity scans are obtained at a relative humidity of 15%, while the high humidity scans are
at approximately 90%.
To determine the values of dry and wet diameters, the data from the CPC is inverted and
fit with a log-normal curve (see Appendix A.5). The mean of the dry lognormal curve fit is used
for Ddry while the mean of the wet log normal curve fit is used for Dwet. It is important that
enough points (more than 5) exist in the curve fit to obtain an accurate estimate of the diameter.
Figure A.6.2 is an example scan of an ammonium sulfate run. This wet scan was the 36th
observation in the group of 63 and is close to the mean of the population. The dry scan shown
was the first of the four dry scans. The number of points within each curve is representative of
the typical scan. There are seven points in the dry scan log normal fit and nearly eleven points in
the wet. The two diameters are used to calculate growth factor (equation 20), and the growth

412

factor along with the measure relative humidity and dry diameter are used to calculate the
hygroscopicity using equation 19.

Figure A.6.2: Example Hygroscopicity scan using Ammonium Sulfate. The blue asterisks
represent measured concentrations under dry conditions (15%). Red asterisks represent measured
concentrations under wet conditions (90.5%). The blue and red lines are the log-normal curve fits
of the blue and red asterisks respectively.

A.6.4: Errors in calculated hygroscopicity
The errors in the calculation of hygroscopicity can come from many sources. The
measurement of dry and wet diameter can be reduced to both accuracy and repeatability of
measurements by DMA2 (see Appendix A.3) and accuracy and repeatability of the curve fit. The
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accuracy of relative humidity is discussed in Appendix A.6.1. Here, we will compare the errors
associated with hygroscopicity.
To measure DMA2 repeatability in both measurement and curve fit, repeated dry scans in
this run were compared. This eliminates relative humidity as a factor. The four dry scans yielded
a mean dry diameter of 70.78 nm with a sample standard deviation of 0.03 nm. The scans were
performed under high flow conditions in both DMA1 and DMA2. From the DMA alignment
experiments (Appendix A.3), both the dry scan and wet scan are measured high by DMA2. The
value of the bias changes with diameter, and we can conclude from the changing bias that the
wet scan would be high by 0.5 nm. This alignment error is 16 times the size of the previously
mentioned standard deviation. Assuming 0.5 nm as the error in size measurement, instead of
0.03, this small bias in diameter would lower the reported growth factor to 1.748 from 1.755.
The reduction in growth factor alters the hygroscopicity reported in Figure A.6.2 by 0.008. From
this we conclude that the errors in measurement of diameter by DMA1 and DMA2 do not
significantly impact the reported hygroscopicity.
However, if we assume the manufacturer error in relative humidity accuracy from
Appendix A.2.5, the hygroscopicity would be between 0.48 and 0.61 for Figure A.6.2. The
relative humidity error produces an error 10 times the size of the diameter error. It is for this
reason we estimate the error in hygroscopicity using relative humidity alone.
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A.6.5: Experiments to determine hygroscopicity of standards
In addition to ammonium sulfate, 5 additional standards were atomized through the
pretreatment apparatus (Appendix A.1) to check hygroscopicity:1) 0.18 grams of levoglucosan
(Aldrich 316555) in 100ml 18 MΩ DI water, 2) 0.23 g of glutaric acid (Adrich G3407) in 100ml
of 18MΩ DI water, 3) 0.24 g of malonic acid (Sigma-Aldrich M1296) in 100 ml of 18 MΩ DI
water, 4) 0.11 g of oleic acid (Sigma-Aldrich 75090) in 100 ml of methanol (Sigma-Aldrich
179337), 5) 0.20 g of fructose (Sigma F0127) in 100 ml of 18 MΩ DI water. Table 2.6.1 lists the
measured hygroscopicities of these standards. When using water as a solvent, the denuder in the
pretreatment apparatus was filled with silica. For methanol, the denuder was filled with activated
carbon. A dry diameter of 70 nm was chosen for all species, and wet scans were performed at a
relative humidity of around 90%. Each standard contained between 44 wet scans (Fructose) and
64 wet scans (ammonium sulfate).

A.7: Volatility
In this section, we highlight the additional requirements for volatility. The accuracy of
the diameter measurements of DMA1 and DMA2 are discussed in Appendix A.3. The oven
temperature control and measurement is discussed in Appendix A.2. Here we will detail the
derivation of the equation to calculate vapor pressure, obtaining the data for the calculation of
vapor pressure, the calculation of enthalpy, and the errors assumed in reporting the values for
vapor pressure and enthalpy.
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A.7.1: Derivation of vapor pressure relationship
The calculation of vapor pressure begins with equation 21. The mass of the particle is m, t
is time, A is the surface area of the particle, dp is the diameter of the particle, and J is the mass
flux of the gas to or from the surface of the particle. Equation 21 represents a mass balance on
the particle. The material flux to or from the particle will either positively or negatively change
the mass of the particle respectively. In this expression, we have assumed a continuum fluid
regime model.

𝑑𝑑𝑑𝑑
= 𝐴𝐴𝐴𝐴
𝑑𝑑𝑑𝑑

(𝐴𝐴. 7.1)

We assume that the particle is spherical and that the particle has one uniform density, ρi.
These assumptions change the mass differential to one of particle diameter and replace the
surface area of the particle with an expression for the spherical surface area. We also replace J
with Fick’s law where Ci* is the concentration of the species i gas at the interface assumed to be
saturated and always in equilibrium with the surface of the particle. C∞ is the gas concentration
far away from the particle and is assumed to be negligible. The diffusivity of the gas phase is Dij
where component i is the component of interest and j is air. Because the particles of interest are
between the continuum and kinetic regime, we must apply a correction factor, F. The resulting
expression is shown as equation 22.
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𝑑𝑑𝑑𝑑 −4𝐷𝐷𝑖𝑖𝑖𝑖 𝐹𝐹 ∗
=
𝐶𝐶
𝜌𝜌𝑖𝑖 𝑑𝑑𝑝𝑝 𝑖𝑖
𝑑𝑑𝑑𝑑

(𝐴𝐴. 7.2)

Next, we assume that concentration of species i on the surface of the particle is described
by the ideal gas law where R is the gas constant, T is the gas temperature, Mi is the molecular
weight, and Pi* is the flat interface pressure of species i. Since the particles can achieve sizes at
which curvature effects must be included, the Kelvin effect is used. In the Kelvin effect
expression, σi is the surface tension. Substitution of these equations creates equation 23. F is
expressed as equation 24 (Fuchs and Sutugin 1971). In this equation, Kni is the Knudsen number,
and αi is the mass accommodation coefficient. The Knudsen number is calculated using equation
26. In equation 26, λi is equal to the mean free path of species i. The mean free path of species i
is defined by equation 27. Equation 25 displays how to calculate the mean speed of species i.

4𝜎𝜎𝑖𝑖 𝑀𝑀𝑖𝑖
𝑑𝑑𝑑𝑑𝑝𝑝 −4𝐷𝐷𝑖𝑖𝑖𝑖 𝑀𝑀𝑖𝑖
�
�
=
𝐹𝐹(𝐾𝐾𝐾𝐾𝑖𝑖 , 𝛼𝛼𝑖𝑖 )𝑃𝑃𝑖𝑖∗ 𝑒𝑒𝑒𝑒𝑒𝑒 𝜌𝜌𝑖𝑖 𝑅𝑅𝑅𝑅𝑑𝑑𝑝𝑝
𝑑𝑑𝑑𝑑
𝜌𝜌𝑖𝑖 𝑅𝑅𝑅𝑅𝑑𝑑𝑝𝑝

𝐹𝐹(𝑁𝑁𝑘𝑘𝑘𝑘 , 𝛼𝛼) =

(𝐴𝐴. 7.3)

1 + 𝐾𝐾𝐾𝐾𝑖𝑖
1.33𝐾𝐾𝐾𝐾𝑖𝑖 (1 + 𝐾𝐾𝐾𝐾𝑖𝑖 )
1 + 0.3773𝐾𝐾𝐾𝐾𝑖𝑖 +
𝛼𝛼𝑖𝑖
1

8𝑅𝑅𝑅𝑅 2
𝑐𝑐𝑖𝑖 = �
�
𝜋𝜋𝑀𝑀𝑖𝑖
𝐾𝐾𝐾𝐾𝑖𝑖 =

(𝐴𝐴. 7.5)

2𝜆𝜆𝑖𝑖
𝑑𝑑𝑝𝑝

𝜆𝜆𝑖𝑖 =

(𝐴𝐴. 7.4)

(𝐴𝐴. 7.6)

3𝐷𝐷𝑖𝑖𝑖𝑖
𝑐𝑐𝑖𝑖

(𝐴𝐴. 7.7)
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To determine vapor pressure, equation 23 must be separated and integrated. This is
shown as equation 28. Due to the complexity, this integration is performed numerically. Values
for surface tension/surface energy, molecular weight, and density must be assumed. The
diffusivity is calculated using Chapman-Enskog kinetic theory (Bird et al. 2002). Equations 29
through 33 outline the diffusivity calculation. In equation 29, the diffusivity, Dij, is in cm2/s, the
collision diameter, Θij is in angstroms, temperature, T, is in Kelvin, and the pressure, P, is in
atmospheres. The collision diameter and characteristic energy, εij, are calculated by the mixing
rules outlined by equations 30 and 31. Equation 32 is used to calculate the dimensionless
temperature, T*. Equation 33 is a curve fit to the collision integral, ΩD,ij. The values assumed for
each diacid as well as levoglucosan and oleic acid are shown in Table A.7.1. The values used for
collision diameter and characteristic energy are also shown in Table A.7.1 and are calculated
from the melting temperature and critical volume (Hirschfelder et al. 1964) for all but
levoglucosan and oleic acid. The values for levoglucosan and oleic acid are calculated from
critical temperature and critical volume (Hirschfelder et al. 1964). The residence time in the oven
is Δt.

𝑃𝑃𝑖𝑖∗ =

𝑑𝑑𝑓𝑓
𝜌𝜌𝑖𝑖 𝑅𝑅𝑅𝑅
�
−4𝐷𝐷𝑖𝑖𝑖𝑖 𝑀𝑀𝑖𝑖 ∆𝑡𝑡 𝑑𝑑0

𝑑𝑑𝑝𝑝

𝐹𝐹(𝐾𝐾𝐾𝐾𝑖𝑖 , 𝛼𝛼𝑖𝑖 )𝑒𝑒𝑒𝑒𝑒𝑒

�

4𝜎𝜎𝑖𝑖 𝑀𝑀𝑖𝑖 𝑑𝑑𝑑𝑑𝑝𝑝
�
𝜌𝜌𝑖𝑖 𝑅𝑅𝑅𝑅𝑑𝑑𝑝𝑝

(𝐴𝐴. 7.8)

Table A.7.1: Variables used in equation 26
Compound

Surface
Tension/Energy

Density
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Molecular
Weight

Collision
Diameter

Characteristic
Energy (ε/k)

(J/m2)

(Kg/m3)

(g/mole)

(Å)

(K)

Malonic AcidA

0.2

1616

104.06

5.33

784.80

Succinic AcidA

0.125

1566

118.09

5.69

885.41

Glutaric AcidA

0.215

1424

132.12

6.01

708.77

Adipic AcidA

0.6

1362

146.14

6.30

818.21

Pimelic AcidA

0.08

1281

160.17

6.56

722.21

Suberic AcidA

0.1

1272

174.20

6.81

797.09

Azelaic AcidA

0.18

1251

188.22

7.03

728.93

Levoglucosan

0.022B

1640C

162.14

5.97

608.3

Oleic AcidD

0.0325

895

282.46

8.41

601.37

A-(Bilde et al. 2003); B-(Topping et al. 2007); C-(Koehler et al. 2006); D-(Yaws 2008).
Collision diameter and characteristic diameter estimate for levoglucosan provided by email
communication from NIST.

𝐷𝐷𝑖𝑖𝑖𝑖 = 0.0018583�𝑇𝑇 3 �
𝛩𝛩𝑖𝑖𝑖𝑖 =

1
�𝛩𝛩 + 𝛩𝛩𝑗𝑗 �
2 𝑖𝑖

1
1
1
+ � 2
𝑀𝑀𝑗𝑗 𝑀𝑀𝑖𝑖 𝑃𝑃𝜃𝜃𝑖𝑖𝑖𝑖 𝛺𝛺𝐷𝐷,𝑖𝑖𝑖𝑖

𝜀𝜀𝑖𝑖𝑖𝑖 = �𝜀𝜀𝑖𝑖 𝜀𝜀𝑗𝑗
𝑇𝑇 ∗ =

𝛺𝛺𝐷𝐷,𝑖𝑖𝑖𝑖 =

1.06036
𝑇𝑇

∗ 0.1561

+

(𝐴𝐴. 7.9)
(𝐴𝐴. 7.10)

(𝐴𝐴. 7.11)

𝑘𝑘𝑘𝑘
𝜀𝜀𝑖𝑖𝑖𝑖

(𝐴𝐴. 7.12)

0.193
1.03587
1.76474
+
+
∗
∗
𝑒𝑒𝑒𝑒𝑒𝑒(0.47635𝑇𝑇 ) 𝑒𝑒𝑒𝑒𝑒𝑒(1.52996𝑇𝑇 ) 𝑒𝑒𝑒𝑒𝑒𝑒(3.89411𝑇𝑇 ∗ )
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(𝐴𝐴. 7.13)

A.7.2: Calculation of vapor pressure
Figure A.7.1 displays one of four non-heat treated scans and one heat-treated volatility
scans for adipic acid. The red asterisks are the resulting non-heat treated scan while bypassing
the oven. The blue pluses are the resulting scan after passing the aerosol through the heated oven.
Both curves are fit with a log-normal curve, and the mean determined (Appendix A.5). The mean
of the red curve provides the lower limit for the integral in equation 26, while the mean of the
blue curve provides the upper limit. With the supporting variables from Table A.7.1, the integral
is performed numerically, and the vapor pressure is calculated. The vapor pressure from this
example in Figure A.7.1 was found to be 2.3x10-4 Pa. Particle loss in the oven is not considered
in the estimation of vapor pressure. Evaporating particles adhered to the oven tubing walls will
add to the gas phase. The calculated value should be slightly lower than actual due to the
assumption of a gas phase concentration of zero (see Appendix A.7.1).
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Figure A.7.1: The result of the evaporation of adipic acid at an internal temperature of 41.2 C.
The unevaporated aerosol is plotted as red asterisks. The aerosol evaporated through the oven is
shown as blue pluses. The red and blue lines are log-normal curve fits of the unevaporated and
evaporated aerosols respectively.

This process is repeated for several different oven temperatures. A plot of the natural log
of vapor pressure as a function of inverse temperature is created. Then a linear curve fit is
performed. Then the slope is multiplied by –R to determine the enthalpy of phase transition (see
equation 34). For the diacids and levoglucosan, the phase transition is assumed to be solid-to-gas
(sublimation). For Oleic Acid, the phase transition is assumed to be liquid-to-gas (vaporization).

ln(𝑃𝑃2∗ )
∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 1
1
� − �
∗) = −
ln(𝑃𝑃1
𝑅𝑅𝑅𝑅 𝑇𝑇2 𝑇𝑇1
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(𝐴𝐴. 7.14)

A.7.3: Errors in the calculated vapor pressure and enthalpy
As with hygroscopicity measurements, we need to consider any possible errors that could
arise in our measurement of vapor pressures. First, the curve fit error (Figure A.7.1) should be
quite small since all curves have well over five points. Second, both DMAs are in high flow. The
misalignment error between the two DMAs is relatively constant down to 70 nm (Figure 2.4.1).
This means that any bias due to DMA misalignment is constant throughout the investigated
range. Some error in inversion will occur, but assumed minimal (Appendix A.5). Last, and most
importantly, it is possible to fill the gas phase with the evaporating component suppressing
further evaporation or causing re-condensation upon oven exit.
High gas phase concentration can occur by either high initial gas concentrations,
evaporation of high particle concentrations, or both. We created a routine that included equation
26 and a mass balance to calculate gas phase concentration. Since the gas phase is saturated upon
entry into DMA1, the initial concentration at the oven is assumed to be a tenth (high sheath flow)
of the room temperature saturation concentration. We measured the length of tubing between the
oven exit and the denuder as well as the length of tubing to DMA2. We use those two lengths
and the aerosol flow rate to compare the impact of re-condensation.
In Figure A.7.2, we plot the error associated with the initial gas concentration for all
diacids. The grey area represents the measurable vapor pressures under the current design. At 6.1
x 10-6 Pa and lower, evaporation of the particles cannot be detected. At 9.1 x 10-4 Pa and above,
the particles completely evaporate. When the initial gas phase concentration is in the capability
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range of the oven, C∞ cannot be assumed as zero. In this figure, we assume only a single particle
enters the oven in equilibrium with the gas phase with no possibility of re-condensation upon
oven exit. A positive error means that the zero C∞ assumption biases the measurement high. We
see from the plot that the error in the enthalpy of sublimation increases as the room temperature
vapor pressure increases. For room temperature vapor pressures below the capability of the oven,
the error is effectively zero. The error for malonic acid is approximately 10%, and represents the
maximum bias associated with this error since higher vapor pressures are unmeasurable by the
TDMA.

Figure A.7.2: Error associated with equilibrium assumption. The data points are the percent
error in enthalpy for the diacid series resulting from assuming the gas phase concentration is
equal to zero. The greyed area represents the measurement capability of the oven. A positive
error means that assuming a gas phase concentration of zero will bias the measured enthalpy
high.
423

In Figure A.7.3, we have used the suberic acid system as a model. The impact of initial
concentration (Figure A.7.2) is effectively zero, but we included the initial concentration bias in
Figure A.7.3. Two situations are compared by this figure: recondensation occurs until the
denuder and recondensation continues until DMA2 (no denuder). Included in both situations is
the error associated with high gas phase concentration within the oven due to excess particle
mass evaporation. We see that no detectable error in either situation occurs below a particle
concentration of 1000 particles per cubic centimeter. A small error in vapor pressure occurs at
3000 particles per cubic centimeter, and enthalpy error does not occur until about 30,000
particles per cubic centimeter. In situations where a denuder is necessary to prevent recondensation, errors will still be large due to evaporation suppression in the oven. In this
experiment, the zeroth moment of the DMA2 response never exceeded 2000 particles for the
diacids. For suberic acid, the zeroth moment was approximately 330 particles per cubic
centimeter. Since the TDMA has a denuder and particle concentrations are low, no significant recondensation error is expected by this method.
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Figure A.7.3: Percent error in vapor pressure and enthalpy of sublimation due to high gas phase
concentration and re-condensation upon particle exit. Suberic acid is the model compound.
Particle concentrations as measured by the zeroth moment of the measured DMA2 size
distribution. Calculations assume all particles are equal to the mean diameter. Red is the error in
vapor pressure, and blue is the error in enthalpy. Asterisks assume that all re-condensation ends
at DMA2. Triangles assume that all re-condensation ends at a denuder. A positive error means
that assuming a gas phase concentration of zero will bias the measurement high.

A.8: List of Variables used in this document.
A - Surface Area of particle.
a - Inside radius of DMA annulus.
a*- Negative differential of the natural log of mobility with respect to natural log of diameter.
b - Outside radius of DMA annulus.
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c – Intercept of the Clausius-Clapeyron equation.
Ci* - Concentration of gas species i in equilibrium with the particle surface.
C∞ - Concentration at infinite distance from center of particle.
ci – Mean speed of gas molecules of component i.
C – Cunningham correction factor.
D – Diffusivity of particle.
Dij – Diffusivity of gas species i in j (air).
Dwet – Diameter of particle in high humidity environment (~90%).
Ddry – Diameter of particle in low humidity environment (~15%).
dp – Particle Diameter.
e – Charge of an electron.
F – Correction for the transition between kinetic theory and continuum regimes.
gf – Growth Factor.
H – H array. This includes the ratios determining transfer efficiencies impacting that particle
diameter. Bold denotes and array.
i – Bin number or evaporating species.
J – Flux of species to or from particle surface.
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j – Sub bin number or air.
k – Boltzman’s Constant.
Leff – Effective length of straight tubing with the same particle loss of system with straight
tubing, bends and valves.
L – Length of the DMA.
M – Molecular Weight.
m – particle mass.
N – Size distribution. Bold denotes and array
Kni – Knudsen number.
n – Number of moles. The subscript s denotes solute and the subscript w denotes water
Ps – slope of linear relation relating the sub bin j to nearest bin i.
P – Pressure of phase. Subscript L denotes the liquid phase while g denotes gas phase.
Pi* - Vapor pressure of species i.
PCF – Integrated form of the Poynting Correction Factor.
PT – Particle penetration fraction.
Q – Product of the H and F arrays. Bold denotes an array.
q – Flow rate. Subscripts denote locations.
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R – Gas Constant
Rc – CPC response. Bold denotes and array.
T – Temperature or Temperature of a phase. Subscript L denotes liquid phase while subscript g
denotes gas phase. The subscript rm denotes room temperature. The subscript O denotes the
oven temperature.
t – Time.
U – Dimensionless temperature. A value of 1 means the gas phase is equal to room temperature.
A value of 0 means the gas phase is equal to the oven temperature.
V – Volume.
Vt – Voltage of DMA.
x – Mole fraction in the liquid phase.
y – Mole fraction in the gas phase.
α – Mass accommodation coefficient. Assumed to be 1 throughout document.
β – DMA non-dimensionalized flow for use in transfer function.
γ – Slope of logarithmic relationship relating bin i to sub bin j.
Δt – Time in oven.
Δ – Logarithmic spacing of sub bin diameters.
ΔHsub – Enthalpy of sublimation (solid) or enthalpy of vaporization (liquid).
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δ – DMA nondimensional flow used in transfer function.
ζ – Number of disassociated ions.
η – Fraction of particles with charge.
κ – Hygroscopicity.
λi – Mean Free Path of species i. If no subscript present, then the variable is the mean free path of
air.
μ – Dynamic Viscosity of Air.
ν – Flow rates used in DMA transfer function.
𝜈𝜈� – Molar volume.

ξ – Number of charges.
ρ – Density of particle.
σi – Surface tension of component i. If no subscript is present, the variable is the surface tension
of water.
Ω – DMA transfer function. When the subscript D,ij is used, the variable denotes the collision
integral.
ω – CPC detection efficiency.
Θ- Collision diameter.
ε- Characteristic energy.
429

A.9: References
Allen, M. D. and Raabe, O. G. (1985). Slip Correction Measurements of Spherical Solid Aerosol
Particles in an Improved Millikan Apparatus. Aerosol Sci Tech 4:269-286.
Baron, P. A. (2005). Aerosol measurement principles, techniques, and applications. Wiley,
Hoboken, NJ.
Bilde, M., Svenningsson, B., Monster, J., Rosenorn, T. (2003). Even-odd alternation of
evaporation rates and vapor pressures of C3-C9 dicarboxylic acid aerosols. Environ Sci Technol
37:1371-1378.
Bird, R. B., Stewart, W. E., Lightfoot, E. N. (2002). Transport phenomena. J. Wiley, New York.
Buck, A. L. (1981). New equations for computing vapor pressure and enhancement factor.
Journal of applied meteorology 20:1527-1532.
Cocker, D. R., Whitlock, N. E., Flagan, R. C., Seinfeld, J. H. (2001). Hygroscopic properties of
Pasadena, California aerosol. Aerosol Sci Tech 35:637-647.
Farmer, D. K., Cappa, C. D., Kreidenweis, S. M. (2015). Atmospheric Processes and Their
Controlling Influence on Cloud Condensation Nuclei Activity. Chem Rev 115:4199-4217.
Friedlander, S. K. (2000). Smoke, dust, and haze : fundamentals of aerosol dynamics. Oxford
University Press, New York.
Fuchs, N. A. and Sutugin, A. G. (1971). HIGH-DISPERSED AEROSOLS, in Topics in Current
Aerosol Research, G. M. Hidy and J. R. Brock, eds., Pergamon, 1.
Gunn, R. (1956). The Hyperelectrification of Raindrops by Atmospheric Electric Fields. J
Meteorol 13:283-288.
Hagen, D. E. and Alofs, D. J. (1983). Linear Inversion Method to Obtain Aerosol Size
Distributions from Measurements with a Differential Mobility Analyzer. Aerosol Sci Tech
2:465-475.

430

Hermann, M., Wehner, B., Bischof, O., Han, H. S., Krinke, T., Liu, W., Zerrath, A.,
Wiedensohler, A. (2007). Particle counting efficiencies of new TSI condensation particle
counters. Journal of Aerosol Science 38:674-682.
Hirschfelder, J. O., Curtiss, C. F., Bird, R. B., Mayer, M. G. (1964). Molecular theory of gases
and liquids. Wiley New York.
Kim, J. H., Mulholland, G. W., Kukuck, S. R., Pui, D. Y. H. (2005). Slip Correction
Measurements of Certified PSL Nanoparticles Using a Nanometer Differential Mobility
Analyzer (Nano-DMA) for Knudsen Number From 0.5 to 83. Journal of Research of the
National Institute of Standards and Technology 110:31-54.
Koehler, K., Kreidenweis, S., DeMott, P., Prenni, A., Carrico, C., Ervens, B., Feingold, G.
(2006). Water activity and activation diameters from hygroscopicity data-Part II: Application to
organic species. Atmos Chem Phys 6:795-809.
Lawson, C. L. and Hanson, R. J. (1974). Solving least squares problems. Prentice-Hall,
Englewood Cliffs, N.J.,.
Massling, A., Niedermeier, N., Hennig, T., Fors, E. O., Swietlicki, E., Ehn, M., Hameri, K.,
Villani, P., Laj, P., Good, N., McFiggans, G., Wiedensohler, A. (2011). Results and
recommendations from an intercomparison of six Hygroscopicity-TDMA systems. Atmos Meas
Tech 4:485-497.
Rader, D. J. and McMurry, P. H. (1986). Application of the Tandem Differential Mobility
Analyzer to Studies of Droplet Growth or Evaporation. Journal of Aerosol Science 17:771-787.
Stolzenburg, M. R. and McMurry, P. H. (2008). Equations Governing Single and Tandem DMA
Configurations and a New Lognormal Approximation to the Transfer Function. Aerosol Sci Tech
42:421-432.
Tang, I. N. and Munkelwitz, H. R. (1994). Water Activities, Densities, and Refractive-Indexes of
Aqueous Sulfates and Sodium-Nitrate Droplets of Atmospheric Importance. J Geophys ResAtmos 99:18801-18808.
Tester, J. W. and Modell, M. (1997). Thermodynamics and its applications. Prentice Hall PTR,
Upper Saddle River, N.J.

431

Topping, D. O., McFiggans, G. B., Kiss, G., Varga, Z., Facchini, M. C., Decesari, S., Mircea, M.
(2007). Surface tensions of multi-component mixed inorganic/organic aqueous systems of
atmospheric significance: measurements, model predictions and importance for cloud activation
predictions. Atmos Chem Phys 7:2371-2398.
Wiedensohler, A. (1988). An Approximation of the Bipolar Charge-Distribution for Particles in
the Sub-Micron Size Range. Journal of Aerosol Science 19:387-389.
Wiedensohler, A., Birmili, W., Nowak, A., Sonntag, A., Weinhold, K., Merkel, M., Wehner, B.,
Tuch, T., Pfeifer, S., Fiebig, M., Fjaraa, A. M., Asmi, E., Sellegri, K., Depuy, R., Venzac, H.,
Villani, P., Laj, P., Aalto, P., Ogren, J. A., Swietlicki, E., Williams, P., Roldin, P., Quincey, P.,
Huglin, C., Fierz-Schmidhauser, R., Gysel, M., Weingartner, E., Riccobono, F., Santos, S.,
Gruning, C., Faloon, K., Beddows, D., Harrison, R. M., Monahan, C., Jennings, S. G., O'Dowd,
C. D., Marinoni, A., Horn, H. G., Keck, L., Jiang, J., Scheckman, J., McMurry, P. H., Deng, Z.,
Zhao, C. S., Moerman, M., Henzing, B., de Leeuw, G., Loschau, G., Bastian, S. (2012). Mobility
particle size spectrometers: harmonization of technical standards and data structure to facilitate
high quality long-term observations of atmospheric particle number size distributions. Atmos
Meas Tech 5:657-685.
Yaws, C. L. (2008). Thermophysical properties of chemicals and hydrocarbons. William
Andrew.

432

Appendix B:

Supplement to Chapter 4

B.1: Plots Assessing Accuracy of Nondimensionalization Function
The following plots are created from the non-dimensionalization function describing the
second set up in Figure 4.3.1. The blue line represents the continuous function resulting from
the non-dimensionalization. The red asterisks represent the actual measurement of the
centerline temperature. Four set points were used to create the function. A description of the
function is given in section 4.6.

Figure B.1.1. Results of non-dimensional model at a 30 °C set point temperature.
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Figure B.1.2. Results of non-dimensional model at a 50 °C set point temperature.

Figure B.1.3. Results of non-dimensional model at 100 °C set point temperature.
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Figure B.1.4. Results of non-dimensional model at 200 °C set point temperature.
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Appendix C: Supplement to Chapter 5
C.1:

Residence time distribution calculation,
measurement, and error
The residence time distribution (RTD) can be determined by deconvolution (Levenspiel

1999) of the response. The entire TDMA system can be visualized as all the support tubing,
DMA1, DMA2, and CPC preceding the oven. Then, Equation C.1.1 represents the convolution
of E, the fraction of mass in oven at any time t´, with Cin, the concentration entering the oven at
time t-t´. Two measured responses, one for all supporting equipment (Cin) and one for the

supporting equipment and the oven (Cout), are required for deconvolution. E is the residence time
distribution (ecurve) in the oven. In Equation C.1.1, t is the time at exit of the oven, and t´ is the
residence time in the oven (or time at the entrance of the oven).

𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜 (𝑡𝑡) = � 𝑬𝑬(𝑡𝑡 ′ ) ∗ 𝐶𝐶𝑖𝑖𝑖𝑖 (𝑡𝑡 − 𝑡𝑡 ′ ) △ 𝑡𝑡

(𝐶𝐶. 1.1)

Our deconvolution routine assumes an n number of summed beta distributions represents
the ecurve. The computer iterates the values describing the beta distributions until the sum of the
square of the errors in Cout is minimized. We used the minimum number of beta distributions

required to explain the phenomena. For the two cases examined in this paper, only a single beta
distribution was necessary to explain the observations.
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To determine the residence time distribution in the oven, 0.2 g Ammonium Sulfate
(Sigma Aldrich A4915) in 18 MΩ deionized water was atomized and dried by a silica drier. A
bypass line directly connecting the entrance to the exit of the oven was selected by a manual
three-way valve. This choice allows characterization of Cin. Then the first differential mobility
analyzer (DMA1) and DMA2 were confirmed to align with each other at 100 nm. Then the

voltage at DMA1 was set to zero volts. At t=0, DMA1 voltage is returned to alignment with
DMA2. At t=2 s (5 s for the 0.4 LPM case), DMA1 voltage is set to 9,500 V, which was well
outside the detectible range of DMA2. Each step up in voltage is near instantaneous. This
procedure was repeated 20 times (25 times for 0.4 LPM) to determine the average response. This
average response is the sum of the time to traverse DMA1, the time from DMA1 to the oven, the
time from the oven to DMA2, the time to traverse DMA2, and the time to be detected by the
condensation particle counter (CPC). Once Cin was measured, the three-way valve selected the

oven and the procedure repeated. The second response represents the first response plus the time
in the oven, Cout. Diameters of 50 nm and 200 nm were also investigated during the experiment.
These diameters did not vary significantly from the 100 nm shown below.
Figure C.1.1 displays the results of the deconvolution at 1.5 LPM. The x-axis is the time,

t, from the beginning of the DMA alignment. The y-axis is the E value. This value is the fraction
of particles emitted at time t divided by the total number of particles. The blue curve is the time

for the particles to navigate the TDMA system without the oven; the red curve is the time for the
particles to navigate the entire TDMA system. The cyan curve is the time required for the
particles to navigate the oven. This measurement was performed at a flow rate of 1.5 LPM and
room temperature with 100 nm particles.
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Figure C.1.1. The response from the oven residence time experiment. The blue curve represents
Cin, the red curve represents Cout, and the cyan curve is the solved residence time distribution
(ecurve).

The ecurve is converted to the fcurve: a progressive sum of the ecurve. This area can be
visualized as a progressive sum in time as shown in Figure C.1.2. This progressive sum is loaded
into TAO. When the temperature in the oven is elevated, the gas inside the tubing expands,
decreasing the residence time distribution. TAO uses the fcurve to estimate this phenomenon.
We assume ideal gas law and scale the x-axis by the ratio of the room temperature divided by the
oven temperature. In addition to assuming ideal gas law, this method assumes that the tubing
dimensions remain constant for the different temperatures. Once a new fcurve is calculated, the
new ecurve is calculated from the resulting temperature adjusted fcurve. An ecurve was also
measured at 52 °C and found to correlate well with this estimation.
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Figure C.1.2. The measured ecurve and the corresponding fcurve. The primary axis is the E
value and the secondary axis is the F value. Three vertical lines denote the time at peak, the mean
time, and the calculated time. The time at peak is the location of the peak of the ecurve. The
mean time is the first moment of the ecurve. The calculated time is the calculated mean residence
time based on the advertised inside diameter of the copper tubing.

Assuming an average residence time based on an advertised diameter can lead to large
errors. The advertised tubing inside diameter was 0.79 cm. For a 1.5 LPM flow rate, the
calculated mean residence time in the oven is 29.9 seconds for the 15.25 m length. The actual
mean residence time (first moment of the ecurve) was 26.5 seconds. The difference in these
times is 3.4 seconds, but neither measurement should be used to calculate vapor pressure. To
calculate the vapor pressure of a pure component, the peak of the response should be used. The
time corresponding with the peak of the DMA2 response correlates with the peak of the ecurve.
This time is 23.5 seconds. If we had assumed the calculated diameter, an error of nearly 30 %
would occur when calculating vapor pressure. This difference underscores the importance of not
only deconvoluting the actual ecurve, but also determining the peak (not just the mean) of the
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residence time distribution. Even the peak time does not guarantee accurate results. See
Appendix C.2.

C.2: Description of TAO
TAO requires input of the size distribution, variables necessary to calculate the DMA1
transfer function, variables necessary to calculate the DMA2 transfer function, relative humidity,
maximum number of charges to calculate, the recorded CPC response, and variables associated
with the experiment. For volatility, relative humidity is unused. The user defines the resolution
of the model. Throughout this paper, the bin size used is 0.25 nm. The user also defines the
minimum contribution fraction of each individual charge (defined in DMA1 section below). We
begin by defining the size distribution, calculating the exiting DMA1 size distribution, and
integrating the CPC response. We will finish by defining the experimental model included in
TAO.

C.2.1:Input size distribution

TAO requires a size distribution input in the form of a continuous log-normal size
distribution. A mean, μg; standard deviation, σg; and total particle population, Np are required

inputs. Equation C.2.1 displays the model used to generate the distribution (Friedlander 2000).
Additional variables in Equation C.2.1 are the input bin population, N; and the particle diameter,

Dp. TAO separates the size distribution into equal bin widths specified by the user (as mentioned
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above). Once the input size distribution is fully defined, TAO converts the bin population to

dN/dD by dividing the bin population by the bin diameter. TAO performs all further calculations

in dN/dD space.

𝑑𝑑𝑑𝑑

𝑑𝑑 ln�𝐷𝐷𝑝𝑝 �

=

𝑁𝑁𝑝𝑝

√2𝜋𝜋 ln�𝜎𝜎𝑔𝑔 �

𝑒𝑒𝑒𝑒𝑒𝑒

2

−�ln�𝐷𝐷𝑝𝑝 �−ln�𝜇𝜇𝑔𝑔 ��
�
�
2
2 ln�𝜎𝜎𝑔𝑔 �

(𝐶𝐶. 2.1)

C.2.2:DMA1

To determine the output from DMA1 (the DMA1 size distribution), TAO uses Equation
C.2.2 for each bin. In this equation, Ωnd is the non-diffusing DMA transfer function, η is the

charging fraction, N1 is the DMA1 bin population, and the final term is from Equation C.2.1. The

subscript 1 denotes exiting DMA1. No DMA particle loss function or CPC counting fraction is

used. Equation C.2.2 is evaluated for each size bin and for each charge. This method assumes

that the DMA transfer function and the charging fraction are constant over each bin width for all
bins and charges. The bipolar charging fraction used by TAO is defined by Wiedensohler. The
first two charges are defined by the fitted algebraic expression (Wiedensohler 1988) while
charges 3 through 10 are defined by the expression from Woessner and Gunn (1956).
Coefficients for the algebraic expression are sourced from Baron (2005). For charges 3-10, the
ratio of the electrical mobility of positive to negative ions is assumed to be 1.4/1.6
(Wiedensohler 1988).
441

𝑑𝑑𝑑𝑑
𝑑𝑑𝑁𝑁1
= Ω𝑛𝑛𝑛𝑛 ∗ 𝜂𝜂 ∗
𝑑𝑑𝐷𝐷𝑝𝑝
𝑑𝑑𝐷𝐷𝑝𝑝

(𝐶𝐶. 2.2)

The non-diffusing transfer function (Stolzenburg and McMurry 2008) is shown as
Equation C.2.3 through C.2.5. In Equation C.2.3, 𝑍𝑍�𝑝𝑝 is the non-dimensional mobility. To

calculate the non-dimensional mobility, expressions for the viscosity of air (Allen and Raabe
1985), Cunningham correction factor (Kim et al. 2005), and mean free path (Kim et al. 2005) are
used along with the dimensions of a TSI-3081 long DMA. In Equation C.2.4 and C.2.5, Qs is the
classified aerosol flow rate, Qa is the inlet aerosol flow, Qm is the inlet sheath flow, and Qc is the

exit sheath flow. β and δ are non-dimensional DMA flows. The ideal shape of the non-diffusing

transfer function is identified as a triangle. But for open flow sheath set-ups, the transfer function
can easily assume a trapezoidal shape. TAO retains this capability using Equations C.2.3 through
C.2.5.

Ω𝑛𝑛𝑛𝑛 =

1
��𝑍𝑍� − (1 + 𝛽𝛽)� + �𝑍𝑍�𝑝𝑝 − (1 − 𝛽𝛽)� − �𝑍𝑍�𝑝𝑝 − (1 + 𝛽𝛽𝛽𝛽)� − �𝑍𝑍�𝑝𝑝 − (1 − 𝛽𝛽𝛽𝛽)��
2𝛽𝛽(1 − 𝛿𝛿) 𝑝𝑝

𝛽𝛽 =

(𝑄𝑄𝑠𝑠 + 𝑄𝑄𝑎𝑎 )
(𝑄𝑄𝑚𝑚 + 𝑄𝑄𝑐𝑐 )

𝛿𝛿 =

(𝐶𝐶. 2.4)

(𝑄𝑄𝑠𝑠 − 𝑄𝑄𝑎𝑎 )
(𝑄𝑄𝑠𝑠 + 𝑄𝑄𝑎𝑎 )

(𝐶𝐶. 2.5)
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(𝐶𝐶. 2.3)

The result of Equation C.2.2 is an array, one for each charge, representing the DMA1 size
distribution. Since the bin width was determined by the size distribution, the bin width carries
through as a consequence of Equation C.2.2. To reduce calculation time, many charges are
irrelevant for the solution. The maximum number of charges to carry is a required input and
defines the total number of arrays. The user also enters the minimum contribution fraction for
each charge. The DMA1 routine integrates each individual size distribution (1 for each charge)
and sums the total to determine the total particle count. The subroutine tests to be sure all charges
meet the minimum contribution fraction. If a charge does not meet the minimum requirement,
the array is deleted. Therefore, if a user determines that the minimum contribution fraction is
0.01, for example, all charges that contribute less than 1 percent to the total particle population
are deleted. This determines the number of charges carried through the remainder of the model.

C.2.3:DMA2 integration and CPC comparison

After calculating volatility, integration at DMA2 determines the modeled CPC response.
This calculation is required for each entered DMA2 mobility. Since each charge is treated as a
sub-population, every charge must undergo this integration individually. The total number of
particles measured at that mobility is a sum of all integrated populations (all charges). If particle
losses are used, the routine assumes the final evaporated diameter to calculate the losses. This
assumption will underestimate particle penetration.
Integration at each DMA2 mobility is performed using Equation C.2.6. In Equation
C.2.6, Qa, Qs, Dp, and 𝑍𝑍�𝑝𝑝 are as previously defined. Nexp is the bin particle population after the

experiment, N2 is the particle population after DMA2, and 𝑍𝑍�𝑝𝑝,0,𝑗𝑗 and 𝑍𝑍�𝑝𝑝,𝑓𝑓,𝑗𝑗 are the limits of the
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charge sub-population, j. The value of the derivative is calculated using Equations C.2.7 and

C.2.8. In Equation C.2.7, μ is the viscosity of air, 𝑍𝑍�𝑝𝑝 is the DMA2 non-dimensional mobility, Zp*
is the centroid mobility, j is the charge number, e is the charge of an electron, and C is the

Cunningham correction factor. In Equation C.2.8, λair is the mean free path in air; and A1, A2, and

A3 are the constants in the Cunningham correction factor equation. Due to the binning, the
integral in Equation C.2.6 is performed using MATLAB’s trapezoidal rule.
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(𝐶𝐶. 2.6)

(𝐶𝐶. 2.7)

−

𝐴𝐴3 𝐷𝐷𝑝𝑝
𝐴𝐴3 𝐴𝐴2
�−
�
𝑒𝑒𝑒𝑒𝑒𝑒 2𝜆𝜆𝑎𝑎𝑎𝑎𝑟𝑟
𝑑𝑑𝑝𝑝

(𝐶𝐶. 2.8)

C.2.4:Volatility

The DMA1 size distribution tables (one for each charge) are the input to the experimental
routines. The main routine queries the user for estimates of vapor pressure, surface tension, and
accommodation coefficient. These values are placed within each size distribution table (one table
for each charge). Therefore, the contents of each table are the bin diameter, the mobility, the
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population in dN/dDp, the vapor pressure, surface tension, and accommodation coefficient. The
experimental subroutine must accept this data format for calculation and must return the

experimental size distribution in the same format. The volatility calculation creates many
temporary size distributions as we will see. The combination of the number of temporary size
distributions and return data format requires a data reduction routine.
The experimental subroutine first converts the size distribution from dN/dDp to absolute
particle counts. TAO moves from the smallest diameter to the largest, and each bin diameter is
used as limits in an integral by trapezoidal rule. This integrated absolute particle count is then
assigned to a new bin diameter that is assumed as the midpoint between the two previous DMA1
bin diameters. For example, we assume two subsequent DMA1 bins of 150 nm and 152 nm. The
150 nm bin has a size distribution of 100 #/cc/nm, and the 152 nm bin has a size distribution of
110 #/cc/nm. The new bin would have a size of 151 nm with an absolute population of 210 #/cc.
The smallest bin and the largest bin are assumed to have a particle count of zero. This method
will result with one more bin than the original count of DMA1 bins.
Then the volatility routine uses Equations C.2.9, C.2.10, and C.2.11 to evaporate the
aerosol (Bilde et al. 2003b). Particle diameter is Dp (0 and f subscripts are initial and final

respectively), F is the transition regime correction factor, Kni is the Knudsen number of gas

species i, αi is the accommodation coefficient for gas species i, σi is the surface tension, Mi is the
molecular weight of species i, R is the gas constant, T is the temperature of the oven, ρi is the
density of the condensed phase, P* is the vapor pressure of species i, t’ is time, Di,air is the

diffusivity of species i in air, and λi is the mean free path of species i. The Knudsen number is
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calculated by dividing 2 times the mean free path of species i by the diameter of the particle. The
mean free path of species i is calculated by Equation C.2.11.

There is not a single characteristic residence time but a distribution of residence times in

the vaporizer (see Appendix C.1). Particles on the centerline of the tube will have a different
residence time than those near the wall. Thus, fluid flow creates a distribution of residence times,
and the distribution must be measured and entered as a discrete table. The format of the
residence time distribution should be a vertical two column array of time and the cumulative
distribution response (fcurve) associated with that time. For each DMA1 size distribution bin,
Equations C.2.9 through C.2.11 are used along with the residence time distribution to evaporate
the particles. The output from this step is a set of size distributions: one size distribution
(temporary table) for each residence time entry.
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𝐷𝐷𝑝𝑝,𝑓𝑓

𝐷𝐷𝑝𝑝,0
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𝜌𝜌𝑖𝑖 𝑅𝑅𝑅𝑅

𝐹𝐹(𝐾𝐾𝐾𝐾𝑖𝑖 , 𝛼𝛼𝑖𝑖 ) =
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𝛼𝛼𝑖𝑖

𝜆𝜆𝑖𝑖 =

3𝐷𝐷𝑖𝑖,𝑎𝑎𝑎𝑎𝑎𝑎

(𝐶𝐶. 2.9)
(𝐶𝐶. 2.10)
(𝐶𝐶. 2.11)

8𝑅𝑅𝑅𝑅
�
𝜋𝜋𝑀𝑀𝑖𝑖

The experimental routine then returns the absolute particle count back to the originally
specified bin widths with particle populations specified in dN/dDp. The program begins this
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process by creating a cumulative size distribution by progressively summing the particles in each
bin for all temporary tables. Then dN/dDp is calculated assuming linearity between bins. The

routine creates the final experimental table containing bins spaced as specified by user settings at
the beginning of the program. For each bin in the final experimental table, each temporary table
is integrated using the experimental bins as limits and summed across all temporary tables. This
places the total absolute particle numbers in each experimental bin. Then the routine creates the
cumulative distribution and calculates the dN/dDp for the experimental table. After all

calculations, the routine conserves the total number of particles in the distribution to well within
1%.
This choice of accounting method has two benefits with several limitations. The first
benefit is bins move as individuals and move relative to one another. This movement has two
limits. First, the bins must change size. Second, each bin cannot pass over its neighbors. For
example, the final diameter of the 152 nm bin cannot be smaller than the final diameter of the
neighboring 150 nm bin. Thus, the experimental response can assume any shape as defined by
the experimental model. The second benefit is the experimental routine can further distribute
particles within diameter. This is a requirement of volatility due to the residence time
distribution.

C.3: Testing the hypothesized distributions
The apparatus shown in Figure C.3.1 was used to test the TAO hypothesis. An atomizer
atomized levoglucosan into a silica diffusion drier. The flow was further diluted with clean, dry
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air and placed into an equilibration tank. Excess air was removed after the equilibration tank
with 1.5 LPM sent to the TDMA. The flow was then neutralized by two Po-210 500 μC sources
in a Particle Technology Laboratory housing. DMA1 selected 90 nm with an aerosol-to-sheath
ratio of 1:10. The aerosol passed through the oven while the oven set point was 36 °C. A threeway valve was placed at the exit of the oven. This valve selected either normal TDMA operation
or an additional classifier. If the additional classifier was selected, the flow was re-neutralized by
a Kr-85 neutralizer and returned to the TDMA.

Figure C.3.1. Apparatus used for testing the TAO hypothesis. An atomizer (not shown) atomizes
levoglucosan into the drier. The excess flow is controlled by a flow control valve (not shown).
The 3-way valve after the oven determined normal V-TDMA operation or the addition of an
extra classifier and neutralizer.

Two classifier diameters were used to test the hypothesis: 47 nm and 78 nm. Both set
points are shown at black triangles in Figure C.3.2 and are plotted on the secondary y-axis. The
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first charge distribution is shown by the cyan lines, the second charge distribution is shown by
the orange lines, and the third charge distribution is shown by the blue lines. All three
distributions are plotted on the primary y-axis. The colored triangles on the right represent the
distributions entering the oven, and the distributions on the left represent the hypothesis. The xaxis is single charge mobility diameter. The actual diameter of the first charge distribution is as
shown. But the second and third charge distributions are not singly charged. The actual diameters
of the particles are larger than shown. The re-neutralized signals shown in Figure 5.3.2 display
this discrepancy.
The response from the classifier may not align with the classifier centroid. At the 47 nm
set point, only the first charge distribution exists. At the 78 nm set point, only the second and
third charge populations exist. Notice that the second charge distribution exists only on the left
side of the 78 nm transfer function. This location should result in a shift in the expected peak.
The third charge is only slightly off center from the transfer function. The first charge
distribution spans the entire 47 nm transfer function, and singly charged particles exiting the
classifier should come close to aligning with the centroid of the 47 nm transfer function. Upon
classification and re-neutralization, the hypothesis can be tested. If true, only singly charged
particles should exist in the 47 nm case, and only second and third charged particles should exist
in the 78 nm case. Additionally, the second charge should be offset from the centroid of the 78
nm transfer function.
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Figure C.3.2. Classifier settings when testing the hypothesis. The two black triangles represent
the two classifier set points: 47 nm and 78 nm. The colored triangles at right depict the
distribution entering the oven after DMA1 selection. The three colored curves represent the
distributions after evaporation.

Figure C.3.3 can be used to further interpret the Figure 5.3.1 response. When the single
charge size distribution in Figure C.3.2 is multiplied by the 47 nm transfer function, the black
curve in Figure C.3.3 results. These particles are singly charged, and they are then re-neutralized
in the Kr-85 neutralizer. The results of re-neutralization are shown as the cyan and orange
curves. Only a fraction of the original singly charged particles exit the neutralizer with a single
charge. These singly charged particles have the same single charge mobility as the original
classified particles. The particles exiting the neutralizer with two charges are a smaller fraction
of the original population and occur in the 33 nm range. These two peaks are the only two peaks
present in the Figure 5.3.1 response displaying that only the first charge is present in the area of
the 47 nm transfer function.

450

Figure C.3.3. The re-neutralized CPC responses for the 47 nm transfer function. The black curve
is the classified 47 nm particles without re-neutralization. The cyan curve is the singly charged
particles exiting the Kr-85 neutralizer. The orange curve is the secondly charged particles exiting
the Kr-85 neutralizer.

Figures C.3.4 and C.3.5 can be used to interpret the Figure 5.3.2 response. In both
appendix plots, the CPC response from the 78 nm classifier setting, without re-neutralization, is
shown as the black curve. The re-neutralized singly charged particles are the cyan curves, the reneutralized doubly charged particles are the orange curves, and the re-neutralized triply charged
particles are the dark blue curves. Figure C.3.4 displays the re-neutralized second charge
particles, and Figure C.3.5 displays the re-neutralized third charge particles. Summing the CPC
responses in Figure C.3.4 and Figure C.3.5 creates the modeled line in Figure 5.3.2. From
Figure C.3.4, we see that the re-neutralized second charged particles exiting the Kr-85 neutralizer
with a single charge have a peak at nearly 108 nm. Second charged particles exiting the classifier
with two charges will align with the original classified size distribution. The location of this
orange peak provides the illusion of singly charged particles exiting the classifier. However, in
this case, the measured response in Figure 5.3.2 is fully explained by the re-neutralization of the
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second charge. In Figure 5.3.2, the single charge and double charge peaks do not align with the
classifier set point. As mentioned above, this is due to the second charge existing only on the left
side of the 78 nm transfer function (see Figure C.3.2). The misalignment provides more evidence
to the lack of a single charge distribution exiting the classifier. In Figure C.3.5, we see the reneutralized third charged particles exiting the Kr-85 neutralizer with a single charge have a
diameter of 146 nm. The second charge particles exiting the neutralizer occur at 96.5 nm. When
this second charge curve from Figure C.3.5 is summed with the first charge curve in Figure
C.3.4, a shoulder is created on the left side of the second charge peak in Figure 5.3.2. Particles
exiting the neutralizer with three charges, in Figure C.3.5, align with the original classifier
particles. From this analysis, we see that the second and third charges explain all observations
found in Figure 5.3.2 providing more evidence that the singly charged particles only exist in the
first peak in Figure 5.2.1.

Figure C.3.4. The re-neutralized CPC responses for the second charged particles from the 78 nm
transfer function. The black curve is the classified 78 nm second charge particles without re452

neutralization. The cyan curve is the singly charged particles exiting the Kr-85 neutralizer. The
orange curve is the secondly charged particles exiting the Kr-85 neutralizer, and the blue curve is
the thirdly charged particles exiting the neutralizer.

Figure C.3.5. The re-neutralized CPC responses for the third charged particles from the 78 nm
transfer function. The black curve is the classified 78 nm third charge particles without reneutralization. The cyan curve is the singly charged particles exiting the Kr-85 neutralizer. The
orange curve is the secondly charged particles exiting the Kr-85 neutralizer, and the blue curve is
the thirdly charged particles exiting the neutralizer.

C.4: Derivation of Equation 5.4.3
Two versions of Equation 5.4.2 are used in the derivation of Equation 5.4.3. The first
version is written for the first charge and the second version for the second charge. Since all
charges pass through the oven and DMAs under the same conditions, the constants cancel. This
ratio results in Equation C.4.1. In Equation C.4.1, Dp is the particle diameter, and the subscript 1
is the first charge and the subscript 2 is the second charge. The surface tension is σi, the

molecular weight is Mi, R is the gas constant, T is the temperature, and ρi is the particle density.

F is the ratio of the flux in the transitional regime divided by the flux in the continuous regime.
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Kni is the Knudsen number, and αi is the mass accommodation coefficient. Use of Equation

C.4.1 will determine the rate of evaporation of the first charged particles divided by the rate of
evaporation of the second charged particles. This formula must be corrected so that the second
charge is expressed in first charge mobility space.
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(𝐶𝐶. 4.1)

Equation 5.4.1 is used to convert the second charged particles to first charge mobility
space. This is done by first equating the mobility of the second charge particle to a particle with
the same mobility in first charge mobility space. This equality is shown as Equation C.4.2. In
Equation C.4.2, Z is the mobility, and the subscript 2-1 is a first charge particle with the same
mobility as the second charge particle. The remaining variables are as previously defined. All
constants exist on both sides of Equation C.4.2 and can be removed. Once removed, the
derivative of C.4.2 can be performed implicitly. This results in Equation C.4.3. All variables
have been previously defined. The derivatives dC/dDp can be calculated using Equation C.2.8.
Equation C.4.3 is then multiplied into both sides of Equation C.4.1. This results in Equation
5.4.3.

𝑍𝑍2 =
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(𝐶𝐶. 4.2)

𝑑𝑑𝐶𝐶2−1
𝐷𝐷𝑝𝑝,2−1
− 𝐶𝐶2−1
2
𝐷𝐷𝑝𝑝,2
𝑑𝑑𝐷𝐷𝑝𝑝,2
𝑑𝑑𝐷𝐷𝑝𝑝,2−1
= 2
𝑑𝑑𝐶𝐶2
𝑑𝑑𝐷𝐷𝑝𝑝,2−1 𝐷𝐷𝑝𝑝,2−1
𝐷𝐷𝑝𝑝,2
− 𝐶𝐶2
𝑑𝑑𝐷𝐷𝑝𝑝,2

(𝐶𝐶. 4.3)

Equation 5.4.3 can be expressed in another form by reducing the Kelvin effect ratio (the β
ratio). The surface tension, molecular weight, gas constant, particle density, and temperature are
constants, and the Kelvin effect can be expressed as an exponential function of diameter raised to
the power of the constants. The same constants occur in both the numerator and denominator,
and therefore, the entire ratio can be raised to a single exponent containing all the component
specific constants. This result is shown as equation C.4.4. Although the β ratio is component
specific, the component serves to augment the separation, not prevent the separation of the
charges. The β ratio will always have a value greater than one.
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(𝐶𝐶. 4.4)

C.5: Behavior of the Ratios
Using the rate of evaporation of the aerosol in single charge mobility space to determine
charge separation is complex. Several factors work together to determine charge separation.
These include the ratios above, the width of the DMA1 and DMA2 transfer function, and the size
of the aerosol particle at time of measurement and at initial sampling. To estimate the separation
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process, in general, the numerator can be viewed as a delta in diameter instead of a derivative.
For example, if the first charge particle changed diameter by 50 nm, the ratio can be used to
estimate the change in the second charge diameter in first charge mobility space. When reading
the following passage keep this estimation method in mind.
The product of the α ratio and the γ ratio is constant and near one. The α ratio is
significantly larger than one, and the γ ratio is significantly less than one as shown by Equation
5.4.4. The result of the product of the α and γ ratio in Equation 5.4.4 is 1.1, which is greater than
one. Figure C.5.1 panel (a) displays the evaporation of a 90 nm levoglucosan particle to a final
diameter of 5 nm. The blue lines represent the α ratio and the green lines represent the γ ratio.
The blue green lines display the product of the two ratios. During evaporation of a 90 nm particle
of levoglucosan, this ratio changes very little. Reducing the mass accommodation has little
impact on this conclusion. During evaporation, the ratio remains at the beginning value. If we
view the α-γ ratio as a function of beginning diameter, the ratio is always greater than one. This
product is shown in Figure C.5.1 panel (b). The product approaches 1 as the initial diameter
approaches zero and accommodation only causes the product to approach a value of one. From
this analysis, we conclude that the product of these two ratios is stable during evaporation and
always larger than one. For this reason, all further comparisons use the product of the α and γ
ratios to simplify the comparisons.

456

Figure C.5.1. Panel (a): The α ratio, the γ ratio, and the product of the α and γ ratios (blue-green)
during evaporation of levoglucosan. Panel (b): The α-γ ratio as a function of diameter.

With an α-γ ratio greater than 1, the β and δ ratios determine the final value of the
evaporation rate ratio. The β ratio is always greater than 1 and grows as the diameter decreases.
The δ ratio is also greater than one throughout evaporation and decreases slightly. This pattern is
shown in Figure C.5.2 panel (a). We see in Figure C.5.2 panel (a) that as the particle decreases in
diameter, the Kelvin effect becomes the dominant ratio. As the single charge diameter decreases,
the rate of the evaporation of the first charge relative to the others increases. This acceleration
quickly separates the charges after some shrink. Figure C.5.2 panel (b) displays the nondimensional form of the ratios. Each ratio in panel (b) has been divided by the initial value. This
panel displays which ratio controls the evaporation rate ratio. At non-dimensional positions less
than 0.4, the final evaporation ratio is controlled by the β ratio and the δ ratio. At distances
greater than 0.4, the β ratio increases its dominance. By the end of the evaporation, the β ratio
completely controls the evaporation rate ratio functionality.
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Figure C.5.2. Panel (a) The value of the α-γ ratio, the β ratio, the δ ratio, and the overall
evaporation rate ratio. Panel (b) The relative value of the ratios during evaporation of
levoglucosan. All ratios in panel (b) are shown in non-dimensional form, normalized to the initial
condition. The α and γ ratios are expressed as a product of the two ratios. The evaporation rate
ratio is the final value that determines charge separation.

In Figure C.5.3, we see that the first charge always separates first and the second charge
will eventually separate from the third. The value of the evaporation rate ratio expressed for the
first to second charge during 90 nm evaporation is greater than the evaporation ratio expressed
for the second to third charge. The product of the two ratios will equate to the evaporation ratio
of the first to third charge. The ratio of the first charge to either the second or third is much
greater than one. The ratio of the first charge to second is always larger than the ratio of the
second to the third. This ensures that the first charge will always separate from the second charge
before the second charge separates from the third. If an initial diameter of 300 nm is chosen, the
evaporation ratios increase further. The separation of the charges in the 300 nm case competes
against the width of the DMA transfer functions. Selection of larger diameters widens the
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transfer function requiring a larger evaporation to take place before charge separation is revealed.
See Appendix C.7 for further detail.

Figure C.5.3. Evaporation of levoglucosan with an initial diameter of 90 nm and 300 nm. The
evaporation rate ratio of the first charge to the second charge is shown as a thin black line. The
evaporation ratio of the second charge to the third charge is shown as a heavy line.

In Figure C.5.4, we see that charge separation occurs regardless of accommodation
coefficient. The figure displays evaporation rate ratio as a function of mass accommodation
coefficient and charge ratio. The ½ represents the ratio of the first charge evaporation rate to the
second charge evaporation rate. The 2/3 represents the ratio of the second charge evaporation rate
divided by the third charge evaporation rate. The ratio of the first charge to the second is greater
than one in both cases and is greater than the ratio of the second charge to the third. Decrease of
the mass accommodation coefficient decreases the evaporation rate ratio but does not remove the
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separation. The evaporation rate ratios for a 0.1 mass accommodation coefficient are large and
will still separate the charges.

Figure C.5.4. Evaporation of a 90 nm particle of levoglucosan. The y-axis is the value of the
evaporation ratio. The thin lines are the ratio of the first charge to the second charge. The thick
lines are the ratio of the second charge to the third. Lines with x’s mark an accommodation
coefficient of 0.1.

Different components impact the evaporation ratio, especially through the β ratio. We
compare levoglucosan, malonic acid, and oleic acid to display the impact. The values for surface
tension, particle density, molecular weight, collision diameter, and characteristic energy are
shown in Table C.5.1. The role of the components in the β ratio is apparent in Equation C.4.4.
The role of the components in the γ ratio is less apparent. The Knudsen number requires the
mean free path in addition to the diameter. The mean free path is the distance between collisions
between the condensing gas molecules and can be calculated using the molecular weight and
diffusivity of the condensing gas. We use Chapman-Engskog kinetic theory to calculate
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diffusivity (Bird et al. 2002). We use these values to compare the impact of components on the
overall evaporation ratio. This comparison is shown in Figure C.5.5.

Table C.5.1. Values used for comparison of the evaporation ratio.
Compound
Malonic Acid
Levoglucosan
Oleic AcidD

A

Surface Tension/Energy

Density

(J/m2)
0.2
0.022B
0.0325

(Kg/m3)
1616
1640C
895

Molecular
Weight
(g/mole)
104.06
162.14
282.46

Collision
Diameter
(Å)
5.33
5.97
8.41

Characteristic
Energy
(K)
784.80
608.3
601.37

A-(Bilde et al. 2003a); B-(Topping et al. 2007); C-(Koehler et al. 2006); D-(Yaws 2008). Collision
diameter and characteristic diameter estimate for levoglucosan provided by email communication from
NIST.

Figure C.5.5. The evaporation rate ratio for three different components. We see the value of the
first to second charge over the range of 5 nm to 300 nm.

Components impact the evaporation ratio, but do not inhibit separation. Figure C.5.5
shows the value of the first charge to second charge evaporation ratio for the three components
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(thin line) as a function of beginning diameter. The second to third charge evaporation ratio is
the thick line. We see that malonic acid has a slightly higher evaporation ratio than oleic, and
both malonic and oleic have a discernable increase in evaporation ratio over levoglucosan. The
increase is due to a combination of both the Kelvin effect ratio and the γ ratio. At small
diameters, the increase is dominated by the β ratio, and the contribution from the γ ratio is near
one. At 200 nm, the contribution of the β ratio and the γ ratio to the increase in evaporation is
nearly equivalent. The two functions change significantly as a function of diameter. The
transition correction factor ratio changes by 20% (6 times the component contribution) over the
range, and the Kelvin effect diameter ratio changes by 100 to 300%. The total increase in
evaporation ratio due to individual components is small. The increase in the evaporation ratio of
malonic acid over levoglucosan at 200 nm is 5%. From this analysis, we can conclude that
components impact evaporation ratio at small diameters through the Kelvin effect ratio, but the
impact of the γ ratio is minimal. The γ ratio is more a function of diameter than component.

C.6: Role of the Residence Time Distribution
The residence time distribution is the primary reason for the asymmetry in Figure 5.2.1.
The first charge response in Figure 5.2.1 appears asymmetric with a tail on the left side of the
response. This CPC response is due to the convolution of the input size distribution, the DMA1
transfer function, the DMA2 transfer function, and the residence time distribution. The response
in Figure 5.2.1 resembles the shape of Figure C.1.2 reversed, and Figure 5.2.1 does not contain
any resemblance to the ideal TDMA transfer function. The final shape of the residence time
distribution, and the DMA2 response, is a function of heater design.
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The heater design and flow rate determine the residence time distribution. The shape of
the distribution is influenced by fluid phenomena and diffusional spreading. For example, if a
mixed tank is used as a heater, the residence time distribution would appear as a continuous
stirred tank reactor (CSTR). The response would look like an exponential decay. If the heater is
assumed as plug flow, the residence time distribution would consist of a single time. These two
ideal examples represent extremes, but most designs exist between these two examples. The
heater in Appendix C.1 is 15.25 m long tubing. The measured residence time distribution is
neither a continuous stirred tank reactor nor a plug flow response. The design resides between
the two ideal cases. Figure C.6.1 compares the ecurve in Figure C.1.2 with CSTRs in series
model. We chose to use N=1.87 tanks to correlate the peak of the CSTR non-dimensionalized
ecurve with the non-dimensionalized ecurve of Figure C.1.2. The pattern of the two curves is
dramatically different. The CSTR response is quite wide in comparison to the Figure C.1.2
response.
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Figure C.6.1. The measured ecurve in Figure S2 compared to a CSTRs in series model. The
number of tanks used is 1.87. Although difficult to tell, the location of the peak, in nondimensional time, of the CSTR response is the same as the peak of the response from Figure S2.

Veiling of the charges is possible from the residence time distribution alone. To display
this, we use the response from 1.87 CSTRs in series and compare this to the Figure C.1.2
residence time distribution. We input this residence time distribution into TAO to estimate the
response. The comparison is shown in Figure C.6.2. The Figure 5.2.1 response separates the
charges well, but no indication of charge separation occurs in the CSTR case. The width of the
residence time distribution is much wider than the difference in the peaks of the two different
charge distributions. Therefore, both charges will exist under a single peak. The peak of the first
charge distribution is located at 63.5 nm while the total response peak is located at 73.5 nm.
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Figure C.6.2. The response from both Figure 5.2.1 and the CSTR ecurve. In both responses, the
aerosol-to-sheath ratio in both DMAs is 1:10, and the oven temperature is 36 °C.

Inaccuracy in vapor pressure measurement comes from both the veiling of charges and
the convolution of the RTD with the DMA1 transfer function, in conjunction with the
evaporation phenomena. In Figure C.6.2, the peak of the first charge for the Figure 5.2.1 case is
approximately 50.7 nm. If we assume this peak correlates with the peak of the RTD in Appendix
C.1, the vapor pressure is 0.7% high. This response is accurate. If we use the CSTR RTD from
above, the peak of the 1st charge is 63.5 nm with the same peak in residence time. The resulting
convolution error is 47%. The peak in Figure C.6.2 does not correlate with the peak of the first
charge. If the total response peak of 72.3 nm from Figure C.6.2 is used, the error increases to
123%. Inversions which do not include the convolution could be significantly wrong, and the
veiling of the first charge response can make the error much worse.
The flow rates in laminar flow heaters change the residence time distribution. Figure
C.6.3 shows two residence time distributions: the Appendix C.1 flow rate of 1.5 LPM and 0.4
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LPM through the same heater. The x-axis is non-dimensional time which is defined as the time
divided by the first moment of the ecurve. The y-axis is the concentration at any time divided by
the total concentration. By reducing the flow rate to 0.4 LPM, the mean time of the residence
time distribution increases by nearly a factor of 4. The extra time in the oven allows for
diffusional spreading along the tubing axis. Some particles will exit earlier in non-dimensional
time and some will exit later. This spreads the response recorded by DMA2. The spread will alter
the convolution with the DMA1 transfer function and may alter the apparent volatility. The
ecurve for a residence time does not equate to the ecurve for another. This concept can be
expanded to tubing length as well. As a laminar flow reactor lengthens, diffusional spreading
will occur, and the ecurve and convolution with DMA1 will change.

Figure C.6.3. The non-dimensionalized ecurves from the 15.25 m heater. The cyan curve is the
response shown in Figure S2. The magenta response corresponds with the same tubing with a
reduced flowrate.
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C.7: Evaporation at 200 nm
Choosing 200 nm increases the width of the DMA transfer function. If the aerosol-tosheath ratio is 1:10 (narrow), the width of the transfer function at 90 nm is 11 nm. The width of
the 200 nm transfer function is approximately 28 nm (wide) at the same aerosol-to-sheath ratio.
If we increase the aerosol-to-sheath ratio to 1:4 and measure at 90 nm, the width of the transfer
function is approximately 24 nm (wide). The two “wide” widths are approximately the same.
Generally, the width of the transfer function should be narrower than the width of the phenomena
to be measured.
At 36 °C and a DMA1 set point of 90 nm, the difference between the actual peak of the
first and second charge is 16.3 nm in first charge diameter space. The difference is 18.2 nm for a
200 nm particle with the same settings. Therefore, for the 90 nm case, the width of the narrow
transfer function is less than the phenomena measured, and the width of the wide transfer
function is wider than the phenomena. The 200 nm transfer function is also larger than the
phenomena despite using a narrow transfer function. The response of the 200 nm transfer
function is shown in Figure C.7.1. The shoulder does not appear until 38 °C. This temperature is
higher than all other cases investigated. Further increases in temperature enable charge
separation. The 40 °C curve displays two distinct peaks. At this point, the difference in the two
peaks is larger than the width of the DMA2 transfer function. From this plot, we can conclude
that choosing a larger diameter can veil the charges.
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Figure C.7.1. Progression of evaporation when DMA1 selects 200 nm with a narrow transfer
function. This figure is comparable to Figures 4, 5, and 7.

Even though the charges are covered, the accuracy in vapor pressure measurement is not
sacrificed. The DMA1 diameter, 200 nm, is much larger than the peak of the log-normal size
distribution. This along with the charging function guarantees a singly charged population. Like
Figure 5.7.1, the first charge peak does not deviate significantly from the peak of the CPC
response. Figure C.7.2 displays the accuracy of this case in panel a. In panel b, the vapor
pressure measurements follow the actual model.
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Figure C.7.2. Panel (a): The CPC response with an oven temperature of 28 °C. The first charge
CPC response is shown with open circles, and the total CPC response is shown with asterisks.
Panel (b): The vapor pressure calculations based on the peak of the total CPC response. The
measured response is shown as asterisks, and the line is the actual model used to generate the
data.

Although this situation is accurate, the TDMA response does not reveal whether the
correct charge is tracked. The user has two methods available for determining the charging
situation: re-neutralize the response as performed in the experimental method or evaporate the
aerosol until the subsequent charges are revealed. This 200 nm case, along with Figure 5.5.1,
displays primarily singly charged distributions. In these cases, when the charges split, the peak of
the second charge is smaller in population than the single charge distribution. Users must be
careful to use tall, narrow residence time distributions along with narrow DMA transfer functions
to determine the charge state of the sample. Using wide DMA transfer functions or wide
residence time distributions disguises multi-charged populations.
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C.8: List of Symbols Used in this Chapter
A1 – 1st Cunningham correction factor constant

A2 – 2nd Cunningham correction factor constant
A3 – 3rd Cunningham correction factor constant
C – Cunningham correction factor

C1 – Cunningham correction factor for a single charged particle

C2 – Cunningham correction factor for a second charged particle

C2-1 – Cunningham correction factor for a second charged particle in single charge diameter space

Cin – Concentration out of the system without the heater assuming that the entire system exists prior to the
heater

Cout – Concentration out of the entire system
Di,air – Diffusivity of component i in air
Dp – diameter of particle

Dp,0 – Initial diameter of particle
Dp,f – Final diameter of particle

Dp,1 – Diameter of a singly charged particle

Dp,2 – Diameter of a doubly charged particle

Dp,2-1 – Diameter of a doubly charged particle in single charged diameter space
E – ecurve. Fraction of the total mass emitted at time t

e – Charge of an electron. Bold face font means the value is a vector.
F – Transition regime correction factor.

f – Subscript used to denote the final state

i – Subscript used to denote the component under investigation

j – Subscript used to denote the charge of the particle

Kni – Knudsen number of component i
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Kr-85 – Subscript used to denote the size distribution exiting the neutralizer
Mi – Molecular weight of component i

N – Number of particles in the inlet size distribution

Nexp – Number of particles in the size distribution exiting the heater
Np – Total number of particles in the inlet size distribution

N1 – Number of particles in the size distribution exiting DMA1

N2 – Number of particles in the size distribution exiting DMA2
P* - Vapor pressure of component i

Qa – Aerosol inlet flow to DMA
Qc – Sheath inlet flow to DMA

Qm – Sheath outlet flow from DMA

Qs – Aerosol outlet flow from DMA
R – Gas constant
T – Temperature

TAO – Subscript used to denote the hypothesized size distribution calculated by TAO
t – time at exit of entire system
t’ – time in heater

Z1 – Mobility of a single charged particle

Z2 – Mobility of a doubly charged particle

Z2-1 – Mobility of doubly charged particle in single charge diameter space
𝑍𝑍�𝑝𝑝 - Non-dimensional mobility

Zp* - Mobility at the centroid of the DMA transfer function

α – Subscript used to denote the diameter ratio

αi – Mass accommodation coefficient of component i

β – Non-dimensional flow used in DMA transfer function

β – Subscript used to denote the ratio of the Kelvin effects
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γ – Subscript used to denote the ratio of the transition correction factors

δ – Non-dimensional flow used in DMA transfer function

δ – Subscript used to denote the conversion of the second charge to first charge diameter space

η – Fraction of particles receiving a charge

θ – Non-dimensional time

λair – Mean free path in air
μ – Viscosity of air

μg – Mean of the log-normal size distribution
ρi – Density of a particle of component i
σi – Surface tension of component i

σg – Standard Deviation of the log-normal size distribution
Ωnd – DMA transfer function
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Appendix D: Supplement to Chapter 6
D.1: Description of TAO
TAO requires input of the size distribution, variables necessary to calculate the first
Differential Mobility Analyzer (DMA1) transfer function, variables necessary to calculate the
second Differential Mobility Analyzer (DMA2) transfer function, relative humidity, maximum
number of charges to calculate the recorded Condensation Particle Counter (CPC) response, and
variables associated with the experiment. The user defines the resolution of the model.
Throughout this paper, the bin size is used to maintain at least 20 bins within the first charge
DMA1 transfer function. The user also defines the minimum contribution fraction of each
individual charge (defined by the DMA1 section below).

D.1.1:Input size distribution
TAO requires a size distribution input in the form of a continuous log-normal size
distribution or a flat size distribution in dN/dDp space. A mean, μg; standard deviation, σg; and
total particle population, Np are required inputs for the log-normal size distribution. Equation

D.1.1 displays the model used to generate the distribution (Friedlander 2000). Additional

variables in Equation D.1.1 are the input bin population, N; and the particle diameter, Dp. TAO

separates the size distribution into equal bin widths specified by the user (as mentioned above).
Once the input size distribution is fully defined, TAO converts the bin population to dN/dDp by

dividing the bin population by the bin diameter. TAO performs all further calculations in dN/dDp
space. The size distribution table is retained in the final output.
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D.1.2:DMA1
To determine the output from DMA 1 (the DMA1 size distribution), TAO uses equation
D.1.2 for each bin. In this equation, Ωnd is the non-diffusing DMA transfer function, η is the

charging fraction, N1 is the DMA1 bin population, and the final term is from equation D.1.1. The
subscript 1 denotes exiting DMA1. No DMA particle loss function or CPC counting fraction is

used. Equation D.1.2 is evaluated for each size bin and for each charge. This method assumes

that the DMA transfer function and the charging fraction are constant over each bin width for all
bins and charges. The bipolar charging fraction used by TAO is defined by Wiedensohler. The
first two charges are defined by the fitted algebraic expression (Wiedensohler 1988) while the
charges 3 through 10 are defined by the expression from Woessner and Gunn (1956).
Coefficients for the algebraic expression are sourced from Baron (2005). For charges 3-10, the
ratio of the electrical mobility of positive to negative ions is assumed to be 1.4/1.6
(Wiedensohler 1988).

𝑑𝑑𝑁𝑁1
𝑑𝑑𝑑𝑑
= Ω𝑛𝑛𝑛𝑛 ∗ 𝜂𝜂 ∗
𝑑𝑑𝐷𝐷𝑝𝑝
𝑑𝑑𝐷𝐷𝑝𝑝
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(𝐷𝐷. 1.2)

The non-diffusing transfer function (Stolzenburg and McMurry 2008) is shown as
equation D.1.3 through D.1.5. In equation D.1.3, 𝑍𝑍�𝑝𝑝 is the non-dimensional mobility. To

calculate the non-dimensional mobility, expressions for the viscosity of air (Allen and Raabe
1985), Cunningham correction factor (Kim et al. 2005), and mean free path (Kim et al. 2005) are
used along with the dimensions of a TSI-3081 long DMA. In equation D.1.4 and D.1.5, Qs is the
classified aerosol flow rate, Qa is the inlet aerosol flow, Qm is the inlet sheath flow, and Qc is the

exit sheath flow. β and δ are non-dimensional DMA flows. The ideal shape of the non-diffusing
transfer function is identified as a triangle. But for open flow sheath systems, the transfer

function can easily assume a trapezoidal shape. To display the shape in TAO, we assume that an
open flow DMA normally operates with a sheath flow of 6 LPM with an aerosol flow of 1.5
LPM. We assume the sheath exit is on an orifice and continues to operate at 6 LPM, but the
exiting aerosol flow is operating at 0.5 LPM. The inlet aerosol is the normal 1.5 LPM, and the
inlet sheath is operating at 5 LPM. Thus, the inlet sheath flow does not equal the exiting sheath
flow, and the inlet aerosol flow does not equal the exiting aerosol flow. The shape of this transfer
function becomes a trapezoid as shown in Figure D.1.1. For comparison, we also plot the ideal
transfer function resulting from the assumption that the sheath inlet equals sheath outlet, and
aerosol inlet equals aerosol outlet.

Ω𝑛𝑛𝑛𝑛 =

1
��𝑍𝑍� − (1 + 𝛽𝛽)� + �𝑍𝑍�𝑝𝑝 − (1 − 𝛽𝛽)� − �𝑍𝑍�𝑝𝑝 − (1 + 𝛽𝛽𝛽𝛽)�
2𝛽𝛽(1 − 𝛿𝛿) 𝑝𝑝
− �𝑍𝑍�𝑝𝑝 − (1 − 𝛽𝛽𝛽𝛽)��

𝛽𝛽 =

(𝑄𝑄𝑠𝑠 + 𝑄𝑄𝑎𝑎 )
(𝑄𝑄𝑚𝑚 + 𝑄𝑄𝑐𝑐 )
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(𝐷𝐷. 1.3)

(𝐷𝐷. 1.4)

𝛿𝛿 =

(𝑄𝑄𝑠𝑠 − 𝑄𝑄𝑎𝑎 )
(𝑄𝑄𝑠𝑠 + 𝑄𝑄𝑎𝑎 )

(𝐷𝐷. 1.5)

Figure D.1.1. The non-dimensional transfer function as calculated by TAO. The dashed curve
represents well balanced flows in a DMA while the trapezoid represents unbalanced flows. The
flow rates used in the calculation are shown in the table.

The result of equation D.1.2 is an array, one for each charge, representing the DMA1 size
distribution. Since the bin width was determined by the size distribution, the bin width carries
through because of equation D.1.2. To reduce calculation time, many charges are irrelevant for
the solution. The maximum number of charges to carry is a required input and defines the total
number of investigated arrays. The user also determines the minimum contribution fraction of
each charge. The DMA 1 routine integrates each individual size distribution (1 for each charge)
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and sums the total to determine the total particle count. The subroutine tests to be sure all charges
meet the minimum contribution fraction. If a charge does not meet the minimum requirement,
the size distribution array is deleted. Therefore, if a user determines that the minimum
contribution fraction is 0.01, for example, all charges that contribute less than 1 percent to the
total particle population are deleted. This determines the number of charges carried through the
remainder of the model. The final output is an array for each active charge. The columns in each
array are the diameter of the particle, the mobility of the particle, and the population in dN/dDp

as shown in Figure D.1.2. The tables representing the population exiting DMA1 are retained in
the final output.

Figure D.1.2. Example of table format of size distribution exiting DMA1. Resolution is set to
1/3 of an nm.
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D.1.3:DMA2 integration and comparison to entered CPC response

After running the experimental function, hygroscopicity, integration at DMA 2
determines the modeled CPC response. This calculation is required for each experimentally
measured DMA2 mobility. Since each charge is treated as a sub-population, every charge must
undergo this integration individually. The total number of particles measured at that mobility is a
sum of all integrated populations (all charges). TAO does not incorporate particle losses due to
the added complexity. Thus, to compare an experimentally determined CPC response to a
modeled response, TAO normalizes the modeled response to the actual measured response. The
sum of the squares of the error is calculated for assessment of fit.
Integration at each DMA2 mobility is performed using Equation D.1.6. In Equation
D.1.6, Qa, Qs, Dp, and Zp are as previously defined. Nexp is the particle population exiting the

conditioner, N2 is the particle population after DMA2, and Zp,i,j and Zp,f,j are the limits of the

charge sub-population, j. The derivative, dDp/dZp, is calculated using equation D.1.7 and D.1.8.
In equation D.1.7, μ is the viscosity of air, 𝑍𝑍�𝑝𝑝 is the DMA2 non-dimensional mobility, Zp* is the

centroid mobility, j is the charge number, e is the charge of an electron, and C is the Cunningham
correction factor. In equation D.1.8, λair is the mean free path in air; and A1, A2, and A3 are the
constants in the Cunningham correction factor equation. Due to the binning, the integral in

Equation D.1.6 is performed using MATLAB’s trapazoidal rule. The outputs from this routine
are the centroid of DMA2 assuming a single charge, the total number of particles counted, and
the number of particles counted from each individual charge.
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(𝐷𝐷. 1.8)

D.1.4:Experimental growth routines

TAO operates in three hygroscopicity spaces: growth factor, k (Petters and Kreidenweis

2007), and ammonium sulfate activity (Tang and Munkelwitz 1994). A single growth factor or
hygroscopicity value can be submitted for the entering size distribution, or a growth factor or
hygroscopicity distribution can be submitted. When using ammonium sulfate activity, the user

enters a relative humidity offset value (0 if no offset). No distribution is assumed for ammonium
sulfate as the movement is fully defined by the equations below.
The experimental subroutine grows the particles to the measured relative humidity
submitted in the beginning. This is done by growth factor, Equation D.1.9, or by the combination
of Equation D.1.10 and D.1.11. In Equation D.1.9, S is the saturation ratio, gf is the growth

factor, Ddry is the original particle diameter, σw is the surface tension of water assumed to be

0.072 N/m, R is the gas constant, к is the hygroscopicity, and ῦ is the molar volume of water

assumed to be 0.000018 m3/mole. In equation D.1.10 and D.1.11, aw is the activity of water, x is
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the mass fraction of ammonium sulfate, and Ci and Ai are empirical constants. To solve Equation

D.1.9, the experimental routine iterates to find the growth factor. For Equations D.1.10 and

D.1.11, the experimental routine iterates the two equations to determine growth factor. Growth is
performed for each bin by multiplying the solved growth factor by the original bin diameter.

�
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𝑆𝑆 = 3
𝑒𝑒𝑒𝑒𝑒𝑒
𝑔𝑔𝑓𝑓 − 1 + 𝜅𝜅

𝑎𝑎𝑤𝑤 = 1.0 + � 𝐶𝐶𝑖𝑖 𝑥𝑥 𝑖𝑖
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4𝜎𝜎𝑤𝑤 𝜈𝜈

𝑆𝑆 = 𝑎𝑎𝑤𝑤 𝑒𝑒𝑒𝑒𝑒𝑒 𝑅𝑅𝑅𝑅𝐷𝐷𝑑𝑑𝑑𝑑𝑑𝑑 𝑔𝑔𝑓𝑓

(𝐷𝐷. 1.9)
(𝐷𝐷. 1.10)

�

(𝐷𝐷. 1.11)

One benefit of this method is relative humidity. The routine requires the user to input a
relative humidity for each measured DMA2 mobility. This allows many asymmetries to occur as
a result of the system of interest. For example, a distribution of hygroscopicities may be
expected, but the relative humidity was unstable during measurement. TAO can model this
situation in the presence of multiple charges.

D.1.5:Growth and data reduction

The DMA1 size distribution tables (one for each charge) are the input to the experimental
routines. If a single hygroscopicity is used, the main routine queries the user for the value of
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hygroscopicity. These values (if single) are placed within each size distribution table (one table
for each charge). Therefore, the contents of each table are the bin diameter, the mobility, the
population in dN/dDp, and the hygroscopicity. The experimental subroutine must accept this

data format for calculation and must return the experimental size distribution in the same format.
If a distribution of growth factors or a distribution of hygroscopicities is used, the experimental
growth routines create many temporary size distributions. The temporary size distributions do
not meet the single table data format. A second routine reduces and reformats the data.
The experimental subroutine first converts the size distribution from dN/dDp to absolute

particle counts. TAO moves from the smallest diameter to the largest, and each bin diameter is
used as limits in an integral by trapezoidal rule. This integrated absolute particle count is then

assigned to a new bin diameter that is assumed as the midpoint between the two previous DMA1
bin diameters. For example, we assume two subsequent DMA 1 bins of 150 nm and 152 nm. The
150 nm bin has a size distribution of 100 #/cc/nm, and the 152 nm bin has a size distribution of
110 #/cc/nm. The new bin would have a size of 151 nm with an absolute population of 210 #/cc.
The smallest bin and the largest bin are assumed to have a particle count of zero. This method
will result with one more bin than the original count of DMA 1 bins.
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Figure D.1.3. How TAO handles growth factor distributions. The growth factor distribution
assumes only two growth factors for demonstration. Each row in the DMA1 table creates a
temporary size distribution table.

If a single hygroscopicity or growth factor is submitted, the routine grows the particles to
the final diameter and places the result in a new experimental table. The absolute particles move
with the bin as only the diameter changes. The result is an experimental array with a set of new
diameters with the associated absolute particle counts. The routine converts the absolute particle
count to dN/dDp space assuming linearity between bins. These steps are repeated for every
charge. If a distribution of growth factors or hygroscopicities is submitted, an extra step is

required. After converting to absolute particles, every bin in a charge is grown using the growth
factor or hygroscopicity distribution as shown in Figure D.1.3. This creates a temporary size
distribution for each bin within a charge array from DMA1. Therefore, the number of temporary
size distribution tables is equal to the number of DMA1 bins within a charge. Only a single size
distribution for each charge is desired. The diameters within each temporary size distribution do
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not match. The routine creates a final experimental table on the same user specified resolution
with enough diameters to cover all diameters in the temporary tables. The routine then sums the
particles by first converting each experimental table to dN/dDp, and then using the diameters in
the experimental table as limits of integration as shown in Figure D.1.4. This populates the

experimental table with total absolute particles on the original user specified resolution. The last
step is to convert the table to dN/dDp. In all cases, the routine assumes linearity between bins.
After conversion, the absolute particle column is removed. After all calculations, the routine
conserves the total number of particles in the distribution to well within 1%.

Figure D.1.4. Data reduction and recombination. When more than one size distribution exists
within a charge, TAO reduces all size distribution tables to a single size distribution. Two size
distributions are assumed in this figure and merged into the final experimental table.
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This choice of accounting method has couple of benefits with a couple of limitations. The
first benefit is bins move as individuals and move relative to one another. This movement has
two limits. First, the bins must change size. Second, each bin cannot pass over its neighbors. For
example, the final diameter of the 150 nm bin cannot be larger than the final diameter of the
neighboring 152 nm bin. Thus, the experimental response can assume any shape as defined by
the experimental model. The second benefit comes when a distribution is defined. The
experimental routine distributes particles within diameter, then recombines the results.

D.2: Interaction between the inlet size distribution and
DMA1
Equation D.1.2 above defines the interaction between the inlet size distribution and
DMA1 to create the size distribution exiting DMA1. As seen in Figure 6.4.1, when the inlet size
distribution is above the flat size distribution assumption, the size distribution exiting DMA1 is
increased. To explain this, we ratio two copies of Equation D.1.2: one for the log-normal size
distribution and one for the flat size distribution. If we evaluate this ratio at a single diameter, the
DMA1 transfer function and charging fraction in both equations equate and cancel. The result is
Equation D.2.1. In D.2.1, the subscript 1,LN is the size distribution exiting DMA1 from the lognormal inlet size distribution case. The subscript 1,flat is the size distribution exiting DMA1

from the flat inlet size distribution case. The subscript ISD,LN is the log-normal inlet size

distribution, and ISD,flat is the flat inlet size distribution. If the log-normal size distribution is
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more than the flat size distribution, then the population exiting DMA1 is more than the flat size
distribution at the diameter Dp.
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𝑑𝑑𝑝𝑝

D.3: Requirements for charges to align
DMA1 and DMA2 both measure mobility, which is a function of diameter. This function
is shown as Equation D.3.1. In equation D.3.1, n is the number of charges, e is the charge of a

single electron, C is the Cunningham Correction Factor, which is a function of diameter Dp, μ is
the viscosity of air, and Z is the mobility.

𝑍𝑍 =

𝑛𝑛𝑛𝑛𝑛𝑛�𝑑𝑑𝑝𝑝 �
3𝜋𝜋𝜋𝜋𝑑𝑑𝑝𝑝

(𝐷𝐷. 3.1)

When exiting DMA1, at any single charge diameter, all charges have the same dry
mobility Zdry. After growth, those particles have a wet mobility Zwet. For a non-dispersed growth
factor distribution, all charges must have the same wet mobility and begin at the same dry

mobility. Using this as a starting point, Equation D.3.2 is derived. The value of the left and right
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size of the equation should be 1. The charge on an electron, the viscosity of air, the number 3,
and the number π are constants and can be removed. We then rearrange the formula collecting
like charges on each side. Once complete, the number of charges cancels out. This results in
Equation D.3.3.
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(𝐷𝐷. 3.2)

(𝐷𝐷. 3.3)

The two diameters on each side can be collected and reduced to growth factor, gf. For the

growth factor distribution to be the only solution without regard to charging, the two growth

factors must equate. This eliminates growth factor from equation D.3.3. The resulting equation is
true when the growth factor equals 1. At that point, the ratio of the Cunningham Correction
Factors is 1. At very large diameters, the Cunningham Correction Factor has a value near 1. So,
if DMA1 is set to greater than 300 nm, Equation D.3.3, without growth factor, will be true. But
in the 100 nm range, this assumption is not true. See section D.5 for further explanation.

487

D.4: Alignment of the slope bias in multi-charged situations
Each charge has its own transfer function. The location of the transfer function relative to
the peak of the input size distribution determines the slope bias (see Figure 6.5.1). The total slope
bias incurred is a function of the individual charge’s slope bias as well as the population of each
charge. Figure D.4.1 documents the slope bias associated with the 70 nm size distribution (blue).
The peak of the total response is very close to the peak of the single charge. This similarity is the
result of the mostly singly charged distribution. The second charge distribution is subject to more
negative slope bias and has a peak slightly lower than the first charge peak. In this case, all
transfer functions exist above the peak of the size distribution, and the total response will have
negative slope bias.

Figure D.4.1. The slope bias associated with the 70 nm size distribution. The peak of each
response is shown with a crosshair. The total CPC response is a sum of all individual CPC
responses. The dashed vertical line is aligned with the peak of the total size distribution.
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The red size distribution has a more complex response. The first charge transfer function
is below the peak of the size distribution and has a positive slope bias. The second charge
transfer function is near the peak of the size distribution and has near zero slope bias. The third
charge transfer function, and all larger charges, are above the peak of the size distribution and
have negative slope bias. From Figure D.4.2, the peak of the total response is below the peak of
the first charge. The peak of the second and larger charges exists below the total peak. The total
peak does not match any of the charges. The total slope bias, associated with sampling below the
peak of the size distribution, is complex and a function of the input size distribution and the
charging function.

Figure D.4.2. The slope bias associated with the red size distribution. The crosshairs denote the
location of the response peak. The vertical dashed line is aligned with the peak of the total
response. In this case, the total response is a mix of both negative and positive slope bias.
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When both inlet size distributions are compared, the peak of the 70 nm size distribution is
below the peak of the 170 nm size distribution. All charges in the 70 nm response are subject to
negative slope bias. Most of this slope bias is derived from the first charge. The charges in the
170 nm response are a mix of positive, negative, and neutral slope biases. The difference in the
slope bias drives the difference in the responses. This is shown in Figure D.4.3.

Figure D.4.3. The total CPC response of both the 70 nm and 170 nm size distributions assuming
no change in diameter or shape. All charges in the 70 nm response are subject to negative slope
bias. The charges in the 170 nm response are subject to a mix of positive, negative, and neutral
slope biases.

D.5: The dispersion bias works against the slope bias
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The dispersion bias often works against the slope bias. In Figure D.4.3 above, the
response of the two inlet size distributions with slope bias is displayed. This plot is directly
comparable to Figure D.5.1, which includes both the slope bias and dispersion bias. Before
growth, the red size distribution response is noticeably higher than the blue size distribution
response. The dispersion bias, in this case, reduces the peak of the total CPC response (see
Figure 6.5.2). The reduction comes close to realigning the two peaks. The actual peak of the flat
size distribution is between 1% to 1.5% higher (depending on aerosol-to-sheath ratio) than the
actual responses shown. The slope bias is fully responsible for the reduction in the 70 nm
response. In the case of the red inlet size distribution, the slope bias is near neutral, but
dispersion reduces the response to match the 70 nm peak. Although the two peaks align, both
peaks are incorrect and incorrect for different reasons.

Figure D.5.1. The total CPC response of both the 70 nm and 170 nm size distributions after
growth. The aerosol is assumed to be ammonium sulfate. The peak of the two responses is
denoted by the crosshairs. The vertical dashed line is aligned to the peak of the 170 nm response.
491

D.6: The role of the kelvin effect on growth factor
If we assume that Equation D.1.9 is true, we can investigate the relationship between dry
diameter, growth factor, and final distribution alignment. For a relative humidity of 90%, the
hygroscopicity of ammonium sulfate approaches 0.48 assuming Tang and Munkelwitz (1994)
holds. Figure D.6.1 is a plot of the ratio of growth factors as a function of dry diameter. In
equation D.1.9, we have assumed all variables are constant except for dry diameter and solved
for growth factor. The y-ordinate is the growth factor of the first charge, gf1, divided by the

growth factor of each charge extrapolated to single charge mobility space, gfcto1. The plot

displays the interaction of the kelvin effect with Equation D.3.3 on the charge alignment. The
maximum misalignment in mobility space occurs at near 50 nm. At diameters smaller than this,
the kelvin effect works against the misalignment and will bring the misalignment close to 1. We
also see that in the large particle extreme, the Cunningham Correction Factor ratios become 1
and Equation 6.5.1 becomes true.
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Figure D.6.1. Plot of the ratio of growth factors as a function of DMA1 set point. High growth
factor ratios indicate high dispersion bias possibility. At large diameters, the growth factors of
multi-charged particles approach the growth factor of single charged particles. At near 50 nm,
the maximum dispersion bias is possible. Below 50 nm, the kelvin effect reduces the dispersion
error.

D.7: SMPS Inversion of TDMA data in high and low degrees
of freedom-flat input distribution
In this section, the viability of SMPS inversion is compared. SMPS inversions assume
that the size distribution is flat over the narrow width of the transfer function. To test the validity
of SMPS inversions of TDMA data, two transfer functions are assumed: a wide transfer function
with an aerosol-to-sheath ratio of 1:2 and a narrow transfer function with an aerosol-to-sheath
ratio of 1:13.3. Figure D.7.1 plots the narrow distribution as the outlet of DMA1 (black line)
measured by a wide DMA2 transfer function. The cyan pluses are the result of the measurement.
The measurement does not resemble the actual distribution. The peak of the measurement is also
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1 nm lower than the actual distribution. When the two transfer functions are reversed, the SMPS
inversion works well. The success is shown in Figure D.7.2. The SMPS response resembles the
actual size distribution. The peak of the SMPS response matches the actual response peak. In
both cases, the input size distribution into DMA1 is assumed to be flat. Figure D.7.3 plots the
two CPC responses. The CPC response at peak is approximately the same in both cases showing
no advantage to either situation with respect to response. The DMA1 narrow/DMA2 wide
response is a reverse image of the DMA2 transfer function. In this case, the DMA1 transfer
function is measuring the DMA2 transfer function. In the DMA1 wide/DMA2 narrow case, the
DMA2 transfer function is measuring the DMA1 transfer function. The latter case is the nominal
case and should always be pursued.

Figure D.7.1. Plot of the SMPS inversion from the CPC response plotted in Figure 6.6.1, panel
a. The cyan pluses are the SMPS inversion of the CPC response. The black curve is the actual
size distribution used to generate the CPC response. The two peaks do not align. The SMPS
inversion is 99 nm, and the actual distribution peak is at 100 nm.
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Figure D.7.2. Plot of the SMPS inversion from the CPC response plotted in Figure 6.6.1, panel
b. The squares are the SMPS inversion of the CPC response. The black curve is the actual
distribution used to generate the CPC response. The peak of the two responses is approximately
the same.

Figure D.7.3. Plot of the two CPC responses from Figure 6.6.1. The peak of the responses is
approximately the same in total particle counts. The shape is different. The plus response is the
approximate reverse image of the wide transfer function, and the squares are the correct image of
the wide transfer function.
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D.8: Inversion of TDMA data in high and low degrees of
freedom with complex growth factor distributions
Although the peaks of the SMPS inversions above are close to the actual size distribution,
this peak match is often not attainable with SMPS inversion. To demonstrate this, we will
assume a realistic complex response to an increase in relative humidity. The growth factor
distribution used is displayed in Figure D.8.1. In Figure D.8.1, the x-axis is growth factor, gf,
defined as the wet diameter, Dpw, divided by the dry diameter, Dpd. The y-ordinate is the

derivative of the wet fraction, F, with respect to growth factor. The wet fraction is defined as the
concentration of wet particles, Cw, which sourced from a concentration of dry particles, Cd. The

distribution in Figure D.8.1 is statistical, and the area under the curve in Figure D.8.1 is equal to
1. The peak of the distribution is located at a growth factor of 1.82. If we model this distribution
using stacked normal distributions, three normal distributions are required to adequately
reproduce the response. Three normal distributions use 9 variables, and therefore, our solution
needs at least 9 degrees of freedom for a unique and correct TDMA solution. An estimate of the
growth factor distribution can be obtained with 6 degrees of freedom.
We will be changing two experimental factors to display the inaccuracies possible in both
the TDMA and SMPS inversions of complex growth distributions. The first will be the inlet size
distribution. We will assume the two distributions shown in Figure 6.4.1, panel a. The second
experimental variable will be the width of the DMA transfer functions. Two widths will be used,
an aerosol-to-sheath ratio of 1.5 LPM-to-15 LPM and an aerosol-to-sheath ratio of 1.5 LPM-to-6
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LPM. The 1:10 ratio will be called narrow, and the 1:4 ratio will be called wide. In all cases,
DMA1 will be set to 100 nm.
The first situation is the worst: the red size distribution with a narrow DMA1 transfer
function and a wide DMA2 transfer function. In this case, the number of degrees of freedom is
low, and multi-charging is high. The dry scan from this situation is shown as Figure D.8.2, panel
a. The SMPS inversion of the CPC response is shown as red pluses and the actual total
distribution is shown as the red line. The two shapes do not match, but the two peaks are close to
one another and with the 100 nm set point. The slope error associated with this dry scan is small.
The slope error for the first charge is positive, the second charge is neutral, and the third and
above negative. The width of the DMA1 response is 10 nm, and the width of the DMA2 transfer
function is 33nm. This system has 1 to 2 degrees of freedom. Only the peak can be determined.
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Figure D.8.1. The growth factor distribution used in the complex aerosol model. The peak of the
response is located at a growth factor of 1.82. F is the fraction of the concentration of wet
particles that came from a concentration of dry particles. gf is the growth factor.

Figure D.8.2. Panel (a): A dry scan from the complex aerosol situation. In this case, the DMA1
transfer function is narrow, and the DMA2 transfer function is wide. Panel (b): The
corresponding wet scan. Figure 6.7.1, panel a displays the location of the 1st charge for the wet
scan, while these plots display the total size distribution (sum of all charges).
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The wet scan is shown in Figure D.8.2, panel b. The SMPS inversion does not match the
total size distribution. The reason for the mismatch is the wide DMA2 transfer function. In this
case, we have a multi-charged situation with high dispersion error. Also, the width of the DMA2
transfer function at 180 nm is 61 nm. The width of the size distribution entering DMA2 is
approximately 110 nm. The DMA2 transfer function is too wide to reproduce the distribution as
shown in Figure D.8.2, panel b. For TDMA inversion, the number of independent measurements
is 2 to 3. So, a single normal distribution may be possible, but nine degrees of freedom are
needed to properly reproduce the complex growth factor distribution. Neither the TDMA nor the
SMPS inversion can reproduce the response. In addition to this situation, the dispersion bias
masks the actual growth factor distribution.
The second case is the same red distribution, and the DMA2 transfer function will be
narrow while the DMA1 transfer function will be wide. The dry scan associated with this
condition is shown as Figure D.8.3, panel a. The line in Figure D.8.3, panel a displays the total
size distribution. The squares are the SMPS inversion of the total CPC response. The total width
of the dry distribution is 33 nm, and the DMA2 transfer function is 11 nm in width. A total of 3
to 4 degrees of freedom are available. A TDMA inversion could fit a single Gaussian distribution
to the response. The SMPS inversion is close to correct also. The SMPS inversion in Figure
D.8.3, panel a reproduces the sides of the transfer function accurately but is not able to resolve
the peak or the edges of the transfer function. But there is enough information in the SMPS
inversion to recover the general shape of the population entering DMA2.
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Figure D.8.3. Panel (a): The dry scan from the complex aerosol response with a wide DMA1
transfer function and a narrow DMA2 transfer function. Panel (b): The corresponding wet scan.
Figure 6.7.1, panel b displays the location of the 1st charge. The red line in this figure is the total
size distribution (the sum of all charges).

The wet distribution associated with Figure D.8.3, panel a is shown as Figure D.8.3,
panel b. The SMPS inversion of the total response reproduces the actual total distribution. The
distribution width is 130 nm, and the width of the DMA2 transfer function is 23.3 nm. This
provides a total of 5 to 6 degrees of freedom. There are enough degrees of freedom for a TDMA
inversion routine to fit two normal distributions, but three normal distributions are needed to
adequately reproduce the response. In this case, the SMPS inversion reproduces the total
response. A TDMA inversion can estimate the growth factor distribution. Both inversion
methods are good, but the dispersion bias still masks the actual growth factor distribution.
The third case removes the dispersion bias, and the case uses a narrow DMA1 transfer
function with a wide DMA2 transfer function. The size distribution is the 70 nm size
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distribution, and the DMA1 set point is again 100 nm. The dry scan is Figure D.8.4, panel a. The
width of the transfer function is approximately 10 nm, and the DMA2 transfer function width is
33 nm. Only 1 to 2 degrees of freedom are available. The SMPS inversion cannot reproduce the
distribution entering DMA2. Only the peak can be extracted.

Figure D.8.4. Panel (a): The dry scan from the complex aerosol response with a wide DMA1
transfer function and a narrow DMA2 transfer function. Panel (b): The corresponding wet scan.
Figure 6.7.2, panel a displays the location of the 1st charge. The blue line in this figure is the total
size distribution (the sum of all charges).

The wet scan associated with Figure D.8.4, panel a displayed as Figure D.8.4, panel b.
Like the previous examples, the width of the distribution entering DMA2 is approximately 110
nm. The width of the DMA2 transfer function is 61 nm. There are 2 to 3 degrees of freedom
available for TDMA inversion. This is not enough to accurately reproduce the growth factor
distribution used. In Figure D.8.4, the SMPS inversion cannot reproduce either the distribution or
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the peak of the entering size distribution. Although the distribution is singly charged, all methods
cannot adequately reproduce the response.
The final case is the low dispersion error with a wide DMA1 transfer function and a
narrow DMA2 transfer function. The dry scan for this case is shown in Figure D.8.5, panel a.
The width of the distribution is approximately 33 nm, and the DMA 2 transfer function is
approximately 11 nm. Therefore, 3 to 4 degrees of freedom are available for TDMA inversion.
This is enough to fit a single Gaussian distribution. The SMPS inversion can reproduce the
response as shown in Figure D.8.5, panel a. Both the SMPS inversion and TDMA inversion will
be successful. Also, the distribution is singly charged. The DMA1 transfer function is above the
mean of the size distribution, so the net slope bias is negative. Therefore, the response will not
align with the 100 nm set point.

Figure D.8.5. Panel (a): The dry scan from the complex aerosol response with a wide DMA1
transfer function and a narrow DMA2 transfer function. Panel (b): The corresponding wet scan.
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Figure 6.7.2, panel a displays the location of the 1st charge. The blue line in this figure is the total
size distribution (the sum of all charges).

The wet size distribution is shown in Figure D.8.5, panel b. The SMPS inversion
reproduces the response quite well. The width of the size distribution entering DMA2 is 130 nm,
and the width of the DMA2 transfer function is 23.3 nm at a 180 nm set point. There are 5 to 6
degrees of freedom available for TDMA inversion. Nine degrees of freedom are necessary for an
adequate inversion. The response is under the influence of slope bias. If a dry scan was
performed with the wet scan, the slope bias could be removed. In this case, the peak of the dry
size distribution is 99.3 nm, and the peak of the wet size distribution is 179.2 nm. The estimated
growth factor is 1.804, which is quite close to the actual peak of 1.82. The TDMA inversion will
likely succeed if the dry diameter is taken into consideration. If SMPS inversions are completed
on both the dry and wet scans, the peaks will yield a growth factor with acceptable error.

D.9: Nomenclature
A1 - first constant in Cunningham correction factor

A2 - Second constant in Cunningham correction factor
A3 - Third constant in Cunningham correction factor

Ai - Constants used in the empirical relation to calculate the density of a water-ammonium sulfate
particle.

aw - Activity of water

C - Cunningham correction factor

Ci - Constants used in the empirical relation to calculate the activity of water
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Cw – Concentration of wet particles
Cd – Concentration of dry particles
Ddry - dry particle diameter

Dpw – Wet particle diameter
Dpd – Dry particle diameter

Dp - Diameter of the particle
e - Charge of an electron

F – Fraction of dry particles converted to wet particles
f - final

gf – Growth factor. The subscript 1 means the first charge growth factor. The subscript cto1
means the growth factor of the charge “greater than one” converted to first charge mobility
space.

i – initial

j –number of charges

N – particle concentration. The input population when no subscript is present. The subscript P

means total particle count. The subscript 1 means population at DMA1 exit. The subscript 2
means population at DMA2 exit. The subscript exp means the population exiting the conditioner.

n – number of charges

Q – Flow rate. The subscript a means the outlet aerosol flow. The subscript s means the inlet
aerosol flow. The subscript m means the inlet sheath flow. The subscript c means the outlet
sheath flow.

R – gas constant

S - Saturation ratio
T – Temperature

ῦ - Molar volume of water

x – Mole fraction ammonium sulfate
𝑍𝑍� – non-dimensional mobility
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Zp* - Mobility at the centroid of the transfer function
Ω – DMA transfer function

β – Dimensionless flow rate
δ – Dimensionless flow rate
η – Charging fraction
κ – Hygroscopicity

λair – Mean free path of air
μ – Viscosity of air

μg – Mean of the log-normal size distribution
ρp – Density of the particle

σg – Standard deviation of the log-normal size distribution
σw – Surface tension of water
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Appendix E: Supplement to Chapter 7
E.1: Calculation of fraction charged
Before beginning this explanation, a few definitions are required to prevent confusion.
First, we define the changing size distribution in the chamber as the inlet size distribution. The
size distribution exiting the first Differential Mobility Analyzer (DMA1) is the sampled size
distribution. We define the number of particles within the sampled size distribution as the
sampled population. When referring to a charge within the sample size distribution, we use the
sampled first charge population (or size distribution) or each charges’ sampled population (or
size distribution). When referring to the population from the second Differential Mobility
Analyzer (DMA2), we use the noun phrase DMA2 Condensation Particle Counter (CPC) count.
We define the size distribution exiting the Centrifugal Particle Mass Analyzer (CPMA) as the
CPMA size distribution, and the number of particles in the CPMA size distribution is the CPMA
population. When referring to each charge within the CPMA size distribution, we use the noun
phrase the CPMA first charge size distribution or the CPMA first charge population. Last, each
charges’ CPMA population divided by the total CPMA population equates to each charges’
population fraction.
The CPMA curve fit attributes the number of particles in the DMA2 CPC count to each
charge. We fit each CPMA scan with three log-normal distributions, one for each of the first
three charges. The log-normal distributions were a function of particle mass, not diameter, and
each curve was assumed to be additive. In some cases, the charges overlapped making three
distinct curves unavailable. These convoluted scans defined the process of curve fitting. The
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CPMA first charge size distribution signal was always the strongest and was always associated
with the smallest mass. A log-normal curve was fit to the CPMA first charge size distribution
using the unconvoluted left side of the CPMA size distribution. Once fit, the log-normal curve
was subtracted from the CPMA size distribution. This revealed the undisturbed CPMA second
charge size distribution. Then, the CPMA second charge size distribution was fit and subtracted.
Last, the CPMA third charge size distribution was fit. Each curve fit has an associated population
value, and this population represents each charges’ CPMA population. This integrated total
particle count is the beginning of the process. Each CPMA scan resulted in a CPMA population
for the first three charges. One final note, only the left side of the TDMA scan convoluted. The
majority of the CPMA scans had separate curves for each charge (as shown in Figure 7.5.2,
panel b).
Each charges’ CPMA population is associated with a time, t. Since the CPMA scan was

6-7 minutes in length, the chamber size distribution may have changed significantly over the

scan period. This significant change was particularly relevant at the beginning of the experiment.
Therefore, each log-normal curve fit needed to be associated with a time, which would correlate
to a measured inlet size distribution. The time at the peak of each charges’ CPMA size
distribution was used as the time associated with each curve fit. This process yields three curve
fits (and populations) with three corresponding times for each of the fifteen CPMA scans.
Each charges’ sampled population is calculated for each time t. The TSI Scanning

Mobility Particle Sizer (SMPS) scanned many inlet size distributions over the course of the
experiment (one every 5 minutes). A log-normal size distribution (Friedlander 2000) was fit
using sum of the squares of the error between the log-normal function and the measured size
distribution values. The fitted inlet size distribution variables were each assigned an average
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time. Using each time t from the CPMA, a lookup function interpolated the inlet size distribution
table to determine the size distribution variables associated with the peak time for each charges’
CPMA size distribution. These inlet size distribution variables, the charging fraction
(Wiedensohler 1988), and the non-diffusing transfer function for DMA1 (Stolzenburg and
McMurry 2008) were used to calculate the sampled size distribution exiting DMA1. Each
charges’ sampled size distribution was integrated to determine the population in the sampled size
distribution at each time t.

The ratio of each charges’ sampled population was used to convert each charges’ CPMA

population to a single characteristic time t’. Since the time at peak of the CPMA first charge size
distribution does not correlate with the time at peak for the CPMA second or third charge size
distribution, a ratio was used to scale the population measured by the CPMA. This scaling
function removed the bias associated with the long CPMA scan time and the quick changing size
distribution. For every CPMA scan, the peak of the CPMA third charge size distribution was
used for the characteristic time associated with the entire CPMA scan. A ratio, shown in
Equation E.1.1, was used to remove the bias. In Equation E.1.1, N is the population in the size
distribution, the subscript CPMA or DMA1 represents the size distribution location (CPMA or

sampled), t is the time associated with the peak of each charges’ CPMA size distribution, and t’

is the characteristic time (the time associated with the peak of the CPMA third charge size

distribution). The subscript 1 in Equation E.1.1 represents the first charge. One equation for each
charge was used, and the final ratio for the third charge always equated to 1. The output of

Equation E.1.1 was each charges’ population at the characteristic scan time, and the ratio shown
is the first of two.
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𝑁𝑁𝐷𝐷𝐷𝐷𝐷𝐷1,𝑡𝑡 ′
�𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶,𝑡𝑡 ′ �1 = �𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶,𝑡𝑡 �1 �
�
𝑁𝑁𝐷𝐷𝐷𝐷𝐷𝐷1,𝑡𝑡 1

(𝐸𝐸. 1.1)

The sampled population exiting DMA1, at the time of the TDMA scans, was used to
calculate each charges’ CPMA population during the TDMA scan. The size distribution changed
significantly between the two TDMA scans and between each CPMA scan. To remove this bias,
each charges’ CPMA population needed to be corrected using the CPMA’s characteristic scan
times. Therefore, a characteristic time for each TDMA scan, tT, was used with the CPMA’s

characteristic scan time. The TDMA’s characteristic time was the average time of the total

TDMA scan time. This correction is done in the same fashion as Equation E.1.1 and is shown as
Equation E.1.2. Like Equation E.1.1, three copies of Equation E.1.2 were used for each CPMA
scan. Once complete, the output, 𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶,𝑡𝑡𝑇𝑇 , was the number of particles in each charges’ CPMA
population occurring at the time of the TDMA scan. Now, the temporal biases created by the

inlet size distribution have been removed using two ratios derived from the sampled population
exiting DMA1.

𝑁𝑁𝐷𝐷𝐷𝐷𝐷𝐷1,𝑡𝑡𝑇𝑇
�𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶,𝑡𝑡𝑇𝑇 � = �𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶,𝑡𝑡 ′ � �
�
1
1 𝑁𝑁
𝐷𝐷𝐷𝐷𝐷𝐷1,𝑡𝑡 ′ 1
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(𝐸𝐸. 1.2)

The product of these two ratios with each charges’ CPMA population measurement
determined the final total particle count in each charges’ CPMA population, at the time of the
TDMA scan. We now define these final populations with the noun phrase “each charges’ final
CPMA population.” (𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶,𝑡𝑡𝑇𝑇 ) Each charges’ final CPMA population was summed to obtain the
final total CPMA population, and then each charges’ final CPMA population was divided by the
sum. This result was each charges’ population fraction. Each charges’ population fraction
apportions the DMA2 CPC count to each charge when the fraction is multiplied by the DMA2
CPC count. However, the wet diameters associated with the CPMA scans did not equate to the
wet diameters associated with the TDMA scans. Thus, instead of directly apportioning the
DMA2 CPC count, a continuous relationship between the wet diameter and the final CPMA
population fractions was needed.
The final CPMA population fractions were plotted as a function of diameter and fitted
with a polynomial. A plot of the 2.5-hour TDMA scan is shown in Figure E.1.1. In Figure E.1.1,
each circle, triangle, and square represent the final CPMA population fractions for the first,
second, and third charges respectively. The lines in the plot represent the polynomial fit. Each
polynomial was of order 2, and the polynomial values, associated with a single wet diameter,
summed to 1 over nearly the entire range. The sum of all the polynomial values, of the largest
wet diameter used, was off by 1%. These three polynomials were used to apportion the DMA2
CPC count to each of the measured three charges.
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Figure E.1.1. The final charging fractions derived from the measured CPMA response along
with the measured inlet size distribution.

Each charges’ population fraction, used to multiply by the CPC particle count, was
calculated from the resulting polynomials. Each wet diameter used in the TDMA scan has an
associated DMA2 CPC count. This DMA2 CPC count is the integrated total number of particles
passing through DMA2 at the selected centroid. The total particle fraction, calculated using the
polynomials, was also an integrated average of the total particles passing through DMA2. Thus,
when the DMA2 CPC count was multiplied by the CPMA population fraction, the resulting
numbers are the portion of the DMA2 CPC count apportioned to each charge.
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Appendix F: Supplement to Chapter 10
F.1: Gas phase model
The solution displayed here is adapted from Seinfeld and Pandis (2006). We have slightly
altered one non-dimensional variable (Equation F.1.2). We assume Equation F.1.1 as the
differential equation describing the diffusion of a solute in the gas phase. In Equation F.1.1, C is
the gas phase concentration, Dg is the diffusivity in the gas phase, and r is the radius.

𝜕𝜕𝜕𝜕
𝜕𝜕 2 𝐶𝐶 2 𝜕𝜕𝜕𝜕
= 𝐷𝐷𝑔𝑔 � 2 +
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝑟𝑟 𝜕𝜕𝜕𝜕

(𝐹𝐹. 1.1)

The problem can be simplified with the proper non-dimensionalization. Equation F.1.2
displays the assumed form of the non-dimensional variable U. In Equation F.1.2, Rp is the radius
of the particle, C∞ is the concentration at an infinite distance from the particle, and Cs is the gas
phase concentration at the surface of the particle, Rp. Equations F.1.3 through F.1.5 display the
boundary conditions assuming this form.

𝑈𝑈(𝑟𝑟, 𝑡𝑡) =

𝑟𝑟 𝐶𝐶∞ − 𝐶𝐶
𝑅𝑅𝑝𝑝 𝐶𝐶∞ − 𝐶𝐶𝑠𝑠

𝑈𝑈(𝑟𝑟, 0) = 0

(𝐹𝐹. 1.2)

𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟 > 𝑅𝑅𝑝𝑝
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(𝐹𝐹. 1.3)

𝑈𝑈(∞, 𝑡𝑡) = 0

(𝐹𝐹. 1.4)

𝑈𝑈�𝑅𝑅𝑝𝑝 , 𝑡𝑡� = 1

(𝐹𝐹. 1.5)

Introduction of Equation F.1.2 to Equation F.1.1 through the partial derivatives of C with
respect to r and t yield Equation F.1.6.

𝜕𝜕 2 𝑈𝑈
𝜕𝜕𝜕𝜕
= 𝐷𝐷𝑔𝑔 2
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

(𝐹𝐹. 1.6)

We assume a similarity solution. The form of the solution is shown in Equation F.1.7 and
F.1.8. Substitution of Equation F.1.7 and Equation F.1.8 into Equation F.1.6 yields Equation 9.

𝑈𝑈(𝜂𝜂) = 𝑈𝑈(𝑟𝑟, 𝑡𝑡)

(𝐹𝐹. 1.7)

𝜂𝜂 =

(𝐹𝐹. 1.8)

𝑟𝑟 − 𝑅𝑅𝑝𝑝

2�𝐷𝐷𝑔𝑔 𝑡𝑡

𝑑𝑑2 𝑈𝑈
𝑑𝑑𝑑𝑑
+
2𝜂𝜂
=0
𝑑𝑑𝑑𝑑2
𝑑𝑑𝑑𝑑

(𝐹𝐹. 1.9)
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The solution to Equation F.1.9 is shown at Equation F.1.10. In Equation F.1.10, the
variables A and B are constants to be evaluated using the converted boundary conditions in
Equation F.1.11 and F.1.12.

𝜂𝜂

2

𝑈𝑈(𝜂𝜂) = 𝐴𝐴 + 𝐵𝐵 � 𝑒𝑒𝑒𝑒𝑒𝑒−𝜉𝜉 𝑑𝑑𝑑𝑑

(𝐹𝐹. 1.10)

𝑈𝑈(0) = 1

(𝐹𝐹. 1.11)

0

𝑈𝑈(∞) = 0

(𝐹𝐹. 1.12)

Evaluation of the boundary conditions in Equation F.1.11 and F.1.12 yield Equation
F.1.13 after determination of the constants A and B. In Equation F.1.13, the similarity
assumption has been replaced in the upper limit of the integral. From the rearrangement of the
non-dimensional variable in Equation F.1.2, we can explicitly solve for the concentration. The
value for U from Equation F.1.13 can be inserted, and this insertion yields Equation F.1.14.

𝑈𝑈(𝑟𝑟, 𝑡𝑡) = 1 −

2

√𝜋𝜋

�

𝑟𝑟−𝑅𝑅𝑝𝑝
2�𝐷𝐷𝑔𝑔 𝑡𝑡

0

2

𝑒𝑒𝑒𝑒𝑒𝑒−𝜉𝜉 𝑑𝑑𝑑𝑑

(𝐹𝐹. 1.13)
𝑟𝑟−𝑅𝑅𝑝𝑝

𝑅𝑅𝑝𝑝
2 2�𝐷𝐷𝑔𝑔𝑡𝑡
2
�1 −
�
𝑒𝑒𝑒𝑒𝑒𝑒−𝜉𝜉 𝑑𝑑𝑑𝑑 ��
𝐶𝐶(𝑟𝑟, 𝑡𝑡) = (𝐶𝐶∞ − 𝐶𝐶𝑠𝑠 ) �1 −
𝑟𝑟
√𝜋𝜋 0
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(𝐹𝐹. 1.14)

To determine the flux of the gas from the particle surface, the derivative of Equation
F.1.14 with respect to r evaluated at the surface is required. This derivative is shown as Equation
F.1.15. Equation F.1.16 combines this derivative with Fick’s law to create the rate of mass
evaporation from the surface of the particle.

(𝐶𝐶∞ − 𝐶𝐶𝑠𝑠 )
𝑅𝑅𝑝𝑝
𝜕𝜕𝜕𝜕
�
=
�1 +
�
𝜕𝜕𝜕𝜕 𝑟𝑟=𝑅𝑅𝑝𝑝
𝑅𝑅𝑝𝑝
�𝜋𝜋𝐷𝐷𝑔𝑔 𝑡𝑡

(𝐹𝐹. 1.15)

�

(𝐹𝐹. 1.16)

�

𝑅𝑅𝑝𝑝
𝑑𝑑𝑑𝑑
� = 4𝜋𝜋𝑅𝑅𝑝𝑝 𝐷𝐷𝑔𝑔 (𝐶𝐶∞ − 𝐶𝐶𝑠𝑠 ) �1 +
�
𝑑𝑑𝑑𝑑 𝑔𝑔
�𝜋𝜋𝐷𝐷𝑔𝑔 𝑡𝑡

F.2: Particle phase diffusion model
We begin using Equation F.1.2, but we assume a different form for nondimensionalization. The non-dimensional variables are shown in Equations F.2.1, F.2.2, and
F.2.3. In Equation F.2.1, C0 is the initial concentration in the particle phase. In Equation F.2.3,
Dp is the particle phase diffusivity.

𝑈𝑈 =
𝑥𝑥 =

𝐶𝐶 − 𝐶𝐶𝑠𝑠
𝐶𝐶0 − 𝐶𝐶𝑠𝑠

(𝐹𝐹. 2.1)

𝑟𝑟
𝑅𝑅𝑝𝑝

(𝐹𝐹. 2.2)
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𝑡𝑡 ∗ =

𝑡𝑡

(𝐹𝐹. 2.3)

𝑅𝑅𝑝𝑝 2
� 𝐷𝐷 �
𝑝𝑝

Substitution of the non-dimensional variables into Equation F.1.1 yields Equation F.2.4.
Equation F.2.4 will be evaluated at the boundary conditions shown in Equations F.2.5 through
F.2.7.

𝜕𝜕𝜕𝜕
𝜕𝜕 2 𝑈𝑈 2 𝜕𝜕𝜕𝜕
= 𝐷𝐷𝑝𝑝 � 2 +
�
𝜕𝜕𝑡𝑡 ∗
𝜕𝜕𝜕𝜕
𝑥𝑥 𝜕𝜕𝜕𝜕

(𝐹𝐹. 2.4)

𝑈𝑈(𝑥𝑥, 0) = 1

(𝐹𝐹. 2.5)

𝜕𝜕𝜕𝜕
(0, 𝑡𝑡 ∗ ) = 0
𝜕𝜕𝜕𝜕

(𝐹𝐹. 2.7)

𝑈𝑈(1, 𝑡𝑡 ∗ ) = 0

(𝐹𝐹. 2.6)

Apply separation of variables by assuming the function has the form shown in Equation
F.2.8. Substitution of Equation F.2.8 into Equation F.2.4 yields Equation F.2.9, where -λ2 is a
constant. The differential equation of the left side of Equation F.2.9 can be solved directly, which
is shown in Equation F.2.10.

𝑈𝑈 = 𝑋𝑋 ∗ (𝑥𝑥)𝑇𝑇(𝑡𝑡 ∗ )
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(𝐹𝐹. 2.8)

1 𝜕𝜕𝜕𝜕
1 𝜕𝜕 2 𝑋𝑋 ∗
2 𝜕𝜕𝑋𝑋 ∗
=
+
= −𝜆𝜆2
𝑇𝑇 𝜕𝜕𝑡𝑡 ∗ 𝑋𝑋 ∗ 𝜕𝜕𝜕𝜕 2 𝑥𝑥𝑋𝑋 ∗ 𝜕𝜕𝜕𝜕
2 𝑡𝑡 ∗

𝑇𝑇(𝑡𝑡 ∗ ) = 𝐶𝐶𝐴𝐴 𝑒𝑒𝑒𝑒𝑒𝑒−𝜆𝜆

(𝐹𝐹. 2.9)
(𝐹𝐹. 2.10)

The remaining differential equation in terms of x can be multiplied by x2. The rearranged
equation is shown as Equation F.2.11. We assume the substitution V=xX*. After much
manipulation Equation F.2.12 results. The general solution to Equation F.2.12 is shown as
Equation F.2.13.

−𝜆𝜆2 𝑥𝑥 2 𝑋𝑋 ∗ =

𝑑𝑑𝑋𝑋 ∗
�
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

𝑑𝑑 �𝑥𝑥 2

𝑑𝑑2 𝑉𝑉
+ 𝜆𝜆2 𝑉𝑉 = 0
𝑑𝑑𝑑𝑑 2

(𝐹𝐹. 2.11)
(𝐹𝐹. 2.12)

𝑉𝑉 = 𝐶𝐶𝐵𝐵 cos(𝜆𝜆𝜆𝜆) + 𝐶𝐶𝐶𝐶 sin(𝜆𝜆𝜆𝜆)

(𝐹𝐹. 2.13)

Removal of V through substitution of xX*, Equation F.2.14 results. Evaluation of the
boundary condition shown in Equation F.2.7 yields CC=0. This value is true to avoid trivial
solutions to the equation. Evaluation of the boundary condition shown in Equation F.2.6 yields
the value of the constant λ, which is equal to nπ. The results of the two boundary condition
evaluations, along with combination with the solution for T, are shown in Equation F.2.15.
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𝑋𝑋 ∗ =

𝐶𝐶2
𝐶𝐶3
cos(𝜆𝜆𝜆𝜆) + sin(𝜆𝜆𝜆𝜆)
𝑥𝑥
𝑥𝑥
∞

∗

𝑈𝑈 = 𝑋𝑋 𝑇𝑇 = � 𝐶𝐶𝑛𝑛
𝑛𝑛=1

(𝐹𝐹. 2.14)

sin(𝑛𝑛𝑛𝑛𝑛𝑛)
2 2 ∗
𝑒𝑒𝑒𝑒𝑒𝑒�−𝑛𝑛 𝜋𝜋 𝑡𝑡 �
𝑥𝑥

(𝐹𝐹. 2.15)

The initial condition is then enforced to determine the constants Cn. The eigenfunction
x*sin(nπx) is multiplied into the equation, and an integral performed from 0 to 1. The first
eigenfunction, x*sin(πx), is shown in Equation F.2.16. The value of all terms above n=1 is equal
to zero. This action is repeated for n=2, etc. The final form of the constants, Cn, is shown as
Equation F.2.17, and the final form of U is shown as Equation F.2.18. The nondimensionalization can now be removed to obtain the final Equation for concentration as shown
in Equation F.2.19.

1

1

� 𝑥𝑥 sin(𝜋𝜋𝜋𝜋)𝑑𝑑𝑑𝑑 = � 𝐶𝐶1 sin
0

0

𝐶𝐶𝑛𝑛 =
∞

𝑈𝑈(𝑥𝑥, 𝑡𝑡 ∗ ) = �

𝑛𝑛=1

2 (𝜋𝜋𝜋𝜋)

1

0

− 2cos(𝑛𝑛𝑛𝑛)
𝑛𝑛𝑛𝑛

(𝐹𝐹. 2.17)

− 2cos(𝑛𝑛𝑛𝑛) sin(𝑛𝑛𝑛𝑛𝑛𝑛)
2 2 ∗
𝑒𝑒𝑒𝑒𝑒𝑒�−𝑛𝑛 𝜋𝜋 𝑡𝑡 �
𝑛𝑛𝑛𝑛
𝑥𝑥
∞

𝐶𝐶(𝑟𝑟, 𝑡𝑡) = (𝐶𝐶0 − 𝐶𝐶𝑠𝑠 ) ��

𝑛𝑛=1

(𝐹𝐹. 2.16)

𝑑𝑑𝑑𝑑 + � 𝐶𝐶2 sin(𝜋𝜋𝜋𝜋) sin(2𝜋𝜋𝜋𝜋) 𝑑𝑑𝑑𝑑 …

− 2cos(𝑛𝑛𝑛𝑛) sin(𝑛𝑛𝑛𝑛𝑛𝑛)
2 2 ∗
𝑒𝑒𝑒𝑒𝑒𝑒�−𝑛𝑛 𝜋𝜋 𝑡𝑡 � � + 𝐶𝐶𝑠𝑠
𝑛𝑛𝑛𝑛
𝑥𝑥
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(𝐹𝐹. 2.18)
(𝐹𝐹. 2.19)

To determine the flux of mass from the surface of the particle, the derivative of Equation
F.2.18 with respect to x must be made at a value of x=1. This is shown as Equation F.2.20. The
non-dimensionalization is then removed, and the result inserted into Fick’s law. These actions
create Equation F.2.21. This removal is shown as Equation 36.

∞

𝜕𝜕𝜕𝜕
2 2 ∗
� �
= � −2𝑒𝑒𝑒𝑒𝑒𝑒�−𝑛𝑛 𝜋𝜋 𝑡𝑡 �
𝜕𝜕𝜕𝜕 𝑥𝑥=1

(𝐹𝐹. 2.20)

𝑛𝑛=1

−𝑛𝑛2 𝜋𝜋 2 𝐷𝐷𝑝𝑝 𝑡𝑡
�
𝑅𝑅𝑝𝑝 2

∞

�
𝑑𝑑𝑑𝑑
� � = −4𝜋𝜋𝑅𝑅𝑝𝑝 𝐷𝐷𝑝𝑝 (𝐶𝐶0 − 𝐶𝐶𝑠𝑠 ) � 2𝑒𝑒𝑒𝑒𝑒𝑒
𝑑𝑑𝑑𝑑 𝑝𝑝
𝑛𝑛=1

(𝐹𝐹. 2.21)

F.3: Surface flux Equation
Equations F.1.16 and F.2.21 can be equated assuming that the mass exiting the particle
enters the gas phase without accumulation in between the two phases. Once equated, the
equation can be solved for the surface concentration. In this process, the gas phase concentration
is assumed equal to the molecular weight, M, times the partial pressure, Pi, divided by the gas
constant, R, and the temperature, T. The particle phase concentration is converted to a gas phase
concentration using the activity coefficient, γ, the liquid phase mole fraction, x, and the vapor
pressure, P*, of the solute. At the surface, these concentrations are assumed in equilibrium. This
result is shown as Equation F.3.1.
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𝐶𝐶𝑠𝑠 =

−𝑛𝑛2 𝜋𝜋 2 𝐷𝐷𝑝𝑝 𝑡𝑡
� 𝛾𝛾𝛾𝛾𝑃𝑃 ∗
𝑅𝑅𝑝𝑝 2

�
𝑅𝑅𝑝𝑝
𝑀𝑀𝑀𝑀
𝐷𝐷𝑔𝑔 �1 +
� 𝑅𝑅𝑅𝑅∞ + 𝐷𝐷𝑝𝑝 ∑∞
2𝑒𝑒𝑒𝑒𝑒𝑒
𝑛𝑛=1
�𝜋𝜋𝐷𝐷𝑔𝑔 𝑡𝑡

𝐷𝐷𝑝𝑝 ∑∞
𝑛𝑛=1 2𝑒𝑒𝑒𝑒𝑒𝑒

−𝑛𝑛2 𝜋𝜋 2 𝐷𝐷𝑝𝑝 𝑡𝑡
�
�
𝑅𝑅𝑝𝑝 2

𝑅𝑅𝑝𝑝
+ 𝐷𝐷𝑔𝑔 �1 +
�
�𝜋𝜋𝐷𝐷𝑔𝑔 𝑡𝑡

𝑅𝑅𝑅𝑅

(𝐹𝐹. 3.1)

The equation for the surface concentration can then be substituted into Equation F.1.16.
Additionally, the gas phase diffusion equation, Equation F.1.16, assumes the continuous regime.
This assumption is corrected for particles in the transition regime using the transition regime
correction factor F, which is a function of mass accommodation α and Knudsen number Kn. The
gas phase concentration at an infinite distance is assumed to be equal to zero. These substitutions
and assumptions result in Equation F.3.2.

𝑑𝑑𝑑𝑑
� �
=
𝑑𝑑𝑑𝑑 𝐴𝐴𝐴𝐴𝐴𝐴

⎧

𝑅𝑅𝑅𝑅

−4𝜋𝜋𝑅𝑅𝑝𝑝 𝛾𝛾𝛾𝛾𝑃𝑃∗

⎫

−𝑛𝑛2 𝜋𝜋 2 𝐷𝐷𝑝𝑝 𝑡𝑡
�⎬
2
𝑅𝑅𝑝𝑝
⎭𝑝𝑝

⎨
�
∞
∑
𝐷𝐷
2𝑒𝑒
⎩ 𝑝𝑝 𝑛𝑛=1

+

⎧
⎪

𝑅𝑅𝑅𝑅

⎫
⎪

(𝐹𝐹. 3.2)

𝑅𝑅𝑝𝑝
⎨
⎬
⎪𝐹𝐹(𝛼𝛼, 𝐾𝐾𝐾𝐾)𝐷𝐷𝑔𝑔 �1 + 𝜋𝜋𝐷𝐷 𝑡𝑡�⎪
� 𝑔𝑔 ⎭𝑔𝑔
⎩
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