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ABSTRACT 
IMPACT OF ITEM PARAMETER DRIFT ON TEST EQUATING AND 
PROFICIENCY ESTIMATES 
MAY 2008 
KYUNG TYEK HAN, B.A., SUNG-KYUN-KWAN UNIVERSITY, SEOUL, KOREA 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by Professor Craig S. Wells 
When test equating is implemented, the effects of item parameter drift (IPD), 
especially on the linking items with the anchor test design is expected to cause flaws in 
the measurement. However, an important question that has not yet been examined is how 
much IPD is allowed until the effect is consequential. To answer this overarching 
question, three Monte-Carlo simulation studies were conducted. 
In the first study, titled ‘Impact of unidirectional IPD on test equating and 
proficiency estimates,’ the indirect effect of IPD on proficiency estimates (through its 
effect on test equating designs that use linking items containing IPD) was examined. The 
results with the regression line-like plots provided a comprehensive illustration of the 
relationship between IPD and its consequences, which can be used as an important 
guideline for practitioners when IPD is expected in testing. 
In the second study, titled ‘Impact of multidirectional IPD on test equating and 
proficiency estimates,’ the impact of different combinations of linking items with various 
multidirectional IPD on the test equating procedure was investigated for three popular 
scaling methods (mean-mean, mean-sigma, and TCC method). It was hypothesized that 
multidirectional IPD would influence the amount of random error observed in the linking 
Vll 
while the effect of systematic error would be minimal. The study found the results 
confirming the hypothesis and also found different combinations of multidimensional 
IPD results in different levels of impact even with the same total amount of IPD. 
The third study, titled ‘Impact of IPD on pseudo-guessing parameter estimates 
and test equating,’ examined how serious the consequences are if c-parameters are not 
transformed in the test equating procedure when IPD exists. Three new item calibration 
strategies to put c-parameter estimates on the same scale across tests were proposed. The 
results indicated that the consequences of IPD with various calibration strategies and 
scaling methods were not substantially different when the external linking design was 
used, but the study found a choice of calibration method and scaling method could result 
in different outputs when the internal linking design and/or different cut scores were used. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
Measurement plays a vital role in education due to its effect on students, teachers, 
educators, parents, and/or politicians via assessments ranging from classroom tests to 
large-scale statewide examinations. Assessment outcomes provide valuable information 
that may be used to improve educational activities. For example, teachers (and 
educational service providers) use assessment to plan, diagnose, implement, and evaluate 
educational activities producing a more effective educational system for students. 
The emergence of large-scale standardized tests in the early to mid twentieth 
century required refined statistical models for developing, scoring, and reporting test 
scores. As a result, statisticians and psychometricians have played an integral role in the 
development of educational measurement theory. The prevailing measurement theory 
that was used in developing assessments was classical test theory. Classical test theory 
posited a model in which an examinee’s observed score was a function of their true score 
(i.e., true level on the construct) and error. Although classical test theory is still used, it 
has several unattractive features such as sample dependent item and person parameters. 
To address these limitations, item response theory (IRT), which is nonlinear factor 
analysis, was developed. In contrast to classical test theory, IRT uses a mathematical 
model to express the probability that an examinee responds to a particular category. The 
basic concept of IRT began as early as the 1910s (Binet & Simon, 1916; Terman, 1916), 
and its foundation was extended by Lawley (1943) and Lord (1952). Because IRT 
1 
requires computationally intensive parameter estimation procedures, the use of IRT in 
operational tests was rare until the prevalence of computers. 
The increased popularity of large-scale standardized tests and the improvement of 
computer technology fertilized the soil for IRT to grow both in theory and in practice. 
Because item difficulty and examinee’s proficiency are placed onto the same metric and 
since the item parameters are theoretically invariant across subpopulations, IRT quickly 
gained in popularity. A number of studies have shown the benefits of IRT, especially 
regarding statistical solutions for test construction and scoring, item analysis, scaling, 
equating, and test administration (Hambleton, Swaminathan, & Rogers, 1991; Kolen & 
Brennan, 2004). 
Although early IRT models were typically applied to dichotomous responses for a 
unidimensional construct, models for polytomous responses (e.g., Samejima’s graded 
response model; Samejima, 1969) were soon developed and are currently used in large- 
scale assessments. Since the mid-1980s, IRT models for multidimensional structures 
have also been developed and used for research and facilitated the development of 
cognitive diagnostic models; however, multidimensional IRT models are still relatively in 
their infancy and not frequently used for operational tests. 
The number ot applications of IRT keeps increasing, and IRT is widely used in a 
variety ot contexts from traditional pencil and paper tests to computer adaptive testing 
(CAT) with innovative item formats. One of the advantages of IRT over classical test 
theory is that IR T posits a falsifiable measurement model. However, since IRT is model- 
based, there are a few strong assumptions that must be met, in particular, 
unidimensionality and local independence. Although IRT models have very attractive 
9 
statistical properties, such as parameter invariance and consistency of parameter scales, 
those properties hold only when the assumptions are satisfied. The lack of parameter 
invariance due to the violations of the assumptions is often a result of differential item 
functioning (DIF) in which the probability of answering an item correctly differs for 
examinees with equal ability across subgroups. When DIF occurs across test occasions it 
is called item parameter drift (IPD). Thus, IPD can be seen as a special case of DIF. 
When either DIF or IPD exists in a test, the fairness and the accuracy of the test results 
are seriously threatened. 
1.2 Statement of Problem 
Item parameter drift poses a serious threat to the fairness and validity of score 
interpretation. While most large-scale assessments are administered to different groups 
of examinees over time, the meaning of the scale must remain comparable so that 
appropriate inferences may be drawn from an examinee’s score with respect to 
performance on the construct of interest. The comparability of the score scale is 
accomplished through test equating. 
The test equating procedure may suffer deleterious consequences if IPD exists 
and appropriate corrective measures are not implemented in the equating procedure. One 
consequence that IPD may have on the measurement process is through the proficiency 
estimates. IPD can influence the proficiency estimates in two different ways. First, IPD 
will affect the item parameter values directly (and thus the item parameter estimates); 
therefore, any procedure that uses the item parameter estimates, while assuming 
invariance holds, may be influenced. Second, IPD can affect the equating coefficients 
that are indirectly influenced by IPD through the item parameter estimates that were 
3 
already affected by the IPD. Thus, when IPD is present, it is crucial to consider how the 
combination of the direct and indirect effects of IPD influences the proficiency estimates 
and how much IPD is needed until its negative impact is consequential. 
1.3 Proposal and Significance of the Study 
Most studies on DIF and IPD have concentrated on methods for detecting items 
exhibiting DIF/IPD. However, considering all items exhibit DIF/IPD to some extent 
(unless there is only one item in a test) (Ackerman, 1992; Cohen, 1990), simply flagging 
some items for DIF/IPD using the DIF/IPD detection methods may be less meaningful 
than if we do not understand when DIF/IPD poses a problem. The question that needs to 
be addressed first is how much DIF/IPD is needed until the effect is consequential, which 
has not been examined thoroughly in the educational measurement field. 
The purpose of this study was to comprehensively investigate how IPD affects the 
test equating procedures and proficiency estimates. To answer this overarching question, 
a series of specific questions were addressed: 
(a) How much do item parameter values have to differ before the equating 
process or proficiency estimates are corrupted? 
(b) What percentage of items must exhibit IPD before there is a negative 
influence? 
(c) How much does IPD influence proficiency estimates? 
(d) How much does IPD influence the standard error of test equating? 
(e) Does multidirectional IPD cancel any systematic effect? 
(f) Does the eflect of IPD on equating vary across different equating methods? 
4 
(g) How does IPD on b-parameters influence proper estimation of a- and c- 
parameters? 
To organize and examine these questions, three separate Monte Carlo simulation studies 
were employed under the following titles: 
(1) Impact of Unidirectional Item Parameter Drift on Test Equating and 
Proficiency Estimates 
(2) Impact of Multi-directional Item Parameter Drift (IPD) on Test Equating 
(3) Impact of IPD on Pseudo-Guessing Parameter Estimates and Test Equating 
Along with the simulation studies, a complete illustration of how IPD influences the test 
equating procedure and proficiency estimates was provided. Also, the studies produced 
regression line-like results where the linear or non-linear relationships between IPD and 
item parameter estimates, equating coefficients, equating errors, proficiency estimates, or 
decision accuracy (consequences) can be observed. These findings can be used as a 
guideline for researchers and practitioners when IPD is expected in operational tests. The 
findings of the study also provided a better understanding of the consequences of IPD 
with which one can apply the IPD detection techniques more meaningfully and cope with 
issues of IPD more effectively and efficiently. 
1.4 Overview of the Dissertation 
This dissertation consists of six chapters. Chapter one provided an introduction to 
item response theory, the issues related to item parameter drift, and purpose of this study 
regarding the research questions about the impact of IPD on test equating and its 
consequences. In the second chapter, several IRT models, test linking designs, and test 
scaling/equating methods were reviewed. Also, previous studies on DIF and IPD were 
5 
reviewed, and some research questions that have not yet been answered, were discussed. 
The three main research questions proposed in the second chapter were divided into three 
following chapters. Chapter 3, 4, and 5 contained brief introductions to the three separate 
studies and described the specific simulation research designs for each of the studies. 
Each of Chapter 3, 4, and 5 contained the methodology, results, and conclusion sections 
within. In chapter 6, the findings of all three studies were summarized and discussed. 
6 
CHAPTER 2 
LITERATURE REVIEW 
2.1 Overview 
Chapter 2 examines the literature regarding the measurement theory and issues 
mainly in the context of item response theory (IRT). Several unidimensional and 
multidimensional IRT models are introduced in the earlier sections of this chapter 
followed by descriptions of popular test linking designs and IRT scaling/equating 
methods. Lastly, the studies on lack of item parameter invariance are reviewed in two 
sections: Differential item functioning (DIF) and item parameter drift (IPD). 
The literature review in this chapter led us to very important research questions 
regarding the impact of IPD on test equating, which have not been answered yet. 
2.2 Item Response Models 
Item response theory emerged as early as the 1940s though its popularity came 
much later in the 1970s. As can be recognized by the name, IRT models consider 
examinee behavior at the item level, not at the test level. Modeling at the item level 
creates much more flexibility for applications such as test development, study of 
differential item functioning, computer-adaptive testing, score reporting, etc. Early IRT 
models were developed to handle dichotomous responses (i.e., binary responses; for 
example, 0 (incorrect) and 1 (correct)) but today, models are available to handle just 
about all types of educational and psychological data (see, van der Linden & Hambleton, 
1997). 
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2.2.1 Unidimensional Models 
Two of the fundamental assumptions underlying unidimensional IRT models are 
unidimensionality and local independence. The assumption of unidimensionality means 
that a set of items and/or a test measure(s) only one latent trait (0), and local 
independence refers to the assumption that there is no statistical relationship between 
examinees’ responses to the pairs of items in a test, once the primary trait measured by 
the test is removed. The third main assumption concerns the modeling of the relationship 
between the trait measured by the test and item responses. What follows are various 
models that make different assumptions about that relationship. 
2.2.1.1 Unidimensional IRT Models for Analyzing Dichotomous Responses 
2.2.1.1.1 Normal Ogive Model 
The normal ogive model was the first IRT model for measuring psychological 
and/or educational latent traits (Ferguson, 1942; Lawley, 1943; Mosier, 1940, 1941; 
Richardson, 1936). The normal ogive model was refined later by Lord and Novick 
(1968). In the model, an item characteristic curve (ICC) is derived from the cumulative 
density function (CDF) of a normal distribution. A mathematical expression of the 
normal ogive model is as follows: 
(2.1) 
where 
Pi(0) is the probability of a randomly chosen examinee at ability level 0 
answering item i correctly; 
cii is the discrimination parameter of item /; 
bi is the difficulty parameter of item /; and 
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Z is a standardized score of the examinee involving trait score, and the two item 
parameters. 
2.2.1.1.2 Rasch Model 
A mathematician in Denmark, George Rasch, came up with a different approach 
to IRT in the 1950s (see, Rasch, 1960). He used a logistic function to derive an ICC 
instead of the normal ogive function (though at the time he expressed his model 
differently), and his model contributed to simplifying the normal ogive model and the 
complexity of computation. In the Rasch model, the probability of a randomly chosen 
examinee at an ability level 6 obtaining a correct answer on item i can be expressed as 
P,(0) = 
l 
\ + e -D(0-bi) ’ 
(2.2) 
where e is an exponential constant whose value is about 2.718, and D is a scaling factor 
when set equal to 1.702 produces probabilities that approximate those produced by the 
normal ogive model. Today, it is common to set D=1.0 since the normal ogive model is 
rarely used in practice and so preserving consistent interpretations between the models is 
less important. Nevertheless, it is important to know when either examining item 
parameter estimates or generating them the value of D. It is still common, especially 
with the two and three parameter logistic models, to retain D in the model with a value of 
1.7. When D=1.0 it is common to say that the model parameters are placed on what is 
referred to as the “logistic metric” while when D=1.7 model parameters are placed on 
what is referred to as the “normal metric”. The Rasch model is sometimes called the one- 
parameter logistic model (1PLM). 
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2.2.1.1.3 Two-Parameter Logistic Model (2PLM) 
Two-parameter logistic model (2PLM) is a generalization of the 1PLM. Instead of 
having a fixed discrimination of ‘T across all items as in 1PLM, in the 2PLM. each item 
has its own discrimination parameter. Thus, the model is mathematically expressed as 
(2.3) 
2.2.1.1.4 Three-Parameter Logistic Model (3PLM) 
The three-parameter logistic model (3PLM) allows an ICC to have non-zero 
lower asymptotes. This model is more suitable for response data with those items in 
which examinees at the extremely low proficiency level may get the items correctly by 
chance (e.g., multiple choice item). In this model 
P.(0) = ci + (\-ci) (2.4) l + e-OaA0-bi) ’ 
where a represents the probability that examinees at extremely low levels of the trait 
answer item i correctly (Birnbaum, 1968). This third item parameter, ch is often called 
either the pseudo-chance-level parameter or the guessing parameter, although ‘pseudo¬ 
chance-level parameter is theoretically more appropriate (Hambleton, Swaminathan, & 
Rogers, 1991). The 2PLM is a special case of 3PLM when c=0, and 1PLM is a special 
case of 2PLM when a— 1. 
2.2.1.2 Unidimensional IRT Models for Analyzing Polvtomous Responses 
In dichotomous item response models, the response data are binary (i.e., 0 or 1). 
1 lowever, in some test situations, responses can be of more than two categories. For 
example, a questionnaire asking attitude, using Likert-scale items, may result in 5 
categorical responses (strongly disagree, disagree, neutral, agree, and strongly agree. 
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which can be coded from 0 to 4). Sometimes polytomous responses are dichotomized to 
be handled within dichotomous item response models, but it is inappropriate in most 
cases because dichotomizing polytomous responses changes the nature of the scale of the 
measure and, as a result, validity of the measure could be seriously threatened. 
Several item response models were developed to enable uses of polytomous 
responses within an IRT framework. Many polytomous item response models are 
basically generalizations of the dichotomous item response models. 
2.2.1.2.1 Partial Credit Model (PCM) 
The partial credit model is an extension of the Rasch model (Masters; 1982, 1987, 
1988a, 1988b). Equation (2.2) for the 1PLM above can be rewritten as 
Pi(0) = 
1 
1 +e -Did-b,) 
exp (D(0-b,)) _ 
1 + exp(D(9-bt))~ Pi0(9) + Pn(9) (2.5) 
where Pu(9) is the probability of a randomly chosen examinee, whose proficiency level is 
9, scoring 1 on item i, and Piu(O) is the probability of a randomly chosen examinee, 
whose proficiency level is 6, scoring 0 on item i. Thus, the probability of a person at 9, 
scoring x over x-l can be computed as 
Pix{9) _ exp (DjO-b^)) 
Pm (*) + pa W 1 + exp (D(9 - blx)) 
, x— 1, 2, ..., m„ (2.6) 
where Pix(9) and PiX-i(9) refer to the probabilities of an examinee at 9, scoring x and jc-1, 
respectively. It should be noted that the number of item difficulty parameters are, now, m, 
(one less than the number of response categories) in Equation (2,6). The probability of a 
randomly chosen examinee, who is at 9, scoring x on item i can be expressed as 
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, x= 1, 2, (2.7) 
The function of Equation (2.7) is often called the score category response function 
(SCRF). 
2.2.1.2.2 Generalized Partial Credit Model (GPCM) 
The generalized partial credit model (Muraki, 1992) is a generalization of the 
PCM with a parameter for item discrimination added to the model. Muraki (1992) 
expressed the model mathematically as follows: 
exp yx (z, (0)) 
(2.8) 
where 
Zik(0) = Dai(0-bi+dlx), (2.9) 
where dix is the relative difficulty of score category jc of item i. Although Muraki (1992) 
followed the same way of parameterization tor item and score category difficulty as 
Andrich s (1978) rating scale model, the item difficulty parameters for each score 
category can be simply rewritten as 
(2.10) 
and so is Equation (2.9), 
Zik (0) = Da.^0 -bu). (2.11) 
The only difference between the PCM and GPCM is the additional discrimination 
parameters for each item (a,). 
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2.2.1.2.3 Rating Scale Model (RSM) 
There are two different approaches to the rating scale model. Andersen (1977, 
1983) proposed a response function in which the values of the category scores are 
directly used as a part of the function: 
(2.12) 
where wi,w2,...,wm are the category scores, which prescribe how the m response 
categories are scored, and an, are item parameters connected with the items and categories. 
An important assumption of this model is that the category scores are equidistant. 
Another form of the RSM was proposed by Andrich (1978a, 1978b), which can be 
seen as a modification of PCM. In Andrich’s RSM, item response functions are 
computed via 
(2.13) 
where dLx is the relative difficulty of score category jc of item i. Andrich’s RSM assumes 
that the category scores are fixed across all items in a testlet, and RSM should not be used 
if the scale of category scores varies across items in a testlet. 
2.2.1.2.4 Graded Response Model (GRM) 
The graded response model was introduced by Samejima (1969, 1972, 1995) to 
handle ordered polytomous categories such as letter grading. A, B, C, D, and F and 
polytomous responses to attitudinal statements (such as a Likert scale). The model is 
expressed as 
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r*(C)_ exP{Da^-K)) 
1 + exp(D«. (#-/?,*)) 
(2.14) 
where P\(0) is the probability of a randomly chosen examinee with proficiency of 0 
scoring x or above on item /. This function is called the cumulative category response 
function (CCRF). Probability of each score category can be given by 
K{e) = pue)-p*{0). (2.15) 
Thus, the score category response function (SCRF) of the GRM can be expressed as 
P,(P) = exp [-Da,. (6 - bix+l)] - exp[-Da, (6> - bLx)] [ 1 + exp[-Dai (0 - blx)] J [ 1 + exp[-Dtf( (6 - bix+i)] ] (2.16) 
Unlike the PCM and GPCM, the interpretation of item parameters of the GRM should be 
based on the CCRF, not on the SCRF. Within the GRM, a value of ^-parameter for each 
response category indicates where a probability that a randomly chosen examinee, whose 
proficiency level (0) equals the value of ^-parameter, scores jc or higher is 50% on the 
CCRF. 
Although the statistical approaches to category response functions differ between 
the GRM and GPCM (Equation (2.8)), and so are the interpretation of item parameters, 
the SCRFs from the two models are usually very close to each other. 
2.2.1.2.5 Nominal Response Model (NRM) 
The nominal response model (also called the Nominal Categories Model) was 
introduced by Bock (1972). Unlike the other polytomous IRT models introduced above, 
polytomous responses in NRM are unordered (or at least not assumed to be ordered). 
Even though responses are often coded numerically (for example, 0,l,2,...,m), the values 
of the responses do not represent some sort of scores on items, but just nominal 
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indications for response categories. Some applications of the NRM are found in uses 
with multiple choice items. The category function of NRM can be expressed as 
where 
(2.17) 
zix=aixG + clx. (2.18) 
In Equation (2.18), aix and c^ are called the slope and intercept parameters, respectively, 
and they are related with item discrimination and location. The sum of a- parameters and 
the sum of c-parameters across response categories are constrained to be zero, a- and c- 
parameters in Equation (2.18) can be rewritten as 
ZiX=a*(0 + biX)’ (2.19) 
where 
(2.20) 
Thus, Equation (2.17) can be rewritten as 
1* ixW-bic) (2.21) 
*=i 
in which the a- and b- parameters can be interpreted as slope and location of items like 
other IRT models except no apriori ordering. 
2.2.2 Multidimensional IRT Model for Dichotomous Responses 
Whether it is intended or not, when an item or a set of items measures more than 
one latent trait, the assumption of unidimensionality is violated. The violation of the 
unidimensionality assumption may cause a systematic bias in the measurement process 
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even though unidimensional IRT models are known to be somewhat robust against this 
violation. 
2.2.2.1 Multidimensional Compensatory Three-Parameter Logistic Model (MC3PLM) 
Reckase (1985, 1986) came up with a multidimensional IRT model which can be 
seen as an extension of the unidimensional 3PL model: 
(2.22) 
where 
Pi(0) is the probability of a correct response on test item i for a randomly chosen 
examinee whose proficiency is 0, 
aj is a vector of parameters related to the discriminating power of test item i, 
bi is a parameter related to the difficulty of the test item (but, NOT the difficulty 
itself), 
Ci is a pseudo-chance level parameter, and 
0 is a vector of trait scores for the examinee on the dimensions. 
Equation (2.22) is very similar to the 3PLM (Equation (2.4)) except the fact that at and 0 
are vectors ot the parameters for each dimension. A vector of ^-parameters in Equation 
(2.22) can be tranformed to 
(2.23) 
where MDISC, is the discrimination of the item i for the best combination of abilities and 
p is the number of dimensions. Also, a value that is equivalent in interpretation to the 
unidimensional ^-parameter can be given by 
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MDIFF =-i— . 
' MDISC, 
(2.24) 
2.3 IRT Scaling and Equating 
Item and examinee proficiency parameters of item response models are 
theoretically invariant across different tests and examinee distributions. The parameter 
invariance property of IRT models is one of the main advantages that make IRT powerful 
and popular especially compared to classical test theory. It is because having item and 
proficiency parameters on a same scale across test forms (or administrations) provides 
test developers and users with a theoretical framework to solve a challenging 
measurement issue: score comparability. However, since the true parameters are 
unknown in practice, item and proficiency parameters are estimated using various 
techniques. Most of the available computer programs that are widely used for item and 
proficiency parameter estimation standardize the examinee proficiency distribution to a 
mean of zero and unit variance by default (Baker & Al-Karni, 1991). Thus, when item 
and proficiency parameters are estimated separately across test forms (or administrations), 
the parameter estimates may not be on the same metric because the standardization of 
proficiency distribution forces to transform the parameter estimates to where the true 
proficiency distribution is not reflected. Therefore, it is necessary to transform the 
estimates on one form or test onto the metric of a second form or test with a procedure 
called equating or linking. For test equating, there are two important things to be 
decided: (a) equating design and (b) scaling method. 
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2.3.1 Linking Designs 
While there are many linking designs available, only a few ot them are widely 
used in practice. Basically, most linking designs either attempt to link test forms via the 
same or equivalent examinee group(s) or via a common item set(s). 
2.3.1.1 Single Group Design 
A single-group equating design, which is one the oldest designs, provides the 
simplest way of scaling/equating (Hambleton et al., 1991; Holland & Dorans, 2006). In 
this design, all examinees in a single sample from a population take both forms of a test. 
Since this design results in each examinee having two scores for each test form, those 
pairs of scores for each examinee would be directly equivalent (although the 
measurement errors need to be addressed). In the context of IRT equating, since we have 
exactly the same distribution of proficiency for each test form, both item and proficiency 
estimates would automatically be on the same metric. Thus, with the single group design, 
there is no need of further equating procedure. The downside of the single group design 
is that there could be a practice effect after the administration of the first test form, so the 
test scores from the second test form might be inflated. Since, on the other hand, the 
single group design usually requires longer testing time to administer both test forms, it 
may result in examinee fatigue, and as a result, the examinees’ performance might be 
deflated. In the single group design, the effects of practice and fatigue cannot be 
addressed and treated as random errors. 
2.3.1.2 Single Group Design with Counterbalancing 
Like the single group design, every examinee in a single sample from a 
population takes both test torms. However, in this design, half of the sample group takes 
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the first form first while the other half takes the second test form first. By 
counterbalancing the test administration order, the order effects due to practice and 
fatigue are balanced out (Kolen & Brennan, 2004; Hambleton et at., 1991). However, 
having all the examinees take the test twice may still be too much load on the examinees 
and, so, maybe impractical. 
2.3.1.3 Equivalent Group Design 
In the equivalent group design, two equivalent but not identical samples are 
randomly drawn from a population, and each examinee in each sample group takes only 
one of the test forms (Hambleton et at. 1991). Since each examinee takes only one test 
form, issues of order effects in the single group design are solved in equivalent group 
design (Holland & Dorans, 2006). This design would be suitable when large samples are 
available for proper randomization, and the test forms are reusable. 
2.3.1.4 Anchor Test Design 
Unlike the other linking designs introduced earlier, in the anchor test design, two 
sample groups from two possibly different populations are involved. Each of two test 
forms has a common item set to link the two test forms. The common items are used to 
assess the differences between two sample groups in a way that are relevant to the two 
test forms (Holland et al., 2006). The common item set is also called a linking item set or 
anchor test. As long as the common linking items are properly chosen, this linking 
design alleviates the problems in the single group or equivalent group designs 
(Hambleton et al., 1991). In other words, neither the examinees are required to take both 
test forms, nor the examinee groups are to be equivalent in the anchor test design. Since 
this design allows the two examinee groups to be nonequivalent, this design also called 
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“Non-Equivalent groups with Anchor Test (NEAT)” design (von Davier, Holland, & 
Thayer. 2004). 
When there are only small differences between the two examinee groups, the need 
for the linking items is minimized; but when the two groups are very different as 
indicated by the linking items, the role of the linking items becomes very important 
(Holland et al., 2006). To make the linking items integrated and correlated with the 
scores on the two test forms, Angoff (1971) advised the linking item set be a mini version 
of the whole test in terms of test construct, item types, content domains, and so on. 
However, it is still less clear that linking items should be from the same distribution of 
statistical characteristics as the two test forms, and more research is needed (Holland et 
ah, 2006). 
The linking item set can be either internal or external. The distinction between 
internal and external linking item sets are traditionally made by whether the linking item 
sets are embedded in the main test form or not. The internal linking item sets are often 
spread throughout the test, so it is hard for the examinees to notice which items are the 
linking items. The internal linking items are usually also used to contribute to the total 
test scores. External linking item sets, on the other hand, are often administered in a 
separately timed section and do not count as part of the total score (Holland et ah, 2006). 
However, these days, the external linking item sets are often embedded in the main tests 
to be disguised (although the linking items are still not scored as part of total scores), so it 
is less meaningful to distinguish internal and external linking items by whether the 
linking items are embedded in the main test form or not. Rather, it would be the clearer 
and better way ot distinguishing the two types ot linking items where internal linking 
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items refer to the linking items are scored as part of total scores, whereas external linking 
items do not contribute to total scores. 
2.3.2 IRT Scaling Methods 
When linking designs in which test forms are linked based on single or equivalent 
groups are used, there is no need for additional scaling for test forms because they are 
already on the same scale. However, when the anchor test design is used, the item 
parameter estimates for each test form may not be on the same scale because the two 
groups of examinees, where the item parameters for each form are estimated based on, 
are not expected to be from the equivalent populations. Thus, a linear transformation 
should be done to put two test forms on the same scale, and the transformation constants 
(or scaling coefficients) are derived from how two groups are different in way of 
performance on the linking item sets. There are several methods for computing the 
scaling coefficients, and they will be introduced in the following sections. 
Once the scaling coefficients are computed, in context of IRT, the item 
parameters for a test form, which is to be rescaled onto the other test form, are linearly 
transformed. For example, if there were two test forms. Form 1 and 2, and if Form 2 
were to be rescaled onto Form 1, the linear transformation using the scaling coefficients 
A and B would be initiated via 
b\j — Ab2j + B (2.25) 
and 
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where b2j and a2j are the difficulty and discrimination parameters, respectively, for item j 
in Form 2. In case the 3PL model, c-parameters (pseudo-guessing parameters) are left 
untransformed. 
2.3.2.1 Mean-sigma Method 
As mentioned in the earlier section, computer programs for item and proficiency 
parameter estimation standardize the proficiency distributions, and the impact of the 
standardization is retlected in the numeric values of item parameter estimates (Baker et 
al., 1991). To summarize the standardization impact on item parameter estimates, Marco 
(1977) used mean and standard deviation of b-parameter estimates of the linking items in 
each test form. For the mean-sigma method, the equating coefficient A and B are 
computed as 
(2.27) 
and 
B=t>lL~Ab2L (2.28) 
where sh^ and sb^ are standard deviations of ^-parameter estimates of the linking items 
ot F orm 1 and 2, respectively, and blL and b2L are mean values of /^-parameter estimates 
of the linking items of each form, respectively. 
A modified version ot the mean-sigma method was developed by Linn, Levine, 
Hastings, and Wardrop (1980). In this method, called the robust mean-sigma method, 
difference in accuracy of b-parameter estimation across the linking items is considered, 
and the values of b-parameter estimates are weighted by inverse proportion of standard 
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error of estimation (SE) for each linking item. Thus, those linking items which have 
small SE contribute more to the computation of the scaling coefficients with this method. 
2.3.2.2 Mean-mean Method 
As with the mean-sigma method, the mean-mean method (Loyd & Hoover, 1980) 
is also often used to compute the scaling coefficients. In mean-mean method, the scaling 
coefficient A is derived from the ratio of mean values of a-parameter estimates of the 
linking items in each test form. Thus, it can be expressed as following. 
. Cl2L A = =r— 
aiL 
(2.29) 
The scaling coefficient B is exactly same as in the mean-sigma method. Thus, the 
equation (2.28) is used to compute the scaling coefficient B in mean-mean method, too. 
When estimates are used in place of the parameters, or when the IRT model does 
not perfectly fit the data, equations (2.27) and (2.29) do not result in same scaling 
coefficient A. Thus, there is often a slight difference in scaling coefficients computed by 
the mean-mean method and mean-sigma method in practice (Kolen et al, 2004). 
Unfortunately, it is unclear which method is preferable. Baker et at. (1991) mentioned 
that the mean-mean method might be more preferable because means are more stable 
than standard deviations. On the other hand, Kolen et al. (2004) pointed out that the 
mean-sigma method may be more preferred sometimes over mean-mean method because 
estimates of b-parameters are more stable than estimates of a-parameters. 
2.3.2.3 TCC Methods 
Since the mean-sigma and the mean-mean methods derive the scaling coefficients 
from the descriptive statistics of the distribution of b-parameters (or both a- and b- 
parameters), there is a potential problem in the computed scaling coefficients when 
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3PLM is used. In the mean-sigma or the mean-mean method, the variation of c- 
parameter (pseudo-guessing parameter) is not considered at all in the scaling coefficient 
computation. However, in 3PLM, various combinations of a-, b-, and c- parameters can 
produce similar test characteristic curves (TCC), so when only a- and b- parameters are 
used to compute the scaling coefficients, the transformation of test forms may not reflect 
the true difference in linking items between the test forms. 
Haebara (1980) proposed an idea in which a TCC of the linking items in test 
Form 1 is directly compared to the other TCC of the linking items rescaled in Form 2. 
The scaling coefficients that minimize the difference between the two TCCs are to be 
obtained as the best scaling coefficients in the proposed method. A loss function that is 
used to compare the two TCC is expressed as 
m 
w,) = X [ Pii '\ p.bhl,,Chj) •- p,j (0,. ah , b[L,, C2l j )]2, (2.30) 
j=1 
where 
* <hLj (2-31) 
2lJ a ’ 
and 
b\ ; = Ab2 . + B. (2.32) 
1lJ 1lJ 
In hquation (2.30), py is an item characteristic function for the /-th examinee andy-th 
item, alLj,b^j, and c1;. are the discrimination, difficulty, and pseudo-guessing 
parameters, respectively, for the y-th linking item in test form 1; and m is the number of 
linking items. By Equations (2.31) and (2.32), the linking items in Form 2 are rescaled 
then used in the loss function (2.30). The loss function is evaluated across all examinees, 
and the scaling coefficients A and B are decided when 
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(2.33) N 
Minl^ue,)], 
;=1 
where N is the number of examinees, and is the proficiency of i-th examinee (Haebara, 
1980). Although Equation (2.33) results in the optimized scaling coefficients for the 
particular examinee distribution, with this method, the scaling coefficients become 
examinee-dependent. Thus, the Equation (2.33) is often replaced by 
Q 
Mm[£z.(3)], (2.34) 
i=l 
where Q is the number of the quadrature points within a certain range on theta scale, and 
0j is the theta value at i-th quadrature point. With Equation (2.34), the scaling 
coefficients obtained are not sample-dependent, and the loss function is uniformly 
evaluated in the targeted range. However, this method may not be preferable since the 
loss function evaluation is truncated around the range of the quadrature points, and, since 
the loss functions at the theta points where actual examinees would not be densely 
observed are as equally weighted as where most examinees are distributed. In another 
approach (Han, 2007), Equation (2.34) is replaced by 
(2.35) 
i=i 
where the <p ^ is a probability density function (PDF) for a normal distribution. With 
this criterion for evaluating the loss functions, the scaling coefficients are not sample 
dependent. Since those loss functions that are around // receive more weights, the scaling 
coefficients can be optimized where the most examinees are expected. In order that 
Equation (2.35) is appropriately used as an evaluation criterion for the loss functions, the 
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normal distribution that represents the actual population well should be chosen. In Figure 
2.1, those three approaches for evaluating the loss function evaluation compared. 
Stocking and Lord (1983) also provided a TCC scaling method, which is very 
similar to Haebara (1980). The only difference between the two methods is the 
computation of a loss function. In Stocking and Lord (1983), a loss function at a score 
point 0j is defined as 
U.9,) = [Z Pij(9 ’1axj■■bx,i•'cx,) y- Z P:j'W'V.'K, r■ c,t, )12 (2.36) j=i J=l 
Haebara (1980) and Stocking and Lord (1983) methods usually result in scaling 
coefficients that are very close to each other even though the minimized values of the loss 
functions are different. 
Current research has found TCC methods usually perform slightly better than the 
mean-sigma and the mean-mean methods in computing scaling coefficients (Stocking & 
Lord, 1983; Baker et al., 1991). However, since TCC methods are computationally 
intensive, and since the congruence in the computed scaling coefficients from those 
scaling methods is very good, the mean-sigma and the mean-mean methods are still 
widely and frequently used. 
2.4 Lack of Item Parameter Invariance 
Item response theory (IRT) is widely used in a variety of applications including 
establishing score-scales in large scale assessments, measuring growth/improvement, and 
computerized adaptive tests, due to its powerful theoretical framework for developing 
scales with attractive features such as parameter invariance (Hambleton, Swaminathan, & 
Rogers, 1991; Rupp & Zumbo, 2006). However, the cornerstone property of IRT, 
parameter invariance, may not hold when the statistical assumptions of IRT, such as 
26 
unidimensionality and local independence, are violated, which would cause an item or a 
set of items to function differently between subgroups of examinees. This systematic 
bias is often called differential item functioning (DIF) (Angoff, 1993). When item 
parameter values differ across testing occasions, it is called item parameter drift (IPD), 
which is a special case of DIF (Goldstein, 1983). 
2.4.1 Differential Item Functioning (DIF) 
For decades, when a test resulted in an unintended difference between groups 
(e.g., race) after controlling for ability, it was called measurement bias (or item bias at the 
item level). For example, the probability of answering an item correctly was not equal 
for members from distinct groups with equal ability. In other words, the item favored one 
group of examinees over the other groups. Measurement bias poses a serious threat to test 
fairness and test construct validity due to construct-irrelevant easiness (i.e., biasness) 
(Messick, 1989). However, the term, ‘bias’ somewhat implies the labeled (or flagged) 
item is the only source of the unintended differentiation of groups although the cause of 
the unintended differentiation is, in fact, usually from interaction between items and 
examinees. Thus, the term, item bias has been being replaced by the more neutral, 
statistical term, ‘differential item functioning (DIF)’ to simply describe the situation 
where examinees from one group answered more frequently than equally proficient 
examinees from another group (Zumbo, 2007). 
In the context of IRT, Ackerman (1992) proposed that the DIF is mainly caused 
by the violation of the unidimensionality assumption because a test composed of two or 
more items is never exactly unidimensional. In other words, every test exhibits DIF to 
some extent unless the test consists of only one item. Thus, DIF can be seen as 
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unintended dimensions beyond the primary construct ot interest. Ackerman (1992) 
demonstrated how DIF could be modeled using the modification of Reckase’s 
multidimensional IRT model (Equations (2.22), (2.23), and (2.24)). Although modeling 
DIF using multidimensional IRT models may be theoretically reasonable, using MIRT 
models is computationally intensive and, more importantly, because the IRT models 
being used predominantly for standardized large scale assessments in practice are 
unidimensional IRT models, DIF has been studied mainly with unidimensional IRT 
models. 
When DIF is modeled within an (unidimensional) IRT framework, it can fall into 
one of two categories; uniform DIF or non-uniform DIF. In uniform DIF, the intercept of 
the item characteristic curve (ICC) of a DIF item is inconsistent across groups. In other 
words, the item difficulty parameter (b) of the DIF item is different to each group in 
uniform DIF. When the slope of the ICC of a DIF item varies among groups, it is called 
non-uniform DIF. The change in slope can be due to change in discrimination parameter 
(a) and/or in pseudo-guessing parameter (c) when 3PL model is used. If the ICC of the 
DIF item is inconsistent in both slope and intercept across subgroups, it is categorized as 
non-uniform DIF. 
There have been a number of studies that contributed to the methodology of 
detecting DIF (Millsap & Everson, 1993) such as the traditional approaches (Ironson, 
1979), Mantel-Haenszel tests (Mantel & Haenszel, 1959), the logistic regression method 
(Swaminathan & Rogers, 1990), SIBTEST (Shealy & Stout, 1991), and the 
standardization approach (Dorans & Flolland, 1993). However, as Ackerman (1992) 
pointed out, unless there is only one item in the test, all test items can be seen as DIF 
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items to some extent. Thus, the question that is needed to be answered first is how much 
DIF is consequential. Without an answer to this question, ‘flagging’ DIF items using 
various DIF detection techniques may not be meaningful because every item would 
exhibit DIF item at some point. Unfortunately, what is surprising is that studies 
examining the effect of DIF on estimating proficiency parameter (6) or on other aspects 
of the measurement process are not more prevalent compared to studies for DIF detection. 
2.4.2 Item Parameter Drift (IPD) 
The term item parameter drift (IPD) is used to describe DIF across test occasions. 
Thus, the term, IPD. is actually a type of DIF that can affect objectivity of tests (Bock, 
Muraki. & Pfeiffenberger, 1988; Donoghue & Isham, 1998). Since IPD is a one form of 
DIF, many DIF studies and frameworks can be directly applied to IPD issues. For 
example, most DIF detection techniques can be used to detect IPD without any 
modification (DeMars, 2004). However, even though IPD is theoretically equivalent to 
DIF, there are, in fact, several practical differences between DIF and IPD. First, the 
sample sizes across test occasions tend to be similar in IPD, whereas there is often large 
difference in sample size between a reference group and focal groups in DIF context. 
Second, DIF is caused by existing differences between subgroups in examinees’ 
cognitive skills that are not intended to be measured, while IPD is caused by inconsistent 
change in examinees’ local proficiency that may be intended to be measured from the 
previous test occasion to the next. There are a variety of factors that cause inconsistent 
change in examinees’ local proficiency such as changes in curricula, test structure, test 
length, and item exposure rate (Stocking & Lewis, 1998; Pastor, Dodd, & Chang, 2002; 
Way, 1998). Thus, it is sometimes challenging to distinguish IPD from growth in 
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practice when IPD occurs on large portion of items. A third practical difference of IPD 
from DIF is that the test equating procedure is usually involved in IPD context because 
scores from different occasions (and likely from different forms) are to be equated in 
order to obtain score comparability. When test equating is involved in the measurement 
process, the effects of IPD, especially on the linking items for the anchor test design, 
would be analytically expected to cause flaws in the measurement because IPD affects 
the item parameter estimates directly as well as indirectly via scaling coefficients 
influenced. 
Like DIF, there have been several studies focusing on IPD detection techniques 
(Donoghue et al, 1998; DeMars, 2004) using existing DIF detection techniques. Another 
IPD has also been examined in the context of computerized adaptive testing (CAT). As 
CAT grew in popularity and use, IPD became an important issue due to the importance of 
accurate item parameter estimates contained in the item bank. Even though there have 
been numerous studies on IPD in the context of CAT (Bock et al., 1988; Hertz & Chinn, 
2003; Smith, Rizavi, Paez, & Rotou, 2002; Veerkamp & Glas, 2000), most of the studies 
examined item exposure as the main source of IPD; therefore, the studies mainly focused 
on how to control item exposure and how to update the item bank. Of course, controlling 
item exposure to prevent IPD would be a useful technique, but it would be less 
meaningful unless a more fundamental question is answered: how much IPD is required 
until the effect is consequential? 
Wells, Subkoviak, and Serlin (2002) investigated the effect of IPD on proficiency 
parameter estimates across various sample sizes, percentage of drifting items and type of 
drift under the two-parameter logistic model (2PLM) and found there was a small effect 
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on proficiency estimates under the studied conditions. Witt, Stahl, Bergstrom, and 
Muckle (2003) examined the impact of IPD with various non-normal distributions under 
the Rasch model and concluded that skewed item and ability distributions did not appear 
to have a strong influence until a fairly large number of items exhibited IPD (i.e., 25%). 
As mentioned earlier, since test equating is often involved in the context of IPD, 
choice of test equating method is another factor in IPD study. Kim and Cohen (1992) 
compared the robust mean-sigma method and the TCC method when DIF/IPD existed 
under 2PLM. They found that there was a small difference particularly when the sample 
size was small (i.e., 300 examinees). With the large sample size (i.e., 600 examinees), 
the two equating methods resulted in identical outcomes. Wollack, Sung, and Kang 
(2006) also showed that choice of linking method (direct and indirect) could have a large 
effect on proficiency estimates under the three-parameter logistic model (3PLM) when 
compounding IPD existed among the common items. 
2.5 Summary 
In this chapter, several IRT models and test linking (scaling/equating) methods 
were introduced. Since the most commonly used IRT models rely heavily on the 
mathematical forms of the models and the unidimensionality assumption, the parameter 
invariance property - the most important advantage of using the IRT frameworks - may 
not be held when those assumptions are violated. 
The studies reviewed in this chapter showed that there have been a number of 
studies for detecting lack of item parameter invariance, but an important question that has 
not yet been systematically examined is how much IPD is required until the effect is 
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consequential. To answer this overarching question, a series of specific questions should 
be addressed: 
(a) How much do item parameter values have to differ before the equating 
process or proficiency estimates are corrupted? 
(b) What percentage of items must exhibit IPD before there is a negative 
influence? 
(c) How much does IPD influence proficiency estimates? 
(d) How much does IPD influence the standard error of test equating? 
(e) Does multidirectional IPD cancel any systematic effect? 
(0 Does the effect of IPD on equating vary across different equating methods? 
(g) How does IPD on b-parameters influence proper estimation of a- and c- 
parameters? 
The purpose of the current research is to address the aforementioned questions via three 
separate studies. 
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Figure 2.1. Three Approaches to Evaluating and Minimizing Loss Functions 
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CHAPTER 3 
STUDY 1: IMPACT OF UNIDIRECTIONAL ITEM PARAMETER DRIFT 
ON TEST EQUATING AND PROFICIENCY ESTIMATES 
3.1 Statement of Problem 
Fairness is an important concept in testing and so the effects of differential item 
functioning (DIF) and/or item parameter drift (IPD) on examinee proficiency estimates 
need to be investigated. Moreover, many current test equating designs use anchor items, 
and if DIF/IPD is present in these items, misleading interpretations of students’ 
performance and their educational gains are likely to occur. DIF/IPD may directly as 
well as indirectly affect the item parameters via the influence on the equating coefficients. 
However, an important question that has not yet been examined is how much DIF/IPD is 
required until the effect is consequential. 
3.2 Purpose of Study 1 
In this study, the indirect effect of IPD on proficiency estimates (through its effect 
on test equating designs that use linking items containing IPD) were examined. Two 
different conditions were manipulated via a simulation study. These conditions are 
percent of common items exhibiting IPD and the magnitude of IPD. Three questions 
were addressed: (a) How much does IPD influence equating coefficients? (b) How much 
does IPD influence item parameter estimates? (c) How much does IPD influence 
proficiency estimates? 
3.3 Design of Study 1 
3.3.1 Data 
A Monte Carlo simulation study was performed to examine the effect of IPD on 
equating and proficiency estimates. The simulation was intended to model two test forms 
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(Form 1 and 2) containing forty items each. Twenty-five percent of the items between 
Form 1 and 2 were common (i.e., 10 items), while the remaining items were unique to 
each form (i.e., 30 items). The 10 common items across two forms were used to link the 
two test forms as well as to score the examinees (i.e., internal linking items). 
Dichotomous item responses were generated using the 3PLM under the following 
crossed conditions: percentage of common items exhibiting IPD (10%, 20%, 30%, 40%, 
and 50%) and magnitude of IPD in the ^-parameter (-0.05 to -1.00 in increments of 0.05). 
The generating item parameter values were based on an existing item pool of a statewide 
math assessment for K-12. Forty items were selected from the statewide math 
assessment of 2003 for Form 1, and another set of 40 items were chosen from the 
statewide assessment of 2004 for Form 2 (10 of the items are common between the two 
forms). Table 3.1 reports the generating item parameter values for each form. Items 31 
to 40 were common between the two forms. The distribution of each form and their 
common items were selected to mimic the original item pool as closely as possible. 
Dichotomous item response data for 5,000 examinees on each test form were 
simulated using computer software WinGen (Han, 2007). The 0 values were sampled 
from a standard normal distribution for each form (9~A^(0,1)). 100 replications were 
conducted for each of the conditions and the baseline condition. 
3.3.2 Conditions 
In order to answer the proposed research questions, the percentage and magnitude 
of IPD were manipulated. For the first condition, five different percentages of common 
items exhibiting IPD on Form 2 were considered: 10%, 20%, 30%, 40%, and 50%. Table 
3.2 reports the selected items. Note that the items selected for lower percentages were 
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hierarchically nested. For the second condition, twenty different magnitudes of IPD (5) 
were introduced on the selected />parameters: (-0.05 to -1.00 in increments of-0.05; 
however, from now on, the amount of IPD is expressed as an absolute value without 
signs for convenience in this study). Thus, there were 100 different conditions of IPD in 
this design (5 x 20); however, a non-IPD condition was also examined as a baseline. 
3.3.3 Scaling and Equating 
The computer software package PARSCALE 4.1 (Muraki & Bock, 2003) was 
used to estimate item parameters based on the 3PLM for each condition. The mean- 
sigma method (Marco, 1977) was used to place the item parameter estimates from Form 
2 onto the scale of Form 1 (Equations 2.7 and 2.8). 
3.3.4 Data Analysis 
To assess the effect of IPD on equating across conditions, the median of the 
scaling coefficients, A and B, over the 100 replications was used. The median was 
selected due to the potential skewness expected based on the effect of IPD. 
The effect of IPD on item parameter estimates after equating was assessed in two 
ways. First, the a- and /^-parameter estimates from Form 2, after being equated to Form 1 
and subsequently equated to the underlying values using the mean-sigma method, were 
compared to the underlying generating values using the following root mean square error 
(RMSE) and bias measures (illustrated using the ^-parameter): 
RMSEa (3.1) 
and 
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(3.2) BIAS„ =-^- 
R 
a2jr and a, t represent the ^-parameter estimate of r,h replication and true value for item 
j on Form 2. R represents the number of replications (i.e., /?=100). Second, the a- and b- 
parameter estimates between Form 1 and 2 (after equating) for the five.fcommon items 
that did not exhibit IPD in any condition were compared. A root mean square difference 
(RMSD) for the ^-parameter was used to summarize the differences. The RMSD for the 
a-parameter is as follows: 
RMSD„ (3.3) 
a2 f is item parameter estimate for Form 2 equated to Form 1 and ax. is the item 
parameter estimate on Form 1. 
In order to examine how proficiency estimates were influenced due to DIF/IPD, 
examinees were classified based on their proficiency estimates into pass-fail categories as 
well as into one of four performance categories according to a typical standard setting of 
a statewide assessment. The cutscores that were used in the classification are shown in 
Table 3.3. The cutscores are from the statewide math test administered in 2004 where the 
true item parameters for Form 2 were drawn. The proportion of examinees in each 
category was compared across conditions. 
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3.4 Results 
3.4.1 Scaling Coefficients 
The scaling coefficients A and B for the mean sigma method were largely and 
directly affected by IPD introduced under the two conditions of this study. The scaling 
coefficients, A and B, were around 1 and 0, respectively, when IPD was not introduced 
(5=0) on the ^-parameters of the common items in Form 2. The scaling coefficient, A, of 
value of one implies that the standard deviations of /^-parameters for the common items in 
Form 1 and 2 were comparable. When the scaling coefficient. A, is one, the scaling 
coefficient, B, of ‘zero’ means that there were practically no differences in mean values 
for /^-parameters of the common items between Form 1 and Form 2. However, as the 
magnitude of IPD (5) and the number of common items with IPD (i.e., the percentage of 
common items with IPD) increase, the scaling coefficients A and B were heavily 
influenced, as shown in Figure 3.1. For example, when IPD of the amount of 1.0 on the 
/^-parameter (a very high level of IPD) was introduced on 5 out of the 10 common items 
(i.e., 50%), the scaling coefficient A decreased from 1 to 0.73. The effect was due to 
changes in the /^-parameter estimates due to IPD caused by increasing the variance of the 
/^-parameters of the common items in Form 2, and as a result, the denominator of the 
function of the scaling coefficient A was increased. On the other hand, the scaling 
coefficient B was increased as the amount of IPD and the number of the common items 
with IPD increased. Since the IPD introduced on the /^-parameter of the common items 
was all negatively unidirectional (i.e., all the common items with IPD were easier to 
those who took Form 2 than to those who took Form 1), the mean of /^-parameters of the 
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common items in Form 2 was decreased, and, as a result, the scaling coefficients B was 
increased. 
3.4.2 Rescaled Common Item Parameter Estimates 
After Form 2 was equated to Form 1 with the mean-sigma method, the differences 
in a- and /?-parameter estimates of the common items between Form 1 and 2 were 
assessed in two different ways as explained in the Method section of this chapter; Root 
Mean Square Error (RMSE) and BIAS for all common items across 100 replications and 
the median of Root Mean Square Differences (RMSD’s) and BIAS for the 100 
replications across the common items with no-IPD. 
Changes in BIAS for the a- and ^-parameter estimates of the ten common items 
have been displayed in Figures 3.2 to 3.6. Generally, common items with IPD showed 
large values of BIAS in the /^-parameter, whereas BIAS statistics for the other common 
items with no-IPD were minimal. For each common item with IPD, change in BIAS for 
/^-parameters was maximized when IPD was exhibited with the least number of common 
items including that particular common item. For example, in Figure 3.2, BIAS for the 
item 32 /^-parameter was minimal while Item 32 had no IPD (i.e., while percentage of 
IPD items was 10% (Item 37 only) and 20% (Items 37 and 33). However, under the 
condition of 30% of common items with IPD where Item 32 just began to have IPD on its 
/^-parameter, the BIAS was influenced most as the amount of IPD increased. After that, 
as more items exhibited IPD (i.e., 40% and 50%), change in BIAS for Item 32 became 
moderate but not as much as when Item 32 was just added to the set of common items 
with IPD. This type of pattern of changes in BIAS under the two conditions of IPD was 
observed in all 5 common items with IPD. 
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The pattern of change in BIAS for the ^-parameter of the common items was 
different from the pattern of change in BIAS for the /^-parameter. The change in BIAS 
for ^-parameter of all common items under the two conditions of IPD were moderate 
whether each common item had IPD on its /^-parameter or not. Rather, it seemed that the 
degree to which BIAS for the ^-parameter of each item was influenced was mainly 
caused by the magnitude of ^-parameter. The common items whose ^-parameters were 
large (e.g.. Item 35) showed substantial BIAS when IPD was introduced to their b- 
parameter. On the other hand, for the items with small ^-parameters (e.g.. Items 39 and 
40), BIAS of a-parameter due to IPD on their ^-parameter was very small even under the 
worst conditions of IPD. RMSE statistics were computed as well, and the results were 
congruent with BIAS. However, the RMSE was less informative than BIAS because 
RMSE does not indicate signs of differences between Forms 1 and 2. 
To summarize and evaluate the influences of the common items with IPD on the 
common items with no- IPD, RMSD’s for 100 replications across the common items with 
no- IPD between Form 1 and Form 2 were computed. However, since the ^-parameter 
estimates for Item 40 were inaccurate, which often happens when PARSCALE is used to 
estimate item parameters whose true ^-parameter is very small (the true ^-parameter for 
Item 40 was 0.324), Item 40 was excluded from this analysis. Thus, the median values of 
RMSD’s for 100 replications across the four common items with no- IPD except Item 40 
were plotted in Figures 3.7 and 3.8. As shown in Figure 3.8, the change in RMSD for the 
/^-parameter ot the tour common items with no- IPD was minimal across all conditions of 
IPD. The change in RMSD for a-parameter of the items due to IPD were, however, 
moderate. 
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3.4.3 Consequences of Unidirectional IPD 
Examinee's proficiency estimates based on Form 2 under the two conditions of 
IPD were compared to the examinees' true proficiency parameter values. The cutscores 
in Table 3.3 were used for classifying the examinees into pass-fail categories and four 
achievement level categories. The distribution of examinees’ true parameters with the 
cutscores is shown in Figure 3.9. 
The effect of IPD on classification of examinees can be seen in Figures 3.10 and 
3.11. The number of misclassified examinees due to IPD, in both of the pass-fail and the 
four-categorical context, almost monotonically increased as the amount of IPD and the 
percentage of common items with IPD increased. In the pass-fail situation, the number of 
misclassified was only 355 out of 5,000 examinees under the condition of 10% of 
common items (i.e., one out of the ten common items) with IPD even when the amount of 
IPD was 1.00, which was the worst condition in terms of the magnitude of IPD. 
However, the number of misclassifications rapidly increased as the percentage of 
common items with IPD increased (e.g., 1,124 were examinees misclassified, which is 
more than 20% of examinees, when 50% of common items had IPD of 1.00 on their b- 
parameter). In a four categorical situation, the accuracy of classification became even 
worse. The consequence of having a test that results in more than 20% misclassified 
would be serious especially in an educational application, and it implies that IPD may 
have a large impact on examinee classification according to the percentage of common 
items with IPD and magnitude of the IPD. 
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3.5 Summary and Conclusions 
In this study, 100 different conditions of IPD (5 different percentages of common 
items with IPD and 20 different magnitudes of IPD) were examined. The impact of IPD 
on test equating was observed in two different ways. First, the /^-parameters of the 
common items with IPD in Form 2 were directly affected by the IPD, and, as a result, the 
^-parameter estimate for each common item with IPD in Form 2 was substantially 
influenced. Then, the common items with altered /^-parameter values were used to 
calculate the scaling coefficients A and B for the mean-sigma method. In this stage, b- 
parameters influenced by IPD caused incorrect computation of the scaling coefficients A 
and B, which are functions of the mean and the standard deviation of a set of /^-parameter 
values of the common items. Thus, even common items with no- IPD and all unique 
items in Form 2 were essentially not properly equated to Form 1 when IPD was present. 
In other words, the equated item parameter estimates were indirectly influenced by IPD 
via the scaling coefficients. 
Interestingly, the impact of IPD under each condition on the common items with 
no-IPD was not uniform. It seemed the degree to which the equated item parameters 
were influenced due to IPD depends on each item’s characteristics. The equated b- 
parameter estimates of those common items which had large discrimination parameters 
tended to have minimal impact due to IPD. On the other hand, the impact of IPD on a- 
parameters, after equating, tended to be minimal for those items which had small a- 
parameters. However, this finding generalizes to the conditions examined in this study 
(i.e., the IPD was introduced only on /^-parameters not on ^-parameters and the 
magnitude of IPD was unidirectional so as to produce a worst-case scenario). 
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The question raised earlier in this study, that has not yet been answered, is how 
much IPD is required until the effect is consequential. In Figures 3.10 and 3.11, the 
worst case of IPD caused 1,124 misclassified examinees out of 5,000 in a pass-fail 
situation and 1,780 misclassified examinees out of 5,000 in a four-categorical situation. 
It means about 22% and 36% of examinees would be misclassified, in a pass-fail 
situation and a four-categorical situation, respectively, if 50% of common items 
contained IPD as much as 1.0 for the ^-parameter. The number of misclassifications is 
unacceptable, in this worst case scenario, and the test scores of Form 2 which were 
equated to Form 1 would not be valid to be used for educational decision making process. 
However, what is not obvious is at what point does IPD have a consequential effect that 
is unacceptable. 
In Figure 3.10, the number of misclassified examinees was about 177 on average 
when there was no IPD present. The number of misclassified examinees, 177, represents 
the false negatives and positives due to the measurement and equating error in the context 
of no IPD. Thus, even in the absence of IPD, about 4% (177 out of 5,000) of examinees 
are misclassified. This number can be used as a baseline when practitioners to establish 
an acceptable level of misclassification (certainly, an acceptable level of misclassification 
lower than 4% would not be reasonable.) For example, if test developers and/or test 
users think 10% misclassification is acceptable in terms of quality of the measure, they 
may use this test as long as the seriousness of IPD on the test they expect does not exceed 
the criteria (white cell without shade in Figures 3.10 and 3.11). On the other hand, if test 
developers expect that, for example, 30% of common items to exhibit IPD of 0.60 in the 
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test, they should not use this test without modifications because more than 10% of 
examinees would be misclassified if the test were used in spite of the expected IPD. 
Although Figures 3.10 and 3.11 are based on stable results from 100 replications, 
there are still several factors that play roles between IPD and its consequences; for 
example, the shape of the proficiency distribution, locations of the cut-scores, impact of 
non-uniform IPD, and different combinations of IPD conditions. However, since the 
results of this study were intended to illustrate the worst case scenario under the 
conditions of DIF, the findings of this study may provide test developers and test users 
helpful evidence (not sufficient, but necessary) of test validity when IPD is expected. 
To address the impact of IPD when each common item has IPD with various 
directions and when other test equating methods such as the test characteristic curve 
method (Stocking & Lord, 1983) are used, another simulation study is conducted in the 
next chapter. 
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Table 3.1. . True item parameter values used for simulation for Forms 1 and 2 
Form 1 Form 2 
Item a b c Item a b c 
1 0.950 -0.362 0.251 1 0.830 -1.992 0.070 
2 0.768 -0.110 0.307 2 0.645 -0.932 0.106 
3 0.777 0.400 0.261 3 1.186 -0.067 0.230 
4 0.792 0.200 0.101 4 0.983 -1.185 0.070 
5 1.194 0.417 0.132 5 0.937 0.206 0.074 
6 0.891 -0.044 0.170 6 1.332 0.180 0.267 
7 1.296 0.838 0.108 7 0.598 -0.825 0.229 
8 1.595 0.800 0.257 8 0.699 -0.085 0.325 
9 0.827 0.638 0.199 9 0.522 0.054 0.102 
10 0.794 -0.037 0.104 10 1.060 -0.560 0.336 
11 1.051 -0.421 0.235 11 0.975 -0.422 0.054 
12 1.462 0.429 0.224 12 0.876 -0.247 0.409 
13 1.808 0.808 0.255 13 0.590 -2.153 0.140 
14 0.834 -0.352 0.336 14 0.978 -0.123 0.440 
15 1.042 -0.916 0.074 15 1.049 0.267 0.297 
16 0.630 1.140 0.307 16 0.893 -1.753 0.239 
17 1.504 0.675 0.138 17 2.451 0.593 0.227 
18 1.786 0.665 0.208 18 0.628 0.307 0.097 
19 0.858 0.463 0.070 19 0.758 -0.231 0.238 
20 1.420 0.639 0.179 20 1.334 -0.611 0.191 
21 1.318 -0.270 0.129 21 0.939 -1.777 0.133 
22 0.800 1.644 0.250 22 2.100 0.363 0.200 
23 1.009 0.470 0.096 23 1.209 0.098 0.094 
24 1.024 -0.336 0.151 24 1.440 0.629 0.358 
25 0.943 0.721 0.100 25 1.715 0.819 0.275 
26 1.142 -0.858 0.221 26 0.874 -1.164 0.146 
27 1.288 0.657 0.263 27 1.165 1.367 0.209 
28 0.745 -0.807 0.278 28 0.821 0.924 0.246 
29 0.973 0.597 0.329 29 0.817 1.021 0.175 
30 0.684 0.267 0.361 30 1.520 1.151 0.332 
31 0.988 0.659 0.213 31 0.988 0.659 0.213 
32 1.407 0.357 0.342 32 1.407 0.357 0.342 
33 0.704 0.067 0.152 33 0.704 0.067 0.152 
34 1.038 -0.553 0.542 34 1.038 -0.553 0.542 
35 1.766 1.069 0.229 35 1.766 1.069 0.229 
36 1.438 0.726 0.193 36 1.438 0.726 0.193 
37 1.028 -0.015 0.249 37 1.028 -0.015 0.249 
38 1.464 0.926 0.154 38 1.464 0.926 0.154 
39 0.636 -0.417 0.333 39 0.636 -0.417 0.333 
40 0.324 -0.380 0.433 40 0.324 -0.380 0.433 
Note. The items in the shaded cells are the common items. 
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Table 3.2. Common items for which DIF was introduced 
% of common items 
with IPD 
(condition) 
# of common items 
with IPD 
Common items 
with IPD 
10% 1 Item 37 
20% 2 Item 37 and 33 
30% 3 Item 37, 33, and 32 
40% 4 Item 37, 33, 32, and 34 
50% 5 Item 37, 33, 32, 34 and 39 
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Table 3.3. Standard Setting for Classifying Examinees 
Proficiency Score 
Four Achievement 
Categories 
Pass-Fail 
e < -0.90 Fail 
Fail 
-0.90 <0< 0.25 Basic 
0.25 < e < 1.60 Proficient 
Pass 
1.60 < 0 Advanced 
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Figure 3.1. Impact of IPD on Scaling Coefficients A and B (Values of the Coefficients 
Are Medians of 100 Replications) 
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Figure 3.2. BIAS for a- and b- Parameter Estimates of the Common Items (#30 and #31) 
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Figure 3.3. BIAS for a- and b- Parameter Estimates of the Common Items (#32 and #33) 
50 
M
E
D
(B
IA
S(
A)
) 
M
E
D
(B
IA
S(
A)
) 
Item 35 (no IPD) Item 35 (no IPD) 
Figure 3.4. BIAS for a- and b- Parameter Estimates of the Common Items (#35 and #36) 
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Figure 3.5. BIAS for a- and b- Parameter Estimates of the Common Items (#37 and #38) 
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Figure 3.6. BIAS for a- and b- Parameter Estimates of the Common Items (#39 and #40) 
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Figure 3.7. Root Mean Square Differences in a- Parameters between the Common Items 
with No DIF in Form 1 and Form 2 Equated (Items 31, 35, 36, and 38) 
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Figure 3.8. Root Mean Square Differences in b- Parameters between the Common Items 
with No DIF in Form 1 and Form 2 Equated (Items 31, 35, 36, and 38) 
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Figure 3.9. Rescaled True Distribution of the Examinees and Cut-scores 
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CHAPTER 4 
STUDY 2: IMPACT OF MULTIDIRECTIONAL ITEM PARAMETER DRIFT 
ON TEST EQUATING AND PROFICIENCY ESTIMATES 
4.1 Statement of Problem 
Study 1 investigated the effect of unidirectional IPD on test equating and the 
subsequent consequences related to examinee misclassification rates due to various 
magnitudes of IPD and percentages of the linking items exhibiting IPD. However, Study 
1 aimed to simulate the worst case scenario where all the linking items with IPD are 
biased in one direction (all drifting ^-parameters decreased, that is, were easier compared 
to the previous administration), and the findings of the study do not likely generalize to 
situations in which some of the drifting items became easier while the others became 
harder. 
Of course, in the context of IPD, main factors causing IPD such as item exposure, 
learning effect, and changes in curricula may cause item parameters on an examination to 
drift in one direction (^-parameter decreasing). However, those factors still could result 
in non-unidirectional IPD; and, in fact, it is not unusual to observe some items become 
harder while other items become easier in large-scale assessments. Although Study 1 
revealed the impact of IPD on test equating when IPD is unidirectional, it did not answer 
questions regarding how multidirectional IPD influences test equating. What is expected 
in the situation of multidirectional IPD is that the systematic effect of IPD on test 
equating may “wash-out;” however, the multidirectional IPD is likely to introduce 
undesirable random error. Therefore, Study 2 examined the effect of multidirectional 
IPD on random and systematic error in the equating and its subsequent consequences. 
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When multidirectional IPD occurs on several linking items, the statistical 
properties (mean and standard deviation) of the linking item set will be affected. 
Therefore, with mean-sigma scaling method, the scaling coefficients A and B are likely 
to be influenced by the change in the statistical properties of the linking item set. 
However, what is unknown is whether other linking methods (e.g., TCC scaling method 
(Stocking & Lord, 1983)), are less susceptible to IPD when determining the linking 
coefficient A and B. Thus, it is worthwhile to examine the effect of IPD on various 
scaling methods in the presence of multidirectional IPD. 
4.2 Purpose of Study 2 
In Study 2, the impact of different combinations of linking items with various 
multidirectional IPD on the test equating procedure was investigated for three popular 
scaling methods (mean-mean, mean-sigma, and TCC method). It is hypothesized that 
multidirectional IPD will influence the amount of random error observed in the linking 
while the effect of systematic error will be minimal. 
4.3 Design of Studv 2 
4.3.1 Data 
A Monte Carlo simulation study was used to examine the effect of 
multidirectional IPD on linking two testing administrations. Two years of test 
administrations were simulated. To make the study as realistic as possible, the simulation 
was based on a large-scale statewide assessment. Item bank values for a reading test for 
grade 7 in 2006 and 2007 in a state large-scale assessment were used as the generating 
item parameters for the simulated tests of Years 1 and 2, respectively. 
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For Year 1, item responses were generated to represent the external linking items 
for Year 1 used to link Year 2 to Year 1. For Year 2, 40 unique items plus the external 
linking items that were not used for scoring in Year 2 were simulated. Data for Year 2 
were generated to represent 10 different forms, each of which consisted of the same 40 
scoring items and a various number of unique linking items. This kind of anchor test 
design is frequently found in state achievement tests for K-12. All items were assumed to 
be multiple choice item type, and 3PLM was used to simulate the response data. See 
Tables 4.1, 4.2, and Figure 4.1 for details. 
Scores (on IRT theta scale) of 5,000 examinees were drawn from a normal 
distribution with mean of 0 and standard deviation of 1 for Year 1. For the second year, 
scores for 5,000 examinees per form (total sample size of 50,000) were simulated, 
assuming there was an improvement of 2% in terms of the proportion of examinee at or 
above ‘Proficient.’ The computer program WinGen (Han. 2007) was used to simulate the 
item response data. As for item parameter and score estimation, PARSCALE (Muraki & 
Bock, 2003) was used with marginal maximum likelihood (MML) method and Bayesian 
expected a posteriori (EAP) method, respectively. The examinees were classified into one 
of four typical achievement levels (Below Basic (BB), Basic (B), Proficient (P), and 
Advanced (A)). 
4.3.2 Conditions 
External linking item sets with two different sizes were composed: 20 and 30 
linking items for each year. Thus, each form of the 10 test forms for each year had either 
2 or 3 linking items. 
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For Year 2 administration, IPD was introduced on b-parameters of 40 percent of 
the linking items. The number of IPD items in the negative direction was matched to the 
number of IPD items in the positive direction to see how much IPD effect was “washed” 
out. Four different combinations of linking items exhibiting various multidirectional IPD 
were examined. For example, in Table 4.3, for condition 1 with 20 linking items, those 
four items (45, 46, 47, and 48) whose difficulty parameter values are above the average 
were altered to have negative IPD while the other four items (53, 54, 55, and 56) whose 
difficulty parameter values are below the average were altered to have positive IPD. 
Thus, the IPD amount on the eight items summed to zero. In this condition, the standard 
deviation of the linking items was expected to be reduced, and as a result, the linking 
coefficients, A and B, may be influenced in some scaling methods. See Table 4.3 for the 
other conditions. As for the amount of IPD on b-parameters, two different magnitude of 
IPD were simulated: 0.25 and 0.50. A response data set for Year 2 with no IPD was also 
simulated as a baseline. 
After Year 2 test administration data with various conditions were simulated, 
linking coefficients, A and B, were computed using three different methods: mean-mean, 
mean-sigma, and TCC. The test scaling and equating procedure was conducted using 
computer software, IRTEQ (Han, 2007). 
In summary, there were 72 study conditions in total (2 Linking item set sizes x 4 
combinations of multidirectional IPD x 3 IPD amounts x 3 scaling methods). Each 
condition was replicated 100 times. 
4.3.3 Data Analysis 
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A series of simple comparisons was conducted for the linking coefficients A and 
B from 72 conditions. Visual investigation on plots was performed for particularly 
interesting conditions. The linking coefficients A and B across 100 replications was 
summarized using the mean for each condition, and the mean A and B was used to 
rescale Year 2 test onto the scale of Year 1 test. The standard error of the scaling 
coefficients was reported. The rescaled a- and b- parameters was evaluated using RMSE 
and BIAS statistics (See Equations 3.1 and 3.2). 
To evaluate the number of misclassifications, the 50,000 true scores of Year 2 
was rescaled onto the Year 2 test scale, first. Then, the rescaled 50,000 scores were 
classified into one of four achievement levels, and these were used as a baseline to 
compute the number of misclassifications for each condition. 
4.4 Results 
4.4.1 Descriptive Statistics for the Linking Items 
The item parameter estimates over the 100 replications for the linking items for 
each condition are summarized in Table 4.2. Simple comparison analyses for mean a- 
parameter estimates within each IPD condition and each number of linking item 
condition were conducted; some of them showed statistically significant differences, but 
none were meaningfully substantial (the largest effect size was 0.008). As for mean b- 
parameter estimates, the simple comparison analyses were conducted, too. The mean b- 
parameter estimates in some conditions (many conditions of IPD amount of 0.50) were 
shown as significantly different from none-IPD condition, but the effect sizes were small 
(the largest effect size was 0.017). 
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The average standard deviations (SDs) of 6-parameter estimates were also 
compared across condition. In Condition 1, where all the IPD items showed 6- 
parameters drifted toward the mean item difficulty (the true mean item difficulty was - 
0.034 as shown in Table 4.2), the SD value decreased (the effect size was 0.039 and 
0.037 for 20 and 30 linking items, respectively) as IPD amount increased from 0 to 0.25. 
However, the SD value did not decrease, while the IPD amount increased from 0.25 to 
050, because the linking items with IPD of 0.50 crossed the mean difficulty value, 
subsequently, causing the SD to increase. Thus, some of the impact of IPD, when its 
amount was 0.50, on the SD of 6-parameter estimates was partially cancelled out, and it 
resulted in only a small decrease in the SD from zero-IPD to IPD of 0.50. In Condition 2, 
where the 6-parameters drifted outward from the mean difficulty of the linking items, the 
SD value were affected as the IPD amount increased from 0 to 0.25 or from 0 to 0.50. 
The effect sizes were larger than 0.150 with the IPD amount of 0.50. 
In Condition 3, where a half of IPD items drifted toward the mean item difficulty 
and the other half of IPD items drifted outward from the mean item difficulty, the SD 
values increased monotonically as the amount of IPD increased. The largest effect size 
was 0.084 with the IPD amount of 0.50. 
In Condition 4, like Condition 3, half of the IPD items drifted away from the 
mean item difficulty, and the other half of IPD items drifted toward the mean item 
difficulty. However, all the linking items with IPD in Condition 4 were more difficult 
than the mean item difficulty, whereas half of linking items with IPD were easier than the 
mean item difficulty in Conditions 1, 2, and 3. The SD values moderately decreased as 
the IPD amount increased from 0 to 0.25. The items drifted to be easier (for example. 
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Items 41,42, 45, and 46, in the 20 linking item setting) and items drifted to be harder (for 
example. Items 43, 44, 47, and 48) got closer to each other (See Tables 4.1 and 4.3), and 
it resulted in the reduced variance in the /^-parameter estimates. However, when the IPD 
amount increased from 0.25 to 0.50, the SD value was increased because when the 
amount of IPD changed from 0.25 to 0.5, the ^-parameter estimates of the drifted items in 
the opposite directions started to drift away from the clustered ^-parameter estimates of 
the IPD amount of 0.25. 
Overall, the impact of IPD on the descriptive statistics for the linking items turned 
out to be very close to the predictions in the last column of Table 4.3. In summary, the 
mean a- and b- parameter estimates were not practically influenced by the IPD 
introduced, and the SD values were moderately, yet, differentially influenced by the 
different IPD amounts and conditions. 
4.4.2 Scaling Coefficients 
Scaling coefficients A and B were estimated using three different methods: (1) 
mean-mean (Equation 2.29), (2) mean-sigma (Equations 2.27 and 2.28), and (3) TCC 
method (Equations 2.31, 2.32, 2.35, and 2.36). Assuming no-IPD occurred, the expected 
value of the scaling coefficients A and B were 1.00 and 0.10 since the distribution of the 
true proficiency was from /V(0,1) and 7V(0,0.1) for Year 1 and Year 2, respectively. 
With the mean-mean method, the estimates of the scaling coefficient A were 
consistently around 1.00 across all conditions as shown in Figure 4.2. Since the mean 
discrimination and the mean difficulty of the linking items were practically not affected 
by the IPD introduced throughout the conditions, the scaling coefficient A, which is 
essentially a ratio of those two statistics, was not affected. 
65 
To compute the scaling coefficient A using the mean-sigma method, the values of 
the mean and SD of the linking item difficulty were used. Although the impact of IPD on 
the mean linking item difficulty was minimal, since the SD of the linking item difficulty 
was differentially influenced by the IPD introduced on the linking items across conditions, 
the estimates of scaling coefficient A were also differentially influenced across 
conditions. In Condition 1, the coefficient A was slightly overestimated due to the IPD 
introduced. In Conditions 2 and 3, the coefficient A was substantially underestimated as 
the amount of IPD increased. Since the SD of the linking item difficulty in Year 2 takes 
the denominator of Equation 2.27, when the effect size is same, the decreased SD would 
have a larger impact on the coefficient A then the increased SD. In Condition 4, the 
coefficient A estimate was slightly influenced by the IPD, but the effect size was not 
meaningful. 
Lastly, the scaling coefficient A was computed with the TCC method (Stocking & 
Lord, 1983), too, where neither mean or SD of the linking item difficulty was used. 
Throughout the conditions, the TCC method resulted in the very similar pattern of the 
coefficient A estimates with the mean-sigma method. Twenty and thirty linking item 
situations showed very similar patterns, but it seemed the coefficient A estimates for the 
1CC method tended to get closer to those from the mean-sigma method when the number 
of linking items increased. 
The standard error (SE) ol scaling coefficient A estimation was computed across 
the 100 replications. As shown in Ligure 4.3, SE seemed not to be influenced either by 
the amount of IPD or by the number of linking items except in Condition 4 with the 30 
linking item situation. It seemed the SE increased with the mean-sigma method when the 
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items were clustered together in terms of item difficulty due to IPD. The TCC method 
resulted in the most stable estimation for the coefficient A, whereas the mean-sigma 
showed the largest SE. 
The scaling coefficient B estimated using the mean-mean, mean-sigma, and TCC 
methods were compared in Figure 4.4. Considering the scale of the coefficient B, the 
impact of IPD on the estimates of the coefficient B across conditions was minimal even 
though the coefficient A, which is a factor of the coefficient B (Equation 2.28), was 
moderately influenced by IPD. Like coefficient A, the TCC method showed the least SE 
of estimation for the coefficient B in most of the conditions except Condition 4 with the 
30 linking items. The mean-mean and mean-sigma methods showed about same SE 
across conditions except, again, Condition 4 with the 30 linking items. 
4.4.3 Rescaled Linking Item Parameter Estimates 
After the linking items of Year 2 were rescaled onto Year 1 using the scaling 
coefficients A and B from the various methods, root mean squared error (RMSE) 
(Equation 3.1) and BIAS (Equation 3.2) for the ^-parameter of the linking items were 
computed and plotted for each Condition in Figures 4.6, 4.7, 4.8, and 4.9, and Figures 
4.10, 4.11, 4.12, and 4.13, respectively. 
In Conditions 1 and 4 (Figures 4.6 and 4.9), the RMSE of the a-parameter 
estimates was not substantially influenced by the IPD introduced because the impact of 
IPD on the scaling coefficient A, which was the main factor for rescaling the ci- 
parameters, was minimal. The difference in RMSE across scaling methods was also 
minimal. In Condition 1, ^-parameter estimates were unbiased with the mean-mean 
method, whereas the other methods resulted in a slight positive bias; in other words, a- 
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parameters were overestimated (Figure 4.10). In Condition 4, there was no meaningful 
difference in bias between the scaling methods, and all methods showed unbiased results 
(Figure 4.13). RMSE and bias statistics were smaller with the linking item with IPD than 
with the linking items without IPD. This was because the RMSE and bias for the items 
with IPD were partially canceled out by the scaling coefficient A, which was already 
influenced by the IPD, whereas the items with no-IPD had to go through the unnecessary 
addition of the systematic error due to the scaling coefficient A influenced by IPD. 
In Condition 2, the mean-mean method resulted in the unbiased ^-parameter 
estimate rescaled (Figure 4.11). However, RMSE for the IPD items increased even with 
the mean-mean method (Figure 4.7); the ^-parameter estimation became unstable even 
when the IPD was introduced only on the ^-parameters. With the mean-sigma and TCC 
methods, RMSE and bias statistics were heavily affected by the IPD although the TCC 
method was less influenced by IPD than the mean-sigma method. Since the scaling 
coefficient A was underestimated with those two scaling methods due to IPD in 
Condition 2 as shown in Figure 4.2, the rescaled ^-parameter estimates were also 
negatively biased (in other words, the linking items were falsely rescaled to be easier). 
In Condition 3, the change in RMSE and bias statistics showed a pattern very 
similar to those in Condition 2, although the effect sizes due to IPD were slightly less 
than those of Condition 2 (Figures 4.8 and 4.12). 
Across all four conditions, the differences in RMSE and bias statistics between 20 
and 30 linking item situations were minimal only with the mean-sigma method. With 
more linking items, the results from the mean-sigma method were closer to the results 
from the TCC method. 
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RMSE and bias statistics were computed for the rescaled /^-parameter estimates, 
too. Since the influence of IPD on the scaling coefficient B was minimal (Figure 4.4), 
the change in the RMSE and bias statistics due to IPD would be mainly due to the direct 
effect of IPD on the item parameter estimation rather than of the indirect effect of IPD via 
the scaling coefficient B. As shown in Figures 4.14, 4.15, 4.16, and 4.17, the ^-parameter 
estimates of the linking items with no-IPD were not influenced as the amount of IPD 
increased, and it was different from the ^-parameter estimates. However, those linking 
items with IPD were heavily affected directly by the IPD across Conditions. 
In Conditions 2 and 3, where the scaling coefficient B were differently affected by 
IPD across the scaling methods (Figure 4.4), the RMSE of ^-parameter estimates were 
also slightly different across the scaling methods (Figures 4.15 and 4.16). The TCC 
method showed the smallest RMSE in ^-parameter estimation, whereas the mean-mean 
method resulted in the largest RMSE. The mean-sigma method was between the other 
two methods in terms of RMSE. 
The bias statistics, shown in Figures 4.18, 4.19, 4.20, and 4.21, indicated that the 
TCC method outperformed the other methods and showed nearly zero-bias for the 
rescaled ^-parameter estimates at the aggregated item level (IPD items + non-IPD items) 
across all conditions. The mean-mean and mean-sigma methods showed almost identical 
results, in which the rescaled linking item difficulty was positively biased (the effect size 
was consistently larger than 0.05 across all conditions and IPD amounts at the aggregated 
item level). This indicates that the rescaled item difficulty parameter estimates with 
either the mean-mean method or the mean-sigma method was harder than what it was 
supposed to be. In Conditions 2 and 3, there was the small effect of IPD amount for the 
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linking items with IPD (Figures 4.19 and 4.20), but this effect was minimized at the 
aggregated item level regardless the scaling methods. 
In summary, the findings in this section would have very important implications 
for the internal linking design, where the linking items are also used for scoring, because 
the results showed the large portion of the direct IPD effect on item parameter estimation 
was washed out by the indirect effect of IPD on the scaling coefficients. The mean-mean 
method resulted in the most unbiased estimation for ^-parameters, and the TCC method 
resulted in the most unbiased estimation for ^-parameters. However, with the external 
linking design, where the linking items are not used for scoring, like the research design 
used this study, the results in this section would be less important. 
4.4.4 Test Characteristic Functions of the Scoring Items 
Once the scaling coefficients A and B were derived from the linking items, the 40 
unique items of Year 2, which were the items used for scoring the examinees, were 
linked to Year 1. After the 40 scoring items were equated, the test characteristic 
functions (TCFs) were drawn as shown in Figures 4.22, 4.23, 4.24, and 4.25. In 
Conditions 1 and 4, the TCFs were almost identical across different IPD amounts within 
each scaling method. In Conditions 2 and 3, the TCFs were influenced by IPD with the 
mean-sigma and TCC methods. The influence of IPD on the TCFs was consistent with 
the impact ol IPD on the scaling coefficient A. Thus, the slopes of TCFs with the mean- 
sigma and 1CC methods were steeper around zero on the theta scale as the IPD amount 
increased. On the other hand, the mean-mean method resulted in almost identical TCFs 
regardless of the amount of IPD across all conditions. The impact of IPD on the TCFs 
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was mainly due to the indirect effect of IPD via the scaling coefficients that were 
influenced by the IPD. 
4.4.5 Proficiency Estimates and Consequences of Multidirectional IPD 
Using the 40 equated scoring items of Year 2, the proficiency (0) for 50,000 
examinees were estimated. The proficiency estimates were compared to the true theta 
values via the RMSE shown in Figure 4.26. In Conditions 1 and 4, the RMSE of the 
theta estimation was not substantially affected by the amount of IPD with all three scaling 
methods. All three scaling methods showed very similar RMSE values, although the 
RMSE was slightly larger for the mean-sigma compared to the other methods. In 
Conditions 2 and 3, with the mean-sigma and TCC methods, the RMSE of the theta 
estimation substantially increased as the amount of IPD increased. However, the RMSE 
was not affected by the amount of IPD with the mean-mean method. Among the mean- 
sigma and TCC methods, the RMSE with the mean-sigma method was more heavily 
affected by the IPD than with the TCC method. 
The bias of the theta estimation was also assessed as shown in Figure 4.27. 
Throughout the conditions, the TCC method showed the most unbiased theta estimation 
among the three scaling methods when there was no-IPD introduced. However, as the 
amount of IPD increased, the theta estimates started to be negatively biased with the TCC 
method. With the mean-sigma method, the theta estimates were negatively biased when 
there was no IPD, and the bias was not systematically or monotonically influenced as 
IPD increased in all conditions. The mean-mean method showed about the same degree 
of bias as mean-sigma when the amount of IPD was zero. However, as the amount of IPD 
increased, the bias of theta estimation was slightly recovered with the mean-mean method 
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because the impact of IPD with the mean-mean method compensated the bias in theta 
estimation until the amount of IPD exceeded a certain point. Overall, with more linking 
items, the bias was slightly less in the theta estimation. 
To investigate how the multidirectional IPD affected the theta estimate 
distribution, the mean and SD were computed for each condition. Since the true theta 
distribution for Year 2 was from a normal distribution with mean of 0.1 and SD of 1.0, 
the theta estimates were expected to have the same mean and SD when there was no IPD. 
However, as shown in Figure 4.28, the mean of the theta estimates using the mean-mean 
and mean-sigma methods were negatively biased (in fact, the bias of theta estimation was 
exactly the same as the mean theta estimates as can be seen in Figures 4.27 and 4.28). As 
shown in Figure 4.29, the SD of the theta estimates were a little smaller than the true SD 
(a=1.0) by about 0.05 with the mean-mean and mean-sigma and by about 0.06 with the 
TCC method when there was no-IPD introduced. Essentially, the proficiency distribution 
shrunk toward the mean. The SD of the theta estimates were heavily influenced by the 
amount of DIF especially in Conditions 2 and 3. The patterns of change in SD due to 
IPD were very similar, if not the same, to the change in the scaling coefficient A due to 
IPD (See Figure 4.2). 
Lastly, to understand the consequence of the different multidirectional IPD on the 
proficiency estimates, each of the 50,000 examinees was classified into one of the four 
performance categories and into the pass-fail categories. The cutscores used for the four 
performance categories were -1,0, and 1, and the cutscore used for the pass-fail decision 
was 0. The number ol misclassifications in the pass-fail situation (Figure 4.30), where 
the cutscore was 0, seemed to be consistent with any of the three scaling methods 
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regardless of the amount of IPD across conditions. This occurred because the expected 
scores at ‘zero' on the theta scale of the TCFs were not affected by IPD as reported above 
(for example, see Figure 4.23). Overall, the TCC method showed slightly better decision 
accuracy in the pass-fail situation although the differences among the three methods were 
very small. However, in the situation with the four performance categories, the number 
of misclassifications was moderately affected by the amount of IPD and by the location 
of IPD items (conditions). 
As shown in 
Figure 4.31, the TCC method resulted in the smallest number of misclassifications 
with no-IPD among the three scaling methods. However, in Conditions 2 and 3, as the 
amount of IPD increased, the number of misclassifications started to substantially 
increase with the mean-sigma and TCC methods. This was an expected result from an 
influence of IPD on the TCFs (Figures 4.23 and 4.24) when the cutscores were other than 
zero on the theta scale. On the other hand, the number of misclassifications was stable 
regardless of the amount of IPD with the mean-mean method. As a result, in some cases 
like Conditions 2 and 3 with the IPD amount of 0.50, the mean-mean method showed 
better decision accuracy than the TCC method. 
4.5 Summary and Conclusions 
In this study, the multidirectional IPD situations were simulated and illustrated 
under four different scenarios (Conditions 1 to 4). In the first situation (Condition 1), 
40% of the linking items were simulated to drift toward the mean item difficulty. In this 
situation, the results showed the minimal impact on the scaling coefficient A and showed 
almost no impact on the proficiency estimates and on decision accuracy. In terms of the 
accuracy of proficiency estimation and the decision making, the TCC method was 
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slightly better than the other two scaling methods when there was no-IPD, but when there 
was IPD, the mean-mean method could be a safe alternative in situations like Condition 1. 
In the second situation (Condition 2), 40% of the linking items drifted outward 
from the mean item difficulty. In this situation, the scaling coefficient A was affected by 
IPD for the mean-sigma and TCC methods. As a result, the TCFs with the mean-sigma 
and TCC methods were also slightly influenced by IPD, and so were the proficiency 
estimates. Basically, the TCC method resulted in more accurate proficiency estimates 
when there was no-IPD item, but when there were heavy multidirectional uniform IPD in 
the linking item set (for example, 8=0.50) and when the cutscores were off the mean item 
difficulty, the mean-mean might be the better choice for practitioners in terms of the 
decision accuracy in the situation like Condition 2. 
In the third situation (Condition 3), half of the linking items with IPD drifted 
toward the mean item difficulty, and the other half of the linking items drifted outward 
from the mean item difficulty. Half of the linking items with IPD were more difficult 
than the mean difficulty, while the other half of the IPD items were easier than the mean 
difficulty. In this situation, the mean-sigma and TCC methods were moderately affected 
by IPD in terms of the scaling coefficient A and theta estimation, but the effect size was 
substantially smaller than those in Condition 2. Although the mean-mean method 
showed the most stable estimation for the scaling coefficient A, the TCC method resulted 
in the same or better accuracy in proficiency estimation even with the moderate amount 
of IPD (for example, 8=0.25). 
In the last situation (Condition 4), like Condition 3, half of the IPD items drifted 
toward the mean difficulty while the other half of IPD items drifted outward from the 
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mean difficulty. However unlike Condition 3, in Condition 4, all IPD items were harder 
than the mean difficulty. In this situation, the impact of IPD on the scaling coefficient A 
was minimal in all three scaling methods. Although the difference in the decision 
accuracy was not substantial among the scaling methods, in this situation, the TCC 
method resulted in the most accurate proficiency estimates even with the moderate 
amount of IPD. 
In the real testing situation, it may be hard to classify the IPD situation into one of 
the four situations studied here. In fact, the situations like Conditions 1 and 2, where all 
IPD items drift either toward or outward from the mean difficulty, may be unlikely to 
occur often. However, the findings of this study suggest that when multidirectional IPD 
occurs with the linking items, and if IPD is not biased in terms of the direction (in other 
words, the sum of the signed item difficulty drifted is roughly zero), test developers and 
practitioners can be less worried about the impact of IPD on the proficiency estimates in 
situations like Conditions 3 and 4, even with the moderate amount of IPD on a large 
portion of the linking items. 
However, the finding of this study showed that it is important to understand the 
expected impact of IPD on the TCF of the scoring items and the impact on the 
proficiency distribution before any decision is made based on certain cutscores. If the 
cutscore is near the mean item difficulty, the impact of IPD would be minimized; but, on 
the other hand, if the cutscore is far from the mean item difficulty, the decision accuracy 
is expected to be reduced. 
This study also suggests that the TCC method generally performs well even with 
a moderate amount of IPD. The factor that impacted on the test equating and the 
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proficiency estimates the least was the number of linking items. Of course, the number 
of linking items should be enough to obtain stable mean and SD values in order to 
conduct the mean-mean and mean-sigma methods, but more than the necessary number 
of the linking items did not seem to contribute to the proficiency estimation recovery 
against IPD. With a larger number of linking items, the equating results with the mean- 
sigma method got closer to the results from the TCC method. 
Although this study comprehensively examined the impact of the multidirectional 
IPD on the test equating and proficiency estimates, one of the limitations of this study 
was that the impact of IPD on c-parameter (i.e., pseudo-guessing parameter) estimation 
and the equating procedure was not studied. Such a question will be answered with 
Study 3 described in the next chapter. 
76 
Table 4.1. Item Parameters for the Year 2 Test 
Item a>i ba Cij Item Cljj hii Cij 
1 0.81 0.01 0.18 36 1.20 -0.45 0.18 
2 0.98 0.15 0.29 37 0.90 -0.70 0.13 
3 0.90 0.15 0.20 38 0.94 -0.22 0.16 
4 1.14 1.55 0.20 39 1.11 -0.19 0.19 
5 0.97 0.21 0.23 40 1.16 -0.27 0.23 
6 1.19 0.21 0.18 41 1.33 1.88 0.2 
7 0.80 0.81 0.16 42 1.09 1.71 0.25 
8 0.74 0.45 0.15 43 0.67 0.97 0.21 
9 0.83 2.26 0.15 44 0.92 0.85 0.21 
10 0.93 0.22 0.25 45 0.92 0.41 0.20 
11 0.80 0.17 0.19 46 0.68 0.35 0.18 
12 1.09 0.39 0.27 47 1.27 0.25 0.23 
13 0.92 0.82 0.27 48 0.77 0.15 0.22 
14 0.98 0.46 0.23 49 1.00 0.09 0.14 
15 0.99 0.36 0.19 50 0.75 0.03 0.17 
16 0.80 0.49 0.15 51 0.8 -0.03 0.17 
17 1.21 1.77 0.18 52 1.19 -0.07 0.17 
18 0.75 0.71 0.18 53 1.05 -0.37 0.22 
19 1.03 0.34 0.14 54 0.96 -0.37 0.25 
20 0.94 0.18 0.18 55 1.25 -0.45 0.17 
21 1.27 -0.79 0.16 56 0.94 -0.67 0.16 
22 1.00 -0.93 0.18 57 1.02 -0.78 0.15 
23 1.16 -0.86 0.28 58 1.05 -0.91 0.16 
24 1.01 -1.23 0.19 59 1.11 -1.17 0.21 
25 1.03 -0.53 0.17 60 1.21 -1.25 0.29 
26 0.75 -0.49 0.21 61* 0.66 1.54 0.14 
27 0.80 -0.83 0.13 62* 0.69 0.71 0.14 
28 0.87 -0.32 0.11 63* 1.45 0.30 0.15 
29 0.81 -0.11 0.24 64* 0.86 0.11 0.19 
30 1.16 -1.36 0.18 65* 1.13 0.02 0.24 
31 1.26 -1.25 0.22 66* 1.09 -0.28 0.28 
32 1.22 -0.95 0.19 67* 0.94 -0.44 0.15 
33 1.25 -0.84 0.20 68* 1.28 -0.73 0.16 
34 0.87 -0.31 0.25 69* 1.33 -0.93 0.15 
35 1.40 -0.22 0.21 70* 1.32 -1.93 0.17 
Note. Shaded items are external linking items (not scored). 
* Those items will be used only when the number of linking items is to be 30 by the 
condition (Linking item set 2). 
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Table 4.2. Descriptive Statistics for the Item Sets of the Year 2 Test 
Item Set 
n a b c 
mean SD mean SD mean SD 
Scoring Item Set 40 1.000 0.173 -0.028 0.797 0.195 0.043 
Linking Item Set #1 20 1.008 0.231 0.029 0.763 0.190 0.047 
Linking Item Set #2 30 1.024 0.226 -0.034 0.873 0.191 0.042 
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Table 4.3. Four Different Linking Item Combinations with IPD in Multiple Directions 
Condition 
Item No.* 
(linking items) IPD 
direction** 
20 Items 30 Items 
41,42 41,42,61 
43,44 43,44,62 
45,46 45,46,63 1 
47,48 47,48,64 ! 
49,50 49,50,65 
51,52 51,52,66 
53,54 53,54,67 T 
55,56 55,56,68 T 
57,58 57,58,69 
59,60 59,60,70 
41,42 41,42,61 
43,44 43.44,62 
45,46 45,46,63 T 
47,48 47,48,64 T 
49,50 49,50,65 
51,52 51,52,66 
53,54 53,54,67 1 
55,56 55,56,68 i 
57,58 57,58,69 
59,60 59,60,70 
41,42 41,42,61 
43,44 43,44,62 
45,46 45,46,63 T 
47,48 47,48,64 1 
49,50 49,50,65 
51,52 51,52,66 
53,54 53,54,67 T 
55,56 55,56,68 ! 
57,58 57,58.69 
59,60 59,60,70 
41,42 41,42,61 i 
43,44 43,44,62 T 
45,46 45,46,63 1 
47,48 47,48,64 T 
49,50 49,50,65 
51,52 51,52,66 
53,54 53,54,67 
55,56 55,56,68 
57,58 57,58,69 
59,60 59,60,70 
Expected Changes in 
mean and SD 
Balanced IPD 
No change in mean 
SD decreased 
Balanced IPD 
No change in mean 
SD increased 
Balanced IPD 
No change in mean 
Moderate change in SD 
Balanced IPD 
No change in mean 
Minimal change in SD 
* Linking items are ordered by ^-parameter: high to low. 
** [: /^-parameter decreased (the item becomes easier), f: /^-parameter increased (the 
item becomes harder) 
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Table 4.4. Descriptive Statistics for the Parameter Estimates of the Linking Items in Year 
2 
Condition 
Number of 
Linking Items 
IPD Amount 
Mean a- 
Parameter 
Estimates 
Mean b- 
Parameter 
Estimates 
Standard 
Deviation of 
/^-Parameter 
Estimates 
1 20 0.00 0.988 -0.074 0.904 
0.25 0.993 -0.070 0.865* 
0.50 0.992 -0.070 0.867* 
30 0.00 1.006 -0.142 0.938 
0.25 1.008 -0.138 0.901* 
0.50 1.008* -0.140 0.904* 
2 20 0.00 0.988 -0.074 0.904 
0.25 0.990 -0.078 0.966* 
0.50 0.982* -0.090* 1.061* 
30 0.00 1.006 -0.142 0.938 
0.25 1.007 -0.147 1.000* 
0.50 0.998* -0.159* 1.089* 
3 20 0.00 0.988 -0.074 0.904 
0.25 0.992 -0.074 0.928* 
0.50 0.988 -0.081* 0.988* 
30 0.00 1.006 -0.142 0.938 
0.25 1.009 -0.143 0.962* 
0.50 1.003 -0.150* 1.020* 
4 20 0.00 0.988 -0.074 0.904 
0.25 0.993* -0.076 0.885* 
0.50 0.992 -0.078* 0.898 
30 0.00 1.006 
-0.142 0.938 
0.25 1.007 
-0.140 0.919* 
, c . 
0.50 1.007 
-0.145 0.934 
* significantly differs from the zero-IPD condition 
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Item 
40 
Unique 
Items 
(Scored) 
External Linking Items (Not Scored): 10 Different Forms 
(either 20 or 30 linking items in aggregation - 2 or 3 linking 
items for each form) 
Number of 
Examinees 
50,000 
5.000 
5,000 
5,000 
5,000 
5,000 
5,000 
5,000 
5,000 
5,000 
5,000 
Figure 4.1. Ten Different Forms of the Year 2 Test. 
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Figure 4.2. Change in Scaling Coefficient A under Four Conditions 
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Figure 4.3. Change in Standard Error of Scaling Coefficient A under Four Conditions 
(across 100 Replications) 
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Figure 4.4. Change in Scaling Coefficient B under Four Conditions 
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Figure 4.5. Change in Standard Error of Scaling Coefficient B under Four Conditions 
(across 100 Replications) 
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Figure 4.6. Root Mean Squared Error of ^-Parameter Estimates under Condition 1 
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Figure 4.7. Root Mean Squared Error of a-Parameter Estimates under Condition 2 
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Figure 4.8. Root Mean Squared Error of ^-Parameter Estimates under Condition 3 
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Figure 4.9. Root Mean Squared Error of ^-Parameter Estimates under Condition 4 
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Figure 4.10. Bias of a-Parameter Estimates under Condition 1 
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Figure 4.11. Bias of ^-Parameter Estimates under Condition 2 
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Figure 4.12. Bias of a-Parameter Estimates under Condition 3 
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Figure 4.13. Bias of a-Parameter Estimates under Condition 4 
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Figure 4.14. Root Mean Squared Error of /^-Parameter Estimates under Condition 1 
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Figure 4.15. Root Mean Squared Error of /^-Parameter Estimates under Condition 2 
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Figure 4.16. Root Mean Squared Error of /^-Parameter Estimates under Condition 3 
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Figure 4.17. Root Mean Squared Error of ^-Parameter Estimates under Condition 4 
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Figure 4.18. Bias of 6-Parameter Estimates under Condition 1 
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Figure 4.19. Bias of ^-Parameter Estimates under Condition 2 
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Figure 4.20. Bias of /^-Parameter Estimates under Condition 3 
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Figure 4.21. Bias of /^-Parameter Estimates under Condition 4 
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Figure 4.22. Test Characteristic Function for the Scoring Items under Condition 1 
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figure 4.24. Test Characteristic Function for the Scoring Items under Condition 3 
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Figure 4.25. Test Characteristic Function for the Scoring Items under Condition 4 
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Figure 4.26. Root Mean Squared Error of Proficiency Estimation 
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Figure 4.27. Bias of Proficiency Estimation 
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Figure 4.28. Mean of Proficiency Estimates 
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Figure 4.29. Standard Deviation of Proficiency Estimates 
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Figure 4.30. Number of Classification Errors under the Pass-Fail Situation 
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Figure 4.31. Number of Classification Errors under the Four-Category Situation 
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CHAPTER 5 
STUDY 3: IMPACT OF ITEM PARAMETER DRIFT 
ON PSEUDO-GUESSING PARAMETER ESTIMATES AND TEST EQUATING 
5.1 Statement of Problem 
Although the variety of item types has been expanded from multiple choice to 
innovative performance assessment forms using multimedia computers, multiple-choice 
items are still the most popular and frequently used item format. Unfortunately, multiple 
choice items have a critical downside in that test takers can answer an item correctly by 
guessing. To incorporate the probability that a test taker answers an item by chance due 
to guessing into an IRT model, Bimbaum (1968) developed the three parameter logistic 
model (3PLM), which can be seen as an extension of the 2PLM. The new parameter (c- 
parameter) added to 3PLM is often called the guessing parameter. However, typically c- 
parameters tend to be smaller than the value that would result if test takers got an item by 
a completely random chance (Hambleton et al., 1991; Lord, 1974), so the pseudo 
guessing parameter would be a more appropriate term for the c-parameter. 
Estimating the c-parameter is still technically very challenging, b-parameters 
theoretically range from negative infinity to positive infinity on a continuous scale. 
However, since currently available computer programs for estimating item parameters 
use only a finite number of quadrature points on a discrete scale, the b-parameter 
estimates are bounded for practical purposes. Estimating the c-parameters, which are 
theoretically derived trom the lower asymptote of an item characteristic function, is very 
hard to do, especially when an item is very easy (low b-parameter) and does not 
discriminate well (low a-parameter) due to the tact there are very few examinees at the 
point on the theta scale defined by the lower asymptote. As a result, c-parameter 
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estimates tend to be less stable with substantially larger standard errors than a- and b- 
parameter estimates, considering the difference in scale of each parameter. In spite of the 
technical difficulties of estimating c-parameters, one of the main reasons why c- 
parameters are estimated instead of just being set to the statistical probability of random 
guessing is that using the c-parameter estimates often improves data-model fit 
substantially compared to the simple statistical probability of random guessing for an 
item. 
Since multiple-choice items are the most popular item format, the items used to 
link scales (at least, the majority) are typically based on the 3PLM. However, a 
potentially serious problem regarding scaling c-parameters arises when the 3PLM is used 
in the linking item set. Except when using concurrent calibration or the fixed-common 
item parameter (FCIP) estimation for scaling/equating, IRT scaling methods use a linear 
transformation. With mean-sigma methods, only b-parameters are used to compute 
scaling coefficients A and B. Thus, change in c-parameter estimates would not even be 
taken into account with those scaling methods. Even if TCC methods (Stocking & Lord, 
1983; Haebara, 1980), which use both slope and intercept parameters to compute scaling 
coefficients, are used, there are still two unsolved problems. First, the scaling 
coefficients A and B determined by the TCC methods are based on limited range of the b- 
parameter scale. Thus, a change in the lower asymptote between two test forms may be 
hard to capture. Second, even if the scaling coefficients A and B were appropriately 
computed, reflecting change in the lower asymptote, the computed scaling coefficients A 
and B have nothing to do with c-parameters of the test items. Traditionally, c-parameters 
have not been transformed in the scaling/equating procedure. 
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5.2 Purpose of Study 3 
The main research question in Study 3 is how serious the consequences are if c- 
parameters are not transformed in the test equating procedure when IPD exists. To 
address these issues, a series of questions were investigated: (a) how stable are c- 
parameter estimates when IPD exists on b-parameters, (b) how much difference would it 
make if the c-parameters were rescaled, and (c) what is the effect across scaling methods? 
5.3 Design of Study 3 
5.3.1 Data 
The item bank data of the state achievement test used in Study 2 was used in 
Study 3. In Study 3, the number of linking items was fixed to 30 to reduce the scope of 
the research. Thus, there were 40 scoring items plus 30 external linking items that are 
from the Year 1 test. See Tables 4.1, 4.2 (with linking item set 2 only), and 4.3 for 
details. 
5.3.2 Conditions 
To examine how IPD on the b-parameter influences c-parameter estimates and 
test equating process, three different conditions were manipulated. First, amount of IPD, 
introduced on the b-parameter was manipulated to be small, medium, or large (5=- 
0.1, -0.3. or -0.5, respectively). A zero-IPD condition was studied, too, to provide some 
baseline results. IPD was introduced on 36.7 percent of the linking items (11 out of 30 
linking items). Second, three different sample sizes were studied: 500, 1000, and 5000 
which represent small, medium, and large samples, respectively. Third, for item 
parameter calibration, tour different strategies were conducted. In the first strategy, the 
30 linking item parameters in Year 1 were calibrated without fixing any c-parameter 
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values. The linking item parameters in Year 2 were also freely calibrated without fixing 
any c-parameter values. This strategy would result in two different c-parameter estimates 
for the same linking item between Year 1 and 2. In the second strategy, the item 
calibration for each year was performed by fixing the c-parameters of all linking items to 
0.20. The 0.20 is the probability of an examinee correctly answering a multiple choice 
item with 5 options via a random guess. Although the actual c-parameters tend to be 
smaller than the probability of answering an item correctly randomly by guessing because 
poorly performing examinees are often distracted by attractive distracters (Lord, 1974), 
0.20 could still be a reasonable alternative (in case of multiple choice item with five 
options) when c-parameter estimation is expected to be problematic for theoretical and/or 
practical reasons. In the third strategy, the c-parameters of linking items in Year 1 was 
freely estimated, and, then, those c-parameter estimates from Year 1 were used to fix the 
c-parameters of the linking items in Year 2 (a- and b- parameters were freely estimated). 
This strategy can be seen as a partial fixing common item parameter (FCIP) scaling only 
for c-parameter. See Table 5.1 for details. Lastly, in the forth strategy, the item 
parameters were freely estimated without any preset value or constraints for each year. 
After the item parameters were calibrated, the c-parameter for each item of the Year 2 
i 
test was averaged with the c-parameter for each item of Year 1 test. There is no 
theoretical reason of averaging the c-parameters for each item across years, but 
sometimes practitioners attempt to implement such a procedure because by doing so they 
will not end up with two different values of c-parameter for each linking item. 
After the item parameters were calibrated, two different scaling methods (mean- 
sigma and TCC) were used to rescale the Year 2 test onto the Year 1 test. 
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In summary, there were 96 (4 IPD amounts x 3 sample sizes x 4 estimation 
strategies x 2 scaling methods) conditions in this study. Each condition was replicated 
100 times. 
5.3.3 Data Analysis 
a-, b-, and c-parameter estimates of 100 replications for linking items were 
summarized by their mean values. Change in mean a-, b-, and c-estimates, as the amount 
of IPD changes was visually investigated with line graphs for each item parameter 
estimation strategy. 
The mean of the scaling coefficients, A and B, over the 100 replications was used 
to evaluate the impact of IPD and parameter estimation strategy on test equating. Using 
line graphs, visual investigation was conducted. 
The evaluation of the consequences of IPD, choice of estimation strategy, and 
scaling method was conducted in two ways. First, the score consistency across 
conditions was assessed using RMSE as below: 
RMSEe = 
N 
(5.1) 
where 6\ is a score of examinee i in Year 2 that is equated back to Year 1 test scale, and 
<9 is the true score of examinee i (which is rescaled onto Year 1 test). Second, the 
examinees were classified based on their proficiency estimates into one of four 
performance categories according to a typical standard setting of a statewide assessment, 
then the number of misclassifications due to IPD and the other conditions was assessed. 
5.4 Results 
5.4.1 Scaling Coefficients A and B 
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The scaling coefficient A and B were computed to put Year 2 items onto the same 
scale as Year 1 items (i.e., for equating). The mean-sigma and TCC methods were used 
to compute the Scaling Coefficients. 
As shown in Figure 5.1, generally, the scaling coefficient A was affected by the 
IPD introduced although the scaling coefficient A with the TCC method was less affected 
by IPD than with the mean-sigma method. The scaling coefficient A also tended to be 
less affected by IPD with the larger sample size. There were small differences in the 
scaling coefficient A between the item calibration strategies, but the differences did not 
seem systematic. However, the differences between the item calibration strategies were 
clear for the standard error of estimation for the scaling coefficient A (Figure 5.2). 
The item calibration strategies 2 and 3, where the c-parameters for the linking 
items were fixed to 0.2 and to the c-parameter estimates from the previous year, 
respectively, showed the lowest standard error regardless of the sample size and scaling 
method. This implies that because the c-parameter estimation was relatively less stable 
than a- and /^-parameter estimation, when c-parameters were not to be estimated with the 
item calibration strategies 2 and 3, it resulted in more stable a- and /^-parameter estimates, 
and as a result, the scaling coefficient A became more stable with those calibration 
strategies. When the mean-sigma method was used, there was no difference in standard 
error of scaling coefficient A between the item calibration strategies 1 and 4, where c- 
parameters for the linking items were freely estimated without fixing values. This was 
because averaging c-parameter estimates for each linking items (in item calibration 
strategy 4) did not affect a- and /?-parameter estimates for the linking items, and because 
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the mean-sigma method only used the a- and ^-parameter estimates to compute scaling 
coefficient A. 
On the other hand, with the TCC method, differences in the standard error of 
scaling coefficient A between the item calibration strategies 1 and 4 were found because 
the averaged c-parameter estimate for each linking item in the calibration strategy 4 was 
reflected in the test characteristic curve computation, and it affected the scaling 
coefficient A. However, the item calibration strategies 2 and 3 still showed more stable 
scaling coefficient 1 estimates. Overall, with the TCC method, the scaling coefficient A 
was more stable than with the mean-sigma method. Also, the larger sample being used, 
the smaller standard error of scaling coefficient A. However, the standard error did not 
seem to be affected by IPD. 
The scaling coefficient B was also computed and investigated. As shown in 
Figure 5.3, the scaling coefficient B was heavily influenced by IPD regardless of sample 
size, item calibration strategy, and scaling method. There were very small differences 
between the item calibration strategies, but the differences did not seem systematic. 
Sample size and scaling method did not cause substantial influences on the scaling 
coefficient B. A choice of the item calibration strategy, however, made substantial 
difference in the standard error of scaling coefficient B estimation. 
As shown in Figure 5.4, calibration strategies 2 and 3 showed the smallest 
standard error, whereas calibration strategies 1 and 4 resulted in substantially larger 
standard errors. As the sample size increased, the standard error decreased slightly. 
There were small differences in standard error of scaling coefficient B between the 
scaling methods. The mean-sigma method performed better with calibration strategies 1 
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and 4 than the TCC method, but the calibration strategies 2 and 3 performed better with 
the TCC method in terms of the standard effort of scaling coefficient B. It seemed the 
standard error was somewhat affected by the amount of IPD, but it was hard to conclude 
the effect of IPD on the standard error since the pattern of change in standard error due to 
IPD fluctuated. 
5.4.2 Rescaled Linking Item Parameter Estimates 
After the linking items of Year 2 were transformed onto the scale of the Year 1 
test, using the scaling coefficients A and B, the impact of IPD on the item parameter 
estimates was evaluated using RMSE and BIAS statistics. 
What can be noticed first in Figure 5.5 is that the RMSE of the a-parameter 
estimates was moderately reduced as the sample size increased. It seemed that a- 
parameter estimation required large samples (for example, jY=5,000) to produce stable 
estimates, while ^-parameter estimation were fairly stable even with small samples (for 
example, 7V=500) as shown in Figure 5.6. 
The scaling method did not make a meaningful difference in the RMSE of a- 
parameter. The item calibration strategies 2 and 3 tended to show slightly lower RMSE 
of a-parameter than the calibration strategies 1 and 4. However, the RMSE of a- 
parameters did not seem to be affected by IPD. On the other hand, the bias of a- 
parameter estimates was influenced by IPD (Figure 5.8). The bias of the ^-parameter 
estimates for the linking items with no-IPD was moderately influenced by IPD via the 
scaling coefficient A, which was already influenced by IPD. However, the linking items 
with IPD showed more stable patterns of bias even with the large IPD (5=0.5) partly 
because the ^-parameter estimates, which were initially affected by IPD introduced on 
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the ^-parameters, were recovered by the scaling coefficient A, which reflected the 
influence of IPD on the item parameter scales. 
At the aggregated linking item level (IPD items + non-IPD items), the influence 
of IPD on the bias was minimal. Like RMSE, with larger samples, bias of a-parameters 
of the linking items was minimized. Also, larger samples tended to result in bias less 
affected by IPD. The item calibration strategies 2 and 3 resulted in smaller bias in a- 
parameter estimation than the other strategies when the sample size was small (N< 1,000). 
It seems fixing the c-parameter for the item calibration with a small sample increased the 
accuracy of the ^-parameter estimation. However, when the sample size was large (for 
example, n=5,000), the difference in bias between the calibration strategies was 
minimized. 
The RMSE of /^-parameter estimates for the linking items with IPD was directly, 
heavily, and monotonically increased as IPD increased (Figure 5.6) with any choice of 
item calibration strategy and scaling method. On the other hand, the RMSE for the 
linking item with no-IPD was influenced by IPD. Thus, when the linking items 
with/without IPD were put together, the impact of IPD on the all linking items was 
considerably moderate. The calibration strategies 2 and 3, again, tended to result in 
slightly smaller RMSE of /^-parameter estimates, and the increase of sample size tended 
to result in a small improvement in RMSE. 
A different choice of scaling methods did not seem to make any difference in 
RMSE. However, a choice of scaling method did make minor difference in the bias for 
/^-parameter estimation (Figure 5.9). With the TCC method, there was practically no bias 
for the all linking items even when the amount of IPD was large (5=0.50). On the other 
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hand, the mean-sigma method resulted in slightly biased (positively) /^-parameter 
estimates even when IPD was not introduced, and the bias increased slightly as IPD 
increased. 
Unlike RMSE, increasing sample size did not contribute to reducing bias in the 
parameter estimation at all because the bias statistic was a measure of systematic 
inaccuracy of the parameter estimates, and sample size had nothing to do with the 
systematic inaccuracy of the estimates. A choice of calibration strategy did not seem to 
make any practical difference in bias of /^-parameter estimates. 
The c-parameter estimates were also investigated using RMSE and bias statistics 
(Figures 5.7 and 5.10). Since c-parameter estimates were not rescaled with the scaling 
coefficients A and B (although c-parameters estimates were partially reflected in the 
computation of the scaling coefficients A and B with the TCC method), there was no 
effect of scaling methods. Rather c-parameters were put onto same scale as Year 1 test 
with the calibration strategies 2 and 3 by fixing the estimated values for c-parameters. 
Thus, with the calibration strategies 2 and 3, the RMSE indicated that the c-parameter 
estimates were not influenced at all by the IPD introduced. The calibration strategy 2 
resulted in the smallest RMSE, and the calibration strategy 1 tended to show the largest 
RMSE. 
What was interesting was that averaging c-parameter estimates for the linking 
items across years, in fact, effectively reduced RMSE, and made the RMSE less affected 
by IPD. With the larger sample, RMSE tended to be reduced with any other calibration 
strategies rather than the strategy 1. In terms of the bias of c-parameter estimation 
(Figure 5.10), it may be inappropriate to evaluate the effectiveness of the item calibration 
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strategy 2 by the amount of bias because the bias is directly affected by the value fixed 
for the c-parameter. Rather, the stability of bias against IPD may be more interesting 
unless the bias is substantial. In fact, all four calibration strategies resulted in practically 
near zero bias even with large IPD. The calibration strategies 2 and 3 (fixing the 
estimates), of course, resulted in the consistent bias that was not affected by IPD at all. 
With strategy 1, the bias of c-parameter estimates for the linking items with IPD was 
substantially affected by IPD, but for the linking item with no-IPD, the influence of IPD 
on the bias was minimal. Strategy 4 (averaging) showed a similar pattern with strategy 1, 
but the degree to which the bias was influenced by IPD was in between strategies 1 and 3. 
5.4.3 Test Characteristic Functions of the Linking Items and of the Scoring Items 
The TCFs of the linking items were displayed in two different ways. First, in 
Figure 5.11, the mean-sigma method showed the TCF slightly influenced by IPD. 
However, since the area of TCF influenced by IPD was around zero on the theta scale, 
where the largest groups of people are expected, even that small influence could result in 
substantial consequences. On the other hand, with the TCC method, the TCF was not 
changed as the amount of IPD increased. The results imply that the TCC method was 
more robust against the IPD on the ^-parameters. The TCFs of the linking items were 
also displayed differently to compare the difference between the calibration strategies. 
As shown in Figure 5.13, the differences in TCF between the calibration strategies 
were minimal. The only noticeable difference was found at the low theta (mainly ranges 
Irom -4.0 to -2.0) with the calibration strategy 2. Thus, with strategy 2, an examinee at 
low proficiency may be likely to get the score about one point higher than with the other 
calibration strategies. However, since the external linking design, where the linking 
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items are not used for scoring, was used in this study, what actually affects the final 
proficiency estimates will be the TCFs of the scoring items. 
The TCFs of the 40 scoring items are shown in Figures 5.12 and 5.14. In Figure 
5.12, the TCFs slightly moved toward right side as IPD increased. As a result, if an 
examinee who took the test with IPD would be likely to get higher proficiency estimates 
than what the examinee actually should have received if the examinee had the test with 
no-IPD. For the scoring items, a choice of scaling method did not seem to have a 
meaningful difference in TCFs. In Figure 5.14, the calibration strategies were compared, 
and no noticeable difference was found. 
5.4.4 Proficiency Estimates and Consequences 
Using the 40 scoring items, 500, 1,000, and 5,000 examinees’ proficiency scores 
were estimated, and the proficiency estimates were evaluated with the RMSE and bias 
statistics. As what could be expected from the TCFs for the scoring items, the RMSE and 
bias statistics for the proficiency estimates did not show very different patterns across 
various scaling methods, item calibration strategies, and sample sizes (Figures 5.15 and 
5.16). The mean-sigma method with the calibration strategies 1 and 4 tended to show 
slightly larger RMSE than other combinations. The calibration strategies 2 and 3 resulted 
in consistently smaller RMSE than the other strategies. The RMSE was not changed with 
small IPD (8=0.10), but it moderately increased as the amount of IPD exceeded 0.10. In 
terms of bias, the proficiency estimates were biased even with the smallest IPD among 
the studied conditions. 
The distribution of the proficiency estimates were also investigated and reported 
in Figures 5.17 and 5.18. The mean proficiency estimate was sensitive to IPD, and 
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dramatically increased as IPD increased. A choice of scaling method and calibration 
strategy did not seem to influence the mean of the proficiency distribution. On the other 
hand, the standard deviation (SD) of the proficiency distribution tended to be differently 
influenced by IPD in accordance with the choice of scaling method and sample size. The 
SD of the proficiency estimates was less influenced by IPD with the TCC method than 
with the mean-sigma method. Also, larger sample sizes tended to be more stable against 
IPD, especially with the TCC method. 
Lastly, the examinees were classified into one of the pass-fail categories and into 
the four achievement levels based on the proficiency estimates to evaluate decision 
accuracy. The percentages of misclassifications in the pass-fail and the four categorical 
situations are shown in Figures 5.19 and 5.20, respectively. Again, as expected from the 
TCFs of the scoring items, all scaling methods and calibration strategies resulted in very 
similar patterns of misclassification due to IPD. The TCC method tended to have slightly 
less misclassifications than the mean-sigma method when the sample size was small 
(7V=500), but the difference was minimal. A choice of item calibration strategy also did 
not seem to make a meaningful difference, but the calibration strategies 2 and 3 tended to 
have slightly less misclassifications across almost all conditions. 
5.5 Summary and Conclusions 
In this study, three main research questions were addressed. The first research 
question was “how much does IPD, introduced only on ^-parameters, influence on the c- 
parameter estimates?” The second question was “how much difference would it make if 
we rescaled the c-parameters?” With the traditional item calibration strategy (Strategy 1), 
the c-parameter estimates showed minor change due to IPD. In the studied condition 
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(40% of linking items had IPD of 0.5 on the ^-parameters), the mean change of c- 
parameter estimates due to IPD was about 0.02 (positive) regardless of sample size and 
scaling method. The influence of IPD on c-parameter estimates even for the non-IPD 
items was also observed although the effect size was very small (8=0.01). On the other 
hand, with the other calibration strategies where c-parameters were fixed to 0.20 or the 
estimates of the previous year (Strategies 2 and 3), of course, the c-parameters were not 
affected by IPD. Not only was there robustness against the uniform IPD, but also there 
are several advantages of the strategies 2 and 3 over the strategy 1. First, theoretically, 
fixing c-parameters for the linking items to the estimates of the previous year (Strategy 3) 
would be the most the appropriate procedure because, by doing so, c-parameters can be 
automatically rescaled onto the target scale. Since a- and ^-parameters are estimated 
with the c-parameters fixed, in practice, potential IPD effect would not be compounded in 
the c-parameter estimates. The calibration strategy 2 almost always shows very similar 
results to the calibration strategy 3, but it may be controversial because c-parameters are 
fixed to the exact statistical probability of successful guessing on an item in Strategy 2. It 
could slightly decrease data-model fit. 
On the other hand, with the strategy 1, the c-parameter estimates are left 
unrescaled. When the mean-sigma method is used, the scaling coefficients A and B are 
computed without reflecting the change in c-parameter estimates. Thus, rescaling a-and - 
/^-parameter estimates could be incomplete in this situation (especially when the 
differences in c-parameter estimates for each linking item are very different). Moreover, 
the more critical problem is that practitioners will end up with two c-parameter estimates, 
neither of which is on the target scale. 
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Although the TCC method is theoretically better because the change in c- 
parameter estimates are reflected in computing the scaling coefficients, even the TCC 
method eventually confronts the same problem as the mean-sigma method - two different 
c-parameter estimates, none of which is on the target scale. To solve this problem, some 
practitioners take an average of c-parameter estimates of each linking item like the 
calibration strategy 4. In fact, the results in this study showed that the strategy 4 resulted 
in more stable c-parameter estimation, which was also more robust against IPD than the 
strategy 1. However, the biggest problem of the strategy 4 is that it is very hard to 
theoretically justify averaging the c-parameter estimates for each linking item across 
years. The averaged c-parameter estimate would be neither of particular year scales nor 
of the target scale. Another practical advantage of the calibration strategies 2 and 3 over 
the other strategies is that a- and b- parameter estimation become substantially more 
reliable (small RMSE) with those strategies. As a result, the standard error of the scaling 
efficient estimation is also moderately reduced. With extremely large sample sizes 
(A>5,000), this advantage may be less meaningful because the standard errors of item 
parameter estimates and scaling coefficient estimates would be already very small. 
However, when the sample size is not large, the use of calibration strategy 2 or 3 could be 
beneficial in terms of stability of estimation. 
Since the calibration strategy 3, where the c-parameters of the second year are 
fixed to the estimates of the first year, has several theoretical and practical advantages, 
and because this strategy can be seen as a partial fixing common item parameter (FCIP) 
scaling method that is applied only on the c-parameters, one may ask ‘why don’t we just 
use the full FCIP method? In fact, the FCIP is one of the frequently used methods for 
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test equating in the measurement field. However, there are a few problems of the full 
FCIP method. First, when the full FCIP method is used, it is difficult (if not impossible) 
to conduct IRT-based DIF/IPD analyses because all item parameters of the linking items 
are fixed to the previously computed estimates. Second, when the full FCIP method is 
used over years, it is very hard to validate the symmetry of test equating. Therefore, for 
test equating, the calibration strategy 3 with the linear scaling methods like the mean- 
sigma and TCC methods may be more preferable than the full FCIP method to 
practitioners. A choice of the calibration strategy may be more important when the cut- 
scores are placed in the low proficiency area (for example, 0 < -2.00), because the c- 
parameter estimates play a critical role in the low proficiency area. However, since the 
cut-scores used in this study were not far from the ‘zero’ on the theta scale, the 
consequences of a choice of the calibration strategy did not matter very much. 
The third research question was “how much difference would be made across 
scaling methods?” A direct answer to the question would be “there was no meaningful 
difference in the studied condition” in terms of decision accuracy based on the 
proficiency estimates. However, although the studied condition, where the external 
linking item design and the cut-scores around the mean proficiency were used, is very 
common in the measurement field, there are two other situations we also need to consider. 
First, when the internal linking, where the linking items are also used for scoring, 
is used, the TCC method often outperforms the mean-sigma method in terms of 
robustness against IPD (See Figure 5.11), especially around where most people are 
placed on the theta scale. Since with the TCC method, the scaling coefficients are 
estimated using more information (a- and c-parameter estimates of the linking items) than 
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with the mean-sigma method, the IPD on ^-parameters of the linking items had less 
impact on the scaling coefficients and the rescaled linking item parameters when the TCC 
method was used in the study. However, for the external linking design, this difference 
between the mean-sigma and TCC methods seemed to be minimized. 
Second, when the sample size and/or the number of linking items are small, the 
TCC method would result in much more stable and accurate scaling coefficients. Since 
the standard deviation of the linking items could be very unstable especially when the 
number of linking items is small, the mean-sigma method may not be a reasonable choice 
over the TCC method. The TCC method could be the better choice over the mean-sigma 
method also when the sample size is small in terms of reliability of scaling coefficient 
estimates (see Figure 5.2). Although as sample size increases the mean-sigma method 
tends to be as stable as the TCC method, when the sample size less than 1,000, a choice 
of the TCC method over the mean-sigma method could be beneficial. 
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Table 5.1. Three Strategies of Calibrating Linking Item Parameters 
Linking Items in Year 1 Linking Items in Year 2 
Strategy 1 Freely estimate a, b, and c Freely estimate a, b, and c 
Strategy 2 Estimate a and b, fixing c=0.20 Estimate a and b, fixing c=0.20 
Strategy 3 Freely estimate a, b, and c 
Estimate a and b, fixing c to c 
estimate from Year 1 
Strategy 4 Freely estimate a, b, and c 
Freely estimate a, b, and c 
Then, average each item’s c- 
parameters 
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CHAPTER 6 
DISCUSSION 
As mentioned in the previous chapters, research on DIF has primarily focused on 
detection methods. Many of the detection methods use significance tests to decide 
whether an item should be flagged or not. Since IPD is a type of DIF, and the detection 
strategies may be used to detect IPD, where the groups are defined by testing occasions. 
However, the various DIF/IPD detection methodologies seldom come up with the same 
results, and many DIF/IPD analysis methods are often too sensitive to use in operational 
testing (i.e., in the context of very large sample sizes, items in which the DIF is negligible 
are often detected as DIF). 
In fact, as Ackerman (1992) pointed out, every test exhibits DIF to some extent 
unless the test consists of only one item, so the large detection rates of the DIF/IPD 
detection methods are not surprising. Therefore, testing a point-null hypothesis (i.e., the 
item is literally free of DIF) will inevitably lead to a large number of items flagged as 
DIF. Therefore, if we relied on an item to be literally free of DIF to be used in linking, 
we would not have any linking items available. We are not recommending, of course, 
that statistical approaches to flagging DIF/IPD be discontinued. They have a role to play. 
At the same time, the question that really matters to testing programs is not whether the 
item is DIF but rather how much DIF/IPD can be handled until the effect is consequential, 
and this question cannot be answered solely by testing a point-null hypothesis. Rather, 
some descriptive statistics, such as effect size of DIF/IPD, could be more helpful to 
estimate possible consequences of DIF/IPD. Unfortunately, while a numerous DIF/IPD 
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detection methods were being developed, the importance of the effect size of DIF/IPD 
has not been paid enough attention in the measurement field. 
DIF/IPD analyses are, in fact, a part of test validation process, and like other 
facets of test validity, DIF/IPD analyses also must be of the integrated process for both 
internal and external evidence of test validity. The DIF/IPD detection methods could be 
useful for the internal validity check but still not enough for the external validity evidence. 
For the external test validity evidence that is related with IPD, every factor that may 
affect the consistency of item parameter values across test administrations, such as 
change in test specification and curriculum, historic events, and test security breaches, 
has to be evaluated and documented. Also, the robustness/venerability of a test against 
IPD should be reported, and the estimated effect size of IPD could provide important 
information for the validity evidence. 
Another potential problem of the current DIF/IPD analyses is that DIF/IPD at the 
test level is often not considered. Even if there were some items with significant 
DIF/IPD in a test, the consequence of the DIF/IPD might be minimized if the DIF/IPD is 
balanced in terms of direction. Thus, when we have a list of (significant) DIF/IPD items 
from the various DIF/IPD detection methods, we also need to look at the mean effect size 
of DIF/IPD items as well as the effect size of each DIF/IPD item. If DIF/IPD is balanced 
in terms of direction, and the effect size of each DIF/IPD item is not substantial, those 
items might be acceptable for operational uses. 
Lastly, when the 3PL model is used, it is very important to understand the 
DIF/IPD on the item difficulty (i.e., uniform DIF/IPD) often affects the c-parameter 
estimation as well as the /^-parameter. Although c-parameters are often referred to as 
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‘guessing’ parameters, actually the item difficulty estimates are partially compounded 
with the pure guessing in oparameter estimates because examinees often make the 
guessed answers based on their partial knowledge on the contents of the item and 
distracters. Thus, when (uniform) DIF/IPD occurred on an item, not all of DIF/IPD 
effect is reflected on the /^-parameter estimates, but some of the effect is absorbed by o 
parameter estimates. 
Unfortunately, some of IRT-based DIF/IPD detection methods cannot 
simultaneously evaluate the changes in multiple parameters due to DIF/IPD, and as a 
result, performs with less power to detect DIF/IPD. Moreover, when tests are equated, 
the oparameter estimates, influenced by DIF/IPD, could also affect the equating results. 
Thus, when DIF/IPD is expected (it means ‘always’), some solutions to control the c- 
parameter estimates across administrations are required. In Study 3, the three new 
solutions (item calibration strategies 2, 3, and 4) to handle the oparameter estimates 
across test occasions were studied. The study found all of the three strategies could be 
practically effective, and two of the three strategies (strategies 2 and 3) were more 
theoretically sound. 
To decide which calibration strategy is theoretically and practically better among 
the strategies 2 and 3, two fundamental questions should be answered in the future. 
First, we need to fully understand how DIF/IPD can be modeled using the oparameters. 
Most research on DIF/IPD categorized DIF/IPD into one of two types: uniform and non- 
uniform. In the IRT analogy, uniform DIF/IPD refers to the inconsistency in b- 
parameters across subgroups/administrations, and non-uniform DIF/IPD refers to the 
inconsistency in a- parameter or in both a- and /^-parameters. Even though the non- 
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uniform DIF/IPD can also occur due to the inconsistency in c-parameters, no study has 
examined DIF/IPD due to c-parameter. In the context of IPD, IPD on /^-parameter may 
occur due to the change of examinees' knowledge on ‘what is the right answer’, whereas 
IPD on c-parameter estimates may occur due to the change of examinees’ knowledge on 
‘what are the wrong answers'. The main problem of the 3PL model is that those two 
kinds of knowledge are hard to disentangle clearly in the estimation procedure. Thus, it 
would be very interesting to know how IPD on the c-parameter estimates can affect all 
parameter estimates and, as a result, the equating procedure. 
Second, if we want to completely separate out the pure guessing from the c- 
parameters, we may want to use the statistical probability that an examinee selects the 
right answer completely by chance, like the calibration strategy 2 in Study 3. In this 
strategy, the guessing parameter, c, now stands for the pure ‘guess,’ and the c-parameter 
is not estimated for each item, but computed based on the number of choices in each item. 
This can be seen as a modification of the 2PL model, where the lower asymptote can be 
other than zero. As we observed in Study 3, a- and ^-parameter estimation can be much 
more stable when c-parameters are fixed, and ^-parameters could truly reflect the item 
difficulty that is not partially accounted for by c-parameter estimates. The downside of 
such a model could be inflation in data-model misfit, comparing to the 3PL model. Thus, 
the important question that should be answered first would be how much improvement in 
data-model fit can be obtained from the modified 2PL model (with a fixed c-parameter) 
to the 3PL model. If there is no meaningful improvement in the data-model fit, the 
modified 2PL could be a more reasonable model choice. 
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