Abstract-In recent years, more and more high-throughput data sources useful for protein complex prediction have become available (e.g., gene sequence, mRNA expression, and interactions). The integration of these different data sources can be challenging. Recently, it has been recognized that kernel-based classifiers are well suited for this task. However, the different kernels (data sources) are often combined using equal weights. Although several methods have been developed to optimize kernel weights, no large-scale example of an improvement in classifier performance has been shown yet. In this work, we employ an evolutionary algorithm to determine weights for a larger set of kernels by optimizing a criterion based on the area under the ROC curve. We show that setting the right kernel weights can indeed improve performance. We compare this to the existing kernel weight optimization methods (i.e., (regularized) optimization of the SVM criterion or aligning the kernel with an ideal kernel) and find that these do not result in a significant performance improvement and can even cause a decrease in performance. Results also show that an expert approach of assigning high weights to features with high individual performance is not necessarily the best strategy.
INTRODUCTION
C OMBINING features for classification is often a recurring problem in bioinformatics. One of the problems is that a common representation is required. Although a vector representation is often used, some features are hard to represent as vectors, such as DNA sequences (which have variable length), textual annotations, or graphs (e.g., molecular structures). A solution is offered by kernel methods [1] , [2] , [3] . Rather than representing each individual example by a feature vector, it can also be represented by its similarities to all other examples. It is possible to define such similarity measures for a large number of feature types. If the function used to calculate these similarities fulfills a number of mathematical conditions, it is called a kernel function. Different kernel functions, representing different views, can be combined into a single kernel function by simple summation. Several classifier algorithms can be used with kernel functions of which the Support Vector Machine (SVM [4] ) is most popular.
Although simple summation of kernel functions already allows us to combine features in one common representation, it may be advantageous to be able to modify the influence of each feature, as features differ in terms of accuracy, noise level, coverage of the data set, scaling, etc. In this work, we discuss how to weight combinations of kernel functions. Determining these weights is not trivial. The standard approach used to determine classifier hyperparameters (i.e., a grid search in combination with crossvalidation) does not work for determining kernel weights if the number of kernels to combine becomes large (e.g., >3), yet often there are many more. This has led researchers to develop several alternative methods to determine these weights, based on individual kernel performance, alignment of the kernel with the labels, or optimization of the SVM margin (see Section 1.1 on earlier work). In this paper, we propose to use an evolutionary algorithm (EA) in combination with cross-validation to determine the kernel weights, by optimizing a criterion such as the partial area under the receiver-operator characteristic (ROC) curve (PAUC). We do this both for the standard linear kernel combination (LKC) and a newly proposed nonlinear kernel combination (NKC).
We compare this new method with the previously developed methods by applying them to a large-scale integrative bioinformatics problem, namely, predicting whether two proteins are part of the same protein complex (protein complex comembership). The identification of the components of a complex can give important insights into its function. This identification problem is related to the discovery of normal protein interactions, although for protein complexes, we are only interested in stable interactions (on the other hand, we do include indirect interactions, i.e., using an intermediate protein). Two of the most direct high-throughput measurement methods to discover such interactions are high-throughput mass spectrometric protein complex identification (HMS-PCI) [5] and Tandem-Affinity Purification (TAP) [6] . However, the data obtained by these methods do not completely cover all possible interactions. That is, there are biases toward certain protein types due to the method used, and there is relatively low overlap of discovered interactions between both methods (about 20-30 percent) [7] , [8] . In [8] , it has been estimated that about half of the interactions found using high-throughput methods could be false positives. An important reason for this low accuracy is that the number of noninteractions is several orders of magnitude higher than the number of interactions [9] . Since experiments to validate these interactions are expensive and cumbersome, there is a need for a reliable automatic prediction of protein complexes.
The prediction of protein complexes can be viewed as a clustering problem in which proteins are to be clustered into complexes [10] . To make this possible, a distance measure between the proteins is required such that two proteins in the same complex will be assigned a smaller distance than two proteins not in the same complex. In this paper, we create a classifier to integrate protein and protein pair features into such a common distance measure (Fig. 1a) . This classifier is trained to predict, for each pair of proteins, whether they are members of the same complex. The classifier's posterior probability can then be transformed into a distance measure.
Earlier Work
A number of computational methods have been developed, which integrate several different high-throughput data sources (features) in order to improve the quality of the protein complex comembership predictions in terms of accuracy and coverage [8] , [11] , [12] , [13] , [14] . Features used are, for example, mRNA expression correlation, interaction measurements, and gene sequences. In this study, we use a comprehensive list of features brought together in [13] (for a complete list of features used in our method, see Tables 2 and 3) .
Previously proposed kernel combination algorithms include the Support Kernel Machine (SKM) [15] , which incorporates training of the kernel weights in the SVM training process. It was applied in a study on protein function prediction [16] , combining six different kernel functions. No significant performance improvement over equally weighted kernel combinations was found, although the SKM was more resistant to the addition of noisy kernels. Expanding on this method, Sonnenburg et al. [17] reformulated the problem as a semi-infinite optimization, which can be solved more efficiently. In another study [18] , a gradient-based approach was employed to optimize the kernel and SVM hyperparameters using either the crossvalidation error or estimates of the leave-one-out error. Because these measures are nonsmooth, they applied a smoothing technique to accurately find the minimum. A performance improvement for several (small-scale) experiments was reported. A similar gradient approach has been used in [19] to optimize the SVM margin criterion (used in the SKM) and an alternative called the kernel alignment criterion [20] . SVM margin optimization was found to outperform kernel alignment for setting the kernel weights, but performance was not compared to kernels combined with equal weight.
Combining kernels, as in these studies, is called intermediate integration [21] . In many other studies, in which no special kernels are used, early integration is used instead, i.e., concatenating feature vectors and applying a vector kernel to the concatenated vector. As our study involves the use of features that cannot easily be represented by vectors (the pairwise kernel [22] , [23] ), we will use intermediate integration as well. To our knowledge, there has been no study in which a large set of biologically relevant features has been represented as kernels and combined using optimized kernel weights and hyperparameters.
To optimize the combination of kernels, we employ an EA. A major benefit of the use of an EA is that it allows us to optimize kernel weights and kernel/classifier hyperparameters with respect to a single criterion. EAs have been used before in the context of hyperparameter optimization, i.e., to create a mixture-of-Gaussians kernel consisting of up to five radial basis function (RBF) kernels [24] , or to optimize the SVM hyperparameters as well as to scale and rotate an RBF kernel [25] . Both, however, are not in the context of kernel combination and involve the early integration of features, where we use intermediate integration.
Overview
In the remainder of this paper, we discuss our method of setting kernel weights and hyperparameters by evolutionary optimization of the partial area under the ROC curve (PAUC), and compare it with the existing methods, which set kernel weights by optimizing the SVM margin or by aligning the combined kernel with the labels. Furthermore, we discuss the traditional linear combination of kernels and introduce a novel, nonlinear combination method. In experiments, we find that our method performs significantly better. Investigation of the kernel weights assigned by the different methods shows that optimized kernel weights do not directly correspond to individual feature performance. We investigate computational issues and find that while the nonlinear combination method does not outperform the linear one, it is computationally much Fig. 1. (a) A classifier integrates features of a protein pair into a posterior probability, i.e., an estimate of the probability that the input protein pair forms part of a complex. This probability can be transformed in a distance measure. (b) A representation of the proposed kernel combination approach. The optimization algorithm can optimize the kernels (kernel hyperparameters), the combination method (kernel weights), and even the scoring method (classifier hyperparameters). The different methods which have been used in this paper are indicated under their corresponding category.
lighter. Finally, we show how the combination methods are robust to the presence of noisy features.
METHODS
The used pipeline consists of the steps represented in Fig. 1b: 1. a set of kernels which are combined (see Section 3), 2. a method to combine the kernels, 3. an optimization criterion to evaluate the performance of this (weighted) combination, and 4. an optimization algorithm to find the kernel weights/ hyperparameters maximizing this performance. This procedure results after a number of iterations in 5. a final set of optimized kernel weights and hyperparameters, which will be used to build a wellperforming classifier.
Kernel Combination Methods
To enable kernel combination, all nonkernel features are represented by vector kernels (either linear or RBF kernels, depending on the combination method). We tested both linear and nonlinear combination of kernels. LKC, as used by the SKM [15] , is given by
where P is the number of kernels that are combined. As adding kernel functions k p creates a kernel whose feature space is the product of the feature spaces of the individual kernels, the influence of each individual kernel space can be changed (scaled) by its corresponding kernel weight w p . For this combination method, we use the RBF kernel to represent the feature vectors as well as the pairwise kernels. We also propose to optimize an NKC, an RBF kernel function on the kernel space of a linear combination of kernel functions k p :
Here, feature vectors are represented by linear kernel functions. Note that by not bounding the sum of the weights w p , it is not necessary to optimize , so it can be removed. We do not perform explicit normalization of kernels. For the LKC method, the individual RBF kernel functions already map the samples to the unit hypersphere. The combined output of the NKC is normalized similarly by the combining RBF kernel function.
Criteria
To judge how well a combined kernel classifier using a certain set of kernel weights will perform on a test set, a criterion function is required. Several such functions have been proposed (e.g., [18] ). In this work, we compare our proposed method, maximizing the partial area under the ROC curve (1), to maximizing alignment with the optimal kernel (2), and to maximizing the SVM-margin criterion (3).
SVM-PAUC Criterion
We propose to evaluate an application-specific criterion. For protein complex comembership prediction, this can be done by calculating the area under the (first part of the) Receiver-Operator Characteristic (ROC) curve (Fig. 2) . This curve represents the number of true positives (correctly classified positive examples) and false positives (incorrectly classified negative examples) at different operating points of the classifier. The motivation for using only the first part of the curve is that, due to the imbalance between negative and positive examples, a large part of the curve describes situations in which the number of false positives ð F P j jÞ is much larger than the number of positives ð X þ j jÞ. As a typical application of our prediction algorithm is to guide decisions on what protein pairs to test in a wet-lab setting, we prefer to give predictions for which the probability of a false positive is still reasonably small. Therefore, we focus on the part of the curve for which the number of false positives is smaller than the number of positives: F P j j X þ j j (Partial Area Under Curve, PAUC). In many studies on protein complex prediction, similar criteria (e.g., ROC50) have been used to represent performance (e.g., [13] , [22] ).
When using a subset S of the data set X with a different balance between positive and negative samples, we focused on the following part of the curve:
where S À & S contains the negative examples in S. The cutoff fp max is based on the number of true positives in X, adjusted for the size of S and the different class balance between S and X. As a final step, the area of the part of the graph selected by the previous constraint was normalized to one:
where S þ & S contains the positive examples in S.
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Fig . 2 . Illustration of the calculation of the partial area under the ROC curve (PAUC) criterion, for a subset S of data set X. The PAUC criterion is indicated by the dark area; the cutoff fp max is based on the number of true positives in X, adjusted for the size of S and the possibly different class balance between S and X. The criterion is normalized such that the light gray area þ dark area is equal to 1. As in our data set, in this example, there are many more false positives than true positives.
Kernel Alignment
The kernel alignment criterion [20] is based on an ideal kernel function, constructed using the labels y i , i.e., k ideal ðx i ; x j Þ ¼ y i ; y j (with y i 2 fÀ1; 1g). This kernel function can be used to construct an ideal kernel matrix, which includes all pairs of available examples: K ideal ¼ yy T , where y is the label vector for all examples. To score a combined kernel matrix K c , we can align it with K ideal by employing
where :; : h i F is the Frobenius inner product. The alignment is maximized by changing the kernel weights w p used to construct K c . Since inner products can be interpreted as similarities, this can be understood as maximizing the average similarity between protein pairs within the same class, while minimizing the average similarity between protein pairs in different classes.
SVM Margin
The SVM classifier is based on maximization of the margin around the decision boundary. In the case of overlapping classes, a regularization term is added, resulting in the softmargin SVM criterion:
where C þ and C À are the penalty terms for margin violations in the two different classes. 1 This criterion is optimized w.r.t. weights v i and bias b under the constraints y i ðv T x þ bÞ ! 1 À i and i ! 0, 8i. In [15] , the authors propose to use this criterion to optimize the kernel weights w as well, resulting in the SKM.
An SVM is normally optimized using its dual formulation, which is stated in terms of a kernel function k, sample weights i , and sample labels y i ¼ fÀ1; 1g:
The weights are optimized during SVM training. As this is the dual, we have to minimize it to find the optimal kernel weights w p for kernels k p :
When minimizing this function, it is necessary to add a constraint on w, as otherwise, the margin width can simply be increased by using higher weights w p . In [15] , the following constraint was used: traceð P P p¼1 w p k p ðx i ; x j ÞÞ ¼ c, where c is a constant value. However, as the trace of all our kernel matrices K p is equal (the used RBF kernel functions give only 1s on the diagonal), we can simplify this to P P p¼1 w p ¼ 1.
The SVM margin criterion cannot be used to optimize other parameters, such as the RBF kernel hyperparameter in the NKC. Increasing leads to larger distances between examples, and thereby, increased margin width. However, it also increases the nonlinearity of the resulting classifier, which can lead to a reduced generalization performance due to overfitting. Therefore, maximizing the margin w.r.t. will not maximize performance of the classifier. For this reason, we employ SVM margin maximization only with LKC kernel combination.
We noticed that the solutions using the SVM margin criterion were often relatively sparse. In [26] , a regularized version of this method is proposed. It constrains the minimum value of the kernel weights and gives better results. We tested this regularized SVM margin method as well, using 0:5=P as minimum kernel weight.
Optimization Algorithm
We need to optimize both kernel weights and hyperparameters (i.e., RBF kernel width , SVM regularization parameters C þ ; C À ) (see Table 1 ). The optimization of hyperparameters is necessary to be able to do a fair comparison between methods, as the optimal values of the hyperparameters change with the kernel weights used.
In our proposed method, based on the SVM-PAUC criterion, we employ an EA. We use the Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) [27] since it performs well and a Matlab implementation is readily available. Many EAs use the concept of mutation adaptation, where not only the solution variables are mutated but also the variables governing the mutation process. CMA-ES is a variation on this concept in which adaptation of the mutation variables is derandomized. In each generation, the best solutions are used to update a covariance matrix and a mutation scale parameter. These parameters are subsequently used to generate mutations 1 . Normally, a single penalty constant C is used, but due to the large imbalance between the classes, we chose to use class-specific penalty terms C þ and C À , and optimize each individually.
TABLE 1 An Overview of the Methods Tested in the Experiments
biased to occur in the directions and range that gave the best improvements in previous generations. The algorithm has proven to have a very competitive local and global optimization performance [28] . We use this algorithm to optimize both the kernel weights and the hyperparameters. The advantage of the PAUC-based criterion is that we can optimize these simultaneously.
To optimize the kernel alignment criterion w.r.t. the kernel weights, we also use the CMA-ES approach. The kernel alignment is influenced by the used RBF kernel width. We found that an approach of setting the RBF kernel width to a value optimized for the equal weight method did not perform well, as it resulted in a very sparse assignment of the kernel weights. A better performance was obtained by optimizing the RBF kernel width simultaneously with the kernel weights. The kernel alignment score cannot be used to optimize the classifier hyperparameters (i.e., C þ and C À ). For this reason, we optimize these parameters afterward by optimizing the PAUC score using CMA-ES. We also simultaneously optimize the RBF kernel width again, as we found that this improves performance. Such an independent SVM-PAUC-based optimization of hyperparameters is also used for the methods using equal weights and only individual features.
Although we could, in principle, also use CMA-ES to optimize the SVM margin criterion, a number of specialized algorithms are available, incorporating the training of the kernel weights in the SVM training [15] , [29] , [30] . A relatively fast algorithm was developed in [17] in which the authors reformulated the optimization problem as a semi-infinite linear program, reusing efficient implementations already available for the standard SVM. We use this algorithm to determine the kernel weights. A complicating factor here is that we cannot optimize the hyperparameters using this criterion, as they are not independent (i.e., they influence the obtained set of optimal kernel weights). To make the comparison as fair as possible, we use the computationally very costly approach of setting the hyperparameters in an outer loop (by optimizing the PAUC criterion using CMA-ES) around the kernel weight determination (by optimizing the SVM margin using [17] ). In each iteration of CMA-ES, we set a certain set of hyperparameters, find the kernel weights using the SVM margin criterion, and determine the SVM-PAUC criterion.
EXPERIMENTS

Data
For predicting protein complex comembership, we use features on proteins (genes) as well as features on protein pairs (gene pairs). The first group (Table 2) consists of features such as the protein sequence, the presence of motifs, and mRNA expression, while the second group (Table 3) consists of features such as experimentally derived interactions, gene cooccurrence, and gene coessentiality. These features were brought together in [13] , based on previous studies. We normalize these features by dividing them by their maximum value, as dividing them by standard deviation would lead to some very high values for the sparse features. Furthermore, we did not perform normalization of the feature mean because this would remove the sparsity of some features (i.e., all zeros would become nonzeros). This sparsity is used to improve the speed of kernel calculation, as only nonzero values are used during calculation.
As the objects classified are protein pairs, we need to convert features on individual proteins into features on pairs of proteins. We use Pearson correlation for the mRNA expression vectors. Protein sequence kernels are converted in two different ways: using a protein similarity kernel (a linear kernel on sequence kernels) and using a pairwise kernel on sequence kernels [22] (for more detailed description of these kernels, see Fig. 3 ). In total, we have P ¼ 49 kernels.
The class labels needed to create a train-and test set were extracted from the MIPS yeast complex database [31] . Category 550, which covers complexes determined by high-throughput experiments, was excluded because these high-throughput experiments are used as features. For each known MIPS complex, we use all protein pairs within the complex as positive examples. This results in 10,480 positive examples of protein complex comemberships, derived from 216 complexes covering 1,168 genes. It is not that obvious which examples should be used as negative examples [32] . Following [13] , we decided to pair proteins that take part in different complexes and use these as negative examples, which results in a total of 722,175 negative examples. These negative examples are relatively trustworthy since they contain well-studied proteins. In our experiments, we use a more equally balanced subset rather than the whole data set (with a positive:negative ratio of 1:4, see Sup. Fig. 6 , which can be To prevent any biases during validation and testing, the data set was split into seven parts in such a way that no single protein is used in multiple parts. Of these seven parts, four parts were used for training and validation, while the remaining three parts were used for testing. When cross-validation was needed for optimizing the PAUC score, we used a fourfold cross-validation scheme in which we use only one part for training and the other three parts for validation. The training parts consist of 656 positive pairs and 2,624 negative pairs each. The final test is done on the test subset, which consists of 2,021 positive pairs and 39,759 negative pairs.
Implementation
The tested methods are described in Table 1 . To optimize the SVM, we used a modified version of LibSVM [43] as well as PRTools [44] . For the SVM margin method, we used the Shogun toolbox [17] . Kernel weights and hyperparameters as well as the kernel alignment criterion were optimized using the CMA-ES software [27] . We stop each kernel weight optimization using CMA-ES after 2,500 function evaluations (i.e., cross-validations). Optimizations of hyperparameters are stopped after 250 function evaluations. Since both subselecting a data set and evolutionary optimization are random, we repeat each experiment five times and report the average test score and its standard deviation.
As suggested in [18] and [45] , we formulate the kernel weights as w p ¼ 2 ! p and optimize ! p . The advantage is that the parameters that define the weights (! p ) no longer have to be restricted to be positive, while optimization performance is also reported to improve. The same thing is also done for the hyperparameters. Furthermore, we put a bound on C þ and C À of 2 15 , as too high values cause numerical instabilities and slow convergence. Fig. 3 . Kernels for protein pairs, based on protein sequence kernels (PFAM, eMotif, and spectrum). The protein sequence kernels are linear kernels, comparing sequence similarity within pairs. The pairwise kernels [22] compare the (crosswise) similarity of the sequences of two protein pairs. 
RESULTS
Weighted Kernels
We first compared the different kernel weighting methods to determine whether they increase performance over the equal weighted kernel method (Fig. 4) . That optimizing kernel weights can be advantageous is shown by the SVM-PAUC optimization, which performs better than the equal weighted methods for both NKC (þ0:05 PAUC or predicting 76 percent instead of 70 percent of the positive pairs at less than fp max errors) and LKC. As the equal weighted combination already uses a state-of-the-art classifier with optimized hyperparameters, this can be considered a significant improvement.
The score for kernel alignment is surprisingly low. We attribute this low score to its focus on a too ideal kernel, optimizing all kernel values with equal weight, while for classification performance, we are mainly interested in the kernel values between objects around the classification border. For SVM margin maximization, we also see a relatively low performance. Inspection of the weights shows that this is probably due to the relatively high weight assigned to nonsparse features, specifically the pairwise kernels (Sup. Fig. SF3 , which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TCBB.2008.137). We hypothesize that the latter is due to the higher dimensionality of the input feature space of these kernels, making it easier to find a wellseparating classifier. For this reason, we repeated the experiment without including the pairwise kernels. Results (Sup. Fig. SF5 , which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TCBB.2008.137) indeed improve: performance is closer to that of the equal weight method, although still not close to the SVM-PAUC methods. This is in line with results from earlier studies [16] , [26] , [46] , which also reported no significant increase or a decrease in performance.
Also, in line with results in [26] , we found that the regularized SVM margin maximization method leads to an improvement in performance over the original version. However, it still suffers from the relatively high weights assigned to the pairwise kernels, and we find again that better results are found when we leave these kernels out (Sup. Fig. SF5 , which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TCBB.2008.137).
Individual Kernels
To determine whether combining kernels is worthwhile, we then tested performance using each kernel individually and compared it to the performance obtained using the bestperforming combination method (SVM-PAUC/NKC, NKC with the partial area under ROC-curve evaluation function (PAUC)). This also enables us to see if there is any connection between individual kernel performance and optimized kernel weights for NKC. What stands out is the large performance gain that we obtain by combining using SVM-PAUC/NKC, predicting 76 percent of the true positives with less than fp max false positives, instead of the 42 percent obtained using the best individual kernel. Individually, the mRNA expression features give the best performance, while kernels based on features such as TAP, HMS-PCI, and immunoprecipitation also stand out. However, these individual scores do not directly correspond to the optimized kernel weights (Fig. 5c) . The highest weights are instead assigned to two kernels based on very sparse features (gene cooccurrence and various DIPs) with a low number of false positives in their nonzero values (high accuracy). Kernels based on low-accuracy features such as MIPS (high throughput) get a low weight.
We evaluated the importance of each kernel by removing it during testing and calculating the performance penalty incurred (Fig. 5b) . The results show that the highest weighted kernels are not the most important for performance of the current classifier, for example, due to their sparseness or overlap with other features. More important are, as expected, kernels based on direct evidence such as MIPS (high throughput), TAP, and immunoprecipitation features. In general, overlap in information content between features complicates the interpretation of the kernel weights. Often, a low weight for a specific kernel is accompanied by a high weight for a relatively similar kernel (see Sup. Fig.  SF4 , which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TCBB.2008.137). Another difficulty lies in the relatively large differences between weights of different runs, indicating that there are multiple local optima. Due to these local optima, it is advisable to rerun the optimization procedure several times to get a good indication of performance and obtain the best set of kernel weights.
Easier to interpret are consistently low kernel weights as they signal that the corresponding features do not contribute to the current classifier at all. We have two features in our data set for which we do not expect a contribution to classification performance: DNA copy number [36] and Rap1-binding sites [37] . The kernels based on these features indeed always receive a very low kernel weight. More surprising is that the kernel on the disruption feature, which has a very low individual score, is not assigned a low weight. Removing this kernel actually slightly improves the performance (p ¼ 0:07, two-tailed paired t-test). This overfitting, where the kernel seems to be useful on the cross-validation set, but proves not to be so on the test set, also occurs for the synthetic lethality feature. A larger cross-validation set could remedy this. We further test the susceptibility of our method to noisy features in Section 4.4.
The lack of correlation between individual kernel performance and kernel weight suggests that an expert approach of setting kernel weights based on individual kernel performance would not be optimal. We tested this by setting the weights according to the kernel performance, using different lower limits on the kernel weights. The results indicate that setting the weights in this way does not lead to a significant performance improvement (Fig. 6) .
We conclude that combining features for predicting protein complex comembership is worthwhile, as performance on the combined kernels is much better than on any individual kernel. Furthermore, an expert approach of setting kernel weights based on individual kernel performance seems not to be optimal; kernel weights are instead influenced more by accuracy and overlap of features.
Computational Cost
NKC performed nearly the same as LKC (Fig. 4) , indicating that the more linear approach of LKC suffices for our problem. However, the computational cost of LKC is significantly higher than that of NKC. On our data set, LKC trained almost 50 times slower than NKC (266 AE 133 hours versus 5:4 AE 0:3 hours). Although the computational cost of calculating the individual kernels is higher for LKC, this does not fully explain the increased cost. We found that the main problem was the slower convergence of the SVM classifier for LKC. This was confirmed by training a linear combination of linear kernels, which was also slower than NKC, although the calculation of the combined kernel itself was less computationally costly. In [48] , the authors note a similar effect when comparing the convergence of the SVM classifier for linear and RBF kernels, finding that for high values of the regularization parameter C, the linear kernel becomes much slower in convergence.
A possible remedy for the large computational cost is to choose a smaller upper bound for the regularization hyperparameters C þ and C À of the SVM classifier, as this speeds up SVM convergence (for both LKC as well as NKC). Alternatively, we can use less iterations of the [47] , [13] are indicated with (H). Inset (b) PAUC performance difference when one kernel is left out during testing of an optimized SVM-PAUC/NKC kernel combination. Inset (c) log 10 -averaged kernel weights over five experiments, optimized using SVM-PAUC/NKC. We chose to represent the kernel weights using a log scale, as we found that even low weights (to 10 À8 ) can still contribute significantly to classification performance. Weights lower than 10 À8 have been cutoff (before calculating the average), as kernels with weights lower than that did not affect performance.
evolutionary algorithm. In our experiment, after less than 250 function evaluations, the score is already higher than for the equal-weighted/NKC method, and after approximately 1,250 function evaluations, the score improvements level off (Fig. 7) . This shows that the largest performance improvements are made in the first iterations, so if computation time is limited, even running the optimization for a few hundred iterations can still be advantageous.
Another way to reduce computational cost is to determine kernel weights on a small data set, before training the final classifier on a larger data set. We tested this and the results (see Fig. 8 ) show that kernel weights determined on a smaller data set still improve performance when used for a larger data set. Note that the kernel weights optimized with and tested on the large data set perform slightly worse than those found using the default data set and tested on the large data set. This is caused by the construction of the larger data set (see Fig. 8 ), which reduces the amount of data available for validation and could have caused overfitting. An important insight is therefore that increasing the validation set size and decreasing the training set size during crossvalidation can both increase the performance (by avoiding overfitting) and reduce the computational cost. The decrease in computational cost can be significant, as is shown by the runtimes of the optimizations: respectively, 1.4, 5.4, and 47.5 hours on the small, default, and large data set.
Influence of Noise
We checked the influence of noisy kernels on the performance by adding 5, 10, 20, or 40 one-dimensional noisy kernels. The noise features were generated using a uniform distribution in the range ½0; 1, the kernels were constructed as described in Section 2.1. As the added kernels increase the number of kernel weights to be estimated, we ran the optimization for 10,000 iterations instead of 2,500. Results (Table 4) show that the methods are quite resilient to noise, especially the equal-weighted classifier. A larger decrease in performance of the SVM-PAUC/NKC method is to be expected as optimizing the kernel weight parameters can increase the overfitting effect. However, we see that only after adding 40 noisy kernels to the 49 informative ones, a noteworthy decrease in performance occurs. This shows that our method is able to handle a large amount of kernels which do not contain useful information for the current problem without much overfitting, which makes kernel preselection an easier task. Fig. 6 . Performance of NKC when kernel weights are set according to the individual kernel (PAUC) performance. Regularization was performed by setting a minimum weight. Afterward, the weights were normalized to sum to 1; hence, a minimum weight of 1 corresponds to using equal weights. Subsequently, the hyperparameters were optimized using CMA-ES. It is apparent that setting weights according to this method does not significantly increase performance. The lower performance at a regularization minimum weight of 0.4 is probably due to a local minimum in the (nonconvex) optimization problem. Fig. 7 . PAUC test performance during optimization. The scores of the individual runs of the SVM-PAUC/NKC optimization are shown in gray, while the average score is shown in black. Note that after approximately 250 function evaluations, the score is already noteworthy higher than for the equal weighted scenario. After approximately 1,250 function evaluations, a plateau is reached, and further score improvements are marginal. Fig. 8 . Test performance when using kernel weights optimized on smaller data sets. The size of the test data set is kept constant for all tests. The data set sizes are varied for: 1) the optimization of kernel weights and hyperparameters (C À ,C þ ,) by iterative cross-validation and 2) training the final classifiers. These data set sizes are indicated by the gray-value and the labels on the x-axis, respectively. The small data set consists of 656 positive and 656 negative examples per part and the default data set consists of 656 positive and 2,624 negative examples per part. For both, we use four parts to perform fourfold cross-validation, using one part for training and three for validation. To create a large data set, there is not enough data for four large parts; so we use the default data set and change the cross-validation procedure to use three parts for training and one part for validation. This makes the graph less suitable for determining the performance effects of an increased number of examples. However, it serves to show the effects of using kernel weights optimized on smaller data sets to train a classifier on a larger data set.
TABLE 4 Influence of Noise
The integration of features using weighted kernel representations is a powerful method, which, in combination with the SVM, delivers very good performance on the problem of protein complex comembership prediction. In this paper, we proposed and compared a number of methods to optimize kernel weights and hyperparameters. The main conclusion of this paper is that kernel weight optimization can improve performance significantly.
However, not all methods lead to an optimal set of kernel weights. We found that criteria not involving the classifier performance to optimize the kernel weights perform poorly, while also requiring a separate optimization of hyperparameters such as the RBF kernel width. This is in line with [49] , where it was also found that better performance is reached by directly optimizing the criterion one is interested in (AUC). Our conclusion is that the wrapper approach of optimizing classifier performance, although computationally expensive, is still the method of choice. We showed that optimization using cross-validation remains feasible by using the CMA-ES evolutionary algorithm. Furthermore, the use of CMA-ES allows us to freely choose the optimization criterion, in order to better match the practical use of the classifier. It has to be noted that this leads to nonconvex optimization problems for which no optimization method (including evolutionary algorithms) can be guaranteed to find the global optimum. However, EAs are specifically developed to tackle this kind of problem and we have no reason to believe that the solutions found are poor. A further advantage of CMA-ES optimization is that it is suitable for parallel execution. With the advent of multicore systems, this could significantly reduce optimization times [27] .
We tested both an LKC approach and an NKC approach and found both to improve classifier performance on our problem, with NKC being far less computationally costly due to a faster convergence of the classifier. In case computational cost still is an issue, we showed that high performance can still be reached by training the kernel weights on a smaller data set. Decreasing the training set size and increasing the validation set size during kernel weight optimization can even have a positive influence on the achieved test performance.
On inspection of the relation between kernel weights and performance, we found that an expert approach of setting the weights of the kernels according to their (expected) performance is not optimal. Factors such as accuracy, sparseness, and overlap between features also have to be taken into account.
In conclusion, weighted kernel combination leads to a significant gain in performance. This makes the computational cost worthwhile, especially in cases where quality of results is very important due to the high cost of checking results by experimental methods. In the past, he has worked on pattern recognition, neural networks, and image processing, specifically on nonlinear feature extraction algorithms. Currently, his interest is in the development of algorithms to integrate various highthroughput measurements and prior knowledge to model the living cell. These algorithms find applications in medical research, biotechnology, and systems biology.
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