Group Theory of Non-Abelian Vortices by Eto, Minoru et al.
ar
X
iv
:1
00
9.
47
94
v1
  [
he
p-
th]
  2
4 S
ep
 20
10
IFUP-TH/2010-25
KUNS-2299
RIKEN-MP-6
September, 2010
Group Theory of Non-Abelian Vortices
Minoru Eto1, Toshiaki Fujimori2,3,4, Sven Bjarke Gudnason4,3,
Yunguo Jiang4,3, Kenichi Konishi4,3, Muneto Nitta5, Keisuke Ohashi6
1 Mathematical Physics Laboratory, Nishina Center, RIKEN, Saitama 351-0198, Japan
2 Department of Physics, Tokyo Institute of Technology, Tokyo 152-8551, Japan
3 INFN, Sezione di Pisa, Largo B. Pontecorvo, 3, Ed. C, 56127 Pisa, Italy
4 Department of Physics,“E. Fermi”, University of Pisa, Largo B. Pontecorvo, 3, Ed. C, 56127 Pisa,
Italy
5 Department of Physics, and Research and Education Center for Natural Sciences,
Keio University, Hiyoshi 4-1-1, Yokohama, Kanagawa 223-8521, Japan
6 Department of Physics, Kyoto University, Kyoto 606-8502, Japan
Abstract
We investigate the structure of the moduli space of multiple BPS non-Abelian vortices
in U(N) gauge theory with N fundamental Higgs fields, focusing our attention on the ac-
tion of the exact global (color-flavor diagonal) SU(N) symmetry on it. The moduli space
of a single non-Abelian vortex, CPN−1, is spanned by a vector in the fundamental repre-
sentation of the global SU(N) symmetry. The moduli space of winding-number k vortices
is instead spanned by vectors in the direct-product representation: they decompose into
the sum of irreducible representations each of which is associated with a Young tableau
made of k boxes, in a way somewhat similar to the standard group composition rule of
SU(N) multiplets. The Ka¨hler potential is exactly determined in each moduli subspace,
corresponding to an irreducible SU(N) orbit of the highest-weight configuration.
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1 Introduction and discussion
Non-Abelian vortices have been discovered several years ago in the context of U(N) supersym-
metric gauge theories and in string theory [1, 2]. BPS non-Abelian vortices exist in the U(N)
Yang-Mills theory coupled to NF = N Higgs fields in the fundamental representation. The BPS
equations are of the form
(D1 ± iD2)H = 0, F12 = ±g
2
2
(
HH† − v21N
)
, (1.1)
where the upper (lower) sign describes the vortices (anti-vortices). The Higgs fields H are
combined in a color-flavor mixed N × N matrix on which the U(N) gauge (color) symmetry
acts on the left while the SU(N) flavor symmetry acts on the right. The constant g is the U(N)
gauge coupling1 and v2 is the Fayet-Iliopoulos parameter. The U(N)C gauge (color) symmetry
is spontaneously broken completely in the so-called color-flavor-locked vacuum (〈H〉 = v1N),
whereas the global diagonal symmetry SU(N)C+F remains unbroken. Since winding-number k
vortices (“k vortices” from now on, for simplicity) saturate the BPS energy (tension) bound
T ≥ 2πv2k, (1.2)
no net forces are exerted among the static vortices. This implies that a set of solutions to Eq. (1.1)
contains integration constants, i.e. moduli parameters parametrizing the set of configurations with
degenerate energy, viz. the moduli space of BPS vortices: Mk.
In addition to the position moduli, each non-Abelian vortex has internal orientational moduli
which are associated with the SU(N)C+F color-flavor symmetry, broken by the individual vortex
configurations. Consider for instance a particular BPS solution
H = diag
(
HANO, v, · · · , v) , Aµ = diag (AANOµ , 0, · · · , 0) , (1.3)
where HANO and AANOµ are the fields describing the well-known Abrikosov-Nielsen-Olesen (ANO)
vortex solution. Clearly, the solution breaks SU(N)C+F down to SU(N−1)×U(1) and therefore
the corresponding Nambu-Goldstone zero-modes, which we call internal orientational modes,
appear on the vortex and parametrize the coset
SU(N)
SU(N − 1)× U(1)
∼= CPN−1, (1.4)
1 Here we take common gauge couplings for SU(N) and U(1) of U(N) = [U(1)× SU(N)]/ZN for simplicity.
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whose size (Ka¨hler class) is given by 4π/g2 [3–6]. The generic vortex solutions can be obtained
by acting on the above solution with U ∈ SU(N)C+F, i.e., H → U †HU, Aµ → U †AµU . We
parametrize them by using a normalized complex N -vector ~φ (~φ† · ~φ = 1)
H = v1N + (H
ANO − v)~φ~φ†, Aµ = AANOµ ~φ~φ†. (1.5)
Since the overall U(1) phase of ~φ is unphysical, the vector ~φ can indeed be interpreted as the
homogeneous coordinates of CPN−1. The moduli space of multiple vortices was found in Ref. [7]
in terms of the moduli matrix formalism [8,9]. The moduli space metric has been found recently
for well-separated vortices [10,11] using a generic formula for the Ka¨hler potential on the moduli
space [12].
The starting point of our analysis is the observation that the vector ~φ for a single vortex
transforms according to the fundamental representation of SU(N)C+F. In this precise sense the
non-Abelian vortex belongs to the fundamental representation of SU(N)C+F. Now the following
question naturally arises: How does the color-flavor symmetry act in the moduli space Mk, and
to which representations do k vortices belong? Since each vortex has an orientational vector
~φI (I = 1, . . . , k) in the fundamental representation of SU(N)C+F, one expects that it is simply
described by the tensor product of fundamental representations, e.g.,
⊗ = ⊕ . (1.6)
However, the situation is not so simple since the orientational vectors ~φI are well-defined only
when all vortices are separated. What happens when two or more vortices sit on top of each
other? To answer these questions we must study the moduli space in such a way that allows a
smooth limiting case where the vortex centers are taken to be coincident.
The problem was already studied in the literature for k = 2 coincident vortices in U(2) gauge
theory [13–18], and partial answers were obtained. While each vortex carries an orientation in
CP 1, the moduli space of two coincident vortices was found to be WCP 2(2,1,1) ≃ CP 2/Z2 [13–15].
In this case, each vortex belongs to 2 so that the composition rule (1.6) yields 2 ⊗ 2 = 3 ⊕ 1.
We have indeed found the moduli parameters transforming as 3 and a singlet configuration
corresponding to a Z2 singularity [15]. However, the precise knowledge about the correspondence
between the representations and points in the moduli space was lacking. In other words, we did
not know the true meaning of the composition-decomposition Eq. (1.6) at that time.
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These questions are clarified in the present paper.
These issues are actually intimately related to the question of the non-Abelian monopoles.
Indeed, a U(N) vortex system such as ours can always be regarded as a low-energy approximation
of an underlying larger, e.g. SU(N + 1), gauge theory, spontaneously broken to SU(N) × U(1)
gauge group, by the vacuum expectation value (VEV) of some other scalar field at a mass scale
much higher than the typical vortex mass scale. In such a hierarchical symmetry-breaking setting,
whatever properties we find out about the vortices can be translated into those of the massive
monopoles sitting at the extremes, as a homotopy-sequence consideration relates the two, at least
semi-classically [17]2. We shall, however, not dwell much on these points in the present work: we
shall come back to them elsewhere.
In this paper the moduli space of k vortices are studied by using the U(k) Ka¨hler quotient
construction due to Hanany-Tong [1]. We analyze the moduli space in algebraic geometry by
using certain SL(k,C) invariants: symmetric polynomials of the vortex centers and “baryonic
invariants” 3. We find algebraic constraints for these invariants which specify the embedding of
the internal moduli space in a complex projective space. The moduli space of vortices contains
various SU(N) orbits, each of which belongs to a certain representation of SU(N). We ana-
lyze the structures of those SU(N) orbits by using “vortex state vectors” constructed from the
SL(k,C) invariants, by the help of some auxiliary harmonic-oscillator states.
When k vortices are all separated, vortex states can be written as coherent states in such
a description. Accordingly, the vortex states can be shown to correspond to factorized (non-
entangled) products of k single vortex states in the fundamental representation.
The situation of the k-winding vortices with coincident centers turns out to be considerably
subtler. It will be shown that each SU(N) orbit of k rotationally invariant (axially symmetric)
vortices corresponding to some irreducible representation, which we call the “irreducible SU(N)
orbit,” can be classified by a Young tableau with k boxes. Generic orbits belong to reducible
2The monopole-vortex correspondence becomes far subtler when one is interested in the properties of light
monopoles. The low-energy dynamics and renormalization-group effects both for the vortex [3,4] and monopole [19]
must be properly taken into account. This requires also a careful identification of the quantum vacua [20], as
many of the systems involved possess large vacuum moduli.
3Although they have nothing to do with real physical baryons, for formal similarity and for convenience these
invariants will be referred to “baryonic invariants” or simply as “baryons”: see Section 2.1 below.
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representations and the associated vortex states can be written as a superposition of irreducible
states.
One of the deepest aspects of our results is the fact that the vortex moduli, which describe
a degenerate set of classical extended field configurations, behave under the exact SU(N) global
symmetry as a moduli space of quantum oscillator states, characterized by irreducible multiplets
and having the possibility of superposition of “states”. Even if this should be regarded just
as a formal aspect of mathematical interest here, it could provide a physical key to quantum-
mechanical understanding of non-Abelian monopoles through the vortex-monopole connection,
briefly mentioned above.
Also, albeit our results here – understandably – basically obey the standard composition rule
for SU(N) multiplets, the composition rule of the non-Abelian vortices is found to possess various
special features (see below); for instance, the vortex moduli space involves in general much fewer
dimensions than na¨ıvely expected.
All irreducible SU(N) orbits are Ka¨hler submanifolds inside the full moduli space. We shall
construct the Ka¨hler potential on each of the irreducible SU(N) orbits and find that the coef-
ficient of the Ka¨hler potential is quantized as an integer: the latter is uniquely specified by the
associated Young tableau. We point out the existence of a duality between pairs of irreducible
orbits corresponding to the conjugate representations of SU(N), which are found to describe, as
expected, the same low-energy effective action.
The rest of the paper is organized as follows. In Section 2, the basic features of the moduli
space of k non-Abelian vortices are reviewed. We then proceed to construct the “baryonic
invariants” which form good coordinates on our moduli space. By making use of these we find the
representations of k separated vortices in Section 2.2; we construct an irreducible representation
for a specific (highest-weight) configuration of coincident vortices in Section 2.3. In Section 3
the solution to the constraints on the “baryonic invariants” is worked out and the result is used
to show the SU(N) decomposition rule for generic vortex solutions for given k. A particular
attention is paid to the consideration of the limit of co-axial vortices. The cases of k = 1, 2, 3 are
explicitly solved, while a general recipe is given, valid for any N, k. The Ka¨hler potentials for
the irreducible SU(N) orbits are obtained in Section 4. A brief summary and outlook is given in
Section 5. A few details of our analysis are postponed to the Appendices.
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2 Moduli space of non-Abelian vortices
2.1 The moduli space and GL(k,C) invariants
The moduli space of the non-Abelian U(N) vortices governed by the BPS Eq. (1.1) was first
studied by Hanany-Tong [1]. There the dimension of the moduli spaceMk of k vortices has been
shown by using an index theorem calculation to be4
dimCMk = kN, (2.1)
with k being the topological winding number. Moreover, they found a D-brane configuration and
derived a Ka¨hler quotient construction forMk. It is sometimes called a half-ADHM construction
by analogy with the moduli space of instantons. In the D-brane configuration, the k vortices are
k D2-branes suspended between N D4-branes and an NS5-brane. The low-energy effective field
theory on the k D2-branes is described by a U(k) gauge theory coupled with a k-by-k matrix
Z in adjoint representation and a k-by-N matrix ψ in the fundamental representation k of the
U(k) gauge symmetry, given by D2–D2 strings and D2–D4 strings, respectively. The U(k) gauge
symmetry on the D2-branes acts on Z and ψ as
(Z, ψ)→ (gZg−1, gψ) , g ∈ U(k). (2.2)
The moduli space Mk can be read off as the Higgs branch of vacua in the U(k) gauge theory on
the k D2-branes, which is the Ka¨hler quotient of the U(k) action (2.2)5
Mk ∼= MHTk ≡ { (Z, ψ) | µD = r1k } /U(k), (2.3)
µD ≡ [Z,Z†] + ψψ†. (2.4)
This Ka¨hler quotient gives a natural metric on Mk provided that (Z, ψ) has a flat metric on
Ck(k+N). Unfortunately, the geodesics of such a metric do not describe the correct dynamics of
vortices [1]. The 2d FI parameter r is related to the 4d gauge coupling constant by
r =
4π
g2
, (2.5)
4The general result of Ref. [1] in U(N) theory for NF ≥ N flavors is dimCMk = kNF. However, we restrict
our attention to the case NF = N and hence local vortices in this paper.
5 Here the normalization of the scalar fields Z, ψ is chosen so that they have canonical kinetic terms in the 2-
dimensional effective gauge theory on the D2 branes. In this convention the eigenvalues of Z (i.e. vortex positions)
are dimensionless parameters.
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which holds under the RG flow if the 4d theory has N = 2 supersymmetry and the 2d theory
has N = (2, 2) supersymmetry [3, 4].
According to Ref. [21] the Ka¨hler quotient (2.3) can be rewritten as a complex symplectic
quotient as
Mk ∼= { (Z, ψ) } /GL(k,C), (2.6)
where instead of having the D-term condition µD = r1k, the pair of matrices (Z, ψ) is divided by
the complexified non-compact group U(k)C = GL(k,C) which acts in the same way as Eq. (2.2).
Here the quotient denoted by the double slash “/ ” means that points at which the GL(k,C)
action is not free should be removed so that the group action is free at any point. This quotient
is also understood as the algebro-geometric quotient, so that the quotient space is parametrized
by a set of GL(k,C) holomorphic invariants with suitable constraints, see e.g. Ref. [22].
The starting point of our analysis, Eq. (2.6), can also be obtained directly from a purely
field-theoretic point of view, based on the BPS equation (1.1). It has been shown by using
the moduli-matrix approach [7–9] that all the moduli parameters of the k-vortex solutions are
summarized exactly as in Eq. (2.6). The 4d field theory also provides the correct metric on
Mk describing the dynamics of vortices as a geodesic motion on the moduli space. Although a
general formula for the metric and its Ka¨hler potential has been derived [12], the explicit form
of the metric is however difficult to obtain since no analytic solutions to the BPS equation are
known. Nevertheless, the asymptotic metric for well-separated vortices has recently been found
in Ref. [10].6
In what follows, we analyze the moduli space Eq. (2.6) without assuming any metric a priori.
Our prime concern is how the exact global SU(N) symmetry acts on the vortex moduli space
Mk. The matrix Z is a singlet while ψ belongs to the fundamental representation N. Namely,
the SU(N) acts on Z and ψ as
Z → Z, ψ → ψ U , U ∈ SU(N). (2.7)
As will be seen this action induces a natural SU(N) action on the moduli space of vortices.
We will also discuss the metrics on the symmetry orbits on which the SU(N) acts isometrically.
To this end, we use the algebro-geometric construction [22] of the moduli space by using the
GL(k,C) invariants which provide a set of coordinates of the moduli space.
6 See Ref. [11] for an alternative formula for vortices on Riemann surfaces.
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Clearly, the coefficients σi (i = 1, . . . , k) of the characteristic polynomial of Z are invariants
of the GL(k,C) action
det (λ1k − Z) = λk +
k∑
i=1
(−1)iσiλk−i. (2.8)
Since the vortex positions zI (I = 1, . . . , k) are defined as the eigenvalues of Z (roots of the
characteristic polynomial)
det (λ1k − Z) =
k∏
I=1
(λ− zI), (2.9)
the parameters σi and zI are related by
σi = Pi(z1, · · · , zk), (2.10)
where Pi (i = 1, . . . , k) are the elementary symmetric polynomials defined by
Pi(z1, · · · , zk) ≡
∑
1≤I1<···<Ii≤k
zI1zI2 · · · zIi. (2.11)
Note that vortex positions zI are not fully invariant under GL(k,C) transformations since they
can be exchanged by the Weyl group Sk.
Other invariants can be constructed as follows. Let Q(n) (n = 0, 1, . . .) be the following (k,N)
matrices of SL(k,C)× SU(N) (Eqs. (2.2) and (2.7)):
Q(0) ≡ ψ, Q(1) ≡ Zψ, · · · , Q(n) ≡ Znψ, · · · . (2.12)
One can construct SL(k,C) ⊂ GL(k,C) invariants from Q(n) by using the totally anti-symmetric
tensor ǫi1···ik as
Bn1n2···nkr1 r2 ···rk ≡ ǫi1i2···ikQ
(n1)
i1r1
Q
(n2)
i2r2
· · ·Q(nk)ikrk . (2.13)
We call these the “baryonic invariants” or sometimes simply “the baryons” below, relying on a
certain analogy to the baryon states in the quark model (or in quantum chromodynamics).
Remark: although obviously they have no physical relation to the real-world baryons (the
proton, neutron, etc.), no attentive reader should be led astray by such a short-hand notation.
Note that the baryons (2.13) are invariant under SL(k,C) and transform under the remaining
U(1)C ∼= C∗ as
Bn1n2···nkr1 r2 ···rk → eλBn1n2···nkr1 r2 ···rk , (2.14)
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with a suitable weight λ.
The vortex positions {zI} ∼= Ck/Sk ∼= Ck are parametrized by the moduli parameters {σi} ∼=
Ck. In addition to these parameters, there are baryons
{Bn1n2···nkr1 r2 ···rk} ∼= V,
as moduli parameters, where V denotes an infinite-dimensional complex linear space spanned
by the baryons. The problem is that not all of these invariants are independent of each other;
the baryons Bn1n2···nkr1 r2 ···rk and σi satisfy certain constraints by construction. Therefore, the vortex
moduli space Eq. (2.6) can be rewritten as
Mk ∼= {Ck × V | constraints } / C∗. (2.15)
Since the baryonic invariants transform under SU(N), there exists a linear action of SU(N) on
V : this induces an SU(N) action on the moduli space.
Consider now the constraints on the parameters σi and the baryons B
n1n2···nk
r1 r2 ···rk
in more detail.
For this purpose it turns out to be convenient to introduce an auxiliary set of k linear harmonic
oscillator states, each of which carrying an SU(N) label, and make a map from the vector space
V to the Fock space of such oscillators. Let us introduce a “vortex state vector”7 |B〉 ∈ V by
|B〉 ≡
∑
n1,
r1,
n2,
r2,
··· ,
··· ,
nk
rk
1
(n1!n2! · · ·nk!) 12
Bn1n2···nkr1 r2 ···rk |n1, r1〉 ⊗ |n2, r2〉 ⊗ · · · ⊗ |nk, rk〉 , (2.16)
with ni ∈ Z≥0, 1 ≤ ri ≤ N ; the associated annihilation and creation operators aˆi, aˆ†i (i = 1, . . . , k)
aˆi
(
· · · ⊗ |ni, ri〉 ⊗ · · ·
)
=
√
ni
(
· · · ⊗ |ni − 1, ri〉 ⊗ · · ·
)
, (2.17)
aˆ†i
(
· · · ⊗ |ni, ri〉 ⊗ · · ·
)
=
√
ni + 1
(
· · · ⊗ |ni + 1, ri〉 ⊗ · · ·
)
(2.18)
satisfy the standard commutation relations
[aˆi, aˆ
†
j ] = δij , [aˆi, aˆj] = [aˆ
†
i , aˆ
†
j] = 0 . (2.19)
Note that once |B〉 is given, the baryonic invariants can be read off from the following relation
Bn1n2···nkr1 r2 ···rk = 〈0, r1 ; · · · ; 0, rk| (aˆ1)n1(aˆ2)n2 · · · (aˆk)nk |B〉 , (2.20)
where |0, r1 ; · · · ; 0, rk〉 ≡ |0, r1〉 ⊗ · · · ⊗ |0, rk〉 are the ground states. Now there are three types
of constraints to be taken into account (see Appendix A for more details):
7We hasten to add that no relation between the notion of vortex “state vectors” here and any quantum
dynamics is implied by such a construction.
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1. From definition (2.13) one can see that the baryons satisfy the anti-symmetry property
BA1···Ai···Aj ···Ak = −BA1···Aj ···Ai···Ak , (2.21)
where Ai stands for the pair of indices (ni, ri). This constraint can be rewritten as
ρˆ |B〉 = sign(ρ) |B〉 , (2.22)
where ρˆ denotes an element of the symmetric group Sk. For an element ρˆ ∈ Sk
ρ =

 1 2 · · · k
I1 I2 · · · Ik

 , (2.23)
the action on the state is defined by
ρˆ |n1, r1〉 ⊗ |n2, r2〉 ⊗ · · · ⊗ |nk, rk〉 = |nI1 , rI1〉 ⊗ |nI2 , rI2〉 ⊗ · · · ⊗ |nIk , rIk〉 . (2.24)
2. The second condition is a consequence of the relation Q(n+m) = ZmQ(n). It follows that
Pi(aˆ1, · · · , aˆk) |B〉 = σi |B〉 , (i = 1, . . . , k), (2.25)
where Pi(aˆ1, · · · , aˆk) are the elementary symmetric polynomials made of aˆi (cfr. Eq. (2.11)).
3. The last type of constraints are the quadratic equations for the baryons, which follow from
Eq. (2.13):
BA1A2···Ak−1[AkBB1B2···Bk ] = 0, (2.26)
where Ai stands for the pair of indices (ni, ri). This constraint is a generalization of the
Plu¨cker relations for the Grassmannian.
Eqs. (2.22) and (2.25) can be viewed as linear constraints for baryons with σi-dependent coeffi-
cients. Therefore, for a given set of values {σi}, they define a linear subspaceW (σi) ⊂ V to which
the vortex state vector |B〉 belongs. We will see that the representation of the SU(N) action on
W (σi) is independent of σi and isomorphic to k copies of the fundamental representation N
W (σi) ∼= CNk ∼=
k⊗
i=1
N. (2.27)
Note that not all vectors in this “state space” W (σi) represent vortex state vectors since they
must still satisfy Eq. (2.26). Namely, the vortex moduli space is defined by the constraints (2.26),
which are quadratic homogeneous polynomials of the coordinates of W (σi) with σi-dependent
coefficients.
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2.2 The moduli space of k separated vortices
Let us first consider the case of winding-number k vortices with distinct centers, zI 6= zJ (for all
I 6= J). It follows from Eq. (2.25) that for i = 1, 2, . . . , k
k∏
I=1
(aˆi − zI) |B〉 =
(
(aˆi)
k +
k∑
n=1
(−1)nσn(aˆi)k−n
)
|B〉 =
k∏
j=1
(aˆi − aˆj) |B〉 = 0. (2.28)
Thus, in the case of zI 6= zJ , there exists an Ii (1 ≤ Ii ≤ k) for each i such that8
aˆi |B〉 = zIi |B〉 . (2.29)
Namely, the most generic form of the solution to the constraint (2.28) is
|B〉 =
∑
I1,
r1,
I2,
r2,
··· ,
··· ,
Ik
rk
B˜I1I2···Ikr1r2···rk |zI1 , r1〉 ⊗ |zI2 , r2〉 ⊗ · · · ⊗ |zIk , rk〉 , (2.30)
where |zIi , ri〉 are the coherent states defined by
|zIi, ri〉 ≡ exp
(
zIi aˆ
†
i
)
|0, ri〉 . (2.31)
Recall that the coherent states are eigenstates of the annihilation operators
aˆi |zIi , ri〉 = zIi |zIi , ri〉 . (2.32)
Then the constraint (2.25) reads
Pi(zI1 , zI2, · · · , zIk) |B〉 = σi |B〉
(
= Pi(z1, z2, · · · , zk) |B〉
)
. (2.33)
This means that {zI1, zI2, · · · , zIk} is a permutation of {z1, z2, · · · , zk}. Taking into account the
anti-symmetry condition (2.22), the solution of the constraints (2.22) and (2.25) is given by
|B〉 =
∑
r1,r2,··· ,rk
B˜r1r2···rk Aˆ
(
|z1, r1〉 ⊗ |z2, r2〉 ⊗ · · · ⊗ |zk, rk〉
)
, (2.34)
where Aˆ denotes the anti-symmetrization of the states
Aˆ ≡ 1
k!
∑
ρ∈Sk
sign(ρ) ρˆ. (2.35)
8Note that this relation does not necessarily hold for coincident vortices. For example, if zI = zJ = z0 (I 6= J),
the constraint (2.28) can also be satisfied by a state vector |B〉 such that
(aˆi − z0)2 |B〉 = 0, aˆi |B〉 6= z0 |B〉 .
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For a given set {z1, z2, · · · , zk}, the solutions (2.34) span an Nk-dimensional vector space W (σi)
and the redefined baryons B˜r1r2···rk are the coordinates ofW (σi). As stated in Eq. (2.27), B˜r1r2···rk
is in the direct product representation
⊗k
i=1N. They can be expressed in terms of the original
baryons Bn1n2···nkr1 r2 ···rk by using the relation
B˜r1r2···rk = 〈0, r1 ; · · · ; 0, rk| e1(aˆ1) · · · ek(aˆk) |B〉 , (2.36)
where |0, r1 ; · · · ; 0, rk〉 ≡ |0, r1〉⊗ · · · ⊗ |0, rk〉 are the ground states and eI (I = 1, . . . , k) are the
polynomials defined as
eI(λ) ≡
∏
J 6=I
λ− zJ
zI − zJ , (eI(zJ) = δIJ) . (2.37)
Since this polynomial is ill-defined for coincident vortices zI = zJ (for I 6= J), the coherent
state representation (2.34) is valid only for separated vortices. As we will see later, there exist
well-defined coordinates of W (σi) for arbitrary values of σi. They can be obtained from B˜r1r2···rk
by linear coordinate transformations with zI-dependent coefficients. Hence the result that the
linear space W (σi) has the representation
⊗k
i=1N holds for arbitrary values of σi, including the
coincident cases (zI = zJ), as well.
So far we have specified the state space W (σi) to which the vortex state vectors belong. Now
let us examine which vectors in W (σi) can be actually allowed as vortex state vectors. The
remaining constraint is the Plu¨cker relation (2.26) which reads
B˜r1···ri···rkB˜s1···si···sk = B˜r1···si···rkB˜s1···ri···sk , (2.38)
for each i = 1, 2, . . . , k. This is solved by
B˜r1r2···rk = φ
1
r1
φ2r2 · · ·φkrk , (2.39)
Since the baryons are divided by U(1)C ⊂ GL(k,C), the multiplication of a non-zero complex
constant on each of ~φI ∈ CN (I = 1, . . . , k) is unphysical. Therefore, each N -vector ~φI =
(φI1, · · · , φIN) parametrizes CPN−1.
We thus see that for separated vortices the baryon given in Eq. (2.34) can be written as an
anti-symmetric product of “single vortex states”
|B〉 = Aˆ
[(
N∑
r1=1
φ1r1 |z1, r1〉
)
⊗
(
N∑
r2=1
φ2r2 |z2, r2〉
)
⊗ · · · ⊗
(
N∑
rk=1
φkrk |zk, rk〉
)]
. (2.40)
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This means that the moduli space of the separated vortices is just a k-symmetric product of
C× CPN−1 parametrized by the position of the vortices zI and the orientation ~φI [7]
Mk-separated ≃ (C× CPN−1)k /Sk, (2.41)
where Sk stands for the symmetric group. Note that the space of vortex states Eq. (2.40),
which are just generic (anti-symmetrized) factorized states. It spans far fewer dimensions (2Nk)
than might na¨ıvely be expected for the product-states made of k vectors, which would have a
dimension of the order of 2Nk, ignoring the position moduli.
Remarks
As is clear – hopefully – from our construction, the use of the vortex “state vector” notion is
here for convenience only, made for exhibiting the group-theoretic properties of the non-Abelian
vortices. In other words we do not attribute to |B〉 any direct physical significance. Accordingly,
we need not discuss the question of their normalization (metric on the vector space V ) here. Note
that two of the constraints (Eq. (2.22) and Eq. (2.25)) are indeed linear; the third, quadratic
constraint (Eq. (2.26)) does not affect their normalization either.
It is tempting, on the other hand, to note that any choice of a metric in V would induce a
metric on the vortex moduli space, which is of physical interest. As discussed briefly in Appendix
B, however, a simple-minded choice of the metric for |B〉 does not lead to the fully correct behavior
of the vortex interactions.
2.3 Highest-weight coincident vortices and SU(N) irreducible orbits
Let us next consider k vortices on top of each other, all centered at the origin. Namely we focus
our attention on the subspace of the moduli space specified by the condition
σi = 0 for all i. (2.42)
Since the coherent states of Eq. (2.30) are not the general solution to the constraint (2.28), the
situation is now more complicated. To understand the structure of this subspace in detail, it is
important to know how the SU(N)C+F acts on it. As we have seen, the moduli space of vortices
can be described in terms of the vortex state vector endowed with a linear representation of the
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SU(N) action. We will denote the SU(N) orbits of highest-weight vectors (to be defined below)
the “irreducible SU(N) orbits” since the vectors belong to irreducible representations on those
orbits. In this subsection we classify irreducible SU(N) orbits by Young tableaux.
The “highest-weight vectors” will be defined as the special configurations of ψ and Z satisfying
the following conditions:
• Any U(1)N−1 transformation in the Cartan subgroup of SU(N) can be absorbed by a
GL(k,C) transformation. Namely, for an arbitrary diagonal matrix D ∈ U(1)N−1, there
exists an element g ∈ GL(k,C) such that
ψD = g ψ, Z = gZg−1. (2.43)
• Any infinitesimal SU(N) transformation with a raising operator Eˆα can be absorbed by an
infinitesimal SL(k,C) transformation. Namely, for an arbitrary lower triangular matrix L
whose diagonal entries are all 1, there exists an element g˜ ∈ SL(k,C) such that
ψ L = g˜ ψ, Z = g˜Zg˜−1. (2.44)
Such configurations are classified by a non-increasing sequence of integers {l1, l2, · · · , lk1} satis-
fying
N ≥ l1 ≥ l2 ≥ · · · ≥ lk1 ≥ 0, l1 + l2 + · · ·+ lk1 = k. (2.45)
In other words, they are specified by Young tableaux (diagrams)9 with k boxes
k1︷ ︸︸ ︷
1 1 · · · · · · 1
2 2 · · · 2
...
...
... l2
l1
(2.46)
where the height of the i-th column is li and the width of the i-th row is ki. The total number
of boxes is equal to the vortex winding number k. An example of a pair of matrices (ψ, Z)
corresponding the highest-weight state is given in Fig. 1. For such a pair of matrices (ψ, Z), one
9 In the following, the term “Young tableaux” is used to denote diagrams without numbers in the boxes (Young
diagrams), unless otherwise stated.
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Fig. 1: An example of a k-by-(N + k) matrix (ψ,Z) with k1 = 4. The painted square boxes stand for
unit matrices while the blank spaces imply that all their elements are zero.
can check the existence of g and g˜ satisfying Eq. (2.43) and Eq. (2.44), given by
g =


Dl1
. . .
Dlk1

 , g˜ =


Ll1
. . .
Llk1

 , (2.47)
where k1 is the number of boxes in the first row of the Young tableau, and Dli and Lli are the
upper-left li-by-li minor matrices of D and L, respectively.
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The baryons corresponding to (ψ, Z) are given by
|B〉 = Aˆ
[
|l1〉 ⊗ |l2〉 ⊗ · · · ⊗ |lk1〉
]
, |ln+1〉 ≡ |n, 1〉 ⊗ |n, 2〉 ⊗ · · · ⊗ |n, ln+1〉 . (2.48)
We claim that this state is the highest-weight vector of the irreducible representation of SU(N)
specified by the Young tableau. This can be verified as follows. Since (ψ, Z) satisfy the condition
Eq. (2.43), the baryons transform under the U(1)N−1 transformation according to
|B〉 → det g |B〉 = exp
(
i
l1∑
i=1
kiθi
)
|B〉 ,
N∑
i=1
θi = 0, (2.49)
where ki is the number of boxes in the i-th row of the Young tableau. The weights of the U(1)
N−1
action can be read off in terms of ki as
mi = ki − ki+1, (2.50)
where the integers [m1, m2, · · · , mN−1] are the Dynkin labels. On the other hand, since (ψ, Z)
satisfy the condition Eq. (2.44), the SL(k,C) invariants Bn1n2···nkr1 r2 ···rk are annihilated by the raising
10For example, Dli = diag (e
iθ1 , · · · , eiθli ) for D = diag (eiθ1 , · · · , eiθN ).
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Fig. 2: An example with N = 7, m = [0, 1, 0, 1, 0, 0] (and k = 13), Morbit = SU(7)SU(2)×SU(2)×SU(3)×U(1)2 .
The black nodes in the Dynkin diagram denote the removed nodes [23].
operators
Eˆα |B〉 = 0. (2.51)
We have thus proved that (2.48) represents the highest-weight state of the representation (2.46)
in the usual sense.
We define an “irreducible SU(N) orbit for the set of Dynkin labels: [m1, m2, · · · , mN−1] ” as
an SU(N) orbit of the corresponding highest-weight state. Note that this definition is obviously
independent of the choice of U(1)N−1 ∈ SU(N) in Eq. (2.43). It is known that such an orbit is a
generalized flag manifold of the form SU(N)/H with H being a subgroup of SU(N) which acts
on the highest-weight state as
hˆ |B〉 = eiθ(hˆ) |B〉 ∼ |B〉 , ∀ hˆ ∈ H. (2.52)
The subgroup H can be specified by removing the nodes in the Dynkin diagram which correspond
to non-zero Dynkin labelsmi 6= 0, i.e. it is specified by a painted Dynkin diagram [23]. Therefore,
the irreducible orbits can be written as generalized flag manifolds11
Morbit = SU(N)
SU(q1 + 1)× · · · × SU(qp+1 + 1)× U(1)p , (2.53)
where p (1 ≤ p ≤ N − 1) is the number of removed nodes and qi (i = 1, . . . , p+1) is the number
of nodes in the connected component between the (i− 1)-th and i-th removed nodes (see Fig. 2).
The number p is denoted the rank of the Ka¨hler coset space (2.53). One can also verify that an
H-transformation on (ψ, Z) can indeed be absorbed by GL(k,C) transformations.
It will now be shown that the irreducible orbits are the fixed-point set of the spatial rotation
(ψ, Z) → (ψ, eiθZ). (2.54)
11These orbits were studied in a non-systematic way in Ref. [24].
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To see this, it is sufficient to check that the highest-weight state is invariant under the rotation
(2.54), since the SU(N) transformations commute with the spatial rotation. One way to show
the invariance of the highest-weight state is to find a GL(k,C) transformation which cancels
the transformation (2.54) on the matrix of Fig. 1. A different, but easier, way is to check the
invariance of the highest-weight state (2.45) under the action of the spatial rotations explicitly.
Since the generator of the spatial rotation Jˆ acts on the ground state |0〉 ≡ |0, r1〉 ⊗ · · · ⊗ |0, rk〉
and the operators aˆ, aˆ† as (J is just a number operator)
Jˆ |0〉 = 0, [Jˆ , aˆi] = −aˆi, [Jˆ , aˆ†i ] = aˆ†i , (2.55)
the highest-weight state (2.45) is an eigenstate of Jˆ , hence the state transforms as
|B〉 → exp (iθJˆ)|B〉 = exp
(
i
k1−1∑
n=0
n ln+1θ
)
|B〉. (2.56)
Since the phase of the state vector is unphysical, Eq. (2.56) shows that the highest-weight state
is invariant under the spatial rotation. Therefore, the irreducible orbits are in the fixed-point
set of the spatial rotation. The inverse also turns out to be true: we can show by using the
moduli-matrix formalism that any fixed points of the spatial rotation are contained in one of the
irreducible orbits. Therefore, the fixed-point set is precisely the disjoint union of the irreducible
orbits.
All this can be seen more explicitly in terms of the original fields. The solution (H,Aµ) to
the BPS equation (1.1) corresponding to the irreducible orbits can be determined from the fact
that they are invariant under the spatial rotation
H(z, z¯)→ H(e−iθz, eiθ z¯), Az¯(z, z¯)→ eiθAz¯(e−iθz, eiθ z¯), (2.57)
where Az¯ = A1 + iA2. Let (H
(k), A
(k)
µ ) be the solution of k ANO vortices situated at the origin
z = 0. They transform under the rotation as
H(k)
(
e−iθz, eiθ z¯
)
= e−ikθH(k)(z, z¯), A
(k)
z¯
(
e−iθz, eiθ z¯
)
= A
(k)
z¯ (z, z¯), (2.58)
The solution on the irreducible orbits can be obtained by embedding the ANO solutions into
diagonal components
H = U †diag
(
H(k1), H(k2), · · · , H(kN ))U, Az¯ = U † (A(k1)z¯ , A(k2)z¯ , · · · , A(kN )z¯ )U, (2.59)
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where U ∈ SU(N)C+F . Note that the sequence of the numbers {k1, k2, · · · , kN} can always be
reordered as k1 ≥ k2 ≥ · · · ≥ kN ≥ 0 by using the Weyl group SN ⊂ SU(N)C+F . This solution
is invariant under the rotation since the phase factors of the Higgs fields can be absorbed by the
following gauge transformation
H → gH, Az¯ → gAz¯g†, g = U †diag
(
e−ik1θ, e−ik2θ, · · · , e−ikNθ)U ∈ U(N)C . (2.60)
We can also see that the solution (2.59) is invariant under the same subgroup of SU(N) as
the state on the irreducible orbit specified by the Young tableau with ki boxes in the i-th row.
Therefore, the irreducible orbit with the set of Dynkin labels [m1, · · · , mN−1] (mi = ki − ki+1)
corresponds to the BPS solutions of the form of Eq. (2.59).
In the next section, we will show that a vortex state at a generic point on the moduli space
is given by a linear superposition of vectors corresponding to various irreducible representations.
Furthermore, in Section 4, metrics for all irreducible SU(N) orbits will be obtained by assuming
that the metrics are Ka¨hler and isometric under the SU(N) action.
3 SU(N) decomposition of general k vortex states
In this section we solve the constraints (2.25) and (2.26) in order to find the SU(N) property of a
general k-winding vortex. The cases of k = 1, 2 and 3 are solved concretely; a general recipe for
the solution will be given, valid for any N and for any winding number k. A particular attention
will be paid to the vortices with coincident centers. The results of these analyses provide the
SU(N) decomposition rule for a generic vortex state of a given winding number.
3.1 k = 1 vortices
k = 1 is a trivial example. In this case, we have
σ1 = z1, |B〉 =
N∑
r=1
φr |z1, r〉 . (3.1)
There is no nontrivial constraint, so that the moduli space is
Mk=1 = C× CPN−1 ≃ C× SU(N)
SU(N − 1)× U(1) . (3.2)
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As |B〉 is in the fundamental representation of SU(N), the orientational moduli space is given
by the orbit of a vector in the fundamental representation.
3.2 Solution of the constraints for k = 2
This is the first case with nontrivial constraints.
k = 2 U(N) vortices
With coordinates σ1 = z1 + z2 ∈ C and σ2 = z1z2 ∈ C, the linear constraints (2.25) in this case
are given by
(aˆ1 + aˆ2) |B〉 = σ1 |B〉 , aˆ1aˆ2 |B〉 = σ2 |B〉 , (3.3)
which are equivalent to the following equations for the baryonic invariants
Bn+1r
m
s +B
n
r
m+1
s = σ1B
n
r
m
s , B
n+1
r
m+1
s = σ2B
n
r
m
s . (3.4)
In Section 2.2, we have seen that the solution can be expressed by the coherent states for separated
vortices. Let us see what happens to the coherent states in the coincident limit. In the case of
k = 2, the coherent state representation of the solution is given by
|B〉 = 1
2
B˜r1r2
(
|z1, r1〉 ⊗ |z2, r2〉 − |z2, r2〉 ⊗ |z1, r1〉
)
. (3.5)
It is convenient to decompose B˜r1r2 into the irreducible representations of SU(N)
A˜r1r2 ≡
B˜r1r2 − B˜r2r1
2
, S˜r1r2 ≡
B˜r1r2 + B˜r2r1
2
. (3.6)
Then, the solution can be rewritten as
|B〉 =
[
A˜r1r2 cosh
(z1 − z2)(aˆ†1 − aˆ†2)
2
+ S˜r1r2 sinh
(z1 − z2)(aˆ†1 − aˆ†2)
2
] ∣∣∣σ1
2
, r1
〉
⊗
∣∣∣σ1
2
, r2
〉
,
where σ1 = z1 + z2. If we na¨ıvely take the coincident limit z2 → z1, the symmetric part drops
out
|B〉 → A˜r1r2
∣∣∣σ1
2
, r1
〉
⊗
∣∣∣σ1
2
, r2
〉
. (3.7)
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Although this state satisfies the constraint (3.3), this is not the most general solution in the
coincident case. To obtain the correct expression for the most general solution, let us redefine
Ar1r2 ≡ A˜r1r2 , Sr1r2 ≡
z1 − z2
2
S˜r1r2 . (3.8)
Then, the solution (3.5) can be rewritten as
|B〉 =
∞∑
n=0
1
(2n)!
wn(aˆ†1 − aˆ†2)2n
[
Ar1r2 +
1
2n+ 1
Sr1r2(aˆ
†
1 − aˆ†2)
] ∣∣∣σ1
2
, r1
〉
⊗
∣∣∣σ1
2
, r2
〉
, (3.9)
where we have introduced a square of the relative position as
w ≡ σ
2
1
4
− σ2 = (z1 − z2)
2
4
. (3.10)
In this expression, it is obvious that the symmetric part also survives in the coincident limit
w → 0
|B〉 →
[
Ar1r2 + Sr1r2(aˆ
†
1 − aˆ†2)
] ∣∣∣σ1
2
, r1
〉
⊗
∣∣∣σ1
2
, r2
〉
. (3.11)
Therefore, Eq. (3.9) is the most general form of the solution which is valid also in the coincident
limit. The symmetric and anti-symmetric tensors Srs and Ars in Eq. (3.9) are the well-defined
coordinates of the vector space W (σi) for arbitrary values of σi. Clearly these correspond to
the decomposition of the tensor product N ⊗ N into irreducible representations of SU(N). A
generic point on the moduli space is described by a superposition of the states belonging to different
irreducible representations.
In terms of Ars and Srs, the baryonic invariants can be read off from the solution using (2.20)
B00rs = Ars, B
10
rs = Srs +
σ1
2
Ars, B
11
rs = σ2Ars, · · · , (3.12)
and hence, the Plu¨cker conditions (2.26), which are the remaining constraints, can be rewritten
as
ApqArs + AprAsq + ApsAqr = 0, (3.13)
ApqSrs + ArpSqs + SpsAqr = 0, (3.14)
wApqArs + SprSqs − SpsSqr = 0. (3.15)
By these constraints, the moduli space of two vortices is embedded into C2 × CPN2−1 which is
parametrized by independent coordinates {σ1, σ2, Ars, Srs}.
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Now, let us look into two different subspaces corresponding to the irreducible SU(N) orbits.
They are obtained by setting 1) Srs = 0, Ars 6= 0 and 2) Ars = 0, Srs 6= 0.
1) Consider first the subspace with Srs = 0. Eq. (3.15) allows Srs = 0 only in the coincident
case w = 0. Note that Eq. (3.14) is automatically satisfied by Srs = 0, and that Eq. (3.13) gives
the ordinary Plu¨cker conditions which embed the complex Grassmannian GrN,2 into a complex
projective space CPN(N−1)/2−1 ≃ {Apq}/C∗. We find therefore that the subspace Srs = 0 is:
M ∼= C×Gr2,N ∼= C× SU(N)
SU(2)× SU(N − 2)× U(1) . (3.16)
According to the results in the previous section, this is the irreducible SU(N) orbit for .
2) In the other subspace characterized by Ars = 0, we have a nontrivial constraint SprSqs =
SpsSqr. The general solution is
Srs = φrφs, φr ∈ CN . (3.17)
Here φr is nothing but the orientation vector given in Eq. (3.1), so Srs = φrφs corresponds to the
k = 2 vortices with parallel orientations. The corresponding moduli subspace is given by
M ∼= C2 × CPN−1 ∼= C2 × SU(N)
SU(N − 1)× U(1) , (3.18)
which is indeed the other irreducible orbit, extended for generic w. We have thus identified the two
moduli subspaces, the irreducible SU(N) orbits of anti-symmetric and symmetric representations,
respectively. They correspond to the vortex states in Eq. (3.9) without the second or the first
term, respectively. The generic vortex state (3.9) is a linear superposition of these two states.
Note that in some cases the orbits of different representations are described by the same
coset manifold. For example, both  and  are given by CPN−1, see Eqs. (3.2) and (3.18). As
we shall see in Section 4, however, the Ka¨hler class completely specifies the representations and
distinguishes the orbits belonging to different representations 12.
More on k = 2 coincident U(2) vortices
Let us study k = 2 vortices in the U(2) case in some more detail by looking at another slice of
the moduli space. This case in particular has been studied in the Refs. [13–18]. In this case,
there exist only a singlet A12 and a triplet {S11, S12, S22} of SU(2).
12Except for the cases of pairs of conjugate representations. They are found to be described by the same Ka¨hler
metric, i.e., by the same low-energy effective action. See Subsection 4.2 below.
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Among the constraints (3.13)–(3.15), the only nontrivial one is
w (A12)
2 + S11S22 − (S12)2 = 0. (3.19)
Let us consider the moduli space of coincident vortices which corresponds to the subspace w = 0.
In this case, the above constraint is solved by Srs = φrφs again. Now, the moduli subspace is
parametrized by the center of mass position z0 =
σ1
2
and {η, φ1, φ2} with η ≡ A12. Thus, the
vortex state is given, without constraints, by
|B〉w=0 = η |z0〉1 +
2∑
r,s=1
φrφs |z0; r, s〉3 , (3.20)
where the singlet |z0〉1 and the triplet |z0; r, s〉3 are given by
|z0〉1 ≡ |z0, 1〉 ⊗ |z0, 2〉 − |z0, 2〉 ⊗ |z0, 1〉 , (3.21)
|z0; r, s〉3 ≡ (aˆ†1 − aˆ†2)
(
|z0, r〉 ⊗ |z0, s〉+ |z0, s〉 ⊗ |z0, r〉
)
. (3.22)
Note that the C∗ ⊂ GL(k,C) acts as
{η, φ1, φ2} ∼ {λ2η, λφ1, λφ2}, λ ∈ C∗. (3.23)
Hence the moduli subspace for the two coincident vortices is found to be the two dimensional
weighted projective space with the weights (2, 1, 1)
Mcoincidentk=2 ∼= C×WCP 2(2,1,1) ∼= C×
CP 2
Z2
. (3.24)
This is exactly the result obtained previously [14, 15]. Although this might be seen as just a re-
production of an old result, there is a somewhat new perspective on the irreducible representation
of SU(2). Here we would like to stress again that A12 = η is the singlet while Srs = φrφs is the
triplet. Together they form the coordinate of WCP 2(2,1,1). In Fig. 3, we show the space WCP
2
(2,1,1)
in the |φ1|2–|φ2|2 plane with a natural metric given by 2|η|2+ |φ1|2+ |φ2|2 = 1. The states 3 and
1 live on the boundaries of WCP 2(2,1,1); the points in the bulk of WCP
2
(2,1,1) are described by the
superposition 1⊕ 3.
In Appendix C we discuss possible metrics on WCP 2(2,1,1) and show that independently of the
choice of the metric, they indeed yield at the diagonal edge of Fig. 3 the Fubini-Study metric
with the same Ka¨hler class on CP 1.
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|φ1|
2
|φ2|
2
1
1
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1⊕ 3
Fig. 3: WCP 2(2,1,1) in the gauge 2|η|2 + |φ1|2 + |φ2|2 = 1. The diagonal edge corresponds to the triplet
state 3 and the origin to the singlet state 1. The bulk is a nontrivial superposition of 1 and 3. The
diagonal edge and the origin are the only irreducible orbits in this system.
3.3 Solution for the k = 3 coincident vortices
In this section, we consider k = 3 vortices sitting all at the origin, σ1 = σ2 = σ3 = 0 (z1 = z2 =
z3 = 0). (The k = 3 vortex solutions of more general types – with generic center positions – will
be discussed in Appendix D.) The constraint (2.25) reduces to
aˆ1aˆ2aˆ3 |B〉 = 0, (aˆ1aˆ2 + aˆ2aˆ3 + aˆ3aˆ1) |B〉 = 0, (aˆ1 + aˆ2 + aˆ3) |B〉 = 0, (3.25)
which lead to (aˆi)
3 |B〉 = 0 for i = 1, 2, 3. Taking into account the anti-symmetry condition
(2.21), we obtain the following solution to the constraints (see Appendix D)
|B〉 =
[
Ar1r2r3 +
(
X1r1r2r3aˆ
†
1 +X
2
r1r2r3aˆ
†
2 +X
3
r1r2r3 aˆ
†
3
)
−1
2
(
Y 1r1r2r3(aˆ
†
2 − aˆ†3)2 + Y 2r1r2r3(aˆ†1 − aˆ†3)2 + Y 3r1r2r3(aˆ†1 − aˆ†2)2
)
−1
2
Sr1r2r3(aˆ
†
1 − aˆ†2)(aˆ†2 − aˆ†3)(aˆ†3 − aˆ†1)
]
|0, r1〉 ⊗ |0, r2〉 ⊗ |0, r3〉 , (3.26)
where Y ir1r2r3 (i = 1, 2, 3) and X
i
r1r2r3 (i = 1, 2, 3) are tensors satisfying
Y 1r1r2r3 + Y
2
r1r2r3
+ Y 3r1r2r3 = 0, X
1
r1r2r3
+X2r1r2r3 +X
3
r1r2r3
= 0. (3.27)
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The tensors S, Y,X,A have the following index structures
Sr1r2r3 = Srρ(1)rρ(2)rρ(3), (3.28)
Y ir1r2r3 = sign(ρ)Y
ρ(i)
rρ(1)rρ(2)rρ(3)
, (3.29)
X ir1r2r3 = sign(ρ)X
ρ(i)
rρ(1)rρ(2)rρ(3)
, (3.30)
Ar1r2r3 = sign(ρ)Arρ(1)rρ(2)rρ(3), (3.31)
where ρ denotes elements of the symmetric group S3. The first and last equation show that
Sr1r2r3 and Ar1r2r3 are totally symmetric and anti-symmetric, respectively. The second (third)
equation indicates that only one of Y 1, Y 2, Y 3 (X1, X2, X3) is independent. Hence we arrive at
a natural correspondence between the baryons and the Young tableaux as
Ar1r2r3 : , X
i
r1r2r3 : , Y
i
r1r2r3 : , Sr1r2r3 : . (3.32)
This looks perfectly consistent with the standard decomposition of ⊗⊗.
Actually this is not quite straightforward, and this example nicely illustrates the subtlety
alluded in the Introduction. As we have seen in the previous section, there is a one-to-one
correspondence between the highest-weight states of the baryons |B〉 and the Young tableaux
with k boxes of a definite type. This means that there is only one vortex state of highest weight,
corresponding to the mixed-symmetry Young tableau13. However, we seem to have Y and X in
(3.32), both of which correspond to the same Young tableau. This apparent puzzle is solved by
looking at the following Plu¨cker relation rewritten in terms of S,X, Y, A
(Y 1rst)
2 = −SrsrX1tst −X1srsSrtt +X1srtSrts, (no sum over r, s, t) , (3.33)
which shows that the tensor Y is determined in terms of the others up to a sign. This implies
that no solution to Eq. (3.33) of “pure Y ” type, i.e., with Y 6= 0, A = S = X = 0, exists. Hence
we have verified the one-to-one correspondence between the highest-weight baryon states |B〉 and
the Young tableaux, as in Figure 4.
By setting two among S, X or A to be zero, we obtain the corresponding SU(N) irreducible
13In contrast to the standard composition-decomposition rule for three distinguishable objects in the N rep-
resentation, two inequivalent highest weight states in the same irreducible representation, described by the same
mixed-type Young tableau, will appear. This is not so for our k vortices.
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S : X : A :
Fig. 4: The irreducible orbits in the moduli space of k = 3 vortices.
orbits, which can be immediately read off from the Young tableaux as (for N ≥ k = 3)
MS ∼= SU(N)
SU(N − 1)× U(1)
∼= CPN−1, (3.34)
MX ∼= SU(N)
SU(N − 2)× U(1)2 , (3.35)
MA ∼= SU(N)
SU(3)× SU(N − 3)× U(1)
∼= GrN,3. (3.36)
Due to the existence of Y , the whole subspace with σi = 0 is more complicated than the
k = 2 case. The simplest nontrivial case N = 2 (SU(2) global symmetry) somewhat enlightens
our understanding. In that case, A is identically zero and the following parametrization using
the coordinates {η, ξ1, ξ2, φ1, φ2} ∈ C5
X1r12 = ǫrsξ
s, Y 1r12 = η φr, Srst = φrφsφt, r, s, t = 1, 2 (3.37)
solves all of the Plu¨cker relations except for
η2 = ξrφr. (3.38)
Therefore, η is a locally dependent coordinate. Since the equivalence relation is
{ξr, η, φr} ≃ {λ3ξr, λ2η, λφr}, (3.39)
the moduli space in this case is a hypersurface inWCP 4(3,3,2,1,1) ≃ CP 4/Z3. The irreducible orbits
corresponding to S and X are the subspaces obtained by setting ξr = 0 or φr = 0, respectively.
Both of them are isomorphic to
MS ∼= MX ∼= SU(2)
U(1)
∼= CP 1. (3.40)
According to the results of the next section, however, they are characterized by the different
Ka¨hler classes while their Ka¨hler potentials are given by
K ≃

 3r log |φr|
2 as |ξi|2 → 0
r log |ξr|2 as |φi|2 → 0
. (3.41)
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3.4 Generalization to arbitrary winding number
In this section, we comment on a generalization to the case of an arbitrary winding number k. As
we have seen in the k = 2, 3 cases, the coherent states (2.30) become insufficient to describe the
general solution to the constraint (2.25) when two or more vortex centers coincide. The procedure
to obtain the general solution for k = 3 vortices can be generalized to the case of arbitrary k as
follows. Let |S; r1, · · · , rk; {zi}〉 be the following linear combination of the coherent states
|S; r1, · · · , rk; {zi}〉 ≡ 1
k! ∆
∑
ρ∈Sk
sign(ρˆ) ρˆ vˆ ρˆ−1 |0, r1〉 ⊗ · · · ⊗ |0, rk〉 , (3.42)
where the polynomial ∆ and the operators vˆ are defined by
∆ ≡
∏
I>J
(zI − zJ), vˆ ≡ exp
(
k∑
i=1
zia
†
i
)
; (3.43)
ρˆ vˆ ρˆ−1 then reads
ρˆ vˆ ρˆ−1 = exp
(
z1aˆ
†
ρ−1(1) + z2aˆ
†
ρ−1(2) + · · ·+ zkaˆ†ρ−1(k)
)
. (3.44)
This state vector (3.42) is a solution of the constraint (2.25) which is well-defined even in the
coincident limit zI → zJ :
|S; r1, · · · , rk; {zi}〉 → ∆(aˆ†1, · · · , aˆ†k) |0, r1〉 ⊗ · · · ⊗ |0, rk〉 . (3.45)
Other well-defined solutions can be obtained by acting with polynomials of annihilation operators
aˆi on |S; r1, · · · , rk; {zi}〉. The linearly independent solutions are generated by the polynomials
hi(aˆ1, · · · , aˆk) satisfying the following property14 for arbitrary symmetric polynomials P :
〈0|hi(aˆ1, · · · , aˆk)P (aˆ†1, · · · , aˆ†k) = 0, (3.46)
where 〈0| ≡ 〈0, r1| ⊗ · · · ⊗ 〈0, rk|. Such polynomials hi(aˆ1, · · · , aˆk) span a k!-dimensional vector
space H on which the symmetric group Sk acts linearly
15
ρˆ hi(aˆ1, · · · aˆk)ρˆ−1 = hi(aˆρ−1(1), · · · aˆρ−1(k)) = gij(ρ) hj(aˆ1, · · · aˆk), (3.47)
14The conditions (3.46) can be written in an alternative, equivalent form P (∂1, · · · , ∂k)hi(η1, · · · , ηk) = 0, where
∂i ≡ ∂/∂ηi.
15The representation of H is isomorphic to the regular representation of Sk.
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where gi
j(ρ) is a matrix corresponding to the transformation ρ ∈ Sk. By using a linearly
independent basis {hi}, the general solution to Eq. (2.25) can be written as a superposition of
hi |S; r1 · · · rk〉
|B〉 =
∑
r1,···rk
k!∑
i=1
X ir1···rkhi(aˆ1, · · · , aˆk) |S; r1, · · · , rk; {zi}〉 . (3.48)
Since |S; r1, · · · , rk; {zi}〉 is well-defined for arbitrary vortex positions, this expression of the
general solution is valid even in the coincident limit. Taking into account the constraint Eq. (2.22),
we find that X ir1···rk should have the following index structure
X ir1···rk = X
i
r
ρ−1(1)···rρ−1(k)
gi
j(ρ), for all ρ ∈ Sk. (3.49)
This condition reduces the number of degrees of freedom to Nk = dimW (σi). Since Eq. (2.30)
and Eq. (3.48) are related by the change of basis from coherent states to hi |S; r1, · · · , rk; {zi}〉,
the coordinates X ir1···rk can be obtained from B˜r1···rk by a linear coordinate transformation with
zI-dependent coefficients. Therefore, it is obvious that X
i
r1···rk
transforms under SU(N) as a mul-
tiplet in the direct product representation ⊗ki=1N. We can also confirm this fact by decomposing
the k!-dimensional vector space H into the irreducible representations of the symmetric groupSk.
They are classified by the standard Young tableaux with k boxes (Young tableaux with increasing
numbers in each row and column) and correspondingly, the set of the coefficients {X ir1···rk} can
also be decomposed into subsets classified by the standard Young tableaux. Eq. (3.49) then tells
us that the subset of X ir1···rk for each irreducible representation of Sk forms a multiplet in the
irreducible representation of SU(N) specified by the corresponding Young tableau.
Finally, the remaining constraint (2.26) can be rewritten by using the relation (2.20) to
quadratic constraints for X ir1···rk , which give the vortex moduli space as a subspace in C
k×CPNk .
4 Ka¨hler potential on irreducible SU(N) orbits
In this section we will obtain the metric on each of the irreducible orbits inside the vortex moduli
space Mk by use of a symmetry argument. We only use the fact that the metric of the whole
vortex moduli space is Ka¨hler and has an SU(N) isometry.
One of the most important characteristics of non-Abelian vortices is that they possess internal
orientational moduli. These arise when the vortex configuration breaks the SU(N)C+F symmetry
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to its subgroup H ⊂ SU(N). For a single vortex, it is broken to SU(N−1)×U(1) and the moduli
space is homogeneous. On the other hand, the moduli space for multiple vortices, i.e. k > 1, is
not homogeneous and has some anisotropic directions (even if we restrict ourselves to consider the
subspace of coincident vortices). Consequently, the shape of the metric at generic points cannot
be determined from the symmetry alone. The metric is not isometric along such a direction,
and the isotropic subgroup H (and the orbit SU(N)/H) can change as we move along such a
direction in Mk.16 The moduli space Mk contains all irreducible SU(N) orbits associated with
all possible Young tableaux having k boxes, as its subspaces which are invariant under the action
of the spatial rotation. In the following, we uniquely determine the metrics for all irreducible
SU(N) orbits.
The irreducible orbits are all Ka¨hler manifolds although generic SU(N) orbits are not.17 We
shall derive the Ka¨hler potentials instead of the metrics directly.
The pair of matrices (ψ, Z) corresponding to generic points on an orbit is obtained by acting
with SU(N) on a specific configuration (ψ0, Z0). Let us decompose any element U ∈ SU(N) as
U = LDU, (4.1)
where D is a diagonal matrix of determinant one and L (U) is a lower (upper) triangular matrix
whose diagonal elements are all 1. This is called the LDU decomposition.18 In this case, the
matrix U is a unitary matrix UU † = 1, and hence the matrices L, D and U are related by
UU † = (LD)−1(LD)†−1. (4.2)
Therefore, once the matrix U is given, the lower triangular matrix LD is uniquely determined
up to multiplication of diagonal unitary matrices u as LD → uLD. That is, entries of U are
complex coordinates of the flag manifold SU(N)/U(1)N−1.
16This usually occurs in supersymmetric theories with spontaneously broken global symmetries and is called
the supersymmetric vacuum alignment [25]. This phenomenon was discussed for non-Abelian vortices in Ref. [24]
and for domain walls in Ref. [26]. For non-Abelian SO, USp vortices see Ref. [27].
17All irreducible SU(N) orbits, which are the set of zeros of the holomorphic Killing vector for the spatial
rotation, can be obtained as subspaces in Mk by imposing certain holomorphic conditions. The latter takes
the form (apart from the co-axial condition σi = 0) B = 0 for baryons which are not in a pure irreducible
representation. Therefore the Ka¨hler metrics are induced by these constraints from the Ka¨hler metric onMk. It
is an interesting question if a Ka¨hlerian coset space in Mk always corresponds to an irreducible orbit.
18An invertible matrix admits an LDU decomposition if and only if all its principal minors are non-zero.
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Let ψ0 and Z0 be matrices of the form given in Fig. 1 and m = [m1, m2, · · · , mN−1] be the set
of Dynkin labels of the corresponding highest-weight state. Since the matrices ψ0 and Z0 satisfy
the conditions (2.43) and (2.44), LD can be always absorbed by g ∈ GL(k,C) and g˜ ∈ SL(k,C)
given in Eq. (2.47)
ψ0 U = (g˜g)ψ0U, Z0 = (g˜g)Z0(g˜g)−1. (4.3)
This implies that a pair (ψ, Z) parametrizing the irreducible SU(N) orbit is given by
ψorbit = ψ0 U, Zorbit = Z0, U =


1 u12 u13 · · · u1,N
1 u23 · · · u2,N
1
. . .
...
. . . uN−1,N
1


, uij ∈ C. (4.4)
The vortex state constructed by the latter is obtained as
|Borbit〉 ≡ |B(ψorbit, Zorbit)〉 = Uˆ |B(ψ0, Z0)〉 = det g−1Uˆ |B(ψ0, Z0)〉 , (4.5)
with operators Uˆ and Uˆ corresponding to U and U respectively.
In supersymmetric theories, ψ and Z can be regarded as chiral superfields. The complex
parameters contained in U are also lifted to chiral superfields and can be regarded as Nambu-
Goldstone zero-modes of SU(N)/U(1)N−1.19 If mi 6= 0 for all i = 1, . . . , N − 1, then SU(N) is
broken to the maximal Abelian subgroup (the maximal torus) U(1)N−1 and all the parameters
uij are physical zero modes. One can easily check that the dimension of the flag manifold
SU(N)/U(1)N−1 counts the degrees of freedom in U . On the other hand, if mi = 0 for some
i’s, then the unbroken group H is enlarged from the maximal torus U(1)N−1 to SU(N)/H being
generalized flag manifolds, from which we can further eliminate some of uij by using GL(k,C).
Since the vortex moduli space Mk has an SU(N) isometry, the Ka¨hler potential for Mk,
which is a real function of σi and B, should be invariant under the SU(N) transformation
K(|B〉) = K(Uˆ |B〉), (4.6)
19The generic Ka¨hler potential on SU(N)/U(1)N−1, which contains N−1 free parameters (Ka¨hler classes), can
be obtained from the method of supersymmetric non-linear realizations [28]. When all chiral superfields contain
two Nambu-Goldstone scalars as in our case, they are called the pure realizations.
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where |B〉 is the vortex state vector satisfying all the constraints (2.22), (2.25) and (2.26). Fur-
thermore, the C∗ transformations on the Ka¨hler potential should be absorbed by the Ka¨hler
transformations
K(eλ |B〉) = K(|B〉) + f(λ) + f(λ), (4.7)
since the C∗ action on |B〉 gives a physically equivalent state eλ |B〉 ∼ |B〉. Note that this
transformation can be absorbed only when λ is holomorphic in the moduli parameters. We can
easily show that the function f(λ) has the following properties
f(2πi) + f(2πi) = f(0) + f(0), (4.8)
f(λ1 + λ2) + f(λ1 + λ2) = f(λ1) + f(λ1) + f(λ2) + f(λ2). (4.9)
From these relations the form of the function f can be determined as
f(λ) + f(λ) = r(λ+ λ¯), r ∈ R. (4.10)
Now we are ready to derive the Ka¨hler potentials for the irreducible SU(N) orbits. With the
above assumptions, the Ka¨hler potential for the SU(N) orbit can be calculated as
K(uij, u¯ij) ≡ K(|Borbit〉) = K(det g−1 Uˆ |B0〉)
= K(|B0〉)− r log | det g |2, (4.11)
where B0 = B(ψ0, Z0). Since the first term of Eq. (4.11) is a constant, it can be eliminated by a
Ka¨hler transformation. It follows from Eqs. (4.2) and (2.47) that
K(uij, u¯ij) = − r log | det g |2 = r
N−1∑
l=1
ml log det(UlU
†
l ), (4.12)
where Ul are l-by-N minor matrices of U given by
Ul =


1 u12 · · · u1,l u1,l+1 · · · u1,N
1
. . .
...
...
...
. . . ul−1,l
...
...
1 ul,l+1 · · · ul,N

 . (4.13)
Note that if ml = 0 for some l’s, the dimension of the manifold decreases in a way that is
consistent with the enhancement of the symmetry H .
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The coefficients r ml of the terms in the Ka¨hler potential (4.12) determine the Ka¨hler class
of the manifold. As noted in the footnote 19 the generic Ka¨hler potential contains N − 1 free
parameters, which is now determined from the set of Dynkin labels [m1, m2, · · · , mN−1]. We
see that the Ka¨hler classes are quantized in integers multiplied by r which implies that these
Ka¨hler manifolds are Hodge. This can be expected from the Kodaira theorem stating that Hodge
manifolds are all algebraic varieties, i.e. they can be embedded into some projective space CP n
by holomorphic constraints.
The overall constant r of the Ka¨hler potential cannot be determined by the above argument
based on symmetry. It can however be obtained by a concrete computation, for instance, k = 1
vortex (m = [1, 0, · · · , 0]) results in Refs. [3–6]
r =
4π
g2
, (4.14)
which matches the result (2.5) based on the D-brane picture [1]. It can be also determined from
the charge of instantons trapped inside a vortex [5].
Recently, some of us constructed [29] the world-sheet action and computed the metrics ex-
plicitly from first principles for the vortices in SO, USp and SU theories, generalizing the work
of Refs. [4,6]. The systems considered include the cases of some higher-winding vortices in U(N)
and SO(2N) theories: the results found there are in accordance with the general discussion given
here.
4.1 Examples
In this subsection we provide two examples with N = 2 and N = 3 to illustrate the determination
of the Ka¨hler potentials.
4.1.1 N = 2
To be concrete, let us take some simple examples for N = 2. For simplicity, we first consider the
k = 2 case. There are two highest-weight states: the triplet and singlet, for which ψ0 and Z0
take the form, see Fig. 1,
(ψ, Z) =

 1 0 0 0
0 0 1 0

 , (ψ, Z) =

 1 0 0 0
0 1 0 0

 . (4.15)
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In the former case SU(2) is broken to U(1) and the orbit is SU(2)/U(1) ∼= CP 1. Applying
Eq. (4.12), we obtain the Ka¨hler potential for the Fubini-Study metric on CP 1
KN=2 = 2 r log(1 + |a|2), U =

1 a
0 1

 . (4.16)
On the other hand, SU(2) is unbroken in the singlet case. Indeed ψ0 is just the unit matrix, so
that an arbitrary SU(2) transformation can indeed be canceled by GL(2,C).
This can be easily extended to the generic case with k > 2. In the case of k1 > k2, SU(2) is
broken to U(1) while if k1 = k2, SU(2) is unbroken. From Eq. (4.12), we find the Ka¨hler potential
for the Fubini-Study metric on CP 1 for k1 > k2:
KN=2 = rm1 log(1 + |a|2), m1 = k1 − k2, (4.17)
while the orbits are always CP 1 for arbitrary k1 and k2 (k1 > k2), one can distinguish them by
looking at the Ka¨hler class rm1 = r(k1 − k2). For instance, one can distinguish two CP 1’s in
Eqs. (3.2) and (3.18) for one and two vortices, respectively.
4.1.2 N = 3
Next, let us study the N = 3 case. There are four different types according to the Young tableaux
and the unbroken groups H , see Table 1. We parametrize the matrix U as
U =


1 a b
0 1 c
0 0 1

 . (4.18)
The complex parameters a, b, c are (would-be) Nambu-Goldstone zero-modes associated with
SU(3)→ H . Applying Eq. (4.12), we find
KN=3 = r m1 log
(
1 + |a|2 + |b|2)+ r m2 log (1 + |c|2 + |b− ac|2) , (4.19)
withm1 = k1−k2 andm2 = k2−k3. When m1 > 0 andm2 > 0 (k1 > k2 > k3), this represents the
Ka¨hler potential for the Ka¨hler manifold SU(3)/U(1)2 with a particular choice of the complex
structure [30]. When m1 > 0 and m2 = 0 (k1 > k2 = k3), the parameter c disappears from the
Ka¨hler potential and hence it reduces to
Km2=0 = rm1 log
(
1 + |a|2 + |b|2) , (4.20)
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k1 > k2 > k3 k1 > k2 = k3 k1 = k2 > k3 k1 = k2 = k3
YT
H U(1)2 U(1)× SU(2) U(1)× SU(2) SU(3)
Table 1: Four different types of N = 3 coincident vortices.
which is nothing but the Ka¨hler potential of CP 2 ≃ SU(3)/[U(1) × SU(2)]. When m1 = m2 =
0 (k1 = k2 = k3), SU(3) is unbroken, so that the orbit is just a point (with a vanishing Ka¨hler
potential).
4.2 Conjugate orbits
Note that in the SU(3) example discussed in the last subsection the replacement
a→ −c, b→ ac− b, c→ −a (4.21)
together with the exchange m1 ↔ m2, leaves invariant the Ka¨hler potential (4.19). In other
words, irreducible orbits for m = [m1, m2] and m = [m2, m1] are identical. In fact, this is a
special case of duality between two SU(N) conjugate representations, relating the irreducible
orbits for [m1, m2, · · · , mN−1] to the one with [mN−1, mN−2, · · · , m1]. As we are interested here
in the motion of the orientational moduli parameters only, it is very reasonable that we find the
same Ka¨hler metric for a vortex in r representation and another in r∗ representation.
Generalization to arbitrary (N, k) of the mapping (4.21) leaving the Ka¨hler potential invariant
is given by
[m1, m2, · · · , mN−1] ↔ [mN−1, mN−2, · · · , m1] ,
U ↔ E (UT)−1E , (4.22)
where (E)ij = δi,N−j+1.
Coming back to the concrete SU(3) examples in Subsection 4.1.2, the case with (k1, k2, k3) =
(2, 1, 0) corresponds to 8 of SU(3) which of course is self-dual. A pair of (k1, k2, k3) = (3, 3, 0) and
(4, 1, 1) provides a nontrivial example of duality between two different irreducible orbits: they
correspond to 10∗ and 10, respectively. Finally, the orbits (k1, k2, k3) = (5, 4, 0) and (k1, k2, k3) =
(6, 2, 1) belong to the pair of irreducible representations, 35∗ and 35.
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Actually, these examples are special, in the sense that the pairs have the same winding number.
This is not necessary. The equality of the Ka¨hler potential (the same effective action) for a pair
of conjugate orbits defined above, holds for pairs of vortices of unequal winding numbers as well,
as the above proof does not depend on the winding number, but on the Dynkin labels only. For
instance, the k = 1 vortex in SU(N), m = [1, 0, · · · , 0] (belonging to N), has the same Ka¨hler
potential as the totally antisymmetric vortex of winding number k = N − 1, m = [0, · · · , 0, 1].
The latter transforms as N∗.
When the condition 2k
N
∈ Z is met, it is possible to have pairs of conjugate vortices with the
same k (the same tension) and belonging to conjugate representations, as in the concrete SU(3)
examples above.
5 Summary and outlook
By using the Ka¨hler-quotient construction we have investigated the moduli spaces of higher-
winding BPS non-Abelian vortices in U(N) theory, for the purpose of clarifying the transforma-
tion properties of the points in the moduli under the exact global SU(N) symmetry group. In the
case of vortices with distinct centers, the moduli space is basically just the symmetrized direct
product of those of individual vortices,
(
C× CPN−1)k /Sk. It turns out to be a rather nontrivial
problem to exhibit the group-theoretic properties of the points in the submoduli, corresponding
to the vortex solutions with a common center. The results found show that they do behave
as a superposition of various “vortex states” corresponding to the irreducible representations,
appearing in the standard SU(N) decomposition of the products of k objects in the fundamental
representations (Young tableaux).
In particular, various “irreducible SU(N) orbits” have been identified: they correspond to
fixed-point sets invariant under the spatial rotation group. These solutions are axially symmetric
and they transform according to various irreducible representations appearing in the decomposi-
tion of the direct product.
Although some of our results might be naturally expected on general grounds, a very sugges-
tive and nontrivial aspect of our findings is the fact that the points of the vortex moduli space,
describing the degenerate set of classical extended field configurations, are formally mapped
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to oscillator “quantum-state” vectors, endowed with simple SU(N) transformation properties.
Also, the way the irreducible orbits are embedded in the full moduli space appears to be quite
nontrivial, and exhibits special features of our vortex systems. For instance, an irreducible orbit
associated with a definite type of Young tableau appears only once, unlike in the usual decom-
position of k distinguishable objects in N.
We have determined the Ka¨hler potential on each of these irreducible orbits. Since we have
used symmetry only, our Ka¨hler potential cannot receive any quantum corrections except for the
overall constant r even in non-supersymmetric theories20. The results found agree with some
explicit calculations made recently by some of us [29].
Extension of our considerations to more general situations in U(N) theories (question of
non-irreducible, general orbits in the vortex moduli space considered here, or the metric in
the case of semi-local vortices, which occur when the number of flavors exceeds the number of
colors [31, 32]) remains an open issue. A particularly interesting extension would however be
the study of a more general class of gauge theories, such as SO,USp or exceptional groups,
as the group-theoretic features of our findings would manifest themselves better in such wider
testing grounds. Non-Abelian vortices were constructed in the G′ ×U(1) gauge theories with an
arbitrary compact Lie group G′, and the orientational moduli space was found to be G′/H with
some subgroup H [33]. For instance they are SO(2N)/U(N) and USp(2N)/U(N) in the cases
of G′ = SO(2N), USp(2N). The SO and USp non-Abelian vortices and their moduli have been
further studied in detail in the Refs. [27, 29, 34–36]. Especially, G′ orbits in the moduli spaces
of SO and USp non-Abelian vortices have been studied in Ref. [27]. Irreducible orbits in these
cases may be classified by (skew-)symmetric Young tableaux.
Finally, a possible relation to Young tableaux for Yang-Mills instantons [37] and its application
to the instanton counting [38] may be interesting. For the instanton counting, the integration
over the instanton moduli space is reduced to a sum over the Young tableaux, which correspond
to fixed points of the instanton moduli space under a linear combination of the SU(N) action and
spatial rotations, as in our case of vortices. Roughly speaking possible vortex counting should be
the half of the instanton counting since Yang-Mills instantons can stably exist even in the Higgs
phase when they are trapped inside non-Abelian vortices [5]. The partition function of the non-
20 The renormalization group flow for r in the case of k = 1 vortex in N = 2 U(N) supersymmetric theories
was found in Refs. [3, 4].
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Abelian vortex gas was derived on a torus and a sphere in Ref. [39] by using a completely different
approach of D-brane configurations and T-duality on it. A relation with such an approach and
the Young tableaux for vortices developed in this paper appears to be an interesting future venue
to explore.
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A Constraints on the invariants
In this appendix, we derive the constraints (2.22), (2.25) and (2.26) from the definition of the
baryons
Bn1r1
n2
r2
···
···
nk
rk
≡ ǫi1i2···ikQ(n1)i1r1Q(n2)i2r2 · · ·Q(nk)ikrk , (Q(n) ≡ Znψ), (A.1)
and the vortex state vector
|B〉 ≡
∑
n1,
r1,
n2,
r2,
··· ,
··· ,
nk
rk
1
(n1!n2! · · ·nk!) 12
Bn1n2···nkr1 r2 ···rk |n1, r1〉 ⊗ |n2, r2〉 ⊗ · · · ⊗ |nk, rk〉 . (A.2)
1. Eq. (2.22) implies that the baryon is anti-symmetric under the exchange of any pair of
indices (n, r). This can easily be seen from the definition of the baryons
Bn1r1
···
···
nI
rI
···
···
nJ
rJ
···
···
nk
rk
= ǫi1···iI ···iJ ···ikQ
(n1)
i1r1
· · ·Q(nI )iIrI · · ·Q
(nJ )
iJrJ
· · ·Q(nk)ikrk
= −ǫi1···iJ ···iI ···ikQ(n1)i1r1 · · ·Q(nJ )iJrJ · · ·Q
(nI)
iIrI
· · ·Q(nk)ikrk
= −Bn1r1 ······ nJrJ ······ nIrI ······ nkrk . (A.3)
2. The annihilation operator aˆI acts on the state as
aˆI |B〉 =
∑ 1
(n1! · · · (nI − 1)! · · ·nk!) 12
Bn1r1
···
···
nI
rI
···
···
nk
rk
|n1, r1〉 · · · |nI − 1, rI〉 · · · |nk, rk〉
=
∑ 1
(n1! · · ·nI ! · · ·nk!) 12
Bn1r1
···
···
nI+1
rI
···
···
nk
rk
|n1, r1〉 · · · |nI , rI〉 · · · |nk, rk〉. (A.4)
36
This means that the baryon is mapped by the operator aˆI as
Bn1r1
···
···
nI
rI
···
···
nk
rk
7→ Bn1r1 ······ nI+1rI ······ nkrk = ǫi1···j···ikZjiIQ
(n1)
i1r1
· · ·Q(nI )iIrI · · ·Q
(nk)
ikrk
. (A.5)
Therefore, we find that the operator
∏k
I=1(λ− aˆI) acts on the baryons as
Bn1r1
···
···
nk
rk
7→ ǫj1j2···jk(λ1k − Z)j1i1 · · · (λ1k − Z)jkikQ(n1)i1r1 · · ·Q(nk)ikrk
= det(λ1k − Z)Bn1r1 ······ nkrk . (A.6)
Namely, the vortex state should be an eigenstate of the operator
∏k
I=1(λ− aˆI)
k∏
I=1
(λ− aˆI)|B〉 = det(λ1k − Z)|B〉. (A.7)
Comparing the coefficient of λi on both sides, we obtain the constraint (2.25).
3. The left hand side of Eq. (2.26) is
BA1···[AkBB1···Bk ] =
∑
i1,···ik
∑
j1,··· ,jk
ǫi1···ikǫj1···jkQA1i1 · · ·Q[Akik QB1j1 · · ·Q
Bk]
jk
, (A.8)
where Ai and Bi each denote a pair of indices (n, r). Let us focus on the following part∑
j1,··· ,jk
ǫj1···jkQ
[Ak
ik
QB1j1 · · ·QBk ]jk . (A.9)
Since the indices j1, · · · , jk are contracted with ǫj1···jk , there exist a number I (1 ≤ I ≤ k)
such that ik = jI for each term in the sum. Therefore, all the terms in Eq. (A.9) vanish
since the indices Ak and B1, · · · , Bk are anti-symmetrized. This fact leads to the constraint
Eq. (2.26).
B A toy metric on the vector space spanned by |B〉
We have not considered in the main text the metric for the vector space spanned by |B〉, intro-
duced in Subsection 2.1, for reasons explained at the end of Subsection 2.2. Such a metric would
however induce a natural metric on the vortex moduli space, which is of physical interest. For
instance, one could simply assume the standard inner product 〈B|B〉; it would induce a metric
specified by the following Ka¨hler potential
Ktoy = r log 〈B|B〉 . (B.1)
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Note that the equivalence relation (2.14) is realized as Ka¨hler transformations. Namely, the
moduli space is embedded into the projective space with suitable constraints (2.26). In the case
of well-separated vortices |zI−zJ | ≫ m−1, we find that the Ka¨hler potential (B.1) takes the form
Ktoy = r
k∑
I=1
(
|zI |2 + log |~φI |2
)
− r
∑
I,J(6=I)
|~φI† · ~φJ |2
|~φI |2|~φJ |2 e
−|zI−zJ |
2
+ · · · . (B.2)
The first term correctly describes free motion of k vortices while the second term describes
interactions between the vortices.
Unfortunately, the interaction terms do not have the correct form; terms which behave as
1/|zI − zJ |2 or K0(m|zI − zI |) must be present if massless or massive modes propagate between
vortices, respectively. The former is the case of the Hanany-Tong metric [1] (which still does
not describe the correct interactions), while the latter is the case of the correct asymptotic form
obtained from the BPS equations [10].
C Metrics on WCP 2(2,1,1) for k = 2 and N = 2
In this Appendix we will study some metrics on the intrinsic subspace WCP 2(2,1,1) for k = 2
coincident vortices in the U(2) gauge theory (N = 2). We show that two different metrics on
WCP 2(2,1,1) contain the Fubini-Study metric with the same Ka¨hler class on CP
1 at the diagonal
edge of Fig. 3.
For any choice of metric on the moduli space, a subspace specified by a holomorphic constraint
should also be a Ka¨hler manifold. Its Ka¨hler potential must be invariant under the global SU(2)
and the transformation (3.23) as
KWCP 2 = rf(X) ∼ rf˜(X) + const.× log |φi|2, X ≡ |φi|
4
r|η|2 (C.1)
with an arbitrary function f . For the Hanany-Tong model, f(X) can be written as [18]21,
f(X) = w2 − log(1− w4), w2 = 2X
1 +X +
√
1 + 6X +X2
. (C.2)
For the toy model (B.1) in Appendix B, f(X) can be written as
f(X) = r log (1 + rX) . (C.3)
21 Here w is identical to that of Eq. (32) of the paper presented by Auzzi-Bolognesi-Shifman [18]. Actually, we
can reproduce the metric Eq. (34) in their work from the above potential.
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These two models have the same behavior
f(X) ∼

 logX + const., X ≫ 1,const.×X, X ≪ 1. (C.4)
Since logX ≃ 2 log |φi|2, they give the usual Fubini-Study metric on CP 1 with the same Ka¨hler
class, 2r, for η = 0, and they have a conical singularity at φi = 0. These features are not
accidental but are guaranteed for any choice of the moduli space metric, as we show in Section 4.
D General solution of the linear constraints for k = 3
In this section, we consider the general solution of the linear constraints (2.22) and (2.25) for
the k = 3 case. We have seen in Section 2.2 that the solution can be expressed by the coherent
states
|B〉 =
∑
r1,r2,r3
B˜r1r2r3 Aˆ
(
|z1, r1〉 ⊗ |z2, r2〉 ⊗ |z3, r3〉
)
. (D.1)
However, this expression is not valid globally on the moduli space since the coherent states
become linearly dependent when some vortices coincide zi = zj . In order to derive a globally
well-defined expression for the general solution, let us rewrite the coherent state of Eq. (D.1) as
|B〉 = 1
3!
∑
r1,r2,r3
∑
ρ∈S3
sign(ρ)B˜r1r2r3 ρˆ |z1, r1〉 ⊗ |z2, r2〉 ⊗ |z3, r3〉
=
1
3!
∑
r1,r2,r3
∑
ρ∈S3
sign(ρ)B˜r1r2r3
∣∣zρ(1), rρ(1)〉⊗ ∣∣zρ(2), rρ(2)〉⊗ ∣∣zρ(3), rρ(3)〉 , (D.2)
where ρˆ is an element of the symmetric group S3. Defining an operator vˆ by
vˆ ≡ exp
(
z1 aˆ
†
1 + z2 aˆ
†
2 + z3 aˆ
†
3
)
, (D.3)
and the action of the symmetric group
ρˆ vˆ ρˆ−1 ≡ exp
(
z1aˆ
†
ρ−1(1) + z2aˆ
†
ρ−1(2) + z3aˆ
†
ρ−1(3)
)
, (D.4)
we can rewrite the state |B〉 as
|B〉 = 1
3!
∑
r1,r2,r3
∑
ρ∈S3
sign(ρ) B˜r
ρ−1(1)rρ−1(2)rρ−1(3)
ρˆ vˆ ρˆ−1 |0, r1〉 ⊗ |0, r2〉 ⊗ |0, r3〉 . (D.5)
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This means that the solution |B〉 is a linear combination of 3! = 6 states ρˆ vˆ ρˆ−1 |0, r1〉⊗ |0, r2〉⊗
|0, r3〉, which form a basis of the vector space of states satisfying the constraint
P (aˆ1, aˆ2, aˆ3) |B〉 = P (z1, z2, z3) |B〉 , (D.6)
for all symmetric polynomials P . However this basis is well-defined only for separated vortices
since the states become degenerate when some vortices coincide. A globally well-defined basis
can however be constructed as follows. Let |S; r1, r2, r3; {zi}〉 be the state defined by
|S; r1, r2, r3; {zi}〉 ≡ 1
3!∆
∑
ρ∈S3
sign(ρ) ρˆ vˆ ρˆ−1 |0, r1〉 ⊗ |0, r2〉 ⊗ |0, r3〉 , (D.7)
where ∆ is the Vandermonde polynomial
∆(z1, z2, z3) ≡ (z1 − z2)(z2 − z3)(z3 − z1). (D.8)
This state is a solution of the constraint (D.6) and well-defined even when the vortex centers
coincide
|S; r1, r2, r3; {zi}〉 → ∆(aˆ†1, aˆ†2, aˆ†3) |0, r1〉 ⊗ |0, r2〉 ⊗ |0, r3〉 . (D.9)
The other globally well-defined solutions can be constructed by acting with polynomials of aˆi on
|S; r1, r2, r3; {zi}〉. Note that any polynomial can be decomposed as
f(aˆ1, aˆ2, aˆ3) =
∑
i
gi(aˆ1, aˆ2, aˆ3) hi(aˆ1, aˆ2, aˆ3), (D.10)
where gi’s are symmetric polynomials and hi are polynomials satisfying
〈0, r1| ⊗ 〈0, r2| ⊗ 〈0, r3| hi(aˆ1, aˆ2, aˆ3)P (aˆ†1, aˆ†2, aˆ†3) = 0. (D.11)
for all symmetric polynomials P (without the constant term). Since the state |S; r1, r2, r3; {zi}〉
satisfies
gi(aˆ1, aˆ2, aˆ3) |S; r1, r2, r3; {zi}〉 = gi(z1, z2, z3) |S; r1, r2, r3; {zi}〉 , (D.12)
a symmetric polynomial gi(aˆ1, aˆ2, aˆ3) does not create a new state. Therefore, it is sufficient to
consider the polynomials hi(aˆ1, aˆ2, aˆ3) satisfying Eq. (D.11). The space of such polynomials H is
a 3! = 6-dimensional vector space which can be decomposed as
H(0) ∋ S, (D.13)
H(1) ∋ Y˜ 1aˆ1 + Y˜ 2aˆ2 + Y˜ 3aˆ3, (D.14)
H(2) ∋ X˜1(aˆ2 − aˆ3)2 + X˜2(aˆ3 − aˆ1)2 + X˜3(aˆ1 − aˆ2)2, (D.15)
H(3) ∋ A(aˆ1 − aˆ2)(aˆ2 − aˆ3)(aˆ3 − aˆ1), (D.16)
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where S, Y˜ i, X˜ i, A are complex numbers satisfying
Y˜ 1 + Y˜ 2 + Y˜ 3 = 0, X˜1 + X˜2 + X˜3 = 0. (D.17)
The spaces H(i) are closed under the action of the symmetric group and the decomposition
H = ⊕iH(i) corresponds to the decomposition of the regular representation of S3. Acting with
the elements of H(i) on |S〉, we obtain the following basis
|S〉 ≡
∑
r1,r2,r3
Sr1r2r3 |S; r1, r2, r3; {zi}〉 ,
|Y 〉 ≡
∑
r1,r2,r3
(Y˜ 1r1r2r3aˆ1 + Y˜
2
r1r2r3
aˆ2 + Y˜
3
r1r2r3
aˆ3) |S; r1, r2, r3; {zi}〉 ,
|X〉 ≡
∑
r1,r2,r3
(
X˜1r1r2r3(aˆ2 − aˆ3)2 + X˜2r1r2r3(aˆ3 − aˆ1)2 + X˜3r1r2r3(aˆ1 − aˆ2)2
)
|S; r1, r2, r3; {zi}〉 ,
|A〉 ≡
∑
r1,r2,r3
Ar1r2r3(aˆ1 − aˆ2)(aˆ2 − aˆ3)(aˆ3 − aˆ1) |S; r1, r2, r3; {zi}〉 ,
From the anti-symmetry condition ρˆ |B〉 = sign(ρ) |B〉, we find that for all ρ ∈ S3
Sr1r2r3 = Srρ(1)rρ(2)rρ(3), (D.18)
Y˜ ir1r2r3 = sign(ρ)Y˜
ρ(i)
rρ(1)rρ(2)rρ(3)
, (D.19)
X˜ ir1r2r3 = sign(ρ)X˜
ρ(i)
rρ(1)rρ(2)rρ(3)
, (D.20)
Ar1r2r3 = sign(ρ)Arρ(1)rρ(2)rρ(3). (D.21)
These relations imply that the tensors are in the irreducible representations of SU(N). Note
that in the coincident limit z1 = z2 = z3, these states reduce to
|S〉 →
∑
r1,r2,r3
Sr1r2r3(aˆ
†
1 − aˆ†2)(aˆ†2 − aˆ†3)(aˆ†3 − aˆ†1) |0, r1, r2, r3〉 ,
|Y 〉 →
∑
r1,r2,r3
(Y 1r1r2r3(aˆ
†
2 − aˆ†3)2 + Y 2r1r2r3(aˆ†3 − aˆ†1)2 + Y 3r1r2r3(aˆ†1 − aˆ†2)2) |0, r1, r2, r3〉 ,
|X〉 →
∑
r1,r2,r3
(X1r1r2r3 aˆ
†
1 +X
2
r1r2r3aˆ
†
2 +X
3
r1r2r3aˆ
†
3) |0, r1, r2, r3〉 ,
|A〉 →
∑
r1,r2,r3
Ar1r2r3 |0, r1, r2, r3〉 ,
where |0, r1, r2, r3〉 = |0, r1〉 ⊗ |0, r2〉 ⊗ |0, r3〉, and
Y 1 ≡ Y˜ 2 − Y˜ 3, Y 2 ≡ Y˜ 3 − Y˜ 1, Y 3 ≡ Y˜ 1 − Y˜ 2 ;
X1 ≡ −6 (X˜2 − X˜3), X2 ≡ −6 (X˜3 − X˜1), X3 ≡ −6 (X˜1 − X˜2) . (D.22)
By rewriting the solution (D.5) as a linear combination of these states, we obtain the globally
well-defined general solution to the linear constraints.
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