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Abstract
In this paper, we analyze the spatial and spectral superconvergence properties of one-dimensional hyperbolic conservation law by
a discontinuous Galerkin (DG) method. The analyses combine classical mathematical arguments with MATLAB experiments. Some
properties of the DG schemes are discovered using discrete Fourier analyses: superconvergence of the numerical wave numbers,
Radau structure of the X spatial error.
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1. Introduction
The discontinuous Galerkin method (DGM or DG method) has become a very popular numerical technique for
solving hyperbolic conservation laws [5]. Some remarkable numerical properties of the DGM scheme have been
demonstrated in an abundant literature. The method has been proven to be highly accurate, spectrally and spatially:
• Spectral superconvergence: Super-accuracy of numerical wave numbers was conjectured in [6] and subsequently
proved in [2].
• Spatial superconvergence: Superconvergence at Radau points [4,7,1], strong superconvergence at downwind points
[3] and Radau structure of the spatial error [7].
The aim of this work is to present those results in a comprehensive manner such that they become accessible to a wider
community than the one of mathematicians. We propose here a uniﬁed way that allows to discover both spatial and
spectral superconvergence properties of DGM’s using simple MATLAB experiments. When necessary, we add to the
discrete analysis some parts of mathematical proofs that highlight the discussion. In the following, we do not assume
any speciﬁc choice for the numerical ﬂuxes: upwind or not.
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At the end, we try to give some reasonable answers to questions that naturally come out like:
• Is it useful to apply upwind numerical ﬂuxes, why not using centered ones?
• On a DGM scheme that use polynomial order p on a mesh of size h, the L2 norm of the error is of order hp+1 while
the error on numerical wave numbers converges like h2p+2. What is the rate of convergence to consider?
• What is the structure of the spatial error of the DGM scheme and are the jumps of the solution of any importance in
the post processing (e.g. for error analysis)?
2. Discontinuous Galerkin space discretization in one dimension
Let us consider the following model problem. Being (x, t) ∈ (0, 1) × (0, T ), ﬁnd u(x, t) solution of
t u + cxu = 0, (1)
with initial condition
u(x, 0) = u0(x), (2)
and periodic boundary conditions. This is a very simple model problem for an hyperbolic PDE. In (1), c is a positive
number. Waves travel from left to right, in the positive x direction. We assume that time integration is exact and analyze
the spatial and spectral discretization errors.
We consider a partition of the space (0, 1) in N segments of size x = 1/N . In each element, we discretize in
space the unknown using Legendre polynomials of orders less or equal to p. For that, we consider a reference segment
 ∈ (−1, 1) and the unknown uk in segment k going from xk = (k − 1)/N to xk+1 = k/N is approximated as
uk(x(), t) =
p∑
i=0
Pi ()u
k
i (t), with x() = xk
1 − 
2
+ xk+1 1 + 
2
. (3)
Fig. 1 shows the one dimensional discretization.
The Legendre polynomials we are using here have the following properties. They are orthogonal in (−1, 1) i.e. the
mass matrix
Mpq =
∫ 1
−1
Pp()Pq() d= 12p + 1pq (4)
is diagonal.
Legendre polynomials have known values at = ±1:
Pp(−1) = (−1)p and Pp(1) = 1. (5)
This property allows us to state that
uk(x(−1), t) =
p∑
i=0
(−1)iuki (t) and uk(x(1), t) =
p∑
i=0
uki (t). (6)
Fig. 1. One-dimensional discretization.
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For our further computations, the following integral is of importance
Dpq =
∫ 1
−1
P′pPq d.
First, we have that Dpq = 0 if pq because Legendre polynomial of order p is orthogonal to any polynomial of lower
order and the derivative of Legendre polynomial of order p is a polynomial of order p − 1.
The other case p>q is computed using integration by parts
Dpq =
∫ 1
−1
P′pPq d= −
∫ 1
−1
PpP
′
q d+PpPq |1−1 = −Dqp︸ ︷︷ ︸
=0
+PpPq |1−1
= 1 − (−1)(p+q). (7)
The elements of Dpq are then equal to 0 or 2, regardless of polynomial orders.
We construct the discontinuous Galerkin formulation b(uk, v) of our problem, by multiplying (1) by a test function
v(x), integrating the result over a segment k, and using the divergence theorem to obtain:
b(uk, v) =
∫ xk+1
xk
t u
k(x, t)v(x) dx −
∫ xk+1
xk
cuk(x, t)xv(x) dx + [cu(x, t)v(x)]x=x
k+1
x=xk = 0 ∀v. (8)
At the interface between two elements, i.e. the end points xk and xk+1, the ﬂux vector f = cu(x, t) is not uniquely
deﬁned and a ﬂux formula has to be supplied to complete the discretization process. At any interface point xk , we
deﬁne the following consistent approximation of the ﬂux
u¯(xk, t) = uk−1(xk, t) + (1 − )uk(xk, t), (9)
where  is the upwind parameter ( = 1 means a full upwind scheme and  = 0.5 means a centered scheme). Eq. (8)
for element k can be rewritten as:
b(uk, v) =
∫ xk+1
xk
t u
k(x, t)v(x) dx −
∫ xk+1
xk
cuk(x, t)xv(x) dx
+ cu¯(xk+1, t)v(xk+1) − cu¯(xk, t)v(xk) = 0 ∀v. (10)
A second integration by parts of the second term of (10) leads to the standard Lesaint and Raviart [8] DG form:
b(uk, v) =
∫ xk+1
xk
t u
k(x, t)v(x) dx +
∫ xk+1
xk
cxu
k(x, t)v(x) dx + c[uk(xk, t) − uk−1(xk, t)]v(xk)
+ (1 − )c[uk+1(xk+1, t) − uk(xk+1, t)]v(xk+1) = 0 ∀v. (11)
Next, if we consider expansion (3) for the numerical discretization of the unknown uk(x, t) and if we choose Legendre
polynomials Pj up to order jp as test functions v(x), the discrete variational formulation becomes:
b
(
p∑
i=0
ukiPi ,Pj
)
=
p∑
i=0
(
t u
k
i (t)x
∫ 1
−1
PiPj dx + cuki (t)
∫ 1
−1
P′iPj dx
)
+
p∑
i=0
c[Pi (−1)uki (t) −Pi (1)uk−1i (t)]Pj (−1)
+
p∑
i=0
(1 − )c[Pi (−1)uk+1i (t) −Pi (1)uki (t)]Pj (1) = 0, j = 0, . . . , p. (12)
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In (12) and for k = 1, the periodic boundary condition is imposed by stating that u0 = uN . If we call
Aij = (−1)i+j , Bij = (−1)j and Iij = 1,
then (12), i.e. the discrete discontinuous Galerkin formulation on segment k, can be written in matrix form as:
x
c
uki (t)Mij + (Dij + Aij − (1 − )Iij )uki (t) − Bijuk−1i (t) + (1 − )Bjiuk+1i (t) = 0. (13)
If u is a column vector of size N × (p + 1) that contains all unknowns of every segment, the discontinuous Galerkin
formulation can be written in a more compact form
tu = −
c
x
M−1Lu,
with M = diag(M, . . . ,M) a block diagonal matrix whose condition number grows like 2p + 1 and
L =
⎡
⎢⎢⎢⎢⎢⎣
(DT + A − (1 − )I ) (1 − )B · · · −BT
−BT (DT + A − (1 − )I )
...
. . .
(1 − )B · · · −BT (DT + A − (1 − )I )
⎤
⎥⎥⎥⎥⎥⎦ ,
a sparse matrix.
3. Fourier analysis
Fourier analysis consider wave-like solutions
u(x, t) = Re(Ce2i(kx−f t+it)),
where C is a complex constant, k is the wave number, f the frequency and  is the damping parameter. The term
“wave number” refers to the number of complete wave cycles that exist in one meter of linear space. Wave number k
is dimensional: it is the inverse of a distance. The frequency f is dimensional too (inverse of a time). It is the number
of complete wave cycles that are completed in one second.
Substituting in (1), we have the dispersion relation and no damping:
f = ck and = 0.
The speed of the waves is c and the solution is neither ampliﬁed nor damped. If x is the mesh size and k is the
dimensional wave number, we deﬁne a non-dimensional wave number as kh = kx. The non-dimensional wave
number kh is interpreted as a wave number where the length measure is taken as the mesh size x. For example, a
non-dimensional wave number of kh = 15 correspond to a wave length 5x i.e. of ﬁve element sizes.
We consider the semi-discrete form of the model problem (1):
tu + Au = 0, with A =
c
x
M−1L. (14)
We seek how accurately the DGM scheme, i.e. A, is able to approach the x operator.
It is easy to compute the spectrum of A for different values of p, N and  using MATLAB. We compute AV = VD
where D is a diagonal matrix,Dii is the ith complex eigenvalue of A and where the ith column of V is the corresponding
ith eigenvector of A.
Fig. 2 shows the distribution of the discrete eigenvalues of the DGM space operator. The mesh was made of N = 10
equally spaced segments. On the left Fig. 2(a), we have chosen an upwind discretization of the ﬂuxes and in the right
Fig. 2(b) a centered scheme.
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Fig. 2. Plot of the numerical eigenvalues for the DGM operator: (a) full upwind scheme (= 1); and (b) centered scheme (= 0.5).
The centered scheme seems not to produce any numerical dissipation. This can be easily shown. In order to prove
the L2 stability of the DGM, we sum Eq. (11) over all elements and integrate it in time from t = 0 to T :
B(uk, uk) =
∫ T
0
N∑
k=1
b(uk, uk) dt
= 1
2
N∑
k=1
∫ xk+1
xk
uk(x, T )2 − uk(x, 0)2 dx − c
2
N∑
k=1
∫ T
0
uk(xk, t)2 − uk−1(xk, t)2 dt
+ c
N∑
k=1
∫ T
0
[uk(xk, t) + (1 − )uk−1(xk, t)][uk(xk, t) − uk−1(xk, t)] dt
= 1
2
‖u(T )‖2
L2(0,1) −
1
2
‖u(0)‖2
L2(0,1)
+ c
(
− 1
2
) N∑
k=1
∫ T
0
(uk(xk, t) − uk(xk−1, t))2 dt = 0. (15)
Clearly, the scheme is L2 stable if and only if the sign of c is the same as the sign of  − 12 . Taking  = 12 leads to a
scheme that exactly conserves the L2 norm of the solution (no numerical dissipation). The full upwind scheme consists
in choosing  = (1 + sign(c))/2. In Eq. (15), we observe that the dissipation mechanism involved in the DG scheme
is produced by the solution jumps.
The eigenfunction ui(x) is constructed using the DGM interpolant:
ui(x) = Re
⎛
⎝ N∑
j=0
Pj (x)Vji
⎞
⎠
.
The eigenfunctions ui(x) are an approximation of the exact eigenfunctions Ui(x) of the space operator. Those can be
written in the following form:
ui(x)  Ui(x) = cos(2kix + i ),
where ki is the wave number of the mode.
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Fig. 3. Representation of nine normed eigenvectors of A corresponding to different non-dimensional wave numbers kx.
In order to ﬁnd the corresponding wave number ki and the phase angle i , we ﬁrst perform a fast Fourier transform
(FFT) of each numerical mode ui(x). We use the Fourier spectrum to determine the wave number ki of the mode: it
corresponds to the maximum in the energy spectrum. The corresponding phase angle i is also given by the FFT: it is
the angle of the corresponding complex Fourier coefﬁcient.
Fig. 3 shows some of the eigenvectors of the DGM discretization. The mesh is equally spaced with N =5, p=4 and
 = 1. We see that the eigenmodes corresponding to small wave numbers are well resolved, they are close to cosine
functions. Higher order modes are unresolved and jumps of increasing size are appearing at inter-element boundaries.
Those will be damped in time (see Eq. (15)). Actually, Ainsworth showed in [2] that the number of resolved waves
grows like 2p+1. The resolved wave numbers are then such that: The resolved wave numbers corresponds to relatively
small kh i.e. kh that are such that 2p + 1>(2kx) + O(kx)1/3.1 In our example, the resolved wave numbers are
the ones such that kx < 1.43 − O(kh)1/3.
Now what happens with the non-resolved waves? We show in the next example that according to the used spatial
scheme, those non-resolved waves behave differently. We advect a step function located at x = 0.5 with a uniform
velocity to the right without any limiter. The mesh is made of N = 50 equally spaced segments. The step contains thus
a very large range of wave numbers. We see in Fig. 4 that the upwind scheme dissipate the non-resolved waves while
the centered scheme keep them alive. Those non-dissipated resolved waves pollute the solution. Note that the centered
scheme produces spurious undamped waves that travel in the wrong direction while the upwind scheme obviously only
produce waves that go from left to right. The use of an upwind scheme does not avoid the presence of oscillations. The
remaining overshoots that are present at high times, when all unresolved modes are damped, correspond to resolved
modes that are present in the initial solution. Those modes are going at the right speed so that they do only perturb the
solution at the vicinity of the discontinuity (the solution is perfectly constant away from the discontinuity). A limiter
should be able to take care of those oscillations.
1 In Ainsworth’s paper, wave numbers are deﬁned differently i.e. they refer to the number of cycles in 2 meters of linear space.
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Fig. 4. Advection of a step function with upwind scheme (top) and centered scheme (bottom) (N = 50).
We now look on how the DGM scheme is able to approximate eigenvalues and eigenfunctions of the space operator.
Look at eigenfunctions will tell us about space accuracy of the DGM scheme. Looking at eigenvalues will tell us about
spectral accuracy of the DGM scheme.
3.1. Spectral accuracy
The dispersion error usually deﬁnes how accurately the scheme is able to predict numerical wave speeds. In other
words, the dispersion error of mode i is
Edisp = 2ki − Im(Dii). (16)
The dissipation error usually deﬁnes how accurately the scheme is able to predict numerical damping. The dissipation
error is the error in the real part of the eigenvalues Dii :
Ediss = Re(Dii). (17)
For the solution of the wave equation, the exact dissipation is null and all eigenvalues should all be on the imaginary
axis.
It has been conjectured [6] and subsequently proved [2] that the numerical eigenvalues Dii are superconvergent:
the dispersion error is accurate to (kh)2p+3 and the dissipation error accurate to (kh)2p+2. This means that numerical
wave numbers are converging more rapidly that the actual formal accuracy of the DGM (O(h)p+1). Fig. 5 illustrates
the superconvergence of numerical wave numbers with N = 15, p = 4 and a full upwind scheme = 1.
Note that the same kind of plots can be done for the centered case. In this case, there is no dissipation error. Dispersion
errors are also superconvergent in the centered case.
3.2. Spatial accuracy
In this section, we look at the spatial accuracy of the DGM scheme. We look on how the scheme is able to provide
an accurate approximation of the real eigenfunctions Ui(x). We deﬁne the pointwise spatial error of mode i
ei(x) = ui(x) − Ui(x).
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a b
Fig. 5. Error on the numerical values of the DGM operator in the full upwind case: (a) dispersion error: O(kh2p+3); and (b) dissipation error:
O(kh2p+2).
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Fig. 6. Spatial error as a function of the non-dimensional wave number kx. Convergence order is p + 1.
The L2 norm of the error for mode i (wave number ki) is computed as
E2i =
∫ 1
0
e2i (x) dx.
Fig. 6 plots spatial errors E as a function of adimensional wave numbers kx. The convergence rates are O(kx)p+1.
This is consistent with classical interpolation theory : approximating a function using polynomials of order p produces
truncation error of order p + 1.
In Fig. 7, we plot the function ei(x) for different ki’s in the case N = 5, p = 4 and for two values of . The existence
of a structure for the DGM spatial error appears very clearly for  = 1: error shapes are similar for all modes and for
all elements. For other values of , the spatial structure disappears.
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Fig. 7. Spatial error e(x) of the ﬁrst eigenvectors corresponding to wave numbers 1/x=0.2 for different values of : (a) centered scheme (=0.5);
and (b) upwind scheme (= 1.0).
In order to ﬁnd out the analytical form of the structure of the DG spatial error, we build the error functional. Taking
into account that the exact solution u(x, t) is smooth, we have for one element:
b(Ui,Pj ) =
∫ xk+1
xk
(tUi + cxUi)v dx = 0 ∀j . (18)
Now, we assume that the solution is exact outside the element. Then, we can compute the local error functional in the
upwind case. For doing so, we take the difference between Eq. (11) with  = 1 and v(x) =Pj and Eq. (18). We also
assume that we have the exact solution at the downwind end, i.e. uk−1i (xk)  Ui(xk) and get ﬁnally:
b(eki ,Pj ) =
∫ 1
−1
(xt e
k
i + cek)Pj d+ ceki (−1, t)Pj (−1) = 0 ∀j . (19)
We further assume that the leading term of the local discretization error is a polynomial of order p + 1, i.e. eki (, t) =
aki,p+1Rp+1() + O(x)p+2. The error Eq. (19) becomes, for the leading term:∫ 1
−1
Rp+1Pj d+Rp+1Pj |−1 = 0 ∀j . (20)
It is easy to show, using (7), that Rp+1 = Pp+1 − Pp veriﬁes (20) and is equal to 0 at  = 1. Moreover, it is
possible to prove [1] that the remaining terms of the error, up to 2p are also Radau polynomials. For example,
ei(x) − ai,p+1Rp+1 = ai,p+2Rp+2 + O(kx)p+3. This means that the downwind points are superconvergent at
order (kx)2p+1.
A more general result is the following one: the ﬂux value u¯ deﬁned by Eq. (9) is always more accurate than left or
right values. Let us deﬁne, respectively, the global upwind and the Riemann error for the ith eigenvector:
E
upw
i =
N∑
k=1
|uki (xk) − Ui(xk)|, Eriei =
N∑
k=1
|u¯i (xk) − Ui(xk)|.
Fig. 8 shows the behavior of these indicators with a centered and an upwind scheme. In the upwind case, downwind
values (Erie) are superconvergent at order (kx)2p+1 and upwind values (Eupw) are converging at the same rate
(kx)p+1 as the DGM spatial error. Therefore, jumps of the solution at nodes uk(xk, t)−uk−1(xk, t) are a good image
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Fig. 8. Global upwind and Riemann error as a function of the non-dimensional wave number kx computed respectively with an upwind and a
centered scheme.
of the local error that exists at upwind points:
J =
N∑
k=1
|uki (xk) − uk−1i (xk)| =
N∑
k=1
|uki (xk) − Ui(xk) + Ui(xk) − uk−1i (xk)|

N∑
k=1
|uki (xk) − Ui(xk)| + |uk−1i (xk) − Ui(xk)|
= Eupw + Edwn = O(kx)p+1.
In the centered case, Erie is a measure of the error on solution averages at nodes. Clearly, averages are better than left
or right values but are not converging better. In the centered scheme, jumps are not useful for computing local errors.
This is absolutely consistent with the L2 stability result (15). In the centered case, jumps of the solution are not the
cause of numerical dissipation.
4. Conclusion
In this paper, we presented a simple approach to study discontinuous Galerkin schemes using simple MATLAB
experiments. Both the error on numerical wave numbers and on numerical wave shapes were studied.
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One of the aim of the paper was to justify the choice of the upwind scheme vs. the centered scheme. We showed that
the upwind scheme was the best choice for two major reasons:
• upwind schemes allow to dissipate non-resolved modes while being super accurate on resolved ones;
• upwind schemes lead to an interesting structure of the spatial error: jumps are an image of the local discretization
error.
In some further work, we will focus on the extension of the technique to 2D problems and to systems.
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