Abstract. This paper develops and evaluates an approximate procedure for testing homogeneity of an arbitrary subset of correlation coefficients among variables measured on the same set of individuals. The sample may have some missing data. The simple test statistic is a multiple of the variance of Fisher r-to-z transformed correlation coefficients relevant to the null hypothesis being tested and is referred to a chi-square distribution. The use of this test is illustrated through several examples. Given the approximate nature of the test statistics, the procedure was evaluated using a simulation study. The accuracy in terms of the nominal and the actual significance levels of this test for several null hypotheses of interest were evaluated.
Introduction
A common situation in social science research involves a comparison a set of correlation coefficients between variables measured on the same subjects. For example:
(1) In an evaluation of several instruments for scoring a certain attribute, testing for the homogeneity of correlation coefficients between scores obtained using these instruments. (2) Suppose that there are several, possibly nested instruments of differing length (hence, differing costs) for scoring current health status and the objective is to relate the current health status score to the medical cost or utilization. If all the current health status scores from different instruments are equally correlated to the dependent variable (medical costs) then the shortest instrument may be used to reduce costs. An important difference between these two problems is that in the former, all possible p(p −1)/2 pairwise correlation coefficients among, say p, score variables are being tested for equality whereas in the second example only a subset of p − 1 of the p(p − 1)/2 possible pairwise correlation coefficients are involved in the null hypothesis. The means and variances are the nuisance parameters in the first problem and the means, variances and the remaining (p − 1)(p − 3)/2 correlation coefficients are the nuisance parameters in the second problem.
There are other examples in longitudinal studies where there is a need for comparing correlated correlation coefficients: (3) Equality of the correlation coefficients between the same variable measured at several, say p, occasions. (4) Equality of the correlation coefficients between two variables, say X and Y , measured at p occasions. Again, these two examples differ because in the first, all possible pairwise correlation coefficients are involved in the null hypothesis, whereas in the second example, only a subset of correlation coefficients are involved in the null hypothesis.
The objective of this paper is to develop and evaluate a simple procedure for testing the equality among a set of correlated correlation coefficients that is applicable to both situations. These procedures also allow for missing data assumed to be generated by an ignorable missing data mechanism (Rubin, 1976) . The proposed test statistic can be calculated using a hand-held calculator or a spreadsheet. In Section 2, we describe the test for the equality of all p(1−p)/2 pairwise correlation coefficients and illustrate its application using examples. In Section 3, the same test statistic is used illustrate the test for equality of arbitrary set of correlation coefficients. Given the approximate nature of the test, a simulation study was also conducted to study the actual significance levels of nominal 5% tests. The results from this simulation study are reported in Section 4 and finally, Section 5 concludes the paper with a technical justification for this procedure.
Many authors beginning with Pearson and Filon (1898) and Hotelling (1940) have considered the problem of comparing correlated coefficients. These authors focussed on four-variate and trivariate normal distributions respectively. Hotelling (1940) used restrictive assumptions on the covariance structure which was relaxed by Williams (1959) . Dunn and Clark (1969, 1971) proposed tests, again for fourvariate and trivariate normal distributions, based on Fisher's r-to-z transformation. They and others (Neill and Dunn (1975) and Steiger (1980) ) also demonstrated the superiority of using z over r for small sample sizes and extreme sample correlations through simulations. Nonparametric procedures have been derived by Bennett (1978) and Choi (1977) . Also, Steiger (1980) provides extensions and a comprehensive review of the literature.
The basic asymptotic results on the covariance between the correlation coefficients used in this article are derived in Olkin and Siotani (1976) . Olkin and Finn (1990, 1995 ) discuss a variety of examples for testing the equality of special sets of correlated coefficients and develop appropriate likelihood ratio tests. These tests are computationally intensive and require special software packages to implement them, especially, when some data are missing. The approximate tests developed in this paper can be applied to those situations but in simple and easy-to-use form. Meng et al. (1992) developed an approximate test for the equality of correlation coefficient between a set of predictor variables and a common dependent variable
