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1. INTRODUCTION 
Mathematical models are useful to represent reality up to a certain point. Parameters and some 
functions appearing in the mathematical models are subject to uncertainty because of error 
measurements, complexity or technical reasons [1,2]. These facts make more realistic dealing 
with stochastic models where parameters are random variables and data functions are stochastic 
processes. In this paper, we study the stochastic diffusion problem 
~2~(x,t)=~,(x,t), o<x<p,  t>o,  (1.1) 
~(o, ~) = ~(p, t) = o, t > o, (1.2) 
u(x, O) = .f(z), 0 < z < p, (1.3) 
where the thermal diffusitivity coefficient a2 is assumed to be a random variable and the initial 
condition function f(x) is a stochastic process. The above problem may be regarded as a simpli- 
fication of the more general situation where a 2 -- a2(x) is also a stochastic process with spatial 
uncertainty, modelling, for instance, heat conduction in anisotropic solids [3, p. 455]. 
This paper is organized as follows. Section 2 contains stochastic results, definitions, and ex- 
amples related to mean square convergence of random variables and stochastic processes that 
will play an important role in the following sections. Most of the content of Section 2 may be 
found in [4]. Sections 3 and 4 provide an analytic series solution stochastic process of problem 
(1.1)-(1.3) under the hypothesis that initial condition and the thermal diffusitivity coefficient, 
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respectively, are random while the remaining data are deterministic. Section 5 gives the ana- 
lytic stochastic solution process as a series, provides approximating analytic-numerical solution 
processes as well as expressions of their expectation and variance. Examples are also included. 
2. STOCHASTIC  PREL IMINARIES  
For the sake of clarity in the presentation, we recall some concepts, examples and results related 
to the mean square stochastic alculus, that may be found in [4]. 
Let (ft, ~ ,  P)  be a probabil ity space. A random variable (r.v.) Y : ~ --* R is said to be 
continuous if its distribution function Fy is continuous and differentiable almost everywhere. In 
this case, its density function is defined by 
gy(y) = 
If Y satisfies the additional property 
dFy(y) 
dy 
f y2gy(y) dy < (2.1) 
then Y is said to be a second-order random variable (2-r.v.) and the integral in (2.1) is the 
expectation E[Y 2] of y2. 
If {f(x)}~eI  is a real stochastic process on the probabil ity space (~, 5 v, P) ,  we say that it is a 
second-order process (2-s.p.), if E[f2(x)] < +co, for all x e I .  
Throughout this paper, a random variable will mean a 2-r.v. and a stochastic process will 
denote a 2-s.p. 
If {f(x)}~ei  is a 2-s.p., its covariance function is the deterministic function Ff f ( r ,  s) defined 
by 
F f f ( r ,  s) = E [f(r)f(s)] - E [f(r)] E [f(s)],  r, s e I .  
If Y is a 2-r.v., then 
[IYll = ~ (2.2) 
is a norm and the set of all 2-r.v.s endowed with this norm is a Banach space denoted by L2 (see 
[4, Chapter 4]). 
A sequence of 2-r.v.s {Y~) converges in mean square (m.s.) to a 2-r.v. Y as n --~ ~ if 
lim IIY~ - YI[ 2 = lim E [IY~ - YI 2] = 0. (2.3) 
n- -+oo  i-t ---+ ~ 
This type of convergence is called convergence in quadratic mean and will be denoted by 
1. i. m. , _~ Y~ =Y.  
Let {Yn(rl)}n>l be a sequence of s.p. where r/lies in a set A C ~m, such that for each r/E A, 
the sequence {Y,~(~)}~>I is m.s. convergent to {Y(O)}. We say that {Y,~(r})}~_>l is m.s. uniformly 
convergent to the s.p. {Y(~)} if, given e > 0, there exists N > 0 (independent of ~), such that 
ItYn(rl) - Y(r/)ll < c, Vn > N, ~/rl e A. (2.4) 
By [4, Theorem 4.2.1], it follows that if {Yn} is a sequence of 2-r.v.s, such that 1. i. m. , _~ Y~ = Y, 
then 
lim E [Y,~] = E [Y]. (2.5) 
~-- '+  OC 
A 2-s.p. ( f (x)}~eI  is m.s. continuous if, for x, x + T lying in I ,  one satisfies 
l ira I If(z + ~) - f(x)l l  - o. (2.6) 
" r - - - *0  
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By Theorem 4.3.3 of [4], it follows that a 2-s.p. {f(x)}xel  is m.s. continuous at x if, and only 
if, F$[ is continuous at (x, x). Furthermore, by [4, p. 91], if F / f  (r, s) is continuous at (r, r), for 
r E I, then Fly is continuous on I x I. 
LEMMA 2.1. Assume that {Yn(~/)},~>l, where ~/ E A is un/form/y m.s. convergent to the s.p. 
{Y(r/)} and that each {Y~(~/)} is m.s. continuous. Then the s. v. {Y(~/)} is also m.s. continuous 
inA. 
PROOF. Let 7/0 E A and let e > 0. By the uniform m.s. convergence of {Yn(~/)}n_>l and (2.4), 
there exists No, such that 
£ 
I I Ygo( , )  - V(v)ll < ~, V ,  e A. (2.7) 
Since YNo (r/) is m.s. continuous at z/0 E A, there exists 5 > 0, such that 
E 
IIYNo(,) - YNo(,o)ll < ~, if I~ -- 'lol < ~. (2.8) 
By (2.7) and (2.8), if I t / -  ~/0] < 5, one gets 
I IY (n)  - Y(,7o)ll <-- I IY (~)  - YNo(~)II  + I IYNo(~) - YNo(~O)II + IIYNo(~O) -- r (~o) l l  < ~. 
Thus, the resuk is established. 
In accordance with Section 4.4 of [4], we recall that a 2-s.p. {f(x)}~ex is m.s. differentiable at
x if there exist the m.s. limit 
I. i. m. f(z + 7-) - f(x) = f(x), (2.9) 
r--*0 T 
where x, x + 7 lie in I. 
The 2-s.p. {f(x)}~ei is said to be m.s. analytic on an interval I if the Taylor development 
S~xo) r  f (x)  = E n! .~-~0)  n, ~,~0 e z, (2.10) 
n>0 
is m.s. convergent. By [4], the analytic behaviour of a stochastic process can be characterized in 
terms of its covariance function in the following way. 
THEOREM 2.1. (See [4, p. 99].) A 2-s.p. {f(x) }~e I is m.s. analytic on an interval I if, and only if, 
its covariance function r f f (r, s) is analytic at (r, r) for every r e I, and then r f f (r, s) is analytic 
on lx I .  
EXAMPLE 2.1. Let a be a 2-r.v. with density function g(a) and let Y(t) be the 2-s.p. {Y(t)} = 
{e-~e}t_>o. Then the m.s. derivative process {]1(t)}e_>o is given by 
]z(t) = -ae  -'~t. (2.11) 
In fact, by the differentiation theorem of parametric ntegrals [5, p. 418], the covariance function 
// (// Vff (r, r) = E [e -2"~] - E 2 [e -"~] = e-2'~g(a) d~ - e- '~g(a) do~ 
is analytic. Note that 
t.--,O + ae-~t°) = t-~olim E 
= lira E 
t-*O 
"e -2~'o [(e -° '  - 1) + ~t] 21 
t 2 J 
e-:~'°o(t)] = o. 
Thus, by (2.9) one gets (2.11). 
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If {f(x))~I,  where I is an interval, is a 2-s.p. and g(x, y) is a deterministic function, then by 
Section 4.5 of [4], we know that 
H(y) = f1 g(x, y)f(x) dx (2.12) 
is a 2-s.p., where the integral is regarded in the mean square Riemann sense. 
It is important o point out that by Theorem 4.5.1 of [4, p. 100], the 2-s.p. {H(y)JyeJ, where 
J is an interval of the real line, is well defined if, and only if, the deterministic Riemann integral 
f l  f i  g(r, y)g(s, y)F / /(r, s) dr ds (2.13) 
exists and it is finite. 
If {f(x)}~ei s m.s. continuous, then the 2-s.p. {H(x)}~ei defined by 
// H(x) = f(s) ds (2.14) 
o 
is m.s. continuous and m.s. differentiable, and [4, pp. 156-157] 
/~(x) = f(x) .  (2.15) 
LEMMA 2.2. Let {Yn(zl)}n_>l be a m.s. continuous .p. for a11 n > 1 with ~ • A and let us assume 
that Y(~I) = 1. i. m.n-~ Yn(~i) uniformly on A. Then 
// // 1.i .m. as = (2 .16)  
i'A--~O0 0 0 
PROOF. Since {Y~(~)}~>I is a m.s. continuous .p., by Lemma 2.1, one gets that Y(~) is also 
m.s. continuous, and hence, m.s. Riemann integrable on A. By the uniform m.s. convergence of
the sequence of 2-s.p. {Yn(~))~>l is clear that {f:o Yn(s) ds),~>l is uniformly m.s. convergent to 
the 2-s.p. f~o Y(s) ds. Hence, and from the equality 
f // Y(s )  Zn(s) = - (2.1Z) o o 0 
one gets that (2.17) is uniformly m.s. convergent to the zero process on A. Thus, the result is 
established. 
We conclude this section recalling that from Section 4.5.1 of [4, p. 102], if {f(x)}xeI is a m.s. 
continuous .p. on J = [a, hi, then 
f(x)dx < IIf(x)[{ dx<M(b-a) ,  (2.18) 
where M = sup{Hf(x)H; a < x < b}. 
We conclude this section by recalling that if X1,.. . ,Xm are r.v.s, then Cov[Xi,Xj] = 
E[XiXj] - E[Xi]E[Xj], and if as is a real number for each i, then 
Var aiX, = aiaj Coy [Zi, Xj]. (2.19) 
L i= I  j i=1 j= l  
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3. PROBLEM WITH RANDOM IN IT IAL  CONDIT ION 
In this section, we consider problem (1.1)-(1.3) for the case where 
{f(x)}ze[o,v ] is a m.s. continuous 2-s.p., (3.1) 
E[f(x)] = 0,  for all x e [0,p]. (3.2) 
Hypothesis (3.2) does not mean loss of generality by the following reason. Considering the process 
](x) = f(x) - E[f(x)], then 
E [](x)] = E [f(x)] - E[f(x)] = O, x ~ I .  
Thus, we can split the problem (1.1)-(1.3) into two new problems: 
a2u~x=u, ,  0<x<p,  t>0,  (3.3) 
u(O, t) = u(p, t) = O, t > O, (3.4) 
~(x,  0) = y(x)  - E IS(x)],  0 < x < p, (3.5) 
and 
a2ux~=ut, 0<x<p,  t>0,  (3.6) 
u(O, t) = u(p, t) = O, t > O, (3.7) 
~(~, 0) = E IS(x)], 0 < x < p. (3.S) 
Now problem (3.3)-(3.5) has a stochastic initial condition with expectation zero, and problem 
(3.6)-(3.8) is a deterministic problem. The solution of problem (1.1)-(1.3) is the sum of those of 
problems (3.3)-(3.5) and (3.6)-(3.8). In accordance with the separation of variables technique, 
the candidate solution process of problem (1.1)-(1.3) is 
u(x, t) = E k,~u,~(x, t) (3.9) 
where 
P f(x) sin dx, n > 1, 
u,~(x,t)=e-('~/')2tsin(~X-),  n> l. 
(3.1o) 
(3.11) 
Note that {f(x)} is a 2-s.p., and hence, kn is a 2-r.v. for each n > 1 and the convergence ofseries 
(3.9)-(3.11) must be regarded in the mean square sense. Note that by Theorem 4.5.1 of [4], see 
(2.13), k,~ is a well-defined m.s. integral, if Fyf the covariance function of {f(x)} satisfies 
foP foPsin (~-~) sin (~-~) I'ff(r,s)drds < + c~, Vn > 1. (3.12) 
Since by (3.1), {f(x)} is m.s. continuous in [0,p], by Theorem 4.3.3 of [4], Fff(r, s) is continuous 
on [0,p] × [0,p], and thus, (3.12) holds true. 
Now we prove that series (3.9) is m.s. convergent for each (x,t) E [0,p] × [0, c¢[, and thus, the 
process u(x, t) is well defined. Note that by (2.18) one gets 
p 
[Iknll ~< IIf(x)ll dx <__ 2max{llf(x)[I ; o < x < p} = M < +c~. 
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Hence, 
I1k, II lu~(x,t)[ <_ M ~ e - (~/p)~t  < +c~, 
,`>_1 n>l 
and using the same argument, the series (3.9) is uniformly absolutely m.s. convergent for (x, t) E 
[0, p] x [to - 5, to + 5] with 0 < 6 < to, because of the inequality 
e -(nTra/p)2t < e - (nra/p)2(t°-5) ,  to -- ~ < t < to + 5, 
and the M-Weierstrass Theorem [5, p. 378]. By Lemma 2.1, the process u(x,t) defined by (3.9) 
is m.s. continuous. 
In order to prove that process u(x, t) defined by (3.9) is termwise partially m.s. differentiable, 
we need the following differentiation theorem for m.s. convergent series. 
THEOREM 3.1. Assume that for each n >_ 1, the process {Un(r) }rEI satisfies 
U~(r) is m.s. differentiable Yr  e I and (]~(r) is m.s. continuous, (3.13) 
U(r) = E U,`(r) is m.s. convergent, (3.14) 
n>_l 
and v,` (,)] is ms uniformly convergent. (3.15) 
Then, for each r E I, U(r) is m.s. differentiable and 
kn>1 ,,>i 
PROOF. Let ro,r E I, and let V(r) = ER>I  UR(7")" By Lemma 2.2 and (3.13),(3.14), it follows 
that 
V(s)  as = (s) as = ~Y~(s) ds 
0 0 n_>l o (3.16) 
= ~ (u,`(~) - u,`( ,o))  = u(~)  - U(~o). 
,`_>1 
On the other hand, by Lemma 2.1, the 2-s.p. {U(r)} is m.s. continuous and by (3.13), (3.14), 
and (3.16), U(r) is m.s. differentiable and 
"v (s )  ds = U(~) = V(r) .  
0 0 -- 
Thus, the result is established. 
Considering the general term of series (3.9), note that 
U,`(x,t) = k,`un(x,t), n >_ 1, 
where k, and u,`(x, t) are defined by (3.10) and (3.11), respectively, is m.s. partially differentiable 
with respect o the variables x and t. Furthermore, 
0 (U~(x,t)) 0 
87 = k~3~ (~,`(x,t ) )  
2 
=-k ,` (~ -~) u~(x,t), (3.17) 
o-7 (u~(z,t)) = kn cos - -  e - (~/ ' ) '~ ,  (3.18) 
Ox 2 (U,~(x,t)) = - k,  un(x,t). (3.19) 
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Now we can establish that u(x, t) given by (3.9) defines a process that is a solution of problem 
(1.1)-(1.3) under hypotheses (3.1),(3.2). Let (x0, to) E [0,p] ×]0, co[ and take 0 < 6 < to and the 
rectangle h(xo,to,6) = [0,p] x [to - 6,to + 6]. By Theorem 3.1 applied to both functions u(.,t) 
and u(x, .), it follows that 
~x~(xo, to) = ~ v,,(~o, to) = ~ [v,,(~o, to)] 
= -~ -~ [U,~(zo, to)] - ~2 ot 
= 2 .~(~o, to ) .  
0~2 ", 
Summarizing, under hypotheses (3.1),(3.2), the process u(x, t) defined by (3.9),(3.10) is an exact 
solution process for problem (1.1)-(1.3). 
4. ANALYT IC  SOLUTION UNDER 
RANDOM DIFFUS ION COEFF IC IENT 
In this section, we address problem (1.1)-(1.3) under the following hypotheses: 
a 2 is a 2-r.v. with E [a 2] = 0, 
f(x) is a continuous function on [0, p]. 
(4.1) 
(4.2) 
Hypothesis E[a 2] = 0 does not mean loss of generality, since solution of problem (1.1)-(1.3) can 
be expressed as the sum of solutions of the problems 
and 
(c~ 2- E[a2]) u~ = ut, 0 < x < p, t > 0, (4.3) 
~(o, t) = ~(p, t) = o, t > o, (4.4) 
~(x,  o) = I ( z ) ,  0 < ~ < p, (4.5) 
E [~2]~ : u~, 0 < x < v, t > o, (4.6) 
~(o , t )  : u(p, t) = o, t > o, (4.7) 
u(x,  0) = : (~) ,  0 < ~ < p. (4.s) 
The series olution u(x, t) defined by (3.9)-(3.11) provides acandidate solution process of problem 
(1.1)-(1.3). Under hypotheses (4.1),(4.2), Fourier coefficients k~ are well-defined numbers for 
n _> 1 and un(x,t) defined by (3.11) is a 2-s.p. with parameters (n,t) E N × [0,c~[. By the 
Riemann-Lebesgue lemma [6], the sequence {k~}~>x is bounded, let 
[k~ I _< L, n >_ 1. (4.9) 
If g(a2) is the density function of 42, then by (4.1) one gets 
= = e-2( '~'~/p) : to(~2 ) &~21 . (4.10) 
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By the mean theorem for improper integrals [7, p. 1130], it follows that 
j~o°° e-2(n~rc~/p)2t g(oL2) do~2 = e-2(n~ra°/P)2t ( fo~g(o:2) doz2) . (4.11) 
By (4.10) and (4.11), it follows that 
e -(nlra/p)~t < e -(slra°/p)2t. (4.12) 
Hence, by (4.9)-(4.12), one gets 
Ik,d II~,,(x,t)ll <_ M ~ e -(n~°/p)~t, (4.13) 
n>l n>_l 
and using Theorem M of Weierstrass, eries (3.9)-(3.11) is uniformly absolutely m.s. convergent 
in a rectangle [0,p] x [to - 6,t0 + 6], for 0 < 6 < to. In an analogous way to Section 3, one proves 
that u(x, t) is a solution of problem (1.1)-(1.3). 
5. ANALYT IC-NUMERICAL  SOLUTION 
WITH RANDOM DATA 
Consider problem (1.1)-(1.3) under hypotheses (3.1), (3.2), (4.1), and (4.2) together with 
c~ 2 and f(x) are independent 2-r.v.s for each x e [0,p]. (5.1) 
Following the steps of Sections 3 and 4, in order to prove that series u(x, t) defined by (3.9)-(3.11) 
is a solution process of problem (1.1)-(1.3), it is sufficient to prove the absolute m.s. convergence 
of series (3.9). It is convenient to show that under hypothesis (5.1), for each (x, t), the random 
variables kn and us(x, t) are independent. First, note that k~ and a 2 are independent for each 
n :> 1 because 
P [ks < ko,a 2 <_ a 2] = P [kn <_ ko/a ~ <_ a 2] P [~2 <_ a02] 
= P [ks _< k0] P [a 2 _ a02], 
because ks does not depend on a 2. Now consider the random variables X = kn, Y = a 2 and the 
continuous functions g(x) = x 2 and h(y) = (e -y(s~/p)2t sin(n~rx/p)) 2. By the independency of 
X = kn and Y = a 2 and Theorem 3 of [8, p. 92], one gets that g(X) = k 2 and h(Y) = (un(x, t)) 2 
are independent 2-r.v.s. Hence, for each, n, x, t, one gets 
I lksus(x, t ) l  I (E 2 2 ~/2 = [ksun(x' t)]) (5.2) 
= (E [k 2] E [u2n(x,t)]) 1/2 = I lkdl I lu.(~,t) l l  • 
From Sections 3 and 4 and (5.2), one gets the absolutely m.s. convergence of series (3.9)-(3.11) 
as well as the proof that u(x, t) defined by (3.9)-(3.11) is a rigorous olution process of problem 
(1.1)-(1.3). 
Prom the results of previous ections, the solution process u(x, t) of problem (1.1)-(1.3) under 
hypotheses (3.1), (3.2), (4.1), (4.2), and (5.1) is given by (3.9)-(3.11). 
The infiniteness of the series (3.9) suggests taking approximate process obtained by truncating 
the series (3.9). Given a positive integer N, we consider the stochastic process ug(x,t) defined 
by 
N 
 N(x, t) = k un( , t), (5.3) 
n=l  
where k~ and u,~(x, t) are defined by (3.10) and (3.11), respectively. 
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Hence, the proposed approximate expectation and variance of the solution process u(x, t) are 
E[uN(x,t)] and Var[uN(x, t)], respectively. The following is addressed to compute these values 
in a practical way. 
Let us begin considering the case where f(x) is a deterministic function and a s is a 2-r.v. In 
this ease, k,~ is a deterministic value and un(x,t) is a 2-s.p. for each n >_ 1. Let g(a 2) be the 
density function of the 2-r.v. a 2 with domain fY. Then 
N 
E [UN( x, t)] = ~ k~E[u~(x, t)] 
= E k~ sin E e - (~/p)h  (5.4) 
= E k,~ sin e-(~'*/P)=ta2g(a2) da 2. 
t 
n=l  
By (2.19) and (5.4), it follows that 
N N 
w [~N(~,tll = Z ~ k~kj Cov[u,(~, t), ~j(~,tl] 
i=1 j : l  
= ~ ~ kikj sin sin Cov e -(alri/p)2t, e -(alrj/p)2t 
i=1 j= l  
= ~ Ekik js in sin I(i,j,t), 
~=1 j=l 
(5.5) 
where 
EXAMPLE 5.1. 
process is given by 
= f~, e (a~r/p)2t('~+~)g(oL2)- " " da 2 (5.6) 
Consider problem (1.1)-(1.3) with p = 1 and f(x) = 1. In this case, the solution 
u(x, t) = _4 ~ 1 e -(2m+l)%rha2 sin(i2m + 1)Trx). 
lr 2m+ 1 
rn=0 
(5.7) 
Suppose that the exact value of the diffusion coefficient a is v /~ and that, by effect of the 
measurement errors, a 2 follows a uniform distribution on the interval [8,12]. 
In this case, we have 
1 if a2 e [8,12], 4 
E [a2] = 10, Var [a2] = ~, and g(a ~) = 4' 
0, otherwise. 
By (5.4) and (5.5), it follows that 
16 N N [ 's in((2i Jr- 1)']l':r) sin((2 j -4- 1)7r:~) . . . .  / 
W[uN(x,t)] = ~ ~ E ~, ~T1) -~¥ i i  1~ + 1,2j + 1,t) , (5.9) 
i=0 j=0 
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where 
12 
I(2i + 1, 2j + 1, t) = 1 f e_((2i+l)2+(2j+l)2)~r:ta2 dc~2 
4A 
116 (j~s12e_(2{+i)2r2ta~ da2) (~812e_(2 j+ i )2~t~2d(~2)  " (5.10) 
In Table 1, we show the results of the expectat ion of the t runcated  process UN(X,t) for N = 1 
and N -- 3 at several points, as well as their  compar ison with respect to the same t runcat ion of 
the determinist ic  t runcated  solut ion of the same order. 
Using formulae (5.9),(5.10), in Table 2 we enclose the values of the var iance of the t runcated 
process UN(X,t) for N = 1, N = 3, and N = 5, at several points (x,t). 
With  respect o the results of the previous example,  it can be shown that  if a 2 follows a uni form 
distr ibut ion on [a, b] and we denote E[c~ 2] = # and a denotes the s tandard  deviat ion of c~ 2, then 
N 
lim E [UN(X,t)] = E knsin (n_px)e_(n~/p)hu" (5.11) 
O'---~0 
n=l 
Table 1. Comparison between UN(X, ~) and E[uN(x, t)]. 
Points Tr. Det. N= 1 Exp. T r .N= 1 Tr. Det. N= 3 Exp. T r .N= 3 
(0.25,0.01) 0.335555 0.337738 0.335597 0.337806 
(0.25,0.1) 0.0000465672 0.0000832763 0.0000465672 0.0000832763 
(0.25,1) 1.23381 x 10 -43 1.1682 × 10 -36 1.23381 x 10 -43 1.168200921 × 10 -36 
(o.5,O.Ol) 
(0.5,0.1) 
(0.5,1) 
(o.95,O.Ol) 
(o.95,o.1) 
(o.95,1) 
0.474546 
0.000065856 
1.74487 X 10 -43 
0.0742354 
0.0000103021 
2.72958 X 10 -44 
0.477634 
0.00011777 
1.65209 x 10 -36 
0.0747184 
0.0000184234 
2.58443 x 10 -37 
0.474487 
0.000065856 
1.74487 x 10 -43 
0.0742621 
0.0000103021 
2.72958 x 10 -44 
0.477539 
0.00011777 
1.652085586 x 10 -36 
0.0747616 
0.0000184234 
2.584431249 x 10 -37 
Table 2. Variance of the truncated process UN(X, t). 
Points Vax. Tr. N = 1 Var. Tr. N ---- 3 Var. Tr. N = 5 
(0.25,0.01) 0.00147766 0.0014822 0.1138170517 
(0.25,0.1) 7.29277 × 10 -9 7.29277 x 10 -9 1.0254744339 
(0.25,1) 2.55733 x 10 -71 2.55733 x 10 -71 4.3288863572 
(0.5,0.01) 0.00295531 0.00294625 0.1138167781 
(0.5,0.1) 1.45855 x 10 -s  1.45855 x 10 -8 1.0254771453 
(0.5,1) 5.1146 × 10 -71 5.11465 x 10 -71 4.3288459877 
(0.95,0.01) 0.0000723216 0.0000729674 0.1138168205 
(0.95,0.I) 3.56934 x 10 -1° 3.56934 x 10 - I°  1.0254728770 
(0.95,1) 1.25165 x 10 -72 1.25165 × 10 -72 4.3288912752 
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Since # = (a + b)/2 and b - a = 2v~a, by (5.4) it follows that 
n=l  (5.12) 
By applying H6pital's rule, it follows that 
e-(n~ /p)2t(~- v~a) _ e-(n~ /p)2t(~ +v~a) 
Fun 
~o 2v/g~ 
= te -('r/p)h~. (5.13) 
Hence, using (5.12),(5.13), one gets (5.11). 
Note that (5.11) shows that in Example 5.1, as well as the deviation of the data in the interval 
[a, b] is smaller, the values of the expectation of the truncated process ug(x, t) are closer to the 
deterministic truncated process taking E[a 2] instead of a 2 in (3.11). 
Let us consider now the case where c~ 2 is a deterministic value and f(x) is a 2-s.p. Then 
un(x, t) defined by (3.11) is a deterministic function and kn defined by (3.10) is a 2-r.v. for each 
n >_ 1. By (2.5) and (5.3), it follows that 
N 
~=1 - -  p E[f(s)lsin ds. (5.14) 
This means that the expectation ofthe truncated stochastic solution process is exactly the trunca- 
tion of the solution of the deterministic problem after taking expectations in problem (1.1)-(1.3). 
With respect o the variance, by (2.19), (5.3), it follows that 
N N 
Va~tu~(x, t)]= ~ ~ u,(x, t)~j(~, t) Cov[k, kj] 
i= l  j= l  
N N 
=EEe-(~r/P) ' ( i2+J2)*s in(~-~)s in(~-~) J ( i , j ) ,  
i=I j=l 
(5.15) 
where, by (2.13), 
4 fo" fo". f~"'~ (~2) 2(i,j)=Cov[k,,k A = ~ sm ~T]  sin r,,(r,s)drds. (5.16) 
EXAMPLE 5.2. To illustrate this situation, let us consider problem (1.1)-(1.3) with p = 1 and 
a 2 -- 10. We suppose now that f(x) is a Wiener's s.p., such that E[f(x)] -- 1 for all x. In 
accordance with (5.14), letting N tend to oc, the expectation of the solution process coincides 
with the exact solution given by (5.7): 
E[u(x, t)] = _4 £ 1 e -1°(2"~+1)%h sin((2m + 1)zrx). 
~r 2m+1 
rn=0 
To deal with the variance, we use (5.15) and (5.16). It is a well-known fact [4, (3.131) and 
Example 4.12] that for a Wiener's process f(x), its covariance function is FH( r  , s) = A rain(r, s), 
where A is called the intensity of the process. Let us assume A = 1. Hence, (5.16) yields 
J(i,j) = 4 ~o I ~o 1 sin(iTrr)sin(jlrs) rain(s, t )dr  ds. (5.17) 
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Table 3. Variance of the truncated process UN (x, t) for N ~- 1, 3. 
Points Var. T r .N= 1 Var. T r .N= 3 
(0.25,0.01) 7.112472530436723 x 10 -7 1.7126296780346854 × 10 -6 
(0.25,0.1) 2.4654355446540834 x 10 -6 2.4659817537563445 × 10 -6 
(0.25,1) 2.0904181577829194 x 10 -28 2.0904181577829194 × 10 -28 
(0.5,0.01) 1.4224945060873449 x 10 -6  1.048007781059795 × 10 -6 
(0.5,0.1) 4.930871089308168 x 10 -6 4.930871089122125 × 10 -6  
(0.5,1) 4.18083631556584 x 10 -2s 4.18083631556584 x 10 -2s 
(0.95,0.01) 3.481091833945981 x 0 - s  6.2194123950285156 x 10 -9 
(0.95,0.1) 1.206670044051265 x 10 -7 1.2062966318462701 x 0 -7  
(0.95,1) 1.0231234704176355 × 10 -29 1.0231234704176355 x 10 -2~ 
Table 4. Variance of the truncated process uN(x,t ) for N = 5, 10. 
Points Var. Tr. N = 5 Var. Tr. N = 10 
(0.25,0.01) 1.710516063341605 x 10 -6 1.7104109505206719 x 10 -6 
(0.25,0.1) 2.4659817537563445 x 10 -6 2.4659817537563445 x 10 -6 
(0.25,1) 2.0904181577829194 x 10 -28 2.0904181577829194 x 10 -28 
(0.5,0.01) 1.0517921227091617 x 10 -6 1.0517893550169539 x 10 -6 
(0.5,0.1) 4.930871089122125 x 10 -6 4.930871089122125 x 10 - s  
(0.5,1) 4.18083631556584 x 10 -2s ''! 4.18083631556584 x 10 -2s 
(0.95,0.01) 1.6091981736411067 x 10 -9 1.5901330287779157 x 10 -9 
(o.95,o.1) 
(0.95,1) 
1.2062966318462701 x 10 -7 
1.0231234704176355 x 10 -29 
1.2062966318462701 × 10 -7 
1.0231234704176355 x 10 -29 
Us ing  (5.15) and  (5.17),  we compute  the  var iance  of  the  t runcated  process  for d i f ferent  o rders  of  
t runcat ion  and  d i f fe rent  po in ts .  The  resu l ts  are  enc losed  in Tab les  3 and  4. 
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