We analyze a multi-echelon inventory system with inventory stages arranged in series. In addition to traditional forward material flows, used products are returned to a recovery facility, where they can be stored, disposed, or remanufactured and shipped to one of the stages to reenter the forward flow of material. This system combines the key elements of two simpler systems: the series system studied by Clark and Scarf (1960) and the single-stage remanufacturing systems studied by Simpson (1978) and Inderfurth (1997) . We focus on identifying the structure of the optimal remanufacturing/ordering/disposal policy for such a system. In particular, we investigate whether the optimal policy inherits the basic structural properties of the simpler systems. We show that if remanufactured items flow into the most upstream stage, then this is the case. Specifically, the system can be solved by decomposition into a sequence of single-stage systems, with each downstream stage following an echelon basestock policy and the most upstream stage following a three-parameter policy with a simple (and intuitive) structure. We show that similar results hold when remanufactured products flow into a downstream stage -however, in this case some modifications must be made. In particular, the definition of echelon inventory must be adjusted for stages upstream of the remanufacturing stage, and disposal of used items can no longer be allowed. We also compare the information required for managing this system to that required in the Clark and Scarf or Inderfurth settings, and point out how the requirements are somewhat different depending on whether remanufacturing occurs upstream or downstream.
Introduction
Product remanufacturing -the transformation of used items into usable products through refurbishment, repair, upgrading, etc. -plays an important role in the overall production and distribution system for a wide variety of products. Many companies voluntarily collect used products to recover residual value, and may even design their products to maximize this value.
Examples include single-use cameras (Kodak, Fuji), toner cartridges (Xerox, Canon, HewlettPackard), personal computers (IBM) and communication network equipment (Lucent). In other cases, firms take back used items because they are legally required to do so. In several countries, particularly in Europe, such take-backs are mandatory for products such as automobiles, electronic goods and packaging, due to environmental concerns. (See, for example, Frankel 1996 , Diem 1999 , Schenkman 2002 , Thorn and Rogerson 2002 Once in possession of used products, these companies need to find the most economically (and environmentally) beneficial way of dealing with them -and often remanufacturing is part of the solution.
Whether the incentive to recover and recycle/remanufacture used products is based on economics or regulations, these activities complicate a firm's production and distribution operations. Historically, most supply chains have been designed around forward material flows.
A large body of research provides insights for managing such forward-oriented supply chains, while more recent research provides insights for managing single-stage inventory systems with reverse flows. The research question addressed here is: What is the optimal policy for managing a multi-echelon inventory system that also includes the reverse flows associated with product recovery and remanufacturing? Putting it another way: To what extent can the insights regarding the management of simpler systems-i.e., without remanufacturing or without multiple stagesbe successfully applied to more complex systems with both features? This paper addresses these questions by studying a serial multi-echelon inventory system with stochastic end-product demand and stochastic returns of used products. Used products arrive at a separate remanufacturing facility, where they are stored until being either remanufactured or disposed. After remanufacturing, items are shipped to one of the stages in the series system, where they rejoin the forward flow of materials. This basic setting describes (or approximates) many remanufacturing environments found in practice. For example, consider the case of toner cartridges. In that context, remanufacturing corresponds to cleaning and inspecting the used cartridges. After this is done, the cartridges join the stock of clean cartridges (including those new cartridges that have arrived from upstream production steps) waiting to be filled. The existence of the second (i.e., used) stream of cartridges complicates the management of the (forward) multi-echelon system, and the existence of other processing steps (upstream and downstream) complicates the decision of when and if to remanufacture the used cartridges.
We show that if remanufactured items flow into the most upstream stage, then the optimal policy for the system can be easily characterized. The system can be solved by decomposition into a sequence of single-stage systems, and the optimal policy for each singlestage system has a simple (and intuitive) form, which makes the policy easy to implement in practice. If remanufactured products flow into a downstream stage, however, similar structural results can only be achieved after some modifications -the definition of echelon inventory must be adjusted for stages upstream of the remanufacturing stage, and disposal of used items can no longer be allowed. We also compare the information required for managing this system to that required in simpler settings, and point out how the requirements are somewhat different depending on whether remanufacturing occurs upstream or downstream. In other words, we identify situations in which existing insights regarding the management of multi-echelon inventory systems and systems with product remanufacturing can be combined in a natural way.
For such situations, this paper adds to the relatively small number of settings to which the classic multi-echelon inventory results of Clark and Scarf (1960) can be extended. However, we also show that simply combining insights from simpler models may break down in some cases.
As suggested by the preceding discussion, this paper is related to and draws on two primary streams of research. The first stream studies control policies for periodic-review, multiechelon inventory systems, and traces its roots to Clark and Scarf (1960) . They show that a series system can be decomposed into a series of single-stage problems, each having a simple optimal policy. For the infinite-horizon case, Federgruen and Zipkin (1984) show that these results still hold, and Chen and Zheng (1994) provide a simple way of proving the optimal policy structure. Chen (2000) shows that an policy is optimal in a similar system with batch ordering. ) , ( nQ r For a finite-horizon model, Fukuda (1961) extends Clark and Scarf (1960) to include an option to dispose of items in stock (by passing them upstream), but does not consider exogenous returns. Schmidt and Nahmias (1985) characterize the optimal policy for an assembly system with two components. For an infinite-horizon model, Rosling (1989) shows that an assembly system can be reduced to a series system so that the results in Clark and Scarf (1960) apply. Due to the complexity of multi-echelon inventory systems, the simple structural results of Clark and Scarf (1960) have been successfully extended to only a relatively small number of settings. A substantial body of work has focused on approximation schemes for more general multi-echelon structures -see Federgruen (1993 ), van Houtum et al. (1996 and Diks et al. (1996) for reviews.
The earliest research related to inventory management in systems with product returns can be found in the literature on repairable-items inventory systems. See Guide and Srivastava (1997) for a review. This literature assumes that product returns and demands are perfectly correlated -i.e., a demand occurs when a worn-out product is returned for repair. Such perfect correlation generally does not hold in systems with product recovery and remanufacturing. As a result, inventory levels in such systems may actually increase if returns exceed demands over some period of time, thus complicating the analysis.
Research on inventory management in remanufacturing systems with a more general relationship between stochastic demands and returns is more directly relevant to the problem studied here. (For reviews of this work, see Fleischmann et al., 1997, and van der Laan et al., 2004) . This research generally falls into one of two categories. The first comprises continuousreview models, which generally assume a particular policy structure (e.g.,
) and focus on deriving cost expressions and selecting optimal policy parameters within that policy structure.
Examples include Heyman (1977) , Muckstadt and Isaac (1981) , van der Laan et al. (1996) , van der Laan and Salomon (1997), and van der Laan et al. (1999) .
A second category focuses on periodic-review models with stochastic demand, typically addressing the problem of identifying the structure of the optimal control policy. Much of this work assumes that recovered items are returned directly to usable inventory. For such systems, Heyman and Sobel (1984) point out that Scarf's (1960) proof of the optimality of an (s,S) policy still works for possibly negative net demand (i.e., demands minus returns). Fleischmann (2000) and Fleischmann et al. (2002) extend this result to the infinite-horizon case. explore the steady-state behavior of a series system in which recovered items are returned directly to stock, and study an assembly system under the same assumption. Simpson (1978) studies a single-stage system with a more complex structure -returned items arrive at a separate remanufacturing facility and can be disposed of or held for some time before they are remanufactured and join the inventory of serviceable items. Assuming zero procurement lead times, he establishes the optimality of a three-parameter policy consisting of remanufacture-up-to, order-up-to and dispose-down-to levels. Inderfurth (1997) extends those results to the case of positive but identical lead times for ordering and remanufacturing, and argues that if lead times are not identical then the optimal policy will be more complicated. Kiesmueller and Minner (2003) and Kiesmueller and Scherer (2003) explore computation and approximation of the optimal policy parameters for a system with identical lead times, while Mahadevan, et al. (2003) , Kiesmueller (2003) and Teunter, et al. (2004) explore heuristic approaches for the case of non-identical lead times.
To place this paper in the context of the literature described above, it brings together the multi-echelon structure considered by Clark and Scarf (1960) and the remanufacturing structure examined by Simpson (1978) and Inderfurth (1997) .
The remainder of the paper is organized as follows. Section 2 presents the basic model used in the analysis, while Sections 3 and 4 refine the model to address the cases of upstream and downstream remanufacturing, respectively, and explore the structure and characteristics of the optimal policy for those cases. Section 5 summarizes our results.
Basic model
Consider an -stage serial multi-echelon inventory system, where items ordered from an outside supplier arrive at stage and customer demands occur at stage 1. In addition, used items flow from customers back into the system, arriving at a separate recovery facility. This The system is operated under periodic review over a finite horizon of periods, and the sequence of events that occur in each period is: in-transit items due this period arrive; the system manager observes the serviceable inventory at each stage, the inventory in transit to each stage, and the used inventory at the recovery facility; decisions are made regarding how many serviceable items to order from upstream at each stage, how many used units to remanufacture, and how many used units to dispose; demand is experienced at stage 1 and used items are returned to the recovery facility; costs are incurred based on inventory levels at the end of the period.
n Demands and returns in a given period may be correlated, but both are assumed to be independent of demands and returns in other periods. This is an approximation, since returns can only occur as the result of prior demands. A similar issue arises in inventory systems without returns -since no product has an unlimited market, current demands actually depend on prior demands. In practice this dependency is rarely modeled, since the effect is relatively small in most cases, and modeling the dependency adds significant complexity. For similar reasons the independence assumption is common in the literature on systems with returns, although the rationale for dependence is somewhat stronger here. Fleischmann (2000) provides a more detailed justification of the independence assumption (including some empirical evidence). ). This assumption is also required in Inderfurth (1997) 
returns in a single period, a nonnegative random variable (
echelon net inventory at stage i prior to arrival of shipment, 2 , indicates a salvage value for disposed items. To streamline the exposition, we assume throughout that , but this assumption is not required. With n periods remaining we seek values of ( ), and that minimize the expected discounted cost of operating the system over the planning horizon.
To accurately model the problem we need to treat upstream and downstream recovery separately. The next section treats upstream recovery, while downstream recovery is handled in Section 4.
Upstream Product Recovery
For the case of upstream recovery, the in-transit vector includes both remanufactured items and new items flowing into stage 2. Given this definition, echelon net inventory for each stage and echelon inventory positions and are defined in the traditional way.
We make the standard transformation to echelon holding costs: is the echelon 2 holding cost rate, is the echelon 1 holding cost rate, and is the holding cost rate on used items at the recovery facility or in transit to stage 2. Also, to make the problem economically interesting, assume that it is better to order new units than to endure shortages ( ), and that when used units are available it is cheaper to remanufacture a used unit than to order a new unit and dispose of the used unit (
) or hold the used unit until the end of the horizon (
. This rules out cases where storing serviceable items is so much less costly than storing used items that holding cost savings alone provide incentive for remanufacturing. This condition clearly holds if used items are cheaper to store than serviceables, but will also hold in more general situations.
Assume a terminal value of zero for all system states at the end of the planning horizon.
Since shipments initiated in periods 1 L n ≤ incur shipment costs but cannot reduce shortage costs before the end of the horizon (due to the shipment lead time), we have for . The decision whether to dispose or hold used units during these periods can be determined through simple trade-offs between the unit costs of those options. Since all decisions can be easily determined for , we focus on
We make the standard adjustments to accommodate the lead time 
The transition rule for the system is as follows. If the system begins a period in state , actions are taken, D units are demanded and R units are returned, then the system ends the period (and begins the following period) in the state
Then letting be the minimum expected total discounted cost over an n -period horizon when starting in state , we have
(Since holding costs on remanufactured items in transit to stage 1 are captured when the remanufacturing decision is made -i.e., in the coefficient of -these costs are omitted in the above expression for items already in transit at the beginning of period . These omitted costs do not affect the optimization.) u z n An examination of (1) and the constraint ). In order to show that the optimal solution to (1) inherits the basic structural properties of the solutions to the simpler systems, we need to demonstrate that a) despite the additional state and decision variables associated with stage 1, the system in (1) can be decomposed into two single-stage problems as in Clark and Scarf (1960) , and b) the threeparameter policy described by Simpson (1978) and Inderfurth (1997) is still optimal for stage 2 after the addition of the induced penalty cost from stage 1.
To these ends, define to be the minimum expected discounted cost at stage 1 over an -period horizon, considering only stage 1 costs and ignoring potential upstream shortages that could prevent stage 1 from ordering its desired quantity -i.e.,
. The optimal policy with n periods remaining is to order up to a base-stock level, say . The following proposition now establishes the decomposition result -all proofs appear in the Appendix.
The optimal policy at stage 1 is to set . Since echelon 2 net inventory may limit stage 1's actual order, stage 2 is charged the induced penalty cost
The remanufacturing/ordering/disposal decision facing stage 2 and the recovery facility can now be described by the recursion
where
Since shipments (new or remanufactured) to stage 2 initiated in periods
shipment costs but cannot reduce shortage costs before the end of the horizon (due to the shipment lead times), we have for 0 
we again make the standard adjustments to accommodate the lead time , which allows us to express the problem in terms of the inventory position . (Similar to above, this adjustment requires dropping some constants that do not affect the optimization -in this case stage-2 holding and induced penalty costs incurred
where , and
The problems studied by Simpson (1978) and Inderfurth (1997) are identical to (4), except that they do not include the term in . However, those papers only require that is convex, which holds here since Clark and Scarf (1960) showed convexity of . As a result, application of the results for single-stage systems with remanufacturing (after a minor extension to allow for non-zero disposal costs) allows us to complete the characterization of the optimal policy. The optimal policy stated in Proposition 2 is depicted in Figure 2 (which is identical to Figure 3 in Simpson (1978) , and can be summarized as follows:
• If the echelon 2 inventory position is less than n θ , remanufacture up to n θ if possible. If there are insufficient used items to achieve this, remanufacture all used items.
• After remanufacturing, if the echelon 2 inventory position is less than n δ , place an outside order to bring this level up to n δ .
• After the remanufacturing and ordering decisions, if the sum of used inventory at the recovery facility and echelon 2 inventory position is greater than 
Computing the Optimal Policy
Propositions 1 and 2 imply that the optimal policy for the two-stage system (1) can be obtained by solving two single-stage dynamic programs (2) and (4), where (2) is the same as a single stage in a series system without remanufacturing. The process of solving (2) also computes the induced penalty cost function for use in solving (4). Simpson (1972) presents an algorithm that can be modified slightly to compute the optimal policy parameters for (4). Define minimand of (4). The basic algorithm is as follows:
. The optimal n δ is the first value of such that
2) Compute the following three costs for
(Remanufacture all but one used item, hold the last one)
Stop at the first such that b) or c) is smaller than a); then
(If the condition fails to hold before reaches some high threshold, set
for all reasonable values of I and J using (4) and Proposition 2. Then set equal to n 1 + n and return to step 1).
Implementing the Optimal Policy
For upstream remanufacturing, implementing the optimal policy at stage 1 would require the same information as in the Clark and Scarf setting. Managing stage 2 would require the same information as in the Inderfurth setting, except that net inventory would now be echelon inventory.
Downstream Product Recovery
Suppose product recovery occurs downstream. At stage 1, echelon inventory position is defined in the standard way, where (similar to upstream recovery) the vector of shipments to stage 1 includes shipments from stage 2 and also shipments from the recovery facility. The presence of product recovery at a downstream stage, however, results in some ambiguity when defining echelon net inventory for stage 2. The key question is: Should used items at the recovery facility be included in echelon 2 net inventory? Plausible arguments can be made both for and against inclusion, and in fact it is not clear that either choice would always be preferred or yield nice structural results. On one hand, the recovery facility can be viewed as actually being parallel to stage 2 in the system structure, not downstream, and it serves as a second source for stage 1. Seen in this light, it seems natural not to include used units in echelon 2 net inventory. On the other hand, stage 1 has access to units at the recovery facility without having to go through stage 2 to get them -i.e., the units at that facility can be viewed as "potential" units for stage 1 (and thus "potential" units downstream of stage 2). This would suggest that it is more natural to include these units in echelon 2 net inventory, but perhaps only partially.
It turns out that it is actually more convenient to (fully) include units at the recovery facility in the definition of echelon 2 inventory. This choice will be formally validated later based on the structural results that can be obtained using that definition, but we provide some intuition for the choice here. Assume for now (to be shown formally later) that, like the policy described in Proposition 2, the optimal policy for managing stage 1 and the downstream facility always chooses to remanufacture used units (if available) before choosing to order new units from stage 2. Under such a policy, the items at the recovery facility can now in fact be seen as being downstream from stage 2 -almost as if they are "stalled" in the pipeline (ahead of any units at stage 2) just waiting to be activated by a remanufacturing decision. As a result, we define echelon 2 net inventory to be , and define echelon 2 inventory position in the natural way. The above logic breaks down if some used items at the recovery facility are disposed. (In that event, some of the items at that facility would not end up being downstream of the items at stage 2.) In fact, allowing disposal in the case of downstream recovery disrupts the problem structure in a way that prevents decomposition of the problem along the lines of Clark and Scarf (1960) . This decomposition requires that the only impact that echelon 2 inventory has on the optimal action at stage 1 is to potentially limit the amount that can be shipped to stage 1. An optimal decision regarding disposal of used units at stage 1, however, would require knowledge of how many units were in transit to stage 2. If few units were due to arrive at stage 2 in the next few periods, stage 1 would want to keep the used units as an alternative source of supply; otherwise it would be more willing to dispose of them. For the remainder of this section assume that disposal is not allowed when product recovery occurs downstream as illustrated in Figure   1b . (Recall that this issue does not arise in single-stage systems with remanufacturing, or multiechelon systems with upstream recovery.)
We again shift from local holding costs and to echelon holding costs and . Also, since used items are included in echelon net inventory for stage 2, we make the same transformation for used holding costs, i.e., . Similar to the case of upstream recovery, assume that
Assuming a terminal value of zero for all system states at the end of the planning horizon, we again have that ordering is never optimal near the end of the horizon, i.e., for and for ; we focus our analysis on
We again charge stage-1 holding and shortage costs in period 1 L n − to period ; in the process we drop holding and shortage costs associated with stage 1 and the remanufacturing facility for periods through period
. (These are constants that do not affect the optimization). After these adjustments, let be the minimum expected total discounted cost over an n -period horizon when starting with inventory and on-order levels represented by the vector . Then
where and
As was the case with upstream recovery, the relationship of (5) Let be the minimum expected discounted cost at stage 1 and the recovery facility with periods remaining, ignoring potential upstream shortages that could prevent stage 1 from ordering its desired quantity, i.e.,
. At the time that downstream decisions must be made the echelon net inventory at stage 2 is , so the optimal downstream actions can be determined by solving
The following result states that the resulting optimal policy is a modified version of the optimal Simpson/Inderfurth policy. has no impact on the remanufacturing decision. Its only impact on stage 1 decisions is to limit the ability to order new units up to the optimal target n δ -i.e., just like in a simple series system without remanufacturing. This allows us to establish the decomposition result for the case of downstream recovery.
Proposition 4.
There exist functions such that for ) , (
The decomposition relies on charging stage 2 the induced penalty cost ,
The problem of managing inventory at stage 2 can then be written as
As noted earlier, for . For 0
we again make the standard adjustments to accommodate the lead time , which allows us to express the problem in terms 2 L of the inventory position . (In the process we drop constant terms corresponding to stage-2 holding and induced penalty costs incurred from period through period .) With these adjustments, (8) is equivalent to
Note that (9) has the same form as stage 2's problem in Clark and Scarf (1960) , except that here is based on a more complex downstream problem (including remanufacturing).
If we can verify that is still convex in our setting, then a base-stock policy is again optimal for the upstream stage. Proposition 5 establishes that result.
Proposition 5. If product recovery occurs downstream, then the optimal ordering policy at stage 2 in period n is to order up to some base-stock level .
* 2n
x
Computing the Optimal Policy
Propositions 3 -5 again imply that the optimal policy for the two-stage problem (5) can be obtained by solving the two single-stage problems (7) and (9). Once the induced penalty cost function is constructed, (9) is just the same as a single stage in a series system without remanufacturing. Problem (7) can be solved using a variation of the algorithm at the end of Section 3. In this case (due to the lack of a disposal option) we omit the disposal variable (so that the cost function being computed is now = ) , , , (
minimand of (7)) and drop
Step 3) and the cost computed in Step 2b). Since the induced penalty cost function can be expressed as
these values are automatically computed for during
Step 1) of the algorithm. All that remains is to compute the quantity for values
Implementing the Optimal Policy
For downstream remanufacturing, implementing the optimal policy at stage 1 would require the same information as in the Inderfurth setting. In addition to the information traditionally required in the Clark and Scarf setting, managing stage 2 would also require knowledge of the inventory at the remanufacturing facility (and in transit from there to stage 1). Since this information would not automatically be visible to stage 2 (and could not be simply reconstructed based on the orders placed by stage 1, since stage 1 orders are not necessarily equal to demand in this setting), this information would need to be made explicitly available.
Conclusions
In this paper we have explored the impact of introducing a product recovery and remanufacturing operation into a multi-echelon inventory system with serial structure. We have shown that if remanufactured products enter the forward stream of materials at the most upstream stage, then the optimal policy for managing the system is simply a natural combination of the optimal policies for managing a traditional series system without remanufacturing and a single-stage system with remanufacturing. In particular, the problem can be solved by decomposing it into a sequence of single-stage problems, and the optimal policy for each singlestage problem has a fairly simple structure. If instead remanufactured products flow into a downstream stage, however, similar structural results can only be achieved after some modifications -the definition of echelon inventory must be adjusted for stages upstream of the remanufacturing stage, and disposal of used items can no longer be allowed. We also compared 23 the information required for managing this system to that required in the Clark and Scarf or Inderfurth settings, and point out how the requirements are somewhat different depending on whether remanufacturing occurs upstream or downstream.
One possible extension of this work would be to explore the infinite-horizon case -we conjecture that the optimal structure identified here would still hold in that case. (In a system without a separate remanufacturing facility, show that the optimal policy structure is preserved when moving to an infinite horizon.) One could also explore whether the results here could be extended to an assembly system, perhaps exploiting the series-system equivalence established by Rosling (1989) for systems without returns. In a system without a separate remanufacturing facility, show that this equivalence holds only under restricted circumstances in systems with returns. With a separate remanufacturing facility (as in the system considered here) it seems unlikely that nice structural results can be obtained.
Proof of Proposition 1. The proof is by induction. The result clearly holds for , and the remainder of the proof is similar to standard arguments for a series system without remanufacturing -see, for example, Zipkin (2000) , Theorem 9.8.1.
1 L n = Proof of Proposition 2. The minimand in (4) has nearly the same form as that studied by Simpson (1978) , where the author also observes that his results extend to the case of a salvage value for disposal of used units ( ). Methodology similar to that in Simpson (1978) can be used to handle the case of -for the sake of brevity we omit the arguments here.
Characterization of optimal policy parameters: Upstream recovery
. We will use the notation 
If
, then the solution in (A1) is optimal for (7) as well -i.e., and , so the result holds.
Then since the minimand in (5) 
Consider initial inventory satisfying (A2), and consider a decision with and , so that inventory after ordering/remanufacturing is , where and
. We will show that this is never optimal -it is better to remanufacture up to and .
Now consider instead an initial inventory pair . Due to convexity and the fact that , it would be optimal to move from to
where the inequality follows from convexity. A simple inductive argument shows that , so (A5) is at least . This implies that (A3) is nonpositive -i.e., it is better to move to than to stay at . This argument holds for any , so 
The minimization term matches (7), so Proposition 3 gives the solution. Note that the value of the minimization term is equal to 
