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Strong synthetic magnetic fields have been successfully implemented in periodically driven optical
lattices. However, the interplay of the driving and interactions introduces detrimental heating, and
for this reason it is still challenging to reach a fractional quantum Hall state in cold-atom setup. By
performing a numerical study, we investigate stability of a bosonic Laughlin state in a small atomic
sample exposed to driving. We identify an optimal regime of microscopic parameters, in particular
interaction strength U and the driving frequency ω, such that the stroboscopic dynamics supports
the basic ν = 1/2 Laughlin state. Moreover, we explore slow ramping of a driving term and show
that the considered protocol allows for the preparation of the Laughlin state on experimentally
realistic time scales.
I. INTRODUCTION
Cold atoms in optical lattices provide a highly tunable
platform for quantum simulations of relevant many-body
Hamiltonians [1, 2]. Since early experiments with quan-
tum gases, there has been a strong interest in the real-
ization of fractional quantum Hall (FQH) states in these
setups [3–12]. Despite numerous experimental achieve-
ments and a variety of theoretical proposals, FQH physics
has still not been reached in cold-atom experiments.
A milestone in the field has been recently achieved by
the realization of artificial gauge potentials [13–23]. In
particular, the topological index of a resulting energy
band of an optical lattice featuring a strong synthetic
magnetic field has been directly probed [17]. At first
glance, both key requirements for the emergence of FQH
states - atomic interactions and strong synthetic mag-
netic fields - are now experimentally available. However,
there are several specific details in the implementation of
strong synthetic magnetic fields for cold atoms that make
the realization of FQH states still challenging.
The most advanced recent realizations of artificial
gauge potentials exploit periodically driven optical lat-
tices [14–23]. Using Floquet theory, the stroboscopic
dynamics of a non-interacting driven system can be re-
lated to an effective time-independent Hamiltonian [24–
27]. This approach - Floquet engineering - enriches the
set of quantum models that can be simulated in cold-
atom experiments. However, general arguments and nu-
merical studies [28–30] suggest that the interplay of in-
teractions and driving in a thermodynamically large sys-
tem introduces heating, leading to a featureless infinite-
temperature state in the long-time limit.
Although this general result might sound discourag-
ing, the heating process can be very slow in some driven
systems for specific regime of microscopic parameters.
There, the system can be described by a physically in-
teresting “prethermal” Floquet state on experimentally
relevant time scales [31–37]. Moreover, the onset of ther-
malization in a finite-size interacting system may exhibit
unexpected features, not found in the thermodynamic
limit [38, 39]. Heating rates and resulting instabilities
have been recently investigated both theoretically and
experimentally for the driven Bose-Hubbard model in the
weakly interacting regime [33, 40–42].
In this paper, we consider small systems of several in-
teracting bosonic atoms in a periodically driven optical
lattice featuring synthetic magnetic flux. The focus of
our study is on finding optimal microscopic parameters
that would allow to prepare and probe the basic bosonic
Laughlin state in this setup. To this end, we employ
exact numerical simulations of the driven Bose-Hubbard
model [43] for small system sizes.
From one point of view, it is expected that a small
driven system exhibits low heating rates for a driving
frequency set above a finite bandwidth of an effective
model [28]. However, driving a system with such a high
frequency may lead to undesirable effects, such as cou-
pling of the lowest band to higher bands of the underlying
optical lattice, thus making the initial description based
on the lowest-band Hubbard model inapplicable. These
effects have been addressed in a recent study [44] where
an optimal intermediate frequency window for Floquet
engineering has been established.
In our study, we go a step further in the search for the
optimal regime that might allow for the bosonic Laugh-
lin states under driving. In particular, for a realistic,
intermediate value of a driving frequency, the interaction
term complicates the effective model by introducing sev-
eral higher-order terms. Their effect on the topological
states has been addressed only recently [45, 46] and it
has been found that typically these terms work against
the topological state. For this reason, the stability of the
Laughlin state at intermediate driving frequency requires
a separate study, that we perform here. Moreover, we nu-
merically investigate an experimentally relevant prepara-
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FIG. 1. Lattice geometry used throughout the paper. The
parallelogram gives the exemplary lattice size (Lx, Ly) =
(4, 8). The color scale is defined by mod (m + n, 4), in
accordance with the driving term from Eq. 1. The vectors
R1 = 4 ex,R2 = −ex + ey are used to implement periodic
boundary conditions. The small rectangle gives the magnetic
unit cell for the effective model in Eq. (3).
tion protocol for the Laughlin state in a driven system
[47]. For a reference, we note that a simpler, but closely
related question concerning the static (undriven systems)
has gained lot of attention [6, 7, 11, 48].
The paper is organized as follows: in Section II we
introduce the model under study and briefly review key
features of the particle-entanglement spectra that we will
exploit in the identification of the Laughlin-like state.
Then, in Subsection III A we investigate general heating
effects of interacting bosons exposed to the driving. By
extending this approach, in Subsection III B we construct
the stroboscopic time-evolution operator and inspect its
eigenstates in order to identify possible FQH states. Fi-
nally, in Section IV we address the possibility of accessing
these states in an experiment through a slow ramp of the
driving term.
II. MODEL AND METHOD
In this section we first introduce the driven model and
explain the basis of Floquet engineering. Then we sum-
marize several key features of the particle-entanglement
spectra that we use to characterize the bosonic Laughlin
states.
A. Driven model
Properties of bosonic atoms in a deep optical lattice
can be realistically described within the framework of
the Bose-Hubbard model [1]. We consider a basic driv-
ing scheme [43] that introduces a uniform, synthetic mag-
netic flux into a square optical lattice here spanned by the
two vectors ex and ey. The corresponding Hamiltonian
is given by the driven Bose-Hubbard model
Hˆ(t) = −Jx
∑
m,n
(
aˆ†m+1,naˆm,n + h. c.
)
− Jy
∑
m,n
(
eiωtaˆ†m,n+1aˆm,n + h. c.
)
+
κ
2
∑
m,n
sin (ω t− (m+ n− 1/2)φ) nˆm,n
+
U
2
∑
m,n
nˆm,n(nˆm,n − 1), (1)
where operators aˆm,n (aˆ
†
m,n) annihilate (create) a boson
at lattice position (m,n), and local density operators are
nˆm,n = aˆ
†
m,naˆm,n. Jx and Jy are tunneling amplitudes
and U is the on-site local repulsive interaction. We use
the units where ~ = 1 and the lattice constant a = 1.
The driving scheme is defined by the driving frequency
ω, the driving amplitude κ and by a phase φ. In the
following we set φ = pi/2 and κ/ω = 0.5. These val-
ues were recently used in an experimental realization of
the Harper-Hofstadter model [17]. The derivation of this
model is briefly reviewed in Appendix. We assume peri-
odic boundary conditions implemented using the vectors
R1 = 4 ex,R2 = −ex + ey, as presented in Fig. 1. This
choice is compatible with the driving term and it allows
us to exploit translational symmetry by working in the
fixed quasi momentum basis.
Formally, by using the Floquet theory [24, 25, 49], it
can be shown that the full time-evolution operator cor-
responding to this model is given by
Uˆ(t, t0) = e
−iKˆ(t)e−i(t−t0)HˆeffeiKˆ(t0), (2)
where Kˆ(t) is a periodic “kick” operator Kˆ(t) = Kˆ(t +
2pi/ω) and Hˆeff is a time-independent effective Hamilto-
nian. The full-time evolution operator is periodic as well
and consequently the (quasi) eigenenergies of Hˆeff are
defined up to modulo ω. The last equation gives formal
mapping of a periodically driven system to an effective
model that captures the stroboscopic time-evolution of
the model.
In the non-interacting regime, U = 0, there are sev-
eral well controlled approximations to obtain the effective
Hamiltonian. These techniques are the essence of Flo-
quet engineering - an approach where the driving scheme
is implemented in such a way to yield a sought-after ef-
fective model. However, according to general analytical
arguments and numerical insights, the corresponding ef-
fective model of a driven interacting many-body system
in the thermodynamic limit exhibits nonphysical features
[28, 29]. In particular, the system thermalizes and in the
long-time limit its steady state is a featureless, infinite-
temperature state, independent of the initial state.
Here we consider small samples of several bosonic
atoms. Due to a finite spectrum bandwidth, we expect
the high-frequency expansion to be relevant for a finite
3range of the driving frequency. Within these assump-
tions, the leading-order (in 1/ω) effective Hamiltonian
is
Hˆeff = −Jx
∑
m,n
(
aˆ†m+1,naˆm,n + h. c.
)
− J ′y
∑
m,n
(
ei(m+n)φaˆ†m,n+1aˆm,n + h. c.
)
+
U
2
∑
m,n
nˆm,n (nˆm,n − 1) . (3)
The Hamiltonian (3) features complex hopping phases
ei(m+n)φ that result in a uniform synthetic magnetic flux
φ per lattice plaquette. Due to the driving, the renor-
malized hopping amplitude along the y direction turns
into
J ′y ≡
κ
2ω
sin(φ/2) Jy. (4)
For the values φ = 2piα, where the flux density α is set to
α = 1/4, and κ/ω = 0.5, the tunneling amplitude along
y direction in the effective model is J ′y ≈ Jy × 0.1768.
In a certain regime of microscopic parameters, the
ground state of the model defined in Eq. (3) is given
by the lattice version of the Laughlin state [7, 9, 50–
52]. The Laughlin state is stabilized for the filling factor
ν = Np/Nφ = 1/2, where Nφ = αLx × Ly is the to-
tal number of fluxes (Nφ being an integer) and Np is
the number of bosons, and for a strong-enough repul-
sion U . Another important requirement for the Laugh-
lin state is to avoid the strong hopping anisotropy and
to keep Jx ≈ J ′y, so we set Jx = 0.2Jy. We con-
sider system sizes Np = 4, 5, 6 and the respective lat-
tices sizes (Lx, Ly) = (4, 8), (4, 10) and (4, 12), see Fig. 1,
where we expect the ground state to correspond to the
ν = 1/2 Laughlin state. The Hilbert space sizes for
kx = ky = 0 are dimH = 6564, 108604, and 1913364
respectively. For this choice of microscopic parameters,
the model ground state of Eq. (3) is approximately two-
fold degenerate. The two ground-states are found in the
sectors kx = 0, ky = 0 and kx = 0, ky = pi. We denote
them by |ψ0,0LGH〉 and |ψ0,piLGH〉.
As we are mainly interested in the driven regime, it is
not only the ground state, but the full spectrum of the
model from Eq. (3) that plays a role. A rough argument
is that the system does not absorb energy provided that
the driving frequency ω is set above the bandwidth of
the effective model. Several spectra of the model from
Eq. (3) for kx = 0, ky = 0 are presented in Fig. 2(a).
It can be seen that the ground-state energy is weakly
affected by the value of U ≥ Jx, while the top part of the
spectrum with few states is found at UNp(Np−1)/2. For
higher values of U the spectrum splits into bands where
the lowest band corresponds to the hard-core bosons and
higher bands include double and higher occupancies.
B. Particle-entanglement spectra
There are several ways to characterize the ground-
states of the model from Eq. (3) as the Laughlin states.
Usually, the starting point in this direction is the iden-
tification of the two-fold degeneracy expected in the im-
plemented torus geometry for ν = 1/2. Another relevant
quantity is the overlap of the numerically obtained state
with the Laughlin analytical wave function in the torus
geometry [9, 52]. A more direct evidence can be obtained
through the calculation of the relevant topological index
(Chern number) or the quantized Hall conductance. One
more convincing approach, that we pursue here, is based
on the analysis of the entanglement spectra of the rele-
vant states.
In the following we will use the particle-entanglement
spectrum (PES) [52, 53] to distinguish possible topolog-
ically non-trivial states. In order to obtain this type of
entanglement spectrum, we partition Np particles into
two sets of NA and NB = Np−NA particles. For a given
mixed state ρ, we construct a reduced density matrix
ρA = trBρ by performing a partial trace over NB par-
ticles. The resulting PES is given by − ln ξn, where ξn
are eigenvalues of ρA. The related particle-entanglement
entropy is given by [54, 55]
SA = −tr (ρA ln ρA) . (5)
By partitioning particles, we keep the geometry of the
system unchanged. For this reason, we will inspect the
PES for the different momentum sectors kAy of the re-
maining NA particles. An example of a PES is pre-
sented in Fig. 2(b). As proposed in Refs. [52, 53], we
have considered the incoherent superposition of the al-
most twofold degenerate ground state of Eq. (3) as the
density matrix
ρGS =
1
2
(
|ψ0,0LGH〉〈ψ0,0LGH|+ |ψ0,piLGH〉〈ψ0,piLGH|
)
. (6)
For simplicity, we only present the PES for the two mo-
menta kAy = 0 and k
A
y = pi/6. We observe a clear particle-
entanglement gap ∆. In addition, the counting of low-
lying modes below this gap (10 modes for kAy = 0 and 9
modes for kAy = pi/6, at NA = 3, Np = 6) corresponds to
the Laughlin state [52, 53]. In this way the PES encodes
topological features of the state ρ in the form of well
defined number of excitations per momentum sector kAy
[52, 53]. This type of analysis is useful as it can identify
topological features even without model states, as done
for the case of fractional Chern insulators [56, 57].
In the following we will consider specific particle par-
titions NA = 2, Np = 4, NA = 2, Np = 5 and NA =
3, Np = 6. For these cases the counting of excitations
NL(kAy ) per momentum sector kAy is well established
and given in Table I. In Fig. 2(c) we show the particle-
entanglement gap of the mixtures, Eq. (6), obtained at
different values of U . Numerical results for the obtained
PES indicate that a reasonably large gap is found start-
ing at U ∼ 0.5Jx and the characteristic features of the
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FIG. 2. (a) The energy spectrum En of the model from Eq. (3) in the kx = 0, ky = 0 sector for Np = 4 and different values of
interaction U/Jx = 1, 10, 40 and U/Jx = ∞ (hard-core bosons). The top part of the spectrum is at ≈ (U/Jx)Np (Np − 1) /2.
(Not shown for U/Jx = 40.) For a high ratio U/Jx the spectrum splits into bands. The lowest band corresponds to hard-core
bosons. (b) The low-lying part of the particle-entanglement spectrum − ln ξn of the ground-state incoherent superposition,
Eq. (6), in the region A momentum sectors kAy = 0 and k
A
y = pi/6, and for Np = 6, U/Jx = 2.5. (c) The particle-entanglement
gap ∆ of the incoherent superposition Eq. (6) as a function of interaction strength U for Np = 4, 5, 6.
Laughlin state persist with a further increase in U . We
note that at lower values of the flux density α < 1/4, the
Laughlin state can be found at even lower values of the
repulsion U , [9, 52].
Np (Lx, Ly) NA PES: NL(kAy )
4 (4, 8) 2 3, 2, 3, 2, 3, 2, 3, 2
5 (4, 10) 2 4, 3, 4, 3, 4, 3, 4, 3, 4, 3
6 (4, 12) 3 10, 9, 9, 10, 9, 9, 10, 9, 9, 10, 9, 9
TABLE I. Counting of modes NL
(
kAy
)
in the PES of the
Laughlin state for several system sizes and particle partitions.
The last column lists the NL(kAy ) values for each momentum
sector kAy = 2pii/Ly, i = 0, . . . , Ly − 1.
By analyzing the effective model from Eq. (1), we have
obtained a guidance for the regime of microscopic param-
eters and for the geometry of the small system that can
give rise to Laughlin states. In the next sections our aim
is to go beyond the effective model from Eq. (3) and to
identify topological states supported by the full driven
dynamics as captured by the model given in Eq. (1).
III. DRIVEN DYNAMICS
In this section we discuss the full driven dynamics as
captured by the model given in Eq. (1).
A. Heating
First we address the onset of heating following the
standard procedure discussed in Refs. [37, 58]. The ini-
tial state of the system is prepared using the ground state
of the effective model
|ψ(t = 0)〉 = e−iKˆ(t=0)|ψ0,0LGH〉 (7)
and we monitor the stroboscopic time-evolution t = N T ,
T ≡ 2pi/ω governed by the full driven model defined in
Eq. (1). In our numerical simulations, we approximate
the micromotion operator Kˆ(t = 0) using the leading-
order high-frequency expansion, see Eq. (A.12). The
quantity of interest is the expectation value of the ef-
fective Hamiltonian (3)
〈Hˆeff(t = NT )〉K = 〈ψ(t)|e−iKˆ(t=0)HˆeffeiKˆ(t=0)|ψ(t)〉.
(8)
We expect this quantity to reasonably correspond to the
ground-state energy of the effective model E0 in the
regime of very high frequency. On the other hand, for a
“low” driving frequency we expect the system to quickly
reach the infinite-temperature β → 0 regime defined by
lim
β→0
〈Hˆeff〉 = 1
dimH tr
(
Hˆeff
)
. (9)
For this reason we monitor the normalized total energy
Q(t = NT ) =
〈Hˆeff(t = NT )〉K − E0
limβ→0〈Hˆeff〉 − E0
(10)
and we present it in Fig. 3(a), for U/Jx = 10. In agree-
ment with the known results [58], we find that the ther-
malization is quick for both a “high” driving frequency
ω/Jx ≥ 20 and for a “low” driving frequency ω/Jx ≤ 10.
For the intermediate values of ω, the heating process is
slow [58] and the total energy exhibits a slow exponential
growth captured by Q(t = NT ) ≈ 1− b exp(−c t), t 1.
An example of this behavior is given for ω/Jx = 15 in
Fig. 3(a). The heating process can also be monitored
through the particle-entanglement entropy SA as a func-
tion of time. In Fig. 3(b) for Np = 5 and low driving
frequency we find that this quantity quickly saturates to
its maximal value. Indeed, for a thermal state at infinite
temperature, SA is given by
SmaxA ≈ ln
(
Lx Ly +N
A − 1
NA
)
, (11)
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FIG. 3. (a) The normalized total energy Q(t = NT ) from Eq. (10), and the (b) particle-entanglement entropy SA(t = NT ),
Eq. (5), during the time evolution governed by Eq. (1) for several driving frequencies ω/Jx = 50, 20, 15, 10. Parameters:
Np = 5, U/Jx = 10. Note that the asymptotic value of SA for ω/Jx = 10 and ω/Jx = 15 matches the one given in Eq. (11), as
presented by the horizontal line. (c) The long-time limit limN→∞Q(NT ) for Np = 4 and the on-site interactions U/Jx = 1, 10
and U/Jx =∞ (hard-core bosons). The lines are only guides to the eye.
marked by the horizontal (red) line in Fig. 3(b). Except
for the highest frequency considered (ω/Jx = 50), we find
that in the process of heating, the particle-entanglement
gap of the initial state quickly closes (not shown in the
plots).
Here we briefly discuss finite-size effects by compar-
ing numerical results for the normalized total energy for
Np = 4, Np = 5 and Np = 6. In line with the known
results [28, 29, 33], the “high-frequency” regime with low
heating rates moves toward higher ω as the system size
increases. However, we find that the estimates obtained
in this section (ω/Jx ≥ 20 for the high, and ω/Jx ≤ 10
for the low-frequency regime, for U/Jx = 10) apply to all
the three sizes Np = 4, 5, 6, at least for the time scales
that we consider.
B. The stroboscopic time-evolution operator
In order to better understand the limitations of the
effective model, here we time evolve all relevant basis
states for a single driving period T = 2pi/ω and construct
the stroboscopic time-evolution operator:
UˆF ≡ Uˆ(t0 + T, t0 = 0), (12)
such that Uˆ(NT + t0) = Uˆ
N
F . In the next step, for a
system size Np = 4, (Lx, Ly) = (4, 8) we fully diagonalize
this operator and inspect its eigenstates |n〉. Following
the described procedure, we obtain the long-time limit
lim
N→∞
〈Hˆeff(NT )〉K =
∑
n
|〈n|ψ(t = 0)〉|2〈n|Hˆeff|n〉K
(13)
where we define
〈n|Hˆeff|n〉K = 〈n|e−iKˆ(t=0)HˆeffeiKˆ(t=0)|n〉. (14)
Results for Q(t = NT ) from Eq. (10) obtained in this
way are summarized in Fig. 3(c) where we make a com-
parison between the long-time energies for the case of
hard-core bosons (U → ∞) and soft-core bosons (finite
values of U). The obtained results indicate that heat-
ing rates of hard-core bosons are closer to the case of
U/Jx = 1 in comparison to U/Jx = 10, which is ex-
pected from the bandwidths shown in Fig. 2(a). Overall
we observe that the “high-frequency regime” is wider for
lower ratios U/Jx.
In Fig. 4, we make a comparison between the exact
driven model captured by UˆF and Hˆeff. In Figs. 4(a)
and (b) we inspect the distribution of expectation values
〈n|Hˆeff|n〉K . By comparing these values to the eigenener-
gies of the effective model, Eq. (3), we get an insight into
the pertinence of the effective description [28, 29]. In par-
ticular, for an interacting system in the thermodynamic
limit, the distribution is flat and the effective description
is useless. We state again that we consider only small
atomic samples. For this reason, it is expected that for
high values of ω, the full stroboscopic description nicely
matches to the effective model values. Such an example
is given in Fig. 4(a) for U/Jx = 1 and ω/Jx = 20. As
the value of ω gets lower the distribution becomes flatter,
as can be seen in Fig. 4(b) for U/Jx = 10 by comparing
results for ω/Jx = 50 and ω/Jx = 10.
The intermediate regime of frequencies, e. g. ω/Jx = 20
for U/Jx = 10, is of the main experimental relevance [44].
We now investigate whether the driven stroboscopic dy-
namics supports some Laughlin-like states, by calculating
the PES of the mixture
ρF =
1
2
(|n0(0, 0)〉〈n0(0, 0)|+ |n0(0, pi)〉〈n0(0, pi)|) (15)
where |n0(kx, ky)〉 is the state from the kx, ky sector with
the lowest expectation value 〈n|Hˆeff|n〉K . The results are
presented in Fig. 4(c). We find that the states with a well
defined gap and the Laughlin-like PES can be found down
to ω/Jx ≥ 15 for U/Jx = 1, and down to ω/Jx ≥ 20 for
U/Jx = 10. Having established existence of these states
for small samples of Np = 4 particles, in the next section
we discuss dynamical protocol which can be exploited to
prepare these states.
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FIG. 4. Properties of the eigenstates |n〉 of the stroboscopic time-evolution operator UˆF , Eq. (12), in the kx = 0, ky = 0
sector for Np = 4. Expectation values 〈n|Hˆeff|n〉K defined in Eq. 14 for (a) U/Jx = 1, ω/Jx = 10, 20 and (b) U/Jx = 10,
ω/Jx = 10, 15, 20, 50. The black solid lines mark eigenenergies of Hˆeff, Eq. (3). Note that in (b) we do not include few states
from the top of the spectrum of Hˆeff, Eq. (3) for clarity reasons. (c) The low-lying part of the particle-entanglement spectra
− ln ξn of the incoherent superposition ρF , Eq. (15), for U/Jx = 10, ω/Jx = 20 (crosses) and ω/Jx = 10 (boxes).
IV. SLOW RAMP
The question about an optimal adiabatic protocol that
can be used to prepare the Laughlin state in a cold-atom
setup has gained lot of attention [6, 7, 11, 48]. The sit-
uation becomes even more complex once the full driving
process is taken into account. A general wisdom is that
by starting from a topologically trivial state, the topolog-
ical index of a thermodynamically large system can not
be changed adiabatically. We consider a small atomic
sample and follow the proposal of Ref. [11]. Our main
contribution is that we extend this protocol to the case
of the driven, interacting Bose-Hubbard model.
A. Model
Following results of Ref. [11], we consider a slow ramp
of the tunneling amplitude along y direction, Jy(t),
as well as a slow ramp of the driving amplitude κ(t).
Namely, we start from a series of decoupled wires along
the x direction and start coupling them. More precisely,
initial states are selected as the ground states of Hˆini
Hˆini = −Jx
∑
m,n
(
aˆ†m+1,naˆm,n + h. c.
)
+
U
2
∑
m,n
nˆm,n(nˆm,n − 1). (16)
For the filling factors that we consider, the ground states
of the Hˆini are simple non-interacting states with the
ground state energy E0,ini = −2JxNp. Out of the several
degenerate ground states we select those where atoms oc-
cupy every second wire. There two such states and we
label them as |ψ+〉 (even wires occupied) and |ψ−〉 (odd
wires occupied). These states have finite projections only
onto the sectors kx = 0, ky = 0 and kx = 0, ky = pi of the
driven model from Eq. (1). Therefore we may expect the
two initial states |ψ±(t = 0)〉 to be transformed into the
two Laughlin states during the ramp.
Having prepared the initial state, we slowly restore the
tunneling amplitude along the y direction, Jy(t), and
slowly ramp up the driving amplitude κ(t). The time-
evolution is governed by
Hˆsr(t) = −Jx
∑
m,n
(
aˆ†m+1,naˆm,n + h. c.
)
− Jy(t)
∑
m,n
(
eiωtaˆ†m,n+1aˆm,n + h. c.
)
+
κ(t)
2
∑
m,n
sin (ωt− (m+ n− 1/2)φ) nˆm,n
+
U
2
∑
m,n
nˆm,n(nˆm,n − 1), (17)
where Jy(t) = Jy tanh(η t), κ(t) = κ tanh(η t), η being
the ramping rate. In the long-time limit, we recover the
original Hamiltonian from Eq. (1). During the ensuing
time evolution we construct the mixture
ρ(t) =
1
2
(|ψ+(t)〉〈ψ+(t)|+ |ψ−(t)〉〈ψ−(t)|). (18)
We monitor stroboscopically the energy expectation
value
E(t) = tr
(
ρ(t)Hˆeff
)
(19)
and the PES of ρ(t).
B. Results
In Fig. 5(a) we present the energy expectation value
from Eq. (19) for U/Jx = 10 and several driving fre-
quencies ω/Jx = 25, 20, 15, 10. Our numerical results
indicate that ramps with the rates up to η/Jx ∼ 0.1
work reasonably well. Slower ramps give better results,
but are less practical [11]. By construction, the initial
state is a non-interacting state with particles delocalized
along the x direction and therefore the initial energy is
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FIG. 5. (a) The expectation value E(t) defined in Eq. (19) and (b) the particle-entanglement gap ∆(t) of ρ(t), Eq. (18), during
the time evolution governed by Eq. (17) for several driving frequencies ω/Jx = 25, 20, 15, 10. Parameters: Np = 5, U/Jx =
10, η/Jx = 0.05. (c) The overlap tr (ρ(t)ρF ) of the time evolved state with the target eigenstates of UˆF for ω/Jx = 25, 20.
Parameters: Np = 4, U/Jx = 10, η/Jx = 0.05.
E(t = 0) = −2Np Jx. During the ramp with the rate
η/Jx = 0.05, for the regime of high driving frequen-
cies, down to approximately ω/Jx = 20, we find that
the energy initially decreases and reaches an almost con-
stant value at around tJx ∼ 20. On the other hand,
for ω/Jx = 15, the system slowly heats up during the
ramping process, and for ω/Jx = 10 the system quickly
reaches the infinite-temperature state.
One of our main results is summarized in Fig. 5(b),
where we plot the particle-entanglement gap of ρ(t), from
Eq. (18), as a function of time. In the high-frequency
regime ω/Jx ≥ 20, starting around tJx ∼ 20 we find a
persistant particle-entanglement gap, marking the onset
of a topologically non-trivial state. It is even more in-
teresting, that even for ω/Jx ∼ 15, the state seems to
exhibit a finite gap on intermediate time scales. This is
not the case for ω/Jx ≤ 10, where the gap quickly van-
ishes. In Fig. 5(c), we present the value of the overlap
tr (ρ(t)ρF ), of the time-evolved mixed state with the rel-
evant state from Eq. (15) for Np = 4. Clearly, the slow
ramp of the type given in Eq. (17), allows for the prepa-
ration of the relevant eigenstates of UˆF with high fidelity
(better than 1%).
In Figs. 6 (a) and (b) we show the time evolution of the
PES in the two momentum sectors kAy = 0 and k
A
y = pi/6
for Np = 6, U/Jx = 5 and η/Jx = 0.05. The PES of
the initial state is easy to understand. As the Ly/2 wires
are occupied by single atoms, the reduced density matrix
is proportional to the identity matrix with the propor-
tionality factor yielding − ln ξn = ln
(
2
(
Ly/2
NA
)) ≈ 3.69.
During the ramp we find that additional modes in PES
are gaining weight and moving down in the spectrum.
Finally, the state ρ(t) reached around t ≈ 50T exhibits a
well defined gap and the correct counting of the low-lying
modes: there are 10 low-lying modes for kAy = 0 and 9
low-lying modes for kAy = pi/6, see Figs. 6 (c) and (d),
see also Table I.
In Fig. 7 we discuss a satisfactory range of ramping
rates η for a given interaction strength U and a given
driving frequency ω that we fix at ω/Jx = 15. The
obtained numerical results suggest that at weaker in-
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FIG. 6. The low-lying part of the particle-entanglement spec-
tra − ln ξn of ρ(t), Eq. 18, during the time evolution governed
by Eq. (17) in the (a) kAy = 0, and (b) k
A
y = pi/6 momen-
tum sectors. The low-lying part of the PES in the sectors (c)
kAy = 0, and (d) k
A
y = pi/6, at two instances of time t = 0
and t/T = 100. Parameters: Np = 6, U/Jx = 5, ω/Jx =
15, η/Jx = 0.05.
teraction strengths U/Jx ≤ 2, slower ramping rates are
needed. One way to explain this behavior is by using the
effective model and arguing that the gap protecting the
Laughlin state is smaller at weaker U . On the other hand,
for stronger interaction strengths U/Jx ≥ 8 the particle-
entanglement gap closes at later stages as the heating
process becomes dominant. Finally, in the intermediate
range U/Jx ∼ 5, faster ramps with η/Jx = 0.1 lead to
the sought-after state ρ(t) from Eq. 18, with persistant
features in the PES up to t = 500T . These results in-
dicate that when optimizing the ramping protocol in an
actual experiment, there will be a trade off between the
unfavorable heating and a faster ramping into the de-
sired state, as both of these processes are promoted by
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FIG. 7. The particle-entanglement gap ∆(t) as a function
of time during the time evolution governed by Eq. (17), for
several interaction strengths (a) U/Jx = 1.25, (b) U/Jx =
5, and (c) U/Jx = 10, and several ramping rates η/Jx =
0.025, 0.05, 0.1. Other parameters: Np = 5, ω/Jx = 15.
interactions.
V. CONCLUSIONS
The technique of Floquet engineering has been suc-
cessfully exploited for the implementation of synthetic
magnetic fields in driven optical lattices. Following up on
these achievements and on a long-standing pursuit for the
FQH states in cold-atom setups, in this paper we have ad-
dressed possible realization of the bosonic Laughlin state
in a small atomic sample in a periodically driven optical
lattice. While a thermodynamically large interacting sys-
tem generally heats up into an infinite-temperature state
under driving, the heating process can be controlled to
some extent in a few-particle system.
We have assumed a realistic driving protocol and finite
on-site interactions, and we have identified the FQH state
based on analysis of its particle-entanglement spectra.
Results of our numerical simulations show that the stro-
boscopic dynamics of Np = 4, 5, 6 particles supports the
topological ν = 1/2 Laughlin state down to ω/Jx = 20
for U/Jx = 10, and down to ω/Jx = 15 for U/Jx = 1,
for the driving amplitude κ/ω = 0.5. These results are
in reasonable agreement with the recent estimates of the
optimal heating times [44] that take into account the con-
tribution of the higher bands of the underlying optical
lattice. In addition, we have investigated slow ramping of
the driving term and found that it allows for the prepa-
ration of the Laughlin state on experimentally realistic
time scales of the order of 20 ~/Jx, where ~/Jx is the
tunneling time. Interestingly, we find that some topolog-
ical features persist during an intermediate stage even in
the regime where the system exhibits a slow transition
into the infinite-temperature state (e. g. ω/Jx = 15 for
U/Jx = 10).
A highly relevant question that we have not tackled
and that we postpone to future investigation, concerns
suitable experimental probes of topological features. The
recent progress in the field has led to the development of
several detection protocols specially suited for the cold-
atom systems [59–64]. For the type of systems considered
in this paper, the most promising are results of the re-
cent study [64] showing that fractional excitations can be
probed even in small systems of several bosons.
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Appendix: Driven optical lattices
In this appendix we review the derivation of the model given in Eq. (1). The system is described by
Hˆlab(t) = HˆBH + Hˆdrive(t) + ω Vˆ , (A.1)
where we start with the Bose-Hubbard model
HˆBH = −Jx
∑
m,n
(
aˆ†m+1,naˆm,n + h. c.
)
− Jy
∑
m,n
(
aˆ†m,n+1aˆm,n + h. c.
)
+
U
2
∑
m,n
nˆm,n(nˆm,n − 1), (A.2)
9and we introduce an offset ωVˆ
Vˆ =
∑
m,n
n nˆm,n. (A.3)
This shifted Bose-Hubbard model is exposed to a suitable resonant driving scheme:
Hˆdrive(t) =
κ
2
∑
m,n
sin
(
ωt− φm,n + φ
2
)
nˆm,n, φm,n = (m+ n)φ. (A.4)
We assume periodic boundary conditions compatible with the driving term (A.4) in the lab frame. To this purpose
we use vectors R1 = 4 ex and R2 = −ex + ey as presented in Fig. 1. For simplicity, we work in the rotating frame
|ψrot(t)〉 = eiωtVˆ |ψlab(t)〉 (A.5)
and derive the Schro¨dinger equation
i
d|ψrot(t)〉
dt
= Hˆrot(t)|ψrot(t)〉, (A.6)
where
Hˆrot(t) =
(
eiωtVˆ Hˆlab(t)e
−iωtVˆ − ωVˆ
)
. (A.7)
Now we calculate Hˆrot(t) explicitly. The only nontrivial action of this rotation on Hˆlab comes from the nearest-neighbor
hopping along y direction. Indeed, we have
eiωtVˆ aˆ†m,naˆm,n′e
−iωtVˆ = eiωt(n−n
′)aˆ†m,naˆm,n′ . (A.8)
In total we obtain
Hˆrot(t) = −Jx
∑
m,n
(
aˆ†m+1,naˆm,n + h. c.
)
+
U
2
∑
m,n
nˆm,n(nˆm,n − 1)
+ eiωtHˆ1 + e
−iωtHˆ−1 + e−iωt(Ly−1)HˆLy−1 + e
iωt(Ly−1)Hˆ−Ly+1, (A.9)
with
Hˆ1 = −Jy
OBC∑
m,n
(
aˆ†m,n+1aˆm,n −
i
4
κei(−φm,n+
φ
2 )nˆm,n
)
, Hˆ−1 = Hˆ
†
1 , (A.10)
Hˆ−Ly+1 = −Jy
∑
m
aˆ†m,0aˆm−Ly,Ly−1, HˆLy−1 = Hˆ
†
−Ly+1. (A.11)
In the terms Hˆ−Ly+1 and HˆLy−1 we take into account periodic boundary conditions along the direction parallel to
R2 as imposed in the lab frame. In order to limit the complexity of the numerical calculation, we keep translational
invariance and impose the periodic boundary conditions in both directions in the rotating frame. This implies that
we will neglect “phasors” e−iωt(Ly−1) and eiωt(Ly−1). Under these assumptions, we can recast Eq. (A.9) into the
time-dependent Hamiltonian given in Eq. (1). In practice, this would require engineering additional non-trivial terms
in the lab frame.
The leading order of the kick operator is given by
Kˆ(t = 0) ≈ − κ
2ω
∑
m,n
cos(φm,n − φ/2)nˆm,n. (A.12)
[1] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
[2] W. Hofstetter and T. Qin,
J. Phys. B: At. Mol. Opt. Phys. 51, 082001 (2018).
10
[3] N. K. Wilkin and J. M. F. Gunn, Phys. Rev. Lett. 84, 6
(2000).
[4] N. R. Cooper, N. K. Wilkin, and J. M. F. Gunn, Phys.
Rev. Lett. 87, 120405 (2001).
[5] B. Paredes, P. Fedichev, J. I. Cirac, and P. Zoller, Phys.
Rev. Lett. 87, 010402 (2001).
[6] M. Popp, B. Paredes, and J. I. Cirac, Phys. Rev. A 70,
053612 (2004).
[7] A. S. Sørensen, E. Demler, and M. D. Lukin, Phys. Rev.
Lett. 94, 086803 (2005).
[8] E. H. Rezayi, N. Read, and N. R. Cooper, Phys. Rev.
Lett. 95, 160404 (2005).
[9] M. Hafezi, A. S. Sørensen, E. Demler, and M. D. Lukin,
Phys. Rev. A 76, 023613 (2007).
[10] A. Petrescu, M. Piraud, G. Roux, I. P. McCulloch, and
K. Le Hur, Phys. Rev. B 96, 014524 (2017).
[11] Y.-C. He, F. Grusdt, A. Kaufman, M. Greiner, and
A. Vishwanath, Phys. Rev. B 96, 201103 (2017).
[12] P. Rosson, M. Lubasch, M. Kiffner, and D. Jaksch, Phys.
Rev. A 99, 033603 (2019).
[13] Y.-J. Lin, R. L. Compton, K. Jime´nez-Garc´ıa, J. V.
Porto, and I. B. Spielman, Nature (London) 462, 628
(2009).
[14] H. Miyake, G. A. Siviloglou, C. J. Kennedy, W. C.
Burton, and W. Ketterle, Phys. Rev. Lett. 111, 185302
(2013).
[15] M. Aidelsburger, M. Atala, M. Lohse, J. T. Barreiro,
B. Paredes, and I. Bloch, Phys. Rev. Lett. 111, 185301
(2013).
[16] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, Nature (Lon-
don) 515, 237 (2014).
[17] M. Aidelsburger, M. Lohse, C. Schweizer, M. Atala, J. T.
Barreiro, S. Nascimbe`ne, N. R. Cooper, I. Bloch, and
N. Goldman, Nat. Phys. 11, 162 (2015).
[18] C. J. Kennedy, W. C. Burton, W. C. Chung, and W. Ket-
terle, Nat. Phys. 11, 859 (2015).
[19] N. Fla¨schner, B. S. Rem, M. Tarnowski, D. Vogel, D.-
S. Lu¨hmann, K. Sengstock, and C. Weitenberg, Science
352, 1091 (2016).
[20] M. E. Tai, A. Lukin, M. Rispoli, R. Schittko, T. Menke,
Dan Borgnia, P. M. Preiss, F. Grusdt, A. M. Kaufman,
and M. Greiner, Nature (London) 546, 519 (2017).
[21] J. Dalibard, F. Gerbier, G. Juzeliu¯nas, and P. O¨hberg,
Rev. Mod. Phys. 83, 1523 (2011).
[22] A. Eckardt, Rev. Mod. Phys. 89, 011004 (2017).
[23] N. R. Cooper, J. Dalibard, and I. B. Spielman, Rev. Mod.
Phys. 91, 015005 (2019).
[24] N. Goldman and J. Dalibard, Phys. Rev. X 4, 031027
(2014).
[25] N. Goldman, J. Dalibard, M. Aidelsburger, and N. R.
Cooper, Phys. Rev. A 91, 033632 (2015).
[26] A. Eckardt and E. Anisimovas, New J. Phys. 17, 093039
(2015).
[27] K. Plekhanov, G. Roux, and K. Le Hur, Phys. Rev. B
95, 045102 (2017).
[28] L. D’Alessio and M. Rigol, Phys. Rev. X 4, 041048
(2014).
[29] A. Lazarides, A. Das, and R. Moessner, Phys. Rev. E 90,
012110 (2014).
[30] P. Ponte, A. Chandran, Z. Papic´, and D. A. Abanin,
Ann. Phys. (N. Y. ) 353, 196 (2015).
[31] D. A. Abanin, W. De Roeck, and F. Huveneers, Phys.
Rev. Lett. 115, 256803 (2015).
[32] T. Mori, T. Kuwahara, and K. Saito, Phys. Rev. Lett.
116, 120401 (2016).
[33] M. Bukov, S. Gopalakrishnan, M. Knap, and E. Demler,
Phys. Rev. Lett. 115, 205301 (2015).
[34] T. Kuwahara, T. Mori, and K. Saito, Ann. Phys. (N. Y. )
367, 96 (2016).
[35] D. A. Abanin, W. De Roeck, W. W. Ho, and F. Huve-
neers, Phys. Rev. B 95, 014112 (2017).
[36] D. Abanin, W. De Roeck, W. W. Ho, and F. Huveneers,
Commun. Math. Phys. 354, 809 (2017).
[37] F. Machado, G. D. Meyer, D. V. Else, C. Nayak, and
N. Y. Yao, arXiv e-prints (2017), arXiv:1708.01620
[quant-ph].
[38] A. Haldar, R. Moessner, and A. Das, Phys. Rev. B 97,
245122 (2018).
[39] K. Seetharam, P. Titum, M. Kolodrubetz, and G. Refael,
Phys. Rev. B 97, 014311 (2018).
[40] S. Lellouch, M. Bukov, E. Demler, and N. Goldman,
Phys. Rev. X 7, 021015 (2017).
[41] J. Na¨ger, K. Wintersperger, M. Bukov, S. Lel-
louch, E. Demler, U. Schneider, I. Bloch, N. Gold-
man, and M. Aidelsburger, arXiv e-prints (2018),
arXiv:1808.07462 [cond-mat.quant-gas].
[42] T. Boulier, J. Maslek, M. Bukov, C. Bracamontes,
E. Magnan, S. Lellouch, E. Demler, N. Goldman, and
J. V. Porto, Phys. Rev. X 9, 011047 (2019).
[43] M. Bukov and A. Polkovnikov, Phys. Rev. A 90, 043613
(2014).
[44] G. Sun and A. Eckardt, arXiv e-prints (2018),
arXiv:1805.02443 [cond-mat.quant-gas].
[45] A. G. Grushin, A. Go´mez-Leo´n, and T. Neupert, Phys.
Rev. Lett. 112, 156801 (2014).
[46] M. Racˇiu¯nas, G. Zˇlabys, A. Eckardt, and E. Anisimovas,
Phys. Rev. A 93, 043618 (2016).
[47] A. Dauphin, D.-T. Tran, M. Lewenstein, and N. Gold-
man, 2D Mater. 4, 024010 (2017).
[48] J. Motruk and F. Pollmann, Phys. Rev. B 96, 165107
(2017).
[49] M. Grifoni and P. Ha¨nggi, Phys. Rep. 304, 229 (1998).
[50] R. B. Laughlin, Phys. Rev. Lett. 50, 1395 (1983).
[51] F. D. M. Haldane and E. H. Rezayi, Phys. Rev. B 31,
2529 (1985).
[52] A. Sterdyniak, N. Regnault, and G. Mo¨ller, Phys. Rev.
B 86, 165314 (2012).
[53] A. Sterdyniak, N. Regnault, and B. A. Bernevig, Phys.
Rev. Lett. 106, 100405 (2011).
[54] O. S. Zozulya, M. Haque, and K. Schoutens, Phys. Rev.
A 78, 042326 (2008).
[55] M. Haque, O. S. Zozulya, and K. Schoutens, J. Phys. A:
Math. Theor. 42, 504012 (2009).
[56] N. Regnault and B. A. Bernevig, Phys. Rev. X 1, 021014
(2011).
[57] B. A. Bernevig and N. Regnault, Phys. Rev. B 85, 075128
(2012).
[58] M. Bukov, M. Heyl, D. A. Huse, and A. Polkovnikov,
Phys. Rev. B 93, 155132 (2016).
[59] H. M. Price and N. R. Cooper, Phys. Rev. A 85, 033620
(2012).
[60] A. Dauphin and N. Goldman, Phys. Rev. Lett. 111,
135302 (2013).
[61] D. T. Tran, A. Dauphin, A. G. Grushin, P. Zoller, and
N. Goldman, Sci. Adv. 3, e1701207 (2017).
[62] A. Hudomal, I. Vasic´, H. Buljan, W. Hofstetter, and
11
A. Balazˇ, Phys. Rev. A 98, 053625 (2018).
[63] C. Repellin and N. Goldman, Phys. Rev. Lett. 122,
166801 (2019).
[64] M. Racˇiu¯nas, F. N. U¨nal, E. Anisimovas, and A. Eckardt,
Phys. Rev. A 98, 063621 (2018).
