Information on the thermal properties of materials is very important both in fundamental physical research and in engineering applications. The development of materials with desirable heat transport properties requires methods for their experimental determination. In this paper basic concepts of the measurement of parameters describing the heat transport in solids are discussed. Attention is paid to methods utilizing nonstationary temperature fields, especially to photothermal methods in which the temperature disturbance in the investigated sample is generated through light absorption. Exemplary photothermal measuring techniques, which can be realized using common experimental equipment, are described in detail. It is shown that using these techniques it is possible to determine the thermal diffusivity of bulk transparent samples, opaque and semi-transparent plate-form samples, and the thermal conductivity of thin films deposited on thick substrates. Results of the investigation of thermal diffusivity of the ground in the polar region, which is based on the analysis of the propagation of the thermal wave generated by sun-light, are also presented. Based on chosen examples one can state that photothermal techniques can be used for determination of the thermal properties of very different materials.
Introduction
The knowledge of thermal properties of materials is very important both in fundamental physical research and in engineering applications. In solid state physics investigations of the thermal conductivity give information about lattice dynamics in crystalline solids. In the case of conducting materials an analysis of the heat transport also allows us to acquire information about charge car-riers and interactions between phonons and carriers systems [1] . A present-day technology demands materials of well-defined thermal conductivity. The challenge in development of material science is to produce structures with extremely high thermal conductivity for effective heat abstraction and extremely low thermal conductivity for thermal barriers. Overheating limits performance of electronic devices and lasers. The development of materials with high thermal conductivity and methods of effective cooling is therefore an important task [2] . On the other hand there are also devices in which a good thermal insulation plays a key role. For example, to avoid overheating, gas turbine blades are covered with special coatings being thermal barriers [3] . The development of materials with desirable heat transport properties requires a knowledge of the mechanisms of heat transport, but also requires experimental methods for determination of thermal properties. Several interesting possibilities for the determination of heat transport properties are possible based upon analysis of a propagation of non-stationary temperature fields in a sample, especially those which use a light for the generation of the disturbance of temperature field -i.e. photothermal methods. The aim of this paper is to present selected photothermal measuring methods used for determination of the thermal diffusivity or the thermal conductivity of bulk materials and thin films. The majority of methods presented in this paper apply the mirage effect for detection of the temperature disturbance. This detection technique is quite convenient in the laboratory experiments. There are also other techniques which can be use for signal detection, such as infrared radiometrythe most popular technique in industrial application, photoacoustic detection, temperature-modulated reflectance, semiconductor temperature sensors, thermocouples, etc. A more detailed review of experimental techniques used in photothermal measurements can be found elsewhere [4] . The next section is devoted to general characterization of experimental techniques used for determination of parameters describing the heat transport in solids, i.e. the thermal conductivity and the thermal diffusivity. Special attention is paid to methods based on non-stationary heat fluxes and among them, to the methods utilizing a propagation of the periodical temperature disturbance in the sample -thermal wave methods. A few examples of thermal wave methods allowing measurement of the thermal diffusivity of bulk samples and the thermal conductivity of thin films are described. The section ends with an example of the application of thermal waves generated by sun-light for the investigation of the ground in polar regions. General conclusions on the usability of photothermal methods for determination of thermal properties, their advantages and limitations, and also possibilities for further development conclude the paper.
Concepts of measurement of heat transport parameters in solids
The heat transport in solids is described by the Fourier law [5] 
where Q is the heat flux density, T is the temperature and κ is the thermal conductivity tensor. In the case of isotropic materials or in geometries for which the heat flux density Q has the same direction as the temperature gradient ∇T , the thermal conductivity tensor in Eq. (1) can be substituted for the thermal conductivity κ. In this form the Fourier law is the basis of steady-flux methods for thermal conductivity measurements. As it follows from Eq. (1), to determine the thermal conductivity one has to measure the temperature gradient in the sample and the heat flux corresponding to it. The second task is not easy, and very often comparative techniques are used. There are three steady-flux standard methods for determination of the thermal conductivity of solids: the guarded-comparative-longitudinal heat flow technique [6] , the heat flow meter technique [7, 8] , and the guarded hotplate technique [9, 10] . The Fourier law can not be applied for the description of non-stationary temperature fields. For this purpose the Fourier-Kirchhoff equation.
is used. In the last equation ρ is the mass density, is the specific heat, and is the density of volume heat sources. In the case of isotropic and homogeneous medium, Eq. (2) can be rewritten in the form
where α = κ (ρ ) is the thermal diffusivity. Therefore in measuring techniques based on analysis of non-stationary temperature fields the thermal diffusivity is usually determined. Probably the most popular technique of this kind is the flash method. It was developed in 1961 by Parker et al. [11] and today it is the standard method for determination of the thermal diffusivity of solids [12, 13] . The flash method is an example of the pulse photothermal technique, where the sample to be investigated is heated by a short light pulse and the thermal diffusivity is deduced from the time evolution of the temperature field. The thermal diffusivity can be also determined from an analysis of the propagation of periodical temperature disturbance in a sample -a thermal wave. The thermal wave arises when periodic heat sources exist in the sample [5] . In 1D model the temperature disturbance connected with the thermal wave propagating in a positive direction along the axis is given by the equation
where θ 0 is the amplitude of the thermal wave, is its frequency, and φ 0 is the initial phase. In thermal wave methods for the determination of the thermal diffusivity based upon two effects. In the simplest case the amplitude and the phase of the thermal wave are registered as functions of the distance from a source of the wave. An analysis of the amplitude decay and the phase delay allows the calculation of the thermal diffusivity. The second possibility is based upon observations of the interference of the thermal wave in a plate-form sample. Thermal waves, like other waves, reflect at boundaries of different media [14] and interfere [15] . Because of heavy damping, they do not create standing waves, nevertheless effects caused by the interference can be observed experimentally. Examples of measuring techniques based on both mentioned effects are described in the next section.
Nowadays technology widely utilizes thin films deposited on different substrates. In many cases the thermal properties of such films play a very important role and must be known. The thermal conductivity, especially in the case of dielectric materials, is strongly dependent upon internal structure. As a result the thermal conductivity of thin films can be completely different from that of the bulk material [16] . This is why methods for determination of the thermal properties of thin films are in demand. Standard photothermal techniques cannot be used for this purpose. Characteristic times measured in pulsed techniques (e.g. the flash method) are proportional to the square of the sample thickness and inversely proportional to the thermal diffusivity τ ∝ 2 α. For 100 nm thick film with a thermal diffusivity of 10 −4 m 2 /s, the characteristic time is of the order of 100 ps. The pulse generating the temperature disturbance should be at least 10 times shorter. So, picosecond light sources and very fast registration of temperature changes are required in the experiment. In "classical" thermal wave measurements the wavelength of the thermal wave should be comparable with the thickness of the investigated film. Using data taken for the evaluation of the characteristic time of pulse measurements one can find that the thermal wave frequency should be of the order of 100 GHz. Thermal wave experiments are practically restricted to frequencies lower than 100 MHz. Therefore, new measuring concepts are needed for characterization of thermal properties of thin films.
An interesting variant of the flash technique was proposed for the determination of the thermal diffusivity of thin metal films [17] . This method utilizes picosecond light pulses for either the generation of temperature disturbance or the observation of time evolution of the temperature field in the sample. For this reason the dependence of the reflection coefficient of the sample surface on temperature is used. The method is known as the picosecond reflectance thermometry. Its theoretical model can be found in Ref. [18] .
The concept of the picosecond reflectance thermometry is quite simple, with the main drawback being the expensive equipment required. But there is also a more fundamental problem connected with investigation of very fast processes of heat transport -a proper interpretation of experimental data. As noted in the review paper [19] , the concept of the temperature is based on an assumption of equilibrium within the system. The temperature is proportional to the internal energy of the system and different subsystems of it have the same temperature. During fast processes different subsystems (e.g. electrons and phonons) may not be in equilibrium and can be characterized by different temperatures. Therefore the question of applicability of the classical models to such system arises.
Another approach to the determination of the thermal properties of thin films is also possible. A film with a thickness much smaller than the wavelength of the thermal wave, deposited on a thick substrate, has practically no effect on the propagation of the thermal wave (i.e. does not cause considerable amplitude or phase changes). But such film changes boundary conditions. It was mentioned above that the thermal wave reflects from boundaries. So, it may also change reflection of the thermal wave at the boundary. This idea is the basis of the method for measurement of the thermal conductivity of thin films presented in the next section.
Selected measuring techniques
As it was mentioned in the introduction, the majority of measuring techniques described in this section utilizes mirage effect for detection of the temperature disturbance in the sample or its surrounding. The mirage effect consists in the deflection of light passing through a region with temperature gradients. Because the refractive index depends on temperature, the temperature gradients cause gradients of refractive index, and as a consequence the light beam passing through such a region deflects. The deflection signal carries information about the temperature gradients. The possibility of application of the mirage effect for signal detection in photothermal measurements was proved by Boccara et al. [20] and Murphy and Aamodt [21] . A probing beam passes through the region in which the thermal wave is propagating and its deflection beam gives information about the amplitude and the phase of the thermal wave. Although detailed theoretical modelling of this detection method is quite complicated [22, 23] , the simplified single ray model for interpretation of experimental results is often acceptable [23] .
According to this model the deflection of the probing beam is proportional to the temperature gradients integrated along the path of the probing beam. In vector notation the probing beam deflection is [24] 
where is the refractive index and Γ is the probing beam path. Two components of the deflection are typically considered -normal and tangential to the sample surface. This model was used for interpretation of experimental data presented in this paper.
Measurement of the thermal diffusivity of transparent materials
In the case of transparent samples the probing beam goes directly through the sample. Its deflection gives information about the temperature gradient caused by heat sources existing in the system. Two variants of experiment were used, as it is shown in Fig. 1 . They differ in the way the thermal wave is generated in the sample. In the case shown in Fig. 1a one sample wall is covered by a thin film of light absorbing material (e.g. graphite). This wall is illuminated by the intensity modulated light from a laser diode, resulting in periodical heating of the sample. In the geometry shown in Fig. 1b a Peltier element powered by alternating current is used for the same purpose. This element provides a periodical heating and cooling of one sample wall. In both cases the thermal wave generated at one wall propagates into the sample. The modulation frequency is chosen in such a way that the sample is thermally thick. This means that the sample thickness is bigger than the thermal diffusion length (α/πf ) 1/2 . The thermal diffusion length is a distance at which the amplitude of the thermal wave diminishes -times. The amplitude and the phase of the deflection signal are measured as functions of the distance from the heated wall. Because the amplitude of the signal is more sensitive to possible instability in the measuring setup than the phase, determination of the thermal diffusivity of the sample is typically based upon the analysis of the phase of the signal. Using the 1D model to describe the propagation of the thermal wave, the phase of the probing beam deflection should follow the equation
where is the distance from heated wall, and φ is a constant. Fitting the straight line to the dependence φ( ) one obtains the thermal diffusivity of the sample in the direction of the propagation of the thermal wave. Exemplary results illustrating capabilities of both described variants can be found in Refs. [25] [26] [27] . The authors investigated selected single crystals used in laser technology: yttrium aluminium garnet (YAG), yttrium orthovanadate (YVO 4 ), lithium niobate (LiNbO 3 ), and gadolinium calcium oxoborate (GdCOB). Crystals were doped with rare-earth elements and metals. Investigated crystals have different symmetry; YAG has a cubic structure, YVO 4 belongs to the tetragonal system, LiNbO 3 belongs to the trigonal system and GdCOB is the monoclinic crystal. The thermal diffusivity of cubic crystals is characterized by a single coefficient, while in the case of tetragonal and trigonal crystals two coefficients corresponding to the direction of axis and the direction perpendicular to it should be determined. The thermal diffusivity of monoclinic system can be fully described by three coefficients measured for directions of axes of the optical indicatrix.
Only selected results of measurements are presented here. Dependencies obtained in investigation of Dy:LiNbO 3 , carried out in the geometry from Fig. 1a , are shown in Fig. 2a . Results obtained in the geometry presented in Fig. 1b for GdCOB are shown in Fig. 2b . In both cases experimentally determined curves contain parts which can be fitted with a straight line as described by Eq. (6) . In experiments with optical generation of the thermal wave modulation frequency did not exceed 20 Hz, while in experiments utilizing the Peltier element the upper limit of the modulation frequency was 0.4 Hz. It can be noticed that slopes of lnA and φ dependencies on for the same modulation frequency are practically identical (Fig. 2a) . This confirms the correctness of the theoretical model of the measurement.
It is important to note that the presented measuring techniques are fully non-destructive and are based on simple theoretical models. The accuracy of measurement is comparable with other thermal techniques.
Determined thermal diffusivities of enumerated crystals measured for different directions in the crystallographic structure and different kinds and concentration of dopants are collected in Fig. 3 and Fig. 4 . Measurements revealed considerable anisotropy of the thermal diffusivity in tetragonal, trigonal and monoclinic crystals. The general rule is that dopants introduced into the crystal structure cause a decrease in the thermal diffusivity. For heavy doped crystals this decrease can even reach (30÷40)% of the value for pure crystal. Only for LiNbO 3 crystals lightly doped with Cu and Fe the thermal diffusivity remains practically unchanged (taking into account the measuring uncertainties). More detailed analysis of these results including consideration of possible mechanisms of the influence of dopants on the thermal diffusivity can be found elsewhere [28] .
Measurement of the thermal diffusivity of plate-form samples
Measuring techniques used for the determination of the thermal diffusivity of plate-form samples can be divided into two groups. The first group comprises techniques similar to those presented in previous subsections. The geometry of measurements is shown in Fig. 5 . The thermal wave is generated at the sample surface by the intensity modulated light. It is assumed that the sample is opaque and the light is absorbed in the very thin subsurface layer. The temperature disturbance propagates through the sample and it is detected on the opposite sample surface. The problem of temperature distribution in such a configuration was analyzed elsewhere [29] . The distribution of the harmonic component of the tem- perature in the sample is described by the equation
where A is a constant related to an amplitude of the disturbance of the temperature field. It is assumed that the thermal wave propagates in the sample in the positive direction of the x axis and the power beam illuminates the plane = 0. At higher frequencies, for which π α > 1 5, the temperature of the plane = can be described by the simplified formula
From this it is determined that the phase of the temperature disturbance at = linearly depends on 1/2 . Two methods of signal detection are used -photoacoustic detection (Fig. 5a ) and infrared radiometry (Fig. 5b) . In the first case the sample is attached to a small photoacoustic cell. Changes of sample temperature are conveyed to the gas in the cell causing periodic pressure changes, which are registered by sensitive microphones. In the second case determination of the sample temperature is based on the detection of heat radiation coming from the sample by an infrared radiation detector. The choice of the detection method in a specific experiment is connected mainly with the emissivity of the sample to be investigated. The results obtained by both techniques are practically identical. As it follows from Eq. (7) the measured signal is the function of the square root of the modulation frequency. The determination of the thermal diffusivity comes down to the fitting of a straight line to the phase dependence on 1/2 . Exemplary results obtained for copper and lead plates using different detection methods are shown in Fig. 6 . In the case of copper experiment were carried out for 515 µm and 1015 µm thick samples. According to Eq. (8) the slope should be directly proportional to the sample thickness, which is clearly demonstrated in the respective figures below.
The thermal diffusivities obtained for selected metal plates using the described method are collected in Tab. 1. Values of the thermal diffusivity calculated from textbook data [30] are also placed for comparison. There is a very good agreement between our results and literature data.
The second group of measuring techniques allowing determination of the thermal diffusivity of samples is based upon the interference of the thermal waves in plate-form sample. These methods are described in detail elsewhere [31] . The basic idea is that the thermal wave generated at one sample surface travels to the opposite surface, reflects on it and interferes with the incidence wave. The temperature distribution in the sample is a result of this interference. In the case of the plate-like sample the temperature distribution is described by Eq. (7). In our investigations methods based on the interference of thermal waves were used mainly to determine the thermal diffusivity of semiconductor wafers. In the case of opaque samples (or samples coated with an opaque film) experiments were carried out in the geometry shown in Fig. 7a . The temperature disturbance was detected in the air above the sample as the function of 1/2 . Exemplary dependencies obtained for 520 µm thick undoped Si wafer are shown in Fig. 8a . The analysis of the signal was performed in two steps. At the beginning, basing on the high frequency part of the measured dependence, the signals were corrected for the influence of the air layer between the sample surface and the probing beam. Then theoretical curves were fitted to the amplitude and the phase of the measured sig- nal (Fig. 8b) and the thermal diffusivity of the sample was determined.
The geometry shown in Fig. 7b was used for investigation of semi-transparent wafers (e.g. SiC). Detailed descriptions of the method can be found elsewhere [32, 33] . In this paper only the basic idea of the method is presented and is illustrated by exemplary results. The difference from the previously described method consists in carrying out measurements in two configurations -for the probing beam passing over and under the sample. As in the previously described method, the amplitude A and the phase φ of the deflection is measured as a function of 1/2 . Then the ratio of these two signals written as complex functions of the form A( 1/2 )exp[iφ( 1/2 )] was calculated and theoretical curves were fitted to the real and the imaginary parts of this ratio. Exemplary dependencies obtained for single crystal 6H SiC sample are shown in Fig. 9 . This sample was a 880 µm thick plate. Because of the relatively low optical absorption of the sample the signals are quite noisy. The thermal diffusivity and the optical absorption coefficient of the sample were obtained from the multiparameter fitting procedure. Uncertainties of determined parameters were evaluated basing on the criterion of a twofold increase of a goal function from its minimum value. A few results measured for different SiC samples are collected in Tab. 2. The samples can be divided into two groups: polycrystalline wafers (samples #1 -#3) and single crystals (samples #4 and #5). The samples #1 and #2 were cut from the same wafer but contain different concentrations of structural defects. Sample #3 was produced by another manufacturer. It can be seen that defected sample has considerably lower thermal diffusivity. Supplementary investigation revealed that sample #3 has also higher optical absorption than samples #1 and #2. So, the differences in the thermal properties of investigated samples are probably caused by different grain structures and concentration of structural defects. Values obtained for single crystal samples are much higher than those for polycrystalline wafers. The uncertainty of these measurements is about 10%. A more detailed description of the method can be found elsewhere [33] . Table 2 . The thermal diffusivity α and the optical absorption γ of SiC wafers with different crystalline structure. The uncertainty of determined thermal diffusivities is about 10%, while the uncertainty on the optical absorption is about 25%. All polycrystalline samples had thicknesses of about 500 µm, while the single crystal samples were about 900 µm thick. 
Sample

Investigation of the thermal properties of thin films
As it was stated in Section 2, determination of the thermal properties of the thin film deposited on the thick substrate is a complex measuring problem. The main reason is that the effective thermal properties of thin film -substrate system is practically not affected by the thin film. Let us consider a thin film of the thickness and the thermal conductivity κ deposited on a substrate of the thickness L and the thermal conductivity κ . The effective thermal conductivity of such a system can be written as
In the case of typical electronic structures L ∼ 500 µm and ∼ 0.1 µm, therefore κ ≈ κ . This means that it is necessary to look for measuring techniques in which the influence of the thin film on experimental dependencies will be more pronounced. Two methods presented in this subsection based on the influence of the thin film on boundary conditions at the sample -surrounding interface. The film can be treated as a thermal resistance R = /κ at the substrate-surrounding boundary. In both cases the thermal conductivity of the thin film is deduced from the comparison of signals measured in two geometries chosen in such a way that in one of them the influence of the thin film on the measured signal is negligible. The first method utilizes a 1D model of thermal wave propagation in the layered structure. Details of the method can be found in Ref. [34] -only a basic idea of this method is presented here. Measurements were carried out in the two geometries shown in Fig. 10 . To determine the thermal conductivity of the thin film the ratio of measured dependencies of the deflection signals on 1/2 for both geometries were calculated. Then, the amplitude and the phase of this ratio were fitted with theoretical curves. Exemplary results for two diamond-like carbon films deposited on Si wafers are shown in Fig. 11 . The films differ in thickness. The estimated thermal conductivity is 2.6 Wm The second technique, described in detail in Ref. [35] , is based on a very similar idea but the thermal wave is generated by tightly focused light beam and the 3D model of the thermal wave propagation is used. Experiments are also carried out in two configurations (Fig. 12) . However in this case the normal and the tangential components of the deflection of the probing beam are registered as functions of the distance between the axes of the generating and the probing beams. Unfortunately it is not possible to use analytical formulas for the measured signals in normal space. This is the reason for the transformation of measured dependencies into the inverse space (wave-vector space). In the wave-vector space the measured signal can be described analytically and the analysis of experimental data is simpler. The ratios of transformed signals, for both the normal and the tangential components, are calculated and then the phase of these ratios is fitted with theoretical curves. It is important in this procedure that the ratios of the transformed signals calculated for the normal and the tangential deflection components should be the same. This fact can be used as a criterion for the correctness of measurement. Exemplary results obtained by described method for 200 nm thick HfO 2 film deposited on 340 µm thick Si substrate are shown in Fig. 13 . It is clearly seen that dependencies obtained for normal and tangential deflections are almost the same. The thermal conductivity of the thin film is estimated from the fitting of the theoretical curve to the dependence calculated from experimental data. The uncertainty of this measurement is about 15% Thermal conductivities determined by this method for different thin films are collected in Tab. 3. Three types of thin films were investigated. The AlN and AlN+GaN films were used as passivating and antireflective coatings in semiconductor lasers. Investigated films were deposited on different substrates. Their effective thermal conductivities are 2 to 3 orders of magnitude lower than thermal conductivities of respective bulk materials. It was also possible to determine the thermal conductivity of films thicker than 100 nm. The same concerns the ZnO film, which can be used as transparent electric contact. HfO 2 films reveal higher thermal conductivity. Investigated HfO 2 films were deposited at different concentrations of O 2 . The highest thermal conductivity has the film obtained at the lowest O 2 concentration (10%), while the lowest thermal conductivity was found in the film obtained at 20% O 2 concentration. There is no simple dependence between the oxygen concentration and the thermal conductivity of the thin film. To explain experimentally obtained results the topography of HfO 2 films was additionally investigated using an atomic force microscope (AFM). The topography images are shown in Fig. 14 
Investigation of the ground in a polar region
Thermal wave methods can be used not only at the laboratory scale. The results presented in this subsection confirm the applicability of these methods for investigation of much bigger objects. As an example the analysis of thermal waves generated in the ground by sun-light is shown. Processes of freezing and thawing of the ground in polar regions are widely investigated by geophysicists. Information about temperatures at different depths are collected over long time periods and analyzed. Measurements presented here were carried out in a tundra near the Polish Polar Station (Hornsund, SW Spitsbergen) 1 . The data collected during the polar summer reveals propagation of the thermal wave in the ground (Fig. 15) .
From the phase shifts of this thermal wave at different depths the thermal diffusivity of consecutive ground layers can be estimated. It is shown that the thermal diffusivi- 
Conclusions
Examples of different thermal wave methods presented in this paper confirm their usefulness in investigation of thermal properties of various materials and structures. The majority of these methods, similarly to other nonstationary thermal measurements, leads to determination of the thermal diffusivity with an uncertainty of about 10%. As opposed to standard technical methods which require samples with dimensions of a few centimeters, methods described in this paper allow the measurement of thermal diffusivity of much smaller samples, e.g. 0.5 mm thick substrates, which are common in semiconductor technology. It is important to note that using intensity modulated light to induce temperature disturbance and infrared radiometry or mirage effect for signal detection fully non-contact measurement can be realized. In spite of simplified theoretical models of measurement the methods presented here permit examination of anisotropic samples, even single crystals of relatively low symmetry. In this case properly oriented and cut samples are required. In the typical thermal wave techniques, similarly to other wave methods, the wavelength should not be longer than sample dimensions (layer thickness). It is very difficult, and often impossible, to fulfill this requirement in the case of thin, submicron films. The problem can be partially solved by analysis of the influence of a film on the boundary conditions at a sample-surrounding interface instead of analysis of the thermal wave propagation in the film Presented results confirm the usefulness of such measurements for determination of the thermal conductivity of dielectric films thicker than 100 nm.
Thermal wave measurements can be realized using reasonably standard laboratory equipment. It is shown that using a medium-power laser diode or a Peltier element to generate the thermal wave and a low-power HeNe laser for the detection of the temperature disturbance, a wide range of samples can be investigated. In peculiar cases naturally arisen thermal waves can be also utilized The accuracy of the thermal wave measurement is typically about 10 to 15% and is comparable with the accuracy of other thermal techniques.
In general the theoretical description of the propagation of the temperature disturbance in inhomogeneous medium is a rather complicated problem Nevertheless a simple 1D model can very often be used for interpretation of experimental data. As long as the diameter of the source of the thermal waves (heated area) is a few times bigger than the thermal wave length, the 1D approximation gives satisfactory results.
As it is stated above thermal wave measuring methods are suitable for investigation of films not thinner than about 100 nm. The investigation of thermal properties of smaller objects remain an unsolved problem. New possibilities in this field are given by a short pulse lasers (the picosecond reflectance thermometry mentioned in the section 2) and scanning thermal microscopy
