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ON A FAMILY OF SELF-AFFINE SETS: TOPOLOGY,
UNIQUENESS, SIMULTANEOUS EXPANSIONS
KEVIN G. HARE AND NIKITA SIDOROV
To the memory of David Broomhead
Abstract. Let β1, β2 > 1 and Ti(x, y) =
(
x+i
β1
, y+i
β2
)
, i ∈ {±1}.
Let A := Aβ1,β2 be the unique compact set satisfying A = T1(A)∪
T
−1(A). In this paper we give a detailed analysis of A, and the pa-
rameters (β1, β2) where A satisfies various topological properties.
In particular, we show that if β1 < β2 < 1.202, then A has a non-
empty interior, thus significantly improving the bound from [2].
In the opposite direction, we prove that the connectedness locus
for this family studied in [15] is not simply connected. We prove
that the set of points of A which have a unique address has pos-
itive Hausdorff dimension for all (β1, β2). Finally, we investigate
simultaneous (β1, β2)-expansions of reals, which were the initial
motivation for studying this family in [5].
1. Introduction
Let Ti(x, y) =
(
x+i
β1
, y+i
β2
)
for i = ±1 and A := Aβ1,β2 be the attractor
of the iterated function system (IFS) {T−1, T1}, i.e., the unique compact
set satisfying A = T1(A) ∪ T−1(A). It is well known that A is either
connected or totally disconnected [6].
Figures suggest that when β1 and β2 are “sufficiently small”, Aβ1,β2
is connected and if, in addition, they “very small indeed”, then Aβ1,β2
has a non-empty interior – see Figure 1. The main purpose of this
paper is to make such statements quantifiable, thus expanding results
from [2, 15].
Clearly, if β1 = β2 then this set is either a Cantor set if β1 = β2 > 2
or a one-dimensional segment otherwise. Hence, the set is trivial. So,
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Figure 1: A1.2,1.3, A1.4,1.5 and A1.7,1.8.
without loss of generality we will assume that β1 6= β2 throughout this
paper.
For ease of notation, we will let λ = 1/β1 and µ = 1/β2. Some
solutions and discussions are simplified using λ and µ, and some with
β1 and β2. As such, we will use these notations interchangeably.
We will denote −1 by m (for “minus”) and +1 by p. A word w ∈
{p,m}n is a sequence of p andm of length n. The set {p,m}∗ will be the
set of all finite words, and {p,m}N the set of all infinite words. For w =
w1w2 . . . wn ∈ {p,m}∗, we will denote by Tw the map Tw1Tw2 . . . Twn. If
u, w ∈ {p,m}∗, we will denote by uw the concatenation of u followed
by w. We will mean by uw∞ the infinite word uwwww . . . . We will
use ·˜ for negation. That is, p˜ = m, m˜ = p and w˜ = w˜1w˜2 . . . .
We will define the map sλ : {p,m}N → R as sλ(w) =
∑∞
i=1wiλ
i =∑∞
i=1wi/β
i
1. We will define the map pi : {p,m}N → R2 as pi(w) =
(sλ(w), sµ(w)). Thus, in this notation,
Aβ1,β2 =
{
pi(w) : w ∈ {p,m}N} .
For a point (x, y) ∈ Aβ1,β2 we will say it has address w ∈ {p,m}N if
pi(w) = (x, y). It should be noted that a point (x, y) may not have a
unique address.
1.1. The set Z.
We begin our study by considering the following set
Z = {(β1, β2) : (0, 0) ∈ Ao},
where Ao is the interior of A. In a slightly different language, Z has
been studied by Dajani, Jiang and Kempton who proved the following
result:
Theorem 1.1 ([2]). If 1 < β1, β2 < 1.05, then (β1, β2) ∈ Z.
In this paper we improve this result to show that
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Figure 2: Points known to be in Z (grey); points known to be not in
Z (black), curve β1β2 = 2 (red). (Level 20 approximation.)
Theorem 1.2. If β1 6= β2 are such that∣∣∣∣β82 − β81β72 − β71
∣∣∣∣+ ∣∣∣∣β72β71(β2 − β1)β72 − β71
∣∣∣∣ ≤ 2,
then (β1, β2) ∈ Z.
As a consequence, we have
Corollary 1.3. If 1 < β1, β2 < 1.202 then (β1, β2) ∈ Z.
We can also, in some cases, computationally check if (β1, β2) ∈ Z
and if (β1, β2) /∈ Z. Many cases unfortunately remain unknown. These
are shown in Figure 2. Those points provably in Z coming from Theo-
rem 1.2 are shown in grey. Those points provably not in Z, as discussed
in Lemma 3.6, are shown in black. Note that all points above the curve
β1β2 = 2 (shown in red) are not in Z either. These results will be dis-
cussed in Section 3.
4 KEVIN G. HARE AND NIKITA SIDOROV
The question “Is (0, 0) ∈ Ao?” can be easily extended to higher
dimensions. Namely, let
Ti(x1, . . . , xm) =
(
x1 + i
β1
, . . . ,
xm + i
βm
)
, i ∈ {±1}.
Let Aβ1,...,βm denote the attractor of this IFS, and put
Zm = {(β1, . . . , βm) : (0, 0, . . . , 0) ∈ Aoβ1,...,βm}.
We show in Theorem 1.4 that Zm is always non-empty, first conjectured
in [5]:
Theorem 1.4. For each m ≥ 2 there exists a Cm > 1 such that if
1 < β1 < · · · < βm < Cm, then the attractor Aβ1,...,βm contains a
neighbourhood of (0, . . . , 0).
1.2. The set of uniqueness. In the previous study, we bounded those
β1, β2 such that there is a neighbourhood of (0, 0) contained in A. We
observe that if (0, 0) ∈ A by pi(w) = (0, 0), then pi(w˜) = (0, 0), where,
as above, w˜ is the negation of w. In particular, (0, 0) does not have a
unique address under pi.
For the next question, we examine the other end of this spectrum,
namely, for fixed β1 and β2, which points (x, y) ∈ A have a unique
address (x, y) = pi(w). More precisely, we say that (x, y) = pi(w)
has a unique address if for any w′ ∈ {p,m}N with w 6= w′ we have
pi(w′) 6= (x, y). We denote by Uβ1,β2 the set of all unique addresses and
by Uβ1,β2 the projection pi(Uβ1,β2) and call it the set of uniqueness.
For example, if Aβ1,β2 is totally disconnected, then Uβ1,β2 = {p,m}N
and Uβ1,β2 = Aβ1,β2. On the other hand, if (β1, β2) ∈ Z, then Uβ1,β2 (
{p,m}N and Uβ1,β2 ( Aβ1,β2.
In the self-similar setting (without rotations) the set of uniqueness
has been studied in detail – see, e.g., [4, 8] for the one-dimensional
case and [14] for higher dimensions. In particular, it is proved in [14,
Theorem 2.7] that if the contraction ratios are sufficiently close to 1,
then the set of uniqueness can contain only fixed points. As we will
see, this is very different in the self-affine setting.
We show in Lemma 4.1 that for β1 6= β2, the set of uniqueness is
non-empty. Furthermore, the set Uβ,β2 has positive topological entropy
(Theorem 4.2), Uβ,β2 has positive Hausdorff dimension (Corollary 4.3),
and has no interior points (Proposition 4.4) for all β1, β2. We also give
sufficient conditions (albeit not provably necessary) for a point in Uβ1,β2
to be on the boundary of Aβ1,β2 (Proposition 4.6).
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1.3. Simultaneous expansions. Put
Dβ1,β2 =
{
x ∈ R : ∃(an) ∈ {±1}N | x =
∞∑
n=1
anβ
−n
1 =
∞∑
n=1
anβ
−n
2
}
.
In other words,
Dβ1,β2 = Aβ1,β2 ∩ {(x, y) : y = x}
(see Figure 6). Studying this set was the original motivation behind
the IFS under consideration - see [5, 2].
We prove in Section 5 the following result:
Theorem 1.5. (i) For any pair (β1, β2) the set Dβ1,β2 is non-empty;
(ii) If min{β1, β2} < 1+
√
5
2
, then the Hausdorff dimension of the set
Dβ1,β2 > 0 is positive;
(iii) If max{β1, β2} < 1.202, then there exists a δ > 0.664 such that
[−δ, δ] ⊂ Dβ1,β2.
1.4. The set O and S.
When studying iterated function systems, a common property that
is investigated is if A satisfies the open set condition.
Definition. Let A be the unique compact set such that A = F1(A) ∪
· · ·∪Fk(A), where the Fi are linear contractions. We say that A satisfies
the open set condition (OSC) if there exists a non-empty open set O
such that
• Fi(O) ⊂ O for all i;
• Fi(O) ∩ Fj(O) = ∅ for all i 6= j.
An even stronger property is that of a set being totally disconnected.
Definition. We say that a set A is totally disconnected if for all x, y ∈
A, x 6= y, there exist open sets Ox and Oy such that
• x ∈ Ox
• y ∈ Oy
• Ox ∩Oy = ∅.
• A ⊂ Ox ∪Oy.
A set is disconnected if there exist x and y with the above property.
It is clear that if a set is totally disconnected then it is disconnected.
It is known for this case that A := Aβ1,β2 is either connected or totally
disconnected [6]. Hence in this case the converse is also true. That is,
if A is disconnected, then it must be totally disconnected.
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Put
O = {(β1, β2) : {T−1, T1} satisfies the OSC},
S = {(β1, β2) : Aβ1,β2 is totally disconnected}.
It is easy to see that S ⊂ O. Furthermore, if β1 > 2 or β2 > 2, then
the projection of A onto the x- (respectively, y-) axis is a Cantor set,
whence (β1, β2) ∈ S. Henceforth we will assume β1 < 2 and β2 < 2.
In Theorem 6.6, we give a precise description of a curve S1 such that
if (β1, β2) are above this curve, then (β1, β2) ∈ S. As a corollary to this
Theorem, we get
Corollary 1.6. If β1 + β2 ≥ 3.1294734398566 . . . then (β1, β2) ∈ S. If
the inequality is strict, then (β1, β2) ∈ O. For all ε > 0 there exist β1
and β2 with β1 + β2 ≥ 3.1257839569901− ε where (β1, β2) /∈ O.
We can also, in some cases, computationally check if (β1, β2) ∈ S
and if (β1, β2) /∈ S. Many cases remain unknown. The first are shown
in Figure 3. Those points provably in S are shown in black. These
results will be discussed in Section 6. In Section 7 we show that S is
disconnected.
1.5. Relations between sets.
There are a number of obvious – and some not so obvious – relations
between some of these sets.
Define
I = {(β1, β2) : the attractor A has a non-empty interior}.
It is clear that Z ⊂ I. It is also clear that Z ∩ S = ∅. We know very
little about I, although it seems likely that I ∩ O = ∅. It is not clear
if Z ( I, or if in fact they are equal sets. It is true that S ( O, as
demonstrated by the points (β
(n)
1 , β
(n)
2 ) from Theorem 6.6, which are
all points in O but not in S. All of these points (β(n)1 , β(n)2 ) are points
on the boundary of O, as shown by Solomyak [15].
An interesting observation to make is that there are points that are
not in Z yet at the same time are not in O either.
For example, let β1 ≈ 1.190842710 and β2 ≈ 1.769542577 be roots of
x11−x10−x9−x8+x6−x5+x4+x3+x2+x+1. We see by Lemma 7.1
that (β1, β2) /∈ O. As β1β2 = 2.107246878 > 2, the Lebesgue measure
of A is 0, hence (β1, β2) /∈ Z.
As a second example, let β1 ≈ 1.122195284 and β2 ≈ 1.776995700
be roots of x13−x12−x11−x9−x8+x7−x6+x5+x4+x3+x2+x+1.
Again, by Lemma 7.1, (β1, β2) /∈ O. Since β1β2 = 1.994136194 < 2,
the Lebesgue measure argument does not work here. However, we can,
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Figure 3: Points known to be in S (black). (Level 40 approximation)
applying techniques discussed in Subsection 3.3, show that (β1, β2) /∈ Z
(using a level 25 approximation).
This indicates that there is actually more structure here that is not
fully explored.
2. The convex hull of A
Before beginning our study of properties of A = Aβ1,β2, we will first
introduce and study K, the convex hull of A. The structure of K will
play an important role in later investigations, both from a computa-
tional, and a theoretical point of view.
We first give a precise description of those points that are vertices of
K. See for example Figure 4.
Theorem 2.1. The vertices of K have addresses pkm∞ and mkp∞ for
k = 0, 1, 2, . . . .
Proof. Without loss of generality, we may assume that β2 < β1. It suf-
fices to show that the line segments connecting pi(pkm∞) and pi(pk+1m∞)
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Figure 4: A1.85,1.25 together with vertices and edges of K
lie below A. We will denote this line segment by Pk. Let us begin at
k = 0. We must show that for any w ∈ {p,m}N that the line from
pi(m∞) to pi(w) lies above the straight line passing through pi(m∞) and
pi(pm∞).
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We notice that the line P0 from pi(m
∞) to pi(pm∞) is in the direction
pi(pm∞)− pi(m∞) =
(
1
β1
−
∑
i≥2
β−i1 ,
1
β2
−
∑
i≥2
β−i2
)
−
(
− 1
β1
−
∑
i≥2
β−i1 ,−
1
β2
−
∑
i≥2
β−i2
)
=
(
2
β1
,
2
β2
)
.
This will have slope s1 = β1/β2.
Consider now the line from pi(m∞) to pi(w) for w ∈ {p,m}N where
w not equal to m∞ and not equal to pm∞.
pi(w)− pi(m∞) =
(∑
i≥1
(ai + 1)β
−i
1 ,
∑
i≥1
(ai + 1)β
−i
2
)
.
This will have slope s2 = (
∑
i≥1(ai + 1)β
−i
2 )/(
∑
i≥1(ai + 1)β
−i
1 ).
It is obvious that pi(w) lies to the right of pi(m∞). Hence, to show
that pi(w) lies above the line P0. it suffices to show that s2 > s1.
This will be true if and only if
(2.1)
∑
i≥2
(ai + 1)β
−i+1
2 >
∑
i≥2
(ai + 1)β
−i+1
1
We see that the ai + 1 terms are either 0 or 2 (and hence always non-
negative). Further β2 < β1 by assumption, and hence β
−i+1
2 > β
−i+1
1
for all i ≥ 2. From this the result follows. We know that we only get
equality if ai + 1 = 0 for all ai ≥ 2. This cannot happen, as w 6= m∞
and w 6= pm∞.
We now proceed by induction. Consider the line Pk from pi(p
km∞)
to pi(pk+1m∞). This is in the direction:
pi(pk+1m∞)− pi(pkm∞) = (2/βk+11 , 2/βk+12 ).
This will have slope s1 = β
k+1
1 /β
k+1
2 . In particular, notice that these
slopes are increasing as k increases (as β1/β2 > 1).
Consider a word pi(w) not equal to either pi(pkm∞) or pi(pk+1m∞).
We may assume without loss of generality that pi(w) lies to the right
of pi(pkm∞). (If not, then there will exist some k′ < k such that w lies
to the right of pi(pk
′
m∞) and to the left of pi(pk
′+1m∞). By induction
w will be above this line Pk′. As the slope are increasing, we will have
that pi(w) is above the line Pk.)
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Consider the direction from pkm∞ to w. As before, we have that
pi(w)− pi(pkm∞) =
(
k∑
i=1
(ai − 1)β−i1 +
∑
i≥k+1
(ai + 1)β
−i
1 ,
k∑
i=1
(ai − 1)β−i2 +
∑
i≥k+1
(ai + 1)β
−i
2
)
.
This will have slope
s2 =
∑k
i=1(ai − 1)β−i2 +
∑
i≥k+1(ai + 1)β
−i
2∑k
i=1(ai − 1)β−i1 +
∑
i≥k+1(ai + 1)β
−i
1
.
We have that s2 > s1 if and only if
(2.2)
k∑
i=1
(ai − 1)β−i+k+12 +
∑
i≥k+1
(ai + 1)β
−i+k+1
2
>
k∑
i=1
(ai − 1)β−i+k+11 +
∑
i≥k+1
(ai + 1)β
−i+k+1
1 .
In the first sum we see that ai − 1 is always 0 or −2, and β−i+k+12 <
β−i+k+11 . Hence the first sum of the left hand side is always greater than
or equal to that of the right hand side. For the second sum, we see
that ai + 1 is always 0 or 2, and β
−i+k+1
2 > β
−i+k+1
1 . Hence the second
sum of the left hand side is always greater than or equal to that of the
right hand side. We also see that we only get equality if w = pkm∞ or
w = pk+1m∞.
The points pi(mkp∞) are treated in a similar way. 
We notice that the proof shows something stronger, namely that
Corollary 2.2. The vertices of K have unique addresses.
Proof. To see this, we note that equations (2.1) and (2.2) are strict
inequalities when w 6= pkm∞. 
Recall for a finite word w ∈ {p,m}∗, we define Kw = Tw(K), and
set Kn =
⋃
|w|=nKw. It is easy to see that for w,w
′ ∈ {p,m}∗ we have
Kww′ ⊂ Kw. In particular this shows that
A ⊂ · · · ⊂ Kn+1 ⊂ Kn ⊂ · · · ⊂ K.
A standard result on iterated functions systems gives that A =
⋂
n≥1Kn.
We will take advantage of this construction in multiple ways through-
out this paper. For example, we will show:
• If (0, 0) /∈ Kn for some n ≥ 1, then (0, 0) /∈ A. (Section 3.)
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• If T1(Kn) ∩ T−1(Kn) = ∅ for some n ≥ 1, then A is totally
disconnected. (Section 6.)
• If T1(Kon) ∩ T−1(Kon) = ∅ for some n ≥ 1, then A satisfies the
OSC (Section 6.)
3. The set Z
In this section we will investigate Z in greater detail. In Subsec-
tion 3.1 we will provide the main tool for checking if a point is in Z
and provide a proof of Theorem 1.2, giving sufficient conditions for
(β1, β2) ∈ Z. In Subsection 3.2 we will discuss the higher dimensional
analogue of Z. In Subsection 3.3 we will give sufficient conditions for
(β1, β2) /∈ Z.
3.1. Finding points in Z.
The main tool used to computationally check if a point (β1, β2) ∈ Z
and to find a generic bound for points in Z is a generalization and
strengthening of Proposition 2.1 and Definition 2.1 from [2].
Theorem 3.1. Let P (x) = xn + bn−1xn−1 + · · ·+ b0 such that
(1) P (βj) = 0 for j = 1, 2, . . . , m,
(2)
∑n−1
j=0 |bj | ≤ 2,
(3) b1 = b2 = · · · = bm−1 = 0,
(4) b0 6= 0.
Then there exists a neighbourhood of (0, . . . , 0) in A, based on β1, . . . , βm.
Using this theorem, it suffices to find a polynomial P in terms of
β1, . . . , βm such that the four conditions hold for all 1 < βj < C for
some C. This is a purely computational search.
Consider the polynomial.
P (x) = x8 − β
8
2 − β81
β72 − β71
x7 +
β72β
7
1(β2 − β1)
β72 − β71
A quick check shows that P (β1) = P (β2) = 0. Further, for all β1, β2 <
1.202 then we have∣∣∣∣β82 − β81β72 − β71
∣∣∣∣ + ∣∣∣∣β72β71(β2 − β1)β72 − β71
∣∣∣∣ ≤ 2
In fact, a stronger result can be shown. By explicitly solving for when∣∣∣∣β82 − β81β72 − β71
∣∣∣∣ + ∣∣∣∣β72β71(β2 − β1)β72 − β71
∣∣∣∣ ≤ 2
we find that all β1 6= β2 in grey in Figure 2 have the desired properties.
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Proof of Theorem 3.1. Let P have the required properties.
Let u−n, . . . , u−n+m−1 satisfy

x1
x2
...
xm
 = b0

β−11 β
−2
1 . . . β
−m
1
β−12 β
−2
2 . . . β
−m
2
...
...
...
β−1m β
−2
m . . . β
−m
m


u−n
u−n+1
...
u−n+m−1
 .
We see that this system will have a solution as all of the βi are distinct.
Moreover, we see that if the xj are sufficiently close to 0, then the uj
will also be sufficiently close to 0. Choose δ such that if |xj | < δ, then
|uj| ≤ 1.
Set u−n+m = · · · = u0 = 0. We will choose the ui and ai for i =
1, 2, 3, . . . by induction, such that
ui := ai −
(
n−1∑
k=0
bkui−n+k
)
and such that ui ∈ [−1, 1] and ai ∈ {−1,+1}. We see that this is
possible, as, by induction, |uj| ≤ 1 for all j ≤ i− 1. Furthermore,
∣∣∣∣∣
n−1∑
k=0
bkui−n+k
∣∣∣∣∣ ≤
n−1∑
k=0
|bkui−n+j|
≤
n−1∑
k=0
|bk|
≤ 2,
by our assumption on the bk. Hence there is a choice of ai, either +1
or −1 such that ai −
∑n−1
k=0 bkui−n+k ∈ [−1, 1].
We claim that this sequence of ai has the desired properties.
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Let bn = 1 for ease of notation. To see this, notice for i = 1, 2 that∑
j≥1
ajβ
−j
i =
∑
j≥1
((
n−1∑
k=0
bkuj−n+k
)
+ uj
)
β−ji
=
∑
j≥1
n∑
k=0
bkuj−n+kβ
−j
i
=
n∑
k=0
∑
j≥1
bkuj−n+kβ
−j
i
=
n∑
k=0
bkβ
k
i
∑
j≥1
uj−n+kβ
−j−k
i
= β−ni
n∑
k=0
bkβ
k
i
∑
j≥1
uj−n+kβ
−j−k+n
i
= β−ni
n∑
k=0
bkβ
k
i
∑
ℓ≥−n+1
uℓ+kβ
−ℓ−k
i
= β−ni
n∑
k=0
bkβ
k
i
( −k∑
ℓ=−n+1
uℓ+kβ
−ℓ−k
i +
∑
ℓ≥1
uℓβ
−ℓ
i
)
=
(
β−ni
n∑
k=0
bkβ
k
i
−k∑
ℓ=−n+1
uℓ+kβ
−ℓ−k
i
)
+
(
β−ni P (βi)
∑
ℓ≥1
uℓβ
−ℓ
i
)
= β−ni
n∑
k=0
−k∑
ℓ=−n+1
bkβ
k
i uℓ+kβ
−ℓ−k
i .
Thus, by our construction, we have b1 = b2 = · · · = bm−1 = 0 and
um−n = · · · = 0. Hence this simplifies to∑
j≥1
ajβ
−j
i = β
−n
i
0∑
ℓ=−n+1
b0uℓβ
−ℓ
i + β
−n
i
n∑
k=m
−k∑
ℓ=−n+1
bkβ
k
i uℓ+kβ
−ℓ−k
i
= β−ni
0∑
ℓ=−n+1
b0uℓβ
−ℓ
i + β
−n
i
n∑
k=m
−k∑
ℓ=−n+1
bkβ
k
i · 0 · β−ℓ−ki
= b0(u−n+1β−1i + u−n+2β
−2
i + · · ·+ u−n+m+1β−mi )
= xi,
which gives the desired result. 
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3.2. Higher dimensional analogues of Z. We see from Theorem 3.1
that to prove Theorem 1.4, it suffices to find P satisfying certain crite-
ria. In this subsection we will show that such a polynomial exists for
all m.
Lemma 3.2. Let P (x) = xn+an−1xn−1+· · ·+a0 be such that
∑n−1
i=0 |ai| <
2 and P (βi) = 0 for i = 1, 2, . . . , m. Let S ⊂ {0, 1, . . . , n− 1} be such
that |S| < n − m. Then there exists a neighbourhood of (β1, . . . , βm)
such that for all (β̂1, . . . , β̂m) in this neighbourhood there exists a poly-
nomial P̂ (x) = xn + ân−1xn−1 + · · ·+ â0 where
• as = âs for all s ∈ S,
• ∑n−1i=0 |âi| < 2.
• P̂ (β̂i) = 0 for i = 1, 2, . . . , m.
Proof. Let R be such that P (x) =
∏
(x−βi)R(x). For β̂i close to βi, we
see that the coefficients of P˜ (x) =
∏
(x−β̂i)R(x) = xn+a˜n−1xn−1+· · ·+
a˜0 are close to those of P . For all s ∈ S, let Ts(x) = b(s)n−1xn−1+· · ·+b(s)0
be a polynomial such that
• b(s)s′ = 0 for s′ ∈ S, s′ 6= s.
• b(s)s = 1
• Ts(β̂i) = 0 for i = 1, 2, . . . , m.
We see that such a polynomial exists as n− |S| > m. Set
P̂ (x) = P˜ (x) +
∑
s∈S
(as − a˜s)Ts(x).
It is easy to observe that as = âs for s ∈ S, and that P̂ (β̂i) = 0 for
i = 1, 2, . . . , m. Further observe that for β̂i close to βi we have that âi
are close to ai. Hence by continuity, we can choose a neighbourhood
of (β1, . . . , βm) such that the resulting âi are close enough to ai so that∑ |âi| < 2. We see that P̂ has the desired properties. 
Corollary 3.3. If there exists a P ∈ R[x] monic of degree at least
2m − 1, such that a1 = · · · = am−1 = 0,
∑ |ai| < 2 and (x − 1)m|P
then there is a neighbourhood around (1, 1, . . . , 1) that is contained in
Z.
Proof. We use S = {1, 2, . . . , m} and the neighbourhood of (1, 1, . . . , 1).
If a0 = 0, then we can use the polynomial T0 to perturb P . 
Theorem 3.4. Given m ∈ N there exists an n ∈ N, and a polynomial
P (x) = xmn+1 − xnm + bm−1x(m−1)n + bm−2x(m−2)n + · · ·+ b0 such that
(x− 1)m|P and 1 +∑m−1i=0 |bi| < 2.
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Proof. Let
P (x) = xmn+1 − xmn + bm−1x(m−1)n + ...+ b1xn + b0.
We see that (x−1)m|P if and only if P (1) = P ′(1) = ... = P (m−1)(1) =
0. Using the notation n(k) = n(n − 1)(n − 2) . . . (n − k + 1), with
n(k) = 0 for k > n, consider the kth derivative of P with respect to x,
with k ≥ 1:
P (k)(x) = (nm+ 1)(k)xnm+1−k − (nm)(k)xnm−k
+ (n(m− 1))(k)bm−1xn(m−1)−k + · · ·+ n(k)b1xn−k.
We require that P (k)(1) = 0 for k = 0, 1, . . . , m − 1. Evaluating P (x)
at x = 1 gives
1− 1 = bm−1 + bm−2 + · · ·+ b0.(3.3)
For k = 1, . . . , m − 1, by dividing by (nm)(k) and evaluating at x = 1
we have
(3.4)
1− (nm+ 1)
(k)
(nm)(k)
=
(n(m− 1))(k)
(nm)(k)
bm−1 +
(n(m− 2))(k)
(nm)(k)
bm−2
+ · · ·+ n
(k)
(nm)(k)
b1.
Taking the limit as n tends to infinity in (3.4), we obtain
(3.5) 0 =
(
m− 1
m
)k
bm−1 +
(
m− 2
m
)k
bm−2 + · · ·+
(
0
m
)k
b0
for k = 0, 1, . . . , m− 1. Here we take ( 0
m
)0
= 1. Clearly, solving (3.5)
for the bi is equivalent to solving the linear system:
0
0
...
0
 =

1 1 . . . 1 1
m−1
m
m−2
m
. . . 1
m
0(
m−1
m
)2 (m−2
m
)2
. . .
(
1
m
)2
0
...
...(
m−1
m
)m−1 (m−2
m
)m−1
. . .
(
1
m
)m−1
0


bm−1
bm−2
...
b1
b0
 .
The lower left (m−1)×(m−1) submatrix is the Vandermonde matrix on
the terms m−1
m
, m−2
m
, . . . , 1
m
, with non-zero determinant
∏
1≤i<j≤m−1
(
i−j
m
)
.
Hence there exists an N such that for all n ≥ N the system of equa-
tions given by (3.3) and (3.4) has non-zero determinant, and hence will
always have a solution, regardless of the left hand side.
We see that the system of equations given by (3.5) has a solution
of bi = 0 for i = 0, 1, . . . , m − 1. We see in this case that the sum
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i=0 |bm| = 1. (Here we think of bm = −1 coming from the coefficient
of xnm.)
This implies that there exists an N0 > N such that for all n ≥ N0
the solution to equations (3.3) and (3.4) will have solutions b0 ≈ b1 ≈
· · · ≈ bm−1 ≈ 0 and bm ≈ 1, and
∑m
i=0 |bi| ≈ 1.
This gives a polynomial with the desired property and proves Theo-
rem 1.4. 
Remark 3.5. The fact that Cm > 1 for all m ≥ 2 was conjectured in
[5]. In the same paper the author has shown, using a simple volume
covering argument, that Cm ≤ 21/m for all m.
3.3. Points not in Z.
To prove that (β1, β2) /∈ Z, it suffices to show that (0, 0) /∈ A. This is
clearly a sufficient condition, although it is not a necessary condition.
To see that it is not necessary, notice that (β
(n)
1 , β
(n)
2 ) which we will
discuss in Section 6 have the property that (0, 0) ∈ A yet A satisfies
the open set condition. Moreover, by approximating A by K, we see
that there are points, arbitrarily close to (0, 0) that are not in K, and
hence not in A. As such, (β
(n)
1 , β
(n)
2 ) /∈ Z. See Figure 10.
It is interesting to note that (β
(n)
1 , β
(n)
2 ) is on the boundary of S. It
is not clear if such an example that is not on the boundary of S would
exist.
Recall that we denote Kw = Tw(K) and Kn =
⋃
|w|=nKw. The
following result holds.
Lemma 3.6. If there exists an n such that (0, 0) /∈ Kn, then (0, 0) /∈ A
and (β1, β2) /∈ Z.
If we were to compute the entirety of Kn, then it would be compu-
tationally expensive. We observe for w,w′ ∈ {p,m}∗ that Kww′ ⊂ Kw.
Hence if (0, 0) /∈ Kw then we have that (0, 0) /∈ Kww′ for all w′. This
allows for considerably more efficient computations.
In Figure 2 we give those points that are provably not in Z, as shown
by examining K20. We also give those points that are provably in Z
by Theorem 1.2.
Note also that if β1β2 > 2, then, as is well known, the Lebesgue
measure of A is zero, whence all (β1, β2) which satisfy this condition
do not belong to Z either.
Example 3.7. Let β1 ≈ 1.57125, β2 ≈ 1.34067 be roots of x10 − x9 −
x8−x7+x6+x5−x4+x3+x2+x+1. Then we have β1β2 ≈ 2.10653 > 2,
whence (β1, β2) /∈ Z. However, (0, 0) clearly belongs to A as (0, 0) =
pi((pmmmppmpppp)∞). See Figure 5.
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Figure 5: Aβ1,β2 zoomed-in around (0, 0), where β1 ≈ 1.57125, β2 ≈
1.34067 are roots of x10−x9− x8−x7 + x6 + x5− x4 + x3 +x2 + x+1.
We have (0, 0) ∈ Aβ1,β2 but no neighbourhood of (0, 0) lies in A.
Observe that there is a large region of Figure 2, where nothing is
known.
4. The set of uniqueness
Recall that (x, y) = pi(w) has a unique address if for any w′ ∈ {p,m}N
with w 6= w′ we have pi(w′) 6= (x, y). We denote by Uβ1,β2 the set of all
unique addresses and by Uβ1,β2 the projection pi(Uβ1,β2) and call it the
set of uniqueness.
A consequence of Corollary 2.2 gives:
Lemma 4.1. The set of uniqueness Uβ1,β2 is always non-empty.
Now we are ready to prove the main result of this section. Let En(L)
be the number of a1a2 . . . an that are prefixes for some infinite word in
L ⊂ {p,m}N. We say that L has positive topological entropy if En(L)
grows exponentially. That is, if lim infn→∞
logEn(L)
n
> 0.
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Theorem 4.2. For any (β1, β2) the set Uβ1,β2 has positive topological
entropy.
Proof. Let [i1 . . . ik] stand for the cylinder {aj}∞j=1 ⊂ {p,m}N, where
aj = ij for j = 1, . . . , k. As pi(p
km∞) has a unique address from
Corollary 2.2, we get that dist(pi(pkm∞), pi([m]) > 0, where dist stands
for the Euclidean metric. Put
Lk = min{j ≥ 1 : dist(pi([pkmj]), pi([m])) > 0}
and L = maxk≥1Lk. Note that since pi(pkm∞) tends to pi(p∞) (which
is clearly at a positive distance from pi([m])), the quantity L is well
defined.
Put
(4.6)
U ′ = {pk0mk1pk2 · · · | k0 ≥ 1, ki ≥ L, i ≥ 1}
∪ {mk0pk1mk2 · · · | k0 ≥ 1, ki ≥ L, i ≥ 1}.
Clearly, U ′ is a subshift, i.e., a closed set such that if a1a2 · · · ∈ U ′, then
so is ajaj+1aj+2 · · · ∈ U ′ for any j ≥ 2. The set U ′ also has positive
topological entropy, since it contains the set
∏∞
1 {mLpL+1, mL+1pL}
which has exponential growth. Thus, it suffices to show that any se-
quence in U ′ is a unique address.
By our construction, pi([pkmk
′
]) does not intersect pi([m]) provided
k′ ≥ L. This is true for all k > 1. By symmetry, the same goes for
pi([mkpk
′
]) and pi([p]). This means that for (x, y) = pi(w0w1w2 . . . ) =
pi(pk0mk1pk2 . . . ) with ki ≥ L, we necessarily have w0 = p. Hence
the problem of showing that (x, y) = pi(pk0mk1pk2 . . . ) has a unique
address reduces to showing that (x′, y′) = pi(pk0−1mk1pk2 . . . ) has a
unique address. This argument is repeated by induction, proving the
result. 
Corollary 4.3. The set of uniqueness Uβ1,β2 has positive Hausdorff
dimension for any (β1, β2).
Proof. Put pi′ = pi|U ′. Since Uβ1,β2 is the set of unique addresses, the
map pi′ is an injection. Also, it is Ho¨lder continuous, since pi is. Let us
show that (pi′)−1 : pi(U ′)→ U ′ is Ho¨lder continuous as well.
Suppose a = a1a2 . . . and a
′ = a′1a
′
2 . . . with a
′
i = ai, 1 ≤ i ≤ n − 1
and an 6= a′n. If n = 1, then, by the above, there exists a constant
C > 0 such that dist(pi(a), pi(a′)) ≥ C. Hence for a general n we have
dist(pi(a), pi(a′)) ≥ Cβ−n1 (we assume, as always, β1 > β2). Since the
distance between a and a′ is 2−n, we have
dist(pi(a), pi(a′)) ≥ C · dist(a, a′)κ,
ON A FAMILY OF SELF-AFFINE SETS 19
where κ > 0. Hence (pi′)−1 is Ho¨lder continuous. The Hausdorff di-
mension on {p,m}N in the usual metric coincides with the topolog-
ical entropy, whence the definition of Hausdorff dimension together
with (pi′)−1 being Ho¨lder continuous immediately yields dimH Uβ1,β2 ≥
dimH pi(U
′) > 0. 
Proposition 4.4. For all (β1, β2), the set Uβ1,β2 has no interior points.
Proof. We have two cases. Either A is totally disconnected, or T1(A)∩
T−1(A) 6= ∅. In the first case, the result is trivial.
Hence, assume that we are in the second case – i.e., that T1(A) ∩
T−1(A) 6= ∅. Assume that U = Uβ1,β2 has non-empty interior. In
particular, let B be an open ball with B ⊂ U ⊂ A. Let (x, y) ∈ T1(A)∩
T−1(A). We know that A = cl
(⋃
k≥1
⋃
j1...jk
Tj1 . . . Tjk((x, y))
)
, since A
is the unique attractive fixed point of the iterated function system in the
Hausdorff metric. This implies that there exists a j1, j2, . . . , jk such that
Tj1 . . . Tjk((x, y)) ∈ B ⊂ U ⊂ A. As (x, y) /∈ U then Tj1 . . . Tjk((x, y)) /∈
U , a contradiction. This proves the desired result. 
Remark 4.5. Recall if β1β2 > 2, then the Lebesgue measure of Aβ1,β2
is zero. Consequently, the same is true for the set of uniqueness. One
should expect Uβ1,β2 to have zero Lebesgue measure for all (β1, β2),
however even for (β1, β2) ∈ Z there appears to be no easy way to prove
this.
If the attractor has non-empty interior, we do not know whether the
set of uniqueness can contain an interior point of A; however, we have
a partial result in this direction:
Proposition 4.6. (i) If (x, y) = pi(wm∞) or pi(wp∞) is in the set
of uniqueness, then (x, y) ∈ ∂Aβ1,β2.
(ii) We have pi(U ′) ⊂ ∂Aβ1,β2, where U ′ is given by (4.6).
Proof. (i) Let (x, y) = pi(wm∞) (for pi(wp∞) the result will follow by
symmetry). Let w = a1 . . . an and put d1 = dist(wm
∞, pi([a˜1]) and di =
dist(wm∞, pi([a1 . . . ai−1a˜i]) for 2 ≤ i ≤ n, where, as usual, a˜ = −a.
Since pi(C) is compact for any cylinder C, we have d = min1≤i≤n di > 0.
Now suppose ε < d. Then (x, y−ε) is not in the attractor; indeed, if
it were, then by our construction, its address would have to begin with
a1 . . . an. This would mean that to obtain (x, y−ε), one or several of the
subsequent −1 values in the address of (x, y) would have to be replaced
with 1s, which would only increase both coordinates. Therefore, there
exist arbitrarily close points in the neighbourhood of (x, y) which are
not in the attractor, i.e., (x, y) cannot be an interior point of A.
20 KEVIN G. HARE AND NIKITA SIDOROV
(ii) Put
d′k = dist(pi(p
km∞), pi([m])) = dist(pi(mkp∞), pi([p])).
We know from the proof of Theorem 4.2 that d′ = infk≥1 d′k > 0, and
the rest of the argument goes exactly like in (i), with ε < d′. 
5. Simultaneous expansions
Put
Dβ1,β2 =
{
x ∈ R : ∃(an)∞1 ∈ {p,m}N | x =
∞∑
n=1
anβ
−n
1 =
∞∑
n=1
anβ
−n
2
}
= Aβ1,β2 ∩ {(x, y) : y = x}
(see Figure 6).
Proof of Theorem 1.5. (i) Let λ = β−11 , µ = β
−1
2 and assume λ < µ.
We first claim that for any k ≥ 0 there exists a word w ∈ {p,m}k
such that pi(wm∞) is below the diagonal (by which we always mean
the straight line y = x), and pi(wp∞) is above it.
Note first that that pi(p∞) = (λ/(1−λ), µ/(1−µ)), and since λ < µ,
we have that pi(p∞) lies above the diagonal. Similarly, pi(m∞) lies below
it – see Figure 6.
Proceed by induction (“bisection”) and assume the claim is true for
k = n and some w. We will show that it is then true for w′ = wp or
wm (or both). We have
sλ(wmp
∞) = sλ(w)− λn+1 + λ
n+2
1− λ
> sλ(w) + λ
n+1 − λ
n+2
1− λ
= sλ(wpm
∞),
in view of λ > 1/2. Similarly, sµ(wmp
∞) > sµ(wpm∞). Consider the
vector from pi(wpm∞) to pi(wmp∞) given by
pi(wmp∞)− pi(wpm∞) = 2
(
λn+1 − λ
n+2
1− λ, µ
n+1 − µ
n+2
1− µ
)
.
We see that this vector has slope(µ
λ
)n+1
· 2µ− 1
1− µ ·
1− λ
2λ− 1 > 1,
since λ < µ and the function x 7→ (2x−1)/(1−x) is strictly increasing.
Hence it would be impossible for pi(wmp∞) to be below the diagonal
and at the same time for pi(wpm∞) to lie above it. Now, if pi(wmp∞)
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Figure 6: The attractor intersecting the diagonal for β1 = 1.923, β2 =
1.754.
is above the diagonal, then we put w′ = wm; if pi(wpm∞) is below the
diagonal, then we put w′ = wp; and if both of these are true, we can
choose either w′ = wm or w′ = wp.
Thus, this allows us to construct a sequence of nested words a1 . . . an
such that pi(a1, a2, . . . ) lies on the diagonal.
(ii) Let us look at the bisection algorithm more closely in order to
determine when we can actually choose both wm and wp as w′. Our
aim is to construct a sequence of maps τn : [0, 1] → [0, 1] which will
keep track of all words w such that pi(wp∞) is above the diagonal and
pi(wm∞) is below it. The map τn turns out to be the multivalued β-
transformation with β = β(n), which are well understood. Here we
have that β(n) ↑ β2 < (
√
5 + 1)/2. The condition β2 < (
√
5 + 1)/2
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Figure 7: Projections for β1 = 1.75, β2 = 1.45
implies that the number of such w grows exponentially with n, which
will yield the claim.
Let h denote the projection along the diagonal onto the y-axis, given
by h(x, y) = (0, y−x). Put (0, a) = h(wm∞), (0, b) = h(wpm∞), (0, c) =
h(wmp∞) and finally, (0, d) = h(wp∞) – see Figure 7. Let n stand for
the length of w. A straightforward computation yields that the second
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coordinates of these points are respectively
a = sµ(w)− sλ(w)− µn+1 − µ
n+2
1− µ + λ
n+1 +
λn+2
1− λ,
b = sµ(w)− sλ(w) + µn+1 − µ
n+2
1− µ − λ
n+1 +
λn+2
1− λ,
c = sµ(w)− sλ(w)− µn+1 + µ
n+2
1− µ + λ
n+1 − λ
n+2
1− λ,
d = sµ(w)− sλ(w) + µn+1 + µ
n+2
1− µ − λ
n+1 − λ
n+2
1− λ.
Since 1/2 < λ < µ, we have that a < b < c < d provided n is large
enough. (Which we may assume without loss of generality.) Notice
that b− a = d− c.
We see by assumption that a < 0 and d > 0. We see that pi(wmp∞)
is above the diagonal if and only if c > 0. Hence if c > 0 then we can
take w′ = wm and if b < 0 then we can take w′ = wp. If b < 0 < c,
then both w′ = wm and w′ = wp are allowed inductive steps.
Now let ρw denote the following affine map:
ρw(t) =
t− a
d− a =
t− sµ(w) + sλ(w) + µn+11−µ − λ
n+1
1−λ
2µn+1
1−µ − 2λ
n+1
1−λ
.
Put
β(n) =
µn+1
1−µ − λ
n+1
1−λ
µn+2
1−µ − λ
n+2
1−λ
↑ µ−1 = β2, n→ +∞.
We have ρw(a) = 0, ρw(d) = 1 and
ρw(b) =
µn+1 − λn+1
µn+1
1−µ − λ
n+1
1−λ
= 1− 1/β(n) < 1− µ,
ρw(c) =
µn+2
1−µ − λ
n+2
1−λ
µn+1
1−µ − λ
n+1
1−λ
= 1/β(n) > µ.
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Note that ρw(0) ∈ [0, 1]. We see that if ρw(0) < ρw(c), then we can
take w′ = wm. We observe that
ρwm(t) =
t− a′
d′ − a′
=
t− sµ(wm) + sλ(wm) + µn+21−µ − λ
n+2
1−λ
2µn+2
1−µ − 2λ
n+2
1−λ
=
t− sµ(w) + sλ(w) + µn+11−µ − λ
n+1
1−λ
2µn+2
1−µ − 2λ
n+2
1−λ
= β(n)ρw(t).
In a similar way, if ρw(0) > ρw(b) then we can take w
′ = wp, and
ρwp(t) = β
(n)ρw(t) + 1− β(n).
Thus, we have a sequence of finite sets Xn = Xn(β1, β2) such that
Xn = τn(Xn−1), where τn is the following multi-valued map on [0, 1]:
τn(x) =

β(n)x, 0 ≤ x < 1− 1/β(n),
β(n)x and β(n)x+ 1− β(n), 1− 1/β(n) ≤ x ≤ 1/β(n),
β(n)x+ 1− β(n), 1/β(n) < x ≤ 1.
This is a well known β-expansion-generating map (with β = β(n)) –
see, e.g., [13, Section 2]. Since β(n) < β2 < (1 +
√
5)/2, we have that
for any x0 ∈ (0, 1 − 1/β(n)), there exists k such that τk . . . τ1(x0) ∈
(1 − 1/β(n), 1/β(n)), i.e., the trajectory of x0 bifurcates after k steps.
This is because τn(1 − 1/β(n)) < 1/β(n), in view of (β(n))2 < β(n) + 1.
This proves that Dβ1,β2 has the cardinality of the continuum.
Furthermore, [3, Theorem 5.2] implies that for the iterations of a
single map τn with β
(n) < (1 +
√
5)/2, we have that no matter what
x0 ∈ (0, 1), hitting the interval (1−1/β(n), 1/β(n)) occurs with a positive
(lower) asymptotic frequency. The argument for the sequence of maps
{τn} is exactly the same, so we omit it.
Let Wn denote the number of 0-1 words w of length n such that
pi(wm∞) is below the diagonal and pi(wp∞) is above it. We have just
shown that Wn grows exponentially fast, which implies that the set
Dβ1,β2 ∩{y = x} has positive Hausdorff dimension (for the same reason
as in the proof of Corollary 4.3).
(iii) This follows from Theorem 1.2. Namely, consider in Theorem 3.1
the special case of simultaneous expansions, that is where x1 = x2,
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with the polynomial
P (x) = x8 − β
8
2 − β81
β72 − β71
x7 +
β72β
7
1(β2 − β1)
β72 − β71
.
We see that we require |u−8|, |u−7| ≤ 1. Solving for u−8 and u−7, we
have
|u−8| = |x1||b0|(β1 + β2)
= |x1| β
7
2β
7
1(β2 + β1)
β61 + β
5
1β2 + β
4
1β
2
2 + β
3
1β
3
2 + β
2
1β
4
2 + β1β
5
2 + β
6
2
,
|u−7| = |x1||b0|(β1β2)
= |x1| β
8
2β
8
1
β61 + β
5
1β2 + β
4
1β
2
2 + β
3
1β
3
2 + β
2
1β
4
2 + β1β
5
2 + β
6
2
.
For β1, β2 ≤ 1.202 . . . , we see that both |b0|(β1 + β2) and |b0|β1β2 are
maximized when β1 = β2 = 1.202 . . . . This is in fact maximized for all
β1, β2 where |b0|+ |b7| ≤ 2 at the exact same value, although this is not
needed for the desired result.
The maximum value that |b0|(β2 + β1) attains with this restric-
tion is approximately 1.504520168. This show that for all |x1| ≤
1/1.504520168 ≈ 0.6646637388 we have |u−7| ≤ 1.
The maximum value that |b0|β2β1 attains with this restriction is ap-
proximately 0.9047548367. This show that for all |x1| ≤ 1/0.9047548367 ≈
1.105271792 we have |u−8| ≤ 1.
Combining the two, for all |x1| ≤ 0.664 we have |u−7|, |u−8| ≤ 1 and
hence there exists a simultaneous expansion of (x1, x1). 
Remark 5.1. Let
D˜β1,β2 =
{
x : ∃(a1, a2, . . . ) ∈ {−1, 0, 1}N | x =
∞∑
n=1
anβ
−n
1 =
∞∑
n=1
anβ
−n
2
}
.
(So, the difference with Dβ1,β2 is in allowing extra zero digit.) It is
shown in [9] that D˜β1,β2 has the cardinality of the continuum for all
(β1, β2) ∈ (1, 2)× (1, 2).
6. The sets O and S
We now focus our attention on the pairs (β1, β2) for which the IFS
satisfies the open set condition (OSC) or is totally disconnected.
We begin with a simple observation. Clearly, Ti(K) ⊂ K for i ∈
{±1}. Put Kn =
⋃
|w|=n Tw(K); then Kn+1 ⊂ Kn, and
⋂
n≥1Kn = A.
Hence A is disconnected if and only if there exists n such that Kn is
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disconnected. (And therefore, so isKk for all k > n.) This immediately
yields the following:
Proposition 6.1. The set S is open.
Proof. Let (β1, β2) ∈ S and n be such that Kn is disconnected. By the
continuity of T−1 and T1, a sufficiently small perturbation of (β1, β2)
leaves Kn disconnected, whence A is disconnected as well. 
For ease of discussion if T1(K
o
n)∩T−1(Kon) = ∅ then we will say that
T1(Kn)∩T−1(Kn) has trivial intersection. Let A be the IFS in question,
and K the convex hull of A. We immediately see that a sufficient
condition for A to satisfy the OSC, or to be totally disconnected is if
T1(K) and T−1(K) have trivial or empty intersection. That is, we have
Lemma 6.2. Let K be the convex hull of A.
• If T1(Ko)∩T−1(Ko) = ∅ then A satisfies the open set condition.
• If T1(K) ∩ T−1(K) = ∅ then A is totally disconnected.
Here Ko is the interior of K. Although these requirements are suffi-
cient, they are not necessary. This is because K is a extreme overesti-
mate for the shape of A.
In Figure 8 we have shown those (β1, β2) such that they satisfy the
hypothesis of Lemma 6.2.
This curve is the same curve, after translation of notation, to that
found by Solomyak [15] using somewhat different techniques. This will
be shown in Theorem 6.7. A precise description of this curve is given
in Theorem 6.6.
The idea of approximating A by a simple set K can be generalized.
Recall that for w ∈ {p,m}∗ that Kw = Tw(K) and we define Kn =⋃
|w|=nKw. A immediate, and profitable, generalization of Lemma 6.2
gives
Lemma 6.3. Let Kn be as above.
• If T1(Kon)∩T−1(Kon) = ∅ then A satisfies the open set condition.
• If T1(Kn) ∩ T−1(Kn) = ∅ then A is totally disconnected.
This can of course to be done for any set that contains A as a subset.
An advantage of these Kn is that Kn → Aβ1,β1 in the Hausdorff metric.
In Figure 3 we have given the approximations of S based on K40.
We will call an approximation of S using Lemma 6.3 with a particular
Kn, a level n approximation.
In Theorem 2.1 we gave a precise description of the vertices of K.
We can now determine for which β1, β2 we satisfy the conditions of
Lemma 6.2 and, to some extent, 6.3.
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Figure 8: Points known to be in S (black). (Level 1 approximation)
Let Mk be the line connecting m
kp∞ and mk+1p∞, and similarly Pk
for pkm∞ and pk+1m∞. (See Figure 4.)
Lemma 6.4. For each β1 > β2 there exists k such that the segment
T1(Mk) crosses the y-axis.
It should be noted that that this k may not be unique, as it is possible
that T1(m
kp∞) is on the y-axis. In this case we would say that both
k − 1 and k satisfy this criterion.
Proof. We see that pi(pm∞) lies to the left of the y-axis, and that
pi(p∞) lies to the right. This, combined with the fact that the Mk form
a decreasing (with respect of the y-coordinate) sequence of intervals
proves the result. 
We will denote this k := k(β1, β2).
Lemma 6.5. Assume β1 > β2 and let k := k(β1, β2). Then
• If T1(Mk) is below the point (0, 0) then T1(K) ∩ T−1(K) = ∅;
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Figure 9: Level 1 approximation for β1 ≈ 1.9, 1.75 and 1.6 with β2 =
1.35.
• If T1(Mk) goes through the point (0, 0) then T1(K)∩T−1(K) has
trivial, but non-empty intersection;
• If T1(Mk) is above the point (0, 0) then T1(K) ∩ T−1(K) has
non-trivial and non-empty intersection.
We see that the first case gives a sufficient condition for (β1, β2) ∈ S.
Also, the first case combined with the second one gives criteria for when
(β1, β2) ∈ O. Unfortunately the final case does not yield anything
useful about (β1, β2) – it only indicates that the level of approximation
we are using is insufficient to come to a conclusion.
Proof. This follows from the symmetry of T1(K) and T−1(K) and the
fact that β1 > β2. See for example Figure 9. 
Using this, we can now give criteria for a point (β1, β2) to be in a
level 1 approximation.
Define
S1 = {(β1, β2) | T1(K)∩T−1(K) has trivial but non-empty intersection}.
Theorem 6.6. Let Pk(x) = x
k+1 − 2xk + 2. Let (β(k)1 , β(k)2 ) be the two
roots of Pk between 1 and 2, with β
(k)
1 < β
(k)
2 . Then
(i) For k ≥ 4 we have (β(k)1 , β(k)2 ), (β(k)2 , β(k)1 ) ∈ S1.
(ii) For k ≥ 4, let β(k)1 ≤ β1 ≤ β(k+1)1 and β(k)2 ≤ β2 ≤ β(k+1)2 satisfy
(6.7) Pk(β1)Pk+1(β2)− Pk+1(β1)Pk(β2) = 0.
Then (β1, β2), (β2, β1) ∈ S1.
(iii) Let β
(4)
1 ≤ β1 < β2 ≤ β(4)2 satisfy
(6.8) P3(β1)P4(β2)− P4(β1)P3(β2) = 0.
Then (β1, β2), (β2, β1) ∈ S1.
(iv) We have β
(k)
2 → 1, β(k)1 → 2 as k → +∞.
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Figure 10: “Just touching”: we have T−1(A) ∩ T1(A) = {(0, 0)} for
β1 ≈ 1.81618, β2 ≈ 1.30022 being roots of x5 − 2x4 + 2. Furthermore,
here T−1(K) ∩ T1(K) = {(0, 0)} as well.
Proof. (i) Assume that T1(K) ∩ T−1(K) has trivial but non-empty in-
tersection. This implies that one of the edges or corners of T1(K)
contains (0, 0). Assume first that (0, 0) is a corner; then we have that
T1(pi(m
kp∞)) = (0, 0). This implies
βk+11 − 2βk1 + 2 = βk+12 − 2βk2 + 2 = 0,
which corresponds to the point (β
(k)
1 , β
(k)
2 ). It is worth observing that
the above equation has no solutions for k ≤ 3. This resulting in the
interesting consequence that the first, second, third and fourth level
approximations are all the same.
(ii) Next assume that, instead of a corner, it is a line that goes
through (0, 0). We see that the line T1(Mk) will intersect the point (0, 0)
if the line from T1(pi(m
kp∞)) to T1(pi(mk+1p∞)) goes through (0, 0).
Letting (xk, yk) = T1(pi(m
kp∞)) and (xk+1, yk+1) = T1(pi(mk+1p∞)), we
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see that the y-intercept of the line through these points is
xkyk+1 − ykxk+1
xk+1 − xk .
This will equal zero when
0 = xkyk+1 − ykxk+1.
Evaluating the above equation at β1 and β2 gives equation (6.7). It is
worth observing that the line segment between (xk, yk) and (xk+1, yk+1)
will only cross the y-axis if these two points are on the opposite sides of
the axis. This implies that β
(k)
1 < β1 < β
(k+1)
1 and β
(k)
2 < β2 < β
(k+1)
2 .
(iii) Similar to (ii).
(iv) Finally, the equation xk = 2(xk−1 − 1) becomes tk = t − 1
2
for
t = x−1. It is clear from the graphs of the left and right hand sides
that the sequence of smaller real roots, ρk, is decreasing, while the
sequence of larger real roots, ρ′k, is increasing. Therefore, ρ
k
k → 0,
whence ρk → 12 , which is equivalent to β(k)1 → 2 as k → +∞. On the
other hand, ρ′k → 1, since it is always smaller than 1 and cannot tend
to κ < 1, since in that case κ must be equal to 1
2
as well, which is
impossible. Hence β
(k)
2 → 1. 
Figure 10 illustrates the above theorem for βi = β
(4)
i , i = 1, 2.
Proof of Corollary 1.6. Consider the curves Pk(β1)Pk+1(3 − β1 + t) −
Pk+1(β1)Pk(3−β1+ t) = 0. Solving for the local maxima of these (with
respect to t), we see that the local maximum for k = 4 is maximal, and
obtains a value of
t = 0.1294734398566760176850196318981206812538310097982 . . .
when
β1 = 1.2356028604456261036844313175875156433117845240595 . . .
Precise algebraic quantities can be given in terms of the roots of a
degree 36 polynomial, which we omit.
It was shown in [15, Theorem 2.3] that all neighbourhoods of (β
(k)
1 , β
(k)
2 )
contain a point that is not in S. Taking k = 5 proves the second in-
equality. 
It is worth observing that B. Solomyak [15] came at this through a
different construction. Solomyak first considered the function
(6.9) h
(t)
k = 1− x− · · · − xk−1 + txk + xk+1 + xk+2 + . . . .
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Following [15], put
B[−1,1] =
{
1 +
∞∑
n=1
anz
n | an ∈ [−1, 1]
}
.
For f ∈ B[−1,1] let ξ1(f) ≤ ξ2(f) ≤ . . . denote the positive zeroes of f
ordered by magnitude and counted with multiplicity. Let
φ : γ → min{ξ2(f) : f ∈ B[−1,1], f(γ) = 0}.
By [15, Proposition 2.2], the function φ is well defined. Furthermore, let
α2 ≈ 0.649138 be the positive zero of 2x5−8x2+11x−4. By the same
Proposition, for all γ ∈ [1/2, α2] there exists a unique function h(t)k such
that h
(t)
k (γ) = h
(t)
k (φ(γ)) = 0. If γ < λ < φ(γ), then (1/γ, 1/λ) ∈ S.
Theorem 6.7. The curve given by (γ, φ(γ)) is the same as the level-1
approximation of S given by Theorem 6.6.
Proof. We note a few things.
• If t = −1 then h(t)k (1/β) = 0 if and only if Pk−1(β) = 0.
• If t = 1 then h(t)k (1/β) = 0 if and only if Pk(β) = 0.
Hence the corners of this curve are the same as the corners of the
curve S.
Let xk = sµ(pm
kp∞) and and yk = sλ(pmkp∞). We showed that if
T1(K), the first level convex approximation of A “just touches” T−1(K)
then
(6.10) xk+1yk − yk+1xk = 0.
Furthermore, xk will be on one side of the axis, and xk+1 will be on the
other. Let
(6.11) t = 2 · xk+1
xk+1 − xk − 1.
We see that if xk = 0 (i.e. the corner of K, (xk, yk) = (0, 0)) then
t = −1. Furthermore, if xk+1 = 0 then t = 1. Hence t ranges between
−1 and 1. This implies that
(6.12)
t+ 1
2
xk =
t− 1
2
xk+1.
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Using this in equation (6.10) gives
0 = xk+1yk − yk+1xk
=
t+ 1
2
xk+1yk − t + 1
2
yk+1xk
=
t+ 1
2
xk+1yk − t− 1
2
xk+1yk+1
=
t+ 1
2
yk − t− 1
2
yk+1.
It is worth noting that the values when t + 1 = 0 and xn = 0 are
when the vertices of K touch (0, 0), and hence not actually attained
when it is the interior of the edge that meets (0, 0). Hence the division
and multiplication of 0 is not a problem. We notice that the equation
t+1
2
yk − t−12 yk+1 equals zero if
0 = 1/β2 − 1/β22 − · · · − 1/βk+12 + t/βk+22 + 1/βk+32 + 1/βk+42 + . . .
= h
(t)
k+1(1/β2)
A similar argument shows that h
(t)
k+1(1/β1) = 0, as required. 
Consider a finite word w ∈ {p,m}n. Recall that Kw = Tw(K). By
our previous notation, Kn =
⋃
|w|=nKw.
To check if T1(Kn) ∩ T−1(Kn) has empty, or trivial intersection, it
suffices to check T1(Kw) ∩ T−1(Kw′) for all words w,w′ ∈ {p,m}n.
To improve the efficiency of this search, we observe that if T1(Kw) ∩
T−1(Kw′) is empty or trivial, then for all words w0, w′0 we have that
T1(Kww0) ∩ T−1(Kw′w′0) is empty or trivial.
This allows us to improve the efficiency of the search.
We again remark that the level 1 approximation (using K1) is the
same as that found in [15]. In fact, this is the same for levels 2, 3 and 4
as well. At level 5 additional points are discovered to be in S that were
not provable before. (See Figure 11.) We could, if necessary, construct
curves much like Theorem 6.6. This trend continues as we increase to
higher level approximations. (See Figure 3.)
One might conjecture, when looking at the initial pictures produced
that all of our curves coming from a level n approximation are con-
nected. If this were true, then this would imply that S was connected.
It turns out, rather surprisingly, that this is not the case. At level 14
we have an occurrence of an island that is not connected to the main
body of the curve, (see Figure 12). More surprisingly, as we show in
Section 7, this is not an artifact of our choice of approximations of
A. This is in fact a legitimate island of S that is disconnected from
the main body. This proves that S is not connected, and hence the
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Figure 11: Points in S. Those in blue come from the level 5 approxi-
mation.
connectedness locus N = Sc studied in detail in [15] is not simply
connected.
7. S is not connected.
In Section 6 we gave a technique to show that a point (β1, β2) cor-
responded to a totally disconnected set A. Using this technique, we
observed at level 14, that the approximation to S was not connected
(see Figure 12).
In this section we will prove that this region is indeed in a separate
connected component with respect to the rest of S. Namely, in Fig-
ure 12 we see a chevron shaped object C which is disconnected from
the main body of the approximation of S. A significant part of our
proof is computer-assisted.
First, we need to show that there exists a point in C which is provably
in S. A quick computer check yields (1.335438104, 1.646743824) ∈ C ⊂
S.
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Figure 12: Level 14 approximation of S, β1 ∈ [1.32025, 1.35275], β2 ∈
[1.6306, 1.6631]
To prove that C is separate from the main body of S we will give
six path connected regions, Rw1 , . . . , Rw6, all disjoint from S, such that
Rw1 overlaps with Rw2, which in turn overlaps with Rw3 , and so on,
where finally Rw6 overlaps with the original set Rw1. These overlapping
sets will surround C – see Figure 13.
We need a criterion for a pair (β1, β2) not to lie in S. As usual, m
stands for −1, and p for 1. We will also use z for 0.
Lemma 7.1. If β1 and β2 are distinct roots of P ∈ Z[x] with the
coefficients of P restricted to {p, z,m} then (β1, β2) /∈ S.
Proof. Let P (x) = anx
n+ · · ·+ a0 with ai ∈ {−1, 0, 1}. Write 2P (x) =
P+(x) − P−(x) with P+(x) = a+nxn + · · · + a+0 with ai ∈ {−1, 1} and
P−(x) = a−nx
n + · · ·+ a−0 with ai ∈ {−1, 1}. As P (β1) = P (β2) = 0 we
have that P+(β1) = P−(β1) and P+(β2) = P−(β2).
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Figure 13: The chevron C (red) and Rw1 (green), Rw2 (turquoise),
Rw3 (blue), Rw4 (orange), Rw6 (magenta) and Rw6 (brown), along with
overlapping continuous paths
Notice that
s1/β1((a
+
n a
+
n−1 . . . a
+
0 )
∞) = P+(β1)(1/β
n+1
1 + 1/β
2(n+1)
1 + . . . )
= P−(β1)(1/βn+11 + 1/β
2(n+1)
1 + . . . )
= s1/β1((a
−
n a
−
n−1 . . . a
−
0 )
∞).
A similar result holds for 1/β2 which gives us that
pi((a+n a
+
n−1 . . . a
+
0 )
∞) = pi((a−n a
−
n−1 . . . a
−
0 )
∞).
As an 6= 0 we see that a+n 6= a−n and hence
pi((a+n a
+
n−1 . . . a
+
0 )
∞) = pi((a−n a
−
n−1 . . . a
−
0 )
∞) ∈ T1(A) ∩ T−1(A).
This give that A is connected, and hence (β1, β2) 6∈ S. 
Remark 7.2. An essentially identical proof holds if 1/β1 and 1/β2 are
two distinct roots of a power series with coefficients {−1, 0, 1}.
We next need a result of Odlyzko and Poonen [11, Lemma 4.1]:
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Lemma 7.3. Let Y be a topological space. Suppose f : {0, 1}N → Y is
a continuous map such that
f([w0]) ∩ f([w1]) 6= ∅
for all w ∈ {0, 1}∗. Then the image of f is path connected.
Recall that [i1 . . . ik] stands for the cylinder {aj}∞j=1 ⊂ {0, 1}N such
that aj = ij for j = 1, 2, . . . , k. Lemma 7.3 can be easily generalized to
the space {p, z,m}N:
Lemma 7.4. Let Y be a topological space. Suppose f : {p, z,m}N → Y
is a continuous map such that
f([wz]) ∩ f([wp]) 6= ∅
f([wm]) ∩ f([wp]) 6= ∅
f([wm]) ∩ f([wz]) 6= ∅
for all w ∈ {p, z,m}∗. Then the image of f is path connected.
The proof is a simple variation of the result of Odlyzko and Poonen.
We provide it here for completeness.
Proof. This is in essence a bisection method. Given two infinite words
w = a1a2a3 . . . and w
′ = b1b2b3 . . . , we define the usual metric by
dist(w,w′) = 1/2k where ai = bi for i = 1, . . . , k − 1 and ak 6= bk. If
no such k exists, then w = w′ and dist(w,w′) = 0. Given two points
x0 = f(w0) and x1 = f(w1), we construct two new words w1/2 and w
′
1/2
such that
• f(w1/2) = f(w′1/2),
• dist(w0, w1/2) < dist(w0, w1),
• dist(w′1/2, w1) < dist(w0, w1).
To do this we let w be the common prefix of w0 and w1 so that w0 =
wa0v0 and w1 = wa1v1 with a0 6= a1. We then find w1/2 ∈ [wa0] and
w′1/2 ∈ [wa1] so that f(w1/2) = f(w′1/2) ∈ f([wa0]) ∩ f([w, a1]). Such a
point exists by assumption.
We now induct on this construction to find points x1/4 and x3/4 and
then x1/8, x3/8, x5/8 and x7/8 and so on. We notice by the continuity
of f and the fact the distances between adjacent points go to 0 in the
limit, then this construction will define a continuous path in the image
of f . 
Let v ∈ {p,m, z}∗ be a finite word of length n. Furthermore, assume
that v1 6= z. Define Pv(x) = P (x) = v1xn−1 + · · · + vn. If β1, β2 are
distinct roots of P then we see from Lemma 7.1 that (β1, β2) /∈ S.
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Let β+1 , β
−
1 , β
+
2 , β
−
2 be distinct roots of the rational function P (x)±
1
x−1 , assuming that they exist. Let I1 = [β
±
1 , β
∓
1 ] and I2 = [β
±
2 , β
∓
2 ]. Let
f(x) ∈ {∑∞i=1wix−i : w ∈ {p,m, z}N}. We see that if |f ′(x)| < |P ′(x)|
for all x ∈ I1, then P (x) + f(x) will have a unique root in I1. We will
denote this root β
(w)
1 . Similarly, if |f ′(x)| < |P ′(x)| for all x ∈ I2, then
P (x) + f(x) will have a unique root in I2, which we will denote β
(w)
2 .
We see that if |P ′(x)| > 1/(x − 1)2 for all x ∈ I1 and x ∈ I2, then
there will be well defined roots β
(w)
1 and β
(w)
2 for all w ∈ {p,m, z}N.
We will call the existence of β±1 , β
±
2 and |P ′(x)| > 1/(x− 1)2 on I1
and I2 property RD.
If for a word v its associated polynomial P has property RD, then
the map fv = f : {p, z,m}N → R2 given by f(w) =
(
β
(w)
1 , β
(w)
2
)
is
well defined. It is easy to see that such a map is continuous. It is also
easy to see that for those infinite words w which only contain a finite
number of non-zero terms, the image corresponds to points that are
roots of a {p, z,m} polynomial, and hence such w are not in S.
To see that any such w satisfies the conditions of Lemma 7.4, let v
correspond to the coefficients of P . Suppose w ∈ {p, z,m}∗. We see
that fv(w0) = fv(wvw) = fv(wv˜w˜). Thus, if we have a polynomial
Pv which satisfies property RD, then we can associate with Pv a set
of values which are not in S, and whose closure is path connected.
We will denote this path connected set by Rv. By Proposition 6.1,
the complement of S is closed. Consequently, Rv ∩ S = ∅ for all v
satisfying property RD.
It is easy to see that if w satisfies property RD and w is a prefix of
w′, then w′ satisfies property RD as well. Furthermore, if w is a prefix
of w′, then Rw′ ⊂ Rw.
Lemma 7.5. Let w satisfy property RD. Then f(wm∞), f(wp∞) ∈ Rw.
Furthermore, Rw is contained within the box with sides parallel to the
axes, and with corners at f(wm∞) and f(wp∞).
We call such a box a bounding box for Rw. We will also need the
concept of a set of bounding boxes for a continuous path. Let ww0 and
ww1 be two points within Rw. By Lemma 7.4, there is a continuous
path from ww0 to ww1 in Rw. Let k be fixed. To construct this path,
we find a series of intermediate points wi/2k , each with two addresses.
Each of these addresses is such that wi/2k and w(i+1)/2k agree on the
first |w|+ k terms. Denote these terms by a1a2 . . . ak.
Thus, both these terms are found within the subregions Rwa1a2...ak .
Furthermore, by construction, the path from wi/2k to w(i+1)/2k will also
be within this subregion. Hence this pair, and the path between this
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pair will be contained within the bounding box for Rwa1a2...ak . Taking
the union over all of these pairs, we get a series of smaller bounding
boxes that contain the continuous path from ww0 to ww1. We will call
such a series of boxes the level k bounding boxes for a path in Rw.
Lemma 7.6. The following words satisfy property RD.
w1 = pmmmpzzppzppzppz
w2 = pmmmzp
7mz
w3 = pmmmzp
7mp
w4 = pmmmzp
7zm
w5 = pmmmpzzppzpppzpz
w6 = pmmmpzzpppmp
4zp.
Proof. This is a simple calculation that we leave as an exercise for the
reader. 
Lemma 7.7. The closure of the set of roots generated by the polyno-
mials in Lemma 7.6 surrounds C.
Proof. To see that Rw1 is connected to Rw2, consider Rw1zpppzpzp and
Rw2m11 . The former has corners at:
[1.323453274, 1.648718809], [1.314160784, 1.648757942]
and the latter has corners at:
[1.321413068, 1.648715950], [1.315100914, 1.648769575].
The path from [1.323453274, 1.648718809] to [1.314160784, 1.648757942]
must intersect the path from [1.321413068, 1.648715950] to [1.315100914, 1.648769575].
See Figure 14 for these two sets, and the continuous paths going from
fw1zpppzpzp(p
∞) to fw1zpppzpzp(m
∞), and from fw1zpppzpzp(p
∞) to fw2m11(m
∞),
and the bounding boxes.
To see that Rw2 is connected to Rw3, we notice that
fw2(pmmmzp
7m) = fw3(mmmzp
7m).
To see that Rw3 is connected to Rw4, we notice that
fw3(ppzm
7) = fw4(pppzm
7).
To see thatRw4 is connected to Rw5, consider Rw4m14 andRw5ppzzpppzpmz.
The former has corners at:
[1.328228762, 1.646703763], [1.324717957, 1.646712975]
and the latter has corners at:
[1.327323576, 1.646702692], [1.324894555, 1.646715284].
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Figure 14: Rw1zpppzpzp (green) and Rw2m11 (turquoise)
The path from [1.328228762, 1.646703763] to [1.324717957, 1.646712975]
must intersect the path from [1.327323576, 1.646702692] to [1.324894555, 1.646715284].
See Figure 15 and the continuous paths connecting the extreme points
of each of these sets.
For the next two, we need to strengthen the idea of bounding box,
as described above.
Consider Rw5mmmp4mppp and Rw6pz4zzmzmm. See Figure 16 and the
continuous paths connecting the extreme points of each of these sets
as well as the level 9 bounding boxes for the path in Rw5mmmp4mppp
and the level 2 bounding boxes for the path in Rw6pzm4zzmzmm. Precise
coordinates for the bounding boxes for the continuous paths can be
found at [10].
Finally, consider Rw6mmmp7 and Rw1zppm4z5m. See Figure 17 and the
continuous paths connecting the extreme points of each of these sets
as well as the level 9 bounding boxes for the path in Rw5mmmp4mppp
and the level 2 bounding boxes for the path in Rw6pzm4zzmzmm. Precise
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Figure 15: Rw4m14 (orange) and Rw5ppzzpppzpmz (magenta)
coordinates for the bounding boxes for the continuous paths can be
found at [10].
These surround the region in question, see Figure 13. 
Remark 7.8. Visually it appears likely that Rw2 intersects Rw4 and we
probably do not need Rw3 .
Corollary 7.9. The set S is not connected.
Corollary 7.10. The connectedness locus N = Sc is not simply con-
nected.
Remark 7.11. A method similar to the one described in this section
was used in [1, Section 12] to show that a certain connectedness locus
is not simply connected (in a different setting).
8. Open questions
There is a great deal of questions that this line of research raises,
which still remain unanswered. Here are some of them.
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Figure 16: Rw5mmmp4mppp (magenta) and Rw6pzm4zzmzmm (brown)
(1) Is it true that if some point of the attractor has a non-empty
neighbourhood, then so does (0,0)? In particular, what is the
precise relationship between I and Z?
(2) We see that if (0, 0) /∈ Aβ1,β2, then (β1, β2) /∈ Z. There are
examples of (β1, β2) /∈ Z such that that Aβ1,β2 nonetheless con-
tains (0, 0) – see Figure 5. It would be helpful to find better
criteria for a points (β1, β2) /∈ Z.
(3) Find an example of β1, β2 such that
• (0, 0) ∈ Aβ1,β2;
• (0, 0) /∈ Aoβ1,β2;
• (β1, β2) /∈ ∂S.
(4) Can a point with a unique address be an interior point of A?
(5) Does the claim in Theorem 1.5 (ii) hold for all pairs (β1, β2)?
Note that given β ∈ (1, 2), almost every x ∈ (0, 1/(β − 1))
has a continuum of β-expansions [12], and furthermore, this
continuum can be chosen to have an exponential growth [7].
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.
Figure 17: Rw6mmmp8 (brown) and Rw1zppm4z5m (green)
Thus, one could hope to adapt our argument so it would hold
for (β1, β2) with both β1 and β2 greater than the golden ratio.
(6) We see that S ⊂ O. Furthermore, (β(n)1 , β(n)2 ) ∈ ∂S∩∂O. When
approximating S and O computationally, via Lemma 6.5, then
the level n approximation of O is the closure of the level n
approximation of S. Is O the closure of S?
(7) Is Z ∩O = ∅?
(8) Justify the ‘spikes’ in S near (1, 2) and (2, 1). That is, we
know that both corners are limit points of S (Theorem 6.6);
is it true that for any h > 0 there exists a point (β1, β2) in
(2−h, 2)×(1, 1+h) which is not in S? By looking at (β(n)1 , β(n)2 )
we get a partial idea of the structure of S near (1, 2), but not a
complete picture.
(9) As mentioned at the beginning of Section 7, (β1, β2) ∈ S,
where β1 = 1.335438104, β2 = 1.646743824. Thus, we have
β1 + β2 = 2.982181928, i.e., some small chunk of S lies be-
low the diagonal (which is not at all obvious from Figure 3).
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Figure 18: The set S together with the diagonal β1+β2 = 3. (Level 20
approximation.)
It would be interesting to find the smallest ε > 0 such that
S ⊂ {(β1, β2) : β1 + β2 > 3− ε} – see Figure 18.
(10) We know that S contains at least three disjoint components
(by symmetry around the line β1 = β2). Does it contain a finite
number of components, or an infinite number of components?
(11) Prove or disprove that for sufficiently small β1 and β2 the at-
tractor Aβ1,β2 is simply connected.
(12) Show that the lower box (or Hausdorff) dimension of ∂Aβ1,β2 is
strictly greater than 1 for all β1, β2.
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