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CHAPTER 1
Prologue
Nonlinear Schrodinger equations describe a number of important physical phe-
nomena. Some nonlinear Schrodinger systems are models for dierent physical
phenomena (plasma physics, nonlinear optics and others) (see [4], [5] and [41]).
Asymptotic behavior of the nonlinear Schrodinger systems has attracted a lot of
attention.
This thesis is concerned with the asymptotic behavior in time of small solu-
tions for the following system of nonlinear Schrodinger equations with quadratic
nonlinearities in two space dimensions
(1.0.1) i@tvj +
1
2mj
vj = Fj (v1;   ; vl) ; in R R2;
for 1  j  l, where  =P2j=1 @2j ; @j = @@xj ; vj is a complex valued unknown func-
tion, vj is the complex conjugate of vj , mj is a mass of a particle and Fj (v1;   ; vl)
is a quadratic term formed from the set
A = [v1;   ; vl; v1;   ; vl] = [v1;   ; vl; vl+1;   ; v2l] :
More precisely, we can write
Fj (v1;   ; vl) =
X
1mk2l
jm;kvmvk;
where jm;k 2 C. This system relates to the Raman amplication in a plasma (see
[4] and [5]). We study the initial and nal value problems of System (1.0.1).
This thesis is organized as follows: In Chapter 1, we introduce the overall frame
of this thesis and x some terminology that will be used throughout this thesis.
In Chapter 2, we consider the initial value problem of System (1.0.1)
(1.0.2)

i@tvj +
1
2mj
vj = Fj (v1;   ; vl) ; in R R2;
vj (0; x) = j (x) ; for x 2 R2;
for 1  j  l. We prove global existence in time of solutions with small initial data.
Especially, we present a proof of L1-time decay estimates of small solutions for
System (1.0.2). We show that an L2 conservation law is important for obtaining
the time decay estimates of solutions for System (1.0.2). At last using this time
decay results, we show nonexistence of the asymptotically free solutions to a special
case of System (1.0.2). L1-time decay estimates of small solutions for this system
are our main results of this chapter. These estimates are obtained by showing a
priori estimates of local in time of solutions.
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In Chapter 3, we consider the asymptotic behavior in time of solutions to
System (1.0.1)
i@tvj +
1
2mj
vj = Fj (v1;   ; vl) ; in R R2:
We prove existence of wave operators for special support conditions on the nal
data. Moreover we describe the approximate solutions to a special form of the
above system to the Cauchy problem. We show a necessary condition of existence
of asymptotically free solutions of System (1.0.1) by using the time decay estimates
obtained in Chapter 2.
In Chapter 4, we consider a special case of System (1:0:1)
(1.0.3)

i@tv1 +
1
2m1
v1 = v1v2;
i@tv2 +
1
2m2
v2 = v
2
1 ;
where ;  2 Cnf0g, m1;m2 > 0 are the masses of particles. We prove existence
of modied wave operators or wave operators for System (1.0.3) under dierent
mass conditions. We use approximate solutions of this system to study existence
of modied wave operators and prove the existence of modied wave operators
without any restriction on support condition.
In what follows, we use the same notations both for the vector function spaces
and the scalar ones. For any p with 1  p  1, Lp denotes the Lebesgue space on
R2 and k kLp denotes the Lp norm of R2. For any m; s 2 R, weighted Sobolev
space Hm;s on R2 is dened by
Hm;s =
8<:f = (f1; :::; fl) 2 L2; kfkHm;s =
lX
j=1
kfjkHm;s <1
9=; ;
where the Sobolev norm is dened as kfjkHm;s =
(1 )m2 (1 + jxj2) s2 fjL2 : Also
we dene the homogeneous Sobolev seminorm of R2 as kfjk _Hm;s =
( )m2 jxjsfjL2 .
We write kfjkL2 = kfjk, Hm = Hm;0 and _Hm = _Hm;0 for simplicity. We write
C (I; Y ) for the space of continuous functions from an interval I of R to a Banach
space Y . The Fourier transform is dened by
F []() = ^ () = 1
2
Z
R2
e i(x) (x) dx
and the inverse Fourier transform is dened by
F 1[](x) = (x) = 1
2
Z
R2
ei(x) () d:
We write Rev and Imv for the real part and the imaginary part of v respectively. We
denote by the same letter C various positive constants. Unless otherwise specied,
we assume the space dimension is two all through this thesis.
2
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Time decay estimates of solutions
2.1. Introduction
We consider the initial value problem of a system of nonlinear Schrodinger
equations
(2.1.1) Lmjvj = Fj (v1;   ; vl) ;
(2.1.2) vj (0; x) = j (x) ;
in (t; x) 2 R R2 for 1  j  l, where
Lmj = i@t +
1
2mj
;
vj is a complex valued unknown function, vj is the complex conjugate of vj , mj is
a mass of a particle and Fj (v1;   ; vl) is a quadratic term formed from the set
A = [v1;   ; vl; v1;   ; vl] = [v1;   ; vl; vl+1;   ; v2l] :
More precisely, we can write
Fj (v1;   ; vl) =
X
1mk2l
jm;kvmvk;
where jm;k 2 C. The investigation of the Cauchy problem (2.1.1)-(2.1.2) is impor-
tant, since a system of Schrodinger equations with quadratic nonlinearities describes
some physical models such as a model of particles interacting each other (see [10]).
For simplicity, we shall write Fj for Fj (v1;   ; vl) if it does not yield confusion.
We assume that there exist positive constants cj for 1  j  l such that
(2.1.3) Im
lX
j=1
cjFjvj = 0:
Condition (2.1.3) is a sucient condition under which System (2.1.1) satises an
L2 conservation law. In order to prove the L2 conservation law of solutions, it is
sucient to assume that there exist positive constants cj for 1  j  l such that
(2.1.4) Im
lX
j=1
Z
R2
cjFjvjdx = 0:
Therefore Assumption (2.1.3) is a stronger condition from the physical point of
view. Under Condition (2.1.4) we have the L2 conservation law
(2.1.5) @t
lX
j=1
cj kvjk2 = 0:
3
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Here we need Condition (2.1.3) to prove time decay of solutions by our method.
We also assume the gauge condition such that
(2.1.6) Fj (v1;   ; vl) = eimjFj
 
e im1v1;   ; e imlvl

for any  2 R and Fj is a quadratic term with respect to variables. This condition
allows us to use the operator J 1
mj
;k = xk + i
t
mj
@k. The operator J 1
mj
;k commutes
with L 1
mj
= i@t +
1
2mj
 and is useful to get time decay of solutions (see Lemma
2.2.1 -Lemma 2.2.3) in the standard energy method.
It is interesting to compare System (2.1.1) with the system of nonlinear Klein-
Gordon equations
(2.1.7)
1
2c2mj
@2t uj  
1
2mj
uj +
mjc
2
2
uj =  Fj (u1;   ; ul)
in (t; x) 2 R  R2 for 1  j  l, under Condition (2.1.6), where c is the speed of
light. If we make a change of variables uj = e
 itmjc2vj in (2.1.7), then by Condition
(2.1.6) we nd that vj satises
1
2c2mj
@2t vj   i@tvj  
1
2mj
vj =  eimjFj
 
e im1v1;   ; e imlvl

=  Fj (v1;   ; vl)(2.1.8)
with  = tc2 for 1  j  l. Therefore the non relativistic version of System (2.1.7)
can be obtained by letting c ! 1 in System (2.1.8) formally, which is the system
of equations (2.1.1).
Strauss [36], Klainerman [24] and Shatah [32] studied global existence of small
solutions to nonlinear evolution equations with power nonlinearity including non-
linear Schrodinger equations in the beginning of 80's. Since their works, there is a
large body of literature discussing the problems of nonlinear Schrodinger equations
and nonlinear Klein-Gordon equations in dierent space dimensions. We survey the
following Schrodinger equation with the nonlinearity involving no gradient terms
(2.1.9) i@tu+
1
2
u = N (u);
in (t; x) 2 R  Rn, where N (u) is a homogeneous p-th order nonlinear term. Let
S(n) = [n+2+(n2+12n+4)
1
2 ]=2n be the Strauss exponent. In [36] Strauss showed
if the nonlinear term N (u) satises jN 0 (u)j  C jujp 1 and p > S(n), then global
small solutions of the nonlinear Schrodinger equation (2.1.9) exist for suitable initial
data. If we focus our attention on the quadratic nonlinearity, the problem on global
existence of solutions becomes harder in the case of low space dimensions since
S(3) = 2 and S(2) = 1+
p
2 ' 2:414. Let space dimension n = 2. If nonlinear term
N (u) =  juju, Hayashi and Naumkin [13] obtained asymptotic formula of small
solutions to the Cauchy problem for the nonlinear Schrodinger equation (2.1.9) in
the case of  2 Rnf0g. Furthermore they proved sharp time decay estimates of
the small solutions. Shimomura [34] considered the same problem in the case of
 2 C and Im < 0. Moreover he showed the nonlinearity of Equation (2.1.9) is
dissipative in this case.
We are interested in the asymptotic behavior in time of small solutions for
initial value problem of the system of nonlinear Schrodinger equations (2.1.1) in
two space dimensions. Global existence in time of solutions for System (2.1.1) with
small initial data can be obtained by the method of [42] and [30]. The chief purpose
4
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in this chapter is to present a proof of L1 -time decay estimates of small solutions
for System (2.1.1) which is the same as those of solutions to linear problems. Main
point in our proof is to derive the following ordinary dierential equations un-
der Condition (2.1.6) by using the factorization technique of Schrodinger evolution
group.
i@tuj =
1
t
Fj (u1;   ; ul) +D 1
mj
2X
i=1
Ri;j ;
where
D 1
mj
FU 1
mj
( t) vj = uj :
Then we show D 1
mj
P2
i=1Ri;j for 1  j  l are remainder terms in our function
space (see Lemma 2.3.3 in details), where
(Dm) (x) =
1
im

 x
m

is the dilation operator, F ;F 1 denote the Fourier and its inverse transform op-
erators, respectively, and U (t) is the Schrodinger evolution group dened by
U (t) = F 1EF with E = e  i2 tjj2 and  6= 0:
We now give some physical examples satisfying Conditions (2.1.3) and (2.1.6).
Example 2.1.1. In [5], the system8<:
i@tv1 +
1
2m1
v1 = v2v3;
i@tv2 +
1
2m2
v2 = 2v3v1;
i@tv3 +
1
2m3
v3 = v1v2;
is considered in (t; x) 2 [0;1)  R2. Obviously this system satises Condition
(2.1.3). If the mass relation of m2 = m1 +m3 is satised, then this system obeys
Condition (2.1.6). This is a system for interacting elds. This model can be also
found in the eld of plasma physics.
Example 2.1.2. More general system8<:
i@tv1 +
1
2m1
v1 = iv2@1v3 + v2v3;
i@tv2 +
1
2m2
v2 =  i@1 (v1v3) + 2v3v1;
i@tv3 +
1
2m3
v3 = iv2@1v1 + v1v2;
in (t; x) 2 RR2, under the mass relation of m2 = m1 +m3, is also considered by
our method. Physical meaning of this system is given in [4] and [5]. It is easy to
see that
Re
Z
R2
v1v2@1v3   v2@1 (v1v3) + v3v2@1v1dx = 0;
which ensures the L2 conservation law. Namely we have Condition (2.1.3). Under
the mass relation of m2 = m1 + m3, the system obeys Condition (2.1.6). The
desired ordinary dierential equations will be8<: i@tu1 =
1
t (1  1)u2u3;
i@tu2 =
1
t (2 + 1)u3u1;
i@tu3 =
1
t (1  1)u1u2;
for 1 2 R:
5
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Our method can be applied to a system of nonlinear Schrodinger equations
with cubic nonlinearities in one space dimension
i@tvj +
1
2mj
vj = Fj (v1;   ; vl) ; 1  j  l; l  3; (t; x) 2 R R;
where Fj is a cubic nonlinear term satisfying Conditions (2.1.3) and (2.1.6). For
example when l = 3,
F1 = v1
2v3; F2 = jv1j2v2; F3 = v31
satisfy these two conditions under the mass relation of m3 = 3m1. We note here
that the Strauss exponent S(1) = 3+
p
17
2 > 3.
The main result in this chapter comes from the author's paper [25] and is stated
as follows:
Theorem 2.1.3. We assume that  = (1;   ; l) 2 H2;2 and Fj satises
Conditions (2.1.3) and (2.1.6) for each j 2 f1;   ; lg. Then for some " > 0 there
exists a unique global solution v = (v1;   ; vl) to System (2.1.1) such that
v = (v1;   ; vl) 2 C
 
R;H2;2

and
kv (t)kL1 =
lX
i=1
kvi (t)kL1  C (1 + jtj) 1
for any  = (1;   ; l) satisfying
kkH2;2 =
lX
i=1
kikH2;2  ":
From Theorem 2.1.3, we have global existence of solutions to System (2.1.1)
for small initial data. Moreover we nd the solutions have the same time decay
rate as that of free solutions for large time. The global existence result in time
of small solutions for System (2.1.1) is not new. For convenience, we will prove
it in more details in the appendix. L1-time decay of small solutions for System
(2.1.1) is new and will be proved by showing a priori estimates of local in time of
solutions. This kind of idea has been used for construction of H2;2 solutions to
nonlinear Schrodinger equations by Hayashi and Naumkin [13]. We extended this
idea to System (2.1.1).
Theorem 2.1.3 shows System (2.1.1) has a unique global strong solution v =
(v1;   ; vl) 2 C
 
R;H2;2

. We can construct a unique global solution v = (v1;   ; vl)
2 C  R;H \H0; of the integral equations associated with System (2.1.1), where
1 < , by the similar method to that of Theorem 2.1.3 (See [26]).
2.2. Preliminary estimates
In this section, we give some estimates as preliminaries. Since U (t) is the
Schrodinger evolution group dened by U (t) = F 1EF with  6= 0 and E =
e 
i
2 tjj2 , we have
M
1
 (it@j)M
1
 = U (t)xjU ( t) = xj + it@j ;
6
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where M = e 
i
2t jxj2 for t 6= 0.
We rst prove Sobolev type inequalities.
Lemma 2.2.1. Let f 2 H0;2;  6= 0. Then
kfkL1  Cjtj 1 kU ( t) fk
1
2
H0;2 kfk
1
2 ; for t 6= 0:
Proof. By the Sobolev inequality kfkL1  C kfk
1
2 kfk 12 , we obtain
kfkL1 =
M 1 f
L1
 Cjtj 1
M  1 t22M 1 f 12 kfk 12
for t 6= 0.
We have the lemma by the identity M
1
 (it@j)M
1
 = U (t)xjU ( t). This com-
pletes the proof of the lemma.
Lemma 2.2.2. Let f; g 2 H0;2;  6= 0. Then
k(J;jf) (J;kg)k  C kU ( t) fk
1
2
H0;2 kU ( t) gk
1
2
H0;2
kfk 12L1 kgk
1
2
L1 ;
where J;j =M
1
 (it@j)M
1
 .
Proof. We have by the Holder inequality
k(J;jf) (J;kg)k
=
(it@j)M 1 f(it@k)M 1 g
= jj t2
@j M 1 f @k M 1 g
 C jj t2
@j M 1 f
L4
@k M 1 g
L4
:
By the Sobolev inequality( ) 12 f
L4
 C kfk 12 kfk 12L1 ;
we nd
k(J;jf) (J;kg)k
 C jj t2
M 1 f 12 M 1 g 12 kfk 12L1 kgk 12L1
 C
2t2M 1 f 12 2t2M 1 g 12 kfk 12L1 kgk 12L1
from which we have the lemma.
Lemma 2.2.3. Let f; g 2 H2;  6= 0. ThenF  M   1F 1f
L1  Cjtj 
1
2 kfk ; FMF 1f  FMF 1g  fg
L1  Cjtj 
1
2 kfkH2 kgkH2 ;
for t 6= 0.
7
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Proof. By the Sobolev inequality kfkL1  C kfk
1
2 kfk 12 , we obtainF  M   1F 1f
L1
 C F  M   1F 1f 12 F  M   1F 1f 12
 Cjtj  12 kfk 12 k( ) fk 12
for t 6= 0, where 0    1. This is the rst result.
By the identity  FMF 1f  FMF 1g  fg
=
 F (M   1)F 1f  FMF 1g+ f  F  M   1F 1g
and the rst estimate, we obtainF (M   1)F 1f
L1
FMF 1g
L1
+
F  M   1F 1g
L1 kfkL1
 Cjtj  12 kfk kgkH2 + Cjtj 
1
2 kgk kfkH2
for t 6= 0.
This is the second one.
2.3. A priori estimates and proof of Theorem 2:1:3
In this section, we prove Theorem 2.1.3 by using a priori estimates of local
solutions. For any  = (1;   ; l) 2 H2;2; we let v = (v1;   ; vl) be a solution of
System (2.1.1) in the space
XT = C
 
[0; T ] ;H2;2

with norm
kvkXT =
lX
j=1
kvjkXT = sup
t2[0;T ]
lX
j=1
(1 + t) 
U 1
mj
( t) vj

H0;2
;
where T > 0 and 0 <  < 12 . Existence of local in time of solutions is obtained with
a standard method (see Appendix).
Theorem 2.3.1. Let T > 1; then there exists a small " > 0 such that for any
 = (1;   ; l) 2 H2;2 with kkH2;2  "; System (2.1.1) has a unique pair of
solutions v = (v1;   ; vl) 2 XT such that kvkXT  2":
In what follows we let v be a solution given by the above theorem. We dene
the dilation operator by
(D) (x) =
1
i

x


; for  6= 0;
and
E = e 
i
2 tjj2 ; M = e 
i
2t jxj2 ; for t 6= 0:
The evolution operator U (t) and inverse evolution operator U ( t), for t 6= 0, are
written as
(U (t)) (x) =M
  1Dt

FM  1

(x)
8
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and
(U ( t)) (x) =M 1

F 1D 1t M
1


(x) =  M 1

F 1ED 1
t


(x)
respectively. Using the notation M = FMF 1; we have
U (t)F 1 =M  1DtM  1
and
FU ( t) =  M 1

ED 1
t
:
These formulas were used in [18] rst.
We estimate dierence between the free Schrodinger solution and its main term.
Lemma 2.3.2. Let f 2 H0;2;  6= 0. Thenf  M  1DtFU ( t) f
L1
 Cjtj  32 kU ( t) fkH0;2 ;
for t 6= 0.
Proof. By the identity
f = U (t)U ( t) f = U (t)F 1FU ( t) f
= M 
1
DtM  1FU ( t) f
= M 
1
DtFU ( t) f +R;
where
R =M 
1
Dt

M  1   1

FU ( t) f:
By Lemma 2.2.3
kRkL1 =
Dt M  1   1FU ( t) fL1
 Cjtj 1
F M  1   1U ( t) f
L1
 Cjtj  32 x2U ( t) f
for t 6= 0.
This completes the proof of the lemma.
Note that if we put g = U ( t) f , then Lemma 2.3.2 says the estimate of the
dierence between U (t) g and its main term.
We now show that if we multiply both sides of System (2.1.1) by FU 1
mj
( t),
then we can divide the nonlinear terms into the main terms and the remainder
terms under the gauge condition (2.1.6). By the inverse factorization formula
FU 1
mj
( t) =  MmjE
1
mj Dmj
t
, we have
FU 1
mj
( t)Fj =  MmjE
1
mj Dmj
t
Fj :
9
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Using the identity operator I =  D t
mj
Dmj
t
and denition of the dilation operator,
we can show
Dmj
t
Fj (v1;   ; vl)
= Dmj
t
Fj

 D t
m1
Dm1
t
v1;   ; D t
ml
Dml
t
vl

=
t
imj
Fj

 imj
t
Dmj
t
D t
m1
Dm1
t
v1;   ; imj
t
Dmj
t
D t
ml
Dml
t
vl

=
t
imj
Fj

 mj
t
Dmj
m1
Dm1
t
v1;   ; mj
t
Dmj
ml
Dml
t
vl

:
Therefore we have
FU 1
mj
( t)Fj (v1;   ; vl)
= iMmjE
1
mj
t
mj
Fj

 mj
t
Dmj
m1
Dm1
t
v1;   ; mj
t
Dmj
ml
Dml
t
vl

:
We now use the identity DaE
 b = E 
b
a2Da for a 6= 0 which is obtained by a direct
computation to get
Dmj
mk
Dmk
t
vk = Dmj
mk
E
  1mk E
1
mkDmk
t
vk = E
 mk
m2
j Dmj
mk
E
1
mkDmk
t
vk:
By Condition (2.1.6) with j =   12m2j t jj
2
and
E
 mk
m2
j = e
i
2 t
mk
m2
j
jj2
= e imkj ;
it follows that
FU 1
mj
( t)Fj (v1;   ; vl)
= iMmjE
1
mj
t
mj
Fj

 mj
t
E
 m1
m2
j Dmj
m1
E
1
m1Dm1
t
v1;   ; mj
t
E
 ml
m2
j Dmj
ml
E
1
mlDml
t
vl

= iMmjE
1
mj
t
mj
Fj

 mj
t
e im1jDmj
m1
ev1;   ; mj
t
e imljDmj
ml
evl
= iMmjE
1
mj
t
mj
e imjjFj

 mj
t
Dmj
m1
ev1;   ; mj
t
Dmj
ml
evl ;
where evj = E 1mj Dmj
t
vj . Since Fj is a quadratic nonlinearity, we arrive at
FU 1
mj
( t)Fj (v1;   ; vl) = iMmj
mj
t
Fj

Dmj
m1
ev1;   ; Dmj
ml
evl :
We again use the identity FU 1
mj
( t) =  MmjE
1
mj Dmj
t
on the right hand of the
above identity to get
FU 1
mj
( t)Fj (v1;   ; vl)
= iMmj
mj
t
Fj

 Dmj
m1
M 1m1FU 1m1 ( t) v1;   ; Dmjml M
 1
ml
FU 1
ml
( t) vl

;
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whereM 1mj = FM mjF 1. We now divide the right hand side into the main term
and remainder ones. We dene the remainder terms by
R1;j
= i
 Mmj   1 mjt Fj

 Dmj
m1
M 1m1FU 1m1 ( t) v1;   ; Dmjml M
 1
ml
FU 1
ml
( t) vl

and
R2;j
= i
mj
t
Fj

 Dmj
m1
M 1m1FU 1m1 ( t) v1;   ; Dmjml M
 1
ml
FU 1
ml
( t) vl

 imj
t
Fj

 Dmj
m1
FU 1
m1
( t) v1;   ; Dmj
ml
FU 1
ml
( t) vl

:
We let
(2.3.1) D 1
mj
FU 1
mj
( t) vj = uj ;
then
FU 1
mj
( t)Fj (v1;   ; vl)
= i
mj
t
Fj

 Dmj
m1
FU 1
m1
( t) v1;   ; Dmj
ml
FU 1
ml
( t) vl

+
2X
i=1
Ri;j
= i
mj
t
Fj

 Dmj
m1
D 11
m1
u1;   ; Dmj
ml
D 11
ml
ul

+
2X
i=1
Ri;j
= i
mj
t
Fj
  iDmju1;   ; iDmjul+ 2X
i=1
Ri;j :
We multiply both sides of the above by D 1
mj
and use the quadratic property of Fj
to get
D 1
mj
FU 1
mj
( t)Fj (v1;   ; vl)
=
m2j
t
Fj

  1
mj
u1;   ;  1
mj
ul

+D 1
mj
2X
i=1
Ri;j
=
1
t
Fj (u1;   ; ul) +D 1
mj
2X
i=1
Ri;j :
Therefore the nonlinear term is divided into two parts such that
(2.3.2) i@tuj =
1
t
Fj (u1;   ; ul) +D 1
mj
2X
i=1
Ri;j :
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We multiply both sides of (2.3.2) by cjuj , take the imaginary parts and use Con-
dition (2.1.3) to obtain
@t
0@ lX
j=1
cj juj j2
1A
= 2 Im
0@ lX
j=1
1
t
cjFj(u1;   ; ul)uj
1A
+2 Im
0@ lX
j=1
cj
 
D 1
mj
2X
i=1
Ri;j
!
uj
1A
= 2 Im
0@ lX
j=1
cj
 
D 1
mj
2X
i=1
Ri;j
!
uj
1A ;(2.3.3)
where cj > 0 for 1  j  l. We prove the second term of the right hand side of
(2.3.2) for each j 2 f1;   ; lg, where l  2, is a remainder term.
Lemma 2.3.3. We have
lX
j=1
2X
i=1
kRi;jkL1  Cjtj 
3
2
U 1
m
( t) v
2
H0;2
;
for t 6= 0, where
U 1
m
( t) v

H0;2
=
lX
j=1
U 1
mj
( t) vj

H0;2
:
Proof. By the denition of the remainder terms and the rst estimate of
Lemma 2.2.3, we have
kR1;jkL1
 Cjtj  32
Fj  Dmjml FM m1U 1m1 ( t) v1;   ; Dmjml FM mlU 1ml ( t) vl

for t 6= 0.
By the Sobolev inequality
kfkL1  Ckfk 12 kfk 12
and the fact that Fj is quadratic with respect to variables, we obtain
kR1;jkL1  Cjtj 
3
2
lX
j=1
U 1
mj
( t) vj
2
H0;2
 Cjtj  32
U 1
m
( t) v
2
H0;2
12
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for t 6= 0.
We again use the rst estimate of Lemma 2.2.3 to nd
kR2;jkL1
 Cjtj  32
lX
i;j=1
U 1
mi
( t) vi

H0;2
U 1
mj
( t) vj

H0;2
 Cjtj  32
U 1
m
( t) v
2
H0;2
for t 6= 0.
Therefore we have the result.
We show the desired a priori estimates of local solutions. We rst prove
Lemma 2.3.4. We have
G (t)  CG (1) + C
Z t
1
 
3
2H ()
2
d;
for any t 2 [1; T ], where
H (t) =
U 1
m
( t) v

H0;2
;
G (t) =
FU 1
m
( t) v

L1
=
lX
j=1
FU 1
mj
( t) vj

L1
:
Proof. By (2.3.3) and the estimate of Lemma 2.3.3, we haveFU 1
m
( t) v

L1
 C
FU 1
m
( 1) v

L1
+ C
Z t
1
 
3
2
U 1
m
( ) v
2
H0;2
d
for all t 2 [1; T ], since
kfkL1  C kDmfkL1 :
This completes the proof of the lemma.
Note that
kUm ( ) fk2H0;2 = kfk2 + 2
2X
j=1
kJm;jfk2 +
2X
j;k=1
kJm;jJm;kfk2 ;
where
Jm;j = Um (t)xjUm ( t) = e
ijxj2
2mt (imt@j) e
 ijxj2
2mt =M
1
m (imt@j)M
1
m :
We have commutation relations with
(2.3.4) Jm;j = Um(t)xjUm( t) = xj + imt@j
and Lm = i@t +
m
2  such that
[Lm; Jm;j ] = 0:
We evaluate the derivative of H (t) with respect to t.
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Lemma 2.3.5. We have
d
dt
H (t)  C

t 1G (t)H (t) + t 
3
2H (t)
2

for any t 2 [1; T ] :
Proof. Multiplying both sides of (2.1.1) by J 1
mj
;k, we can obtain
J 1
mj
;k

i@t +
1
2mj


vj = J 1
mj
;k (Fj (v1;   ; vl)) :
Since h
L 1
mj
; J 1
mj
;k
i
= 0;
then 
i@t +
1
2mj


J 1
mj
;kvj = J 1mj ;k
(Fj (v1;   ; vl)) :
By the same way, we have
(2.3.5)

i@t +
1
2mj


J1
mj
vj = J

1
mj
(Fj (v1;   ; vl)) ;
where we have used the multi-index notation
J1
mj
= J11
mj
;1
J21
mj
;2
;
where jj = 1+2; i 2 N; for i = 1; 2:We multiply both sides of (2.3.5) by J1
mj
vj
with jj = 2, integrate in space and take the imaginary parts to obtain
d
dt
J1mj vj
  C J1mj Fj (v1;   ; vl)
 :
By the fact that Fj is a quadratic nonlinearity with respect to variables and the
gauge condition (2.1.6) we nd thatX
jj=2
d
dt
J1mj vj

 C kvkL1
lX
j=1
X
jj=2
J1mj vj

+ C
0@ lX
j=1
X
jj=1
J1mj vj

Lp1
1A0@ lX
j=1
X
jj=1
J1mj vj

Lp2
1A ;
with 12 =
1
p1
+ 1p2 ; p1; p2 2 [2;1]. We apply Lemma 2.2.2 to the last term of the
right hand side to get
d
dt
X
jj=2
J1mj vj

 C kvkL1
X
jj=2
lX
j=1
J1mj vj
  C kvkL1 X
jj=2
J1
m
v
 :
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By Lemma 2.3.2, we have
kvkL1 
M mD t
m
FU 1
m
( t) v

L1
+
v  M mD t
m
FU 1
m
( t) v

L1
 Ct 1
FU 1
m
( t) v

L1
+ Ct 
3
2
U 1
m
( t) v

H0;2
for all t 2 [1; T ], which we apply the above inequality to get the lemma.
We are now in a position to prove other a priori estimates of local solutions.
Lemma 2.3.6. There exists a small " > 0 such that
(1 + t)
 " 23
H (t) +G (t) < "
3
4 ;
lX
j=1
jH2;2  "
for any t 2 [1; T ] :
Proof. From Lemma 2.3.4 and Lemma 2.3.5 we get
(2.3.6) G (t)  CG (1) + C
Z t
1
 
3
2H ()
2
d;
(2.3.7)
d
dt
H (t)  C

t 1G (t)H (t) + t 
3
2H (t)
2

for all t 2 [1; T ].
From the existence of local solutions stated in the above we obtain G (1)+H (1) 
C"; hence
G (t)  C

"+
Z t
1
 
3
2H ()
2
d

for all t 2 [1; T ].
We let
(1 + t)
 " 23
H (t) = eH (t) :
Then
(2.3.8) G (t)  C

"+
Z t
1
 
3
2+2"
2
3 eH ()2 d
and
d
dt
eH (t) + " 23 t 1 eH (t)  Ct  32+" 23 eH (t)2 + Ct 1G (t) eH (t)
from which it follows that
eH (t) + " 23 Z t
1
 1 eH () d
 C

"+
Z t
1
 
3
2+"
2
3 eH ()2 d+ C Z t
1
 1G () eH () d(2.3.9)
for all t 2 [1; T ].
There exists an " > 0 such that
(2.3.10) eH (t) +G (t) < " 34
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for any t 2 [1; T ] : Indeed, if we assume that there exists a time t1 2 [1; T ] such thateH (t1) +G (t1)  " 34 , then by (2.3.8)
G (t1)  C

"+ "
3
2

;
and by (2.3.9)
eH (t1) + " 23 Z t1
1
 1 eH () d  C "+ " 32+ C" 34 Z t1
1
 1 eH () d:
Therefore if we choose " > 0 small enough, we see thateH (t1)  C "+ " 32 :
Thus we have eH (t1) +G (t1)  C "+ " 32 < " 34 :
This contradicts the assumption that there exists a time t1 such that eH (t1) +
G (t1)  " 34 . This completes the proof of the lemma.
We prove Theorem 2.1.3 by using a priori estimates of local solutions obtained
above.
Proof of Theorem 2.1.3. By the standard continuation argument we have a
unique time global solution such that
H (t) =
U 1
m
( t) v

H0;2
 " 34 (1 + t)"
2
3
;
G (t) =
FU 1
m
( t) v

L1
 " 34
for any t  1. Therefore it is sucient to prove the time decay estimates of solutions.
By Lemma 2.3.2 and the denition of M mj ; D t
mj
we havevj (t) M mjD t
mj
FU 1
mj
( t) vj(t)

L1
=
vj (t)  e imj2t jxj2mj
it

FU 1
mj
( t) vj

t;
mj
t
x

L1
 Ct  32
U 1
mj
( t) vj (t)

H0;2
for t > 0. It follows that
kvjkL1  Ct 1
FU 1
mj
( t) vj

L1
+ Ct 
3
2
U 1
mj
( t) vj

H0;2
for t > 0. Namely
kvkL1 =
lX
j=1
kvjkL1(R2)  Ct 1G (t) + Ct 
3
2H (t)
 C

"
3
4 t 1 + t 
3
2+"
2
3

 C" 34 t 1
for t  1. If t 2 [0; 1), we have kvkL1  C" by kkH2;2  ". If t < 0, the theorem
follows by the same method. This completes the proof of the theorem.
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2.4. A system without the L2 conservation
In this section we show that the L2 conservation law is important for obtaining
the time decay estimates of solutions (see [10] and [22]). Let us consider the
following system
(2.4.1)

i@tv1 +
1
2m1
v1 = 0;
i@tv2 +
1
2m2
v2 = v
2
1 ;
with the initial conditions
v1 (0) = 1; v2 (0) = 2;
in (t; x) 2 RR2, where  =P2j=1 @2j ; @j = @@xj ; m1;m2 are the masses of particles.
Since the rst equation of this system can be solved explicitly v1 = U 1
m1
(t)1,
we get the following Cauchy problem for v2
(2.4.2)
(
i@tv2 +
1
2m2
v2 =

U 1
m1
(t)1
2
;
v2 (0) = 2:
Equation (2.4.2) is a linear Schrodinger equation and the solution can be represented
explicitly by (1; 2). More precisely, we have
Proposition 2.4.1. Suppose that 1 2 H0;2; 2 2 L2: Let v2 2 C([0;1);L2)
be a global solution of the Cauchy problem for Equation (2.4.2). Then the following
estimate is true
kv2 (t)k  m1
c12
L4
log t  C k1k2H0;2
for t > 1:
This fact was pointed rst in [39] and [40] in the case of Klein-Gordon equations
and in Remark 3 of [22] in the case of Schrodinger equations. Therefore Proposition
2.4.1 is not new. However we give a short proof for the convenience of the readers.
Proof. Using the factorization properties of the inverse free Schrodinger evo-
lution group we obtain
D 1
m2
FU 1
m2
( t)

U 1
m1
(t)1
2
= t 1

D 1
m1
c12 +R3;
where
R3 = t
 1M 1
m2

D 1
m1
M m1c12   t 1 D 1m1c12 :
As in the previous section, R3 can be easily estimated
kR3k  Ct 2 k1k2H0;2
for t > 1.
Multiplying both sides of Equation (2.4.2) by D 1
m2
FU 1
m2
( t) we get
i@t

D 1
m2
FU 1
m2
( t) v2

= t 1

D 1
m1
c12 +R3:
Integration with respect to t yields
D 1
m2
FU 1
m2
( t)v2 (t)
= D 1
m2
FU 1
m2
( 1)v2 (1) + im21c12 (m1x) log t  iZ t
1
R3d:
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Since kv2 (1)k  C

k2k+ k1k2H0;2

andZ t
1
kR3k d  C k1k2H0;2 ;
we nd the desired estimate
kv2 (t)k  m1
c12
L4
log t  C k1k2H0;2
for t > 1. Proposition 2.4.1 is proved.
2.5. Nonexistence of the usual scattering states
In this section we state nonexistence of the usual scattering states. This result
(joint with Professor Nakao Hayashi and Professor Pavel I. Naumkin) comes from
[10].
We consider the following system of nonlinear Schrodinger equations
(2.5.1)

i@tv1 +
1
2m1
v1 = v1v2;
i@tv2 +
1
2m2
v2 = v
2
1 ;
in (t; x) 2 RR2, where  =P2j=1 @2j , @j = @=@xj ; and m1;m2 are the masses of
particles.
Definition 2.5.1. A solution to System (2.5.1) is asymptotically free if there
exists an L2 solution (w1+; w2+) to the system of corresponding free equations such
that
2X
j=1
kvj(t)  wj+(t)k ! 0
as t!1.
Since System (2.5.1) for small initial data with 2m1 = m2 satises all condi-
tions of Theorem 2.1.3, we have global existence and time decay estimates of small
solutions to the Cauchy problem for this system. We show nonexistence of the
asymptotically free solutions for System (2.5.1) by using time decay estimates of
small solutions to the system.
Theorem 2.5.2. Let 2m1 = m2 and (v1; v2) 2 C
 
[0;1) ;H2 \H0;2 be a
global solution of System (2.5.1) obtained in Theorem 2.1.3. Then there does not
exist any nontrivial scattering state (v1+; v2+) 2 H2 \H0;2 such that v1+ 6= 0 and
2X
j=1
vj (t)  U 1
mj
(t) vj+
! 0
as t!1:
Proof. By the contrary we assume that there exists the nontrivial nal state
(v1+; v2+) 2 H2 \H0;2
such that v1+ 6= 0 and
2X
j=1
U 1
mj
( t) vj   vj+
! 0
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as t!1:
Let
(v1; v2) 2 C
 
[0;1) ;H2 \H0;2
be a global solution obtained in Theorem 2.1.3 which satises the time decay esti-
mate
kv1 (t)kL1  C (1 + t) 1
for t  0.
Multiplying the second equation of System (2.5.1) by D 1
m2
FU 1
m2
( t) and integrat-
ing the result with respect to t we get
(2.5.2) D 1
m2
F

U 1
m2
( t) v2   U 1
m2
( s) v2

=  i
Z t
s
D 1
m2
FU 1
m2
( )  v21 d;
where 0 < s < t <1.
We decompose the nonlinear term as follows
U 1
m2
( t) v21 = U 1m2 ( t)

v21  

U 1
m1
(t) v1+
2
+ U 1
m2
( t)

U 1
m1
(t) v1+
2
:
By the factorization formulas for the free Schrodinger evolution group
U 1
mj
(t) =M mjD t
mj
M mjF
and
FU 1
mj
( t) =  iMmjDmjEmjD 1t ;
where M = FMF 1 and D 1
mj
MmjDmj =  M 1mj for 1  j  2, we nd
D 1
m2
FU 1
m2
( t)

U 1
m1
(t) v1+
2
=  iD 1
m2
Mm2Dm2Em2D 1t

M m1D t
m1
M m1dv1+2
=  t 1D 1
m2
Mm2Dm2

D 1
m1
M m1dv1+2
= t 1M 1
m2

D 1
m1
M m1dv1+2 = t 1 D 1m1dv1+2 +R3
since we assume that 2m1 = m2; where
R3 = t
 1M 1
m2

D 1
m1
M m1dv1+2   t 1 D 1m1dv1+2 :
By the similar method of the proof of Lemma 2.3.3 we nd
(2.5.3) kR3k  Ct 2 kv1+k2H0;2
for t > 0.
We have by (2.5.2) and (2.5.3)U 1
m2
( t) v2   U 1
m2
( s) v2
  D 1m1dv1+2
Z t
s
 1d
 C
Z t
s
v21   U 1m1 () v1+2
 d
 C (kv1+kH0;2 + kv2+kH0;2)2
Z t
s
 2d(2.5.4)
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where 0 < s < t <1.
By the Cauchy-Schwarz inequality we getv21   U 1m1 (t) v1+2

 Ct 1 (kv1+kL1 + t kv1kL1)
v1   U 1
m1
(t) v1+

L2
 Ct 1
for t > 0.
Here we can choose  > 0 such that
D 1
m1
dv1+2
L4
  C > 0:
Therefore by (2.5.4) we obtainU 1
m2
( t) v2   U 1
m2
( s) v2
  D 1
m1
dv1+2
L4
  C
Z t
s
 1d !1;
as t!1:
This contradicts with our assumptionv2 (t)  U 1
m2
(t) v2+
! 0
as t!1: Theorem 2.5.2 is proved.
2.6. Appendix
This appendix provides a proof of global existence in time of solutions to System
(2.1.1). If we restrict our attention to quadratic nonlinear Schrodinger equations,
our proof is based on the standard Strichartz type estimates for the Schrodinger
equations and the L2 conservation law. We introduce the following space-time norm
kkLqt (I;Lr) = kk (t)kLrkLqt (I) ;
where I is a bounded or unbounded time interval.
Dene
G [g] (t) =
Z t
T
U 1
m
(t  ) g () d
for any T 2 I; where U 1
m
(t) is the Schrodinger evolution group dened by U 1
m
(t) =
F 1e  i2m tjj2F . The Strichartz type estimates (see [3]) for the case of two spatial
dimensions can be formulated as follows.
Lemma 2.6.1. Let 2  r <1 and 1q + 1r = 12 : Then for any time interval I the
following estimates are true
kG [g]kLqt (I;Lr)  C kgkLq0t (I;Lr0)
and U 1
m
(t)

Lqt (I;L
r)
 C kk ;
where 1 < r0  2; 1q0 + 1r0 = 32 :
First we consider the local existence of L2 solutions to the integral equations
(2.6.1)
8><>:
v1 (t) = U 1
m1
(t)1   i
R t
0
U 1
m1
(t  t0)F1(v1;   ; vl)(t0)dt0;
    
vl (t) = U 1
ml
(t)l   i
R t
0
U 1
ml
(t  t0)Fl(v1;   ; vl)(t0)dt0;
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where Fj 2 C1
 
Cl;C

, U 1
mj
(t) = exp

i t2mj

for j = 1;   ; l are the free
Schrodinger evolution group. From the point of the results of the Cauchy prob-
lem for a single nonlinear Schrodinger equation with power nonlinearities, we can
treat the problem in the space L2. The method is similar to that by [42].
For any  = (1;   ; l) 2 L2 we nd a solution v = (v1;   ; vl) of System
(2.6.1) in the space
X0 (I) = (C \ L1t )
 
I;L2
 \ Lq0t (I;Lr0)
on a small time interval I = [ T; T ], where 0  2=q0 = 1   2=r0. In order to do
that we introduce the norm
kvkX0(I) =
lX
j=1
kvjkX0(I) =
lX
j=1

kvjkL1t (I;L2) + kvjkLq0t (I;Lr0 )

;
where 0  2=q0 = 1  2=r0. We prove
Theorem 2.6.2. For any  > 0 there exists T () > 0 such that for any  =
(1;   ; l) 2 L2 with kk  ; System (2.6.1) has a unique pair of solutions
v = (v1;   ; vl) 2 X0 (I) with I = [ T () ; T ()] :
Proof. We denote the right hand sides of System (2.6.1) by j (v1;   ; vl) for
1  j  l: By Lemma 2.6.1, we estimates j (v1;   ; vl) for 1  j  l as
kj (v1;   ; vl)kX0(I)
 C kk+ C kFj (v1;   ; vl)k
L
q00
t

I;Lr
0
0

 C kk+ CT 1=2 kvk2X0(I) ;
where we have used the Holder inequalities in time and space with 1=r00 = 1=2 +
1=r0; 1=q
0
0 = 1=2 + 1=q0.
Similarly,
kj (v1;   ; vl)  j (v01;   ; v0l)kX0(I)  CT 1=2 kvkX0(I) kv   v0kX0(I)
holds for 1  j  l.
Therefore the conclusion follows from a contraction argument by taking T > 0
small in connection with the size of data .
Next we consider global existence of L2 solutions to the problem. Let v =
(v1;   ; vl) 2 X0 (I) be the local solution of System (2.6.1) given by Theorem 2.6.2.
Then we have
kvj (t)k2 =
j2 + 2 Im Z t
0
(Fj (t
0) ; vj (t0)) dt0
for all j 2 f1;   ; lg, where the last term of the right hand side is understood to be
a duality between L
q00
t

I;Lr
0
0

 Lq0t (I;Lr0) (see [30]).
Lemma 2.6.3. Let v = (v1;   ; vl) 2 X0 (I) be the local solution of System
(2.6.1) given in Theorem 2.6.2. If there exist constants cj > 0 for 1  j  l such
that
(2.6.2) Im
lX
j=1
Z
R2
cjFjvjdx  0;
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then
lX
j=1
cj kvjk2 
lX
j=1
cj
j2
for all t 2 I:
Proof. The lemma follows from
lX
j=1
cj kvj (t)k2 =
lX
j=1
cj
j2 + 2 Im
24 lX
j=1
Z t
0
cj (Fj (t
0) ; vj (t0)) dt0
35 :
Theorem 2.6.4. Let  = (1;   ; l) 2 L2: If there exist constants cj > 0 for
1  j  l such that
Im
lX
j=1
Z
R2
cjFjvjdx  0;
then System (2.6.1) has a unique pair of solutions v = (v1;   ; vl) 2 X0 (R), where
X0 (R) = (C \ L1t )
 
R;L2
 \ Lq0t (R;Lr0) :
Moreover,
lX
j=1
cj kvjk2 
lX
j=1
cj
j2
for all t 2 R:
Proof. The theorem follows from Theorem 2.6.2 and Lemma 2.6.3 by the
standard continuation argument of local solutions since the existence time depends
only on kk.
By Theorem 2.6.2 and Theorem 2.6.4, we have
Proposition 2.6.5. If  = (1;   ; l) 2 H2;2 and the nonlinear terms in
System (2.1.1) satisfy Condition (2.6.2), then there exists a unique global solution
v = (v1; v2;   ; vl) of System (2.1.1) such that
v = (v1; v2;   ; vl) 2 C
 
[0;1) ;H2;2 :
Proof. If we take a time derivative of nonlinearities into account, in the same
way as in the proof of Theorem 2.6.2, we have a unique pair of local solutions
(C \ L1t )
 
I;H2

and if we note that the existence time of solutions depends on kkH1 . we can
extend this existence time to innity as in the proof of Theorem 2.6.4. Since
v 2 C  [0;1);H2 and  2 H2;2, we get the desired result. Indeed we multiply
jxj2 both sides of equations and apply the energy method to the resulting systems
to have a priori estimates of
jxj2v.
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Wave operators and approximate solutions
3.1. Introduction
We consider the following system of nonlinear Schrodinger equations in two
space dimensions
(3.1.1) i@tvj +
1
2mj
vj = Fj (v1;   ; vl) ; in R R2;
for 1  j  l, where  =P2j=1 @2j ; @j = @@xj ; vj is a complex valued unknown func-
tion, vj is the complex conjugate of vj , mj is a mass of a particle and Fj (v1;   ; vl)
is a quadratic term formed from the set
A = [v1;   ; vl; v1;   ; vl] = [v1;   ; vl; vl+1;   ; v2l] :
More precisely, we can write
Fj (v1;   ; vl) =
X
1mk2l
jm;kvmvk;
where jm;k 2 C.
Let  + = ( 1+; ;  l+), where  j+ 2 L2 for each j 2 f1; ; lg, and U 1m (t) + =
U 1
m1
(t) 1+;   ; U 1ml (t) l+

. Note that U 1
m
(t) + is a solution of the system
of the corresponding free Schrodinger equations. If there exists a unique global
solution v = (v1;   ; vl) 2 C([1;1);L2) of System (3.1.1) such thatv(t)  U 1
m
(t) +
 = lX
j=1
kvj (t)  U 1
mj
(t) j+k ! 0;
as t!1, then the map
W+ :  + =
 
 1+;   ;  l+
 7! v = (v1;   ; vl) (1)
is well-dened on L2. We call the map W+ a wave operator. The given  + is
called a nal state.
We recall some of the results to the following Schrodinger equation with the
nonlinearity involving no gradient terms
(3.1.2) i@tu+
1
2
u = N (u);
in (t; x) 2 R Rn, where N (u) is a nonlinear term. Let the short range exponent
P (n) = 1 + 2n . We assume nonlinear term N (u) =  jujp 1 u with  2 R+. For
p > P (n), existence of asymptotically free solutions was proved by Lin and Strauss
[27] for p > 83 ; n = 3 and Y. Tsutsumi and K. Yajima [43] for p > P (n). For 1 
p  P (n), Strauss [37] and Barab [2] showed nonexistence of asymptotically free
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solutions. Since P (2) = 1 + 22 = 2, quadratic nonlinearity in two space dimensions
is critical. Let space dimension n = 2. If nonlinear term N (u) =  juju with
 2 Rnf0g, Ginibre and Ozawa [7] proved existence of modied wave operators in L2
sense. Hayashi, Naumkin [13] and Shimomura [34] studied asymptotic behavior of
small solutions for the initial value problem of Equation (3.1.2) with N (u) =  juju
in dierent cases for . If nonlinear term N (u) = u2 or u2, where  2 Cnf0g,
the existence of modied wave operators are shown in [29], [17] and [35]. If the
nonlinear term N (u) = juj2 with  2 Cnf0g, the initial value and scattering
problems were considered in [20] and [33].
Our aim is to study nal and initial problems of System (3.1.1). We prove exis-
tence of wave operators for special support conditions on the nal data. Moreover
we show asymptotic behavior of solutions to the initial value problem for a special
system.
3.2. Existence of wave operators
In this section, we investigate existence of wave operators for System (3.1.1).
First, we give a necessary condition of existence of asymptotically free solutions.
Theorem 3.2.1. Let  = (1;   ; l) 2 H2;2 and v be global in time of solutions
of System (3.1.1) satisfying a priori estimatesZ 1
1
1
s2
U 1
m
( s) v
2
H0;2
ds <1;
FU 1
m
( t) v

L1
 C:
We assume that the gauge condition (2.1.6) holds for each j 2 f1;   ; lg. If there
exists a c + = d 1+;   ;d l+ 2 L2 \ L1 such that
lim
t!1
v (t)  U 1
m
(t) +
 = 0:
Then
(3.2.1) Fj

D 1
m1
d 1+;   ; D 1ml d l+ = 0
for every j 2 f1;   ; lg, where c + = F +:
From Theorem 3.2.1, we nd that if (3.2.1) does not hold, then the solutions
are not asymptotically free. If the support condition
\lj=1suppd j+ (mj) is empty;
is satised, we have (3.2.1). The support condition means each particle does not
work for any other particles. This eect does not occur in a single nonlinear
Schrodinger equation.
The following theorem says existence of wave operators.
Theorem 3.2.2. Let c + = d 1+;   ;d l+ 2 H2;2 satisfy the so-called support
condition (3.2.1). Assume that Fj satises the gauge condition (2.1.6) for each j 2
f1;   ; lg. Then for some " > 0 there exists a unique global solution v = (v1;   ; vl)
of System (3.1.1) such that
v 2 C  [1;1) ;L2
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and v (t)  U 1
m
(t) +
  Ct b; 1
2
< b < 1
for large t and any c + satisfying  +H2;2  ":
Theorem 3.2.2 follows from the fact that asymptotic behavior of each particle is
determined by the leading term of U 1
mj
(t) j+ which is given by e
ijxj2mj
2t
mj
it
d j+  xmjt .
3.3. Proof of theorems
In this section we give the proof of existence of wave operators for System
(3.1.1). First we consider the necessary condition of existence of asymptotically
free solutions.
Proof of Theorem 3.2.1. We assume that (3.2.1) does not hold. Namely there
exist j 2 f1;   ; lg and  > 0 such thatFj D 1
m1
d 1+;   ; D 1ml d l+ = :
By (2.3.2) we have
i@t

D 1
mj
FU 1
mj
( t) vj

=
1
t

Fj (u1;   ; ul)  Fj

D 1
m1
d 1+;   ; D 1ml d l+
+
1
t
Fj

D 1
m1
d 1+;   ; D 1ml d l++D 1mj
2X
i=1
Ri;j ;(3.3.1)
where
uj = D 1
mj
FU 1
mj
( t) vj ;
R1;j
= i
 Mmj   1 mjt Fj

 Dmj
m1
M 1m1FU 1m1 ( t) v1;   ; Dmjml M
 1
ml
FU 1
ml
( t) vl

and
R2;j
= i
mj
t
Fj

 Dmj
m1
M 1m1FU 1m1 ( t) v1;   ; Dmjml M
 1
ml
FU 1
ml
( t) vl

 imj
t
Fj

 Dmj
m1
FU 1
m1
( t) v1;   ; Dmj
ml
FU 1
ml
( t) vl

:
By the same way to the proof of Lemma 2.3.3, we have
lX
j=1
2X
i=1
kRi;jk  Ct 2
U 1
m
( t) v
2
H0;2
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for t 6= 0.
Integrating (3.3.1) in time and taking L2 norm, we obtainD 1mj F

U 11
mj
vj

(2t) D 1
mj
F

U 11
mj
vj

(t)

=
U 11
mj
vj

(2t) 

U 11
mj
vj

(t)

 
Z 2t
t
1
s
ds  C
Z 2t
t
1
s
U 1
m
( s) v    +


FU 1
m
( s) v

L1
+
c +
L1

ds
  C
2X
i=1
Z 2t
t
kRi;j (s)k ds
  log 2  C
Z 2t
t
1
s
U 1
m
( s) v    +
 ds
 C
Z 2t
t
1
s2
U 1
m
( s) v
2
H0;2
ds
for t  1.
From the assumption, we have
U 1
m
( t) v    +
! 0 as t!1, so there exists a
time T  1 such thatU 11
mj
vj

(2t) 

U 11
mj
vj

(t)
  2 log 2
for all t  T . This contradicts
n
U 1
mj
( t) vj
o
is a Cauchy sequence in L2: This
completes the proof of the theorem.
Proof of Theorem 3.2.2. Let us investigate
Lmjvj = Fj (v1;   ; vl)  Fj

U 1
m1
(t) 1+;   ; U 1ml (t) l+

+Fj

U 1
m1
(t) 1+;   ; U 1ml (t) l+

(3.3.2)
for j = 1;   ; l.
We consider the last term of the right hand side of (3.3.2) to have
Fj

U 1
m1
(t) 1+;   ; U 1ml (t) l+

= U 1
mj
(t)F 1FU 1
mj
( t)Fj

U 1
m1
(t) 1+;   ; U 1ml (t) l+

:
In the same way as in the derivation of (2.3.2) we obtain
FU 1
mj
( t)Fj

U 1
m1
(t) 1+;   ; U 1ml (t) l+

= iMmj
mj
t
Fj

 Dmj
m1
M 1m1d 1+;   ; Dmjml M 1mld l+

;
where M 1mj = FM mjF 1. We dene
R3;j = i
 Mmj   1 mjt Fj

 Dmj
m1
M 1m1d 1+;   ; Dmjml M 1mld l+

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and
R4;j = i
mj
t
Fj

 Dmj
m1
M 1m1d 1+;   ; Dmjml M 1mld l+

 imj
t
Fj

 Dmj
m1
d 1+;   ; Dmj
ml
d l+ :
Finally, we get
D 1
mj
FU 1
mj
( t)Fj

U 1
m1
(t) 1+;   ; U 1ml (t) l+

=
1
t
Fj

D 1
m1
d 1+;   ; D 1ml d l++D 1mj
4X
i=3
Ri;j :
We substitute the formula into (3.3.2) to obtain
Lmj

vj   U 1
mj
(t) j+

= Fj (v1;   ; vl)  Fj

U 1
m1
(t) 1+;   ; U 1ml (t) l+

+
1
t
U 1
mj
(t)F 1D 11
mj
Fj

D 1
m1
d 1+;   ; D 1ml d l+
+U 1
mj
(t)F 1
4X
i=3
Ri;j(3.3.3)
since Lmj

U 1
mj
(t) j+

= 0: We dene the following function space
X =

f = (f1;   ; fl) 2 C
 
[1;1) ;L2 ; kfkX <1	 ;
with the norm
kfkX =
2X
j=1
sup
t2[1;1)
tb
f   U 1
m
() +

L1([t;1);L2)
+
f   U 1
m
() +

L4([t;1);L4)

;
where 12< b < 1: We also denote the closed ball X = ff 2 X; kfkX  g : The
linearized system of (3.3.3) is written by replacing Fj (v1;   ; vl) by Fj (w1;   ; wl)
with w 2 X. We get from the linearized system of (3.3.3) and the Strichartz
estimate v   U 1
m
() +

L1([t;1);L2)
+
v   U 1
m
() +

L4([t;1);L4)
 C2t 12 2b + C"t b + C
lX
j=1
4X
i=3
kRi;jkL1([t;1);L2)
for t  1, where b 2 ( 12 ; 1), since Condition (3.2.1) means the third term of the
right hand side of System (3.3.3) vanishes.
In the same way as in the proof of Lemma 2.3.3 we nd that
lX
j=1
4X
i=3
kRi;jk  Ct 2
 +2H2;2  C"2t 2
for t  1.
Therefore there exist " > 0 and positive  such that kvkX  : In the same way we
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have for the dierences
kv   evkX  12 kw   ewkX ;
where ew 2 X and ev is the corresponding solution of the linearized system of (3.3.3).
This completes the proof of the theorem.
Remark 3.3.1. Asymptotic behavior of solutions to the system Lmjvj = Fj (v1;
  ; vl) for 1  j  l is determined by solutions of the ordinary dierential equation
i@tj =
1
t
Fj (1;   ;l) ; 1  j  l;
where j = D 1
mj
F j+. However asymptotic behavior of solutions to the system of
ordinary dierential equations is not well known. That is the main reason why we
can not prove asymptotic behavior of solutions to System (3.1.1) without Condition
(3.2.1).
3.4. Approximate solutions
We consider the following special form of System (3.1.1)
(3.4.1)

i@tv1 +
1
2m1
v1 = v1v2;
i@tv2 +
1
2m2
v2 = v
2
1 ;
in (t; x) 2 R  R2, where  2 C, jj = 1,  = P2j=1 @2j ; @j = @@xj ; m1;m2 are the
masses of particles.
If we assume that
(3.4.2)  = 1;
then we nd the L2 conservation law
d
dt

kv1k2 + kv2k2

= 0:
Under Condition (3.4.2) System (3.4.1) becomes
(3.4.3)

i@tv1 +
1
2m1
v1 = v1v2;
i@tv2 +
1
2m2
v2 = v
2
1 ;
The global existence of small solutions for System (3.4.3) is proved in Chapter
2 since System (3.4.3) is included to System (3.1.1) (see Theorem 2.1.3). Here, we
focus our attention on the asymptotic behavior of solutions for System (3.4.3) under
some special conditions. This work is done jointly with Professor Nakao Hayashi
and Professor Pavel I. Naumkin (see [10]).
Theorem 3.4.1. Let (v1; v2) 2 C
 
[0;1) ;H2 \H0;2 be a global solution ob-
tained in Theorem 2.1.3. Then there exist initial data 	1 () 2 L1 and 	2 () 2 L1
for the Cauchy problem
(3.4.4)
8<: @t 1 = t
 1 1 2; t > 1;
@t 2 =  t 1 21; t > 1;
 1 (1; ) = 	1 () ;  2 (1; ) = 	2 () ;
such that the asymptotics for the solution (v1; v2) is true
vj (t; x) =  it 1e
imj
2t jxj2(M  1mj  j)

t;
x
t

+O

"2t 
3
2+

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for j = 1; 2 as t!1 uniformly with respect to x 2 R2; where  2  0; 12 :
We note that the asymptotic behavior of solutions to the Cauchy problem
(3.4.4) is dened by the amplitude j	j ()j and the angular arg	j () which depend
on the global solution (v1; v2) (see the proof of Lemma 3.4.2 below). However we
can not nd the exact representations of 	1 () and 	2 () for the Cauchy problem
(3.4.4) and so it is dicult to nd an exact asymptotic behavior of solutions to
System (3.4.3) with initial data vj(1) = j(x) for j = 1; 2. Below in Section 3.5
we will show that the asymptotic behavior of solutions to the Cauchy problem
(3.4.4) is divided into three cases (asymptotically free, asymptotically free with
a phase modication, and a periodic in time oscillation of the amplitude of the
solution). If we concentrate our attention to the nal state problem for System
(3.4.3), it is possible to nd an exact asymptotic behavior of solutions to System
(3.4.3) in the neighborhood of a special solution to the Cauchy problem (3.4.4).
It is also interesting to consider System (3.4.1) without Condition (3.4.2). In this
case, it is expected that System (3.4.1) has dissipative property under some angular
conditions. We will discuss these problems in Chapter 4.
Dene the norm
kvkX = sup
t1
2X
j=1

(1 + t) kvj(t)kL1 + kvj(t)k+ (1 + t) 
J1mj vj
 ;
where jj = 2 and  > 0 is small.
By Theorem 2.1.3, there exists a small " > 0 such that System (3.4.3) with
initial data vj(1) = j(x) for j = 1; 2 has the form
(3.4.5)
8<:
d
dt'1 = t
 1'1'2 +O
 
"2t 1 

; t > 1;
d
dt'2 =  t 1'21 +O
 
"2t 1 

; t > 1;
'1 (1) = 1; '2 (1) = 2;
for all
P2
j=1
 kjkH2 + kjkH0;2 < ", where 'j =  M 1mj EmjD 1t vj ;  = 12  and
 2  0; 12 : We now compare the asymptotic behavior of solutions to the Cauchy
problem (3.4.5) with the large time asymptotics of solutions to the unperturbed
system of the ordinary dierential equations depending on  2 R2 as a parameter
(3.4.6)
8<:
d
dt 1 = t
 1 1 2; t > 1;
d
dt 2 =  t 1 21; t > 1;
 1 (1) = 	1;  2 (1) = 	2:
The unperturbed system (3.4.6) will be studied in Section 3.5.
In this section we prove the following result.
Lemma 3.4.2. Let the initial data for System (3.4.5) be such that
2X
j=1
'j (1)L1  ";
where " > 0 is small enough. Then there exist initial data 	1 () and 	2 () for the
Cauchy problem (3.4.6) such that the asymptotics is true
'j (t) =  j (t) +O
 
"2t 

; j = 1; 2
for large time t!1 uniformly with respect to  2 R2:
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Proof. Let ('1 (t) ; '2 (t)) be a given solution of System (3.4.5). Denote
 
(0)
j (t)  'j (t) and dene  (n)j (t) for n  1 as a solution of the linearized version
of System (3.4.6)
(3.4.7)
8<: ddt 
(n)
1 = t
 1 (n 1)1  
(n 1)
2 ; t > 1;
d
dt 
(n)
2 =  t 1

 
(n 1)
1
2
; t > 1;
with a nal state condition
lim
t!1
'j (t)   (n)j (t)
L1
= 0:
Let us prove by induction that
(3.4.8) sup
t1
t
2X
j=1
'j (t)   (n)j (t)
L1
 C"2
for all n  0: For n = 0 the estimate (3.4.8) is true. Next by induction we assume
that (3.4.8) is fullled for all 0  n  k and consider System (3.4.7) for n = k + 1:
We already know by Lemma 2.3.6 that
sup
t1
2X
j=1
'j (t)L1  ":
Therefore also we have
 (n)j (t)
L1
 C" for all 0  n  k:
By System (3.4.5) and System (3.4.7) we nd for n = k + 1 and t  1
2X
j=1
'j (t)   (n)j (t)
L1
 C"
2X
j=1
Z 1
t
'j ()   (n 1)j ()
L1
d

+O
 
"2t 

 C"2t 
from which the estimate (3.4.8) with n = k + 1 follows. Thus by induction the
estimate (3.4.8) is valid for all n  0:
In the same way as above we nd the estimate
sup
t1
t
2X
j=1
 (n)j (t)   (n 1)j (t)
L1
 C"2
for all n  1, which implies by the usual contraction mapping principle that there
exists a unique solution ( 1 (t) ;  2 (t)) 2 C1 ([1;1) ;L1) \ C ([1;1);L1) of the
follwing system 
d
dt 1 = t
 1 1 2; t > 1;
d
dt 2 =  t 1 ( 1)2 ; t > 1
satisfying
sup
t1
t
2X
j=1
'j (t)   j (t)L1  C"2:
Lemma 3.4.2 is proved.
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Application of Lemma 3.4.2 to System (3.4.3) yields the result of Theorem 3.4.1.
3.5. Appendix
This is a joint work with Professor Nakao Hayashi and Professor Pavel I.
Naumkin. We consider the following Cauchy problem
(3.5.1)
8<:
d
dt 1 = t
 1 1 2; t > 1;
d
dt 2 =  t 1 21; t > 1;
 1 (1) = 	1;  2 (1) = 	2;
(t; x) 2 R  R2. We change t = et0 to exclude the explicit dependence on t in
System (3.5.1) (we omit the prime of t0). Then we substitute  1 (t) = r (t) e
i(t)
and  2 (t) =  (t) e
i(t); to get from (3.5.1)
r0 + ir0 = rei( 2); t > 0;
0 + i0 =  r2ei(2 ); t > 0:
We also denote  =    2; then
(3.5.2)
8>><>>:
r0 = r cos;
0 =  r2 cos;
0 = r
2 22
 sin;
0 =  sin:
By the rst two equations of System (3.5.2) we have ddt
 
r2 + 2

= 0; therefore
r2 (t) + 2 (t) = j	1j2 + j	2j2
for all t > 0: Then by the rst three equations of System (3.5.2) we nd ddt
 
r2 sin

=
0: Therefore
 (t) r2 (t) sin (t) = j	2j j	1j2 sin (arg	2   2 arg	1)
for all t > 0: Denote z = r2   22 = 3r2   2b; b = j	1j2 + j	2j2 : Then by
System (3.5.2) we see that z0 = 6r2 cos and z00 =  6r2z =  2 (z + 2b) z: We can
exclude the constant b from the equation if we make a change z (t) = bez  et ; r (t) =p
ber  et ;  (t) = pbez  et ; pbt = et: Hence we get (we omit the tilde of et and ez)
(3.5.3)
8<:
d2z
dt2 =  2 (z + 2) z;
z (0) = r2 (0)  22 (0) ;
z0 (0) = 6 (0) r2 (0) cos (0) :
Note that  2  z (t)  1: Multiplying (3.5.3) by dzdt and integrating we get
dz
dt
2
+ 4z2 +
4
3
z3 = C:
Since  =
q
1 z
3 ; r
2 = z+23 ; and z
0 = 6r2 cos; we have C = 43 (1  z) (z + 2)2 cos2 +
4z2 + 43z
3: Therefore we can see that 0  C  163 for  2  z  1: Denote the func-
tion f (z) = C   4z2   43z3 for  2  z  1: Then we have the equation
dz
dt
2
= f (z) :
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Consider the function f (z) = C   4z2   43z3 for  2  z  1: It has the local
maximum f (z) = C at z = 0 and the local minimum f (z) = C   163 at z =  2.
Therefore if 0 < C < 163 ; then there are three roots z1 <  2 < z2 < 0 < z3 < 1 of
equation f (z) = 0 such that f (z)  0 for all z2  z  z3: Note that the initial data
satises the inequality z2  z (0)  z3 since f (z (0)) = (z0(0))2  0: Therefore the
solution z (t) is always periodic z2  z (t)  z3 with a period T =
R z3
z2
dzp
f(z)
: For
the exceptional cases C = 0 and C = 163 there are two equilibrium points z =  2
for C = 0 (i.e.  1 = 	1 = 0;  2 = 	2 in System (3.5.1)) and z = 0 for C =
16
3
(i.e.  1 = 	1e
ip
2
j	1j log(1+t);  2 =
ip
2j	1j	
2
1e
2ip
2
j	1j log(1+t) in System (3.5.1).
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Modied wave operators and more about wave
operators
4.1. Introduction
This chapter is a joint work with Professor Nakao Hayashi and Professor Pavel
I. Naumkin. We consider the system of nonlinear Schrodinger equations as follows:
(4.1.1)

i@tu1 +
1
2m1
u1 = u1u2;
i@tu2 +
1
2m2
u2 = u
2
1;
in RR2, where  =P2j=1 @2j is the laplacian, @j = @=@xj ; m1;m2 are the masses
of particles and  2 C; jj = 1: A little bit more general system
i@tv1 +
1
2m1
v1 = v1v2;
i@tv2 +
1
2m2
v2 = v
2
1 ;
with ;  2 Cnf0g can be easily reduced to System (4.1.1) with  = jj by virtue
of the scaling v1 =
1p
jju1 and v2 =

jju2. When  = 1; System (4.1.1) obeys
the L2 conservation law
@t

ku1k2 + ku2k2

= 0:
System (4.1.1) can be considered as the non relativistic version of the system
of nonlinear Klein-Gordon equations
(4.1.2)
(
1
2c2m1
@2t v1   12m1v1 + m1c
2
2 v1 =  v1v2;
1
2c2m2
@2t v2   12m2v2 + m2c
2
2 v2 =  v21 ;
in R  R2, where c is the speed of light. Indeed we change vj = e itmjc2uj to get
the following equations(
1
2c2m1
@2t u1   i@tu1   12m1u1 =  eitc
2(2m1 m2)u1u2;
1
2c2m2
@2t u2   i@tu2   12m2u2 =  eitc
2(m2 2m1)u21:
Under the resonance condition
(4.1.3) 2m1 = m2;
we nd the system 1
2c2m1
@2t u1   i@tu1   12m1u1 =  u1u2;
1
2c2m2
@2t u2   i@tu2   12m2u2 =  u21;
which converts into System (4.1.1) in the limit c!1. Equation (4.1.2) is closely
related to a system of nonlinear Klein-Gordon equations studied in [6], [16], [21]
and a system of Dirac-Klein-Gordon equations studied in [1], [9]. In these papers,
the case of three space dimensions was studied. On the other hand, these systems
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in two space dimensions are critical in general. For example, small solutions of the
nonlinear Schrodinger equation
i@tu+
1
2
u = juju; (t; x) 2 R R2
do not behave like free solutions as t ! 1 (see [2]). Furthermore, the exact
asymptotic behavior of small solutions was obtained in [13] for the initial value
problem and in [7] for the nal state problem.
Global existence of small solutions to the Cauchy problem for System (4.1.2)
with a non resonance mass condition
(4.1.4) 2m1 6= m2;m1 6= m2;
was proved in [38] for the case of the initial data in a weighted Sobolev space.
Also it was shown in [38] that solutions behave asymptotically like free solutions.
Global existence and time decay estimates were obtained in [23] for the case of
small solutions of the Cauchy problem to System (4.1.2) with the resonance mass
condition (4.1.3), when the data belongs to a Sobolev space and has a compact
support. As far as we know the large time asymptotic behavior of solutions for
System (4.1.1) or System (4.1.2) under Condition (4.1.3) is not known.
In Chapter 2, the time decay of solutions of the Cauchy problem of System
(4.1.1) with  = 1 is studied under the resonance mass condition (4.1.3). In the
case of higher dimensions the small data scattering problem for System (4.1.1) is
considered by Professor Nakao Hayashi, Professor Tohru Ozawa and myself (see
[12]). However, the large time asymptotic behavior of solutions of System (4.1.1)
to the Cauchy problems is not known as stated before.
To study the wave operator for the system of nonlinear Schrodinger equations
(4.1.1) we consider the nal state problem8>><>>:
i@tu1 +
1
2m1
u1 = u1u2;
i@tu2 +
1
2m2
u2 = u
2
1;
ku1 (t)  F1;S (t)k ! 0 as t!1;
ku2 (t)  F2;S (t)k ! 0 as t!1;
where the nal state (F1;S (t) ; F2;S (t)) is dened by some nal data
 
1+; 2+

:
If the nal state (F1;S (t) ; F2;S (t)) can be taken in the form (F1;S (t) ; F2;S (t)) =
U 1
m1
(t)1+; U 1m2
(t)2+

, where U 1
mj
(t) = e
it
2mj

for 1  j  2 are free Schrodinger
evolution group, and the nal state problem has a nontrivial solution, then we say
that there exists a usual wave operator. However, when the nonlinearity is critical
and it is impossible to nd a solution in the neighborhood of the free nal state
U 1
m1
(t)1+; U 1m2
(t)2+

, then we need to modify the time dependence of the nal
state. Note that the modied wave operator for nonlinear dispersive equation was
rst constructed in [31] for the cubic nonlinear Schrodinger equations and then in
[19] for the derivative nonlinear Schrodinger equation, by changing it via a suit-
able transformation (see [8]) to a system of cubic nonlinear Schrodinger equations
without derivatives of unknown function.
In this chapter, we construct the modied wave operators for the nal state
problem for System (4.1.1) with  = 1 under the resonance mass condition (4.1.3).
Moreover we will prove existence of the usual wave operators under the non reso-
nance mass condition (4.1.4) and also under the resonance mass conditionm1 = m2.
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The non resonance condition (4.1.4) corresponds to non self-conjugate condition for
the power nonlinearity in a single nonlinear Schrodinger equation (see [14]). We
follow here the method of [14] (for the cubic nonlinear Klein-Gordon equation, see
[15]).
We use the following factorization formula (see [18]) for the free Schrodinger
evolution group
(4.1.5) U 1
m
(t) =M mD t
m
M mF
withM = e 
i
2t jxj2 , the dilation operator (Dt)(x) = 1it
 
x
t

andMm = FMmF 1:
We also have
(4.1.6) FU 1
m
( t) =  MmE 1mDmt ;
where E = e 
it
2 jj2 . Here we have used the commutation identity
(Dm
t
Mm)(x) = (E
1
mDm
t
)(x):
Now we state the main results of this chapter. First we consider System (4.1.1)
with  = 1 in the case of the resonance mass condition (4.1.3). Consider the
system of ordinary dierential equations depending on  2 R2 as a parameter
(4.1.7)

i@t'1 = t
 1'1'2 ;
i@t'2 = t
 1'21 :
It is known from Section 3:4 that the solutions of the system of ordinary dierential
equations (4.1.7) dene the asymptotic behavior of solutions of System (4.1.1) under
the resonance condition (4.1.3). Indeed if we multiply both sides of (4.1.7) by
 U 1
m1
(t)F 1Dm1 ; U 1m2 (t)F
 1Dm2

;
then we can nd that
 U 1
m1
(t)F 1Dm1'1 ; U 1m2 (t)F
 1Dm2'2

is an approximate solution of System (4.1.1) under the resonance condition (4.1.3).
If we replace the Schrodinger group by the Klein-Gordon group, the wave group,
the Airy group, etc., we could expect that our method is also applicable to other
types of dispersive equations (see Remark 4.1.6 below). By a direct calculation we
can see System (4.1.7) has the following particular solutions
(4.1.8) '1 (t; ) =  
i! () ei()
1 + ! () log t
; '2 (t; ) =  
i! () e2i()
1 + ! () log t
for the case of  =  1 and
'1 (t; ) = ! () e
i()+ ip
2
!() log t
'2 (t; ) =  
1p
2
! () e2i()+i
p
2!() log t(4.1.9)
for the case of  = 1; where ! () > 0 and  () is a real valued given function. Also
we note that the time independent functions
'1 () = 0; '2 () = ! () e
i()
satisfy System (4.1.7) for both cases  = 1: This special solution implies the
necessity of the condition '1 () 6= 0 in the proof of nonexistence of the usual
scattering states in [10].
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Theorem 4.1.1. Let 2m1 = m2 and  = 1: Then there exists an " > 0 such
that for any !;  2 H2 with norm k!kH2  "; System (4.1.1) has a unique global
solution
(u1; u2) 2 C
 
[1;1) ;L2 :
Moreover, the following estimate
2X
j=1
uj (t) + U 1
mj
(t)F 1Dmj'j (t)
  Ct b
holds for all t  1, where 12 < b < 1:
Remark 4.1.2. By using the identity U 1
m
(t) =M mD t
m
FM m and the esti-
mates of Theorem 4.1.1 we can write the estimate of the above theorem as follows:
2X
j=1
uj (t)  iM mjDtM  1mj 'j (t)  Ct b:
Remark 4.1.3. In the case of '1 (t; ) = 0; '2 (t; ) = ! () e
i() we do not
need any phase modication. For this case the solutions can be found directly from
the integral equations associated to System (4.1.1) without any mass condition.
We now consider System (4.1.1) in the case of the non resonance condition
2m1 6= m2 and m1 6= m2:
Theorem 4.1.4. Let 2m1 6= m2 and m1 6= m2: Then there exists an " > 0 such
that for any 1+ 2 H0;2 \ _H 2b; 2+ 2 H0;2 with the norm1+H0;2\ _H 2b + 2+H0;2  ";
System (4.1.1) has a unique global solution
(u1; u2) 2 C
 
[1;1) ;L2 :
Moreover, the following estimateu1 (t)  U 1
m1
(t)1+
+ u2 (t)  U 1
m2
(t)2+
  Ct b
holds for all t  1, where 12 < b < 1:
Finally we consider System (4.1.1) in the resonance case m1 = m2 under the
support conditions on the data.
Theorem 4.1.5. Let m1 = m2: Assume that 1+ 2 H0;2 \ _H 2b; 2+ 2 H
1
2 ;2
and
supp d1+ \ supp d2+is empty:
Then there exists an " > 0 such that for any
 
1+; 2+

with the norm1+H0;2\ _H 2b + 2+H0;2  ";
there exists a unique solution
(u1; u2) 2 C
 
[1;1) ;L2
for System (4.1.1) satisfying the estimateu1 (t)  U 1
m1
(t)1+
+ u2 (t)  U 1
m2
(t)2+
  Ct b
for all t  1, where 12 < b < 34 :
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We will give proofs of these theorems in Section 4:3.
Remark 4.1.6. We expect that similar results hold for a system of nonlinear
Klein-Gordon equations
(4.1.10)
  
i@t   c hirim1c

u1 = u1u2; 
i@t   c hirim2c

u2 = u
2
1;
where hirimjc =
 
m2jc
2   12 ; j = 1; 2: We denote UKG;mjc (t) = e icthirimjc ; j =
1; 2. Note that the solutions of the linear Klein-Gordon equations UKG;mjc (t) for
j = 1; 2 asymptotically behave as
mj
it

1    xtc2e
 itmjc2
q
1 ( xtc )
2b
0@ mjx
t
q
1    xtc2
1A
inside of the light cone jxj < tc. Therefore from our results the following asymptotic
behavior could be conjecturedu1 (t)  e
 itm1c2
q
1 ( xtc )
2
it

1    xtc2 '1
 
t;
x
t

1 
 x
tc
2  12!
L2(jxj<ct)
+
u2 (t)  e
 itm2c2
q
1 ( xtc )
2
it

1    xtc2 '2
 
t;
x
t

1 
 x
tc
2  12!
L2(jxj<ct)
+ ku1 (t)kL2(jxjct) + ku2 (t)kL2(jxjct)  Ct b:
under the mass condition (4.1.3).
4.2. Preliminary estimates
For Theorems 4.1.1, 4.1.4 and 4.1.5 we denote vj (t) =  U 1
mj
(t)F 1Dmj'j (t),
where 'j are dened by (4.1.8) - (4.1.9), j = 1; 2 and  = 1. Multiplying both
sides of System (4.1.7) by
 U 1
m1
(t)F 1Dm1 ; U 1m2 (t)F
 1Dm2

via the identity U 1
mj
(t) i@t = LmjU 1mj (t) with Lmj = i@t +
1
2mj
; we obtain
(4.2.1)
 Lm1v1 = v1v2 + R1;
Lm2v2 = v21 +R2;
where we denote the remainder terms
R1 =  t 1U 1
m1
(t)F 1Dm1
 
'1'2
  v1v2 ;
R2 =  t 1U 1
m2
(t)F 1Dm2
 
'21
  v21 :
Next we estimate the remainder terms R1 and R2:
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Lemma 4.2.1. Let j = 1; 2 and 2m1 = m2. If !;  2 H2, then the following
estimates are true for all t  1
kRj (t)k  Ct 2

1 + k!k2H2 log2 t
2
k!k2H2

1 + kk2H2
2
:
Proof. By the factorization formula (4.1.5), the identities DF 1 = F 1D 1

and DM  1m =M 2m D we get
t 1U 1
m1
(t)F 1Dm1
 
'1'2

= t 1M m1D t
m1
M m1Dm1
 
'1'2

=
1
it
M m1DtM  1m1
 
'1'2

=
1
it
M m1Dt
 
'1'2

+R3;
where the remainder term
R3 =
1
it
M m1Dt

M  1m1   1
  
'1'2

:
Also by the factorization formula (4.1.5) we have
vj (t) =  U 1
mj
(t)F 1Dmj'j (t) = iM mjDtM  1mj 'j (t)
for j = 1; 2 and  = 1. Then since 2m1 = m2 we nd
1
it
M m1Dt
 
'1'2

=  M m1  Dt'1  Dt'2
=  

M m1Dt'1
  
M m2Dt'2

=  

M m1DtM  1m1 '1

M m2DtM  1m2 '2

+R4
=  v1v2 +R4;
where the remainder term
R4 =

M m1DtM  1m1 '1

M m2DtM  1m2 '2

 

M m1Dt'1
  
M m2Dt'2

:
Thus we obtain the representation
R1 =  t 1U 1
m1
(t)F 1Dm1
 
'1'2
  v1v2
=   1
it
M m1Dt
 
'1'2
  v1v2  R3 =  R3  R4:
Similarly,
t 1U 1
m2
(t)F 1Dm2
 
'21

= t 1M m2D t
m2
M m2Dm2
 
'21

=
1
it
M m2DtM  1m2
 
'21

=
1
it
M m2Dt
 
'21

+R5;
where the remainder term
R5 =
1
it
M m2Dt

M  1m2   1
  
'21

:
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Then since 2m1 = m2 we nd
1
it
M m2Dt
 
'21

=M m2
 
Dt'1
2
=
 
M m1Dt'1
2
=

M m1DtM  1m1 '1
2
+R6 =  v21 +R6;
where the remainder term
R6 =
 
M m1Dt'1
2   M m1DtM  1m1 '12 :
Thus we get the following representation
R2 =  t 1U 1
m2
(t)F 1Dm2
 
'21
  v21
=   1
it
M m2Dt
 
'21
  v21  R5 =  R5  R6:
We now are in a position to estimate the remainder terms R1 and R2: By the
denition of the dilation operator Dt we have
kDt k = k k
and
k@jDt k  Ct 1 k@j k :
Therefore we obtain by the Sobolev imbedding theorem
kR3 (t)k
 Ct 1
M  1m1   1  '1'2
= Ct 1
M  1m1   1F 1  '1'2
 Ct 2   '1'2
 Ct 2 '1H2 '2H2
 Ct 2

1 + k!k2H2 log2 t
2
k!k2H2

1 + kk2H2
2
for all t  1.
In the same manner
kR4 (t)k
 Ct 1
M  1m1 '1M  1m2 '2  '1'2
 Ct 1
M  1m1   1'1 M  1m2 '2L1
+Ct 1
M  1m2   1'2 '1L1
 Ct 2 '1H2 '2H2
 Ct 2

1 + k!k2H2 log2 t
2
k!k2H2

1 + kk2H2
2
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for all t  1.
Similarly,
kR5 (t)k
 Ct 1
M  1m2   1  '21
= Ct 1
M  1m2   1F 1  '21
 Ct 2   '21
 Ct 2

1 + k!k2H2 log2 t
2
k!k2H2

1 + kk2H2
2
for all t  1.
Analogously,
kR6 (t)k
 Ct 1
M  1m1 '12   '21

 Ct 1
M  1m1   1'1M  1m1 '1L1 + '1L1
 Ct 2 '12H2
 Ct 2

1 + k!k2H2 log2 t
2
k!k2H2

1 + kk2H2
2
for all t  1.
Therefore we have the result of the lemma.
We denote vj+ = U 1
mj
(t)j+ with some given functions j+ for j = 1; 2. The
following estimates will be used in the proof of Theorem 4.1.4.
Lemma 4.2.2. Let 2m1 6= m2 and m1 6= m2. We assume 1+ 2 H0;2 \ _H 2b
and 2+ 2 H0;2; where b 2
 
1
2 ; 1

: Then the estimates are trueZ 1
t
U 1
m1
( ) (v1+v2+) d
  Ct b 1+H0;2\ _H 2b 2+H0;2
and Z 1
t
U 1
m2
( )  v21+ d  Ct b 1+H0;2\ _H 2b 1+H0;2
for all t  1:
Proof. By the factorization formula (4.1.5) we have vj+ =M
 mjD t
mj
M mjdj+
for j = 1; 2. Then by the identities DM  1m = M 2m D and DD =  iD ;
we nd
D 1
m1
FU 1
m1
( t) (v1+v2+)
= iM 1
m1
Em1 (t)D 1
t
(v1+v2+)
= t 1M 1
m1
E2m1 m2

M  1m1D 1m1
d1+M  1m2D 1m2 d2+
= t 1M 1
m1
E2m1 m2

D 1
m1
d1+D 1m2 d2+ R7;(4.2.2)
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where
R7 = t
 1M 1
m1
E2m1 m2

D 1
m1
d1+D 1m2 d2+
 

M  1m1D 1m1
d1+M  1m2D 1m2 d2+ :
Similarly, we obtain
D 1
m2
FU 1
m2
( t)  v21+
= iM 1
m2
Em2 (t)D 1
t
 
v21+

= t 1M 1
m2
Em2 2m1

M  1m1D 1m1
d1+2
= t 1M 1
m2
Em2 2m1

D 1
m1
d1+2  R8;(4.2.3)
where
R8 = t
 1M 1
m2
Em2 2m1

D 1
m1
d1+2  M  1m1D 1m1 d1+2

:
To study the non resonant nonlinear terms we now compute the commutator of
M 1
m
and E (see [14])
M 1
m
Em  =
mt
2i
Z
R2
e
imt
2 j j2e
it
2 ( m)jj2 () d
= iEm(
m
  1)M 
m2
D 
m

for  6= 0:
Note that in the resonant case of  = 0
M 1
m
Em =
mt
2i
E m
Z
R2
e imt() () d = E mD 1
mt
F:
Hence in the case 2m1  m2 6= 0 and m1  m2 6= 0 we get
(4.2.4) M 1
m1
E2m1 m2 = iEm1
2m1 m2
m2 m1 Mm2 m1
m21
Dm2 m1
m1
and
(4.2.5) M 1
m2
Em2 2m1 = iEm2
m2 2m1
2m1 M 2m1
m22
D 2m1
m2
:
From (4.2.4) and (4.2.5) we obtain
D 1
m1
FU 1
m1
( t) (v1+v2+)
= it 1Em1
2m1 m2
m2 m1 Mm2 m1
m21
 1  R7
= it 1Em1
2m1 m2
m2 m1  1  R9  R7;(4.2.6)
and
D 1
m2
FU 1
m2
( t)  v21+
= it 1Em2
m2 2m1
2m1 M 2m1
m22
 2  R8
= it 1Em2
m2 2m1
2m1  2  R10  R8;(4.2.7)
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where we denote
 1 () = Dm2 m1
m1

D 1
m1
d1+D 1m2 d2+ ;
 2 () = D 2m1
m2

D 1
m1
d1+2
and
R9 = it
 1Em1
2m1 m2
m2 m1

1 Mm2 m1
m21

 1;
R10 = it
 1Em2
m2 2m1
2m1

1 M 2m1
m22

 2:
By (4.2.6) and (4.2.7) we obtainZ 1
t
U 1
m1
( ) (v1+v2+) d

=
Z 1
t
D 1
m1
FU 1
m1
( ) (v1+v2+) d

 C
Z 1
t
Em1
2m1 m2
m2 m1  1
d

+ Z 1
t
R7d
+ Z 1
t
R9d
(4.2.8)
and Z 1
t
U 1
m2
( )  v21+ d
=
Z 1
t
D 1
m2
FU 1
m2
( )  v21+ d
 C
Z 1
t
Em2
m2 2m1
2m1  2
d

+ Z 1
t
R8d
+ Z 1
t
R10d
 :(4.2.9)
Using the identity
@t (tE
) =

1  it
2
jj2

E
we integrate by partsZ 1
t
E
d

 =
 
E
1  it2 jj2
+
Z 1
t

1  i jj2

E


1  i2 jj2
2 d
  Ct b jj 2b
for all t  1, where  6= 0 and b 2 ( 12 ; 1). Hence we can estimateZ 1
t
Em1
2m1 m2
m2 m1  1
d

  Z 1
t
Em1
2m1 m2
m2 m1
d

 j 1j
 Ct b
jj 2b  1
 Ct b
jj 2bDm2 m1
m1

D 1
m1
d1+D 1m2 d2+

 Ct b
b1+ _H0; 2b b2+L1
 Ct b 1+ _H 2b 2+H0;2(4.2.10)
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for all t  1,where b 2 ( 12 ; 1). In the same way we haveZ 1
t
Em2
m2 2m1
2m1  2
d



Z 1
t
Em2
m2 2m1
2m1
d

 j 2j
 Ct b
jj 2b  2
 Ct b
jj 2bD 2m1m2 D 1m1 d1+2

 Ct b
d1+ _H0; 2b d1+L1
 Ct b 1+ _H 2b 1+H0;2(4.2.11)
for all t  1, where b 2 ( 12 ; 1).
We can estimate the remainder terms
kR7k  Ct 1
D 1
m1
d1+D 1m2 d2+
 

M  1m1D 1m1
d1+M  1m2D 1m2 d2+
 Ct 1
M  1m1   1D 1m1 d1+L1 M  1m2   1D 1m2 d2+
+Ct 1
1+H0;2 M  1m2   1D 1m2 d2+
+Ct 1
2+H0;2 M  1m1   1D 1m1 d1+
 Ct 2 1+H0;2 2+H0;2(4.2.12)
for all t  1.
Similarly, we have
kRjk  Ct 2
1+H0;2  1+H0;2 + 2+H0;2
for all t  1 and j = 8; 9; 10:
Therefore
(4.2.13)
Z 1
t
Rjd
  Ct 1 1+H0;2  1+H0;2 + 2+H0;2
for all t  1 and j = 7; 8; 9; 10.
Substitution of the estimates (4.2.10), (4.2.11) and (4.2.13) into (4.2.8) and (4.2.9)
yield the result of the lemma.
4.3. Existence of modied wave operators or wave operators
In this section, we give proofs of existence of modied wave operators or wave
operators for System (4.1.1) under dierent mass conditions as follows:
Proof of Theorem 4.1.1. We dene the following function space
X =

(f1; f2) 2 C
 
[1;1) ;L2 ; k(f1; f2)kX <1	 ;
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with the norm
k(f1; f2)kX =
2X
j=1
sup
t2[1;1)
tb

kfj   vjkL1t ([t;1);L2) + kfj   vjkL4t ([t;1);L4)

;
where 12< b < 1; vj (t) are dened in the previous section as a particular solution of
System (4.2.1). We also denote the closed ballX = f(f1; f2) 2 X; k(f1; f2)kX  g :
We now nd a solution of System (4.1.1) in the neighborhood of (v1 ; v2). By Sys-
tem (4.1.1) and System (4.2.1) we obtain the following system of integral equations
(4.3.1)
(
u1 (t)  v1 (t) = i
R1
t
U 1
m1
(t  ) (F1 (u1; u2)  R1) d;
u2 (t)  v2 (t) = i
R1
t
U 1
m2
(t  ) (F2 (u1; u2) R2) d;
where
F1 (u1; u2) =  (u1u2   v1v2) ; F2 (u1; u2) = u21   v21 :
Linearized version of System (4.3.1) is written as
(4.3.2)
(
u1 (t)  v1 (t) = i
R1
t
U 1
m1
(t  ) (F1 (w1; w2)  R1) d;
u2 (t)  v2 (t) = i
R1
t
U 1
m2
(t  ) (F2 (w1; w2) R2) d;
where (w1; w2) 2 X: Note that
F1 (w1; w2) =  (w1   v1) (w2   v2) + v1 (w2   v2) + v2 (w1   v1) :
Hence by the Strichartz estimate (see Lemma 2.6.1) we nd with I = (t;1)
ku1   v1kL1t (I;L2) + ku1   v1kL4t (I;L4)
 C k(w1   v1) (w2   v2)k
L
4
3
t

I;L
4
3
 + C kv1 (w2   v2)kL1t (I;L2)
+C kv2 (w1   v1)kL1t (I;L2) + C kR1kL1t (I;L2) :
Since
kvjkL1
 Ct 1 'j (t)L1 + Ct 1 M  1mj   1'j (t)L1
 C"t 1;Z 1
t
kwj   vjkL1t ((t;1);L2) t
 1dt
 k(w1; w2)kX
Z 1
t
t b 1dt  Ct b k(w1; w2)kX
and Z 1
t
kw1   v1k2L1t ((t;1);L2) dt
 1
2
 k(w1; w2)kX
Z 1
t
t 2bdt
 1
2
 Ct 12 b k(w1; w2)kX ;
44
Chapter 4 4.3. Existence of modied wave operators or wave operators
for all t  1, where b 2 ( 12 ; 1), then by the Holder inequality and Lemma 4.2.1 we
nd
ku1   v1kL1t (I;L2) + ku1   v1kL4t (I;L4)
 C kw1   v1kL2t (I;L2) kw2   v2kL4t (I;L4)
+C"t b k(w1; w2)kX + C"2t b
 Ct 12 2b k(w1; w2)k2X + C"t b k(w1; w2)kX + C"2t b
for all t  1, where b 2 ( 12 ; 1).
In the same manner we obtain
ku2   v2kL1t (I;L2) + ku2   v2kL4t (I;L4)
 C
(w1   v1)2
L
4
3
t

I;L
4
3
 + C kv1 (w1   v1)kL1t (I;L2)
+ kR2kL1t (I;L2)
 C kw1   v1kL2t (I;L2) kw1   v1kL4t (I;L4)
+C"t b + C"2t b
 C2t 12 2b + C"t b + C"2t b
for all t  1, where b 2 ( 12 ; 1), since (w1; w2) 2 X:
Thus we obtain
(4.3.3) k(u1; u2)kX  C2t
1
2 b + C"+ C"2
for all t  1, where b 2 ( 12 ; 1).
Therefore there exist " and  such that k(u1; u2)kX  :
We denote
(4.3.4)
( eu1 (t)  v1 (t) = i R1t U 1m1 (t  ) (F1 ( ew1; ew2)  R1) d;eu2 (t)  v2 (t) = i R1t U 1m2 (t  ) (F2 ( ew1; ew2) R2) d;
where ( ew1; ew2) 2 X:
We now consider the dierence between System (4.3.1) and System (4.3.4)(
(u1   eu1) (t) = i R1t U 1m1 (t  ) (F1 (w1; w2)  F1 ( ew1; ew2)) d;
(u2   eu2) (t) = i R1t U 1m2 (t  ) (F2 (w1; w2)  F2 ( ew1; ew2)) d:
In the same way as in the proof of (4.3.3) we have
k(u1; u2)  (eu1; eu2)kX  12 k(w1; w2)  ( ew1; ew2)kX :
Thus we have the desired result by the contraction mapping principle.
Proof of Theorem 4.1.4. We now dene (v1+; v2+) =

U 1
m1
(t)1+; U 1m2
(t)2+

:
Then the integral equations associated with System (4.1.1) can be written as fol-
lows:
(4.3.5)
(
u1 (t)  v1+ (t) = i
R1
t
U 1
m1
(t  ) ((u1u2   v1+v2+) + v1+v2+) d;
u2 (t)  v2+ (t) = i
R1
t
U 1
m2
(t  )   u21   v21++ v21+ d:
45
Chapter 4 4.3. Existence of modied wave operators or wave operators
The linearized version of System (4.3.5) has the form
(4.3.6)
(
u1 (t)  v1+ (t) = i
R1
t
U 1
m1
(t  ) ((w1w2   v1+v2+) + v1+v2+) d;
u2 (t)  v2+ (t) = i
R1
t
U 1
m2
(t  )   w21   v21++ v21+ d;
where (w1; w2) 2 X; the functional spaces X and X are dened similarly to the
proof of Theorem 4.1.1 with the norm
k(f1; f2)kX =
2X
j=1
sup
t2[1;1)
tb

kfj   vj+kL1t ([t;1);L2) + kfj   vj+kL4t ([t;1);L4)

;
where 12< b < 1.
By the Strichartz type estimates (Lemma 2.6.1) with I = (t;1) we get from
System (4.3.6)
ku1   v1+kL1t (I;L2) + ku1   v1+kL4t (I;L4)
 C k(w1   v1+) (w2   v2+)k
L
4
3
t

I;L
4
3

+C kv1+ (w2   v2+)kL1t (I;L2)
+C kv2+ (w1   v1+)kL1t (I;L2)
+C
U 1m1 (t)
Z 1
t
U 1
m1
( ) v1+v2+d

L1t (I;L2)
+C
U 1m1 (t)
Z 1
t
U 1
m1
( ) v1+v2+d

L4t (I;L
4)
:
Since kvj+kL1  C"t 1;Z 1
t
kwj   vj+kL1t ((t;1);L2) t
 1dt  C
Z 1
t
t b 1dt  Ct b
and
Z 1
t
kw1   v1+k2L1t ((t;1);L2) dt
 1
2
 C
Z 1
t
t 2bdt
 1
2
 Ct 12 b
for all t  1 and j = 1; 2, where b 2 ( 12 ; 1), then by the Holder inequality and
estimates of Lemma 4.2.2 we nd
ku1   v1+kL1t (I;L2) + ku1   v1+kL4t (I;L4)
 C kw1   v1+kL2t (I;L2) kw2   v2+kL4t (I;L4) + C"t
 b + C"2t b
 C2t 12 2b + C"t b + C"2t b
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for all t  1, where b 2 ( 12 ; 1).
In the same way as above we obtain
ku2   v2+kL1t (I;L2) + ku2   v2+kL4t (I;L4)
 C
(w1   v1+)2
L
4
3
t

I;L
4
3

+C kv1+ (w1   v1+)kL1t (I;L2)
+C
U 1m2 (t)
Z 1
t
U 1
m2
( ) v21+d

L1t (I;L2)
+C
U 1m2 (t)
Z 1
t
U 1
m2
( ) v21+d

L4t (I;L
4)
 C kw1   v1+kL2t (I;L2) kw1   v1+kL4t (I;L4) + C"t
 b + C"2t b
 C2t 12 2b + C"t b + C"2t b
for all t  1, where b 2 ( 12 ; 1).
Thus we nd
kuj   vj+kL1t (I;L2) + kuj   vj+kL4t (I;L4)  Ct
 b

2t
1
2 b + "+ "2

for all t  1 and j = 1; 2, where b 2 ( 12 ; 1).
Therefore there exist " and  such that k(u1; u2)kX  :
We denote( eu1 (t)  v1+ (t) = i R1t U 1m1 (t  ) ew1 ew2   v1+v2++ v1+v2+ d;eu2 (t)  v2+ (t) = i R1t U 1m2 (t  )    ew21   v21++ v21+ d;
where ( ew1; ew2) 2 X:
In the same way we get for the dierences
k(u1; u2)  (eu1; eu2)kX  12 k(w1; w2)  ( ew1; ew2)kX :
Thus we have the result of Theorem 4.1.4 by the contraction mapping principle.
Proof of Theorem 4.1.5. We dene (v1+; v2+) =

U 1
m1
(t)1+; U 1m2
(t)2+

and write the integral equations (4.3.5) associated with System (4.1.1) and the
linearized version (4.3.6) with (w1; w2) 2 X: By (4.2.2) we have for the resonant
case of m1 = m2
D 1
m1
FU 1
m1
( t) (v1+v2+)
= t 1M 1
m1
Em1

D 1
m1
d1+D 1m1 d2+ R7;(4.3.7)
where
R7 = t
 1M 1
m1
Em1

D 1
m1
d1+D 1m2 d2+
 

M  1m1D 1m1
d1+M  1m2D 1m2 d2+ :
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Therefore by (4.3.7), (4.2.12) and by support assumption on the data of the theorem
for the resonant case of m1 = m2 we getU 1
m1
( t) (v1+v2+)

=
D 1
m1
FU 1
m1
( t) (v1+v2+)

 t 1
D 1
m1
d1+D 1m1 d2++ kR7k
 Ct 1
d1+d2++ Ct 2 1+H0;2 2+H0;2
 Ct 2 1+H0;2 2+H0;2(4.3.8)
for all t  1.
Note that the second estimate of Lemma 4.2.2 is true for the resonant case of
m1 = m2: By the estimate kF 1Dm1R7kL 43  C"
2t 
3
2 which is obtained in the
same way as (4.2.12), we get from (4.3.6)
ku1   v1+kL1t (I;L2) + ku1   v1+kL4t (I;L4)
 C k(w1   v1+) (w2   v2+)k
L
4
3
t

I;L
4
3

+C kv1+ (w2   v2+)kL1t (I;L2)
+C kv2+ (w1   v1+)kL1t (I;L2)
+C
U 1m1 (t)
Z 1
t
U 1
m1
( ) v1+v2+d

L1t (I;L2)
+C
U 1m1 (t)
Z 1
t
U 1
m1
( ) v1+v2+d

L4t (I;L
4)
 C2t 12 2b + C"t b + C"2t b
+C
t  12 Z 1
t
U 1
m1
( ) v1+v2+

L
4
3
d

L4t (I)
 C2t 12 2b + C"t b + C"2t b
and by the second estimate of Lemma 4.2.2
ku2   v2+kL1t (I;L2) + ku2   v2+kL4t (I;L4)
 C
(w1   v1+)2
L
4
3
t

I;L
4
3

+C kv1+ (w1   v1+)kL1t (I;L2)
+C
U 1m2 (t)
Z 1
t
U 1
m2
( ) v21+d

L1t (I;L2)
+C
U 1m2 (t)
Z 1
t
U 1
m2
( ) v21+d

L4t (I;L
4)
 C kw1   v1+kL2t (I;L2) kw1   v1+kL4t (I;L4) + C"t
 b + C"2t b
 C2t 12 2b + C"t b + C"2t b:
for all t  1, where b 2 ( 12 ; 34 ).
Therefore there exist " and  such that k(u1; u2)kX  :
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We denote( eu1 (t)  v1+ (t) = i R1t U 1m1 (t  ) ew1 ew2   v1+v2++ v1+v2+ d;eu2 (t)  v2+ (t) = i R1t U 1m2 (t  )    ew21   v21++ v21+ d;
where ( ew1; ew2) 2 X:
In the same way we have for the dierences
k(u1; u2)  (eu1; eu2)kX  12 k(w1; w2)  ( ew1; ew2)kX :
Thus the result of Theorem 4.1.5 follows by the contraction mapping principle.
49
Bibliography
[1] A. Bachelot, Probleme de Cauchy global pour des systemes de Dirac-Klein-Gordon, Ann.
Inst. H. Poincare Phys. Theor., 48 (1988), pp. 387-422.
[2] J.E. Barab, Nonexistence of asymptotically free solutions for a nonlinear Schrodinger equa-
tion, J. Math. Phys., 25 (1984), pp. 3270-3273.
[3] T. Cazenave, Semilinear Schrodinger equations, Courant Institute of Mathematical Sciences,
New York; American Mathematical Society, Providence, RI, (2003), xiv+323 pp.
[4] M. Colin and T. Colin, On a quasilinear Zakharov system describing laser-plasma interac-
tions, Dierential Integral Equations, 17 (2004), pp. 297-330.
[5] M. Colin, T. Colin and M. Ohta, Stability of solitary waves for a system of nonlinear
Schrodinger equations with three wave interaction, Ann. I. H. Poincare-AN, 26 (2009), pp.
2211-2226.
[6] V. Georgiev, Global solution of the system of wave and Klein-Gordon equations, Math. Z.,
203 (1990), pp. 683-698.
[7] J. Ginibre and T. Ozawa, Long range scattering for nonlinear Schrodinger and Hartree
equations in space dimension n  2, Commun. Math. Phys., 151 (1993), pp. 619-645.
[8] N. Hayashi, The initial value problem for the derivative nonlinear Schrodinger equation in
the energy space, J. Nonlinear Anal., TMA, 20 (1993), pp. 823-833.
[9] N. Hayashi, M. Ikeda and P.I. Naumkin, Wave operator for the system of the Dirac-Klein-
Gordon equations, Mathematical Methods in the Applied Sciences, 34 (2011), pp. 896-910.
[10] N. Hayashi, C. Li and P. I. Naumkin, On a system of nonlinear Schrodinger equations in 2d,
Dierential Integral Equations, 24 (2011), pp. 417-434.
[11] N. Hayashi, C. Li and P. I. Naumkin, Modied wave operator for a system of nonlinear
Schrodinger equations in 2d, to appear in Communications in Partial Dierential Equations.
[12] N. Hayashi, C. Li and T. Ozawa, Small data scattering for a system of nonlinear Schrodinger
equations, Dierential Equations & Applications, 3 (2011), pp. 415-426.
[13] N. Hayashi and P.I. Naumkin, Asymptotics in large time of solutions to nonlinear Schrodinger
and Hartree equations, Amer. J. Math., 120 (1998), pp. 369-389.
[14] N. Hayashi and P.I. Naumkin, Large time behavior of solutions for derivative cubic nonlinear
Schrodinger equations without a self-conjugate property, Funkcialaj Ekvacioj, 42 (1999), pp.
311-324.
[15] N. Hayashi and P.I. Naumkin, Final state problem for the cubic nonlinear Klein-Gordon
equation. J. Math. Phys. 50 103511 (2009).
[16] N. Hayashi, P.I. Naumkin and Ratno Bagus Edy Wibowo, Nonlinear scattering for a system
of nonlinear Klein-Gordon equations, J. Math. Phys., 49 1035001 (2008).
[17] N. Hayashi, P. I. Naumkin, A. Shimomura and S. Tonegawa,Modied wave operators for non-
linear Schrodinger equations in one and two dimensions, Electron. J. Dierential Equations,
2004 (2004), No.62, pp.1-16.
[18] N. Hayashi and T. Ozawa, Scattering theory in the weighted L2 (Rn) spaces for some
Schrodinger equations, Ann. Inst. H. Poincare Phys. Theor., 48 (1988), pp.17-37.
[19] N. Hayashi and T. Ozawa, Modied wave operators for the derivative nonlinear Schrodinger
equations, Math. Annalen, 298 (1994), pp. 557-576.
[20] M.Ikeda and Y. Wakasugi, Nonexistence of a non-trivial global weak solution for the nonlinear
Schrodinger equation with a nongauge invariant power nonlinearity, Math.AP, Nov (2011),
arXiv:1111.0178v2.
[21] S.Katayama, T.Ozawa and H. Sunagawa, A note on the null condition for quadratic nonlinear
Klein-Gordon systems in two space dimensions, Math.AP, May (2011), arXiv:1105.1952v1.
50
Bibliography
[22] Y. Kawahara and H. Sunagawa, Remarks on global behavior of solutions to nonlinear
Schrodinger equations, Proc. Japan Acad. Ser. A Math. Sci., 82 (2006), pp. 117-122.
[23] Y. Kawahara and H. Sunagawa, Global small amplitude solutions for two-dimensional non-
linear Klein-Gordon systems in the presence of mass resonance, J. Dierential Equations,
251 (2011), pp.2549{2567.
[24] S. Klainerman, Long-time behavior of solutions to nonlinear evolution equations, Arch. Rat.
Mech. Anal., 78 (1982), pp. 73-98.
[25] C. Li, Decay of solutions for a system of nonlinear Schrodinger equations in 2D, to appear
in Discrete and Continuous Dynamical System -A.
[26] C. Li, Further decay results on the system of NLS equations in lower order Sobolev spaces,
to appear in Advanced Studies in Pure Mathematics.
[27] J. E. Lin and W. A. Strauss, Decay and scattering of solutions of a nonlinear Shrodinger
equation, J.Funct. Anal., 30 (1978), pp. 245-263.
[28] A. Matsumura, On the asymptotic behavior of solutions of semi-linear wave equartins, Publ.
Res. Inst. Math. Sci., 12 (1976/77), pp. 169-189.
[29] K. Moriyama, S. Tonegawa and Y. Tsutsumi, Wave operators for the nonlinear Schrodinger
equation with a nonlinearity of low degree in one or two space dimensions, Commun. Con-
temp. Math., 5 (2003), pp. 983-996.
[30] T. Ozawa, Remarks on proofs of conservation laws for nonlinear Schrodinger equations, Calc.
Var., 25 (2006), pp. 403-408.
[31] T. Ozawa, Long range scattering for nonlinear Schrodinger equations in one space dimension,
Commun. Math. Phys., 139 (1991), pp. 479-493.
[32] J. Shatah, Global existence of small solutions to nonlinear evolution equations, J. Dierential
Equations, 46 (1982), pp. 409-425.
[33] A. Shimomura, Nonexistence of asymptotically free solutions for quadratic nonlinear
Schrodinger equations in two space dimensions, Dierential Integral Equations, 18 (2005)
pp. 325-335.
[34] A. Shimomura, Asymptotic behavior of solutions for Schrodinger equations with dissipative
nonlinearities, Comm. Partial Dierential Equations, 31 (2006), pp.1407-1423.
[35] A. Shimomura and S. Tonegawa, Long-range scattering for nonlinear Schrodinger equations
in one and two space dimensions, Dierential Integral Equations, 17 (2004), pp.127-150.
[36] W. Strauss, Nonlinear scattering at low energy, J. Funct. Anal., 43 (1981), pp. 281-293.
[37] W. Strauss, Nonlinear scattering theory, Scattering Theory in Physics, Holland, (1974), pp.
53-78.
[38] H. Sunagawa, On global small amplitude solutions to systems of cubic nonlinear Klein-
Gordon equations with dierent mass in one space dimension, J. Dierential Equations,
192 (2003), pp. 308-325.
[39] H. Sunagawa, A note on the large time asymptotics for a system of Klein-Gordon equations,
Hokkaido Math. J., 33 (2004), pp. 457-472.
[40] H. Sunagawa, Large time asymptotics of solutions to nonlinear Klein-Gordon systems, Osaka
J. Math., 42 (2005), pp. 65-83.
[41] R. L. Sutherland, Handbook of nonlinear optics, Marcel Dekker Inc., New York, (1996).
[42] Y. Tsutsumi, L2 -solutions for nonlinear Schrodinger equations and nonlinear groups, Funk-
cialaj Ekvacioj, 30 (1987), pp. 115-125.
[43] Y. Tsutsumi and K. Yajima, The asymptotic behavior of nonlinear Schrodinger equations,
Bulletin (new series) of the American mathematical society, 11 (1984), pp. 186-188.
51
List of author's papers cited in this thesis
[1] C. Li, Decay of solutions for a system of nonlinear Schrodinger equations in 2D, to appear
in Discrete and Continuous Dynamical System -A.
[2] N. Hayashi, C. Li and P. I. Naumkin, On a system of nonlinear Schrodinger equations in 2d,
Dierential Integral Equations, 24 (2011), pp. 417-434.
[3] N. Hayashi, C. Li and T. Ozawa, Small data scattering for a system of nonlinear Schrodinger
equations, Dierential Equations & Applications, 3 (2011), pp. 415-426.
[4] N. Hayashi, C. Li and P. I. Naumkin, Modied wave operator for a system of nonlinear
Schrodinger equations in 2d, to appear in Communications in Partial Dierential Equations.
[5] C. Li, Further decay results on the system of NLS equations in lower order Sobolev spaces,
to appear in Advanced Studies in Pure Mathematics.
52
