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Abstract. In recent years, Discriminative Correlation Filter (DCF) based
tracking methods have achieved great success in visual tracking. How-
ever, the multi-resolution convolutional feature maps trained from other
tasks like image classification, cannot be naturally used in the conven-
tional DCF formulation. Furthermore, these high-dimensional feature
maps significantly increase the tracking complexity and thus limit the
tracking speed. In this paper, we present a deep and shallow feature
learning network, namely DSNet, to learn the multi-level same-resolution
compressed (MSC) features for efficient online tracking, in an end-to-end
offline manner. Specifically, the proposed DSNet compresses multi-level
convolutional features to uniform spatial resolution features. The learned
MSC features effectively encode both appearance and semantic informa-
tion of objects in the same-resolution feature maps, thus enabling an
elegant combination of the MSC features with any DCF-based methods.
Additionally, a channel reliability measurement (CRM) method is pre-
sented to further refine the learned MSC features. We demonstrate the
effectiveness of the MSC features learned from the proposed DSNet on
two DCF tracking frameworks: the basic DCF framework and the contin-
uous convolution operator framework. Extensive experiments show that
the learned MSC features have the appealing advantage of allowing the
equipped DCF-based tracking methods to perform favorably against the
state-of-the-art methods while running at high frame rates.
Keywords: Visual tracking · Correlation filter · Deep neural network.
1 Introduction
Given the initial state of a target at the first frame, generic visual object tracking
is to accurately and efficiently estimate the trajectory of the target at subsequent
frames. In recent years, Discriminative Correlation Filter (DCF) based tracking
methods have shown excellent performance on canonical object tracking bench-
marks [31,32]. The key reasons to their success are the mechanism of enlarging
training data by including all shifted samples of a given sample, and the efficiency
of DCF by solving the ridge regression problem in the frequency domain.
? The corresponding author.
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Fig. 1: Comparison between (a) the DCF-based tracking methods [9,20] with
deep convolutional features trained from the image classification task and (b)
the DCF-based tracking method with our MSC features.
Features play an important role in designing a high-performance tracking
method. In recent years, significant progress has been made in exploiting dis-
criminative features for DCFs. For example, hand-crafted features like HOG [5],
Color Names [30] or the combinations of these features, are commonly employed
by DCFs for online object tracking. Despite the fast tracking speed achieved by
these methods, they usually cannot obtain high tracking accuracy due to the less
discriminative features they use. Recently, the outstanding success of deep con-
volutional neural networks (CNNs) has been made in a variety of computer vision
tasks [15,19,23]. Inspired by the success of CNNs, the visual tracking commu-
nity has exploited the advantages of CNNs, and shown that deep convolutional
features trained from other tasks like image classification, are also applicable
for the visual tracking task [24]. On one hand, the deep features extracted from
the shallow convolutional layers, which provide high spatial resolution, are more
helpful for the accurate localization of the object. On the other hand, the deep
features extracted from the deeper layers encode the semantic information and
are more robust to target appearance variations (e.g., deformation, rotation and
motion blur). The combination of these two types of features shows excellent
tracking performance in both locating the target accurately and modeling the
target appearance variations online. However, the conventional DCF formula-
tion is limited to single-resolution feature maps. Deep and shallow features (i.e.,
multi-resolution feature maps) cannot be naturally used in the conventional DCF
framework. Thus, how to effectively fuse the deep and shallow features in the
DCF framework is still an open and challenging problem.
Recently, several works have been developed to fuse multi-resolution feature
maps in the DCF framework [6,9]. A straightforward strategy is to explicitly
resample both deep and shallow features from different spatial resolutions to the
same resolution. However, such a strategy introduces artifacts, which severely
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limit the tracking performance. To overcome the above issue, an online learn-
ing formulation is presented in C-COT [9] to integrate multi-resolution feature
maps. Despite the promising performance achieved by C-COT, it still has sev-
eral limitations: (1) The online learning formulation is time-consuming due to
the high-dimensional deep features. (2) In order to fuse multi-resolution feature
maps, multiple DCFs need to be trained. (3) The method employs the deep fea-
tures trained from other tasks like image classification. These features are not
specifically designed for visual tracking and may limit the tracking performance.
In this paper, instead of designing an online learning formulation to inte-
grate deep and shallow features (i.e., multi-resolution feature maps) in the DCF
framework, we propose to learn multi-layer same-resolution compressed (MSC)
features in an end-to-end offline manner for efficient online tracking. To achieve
this, a deep and shallow feature learning network architecture (called as DSNet)
is developed in this paper. The proposed DSNet aggregates multi-level convolu-
tional features and integrates them into the same-resolution feature maps. In the
training stage, a correlation filter layer is added in DSNet, enabling to learn the
discriminative MSC features for visual tracking. In the test stage, DSNet acts
as a feature extractor without relying on the time-consuming online fine-tuning
step. In general, our MSC features learned by the proposed DSNet have the
following characteristics:
(1) MSC features effectively incorporate both the deep and shallow features
of objects but with the same spatial resolution. This enables MSC features to be
naturally fused in any DCF-based tracking methods without using any online
combination strategies.
(2) Due to the low-dimension and uniform spatial resolution of MSC features,
the tracking model complexity can be significantly decreased (see Fig. 1). Gen-
erally, our MSC features can be naturally incorporated by a single DCF instead
of multiple DCFs, thus leading to highly efficient online object tracking.
To demonstrate the effectiveness of MSC features learned by the proposed
DSNet, we incorporate the MSC features into two state-of-the-art tracking frame-
works: the basic DCF framework [15] and the continuous convolution opera-
tor framework [9], namely MSC-DCF and MSC-CCO, respectively. Experiments
demonstrate that our MSC features have the important advantage of allowing
the equipped MSC-DCF and MSC-CCO methods to perform favorably against
the state-of-the-art methods at high frame rates.
In summary, this paper has the following contributions:
(1) We propose a deep and shallow feature learning network architecture,
namely DSNet, enabling to learn multi-level same-resolution compressed (MSC)
features for efficient online object tracking in an end-to-end offline manner.
(2) Based on the observation that several feature channels have low channel
reliability scores, an online channel reliability measurement (CRM) method is
presented to further refine the learned MSC features.
(3) We show that our MSC features are applicable for any CF-based tracking
methods. Based on the MSC features, two MSC-trackers (MSC-DCF and MSC-
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CCO) are presented. Experiments demonstrate that the presented trackers can
achieve favorable performance while running at high frame rates.
2 Related Work
In this section, we give a brief review to the methods closely related to our work.
Correlation filter tracking. Correlation filter (CF) based tracking methods
[8,9,15] have attracted considerable attention due to their computational effi-
ciency and favorable tracking performance. For example, MOOSE [3] is the ini-
tially proposed CF-based tracking method, which uses grayscale images to train
the regression model. KCF [15] further extends MOOSE by using multi-channel
features and mapping the input features to a kernel space. Staple [1] combines
both HOG and Color Name features in a CF framework. Despite the fast tracking
speed of their methods, the employed hand-crafted features are still not discrim-
inative enough to handle different challenges. To overcome this problem, several
deep feature based tracking methods have been proposed. For example, CF2 [20]
and DeepSRDCF [7] employ the convolutional features extracted from VGGNet
[4]. HDT [24] merges multiple CFs trained on the different layers of VGGNet.
In [9], an online learning formulation of convolutional features is developed on
the spatial domain. ECO [6] further alleviates the over-fitting problem in [9],
and decreases the computational complexity. Despite significant improvements
made by these methods, they still suffer from the problems of low tracking speed
and less discriminative deep features. To alleviate these problems, in this work,
we propose to learn the multi-layer same-resolution compressed (MSC) features
in an end-to-end offline manner. The learned MSC features are specifically de-
signed for visual tracking, and they can be easily incorporated into any CF-based
tracking methods without using the time-consuming online fine-tuning steps.
Feature representation learning. Feature representation is the core of many
computer vision tasks, including semantic segmentation [23], object detection
[25] and object tracking [1]. For the object detection task, many works on fea-
ture learning have been proposed. For example, in R-CNN [10], a region proposal
based CNN is proposed to learn better feature representations in an end-to-end
manner. Due to the learned discriminative features, R-CNN significantly outper-
forms other detection methods. In addition, SSD [19] and HyperNer [17] combine
multi-layer convolution features to further improve the detection performance.
For the visual tracking task, CFNet [28] firstly proposes to add a correlation
filter layer in a CNN architecture, thus enabling to learn more discriminative
features for CF-based methods. The similar feature learning method is also in-
troduced in DCFNet [29]. Despite the success of these methods, these methods
only focus on learning single-layer convolutional features, which may limit their
performance. To encode both the low-level and high-level information of objects,
we propose to learn multi-layer convolutional features in an end-to-end manner
for visual tracking.
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Fig. 2: Overall architecture of the proposed deep and shallow feature learning
network (DSNet).
3 Proposed DSNet for Feature Learning
In this section, we firstly introduce the proposed DSNet framework. Secondly,
the feature learning of MSC features is presented. Thirdly, we detail the feature
extraction step of MSC features. Finally, we introduce the channel reliability
measurement (CRM) method to further refine the learned MSC features.
3.1 DSNet Framework
The proposed DSNet framework is illustrated in Fig. 2. As can be seen, DSNet
mainly consists of three parts: a backbone network (the blue part), a shallow fea-
ture extraction branch (the red part) and a deep feature extraction branch (the
orange part). The backbone network is a pre-trained image classification net-
work, which can be any classification CNNs, such as AlexNet [18] and ResNet
[13]. In this work, we select the imagenet-vgg-2048 network [4] as our back-
bone network. In the shallow and deep feature extraction branches, in order to
combine multi-layer multi-resolution feature maps at the same spatial resolu-
tion, a max pooling layer (a 7×7 kernel with a stride of 2) and a deconvolution
layer [23] (a 4×4 kernel with a stride of 4) are added to perform downsam-
pling and upsampling, respectively. Then, the Conv6 and Conv7 layers (i.e., the
1×1 convolutional layers) are employed to compress the shallow and deep fea-
tures, respectively. Moreover, a local response normalization (LRN) layer [18]
is employed to normalize these features. Finally, we concatenate the normal-
ized features to a single output cube, and obtain our multi-layer same-resolution
compressed (MSC) features. In order to effectively train the MSC features, a
correlation filter is interpreted as a differentiable layer, which is added at the
last layer of DSNet in the training stage.
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3.2 End-to-end Feature Learning
In order to effectively train the proposed DSNet and make the learned MSC
features suitable for correlation filter tracking, we add a correlation filter layer
(see Fig. 2) in the proposed DSNet to perform the end-to-end MSC feature
representation learning in an offline manner.
In the training stage, a set of triplet training samples is generated. Let T =
{xi, zi,gi} be a triplet, where xi is the target image patch including the centered
target, zi is the test image patch which contains the non-centered target, and
gi is the desired Gaussian distribution centered at the target center position
according to zi. Given a batch size ofN triplet training samples, the cost function
is formulated as:
L(θ) =
N∑
i=1
||
D∑
l=1
hli(θ) ∗ ϕl(zi, θ)− gi||2, (1)
where
hli(θ) = F−1(
ϕˆl(xi, θ) gˆi∗∑D
k=1 ϕˆ
k(xi, θ) (ϕˆk(xi, θ))∗ + λ
) (2)
and hli(θ) is the desired correlation filter for the l-th channel feature map, θ
refers to the parameters of our DSNet, ϕl(xi, θ) is the extracted features of l-th
channel with the parameters θ corresponding to the input xi, and λ is a regular-
ization parameter. Furthermore, F−1 denotes the inverse Fourier transform, ∗
is the circular correlation operation, D represents the channel numbers, ,ˆand
∗ denote the Hadamard product, discrete Fourier transform and complex conju-
gation, respectively. By applying the multivariable chain rule, the derivation of
the loss function in Eq. (1) can be rewritten as:
∂L
∂θ
=
∑
l
∂L
∂ϕl(xi, θ)
∂ϕl(xi, θ)
∂θ
+
∑
l
∂L
∂ϕl(zi, θ)
∂ϕl(zi, θ)
∂θ
. (3)
Specifically, ∂ϕ
l(xi,θ)
∂θ and
∂ϕl(zi,θ)
∂θ in the above can be efficiently calculated by
recent deep learning toolkits. According to [28,29], the prior two terms ( ∂L
∂ϕl(xi,θ)
and ∂L
∂ϕl(zi,θ)
) in (3) can be formulated as:
∂L
∂ϕl(xi, θ)
= F−1( ∂L
∂(ϕˆl(xi, θ))∗
+ (
∂L
∂ϕˆl(xi, θ)
)∗), (4)
∂L
∂ϕl(zi, θ)
= F−1( ∂L
∂(ϕˆl(zi, θ))∗
). (5)
3.3 Feature Extraction
In the online tracking stage, DSNet acts as a feature extractor, which first ex-
tracts multi-layer convolutional feature maps as shown in Fig. 2. Next, the shal-
low and deep feature extraction branches in our DSNet aggregate multi-level
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Fig. 3: Visualization of the shallow and deep channel feature maps in the learned
MSC features.
convolutional feature maps and compress them to the uniform spatial resolution
features. Finally, the MSC features are obtained by normalizing the compressed
convolutional features. Specifically, the obtained MSC features (with the size
of 52 × 52 × 96) consist of two parts of features: shallow convolutional features
with the size of 52 × 52 × 32 and deep convolutional features with the size of
52 × 52 × 64. To better understand the learned MSC features, several channel
feature maps of MSC features are visualized in Fig. 3. As can be seen, the shal-
low channel feature maps usually capture the detailed information of objects,
while the deep channel feature maps generally encode the semantic information.
These two types of features can complement each other, and the combination of
them is beneficial for online tracking.
3.4 Channel Reliability Measurement
Several channel feature maps of MSC features may have small target activations,
which indicates that these feature channels are more sensitive to the background
regions rather than the target regions. To measure the reliability of these chan-
nels, the channel-wise ratio of the l-th channel is formulated as:
Rl =
||Slt||1
||Sle||1 + ζ
. (6)
Here, Sle refers to the entire l-th channel feature map, S
l
t is the target region of
Sle, ζ is a penalty parameter and || · ||1 is the l1 norm.
The channel-wise ratio shows the ratio of the target responses to the overall
responses, however, it cannot fully reflect the channel reliability in some cases.
For example, when the background responses are equal to zero, even ||Slt||1 is a
small value, a quite large channel-wise ratio Rl will be obtained. To overcome
the above problem, Al is defined to measure the target activations of the l-th
channel feature map:
Al =
{
1 Z(Slt) > WtHt/η
0 otherwise,
(7)
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where
Z(Slt) =
Wt∑
w=1
Ht∑
h=1
sign(|Slt(w, h)|), (8)
and sign() is the sign function, Slt(w, h) returns the activation value at the
position (w, h) of Slt, Wt and Ht are the width and height of S
l
t, respectively.
η is a penalty parameter that controls the measurement of the target region
responses. Finally, the reliability score of the l-th feature channel is calculated
by:
Cl = Rl ×Al. (9)
Generally, channels with high Cl reflect that they contain more activations
from the target regions than the background regions. After obtaining the relia-
bility scores of feature channels, we sort these channels in the descending order.
The top ranked K feature channels are selected to perform online tracking.
4 MSC-Trackers
In this section, we show how the learned MSC features can be incorporated into
different DCF-based tracking frameworks. We select two state-of-the-art tracking
frameworks, i.e., the basic DCF framework [15] and the continuous convolutional
operator framework [9].
4.1 MSC Features for the Basic DCF framework
A typical DCF learns a correlation filter hl by solving a Ridge Regression prob-
lem:
min
hl
||
D∑
l=1
hl ∗ ϕl(x, θ)− g||2 + λD
D∑
l=1
||hl||2, (10)
where ϕl(x, θ) is the extracted MSC features of l-th channel with the DSNet
parameters θ corresponding to the training image patch x, g is the desired Gaus-
sian distribution, λD is a regularization parameter that alleviates the overfitting
problem. The learned correlation filter hl can be obtained as [15]:
hˆl =
ϕˆl(x, θ) gˆ∗∑D
k=1 ϕˆ
k(x, θ) (ϕˆk(x, θ))∗ + λD
. (11)
Given the test image patch z and the extracted features ϕ(z, θ), the online
detection process is formulated as:
f = F−1(
D∑
l=1
hˆl
∗  ϕˆl(z, θ)), (12)
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where f is the response map. The target center position can be estimated by
searching the maximum value in f . During the tracking process, at the (t + 1)-
th frame, the numerator Al(t+1) and denominator B
l
(t+1) in Eq. (11) are re-
spectively updated by using a moving average strategy with a learning rate
µ. Then the correlation filter model at the (t + 1)-th frame is updated by
ˆhl(t+1) = A
l
(t+1)/(B
l
(t+1) + λD). We use the scale estimation similar to [29].
Note that the conventional DCF framework is restricted to single-resolution
feature maps. In comparison, the proposed MSC features can be naturally fused
into the DCF framework (see Fig. 1). For briefly, this MSC features based DCF
tracker is named as MSC-DCF.
4.2 MSC Features for the Continuous Convolution Operator
Framework
The continuous convolution operator is proposed in C-COT [9]. Let yj denote
a training sample, which contains D feature channels y1j , y
2
j , ..., y
D
j . ND is the
number of spatial samples in ydj . Here, the feature channel y
d
j can be viewed
as a function ydj [n], where n is the discrete spatial variable n ∈ {0, ..., Nd − 1}.
Assume that the spatial support of the feature map is the continuous interval
[0, P ) ⊂ R. The interpolation operator Jd is formulated as:
Jd{yd}(p) =
Nd∑
n=1
yd[n]bd(p− P
Nd
n), (13)
where bd is the interpolation function, p denotes the location in the image, p ∈
[0, P ). In the continuous formulation, the convolution operator is estimated by a
set of convolution filters f = (f1, f2, ..., fD) ∈ L2(P ). The convolution operator
is defined as:
Qf{y} =
D∑
d=1
fd ~ Jd{yd}. (14)
Here, fd is the continuous filter for the d-th channel (see [9] for more details), ~ is
the circular convolution operation: L2(T )×L2(T )→ L2(T ). As can be seen, for
each interpolated sample Jd{yd}(p), it is convolved with the corresponding filter
fd. At last, the final confidence map is obtained by summing up the convolution
responses from all the filters.
In Eqs. (13) and (14), the interpolation operator Jd and convolution filter f
d
are learned for each feature channel. Thus, the high-dimensional convolutional
features (e.g., the 608-dimensional features used in CCOT), significantly limit
the online tracking speed. In comparison, the learned MSC features have much
less channels (i.e., 96), and they can be regarded as one layer convolutional
features to be fused in the continuous convolution operator framework without
any modifications. We call this MSC features based tracker as MSC-CCO.
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5 Experiments
Implementation Details: To avoid overfitting, we select the large scale video
detection dataset (ILSVRC-2015) [26] to train the proposed DSNet. This dataset
contains 4417 videos of 30 different objects. We use 3862 videos in this dataset
for training and the remaining videos for validation. The triplet training sam-
ples T are generated as described in [12]. The proposed DSNet is trained for 200
epochs with a batch size of 16 and an initial learning rate of 1×10−5 by using the
SGD solver. The momentum and weight decay are respectively set to 9 × 10−1
and 5× 10−4. In the tracking stage, for MSC-DCF, the learning rate µ and the
padding area are respectively set to 0.012 and 1.65. The searching scale number
is set to 3. For MSC-CCO, we set the learning rate and the padding area to
9.4× 10−3 and 3.62, respectively. Similar to [6], except for MSC features, MSC-
CCO also employs HOG features, and the MSC features are further compressed
to 38-D by using PCA. The other parameters in MSC-DCF and MSC-CCO are
respectively set to be the same as in [29] and [6]. For the CRM method, we apply
it to refine the deep feature channels in MSC features, where K in MSC-DCF
and MSC-CCO are respectively set to 50 and 58. The penalty parameters η and
ζ are set to 3 and 1× 10−5, respectively. In addition, we implement our method
on a computer equipped with an Intel 6700K 4.0 GHz CPU and an NVIDIA
GTX 1080 GPU.
Evaluation Methodology: Both the distance precision (DP) and overlap suc-
cess (OS) plots are adopted to evaluate trackers on OTB-2013 [31], OTB-2015
[32] and OTB-50. We report both the DP rates at the conventional threshold
of 20 pixels (DPR) and the OS rates at the threshold of 0.5 (OSR). The Area
Under the Curve (AUC) is also used to evaluate the trackers.
Comparison Scenarios: We evaluate the proposed MSC-trackers (MSC-DCF
and MSC-CCO) in four experiments. The first experiment is conducted to demon-
strate the effectiveness of the learned MSC features by comparing our MSC
features with both hand-crafted features and deep features. At the second ex-
periment, we compare the proposed highly efficient MSC-trackers with the state-
of-the-art real-time trackers, which shows the superiority of our MSC-trackers.
The third experiment compares our MSC-trackers with the top-performing CF-
based trackers with deep features. The last experiment makes an ablation study
on MSC-trackers to show the effectiveness of the proposed CRM method.
5.1 Feature Comparison
To demonstrate the effectiveness of the learned MSC features, we compare the
MSC features with different commonly used features. For fair comparison, all
the compared features are incorporated into the same tracking framework, i.e.,
the DCF framework described in Section 4.1 for this experiment. We compare
MSC features with raw RGB pixels (RGB), HOG [5], the first (Conv1) and fifth
(Conv5) layer convolutional features in imagenet-vgg-2048, the combination of
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Table 1: Comparison of our MSC features with both the hand-crafted features
and deep convolutional features within the DCF framework on OTB-2013. Note
that ∗ indicates the GPU speed, otherwise the CPU speed. The first, second and
third best features are shown in color.
MSC Conv1 Conv5 HOG RGB HOG+RGB Conv1+Conv5
DPR (%) 83.7 76.2 69.4 74.4 47.4 77.7 78.5
OSR (%) 78.3 72.6 53.7 73.5 38.7 75.2 75.7
Feat. Size. 52× 52 109× 109 13× 13 52× 52 52× 52 52× 52 109× 109
Feat. Dimen. 96 96 512 32 3 35 608
Avg. FPS 68.5∗ 51.0∗ 58.1∗ 56.0 328.1 49.6 2.6∗
HOG and RGB (HOG+RGB) features and the combination of Conv1 and Conv5
(Conv1+Conv5) features. In order to combine the Conv1 and Conv5 features,
the bilinear interpolation method is employed to upsample the Conv5 features
to the same size as the Conv1 features.
Table 1 shows a comparison of our MSC features with different types of fea-
tures on OTB-2013. As can be seen, our MSC features achieve the best DPR
(83.7%) and OSR (78.3%) on OTB-2013, significantly outperforming both the
hand-crafted features and deep convolutional features with large margins. In
particular, the Conv1 and Conv5 features are extracted from the imagenet-vgg-
2048 network, which is also the backbone network in DSNet. Despite the similar
network architecture, our MSC features improve 7.5% and 14.4% of the DPRs ob-
tained by the Conv1 and Conv5 features on OTB-2013, respectively. Compared
with the Conv1 and Conv5 features, the combination Conv1+Conv5 features
have more feature channels (608) and achieve better performance, with a DPR of
78.5%. Although much more feature channels are included in the Conv1+Conv5
features, our MSC features still provide improved performance, with a DPR of
83.7%, while achieving the fast tracking speed of 68.5 FPS, which is about 26
times faster than the Conv1+Conv5 features. This empirically shows that the
MSC features are compact and can lead to highly efficient online tracking.
5.2 Comparison with Real-Time Trackers
We compare the proposed highly efficient MSC-trackers (MSC-DCF and MSC-
CCO) with 12 state-of-the-art trackers that can achieve real-time tracking speed
(FPS>20) for fair comparison, including SiamFC [2], CFNet [28], Staple [1],
DCFNet [29], DCFCA [22], LCT [21], DSST [8], KCF [15], GOTURN [14], Re3
[11], DCF [15], and TLD [16].
Fig. 4 compares the proposed MSC-trackers with the state-of-the-art real-
time trackers, showing that our MSC-trackers achieve the best performance on
OTB-2015. More specifically, MSC-CCO achieves the best DPR (89.2%) followed
by MSC-DCF (79.8%) and CFNet (77.7%). Note that CFNet is the winner
of the VOT-17 real-time challenge. Similar to MSC-DCF, CFNet also employs
12 Q. Wu et al.
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Fig. 4: Precision (left) and success (right) plots obtained by our MSC-DCF and
MSC-CCO compared with the other 12 state-of-the-art real-time trackers on
OTB-2015. DPRs and AUCs are reported in left and right brackets, respectively.
Table 2: DPRs (%) and speed (∗ indicates the GPU speed, otherwise the CPU
speed) obtained by our MSC-DCF and MSC-CCO trackers as well as the state-
of-the-art real-time trackers on OTB datasets. The results of top 8 performing
trackers are given. The first, second and third best trackers are shown in color.
MSC-CCO MSC-DCF CFNet SiamFC DCFNet Staple DCFCA LCT
OTB-2013 90.5 83.7 82.2 80.3 79.5 79.3 78.4 84.8
OTB-2015 89.2 79.8 77.7 77.1 75.1 78.4 74.4 76.2
OTB-50 86.6 75.2 72.3 69.4 68.3 68.1 71.2 69.1
Avg. DPR 88.8 79.6 77.4 75.6 74.3 75.3 74.7 76.7
Avg. FPS 20.6∗ 66.8∗ 67.0∗ 86.0∗ 65.0∗ 48.3 179.2 21.0
the traditional DCF framework. However, different from CFNet, our MSC-DCF
learns complementary multi-layer features instead of single-layer features, thus
achieving better performance than CFNet in terms of both DPR and AUC.
As can be seen from Table 2, the proposed MSC-trackers achieve the best ac-
curacy over all the three datasets. Specifically, MSC-CCO achieves the best accu-
racy (86.6%) on OTB-50 followed by MSC-DCF (75.2%). For the average DPR,
the best two results belong to our MSC-trackers, followed by CFNet (77.4%) and
SiamFC (75.6%). This comparison highlights the high accuracy achieved by our
tracker among the state-of-the-art real-time trackers. The average tracking speed
of different trackers are also reported in Table 2. Compared with other trackers,
MSC-DCF achieves the fast tracking speed of 66.8 FPS while demonstrating its
competitive tracking performance. In addition, higher accuracy of MSC-CCO is
obtained at the cost of lower speed compared to MSC-DCF, but MSC-CCO still
maintains quasi-real-time tracking speed of 20.6 FPS.
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Fig. 5: Success plots obtained by the proposed MSC-trackers (MSC-CCO and
MSC-DCF) and the top-performing deep feature-based CF trackers on (a) OTB-
50, (b) OTB-2013 and (c) OTB-2015. AUCs are illustrated in brackets.
Table 3: OSRs (%) and speed (∗ indicates the GPU speed, otherwise the CPU
speed) obtained by MSC-CCO and MSC-DCF as well as the state-of-the-art
deep feature-based CF trackers on OTB-2013, OTB-2015 and OTB-50. The first,
second and third best trackers are highlighted in color.
MSC-CCO MSC-DCF CCOT MCPF DeepSRDCF HDT CF2 CREST
OTB-2013 83.7 78.3 83.2 85.8 79.4 73.7 74.0 86.0
OTB-2015 82.1 73.3 82.0 78.0 77.2 65.7 65.5 77.6
OTB-50 77.6 67.1 74.9 71.0 67.6 58.4 58.2 70.5
Avg. OSR 81.1 72.9 80.0 78.3 74.7 65.9 65.9 78.0
Avg. FPS 20.6∗ 66.8∗ 0.22∗ 0.56∗ <1.0∗ 11.1∗ 10.5∗ 1.0∗
5.3 Comparison with Deep Feature-based Trackers
We compare the proposed MSC-trackers with 6 state-of-the-art deep feature-
based CF trackers: CCOT [9], MCPF [33], CREST [27], DeepSRDCF [7], CF2
[20] and HDT [24].
Fig. 5 and Table 3 show the comparison of our MSC-trackers with several
deep CF trackers with deep features on OTB datasets. More particularly, the
AUC and OSR obtained by MSC-DCF are higher than those obtained by CF2
and HDT. MSC-CCO achieves the best OSR (77.6%) on OTB-50, significantly
outperforming the second best tracker CCOT with a large margin of 2.7%. Fur-
thermore, the average OSR obtained by MSC-CCO is 81.1%, which is ranked at
the first and followed by CCOT (80.0%) and MCPF (78.3%). In terms of the
tracking speed reported in Table 5, compared with the other deep feature based
trackers, MSC-DCF can run at 66.8 FPS, which is significantly faster than the
compared trackers. In addition, MSC-CCO achieves the quasi-real-time tracking
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Table 4: DPRs (%) obtained by MSC-DCF, MSC-CCO and their additional
versions on OTB-2013 and OTB-2015.
MSC-CCO MSC-CCO-w/o-CRM MSC-DCF MSC-DCF-w/o-CRM
OTB-2013 90.5 86.5 83.7 83.1
OTB-2015 89.2 87.1 79.8 79.2
speed of 20.6 FPS, which is almost 94 times faster than CCOT and 37 times
faster than MCPF. In the meanwhile, MSC-CCO achieves the best overall per-
formance over all the three datasets.
5.4 Ablation Study
To demonstrate the effectiveness of the proposed CRM method, we evaluate
MSC-DCF and MSC-CCO with additional versions, i.e., MSC-DCF and MSC-
CCO without using the CRM method, namely MSC-DCF-w/o-CRM and MSC-
CCO-w/o-CRM, respectively. As can be seen from Table 4, the CRM method
is effective to improve tracking performance. Specifically, MSC-CCO achieves
the accuracy (90.5%) by improving 4% of MSC-CCO-w/o-CRM on OTB-2013.
For MSC-DCF, the performance is also improved by applying the CRM method.
These results demonstrate the effectiveness of the CRM method, which is mainly
due to the fact that the CRM method filters the feature channels that are more
sensitive to the background regions while retaining the high-quality channels
that are more beneficial for robust visual tracking.
6 Conclusions
In this work, we propose a deep and shallow feature learning network (called
as DSNet) to learn the multi-level same-resolution compressed (MSC) features,
which effectively incorporate both deep and shallow features with the same spa-
tial resolution for efficient online tracking. The proposed DSNet compresses
multi-layer convolutional features and can be effectively trained in an end-to-
end offline manner. The MSC features are generic and can be easily applied to
any CF-based trackers. In addition, we propose an effective channel reliability
measurement method to further refine the learned MSC features. To demon-
strate the effectiveness of our MSC features, two MSC features based trackers
are presented, namely MSC-DCF and MSC-CCO, respectively. Experiments on
several large scale benchmarks show that the proposed methods perform favor-
ably against state-of-the-art tracking methods.
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