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Abstract—We propose Roadside Unit (RSU) Clouds as a novel 
way to offer non-safety application with QoS for VANETs. The 
architecture of RSU Clouds is delineated, and consists of 
traditional RSUs and specialized micro-datacenters and virtual 
machines (VMs) using Software Defined Networking (SDN). SDN 
offers the flexibility to migrate or replicate virtual services and 
reconfigure the data forwarding rules dynamically. However, 
frequent changes to service hosts and data flows not only result in 
degradation of services, but are also costly for service providers.  
In this paper, we use Mininet to analyze and formally quantify 
the reconfiguration overhead. Our unique RSU Cloud Resource 
Management (CRM) model jointly minimizes reconfiguration 
overhead, cost of service deployment and infrastructure routing 
delay. To the best of our knowledge, we are the first to utilize this 
approach. We compare the performance of purist approach to 
our Integer Linear Programming (ILP) model and our innovative 
heuristic for the CRM technique and discuss the results. We will 
show the benefits of a holistic approach in Cloud Resource 
Management with SDN. 
I. INTRODUCTION 
ntelligent Transportation Systems (ITS) comprise services 
and applications for Vehicular Ad hoc Networks (VANETs) 
to increase the safety and efficiency of our road infrastructure. 
VANET nodes consist of On-board Units (OBUs) in vehicles 
and fixed Roadside Units (RSUs) in infrastructure. While 
OBUs comprise computational, communicational, storage, 
sensory and positioning systems, RSUs can vary in size and 
form, ranging from small, resource-constrained roadside 
mounted traffic monitoring cameras to high-power 
communication towers. Wireless Access in Vehicular 
Environment (WAVE) standards and protocols dictate how 
vehicles communicate with other vehicles (V2V) and 
infrastructure (V2I). Generally, time critical safety 
applications use V2V, while non-safety applications rely on 
V2I [1].  
We propose an innovation to the traditional VANET 
infrastructure, with RSU Clouds. This Cloud architecture 
consists of traditional RSUs and specialized micro-datacenters 
and virtual machines (VM) that leverages the deep 
programmability of Software Defined Networking (SDN). 
Cloud service providers offer infrastructure and applications 
that can be rented for hosting applications and services. The 
 
 
network can be reconfigured, at a cost ( [2],[3],[4] ), so that 
the virtual services can be migrated or replicated to meet 
fluctuating demands or efficiently use Cloud resources by 
exploiting the flexibility of SDN. In SDN, we can program 
controllers, in the control plane, to define the data forwarding 
rules for the switches in the data plane. 
Due to the fixed infrastructure, SDN and proximity to 
end-users [5], RSU Clouds offer a reliable and flexible way to 
meet the QoS required by the fluctuating demands. However, 
it is a non-trivial problem that requires multiple design 
considerations. First, it requires a cost effective solution for 
hosting, migrating and replicating services in the network. 
Second, RSU Clouds must be able to maintain the QoS for 
applications. Third, they must employ an efficient 
reconfiguration scheme to adapt to the frequent change in 
service demands. We define a novel and efficient RSU Cloud 
Resource Management (CRM) model that minimizes the 
reconfiguration overhead, while minimizing the number of 
service replications and infrastructure delay and meeting 
network and link layer bounds.  
Therefore, the scope of this work and its contributions are:  
• Architecture definition for RSU Clouds and its micro-
datacenters; 
• Reconfiguration overhead analysis by emulating an 
OpenFlow enabled SDN in Mininet; 
• Definition of the CRM model and its resolution as a 
multi-objective Integer Linear Programming (ILP) 
problem;  
• Design of an efficient heuristic for CRM; 
• Performance comparison of a purist approach with CRM. 
The rest of this paper is organized as follows. Section II 
reviews and compares RSU Clouds with related work. Section 
III delineates the details of the RSU Cloud architecture and its 
micro-datacenters and reconfiguration overhead analysis. 
Section IV presents the CRM model and Section V highlights 
the results and contributions of CRM and RSU Clouds. We 
conclude with an overview of our contributions in Section 0.  
II.  RELATED WORK 
A brief overview of the related work in the areas of Cloud 
Computing in VANETs and Cloud Resource Management will 
highlight the novelty of our RSU Cloud architecture and its 
RSU Cloud Resource Management scheme. 
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 A. Cloud Computing in VANETs 
Integrating VANETs with the Cloud increases utilization of 
myriad computational capabilities that are underutilized by 
safety applications alone ( [6], [7] ) and overcomes the routing 
issues in V2V communications [8]. Lee et al. [9] aim to 
interconnect OBU and RSU resources into a Cloud for 
cooperative sensory, storage and computing tasks, while 
others in [6] and [10] propose that Road-Side Units (RSUs) 
act as gateways to traditional Clouds or design a Cloud of On-
board Units (OBUs), respectively. Vehicular Cloud 
Networking (VCN) [9] is being proposed as a revolution to 
modernize the traditional VANET, which integrates 
information centric networking and Cloud Computing with 
VANETs. In VCN, vehicles and resource constrained RSUs 
share their resources in one virtual platform.  
Our proposed RSU Cloud architecture and its SDN differs 
from these in two-fold, (1) it consists of traditional RSUs and 
very small scale datacenters, and (2) it can be dynamically 
reconfigured, to cost effectively meet changes in service 
demands while guaranteeing QoS. Furthermore, our RSU 
Clouds can be easily adapted to any VANET Cloud paradigm.  
B. Cloud Resource Management 
The current techniques for efficient and effective 
management of Cloud services include rich connectivity at the 
edge of the network and dynamic routing protocols that reduce 
routing delay and balance traffic [11]. Presently, resource 
management techniques are employed via capacity planning 
tools such as VMWare Capacity Planer™, IBM Websphere 
Cloudburst™, Novell PlateSpin Recon™, etc. that decide the 
location of VM placement [11]. However, they lack in load 
balancing at VM and result in highly imbalanced traffic 
distribution [11]. Various researchers ( [12], [13], [14] ) 
proposed solutions for deployment of Cloud services for low 
latency, either independently or jointly with cost of 
deployment.  
On the other hand, others ( [2], [4], [15], [16] ) have studied 
the cost of VM migration and reconfiguration with SDN. VM 
migrations can deteriorate network performance [2], while 
modification to the data forwarding rules yield traffic 
congestions at the controller in the control plane [4].  
In contrast to the Cloud resource management techniques 
mentioned, we optimize the network reconfiguration 
overhead, while jointly minimizing the cost of service 
deployment and infrastructure routing delay. To the best of 
our knowledge, we are the first to jointly minimize 
reconfiguration overhead, cost of service deployment and 
infrastructure routing delay.  
III. RSU CLOUD 
In this section, we will present our RSU Cloud architecture 
with OpenFlow, the defacto standard protocol for SDN. In 
SDN, controllers in the control plane define forwarding rules 
for switches in the data plane. Each switch receives flow rules, 
proactively or reactively, from controllers, via the control 
plane. This separation of data and control plane enables SDNs 
to be dynamically reconfigured [3].  
A. Architecture 
Users can increase in-vehicle productivity by subscribing to 
convenience and infotainment services such as remote vehicle 
diagnostics, on-the-go-Internet, online gaming, multimedia 
streaming and voice-over-IP. Non-safety applications and 
services can attract significant attention and thrust ITS 
forward [17]. However, although there is no stringent QoS 
requirement for non-safety applications, it is highly desirable 
and often crucial for its users [17]. Therefore, we design RSU 
Clouds that infringe upon the fundamentals of Fog Computing 
and push the services to the edge of the network, to increase 
reliability and QoS, with respect to latency. 
Our RSU Cloud, illustrated in Fig. 1(a) includes traditional 
RSUs and micro-datacenters that will host the services to meet 
the demand from the underlying OBUs in the mobile vehicles. 
Our RSU micro-datacenter, illustrated in Fig. 1(b), is a 
traditional RSU with additional components for virtualization 
and SDN. The micro-datacenter hardware consists of a small 
form factor computing device and an OpenFlow switch. The 
software components on the computing device include the 
host operating system and a lightweight hypervisor. A 
hypervisor is a low-level middleware that enables 
virtualization [2], so that VMs can efficiently share resources 
to host services that can be migrated and, or replicated. 
 
Fig. 1.  Architecture of (a) RSU Cloud and (b) RSU Micro-datacenter.
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 Some of the micro-datacenters will have additional software 
components, like OpenFlow Controller(s), Cloud Controller(s) 
and RSU Cloud Resource Manager(s). Our novel RSU Cloud 
Resource Manager (CRM) communicates with OpenFlow and 
Cloud controllers, via the data plane, to disseminate 
information regarding service hosting, service migration and, 
or data flow changes, as illustrated in Fig. 1(a). In the data 
plane, Cloud Controllers will govern service migration and 
hypervisors to instantiate or eliminate new VMs hosting 
services. Consequentially, OpenFlow Controllers will update 
switch flow rules via the control plane. 
The dynamic service demands from vehicles may require 
increasing or decreasing the number of micro-datacenters 
hosting the services or physically migrating the VMs hosting 
the services from one micro-datacenter to another via the data 
plane. Without loss of generality, we interchangeably use VM 
migration and service migration. Though, we can reprogram 
the RSU Clouds to dynamically update service hosting and 
data forwarding information, it is costly and deteriorates the 
network performance ( [2], [3] ). VM migration increases 
latency in the data plane and modifying data forwarding rules 
that increases the control plane overhead [4]. 
Service providers incur the cost of service migration and, or 
replications, and service users experience the deterioration in 
QoS. Naïve approaches to hosting services across all 
micro-datacenters are too costly, since service providers rent 
cloud resources from cloud infrastructure providers. Our 
major contribution is the novel offline Cloud Resource 
Manager, which is responsible for making the optimal 
decisions regarding the location and number of services hosted 
and data forwarding rules, in the RSU Cloud over time. 
B. Reconfiguration Overhead Analysis in Mininet 
We investigate the reconfiguration overhead by emulating a 
RSU Cloud with SDN in Mininet [18]. We design a RSU 
Cloud topology that is inspired by Florida Department of 
Transportation (FDOT) deployment of RSUs [19]. We begin 
by implementing a RSU micro-datacenter as a VM host 
connected to an OpenFlow switch, with a zero delay. The 
switches maintain data forwarding rules in flow tables. We 
want to study the cost of reconfiguring the flow tables over 
time, as the demand changes. We define a configuration as a 
snapshot of all service hosts and all data forwarding rules. 
Evidently, real-world networking scenarios must support 
multipath. OpenFlow supports multipath with a group table 
feature, which allows the Controller to specify multiple paths 
for an incoming packet. The Open vSwitch (OvS) 2.1 supports 
group tables but implements random path selection. We 
implemented stochastic switching for multipath support in 
OpenFlow enabled SDN [20].  
Our reconfiguration overhead heuristic counts the changes 
in the data forwarding rules and the number of service 
migrations. The control plane overhead includes cost 
associated with adding, deleting and, or modifying flow or 
group table rules. Note that a flow table and a group table rule 
modification is counted doubly, a deletion of the old rule, 
followed by an addition of a new rule. The VM migration 
overhead is simplified to counting changes in service hosts, 
and does not count VM tear down or deleting hosts, since it 
does not induce network traffic. We can extend the count to be 
a more complex measure with sensitivity to different 
parameters such as size of the VMs, time of day, etc.  
Based on emulation and reconfiguration overhead analysis, 
we can formally define reconfiguration overhead. Given, a 
configuration is a network snapshot that records the service 
hosts and the data forwarding rules, which consists of flow 
and group table rules. A configuration at time  can be 
defined as a tuple 	<  , 	 , 
 >, where  ={, , … , ||} is the set of service hosts, 	 ={, , … , ||} is the set of flow rules and 
 ={, , … , ||} is the set of group rules. 
 Therefore, given sets of service hosts,  and  for time  and , respectively, VM migrations is in Equation (1). 
And given sets of flow and group rules (	 , 
) and (	 , 
), for time  and , respectively, the control 
plane overhead is in Equation     (2), and is defined as the sum 
of flow and group rules to be deleted and added, flow rules 
changed to group rules and group rules changed to flow rules.  	!"#$%"&'( = | − | (1) 					*&'$&+	,+%'-	&.-$ℎ-%0 = |	 − 	| + |	 − 	| + |
 − 
| + |
 − 
| + |	 ∩ 
| + |
 ∩ 	|     (2) 
IV. CLOUD RESOURCE MANAGEMENT MODEL 
A. Problem Statement 
Given a network graph 3 = (, 4), set of services 5, set of 
average demands 6 = {0 , 07 , …	0|8|} over time period 9 = {, , …	|:|} with an initial configuration ; =〈 , 	 , 
〉  for demand 0at time . The set 	represents 
the RSU micro-datacenters interconnected by the edges in 4, 
each with bandwidth capacity >?	∀	-	 ∈ 4. At time  ∈ 9, 
there is a demand BC,D for service E, E ∈ 5 at node ', ' ∈  
and the average demand in the network is 0 .  The problem is 
to find a Pareto Optimal configuration from a set of Pareto 
Optimal Frontier (POF) of configurations Ψ  to minimize the 
number of VM migrations 〈;F|minJF −	KL, ∀	;F =	<F , 	F , 
F >, ;F ∈ Ψ〉. Each	;F ∈ Ψ, optimally hosts 
services within threshold MD, ∀	E ∈ 5, to meet service 
demands at , while achieving a load-balanced network, and 
minimizing infrastructure delay with QoS bounds ND, ∀	E ∈ 5. 
B. Delay 
The delay model is a Lookup Table (LUT) with interval O, 
which controls the granularity. The granularity of the LUT is a 
tradeoff to performance. In practice the LUT table will be built 
over time, from experimental data. However, without loss of 
generality and similar to ( [21], [22] ), we currently use a 
G/G/1 queuing system for computing the delay on an edge, as 
the sum of processing delay which is considered fixed and 
having a certain value (ex. 10µs), queuing delay (9P), and 
transmission and propagation delay depending on packet size 
(ex. packet size 800B) which can also be considered fixed. For 
modeling this, we assume a Poisson process for packet inter-
arrival times Q and processing times R, with mean and 
standard deviation, S, NS	and T, NT, respectively. Our LUT 
accounts for varying inter-arrival and packet processing times 
by employing high coefficients of variation in inter-arrival and 
 packet processing times, *S = NS S⁄  and *T = NT T⁄ , 
respectively.  We use Kingsman formula [23] to approximate 
the queuing delay, in Equation (3). 
 9P = 	 *S + *T2 ∙ Q R⁄R − Q (3) 
C. Formulation 
We leverage multi-objective Integer Linear Programming 
(ILP) to formulate the optimizations required by RSU Cloud 
resource management problem. The novelty of our ILP model 
lies in jointly minimizing the reconfiguration overhead, 
pertaining to VM migrations, control plane modifications, 
number of service hosts and cloud infrastructure delays. The 
objective for minimizing reconfiguration overhead in (4) is the 
minimization of the number of VM migrations and control 
plane modifications. We use weight X to control the priority of 
reconfiguration overhead, such that, minimizing VM 
migrations takes priority over control plane modifications.  
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Where, ^_,D 	∀	1 ≤ ! ≤ ||, 1 ≤ E ≤ 5 is a binary indicator 
of change in service hosts (c.f. (1)). Therefore, sum of ^_,D is 
the overhead due to VM migrations. The addition and deletion 
of data forwarding rules are in binary indicators dD_,C,e and fD_,C,e 	∀1 ≤ !, ',! ≠ ' ≤ ||, 1 ≤ E ≤ 5, 1 ≤  ≤ E_,C,	 
respectively (c.f.    (2)). Therefore, sum of dD_,C,e and fD_,C,e 
constitute the control plane overhead. 
Jointly, we achieve a load balanced network and minimize 
the number of service hosts and infrastructure delay in (5). 
 !"' n] ]o ∙ ℎ_,D`Da
|b|
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0?pqr,?
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?at u (5) 
Where, sum of ℎ_,D , ∀1 ≤ ! ≤ ||, 1 ≤ E ≤ 5 is the number 
of service hosts and sum of 0? , ∀1 ≤ - ≤ |4| is the total delay 
on the edges in the network. We can jointly consider two 
disparate quantity functions like, delay on an edge and the 
number of service hosts, if we normalize the delay by the 
maximum delay on an edge, making it unit-less. Here, we use 
the weighted sum approach with weight o. Currently, we 
count the service hosts, but this can be extended to include a 
more detailed cost of hosting services with respect to the 
hardware and software requirements of the services. 
Due to the inherent nature of the problem, we decouple the 
objective in (4) and (5). We use lp_solve to optimize (5), 
subject to the following constraints (i) all service requests 
must be satisfied; (ii) the load on an edge in the network is 
bounded by bandwidth capacity of the edge; (iii) the load on 
the edge must be a multiple of O, the LUT interval; (iv) the 
service host can serve requests locally with zero infrastructure 
delay; (v) QoS bounds ND; (vi) number of service host bounds MD. We solve this ILP and populate a POF of non-dominated 
solutions, that is, configurations. For our objective in (4), we 
select a configuration from the POF, such that, it minimizes 
VM migrations followed by control plane overhead.  
D. Heuristic 
We design and implement a novel heuristic for the RSU 
cloud resource management problem. We will show that our 
heuristic efficiently yields results, by always operating on the 
Pareto Optimal Frontier of non-dominated solutions. Our 
heuristic can be decomposed into two components, (1) 
generate POF, and (2) prune POF to find the configuration that 
minimizes VM migrations, followed by the control plane 
overhead. It is important to note that for a given average 
demand 0 , we use the same demand (bn,k) for each RSU as in 
the ILP. This ensures accurate comparison of the results from 
ILP optimization and our proposed heuristic.  
To generate POF, we begin by randomly selecting ||/2 
nodes to be the RSUs hosting services, for each service E ∈ 5. 
The hosts can meet their demands locally. For all remaining 
RSUs requesting service, we randomly select a RSU host 
n ∈V to satisfy a unit of demand requested. This is repeated 
iteratively so that every unit of demand receives the best 
infrastructure delay. This uniquely enables us to distribute the 
load across the paths in the networks and achieve a 
load-balanced network. We repeat this, until all the demands 
from all the RSUs have been satisfied. This yields a 
configuration, for the service hosts and the required data 
forwarding rules. We repeat this, to generate K configurations 
and select the configuration that minimizes the infrastructure 
delay, to be included in the POF. 
Next, we reduce the number of service hosts by half, and 
repeat the process until the POF, Ψ , has been filled with all 
the valid configurations for an average demand 0 at . The 
POF generation takes v(w+&#||), making it scalable with the 
number of nodes in the network. From the POF, we select the 
configuration that minimizes the number of VM migrations, 
followed by control plane modifications.  
V. RESULTS 
In this section, we will present and discuss our results. We 
setup the topology inspired from FDOT RSU deployment [19] 
and use it for comparing the performance of RSU Cloud 
resource management with purist cost approach. In our 
scenario, || = 10, 5	 = 	1, for a time period T, the set of 
average demands 	6	 = 	 {50 B,(, 60 B,(, 80 B,(,70 B,(, 90 B,(, 50 B,(, 70 B,(}, with standard 
deviation σ = 0.05, Fast Ethernet connections so bandwidth 
capacity of each edge >? 	= 	100 B,(, ∀1 ≤ - ≤ |4| and the 
LUT interval O = 1, so that we have a fine grain LUT.  
We compare our results with a purist approach. In the given 
problem, there are two possible purist approaches (1) Cost 
optimization, which optimally hosts services to meet network 
demands, irrespective of the infrastructure delay incurred by 
the services, and (2) Delay optimization, which optimally 
hosts services to minimize infrastructure delay, irrespective of 
the cost of hosting services. Trivially, Delay optimization 
would maximally deploy hosts, so that services are met 
locally, incurring no infrastructure delay. Moreover, this 
would not be viable for RSU Cloud service providers. 
Therefore, we do not include this in our comparison. 
Fig. 2 depicts the significant reduction in the number of VM 
migrations with CRM heuristic with K=100 and CRM 
optimization. Note, though the CRM heuristic works on the 
 Pareto Frontier, it may be working on a different configuration 
when compared to CRM optimization and purist approach.  
However, Fig. 3, illustrates that a Heuristic with K=100, 
performs the worst with respect to the control plane overhead. 
This is because of our load-balanced CRM heuristic that 
distributes single units of load across paths until the demands 
are met. Each path accounts for numerous control plane 
modifications, as evident by the high cost of control plane 
modifications. We increase utilization of paths, reduce 
bottlenecks and potential starvation of other RSUs, in contrast 
to the naïve approach of selecting the shortest path and fully 
utilizing the capacity of a path(s). 
The benefits of our CRM Optimization are highlighted in 
Fig. 4 and Fig. 5. Fig. 4 illustrates how closely CRM 
optimization and CRM heuristic with K=100 perform when 
compared to the purist cost optimization for hosting services. 
In Fig. 5, CRM heuristic outperforms optimization with 
respect to delay, because the best configuration selected had 
more service hosts (more costly deployment), as in Fig. 4. 
Fig. 6 illustrates that each ;F ∈ Ψ  is a Pareto Optimal 
configuration that minimizes infrastructure delay and number 
of service hosts. Essentially, the heuristic is selecting the 
configuration that minimizes VM migrations and is always 
operating on the Pareto Optimal Frontier. Therefore, the final 
configuration selected is also an optimal configuration of the 
number of service hosts and infrastructure delay. 
 
Fig. 2.  CRM optimization and heuristic with K=100 outperform purist. 
 
Fig. 3.  Effect of fine grain load balancing in CRM heuristic. 
 
Fig. 4.  Purist cost and CRM optimization perform better than CRM heuristic. 
 
Fig. 5.  Efficient CRM heuristic yields suboptimal infrastructure delay. 
 
Fig. 6.  Every ;F ∈ Ψ is a Pareto Optimal configuration with respect to 
number of service hosts and infrastructure delay. 
 
Fig. 7 and Fig. 8 illustrates that as the number of 
replications (K) increases, results show that the configurations 
are improving in minimizing VM Migrations and control 
plane overhead. Therefore, we use the CRM heuristic with 
K=100, as the best results to compare with CRM optimization 
and purist cost optimization. 
VI. CONCLUSION 
In this research, we propose a RSU Cloud to guarantee QoS 
for non-safety ITS applications. RSU Clouds consist of 
traditional RSUs and specialized RSUs containing 
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 micro-datacenters with SDN. RSU Clouds can be 
reconfigured, at a cost, to meet the fluctuating service 
demands. We study the effects of reconfiguration on the SDN 
and formally define reconfiguration overhead, in terms of VM 
migrations and control plane modifications. Frequent 
reconfigurations deteriorate network performance and QoS of 
ITS applications and services. We define an efficient RSU 
Cloud resource management technique that jointly minimizes 
VM migrations, control plane overhead, number of service 
hosts and infrastructure delay. To the best of our knowledge, 
we are the first to design such a model. 
We illustrate how RSU Cloud resource management selects 
configurations that improve the infrastructure delay 
significantly, with optimal number of service hosts. Over time 
and in face of dynamic loads, the configurations are selected 
as part of a Pareto Optimal Frontier, of non-dominated 
solutions. Any Pareto Optimal configuration is a candidate 
that can optimally, with respect to infrastructure delay and 
number of service hosts, minimize VM migrations, followed 
by control plane overhead. Our future work includes 
minimizing control plane modifications with an improved 
CRM heuristic and experimentation on GENI [24] testbed. 
Fig. 7.  Higher number of replications K, yields better results. 
 
Fig. 8. Number of replications directly affects control plane modifications. 
REFERENCES 
[1]  M. Boban, O. Tonguz and J. Barros, "Unicast communication in 
vehicular ad hoc networks: a reality check," IEEE Communications 
Letters, vol. 13, no. 12, pp. 995 - 997, 2009.  
[2]  S. Anja and W. Dargie, "Does Live Migration of Virtual Machines Cost 
Energy?," in IEEE 27th International Conference on Advanced 
Information Networking and Applications (AINA), Barcelona, 2013.  
[3]  M. Bari, A. Roy, S. Chowdhury, Q. Zhang, M. Zhani, R. Ahmed and R. 
Boutaba, "Dynamic Controller Provisioning in Software Defined 
Networks," in 9th International Conference on Network and Service 
Management (CNSM), Zurich, 2013.  
[4]  A. Tootoonchian and Y. Ganjali, "HyperFlow: a distributed control plane 
for OpenFlow," in In Proceedings of the 2010 internet network 
management conference on Research on enterprise networking 
(INM/WREN'10), San Jose, 2010.  
[5]  F. Bonomi, R. Milito, J. Zhu and S. Addepalli, "Fog computing and its 
role in the internet of things," in In Proceedings of the first edition of the 
MCC workshop on Mobile cloud computing (MCC '12), Helsinki, 2012.  
[6]  R. Hussain, J. Son, H. Eun, S. Kim and H. Oh, "Rethinking Vehicular 
Communications: Merging VANET with cloud computing," in IEEE 4th 
International Conference on Cloud Computing Technology and Science 
(CloudCom), Taipei, 2012.  
[7]  M. Abuelela and S. Olariu, "Taking VANET to the clouds," in In 
Proceedings of the 8th International Conference on Advances in Mobile 
Computing and Multimedia (MoMM '10), Paris, 2010.  
[8]  Y. Qin, D. Huang and X. Zhang, "VehiCloud: Cloud Computing 
Facilitating Routing in Vehicular Networks," in IEEE 11th International 
Conference on Trust, Security and Privacy in Computing and 
Communications (TrustCom), Liverpool, 2012 .  
[9]  E. Lee, E.-K. Lee and M. Gerla, "Vehicular Cloud Networking: 
Architecture and Design Principles," IEEE Communications Magazine, 
February 2014.  
[10]  K. Mershad and H. Artail, "Finding a STAR in a Vehicular Cloud," IEEE 
Intelligent Transportation Systems Magazine, vol. 5, no. 2, pp. 55-68, 
2013.  
[11]  X. Meng, V. Pappas and L. Zhang, "Improving the Scalability of Data 
Center Networks with Traffic-aware Virtual Machine Placement," in 
InfoCom, San Diego, CA, 2010.  
[12]  D. Wu, J. He, Y. Zeng, X. Hei and Y. Wen, "Towards Optimal 
Deployment of Cloud-Assisted Video Distribution Services," IEEE 
Transactions on Circuits and Systems for Video Technology, 2013.  
[13]  J. Jiang, T. Lan, S. Ha, M. Chen and M. Chiang, "Joint VM placement 
and routing for data center traffic engineering," in IEEE 2012 InfoCom, 
Orlando, FL, 2012.  
[14]  F. Chang, R. Viswanathan and T. Wood, "Placement in clouds for 
application-level latency requirements," in IEEE International 
Conference on Cloud Computing , Honolulu, 2012.  
[15]  J. Park, D. Lee, B. Kim, J. Huh and S. Maeng, "Locality-aware Dynamic 
VM Reconfiguration on MapReduce clouds," in Proceedings of the 21st 
international symposium on High-Performance Parallel and Distributed 
Computing (HDPC), Delft, Netherlands, 2012.  
[16]  A. Verma, G. Kumar, R. Koller and A. Sen, "CosMig: Modeling the 
Impact of Reconfiguration in a Cloud," in Proceedings of the 2011 IEEE 
19th Annual International Symposium on Modelling, Analysis, and 
Simulation of Computer and Telecomm. Systems, Singapore, 2011.  
[17]  M. Amadeo, C. Campolo and A. Molinaro, "Enhancing IEEE 
802.11p/WAVE to provide infotainment applications in VANETs," Ad 
Hoc Networks, vol. 10, no. 2, pp. 253-269, 2012.  
[18]  B. Lantz, B. Heller and N. McKeown, "A Network in a Laptop: Rapid 
Prototyping for Software-Defined Networks," in 9th ACM Workshop on 
Hot Topics in Networks, Monterey, 2010.  
[19]  T. E. a. O. Office, "Florida Department of Transportation," Florida 
Department of Transportation, [Online]. Available: 
http://www.dot.state.fl.us/trafficoperations/its/projects_deploy/cv/connec
ted_vehicles-wc.shtm. [Accessed 18 April 2014]. 
[20]  M. Salahuddin, "Stochastic Switching using Open vSwitch in Mininet," 
GitHub, 18 February 2014. [Online]. Available: 
https://github.com/saeenali/openvswitch/wiki/Stochastic-Switching-
using-Open-vSwitch-in-Mininet. [Accessed 18 April 2014]. 
[21]  A. Anttonen and A. Mammela, "Interruption Probability of Wireless 
Video Streaming With Limited Video Lengths," IEEE Transactions on 
Multimedia, 2013.  
[22]  T. Luan, L. Cai and Xuemin Shen, "Impact of Network Dynamics on 
User's Video Quality: Analytical Framework and QoS Provision," IEEE 
Transactions on Multimedia, vol. 12, no. 1, pp. 64-78, 2010.  
[23]  G. Curry and R. Feldman, Manufacturing Systems Modeling and 
Analysis, 2nd Edition, New York: Springer Heidelberg Dordrecht, 2011.  
[24]  "GENI (Global Environment for Network Innovations)," Raytheon BBN 
Technologies, 2014. [Online]. Available: http://www.geni.net. [Accessed 
13 July 2014]. 
0
1
2
3
4
5
6
7
8
9
10
50 60 80 70 90 50 70C
u
m
m
u
la
ti
v
e 
A
v
er
ag
e 
V
M
 M
ig
ra
ti
o
n
s
Average Load (Mbps)
K=10 K=50 K=100
1
10
100
1000
50 60 80 70 90 50 70
L
o
g
 C
u
m
m
u
la
ti
v
e 
A
v
er
ag
e 
C
o
n
tr
o
l 
P
la
n
e 
M
o
d
if
ic
at
io
n
s
Average Load (Mbps)
K=10 K=50 K=100
