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Geometric function theory in metric spaces
Behnam Esmayli, PhD
University of Pittsburgh, 2021
First, we generalize the coarea inequality, also known as Eilenberg’s inequality, and
provide a self-contained proof of it. The only previously known proof is based on a difficult
result of Davies, which our proof avoids. Next, we find several equivalent conditions for
Lipschitz functions from Euclidean cubes into arbitrary metric spaces to have a Lipschitz
factorization through a metric tree. As an application we prove a recent conjecture of David
and Schul [8]. The techniques developed for the proof of the factorization result yield several
other new and seemingly unrelated results. We prove that if f is a Lipschitz mapping from
an open set in Rn onto a metric space X, then the topological dimension of X equals n if
and only if X has positive n-dimensional Hausdorff measure. We also prove an area formula
for length-preserving maps between metric spaces, which gives, as a concrete application, a
new formula for integration on countably rectifiable sets in the Heisenberg groups.
keywords: Hausdorff measure, weighted integrals, coarea inequality, metric derivative, area
formula, coarea formula, mapping content, length preserving maps, Heisenberg groups,
topological dimension, metric trees, factorization, quasiconvex metric spaces.
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1.0 Introduction and overview
This thesis is made up of two major parts. In Chapters 3 and 4 we follow [19] and present a 
self-contained and complete proof of the famed coarea inequality, known also as Eilenberg’s 
inequality. The coarea inequality gives a upper bound on the average size of the fibers of a 
Lipschitz map between arbitrary metric spaces in terms of the size of the domain and the 
Lipschitz constant. Being of such broad generality, in this context we cannot bring in many 
analytic tools. But this changes when we assume our domain to be a Euclidean space.
A great deal of analysis has been developed for the study of Lipschitz maps from Eu-
clidean spaces into arbitrary metric spaces since 90’s, beginning with work of Kirchheim [34]. 
Kirchheim proved an analogue of Rademacher’s differentiability theorem for Lipschitz maps 
into metric spaces by replacing the Fréchet differentiability with the weaker notion of metric 
differentiability. This notion of derivative has proven to be sufficient enough for much of the 
geometric measure theory theorems, such as the area and coarea formulas, to still hold.
In chapter 5 we give a quick overview of the metric differentiability, including a complete 
proof of the Kirchheim-Rademacher differentiability theorem. The proofs were known, but we 
derive it from and emphasize the so-called componentwise derivative of maps into `∞, the 
Banach space of bounded real sequences. This point of view is essential for many of the later 
applications and proofs in this thesis.
Chapter 6 we prove a number of equivalent conditions for a Lipschitz map from a Eu-
clidean space into a metric space to factor through a tree. This in particular proves a 
recent conjecture of David and Schul [8]. This chapter also contains a few other results of 
independent interest.
After this quick summary, let us now further elaborate on each main chapter individually.
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1.1 Chapter 3 summary
Chapter 3 is a prerequisite for the proof of the coarea inequality in Chapter 4. But
Chapter 3 is a self-contained and detailed presentation of the theory of weighted integrals,
which are of independent interest.
It is easy to imagine that sometimes one may wish to integrate functions that may not
be measurable. The upper integral is one solution. If µ is a measure on the space X, then
for any function f : X → [0,∞], defined µ-a.e. on X, we define its upper integral as∫ ∗
X




where the infimum is taken over all µ-measurable functions φ satisfying 0 ≤ f(x) ≤ φ(x) for
µ-a.e. x ∈ X.
To emphasize, we do note require f to be measurable. Clearly, for measurable functions
the upper integral does coincide with the usual integral – take φ = f .
However, this definition still does require knowing/finding a whole class of measurable
functions on the space. It turns out that when X is a metric space and µ is a Hausdorff
measure there is a characterization of the upper integrals that avoids measurability issues
altogether.
In Chapter 3 we begin by a few simple Lemmata about upper integrals. Then we recall
the definition of the weighted integrals, introduced by Federer in his proof of the coarea
inequality. Weighted integrals are defined using only metric notions.
The main and quite surprising fact is that the weighted integral equals upper integral
(Theorem 45). Federer proved this fact under further assumptions, either on the metric space,
or on the support of the function being integrated. But he conjectured that the assumptions
are superfluous. Later, Davies proved a highly nontrivial result about the Hausdorff contents
and claimed that Federer’s conjecture would follow from that. The proof written as a whole
can be found in [45].
Our contribution is a new proof of the equality of the weighted integral and upper integral.
Our proof is based on an argument that we learned from Nazarov [38]. It is elementary and
uses tools only from the metric geometry. In particular, it completely avoids the use of
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Davies’ result. Our impression is that both the technique used in the proof (Theorem 47)
and the notion of weighted integral will find new applications.
Material in Chapter 3 (and Chapter 4) are from our paper [19].
1.2 Chapter 4 summary
Chapter 4 provides an elementary and self-contained proof of the following result which
is known under the name of the coarea inequality or the Eilenberg inequality.
Theorem 1. Let X and Y be arbitrary metric spaces, 0 ≤ t ≤ s < ∞ (any) real numbers







dHt(y) ≤ (Lip f)t ωs−tωt
ωs
Hs(E) . (1.1)
The inequality was first proved by Eilenberg [14] in 1938 in the case when t = 1, Y = R
and f(·) = d(·, xo) → R is the distance to a point on a metric space X. Then it was
generalized in [15] to the case of t = 1, Y = R and f : X → R any Lipschitz function.
It seems however, that a related argument was used by Szpilrajn1 [13] in the proof that
if Hn+1(X) = 0, then the topological dimension of X is at most n. Szpilrajn’s proof is repro-
duced in [30, Theorem 7.3] and [28, Theorem 8.15]. Szpilrajn mentions that his argument is
based on Nöbeling’s proof of a weaker result that the topological dimension is bounded from
above by the Hausdorff dimension of a metric space [43] (Nöbeling’s paper is reproduced in
[42]). The reader may find a translation of Nöbeling’s paper in MathOverflow [39], and it is
clear that his argument was closely related to Eilenberg’s inequality for the distance func-
tion. From reading Szpilrajn’s paper, it is also clear that there was a strong collaboration
between him and Eilenberg.
Remark 2. Most of the proofs that the reader may find in the literature [5, Theorem 13.3.1],
[35, Lemma 5.2.4], [41, Theorem 7.7], apply to the case of Lipschitz mappings f : X → Rm
and t = m, and the proofs do not differ much from that in [15]. Since the proofs use the
1He changed his name to Marczewski while hiding from Nazi persecution.
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fact that for a subset A ⊂ Y = Rm, the isodiamteric inequality holds, that is Hm(A) ≤
ωm(diamA)
m/2m, there is no obvious way how such proofs could be generalized to other
metric spaces Y .
Remark 3. Regarding coarea inequality for mappings into metric spaces one should mention
an interesting paper by Malý [37]. The result given in [2, Proposition 3.1.5] covers the general
case but, as confirmed by the authors, the proof is incorrect.
Proving the result in a more general case was a remarkable achievement of Federer [21],
see also [22, Theorem 2.10.25]. However, he could prove Theorem 1 only under additional
assumptions that
(a) The integrand Hs−t(f−1(y) ∩ E) is positive (only) on a set of σ-finite measure Ht; or
(b) The space Y is boundedly compact, meaning that bounded and closed sets are compact.






dHt ≤ (Lip f)t ωs−tωt
ωs
Hs(E) , (1.2)
where the left-hand side is the weighted integral we mentioned above (see Definition 38 for the
rigorous definition.). Federer [22, 2.10.24] used however, different notation (see Remark 42).
This inequality follows from a straightforward covering argument. In fact the proof is
very similar to the classical proof due to Eilenberg, the one the reader can find in [5, 35, 41],
see Remark 2.





g(y) dHt . (1.3)
and a simple monotone convergence theorem for upper integrals as δ → 0+.
Federer [22, 2.10.24] proved this equality result under the restrictive assumption that
one of the following two conditions is satisfied: (a’) The function g is positive on a set of
σ-finite measure Ht; or (b’) the space Y is boundedly compact. Therefore he could only
prove Theorem 1 under the assumptions (a) or (b) listed above.







is easy to prove in the general case (see (3.14)), the problem is to prove the opposite inequality
(Federer proved it when (a’) or (b’) holds true). In the general case, Federer [22, p. 187]
stated the following:
The general problem whether or not the preceding inequality can always be replaced by
the corresponding equation is unsolved.
The problem was answered in the positive by Davies [10, page 236]:
Note added 8 September 1969. H. Federer tells me that this work answers a question he
raised in Geometric measure theory (Berlin, 1969) [...]
There is no explicit proof of (1.3) in the work of Davies, but the main result of Davies
[10, Theorem 8, Example 1], provides a missing step in generalizing Federer’s proof. In fact
it is the celebrated Increasing Sets Lemma [10, Theorem 8] that was needed to complete
Federer’s proof:
Theorem 4. Suppose (X, d) is an arbitrary metric space, t ∈ [0,∞), and δ > 0. Then for









With (1.3) being true for an arbitrary metric space Y , Federer’s proof of Theorem 1
applies to the case of arbitrary metric spaces X and Y .
From what we could dig out from the literature, it would be fair to call Theorem 1 the
Nöbeling-Szpilrajn-Eilenberg-Federer-Davies inequality.
Surprisingly, it wasn’t until 2009 when Reichel [45] in his PhD thesis, re-wrote a complete
proof of Theorem 1 in its full generality, by following the original proof of Federer while
making use of Davies’ result. Reichel’s thesis seems to be the only place with a complete
proof of Theorem 1, except that Reichel did not include the proof of Davies’ theorem.
Davies’ theorem [10, Theorem 8] (Theorem 4 above) is very difficult and its proof makes
use of Ramsey’s theorem, ordinal numbers and non-principal ultrafilters.
The proof of the coarea inequality looks very short and simple, but this is thanks to the
fact that (1.3) is proved independently in Chapter 3 (using an elementary argument that
completely avoids the use of Davies’ result).
The rest of the Chapter 4 deals with generalizations of the coarea inequality.
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Most of the older applications of Theorem 1 are in the case of Lipschitz mappings f :
X → Rm and t = m. However, in a recent development of analysis on metric spaces, the
general version of Theorem 1 plays an increasingly important role. It is a fundamental result
and it deserves to have a proof that is self-contained and easy to read. Our proof of how to
conclude Theorem 1 from Theorem 45, follows Federer’s argument, but we believe is much
easier to read than Federer’s proof. In writing this proof we also used a presentation of
Federer’s proof given in [45].
Material in Chapter 3 and Chapter 4 comprise our paper [19].
Acknowledgement. We would like to thank Mikhail Korobkov for discussions on topics
related to Definition 54.
1.3 Chapter 5 summary
Chapters 5 and 6 are concerned with Lipschitz functions from Euclidean spaces to arbi-
trary metric spaces. The additional structure on the domain allows many of the analytical
tools to be applicable. The starting point is a notion of differentiability for such maps
introduced by Kirchheim in [34].
Chapter 5 is an overview of the theory of metric differentiability, including a proof of the
Kirchheim-Rademacher theorem which claims that Lipschitz maps from Euclidean domains
into arbitrary metric spaces are metrically differentiable almost everywhere.
We also emphasize the related notion of componentwise derivatives for maps into `∞,
the space of bounded real sequences. The insistence of this particular target space is not
restrictive since every separable metric space has an isometric embedding in `∞, by the famed
Kuratowski-Fréchet embedding theorem.
The notion of metric derivative is strong enough to give area and coarea formulas for
maps into metric spaces. We do mention them toward the end of Chapter 5. However, our
use of metric derivatives will be mainly through their connection to the mapping contents in
Chapter 6 and the result about factorization of maps through metric trees. A few Lemmata
we prove in Chapter 5 will be needed in Chapter 6.
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1.4 Chapter 6 summary
The first main result in Chapter 6 is as follows (Please see Theorem 108 for the full
statement.)
Theorem 5. If f : [0, 1]n+m → X, n ≥ 1, m ≥ 0, is a Lipschitz map into a metric space,
and E ⊂ [0, 1]n+m is a measurable set, then the following conditions are equivalent:
(A) rank md (f, x) ≤ n− 1 a.e.
(B) Hn,m∞ (f, E) = 0.
(C) Θ∗n(f, x) = 0 a.e.
Here md (f, x) stands for the metric derivative of the function f at the point x. We
discussed this notion in previous sections. It is a seminorm on Rn+m. There is a well-
defined notion of rank for seminorms on Euclidean spaces. This explains the notation in
(A). Notation in (B) and (C) are explained in the next paragraphs.
This theorem connects two previously known generalizations of the classical implicit
function theorems for Lipschitz maps f from (subsets of) the Euclidean space Rn+m into an
arbitrary metric space X in the sense that after a C1 (local) change of coordinates the fibers
of the map (i.e. the preimages of singletons) are straightened out to be contained in parallel
copies of Rm.
The first generalization was in [4], where the authors introduced the (n,m) mapping
content Hn,m∞ (f, E) where E ⊂ Q0 = [0, 1]n+m. They showed that if Hn,m∞ (f,Q0) > 0 (along
with ither less stringent conditions), then there are subsets of positive measure on which
the implicit function theorem holds. Their results were quantitative. In [27] the authors
introduce the upper n-density Θ∗n(f, x) and then proved an implicit function theorem on the
subset where Θ∗n(f, x) > 0.
Thus, the theorem above gives a new condition (negation of (A) to be precise) for when
the implicit function theorem holds and confirms that the conditions in [4] and [27] are
equivalent to saying that “the derivative of the map is full-rank”, which reminds one of the
familiar condition in the Euclidean implicit function theorem.
In [8] the authors conjecture [8, Conjecture 1.13] that if f : Qo = [0, 1]
3 → X satisfies
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H2,1∞ (f,Qo) = 0, then f factors through a metric tree. Recall that a metric tree, also
known as an R-tree, is a geodesic space which contains no subsets homeomorphic to S1, so
it is a geodesic space without “loops”. Given metric spaces X, Y, Z, and a Lipschitz map
f : X → Y , we say that f factors through Z if there are Lipschitz mappings ψ : X → Z and
φ : Z → Y such that f = φ ◦ ψ.
We prove a slightly more general version of this conjecture:
Theorem 6. If f : Qo = [0, 1]
n → X, n ≥ 2, is a Lipschitz map into a metric space, then
the following are equivalent:
(*) f factors through a metric tree.
(A’) rank md (f, x) ≤ 1 a.e.
(B’) H2,n−2∞ (f,Qo) = 0.
(C’) Θ∗2(f, x) = 0 a.e.
See Theorem 106 for a complete list of the equivalent conditions for factorization through
a tree. Equivalence of (A’), (B’) and (C’) is given by the equivalence of (the negations of)
(A), (B) and (C) in Theorem 5. So, the theorem is a consequence of the following.
Theorem 7. If f : [0, 1]n → X, n ≥ 1, is a Lipschitz map into a metric space, then f
factors through a metric tree if and only if rank md (f, x) ≤ 1 almost everywhere.
The techniques developed for the factorization through metric trees, Theorem 6 and its
full version Theorem 106, yield several seemingly unrelated results. We mention two here.
Theorem 8. Suppose that f : Rn ⊃ Ω→ X is a Lipschitz continuous map from an open set
onto a metric space X, f(Ω) = X. Then, dimX = n if and only if Hn(X) > 0.
Here dimX stands for the topological dimension defined in section 6.4. This theorem is
relabelled and proved as Theorem 134.
The next result (relabelled as Theorem 112 in Chapter 6) gives a new formula for integra-
tion on countably rectifiable sets in the Heisenberg groups. Here Hn is the n’th Heisenberg
group modelled on R2n+1 and π : Hn → R2n+1 is the projection onto the fist 2n-coordinates.
We deduce this from a general area formula that we prove for the length preserving maps
between metric spaces (Theorem 123).
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Theorem 9. Assume that a set E ⊂ Hn is countably k-rectifiable for some k ≤ n. Then for











1.5 The layout of the dissertation
Chapter 2 collects basic and standard tools from measure theory and metric spaces. The
results are known but in some sections we will provide careful presentation with detailed
proofs of the lesser known results.
Chapter 3 introduces the weighted integrals and gives a new and elementary proof that
they coincide with the upper integral (Theorem 45).
In Chapter 4 we begin by a history of the coarea inequality. Then we introduce the
mapping content Φs,t (Definition 54) and prove a generalizations of the coarea inequality
(Theorem 58).
The results in Chapters 3 and 4 are accepted for publication as [19].
Chapter 5 includes a detailed proof of the Kirchheim-Rademacher theorem regarding
differentiability of Lipschitz maps into metric spaces. We derive this from the componentwise
derivative of f : Ω → `∞ (Theorem 82). Proposition 99 is a new result, which is needed in
Chapter 6. The chapter ends with the statements of the Euclidean as well as metric area
and coarea formulas.
Chapter 6 uses the techniques of Chapter 5 to prove the main theorem 106 which gives
multiple equivalent conditions for when a map factors through a metric tree. But the chapter
contains multiple other new results. In Section 6.2 we prove a few lemmata regarding the
rank of metric derivative. In Section 6.3 we deduce an area formula for length preserving
maps (Theorem 123). It gives a transformation formula for integration over rectifiable sets in
the Heisenberg groups. Section 6.4 contains a new result regarding the topological dimension
of images of Lipschitz maps defined on open subsets of Euclidean spaces (Theorem 134). In
Section 6.5 we discuss a well known and a general construction of a factorization of a Lipschitz
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map f : X → Y defined on a quasiconvex metric space. In the final two sections, we use the
tools from previous sections to prove the main theorems.
1.6 Notation throughout thesis
In a metric space (X, d), the open and closed balls of radius r > 0 centered at x will
be denoted by B(x, r) = {y : d(x, y) < r} and B̄(x, r) = {y : d(x, y) ≤ r}, respectively.
Closure of a set E will be denoted by Ē; as a warning, note that in general closed ball might
be strictly larger than the closure of the open ball. Symbol B will always be used to denote
a ball, open or closed. If B = B(x, r) is a ball, σB = B(x, σr), σ > 0, will denote a dilated
ball (the same notation is used for closed balls).
The characteristic function of a set E will be denoted by χE.
A metric space is boundedly compact if bounded and closed sets are compact.
A map f : X → Y between metric spaces is called Lipschitz if there exists an L ≥ 0 such
that dY (f(x), f(y)) ≤ LdX(x, y) for all x and y in X. The smallest such L, denoted Lip f ,
is the Lipschitz constant of f .









Hausdorff measure will be denoted by Hs. It is normalized so that on Rn the measure Hn
coincides with the Lebesgue measure, see Section 2.3 for more detail. We will use Hn(E),
Ln(E), and |E| to denote the Lebesgue measure of E ⊂ Rn.










Here Γ is the gamma function. Note that ωn is the volume of the unit ball in Rn so
ζn(Bn(0, r)) = Hn(Bn(0, r)). We agree that ζ0(A) = 1 if A 6= ∅ and ζ0(∅) = 0.
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For δ ∈ (0,∞], a covering E ⊂
⋃∞
i=1 Ai by bounded sets satisfying diamAi ≤ δ for all
i ∈ N, is called a δ-covering of E. An open (closed) δ-covering is one where every Ai is open
(closed).
The unit ball and the unit sphere (centered at 0) in Rn will be denoted by Bn and Sn−1.
The (small inductive) topological dimension on X is denoted by dimX.
We write A . B if there is a constant C > 0 that depends only on dimensional data
such that A ≤ CB. If we know that C depends on, say, n and m we shall write A .n,m B
as well.
If µ is a measure, then a property holds µ-a.e. (or simply a.e. if µ is understood) if it
holds everywhere except for a set of µ-measure zero. Sets with measure zero are also called
null sets.
If f : X → Y , then we use the shorthand f−1(y) in place of f−1({y}) to denote the
preimage of a single point y ∈ Y . We will never have inverse of functions, so, this is safe.
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2.0 Preliminaries
This chapter contains basic tools and well-known results that will be used in the subse-
quent chapters. Yet, we provide proofs for many of the results for the sake of completeness.
2.1 Upper integral
Definition 10. For a function f : X → [0,∞] defined µ-a.e. on X, the upper integral is
defined by ∫ ∗
X




where the infimum is taken over all µ-measurable functions φ satisfying 0 ≤ f(x) ≤ φ(x) for
µ-a.e. x ∈ X.
We do note require f to be measurable. Clearly, for measurable functions the upper




f dµ = 0, then f = 0 µ-almost everywhere and hence f is measurable. (2.1)
Lemma 11. Let fn : X → [0,∞] a monotone sequence of (not necessarily measurable)








f dµ . (2.2)
Proof. Throughout the proof inequalities between functions are assumed to hold µ-a.e.






































which together with (2.3) proves (2.2).
Definition 12. We say φ : X → [0,∞] is a step function if it is µ-measurable and has at
most countably many values (we allow infinite values). That is, φ is a step function if there











The following lemma claims that in the definition of the upper integral we may as well
restrict to minimizing over step functions.
Lemma 13. Let f : X → [0,∞] any function. Then∫ ∗
X




where the infimum is over all step functions φ satisfying 0 ≤ f(x) ≤ φ(x) for all x ∈ X.
Proof. Since the claim is true when
∫ ∗
X
f dµ =∞, we can assume that
∫ ∗
X
f dµ <∞. We can
also assume that f is measurable since the general case will easily follow from the definition
of the upper integral. For i ∈ Z and 1 < λ <∞ define
A∞ = {x : f(x) = +∞}, and Aλi = {x : λi ≤ f(x) < λi+1}.
Then



















A familiar 5r-covering lemma, known also as a Vitali type covering lemma, asserts that
from any family F of balls with bounded radii in a metric space, we can select a subfamily
F ′ of pairwise disjoint balls such that balls in F ′ dilated 5 times, cover all balls in F , see
e.g. [47, Theorem 3.3]. A close inspection of the proof reveals that we do not really use the
fact that this is a family of balls since the proof is based on simple estimates for diameters.
Therefore, the lemma holds true for any family of uniformly bounded sets, provided we give
a proper meaning of being dilated 5 times. This gives (cf. [22, Section 2.8])
Lemma 14. Let F be a family of bounded sets in a metric space such that sup{diamF :









{F ∈ F : F ∩ F ′ 6= ∅, diamF ≤ 2 diamF ′}.
Moreover, if F ∈ F , then there is F ′ ∈ F ′ such that F ∩ F ′ 6= ∅ and F ⊂ ÆF ′.
Remark 15. That is ÆF ′ is the union of F ′ and all sets that intersect it and have relative
small diameter. Clearly diamÆF ′ ≤ 5 diamF ′.
Proof. Let sup{diamF : F ∈ F} = R <∞ and let
Fj =
{
F ∈ F : R
2j






j=1Fj includes all of F except possibly for some singletons – sets of diameter zero.
We define F ′1 ⊂ F1 to be a maximal family of pairwise disjoint sets in F1. Suppose that
the families F ′1, . . . ,F ′j−1 have already been defined. Then we define F ′j to be a maximal
family of pairwise disjoint sets in
{F ∈ Fj : F ∩ F ′ = ∅ for all F ′ ∈ F ′1 ∪ . . . ∪ F ′j−1} .
Set F ′ =
⋃∞
j=1F ′j. Every set F ∈ Fj intersects with a set F ′ ∈
⋃j
i=1F ′i ; it follows that
diamF ≤ 2 diamF ′ and hence F ⊂ ÆF ′.
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If there are any singletons F = {x} ∈ F such that x /∈
⋃
F ′∈F ′ F
′, then add F to the
collection F ′. The updated F ′ will remain disjointed and now it satisfies the claim of the
lemma.
Definition 16. Let F be a family of sets in a metric space X. We say that the family F is
a fine covering of a set A ⊂ X if for every x ∈ A and every ε > 0, there is F ∈ F such that
x ∈ F ⊂ B(x, ε).
Corollary 17. If F is a family of closed sets that forms a fine covering of A ⊂ X,
sup{diamF : F ∈ F} < ∞, and F ′ is as in Lemma 14, then for any finite collection
of sets F ′1, . . . , F
′






F ′∈F ′\{F ′1,...,F ′N}
ÆF ′ (2.5)




j , since the sets F
′
j are closed, a ball B(x, ε) is disjoint with the
sets F ′j . If x ∈ F ⊂ B(x, ε), F ∈ F , then there is F ′ ∈ F ′ such that F ∩ F ′ 6= ∅ and
x ∈ F ⊂ ÆF ′. Since F ⊂ B(x, ε) and B(x, ε) ∩ F ′j = ∅, F ′ 6= F ′j and hence F ′ is one of the
sets on the right hand side of (2.5).
2.3 The Hausdorff measure
Let (X, d) be a metric space. Fix an 0 ≤ s <∞. For a subset E of X and a δ ∈ (0,∞],










where the infima are taken, respectively, over all countable coverings E ⊂
⋃∞
i=1 Ai by bounded
sets with diamAi ≤ δ for all i ∈ N, and over all countable coverings E ⊂
⋃∞
i=1 Ui by open
sets with diamUi ≤ δ for all i ∈ N, in other words, over all δ-coverings and over all open
δ-coverings. If no such covering(s) exists, we set the corresponding content equal to +∞.
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Note that we can always assume that the sets Ai are closed since taking the closure of a
set does not increase its diameter. Note also that for any 0 < ε < δ <∞
Hsδ(E) ≤H sδ (E) ≤ Hsδ−ε(E),
because any (δ− ε)-covering can be enlarged to an open δ-covering with an arbitrarily small
increase in diameters of the sets.







H sδ (E) = sup
δ>0
H sδ (E) ,
is well-defined. This is the s-dimensional Hausdorff measure on X.
Note that H0 is the counting measure, i.e. H0(E) equals the number of elements of E.
The Hausdorff measure is an outer measure defined on all subsets of X and all Borel sets
are Hs-measurable.
Lemma 18. Hn = Hn∞ on all subsets of Rn, and Hn = Hn∞ = Ln on all Lebesgue measurable
sets in Rn.
The following lemma is an easy consequence of the definitions.
Lemma 19. For any α ≥ 0 and E ⊂ X, Hα∞(E) = 0 if and only if Hα(E) = 0.
The next result proves that the Hausdorff measure is Borel-regular.
Lemma 20. For s ∈ [0,∞) and every E ⊂ X there is a decreasing sequence of open sets
V1 ⊃ V2 ⊃ . . . ⊃ E such that E ⊂ Ẽ :=
⋂∞
i=1 Vi and Hs(E) = Hs(Ẽ).
Proof. If Hs(E) =∞ then we can take Vi = X, for all i ∈ N. So, assume Hs(E) <∞. For
each i ∈ N there is a 1/i-covering E ⊂
⋃∞
j=1 Uij := Ui by open sets, such that
∞∑
j=1
ζs(Uij) ≤H s1/i(E) +
1
i










i=1 Vi has the required properties.
As an immediate consequence we get
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Lemma 21. If 0 ≤ s <∞, Hs(X) <∞ and E ⊂ X is any set, then
Hs(E) = inf{Hs(U) : U ⊃ E, U is open}. (2.6)
The next result is slightly less obvious
Lemma 22. Let E ⊂ X be any Hs-measurable set, 0 ≤ s <∞. If Hs(E) <∞ then
Hs(E) = sup{Hs(C) : C ⊂ E, C is closed}.
Proof. It is enough to prove that for any ε > 0 there exists an Fσ-set contained in E with
Hs-measure larger than Hs(E)− ε.
Fix ε > 0. Let Ẽ =
⋂∞
i=1 Vi, Hs(Ẽ) = Hs(E) be the Gδ set from Lemma 20. Since E is
measurable and has finite measure, Hs(Ẽ \E) = 0. Each of the open sets Vi is a union of an
increasing sequence of closed sets. Since E is contained in that union, there is a closed set




i=1 Vi = Ẽ
satisfies






Since Hs(F \E) ≤ Hs(Ẽ \E) = 0, by Lemma 20, there exits a Gδ-set G such that F \E ⊂ G
and Hs(G) = 0. The proof is complete since
Hs(F \G) = Hs(F ) ≥ Hs(E)−Hs(E \ F ) > Hs(E)− ε ,
and F \G is an Fσ-set contained in E.











Proof. It suffices to prove that the right hand side of (2.7) is greater than or equal to the
left hand side; the opposite inequality is obvious. Let Âi be a Borel set such that Ai ⊂ Âi,
and Hs(Ai) = Hs(Âi). Let Ãi =
⋂∞
j=i Âi. Then Ãi is Borel, Ai ⊂ Ãi and Hs(Ai) = Hs(Ãi).
















If a set F is bounded, then Hs∞(F ) ≤ ζs(F ) is an obvious estimate. However, in general
we may expect that Hs(F ) is much larger than ζs(F ). Indeed, sets with small diameters
may have arbitrarily large Hausdorff measure. There is no need to convince the reader
that life would be much easier if we could estimate Hs(F ) in terms of the diameter, say
Hs(F ) ≤ (1+ε)ζs(F ) for some small ε. The next result shows that in fact, in spaces of finite
measure, at almost all locations and all small scales this estimate is true.
Lemma 24. Let 0 ≤ s < ∞ and ε > 0. If Hs(X) < ∞, then there is a set E ⊂ X of
measure zero, Hs(E) = 0, such that
∀x ∈ X \ E ∃ δx > 0 ∀ F ⊂ X
(
x ∈ F ⊂ B̄(x, δx) ⇒ Hs(F ) ≤ (1 + ε)ζs(F )
)
. (2.8)
Remark 25. We do not assume measurability of the sets F .
Proof. The claim is obvious for s = 0, so assume s > 0. Since ζs(F ) = ζs(F̄ ), it suffices to
prove (2.8) for closed sets F . Let E ⊂ X be the set of all points x ∈ X such that for every
j ∈ N, there is a closed set Fx,j satisfying
x ∈ Fx,j ⊂ B̄(x, 1/j) and Hs(Fx,j) > (1 + ε)ζs(Fx,j).
Clearly, with this definition of E, (2.8) is true and it remains to show that Hs(E) = 0.
Suppose to the contrary Hs(E) > 0. According to Lemma 21, there is an open set U such
that E ⊂ U and Hs(U) < Hs(E)(1 + ε/4). Given δ > 0, the family
F = {Fx,j : Fx,j ⊂ U, j ≥ 10/δ, x ∈ E}
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is a fine covering of E by closed sets. Note that Fx,j ⊂ B̄(x, 1/j), diamFx,j ≤ 2/j ≤ δ/5.





and the closed sets F ′ ∈ F ′ are pairwise disjoint. Since Hs(X) < ∞, only countably many
of them may have positive measure and the sum of measures is finite so there is a finite
collections of sets F ′1, . . . , F
′
N ∈ F ′ such that
∑
F ′∈F ′\{F ′1,...,F ′N}
Hs(F ′) < 5−sHs(E)ε
4
.






F ′∈F ′\{F ′1,...,F ′N}
ÆF ′.






























≤ Hs(E)1 + ε/2
1 + ε
.
The estimate is independent of δ so letting δ → 0+ we get
Hs(E) ≤ Hs(E)1 + ε/2
1 + ε
< Hs(E)
which is a clear contradiction.
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2.4 Rectifiable curves in metric spaces









where the supremum is over all n ∈ N and all partitions a = t0 < t1 < . . . < tn = b. A curve
is rectifiable if `(γ) < ∞. We will also use notation `X(γ). For more information about
rectifiable curves in metric spaces, see e.g. [23].
Every rectifiable curve can be reparametrized as a Lipschtz curve [23, Theorem 3.2] so
without loss of generality we may assume that rectifiable curves are Lipschitz continuous.
A length space is a metric space such that the distance between any two points equals the
infimum of lengths of curves connecting these two points and the space is a geodesic space if
for any two points, there is a curve that connects these points and whose length equals the
distance between the two points. Clearly, any geodesic space is a length space. A shortest
curve connecting given two points (if it exists) is called a geodesic.
A metric space is proper if bounded and closed sets are compact. Proper spaces are also
known as boundedly compact spaces. The following fact is well know [23, Theorem 3.9].
Lemma 26. If a metric space X is proper, and if given two points x, y ∈ X can be connected
by a rectifiable curve, then there is a shortest curve connecting x to y.
Corollary 27. Any proper length space is geodesic. In particular compact length spaces are
geodesic.






The next result is well known, see e.g., [23, Theorem 3.6].








The next result provides several equivalent conditions. A metric space that satisfies any
of these conditions is called a metric tree or an R-tree.
Lemma 29. Let X be a geodesic space. Then the following conditions are equivalent.
(a) For any x, y ∈ X, x 6= y, there is a unique arc with endpoints x and y.
(b) No subset of X is homeomorphic to S1.
(c) X is simply connected and dimX = 1 (see Section 6.4).
(d) Every geodesic triangle is isometric to a tripod.
(e) X is 0-hyperbolic in the sense of Gromov.
(f) Intersection of any two closed balls is a closed ball or an empty set.
(g) For all Lipschitz maps γ : S1 → X and π : X → R2, we have∫
S1
(π ◦ γ)∗(x dy) = 0.
A subset of a metric space is called an arc if it is homeomorphic to the interval [0,1].
The endpoints of an arc, are the images of 0 and 1. A tripod is a geodesic space consisting
of three segments that meet at one point. We will not recall the definition of the Gromov
hyperbolic space since we will not use it in this thesis. We collected the equivalent conditions
for reader’s convenience and in fact we will mainly need condition (g).
For equivalence between (d), (e) and (f) and (g), see [48]. For equivalence of (a) and (b)
see [6, Proposition 2.3]. Finally, the equivalence between (a) and (c) and (e) can be found
in [3].
2.6 The Heisenberg groups
Material of this section will be only used in the proof of Theorem 126, which is an
application of Theorem 111, and will not play any role in the other parts of the thesis, so
the reader may skip this section.
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For any positive integer n, we define the Heisenberg group as Hn = Rn×Rn×R = R2n+1,
with the group law defined by






This is a Lie group and as a basis of left invariant vector fields we can take at any given
















j = 1, 2, . . . , n.
The Heisenberg group is equipped with the left invariant Riemannian metric g such that the
the vector fields Xj, Yj, T are orthonormal.
The Heisenberg group is equipped with the so called horizontal distribution
HpHn = span {X1(p), Y1(p), . . . , Xn(p), Yn(p)} for all p ∈ Hn.
This is a smooth distribution of 2n-dimensional subspaces in the (2n+1)-dimensional tangent
space TpHn = TpR2n+1. A vector v ∈ TpR2n+1 is horizontal if v ∈ HpHn.
An Lipschitz curve γ : [a, b] → R2n+1 is a horizontal curve if it is almost everywhere
tangent to the horizontal distribution i.e., γ′(t) ∈ Hγ(t)Hn for almost every t ∈ [a, b]. It is
well known that any two points in Hn can be connected by a horizontal curve. The Carnot-
Carathéodory metric dcc in Hn is defined as the infimum of lengths (computed with respect
to the metric g) of horizontal curves connecting given two points. When we talk about
the Heisenberg group, we always regard it as a metric space with the Carnot-Carathéodory
metric dcc. The length of a rectifiable curve γ in (Hn, dcc) will be denoted by `cc(γ).
Let π : R2n+1 → R2n, π(x, y, t) = (x, y) be the projection onto the first 2n-coordinates.
The next result is well known.
Lemma 30. If γ : [a, b]→ Hn is Lipschitz continuous, then π ◦ γ : [a, b]→ R2n is Lipschitz
continuous and `cc(γ) = `(π ◦ γ).
In other words, the projection π : Hn → R2n preserves lengths of Lipschitz curves.
We will need the following nontrivial Lipschitz extension result in the proof of Theo-
rem 126. It is a corollary to [49, Theorem 1.2].
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Lemma 31 (Wenger-Young). If k ≤ n, then the the pair (Rk,Hn) has the Lipschitz extension
property, i.e. there is a constant C > 0 such that for any A ⊂ Rk and any L-Lipschitz map
f : A→ Hn, there is a CL-Lipschitz map F : Rk → Hn satisfying F (x) = f(x) for all x ∈ A.
2.7 Miscellaneous
The following lemma follows from the universal fact that diam(f(Ai)) ≤ (Lip f) diamAi.
Lemma 32. Let f : X → Y be an L-Lipschitz map, L > 0, between metric spaces, then for
any A ⊂ X, and any δ ∈ (0,∞],
Hαδ (f(A)) ≤ (L)α HαLδ(A) .
Remark 33. The more interesting cases is when δ =∞ and the limit as δ → 0, which yields
Hα(f(A)) ≤ (L)α Hα(A) .
The following is the famous Rademacher’s differentiability theorem.
Theorem 34. Any Lipschitz map f : Rn → Rm is differentiable almost everywhere.
Lemma 35 (Lusin). Let X be a metric space and µ and Borel measure on X such that X
is a union of finitely many open sets of finite measure. If Φ : X → Y is a Borel measurable
mapping into a separable metric space Y , then for any ε > 0, there is a closed set F ⊂ X
such that µ(X \ F ) < ε and Φ|F : F → Y is continuous.






The following corollary of the Lebesgue differentiation theorem is well-known.
Theorem 36. For a measurable A ⊂ Rn, almost every point of A is its density point.
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Throughout this work, `∞ will denote the space of all bounded real sequences (a1, a2, · · · ).
It is a Banach space when equipped with the norm
‖(a1, a2, · · · )‖`∞ = sup
i
|ai|.
Metric spaces do not come with any linear structure on them. However, we have the
following important result that we will use extensively. Recall that a metric space is called
separable if it contains a countable dense subset.
Lemma 37 (Kuratowski-Fréchet). Every separable metric space admits an isometric em-
bedding into `∞.
Indeed, if xo ∈ X and {xi}∞i=1 ⊂ X is a dense subset, then
X 3 x 7→ κ(x) =
(




is an isometric embedding.
We denote by `∞m the space Rm with the norm ‖v‖∞ = max1≤i≤m |vi|, v = (v1, . . . , vm).
There is an obvious projection `∞ → `∞m .
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3.0 Weighted integrals and weighted Hausdorff measure
In practice it is not easy to compute upper integrals using their definition. In this chapter
we give an equivalent characterization of upper integrals for the special case of upper integrals
with respect to Hausdorff measure on metric spaces. The new characterization is very flexible
and plays a key role in the proof of the coarea inequalities in Chapter 2. However, being
objects of independent interest in their own right, we present them separately here.
Please refer to Section 1.2 for historical comments.
Throughout this chapter (X, d) will be a metric space and functions f : X → [0,∞] will
not necessarily be measurable.
Definition 38. For a function f : X → [0,∞], a weighted covering of f is a countable




aiχAi(x) for all x ∈ X . (3.1)
If in addition diamAi ≤ δ, δ ∈ (0,+∞], for all i ∈ N, we say that {(ai, Ai)}i∈N is a weighted
δ-covering of f . If f = χE we call {(ai, Ai)}i∈N a weighted (δ-)covering of E.
Let δ ∈ (0,+∞], and s ∈ [0,∞). The weighted integral of f is defined by
∫ •
X





where the infimum is taken over all weighted δ-coverings of f , and
∫ •
X





Note that the limit exists since the integral (3.2) is non-increasing in δ.
If no δ-cover of f exists, we set the weighted integral of f to be +∞.
Remark 39. Since the diameter of a set and of its closure are equal, we may assume that
the sets Ai are closed.
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Definition 40. The weighted Hausdorff content and the weighted Hausdorff measure of a










In other words λsδ(E) = inf
∑∞
i=1 aiζ
s(Ai), where the infimum is taken over all collections
{(ai, Ai)}i∈N such that
∑
aiχAi(x) ≥ 1 for all x ∈ E, and diamAi ≤ δ, for all i ∈ N.
Remark 41. Note that while in the definition of a step function we assumed that the sets
Ai were disjoint, the sets Ai here are not required to be disjoint. A step function uniquely
determines the sets Ai and numbers ai, but the same function on the right hand side of (3.1)
can be represented in several different ways. It is important that the infimum in (3.2) is
taken over all collections {(ai, Ai)} and not only over those corresponding to step functions.
Remark 42. It seems that Federer [22, 2.10.24] was the first to define weighted integrals. He
denoted them by λδ(f) but did not use any terms to refer to them. The first systematic study
of weighted measures was done by Kelly [33, 32] under the name of method III measures,
although he is using the name weighted covering. The name weighted Hausdorff measures




f dHsδ appears in [45].
3.1 Fundamental properties of weighted integrals
Theorem 43. Let X be a metric space and s ∈ [0,∞). Then for any E ⊂ X,
λs(E) = Hs(E). (3.3)
Moreover, if δ ∈ (0,∞], then
(8 · 6s)−1Hs6δ(E) ≤ λsδ(E) ≤ Hsδ(E). (3.4)
Remark 44. Passing to the limit in (3.4) as δ → 0+, yields (8·6s)−1Hs(E) ≤ λs(E) ≤ Hs(E)
which is weaker than (3.3) so (3.3) is somewhat surprising.
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Theorem 43 will play a crucial role in the proof of






f dHs . (3.5)
Remark 46. Inequality (3.4) is stated implicitly in [22, 2.10.24], as a step in the proof of
Theorem 45 (under assumptions (a’) or (b’)) and the general case follows from the theorem
of Davies [10], see [29, 33, 32].
3.2 Weighted covering theorem
The proof of inequality (3.4) is based on the following weighted covering result that we
learned from Nazarov through MathOverflow [38]. The result is interesting on its own and
we believe it will have applications beyond those given here.
Theorem 47. Let E be a bounded and non-empty subset of a metric space. If 0 ≤ bi <∞,
i = 1, 2, . . . , N , are fixed numbers and {(ai, Bi)}Ni=1 is a finite weighted covering of E by




aiχBi , ai ≥ 0, (3.6)











Remark 48. Later, we will apply Theorem 47 with bi = ζ
s(Bi).
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Proof. We will prove the result using induction with respect to N . More precisely, we
will prove that for every N ∈ N, the statement is true for any set E that is bounded and
non-empty and any weighted covering of it with N balls.
It is important to prove the statement for all sets E. Proving it for a fixed set E would
not work, since the induction hypothesis will be applied to sets different than E. Namely, it
will be applied to subsets of E.
If N = 1, the claim is obvious, because we have one ball B1 and a1 ≥ 1. Suppose N ≥ 2
and the claim is true if the number of balls is less than or equal to N − 1, we will prove it
for N balls.
Let {(ai, Bi)}Ni=1 be a weighted covering of E satisfying (3.6). For α = (α1, . . . , αN), let
W =
{















i=1 αibi. If α ∈ W , then
α ∧ 1 = (min{α1, 1}, . . . ,min{αN , 1}) ∈ Wc and ψ(α ∧ 1) ≤ ψ(α)
so infW ψ = infWc ψ. Since Wc is compact and non-empty, there is α ∈ Wc such that













is a weighted covering of E by N − 1 balls so according to the induction hypothesis, there is


















Therefore, we may assume that αi > 0 for all i ∈ {1, . . . , N}.
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Proof. Since the sum on the left hand side includes αi1bi1 , the claim is obvious if αi1 ≥ 1/2.
Therefore, we may assume that 0 < αi1 < 1/2. Let 0 < h < αi1 and define
α̃i =

αi if Bi ∩Bi1 = ∅,
αi(1 + 2h) if Bi ∩Bi1 6= ∅, i 6= i1,
αi − h if i = i1.
We claim that
(α̃1, . . . , α̃N) ∈ W i.e.,
N∑
i=1
α̃iχBi ≥ χE. (3.8)






αiχBi(x) ≥ χE(x). (3.9)
If x 6∈ E, then χE(x) = 0 and there is nothing to prove.
If x ∈ E ∩Bi1 , then
1 = χE(x) ≤
N∑
i=1














≥ (αi1 − h) + (1 + 2h)(1− αi1) = 1 + h(1− 2αi1) > 1 = χE(x),
where the last inequality is a consequence of 0 < αi1 < 1/2. This completes the proof of
(3.8).
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Since αi = α̃i if Bi ∩Bi1 = ∅, (3.10) yields
αi1bi1 +
∑
{i: i6=i1, Bi∩Bi1 6=∅}
αibi
≤ (αi1 − h)bi1 +
∑





{i: i6=i1, Bi∩Bi1 6=∅}
αibi
which finishes the proof of Lemma 49.
Now we can complete the proof of the theorem. Let Bi1 be a ball with the largest
diameter and let
I = {i : Bi ∩Bi1 6= ∅} and Ic = {i : Bi ∩Bi1 = ∅}.
We have ⋃
i∈I







The inclusion is a consequence of the triangle inequality and the fact that diamBi1 ≥ diamBi
for i ∈ I, while the inequality follows from Lemma 49.
If E \ 3Bi1 = ∅, then (3.7) yields










and the theorem follows.
Therefore, we may assume that E \ 3Bi1 6= ∅. Since the balls Bi, i ∈ I have empty




and hence {(αi, Bi)}i∈Ic is a weighted covering of E \ 3Bi1 and the number of balls in that
covering is less than or equal to N − 1 (we removed at least one ball: Bi1). According to the
induction hypothesis, we can select pairwise disjoint balls {Bij}kj=2, ij ∈ Ic such that


















(note that Bi1 ∩Bij = ∅, for j ≥ 2 so the balls {Bij}kj=1 are pairwise disjoint) and
k∑
j=1
















The proof is complete.
Corollary 50. Let E be a non-empty subset of a metric space, {bi}∞i=1, a sequence of non-





aiχBi , ai ≥ 0.
















i=1 aibi = +∞, the claim is obvious. Therefore, we may assume that M :=∑∞





















Observe that E =
⋃∞














Therefore, there is k such that
Nk+1∑
i=Nk+1
aiχBi(x) ≥ 2−(k+1), so x ∈ Ek.
By the definition of Ek, the family {(2k+1ai, Bi)}Nk+1i=Nk+1 is a finite weighted covering of Ek.





















2k+1aibi < 4 · 2−kM.
To be more precise, we select this family of balls only if Ek 6= ∅. If Ek = ∅, we select empty
family of balls.
If we relabel balls as






































3.3 Proof of Theorem 43
First we will prove (3.4). Note that the inequality λsδ(E) ≤ Hsδ(E) is obvious and
follows upon taking weighted coverings with coefficients ai = 1 so it remains to prove that
Hs6δ(E) ≤ 8 · 6sλsδ(E).




aiχAi , ai ≥ 0, diamAi ≤ δ.
Each of the sets Ai is contained in a closed ball Bi of radius diamAi. Hence
diam(3Bi) ≤ 6 diamAi ≤ 6δ so ζs(3Bi) ≤ 6sζs(Ai).
Since {(ai, Bi)}∞i=1 is also a weighted cover of E, Corollary 50 with bi = ζs(Ai) yields a
























and taking the infimum over all weighted δ-coverings {(ai, Ai)}∞i=1 of E proves that Hs6δ(E) ≤
8 · 6sλsδ(E) and completes the proof of (3.4).
Passing to the limit in (3.4) as δ → 0+ yields
(8 · 6s)−1Hs(E) ≤ λs(E) ≤ Hs(E).
This proves (3.3) when Hs(E) =∞. Therefore, it remains to prove
Hs(E) ≤ λs(E) assuming that Hs(E) <∞. (3.11)
Let Ẽ be a Borel set such that E ⊂ Ẽ and Hs(Ẽ) = Hs(E).
Fix ε > 0. For each j ∈ N, let Wj be the set of points x ∈ Ẽ such that
x ∈ F ⊂ B̄(x, 1/j) =⇒ Hs(Ẽ ∩ F ) ≤ (1 + ε)ζs(F ).
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It remains to show that
Hs(E ∩Wj) ≤ (1 + ε)(λs1/j(E) + ε) (3.12)
as passing to the limit as j →∞ and then as ε→ 0+ will imply (3.11).




s(Ak) ≤ λs1/j(E) + ε. (3.13)



















Integrating this inequality with respect to Hs yields




If k ∈ I, then there is x ∈ Wj ∩ Ak and hence
x ∈ Ak ⊂ B̄(x, 1/j) so Hs(Ẽ ∩ Ak) ≤ (1 + ε)ζs(Ak)
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by the definition of the set Wj. Therefore,




s(Ak) ≤ (1 + ε)(λs1/j(E) + ε),
where the last inequality follows from (3.13). This proves (3.12) and completes the proof of
the theorem.
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3.4 Proof of Theorem 45





f dHs . (3.14)





f dHs , (3.15)
as (3.14) will follow upon passing to the limit as δ → 0+. Assume that the right-hand side














f dHs + ε
2
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f dHs + ε.
Since ε > 0 was chosen arbitrarily, (3.15) and hence (3.14) follow.





f dHs . (3.16)
Clearly, it is important to consider the set A = {x ∈ X : f(x) > 0}, where the function f is
positive. We will split the proof into three cases. We shall also assume that the right-hand
side in (3.16) is finite.
Case 1. Hs(A) <∞.
This case is similar to the proof of (3.3). Let ε > 0 be given. According to Theorem 20,
there is a Borel set Ã such that A ⊂ Ã and Hs(A) = Hs(Ã). Applying Lemma 24 to Ã
regarded as a metric space, we have that there is a set E ⊂ Ã, Hs(E) = 0, such that
∀ x ∈ Ã \ E ∃ δx > 0 ∀ F ⊂ X (x ∈ F ⊂ B̄(x, δx) ⇒ Hs(Ã ∩ F ) ≤ (1 + ε)ζs(F )).
Let Wj ⊂ Ã be the set of points x ∈ Ã such that
x ∈ F ⊂ B̄(x, 1/j) =⇒ Hs(Ã ∩ F ) ≤ (1 + ε)ζs(F ). (3.17)
Clearly, W1 ⊂ W2 ⊂ . . . and
Ã = E ∪
∞⋃
j=1
Wj, Hs(E) = 0.
It suffices to prove that for each j, we have∫ ∗
X
fχWj dHs ≤ (1 + ε)
(∫ •
X
f dHs1/j + ε
)
, (3.18)
because, (3.16) will follow from Lemma 11 upon passing to the limit, first as j → ∞, and
then as ε→ 0+.
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f dHs1/j + ε.











akHs(Ã ∩ Ajk) ≤ ♥.
If k ∈ I, and x ∈ Wj ∩ Ajk, then x ∈ Ajk ⊂ B̄(x, 1/j) so (3.17) yields




s(Ajk) ≤ (1 + ε)
(∫ •
X
f dHs1/j + ε
)
.
This completes the proof of (3.18).
Case 2. A =
⋃∞
i=1Ai, where Hs(Ai) <∞.
By replacing Ai with
⋃
1≤j≤iAj, we can assume further that A1 ⊂ A2 ⊂ . . . Since
















Case 3. The measure Hs of the set A is not σ-finite.
In order to prove inequality (3.16), it suffices to show that
∫ •
X
f dHs =∞ . (3.19)
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To prove this, we will use Theorem 43. Since the Hs measure of the set {f > 0} is not
σ-finite, there is t > 0 such that Hs({f ≥ t}) = ∞. Therefore, for every M > 0, there is
δ > 0 such that
Hs6δ({x ∈ X : f(x) ≥ t}) > M





tχ{f≥t} dHsδ = tλsδ({f ≥ t}) ≥ C−1tHs6δ({f ≥ t}) ≥ C−1tM ,
and (3.19) follows. The proof of Theorem 45 is complete.
Acknowledgement. We would like to express our deepest gratitude to Fedor Nazarov for
his kindness in providing us with an elementary proof of inequality (3.4), through Math-
Overflow [38].
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4.0 The coarea inequality
In this chapter we will prove the following theorem, known as the coarea inequality, or
Eilenberg inequality. In fact, we prove a more general coarea inequality that contains this
result as a corollary (see Theorem 58).
Theorem 52. Let X and Y be arbitrary metric spaces, 0 ≤ t ≤ s <∞ (any) real numbers







dHt(y) ≤ (Lip f)t ωs−tωt
ωs
Hs(E) . (4.1)
Moreover if X is boundedly compact i.e., bounded and closed sets in X are compact, E is






is Ht-measurable and therefore, the upper integral can be replaced with the usual integral.
Remark 53. In general, we cannot expect measurability of the function (4.2) as the following
simple example shows: Let V ⊂ R be a non-measurable set. Let X = V , Y = R and
f : X → Y , f(x) = x. Then for s = t = 1, and E = X, the function (4.2) is the
characteristic function of V and therefore is not measurable. It was communicated to us by
Pertti Mattila [40] that (4.2) is measurable with respect to the sigma-algebra generated by
analytic sets if X and Y are Polish spaces and E is analytic. This is a consequence of the
work of Dellacherie [12], see Remark 7.8 in [41]. However, we did not verify this statement.
Proving measurability of (4.2) under the given assumptions is not difficult, see proof of
Theorem 58, so the main focus will be on the inequality.
For the history of the coarea inequality and its proof please see Section 1.2. Our proof
follows [19].
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4.1 Generalized coarea inequality
The right-hand side in the classical coarea inequality (4.1) is a coarse quantity that only
sees the global properties of the map. This is not sufficient for applications that need to
take into account the local behavior of the function. In search for a more refined coarea
inequality we came up with the following notion of a “mapping content.”
Definition 54. For an arbitrary map f : X → Y between metric spaces, s, t ∈ [0,∞),
δ ∈ (0,∞], and any E ⊂ X we define





where the infimum is taken over all δ-coverings {Ai}∞i=1 of E. Obviously, δ 7→ Φ
s,t
δ is non-
increasing, allowing the definition
Φs,t(f, E) := lim
δ→0+
Φs,tδ (f, E).
Remark 55. This definition is motivated by a similar definition in [24, Appendix A] and
also by the definition of the mapping content introduced in [4, 8], see Chapter 6.
The proofs of the next two easy results are left to the reader.
Lemma 56. For any δ ∈ (0,∞], s, t ∈ [0,∞), E,F ⊂ X, and f : X → Y we have
Φs,tδ (f, E ∪ F ) ≤ Φ
s,t
δ (f, E) + Φ
s,t
δ (f, F ) so Φ
s,t(f, E ∪ F ) ≤ Φs,t(f, E) + Φs,t(f, F ).
Lemma 57. If f : X → Y is Lipschitz continuous and E ⊂ X, s, t ∈ [0,∞), and δ ∈ (0,∞],
then
Φs,tδ (f, E) ≤ (Lip f)
s ωsωt
ωs+t
Hs+tδ (E) so Φ
s,t(f, E) ≤ (Lip f)s ωsωt
ωs+t
Hs+t(E).
The next result is a generalization of Theorem 52 and it is motivated by the results in
[4, 8, 24].
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Theorem 58 (The Generalized Coarea Inequality). If f : X → Y is a uniformly continuous
map between metric spaces, 0 ≤ t ≤ s <∞ and E ⊂ X, then∫ ∗
Y
Hs−t(f−1(y) ∩ E) dHt(y) ≤ Φt,s−t(f, E). (4.3)
The strategy to prove the coarea inequality, Theorem 58 (generalization of Theorem 52),
is as follows. First we prove a variant of the inequality (4.3) that involves the weighted
integral in place of the upper integral (Lemma 59). It turns out that in this case the proof
is very simple. Then by Theorem 45 the weighted integral is equal to the upper integral.
Finally, we will need to the monotone convergence theorem, Lemma 11. Therefore, it becomes
clear that all the difficulties of the proof of the coarea inequality is in proving the equality
between weighted integrals and the upper integral, i.e. Theorem 45.
Lemma 59. If f : X → Y is a uniformly continuous map between metric spaces, 0 ≤ t ≤






−1(y) ∩ E) dHt(y) ≤ Φt,s−t(f, E). (4.4)
Remark 60. At this point it is not entirely clear that we can pass to the limit under the
sign of the integral as δ → 0+, since we do not a priori have the monotone convergence
theorem for weighted integrals. In fact such a result is true since according to Theorem 45,
the weighted integral equals the upper integral.
4.2 Proofs of the coarea inequalities
Proof of Lemma 59. Assume that Φt,s−t(f, E) <∞, as otherwise the inequality is obvious.






δ (f, E) + ε. (4.5)
Since the sets {Ai : y ∈ f(Ai)} form a δ-covering of f−1(y) ∩ E, we have
Hs−tδo (f
−1(y) ∩ E) ≤
∞∑
i=1
aiχFi(y), where ai = ζ
s−t(Ai) and Fi = f(Ai). (4.6)
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diam f(A)→ 0 as δ → 0+.
According to the inequality (4.6), {(ai, Fi)}∞i=1 form a weighted η(δ)-covering of the function
y 7→ Hs−tδo (f










δ (f, E) + ε,
where the last inequality is nothing else, but inequality (4.5). Letting δ → 0+ first and then
ε→ 0+ proves ∫ •
Y
Hs−tδo (f
−1(y) ∩ E) dHt(y) ≤ Φt,s−t(f, E).
Since, δo was arbitrary, (4.4) follows.
Proof of Theorem 58. It follows immediately from Lemma 59, Theorem 45 and Lemma 11.
Proof of Theorem 52. Theorem 58 and Lemma 57 imply inequality (4.1) and it only remains
to show measurability of the function (4.2) under the assumptions that X is boundedly
compact, E is Hs-measurable and Hs(E) <∞.
Since bounded and closed sets are compact, Lemma 22 implies existence of a decompo-
sition
E = N ∪
∞⋃
i=1
Ki, Hs(N) = 0, K1 ⊂ K2 ⊂ . . . compact sets.
It follows from (4.1) that Hs−t(f−1(y) ∩N) = 0 for Ht-almost every y ∈ Y so for almost all
y ∈ Y we have










Therefore it remains to show measurability of the function y 7→ Hs−t(f−1(y) ∩ K), where
K ⊂ X is a compact set. To this end it suffices to prove measurability of the sets
Yu = {y ∈ Y : Hs−t(f−1(y) ∩K) ≤ u}, u ∈ R.
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If u < 0, Yu = ∅ so we may assume that u ≥ 0.
Recall that in Section 2.3 the content H s−tδ was defined with open sets. Since it defines





y ∈ Y : H s−t1/j (f
−1(y) ∩K) < u+ 1
j
}
so it suffices to show that the sets of the form
V = {y ∈ Y : H s−tδ (f
−1(y) ∩K) < v}
are open (for v and δ positive values). To this end it suffices to show that if y ∈ V and












j=1 Uj for k ≥ ko and hence H
s−t
δ (f
−1(yk) ∩ K) < v, proving that yk ∈ V for
k ≥ ko.
4.3 The lower density and doubling spaces
Throughout Section 4.3, X and Y will denote metric spaces. In this section we will
improve Theorem 58 under the assumption that the Hausdorff measure on X is doubling.
The main result of this section, Theorem 75, is closely related to the coarea formula, see
Corollary 77 and Remark 78.
Definition 61. For an arbitrary map f : E → Y , E ⊂ X, s ∈ (0,∞), t ∈ [0,∞) and
δ ∈ (0,∞] we define




where the infimum is taken over all δ-coverings {Ai}∞i=1 of E. If no such covering exists then
H̃s,tδ (f, E) =∞.
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The following elementary observation will be useful.
Lemma 62. For any map f : E → Y , E ⊂ X, s ∈ (0,∞), t ∈ [0,∞) and δ ∈ (0,∞] we
have
Φs,tδ (f, E) = H̃
s,t
δ (f, E).




δ is obvious. Therefore, it
remains to prove that Φs,tδ (f, E) ≤ H̃
s,t
δ (f, E) and we can assume that H̃
s,t
δ (f, E) <∞.









For each i ∈ N, let {Cij}∞j=1 be a covering of f(Ai) such that
∞∑
j=1




Let Aij = Ai ∩ f−1(Cij). Then


















< H̃s,tδ (f, E) + ε
and the result follows.
Definition 63. Let X and Y be metric spaces, E ⊂ X any subset, and s > 0. For any
mapping f : E → Y , we define the lower s-density of f as
Θs∗(f, E, x) = lim inf
r→0+
Hs∞(f(B(x, r) ∩ E))
ωsrs
.
Remark 64. It is a routine exercise to show that we can replace open balls by closed balls
in the definition of the lower density i.e.,
Θs∗(f, E, x) = lim inf
r→0+
Hs∞(f(B̄(x, r) ∩ E))
ωsrs
.
Remark 65. Note that if f is Lipschitz, then Θs∗(f, E, x) ≤ (Lip f)s.
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Remark 66. In the case when X = Rk, s = n, and Y is any metric space, the lower (and
upper) n-density of f will show up in Chapter 6. These densities were introduced in [27]
and it played an important role in the implicit function theorem for Lipschitz mappings into
metric spaces.
Definition 67. We say that a Borel measure µ on X is doubling if 0 < µ(B(x, r)) <∞ for
all x ∈ X and r > 0, and if there is a constant C > 0 such that µ(B(x, 2r)) ≤ Cµ(B(x, r))
for all x ∈ X and r > 0.
The next definition provides a particularly important instance of a doubling measure.
Definition 68. We say that the Hausdorff measure Hs, s > 0, on X is Ahlfors regular, if
there are constants CA, CB > 0 such that CAr
s ≤ Hs(B(x, r)) ≤ CBrs for all x ∈ X and all
r < diamX.
Definition 69. We say that a metric space is metric doubling if there is M > 0 such that
every ball B can be covered by no more than M balls of half the radius.
Note that if a metric space is metric doubling, then bounded sets are totally bounded.
Recall that a metric space is compact if and only it it is complete and totally bounded.
Therefore we have
Lemma 70. If X is metric doubling and complete, then X is boundedly compact.
The following lemma is an easy exercise
Lemma 71. If µ is a doubling measure on X, then X is metric doubling.
Indeed, there cannot be too many points in B whose mutual distances are greater than
or equal to r/2, where r is the radius of B.
The next result is the Vitali covering theorem for doubling measures, see [28, Theo-
rem 1.6]
Lemma 72. Let µ be a doubling measure on a metric space X and let E ⊂ X. If F is a
family of closed balls centered at E such that for every x ∈ E
inf{r > 0 : B(x, r) ∈ F} = 0,
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The next result is the Lebesgue differentiation theorem for doubling measures. It is a
consequence of Lemma 72, see [28, Theorem 1.8]






g dµ = g(x) for µ-almost all x ∈ X. (4.7)
Lemma 74. Suppose the metric space X is metric doubling and E ⊂ X is bounded. If
s, t ∈ [0,∞), and f : E → Y is a mapping, then Φs,t(f, E) = 0 if and only if Φs,t∞(f, E) = 0.
Proof. Since Φs,t∞ ≤ Φs,t, one implication is obvious. It remains to show that if Φs,t∞(f, E) = 0,
then for any δ > 0 we have Φs,tδ (f, E) = 0. Since E is bounded and X is metric doubling, E
can be split into a finite number of pieces, say N(δ) many, each of diameter less than δ.
Given ε > 0, let E ⊂
⋃∞








By replacing Ai with E ∩ Ai we can further assume that Ai ⊂ E. Each of the sets Ai is a
union of N(δ) sets {Aij}N(δ)j=1 , each of diameter less that δ. Therefore,











Theorem 75. Suppose 0 < t ≤ s < ∞, the measure Hs is Ahlfors regular on a complete
metric space X, E ⊂ X is closed, and f : E → Y is Lipschitz. Then∫ ∗
Y




Θt∗(f, E, x) dHs(x) . (4.8)
where CA is the constant from Definition 68.
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Remark 76. The assumption that X is complete guarantees that X is boundedly compact
(Lemma 70). Since E is closed, B̄(x, r) ∩ E is compact. We need this assumption to prove
measurability of Θt∗(f, E, ·). We do not know if the theorem is true for any Hs-measurable
set E, and without assuming that X is complete.
Proof. We can assume that E is bounded, because the general case will follow from the
inequality applied to E ∩ B̄(xo, R) upon passing to the limit as R→∞. Note that in order
to pass to the limit on the left hand side, we need to use Lemma 11.
The density function Θt∗(f, E, ·) is measurable. To see this it suffices to prove that the
function hr(x) = Hs∞(f(B̄(x, r) ∩ E)) (see Remark 64) is Borel and this is true since the
function is upper-semicontinuous meaning that lim supy→x hr(y) ≤ hr(x). Indeed, under
our assumptions, the set B̄(x, r) ∩ E and its image are compact. We can approximate
Hs∞(f(B̄(x, r)∩E)) using an open covering {Ui}∞i=1. If y is close to x, then f(B̄(y, r)∩E) ⊂⋃∞
i=1 Ui and we can use the same open covering {Ui}∞i=1 to get the upper estimate for the
content Hs∞(f(B̄(y, r) ∩ E)).
Since Hs(E) <∞ (E is bounded and Hs is Ahlfors regular), in view of Remark 65, the
right hand side of (4.8) is finite.
According to Theorem 58, it suffices to prove that




Θt∗(f, E, x) dHs(x) . (4.9)
Let N be the set of points x ∈ E for which (4.7) does not hold with g = Θt∗(f, E, ·)χE. Since
Hs(N) = 0, Lemma 57 yields that Φt,s−t(f,N) = 0 and hence by Lemma 56,
Φt,s−t(f, E) = Φt,s−t(f,N) . (4.10)










Θt∗(f, E, z)χE(z) dHs(z) + ε.
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Lemma 72 applied to the family {Bx,i : x ∈ E \ N, rx,i < δ/2} gives pairwise disjoint balls
















Using a similar argument as in the proof of (4.10), one can easily show that










Therefore, Lemma 62 yields





































Θt∗(f, E, z) dHs(z) + ε
)
and the result follows by letting δ → 0+ and then ε→ 0+.
It was proved in [27, Proposition 5.2] that if f : E → Rm is a Lipschitz continuous map
defined on a measurable set E ⊂ Rn, n ≥ m, then Θm∗ (f, E, x) = |Jmf |(x), where
|Jmf |(x) =
√
det(Df)(Df)T is the Jacobian.
This and the above result gives
Corollary 77. If f : E → Rm is a Lipschitz map defined on a measurable set E ⊂ Rn,
n ≥ m, then ∫
Rm





Remark 78. The celebrated coarea formula, Lemma 104, states that under the above as-
sumptions ∫
Rm





Since we obtained the Corollary 77 as a consequence of rather general results valid in
metric spaces, it is not surprising that the result is not as sharp as the coarea formula. On
the other hand a localized version of Theorem 52 would suggest a much weaker inequality
with |Df |m instead of |Jmf | since |Df | can be regarded as a local Lipschitz constant of f .
This shows that Theorem 75 and hence also Theorem 58 are substantial improvements of
the coarea inequality.
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5.0 Metric differentiability and the area formula
The theorem of metric differentiability was developed by Kirchheim in his 1994 paper
[34], and can be considered a classic now. However, the success of the many applications
of this notion in this thesis relies heavily on the link between the metric derivative and
the so-called componentwise derivative, which makes geometric applications easy (e.g., see
Proposition 121). The componentwise derivative has been previously investigated in [25, 26,
27], but without connection to the metric derivative.
If f : Rn → Rm is (Fréchet) differentiable at x ∈ Rn, then
lim
y→x
f(y)− f(x)−Df(x)(y − x)
|y − x|
= 0,
and it follows from the triangle inequality that
lim
y→x
|f(y)− f(x)| − σx(y − x)
|y − x|
= 0,
where σx(v) = |Df(x)v| is a seminorm on Rn. Recall that σ : Rn → [0,∞) is a seminorm if
σ(λv) = |λ|σ(v) and σ(v+w) ≤ σ(v) + σ(w) for all λ ∈ R and v, w ∈ Rn. Thus a seminorm
is like a norm, but it may vanish on a non-trivial linear subspace of Rn.
Denote by `∞m the space Rm with the norm ‖v‖∞ = max1≤i≤m |vi|, v = (v1, . . . , vm).
Again, if f is as above, but we regard Rm as `∞m , then the triangle inequality yields
lim
y→x
‖f(y)− f(x)‖∞ − σ∞x (y − x)
|y − x|
= 0, where σ∞x (v) = ‖Df(x)v‖∞. (5.1)
The above observations motivate the following definition due to Kirchheim [34].
Definition 79. Let f : Ω → X be a map between an open set Ω ⊂ Rn and a metric space




d(f(y), f(x))− σx(y − x)
|y − x|
= 0.
If f is metrically differentiable at x, then the seminorm σx is unique (easy exercise) and we
denote it by md (f, x), i.e. ,
lim
y→x




The seminorm md (f, x) is called the metric derivative of f at x.





= md (f, x)(v). (5.2)
Thus the “directional speed” of f exists at x in every direction v, and it defines as a function
of v, a seminorm on Rn. If f is L-Lipschitz, we also get the estimates
md (f, x)(v) ≤ L|v| and |md (f, x)(v)−md (f, x)(w)| ≤ L|v − w|. (5.3)
One, however, needs to be aware that the metric differentiability is much weaker than the
Fréchet differentiability as the next example shows.
Example 80. f : R→ R, f(x) = |x|, is metrically differentiable at 0 and md (f, 0)(v) = |v|.
Example 81. By Rademacher’s theorem, Lipschitz continuous maps f : Rn ⊃ Ω→ Rm are
differentiable a.e. and hence (5.1) implies that Lipschitz continuous maps
f = (f1, f2, . . . , fm) : Rn ⊃ Ω→ `∞m
are metrically differentiable a.e. with
md (f, x)(v) = ‖Df(x)v‖∞ = max
1≤i≤m
|∇fi(x) · v|.
This example is relevant for the case of mappings into arbitrary metric spaces, because
any separable metric space admits an isometric embedding into `∞, see Theorem 37.
The next result, a far reaching generalization of Example 81, and its corollary are due
to Kirchheim [34] (see also [1]). They are known as the Kirchheim-Rademacher theorem.
Theorem 82. Let f : Rn ⊃ Ω → `∞, f = (f1, f2, . . .) be a Lipschitz mapping. Then f is
metrically differentiable a.e., and
md (f, x)(v) = sup
i∈N
|∇fi(x) · v| for almost all x ∈ Ω and all v ∈ Rn. (5.4)
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Remark 83. By Rademacher’s theorem, Theorem 34, each component fi is differentiable
a.e. Since the union of countably many sets of measure zero has measure zero, there is a
Borel set N ⊂ Ω of measure zero, |N | = 0, such that for each i ∈ N and all x ∈ D := Ω \N ,
fi is differentiable at x. Therefore, the expression on the right hand side of (5.4) is well
defined for all almost all x ∈ Ω (namely for all x ∈ D) and for all v ∈ Rn.
Remark 84. Note that for every v, the function x 7→ md (f, x)(v) is measurable and for
almost every x, the function v 7→ md (f, x)(v) is continuous. Regarding measurability of
x 7→ md (f, x)(v), by restricting the metric derivative to the Borel set D = Ω \N , where the
right hand side of (5.4) is well defined (cf. Remark 83), we see that for every v ∈ Rn, the
function D 3 x 7→ md (f, x)(v) is Borel. While, in Theorem 82 we assume that the mapping
is into `∞, the remark applies to Lipschitz mappings f : Ω→ X into arbitrary metric spaces,
because the image f(Ω) is separable and hence can be isometrically embedded into `∞.
Corollary 85. Let f : Rn ⊃ Ω → X be a Lipschitz map into a metric space. Then f is
metrically differentiable a.e.
Proof. Although X is not required to be separable, the subset f(Ω) ⊂ X is separable and
hence it admits an isometric embedding into `∞, by Lemma 11. Then, the corollary follows
from Theorem 82.
Before we prove Theorem 82 let us introduce some terminology and explain why Theo-
rem 82 is far from being obvious.
Definition 86. Let f : Rn ⊃ Ω → `∞, f = (f1, f2, . . .) be a Lipschitz map and let the set
N ⊂ Ω be defined as in Remark 83. For x ∈ Ω \N , the componentwise derivative of f at x
is a linear map Df(x) : Rn → `∞ defined by
Df(x)v =
(
∇f1(x) · v,∇f2(x) · v, . . .
)
.
Indeed, if f is L-Lipschitz, then each component fi is L-Lipschitz, so for x ∈ Ω \N and
v ∈ Rn, the estimate
‖Df(x)v‖∞ = sup
i∈N
|∇fi(x) · v| ≤ L|v|
proves that Df(x) maps Rn (linearly) into `∞.
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Lemma 87. If a Lipschitz map f : Rn ⊃ Ω→ `∞ is Fréchet differentiable at x ∈ Ω, then the
componentwise derivative Df(x) is well-defined and equals the Fréchet derivative. Moreover,
md (f, x)(v) = ‖Df(x)(v)‖∞ = sup
i∈N
|∇fi(x) · v| .
Proof. Let a linear map L = (L1, L2, . . .) : Rn → `∞ be the Fréchet derivative of f at x.
Then




|fi(y)− fi(x)− Li(y − x)|
|y − x|
→ 0 as y → x.
It follows that for each i ∈ N, fi is differentiable at x and∇fi(x) = Li. Therefore, L = Df(x),
the componentwise derivative of f at x.
The triangle inequality yields
‖f(y)− f(x)‖∞ − ‖Df(x)(y − x)‖∞
|y − x|
→ 0 as y → x
and hence md (f, x)(v) = ‖Df(x)(v)‖∞ is the metric derivative of f at x.
Lemma 87 is a generalization of Example 81 and gives metric derivative in terms of
Fréchet derivative. However, this is by no means a path to a proof of Theorem 82. In fact,
there are Lipschitz mappings f : Rn ⊃ Ω→ `∞ that are nowhere Fréchet differentiable. The
next example is well known.
Proposition 88. The Lipschitz mapping f : (0, 1)→ `∞ defined by




is nowhere Fréchet differentiable.
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Proof. First, note that f maps (0, 1) into a closed subspace c0 ⊂ `∞ and that f is indeed,
Lipschitz continuous:
‖f(x)− f(y)‖∞ = sup
i∈N
∣∣∣∣sin(ix)− sin(iy)i
∣∣∣∣ ≤ |x− y|.
Suppose to the contrary that f is Fréchet differentable at x ∈ (0, 1). Then by Lemma 87 the
Fréchet derivative equals the componentwise derivative
Df(x) : R→ `∞, Df(x)t = (t cosx, t cos(2x), t cos(3x), . . .)





∥∥∥∥f(x+ t)− f(x)t −Df(x)1
∥∥∥∥
∞
→ 0 as t→ 0.
This is however, impossible because (f(x+ t)− f(x))/t ∈ c0 while
Df(x)1 = (cos x, cos(2x), cos(3x), . . .) ∈ `∞ \ c0
and an element of `∞ \ c0 cannot be approximated by elements of c0 in the `∞ norm.
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5.1 Proof of Kirchheim-Rademacher theorem
Proof of Theorem 82. Since the result is local in nature, we may assume that Ω = Rn. This
will slightly simplify our notation. Let N ⊂ Rn be a set of measure zero as in Remark 83
and let Df(x) : Rn → `∞, for x ∈ Rn \ N , be the componentwise derivative. Then for any
v ∈ Rn we have






Indeed, if i ∈ N, then
|∇fi(x) · v| = lim
t→0
∣∣∣∣fi(x+ tv)− fi(x)t




and (5.5) follows upon taking the supremum over i ∈ N.
We will prove now that in fact, we have a stronger equality in (5.5). Namely, for almost







Fix 0 6= v ∈ Rn. Assume that the line ` = {xo + tv : t ∈ R} intersects N along a set of
length zero. Then for almost all z ∈ ` (namely for all z ∈ `\N) and all i ∈ N, the directional
derivative satisfies Dvfi(z) = ∇fi(x) · v. Since functions fi|` are Lipschitz continuous, it
follows that for all x ∈ `, all t ∈ R and all i ∈ N,





fi(x+ τv) dτ =
∫ t
0
∇fi(x+ τv) · v dτ. (5.6)
Let W be the union of all lines ` that intersect N along a set of length zero. By Fubini’s
theorem |Rn \W | = 0. Fix x ∈ W and t ∈ R. For any ε > 0 there is i ∈ N such that
‖f(x+ tv)− f(x)‖∞ − ε ≤ |fi(x+ tv)− fi(x)| =
∣∣∣∣∫ t
0






Since this inequality is true for any ε > 0, we have that for all x ∈ W ,
‖f(x+ tv)− f(x)‖∞ ≤
∫ t
0
‖Df(x+ τv)v‖∞ dτ for all t ∈ R. (5.7)
All lines ` = {xo + tv : t ∈ R} ⊂ W have the following two properties:
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(a) The following function is measurable and bounded:
τ 7→ ‖Df(xo + τv)v‖∞ = sup
i∈N
∣∣∣∣ ddτ fi(xo + τv)
∣∣∣∣
(b) For all s ∈ R, points x = xo + sv ∈ ` satisfy (5.7) i.e.,
‖f((xo + sv) + tv)− f(xo + sv)‖∞ ≤
∫ t+s
s
‖Df((xo + τv)v‖∞ dτ.







‖Df(xo + τv)v‖∞ dτ = ‖Df(xo + sv)v‖∞,
which together with (b) yield that for almost all s ∈ R,
lim sup
t→0
∥∥∥∥f((xo + sv) + tv)− f(xo + sv)t
∥∥∥∥
∞
≤ ‖Df(xo + sv)v‖∞ .
Since this is true for almost all points xo + sv ∈ ` on all lines ` ⊂ W , we conclude that there







For each 0 6= v ∈ Rn we have a different exceptional set Nv. Let {vi}∞i=1 ⊂ Sn−1 be countable
and dense. Let Ñ =
⋃∞
i=1 Nvi . Clearly, |Ñ | = 0. We will prove that for all x ∈ Rn \ Ñ , (5.8)
is true for all v ∈ Rn.
Let x ∈ Rn \ Ñ . Then (5.8) is true for all v = vi. Since both sides of (5.8) are 1-
homogeneous with respect to v, (5.8) is also true for v = λvi, λ > 0. Note that the set
V := {λvi : λ > 0, i ∈ N} ⊂ Rn is dense. It is easy to check that both sides of (5.8)
define functions that are Lipschitz continuous in v. So the fact that inequality (5.8) between
Lipschitz functions is valid on a dense subset V ⊂ Rn, implies that it is true for all v ∈ Rn.






for all v ∈ Rn. (5.9)
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We now prove a stronger fact that md (f, x)(v) = ‖Df(x)v‖∞ is the metric derivative of f






∣∣∣∣∥∥∥f(x+ tv)− f(x)t ∥∥∥∞ − ‖Df(x)v‖∞
∣∣∣∣ = 0. (5.10)
Let as before, {vi}∞i=1 ⊂ Sn−1 be a dense subset. Given ε > 0, there is p ∈ N such that for
every v ∈ Sn−1 there is k ∈ {1, 2, . . . , p} such that




where L is the Lipschitz constant of f . It follows from (5.9) that there is δ > 0 such that for
all 0 < |t| < δ
sup
1≤i≤p
∣∣∣∣∥∥∥f(x+ tvi)− f(x)t ∥∥∥∞ − ‖Df(x)vi‖∞
∣∣∣∣ < ε2 .
Using an elementary inequality
∣∣‖a‖ − ‖b‖∣∣ ≤ ∣∣‖ak‖ − ‖bk‖∣∣+ ‖a− ak‖+ ‖b− bk‖,
for any 0 < |t| < δ, any v ∈ Sn−1 and vk satisfying (5.11), we have∣∣∣∣∥∥∥f(x+ tv)− f(x)t ∥∥∥∞ − ‖Df(x)v‖∞
∣∣∣∣ ≤ ∣∣∣∣∥∥∥f(x+ tvk)− f(x)t ∥∥∥∞ − ‖Df(x)vk‖∞
∣∣∣∣
+




+ ‖Df(x)(v − vk)‖∞
≤ ε
2
+ L|v − vk|+ L|v − vk| < ε
and (5.10) follows. The proof is complete.
Observe that C(Sn−1) and C(Sn−1 × [0, 1]) are separable metric spaces with metrics
d∞(g, h) = sup
|v|=1




|g(v, t)− h(v, t)|
respectively. Separability easily follows from the Stone-Weierstrass theorem. Note also that
the restriction of continuous functions on Sn−1×[0, 1] to Sn−1×{0} ' Sn−1 yields a continuous
(surjective) map
π : C(Sn−1 × [0, 1])→ C(Sn−1).
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Let D ⊂ Ω be the Borel set of points where f : Ω → X is metrically differentiable, and
|Ω \D| = 0. Consider the map
Φf : D → C(Sn−1), Φf (x)(v) = md (f, x)(v), |v| = 1.
The next lemma provides an elementary, but useful estimate for the continuity of the metric
derivative.
Lemma 89. If f : Rn ⊃ Ω → X is L-Lipschitz and metrically differentiable at x, y ∈ Ω,
then for any v, w ∈ Rn we have





Proof. If w = 0 (or similarly if v = 0), (5.3) yields
|md (f, x)(v)−md (f, y)(w)| = md (f, x)(v) ≤ L|v| = L|v − w|.
Thus we may assume that v, w 6= 0 and that 0 < |w| ≤ |v|. Again (5.3) gives
|md (f, x)(v)−md (f, y)(w)|
≤ |md (f, x)(v)−md (f, x)(w)|+ |w|







≤ L|v − w|+ |w|d∞(Φf (x),Φf (y)).
Consider now the map




if 0 < t ≤ 1
md (f, x)(v), if t = 0.
Note that continuity of Ψf (x) : Sn−1 × [0, 1]→ R when x ∈ D follows from the definition of
metric differentiability.
Lemma 90. Ψf : D → C(Sn−1 × [0, 1]) is Borel measurable.
Since π : C(Sn−1 × [0, 1]) → C(Sn−1) is continuous, and Φf = π ◦ Ψf , we immediately
obtain
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Corollary 91. Φf : D → C(Sn−1) is Borel measurable.
Proof of Lemma 90. We need to prove that the preimage of any open set is Borel. To
this end, it suffices to show that the preimage of any closed ball is Borel. Fix arbitrary
g ∈ C(Sn−1 × [0, 1]) and r > 0. We need to show that the set Ψ−1f (B̄(g, r)) ⊂ D is Borel.
We will show that in fact, this set is the intersection of a closed subset of Ω with D.
Let {vi}∞i=1 ⊂ Sn−1 and {tj}∞j=1 ⊂ (0, 1] be countable and dense. Note that the sets
Eij =
{
x ∈ Ω :
∣∣∣∣d(f(x), f(x+ tjvi))tj − g(vi, tj)
∣∣∣∣ ≤ r}
are closed subsets of Ω in the topology of Ω inherited from Rn. We have
Ψ−1f (B̄(g, r)) = {x ∈ D : d̄∞(Ψf (x), g) ≤ r}
= {x ∈ D : |Ψf (x)(v, t)− g(v, t)| ≤ r for all |v| = 1 and 0 ≤ t ≤ 1}





Theorem 92. Let f : Rn ⊃ Ω→ X be Lipschitz continuous. Then for any ε > 0 there is a
set Fε ⊂ Ω which is closed as a subset of Rn, such that |Ω \ Fε| < ε and
(a) Ψf : Fε → C(Sn−1 × [0, 1]) is continuous.
(b) md (f, ·)(·) : Fε × Rn → R is continuous.




|d(f(x), f(y))−md (f, x)(y − x)|
|y − x|
= 0. (5.13)
Remark 93. Meaning of (5.13) is that ∀ ε > 0 ∃ δ > 0 ∀ x ∈ K ∀ y ∈ Rn
0 < |x− y| < δ =⇒ |d(f(x), f(y))−md (f, x)(y − x)|
|y − x|
< ε.
Remark 94. Part (b) can be regarded as a version of the Scorza-Dragoni theorem (cf. [7,
Theorem 3.8]).
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Proof. From Lemma 90 and Lusin’s Theorem (Theorem 35), there is a set Fε ⊂ D, which
is closed as a subset of Rn such that |D \ Fε| < ε and
Ψf : Fε → C(Sn−1 × [0, 1]) and Φf = π ◦Ψf : Fε → C(Sn−1)
are continuous. This proves (a). Now we show that (a) implies (b) and (c). It is easy to see
that (b) follows from continuity of Φf : Fε → C(Sn−1) and from (5.12).
To prove (c), let xk ∈ K, xk 6= yk ∈ Rn, |xk − yk| → 0 as k → ∞. We can write
yk = xk + tkvk, |vk| = 1, tk → 0+ and we need to show that
d(f(xk), f(xk + tkvk))
tk
−md (f, x)(vk)→ 0.
Suppose to the contrary that this is not the case, then after selecting subsequences, we may
assume that xk → x ∈ K, vk → v ∈ Sn−1, 0 < tk ≤ 1 and∣∣∣∣d(f(xk), f(xk + tkvk))tk −md (f, x)(vk)
∣∣∣∣ ≥ ε (5.14)
for some ε > 0 and all k. Note that (5.14) can be rewritten as
Ψf (xk)(vk, tk)−Ψf (xk)(vk, 0)| ≥ ε.
We have
ε ≤ |Ψf (xk)(vk, tk)−Ψf (xk)(vk, 0)| ≤ |Ψf (xk)(vk, tk)−Ψf (x)(vk, tk)|
+ |Ψf (x)(vk, tk)−Ψf (x)(vk, 0)|+ |Ψf (x)(vk, 0)−Ψf (xk)(vk, 0)|
≤ d̄∞(Ψf (xk),Ψf (x)) + |Ψf (x)(vk, tk)−Ψf (x)(vk, 0)|+ d∞(Φf (x),Φf (xk))
= Ak +Bk + Ck.
We used here the fact that
Ψf (x)(vk, 0) = Φf (x)(vk) and Ψf (xk)(vk, 0) = Φf (xk)(vk).
Clearly, Ak, Ck → 0 as k →∞ by continuity of
Ψf : Fε ⊃ K → C(Sn−1 × [0, 1]) and Φf : Fε ⊃ K → C(Sn−1).
Finally, Bk → 0 by uniform continuity of Ψf (x) : Sn−1×[0, 1]→ R. This however, contradicts
the fact that Ak +Bk + Ck ≥ ε.
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By definition, the md (f, x)(y− x) approximates d(f(y), f(x)) when y is close to x. The
next result asserts that in fact d(f(y), f(z)) is well approximated by md (f, x)(y − z) when
both y and z are close to x. In other words, the pullback of the distance function locally
resembles a seminorm.
Theorem 95. If f : Rn ⊃ Ω→ X is Lipschitz, then for almost all x ∈ Ω, we have
lim
Rn×Rn3(y,z)→(x,x)
d(f(y), f(z))−md (f, x)(y − z)
|x− y|+ |x− z|
= 0 (5.15)
Remark 96. Sometimes, it is more convenient to write (5.15) as
d(f(y), f(z))−md (f, x)(y − z) = o(|x− y|+ |x− z|).
We will use this notation in the proof.
Remark 97. Taking y = x+ tv, z = x+ tw, (5.15) yields that for any v, w ∈ Rn
lim
t→0
d(f(x+ tv), f(x+ tw))
|t|
= md (f, x)(v − w)
which is a much stronger claim than the existence of the “directional speed” (5.2).
Proof. For i = 1, 2, 3, . . . let F1/i ⊂ Ω be a closed subset as in Theorem 92. Let F̃1/i be the set
of density points of F1/i. Since F1/i is closed, it follows that F̃1/i ⊂ F1/i. Let E =
⋃∞
i=1 F̃1/i.
Clearly, |Ω \ E| = 0. It suffices to show that (5.15) is true for all x ∈ E.
Let x ∈ E. Since y and z play a symmetric role in (5.15), it suffices to show that if
0 < |x− yk| → 0 and |x− zk| ≤ |x− yk|, (5.16)
then




d(f(yk), f(zk))−md (f, x)(yk − zk) = o(|x− yk|). (5.17)
Since x ∈ E, there is i ∈ N such that x ∈ F1/i, and x is a density point of F1/i. It easily
follows from the definition of the density point that there is ỹk ∈ F1/i such that
|yk − ỹk|
|x− yk|
→ 0 as k →∞ and |yk − ỹk| ≤ |x− yk| for k ≥ ko. (5.18)
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We have
|d(f(yk), f(zk))−md (f, x)(yk − zk)| ≤ |d(f(yk), f(zk))− d(f(ỹk), f(zk))|
+ |d(f(ỹk), f(zk))−md (f, ỹk)(ỹk − zk)|+ |md (f, ỹk)(ỹk − zk)−md (f, ỹk)(yk − zk)|
+ |md (f, ỹk)(yk − zk)−md (f, x)(yk − zk)| = Ak +Bk + Ck +Dk.
If follows from the triangle inequality and from (5.18) that
Ak ≤ d(f(ỹk, f(yk)) ≤ L|ỹk − yk| = o(|x− yk|).
Inequality (5.3) yields
Ck ≤ L|ỹk − yk| = o(|x− yk|).
Now, Theorem 92(c) implies that
Bk
|ỹk − zk|
→ 0 as k →∞, (5.19)
because ỹk ∈ F1/i as a convergent sequence, is contained in a compact subset of F1/i. In-
equalities (5.16) and (5.18) along with the triangle inequality imply that |ỹk−zk| ≤ 3|x−yk|
for k ≥ ko and hence Bk = o(|x− yk|), by (5.19).
It remains to estimate Dk. Since (5.16) yields |yk − zk| ≤ 2|x− yk|, we have
Dk ≤ |yk − zk| d∞(Φf (ỹk),Φf (x)) = o(|x− yk|),
because Φf (ỹk) → Φf (x) in C(Sn−1) by continuity of Φf on F1/i. This proves (5.17) and
completes the proof of the theorem.
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5.2 Rank of metric derivative and a Sard theorem
Unlike a norm, a seminorm may vanish on a non-trivial linear subspace of Rn, Nσ := {v ∈
Rn : σ(v) = 0}, and we define the rank of a seminorm σ on Rn as rankσ = n − dimNσ =
dimN⊥σ . That is, it is the maximal dimension of a linear subspace on which σ is a norm.
Let f : Rn ⊃ Ω → `∞, f = (f1, f2, . . .) be a Lipschitz mapping. By Rademacher’s
theorem and the fact that countable union of null sets is a null set, at a.e. x all ∇fi(x) exist.







The next result is an easy exercise in linear algebra.
Lemma 98. If f = (f1, f2, . . .) : Rn ⊃ Ω → `∞ is Lipschitz continuous, then for almost all
x ∈ Ω, the row rank of Df(x) equals the column rank of Df(x) and they equal rank md (f, x).
Now we use Theorem 95 to prove a result about covering of the image of a ball.
Proposition 99. Let f : Rn ⊃ Ω→ X be L-Lipschitz. Let
Ek = {x ∈ Ω : rank md (f, x) = k}, 0 ≤ k ≤ n.
Then almost all points x ∈ Ek have the following property: For every integer m ≥ 1, there is
rx,m > 0 such that for all 0 < r < rx,m, f(B(x, r)) can be covered by m
k balls, each of radius
3
√
kLr/m, in the case of k > 0, and by one ball of radius r/m in the case k = 0.
Remark 100. This result is similar to [25, Lemma 2.7]. The approach in [25] uses com-
ponentwise differentiability instead of metric differentiability and as a result the proofs are
different and more difficult.
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Proof. Assume first that k > 0. Let Ẽk be the set of all points x ∈ Ek such that (5.15)
holds. Clearly, |Ek \ Ẽk| = 0, and we will show that the property in the statement of the
proposition is true for all x ∈ Ẽk. Fix x ∈ Ẽk, and let
N = {v ∈ Rn : md (f, x)(v) = 0} so dimN = n− k. (5.20)
By translating and rotating the coordinate system, we may assume that x = 0 and that
N⊥ = span{e1, . . . , ek} and N = span{ek+1, . . . , en}.
Note that B(x, r) = B(0, r) ⊂ [−r, r]n = [−r, r]k × [−r, r]n−k. Given an integer m ≥ 1,








Qν × [−r, r]n−k
)
, f(B(0, r)) ⊂
mk⋃
ν=1
f(Qν × [−r, r]n−k).
So far, all this is true for any r > 0. Now it suffices to show that there is rx,m > 0 such that
for all 0 < r < rx,m we have
diam(f(Qν × [−r, r]n−k)) ≤ 3
√
kLr/m. (5.21)
In the case of k = n, this follows from diam(f(Qν)) ≤ L diam(Qν) = 2
√
nLr/m. In the cases
0 < k < n, (5.21) follows from (5.15). Since x = 0, (5.15) implies that there is rx,m > 0 such
that




for all y, z ∈ [−r, r]n, 0 < r < rx,m. (5.22)
In particular, it is true for y, z ∈ Qν × [−r, r]n−k.
If π : Rn → N⊥ = Rk is the orthogonal projection onto the orthogonal complement
of (5.20), then by triangle inequality and the fact that the Lipschitz constant L bounds
md (f, ·),




If y, z ∈ Qν × [−r, r]n−k, then π(y), π(z) ∈ Qν so |π(y − z)| ≤ 2
√
kr/m, and hence
md (f, 0)(y − z) ≤ 2
√
kLr/m
which together with (5.22) gives d(f(y), f(z)) < 3
√
kLr/m, and (5.21) follows.
Finally, if k = 0, then md (f, x) = 0 and by definition of metric derivative there is




for all y ∈ B(x, r), 0 < r < rx,m.
But this shows that f(B(x, r)) ⊂ B(f(x), r/m).
Theorem 101. Suppose n ≥ 1 and m ≥ 0 are integers, and f : Rn+m ⊃ Ω→ X is Lipschitz.







dHn(y) = 0 , (5.23)
i.e. Hm (f−1(y) ∩ E) = 0 for Hn-a.e. y ∈ X.
Proof. By the coarea inequality (Theorem 58) it suffices to prove Φn,m(f, E) = 0. For
0 ≤ k ≤ n− 1, let
Ek := {x ∈ Ω: rank md (f, x) = k} .
Then E =
⋃
k Ek. By countable subadditivity, it suffices to show Φ
n,m(f, A) = 0 for every
bounded A ⊂ Ek, 0 ≤ k ≤ n− 1.
Since Φn,m(f,N) = 0 for any Ln+m-null set, by Theorem 52, we may assume that every
x ∈ A has the following property: For every 0 < δ ≤ 1 and integer N ≥ 1 there exists an





kL. Let’s denote these balls by Bij, j = 1, 2, · · · , Nk.
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By Vitali’s covering theorem, there is a covering of A by countably many such balls, say,
{B(xi, ri)}i, such that B(xi, ri/5) are disjoint. Now, the family Aij := f−1(Bij) ∩ B(xi, ri),
indexed by i and j, is a countable covering of A.





























. Nk−n(Ln+m(A) + 1) .
First let N →∞ to deduce Φn,mδ (f, A) = 0. Then let δ → 0+ to prove Φn,m(f, A) = 0.
The special case of m = 0 in the previous theorem gives a Sard-type theorem.
Corollary 102. Let f : Rn ⊃ Ω→ X be Lipschitz. Let
E = {x ∈ Ω : rank md (f, x) < n},
Then Hn(f(E)) = 0.






dHn(y) = 0 .









dHn(y) = 0 .
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5.3 Metric area formula
The classical area formula states that if f : Rn ⊃ Ω→ Rm is Lipschitz, and m ≥ n, and
g : Rn → [0,∞] is measurable, then∫
Ω
(g ◦ f)|Jf |(x) dHn(x) =
∫
Rm
g(y)N(f,Ω, y) dHn(y). (5.24)
Here |Jf |(x) =
√
det(Df(x)TDf(x)) is the Jacobian and the multiplicity function, a.k.a. the
Banach indicatrix, is defined by
N(f,Ω, y) := H0(f−1(y) ∩ Ω) = card (f−1(y) ∩ Ω) .
One sees the simplest case of this formula in the calculation of (n-dimensional) surface area
in calculus.
Kirchheim [34] proved an important generalization of the classical area formula to the
setting of maps into arbitrary metric spaces using the notion of metric derivative.
We define the Jacobian of a seminorm σ : Rn → [0,∞) by
Jn(σ) =
ωn
Hn({x : σ(x) ≤ 1}
.
Note that if σ is not a norm, i.e. if σ vanishes on a non-trivial linear subspace, then the set
in the denominator is unbounded and it has infinite measure, so Jn(σ) = 0 in that case.
Theorem 103 (Kirchheim). Let f : Ω → X be a Lipschitz mapping from an open set
Ω ⊂ Rn to a metric space X. Then∫
Ω








for any Borel function g : Ω→ [0,∞]. In particular∫
E
g(f(x))Jn(md (f, x)) dHn(x) =
∫
X
g(y)H0(E ∩ f−1(y)) dHn(y) (5.26)
for any Borel set E ⊂ Ω and any Borel function g : X → [0,∞].
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Notice that Corollary 102 gives the area formula on the part of the domain where
rank md (f, ·) < n.
In the upcoming survey paper [17] we provide a different proof that fully utilizes our
interpretation of the metric derivative via componentwise derivatives. The idea is as follows.
Obviously one can assume without loss of generality that X = `∞. Then we prove that one
recovers the area formula for (f1, f2, . . .) : Ω→ `∞ as the asymptote of the area formula for
the truncations (f1, f2, . . . , fj) : Ω → (Rm, ‖ · ‖`∞m ) as m → ∞. This is the hardest part to
prove, because the area formula for the latter case is a simple modification of the classical
area formula (5.24) above.
5.4 Metric coarea formula
Recall the classical coarea formula ([20, Theorem 3.10], [22, Theorem 3.2.11]).





Hm(f−1(y) ∩ E) dHn(y), where |Jnf(x)| =
√
det(Df)(Df)T .
Again, using the notion of metric derivative, the coarea formula was subsequently and
independently generalized by Karmanova [31] and Reichel [45] around 2008.
Theorem 105 (Metric coarea formula). Let Ω ⊂ Rn+m (m can be zero) be open and X
be an Hn-σ-finite metric space, i.e. it is the union of countable many subsets with finite
Hn-measure. Suppose f : Ω→ X is Lipschitz. Then for any measurable A ⊂ Ω∫
A
Cn(md (f, x)) dLn+m(x) =
∫
X
Hm(f−1(y) ∩ A) dHn(y) . (5.27)
Here the coarea factor Cn(σ) is a geometrically defined quantity for seminorms with rank
less than or equal to n. The coarea factor vanishes if rankσ < n. Therefore, Theorem 101
gives the coarea formula on the part of the domain where rank md (f, ·) < n. In fact, our
search for a coarea inequality that directly gave this implication was the motivation for our
definition of the mapping content Φs,t. This was acheived in Theorem 101. This reduces the
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proofs of the coarea formula to the set where the function is full-rank. On the latter set, the
function has nicer geometry. In fact, in [17] we reduce the proof of the coarea formula to
Fubini’s theorem and the area formula for bi-Lipschitz maps.
The survey paper [17] will include a detailed exposition of the area and coarea formulas
both in the Euclidean context and in metric context. In metric cases we provide new proofs
for each.
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6.0 Factorization through trees
This chapter is a collage of results that are unrelated in face value but their proofs use
the same techniques, especially the notion of metric differentiability from Chapter 5. So,
this chapter is logically dependent on Chapter 5. However, Chapters 5 and 6, together with
the relevant sections from the preliminaries form a self-contained entity, which constitute
the material for [18].
First, given a Lipschitz map f from a Euclidean cube into a metric space, we find several
equivalent conditions for f to have a Lipschitz factorization through a metric tree. As an
application we prove a recent conjecture of David and Schul. The techniques developed for
the proof of the factorization result yield several other new and seemingly unrelated results.
We prove that if f is a Lipschitz mapping from an open set in Rn onto a metric space X, then
the topological dimension of X equals n if and only if X has positive n-dimensional Hausdorff
measure. We also prove an area formula for length-preserving maps between metric spaces,
which gives, in particular, a new formula for integration on countably rectifiable sets in the
Heisenberg group.
In this Chapter (alone) we follow a convention that new results are denoted as a Theorem
or a Proposition, while important known results are cited as a Lemma or a Corollary.
6.1 Main results and overview
Given metric spaces X, Y, Z, and a Lipschitz map f : X → Y , we say that f factors
through Z if there are Lipschitz mappings ψ : X → Z and φ : Z → Y such that f = φ ◦ ψ.
Given a Lipschitz map f : X → Y , our aim is to construct a space Z with a simple
structure, along with a factorization f = φ ◦ψ. In particular, we are interested in answering
the question under what conditions, f factors through a metric tree (see Section 2.5 for the
definition of a metric tree). This question was partially motivated by the recent works of
Wenger and Young [50] and David and Schul [8]. The next result which is one of the main
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results of the chapter, provides several equivalent conditions for a factorization of a Lipschitz
map through a metric tree.
Throughout the chapter n and m will stand for nonnegative integers.
Theorem 106. If f : Qo = [0, 1]
n → X, n ≥ 2, is a Lipschitz map into a metric space, then
the following conditions are equivalent:
(a) f factors through a metric tree.
(b) rank md (f, x) ≤ 1 almost everywhere.
(c) Θ∗2(f, x) = 0 almost everywhere.
(d) Θ2∗(f, x) = 0 almost everywhere.
(e) H2,n−2∞ (f,Qo) = 0.
(f) Ĥ2,n−2∞ (f,Qo) = 0.
Remark 107. In fact, in (a) we obtain quantitative estimates for the Lipschitz constants.
Precisely, if f is L-Lipschitz, then we find a metric tree Z and maps ψ : Qo → Z and
φ : Z → X such that ψ is L-Lipschitz, φ is 1-Lipschitz and f = φ ◦ ψ. The bounds follow
from Lemma 139 and the fact that the cube is 1-quasiconvex.
Notation used in Theorem 106 will be introduced below after Theorem 108.
Equivalence of conditions (a) and (e) proves a recent conjecture of David and Schul [8,
Conjecture 1.13]. They conjectured that if f : Qo = [0, 1]
3 → X satisfies H2,1∞ (f,Qo) = 0,
then f factors through a metric tree.
Recently David and Schul [9], used our result (implication (e) ⇒ (a)) to prove a quanti-
tative part of Conjecture 1.13 from [8] which states that if the content H2,1∞ (f,Qo) is small,
then f is close to a mapping g that factors through a tree.
More precisely, they proved that for every ε > 0 there is δ = δ(ε,m), m ≥ 1, such that
if f : Qo = [0, 1]
2+m → `∞ satisfies H2,m∞ (f,Qo) < δ, then f is within ε distance to a map
g : Qo → `∞ that factors through a metric tree. In fact, they proved that f is withing ε
distance to g such that H2,m∞ (g,Qo) = 0 and they used implication (e)⇒(a) of Theorem 106
to conclude that g factors through a metric tree.
The equivalence of conditions (b)-(f) in Theorem 106 is a consequence of a more general
result:
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Theorem 108. If f : [0, 1]n+m → X, n ≥ 1, m ≥ 0, is a Lipschitz map into a metric space,
and E ⊂ [0, 1]n+m is a measurable set, then the following conditions are equivalent:
(b’) rank md (f, x) ≤ n− 1 almost everywhere in E.
(c’) Θ∗n(f, x) = 0 almost everywhere in E.
(d’) Θn∗ (f, x) = 0 almost everywhere in E.
(e’) Hn,m∞ (f, E) = 0.
(f ’) Ĥn,m∞ (f, E) = 0.
To understand the statements in Theorem 106 and Theorem 108, recall that a metric
tree, also known as an R-tree, is a geodesic space which contains no subsets homeomorphic
to S1, so it is a geodesic space without “loops”. Other equivalent definitions are explained
in Section 2.5. The notion of metric derivative and its rank used in (b) and (b’) was covered
in Chapter 5.
The mapping densities in (c), (c’) and (d), (d’) were introduced in [27]. (compare to
Definition 63). For a mapping f : Qo = [0, 1]
k → X into a metric space, and x in the interior
of Qo, we define the upper and the lower n-densities by









where Hn∞ is the Hausdorff content and ωn is the volume of the unit ball in Rn.
Now, we introduce the objects in parts (e),(e’) and (f), (f’). For a Lipschitz mapping
f : Qo = [0, 1]
n+m → X, n ≥ 1, m ≥ 0, into a metric space, Azzam and Schul [4] defined the
(n,m)-mapping content of a set E ⊂ Qo. However, we shall use a slightly different version
of this definition that was recently introduced by David and Schul [8]:




where the infimum is taken over all coverings E ⊂
⋃
iQi ⊂ Qo by closed dyadic cubes Qi.
Since any two dyadic cubes either have disjoint interiors or one is a subset of another one,




Hn,m∞ (f, E) = Hn,m∞ (f, Ẽ) if Ẽ ⊂ E and Hn+m(E \ Ẽ) = 0. (6.1)
If the coverings are allowed to be by arbitrary sets, we denote the analogous content by




where E ⊂ Qo , and the infimum is taken over all coverings E ⊂
⋃
iAi ⊂ Qo by arbitrary
sets. Obviously, for any set E,
Ĥn,m∞ (f, E) ≤ Hn,m∞ (f, E), (6.2)
however, it is not known if the two quantities are comparable [8, Question 1.15].
We can easily see from the definitions that
ωm
2m
Ĥn,m∞ (f, E) = H̃n,m∞ (f, E)
for all f and E. But by Lemma 62,
H̃n,m∞ (f, E) = Φn,m∞ (f, E) ,
where the content on the right is from Definition 54.
So, we obtain the following equivalent definition for Ĥn,m∞ (f, E). However, we will not
use this result in this chapter.
Lemma 109. If f : Qo = [0, 1]
n+m → X is Lipschitz and E ⊂ [0, 1]n+m, then










where the infimum is taken over all coverings E ⊂
⋃
iAi ⊂ Qo.
In the course of the proofs we obtained other equally important results that are seemingly
unrelated to the theorems listed above.
Theorem 110. Suppose that f : Rn ⊃ Ω→ X is a Lipschitz continuous map from an open
set onto a metric space X, f(Ω) = X. Then, dimX = n if and only if Hn(X) > 0.
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Here dimX stands for the topological dimension; this is relabelled and proven as Theo-
rem 134.
Theorem 111. Let Φ : X → Y be a map between metric spaces that preserves length
of rectifiable curves i.e., `Y (Φ ◦ γ) = `X(γ) for all rectifiable curves γ : [a, b] → X. Let
f : Ω → X be a locally Lipschitz map defined on an open set Ω ⊂ Rn for some n, and let










See Theorem 123, and Theorem 127 for a more general statement. Note that the theorem
holds for any n. The result looks like the area formula under the assumption that the
derivative of Φ is an isometry. The only problem is that under the assumptions of the
theorem the derivative of Φ is not and cannot be defined.
The next result (see also Theorem 126) is a simple consequence of Theorem 111. It
proves that the Hausdorff measure on a countably rectifiable subset of the Heisenberg group
Hn equals the Lebesgue measure of projections onto R2n, taking into account the multiplicity
of the projection. To our surprise, it seems that the result has not been known before.
We say that a subset E ⊂ X of a metric space is countably k-rectifiable if there is a family









Let Hn be the Heisenberg group (see Section 2.6) and let π : Hn → R2n be the projection
onto the first 2n coordinates.
Theorem 112. Assume that a set E ⊂ Hn is countably k-rectifiable for some k ≤ n. Then










There are other new results included in this chapter and we follow a convention that new
results are denoted as a Theorem or a Proposition, while important known results are cited
as a Lemma or a Corollary.
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6.1.1 Structure of the chapter
In Section 6.2 we investigate the behavior of the rank of the metric derivative under
composition of maps. A new result of interest is Proposition 1.2.
In Section 6.3 we discuss mappings between metric spaces that preserve lengths of rec-
tifiable curves and we prove Theorem 111 (Theorem 123) and Theorem 112 (corollary of
Theorem 126 applied to the Heisenberg groups), as well as a more general result, Theo-
rem 127.
In Section 6.4 we discuss applications of metric differentiabity of Lipschitz maps to topo-
logical dimension of metric spaces and we prove Theorem 110 (Theorem 134). This result
is a consequence of known facts about topological dimension and the following new result
(Theorem 135):
Theorem 113. If f : Rn ⊃ Ω → X is a Lipschitz map from an open set to a metric space
X of topological dimension dimX = k, then rank md (f, x) ≤ k for almost all x ∈ Ω.
One of the implications in Theorem 106 is already proved in Section 6.4. Since a metric
tree has topological dimension 1, it follows from Theorem 113 that a Lipschitz map f that
factors through a metric tree must satisfy rank md (f, x) ≤ 1 a.e. which is implication
(a)⇒(b) in Theorem 106.
In Section 6.5 we discuss a well known and a general construction of a factorization
of a Lipschitz map f : X → Y defined on a quasiconvex metric space. The new result
is Theorem 145. This construction is used in Section 6.6 to prove implication (b)⇒(a) of
Theorem 106.
Thus in Section 6.6 we use results from all previous sections and prove the following
result which is the equivalence of (a) and (b) in Theorem 106.
Theorem 114. If f : [0, 1]n → X, n ≥ 1, is a Lipschitz map into a metric space, then f
factors through a metric tree if and only if rank md (f, x) ≤ 1 almost everywhere.
Finally in Section 6.7 we prove Theorem 108 which along with Theorem 114 completes
the proof of Theorem 106.
A quick note on notation: The unit ball and the unit sphere (centered at 0) in Rn will
be denoted by Bn and Sn−1. The (small inductive) topological dimension of X is denoted by
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dimX.
6.2 Rank of metric derivative – revisited
Recall the definition of the rank of the metric derivative from Section 5.2. In this section
we prove several results regarding the rank of compositions of maps. Proposition 121 is a
new result.
We begin by two Corollaries of the area formula, Theorem 103.
Corollary 115. Let f : Ω → X be a Lipschitz mapping from an open set Ω ⊂ Rn to a
metric space X. Then Hn(f(Ω)) > 0 if and only if rank md (f, x) = n (i.e., σ is a norm) on
a set of positive measure.
Corollary 116. If f = (f1, f2, . . .) : Rn ⊃ Ω→ `∞ is Lipschitz continuous, then Hn(f(Ω)) >








6= 0 for all x ∈ E.
Corollary 116 follows from Corollary 115 and Lemma 98. For a direct proof of Corol-
lary 116 that does not use Kirchheim’s theorems, see [25, Theorem 2.2]. The next three
lemmata will be used in the proofs of Proposition 121, Theorem 135 and Theorem 114.
Lemma 117. Suppose that g : Rm → Rn is any mapping and that f : Rn → RN is Lipschitz
continuous. If g and f ◦ g are differentiable at x ∈ Rm, then rankD(f ◦ g)(x) ≤ rankDg(x).
Indeed, if L is the Lipschitz constant of f , then the directional derivatives of f ◦ g satisfy
|Dv(f ◦ g)(x)| ≤ L|Dvg(x)| and hence kerDg(x) ⊂ kerD(f ◦ g)(x).
The lemma easily generalizes to the case of the metric derivative
Lemma 118. If X, Y are metric spaces and g : Rn ⊃ Ω → X, f : X → Y are Lipschitz
mappings, then rank md (f ◦ g, x) ≤ rank md (g, x) for almost all x ∈ Ω.
Indeed, it is easily seen that md (f◦g, x) ≤ Lmd (g, x), whenever g and f◦g are metrically
differentiable at x.
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The next result is well known and it follows easily from the Brouwer fixed point theorem,
see [46, Lemma 7.23].
Lemma 119. If h : B̄n(0, ε)→ Rn is continuous and |h(x)− x| < ε/2 for all |x| = ε, then
B̄n(0, ε/2) ⊂ h(B̄n(0, ε)).
Remark 120. We will use Lemma 119 in the proofs of Proposition 121 and Theorem 135.
The reader should compare the two proofs—finding similarities will help with a better un-
derstanding of the underlying ideas.
The next result is of independent interest and it will be used in the proof of Theorem 114.
Proposition 121. Let f : Ω → X be a Lipschitz mapping from an open set Ω ⊂ Rn to
a metric space X, such that rank md (f, y) ≤ k for almost all y ∈ Ω. If g : U → Ω is a
Lipschitz map from an open set U ⊂ Rm, then rank md (f ◦ g, x) ≤ k for almost all x ∈ U .
Remark 122. This result is not obvious, because it may happen that the image of g is
contained in the set where f is not metrically differentiable and therefore, we cannot even
try to estimate rank md (f ◦ g, x) by rank md (f, g(x)), because md (f, g(x)) might not exist.
Proof. For simplicity assume that U = Rm and Ω = Rn. Suppose to the contrary that
rank md (f ◦ g, ·) ≥ k + 1 on a set of positive measure. We may assume that X = `∞,
f = (f1, f2, . . .) : Rn → `∞, so the rank of the componentwise derivative satisfies rankD(f ◦
g) ≥ k + 1 on a set of positive measure. Therefore, we may find a set E ⊂ Rm of positive
measure, such that a (k + 1) × (k + 1) minor of D(f ◦ g) is non-zero in E, see Lemma 98.







6= 0 for all x ∈ E. (6.3)
Fix xo ∈ E such that g is differentiable at xo. To complete the proof, it suffices to show
that there is a neighborhood G ⊂ Rn of g(xo) ∈ Rn such that the derivative of the mapping
F = (f1, . . . , fk+1) : Rn → Rk+1 has rank k + 1 on a set of positive measure in G, because
this will imply that rank md (f, ·) ≥ k + 1, on a set of positive measure, see Lemma 98.
Without loss of generality we may assume that xo = 0 and g(xo) = 0. From now on
we restrict g to the (k + 1)-dimensional subspace generated by the first (k + 1)-coordinates
77
so we identify g with g := g|Rk+1 : Rk+1 → Rn. Since by (6.3), rankD(F ◦ g)(0) = k + 1
(because 0 = xo ∈ E), it follows from Lemma 117, that rankDg(0) ≥ k + 1, and hence
rankDg(0) = k + 1, because g is defined on Rk+1. By pre-composing g with a suitable
linear map and by choosing a coordinate system in Rn so that Dg(0)(Rk+1) is the subspace
of Rn generated by the first (k + 1)-coordinates, we may assume that Dg(0) is the identity
embedding of Rk+1 into Rn. All these assumptions are made only to make notation simpler.
Thus g : Rk+1 → Rn = Rk+1 × Rn−k−1, and g(x) = (x, 0) + o(|x|) ∈ Rk+1 × Rn−k−1.
Since by (6.3), detD(F ◦ g)(0) 6= 0, we may assume (after post-composing with an affine
isomorphism) that F (0) = 0 and D(F ◦ g)(0) = id i.e., (F ◦ g)(x) = x+ o(|x|).
Therefore, there is ε > 0, such that if |x| = ε, then
|(F ◦ g)(x)− x| < ε
6
and |g(x)− (x, 0)| < ε
6L
,
where L is a Lipschitz constant of F .
Fix y ∈ Rn−k−1, |y| < ε
6L
, such that F is differentiable at almost all points of the
hyperplane Rk+1×{y} ⊂ Rn (by Fubini’s theorem almost all y ∈ Rn−k−1 have this property).
For |x| = ε we have
|F (x, y)− x| ≤ |F (x, y)− F (x, 0)|+ |F (x, 0)− F (g(x))|+ |(F ◦ g)(x)− x|






It follows from Lemma 119 that
B̄k+1(0, ε/2) ⊂ F (B̄k+1(0, ε)× {y}).
In particular, the (k+1)-dimensional measure of F (B̄k+1(0, ε)×{y}) is positive and it follows







= k + 1
on a set of positive measure. Since it is true for almost all y ∈ Rn−k−1 such that |y| < ε
6L
, it
follows that rankDF ≥ k+1 on a subset of Bk+1(0, ε)×Bn−k−1(0, ε/6L) of positive measure
and we arrive at a contradiction.
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6.3 Area formula for length preserving mappings
Let us start with a simplified and a more transparent version of the main result of this
section which is Theorem 127.
Theorem 123. Let Φ : X → Y be a map between metric spaces that preserves length
of rectifiable curves i.e., `Y (Φ ◦ γ) = `X(γ) for all rectifiable curves γ : [a, b] → X. Let
f : Ω → X be a locally Lipschitz map defined on an open set Ω ⊂ Rn for some n, and let










Remark 124. We do not assume that Φ is continuous. For example, if the only rectifiable
curves in X are constant ones (e.g., if X is the von Koch snowflake or a Cantor set), then
any map Φ : X → Y satisfies the assumptions of the theorem. However, the result is trivial
in that case since X̃ = f(Ω) consists of a single point (if Ω is connected). Thus the result is
interesting only if there are many rectifiable curves in X.
Remark 125. Note that the theorem holds for any n. The result looks like the area formula
under the assumption that the derivative of Φ is an isometry. The only problem is that
under the assumptions of the theorem the derivative of Φ is not and cannot be defined.
Since according to Lemma 30, the projection π : Hn → R2n preserves length of rectifiable
curves, we obtain
Theorem 126. Let f : K → Hn be a Lipschitz map defined on a Borel set K ⊂ Rk for some










Indeed, this follows immediately from Theorem 123 because according to Lemma 31,
we may assume that f is defined on Rk. Now, Theorem 112 follows immediately from
Theorem 126, because any countably k-rectifiable subset of Hn is the union of countably
many disjoint sets f(Ki) plus a set of Hkcc-measure zero.
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Theorem 123 is a straightforward consequence of the following more general result. While
the statement of Theorem 127 is not as appealing as that of Theorem 123, we actually need
this more general statement for the applications to results in Section 6.5, see Theorem 145.
Theorem 127. Let Φ : X → Y be a map between metric spaces. Assume that Ω ⊂ Rn is
open and f : Ω→ X, is Lipschitz. For x ∈ Ω and v ∈ Sn−1 let





be a family of Lipschitz curves in X. Assume that
`Y (Φ ◦ γx,v|[0,t]) = `X(γx,v|[0,t]) for all x ∈ Ω, v ∈ Sn−1, and all t ∈ [0, d(x)]. (6.4)
Then
(a) md (Φ ◦ f, x) = md (f, x) for almost all x ∈ Ω.
(b) Jn(md (Φ ◦ f, x)) = Jn(md (f, x)) for almost all x ∈ Ω.
Moreover, if X̃ = f(Ω), then










(d) For any Borel set E ⊂ X̃ and any Borel function g : Y → [0,∞]∫
E
(g ◦ Φ)(x) dHn(x) =
∫
Y
g(y)H0(Φ−1(y) ∩ E) dHn(y).
Remark 128. Even if f is one-to-one and surjective, Φ need not be continuous for the
claim of the theorem to be true. For example, we can have f defined on (0, 1) that bends the
interval in a length preserving way, and glues 1 to 1/2. Since 1 is not a point in the domain
(0, 1) the map is one-to-one and the inverse map Φ = f−1 is discontinuous at 1/2, but it
preserves the length of curves γx,v. The lack of continuity does not create any problem in
the proof, because Φ ◦ f is locally Lipschitz continuous.
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Proof. From (5.2) we know that md (f, x)(v) equals the speed of the curve γx,v(t) at t = 0.
However, assumptions of the theorem provide information about length of curves so it will
be convenient to express md (f, x)(v) as a derivative of the length of the curve γx,v(t).
Given a Lipschitz curve γ : [a, b] → X, let sγ : [a, b] → [0, `(γ)], sγ(t) = `(γ|[a,t]), be the
so-called arc-length parameter.
Lemma 129. If γ : [a, b]→ X is Lipschitz, then sγ is Lipschitz and ṡγ(t) = |γ̇|(t) for almost









for almost all t ∈ [a, b). (6.5)
Proof. Let γ be L-Lipschitz. For a ≤ t1 ≤ t2 ≤ b we have
|sγ(t2)− sγ(t1)| = `(γ|[t1,t2]) ≤ L|t2 − t1|
which proves that sγ is Lipschitz. In particular sγ is differnetiale almost everywhere. Since
the length of a curve connecting two points is no less than the distance between the points,
ṡγ ≥ |γ̇| almost everywhere. This and the equality
∫ b
a




proves that ṡγ = |γ̇| almost everywhere which is (6.5).
Lemma 130. Let {vi}∞i=1 ⊂ Sn−1 be a countable and a dense subset of the (Euclidean) unit
sphere. Let f : Rn ⊃ Ω → X be a Lipschitz mapping from an open set into a metric space.
For x ∈ Ω and v ∈ Sn−1 let γx,v(t) = f(x+tv). Then for almost all x ∈ Ω and all i = 1, 2, . . .
we have






Proof. For simplicity of notation assume that Ω = Rn. Fix v ∈ Sn−1. It suffices to prove
that




for almost all x ∈ Rn, (6.6)
because the result will be a straightforward consequence of the fact that the union of count-
ably many sets of measure zero has measure zero.
Let W = v⊥ = {w ∈ Rn : 〈w, v〉 = 0}. Let Γ : W × R→ X be defined by
Γ(w, t) = Γw(t) = f(w + tv).






The Fubini theorem implies that the set Ẽ ⊂ W ×R of points (w, t) for which (6.7) does not
hold has measure zero. The mapping Φ : W ×R→ Rn, Φ(w, t) = w+ tv is a linear isometry
and hence E = Φ(Ẽ) has measure zero.
If x ∈ Rn \ E, x = Φ(w, t) = w + tv, then Γw(t+ h) = γx,v(h) so (6.7) yields









and (6.6) follows, because according to (5.2), for almost all x ∈ Rn we have





The proof is complete.
Lemma 130 describes values of the seminorm md (f, x) on a countable and dense subset
of Sn−1 and the next lemma shows that this information completely determines a seminorm.
Lemma 131. Let {vi}∞i=1 ⊂ Sn−1 be a countable and a dense subset. If σ1, σ2 are seminorms
on Rn, and σ1(vi) = σ2(vi) for all i = 1, 2, . . ., then σ1(v) = σ2(v) for all v ∈ Rn.
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Proof. Since σ1(tvi) = σ2(tvi) for all i ∈ N and t ∈ R, it follows that the equality holds
on the set E = {tvi : t ∈ R, i ∈ N} that is dense in Rn in the Euclidan metric. It is a
routine exercise to show that any seminorm σ is bounded by the Euclidean norm, that is
σ(v) ≤ C|v|. Therefore, |σ(u) − σ(v)| ≤ σ(u − v) ≤ C|u − v|. For v ∈ Rn choose wk ∈ E
such that |v − wk| → 0. Then σ(wk) → σ(v), so passing to the limit in σ1(wk) = σ2(wk) as
k →∞, yields the result.
Now we have all we need to complete the proof of Theorem 127. Fix a countable and a
dense set {vi}∞i=1 ⊂ Sn−1. According to Lemma 130, for almost all x and all i,




and md (Φ ◦ f, x)(vi) = lim
t→0+
`Y (Φ ◦ γx,vi|[0,t])
t
.
Therefore (6.4) implies that
md (Φ ◦ f, x)(vi) = md (f, x)(vi)
and (a) follows from Lemma 131, while (b) is an immediate consequence of (a). Finally (c)
and (d) are consequences of Lemma 103. Since (d) easily follows from (c) it remains to prove
(c).

























and it remains to observe that






















The proof is complete.
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6.4 Topological dimension
The topological dimension (small inductive dimension) dimX of a metric space X is
defined as follows:
• dimX is an integer greater than or equal to −1 or dimX =∞.
• dimX = −1 if and only if X = ∅.
• dimX ≤ n if every point in X has an arbitrarily small neighborhood whose boundary
has dimension ≤ n− 1.
• dimX = n if dimX ≤ n and it is not true that dimX ≤ n− 1.
• dimX =∞ if dimX ≤ n is false for all integers n ≥ −1.
There are many other definitions of the topological dimension. They are equivalent to the
above one if X is a separable metric space, see [16, 30].
The next result is well known; see e.g., [3, Theorem 2].
Lemma 132. If an R-tree T has at least two points, then dimT = 1.
Sketch of a proof. Clearly dimT ≥ 1, since T contains a segment. To prove that dimT ≤ 1
it suffices to show that boundaries of balls in T have dimension ≤ 0. It is not difficult to
prove that boundaries of balls in T are ultrametric spaces and every non-empty ultrametric
space has dimension 0, because balls in ultrmetric spaces are clopen.
The following result is due to Szpilrajn [13]. For a proof see [28, Theorem 8.15]
Lemma 133. If a metric space X satisfies Hn+1(X) = 0, where n ≥ −1 is an integer, then
dimX ≤ n.
On the other hand any Cantor set has topological dimension 0, but one can construct
Cantor sets of infinite Hausdorff dimension. Thus in general, information about the topo-
logical dimension does not give any upper estimate for the Hausdorff dimension, except the
situation described in Theorem 134.
Theorem 134. Suppose that f : Rn ⊃ Ω→ X is a Lipschitz continuous map from an open
set onto a metric space X, f(Ω) = X. Then, dimX = n if and only if Hn(X) > 0.
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Proof. It follows from Lemma 133 that if dimX = n, then Hn(X) > 0. Thus it remains
to show the opposite implication. Suppose that Hn(X) > 0. Since Hn+1(X) = 0 (X is a
Lipschitz image of a subset of Rn), Lemma 133 implies that dimX ≤ n and it suffices to
show that the inequality dimX ≤ n−1 is false. Suppose to the contrary that dimX ≤ n−1.
Inequality Hn(X) > 0 and Corollary 115 imply that rank md (f, x) = n on a set of positive
measure. Hence the result is a direct consequence of Theorem 135 applied to dimX = k ≤
n− 1. Indeed, Theorem 135 implies that rank md (f, x) ≤ k ≤ n− 1 a.e. which contradicts
the fact that rank md (f, x) = n on a set of positive measure.
Theorem 135. If f : Rn ⊃ Ω → X is a Lipschitz map from an open set to a metric space
X of topological dimension dimX = k, then rank md (f, x) ≤ k for almost all x ∈ Ω.
Proof. The result is obvious if k ≥ n so we may assume that k < n. Let X̃ = f(Ω). The
space X̃ is separable and dim X̃ ≤ k. Separability of X̃ allows us to assume that X̃ ⊂ `∞
and f = (f1, f2, . . .) : Ω→ `∞.
Suppose to the contrary that rank md (f, x) ≥ k + 1 on a set of positive measure. We
will arrive to a contradiction by showing that dim X̃ > k. To this end we shall need the
following classical result [16, Theorem 1.9.3], [30, Theorem VI.4].
Lemma 136. A separable metric space X has topological dimension less than or equal k,
k ≥ 0, if and only if for each closed set C ⊂ X and a continuous map h : C → Sk, there is
a continuous extension H : X → Sk of h.
Thus it remains to find a closed set C ⊂ X̃ and a continuous map h : C → Sk that has
no continuous extension H : X̃ → Sk.
It follows from Lemma 98 that a certain (k + 1) × (k + 1) minor of the componentwise
derivative Df is non-zero on a set of positive measure. After relabeling indices, translating
Ω, and translating the image in `∞ we may assume that 0 ∈ Ω, f(0) = 0 and that the
function
F = (f1, . . . , fk+1)
∣∣
Ω̃
: Ω̃→ Rk+1, Ω̃ = Ω ∩ {(x1, . . . , xk+1, 0, . . . , 0)} ⊂ Rk+1
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is differentiable at 0 ∈ Ω̃ with detDF (0) 6= 0. Further, replacing f by f ◦ (DF (0))−1, we
may assume that 0 ∈ Ω̃, and
F (0) = 0, DF (0) = I (identity matrix).
Therefore, there is r > 0 such that B̄k+1(0, r) ⊂ Ω̃ and
|F (x)− x| < r/4 whenever |x| = r. (6.8)
Let π : `∞ → Rk+1, π(x1, x2, . . .) = (x1, x2, . . . , xk+1) be the projection on the first k + 1
components, so F = π ◦ (f |Ω̃).
Let C = f(Sk(0, r)) ⊂ X̃ ⊂ `∞, where Sk(0, r) = ∂B̄k+1(0, r) ⊂ Ω̃. Note that if y ∈ C,
then π(y) 6= 0. Indeed, y = f(x), |x| = r so π(y) = F (x) and hence




h : C → Sk, h(y) = π(y)
|π(y)|
is well defined and continuous. It remains to show that there is no continuous extension
H : X̃ → Sk of h. Suppose, by way of contradiction, that such H exists. Then
g : B̄k+1(0, 1)→ Sk, g(x) = H(f(rx)) (6.9)
is well defined and continuous.
If |x| = 1, then rx ∈ Sk(0, r), so f(rx) ∈ C and hence
g(x) = h(f(rx)) =
F (rx)
|F (rx)|
, whenever |x| = 1.








|g(x)− x| < 1
2
whenever |x| = 1. (6.11)
86
Indeed, since g : B̄k+1(0, 1) → Sk ⊂ Rk+1, Lemma 119 yields B̄k+1(0, 1/2) ⊂ g(B̄k+1(0, 1))
which contradicts the fact that the image of g is contained in the unit sphere.
To prove (6.11), let |x| = 1. It follows from (6.8) and the triangle inequality that
∣∣∣∣1− |F (rx)|r
∣∣∣∣ = ∣∣∣∣|x| − ∣∣∣F (rx)r ∣∣∣
∣∣∣∣ ≤ ∣∣∣∣F (rx)r − x
∣∣∣∣ < 14 .
Therefore,
|g(x)− x| ≤
∣∣∣∣ F (rx)|F (rx)| − F (rx)r
∣∣∣∣+ ∣∣∣∣F (rx)r − x
∣∣∣∣ < ∣∣∣∣ F (rx)|F (rx)|(1− |F (rx)|r )
∣∣∣∣+ 14 < 12 .
This proves (6.11) and completes the proof of the theorem.
As a corollary of Theorem 135, Lemma 132 and Corollary 115 we obtain
Theorem 137. If f : Rn ⊃ Ω→ T , is a Lipschitz map from an open set into an R-tree T ,
then rank md (f, x) ≤ 1 a.e. If in addition, n ≥ 2, then Hn(f(Ω)) = 0.
6.5 Factoring Lipschitz maps
Material of this section is based mostly on [50]. Similar constructions appear also in
[36, 44]. Theorem 145 is new.
Given metric spaces X, Y, Z, we say that a Lipschitz map Φ : X → Y factors through Z,
if there are Lipschitz maps ψ : X → Z and φ : Z → Y such that Φ = φ ◦ ψ.
We say that a metric space (X, d) is Cq-quasiconvex, where Cq ≥ 1 is a constant, if for
any x, y ∈ X there is a rectifiable curve γ : [0, 1] → X such that γ(0) = x, γ(1) = y and
`(γ) ≤ Cqd(x, y). A meric space is said to be quasiconvex if it is Cq-quasiconvex for some
Cq ≥ 1.
Let X be a Cq-quasiconvex metric space, Y another metric space, and let Φ : X → Y be
an L-Lipschitz map. We define a quasimetric on X by
dΦ(x, y) = inf{`(Φ ◦ γ) : γ : [0, 1]→ X, γ(0) = x, γ(1) = y}, (6.12)
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where the infimum is over all rectifiable curves γ connecting x to y in X. Note that, with a
suitable reparameterization, we can assume that γ is Lipschitz.
It is easy to see that
dY (Φ(x),Φ(y)) ≤ dΦ(x, y) ≤ CqLdX(x, y). (6.13)
In particular,
dΦ(x, y) = 0 ⇒ Φ(x) = Φ(y). (6.14)
However, in general,
Φ(x) = Φ(y) ; dΦ(x, y) = 0.
Let ∼ be an equivalence relation in X defined by
x ∼ y if and only if dΦ(x, y) = 0,
and let ZΦ = X/ ∼. We equip Z with the quotient distance
dΦ([x], [y]) := dΦ(x, y)
(one needs to check first that dΦ is well defined in ZΦ i.e., if x ∼ x′ and y ∼ y′, then
dΦ(x, y) = dΦ(x
′, y′)). The next result is an easy exercise left to the reader.
Lemma 138. (ZΦ, dΦ) is a metric space.





ψ7−→ [x] φ7−→ Φ(x)
so Φ = φ ◦ ψ. Note that the mapping
φ : ZΦ → Y, φ([x]) = Φ(x)
is well defined, because (6.14) yields
[x] = [x′] ≡ x ∼ x′ ≡ dΦ(x, x′) = 0 ⇒ Φ(x) = Φ(x′).
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Lemma 139. The mapping ψ : X → ZΦ is CqL-Lipschitz and the mapping φ : ZΦ → Y is
1-Lipschitz. Therefore Φ : X → Y factors through ZΦ, namely Φ = φ ◦ ψ.
Proof. The mapping ψ is CqL-Lipschitz because according to (6.13)
dΦ(ψ(x), ψ(y)) = dΦ([x], [y]) = dΦ(x, y) ≤ CqLdX(x, y).
On the other hand, φ is 1-Lipschitz because according to (6.13)
dY (φ([x]), φ([y])) = dY (Φ(x),Φ(y)) ≤ dΦ(x, y) = dΦ([x], [y]).
Corollary 140. For any curve α : [0, 1]→ ZΦ we have `(φ ◦ α) ≤ `(α).
Indeed, φ is 1-Lipschitz and composing with a 1-Lipschitz map cannot increase the length
of a curve.
Lemma 141. If γ : [0, 1] → X is a rectifiable curve and α = ψ ◦ γ : [0, 1] → ZΦ, then
`(α) = `(φ ◦ α).
In other words, φ preserves lengths of curves in ZΦ that are images of rectifiable curves
in X.
Proof. Let γ : [0, 1]→ X and α = ψ ◦ γ : [0, 1]→ ZΦ. In view of Corollary 140 it suffices to
show that
`(φ ◦ α) ≥ `(α). (6.15)
Note that
φ ◦ α = Φ ◦ γ. (6.16)
Indeed, φ ◦ α = φ ◦ ψ ◦ γ = Φ ◦ γ. Now taking the supremum over the partitions 0 = t0 <




dΦ([γ(ti)], [γ(ti+1)]) = sup
n−1∑
i=0
dΦ(γ(ti), γ(ti+1)) ≤ ♥.
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Since γ|[ti,ti+1] is a rectifiable curve connecting γ(ti) to γ(ti+1), the definition of dΦ (see (6.12))
yields that












= `(Φ ◦ γ) (6.16)= `(φ ◦ α),
This completes the proof of (6.15) and hence that of the lemma.
Corollary 142. (ZΦ, dΦ) is a length space. If in addition, X is compact, then ZΦ is a
geodesic space.
Proof. If [x], [y] ∈ ZΦ and γ : [0, 1] → X, γ(0) = x, γ(1) = y, is a rectifiable curve, then
α = ψ ◦ γ : [0, 1]→ ZΦ, α(0) = [x], α(1) = [y] and according to Lemma 141 and (6.16),
`(α) = `(φ ◦ α) = `(Φ ◦ γ).
Therefore, the definition of dΦ yields
dΦ([x], [y]) = dΦ(x, y) = inf
γ
`(Φ ◦ γ) = inf
α
`(α). (6.17)
We proved that dΦ([x], [y]) equals the infimum of length of curves α in ZΦ that have a special
form α = ψ ◦ γ. But the infimum over all curves in ZΦ that connect [x] to [y] cannot be
smaller than dΦ([x], [y]) so dΦ([x], [y]) is equal to the infimum over all curves in ZΦ that
connect [x] to [y].
Now suppose that additionally X is compact. Then ZΦ is also compact as a CqL-Lipschitz
image of X and hence it is geodesic by Corollary 27.
In (6.17) we proved that the distance in ZΦ is obtained as infimum of lengths over a
subclass of curves α = ψ ◦ γ connecting given two points. While, in general, not every
rectifiable curve in ZΦ is of that form (see Example 144), all rectifiable curves in ZΦ can be
well approximated by such curves.
Lemma 143. Let α : [0, 1] → ZΦ be a Lipschitz curve. Then, there is a sequence of
Lipschitz curves γn : [0, 1]→ X, such that αn = ψ ◦ γn : [0, 1]→ ZΦ satisfies: αn(0) = α(0),
αn(1) = α(1), αn → α uniformly, and `(αn)→ `(α).
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Example 144. We shall construct an example in which we necessarily have `(γn) → ∞.
In such a case, it is not possible to construct a Lipschitz curve γ : [0, 1] → X satisfying
α = ψ ◦ γ.
Let X = [0, 3], Y = [0, 2], and let Φ : X → Y be defined by
Φ(x) =

x if 0 ≤ x ≤ 1
1 if 1 ≤ x ≤ 2
x− 1 if 2 ≤ x ≤ 3.
Then ZΦ = Y , ψ = Φ, and φ = id . If α : [0, 1] → [0, 2] = ZΦ is a Lipschitz curve such that
for some s < t, α(s) < 1, α(t) > 1, then for all sufficiently large n, γn(s) < 1, γn(t) > 2,
and hence `(γn|[s,t]) > 1. Therefore, if α is a highly oscillating curve that crosses the point
1 ∈ [0, 2] = ZΦ infinitely many times, we necessarily have `(γn)→∞.











Fix xn,i ∈ X satisfying [xn,i] = ψ(xn,i) = α(tn,i). Since
dΦ(α(tn,i), α(tn,i+1)) = dΦ(xn,i, xn,i+1),
the definition of dΦ yields the existence of a curve
γn,i : [tn,i, tn,i+1]→ X, γn,i(tn,i) = xn,i, γn,i(tn,i+1) = xn,i+1
such that




According to Lemma 141,
`(Φ ◦ γn,i) = `(φ ◦ (ψ ◦ γn,i)) = `(ψ ◦ γn,i). (6.20)
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For each n, define a Lipschitz curve γn : [0, 1] → X as the concatenation of the curves
{γn,i}kn−1i=0 , and let αn = ψ ◦ γn. Then (6.21) implies that `(α) − 1/n ≤ `(αn) ≤ `(α) + 1/n
which proves that `(αn)→ `(α).
Note that
αn(tn,i) = (ψ ◦ γn,i)(tn,i) = ψ(xn,i) = α(tn,i), (6.22)
and in particular αn(0) = α(0), αn(1) = α(1). It remains to prove that αn → α uniformly.
Assume that α is M -Lipschitz. Note that αn|[tn,i,tn,i+1] = ψ ◦ γn,i, so (6.20) and (6.19)
yield
`(αn|[tn,i,tn,i+1]) ≤ dΦ(α(tn,i), α(tn,i+1)) +
1
nkn




Since by (6.22), curves αn and α coincide at the endpoints of the interval [tn,i, tn,i+1], for
tn,i ≤ t ≤ tn,i+1 we have
dΦ(αn(t), α(t)) ≤ `(α|[tn,i,tn,i+1]) + `(αn|[tn,i,tn,i+1])
≤M |tn,i+1 − tn,i|+
(








This proves uniform convergence αn → α and completes the proof.
The next result shows that for any n, the mapping Φ : ZΦ → Y preserves the Hn measure
of certain subsets of ZΦ.
Theorem 145. Let Φ : X → Y be a Lipschitz map between a quasiconvex metric space X,
and another metric space Y . Let ψ : X → ZΦ and φ : ZΦ → Y be as above.
If f : Ω → X is a Lipschitz map defined on an open set Ω ⊂ Rn for some n, and
X̃ = f(Ω), then
(a) md (ψ ◦ f, x) = md (Φ ◦ f, x) for almost all x ∈ Ω.










Proof. The result follows immediately from Theorem 127, because according to Lemma 141,
the mapping φ : ZΦ → Y preserves length of curves γx,v(t) = (ψ ◦ f)(x+ tv).
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6.6 Proof of Theorem 114
The implication (⇒) easily follows from Theorem 137 and from Lemma 118. Therefore,
it remains to prove the implication (⇐). Some ideas used below are based on the proof of
Theorem 5 in [50].
Since the proof will rely on the characterization of R-trees as in part (g) of Lemma 29,
we need a few simple lammata about the integral expression there, but first we will start
with an informal heuristic discussion.
If D ⊂ R2 is a smooth bounded simply connected domain, and γ : S1 → ∂D is an

















represents the oriented area enclosed by γ—the sum (possibly infinite) of areas of bounded
connected components of R2 \ γ(S1), multipled by the corresponding winding numbers.
Thus, roughly speaking, condition (g) in Lemma 29 says that there are no closed curves
in X with non-trivial “holes”, as otherwise we could project such a curve to R2, by composing
it with a suitably constructed Lipschitz map π : X → R2, so that the resulting curve π ◦ γ
would bound a non-zero oriented area
A(π ◦ γ) =
∫
S1
(π ◦ γ)∗(x dy) 6= 0.
This interpretation is consistent with our intuition that R-trees are geodesic spaces without
non-trivial loops.
In fact, we will not use the above geometric interpretation of A(γ), but it is important
to keep it in mind to provide intuition for the estimates that we do next.
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Lemma 146. Let γ : S1 → R2 be a Lipschitz curve and let Γ = (Γ1,Γ2) : B̄2 → R2 be any








If Γ is smooth up to the boundary, it follows from Stokes’ theorem, and in the Lipschitz
case one can prove it by using a smooth approximation. For a detailed proof of a more
general result, see for example, [11, Lemma 4.9].
If γ : S1 → R2 is a Lipschitz curve and γ̄ = (γ̄1, γ̄2) : [0, 1] → R2, γ̄(t) = γ(exp(2πit)),










so with a slight abuse of notation we can identify γ with γ̄ and, whenever it is convenient,
regard γ as a curve γ : [0, 1]→ R2 satisfying γ(0) = γ(1).
Lemma 147. Suppose that γn : S1 → R2, n = 1, 2, . . . are Lipschitz curves that uniformly
converge to a Lipschitz curve γ : S1 → R2. Assume also that there exists M > 0 such that
`(γn) ≤M for all n. Then,
lim
n→∞
A(γn) = A(γ) .
























(γ1 − γn,1)γ′2 dt−
∫ 1
0
γ′n,1(γ2 − γn,2) dt ,
where the last equality follows from the integration by parts. If we show that the the right-
hand side converges to zero we are done. Since |γ′| is bounded and γn,1 → γ1 uniformly, it
follows that ∣∣∣∣∫ 1
0
(γ1 − γn,1)γ′2 dt
∣∣∣∣ ≤ ‖γ′‖∞ ∫ 1
0
|γ1 − γn,1| dt
n→∞−→ 0.
Next, we have∣∣∣∣∫ 1
0
γ′n,1(γ2 − γn,2) dt
∣∣∣∣ ≤ ‖γ2 − γn,2‖∞ ∫ 1
0
|γ′n,1| dt ≤M‖γ2 − γn,2‖∞
n→∞−→ 0.
The proof is complete.
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For the rest of this section, f : [0, 1]n → X is Lipschitz and Z := Zf is the corresponding
metric space constructed as in Section 6.5, together with Lipschitz maps ψ : [0, 1]n → Z and
φ : Z → [0, 1]n, such that f = φ ◦ ψ.
Now, we are ready to prove the implication (⇐). We need to prove that if f : [0, 1]n → X
is Lipschitz, and rank md (f, x) ≤ 1 a.e., then f factors through an R-tree. Since it factors
through Z, it suffices to prove that Z is an R-tree.
By Corollary 142, Z is geodesic, so according to part (g) of Lemma 29, it suffices to show
that for every Lipschitz curve α : S1 → Z and every Lipschitz function π : Z → R2,
A(π ◦ α) =
∫
S1
(π ◦ α)∗(x dy) = 0. (6.24)
First, assume that α = ψ ◦ γ : S1 → Z, where γ : S1 → [0, 1]n is a Lipschitz curve. Let
g : B̄2 → [0, 1]n be a Lipschitz extension of γ to the closed unit disc.
For technical reasons that will be explained later, we need an extension g with the
property that it maps the interior of the disc to the interior of the cube g(B2) ⊂ (0, 1)n. That
however, can be easily guaranteed. Indeed, if g : B̄2 → [0, 1]n is any Lipschitz extension of
α, then g̃ : B̄2 → [0, 1]n defined by
g̃(x) =
(
g(x)− (1/2, 1/2, . . . , 1/2)
)
|x|+ (1/2, 1/2, . . . , 1/2),
agrees with g on the boundary of the disc, |x| = 1 (and hence g̃ is an extension of α),
and when |x| < 1, g̃(x) is in the interior of the segment connecting the center of the cube
(1/2, 1/2, . . . , 1/2) to g(x) so g̃(x) belongs to the interior (0, 1)n of the cube.
Then, π ◦ψ ◦ g : B̄2 → R2 is a Lipschitz extension of π ◦ψ ◦ γ : S1 → R2, and Lemma 146
yields
A(π ◦ α) = A(π ◦ ψ ◦ γ) =
∫
B2
detD(π ◦ ψ ◦ g) . (6.25)
Clearly, for Lipschitz mappings h : Rn ⊃ Ω → Rm, rankDh(x) = rank md (h, x), whenever
h is differentiable at x, so Lemma 118, and part (a) of Theorem 145 give
rankD(π ◦ ψ ◦ g) = rank md (π ◦ ψ ◦ g) ≤ rank md (ψ ◦ g) = rank md (f ◦ g) a.e. (6.26)
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Since by assumptions, rank md (f) ≤ 1 a.e., Proposition 121 implies that rank md (f ◦g) ≤ 1
a.e. (this is where we use the assumption that g(B2) ⊂ (0, 1)n), and hence rankD(π◦ψ◦g) ≤ 1
by (6.26). This and (6.25) proves that A(π ◦ α) = 0.
That is, we proved (6.24) for curves α : S1 → Z that factor through [0, 1]n, α = ψ ◦ γ,
while we need to prove (6.24) for all Lipschitz curves α : S1 → Z. We can however, easily
pass to the general case with the help of Lemmata 143 and 147.
Let α : S1 → Z be a Lipschitz curve. Let αj = ψ ◦ γj be the approximation described
in Lemma 143. Note that the curves αj are closed because they coincide with α at the
endpoints.
Then A(π ◦ αj) = 0, because of the special form of αj. Since αj → α uniformly, and
curves αj have uniformly bounded length, curves π ◦ αj : S1 → R2 have uniformly bounded
length and they converge uniformly to π ◦ α, so Lemma 147 yields
0 = A(π ◦ αj)→ A(π ◦ α)
and (6.24) follows. The proof is complete.
6.7 Proof of Theorem 108
We will prove the theorem by proving implications (b′) ⇒ (c′) ⇒ (d′) ⇒ (e′) ⇒ (f ′) ⇒
(b′).
Implication (b′)⇒ (c′). According to Proposition 99, almost all x ∈ E ∩ (0, 1)n+m have the
property that for any j ∈ N, and for all sufficiently small r > 0, the set f(B(x, r)) can be
covered by jk balls each of radius 3
√
kLr/j, where L = Lip (f) and k = rank md (f, x) ≤




nLr/j, for all sufficiently small r > 0, we have








Since n − k ≥ n − (n − 1) = 1, and j was arbitrary, we have Θ∗n(f, x) = 0. Since, this is
true for almost all x ∈ E ∩ (0, 1)n+m, (c′) is proved.
Implication (c′)⇒ (d′) is obvious.
Implication (d′)⇒ (e′) is a direct consequence of the following estimate.
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Proposition 148. If f : Qo = [0, 1]
n+m → X, n ≥ 1, m ≥ 0, is a Lipschitz map into a
metric space and E ⊂ Qo is a measurable set, then
Hn,m∞ (f, E) .n,m
∫
E
Θn∗ (f, x) dHn+m(x) .
Remark 149. This is a slight improvement of [27, Proposition 5.1]. The proof presented
below is similar to the one in [27], but Proposition 5.1 in [27] involved a slightly different
definition of Hn,m∞ than the one we use now, and this is one of the reasons for providing
details.
Proof. The function Θn∗ (f, ·) is integrable as bounded and measurable. Let
A = {x ∈ E ∩ (0, 1)n+m : x is a Lebesgue point of Θn∗ (f, ·)}.
Fix ε > 0. There is an open set U ⊂ Qo, such that A ⊂ U and∫
U
Θn∗ (f, x) dHn+m(x) <
∫
A
Θn∗ (f, x) dHn+m(x) + ε =
∫
E
Θn∗ (f, x) dHn+m(x) + ε.




< Θn∗ (f, x) + ε, B(x, r
i
x) ⊂ U.
For each i, we can find a closed dyadic cube Qix such that





< Θn∗ (f, x) + ε, Q
i
x ⊂ U. (6.27)
Since averages of Θn∗ (f, ·) over the cubes Qix converge to Θn∗ (f, x), as i → ∞, by assuming
that all rix are sufficiently small, we may guarantee that
Θn∗ (f, x) <
∫
Qix
Θn∗ (f, y) dHn+m(y) + ε. (6.28)




Θn∗ (f, y) dHn+m(y) + 2ε(diamQix)n+m.
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The collection of (closed) dyadic cubes
Q = {Qix : x ∈ A, i ∈ N}
forms a covering of A. Dyadic cubes have an amazing property that given two dyadic cubes,
they have disjoint interiors or one is contained in another one. Thus leaving in Q only
the largest cubes that are not contained in any larger cube from Q, we obtain a subfamily
{Qj}j ⊂ Q of dyadic cubes with pairwise disjoint interiors such that A ⊂
⋃
j Qj. Since
Hn+m(E \ A) = 0, the definition of Hn,m∞ along with (6.1) yield

















Θn∗ (f, y) dHn+m(y) + 2ε ≤
∫
E
Θn∗ (f, y) dHn+m(y) + 3ε
and the result follows upon letting ε→ 0.
Implication (e′)⇒ (f ′) is obvious because of (6.2).
Implication (f ′)⇒ (b′). According to Lemmata 37 and 98 it suffices to prove the following
result.
Proposition 150. If f = (f1, f2, . . .) : Qo = [0, 1]
n+m → `∞, n ≥ 1, m ≥ 0, is Lipschitz,
E ⊂ Qo is measurable, and Ĥn,m∞ (f, E) = 0, then rankDf(x) ≤ n− 1, for Hn+m-almost all
x ∈ E.
Proof. We shall ignore the points on the boundary of the cube. If rankDf(x) ≥ n at some
x, then there exist indices i1 < i2 < . . . < in such that ∇fi1(x), . . . ,∇fin(x) are linearly
independent. If we let π : `∞ → Rn be the projection π(x) = (xi1 , . . . , xin), then the latter
statement is equivalent to rankD(π ◦ f)(x) = n. There are countably many possibilities
for choosing n natural numbers, so, the proposition will follow once we prove that for any
i1 < i2 < . . . < in, the equality rankD(π ◦ f)(x) = n occurs only on a null subset of E, i.e.
rankD(π ◦ f)(x) ≤ n− 1, for Hn+m-almost all x ∈ E.
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But this follows immediately from the next lemma since by easy estimates1
Ĥn,m∞ (π ◦ f, E) ≤ (Lip π)nĤn,m∞ (f, E) = 0.
We need to apply the next lemma to F = π ◦ f : Qo → Rn.
Lemma 151. If F : Qo = [0, 1]
n+m → Rn, n ≥ 1, m ≥ 0 is Lipschitz, E ⊂ Qo is measurable,
and Ĥn,m∞ (F,E) = 0, then rankDF (x) ≤ n− 1 for Hn+m-almost all x ∈ E.
Proof. According to the classical co-area formula (Lemma 104)∫
E
|JF (x)| dHn+m(x) =
∫
Rn
Hm(F−1(y) ∩ E) dHn(y).
Note that if F is differentiable at x, then |JF (x)| = 0 if and only if rankDF (x) ≤ n − 1.
Therefore, it suffices to show that |JF (x)| = 0 for almost all x ∈ E. To this end, it suffices
to show that Hm(F−1(y) ∩ E) = 0 for Hn-almost all y ∈ Rn.
Assume that m ≥ 1. A similar argument works for m = 0.
Let ε > 0 be given. Since Ĥn,m∞ (F,E) = 0, it follows that there is a covering E ⊂
⋃
iAi ⊂
Qo, such that ∑
i
Hn∞(F (Ai))(diamAi)m < ε.
According to Lemmata 20 and 18, there are Borel sets Zi ⊂ Rn such that F (Ai) ⊂ Zi and
Hn∞(F (Ai)) = Hn(F (Ai)) = Hn(Zi). We have
Hm∞(F−1(y) ∩ E) .m
∑
i
(diam(F−1(y) ∩ Ai))m =
∑
i






Since the function on the right hand side is Borel, integration yields∫ ∗
Rn








mHn∞(F (Ai)) < ε.
Since this is true for any ε > 0, we conclude that∫ ∗
Rn
Hm∞(F−1(y) ∩ E) dHn(y) = 0.
Thus, Hm∞(F−1(y)∩E) = 0, and hence Hm(F−1(y)∩E) = 0, for Hn-almost all y ∈ Rn. The
proof of Lemma 151 is complete.




This also completes the proof of Proposition 150 and hence that proof of the implication.
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