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The primitive normal basis theorem asks whether every ﬁnite
ﬁeld extension has a primitive normal basis of this extension.
The proof of this problem has recently been completed by Lenstra
and Schoof (1987) [6], and another proof is given by Cohen and
Huczynska (2003) [3]. We present a more general result, where
the primitive element generating a normal basis is replaced by
a primitive element generating the ﬁnite Carlitz module. Such
generators always exist except for ﬁnitely many cases which might
not exist.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let q be a prime power with q > 1 and m a positive integer. Let Fq denote the ﬁnite ﬁeld with q
elements and let Fqm be the ﬁnite extension of Fq of degree m. It is well know that the multiplicative
group F∗qm = Fqm −{0} of Fqm is a cyclic group and an element who generates F∗qm is called a primitive
root of Fqm . In addition, Fqm can also be viewed as a vector space over Fq of dimension m. A basis of
Fqm over Fq in the form
{
α,αq, . . . ,αq
m−1}
is called a normal basis of Fqm over Fq . Particularly, we call a normal basis {α,αq, . . . ,αqm−1} of Fqm
over Fq a primitive normal basis of Fqm over Fq if α is a primitive root of Fqm .
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large q. In 1968, Davenport [4] proved the existence of a primitive normal basis of Fqm over Fq for all
m if q is a prime. In the end, the proof of the existence of a primitive normal basis for all q and m
was given by Lenstra and Schoof [6] in 1987 and another proof that does not rely on a computer was
given by Cohen and Huczynska [3] in 2003. The purpose of this paper is to generalize the primitive
normal basis theorem to the case of Carlitz modules.
In this paper, let A = Fq[T ] be the polynomial ring with coeﬃcients in Fq . The degree of the poly-
nomial a in A is denoted by dega and the valuation of a is denoted by |a| = qdega . Let τ i = xqi be the
qith-power Frobenius mapping and L{τ } be the ring of Fq-linear polynomials in one indeterminant
x with coeﬃcients in L under composition. The Carlitz A-module deﬁned over A is the Fq-algebra
homomorphism ψ from A to A{τ } deﬁned by
ψ(1) = τ 0, ψ(T ) = T τ 0 + τ 1.
The structure of Carlitz A-module A is given by
ba = ψ(a)(b).
Throughout this paper, we ﬁx a monic irreducible f in A of degree d. Then E1 = A/( f ) is a ﬁnite
ﬁeld with qd elements. Let Em be the ﬁnite extension of E1 of degree m. Apply the canonical projec-
tion ι : A → E1 to the coeﬃcients of ψ(a) for all a in A and then we obtain elements in E1{τ }. Thus,
a ﬁnite Carlitz A-module is an Fq-algebra homomorphism Ψ : A ψ→ A{τ } → E1{τ } deﬁned by
Ψ (1) = τ 0, Ψ (T ) = T τ 0 + τ 1,
and the structure of the ﬁnite Carlitz A-module Em , denoted by C(Em), is
αa = Ψ (a)(α)
for all a in A and α in C(Em). It is known that the ﬁnite Carlitz A-module C(Em) is isomorphic to
A/( f m − 1) as A-module, i.e., C(Em) is a cyclic A-module. An element that generates C(Em) is called
a generator of C(Em). More details can be found in Chapter 3 of D. Goss [5].
For any α in C(Em), deﬁne the order of α, denoted by ordC(α), as the monic polynomial g in A of
the least degree such that αg = 0. Since C(Em) is isomorphic to A/( f m − 1), ordC(α) divides f m − 1.
Particularly, any generator of C(Em) is of order f m − 1.
For any α in E∗m , deﬁne the order of α, denoted by ord(α), as the least positive integer n such
that αn = 1. Since E∗m is a cyclic group with qdm − 1 elements, ord(α) divides qdm − 1. Particularly,
any primitive root of Em is of order qdm − 1.
For any element α in Em , the element α is called a primitive generator of C(Em) if α is a primitive
root of Em and also a generator of ﬁnite Carlitz A-module C(Em), i.e., ord(α) = qdm −1 and ordC(α) =
f m − 1.
The main theorem of this paper is
Theorem 3.3. For any prime power q > 1 and an irreducible f in A, let Em be the ﬁnite extension of E1 =
A/( f ) of degree m. There exists a primitive generator of C(Em) except for ﬁnite cases.
In fact, these ﬁnitely possible exceptions will be listed in Theorem 3.5. Moreover, in Example 3.4
we illustrate an exception that exists no primitive generator in the case when q = 2 and d = 2,
m = 1.
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algebra homomorphism Ψ : A ψ→ A{τ } → Fq{τ } is given by
Ψ (1) = τ 0, Ψ (T ) = τ 1, Ψ (T 2)= τ 2, . . . .
In this case, the structure of ﬁnite Carlitz A-module C(Em) = C(Fqm ) is αT i = τ i(α) = αqi for all α in
Em = Fqm , and a normal basis of Em = Fqm over E1 = Fq is a basis of the form{
β,βq, . . . , βq
m−1}= {β1, βT , . . . , βTm−1}.
In Lenstra and Schoof [6], β gives a normal basis of Em over E1 if and only if the order of β , ordC(β),
in C(Em) is Tm − 1, i.e., β is a generator of the ﬁnite Carlitz A-module C(Em). Hence, the result in
our Theorem 3.3 with f = T is equivalent to the existence of the normal primitive bases for ﬁnite
ﬁelds.
Unless otherwise stated in this paper, g, g′ will denote monic polynomials in A, P will denote a
monic prime in A, k will denote a positive integer, and p will denote a prime number.
2. Auxiliary lemmas
In this section, we introduce some lemmas used to prove our main Theorem 3.5.
First, we deﬁne
X = {x ∈ C(Em) ∣∣ ordC(x) = f m − 1}
and
Y = {y ∈ E∗m ∣∣ ord(y) = qdm − 1}.
Let Z denote the multiplicative group F∗q of Fq and Q denote the index of Z in E∗m , i.e.,
Q = q
dm − 1
q − 1 . (2.1)
For every α in C(Em) and c in Z , since (cα)a = cαa for all a in A, ordC(α) = ordC(cα). Thus, we
have Z X = X , where Z X = {cx | c ∈ Z , x ∈ X}.
Moreover, deﬁne Y Z = {yc | y ∈ Y , c ∈ Z} and then we obtain the following lemma.
Lemma 2.1. X ∩ Y is nonempty if and only if X ∩ (Y Z) is nonempty.
Proof. Since X ∩ Y is nonempty and Y ⊂ Y Z , X ∩ (Y Z) is nonempty. Conversely, if X ∩ (Y Z) is
nonempty, then there exists an element x ∈ X such that x = yc for some y ∈ Y and c ∈ Z . Further,
c−1x = y ∈ (Z X) ∩ Y = X ∩ Y . Thus, X ∩ Y is nonempty. 
Let G be a ﬁnite cyclic group with #(G) = h, where #(S) denotes the cardinality of the set S , and
let Ĝ be the cyclic group of characters of G . Let χ0 be the trivial character of G . The order of χ in Ĝ ,
denoted by Ord(χ), is the minimal positive integer n such that χn = χ0. The facts we use involving
the characters of G could be found in [7].
In [6], Lenstra and Schoof deﬁned the characteristic function ω : G → C as
ω(α) =
∑
n|h
μ(n)
φ(n)
∑
χ∈Ĝ,Ord(χ)=n
χ(α). (2.2)
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Lemma 2.2. Let G be a ﬁnite cyclic group with h elements. Then we have for any α in G, ω(α) = 0 if and only
if α is not a generator of G.
Proof. According to [6] (2.1), we have
ω(α) =
∏
p|h
(
1− 1
p − 1
∑
χ∈Ĝ,Ord(χ)=p
χ(α)
)
.
From this equality, we obtain that ω(α) = 0 if and only if there exists a prime p dividing h such
that
∑
χ∈Ĝ,Ord(χ)=p χ(α) = p − 1, i.e., ∑
χ∈Ĝ,χ p=χ0
χ(α) = p.
Since Ĝ is also a cyclic group with h elements, for any α in G and n dividing h, we have
∑
χ∈Ĝ,χn=χ0
χ(α) =
{
n if α
h
n = e,
0 otherwise,
where e is the identity element of G .
Combining these, we get ω(α) = 0 if and only if α hp = e for some prime p dividing h, that is, α is
not a generator of G . 
Let Ê∗m denote the cyclic group of multiplicative characters of Em and let χ0 be the trivial character
in Ê∗m . For any positive integer n dividing qdm − 1, let
Ê∗m[n] =
{
χ ∈ Ê∗m
∣∣ χn = χ0}.
In viewing as groups, Ê∗m[Q ] is isomorphic to Ê∗m/Z . Therefore, applying (2.2) with G = E∗m/Z and
h = Q , the characteristic function ω : E∗m → C, deﬁned by
ω(α) =
∑
n|Q
μ(n)
φ(n)
∑
χ∈Ê∗m,Ord(χ)=n
χ(α), (2.3)
has the following property.
Lemma 2.3. For any α in E∗m, ω(α) = 0 if and only if α /∈ Y Z .
Proof. Applying Lemma 2.2, we get that ω(α) = 0 if and only if αZ is not a generator of E∗m/Z . Since
any surjective group homomorphism of ﬁnite cyclic groups, such as E∗m → E∗m/Z , induces a surjective
map on the sets of generators, we obtain that
Y Z = {α ∈ E∗m ∣∣ αZ is not a generator of E∗m/Z}.
Hence, we have ω(α) = 0 if and only if α /∈ Y Z . 
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a in A and λ in Êm , the function λa : Em → C is deﬁned as λa(α) = λ(αa) for all α in C(Em). In fact,
λa is an additive character of Em and Êm has the A-module structure deﬁned as
A× Êm → Êm,
(a, λ) → λa.
We deﬁne the order of λ in Êm , denoted by OrdC(λ), as the monic polynomial g in A of the
least degree such that λg = λ0. Since λ f m−1(α) = λ(α f m−1) = λ(0) = 1 for all λ in Êm and α in Em ,
λ f
m−1 = λ0 and hence OrdC(λ) divides f m − 1.
For any monic polynomial g in A dividing f m − 1, let
Êm[g] =
{
λ ∈ Êm
∣∣ λg = λ0} (2.4)
and let
Em
[
f m − 1
g
]
=
{
α ∈ C(Em)
∣∣∣ α f m−1g = 0}.
It is easy to deduce that Êm[g] is an A-submodule of Êm and Em[ f m−1g ] is an A-submodule of C(Em).
Moreover, viewing as A-submodules, Êm[g] is isomorphic to ̂Em/Em[ f m−1g ] and Em[ f
m−1
g ] is isomor-
phic to A/( f
m−1
g ). Therefore, #(Êm[g]) = |g|. Thus, (2.4) can be written as
∑
g′|g
#
{
λ ∈ Êm
∣∣ OrdC(λ) = g′}= #(Êm[g])= |g|.
Combining this with the formula
∑
g′|g
Φ
(
g′
)= |g|,
we obtain
#
{
λ ∈ Êm
∣∣ OrdC(λ) = g}= Φ(g), (2.5)
where Φ is the Euler φ-function for polynomials. Therefore, we have
Lemma 2.4. Êm is a cyclic A-module and isomorphic to A/( f m − 1).
Proof. By (2.5) with g = f m − 1, we obtain
#
{
λ ∈ Êm
∣∣ OrdC(λ) = f m − 1}= Φ( f m − 1) 1.
Since #(Êm) = #(Em) = qdm = | f m − 1|, Êm is a cyclic A-module and Êm is isomorphic to
A/( f m − 1). 
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by
Ω(α) =
∑
g| f m−1
M(g)
Φ(g)
∑
λ∈Êm,OrdC(λ)=g
λ(α). (2.6)
Lemma 2.5. For any α in ﬁnite Carlitz A-module C(Em), we have Ω(α) = 0 if and only if α /∈ X, i.e., α is not
a generator of C(Em).
Proof. Following the line of the proof of Lemma 2.3, we write
Ω(α) =
∏
P | f m−1
(
1− 1|P | − 1
∑
λ∈Êm,OrdC(λ)=P
λ(α)
)
.
From this equality, we obtain that Ω(α) = 0 if and only if there exists a monic prime P dividing
f m − 1 such that ∑λ∈Êm,OrdC(λ)=P λ(α) = |P | − 1, i.e.,∑
λ∈Êm, λP=λ0
λ(α) = |P |.
Moreover, for any monic g dividing f m − 1, since Êm[g] is a cyclic A-module and isomorphic to
̂Em/Em[ f m−1g ] as A-module, we have
∑
λ∈Êm, λg=λ0
λ(α) =
{
|g| if α f
m−1
g = 0,
0 otherwise.
Combining these, we get Ω(α) = 0 if and only if α f
m−1
P = 0 for some monic prime P dividing f m −1,
that is, α is not a generator of C(Em). 
3. The main theorem
Let f be a monic irreducible polynomial in A of degree d. Then E1 = A/( f ) is a ﬁnite ﬁeld with
qd elements. Let Em be the ﬁnite extension of E1 of degree m. The ﬁnite Carlitz A-module C(Em) is
a cyclic Carlitz A-module with qdm elements and the multiplicative group E∗m is a cyclic group with
qdm − 1 elements. The set X consisting of the generators of C(Em) is
X = {x ∣∣ ordC(x) = f m − 1},
and the set Y consisting of the primitive roots of Em is
Y = {y ∣∣ ord(y) = qdm − 1}.
Therefore, the set consisting of elements that are both generators of C(Em) and primitive roots is
exactly X ∩ Y , and the element in X ∩ Y is called a primitive generator of C(Em). As the deﬁnitions
in Section 2, let Z denote the multiplicative group F∗q of Fq and Q = q
dm−1
q−1 denote the index of Z
in E∗m .
For convenience, we extend the deﬁnition of χ ∈ Ê∗m by setting χ0(0) = 1 and χ(0) = 0 if χ is a
nontrivial multiplicative character.
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monic prime divisors of f m − 1 in A. Suppose that
(
2s − 1)(2t − 1)< q dm2 , (3.1)
then there exists a primitive generator of C(Em).
Proof. Suppose there exist no primitive generators of C(Em). According to Lemma 2.1, the assumption
is equivalent to X ∩ (Y Z) is empty. For any α ∈ Em , by Lemma 2.3 and Lemma 2.5, we have
ω(α)Ω(α) = 0 if and only if α /∈ X ∩ (Y Z).
Since X ∩ (Y Z) = ∅, ω(α)Ω(α) = 0 for all α in Em . This implies∑
α∈Em
ω(α)Ω(α) = 0. (3.2)
The Gauss sum G(χ,λ) is deﬁned by
G(χ,λ) =
∑
α∈Em
χ(α)λ(α).
By the formula of Gauss sum, we know that
G(χ,λ) =
⎧⎪⎨⎪⎩
qdm if χ = χ0 and λ = λ0,
0 if χ = χ0 and λ 
= λ0,
0 if χ 
= χ0 and λ = λ0,
and if χ 
= χ0 and λ 
= λ0, then ∣∣G(χ,λ)∣∣= q dm2 . (3.3)
According to the deﬁnitions of ω and Ω in (2.3) and (2.6), we can rewrite
∑
α∈Em ω(α)Ω(α) as
∑
α∈Em
ω(α)Ω(α) =
∑
α∈Em
(∑
n|Q
μ(n)
φ(n)
∑
χ∈Ê∗m,Ord(χ)=n
χ(α)
)( ∑
g| f m−1
M(g)
Φ(g)
∑
λ∈Êm,OrdC(λ)=g
λ(α)
)
=
∑
n|Q
∑
g| f m−1
μ(n)M(g)
φ(n)Φ(g)
∑
χ∈Ê∗m,Ord(χ)=n
∑
λ∈Êm,OrdC(λ)=g
G(χ,λ).
By (3.2) and values of Gauss sum, we obtain
−qdm =
∑
n|Q ,n 
=1
∑
g| f m−1, g 
=1
μ(n)M(g)
φ(n)Φ(g)
∑
χ∈Ê∗m,Ord(χ)=n
∑
λ∈Êm,OrdC(λ)=g
G(χ,λ). (3.4)
Since Ê∗m is a cyclic group, for any n dividing Q , there are exactly φ(n) characters χ in Ê∗m of
order n. Similarly, since Êm is a cyclic A-module, for any monic g dividing f m − 1, there are exactly
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q 2 3 4 5 7 8 9 11 13 16 17 19 23 25 29 31
mq 59 35 17 24 17 15 14 14 14 9 10 9 7 4 4 4
Φ(g) characters λ in Êm of order g . Taking absolute values in (3.4) and by (3.3), we obtain
qdm 
∑
n|Q ,n 
=1
∑
g| f m−1, g 
=1
∣∣μ(n)M(g)∣∣ · q dm2 .
Furthermore, by the deﬁnitions of μ and M , we will get
qdm 
(
2s − 1)(2t − 1)q dm2 .
This implies q
dm
2  (2s − 1)(2t − 1), contradicting to our assumption. Thus, the proof is complete. 
Theorem 3.2. Let q > 1 be a prime power, let f be an irreducible in A = Fq[T ] with deg f = d, and let Em be
the ﬁnite extension of E1 = A/( f ) of degree m. Then there exists a primitive generator of C(Em) if one of the
following conditions is satisﬁed:
(0) dm = 1.
(1) q 
= 2,3,5,9 and dm = 2.
(2) q > 31 or q = 27.
(3) 1 < q 31, q 
= 27 and dm >mq, where each mq is indicated by Table 1.
Proof. According to Proposition 3.1, there exists a primitive generator of C(Em) if the inequality (3.1)
(
2s − 1)(2t − 1)< q dm2
holds, where s and t are deﬁned as in Proposition 3.1.
First, we prove (0). Since dm = 1, d = 1 and m = 1, i.e., s = 0, t = 1. Since the inequality
(
20 − 1)(21 − 1)< q 12
holds, there exists a primitive generator of C(E1).
Next, we prove (1) by contradiction. Suppose that (2s−1)(2t −1) q dm2 . Since dm = 2, Q = q2−1q−1 =
q + 1 and (2s − 1)(2t − 1) q.
For the case d = deg f = 1, m = 2, we know that f = T − c for some c ∈ Fq and E1 = Fq , E2 ∼=
A/( f 2 − 1) as A-module. If q is even, then the number t of distinct monic divisors of f 2 − 1 =
(T − c + 1)2 is 1, Q = q + 1 is odd, and (2s − 1)(21 − 1) q, i.e., 2s − 1 q. Since Q is odd, Q  3s
and 2s − 1 q = Q − 1 3s − 1. This deduces s = 0, contradicting to the deﬁnition of s. If q is odd,
then the number t of distinct monic divisors of f 2 − 1 = (T − c + 1)(T − c − 1) is 2. Applying (4.3)
with l = 5, Λ = {2,3}, we get
1
log2
log
(
q
3
+ 1
)
 1
log5
(
log (q + 1) − log6)+ 2,
so q  15. Since q 
= 3,5,9 (by assumption) and these cases q = 7,11,13 don’t satisfy (2s − 1)×
(2t − 1) = (2s − 1)(22 − 1) q, the case d = 1,m = 2 is complete.
For the other case d = deg f = 2, m = 1, Em = E1 ∼= A/( f − 1) as A-module and t is 1 or 2.
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q α β Λ l dm
2 15
18
5 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41 43  59
3 14
23
4 2, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37 41  35
4 13
7
3 3, 5, 7, 11, 13, 17, 19, 23 29  17
5 12
5
2 2, 3, 7, 11, 13, 17, 19, 23, 29, 31 37  24
7 12
7
2 2, 3, 5, 11, 13, 17, 19, 23 29  17
8 12 4 3, 5, 7, 11, 13, 17, 19, 23 29  15
9 12
9
2 2, 5, 7, 11, 13, 17, 19, 23, 29 31  14
11 12
11
2 2, 3, 5, 7, 13, 17, 19, 23, 29 31  14
13 12
13
2 2, 3, 5, 7, 11, 17, 23 29  14
16 1 0 3, 5, 7, 11, 13, 17, 19, 23 29  9
17 1 0 2, 3, 5, 7, 11, 13, 19, 23, 29, 31 37  10
19 1 0 2, 3, 5, 7, 11, 13, 17, 23 29  9
23 1 0 2, 3, 5, 7, 11, 13, 17 19  7
25 1 0 2, 3, 7, 11, 13 17  4
27 1 0 2, 5, 7, 11 13  1
29 1 0 2, 3, 5, 7, 11, 13 17  4
31 1 0 2, 3, 5, 7, 11, 13 17  4
32 1 0 3, 5, 7, 11, 13 17  1
37 1 0 2, 3, 5, 7, 11 13  2
> 40 1 0 2, 3, 5, 7, 11, 13 17  2
If q is even, then Q = q + 1 is odd and Q  3s . Thus, q = Q − 1  3s − 1. If t = 1, then
(2s − 1)(21 − 1)  q, i.e., 2s − 1  q. This implies 2s − 1  q  3s − 1. This deduces s = 0, contra-
dicting to the deﬁnition of s. If t = 2, then we have (2s − 1)(22 − 1) = 3(2s − 1)  q. This implies
3(2s − 1)  q  3s − 1, that is, s = 1 or 2. When s = 1, the inequality 3(2s − 1)  q  3s − 1 leads
to q = 2, contradicting to our assumption that q 
= 2. When s = 2, the inequality leads to q = 8 and
Q = q + 1 = 9, i.e., s = 1, contradicting to s = 2.
If q is odd, then Q = q + 1 is even. If t = 1, applying (4.3) with l = 3, Λ = {2}, we get
1
log2
log (q + 1) 1
log3
(
log (q + 1) − log2)+ 1,
so q 1, contradicting to q > 1. If t = 2, applying (4.3) with l = 5, Λ = {2,3}, we get
1
log2
log
(
q
3
+ 1
)
 1
log5
(
log (q + 1) − log6)+ 2,
so q  15. Hence, q = 3,5,7,9,11,13. Since q 
= 3,5,9 (by assumption) and the cases q = 7,11,13
don’t satisfy (2s − 1)(2t − 1) = (2s − 1)(22 − 1) q, the case d = 1, m = 2 is complete.
Combining these, the proof of (1) is complete.
Finally, the proofs of (2) and (3) are now concluded by a series of applications of (4.5) in
Lemma 4.3 with α,β,Λ, l indicated in Table 2.
The ﬁrst column, headed q, indicates for which value of q the inequality (4.5) is applied. The
next two columns give values for α and β in (4.5). The fourth and ﬁfth columns give values for Λ
and l, which satisfy the conditions in Lemma 4.1. By applying (4.5) we ﬁnd an upper bound for dm
in the ﬁnal column, i.e., if dm is greater than the upper bound in the ﬁnal column, then there exists
a primitive generator of C(Em).
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2× 3× 5× 7× 13× 17× 19× 23× 29 = 588153930, and k = 2, Γ = {monic prime g ∈ A | deg g < 2},
K =∏g∈Γ |g| = 1111, applying inequality (4.5) with α = 1k = 12 , β = − logq Kk + #(Γ ) = 112 , we get(
log11
log4
− log11
log31
− 1
2
)
dm <
11
2
+ 9− log (588153930 · 10)
log31
,
i.e., dm < 14.9582. Thus, if (2s − 1)(2t − 1)  11 dm2 , then dm  14. According to Proposition 3.1, we
obtain that if q = 11 and dm > 14, then there exists a primitive generator of C(Em).
Combining (0), (1), and repeating these procedures for all cases indicated in Table 2, we conclude
the proof of Theorem 3.2. 
Directly from the above theorem, we know that
Theorem 3.3. For any prime power q > 1 and an irreducible f in A, let Em be the ﬁnite extension of E1 =
A/( f ) of degree m. There exists a primitive generator of C(Em) except for ﬁnite cases.
In fact, for all q, monic irreducible f and m, the primitive generators of C(Em) do not always exist.
Here, we will present a counter example that there is no primitive generators.
Example 3.4. Suppose q = 2, monic irreducible f = T 2 + T + 1, and m = 1. Then Em is a ﬁnite ﬁeld
with four elements. By simple computation, we know that T , T + 1 are the only two primitive roots
in Em and 1 is the only one generator of C(Em). Thus, there are no primitive generators in C(Em).
In the exceptional cases in Theorem 3.2, we can reﬁne the result by going through each case
with the inequality 4.4 in Section 4. For example, in the case q = 5 and dm = 9, by Lemma 4.3
with Q = qdm−1q−1 = 488281 = 19 × 31 × 829, s = 3, k = 2, Γ = {monic prime g ∈ A | deg g < 2}, and
K =∏g∈Γ |g| = 55, applying inequality (4.4) with s = 3, α = 1k = 12 , and β = − logq Kk + #(Γ ) = 52 , we
get the inequality
1
log2
log
(
5
9
2
23 − 1 + 1
)
 1
2
· 9+ 5
2
.
This implies that
2.302 ≈ log
(
625
√
5
7
+ 1
)
 7 log2 ≈ 2.107,
which is an evident contradiction. Thus, if q = 5 and dm = 9, then (2s − 1)(2t − 1) < 5 dm2 . According
to Proposition 3.1, we obtain that there exists a primitive generator of C(Em).
Repeating this procedure on each exceptional case in Theorem 3.2, the result can be reﬁned as
following:
Theorem 3.5. Suppose the hypotheses of Theorem 3.2 are satisﬁed. Then there exists a primitive generator of
C(Em) if one of the following conditions is satisﬁed:
(i) q 16,
(ii) 1 < q 13 and dm 
= nq, where each nq is indicated by Table 3,
where “a–b” means the consecutive integers from a to b. For example, “3–10” means the consecutive integers
3,4,5,6,7,8,9,10.
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q nq
2 2–12, 14, 15, 16, 18, 20, 21, 22, 24, 28, 30, 36
3 2, 3, 4, 6, 8, 9, 10, 14, 15, 16, 18, 20, 22, 24, 30
4 3–10, 12, 15
5 2, 4, 5, 6, 8, 10, 12
7 3, 6
8 4, 8
9 2, 4, 6, 8
11 6
13 4
4. The estimates for s and t
We collect two upper bounds for s and t and all inequalities that we use to prove Theorem 3.2 in
this section.
The upper bound for s is given by Lenstra and Schoof [6, (2.6)].
Lemma 4.1. Let Q be a positive integer and s the number of distinct prime divisors of Q . Let further l > 1 be an
integer, Λ a set of primes less than l such that every prime divisor r < l of Q belongs to Λ, and put L =∏r∈Λ r.
Then the upper bound for s is given by
s log Q − log L
log l
+ #(Λ). (4.1)
Proof. See [6, (2.6)]. 
Next, we consider the upper bound for t . The upper bound for t that we give below are analogous
to the upper bound for s in Lemma 4.1.
Lemma 4.2. Let f be a monic polynomial in A of degree d  1, let m be a positive integer, and let t be the
number of distinct monic prime divisors of f m − 1 in A. Let k be a positive integer, Γ the set of monic primes
in A of degree less than k, and put K =∏P∈Γ |P |. Then the upper bound for t is given by
t  dm
k
− logq K
k
+ #(Γ ). (4.2)
Proof. Let M be the set of monic prime divisors of f m − 1. Then t = #(M) and deg P  k for every P
in M − Γ . Therefore, we have
qdm = ∣∣ f m − 1∣∣

∏
P∈M
|P |
= (
∏
P∈Γ |P |) × (
∏
P∈M−Γ |P |)∏
P∈Γ −M |P |
 K × q
k#(M−Γ )
qk#(Γ −M)
= K × qk(#(M)−#(Γ ))
= K × qk(t−#(Γ )),
and this inequality is equivalent to (4.2). 
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as in Lemma 4.1, and k,Γ, K as in Lemma 4.2. If(
2s − 1)(2t − 1) q dm2 ,
then we have
1
log2
log
(
q
dm
2
2t − 1 + 1
)
 1
log l
(log Q − log L) + #(Λ), (4.3)
1
log2
log
(
q
dm
2
2s − 1 + 1
)
 α dm+ β, (4.4)
and (
logq
log4
− logq
log l
− α
)
dm < β + #(Λ) − log L(q − 1)
log l
, (4.5)
where α = 1k and β = −
logq K
k + #(Γ ).
Proof. The proof of inequality (4.3): since (2s − 1)(2t − 1) q dm2 , we get 2s  q
dm
2
2t−1 + 1. Taking loga-
rithm in the above inequality, we get s 1log2 log (
q
dm
2
2t−1 + 1). Applying Lemma 4.1, we have
1
log2
log
(
q
dm
2
2t − 1 + 1
)
 s 1
log l
(log Q − log L) + #(Λ).
The proof of inequality (4.4): since (2s − 1)(2t − 1) q dm2 , we get 2t  q
dm
2
2s−1 + 1. Taking logarithm
in the above inequality and applying Lemma 4.2, we have
1
log2
log
(
q
dm
2
2s − 1 + 1
)
 t  1
k
(dm− logq K ) + #(Γ ) = α dm+ β.
The proof of inequality (4.5): note that q
dm
2  (2s − 1)(2t − 1) < 2s+t . Thus, qdm < 4s+t , i.e.,
(
logq
log4 )dm < s + t . Applying Lemma 4.1 and Lemma 4.2, we have(
logq
log4
)
dm < s + t 
(
log Q − log L
log l
+ #(Λ)
)
+
(
dm
k
− logq K
k
+ #(Γ )
)
.
Applying Q = qdm−1q−1 to the above inequality, the proof of the inequality (4.5) is complete. 
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