A calculus of typed relations subsuming the classical relational database theory is presented. An associated sound and complete deduction mechanism is developed. The formulation is generalized to deal with nondeterministic databases and information relations in the rough set-style.
Introduction
In this paper we develop a calculus of typed relations which is intended to incorporate Codd's relational algebra. Typed relations are heterogeneous relations, that is, the objects standing in a relation may range over different domains. Typed relations have several other features which distinguish them from the ordinary, Tarski-style, relations. This issue will be discussed in Section 2. Our formulation of the calculus of relations allows us to deal with more general kinds of data structures than those found in classical databases by permitting us to make deductions with nondeterministic information. We present a deductive system in the Rasiowa-Sikorski style (Rasiowa and Sikorski (1963) ) for the calculus of typed relations and prove its completeness.
One of the important early results of database theory was Codd's completeness theorem (Codd (1970) ) which showed that a form of logic called the relational calculus (see Ullman (1988) for a precise description of its formulas) and Codd's (1970) relational data model with its associated operations, referred to in the database literature as relational algebra, were equal in expressive power. Therefore, any query expressible in the relational calculus is semantically equivalent to a query expressible in Codd's relational algebra and vice versa. The language of Codd's relational algebras is procedural: a query expressed using Codd's relational algebra explicitly specifies the required sequence of operations to be performed over the appropriate data tables to answer the query. More theoretical (and nonprocedural) investigations into Codd's relational algebras and database dependencies came later. Imielinski and Lipski (1984) showed that Codd's relational algebra can be treated as a disguised version of cylindric set algebra (see Henkin, Monk and Tarski (1971) ); this allowed them to use known facts about cylindric algebras to show that relational algebra is not finitely axiomatizable and to demonstrate that the equivalence problem for certain relational expressions is not decidable. Yannakakis and Papadimitriou (1982) introduced algebraic dependencies which generalize all previously known dependencies and gave a complete axiomatization of them in terms of simple algebraic rewrite rules. Cosmadakis (1987) proposed two classes of dependencies, first order dependencies and cylindric dependencies which were equivalent in expressive power, and introduced into the field of database theory some new techniques borrowed from model theory, proof theory and algebraic logic. Düntsch and Mikulas (2001) explored the precise connection between dependencies in relational databases and variants of cylindric algebras and applied algebraic results to problems of axiomatizing dependencies.
The question of finding a language that allows us to express queries of a more general nature and, at the same time, readily implement, is still of interest. Recently, Fitting (2000) introduced a modal logic in which one can quantify over both objects and concepts and developed a tableaux proof system for it. He applied this logic to relational databases, where records were treated as the possible worlds, record entries as objects and attributes as concepts. Fitting suggested that with the introduction of higher types, the logic could be extended to deal with multi-valued attributes and more complex things, though those aspects were not treated in the manuscript. In fact, the relational approach presented here allows us to accomplish these objectives. An implementation of relational deduction already exists (Lee et al.) suitable for many relational deduction systems, which could be altered to deal with the typed case. Alternatively, recent work on the connections between relational deduction systems and resolution theorem proving (MacCaull and Or lowska (2001) , Schmidt et al. (2003) ) suggests that this typed calculus may be transformed to allow automated proofs using a resolution-style theorem prover. This paper fits into the program of giving a general framework for deduction applicable to both classical and non-classical logics (Or lowska (1996) , MacCaull and Or lowska (2002) ). The work described here extends relational reasoning to a case involving typed relations and relations of various arities and augments relational approaches to dependency theory which have already been found to be sound, complete and decidable for a variety of implication problems in classical database theory (see Or lowska (1987) , Buszkowski and Or lowska (1997) , MacCaull (2000) and (2001) and Düntsch and Mikulas (2001) ). Developments in information logics (Or lowska (1997) and Demri and Or lowska (2002) ), useful in rough set theory (Pawlak (1991) ), motivated the extension to databases with nondeterministic infor-mation. Some of the results of this investigation first appeared in MacCaull and Or lowska (2003) .
In Section 2, we establish the notation and conventions to allow us to view databases as typed relations with implicit renaming. This section serves to motivate the language of typed relations, as discussed in Section 3, along with the definitions of models and validity. In Sections 4 and 5, we present the deduction rules for the proof system and prove soundness and completeness. Extension to logics with specific classes of models are considered in Section 6. In Section 7, we discuss various applications including query checking and entailment; in this section we also discuss some heuristics important in automating the theorem proving and model checking. In the final section, we give some hints on how to define typed relations with explicit renaming, show how to generalize the ideas of the previous sections so that we may deal with nondeterministic databases and information relations defined over them, discuss the transitive closure and close with some directions for future work.
Typed relations with implicit renaming
In this section we propose a notion of typed relation and a calculus of typed relations which is intended to be a formal tool both for representing relational databases and also for reasoning with them. Three features of this calculus distinguish it from the calculus of ordinary relations in the Tarski-style.
• First, with each relation there is associated its type, which is a finite subset of a set whose members are interpreted as attributes. In this way we cope with the fact that database relations are determined by (finite) subsets of a set of attributes. Therefore, the relations of the calculus are relative in the sense suggested by Or lowska (1988); see also Demri and Or lowska (2002) .
• Second, as with ordinary relations, each typed relation has an arity, which is the cardinality of its type. However, for any n ≥ 1, the order of the elements in the n-tuples belonging to a relation does not matter. This reflects the well-known property of database relations that the order of the attributes in the data table is immaterial. Tuples are treated as mappings that assign to an attribute an element of its domain.
• Third, the calculus is comprised of relations of various arities and some operations may act on relations of not necessarily the same arity.
Typed relations over Ω
We first establish our notational conventions and terminology.
Let Ω be an infinite set whose elements are referred to as attributes. To each a ∈ Ω there is associated a nonempty set D a called the domain of attribute a. Types (of relations), usually denoted by capital letters A, B,..., etc., are finite subsets of Ω, including the empty set; clearly, if A and B are types, then A ∪ B, A ∩ B and A − B are types. A B denotes the union of disjoint sets, A and B , obtained from A and B, respectively, by renaming their elements, if necessary. Consequently, card(A) = card(A ), card(B) = card(B ), and A ∩ B = ∅. In particular, A A is the union of two disjoint sets each of which has the same cardinality as A. This understanding of allows us to assume that is commutative and associative and that A ∅ = A. It is a common practise in database systems to rename attributes as needed. To enable renaming, we assume that for every attribute a ∈ Ω, there are infinitely many attributes a i such that D a i = D a . When forming A B, if a ∈ A and b ∈ B correspond to a ∈ A, and b ∈ B, respectively, it is necessary that
The set of all types will be denoted by T Ω . Our definition of the disjoint union involves renaming implicitly; we do not need the explicit treatment of types as equivalence classes of an equivalence relation determined by renaming. We refer to this notion of typed relations as typed relations with implicit renaming. In Section 8 we will consider typed relations with explicit renaming, reflected by a family of relational operations. Let D A = {D a : a ∈ A}; then in particular, D ∅ = ∅. A tuple of type A is a map u : A → D A such that for every a ∈ A, u(a) ∈ D a . The collection of all tuples of type A is called the relation 1 A ; for each a ∈ Ω the collection of tuples of type {a} is denoted by 1 a . Let 1 ∅ = {e}, where e is the empty tuple. For each a ∈ Ω, D a = ∅; therefore 1 a = ∅. Consequently 1 A = ∅ for all A ∈ T Ω . The above definitions imply that
. We often denote tuples t ∈ 1 A B by uv, and say t = uv. Clearly, uv is a mapping, uv : Thus uv = vu; similarly, (uv)w = u(vw) . Our notation uv is analogous to the relational database notation for unions of sets of attributes: uv is the union of two mappings (where a mapping is a set of pairs). Finally, for any A ∈ T Ω , and for any u ∈ 1 A , ue = eu = u.
Operations on typed relations
Using the above notation, we can now describe the basic operations on typed relations. Let A, B ∈ T Ω :
In our definition of product, the information u ∈ 1 A , v ∈ 1 B is redundant, but this style of definition is useful in later proofs. We define the constant 0 A = − A 1 A ; clearly, 0 A = ∅ for all A ∈ T Ω . The reader can easily define union, R ∪ A S, and complement of S with respect to R, R − A S, in terms of the above operations; we use the notation R → A S to denote − A R ∪ A S. Other operations are typically used in databases; we give their set theoretic definition and the relational algebra expression in terms of the above four basic operations, which can easily be shown to be equivalent (≡) to it:
We introduce a more general notion of selection operation, namely select S in R, which is defined for any B ⊆ A, S ⊆ 1 B and R ⊆ 1 A ; its application to such S and R yields the tuples ut ∈ R such that u ∈ S. We give its set theoretic definition and an equivalent relational algebra formulation in terms of the four basic operations:
We now define a binary operation, a,b , which will be useful in Section 7 to discuss entailment. To improve readability, we will suppress the names of the types above the × operation.
The diagonal-free cylindric set algebra of dimension n is the set algebra
is a Boolean algebra of (not necessarily all) the subsets of X n and for any R ⊆ X n , C i = {y ∈ X n : ∃y ∈ R ∀j = i(y(j) = y (j))}. Imielinski and Lipski (1984) showed that the relational algebra operations may be defined in terms of intersection, complement and cylindrification and conversely. The approach to relational databases via cylindrification has the advantage that all operations are total, since all relations are of the same type. The disadvantage of this approach is that all relations are forced to be of the same arity, and in real life databases, query checking is computationally more efficient if we use relations with varying arities. Moreover, there is no completeness theorem for the cylindrical version of relational database theory. For this reason we choose to develop a typed calculus, with the four basic operations defined above. Other operations definable in terms of (i)-(iv) include the update operations (see Nguyen (1991) ) and other joins. As discussed in Section 8, explicit renaming may be effected by defining appropriate unary operations. A construction of the transitive closure operation, which is not definable in terms of the basic relational algebra operations, but is important in many database query languages (see Chandra and Harel (1980) ) is given in that section.
We can easily see that with typed relations we can express all of the fundamental notions of relational database theory: schema -a set of attributes, relation over a schema -a typed relation, tuple and database -a set of typed relations. To allow the reader a direct verification of the correctness of the typing for the relational terms, we often write explicitly the types of both the operations and their argument relations, although some typing information may be redundant.
Properties of operations on typed relations
From the set-theoretic definitions of the operations and constants, we can easily prove that for each A ∈ T Ω , the sixtuple, 
Lemma 2.5 (Properties of .) For all A, B, C ∈ T Ω , for all
R ∈ 1 A , S ∈ 1 B , T ∈ 1 C : (i) R A∪A R = R; (ii) R A∪B S = S B∪A R; (iii) (R A∪B S) (A∪B)∪C T = R A∪(B∪C) (S B∪C T ). Lemma 2.6 (Distributivity of × over ∪ and ∩.) For all A, B ∈ T Ω , for all R, S ∈ 1 A , T ∈ 1 B : (i) (R ∪ A S) × A B T = (R × A B T ) ∪ A B (S × A B T ); (ii) T × B A (R ∪ A S) = (T × B A R) ∪ B A (T × B A S); (iii) (R ∩ A S) × A B T = (R × A B T ) ∩ A B (S × A B T ); (iv) T × B A (R ∩ A S) = (T × B A R) ∩ B A (T × B A S).
Lemma 2.7 (Relationship between σ and Π.) For all A, B ∈ T Ω and for all
R ⊆ 1 A , S ⊆ 1 B , if B ⊆ A, then: (i) Π A B σ A B (S, 1 A ) = σ B B (S, Π A B 1 A ) = S; (ii) Π A B σ A B (S, R) = σ B B (S, Π A B R) ⊆ S.
Lemma 2.8 (Relationship between Π and ×.) For all
Lemma 2.9 (Relationship between σ and ×.) For all A 1 , A 2 , B 1 , B 2 ∈ T Ω , and for all
Lemma 2.10 (Relationship between ÷ and ×) For all
The properties above are straightforward (and somewhat tedious) to verify; we give the proof of Lemma 2.9(ii) and of Lemma 2.11(i) and (ii).
Proof of lemma 2.9(ii):
Proof of Lemma 2.11 (i) and (ii):
The proof of the next Lemma follows directly from Lemma 2.11(vi) and Lemma 2.11(iii).
Proof:
The above lemma does not depend on the choice of a, b ∈ A; therefore the result of applying the operation ⊇ A a,b does not depend on the choice of a, b ∈ A. As a consequence we may drop the indices and use
Then the following are equivalent:
(1) => (2) We have 2 cases to consider:
(ii) Since R = 1 A , we may use Lemma 2.1(v) to conclude that R × 1 C−A = 1 A (C−A) = 1 C ; then using Lemma 2.13(2) we may conclude:
Using Lemma 2.1(v) again, we conclude that S = 1 B .
The above theorem allows us to express entailment within the calculus of typed relations.
A language for a logic of typed relations and its semantics
Motivated by the above relations and operations on concrete typed relations, we now develop a language (in fact a scheme of languages) of typed relations, whose intended models are databases. Let Ω be a set of attributes as defined in Section 2.1.
Let T Ω be a set of types for some set Ω of attributes. Then the expressions of a language L of typed relations over Ω are built from the following pairwise disjoint sets of symbols:
{e}, where e is interpreted as the the empty tuple, which also, by a slight abuse of notation, will be denoted by e.
O a v , an infinite set of object variables of type a, for each a ∈ Ω; O a c , a set of object constants of type a, for each a ∈ Ω; O A , a set of mixed objects of type A, for each A ∈ T Ω , defined as follows: 
OP, a set of operation symbols of varying arities such that: for every k-ary operation ∈ OP (k ≥ 1), there is associated a sequence τ ( ) = (A 1 , ..., A k , A) of k + 1 elements of T Ω ; (A i is the type of the i-th argument of , i = 1, ..., k, A is the type of the expression obtained by performing the operation ).
Assumptions concerning the elements of O A B and O ∅ , analogous to the corresponding assumptions on the set of tuples, are assumed to hold. It follows from the definitions that For each A ∈ T Ω , T A , the set of terms of type A, is the smallest set such that:
Terms of the form (ii), above, are referred to as compound terms. A formula in the language L of typed relations over Ω is an expression of the form F (u), where F ∈ T A and u ∈ O A , for any A ∈ T Ω . We denote the set of formulas by F Ω . The language L of typed relations over Ω is a system of the form L = {T Ω , F Ω }.
A model for the language L of typed relations over Ω is a system M = {{A : A ∈ T Ω }, {U A : A ∈ T Ω }, e, m}, where U A is a nonempty set of tuples of type A, U ∅ = {e} and m is a meaning function subject to the following conditions:
( 
Each of the operations defined in Section 2.2 receives their usual database theoretic meaning; we use the same symbol for an operation symbol and its corresponding operation. The meaning function is extended homomorphically to the set of terms; i.e.:
It follows that m(F →
It is easy to see that each database over Ω determines a model for the language of typed relations.
val(w). It follows from the definition of tuple that val(uv) = val(vu), val((uv)w) = val(u(vw)) and val(ue) = val(eu) = val(u).
Let F ∈ T A and let u ∈ O A . We say that the valuation val in the model M satisfies the formula F (u), and write M, val |= F (u), iff val(u) ∈ m(F ). We say that the formula F (u) is true in the model M iff it is satisfied by every valuation in M . Therefore if u ∈ O A v then F (u) is true in the model M iff m(F ) = U A . Let C be a class of models. We say that the formula F (u) is C-valid, and write |= C F (u) iff it is true in all models M ∈ C. We say that F (u) is valid if it is valid in the class of all models as defined above and we write |= F (u).
By a logic of typed relations we mean a system L = (L, C), where L is a language of typed relations and C is a class of models for L.
Deduction system for a logic of typed relations
A relational proof system for any relational logic consists of some finite sequences of formulas, called axiomatic sequences, and some rules of the form:
where H, J 1 , ..., J n are finite sequences of formulas. A sequence of formulas, H = α 1 , α 2 , ..., α k , is C-valid iff for every model M ∈ C, every valuation in the model M satisfies one of the formulas α i . A rule of the above form is admissible for the class C of models in the case that H is C-valid if and only if each of J i , i = 1, ..., n is C-valid. Thus rules preserve and reflect validity of sequences. The axiomatic sequences take the place of axioms: an axiomatic sequence is admissible for a class C of models iff it is C-valid. If C is the class of all the models satisfying (1) − (4) of the previous section, then we simply say that a rule is admissible. From the definition of validity we may observe that any sequence containing as a subsequence all the formulas of an axiomatic sequence admissible for the class C (in any order) is C-valid.
There are two kinds of rules -decomposition rules, which enable us to decompose a formula into simpler formulas and specific rules, which enable us to modify a sequence of formulas. The intended interpretation of an operation symbol of a language of typed relations determines two decomposition rules; constraints on the intended interpretation of object constants or relation variables or constants determine specific rules. A general strategy for developing relational deduction systems can be found in MacCaull and Or lowska (2002).
If F (u) is the formula whose validity is in question, we generate a tree by placing F (u) at the root and applying deduction rules to formulas, each of which yields a sequence of formulas or branches to yield several sequences of formulas, until all branches close or there is an open (i.e., non-closed) branch that is complete. Closure of a branch means we have reached an axiomatic sequence on the branch. Completeness of a branch, roughly speaking, means that all the rules that can be applied have been applied. If all the branches close, the formula F (u) is declared to be provable. A soundness theorem then guarantees that the formula is valid. If there exists a branch which is complete and open, a completeness theorem guarantees the existence of a countermodel for F (u).
We wish to remind the reader more familiar with other styles of proofs that though we speak of proofs, this process is, in fact, a validity-checker rather than a proof generator. For those more accustomed to refutation style proofs, such as in resolution, we stress that this is not a refutation calculus: instead, we work in a direct manner. If we wish to prove that a formula is valid, then we begin with this formula; the rules are then designed to preserve and reflect validity. A prototype implementation for a deduction system for the classical relational calculus may be found in Lee et al. (2002) .
We present the deduction system, D, for a language of typed relations whose semantics is determined by the class of all models satisfying (1) − (4) of Section 3. Below, K and H represent (possibly empty) sequences of formulas.
Decomposition Rules for
.., n, π, a permutation on {1, ..., n} and e ∈ O ∅ ; and
where u j ∈ O A j , j = 1, ..., n, and for some i,
The rule (π) reflects the fact that objects can be permuted without changing the meaning of a formula, the rule (e) reflects the fact that the interpretation of e is the empty tuple and the rule ( ) reflects the fact that any variable can be split into components in such a way that its type is preserved. The language includes variables of the empty type so that the rule holds for all types. However, the rule does not permit us to split constants; this will be discussed in Section 6.
Axiomatic Sequences for D (1) R(u), (− A R)(u) for any R ∈ R A and any u ∈ O
In the rules which involve any v ∈ O A , we usually choose an element which already appears on a branch to whose node we apply the rule. By new v ∈ O A we mean an element not already appearing on the branch to whose node we apply the rule. For many of the decomposition rules (eg., (∩ A )) the formula being decomposed does not appear below the line. This signifies that the formula which was being decomposed has become inactive. We apply the rule one time only for that formula. For other decomposition rules (eg., (Π A B )) the formula being decomposed appears below the line. This signifies that this formula remains active.
We say that the L-formula F (u) is D-provable, and write D F (u), iff it is provable using rules and axiomatic sequences from the system D.
Rules for the defined operations may be given explicitly using their set theoretic formulation; we present some examples below. The deduction system with these explicit deduction rules is equivalent to that in which those operations are defined in terms of the operations (i)-(iv).
(∪)

Proposition 4.1 (i) The rules of D are admissible; that is, for each rule, the sequence above the line is valid if and only if the sequences below the line are valid.
(ii) The axiomatic sequences of D are valid.
Proof. (i) The admissibility of the decomposition rules for the operation symbols follows from the interpretation of the operation symbols (see MacCaull and Or lowska (2002) ). The admissibility of the specific rule (π) follows from the fact that for any tuples u, v and w, uv = vu and u(vw) = (uv)w. The admissibility of the specific rule (e) follows from the fact that eu = ue = u, for any tuple u. The admissibility of the specific rule ( ) follows from the definition and properties of O A B .
(ii) The axiomatic sequences encode the facts that for each R ∈ R A , R and − A R represent complementary relations, that 1 A represents the universal relation of type A, that 0 A represents the empty relation of type A and that Π A ∅ F = 1 ∅ .
We note here that in the above presentation, we have made some simplifications from the general presentation for decomposition rules discussed in MacCaull and Orlowska (2002); in particular for any A ⊆ Ω any u ∈ O A , we have deleted any branch with a sequence of formulas containing 1 A (u), because this branch is automatically closed, and we have deleted − A 1 A (u) from any sequence containing this formula, as the former sequence is valid iff the latter one is valid.
Theorem 4.1 (1) Each of the Boolean algebra identities is D-provable. (2) Each of the expressions in Lemmas 2.1-2.10 is D-provable.
In Section 7 we give proofs of a sampling of expressions whose D-provability is asserted in the above theorem.
Soundness and Completeness
Proof. By definition, D F (u) iff each branch on the proof tree for F (u) has an axiomatic, therefore valid, sequence. Proposition 4.1 tells us that the deduction rules are admissible and therefore reflect validity. Soundness follows immediately.
By a complete open branch we mean a branch such that:
• If the formula (F ∩ A G)(u) (respectively, − A (F ∩ A G)(u)) is on the branch, then either F (u) or G(u) is (respectively, both − A F (u) and − A G(u) are) on the branch.
• If the formula (Π A B F )(u) (respectively, (− B Π A B F )(u)) is on the branch, then for any t ∈ O A−B , F (ut) (respectively, then for some t ∈ O A−B , − A F (ut)) is on the branch.
• If the formula − A (− A F )(u) is on the branch, then F (u) is on the branch.
• If the formula (F × A B G)(vw) (respectively, − A B (F × A B G)(vw)) is on the branch, where v ∈ O A and w ∈ O B , then either F (v) or G(w) is (respectively, both − A F (v) and − B G(w) are) on the branch.
• If the formula F (u 1 ...u n ) is on the branch, then F (u π(1) ...u π(n) ) is on the branch, for any permutation π on n-indices.
• If the formula F (u 1 ...u i−1 (eu i )...u n ) is on the branch where n ≥ 1, 1 ≤ i ≤ n and e ∈ O ∅ , then F (u 1 ...u i−1 u i ...u n ) is on the branch.
• If the formula F (u 1 ...u n ) is on the branch where Compound terms are interpreted inductively, as outlined in the definition of model in Section 3; that is:
where the operation on the right hand side of each equation is as defined in Section 2; for example: Proof. The proof follows immediately from the definitions of model, branch structure, and tuple.
Two definitions are required before we state the next proposition.
Definition 5.1 The degree of a relational formula F (u), d(F (u)), is defined inductively as follows:
d(R(u)) = 1 if R ∈ R A . If F, G ∈ T A : d(− A (F (u))) = d(F (u)) + 1, whenever F is a compound term and u ∈ O A ; d(Π A B F (u)) = d(F (ut)) + 1, whenever B ⊆ A, u ∈ O B , and t ∈ O A−B ; d((F ∩ A G)(u)) = max(d(F (u)), d(G(u))) + 1, whenever u ∈ O A ; d((F × A B G)(vw)) = max(d(F (v)), d(G(w))) + 1 whenever v ∈ O A , w ∈ O B .
Definition 5.2 A formula F (u) is called decomposable if one of the decomposition rules applies to it directly or to the result after the application of a finite number of any combination of the specific rules (π), (e) and ( ). Otherwise, it is called indecomposable. The indecomposable formulas, therefore, are R(u) and −
A R(u), A ∈ T Ω , R ∈ R A , u ∈ O A .
Proposition 5.2 Let F (u) be a decomposable L-formula on a complete open branch b of a proof tree, let val be the identity valuation in b M and suppose b M, val |= F (u). Then there is a formula F (u ) on b such that the degree of F (u ) is less than the degree of F (u) and b M, val |= F (u ).
Proof. The proof is by cases (one for each of the decomposition rules). We present the proof of several cases -the reader will see that the proof of each case rests on the fact that the branch is complete.
• Suppose (
and the degree of F i (u) is less than the degree of F 1 ∩ A F 2 (u) (i = 1 and 2); by the completeness of b, either F 1 (u) or F 2 (u) is on b.
The fact that each of the degrees of F 1 (v) and F 2 (w) is less than the degree of (F 1 × A B F 2 )(u) completes the proof.
•
By rule (Π A B ) and the completeness of b, for any t ∈ O A−B , F (ut) is on b where the degree of F (ut) is less than the degree of (Π A B F )(u). In particular, F (uv) is on b and the degree of F (uv) is less than the degree of (Π A B F )(u).
By the completeness of b, there is t ∈ O A−B v
such that (− A F )(ut) is on b, and by definition, the degree of (− A F )(ut) is less than the degree of (− B Π A B F )(u).
We are now ready to prove the completeness theorem: 
Proof. Assume that F (u) is valid and suppose that F (u) is not
Consider the set Z of formulas on b which are satisfied by val. The assumed truth of F (u) assures us that Z is nonempty. The existence on any open branch of a formula of minimal degree is guaranteed by well-ordering of the natural numbers. Let F (u ) be a formula of minimal degree in Z. Proposition 5.3 tells us that if a formula in Z is decomposable it is not of minimal degree in Z. So we must conclude that F (u ) is indecomposable. But val does not satisfy indecomposable formulas. This gives a contradiction, so we conclude that F (u) is not true in b M .
Logics with specific classes of models
We now consider rules corresponding to classes of models satisfying some additional relational constraints. Suppose we have a relational theory with constant R such that in each model, R is interpreted as a nonempty relation; we add the following specific rule to the deductive system:
Suppose we have a theory with constants S 1 , S 2 and S 3 , of type A, such that in each model S 1 ⊆ S 2 , respectively, S 1 ∩ S 2 ⊆ S 3 , holds; then we add the specific rule (S), respectively (T), to the deductive system, where u ∈ O A v :
.
Proposition 6.1 (i) If m(R) is non-empty for all models in a class
C then (∈ R) is ad- missible for C; (ii) m(S 1 ) ⊆ m(S 2 ) holds for all models in a class C iff (S) is admissible for C; (iii) m(S 1 ) ∩ m(S 2 ) ⊆ m(S 3 ) holds
for models in a class C iff (T) is admissible for C.
.., α m and let x = {x 1 , ..., x n : x i is a free variable appearing in a formula in K}. By ∀x we mean ∀x 1 ∀x 2 ...∀x n . Then:
K, −R(t), t new, is valid iff ∀t∀x( i α i ∨ −R(t)) is valid where t ∈ x.
Clearly if ∀x(
is not true; then ∀t(− A R(t)) is true. Then for all valuations v and for all t ∈ O A , v(t) ∈ m(R). But this is false since m(R) = ∅. We conclude that for all models ∀x( i α i ) is true. Thus if ∀t∀x( i α i ∨ −R(t)) is valid then ∀x( i α i ) is valid. This completes the proof of the admissibility of the rule (∈ R).
The constraint ∃tR(t) and its corresponding rule (∈ R) is a trivial modification of the constraint (c3), ∀x∃zB(x, z), x nonempty, and its corresponding rule (rc3) found in MacCaull and Or lowska (2002) . Proofs of (ii) and (iii) follow from the principles found there.
A scheme of soundness and completeness theorems follows for each class C satisfying any collection of the relational constraints described in Proposition 6.1. To each such C there is a corresponding D C . The soundness theorems follow from Proposition 6.1. In order to prove completeness we must add the following to the description of a complete open branch:
c and for all models in C, m(R) = ∅ then for some t ∈ O A v , the formula − A R(t) is on the branch.
• Suppose S 1 , S 2 ∈ R A c and for all models in C, m(S 1 ) ⊆ m(S 2 ). If S 2 (u) is on the branch, then S 1 (u) is also on the branch.
• Suppose S 1 , S 2 , S 3 ∈ R A c and for all models in C,
is on the branch then either S 1 (u) or S 2 (u) is on the branch.
In addition we must modify the proof of Proposition 5.1 to show that the branch structure is in the appropriate class of models. We give one demonstration: suppose, that in the models of C, m(S 1 ) ⊆ m(S 2 ). Assume u ∈ b S 1 ; then S 1 (u) is not a formula on b. Suppose S 2 (u) is on b; then by the rule (S), S 1 (u) is on b. This gives a contradiction. So S 2 (u) is not on b; thus u ∈ b S 2 and we conclude that b S 1 ⊆ b S 2 .
Completeness now follows exactly as in the proof of Theorem 5.2. If explicit forms of deduction rules for the operations definable in terms of the four basic operations are used (such as for ∪ A , σ A B and A∪B and ÷ A B ), the definition of degree of formula and the definition of complete open branch must be appropriately extended. We leave it to the reader to make these straightforward extensions. Many other relational constraints and their corresponding rules are found in MacCaull and Or lowska (2002), including Horn-style conditions, that is, conditions of the form (S 1 ∩ ... ∩ S n ) ⊆ S. In order to show completeness for logics with specific classes of models where (S) or (T) hold for relations that are built from constant relations, the rule:
must be added for certain formulas G(u). As we discuss below, we may use our deduction system to answer queries about a specific database. In this situation, if c ∈ R for some relation, R, in the database, we add the axiomatic sequence R(c) to the deduction system. If for some constants c, c 1 , c 2 in the database, c = c 1 c 2 , then we add the following specific rules to the deductive system: III. Model Checking. Let R be a typed relation; the constant tuple c ∈ R if there is a closed proof tree for R(c).
IV. Selections. In classical database theory, the selections are accomplished vis a vis the notion of comparison formula; from simple comparison formulas such as x = 7 or x ≤ y, compound comparison formulas are built using the connectives of propositional logic. For each comparison formula there is an associated selection operation. Here we opt for a more unified presentation via relations and operations on them. This more general selection captures all the selections encountered in database theory. Moreover, by adding specific rules, we can make selections with respect to relations S with various properties. Since soundness holds, the proof of a formula demonstrates truth in a class of models which includes models where the interpretation of S has the desired properties.
V. Entailment. The following theorem and its corollary follow quickly from the definitions of truth and validity, using Theorems 2.1, 5.1 and 5.2. We suppress the names of the types associated to the × operation.
v and w ∈ O C v , then the following are equivalent:
We conclude this section with some examples showing D-provability of selected expressions from Section 2; in 1-4 that follow, it is assumed that u is a variable of the appropriate type.
Let us prove that if R is a relation of type A and B
We have ), the rule (×) and finally on the left branch, the rule (Π). Each branch ends in an axiomatic sequence. R(ut), S(ut) We first used the rule (∪), then the rule (−Π) with a new t ∈ O A−B v , then the rule (Π) and finally, the rule (∪). We could choose any v ∈ O A−B for the rule (Π), and we chose t, a variable already on the branch. The reader can see that the branch contains an axiomatic sequence so it is closed.
Let us prove that if R, S are relations of type A and B ⊆
A then Π A B R ⊆ Π A B (R ∪ A S); it suffices to demonstrate that D ((Π A B R) → A Π A B (R ∪ A S))(u). ((Π A B R)→ A (Π A B (R∪ A S)))(u) (− A Π A B R)(u), (Π A B (R∪ A S))(u) (− A R)(ut), (Π A B (R∪ A S))(u) (− A R)(ut), (R∪ A S)(ut) (− A R)(ut),
Let F, G ∈ T A and let the formula F = G represent the formula ((−
If S is a relation constant, and C is the class of models such that m(S) = ∅, then
The following proof suffices to demonstrate that 1 B ⊆ Π A B 1 A :
. The reverse containment is immediate because 1 B (u) is an axiomatic sequence.
We now present two proofs to establish (b); in the first we use the specific rule (∈ S) corresponding to the assumption that m(S) = ∅. R(u) 4. We demonstrate the following:
where (!!) is:
When automating this relational deduction system, some heuristics can be introduced which greatly improve efficiency. While we usually perform decompositions in order starting with the formula on the left, whenever possible we first decompose those formulas which introduce new variables. Some restrictions on the application of the relational deduction rules may yield a decidable procedure for certain fragments and allow us to construct finite countermodels which are often desirable diagnostic tools. Other restrictions improve efficiency, usually an important consideration in automated theorem proving. If either we assume an infinite number of non-empty relations or efficiency is an issue, the restrictions A ⊆ B, B the type of F (u) should be imposed on rules of the form (∈ R). (In the applications we considered, it sufficed to restrict application of this rule to one use per non-empty relation.) The (cut) rule is usually undesirable and a restricted form may be all that is necessary; one such example may be found in MacCaull (2000) . The rule (∈ R) is redundant if the general form of (cut) is assumed.
Concluding Remarks
As suggested in the Introduction, when forming the product of a relation R with a relation S, rather than assuming that the types of R and S are disjoint, we can explicitly rename the attributes in one of them and then form the product. We define a new unary operation as follows: (A ∩ B) ) ∪ C which is disjoint from B. As a consequence, the product with explicit renaming is defined as: Chandra and Harel (1980) discuss the desirability of augmenting relational algebra or predicate calculus with various constructs to give it more expressive power. Of particular interest is the transitive closure of a relation. We can make queries about the transitive closure if we extend the set of types by including the types A × A = A 2 , for each A ⊂ Ω, which represent the types of ordered pairs of tuples, and define some operations on them.
Tuples of type A 2 are denoted by (u, v) , where u, v ∈ 1 A ; for any a (= (a 1 , a 2 ) ) ∈ A 2 , define (u, v)(a) = (u(a 1 ), v(a 2 )); the set of tuples of type A 2 is denoted by 1 A 2 .
Let R, S ∈ 1 A 2 ; then R; S = {(u, v) : u ∈ 1 A , v ∈ 1 A and ∃w ∈ 1 A such that (u, w) ∈ R and (w, v) ∈ S}. The decomposition rules for ;, composition of relations, are well known; we include them here: In the proof of completeness, we must add appropriate clauses to the definition of complete branch; we note, d ((F ; G) ((u, v) )) = max (d (F ((u, v)) ), d(G ((u, v) ))) + 1; and d(F ! ) ((u, v) 
We can generalize the results of this paper to deal with generalized databases; that is, databases in which a record entry is a set of subsets of attribute domains (rather than a set of elements of attribute domains) (Lipski (1979) ). Let Ω be a set of attributes and let A ∈ T Ω . In the relational deduction system presented in previous sections, the tuples may be generalized tuples.
In Or lowska (1997) we find numerous information relations for rough set theory, which allow us to reason about nondeterministic databases. Some of these relations have analogues for generalized typed relations. Typed analogues for some information relations of rough set theory are formulated below, where −u(a) is shorthand for We may use selections to express an analogue for 3-transitivity on the indices, which holds for collection of relations {com a b : a, b ∈ Ω}, and refer to MacCaull and Or lowska (2002) for the deduction rule corresponding to this property.
In summary, we have developed a calculus of typed relations and presented a Rasiowa and Sikorski-style proof system for the calculus which allows us to automate the decisionmaking procedure for database relations. In addition to the fact that it deals with formulas which represent typed relations, the calculus has a number of features which distinguish it from ordinary relational proof systems, due to the fact that the individual variables and constants represent tuples, that is, maps. We may use the calculus to deal with nondeterministic databases and augmented it to deal with the transitive closure construction. An interesting open problem is to determine the appropriate algebraic semantics for the logic of typed relations. The general problem of modelling spatial and temporal aspects of multimedia objects (see Vazirgiannis, (1999) ) is also of interest to the authors.
