In this paper a direct method based on a transcription by Finite Elements in Time has been used to design optimal interplanetary trajectories, exploiting a combination of gravity assist maneuvers and low-thrust propulsion. A multiphase parametric approach has been used to introduce swing-bys among thrust and coast arcs. Gravity maneuvers are at first modeled with a link-conic approximation and then introduced through a full three-dimensional propagation including perturbations by the Sun. The method is successfully applied to the design of a mission to planet Mercury, for which different options corresponding to different sequences of gravity maneuvers or launch opportunities are presented.
INTRODUCTION
Interplanetary missions pose extremely challenging design problems. In fact, with the exception of the planets closest to the Earth, a direct transfer requires a considerable amount of propulsion, which is best met by using high specific impulse propulsion systems like ion or plasma drives. Recently, the European Space Agency has analyzed the possibility to reach Mercury using Solar Electric Propulsion (SEP) as an alternative to chemical propulsion or multiple swing-bys 1 . However, for a mission to Mercury, the planet nearest to the Sun, the ∆v requirements are so demanding that even SEP does not lead to a mission feasible in terms of mass consumption, duration and overall cost. The main problem # Based on Paper AAS 01-459 presented at the AAS/AIAA Astrodynamics Specialist Conference, Quebec City, Canada, 2001 is the long thrust time required from a state-of-the-art low-thrust engine (over 7000 h of operations).
An interesting way to reduce such a requirement is to resort to Gravity Assist (GA) maneuvers as shown by Langevin 2 in 1999. This concept requires nevertheless the need to establish the correct sequence of propulsion and GA maneuvers.
The design of a transfer trajectory combining SEP and GA can be regarded as a general trajectory optimization problem 3 . The dynamics of the spacecraft is governed mainly by the gravity attraction of the Sun, when the spacecraft is outside the sphere of influence of a planet, and by the gravity attraction of the planet during a gravity assist maneuver. Low-thrust propulsion is then used to shape trajectory arcs between two subsequent encounters and to meet the best incoming conditions for a swing-by.
The solution approach proposed by Langevin requires some heuristics and a remarkable amount of experience and physical insight into the problem. In fact thrust arcs and coast arcs are appropriately combined to shape correctly the trajectory. Most of the experience, however, is employed in designing appropriately the swing-bys guessing the right date for encounters and the correct set of parameters.
Although this can be regarded as a direct optimization approach, leading to solutions really close to the optimum, it requires a considerable human effort.
A different option is to solve the problem through optimal control theory and Pontryagin maximum principle. As for all indirect approaches the solution found is extremely accurate but again it requires a considerable human effort in guessing correctly the switching structure and a first solution which leads the method to converge quickly to the optimum An interesting alternative approach is to resort to direct collocation as demonstrated by Betts 6 , who efficiently optimized a transfer trajectory to Mars combining low-thrust with two swing-bys of Venus.
In this paper an original direct optimization approach has been used to design an optimal interplanetary trajectory. The proposed approach is characterized by a transcription of both states and controls by Finite Elements in Time (DFET) 7 . A set of additional parameters, not included among states and controls, are allowed and can be used for a combined optimization of both the trajectory and other quantities peculiar to the original optimal control problem (parametric optimization). In particular, in this paper, the orbital elements of each hyperbola are treated as additional parameters and, opposite to the work of Betts, swing-by trajectories are not transcribed with collocation but using multiple shooting.
The method is successfully applied to the design of a mission to planet Mercury exploiting one or more swing-bys of Venus and Mercury itself. Different options to reach planet Mercury are analyzed, each characterized either by a different sequence of swing-bys or by a different launch opportunity. In particular, two strategies involving two swing-bys of Venus and two or three swing-bys of Mercury have been studied. In order to validate the proposed optimization approach, a comparison is made between the solution obtained with DFET and the result coming from optimal control theory for a reduced problem.
PROBLEM FORMULATION
The problem is modeled in two different ways of increasing complexity. First as a reduced two-body problem, with the Sun as primary and the swing-bys treated as singular events, instantaneous and with no variation in position. Then as a full three dimensional problem with swing-bys treated as actual three-dimensional trajectories in space and time including perturbations. The former solution is used to provide a first guess to the latter.
The date and the position of the encounter, are completely free, as well as the departure date from the Earth and the arrival at Mercury. The only piece of information that must be provided is the number and name of celestial bodies used for the gravity maneuvers. The sequence and type of celestial bodies employed distinguishes each different strategy to reach Mercury. Although guessing the swing-bys bodies could be regarded as a limitation, from a mission design point of view, it allows the analyst to design each swing-by in the most appropriate way, inserting even special conditions (e.g. coast arcs, before each encounter, required for navigation), since the early design stages.
In order to take into account swing-bys, the trajectory has been split into several phases, each phase corresponding to a trajectory arc connecting two planets. On each phase a particular collocation technique based on Finite Elements in Time has been used to transcribe differential equations, governing the dynamics of the spacecraft, into a set of algebraic nonlinear equations and to parameterize controls. When treating swing-bys as full three-dimensional trajectories, a local reference frame is taken to describe the gravity assist maneuvers. Incoming conditions, at the sphere of influence, represent final conditions for the phase preceding the swing-by and outgoing conditions, at the sphere of influence, represent initial conditions for the subsequent phase. Within the sphere of influence, hyperbolas are propagated backward and forward in time from the pericenter in a local reference frame taking into account perturbations from the Sun. In this way collocation and multiple shooting are combined in a unique approach reducing the number of collocation points required but retaining robustness.
All the phases are then assembled together, forming a single NLP problem. Each phase is linked to the preceding one and to the following one by the appropriate set of boundary conditions computed by the relative swing-by trajectory. The resulting nonlinear programming problem (NLP) is highly sparse and can be solved efficiently by any sparse sequential programming algorithm. In the present case, the SNOPT 8 library has been used.
In the following paragraphs the dynamic model used to describe the trajectory between two encounters and the two different swing-by models employed are presented.
Dynamics
A spacecraft is modeled as a point mass subject to the gravity attraction of the Sun and to the thrust 
The motion of the spacecraft is described in the J2000 reference frame centered in the Sun 
The mass of the spacecraft is divided into propellant mass m p and dry mass m d . An upper bound T max and a lower bound T min was put on the thrust magnitude:
The upper bound is the maximum level of thrust provided by the selected low-thrust engine, the lower was taken 10 -4
times T max to avoid singularities in the Hessian matrix when minimum mass problems are solved. The control vector u can be better represented in a local reference frame centered in the spacecraft by decomposing it into a tangential component u v aligned with the velocity vector, a normal component u n , normal to the trajectory and a bi-normal component u h , normal to the orbital plane. In this reference frame the elevation angle φ is defined as the angle between the control vector u and the plane tangential to the trajectory containing u v and u h . In the same reference, the azimuth angle α is defined as the angle between the projection of the control vector in the tangent plane and the velocity vector v (see Figure 1 ). 
Swing-by
The simplest way to model a gravity assist maneuver is to resort to link-conic approximation: the sphere of influence of a planet is assumed to have zero radius and the gravity maneuver is considered instantaneous. Therefore the instantaneous position vector is not affected by the swing-by:
where r i is the incoming heliocentric position, r o is the outgoing heliocentric position vector and r p is the planet position vector, all taken at the epoch of the encounter. For an ideal hyperbolic orbit, not subject to perturbations or ∆v maneuvers, the modulus of the incoming relative velocity must be equal to the modulus of the outgoing relative velocity:
Furthermore the outgoing relative velocity vector is rotated, due to gravity, of an angle 180-2β with respect to the incoming velocity vector and therefore the following relation must hold:
where the complementary angle of rotation of the velocity is defined as:
All quantities with a tilde are relative to the swing-by planet and p r is the periapsis radius of the swingby hyperbola (see Figure 2 ).
Numerical Propagation
After a solution has been obtained with the link-conic model, a second solution is computed substituting the simple link-conic approximation with a fully 3d numerical propagation of the swing-by hyperbolas. Each swing-by is treated as a new phase that has to be linked to the incoming part of the trajectory and to the outgoing part of the trajectory at the sphere of influence. Swing-bys are not propelled and therefore there is no need to introduce a control on the thrust vector along the swing-by hyperbola. Thus two reference frames are used and two dynamical models. The first one is a heliocentric reference frame and the spacecraft is subject to the gravity attraction of the Sun and to the thrust of the SEP engine. The second is centered into the swing-by planet and the spacecraft is subject to the gravity attraction of the swing-by planet and to third body perturbations coming from the Sun.
Thus the dynamics of the spacecraft within the sphere of influence is governed by the following differential equation:
where d is the spacecraft-Sun vector and r S is the position vector of the Sun in the planetocentric reference frame. In order to increase robustness, orbital parameters for each hyperbola are not derived from incoming conditions but are included into the set of NLP parameters and then optimized. 
The three components of the apsidal axis are obtained solving the previous linear problem while the anomaly of the pericenter can be computed as the angular distance between the apsidal line and the line of the nodes:
In addition to the five orbital parameters, for each hyperbola the time spent within the sphere of influence is derived from the semimajor axis and the eccentricity:
This value is used to integrate backward in time the state vector computed at the pericenter of the hyperbola up to the sphere of influence and forward in time the same state vector up to the sphere of influence. The state vector at the pericenter of the hyperbola is computed from the orbital parameters: T , the following set of matching constraints must be satisfied:
where incoming and outgoing relative position and velocity vectors are obtained integrating respectively from t to t-∆t and from t to t+∆t the differential equations: Figure 2 reports a sketch of the model adopted for swing-bys.
Thrust Model
The thrust provided by the engine is determined taking into account the specific thrust F sp , the effective input power P in provided by the power system and an efficiency coefficient η e :
The effective input power is given by the effective power produced by the solar arrays minus the power required by the spacecraft P ss :
In order to take into account the degradation of the solar arrays due to temperature and the reduced power due to the increasing distance from the Sun, the power provided by the solar arrays during the transfer trajectory is here expressed in the approximate form:
where P 1AU is the power at one Astronomical Unit, T s is the temperature of solar arrays, R S is the distance from the Sun, T 0 the reference temperature, C T is the temperature coefficient which expresses the reduced performance of the panel with temperature increase, η S is a coefficient to account for all other degradations sources and α is the solar array Sun aspect angle, i.e. the angle between the normal to the cell surface and the Sun direction. The steady state surface temperature of the solar panels is here taken as function of the distance from the Sun assuming purely radiative heat transfer for the solar array:
where S 0 is the solar constant at 1 AU, σ is the Stefan-Boltzmann constant, α s is the surface absorbivity is the solar spectrum ad ε is the surface emissivity is the infrared spectrum, κ is a coefficient which takes into account the surface area radiating in the infrared spectrum, with respect to the one that receives the solar input. A maximum power that can be handled by the PPU is assumed to represent the upper limit for the engine thrust.
The required power is dimensioning for the design of the solar arrays and power system and therefore it provides estimation for the overall dry mass of the spacecraft. 
OPTIMISATION APPROACH
a set of dynamic equations
a set of algebraic constraints on states and controls
and a set of boundary constraints
Among boundary constraints a set of inter-phase link constraints exist that are used to assemble all phases together
The time domain D(t 0 ,t f )⊂ℜ relative to each phase j can be further decomposed into N finite time 
where w(t) are generalized weight (or test) functions defined as:
where g s are taken within the space of polynomials of order p: 
while integral (32) is split into N integrals of the form:
where σ k are Gauss weights and parameters x b i-1 and x b i are boundary values at the beginning and at the end of each element. For sake of simplicity, the following notation has been introduced:
Here controls are parameterized using the same set of points used for integration while states are always collocated on Gauss-Lobatto nodes. 
System of Eqs. (41) is written for each element, all the elements are then assembled matching the final boundary node of one element to the initial one of the next element. For continuous solution, in order to preserve the continuity of the states, at matching points, the following condition must hold:
Thus all the boundary quantities (42) cancel one another except for those at the initial and final times. Algebraic constraint equation (35) can be collocated directly at Gauss nodal points:
The resulting set of non-linear algebraic equations, assembling all the phases, along with discretised objective function (38) can be seen as a general non-linear programming problem (NLP) of the form: Notice that the present formulation is discontinuous because continuity at boundaries of each element is only weakly enforced. This means that, generally, there is a jump between the internal nodes and the boundary nodes. This allows the control, for which no continuity requirement is imposed, to be discontinuous at boundaries.
RESULTS
In the following DFET, with multiphase and parametric optimization approach, has been used to design different trajectories toward Mercury. Two swing-bys of Venus and two swing-bys of Mercury The time history of the velocity component perpendicular to the ecliptic plane is represented in Figure 5 , while in Figures 6 and 7 the thrust elevation and magnitude time histories are reported respectively. In these two last figures the complexity of the switching structure can be clearly seen. It should be noted that no a priori information about the switching structure were provided to DFET that was able to reconstruct correctly the sequence of thrust and coast arcs. Compared to the indirect method, DFET solution presents an additional thrust arc, but with a reduced thrust of 0.01N. This additional arc is probably due to a lack of accuracy in the exact reconstruction of the other thrust arcs.
A better fitting of the switching structure may solve the problem. A further difference between the two solutions is in the arrival conditions. As can be noticed in the velocity plot, there is a small difference in final values. However the arrival date is the same for both solutions, as can be read in Table 2 , where a comparison between the two solutions is reported. This difference may be due to a small difference in showing a good matching of the two solutions, with a difference of just few ours, less than 0.3 days. It should be noted that the need to provide a first guess solution is due to the expected relevant number of minima and not to convergence difficulties. In fact it has been verified that even though DFET approach converges to a solution even without a particularly good initial guess, demonstrating to be quite robust, never the less it might converge to different solutions depending on the initial guess provided. Results for the Soyuz option and for the Ariane option are summarized in Table 3 where the date and the altitude for each swing-by is reported. All three cases have been analyzed taking into account Soyuz or Ariane 5 performances and a thrust dependent on the power provided by the solar arrays, apart from the first case for which the thrust has been kept constant for the transfer between the Earth and Venus and equal to half the maximum nominal thrust. A more realistic model leads to an improvement of the payload mass because the thrust increases, approaching Venus, and the first thrust arc reduces in length. 
CONCLUSIONS
In this paper the problem of designing an optimal interplanetary transfer trajectory from the Earth to planet Mercury has been solved with a direct optimization approach and a transcription by Finite Elements in Time. The trajectory optimization problem is particularly complex due to the combination of low-thrust and multiple gravity assist maneuvers used to reduce the demands in terms of ∆v. The problem is split into phases and for each one both states and controls are parameterized using DFET, an additional set of parameters is then included leading to a direct multiphase parametric optimization of the trajectory. Swing-bys are, at first, introduced through a simplified link-conic model for which the altitude is a parameter to be optimized then they are introduced as a full propagation of the hyperbolae.
In the latter case orbital parameters of the hyperbolae are included among NLP parameters and optimized.
The parametric optimization using a combination of collocation by FET and shooting is quite robust and solves efficiently and accurately various problems with a reduced set of NLP variables. The effectiveness of the method is proved even by a comparison with an equivalent solution obtained with an indirect multiple shooting approach, on a sample mission to planet Mercury. For the mission optimization, two launch options and two different strategies are analyzed, in particular the EVVMMM strategy appears to be quite efficient in terms of ∆v gained from each swing-by. 
