ABSTRACT Effective object tracking is a great challenging task in computer vision due to the appearance changes of an object. Extreme learning machine (ELM) can analytically determine the weights of feed-forward neural networks, while compressive features can be extracted via a random sparse matrix. Thus, their common advantages are running fast. Moreover, the strong learning ability of ELM is helpful to make a tracker robust target appearance change. In this paper, we propose an effective tracking method using ELM and compressive features. First, a bank of compressive Haar-like features is extracted with the sparse random matrix. To make the feature invariant to illumination, the mean illumination of each image patch is removed from each Haar-like feature. Second, a bank of ELM-based weak classifiers are combined together to form a strong classifier to complete tracking task. Considering the discrimination performance of features is uneven, the training accuracy of each ELM is employed as the confidence (weight) of the weak classifier. Thus, less discriminative features will be weakened. The proposed tracker has been tested on several representative sequences, and the results show that it achieves the highest tracking success rate and the tracking accuracy among the compared trackers including the FCT, CNT, MIL, KCF, and ESPT.
I. INTRODUCTION
The purpose of object tracking is the estimation of trajectory of single or multiple objects in successive video frames. In past decades, object tracking has been a subject of interest for cognitive computing, and played an important role in numerous computer vision tasks such as automated surveillance and vehicle navigation. Though, as a result, object tracking has advanced greatly, robust and effective tracking is still a challenging problem due to the intrinsic appearance (partial or full occlusion, pose variation, scale change, shape deformation, and fast motion), and extrinsic disturbance (cluttered-background, illumination changes, image noise, and so on) [1] , [2] .
In general, object tracking methods fall into two categories: generative methods and discriminative methods [3] , [4] . Since the latter utilizes the information from both foreground target and backgrounds, such methods generally perform better than generative methods, and thus resulting
The associate editor coordinating the review of this manuscript and approving it for publication was Tao Zhou. in widespread adoption in recent visual tracking research. Discriminative methods are also termed as tracking-bydetection methods that convert tracking to a binary classification problem of distinguishing the foreground (object) from the background (non-object). The appearance of an interested object in tracking-by-detection is modeled by a classifier, and various appearance classifiers have been studied, ranging from the simplest distance classifier to the state-of-the-art deep convolutional networks classifiers.
Boosting techniques, due to the binary classification property, have been widely adopted for tracking. Boccignone et al. proposed a real-time tracking method by embedding cascade AdaBoost classifiers in a Bayesian tracker [5] . Later, Miao et al. constructed a classifier-based detector using on-line boosting [6] , while a robust visual tracker is constructed with multiple instance learning and online AdaBoost algorithm [7] . Based on AdaBoost and the popular transfer learning, an object tracker has been designed [8] . Further, deep learning is also presented in boost-based visual tracking, e.g. a robust tracker with online DeepBoost learning has been reported [9] .
Bayes classifiers are designed for adaptive tracking. With multiple naive Bayes classifiers and Haar-like features, fast and simple object tracking has been achieved in [10] and [11] . In [12] , an online discriminative feature selection technique that integrates prior information into a supervised learning algorithm is presented, and a tracker is constructed with naive Bayes classifiers. With semi-supervised coding and compressive sensing, a robust visual tracking with naive Bayes classifiers is proposed in [13] . With correlation filtering and a naive Bayes classifier, a robust visual tracker is presented in [14] .
Nearest neighbor, linear discriminant analysis, and correlation filter are also used for tracking. By using distance metric learning and nearest neighbor classifier, Tsagkatakis and Savakis proposed a new tracker [4] . Based on object exemplar detectors and linear discriminant analysis, a robust visual tracker is constructed in [15] . By transferring regression/classification to a correlation filter, correlation filtering based trackers have been reported in [16] and [17] . By Gabor basis matching, particle filtering and nearest neighbor criterion, a robust visual tracker has been designed in [49] . Based on a simple yet effective likelihood and low-rank dictionary learning, a robust visual tracker is presented in [54] .
Support vector machine (SVM) and multiple instance learning (MIL) are employed to relieve the problem of lack of training data. A SVM is integrated into MIL framework in [18] , while a robust tracking algorithm is presented based on the distribution fields target representation and weighted-geometric mean MIL classifier in [19] . In [20] , the Fisher information criterion has been used rather than the likelihood function in the MIL tracker, and yielded more robust and efficient results. Sharma and Mahapatra proposed a fast online feature selection method in MIL framework based on maximizing the classifier functional value [21] . Based on multi-view learning framework and SVMs, Zhang et al. proposed an appearance model for object tracking [22] . Since exemplar representation only needs one single positive exemplar and certain hard negatives, Zhang et al. integrated it with SVM to build a robust tracker [23] . With online least squares SVM, [24] proposed a fast and robust visual tracking algorithm based on maximally stable extremal regions, sparse random projection. With an over-complete feature dictionary and least squares SVM, Liu et al. proposed a method for visual tracking [25] . In the visual tracker proposed by Shen et al. [26] , classification score of the SVM is used to construct the observation model. Zhang et al. proposed a novel graph-regularized structured SVM that is employed to develop a novel tracking method [27] . Recently, discriminative correlation filter based trackers have achieved attractively performance. A discriminative tracker is presented in [28] based on the joint learning of dictionary and SVM. Despite the reported good performance, SVM-based trackers suffer from the inherent deficiency of classifying the target object from background depending on support vectors.
Due to the excellent performance on learning the complex nonlinear mapping between input-output data, various neural networks (NNs) based trackers have been constructed. A simple tracking method is proposed in [29] by using radial basis function NNs. This method uses information from the first frame to train the NN with no further model updating. Suresh et al. presented an online learning neural tracker with radial basis function network, and the learning algorithm updates the parameters of the nearest neuron to reduce the computational complexity [30] . Serratosa et al. exploited a probabilistic integrated object recognition and tracking framework with respectively Bayesian method and a multilayer perceptron, and their test results showed that the perceptron method outperforms the Bayesian [31] . A method for tracking sea surface targets in video using WiSARD weightless NN is presented in [32] . Once again, this method is lack of model updating stage. To identify the most important sample for training an MIL tracker, the Pulse Coupled NN is adopted in [33] to identify the tracking target region. A long-term object tracking system is designed in [34] based on virtual generalizing random access memory weightless NNs. In this tracker, three constraints restrictions are imposed for updating the model. Based on the progress made in understanding the brain mechanisms of visual information processing, a 5-layer architecture for robust visual tracking has been established by Zhang et al. [48] . Convolutional networks are also applied to visual tracking tasks due to their prominent performance on feature extraction. Zhang et al. proposed a lightweight convolutional network structure, termed as CNT, to extract object features [35] , and a bank of local image patches of both object and background regions are chosen as the filters to generate a set of feature maps of an object. Then, Qian et al. employed both CNT and a sparsity-based discriminative classifier to track infrared dim target [36] . The merit of CNT is that it can encode local structural information of an object with simple two-layer convolutional networks without training. However, its computational complexity is relatively high due to the convolutional operation on the candidate target regions. And our testing results also show that the tracking accuracy of CNT is degraded in the case of motion blur and shape deformation. The VGG-Net is introduced to hierarchical convolutional features for robust visual tracking [37] . To address the problems in SVM, Zhang et al. proposed a robust tracker by using convolutional neural network (CNN) trained by the first frame [38] . An online visual tracking method with three weak CNN trackers and semiadaptive weights is reported in [39] . Though good tracking accuracy has been reported for CNN-based trackers, such tracking generally requires for large training set, and the tracking cannot be performed fast. Zhang et al. [38] sampled 500 positive samples and 5000 negative samples from the first, while the tracker in [40] has to create an ad-hoc large dataset with positive and negative examples of framed objects extracted from the Imagenet detection database. Recently, by ensembling multiple weak trackers into a strong tracker, Qi et al. proposed a CNN-based tracking algorithm [46] .
Although above-mentioned techniques have brought breakthroughs to tracking algorithms, they are still far VOLUME 7, 2019 from the performance achieved by humans during tracking problems. In this paper, we propose an extreme learning machine (ELM) based tracking method. The extreme learning machine is proposed by Huang et al. [41] to train single-hidden layer feed-forward neural networks (SLFNs) in an analytical way. An attractive property of ELM for tracking is that it can provide good generalization performance at extremely fast learning speed. Wang et al. constructed a tracker based on ELM and raw grey intensity of an interested object in [42] . Later, another visual tracker was designed in [43] by using pairwise metric learning and online sequential ELM. We noticed that both of them adopted the row pixel intensity to represent a target object. So, intuitively, the performance of the ELM-based trackers can be improved further by using more complex features to represent the interested objects. Recently, Qu et al. proposed a high efficiency visual tracker with ELM augmented adaptive correlation [55] .
Considering both the excellent representation of compressive sensing to an object [11] , [47] and the simple training way of an ELM, we collaborate such two techniques together to construct a novel visual tracker. First, the new tracker adopts Haar-like features extracted by fast compressive sensing to represent an interested object. Then, multiple ELMs are employed as weak classifiers with each classifier for an individual feature. Next, the training accuracy of each classifier is adopted as the classifier weight. Finally the tracking is completed by predicting the location of the object in current frame by integrating the classifier results of all weak classifiers together.
Our main contributions are as follows: 1) Integrate Haar-like features into an ELM tracker.
2) Adopt multiple weak ELM classifiers.
3) Adopt training accuracy as the weight of a weak classifier. This paper is organized as follows. Section II briefly describes the ELM. Section III presents the details of the proposed tracker. Section IV is devoted to performance assessments, and section V gives the conclusions.
II. EXTREME LEARNING MACHINE
This paper adopts ELMs as weak classifiers to separate a target object from backgrounds. An ELM is introduced by Huang and his colleagues [41] . It is an SLFN with fast learning and good generalization. In an ELM with n input nodes, l hidden nodes, and m linear output nodes, the output of the network is given by
where
T is the weight vector between the ith hidden node and the input nodes.b i is the bias of the ith hidden node.β i = [β i1 , β i2 , . . . , β im ] T is the weight vector between the ith hidden node and the output nodes h(·) is the activation function of the hidden nodes
In ELM, w i , b i are generated randomly, and only the output weights β are required for tuning. The most distinctive property of the ELM is that the output weight vector β can be determined analytically rather than turned iteratively. Thus, it is much faster than those SLFNs with conventional learning algorithms such as BP training method. Let
, y j2 , . . . , y jm ] T ∈ R m be the target labels corresponding to the jth input sample
We always hope that the output O is equal to the target label Y . By solving H β = T , we can analytically obtain the optimal weight with β = HT (here H is the Moore-Penrose generalized inverse of matrix H ). Moreover, Huang et al. proved that ELM can achieve the smallest training error and get the smallest norm of weights [41] . In object tracking, we should consider two constraints: the smoothness constraint and the preference constraint in object tracking [42] . In this case, the optimal β at the t th video frame can be obtained with
where I is an L by L identity matrix, β(t) is the optimal output weight at t th frame, and β(1) is calculated with
λ, µ and α are the regularisation parameters respectively determining the weight of the regularisers H β − Y , β(t) − β(t − 1) and H β − Q . Here, Q = q ij ∈ R m with q ij given by
with x i ∈ object and x j ∈ background. Recently, ELM has been introduced to object tracking, and some satisfactory tracking performances have been reported [42] , [43] .
III. THE ELM TRACKER WITH COMPRESSIVE FEATURES
This paper proposes an improved tracking method based on ELMs and compressive features. As shown in Fig.1 , we use the information from the first video frame to train the initial C weak ELM classifiers. Then, as shown in Fig.2 , the location and the size of the object in the current frame is evaluated by weighting the trained C weak ELM classifiers.
A. TRAINING ELM CLASSIFIERS
One highlight of the proposed method is employing C ELMs as weak classifiers, and each for one feature component. These ELMs are with the same network structure, the same input weights and the same hidden biases, and are only differentiated with their output weights.
Firstly, as shown in Fig.1 , a target object in the first frame is manually labeled. By respectively sampling the image patches near and far from the target object, we obtain positive training samples (near the object) and negative ones (far from the object). Then, by using the algorithm in [11] , a Haar-like feature template P is calculated. Here the feature template is composed with C × 4 quintuples. Each quintuple specifies a small rectangle region in the frame, and has the form of {p x , p y , p w , p h , p wt } with p x and p y denoting the x-position and y-position of the region center, and p w , p h and p wt respectively denoting the width, the height and the weight of the region. By using such feature template and the integral image of the first frame, the compressive feature vector of the sth training sample, V s , can be constructed by the following equation:
where I ij represents the integral value of the image region specified by px ij , py ij , pw ij , ph ij , and C is the dimension of V . Generally speaking, such integral value feature is sensitive to illumination. Therefore, the average pixel intensity of the small image patch is removed from the I ij . After applying we also assume that all elements in V s are independent from each other. Thus, we divide the training set D into C groups, getting D 1 , D 2 , . . . , D c , and each group corresponds to one feature component. Then, the data set D i is adopted to train the ith ELM classifier with (2) by setting parameter µ = 0, getting the optimal output weights β as well as the classifying accuracy σ i of the ith ELM. That is, there are C weak ELM classifiers.
B. TRACKING AND UPDATING
To track an object in current frame, M image patches are firstly sampled around the object location that evaluated from the last frame, serving as candidates, as shown in Fig.2 . Then, the Haar-like template P is applied to each candidate, 
Such weighting method emphasizes the ELM with high training accuracy (σ i → 1) and weakens the ELM with (σ i → 0). After getting the weighted likelihood of each feature entry v ij , the similarity of the jth corresponding candidate to the target object is calculated by
w ij (6) Then, the final state of the target object is determined with the following equation
where sta j * = {s xj * , s yj * , s wj * , s hj * } with s x and s y are the x-and y-position, and s w and s h are the width and height of the object. After locating the target in the current frame, all weak classifiers are updated to endure the visual changes of the object. At this stage, several image patches around and away from sta j * are sampled as current positive and negative training samples. To alleviate model drifting, the new training samples are composed as following:
where S New is the new training set, S k Old and S k Cur are the kth training samples that randomly selected from the old training samples and from the current training samples, respectively. N Old and N Cur are the number of samples selected from the old training dataset and the current dataset. In (8) , the N Old old samples are used for maintaining the appearance features from frame 1 to frame t-1, while the N Cur new samples are helpful to introduce the new feature from current frame. By controlling N Old and N Cur , the drifting problem can be greatly alleviated. Finally, S New serves as new dataset to retrain the ELMs with (2).
We integrate our tracking and updating method into the coarse-to-fine searching strategy in [11] , and the complete tracking procedure is described in Algorithm 1.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. EXPERIMENTAL SETUP
We term the proposed method as CF-ELM tracker, and implement it in MATLAB on a PC with Intel i7 7700k CPU (4.2GHz) and 16G RAM. Each video frame is converted to grayscale, and the initial size and location of the target object in the first frame are determined by the ground truth. The parameters for training samples are N neg = 30, R pos = 4, R max = 25. To calculate Haar-like feature template P, the method in [11] is adopted, and the source codes are available at http://www4.comp. polyu.edu.hk/ cslzhang/FCT/FCT.htm.
After trying a number of parameter combinations, we select the best one as the final parameter setting of ELM. 
Locating:
1. R search = R coarse , R search = 2; 2. Sample image patches around the last object location by sliding a window at R search steps and within the radius R search , getting object candidates; 3. Apply feature template P to each candidate, getting compressive feature vector V with (4); 4. Classify each candidate with (1), (5), and (6); 5. Evaluate the state of the target object with (7); 6. Let R search = R fine , R search = 1, redo steps 2 ∼ 4. Updating: 1. Use the method similar to step 1 ∼ step3 of training to get current positive and negative training set; 2. Construct training data as with (8) negative training data. Here N 1 and N 0 are the number of initial positive and negative training samples respectively.
B. EVALUATION METRICS AND RESULTS ANALYSIS
The proposed CF-ELM tracker is evaluated with other 6 representative trackers including CNT [35] , FCT [11] , KCF [16] , MIL [44] , and ESPT [42] . Among them, KCF and CNT are implemented by the source codes provided by the authors.
To speed up CNT, we use 100 particles for searching. For fairness, the source codes of FCT and MIL are modified to make the average pixel intensity be also removed from of the sample image region, since these two trackers also employ the Haar-like features to model an object. We ourselves implemented ESPT in MATLAB, since we did not get the source codes of this tracker. For ESPT, the parameter settings are the same with those in [42] , while a coarse-to-fine searching strategy is the same with KCF.
To evaluate the performances of these trackers, 15 representative video sequences are employed, including Walking, Panda, Skater2, CarDark, Deer, Football, Jumping, Shaking, Skating1, Soccer, Tiger2, Trellis, and Bird1. These video sequences cover the cases of scale variation (eg.Skating1, Soccer, and Tiger2), occlusion (e.g. Deer, Walking, Skating1, and Football), illumination variation (e.g. CarDark and Trellis), motion blur (e.g. Tiger2 and Bird1), fast motion (e.g. Jumping and Skater2), low resolution (Deer), background clutters (e.g. Deer and Trellis), and shape deformation (e.g. Panda and Skater2).
The performances of above mentioned trackers are evaluated by the success tracking rate that is based on the following ratio [45] 
where ROI T and ROI G are the tracking bounding box and the ground truth bounding box, respectively. Here, if the score ≥ 0.15 in a frame, then it is considered as a success tracking. Such score ≥ 0.15 means that if the overlap of the tracking bounding box and the ground truth is bigger than 1/4, then it is considered as success tracking. We perform 10 runs for each tracker, and TABLE 1 lists the average number of success frames on the first best 3 runs of each tracker. The screenshots of some sample tracking results are shown in Fig.3 , Fig.4 and From TABLE1, we can see that on three sequences, i.e. Skater2, Deer, and Shaking, our method has the best performances, and on five sequences, i.e. Walking, Panda, CarDark, Sakting1, and Tiger2, our method has the second performances. Averagely, the proposed CF-ELM outperforms the state-of-the-art CNT, and has the highest tracking success rates among the compared six trackers. Unlike the CNT whose tracking success rate decreases greatly on sequences with motion blur (sequences Deer and Jumping), our CF-ELM can relief such problem during tracking. For example, the score of CF-ELM is 0.9425 on sequence Jumping, while that of CNT is only 0.2684. Fig.3 shows that MIL, ESPT, FCT and KCF are sensitive to the illumination changes. Our CF-ELM is also affected by such changes; for example, when an object move from dark to light, the tracking accuracy of CF-ELM will degrade and even failure to track the object; however, the influence of illumination changes on CNT is relatively weak. The main reason is that MIL, ESPT, FCT, KCF, or CF-ELM adopts illumination (or its variants) to represent an object, while CNT uses the inner geometric layout to model an object. However, thanks to the strong classification of our designed VOLUME 7, 2019 ELM, the illumination influence on CF-ELM tracker is much less than that on the other trackers, such as FCT and ESPT. Our experiments show that, the strong learning ability of NNs offers a chance to the CF-ELM to correctly track the object.
From Fig.4 , we can see that though the CNT is more robust than other trackers in terms of illumination changes, it is sensitive to the shape changes of a target. If shape changes are not severe, all trackers can report a good tracking results (see the first row of Fig.4) . However, if the target undergoes large shape changes, the performance of CNT degrades greatly, while our CF-ELM still performs well (see the second and third rows of Fig.4 and Fig.5) .
With respect to the influence of motion blur, Fig.6 shows that CF-ELM performs better than other trackers in most cases. But if the sequences also undergo illumination changes and shape variant besides the motion blur, the tracking performance will strongly degrade (see the third row of Fig.6 ).
Then the metric of center location error (CLE) is adopted to measure the tracking accuracy of each tracker. The CLE is defined as the Euclidean distance between the centers of tracked object and the ground truth, and the CLE results are listed in TABLE2. Our CF-ELM has the least CLE on four sequences, i.e. Panda, Football, Jumping, and Shaking. The average CLE of the CF-ELM is slightly worse than the KCF, but better than the other four trackers.
In terms of tracking speed, the average fps of our CF-ELM is 1.67 that is better than CNT (see TABLE2). However, CF-ELM is much slower than the KCF, FCT and MIL. The main reason is that the classifier in CF-ELM is a three-layer neural network whose computing complexity is much greater than those conventional classifiers such as Bayes classifier in the FCT.
With respect to tracking stability, our experimental results show that the CF-ELM is not always stable. Sometimes the tracking results are good, but for other runs, it may turn to be bad. And this phenomenon also can be observed with ESPT(It is also based ELM). This is probably caused by the random training data updating, and the randomized setting or input weights and bias of the NNs. However, above results show that the strong classification ability of the ELM provides a chance to correctly track object in complex sequences.
V. CONCLUSION
In this paper, based on the EML and compressive features, a novel object tracking method, termed as CF-ELM has been proposed. The experimental results show that the CF-ELM has a better performance on the sequences undergoing shape deformation, illumination changes and motion blur than those methods such as CNT, MIL, ESPT and so on.
One problem is that the tracking speed of the CF-ELM is relatively slower compared to FCT, KCF, or MIL due to the complexity of NNs. Another problem is that ELM-based trackers are not always stable. The parallel multi-core/manycore techniques and advanced optimization methods have been widely used in computer science [50] - [53] . Therefore, our next work is to study how to improve the tracking speed and how to remove these unstable factors. 
