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1 Introduction
Motivation. In the last years, we can see an increasing interest to Frank-Wolfe algorithm
[3, 2, 10], which sometimes is called Conditional Gradient Method (CGM) [5, 7, 8]. At
each iteration of this scheme, we need to solve an auxiliary problem of minimizing a
linear function over a convex feasible set. In some situations, mainly when the feasible
set is a simple polytope, the complexity of this subproblem is much lower than that of
the standard projection technique (e.g. [11]). The standard complexity results for this
method are related to convex objective function with Lipschitz-continuous gradient. In
this situation, CGM converges as O( 1k ), where k is the number of iterations. Moreover,
it appears that this rate of convergence is optimal for methods with linear optimization
oracle [9].
For nonsmooth functions, CGM cannot converge (we give a simple example in Sec-
tion 2). Therefore, it is interesting to study the dependence of the rate of convergence of
CGM on the level of smoothness of the objective function. On the other hand, sometimes
nonsmoothness of the objective function results from a complementary regularization
term. This situation can be treated in the framework of composite minimization [12].
However, the performance of CGM for this structure of the objective function was not
studied yet. Finally, by its spirit, CGM is a primal-dual method. Indeed, it generates
the lower bounds on the optimal value of the objective function, which converge to the
optimal value [4]. Therefore, it would be natural to extract from this method an approx-
imate solution of the dual problem. These questions served as the main motivation for
this paper
Contents. In Section 2, we introduce our main problem of interest, where the objective
function has a composite form. Our main assumption is that the problem of minimizing
a linear function augmented by a simple convex complementary term is solvable.1) We
assume that the smooth part of the objective has Holder-continuous gradients. For proving
eciency estimate for CGM, we apply the technique of estimate sequences (e.g. [11]) in
its extended form [16]. As a result, we get a signicant freedom in the choice of step-size
coecients. In this section we also consider a variant of augmented CGM, which can be
seen as a trust-region method with linear model of the objective. For this scheme, the
trust region is formed by contracting the feasible set towards the current test point.
Our bounds for the primal-dual gap are very similar to bounds in [4]. However, they
are obtained for the dierence of the current value of the objective function and the
minimal value of the accumulated linear model. In Section 3 we explain how to extract
from this information an upper bound on the duality gap for some feasible primal-dual
solution. In our technique we use an explicit max-representation of the smooth part of
the objective function.
In Section 4, we show that the additional properties of complementary part of the
objective (strong convexity) signicantly accelerate the scheme. Finally, in Section 5, we
apply our technique for a new second-order trust-region method, where the quadratic
approximation of our objective function is minimized on a trust region formed by a con-
tracted feasible set. To the best of our knowledge, this is the rst trust-region scheme [1]
supported by the worst-case complexity analysis.
1) Performance of CGM as applied to objective function regularized by a norm was studied in [6].
1
Notation. In what follows, we consider optimization problems over nite-dimensional
linear space E with the dual space E. The value of linear function s 2 E at x 2 E is
denoted by hs; xi. In E, we x a norm k  k, which denes the conjugate norm
ksk = max
x
fhs; xi : kxk  1g; s 2 E:
For a linear operator A : E ! E1, its conjugate operator A : E1 ! E is dened by
identity
hAx; yi = hAy; xi; x 2 E; y 2 E1:
We call operator B : E ! E self-conjugate if B = B. It is positive-semidenite if
hBx; xi  0 for all x 2 E. For a linear operator B : E! E, we dene its operator norm
in the usual way:
kBk = max
x
fkBxk : kxk  1g:
For a dierentiable function f(x) with dom f  E, we denote by rf(x) 2 E its gradient,
and by r2f(x) : E! E its Hessian. Note that  r2f(x) = r2f(x).
In the sequel, we often need to estimate from above the partial sums of dierent series.
For that, it is convenient to use the following trivial lemma.
Lemma 1 Let function (),  2 R, be convex. Then, for any two integers a and b, such
that [a  12 ; b+ 12 ]  dom , we have
bP
k=a
(k) 
b+1=2R
a 1=2
() d: (1.1)
2 Conditional gradient methods
In this paper we consider numerical methods for solving the following composite mini-
mization problem:
min
x
n
f(x)
def
= f(x) + 	(x)
o
; (2.1)
where 	 is a simple closed convex function with bounded domain, and f is a convex
function, which is subdierentiable on dom	  E. Denote by x one of the optimal
solutions of (2.1), and D
def
= diam(dom	). Our assumption on simplicity of function 	
means that some auxiliary optimization problems over this set are solvable. Complexity
of these problems will be always discussed before the corresponding optimization schemes.
The most important examples of function 	 are as follows.
 	 is an indicator function of a closed convex set Q:
	(x) = IndQ(x)
def
=

0; x 2 Q;
+1; otherwise: (2.2)
 	 is a self-concordant barrier for a closed convex set Q (see [14, 11]).
 	 is a nonsmooth convex function with simple structure (e.g. 	(x) = kxk1).
2
We assume that function f is represented by a black-box oracle. If it is a rst-order
oracle, we assume its gradients satisfy the following Holder condition:
krf(x) rf(y)k  Gkx  yk ; x; y 2 dom	: (2.3)
Constant L is formally dened for any  2 (0; 1]. For some values of  it can be +1.
Note that for any x and y in dom	 we have
f(y)  f(x) + hrf(x); y   xi+ G1+ ky   xk1+ : (2.4)
If this is a second-order oracle, we assume that its Hessians satisfy Holder condition
kr2f(x) r2f(y)k  Hkx  yk ; x; y 2 dom	: (2.5)
In this case, for any x and y in dom	 we have
f(y)  f(x) + hrf(x); y   xi+ 12hr2f(x)(y   x); y   xi+ Hky xk
2+
(1+)(2+) : (2.6)
For Conditional Gradient Methods (CGM) our assumption on simplicity of function 	
means exactly the following.
Assumption 1 For any s 2 E, the auxiliary problem
min
x2dom	
fhs; xi+	(x)g (2.7)
is easily solvable. Denote by v	(s) 2 dom	 one of its optimal solutions.
In the case (2.2), this assumption implies that we are able to solve the problem
min
x
fhs; xi : x 2 dom	g:
Note that point v	(s) is characterized by the following variational principle:
hs; x  v	(s)i+	(x)  	(v	(s)); x 2 dom	: (2.8)
In order to solve problem (2.1), we apply the following method.
Conditional Gradient Method, Type I
1: Choose an arbitrary point x0 2 dom	.
2: For t  0 iterate: a) Compute vt = v	(rf(xt)).
b) Choose t 2 (0; 1] and set xt+1 = (1  t)xt + tvt.
(2.9)
It is clear that this method can minimize only functions with continuous gradient.
3
Example 1 Let 	(x) = IndQ(x) with Q = fx 2 R2 : (x(1))2 + (x(2))2  1g. Dene
f(x) = maxfx(1); x(2)g:
Then clearly x =

1p
2
; 1p
2
T
. Let us choose in (2.9) x0 6= x.
For function f , we can apply an oracle, which returns at any x 2 dom	 a subgradient
rf(x) 2 f(1; 0)T ; (0; 1)T g. Then, for any feasible x, the point v	(rf(x)) is equal either
to y1 = ( 1; 0)T , or to y2 = (0; 1)T . Therefore, all points of the sequence fxtgt0,
generated by method (2.9), belong to triangle Convfx0; y1; y2g, which does not contain x.
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In order to justify the rate of convergence of method (2.9) for functions with Holder
continuous gradients, we apply the estimate sequences technique [11] in its relaxed form [16].
For that, it is convenient to introduce in (2.9) new control variables. Consider a sequence
of nonnegative weights fatgt0. Dene
At =
tP
k=0
ak; t =
at+1
At+1
; t  0: (2.10)
From now on, we assume that parameter t in method (2.9) is chosen in accordance
to the rule (2.10). Denote
V0 = max
x
fhrf(x0); x0   xi+	(x0) 	(x)g ;
B;t = a0V0 +

tP
k=1
a1+k
Ak

GD
1+ ; t  0:
(2.11)
It is clear that
V0
(2:6)
 max
x
n
f(x0)  f(x) + G1+ kx  x0k1+ +	(x0) 	(x)
o
 f(x0)  f(x) + GD1+1+
def
= (x0) +
GD1+
1+ :
(2.12)
Lemma 2 Let sequence fxtgt0 be generated by method (2.9). Then, for any  2 (0; 1],
any step t  0, and any x 2 dom	 we have
At(f(xt) + 	(xt)) 
tP
k=0
ak[f(xk) + hrf(xk); x  xki+	(x)] +B;t: (2.13)
Proof:
4
Indeed, in view of denition (2.11), for t = 0 inequality (2.13) is satised. Assume that it
is valid for some t  0. Then
t+1P
k=0
ak[f(xk) + hrf(xk); x  xki+	(x)] +B;t
(2:13)
 At(f(xt) + 	(xt)) + at+1[f(xt+1) + hrf(xt+1); x  xt+1i+	(x)]
 At+1f(xt+1) +At	(xt) + hrf(xt+1); at+1(x  xt+1) +At(xt   xt+1)i+ at+1	(x)
(2:9)b
= At+1f(xt+1) +At	(xt) + at+1 [	(x) + hrf(xt+1); x  vti]
(2:9)b At+1 (f(xt+1) + 	(xt+1)) + at+1 [	(x) 	(vt) + hrf(xt+1); x  vti]
It remains to note that
	(x) 	(vt) + hrf(xt+1); x  vti
(2:8)
 hrf(xt+1) rf(xt); x  vti
(2:3)
  t LD1+ :
Thus, for keeping (2.13) valid for the next iteration, it is enough to choose
B;t+1 = B;t +
a1+t+1
At+1
GD
1+ :
2
Corollary 1 For any t  0 with At > 0, and any  2 (0; 1] we have
f(xt)  f(x)  1AtB;t: (2.14)
Let us discuss now possible variants for choosing the weights fatgt0.
1. Constant weights. Let us choose at  1, t  0. Then At = t + 1, and for  2 (0; 1)
we have
B;t = V0 +

tP
k=1
1
(1+k)

GD
1+
(1:1)
 V0 +GD1+ 11  (1 + )1 
t+1=2
1=2
(2:12)
 (x0) +GD1+
h
1
1+ +
 
3
2
1  1
1 
 
1 + 23 t
1    1i
Thus, for  2 (0; 1), we have 1AtB;t  O(t ). For the most important case  = 1,
we have lim
!1
1
1 
 
1 + 23 t
1    1 = ln(1 + 23 t). Therefore,
f(xt)  f(x)  1t+1
 
(x0) +G1D
2

1
2 + ln(1 +
2
3 t)

: (2.15)
In this situation, in method (2.9) we take t
(2:10)
= 1t+1 .
5
2. Linear weights. Let us choose at  t, t  0. Then At = t(t+1)2 , and for  2 (0; 1)
with t  1 we have
B;t =

tP
k=1
2k1+
k(1+k)

GD
1+ 

tP
k=1
2k1 

GD
1+
(1:1)
 GD1+ 22  2 
t+1=2
1=2
= 2

2 
h 
t+ 12
2     122 iGD1+ :
Thus, for  2 (0; 1), we again have 1AtB;t  O(t ). For the case  = 1, we get the
following bound:
f(xt)  f(x)  4t+1G1D2; t  1: (2.16)
As we can see, this rate of convergence is better than (2.15). In this case, in
method (2.9) we take t
(2:10)
= 2t+2 , which is a standard recommendation for CGM (2.9).
3. Aggressive weights. Let us choose, for example, at  t2, t  0. Then At =
t(t+1)(2t+1)
6 . Note that for k  0 we have k
2+
(k+1)(2k+1)  k
2 
2 . Therefore, for
 2 (0; 1) with t  1 we obtain
B;t =

tP
k=1
6k2(1+)
k(1+k)(2k+1)

GD
1+ 

tP
k=1
3k2 

GD
1+
(1:1)
 GD1+ 33  3 
t+1=2
1=2
= 3

3 
h 
t+ 12
3     123 iGD1+ :
For  2 (0; 1), we get again 1AtB;t  O(t ). For  = 1, we obtain
f(xt)  f(x)  92t+1G1D2; t  1:; (2.17)
which is slightly worse than (2.16). The rule for choosing the coecients t in this
situation is t
(2:10)
= 6(t+1)(t+2)(2t+3) . It can be easily checked that the further increase of
the rate of growth of coecients at makes the rate of convergence of method (2.9)
even worse.
Note that the above rules for choosing the coecients ftgt0 in method (2.9) do not
depend on the smoothness parameter  2 (0; 1]. In this sense, method (2.9) is a universal
method for solving the problem (2.1) (see [13]). Moreover, this method does not depend
on the choice of the norm in E. Hence, its rate of convergence can be established with
respect to the best norm describing the geometry of the feasible set.
To conclude this section, let us consider a variant of method (2.9). For 	(x)  IndQ (x)
these two methods coincide. Otherwise, they generate dierent minimization sequences.
Conditional Gradient Method, Type II
1: Choose an arbitrary point x0 2 dom	.
2: For t  0 iterate: Choose coecient t 2 (0; 1] and compute
xt+1 = argmin
y
fhrf(xt); yi+	(y) : y 2 (1  t)xt + t dom	g :
(2.18)
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This method can be seen as a Trust-Region Scheme [1] with linear model of objective
function. The trust region in (2.18) is formed by a contraction of the initial feasible set.
In Section 5, we consider a more traditional trust-region method with quadratic model of
the objective.
Note that point xt+1 in method (2.18) is characterized by the following variational
principle:
xt+1 = (1  t)xt + tvt; vt 2 dom	;
	((1  t)xt + tx) + thrf(xt); x  xti
 	(xt+1) + hrf(xt); xt+1   xti; x 2 dom	:
(2.19)
Let us choose somehow the sequence of nonnegative weights fatgt0, and dene in (2.18)
the coecients t in accordance to (2.10). Dene now the estimate functional sequence
ft(x)gt0 as follows:
0(x) = a0 f(x);
t+1(x) = t(x) + at+1[f(xt) + hrf(xt); x  xti+	(x)]; t  0:
(2.20)
Clearly, for all t  0 we have
t(x)  At f(x); x 2 dom	: (2.21)
Denote
C;t = a0(x0) +
1
1+

tP
k=1
a1+k
Ak

GD
1+ ; t  0: (2.22)
Lemma 3 Let sequence fxtgt0 be generated by method (2.18). Then, for any  2 (0; 1]
and any step t  0, we have
At f(xt)  t(x) + C;t; x 2 dom	: (2.23)
Proof:
For t = 0, we have C;0 = a0[ f(x0)  f(x)]. Thus, (2.23) follows from (2.21).
Assume now that (2.23) is valid for some t  0. In view of denition (2.10), optimality
condition (2.19) can written in the following form:
at+1hrf(xt); x  xti  At+1 [	(xt+1) 	((1  t)xt + tx) + hrf(xt); xt+1   xti]
for all x 2 dom	. Therefore,
t+1(x) + C;t = t(x) + C;t + at+1[f(xt) + hrf(xt); x  xti+	(x)]
(2:23)
 At[f(xt) + 	(xt)] + at+1[f(xt) + 	(x)]
+At+1 [	(xt+1) 	((1  t)xt + tx) + hrf(xt); xt+1   xti]
 At+1 [f(xt) + hrf(xt); xt+1   xti+	(xt+1)]
(2:4)
 At+1
h
f(xt+1)  11+Gkxt+1   xtk1+
i
:
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It remains to note that kxt+1   xtk = tkxt   vtk
(2:10)
 at+1At+1D. Thus, we can take
C;t+1 = C;t +
1
1+
a1+t+1
At+1
GD
1+ :
2
In view of (2.21), inequality (2.23) results in the following rate of convergence:
f(xt)  f(x)  1AtC;t; t  0: (2.24)
Note that for linearly growing weights at = t, At =
t(t+1)
2 , t  0, we have already
estimated
C;t =
1
1+B;t  2

(1+)(2 )
h 
t+ 12
2     122 iGD1+ :
Therefore, for  = 1, we get the following rate of convergence:
f(xt)  f(x)  2t+1G1D2; t  1: (2.25)
3 Computing the primal-dual solution
Note that both methods (2.9) and (2.18) admit computable accuracy certicates. For the
rst method, denote
`t =
1
At
min
x

tP
k=0
ak[f(xk) + hrf(xk); x  xki+	(x)] : x 2 dom	

:
Clearly,
f(xt)  f(x)  f(xt)  `t
(2:13)
 1AtB;t: (3.1)
For the second method, let us choose a0 = 0. Then the estimate functions are linear:
t(x) =
tP
k=1
ak[f(xk 1) + hrf(xk 1); x  xk 1i+	(x)]:
Therefore, dening ^`t =
1
At
min
x
ft(x) : x 2 dom	g, we also have
f(xt)  f(x)  f(xt)  ^`t
(2:13)
 1AtC;t; t  1: (3.2)
Accuracy certicates (3.1) and (3.2) justify that both methods (2.9) and (2.18) are
able to recover some information on the optimal dual solution. However, in order to
implement this ability, we need to open the Black Box and introduce an explicit model of
the function f(x).
Let us assume that function f is representable in the following form:
f(x) = max
u
fhAx; ui   g(u) : u 2 Qdg; (3.3)
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where A : E ! E1, Qd is a closed convex set in a nite-dimensional linear space E2, and
function g() is p-uniformly convex on Qd:
hrg(u1) rg(u2); u1   u2i  gku1   u2kp; u1; u2 2 Qd;
where the convexity degree p  2.
It is well known (e.g. [13]) that in this case, for  = 1p 1 we have G =

1
g
 1
p 1
.
In view of Danskin Theorem, rf(x) = Au(x), where u(x) 2 Qd is the unique optimal
solution to optimization problem in the representation (3.3).
Let us write down the dual problem to (2.1).
min
x
f f(x) : x 2 dom	g (3:3)= min
x
n
	(x) + max
u
fhAx; ui   g(u) : u 2 Qdg
o
 max
u2Qd
n
 g(u) + min
x
fhAu; xi+	(x)g
o
:
Thus, dening (u) = min
x
fhAu; xi+	(x)g, we get the following dual problem:
max
u2Qd
n
g(u)
def
=  g(u) + (u)
o
: (3.4)
In this problem, the objective function is nonsmooth and uniformly strongly concave of
degree p. Clearly, we have
f(x)  g(u)  0; x 2 dom	; u 2 Qd: (3.5)
Let us show that both methods (2.9) and (2.18) are able to approximate the optimal
solution to the dual problem (3.4).
Note that for any x 2 dom	 we have
f(x) + hrf(x); x  xi (3:3)= hAx; u(x)i   g(u(x)) + hAu(x); x  xi
= hAx; u(x)i   g(u(x)):
Therefore, denoting for the rst method (2.9) ut =
1
At
tP
k=0
aku(xk), we obtain
`t = min
x2dom	

	(x) + 1At
tP
k=0
ak[hAx; u(xk)i   g(u(xk)]

= (ut)  1At
tP
k=0
akg(u(xk))  g(ut):
Thus, we get
0
(3:5)
 f(xt)  g(ut)  f(xt)  `t
(3:1)
 1AtB;t; t  0: (3.6)
For the second method (2.18), we need to choose a0 = 0 and take ut =
1
At
tP
k=1
aku(xk 1).
In this case, by the similar reasoning, we get
0
(3:5)
 f(xt)  g(ut)  f(xt)  ^`t
(3:2)
 1AtC;t; t  1: (3.7)
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4 Strong convexity of function 	
In this section, we assume that function 	 in problem (2.1) is strongly convex (see, for
example, Section 2.1.3 in [11]). This means that there exists a positive constant 	 such
that
	(x+ (1  )y)  	(x) + (1  )	(y)  12	(1  )kx  yk2 (4.1)
for all x; y 2 dom	 and  2 [0; 1]. Let us show that in this case CG-methods converge
much faster. We demonstrate it for method (2.9).
In view of strong convexity of 	, the variational principle (2.8), characterizing the
point vt in method (2.9) can be strengthen:
	(x) + hrf(xt); x  vti  	(vt) + 12 kx  vtk2; x 2 dom	: (4.2)
Let V0 be dened as in (2.11). Denote
B^;t = a0V0 +

tP
k=1
a1+2k
A2k

G2D
2
2	
; t  0: (4.3)
Lemma 4 Let sequence fxtgt0 be generated by method (2.9), and function 	 is strongly
convex. Then, for any  2 (0; 1], any step t  0, and any x 2 dom	 we have
At(f(xt) + 	(xt)) 
tP
k=0
ak[f(xk) + hrf(xk); x  xki+	(x)] + B^;t: (4.4)
Proof:
The beginning of the proof of this statement is very similar to that of Lemma 2. Assuming
that (4.4) is valid for some t  0, we get the following inequality:
t+1P
k=0
ak[f(xk) + hrf(xk); x  xki+	(x)] +B;t
 At+1 (f(xt+1) + 	(xt+1)) + at+1 [	(x) 	(vt) + hrf(xt+1); x  vti] :
Further.
	(x) 	(vt) + hrf(xt+1); x  vti
(4:2)
 hrf(xt+1) rf(xt); x  vti+ 12	kx  vtk2
(2:3)
   12	 krf(xt+1) rf(xt)k2
(2:3)
   12	

at+1
At+1
GD

2
:
Thus, for keeping (4.4) valid for the next iteration, it is enough to choose
B^;t+1 = B^;t +
1
2	
a1+2t+1
A2t+1
G2D
2 :
2
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It can be easily checked that in our situation, the linear weights strategy at  t is not
the best one. Let us choose at = t
2, t  0. Then At = t(t+1)(2t+1)6 , and we get
B^;t =

tP
k=1
62k2(1+2)
k2(k+1)2(2k+1)2

G2D
2
2	


32
tP
k=1
k2(1 )

G2D
2
2	
(1:1)
 G2D22	  3
2
3 2 
3 2
t+1=2
1=2
= 3
2
3 2
h
(t+ 12)
3 2    123 2i G2D22	 :
Thus, for  2 (0; 1), we get 1At B^;t  O(t 2). For  = 1, we obtain
f(xt)  f(x)  54(t+1)(2t+1) 
G21D
2
2	
; (4.5)
which is much better than (2.16).
5 Second-order trust-region method
Let us assume now that in problem (2.1) function f is twice continuously dierentiable.
Then we can apply to this problem the following Trust-Region Method.
Trust-Region Method
1: Choose an arbitrary point x0 2 dom	.
2: For t  0 iterate: Dene coecient t 2 (0; 1] and choose
xt+1 2 Argmin
y
n
hrf(xt); y   xti+ 12hr2f(xt)(y   xt); y   xti+	(y) :
y 2 (1  t)xt + t dom	
o
:
(5.1)
Note that this scheme is well dened even if the Hessian of function f is positive
semidenite. Of course, in general, the computational cost of each iteration of this scheme
can be quite big. However, in one important case, when 	(x) is an indicator function
of a Euclidean ball, the complexity of each iteration of this scheme is dominated by the
complexity of matrix inversion. Thus, method (5.1) can be easily applied to problems of
the form
min
x
ff(x) : kx  x0k  rg; (5.2)
where the norm k  k is Euclidean.
Let H < +1 for some  2 (0; 1]. In this section we assume that
hr2f(x)h; hi  Lkhk2; x 2 dom	; h 2 E: (5.3)
Let us choose a sequence of nonnegative weights fatgt0, and dene in (5.1) the coe-
cients ftgt0 in accordance to (2.10). Dene the estimate functional sequence ft(x)gt0
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by recurrent relations (2.20), where the sequence fxtgt0 is generated by method (5.1).
Finally, denote
C^;t = a0(x0) +

tP
k=1
a2+k
A1+k

HD2+
(1+)(2+) +

tP
k=1
a2k
2Ak

LD2: (5.4)
Lemma 5 Let sequence fxtgt0 be generated by method (5.1). Then, for any  2 [0; 1]
and any step t  0 we have
At f(xt)  t(x) + C^;t; x 2 dom	: (5.5)
Proof:
For t = 0, C^;0 = a0[ f(x0)  f(x)]. Therefore, inequality (5.5) is valid.
Note that the point xt+1 is characterized by the following variational principle:
xt+1 = (1  t)xt + tvt; vt 2 dom	;
	(y) + hrf(xt) +r2f(xt)(xt+1   xt); y   xt+1i  	(xt+1);
8 y = (1  t)xt + tx; x 2 dom	:
Therefore, in view of denition (2.10), for any x 2 dom	 we have
at+1hrf(xt); x  xti  At+1hrf(xt) +r2f(xt)(xt+1   xt); xt+1   xti
+at+1hr2f(xt)(xt+1   xt); xt   xi
+At+1[	(xt+1) 	((1  t)xt + tx)]
(5:3)
 At+1hrf(xt) + 12r2f(xt)(xt+1   xt); xt+1   xti
+At+1[	(xt+1) 	((1  t)xt + tx)]  a
2
t+1
2At+1
LD2:
Hence,
At f(xt) + at+1[f(xt) + hrf(xt); x  xti+	(x)]
 At	(xt) +At+1[f(xt) + hrf(xt) + 12r2f(xt)(xt+1   xt); xt+1   xti]
+at+1	(x) +At+1[	(xt+1) 	((1  t)xt + tx)]  a
2
t+1
2At+1
LD2
(2:6)
 At+1[f(xt+1) + 	(xt+1)] At+1Hkxt+1 xtk
2+
(1+)(2+)  
a2t+1
2At+1
LD2
 At+1 f(xt+1)  a
2+
t+1
A1+t+1
 HD2+(1+)(2+)  
a2t+1
2At+1
LD2:
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Thus, if (5.5) is valid for some t  0, then
t+1(x) + C^;t  At f(xt) + at+1[f(xt) + hrf(xt); x  xti+	(x)]
 At+1 f(xt+1)  a
2+
t+1
A1+t+1
 HD2+(1+)(2+)  
a2t+1
2At+1
LD2:
Thus, we can take C^;t+1 = C^;t +
a2+t+1
A1+t+1
 HD2+(1+)(2+) +
a2t+1
2At+1
LD2. 2
Thus, inequality (5.5) ensures the following rate of convergence of method (5.1)
f(xt)  f(x)  1At C^;t: (5.6)
The particular expression of the right-hand side of this inequality can be obtained exactly
in the same way as in Section 2. Here, we restrict ourselves only by the case  = 1 and
at = t
2, t  0. Then At = t(t+1)(2t+1)6 , and
tP
k=1
a3k
A2k
=
tP
k=1
36k6
k2(k+1)2(2k+1)2
 18t;
tP
k=1
a2k
2Ak
=
tP
k=1
3k4
k(k+1)(2k+1)  32
tP
k=1
k = 34 t(t+ 1):
Thus, we get
f(xt)  f(x)  18H1D3(t+1)(t+2) + 9LD
2
2(t+2) : (5.7)
Note that this rate of convergence is worse than that of the Newton method with cubic
regularization [15]. However, to the best of our knowledge, inequality (5.7) gives us the
rst global rate of convergence obtained so far for an optimization scheme belonging to
the family of trust-region methods [1]. In view of inequality (5.5), the optimal solution
of the dual problem (3.4) can be approximated by method (5.1) with a0 = 0 in the same
way as it was done in Section 3 for Conditional Gradient Methods.
13
References
[1] Conn A.B., Gould N.I.M., Toint Ph.L., Trust Region Methods, SIAM, Philadelphia,
2000.
[2] J. Dunn. Convergence rates for conditional gradient sequences generated by implicit
step length rules. SIAM Journal on Control and Optimization, 18(5): 473-487,
(1980).
[3] M. Frank, P. Wolfe. An algorithm for quadratic programming. Naval Research Lo-
gistics Quarterly, 3: 149-154 (1956).
[4] R.M. Freund, P. Grigas. New analysis and results for the FrankWolfe method.Math-
ematical Programming, DOI 10.1007/s10107-014-0841-6, (2014).
[5] D. Garber, E. Hazan. A linearly convergent conditional gradient algorithm with
application to online and stochastic optimization. arXiv: 1301.4666v5, (2013).
[6] Z. Harchaoui, A. Juditsky, and A. Nemirovski. Conditional gradient algorithms for
norm-regularized smooth convex optimization. Mathematical Programming, DOI
10.1007/s10107-014-0778-9, (2014).
[7] M. Jaggi. Revisiting Frank-Wolfe: projection-free sparse convex optimization. In
Proceedings of the 30th International Conderence on Machine Learning, Atlanta,
Georgia, (2013).
[8] S. Lacoste-Julien, M. Jaggi, M. Schmidt, and P. Pletscher. Block-coordinate Frank-
Wolfe optimization of structural svms. In Proceedings of the 30th International Con-
derence on Machine Learning, Atlanta, Georgia, (2013).
[9] G. Lan. The complexity of large-scale convex programming under a linear optimiza-
tion oracle. arXiv: 1309.5550v2, (2014).
[10] A. Migdalas. A regularization of the Frank-Wolfe method and unication of certain
nonlinear programming methods. Mathematical Programming, 63, 331-345, (1994)
[11] Yu. Nesterov. Introductory Lectures on Convex Optimization. Kluwer, Boston, 2004.
[12] Yu.Nesterov. Gradient methods for minimizing composite functions. Mathematical
Programming, 140(1), 125-161 (2013).
[13] Yu. Nesterov. Universal gradient methods for convex optimization problems. Math-
ematical Programming, DOI: 10.1007/s10107-014-0790-0, (2014).
[14] Nesterov Yu., Nemirovskii A., Interior-Point Polynomial Algorithms in Convex Pro-
gramming, SIAM, Philadelphia, 1994.
[15] Yu. Nesterov, B. Polyak. Cubic regularization of Newton's method and its global
performance. Mathematical Programming, 108(1), 177-205, (2006).
[16] Yu. Nesterov, V. Shikhman. Quasi-monotone subgradient methods for nonsmooth
convex minimization. JOTA, DOI 10.1007/s10957-014-0677-5, (2014).
14
Recent titles 
CORE Discussion Papers 
 
2014/32 P. Jean-Jacques HERINGS, Ana MAULEON and Vincent VANNETELBOSCH. Stability of 
networks under Level-K farsightedness. 
2014/33 Lionel ARTIGE, Laurent CAVENAILE and Pierre PESTIEAU. The macroeconomics of PAYG 
pension schemes in an aging society. 
2014/34 Tanguy KEGELART and Mathieu VAN VYVE. A conic optimization approach for SKU 
rationalization. 
2014/35 Ulrike KORNEK, Kei LESSMANN and Henry TULKENS. Transferable and non transferable 
utility implementations of coalitional stability in integrated assessment models. 
2014/36 Ibrahim ABADA, Andreas EHRENMANN and Yves SMEERS. Endogenizing long-term 
contracts in gas market models. 
2014/37 Julio DAVILA. Output externalities on total factor productivity. 
2014/38 Diane PIERRET. Systemic risk and the solvency-liquidity nexus of banks. 
2014/39 Paul BELLEFLAMME and Julien JACQMIN. An economic appraisal of MOOC platforms: 
business models and impacts on higher education. 
2014/40 Marie-Louise LEROUX, Pierre PESTIEAU and Grégory PONTHIERE. Longévité 
différentielle et redistribution: enjeux théoriques et empiriques. 
2014/41 Chiara CANTA, Pierre PESTIEAU and Emmanuel THIBAULT. Long term care and capital 
accumulation: the impact of the State, the market and the family. 
2014/42 Gilles GRANDJEAN, Marco MANTOVANI, Ana MAULEON and Vincent 
VANNETELBOSCH. Whom are you talking with ? An experiment on credibility and 
communication structure. 
2014/43 Julio DAVILA. The rationality of expectations formation. 
2014/44 Florian MAYNERIS, Sandra PONCET and Tao ZHANG. The cleaning effect of minimum 
wages. Minimum wages, firm dynamics and aggregate productivity in China. 
2014/45 Thierry BRECHET, Natali HRITONENKOVA and Yuri YATSENKO. Domestic 
environmental policy and international cooperation for global commons. 
2014/46 Mathieu PARENTI, Philip USHCHEV and Jacques-François THISSE. Toward a theory of 
monopolistic competition. 
2014/47 Takatoshi TABUCHI, Jacques-François THISSE and Xiwei ZHU. Does technological progress 
affect the location of economic activity? 
2014/48 Paul CASTANEDA DOWER, Victor GINSBURGH and Shlomo WEBER. Colonial legacy, 
linguistic disenfranchisement and the civil conflict in Sri Lanka. 
2014/49 Victor GINSBURGH, Jacques MELITZ and Farid TOUBAL. Foreign language learnings: An 
econometric analysis. 
2014/50 Koen DECANCQ and Dirk NEUMANN. Does the choice of well-being measure matter 
empirically? An illustration with German data. 
2014/51 François MANIQUET. Social ordering functions. 
2014/52 Ivar EKELAND and Maurice QUEYRANNE. Optimal pits and optimal transportation. 
2014/53 Luc BAUWENS, Manuela BRAIONE and Giuseppe STORTI. Forecasting comparison of long 
term component dynamic models for realized covariance matrices. 
2014/54 François MANIQUET and Philippe MONGIN. Judgment aggregation theory can entail new 
social choice results. 
2014/55 Pasquale AVELLA, Maurizio BOCCIA and Laurence A. WOLSEY. Single-period cutting 
planes for inventory routing problems. 
2014/56 Jean-Pierre FLORENS and Sébastien VAN BELLEGEM. Instrumental variable estimation in 
functional linear models. 
2014/57 Abdelrahaman ALY and Mathieu VAN VYVE. Securely solving classical networks flow 
problems.  
2014/58 Henry TULKENS. Internal vs. core coalitional stability in the environmental externality game: 
A reconciliation. 
 
Recent titles 
CORE Discussion Papers - continued 
 
2014/59 Manuela BRAIONE and Nicolas K. SCHOLTES. Construction of Value-at-Risk forecasts 
under different distributional assumptions within a BEKK framework. 
2014/60 Jörg BREITUNG and Christian M. HAFNER. A simple model for now-casting volatility series. 
2014/61 Timo TERASVIRTA and Yukai YANG. Linearity and misspecification tests for vector smooth 
transition regression models. 
2014/62 Timo TERASVIRTA and Yukai YANG. Specification, estimation and evaluation of vector 
smooth transition autoregressive models with applications. 
2014/63 Axel GAUTIER and Nicolas PETIT. Optimal enforcement of competition policy: the 
commitments procedure under uncertainty. 
2014/64 Sébastien BROOS and Axel GAUTIER. Competing one-way essential complements: the 
forgotten side of net neutrality. 
2014/65 Jean HINDRIKS and Yukihiro NISHIMURA. On the timing of tax and investment in fiscal 
competition models.  
2014/66 Jean HINDRIKS et Guillaume LAMY. Back to school, back to segregation? 
2014/67 François MANIQUET et Dirk NEUMANN. Echelles d'équivalence du temps de travail: 
évaluation de l'impôt sur le revenu en Belgique à la lumière de l'éthique de la responsabilité. 
2015/1 Yurii NESTEROV and Vladimir SHIKHMAN. Algorithm of Price Adjustment for Market 
Equilibrium. 
2015/2 Claude d’ASPREMONT and Rodolphe DOS SANTOS FERREIRA. Oligopolistic vs. 
monopolistic competition: Do intersectoral effects matter? 
2015/3 Yuuri NESTEROV. Complexity bounds for primal-dual methods minimizing the model of 
objective function. 
 
Books 
 
W. GAERTNER and E. SCHOKKAERT (2012), Empirical social choice. Cambridge University Press. 
L. BAUWENS, Ch. HAFNER and S. LAURENT (2012), Handbook of volatility models and their 
applications. Wiley. 
J-C. PRAGER and J. THISSE (2012), Economic geography and the unequal development of regions. 
Routledge. 
M. FLEURBAEY and F. MANIQUET (2012), Equality of opportunity: the economics of responsibility. 
World Scientific. 
J. HINDRIKS (2012), Gestion publique. De Boeck. 
M. FUJITA and J.F. THISSE (2013), Economics of agglomeration: cities, industrial location, and 
globalization. (2nd edition). Cambridge University Press. 
J. HINDRIKS and G.D. MYLES (2013). Intermediate public economics. (2nd edition). MIT Press. 
J. HINDRIKS, G.D. MYLES and N. HASHIMZADE (2013). Solutions manual to accompany intermediate 
public economics. (2nd edition). MIT Press. 
J. HINDRIKS (2015). Quel avenir pour nos pensions. Les grands défis de la réforme des pensions. De 
Boeck. 
 
 
CORE Lecture Series 
 
R. AMIR (2002), Supermodularity and complementarity in economics. 
R. WEISMANTEL (2006), Lectures on mixed nonlinear programming. 
A. SHAPIRO (2010), Stochastic programming: modeling and theory. 
 
