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Abstract
Taking up ordinal notations derived from Skolem hull operators familiar in the field of infinitary proof theory we develop a
toolkit of ordinal arithmetic that generally applies whenever ordinal structures are analyzed whose combinatorial complexity does
not exceed the strength of the system KP`0 of set theory. The original purpose of doing so was inspired by the analysis of ordinal
structures based on elementarity invented by T.J. Carlson, see [T.J. Carlson, Elementary patterns of resemblance, Annals of Pure
and Applied Logic 108 (2001) 19–77], [G. Wilken, Σ1-Elementarity and Skolem hull operators, Annals of Pure and Applied Logic
145 (2) (2007) 162–175], and [G. Wilken, Assignment of ordinals to patterns of resemblance, The Journal of Symbolic Logic
(in press)]. Within the arithmetical context laid bare in this work, the “KP`0-numbers” play a role analogous to the role epsilon
numbers play in the ordinal arithmetic based on the notion of Cantor normal form.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
An expressive ordinal arithmetic that handles combinatorial complexity up to the strength of the system KP`0 of
set theory, which axiomatizes a mathematical universe that is a limit of admissible sets, turned out to be necessary for
the detailed analysis of Carlson’s Elementary Patterns of Resemblance of order one, see [5]. In [14] we prove that the
ordinal notation system derived from patterns of order one over ordinal addition as a basic function represents the proof
theoretic ordinal of KP`0, as was claimed by Carlson in [5]. It was clear from the beginning that this enhancement of
ordinal arithmetic would provide a toolkit of general applicability (see also the introduction to [13]). The analysis of
pure2 patterns of order two is another application of the ordinal arithmetic developed in this paper. It will be shown in
a future paper that pure patterns of order two are of the same strength as additive patterns of order one.
Our development of an ordinal arithmetic which has the desired expressivity builds upon a specific variant of
classical ordinal notations commonly used in ordinal analysis. The general principle used to define these notations
E-mail address: wilkeng@math.ohio-state.edu.
1 The content of this article is an extensive rewrite of a part of the author’s Ph. D. Thesis, see [12], that was written at the Westfälische Wilhelms-
Universität Münster under the supervision of Professor Wolfram Pohlers. This work was partially supported by a grant from the Samuel B. Davis
Fund for Mathematical Logic at the Ohio State University.
2 Pure patterns do not involve any basic functions, cf. [5].
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can be understood as a form of iterated Skolem hulling process (see Pohlers, [7]). We therefore refer to the notation
systems of classical type as notations derived from Skolem hull operators. The concept of Skolem hulling allows the
definition of enumeration functions of ordinals of an increasing “fixed point level”. This generalizes the concept of
Veblen functions of higher arities (see also [11] and [13]). The Veblen functions form a hierarchy of normal functions
in which the next function is obtained by enumeration of the fixed points of the previous one. Thus the Veblen
functions enumerate classes of fixed points of increasing level. Ordinal notations based on the method of Skolem
hulling circumvent the syntactic limitation inherent in the generalization of the Veblen functions to even transfinite
arity by the concept of collapsing. One obtains a more uniform way of generating notations for higher levels of fixed
points by the introduction of regular ordinals, which lie beyond the intended range of enumeration, into the notation
system. This enables one to generate indicators for fixed point levels within ordinal arithmetic, and the collapsing
process guarantees the enumeration of those ordinals below the regular point which have the indicated fixed point
level.
The concrete version of hull notations we use in this work involves collapsing functions (ϑm)m<ω that have the
property of collapsing downward step by step, i.e. ϑm collapses arguments below Ωm+2 into the interval [Ωm,Ωm+1),
where Ω0 := 1 and Ωi+1 := ℵi+1 for i < ω are ω-many regular ordinals introduced into the notation system via the
definition ϑm(0) := Ωm .3 In combination with a “normality” condition (cf. Remark 3.4 in [8]) built into the collapsing
process the functions ϑm become 1-1, thus providing unique notations for ordinals without considering normal forms.
This means that in defining the notation system the function ϑm , m < ω, can be applied to any element in the notation
system which is less than Ωm+2. There is no further criterion on the applicability of ϑm within the notation system,
and the system still yields unique notations for ordinals.
Form < ω the functions ϑm give rise to fixed point free enumeration functions of ordinals for the respective number
classes. The function ξ 7→ ϑm(∆+ ξ) for ξ < Ωm+1 enumerates the ordinals in the segment [Ωm,Ωm+1) which have
the exact fixed point level indicated by ∆. Here, ∆ is a (possibly zero) multiple of Ωm+1 from the concerning Ωm-
relativized notation system. With growing value∆ the fixed point level of the ordinals enumerated by ξ 7→ ϑm(∆+ξ)
increases. We therefore sometimes call ∆ itself the “fixed point level” of the concerning enumeration function. This
process ceases when the resources of multiples of Ωm+1 that can be generated within the Ωm-relativized notation
system are exhausted. The reason why the Ωm-relativized notation system gives us an initial segment of the ordinals
below Ωm+1 is – besides the general procedure of iterated Skolem hulling – that the components below Ωm+1 which
are used in generating the fixed point level ∆ are smaller than the ordinals ϑm(∆ + ξ) which are enumerated at that
level of fixed points.
Within the notation system of the above sketched type we are able to directly identify ordinals uniquely with their
describing terms which in turn can be constructed without any complicated side conditions, and we can easily read
off the fixed point level of an ordinal α from its unique representation in the notation system; moreover, we can
“localize” α in terms of fixed point levels: an easy inspection of the subterms of the notation for α determines the
largest ordinal β < α which has a higher fixed point level than α, if that exists, and an iteration of this process yields
a finite descending sequence of ordinals of strictly increasing fixed point level (cf. Section 4).
In order to obtain stepwise collapsing each function ϑm is defined by transfinite recursion on its domain Ωm+2
simultaneously with the Ωm-relativized notation system that provides the setting for hulling and collapsing. This
requires higher ϑ-functions ϑn , where n > m, to be defined on sufficiently large initial segments. Clearly, we cannot
expect the higher ϑ-functions to be defined completely when generating the ϑm-function, since this would result in
a forward reference. The solution to this dilemma is to restrict the notation system to some n < ω, thus defining the
functions (ϑm)m≤n only on initial segments, and then exploiting the fact that with increasing n these initial segments
are extended consistently. The just described process of iterated extension therefore does not proceed by recursion in
n < ω but rather uses the uniformity of relativization: for given n < ω we define just a bit of the function ϑn , no
higher ϑ-functions are available, then taking these values for the definition of ϑn−1 on that initial segment on which
we have notations for those ordinals which merely require the function ϑn , etc., until we obtain a definition of ϑ0 on
the initial segment denotable using the functions ϑm for m ≤ n. Let us call the notation system that we can obtain
3 The concept of Skolem hulling has the natural dynamicity property that it can be relativized to a given initial segment of the ordinals as a set
of parameters. Instead of Ω0 := 1 we could choose any epsilon number τ and relativize the definition choosing any strictly increasing sequence
(Ωi+1)i<ω of uncountable regular cardinals greater than τ . Moreover, instead of full regularity we could choose the Ωi+1 to be recursively regular
ordinals greater than ω and τ , cf. [9].
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from this restricted construction Tn+10 . When starting the process with n + 1 and descending down to 1 we obtain a
notation system Tn+21 which is just the relativization of T
n+1
0 to Ω1. For increasing n this results in an end-extension
construction which just accumulates enough strength to give us the notation system T used in this article.
The origins of this type of Skolem hull based notations go back to a modification of the Aczel-Feferman functions
and the work of Bridge (see [1]) due to Schütte and Buchholz (see [2] and [3]), then taken up by Rathjen in [8],
and finally put into the exact form we used to characterize the Bachmann–Howard structure in [13] by Rathjen
and Weiermann in [11]. The above references concern the normality condition which is built into the collapsing
process but do not treat the mechanism of stepwise collapsing which is crucial in this work. The notation system T
and its relativizations developed in this article are a consequent relativized extension-by-iteration of the system just
mentioned, a technique whose general idea the author was made aware of by A. Weiermann.
The definition of T is significantly different from the usually preferred Skolem hull notation systems based
on Buchholz’ collapsing functions ψκ which are defined simultaneously by a single transfinite recursion on their
common domain through all number classes, see [4]. This latter, well-known smooth variant generalizes to much
stronger notation systems at the cost of its collapsing functions being 1-1, even when being defined using the above
mentioned built-in normality condition, see also [10]. Therefore the concept of defining collapsing functions step by
step is preferable when it comes to ordinal arithmetic while the more uniform process of simultaneously defining all
collapsing functions by one long transfinite recursion is sufficient and both more general and convenient for proving
upper bounds in ordinal analysis.
We now give a brief overview of the contents of the present article.
In Section 3 we introduce the notation system along the lines of the above sketch. In the first subsection we establish
the initial segments for finite iterations, which are of significance themselves since they provide notation systems for
Peano Arithmetic and the systems of n-times iterated inductive definitions IDn . In the second subsection we show the
end-extension property. The resulting notation system T and its relativizations Tτ will set the framework for the entire
article. Here τ is an arbitrary epsilon number, which indicates the set of parameters to which Tτ is relativized.
Section 4 deals with closure properties of ordinals (including their fixed point level) which can be read off from their
notations. This makes clear that we can establish a powerful ordinal arithmetic. The central notion here is localization
of an ordinal in terms of decreasing closure properties. This will turn out to be a crucial tool in the analysis of patterns
of order one, cf. [14]. We conclude Section 4 by introducing the “limit point thinning degree” ζ τα of an ordinal α ∈ Tτ
starting from its fixed point level.
In Section 5 we introduce base transformation isomorphisms piσ,τ thus generalizing the process of substitution
of an epsilon number α in a term t (α) in α-NF by another epsilon number γ (which is greater than all parameters
occurring in t (α)) that we used in [13].
The natural question of how to compare ordinals given by notations from different settings of relativization and even
translate these notations into one another is addressed in Section 6 where we establish (partially correct) translation
functions.
Section 7 introduces the cofinality operators ιτ,α and λτ . The operator λτ will also play the essential role in [14]. In
general, it allows for an exact classification of the (ordinal arithmetical) cofinality properties of an ordinal by providing
a precise measure of these properties, which is shown in Section 8 (see Lemmas 8.1 and 8.2).
Section 9 defines “KP`0-numbers” and the notion of “KP`0-normal form” of an ordinal. At the end of the article
an index for easy reference to symbols and technical terms can be found.
By appropriate coding it is possible to develop the notations and criteria for their comparison as well as the tools of
localization, base transformation, translation, and the ιτ,α- and λτ -operators elementary recursively in the respective
relativizations. The proof of well-ordering, however, needs some set theory which is just stronger than KP`0.
2. Preliminaries
We presume familiarity with basics of ordinal arithmetic (see e.g. [6] for a comprehensive introduction). This
includes the notion of Cantor normal form (denoted by =CNF).
By P,L,E we denote the classes of additive principal numbers, their limits and epsilon numbers, respectively. αP
for example denotes the least additive principal number strictly greater than α, i.e. α · ω provided α > 0.
Generally, for a set or class X of ordinals we define Lim(X) to be the set of all α ∈ X which are proper suprema
of elements of X .
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We write ξ =ANF ξ1+ · · ·+ ξn if ξ1, . . . , ξn ∈ P, ξ1 ≥ · · · ≥ ξn (ξ given in additive normal form). For convenience
we also write ξ =NF η + ρ provided η =ANF η1 + · · · + ηn for some η1, . . . , ηn , and ηn ≥ ρ ∈ P.
A set X of ordinal numbers is closed under additive decomposition iff for every ξ ∈ X , ξ =ANF ξ1 + · · · + ξn , also
ξi , ξ1 + · · · + ξi ∈ X for i = 1, . . . , n.
Definition 2.1. Let X be a set of ordinal numbers such that 0 ∈ X and X is closed under additive decomposition. We
define Cl(X) to be the closure of X under + and ξ 7→ ωξ .
Remark. Note that Cl(X) is closed under additive decomposition since X is. Note further that ε0 ⊆ Cl(X) for every
X containing 0.
If α ≤ β then we write −α + β for the unique γ such that α + γ = β.
We write α | β if β is a (possibly zero) multiple of α, i.e. ∃ξ (β = α · ξ).
logend(α) is defined to be 0 if α = 0 and αn if α =CNF ωα1 + · · · + ωαn .
For a function f and a subset X of its domain we denote the image of X under f by f [X ] = { f (x) | x ∈ X}.
Inequalities like X < Y or α < X where X, Y are sets of ordinals mean the conjunction of all inequalities taking
each element of the concerning sets.
For sets X and Y we denote the set {x | x ∈ X & x 6∈ Y } by X − Y .
We will define binary operators ζ : (τ, α) 7→ ζ τα (see Definition 4.11) and λ : (τ, α) 7→ λτα (see Definition 7.5)
whose first argument indicates the setting of relativization (τ ), and which detect a certain degree of limit point thinning
and a measure of cofinality properties, respectively, of their second argument (α) which is an element of Tτ . Whenever
the setting of relativization is fixed, we will as well regard ζ τ and λτ as unary operators on (a subset of) Tτ .
Ref. [13] can be seen as an introduction to the kind of ordinal arithmetic which is developed here. However, [13]
is not necessary for the understanding of this work. Nevertheless, the reader might find section 4.1 of [13] helpful for
a better understanding of ϑ-functions.
3. Relativized notation systems
For the development of sufficiently strong ordinal notations we fix the following setting that will remain unchanged
until the end of this section.
Let τ ∈ {1} ∪ E and set Ω0 := τ . Further, let Ω1 be an uncountable regular cardinal number greater than τ and
Ωi+1 for i ∈ (0, ω) be the regular cardinal successor of Ωi .
3.1. The notation systems T nm
Definition 3.1. Let n ∈ (0, ω). Descending from m = n − 1 down to m = 0 we define sets of ordinals Cnm(α, β)
where β < Ωm+1 and ordinals ϑnm(α) by simultaneous recursion on α < Ωm+2.
For each β < Ωm+1 the set Cnm(α, β) is defined inductively by
• Ωm ∪ β ⊆ Cnm(α, β)
• ξ, η ∈ Cnm(α, β) ⇒ ξ + η ∈ Cnm(α, β)
• ξ ∈ Cnm(α, β) ∩ Ωk+2 ⇒ ϑnk (ξ) ∈ Cnm(α, β) for m < k < n• ξ ∈ Cnm(α, β) ∩ α ⇒ ϑnm(ξ) ∈ Cnm(α, β).
Having defined ϑnm(ξ) for all ξ < α and C
n
m(α, β) for every β < Ωm+1 we set
ϑnm(α) := min({ξ < Ωm+1 | Cnm(α, ξ) ∩ Ωm+1 ⊆ ξ ∧ α ∈ Cnm(α, ξ)} ∪ {Ωm+1}).
Note that we have ϑnm(0) = Ωm for m < n. The function ϑnn−1 is not a proper collapsing function simply because
Ωn 6∈ Cnm(α, β) which will become clear in what follows. The next two lemmas follow immediately from the above
definition.
Lemma 3.2. Let α, α1, α2, γ < Ωm+2 and β, β1, β2, δ < Ωm+1.
(a) If δ ⊆ Cnm(α, β) then Cnm(α, δ) ⊆ Cnm(α, β).
(b) For α1 ≤ α2 and β1 ≤ β2 we have Cnm(α1, β1) ⊆ Cnm(α2, β2).
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(c) We have Cnm(α, β) =
⋃
γ<α C
n
m(γ, β) for α ∈ Lim and similarly we have Cnm(α, β) =
⋃
δ<β C
n
m(α, δ) for
β ∈ Lim.
(d) Card(Cnm(α, β)) < Ωm+1. 
Abbreviations: In the following we write Cnm(Ωm+2, β) for
⋃
α<Ωm+2 C
n
m(α, β) as well as C
n
m(α,Ωm+1) to mean⋃
β<Ωm+1 C
n
m(α, β).
Lemma 3.3. Let α < Ωm+2 and β < Ωm+1.
(a) ϑnm(α) = Cnm(α, ϑnm(α)) ∩ Ωm+1.
(b) ϑnm(α) ∈ P ∩ [Ωm,Ωm+1].
(c) Let ξ =ANF ξ1 + · · · + ξl . Then ξ ∈ Cnm(α, β) iff ξ1, . . . , ξl ∈ Cnm(α, β). 
As in [13] we can compute some values of the ϑnm-functions in order to get a feel for them. We confine ourselves
to characterizing those additive principal numbers which are not epsilon numbers.
Definition 3.4. Let α 7→ ω¯α be the enumeration function of the additive principle numbers which are not epsilon
numbers.
Lemma 3.5. Let m < n. For every α < Ωm+1 we have
ϑnm(1+ α) = ω¯Ωm+α.
Proof. We prove the equation by induction on α. Obviously ϑnm(0) = Ωm and ϑnm(1) = ω¯Ωm . Now assume by i.h.
that ϑnm(1+ α) = ω¯Ωm+α . We have
ϑnm(1+ α) ∈ Cnm(1+ α + 1, ϑnm(1+ α + 1)) ∩ Ωm+1 = ϑnm(1+ α + 1),
since by definition 1 + α + 1 ∈ Cnm(1 + α + 1, ϑnm(1 + α + 1)) which implies that also 1 + α is in that set and thus
also ϑnm(1+α). Therefore ω¯Ωm+α+1 satisfies the conditions on ϑnm(1+α+ 1)minimally. Now let α be a limit ordinal
below Ωm+1 and assume by i.h. that the claim is already proved for every β < α. We have supβ<α ω¯Ωm+β = ωΩm+α .
For every β < α we have β ∈ Cnm(α, ϑnm(α)) ∩ α (because α ∈ Cnm(α, ϑnm(α)) ∩ Ωm+1 = ϑnm(α)), so
ω¯Ωm+β = ϑnm(β) ∈ Cnm(α, ϑnm(α)) ∩ Ωm+1 = ϑnm(α) and thus we obtain ϑnm(α) ≥ ωΩm+α . Now if α < ωΩm+α
it follows that ωΩm+α = ω¯Ωm+α and ωΩm+α satisfies the conditions on ϑnm(α) minimally. If α = ωΩm+α we obtain
α < ω¯Ωm+α = ωΩm+α+1. Then α 6∈ Cnm(α, α) because otherwise α had to be ϑnm(β) for some β < α which is
impossible by i.h. But then ωΩm+α+1 satisfies the conditions on ϑnm(α) minimally. 
We now show that the Cnm-sets and ϑ
n
m-functions give rise to ordinal notation systems. Our most important goal
in doing so is to show that ordinals given in ϑnm-terms can be compared elementary recursively and that we obtain
notations for entire segments of the ordinals just using parameters, ordinal addition and ϑnm-functions.
Definition 3.6. For m < n we define Tnm := Cnm(Ωm+2, 0) and set Tnn := Ωn for convenience.
Lemma 3.7. For m < n the set Tnm is inductively characterized as follows:
• Ωm ⊆ Tnm• ξ, η ∈ Tnm ⇒ ξ + η ∈ Tnm• ξ ∈ Tnm ∩ Ωk+2 ⇒ ϑnk (ξ) ∈ Tnm for m ≤ k < n.
Proof. Trivial inductions on the two involved inductive definitions. 
The next lemma whose most important claim is that the ϑ-functions are collapsing functions depends on the
regularity of the cardinals Ωn where 0 < n < ω. It would suffice to require recursive regularity as follows by an
adaptation of the results in [9]. However, using regular cardinals (and thus a stronger set theoretical framework)
allows for a considerably simpler proof.
In [13] we showed that the ϑ-function defined there is a total collapsing function on the segment εΩ+1. The analogy
here is that ϑnm is a total collapsing function on the set C
n
m(0,Ωm+1) ∩ Ωm+2 (for m < n − 1). This will be shown
below, and as a corollary we will see that the latter set is actually the largest segment of ordinals having notations in
Tnm+1.
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Lemma 3.8. Let m < n. For all α ∈ Cnm(0,Ωm+1) ∩ Ωm+2 we have
ϑnm(α) < Ωm+1 and ϑnm(α) 6∈ Cnm(α, ϑnm(α)).
Proof. Let α ∈ Cnm(0,Ωm+1) ∩ Ωm+2. Then there exists β0 < Ωm+1 such that α ∈ Cnm(0, β0). Now suppose
that βi < Ωm+1 is already defined. Since Cnm(0, βi ) is of cardinality below Ωm+1 by regularity we obtain an
ordinal βi+1 < Ωm+1 such that Cnm(0, βi ) ∩ Ωm+1 ⊆ βi+1. Since Ωm+1 has uncountable cofinality we obtain
β := supi<ω βi < Ωm+1, and α ∈ Cnm(0, β) as well as Cnm(0, β) ∩ Ωm+1 ⊆ β. Thus ϑnm(α) ≤ β < Ωm+1 implying
ϑnm(α) 6∈ Cnm(α, ϑnm(α)). 
Corollary 3.9. For m < n we have
Tnm ⊆ Tnm+1 = Cnm(0,Ωm+1) = Cnm(Ωm+2,Ωm+1).
Proof. Using that ϑnm is a collapsing function on the set C
n
m(0,Ωm+1) ∩ Ωm+2 we can prove all inclusions by easy
induction on the respective set where we take the obvious inductive characterizations of the sets Cnm(0,Ωm+1) and
Cnm(Ωm+2,Ωm+1). 
In order to compare ϑnm-terms we need to detect the additive principal parts of ordinals in T
n
m+1. This is done by
the following definition.
Definition 3.10. Let m < n. By recursion on the definition of Tnm+1 we define P
n
m(ξ) ⊆fin Ωm+1 for every ξ ∈ Tnm+1.
• Pnm(ξ) := {ξ1, . . . , ξr }, provided ξ =ANF ξ1 + · · · + ξr < Ωm+1
• Pnm(ξ) := Pnm(ξ1) ∪ Pnm(ξ2), if ξ1, ξ2 ∈ Tnm+1 and ξ =NF ξ1 + ξ2 > Ωm+1• Pnm(ξ) := Pnm(η), provided ξ = ϑnk (η), η ∈ Tnm+1 ∩ Ωk+2, m < k < n.
We define ξ∗nm := max((Pnm(ξ)− Ωm) ∪ {0}) for ξ ∈ Tnm+1.
In the next lemma we will verify that by this definition Pnm(ξ) is uniquely determined for every ξ ∈ Tnm+1. During
its proof we will use the previous lemmas without explicit mention. The lemma provides a criterion for the comparison
of ordinals within Tnm which is elementary recursive in Ωm .
Lemma 3.11. For n > 0 and m ∈ {0, . . . , n − 1} we have
(a) Pnm is well defined.
(b) Let α < Ωm+2 and β < Ωm+1. For every ξ ∈ Tnm+1 we have
ξ ∈ Cnm(α, β)⇔ Pnm(ξ) ⊆ Cnm(α, β).
(c) α∗nm < ϑnm(α) for all α ∈ Tnm+1 ∩ Ωm+2.
(d) The restriction of ϑnm to T
n
m+1 ∩ Ωm+2 is 1-1. We have
ϑnm(α) < ϑ
n
m(γ )⇔
(
α < γ & α∗nm < ϑnm(γ )
)
∨ ϑnm(α) ≤ γ ∗
n
m
for all α, γ ∈ Tnm+1 ∩ Ωm+2.
Proof. Let n > 0 be given. We prove assertions (a) to (d) successively for m = n − 1 down to m = 0.
We already know that ϑnm(α) < Ωm+1 for every α ∈ Tnm+1 ∩ Ωm+2. From earlier stages of this proof we know
that for m < k < n the restriction of ϑnk to T
n
k+1 ∩ Ωk+2 is 1-1 with values strictly below Ωk+1. Since Tnm+1 ⊆ Tnk+1
this also holds for the restriction of ϑnk to T
n
m+1 ∩ Ωk+2. Thus it follows that Pnm(ξ) is uniquely determined for every
ξ ∈ Tnm+1 which proves part (a).
Part (b) is proved by induction on the build up of Tnm+1. We treat the case ξ = ϑnk (η) for some η ∈ Tnm+1 ∩ Ωk+2
where m < k < n. By definition we have Pnm(ξ) = Pnm(η), so from Pnm(ξ) ⊆ Cnm(α, β) we obtain η ∈ Cnm(α, β) by i.h.
which entails ξ ∈ Cnm(α, β). We already know that Cnm(α, β) ⊆ Tnm+1. So, if ξ ∈ Cnm(α, β)we also have η ∈ Cnm(α, β)
since ϑnk is 1-1 even on T
n
k+1 ∩ Ωk+2. Using the i.h. we obtain Pnm(ξ) ⊆ Cnm(α, β).
Towards part (c) assume that α ∈ Tnm+1 ∩ Ωm+2. Now α ∈ Cnm(α, ϑnm(α)), and using part (b) it follows that
α∗nm ∈ Cnm(α, ϑnm(α)) ∩ Ωm+1 = ϑnm(α).
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Part (d): Let α, γ ∈ Tnm+1 ∩ Ωm+2 be given. Let us first assume that α < γ and α∗
n
m < ϑnm(γ ). Then P
n
m(α) ⊆
Cnm(γ, ϑ
n
m(γ )) and (b) yields α ∈ Cnm(γ, ϑnm(γ )). Now α < γ implies ϑnm(α) ∈ Cnm(γ, ϑnm(γ )) ∩ Ωm+1 = ϑnm(γ ).
Next, we assume that ϑnm(α) ≤ γ ∗nm . Part (c) allows us to conclude that ϑnm(α) < ϑnm(γ ). This shows “⇐”.
Now assume that γ ∗nm < ϑnm(α). We can use what we have already proved interchanging the ordinals α and γ .
If α ≥ γ we obtain from the above ϑnm(γ ) ≤ ϑnm(α). If ϑnm(γ ) ≤ α∗nm by part (c) we obtain ϑnm(γ ) < ϑnm(α). This
implies “⇒”.
Finally we assume that ϑnm(α) = ϑnm(γ ). Using the just shown criterion the assumption α 6= γ would immediately
lead to a contradiction. 
Lemma 3.12. For m < n we have
(a) Cnm(α, α
∗nm + 1) = Cnm(α, ϑnm(α)) for all α ∈ Tnm+1 ∩ Ωm+2.
(b) Cnm(α, β) ∩ Ωm+1 ∈ On for all α < Ωm+2 and all β < Ωm+1.
Proof. We first show for all α ∈ Tnm+1 ∩ Ωm+2
Cnm(α, α
∗nm + 1) ∩ Ωm+1 ∈ On⇒ Cnm(α, α∗
n
m + 1) = Cnm(α, ϑnm(α)). (1)
From that we will derive part (b) which then in turn gives part (a).
Suppose that Cnm(α, α
∗nm + 1) ∩ Ωm+1 ∈ On. Since α∗nm + 1 < ϑnm(α) we immediately see that Cnm(α, α∗nm + 1) ⊆
Cnm(α, ϑ
n
m(α)).
In order to prove the other inclusion set β := Cnm(α, α∗nm +1)∩Ωm+1. So β < Ωm+1, and since Pnm(α) ⊆ Cnm(α, β)
we have α ∈ Cnm(α, β).
From β ⊆ Cnm(α, α∗nm + 1) we get Cnm(α, β) ⊆ Cnm(α, α∗nm + 1) and thus Cnm(α, β) ∩ Ωm+1 ⊆ β. By definition of
ϑnm(α) we have ϑ
n
m(α) ≤ β.
So Cnm(α, ϑ
n
m(α)) ⊆ Cnm(α, β) ⊆ Cnm(α, α∗nm + 1).
In order to prove part (b) we proceed by induction on α < Ωm+2 and side induction on the build up of Cnm(α, β)
showing
γ ∈ Cnm(α, β) ∩ Ωm+1 ⇒ γ ⊆ Cnm(α, β).
The interesting case is γ = ϑnm(ξ) where ξ ∈ Cnm(α, β) ∩ α. Since we have Cnm(α, β) ⊆ Tnm+1, it follows that
ξ ∈ Tnm+1, so by part (b) of the previous lemma Pnm(ξ) ⊆ Cnm(α, β) which implies ξ∗
n
m ∈ Cnm(α, β) ∩ Ωm+1.
Now ξ∗nm enters Cnm(α, β) before γ , whence ξ∗
n
m+1 ⊆ Cnm(α, β) by side i.h. We have Cnm(ξ, ξ∗nm+1)∩Ωm+1 ∈ On
by i.h. According to (1) we obtain Cnm(ξ, ξ
∗nm + 1) = Cnm(ξ, ϑnm(ξ)). Thus γ = Cnm(ξ, ϑnm(ξ)) ∩ Ωm+1 =
Cnm(ξ, ξ
∗nm + 1) ∩ Ωm+1 ⊆ Cnm(α, β). 
The following definition differs from the corresponding one in [12]. For m < n and k ∈ {m, . . . , n− 1} the ordinal
θnk defined below will be shown to be the supremum of all ordinals in the segment [Ωk,Ωk+1) which have a notation
within Tnm . Moreover, the theorem below will show that θ
n
m is the maximal segment of ordinals having a notation in
Tnm .
Definition 3.13. Let n > 0. For k < ω we define
Θnn−1(k) := ϑnn−1(k)(0) and θnn−1 := sup
k<ω
Θnn−1(k)
where ϑnn−1
(k)(0) denotes the k-fold application of ϑnn−1 to 0. Descending from m = n − 2 down to m = 0 we define
Θnm(k) := ϑnm(Θnm+1(k)) and θnm := sup
k<ω
Θnm(k).
For convenience of notation we set θnn := θnn−1 (since the ϑnn−1-function is not a collapsing function) and θnn+1 := 0.
Theorem 3.14. For m < n we have Tnm ∩ Ωm+1 = θnm .
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Proof. Again, we proceed descending from m = n − 1 down to m = 0. Using Lemma 3.12 we see that
Tnm ∩ Ωm+1 =
⋃
α<Ωm+2
Cnm(α, 0) ∩ Ωm+1 ∈ On.
By Lemma 3.11 we know that (Θnm+1(k))k<ω is a strictly increasing sequence. Now ϑnm(Θ
n
m+1(k)) ∈ Cnm(Θnm+1(k +
1), 0) ∩ Ωm+1, and (ϑnm(Θnm+1(k)))k<ω is strictly increasing as well. This shows “≥”.
By induction on the build up of Tnm we show
α ∈ Tnm ∩ Ωm+1 ⇒ ∃k < ω(α < ϑnm(Θnm+1(k))).
The interesting case is α = ϑnm(ξ), where ξ ∈ Tnm ∩ Ωm+2. If m = n − 1 we have ξ∗nm ≤ ξ < Ωn and by i.h. we
find a k0 such that ξ < ϑnn−1(Θnn (k0)), thus α < ϑ
n
n−1(Θnn (k0)). If m < n − 1 we first get from the previous stage
of this proof some k1 such that ξ < Θnm+1(k1) (note that ξ ∈ Tnm+1 ∩ Ωm+2). Since ξ∗
n
m < Ωm+1 by i.h. we obtain
some k2 such that ξ∗
n
m < ϑnm(Θ
n
m+1(k2)). Now let k be the maximum of k1 and k2. Then using once more part (d) of
Lemma 3.11 α < ϑnm(Θ
n
m+1(k)). This completes the proof of “≤”. 
Corollary 3.15. Let m < n, α < Ωm+2, and β < Ωm+1. Then all terms of a shape ϑnk (η) in C
n
m(α, β) satisfy
η < θnk+1.
Proof. For every k ∈ {m + 1, . . . , n − 1} we have Cnm(α, β) ⊆ Tnk . 
Remark. Notice that every ordinal in Tnm where m < n can be identified with a unique notation that uses parameters
below Ωm .4 This also permits us to consider Tnm as both a set of ordinals and a system of ordinal notations.
By results familiar in proof theory we know that for τ = 1 and m = 0 we obtain T10 ∩ Ω1 = ε0 which is the proof
theoretic ordinal of Peano Arithmetic and Tn+10 ∩ Ω1 = | IDn | for every n such that 0 < n < ω where IDn denotes
the theory of n-times iterated inductive definitions. Tm+km ∩ Ωm+1 relativizes these ordinals to Ωm for 0 < m, k < ω.
3.2. The notation system T τ
We now turn to show that for given m < ω the notation systems Tnm for n > m give rise to a notation system
which can be understood as the union of all Tnm . The reason is an end-extension property which will be established by
Lemma 3.20. The precise proof of that lemma requires some careful preparations which are made below.
Lemma 3.16. Let l ≤ m < n − 1; set
γk := ϑnl (ϑnl+1(· · · (ϑnm−1(ϑnm(ϑnm (k)(0)))) · · · ))
for k < ω and γ := supk<ω γk . Then
γ = ϑnl (· · · (ϑnm+1(0)) · · · ).
Proof. Note that γk ∈ Tnl ∩ Ωl+1 and so γ ≤ Tnl ∩ Ωl+1. We prove the equation successively for l = m, . . . , l = 0
and use the previous lemmas without further mentioning.
“≤” is proved by induction on k. γ0 < ϑnl (· · · (ϑnm+1(0)) · · · ) is clear. Stepping from k to k + 1 we first consider
the case l = m. By i.h. we have γk < ϑnm(Ωm+1) < Ωm+1, so γk+1 = ϑnm(γk) < ϑnm(Ωm+1). The case l < m follows
immediately from the already treated situation l + 1.
“≥” is shown by induction on the build up of
Ml := Cnl
(
ϑnl+1(· · · (ϑnm+1(0)) · · · ), γ
)
proving ξ < γ for every ξ ∈ Ml ∩ Ωl+1 since this shows that γ fulfills the conditions on ϑnl (· · · (ϑnm+1(0)) · · · ). The
argument is similar to the one in the proof of the previous theorem. 
4 We just have to refine the clause concerning ordinal addition to ξ =NF ξ1 + ξ2 > Ωm with ξ1, ξ2 ∈ Tnm ⇒ ξ ∈ Tnm .
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Remark 3.17. For the following considerations we fix a set Cnm(α, β) where m < n, α < Ωm+2 and β < Ωm+1.
Since we know that Cnm(α, β) ⊆ Tnm+1 and that the ϑnk -functions are 1-1 on Tnm+1 for k = m, . . . , n − 1 we can
identify ordinals in Cnm(α, β) with unique terms denoting them by restricting the defining clauses for C
n
m(α, β) so that
the clauses concerning sums and ϑnm-values are only applied if the respective ordinals are greater than or equal to β.
This amounts to using parameters whenever possible. By doing so we can consider Cnm(α, β) to be a notation system
using parameters from Ωm ∪ β which provides unique notations.
We now introduce a notion of subterm that is defined by recursion on this unique term notation of ordinals in
Cnm(α, β).
Definition 3.18. We define sets of ϑ-subterms of level ≥ l (m ≤ l < n) of notations in Cnm(α, β) as follows:
• ϑ-Subnm,l(ξ) := ∅ for parameters ξ ∈ Ωm ∪ β• ϑ-Subnm,l(ξ) := ϑ-Subnm,l(ξ1) ∪ ϑ-Subnm,l(ξ2)
for ξ1, ξ2 ∈ Cnm(α, β) such that ξ =NF ξ1 + ξ2 > Ωm, β
• ϑ-Subnm,l(ξ) :=
{{ξ} ∪ ϑ-Subnm,l(η) if l ≤ k
∅ if l > k
for ξ = ϑnk (η) where m ≤ k < n, η ∈ Cnm(α, β) ∩ Ωk+2, and ξ ≥ β.
For convenience we set ϑ-Subnm,n(ξ) := ∅ for all ξ ∈ Cnm(α, β).
Note that for m ≤ k < l ≤ n we have ϑ-Subnm,l(ξ) ⊆ ϑ-Subnm,k(ξ) for every ξ ∈ Cnm(α, β). During the proof of
the end-extension lemma we will need the following lemma.
Lemma 3.19. Let m, l, n be such that m ≤ l < n and Cnm(α, β) together with ϑ-Subnm,l as above. Then for all
ξ ∈ Cnm(α, β)
ϑ-Subnm,l(ξ) = ϑ-Subnm,l+1(ξ) ∪ ϑ-Subnm,l
[
Sub?(ξ)
]
where Sub?(ξ) := {ϑnl (ν) | ϑnl (ν) ∈ ϑ-Subnm,l(ξ)}.
Proof. This is proved by an easy induction on the build up of Cnm(α, β). 
Lemma 3.20. For all m ≤ n we have θnm < θn+1m , and for m < n
Cnm(α, β) ∩ θnm+1 = Cn+1m (α, β) ∩ θnm+1 and ϑnm(α) = ϑn+1m (α)
for all α < θnm+1 and all β < Ωm+1.
Proof. First of all, note that we have θnn = θnn−1 = ΩEn−1 < ΩEn = θn+1n by Lemma 3.5. We proceed successively for
m = n − 1 down to m = 0.
By induction on α, α < θnm+1, we show that for all β < Ωm+1 we have C
n
m(α, β) ∩ θnm+1 = Cn+1m (α, β) ∩ θnm+1
and ϑnm(α) = ϑn+1m (α).
We first prove Cnm(α, β) ∩ θnm+1 = Cn+1m (α, β) ∩ θnm+1. The easy inclusion is “⊆”. We even have Cnm(α, β) ⊆
Cn+1m (α, β). To see this let η ∈ Cnm(α, β) be given. By Corollary 3.15 for every term ϑnk (ν) in ϑ-Subnm,m(η) we
have ν < θnk+1 and even ν < α in the case that k = m which follows from the definition of Cnm(α, β). Thus by
the earlier stages of this proof and the i.h. we have ϑnk (ν) = ϑn+1k (ν) for every subterm ϑnk (ν) of η in its unique
term representation in Cnm(α, β) according to 3.17. Now η can be composed in C
n+1
m (α, β) in the same way it was
composed in Cnm(α, β) by simply taking ϑ
n+1
k —instead of ϑ
n
k -functions.
In order to prove “⊇” we claim that for all η ∈ Cn+1m (α, β) ∩ θnm+1, whenever ϑn+1k (ν) is a term in ϑ-Subn+1m,m(η)
where m < k ≤ n, we have ν < θnk+1. (Clearly, ϑ-Subn+1m,m is defined with respect to Cn+1m (α, β).) Note that because
we defined θnn+1 to be 0, from this it follows in particular that η does not have any subterm of a shape ϑn+1n (ν). Since
by definition of Cn+1m (α, β) every term ϑn+1m (ν) in ϑ-Subn+1m,m(η) satisfies ν < α we then see by the earlier stages of
this proof and the i.h. that η can be composed as a term in Cnm(α, β) in the same way as it was composed in C
n+1
m (α, β),
simply exchanging every ϑn+1k -function by ϑ
n
k . The above claim is established by showing the following statement:
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(∗) For every l ∈ {m + 1, . . . , n − 1} and every ξ ∈ Cn+1m (α, β), ξ < θnl implies that for every ϑn+1k (ν) ∈
ϑ-Subn+1m,l (ξ) where l ≤ k ≤ n we have ν < θnk+1.
We first explain how the above claim follows from statement (∗). We argue by induction on the build up of
Cn+1m (α, β). The case where η is a parameter from Ωm ∪ β is trivial and in the case where η is a proper sum we
directly apply the i.h. If η = ϑn+1m (ξ) whence ϑ-Subn+1m,m(η) is just {η} ∪ ϑ-Subn+1m,m(ξ) we have ξ < α, so we can
apply the i.h. to ξ . The interesting case is where η = ϑn+1m+1(ξ), η < θnm+1. Lemma 3.19 yields
ϑ-Subn+1m,m(η) = ϑ-Subn+1m,m+1(η) ∪ ϑ-Subn+1m,m
[
Sub?(η)
]
where Sub?(η) is the set of terms of a shape ϑn+1m (ν) in ϑ-Subn+1m,m(η). Since η < θnm+1 the terms in ϑ-Sub
n+1
m,m+1(η)
are dealt with by (∗). And since Sub?(η) ⊆ Cn+1m (α, β) ∩ θnm+1 all remaining terms are treated by the i.h.
We turn to showing (∗) for l descending from n− 1 down to m+ 1. Note first that for every l ∈ {m+ 1, . . . , n− 1}
we have θnl = ϑn+1l (· · · (ϑn+1n (0)) · · · ) by the earlier stages of the proof (see below). At each stage for l we argue
by induction on the build up of Cn+1m (α, β). The case where ξ is a parameter from Ωm ∪ β is trivial, and if ξ is a
proper sum we directly apply the i.h. Therefore the interesting case is where ξ = ϑn+1i (µ) for some i ∈ {m, . . . , n}.
If i < l we have ξ < Ωl < θnl and ϑ-Sub
n+1
m,l (ξ) = ∅. If i > l there is nothing to show since ξ > θnl in this
case. So, let us assume that i = l and ξ < θnl . Then µ < ϑn+1l+1 (· · · (ϑn+1n (0)) · · · ) and µ∗
n+1
l < θnl . In the case
that l = n − 1 we obtain µ < µ∗n+1l · ω < θnl and we directly apply the i.h. If l < n − 1 we have µ < θnl+1. Now
ϑ-Subn+1m,l (ξ) = {ξ} ∪ ϑ-Subn+1m,l (µ), and by Lemma 3.19 we have
ϑ-Subn+1m,l (µ) = ϑ-Subn+1m,l+1(µ) ∪ ϑ-Subn+1m,l
[
Sub?(µ)
]
where Sub?(µ) comprises the terms of shape ϑn+1l (ν) in ϑ-Sub
n+1
m,l (µ). Now the terms in ϑ-Sub
n+1
m,l+1(µ) are dealt
with by the earlier stage l + 1 whereas the remaining terms are treated by the i.h. since every element in Sub?(µ) is
less than or equal to µ∗
n+1
l which is below θnl . This establishes (∗).
We now show ϑnm(α) = ϑn+1m (α). Since ϑnm(α) < Ωm+1 we have
ϑnm(α) = min{ξ < Ωm+1 | Cnm(α, ξ) ∩ Ωm+1 ⊆ ξ ∧ α ∈ Cnm(α, ξ)},
and we just established that Cnm(α, ξ) ∩ Ωm+1 = Cn+1m (α, ξ) ∩ Ωm+1 for all ξ < Ωm+1. It remains to show that
α ∈ Cnm(α, ξ) iff α ∈ Cn+1m (α, ξ) for arbitrary ξ < Ωm+1. If α ∈ Cnm(α, ξ) it follows that α ∈ Cn+1m (α, ξ) by the above
shown Cnm(α, ξ) ⊆ Cn+1m (α, ξ). If on the other hand α ∈ Cn+1m (α, ξ) we can apply (∗) and argue as we did in showing
Cn+1m (α, β) ∩ θnm+1 ⊆ Cnm(α, β). Thus, we obtain
ϑnm(α) = min{ξ < Ωm+1 | Cn+1m (α, ξ) ∩ Ωm+1 ⊆ ξ ∧ α ∈ Cn+1m (α, ξ)}
= ϑn+1m (α).
We are left to verify that θnm < θ
n+1
m . We have θ
n
m = ϑn+1m (· · · (ϑn+1n (0)) · · · ) which is obtained as follows:
θnm = sup
k<ω
ϑnm(ϑ
n
m+1(· · · (ϑnn−2(ϑnn−1(ϑnn−1(k)(0)))) · · · ))
= sup
k<ω
ϑn+1m (ϑn+1m+1(· · · (ϑn+1n−2 (ϑn+1n−1 (ϑn+1n−1
(k)
(0))))) · · · ))
= ϑn+1m (· · · (ϑn+1n (0)) · · · )
< θn+1m ,
where the first equation is by definition, the second by the previously treated situations m, . . . , n − 1 and the third by
Lemma 3.16. 
Corollary 3.21. Let m < n. Tnm ⊆ Tn+1m and for k such that m ≤ k < n the functions ϑnk and ϑn+1k agree on
Tnm ∩ Ωk+2.
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Proof. The corollary is clear by the end-extension lemma and verified via induction on the build up of Tnm . Of course,
by the lemma we even know that the functions ϑnk and ϑ
n+1
k agree on θ
n
k+1. 
Definition 3.22. For m < ω we set θm := supn>m θnm . We define a function ϑm : θm+1 → Ωm+1 by ϑm(α) := ϑnm(α)
for α < θm+1 where n > m is large enough to satisfy α < θnm+1. Tm is defined inductively as follows:
• Ωm ⊆ Tm
• ξ, η ∈ Tm ⇒ ξ + η ∈ Tm
• ξ ∈ Tm ∩ Ωk+2 ⇒ ϑk(ξ) ∈ Tm for k ≥ m.
It is immediate from the previous lemma that the functions ϑm are well defined. We have to show that also each
Tm is well defined, which means that we have to verify that sup(Tm ∩ Ωk+2) ≤ θk+1 where m ≤ k. This will follow
from the next theorem which establishes the systems of relativized ordinal notations based on Skolem hull operators
we aim for.
Theorem 3.23. For m < ω we have Tm =⋃n>m Tnm and
Tm ∩ Ωm+1 = θm = sup
n≥m
ϑm(· · · (ϑn(0)) · · · ).
Proof. We first show Tm ⊆ ⋃n>m Tnm by induction on the build up of Tm thereby showing it being well defined.
The interesting case is that we have some ξ ∈ Tm ∩ Ωk+2 where m ≤ k and by i.h. we know that ξ ∈ Tn0m for
some n0 > m. Then ξ ∈ Tnm for every n ≥ n0. Assume that n > n0, k + 1. Then by Theorem 3.14 we have
ξ ∈ Tnk+1 ∩Ωk+2 = θnk+1 < θk+1. So ϑk(ξ) is defined by ϑnk (ξ) and an element of Tnm . The opposite inclusion follows
by induction on the build up of Tnm for each n > m. The interesting case where we have some ξ ∈ Tnm ∩ Ωk+2,
m ≤ k < n, and already know by i.h. that ξ ∈ Tm yields the additional information that ϑnk (ξ) = ϑk(ξ) since
ξ ∈ Tnm ∩ Ωk+2 ⊆ θnk+1. Now we obtain again using Theorem 3.14 and Lemmas 3.20 and 3.16
Tm ∩ Ωm+1 =
⋃
n>m
Tnm ∩ Ωm+1
= sup
n>m
sup
k<ω
ϑnm(ϑ
n
m+1(· · · (ϑnn−2(ϑnn−1(k+1)(0))) · · · ))
= sup
n>m
sup
k<ω
ϑn+1m (ϑnm+1(· · · (ϑn+1n−2 (ϑn+1n−1
(k+1)
(0))) · · · ))
= sup
n≥m
ϑn+1m (· · · (ϑn+1n (0)) · · · )
= sup
n≥m
ϑm(· · · (ϑn(0)) · · · ).
By Theorem 3.14 this equals supn>m θ
n
m = θm . 
From the above proof we immediately get the following:
Corollary 3.24. For every k ≥ m we have sup(Tm ∩ Ωk+2) = θk+1. For m < n we have Tnm ∩ Ωm+1 = θnm =
ϑm(· · · (ϑn(0)) · · · ). 
Remark. Notice that by the end-extension property shown in the previous lemma and theorem it follows that each
Tm again gives rise to a notation system with parameters from Ωm that provides a unique term for every ordinal which
is element of some Tnm where n > m (again refining the clause for ordinal addition as we did for the systems T
n
m). The
comparison of ϑ-terms in Tm can be done within a sufficiently large fragment Tnm where n > m. The notation system
Tm as well as the criterion for the comparison of its elements are now easily seen to be elementary recursive in Ωm .
From now on we will only need to consider the notation system T0.
Convention 3.25. In our setting the ordinal notations are relativized to τ . Later on we will indicate this explicitly in
writing ϑτ and Tτ instead of ϑ0 and T0.
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Definition 3.26. We define a function htτ : Tτ → ω as follows:
htτ (α) :=
{
m + 1 if m = max{k | there is a subterm of α of shape ϑk(η)}
0 if such m does not exist.
Lemma 3.27. For α < Tτ ∩ Ω1
htτ (α) = min{n | α < ϑ0(· · · (ϑn(0)) · · · )}.
htτ is weakly increasing on Tτ ∩ Ω1.
Proof. We have ϑ0(0) = τ and obviously α has no ϑ-subterm iff α < τ . Now let m + 1 be the least n such that
α < ϑ0(· · · (ϑn(0)) · · · ). We have
ϑ0(· · · (ϑm+1(0)) · · · ) = sup
k<ω
ϑm+10 (ϑ
m+1
1 (· · · (ϑm+1m−1 (ϑm+1m
(k)
(0))) · · · ))
= Tm+10 ∩ Ω1.
So, α ∈ Tm+10 − Tm0 if m > 0 and α ∈ T10 − τ if m = 0. From this we conclude that the notation of α in Tτ does
not contain any occurrence of a ϑk-function for k > m. But it must contain an occurrence of a ϑm-function, since
otherwise we could build up α within Tm0 by simply substituting every function ϑk by ϑ
m
k where k < m. This argument
works since the term representation of α in Tτ , Tm0 and T
m+1
0 respectively is unique and the ϑ-functions agree on the
appropriate initial segments.
Now we see that on Tτ ∩ Ω1 the function htτ is weakly increasing successively as the indices of occurring ϑ-
functions increase. 
For a detailed investigation of the relationship between the notation of an ordinal in Tτ and its closure properties
we will need a precise notion of subterm.
Definition 3.28. We define sets of subterms Subτm(α) for m < ω and notations α in T
τ by recursion on the build up
of Tτ :
• Subτm(α) := {α} for parameters α < τ
• Subτm(α) := {α} ∪ Subτm(ξ) ∪ Subτm(η) for ξ, η ∈ Tτ s.t. α =NF ξ + η > τ
• Subτm(α) :=
{{α} ∪ Subτm(ξ) if k ≥ m
{α} if k < m
for α = ϑk(ξ) where ξ ∈ Tτ ∩ Ωk+2.
We define the additive principal parts of level m of α ∈ Tτ by
Pm(α) := Subτm(α) ∩ P ∩ [Ωm,Ωm+1) and α∗m := max (Pm(α) ∪ {0}) .
The set of parameters < τ used in the unique term denoting some α ∈ Tτ is denoted by
Parτ (α) := Subτ0(α) ∩ τ.
Convention 3.29. In order to make the setting of relativization explicit we write Pτm to mean Pm and
∗τm to mean ∗m .
By Pτ we mean Pτ0 , and instead of
∗0 we will also write ∗τ .
Remarks. 1. Subτm(α) consists of the subterms of α where parameters below τ as well as subterms of a shape ϑk(η)
with k < m are considered atomic.
2. Pm consists of the ϑm-subterms of α which are not in the scope of a ϑk-function with k < m.
3. By Lemma 3.11 part (c) and the end extension properties shown above it follows that the notion ∗m is consistent
with the notion ∗nm where m < n on the common domain. It also follows that
α∗m = max (Subτm+1(α) ∩ P ∩ [Ωm,Ωm+1) ∪ {0}) .
4. The notion Pm takes more subterms into consideration than Pnm since Sub
τ
m also decomposes ϑm-subterms.
However, Pm+1 is consistent with Pnm on the common domain.
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5. In order to clarify the definition of Parτ consider the following examples: Parε0(ω + 1) = {ω + 1} and
Parε0(ε0 + ω + 1) = {1, ω}.
The following lemma concerning ϑ-terms within Tτ and their comparison will be used frequently without further
mention.
Lemma 3.30. For m < ω the function ϑm Tτ∩Ωm+2 is 1-1 and has values in P∩ [Ωm,Ωm+1). Let α, γ ∈ Tτ ∩Ωm+2.
Then α∗m < ϑm(α) and
ϑm(α) < ϑm(γ ) ⇔
(
α < γ ∧ α∗m < ϑm(γ )
) ∨ ϑm(α) ≤ γ ∗m .
Proof. Choose n large enough such that α, γ ∈ Tn0 (over τ ) and apply Lemmas 3.3, 3.8, 3.9 and 3.11. 
4. Localization
We want to localize ordinals in Tτ in terms of closure properties. Before we do this we introduce some convenient
notations and prove some basic lemmas about the relationship between an ordinal’s notation and its closure properties.
Let us fix the following.
Convention 4.1. Given a term α = ϑτ (ξ) ∈ Tτ we introduce the notational convention that α = ϑτ (∆ + η)
automatically means that ξ = ∆ + η is a decomposition such that Ω1 | ∆ and η < Ω1. We will apply this notation
frequently and use Greek capital letters to indicate that part of the argument which is a (possibly zero) multiple of Ω1.
In a situation where some α = ϑτ (∆+ η) is fixed, we will write α+ to denote the ordinal ϑτ (∆+ η + 1).
So, ∆ = 0 iff ξ < Ω1 and ∆ is a proper, i.e. nonzero, multiple of Ω1 otherwise. Clearly, for the argument of a
ϑτ -term in Tτ , to be a nonzero multiple of Ω1 means to be a sum of ϑ1-terms. The rest term η of the decomposition
is then a sum of ϑτ -terms and parameters below τ .
It will become clear that the function η 7→ ϑτ (∆ + η) where η < Ω1, which is immediately seen to be strictly
increasing, enumerates the ordinals of the interval (τ,Ω1) of the same “fixed point level” which is indicated by ∆.
Lemma 3.5 showed that the fixed point level ∆ = 0 enumerates the additive principal numbers omitting epsilon
numbers. For convenience we state this lemma in the context of Tτ .
Lemma 4.2. For any m < ω and any α < Ωm+1 we have
ϑm(1+ α) = ω¯Ωm+α.
Proof. Note that for m = 0 by convention we have Ω0 = τ and ϑ0 = ϑτ . Apply Lemma 3.5 for sufficiently large
n. 
The lemmas below show that with increasing multiple ∆ of Ω1 we obtain enumeration functions η 7→ ϑτ (∆+ η)
of higher and higher level thus generalizing the fixed point free Veblen functions ϕ¯. This property of the ϑ-functions
was shown in [13] for the Bachmann–Howard structure and is extended naturally to the systems Tτ here.
Lemma 4.3. Let α = ϑτ (∆+ η) ∈ Tτ . Then
τ < α ∈ E ⇔ ∆ > 0.
Proof. If∆ = 0 we apply Lemma 4.2 to obtain α = ω¯τ+η′ where η = 1+ η′. So, α 6∈ E. If on the other hand∆ > 0,
we have supσ<α ϑ
τ (σ ) ≤ α since σ < Ω1 ≤ ∆ and σ ∗τ ≤ σ < α. But σ < ϑτ (σ ) for all σ < α entails that α equals
the supremum, so α ∈ E using Lemma 4.2. 
Lemma 4.4. Let α = ϑτ (∆+ η) ∈ Tτ . Then
η = sup
σ<η
ϑτ (∆+ σ) ⇔ η has a form ϑτ (Γ + ρ) where Γ > ∆ and η > ∆∗τ .
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Proof. For the direction from left to right suppose that η = supσ<η ϑτ (∆ + σ). This implies that ∆∗τ < ϑτ (∆) <
η ∈ E, τ < η < Ω1, so η has a shape ϑτ (Γ + ρ) where ρ < η.
In order to derive a contradiction let us assume that Γ ≤ ∆. We set σ := Γ ∗τ + ρ + 1. Then (Γ + ρ)∗τ < σ < η
and thus η = ϑτ (Γ + ρ) < ϑτ (∆+ σ) < η. Contradiction. We therefore have Γ > ∆.
Now we prove the opposite direction and assume that ∆∗τ < η = ϑτ (Γ + ρ) where Γ > ∆. It is clear that
η ≤ supσ<η ϑτ (∆ + σ) since σ < ϑτ (∆ + σ) for every σ < η. On the other hand, for any σ < η we have
∆+ σ < Γ + ρ and (∆+ σ)∗τ = max{∆∗τ , σ ∗τ } < η, whence ϑτ (∆+ σ) < ϑτ (Γ + ρ) = η. 
The interval (α, α+) where α is of a form ϑτ (∆ + η) will play an important role in what follows. We show that
indeed it does not contain ordinals of fixed point level greater than or equal to ∆.
Lemma 4.5. If α = ϑτ (∆+ η) ∈ Tτ and ϑτ (Γ + ρ) ∈ (α, α+) then Γ < ∆.
Proof. Using Lemma 3.30 we see that ϑτ (∆ + η) < ϑτ (Γ + ρ) < ϑτ (∆ + η + 1) can only hold if Γ < ∆ and
α ≤ (Γ + ρ)∗τ < α+. 
Now we define the central notion of this section. Recall Definition 3.28 and note that α = max(Pτ (α)) for ϑτ -
values α.
Definition 4.6. Let α = ϑτ (∆ + η) ∈ Tτ , α ≥ τ . We define a finite sequence of ordinals as follows. Set α0 := τ .
Suppose that αn is already defined and αn < α. Let αn+1 be the element ϑτ (ξ) of Pτ (α)− (αn + 1) with maximal ξ .
This yields a finite sequence τ = α0 < · · · < αn = α for some n < ω which we call the τ -localization of α.
Lemma 4.7. Let α = ϑτ (∆ + η) ∈ Tτ , α ≥ τ and (τ = α0, . . . , αn = α) be the τ -localization of α. Let i < n. For
every β = ϑτ (Γ + ρ) ∈ (αi , αi+1) we have Γ + ρ < ∆i+1 + ηi+1 where ∆i+1 and ηi+1 are such that αi+1 has the
form ϑτ (∆i+1 + ηi+1).
Proof. Assume that Γ + ρ > ∆i+1 + ηi+1. This implies that β < (∆i+1 + ηi+1)∗τ , so there is a least ordinal
β1 = ϑτ (Γ1 + ρ1) ∈ (β, αi+1) ∩ Pτ (α).
Now Γ1 + ρ1 < ∆i+1 + ηi+1 < Γ + ρ since otherwise β1 would be a better candidate for αi+1. So, β < β1 with
Γ + ρ > Γ1 + ρ1 which yields β < (Γ1 + ρ1)∗τ ∈ Pτ (α) ∩ β1. Contradiction. 
Note that the lemma implies that for every β = ϑτ (Γ + ρ) ∈ (αi , α) where i ∈ (0, n) we have Γ + ρ < ∆i + ηi .
This shows that α < α+i for every i ∈ (0, n].
Lemma 4.8. If α = ϑτ (∆+ η) ∈ Tτ , α ≥ τ , and (τ = α0, . . . , αn = α) is the τ -localization of α then (α0, . . . , αi )
is the τ -localization of αi for i < n.
Proof. Let (τ = γ0, . . . , γk = αi ) be the τ -localization of αi . Then γ j has a form γ j = ϑτ (Γ j + ρ j ) and γ j ∈ Pτ (α)
for j = 1, . . . , k. Note that Pτ (γ j ) ⊆ Pτ (αi ) ⊆ Pτ (α) for all j ≤ k.
Suppose that we had already shown that for every l < j we have αl = γl where 0 < j < min{i, k}. We prove that
α j = γ j . Consider an arbitrary β = ϑτ (Γ + ρ) ∈ (γ j−1, γk = αi ). By the previous lemma and the remark thereafter
either β = γ j or Γ + ρ < Γ j + ρ j . So γ j has the maximum argument of all ϑτ -terms in the interval (α j−1, αi ) and
is unique with this property. But the same holds for α j , so α j = γ j . We finally see that i = k. 
The lemma below shows the guiding picture for localizations.
Lemma 4.9. Let α = ϑτ (∆+ η) ∈ Tτ , α ≥ τ and (τ = α0, . . . , αn = α) be the τ -localization of α. Then we have
τ < α1 < · · · < αn = α < α+ = α+n < · · · < α+1 .
The sequence (∆i )1≤i≤n where αi = ϑτ (∆i + ηi ) is strictly decreasing.
Proof. The inequalities are verified from the inside to the outside using the Lemmas 4.7 and 4.5. Lemma 4.5 now
implies that (∆i )1≤i≤n is a strictly descending sequence of multiples of Ω1. 
Before we conclude this section we refine our considerations concerning fixed points towards limit points for which
the logend-function plays the key role, see also [13].
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Lemma 4.10. Let again α = ϑτ (∆+ η) ∈ Tτ . Then
logend(α) =
α if ∆ > 0η + 1 if ∆ = 0 and τ < η = δ + n s.t. δ ∈ E, n < ω
(−1+ τ)+ η otherwise.
Proof. Immediate by our preparations and Lemma 4.2. 
The definition below enables us to speak about the degree of limit point thinning of ordinals in the image of
enumeration functions η 7→ ϑτ (∆+ η) for η < Ω1, cf. Lemma 4.4.
Definition 4.11. Let α = ϑτ (∆+ η) ∈ Tτ such that α > τ be given. We define
ζ τα :=
{
logend(η) if η < supσ<η ϑ
τ (∆+ σ)
0 otherwise.
5. Base transformation
Base transformation is the crucial notion which allows us to express essential uniformity properties in the
development of a strong ordinal arithmetic. It enables a precise comparison of ordinals modulo their relativizations.
Definition 5.1. Let τ ∈ E and Tτ be the notation system over τ . Further, let σ ∈ {1} ∪ (E ∩ τ). We define
Tτ [σ ] := {α ∈ Tτ | Parτ (α) ⊆ σ }
and piσ,τ : Tτ [σ ]→ Tσ by the following clauses:
• piσ,τ (ξ) := ξ if ξ < σ
• piσ,τ (ξ) := piσ,τ (ξ1)+ piσ,τ (ξ2) if ξ =NF ξ1 + ξ2 > τ
• piσ,τ (ξ) := ϑk(piσ,τ (η)) if ξ = ϑk(η) for some k > 0 and η ∈ Tτ [σ ] ∩ Ωk+2
• piσ,τ (ξ) := ϑσ (piσ,τ (η)) if ξ = ϑτ (η) for some η ∈ Tτ [σ ] ∩ Ω2.
We will need the following auxiliary function in the proof of the next lemma, and again in the proof of Lemma 7.2.
Definition 5.2. We define a function stg : Tτ → ω by
• stg(ξ) := 0 for ξ < τ ,
• stg(ξ) := max{stg(ξ1), stg(ξ2)} + 1 for ξ =NF ξ1 + ξ2 > τ , and
• stg(ξ) := stg(ζ )+ 1 for ξ = ϑk(ζ ).
By the next lemma we verify that piσ,τ is a (<,+)-isomorphism of Tτ [σ ] onto Tσ . It also establishes that piσ,τ does
not change the height htτ of ordinals in Tτ [σ ].
Lemma 5.3. Let σ, τ be as in the above definition. Then we have
(a) For m < ω and ξ ∈ Tτ [σ ] we have
Pσm(piσ,τ (ξ)) = piσ,τ [Pτm(ξ)] and Subσm(piσ,τ (ξ)) = piσ,τ [Subτm(ξ)].
(b) piσ,τ preserves <.
(c) piσ,τ preserves ordinal addition.
(d) piσ,τ maps Tτ [σ ] onto Tσ .
(e) htτ (α) = htσ (piσ,τ (α)) and Parτ (α) = Parσ (piσ,τ (α)) for α ∈ Tτ [σ ].
Proof. At first, note that Tτ [σ ] is closed under ordinal addition and decomposition into additive principal numbers.
Clearly, Tτ [σ ]∩ τ = σ , piσ,τ (ξ) ≥ σ for every ξ ∈ Tτ [σ ]− τ , and if ξ ∈ Tτ [σ ]∩P we have piσ,τ (ξ) ∈ Tσ ∩P. Another
simple observation is that for every k < ω and ξ ∈ Tτ [σ ] ∩ [Ωk,Ωk+1) we get piσ,τ (ξ) ∈ Tσ ∩ [Ωk,Ωk+1), where for
k = 0 of course Ω0 = τ in the former and Ω0 = σ in the latter expression.
Parts (a) and (b) are shown simultaneously. We prove by induction along the lexicographic ordering of ω × ω that
for all (l, r) ∈ ω × ω and all ξ, β, γ ∈ Tτ [σ ] we have
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(1) if stg(ξ) ≤ l then a) holds for ξ , and
(2) if max{stg(β), stg(γ )} ≤ l and stg(β)+ stg(γ ) ≤ r then β < γ if and only if piσ,τ (β) < piσ,τ (γ ).
For convenience we prove (1) and (2) in detail. We distinguish between the forms the ordinals ξ , β and γ can have.
The initial case where ξ < τ (hence < σ ) is trivial, as is the case where at least one of β and γ is below τ .
If ξ =NF ξ1 + ξ2 > τ , also piσ,τ (ξ) =NF piσ,τ (ξ1) + piσ,τ (ξ2) and greater than σ , which can be seen using (2) and
considering the decomposition of ξ1 into additive principal numbers. By part (1) of the i.h. applied to ξ1 and ξ2 we
obtain (a) for ξ .
If β or γ is an ordinal sum (above τ and in additive normal form), we may assume that this is the case for β,
say β =NF β1 + β2. If β < γ the i.h. yields piσ,τ (βi ) < piσ,τ (γ ) for i = 1, 2. Then, if γ ∈ P we are done, so we
assume that γ =NF γ1 + γ2 > τ . Since the case β ≤ γ1 is easy, we assume that γ1 < β < γ1 + γ2 and consider the
decomposition of β to β = γ1+ δ1+· · ·+ δk +β2 where δ1, . . . , δk, β2 ∈ P and then verify piσ,τ (β) < piσ,τ (γ ) using
the i.h. to check piσ,τ (δ1 + · · · + δk + β2) < piσ,τ (γ2). The case γ > β is treated alike.
If ξ = ϑk(ρ) for some k < ω and some ρ ∈ Tτ [σ ] ∩ Ωk+2 we obtain (a) for ξ easily using the i.h. applied to ρ.
If β and γ are ϑ-terms the interesting case is that they are of the same level, say β = ϑk(ζ ) and γ = ϑk(ρ) for
some k < ω and ζ, ρ ∈ Tτ [σ ] ∩Ωk+2. Assume that β < γ . Then either ζ < ρ and ζ ∗k < γ or β ≤ ρ∗k . In the former
case we get piσ,τ (ζ ) < piσ,τ (ρ) and piσ,τ (ζ ∗k ) < piσ,τ (γ ) by i.h. By part (1) and part (2) of the i.h. we have
piσ,τ (ζ
∗k ) = max(piσ,τ (Pτk (ζ )))
= max(Pσk (piσ,τ (ζ )))
= piσ,τ (ζ )∗k .
If β ≤ ρ∗k we conclude similarly that piσ,τ (β) ≤ piσ,τ (ρ∗k ) = piσ,τ (ρ)∗k . This finishes the simultaneous proof of parts
(a) and (b).
Using part (b) we can easily derive part (c). We show that for arbitrary β, γ ∈ Tτ [σ ] we have piσ,τ (β + γ ) =
piσ,τ (β) + piσ,τ (γ ). Let β = β1 + · · · + βm and γ = γ1 + · · · + γn be the decompositions of β and γ into
additive principal numbers. By definition of piσ,τ we obtain piσ,τ (β) = piσ,τ (β1) + · · · + piσ,τ (βm) and piσ,τ (γ ) =
piσ,τ (γ1) + · · · + piσ,τ (γm). There is a unique i ∈ {0, . . . ,m} such that β + γ =ANF β1 + · · · + βi + γ1 + · · · + γn .
Part (b) allows us to conclude that piσ,τ (β)+ piσ,τ (γ ) = piσ,τ (β1)+ · · · + piσ,τ (βi )+ piσ,τ (γ1)+ · · · + piσ,τ (γn). But
the latter term equals piσ,τ (β + γ ) by definition of piσ,τ .
As to part (d) it is clear what the inverse mapping of piσ,τ looks like. Part (e) follows immediately from the
definitions of htτ , htσ and piσ,τ . 
Corollary 5.4. piσ,τ is a (<,+)-isomorphism of Tτ [σ ] and Tσ . 
The next lemma deals with the interplay between piσ,τ and localization. It is an easy corollary of the previous
lemma.
Lemma 5.5. Let α = ϑτ (∆ + η) ∈ Tτ [σ ]. Further, let (τ = α0, . . . , αn = α) be the τ -localization of α. Then
α1, . . . , αn ∈ Tτ [σ ] and
(σ, piσ,τ (α1), . . . , piσ,τ (αn))
is the σ -localization of piσ,τ (α).
Proof. The lemma follows immediately from parts (a) and (b) of 5.3. 
The lemma below states, roughly speaking, that ζ (in the sense of Definition 4.11) and pi commute.
Lemma 5.6. Let σ, τ ∈ E, σ < τ , and α = ϑτ (∆+ η) ∈ Tτ [σ ]. Then we have
piσ,τ (ζ
τ
α ) = ζ σpiσ,τ (α),
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i.e. the following diagram is commutative:
Tτ [σ ] ∩ P ∩ (τ,Ω1) Tτ [σ ]
Tσ Tσ
-ζ
τ
?
piσ,τ
?
piσ,τ
-
ζ σ
Proof. By definition of piσ,τ we have piσ,τ (α) = ϑσ (piσ,τ (∆) + piσ,τ (η)). It is easy to see that piσ,τ (logend(η)) =
logend(piσ,τ (η)) using Lemma 4.10. By Lemma 4.4 we have η = supσ<η ϑτ (∆ + σ) if and only if η is of a form
η = ϑτ (Γ + ρ) where Γ > ∆ and η > ∆∗τ . This holds if and only if piσ,τ (η) = ϑσ (piσ,τ (Γ ) + piσ,τ (ρ)) with
piσ,τ (Γ ) > piσ,τ (∆) and piσ,τ (η) > piσ,τ (∆)∗
σ
which is the case if and only if piσ,τ (η) = supσ<piσ,τ (η) ϑσ (piσ,τ (∆)+
σ). Thus piσ,τ (ζ τα ) = ζ σpiσ,τ (α). 
The next lemma will be needed to prove Lemmas 5.8 and 6.9.
Lemma 5.7. Suppose that τ ∈ E and let C ⊆ τ be a set which contains 0 and is closed under +, ζ 7→ ωζ , and
additive decomposition. For any ξ, η ∈ Tτ ∩ Ω1 we have
(a) Parτ (ξ) ∪ Parτ (η) ⊆ C ⇒ Parτ (ξ + η) ⊆ C.
(b) Parτ (ξ) ⊆ C ⇒ Parτ (ωξ ) ⊆ C.
Proof. Part (a): Suppose that Parτ (ξ)∪Parτ (η) ⊆ C . We may assume that ξ, η 6= 0 since otherwise the claim is trivial.
Suppose that ξ =ANF ξ1+· · ·+ξn , η =ANF η1+· · ·+ηm , and let i ≤ n be such that ξ =ANF ξ1+· · ·+ξi+η1+· · ·+ηm .
The case i = 0 is trivial, so assume that i > 0, whence ξ1 ≥ η1.
Case 1: ξ1 < τ . Then ξ + η < τ and Parτ (ξ + η) = {ξ + η}. Since ξ, η < τ we have ξ, η ∈ C . Hence ξ + η ∈ C
since C is closed under +.
Case 2: ξ1 ≥ τ . Then Parτ (ξ) =⋃nj=1 Parτ (ξ j ) and Parτ (ξ1 + · · · + ξk) ⊆ Parτ (ξ) ⊆ C for 1 ≤ k ≤ n.
Case 2.1: η1 < τ . Then Parτ (η) = {η}, so η ∈ C and η1, . . . , ηm ∈ C since C is closed under additive
decomposition. Then
Parτ (ξ + η) = Parτ (ξ1 + · · · + ξi + η1 + · · · + ηm)
⊆ Parτ (ξ) ∪ {η1, . . . , ηm} (∗)
⊆ C.
Case 2.2: η1 ≥ τ . Then Parτ (ηk) ⊆ Parτ (η) ⊆ C for 1 ≤ k ≤ m. Then instead of {η1, . . . , ηm} in (∗) of the
previous case we have
⋃m
j=1 Parτ (η j ).
Part (b): Suppose that Parτ (ξ) ⊆ C . We distinguish between the following cases for ξ :
Case 1: ξ < τ . Then clearly Parτ (ωξ ) = {ωξ } ⊆ C .
Case 2: ξ ∈ E− τ . Then ωξ = ξ and there is nothing to show.
Case 3: ξ = ϑτ (Ξ + ν) + n + 1 for some Ξ > 0 and an n < ω. Then ωξ = ϑτ (ϑτ (Ξ + ν) + n), whence
Parτ (ωξ ) ⊆ Parτ (ξ) ⊆ C .
Case 4: Otherwise. Setting ξ0 := −τ + ξ we then have ωξ = ϑτ (ξ0) using 4.2. If ξ0 ≥ τ we obtain
Parτ (ωξ ) = Parτ (ξ0) = Parτ (ξ), otherwise we have ξ =ANF τ + ξ1 + · · · + ξm where ξ0 =ANF ξ1 + · · · + ξm < τ
which gives Parτ (ωξ ) = {ξ0} ⊆ C since Parτ (ξ) = {ξ1, . . . , ξm} ⊆ C . 
Remark. Note that for part (a) we do not need to assume that C is closed under ζ 7→ ωζ .
The following lemma provides an operation on ordinals given in a notation system Tτ which is elementary recursive
in τ and almost uniform with respect to the base τ . Only the case τ = 1 is slightly different. Lemma 5.8 will be crucial
in establishing mutual assignments between classical notations and patterns of resemblance which will be given in
[15].
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Lemma 5.8. Let α,∆, ζ be elements of Tτ such that α has a form ϑτ (Γ + ρ), Ω1 |∆ < Ω2 and ζ < Ω1. The least
β ∈ Tτ greater than α which has a form β = ϑτ (∆ + η) with ζ τβ = ζ can be described by a process elementary
recursive in τ which commutes with base transformation5 for epsilon bases.
The ordinal β = ϑτ (∆+ η) satisfies the following additional properties:
(i) (∆+ η)∗τ ≤ max{α,∆∗τ , ωζ }.
(ii) htτ (β) = max{htτ (α), htτ (∆), htτ (ζ )}.
(iii) In the case of τ ∈ E, for any set C ⊆ τ which contains 0 and is closed under +, ξ 7→ ωξ , and additive
decomposition we have
Parτ (α) ∪ Parτ (∆) ∪ Parτ (ζ ) ⊆ C ⇒ Parτ (β) ⊆ C.
Proof. We will explicitly describe how to determine β recurring on α. The recursion is on the build up of α ∈ Tτ . To
this end we will have to consider a couple of cases. By the abbreviation (F) we refer to the case that
(F) ζ = sup
σ<ζ
ϑτ (∆+ σ)
holds. The uniformity of (F) with respect to τ is clear by its characterization in Lemma 4.4. We first show how to
obtain the Tτ -notation of ωζ for given ζ ∈ Tτ ∩ Ω1. Note that the restriction of ϑτ to Ω1 enumerates the additive
principal numbers of the interval [τ,Ω1) omitting fixed points (cf. Lemma 4.2).
• If ζ < τ we have ωζ as parameter below τ provided τ ∈ E and ωζ = 1 if τ = 1.
• If ζ = τ we have ωζ = τ provided τ ∈ E and ωζ = ϑ1(1) if τ = 1.
• If ζ = ϑτ (Ξ + ν)+ n + 1 for some Ξ > 0 and an n < ω we have ωζ = ϑτ (ϑτ (Ξ + ν)+ n).
• If ζ = ϑτ (Ξ + ν) for some Ξ > 0 we have ωζ = ζ , and
• in all remaining cases it follows that ωζ = ϑτ (ζ0) where ζ0 is such that ζ = τ + ζ0.
Note that this operation commutes with base transformation for epsilon bases. Note further that ζ ∗τ ≤ ωζ and that
htτ (ωζ ) = htτ (ζ ) unless τ = 1, ζ = 0. Part (b) of Lemma 5.7 shows that Parτ (ζ ) ⊆ C implies that Parτ (ωζ ) ⊆ C for
C as in part (iii).
Now we can define the operation which determines the ordinal β of the claim by recursion on α. The additional
statements (i), (ii), and (iii) can easily be verified along the way.
Case 1: α ≤ ϑτ (∆). Then we set
β :=

ϑτ (∆) if ζ = 0 and α < ϑτ (∆)
ϑτ (∆+ 1) if ζ = 0 and α = ϑτ (∆)
ϑτ (∆+ ωζ ) if ζ > 0 and (F) does not hold
ϑτ (∆+ ζ + ζ ) if (F) holds.
Case 2: α > ϑτ (∆). Then it follows that ∆∗τ < α. We distinguish between four subcases:
Subcase 2.1: Γ = ∆.
β :=

ϑτ (∆+ ρ + 1) if ζ = 0
ϑτ (∆+ ρ + ωζ ) if ζ > 0 and (F) does not hold or ρ ≥ ζ
ϑτ (∆+ ζ + ζ ) if ρ < ζ and (F) holds.
Subcase 2.2: Γ > ∆.
β :=

ϑτ (∆+ α) if ζ = 0
ϑτ (∆+ α + ωζ ) if ζ > 0 and (F) does not hold or α ≥ ζ
ϑτ (∆+ ζ + ζ ) if α < ζ and (F) holds.
5 The claim that this description of β commutes with base transformation for epsilon bases means that if τ is an epsilon number and τ < τ ′ ∈ E
the ordinal pi−1
τ,τ ′ (β) is the least ordinal β
′ = ϑτ ′ (pi−1
τ,τ ′ (∆)+ ν) with ζ τ
′
β′ = pi−1τ,τ ′ (ζ ) which is greater than pi−1τ,τ ′ (α).
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Subcase 2.3: Γ < ∆ and (Γ + ρ)∗τ = ϑτ (∆).
β :=

ϑτ (∆+ 1) if ζ = 0
ϑτ (∆+ ωζ ) if ζ > 0 and (F) does not hold
ϑτ (∆+ ζ + ζ ) if (F) holds.
Subcase 2.4: Γ < ∆ and ϑτ (∆) < (Γ + ρ)∗τ =: ϑτ (Ξ + ν). Then we have ϑτ (Ξ + ν) ∈ Pτ (α) ∩ α, and by
recursion we obtain the least ordinal β = ϑτ (∆ + η) > ϑτ (Ξ + ν) such that ζ τβ = ζ . But this ordinal β is in fact
greater than α. 
6. Translation
We now turn to the treatment of (partial) translations between notation systems Tτ and Tα for suitable parameter
sets τ and α. We will need these translations in order to define λτα within T
τ for ordinals α ∈ Tτ ∩ Ω1 in the next
section.
Definition 6.1. Let α = ϑτ (∆+ η) ∈ Tτ . The restriction of Tτ to α, written as Tτα , is defined by
Tτα := {β ∈ Tτ | β∗
τ
< α}.
Note that terms in Tτα can easily be transformed into terms in T
α denoting the same ordinal roughly speaking by
taking all subterms below α as constants. Note further that Tτα ∩ Ω1 = α.
Definition 6.2. Let α = ϑτ (∆ + η) ∈ Tτ where ∆ > 0. We define (partially correct) translations tτα from Tτ to Tα
and t
α
τ from Tα to Tτ .
tτα : Tτ → Tα is defined as follows:
• ξ tτα := ξ if ξ < α thus becoming a constant
• ξ tτα := ξ tτα1 + ξ t
τ
α
2 if ξ1, ξ2 ∈ Tτ s.t. ξ =NF ξ1 + ξ2 > α
• ϑk(ξ)tτα := ϑk(ξ tτα ) if ξ ∈ Tτ ∩ Ωk+2 and k > 0
• If ξ ∈ Tτ ∩ Ω2 such that ϑτ (ξ) ≥ α in order to define ϑτ (ξ)tτα we distinguish between four cases:
• αtτα = ϑτ (∆+ η)tτα := ϑα(0)
• If ϑτ (ξ) ∈ (α, α+) we distinguish between three subcases. ξ has a form ξ = Γ + ρ where Γ < ∆ (cf. 4.5) and
α ≤ (Γ + ρ)∗τ < α+.
• ϑτ (ξ)t
τ
α := ϑα(1+ (−α + ρ)tτα ) if Γ = 0
• ϑτ (ξ)t
τ
α := ϑα(Γ tτα + (−α + ρ)tτα ) if Γ > 0 and Γ ∗τ < α
• ϑτ (ξ)t
τ
α := ϑα(Γ tτα + ρtτα ) if Γ ∗τ ≥ α
• (α+)tτα = ϑτ (∆+ η + 1)tτα := ϑα(∆)
• ϑτ (ξ)tτα := 0 if ϑτ (ξ) > α+.
tατ : Tα → Tτ is defined as follows:
• ξ tατ := ξ if ξ < α taking the unique notation for ξ in Tτ
• ξ tατ := ξ tατ1 + ξ t
α
τ
2 if ξ1, ξ2 ∈ Tα s.t. ξ =NF ξ1 + ξ2 > α
• ϑk(ξ)tατ := ϑk(ξ tατ ) if ξ ∈ Tα ∩ Ωk+2 and k > 0
• For ξ ∈ Tα ∩ Ω2 such that ϑτ (ξ) ≥ α in order to define ϑτ (ξ)tτα we distinguish between four cases:
• ϑα(0)tατ := ϑτ (∆+ η)
• If ϑα(ξ) ∈ (α, ϑα(∆)) (regarding ∆ to be represented in Tα) we distinguish between three subcases: ξ has a
form ξ = Γ + ρ where Γ < ∆ and (Γ + ρ)∗α < ϑα(∆).
• ϑα(ξ)t
α
τ := ϑτ (α + (−1+ ρ)tατ ) if Γ = 0
• ϑα(ξ)t
α
τ := ϑτ (Γ tατ + α + ρtατ ) if Γ > 0 and Γ ∗α < α
• ϑα(ξ)t
α
τ := ϑτ (Γ tατ + ρtατ ) if Γ ∗α ≥ α
• ϑα(∆)tατ := ϑτ (∆+ η + 1)
• ϑα(ξ)tατ := 0 if ϑα(ξ) > ϑα(∆).
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Obviously in both definitions the respective case distinctions are disjoint and complete. It is also easy to see that
the assigned ordinals belong to the respective notation system. By recursion on the definitions it is easy to verify
that ϑk-functions are only applied to ordinals from the respective notation system below Ωk+2. This shows that both
translations are well defined. The initial segment on which we want t
τ
α to be correct is α+ + 1. tατ will be shown to
work correctly on ϑα(∆)+ 1.
Lemma 6.3. We have
• α+ = ϑα(∆),
• the restriction of tτα to Tτα+ is the identity, and
• the restriction of tατ to Tαα+ is the identity.
Proof. At first we show by main induction on β < α+ and side induction on the build up of Tτ that for every ξ ∈ Tτ
such that ξ∗τ < β we have ξ tτα = ξ = (ξ tτα )tατ and (ξ tτα )∗α < ϑα(∆).6 Having established this we verify α+ = ϑα(∆).
By straightforward induction on the build up of Tτ and Tα , respectively, we see that Tτα+
= Tαα+ . Hence also the
third claim of the lemma holds.
For β = 0 there is nothing to show and for β ∈ Lim the claim follows by main i.h. Therefore we treat the successor
step from β to β + 1. While processing the side induction we only have to take care of the cases where β is attained.
If ξ ≤ α the claim is immediate. If ξ =NF ξ1 + ξ2 > α where ξ1, ξ2 ∈ Tτ , we obtain the claim directly from the
i.h. applied to ξ1 and ξ2. If ξ = ϑk(ξ0) for some k > 0 and ξ0 ∈ Tτ such that ξ∗τ0 < β we are also done by i.h.
The interesting case is where β = ξ = ϑτ (Γ + ρ) > α. Then Γ < ∆ by Lemma 4.5 and α ≤ (Γ + ρ)∗τ < ξ .
Let ρ0 ≤ ρ be according to the definition of tτα such that ξ tτα = ϑα(Γ tτα + ρt
τ
α
0 ). Applying the i.h. to Γ and ρ0 we see
that Γ t
τ
α + ρtτα0 equals Γ + ρ0 which is less than ∆, (Γ t
τ
α + ρtτα0 )∗
α
< ϑα(∆) and (ξ t
τ
α )t
α
τ = ξ , where for the latter
note that we have (Γ t
τ
α )∗α ≥ α iff Γ ∗τ ≥ α. Thus it also follows that ξ tτα = (ξ tτα )∗α < ϑα(∆). We have to show that
ϑτ (Γ + ρ) = ϑα(Γ tτα + ρtτα0 ). This forces us to go back to sufficiently large fragments Tn0 and Cn0 sets over τ and α
respectively. We choose n large enough such that both ϑτ (Γ + ρ) ∈ Tn0 over τ and ϑα(Γ t
τ
α + ρtτα0 ) ∈ Tn0 over α. For
convenience we set Cτ := Cn0 over τ and Cα := Cn0 over α. By Lemma 3.11 it is clear that the equation in question
follows if we can show that
Cτ
(
Γ + ρ, (Γ + ρ)∗τ + 1
)
= Cα
(
Γ + ρ0, (Γ tτα + ρt
τ
α
0 )
∗α + 1
)
.
It is easily verified that (Γ + ρ)∗τ = max{(Γ tτα + ρtτα0 )∗
α
, α}. So, setting ζ := (Γ + ρ)∗τ + 1 it suffices to show
Cτ (Γ + ρ, ζ ) = Cα(Γ + ρ0, ζ ),
which for convenience we do in detail.
“⊆” is shown by induction on the build up of Cτ (Γ+ρ, ζ ). The interesting case is where α < ϑτ (ν) ∈ Cτ (Γ+ρ, ζ )
with ν ∈ Cτ (Γ + ρ, ζ ) ∩ Γ + ρ. Since ϑτ (ν) < ξ we obtain by the main i.h. that ϑτ (ν) = (ϑτ (ν))tτα = ϑα(ν′)
where ν′ is according to tτα . By definition of tτα we have ν′ ≤ ν, and to see that ν′ < Γ + ρ0 one easily checks the
situations in which ρ0 < ρ. By side i.h. we have ν ∈ Cα(Γ + ρ0, ζ ) and again by definition of tτα this implies also
ν′ ∈ Cα(Γ + ρ0, ζ ). Now it follows that ϑτ (ν) ∈ Cα(Γ + ρ0, ζ ).
“⊇” is shown by induction on the build up of Cα(Γ + ρ0, ζ ). Since α < ζ the interesting case is again
α < ϑα(ν) ∈ Cα(Γ + ρ0, ζ ) where ν is an element of Cα(Γ + ρ0, ζ ) ∩ Γ + ρ0. Then ϑα(ν) < ϑα(∆) and by
i.h. we have ν ∈ Cτ (Γ + ρ, ζ ) ∩ Γ + ρ0. Now, considering ν as a term in Tτ , we get νtτα = ν by i.h. since ν∗τ < ξ .
Let ν = Ξ + µ, νtτα = Ξ tτα + µtτα and consider ϑα(νtτα )tατ = ϑτ (ν′) where ν′ is according to the definition of tατ . We
want to show ϑτ (ν′) < ξ . We compute ν′. (1) ν′ = α +µ0 if Ξ tτα = 0 and µtτα = 1+µt
τ
α
0 where by i.h. (µ
tτα
0 )
tατ = µ0.
(2) ν′ = Ξ + µ if (Ξ tτα )∗α ≥ α which is equivalent to Ξ ∗τ ≥ α. (3) ν′ = Ξ + α + µ if Ξ tτα 6= 0 and (Ξ tτα )∗α < α.
Since α,µ,Ξ ∈ Cτ (Γ + ρ, ζ ) we also have ν′ ∈ Cτ (Γ + ρ, ζ ). The verification of ν′ < Γ + ρ along the cases
6 The reason for proceeding by nested induction is that we need the i.h. on entire initial segments. This will become clear at that stage of this
proof where we need to consider C-sets in order to treat the crucial (side) induction step.
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Γ = 0, Γ ∗τ ≥ α and Γ > 0 ∧ Γ ∗τ < α entails ϑτ (ν′) < ξ . From this we see that we can apply the i.h. to obtain
ϑτ (ν′) = ϑτ (ν′)tτα . By definition of tτα we get ϑτ (ν′)tτα = ϑα(νtτα ) which shows ϑα(ν) ∈ Cτ (Γ + ρ, ζ ).
We have now verified that ϑτ (Γ+ρ)tτα = ϑτ (Γ+ρ) and it remains to show that α+ = ϑα(∆). Note that∆∗α < α,
where we consider∆ to be a term in Tα simply taking parts below Ω1 as constants. As already done above we choose
a sufficiently large n and the abbreviations Cτ and Cα suitable for α+ and ϑα(∆) respectively and show
Cτ (∆+ η + 1, ζ + 1) = Cα(∆, 0)
where ζ := (∆+ η + 1)∗τ . For convenience we give the argument in detail.
“⊆” is shown by induction on the build up of Cτ (∆ + η + 1, ζ + 1). Since ζ < ϑτ (∆ + η + 1) we already
know that ζ = ζ tτα < ϑα(∆) = Cα(∆, 0) ∩ Ω1, so ζ + 1 ⊆ Cα(∆, 0). The other interesting part is where we have
α < ϑτ (Γ + ρ) ∈ Cτ (∆+ η + 1, ζ + 1) with Γ + ρ < ∆+ η + 1. Then we have ϑτ (Γ + ρ) < α+, so by what we
have already shown ϑτ (Γ + ρ) = ϑτ (Γ + ρ)tτα < ϑα(∆).
“⊇” is shown by induction on the build up of Cα(∆, 0). Here the interesting part is treated as follows. Let
α < ϑα(Γ + ρ) ∈ Cα(∆, 0), Γ < ∆. Then ϑα(Γ + ρ) < ϑα(∆) and by i.h. we have Γ + ρ ∈ Cτ (∆+ η+ 1, ζ + 1).
Considering Γ and ρ as terms of Tτ we get (Γ + ρ)∗τ < α+. By what we have already shown we obtain
Γ t
τ
α = Γ = (Γ tτα )tατ and ρtτα = ρ = (ρtτα )tατ . Now let ν′ ∈ Tτ be such that ϑα(Γ tτα + ρtτα )tατ = ϑτ (ν′) according
to the definition of t
α
τ . It is easier than in the corresponding situation above to verify that ν′ ∈ Cτ (∆ + η + 1, ζ + 1)
and ϑτ (ν′) < α+. Now it follows that ϑτ (ν′) = ϑτ (ν′)tτα and by definition of tτα we get ϑτ (ν′)tτα = ϑα(Γ tτα + ρtτα ).
Thus ϑα(Γ + ρ) ∈ Cτ (∆+ η + 1, ζ + 1) which finishes the proof. 
Remark. The above lemma tells us that for any β ∈ (α, α+) we can switch between representations of β in Tτ and
Tα by just applying tτα and t
α
τ , respectively. During this section we will still indicate most of the translations of this
kind, but later on we will just omit translation superscripts.
We will need a lemma that clarifies the interplay between localization and translation. For its proof we need the
following.
Lemma 6.4. Let α = ϑτ (∆+ η) where ∆ > 0, and β = ϑα(Γ + ρ) ∈ (α, α+). Then we have
(a) α ∈ Pτ (β tατ ),
(b) Pτ (β t
α
τ )− (α + 1) = Pα(β)− (α + 1), and
(c) For every ϑα(ν) ∈ (α, β) we have ν > ξ := Γ + ρ iff ν′ > ξ ′ where ν′ and ξ ′ are such that ϑα(ν)tατ = ϑτ (ν′)
and ϑα(ξ)t
α
τ = ϑτ (ξ ′).
Proof. We show the assertions simultaneously by induction on β where β ∈ (α, α+) is of a form ϑα(ξ), ξ = Γ + ρ.
Suppose first that Γ = 0. Then let ρ0 := −1 + ρ. By definition of tατ we have β tατ = ϑτ (α + ρt
α
τ
0 ). (a) is clear
if ρ
tατ
0 ≤ α, so let us assume that ρt
α
τ
0 > α. Then (ρ
tατ
0 )
∗τ ≥ α and by i.h. we obtain α ∈ Pτ (ρtατ0 ). (b) holds since
Pτ (ρ
tατ
0 )− (α + 1) = Pα(ρ0)− (α + 1) using the i.h. if necessary. Now consider the situation of (c). Let ν = Φ + µ.
We have ξ ′ = α + ρtατ0 and ν′ has a form ν′ = Φt
α
τ + µ′. Since Φ = Φtατ we are done if Φ > 0, so assume that Φ = 0.
For µ0 := −1+ µ we have µ′ = α + µt
α
τ
0 = ν′. So, µ < ρ iff ν′ < ξ ′.
Now we consider the case Γ ∗α ≥ α. Then β tατ = ϑτ (Γ tατ + ρtατ ). (a) is by the i.h. applied to Γ ∗α which yields
α ∈ Pτ (Γ tατ ) ⊆ Pτ (β tατ ). (b) follows from the i.h. which yields Pτ (Γ tατ + ρtατ )− (α + 1) = Pα(Γ + ρ)− (α + 1). (c)
is shown in a similar way as in the previous case.
The final case is Γ > 0 and Γ ∗α < α. Then β tατ = ϑτ (Γ tατ + α + ρtατ ), and (a) is shown like in the first case.
Concerning (b), note that Pτ (Γ t
α
τ )− (α+1) and Pα(Γ )− (α+1) are empty, and Pτ (ρtατ )− (α+1) = Pα(ρ)− (α+1)
by i.h. So, Pτ (β t
α
τ ) − (α + 1) = {β tατ } ∪ (Pτ (ρtατ ) − (α + 1)) = Pα(β) − (α + 1). As to (c), let ν = Φ + µ. ν′ has
a form ν′ = Φtατ + µ′. Since the case Φ 6= Γ is clear, let us assume that Φ = Γ . Then µ′ = α + µtατ , so µ < ρ iff
µ′ < α + ρtατ iff ν′ < ξ ′. 
Lemma 6.5. Let α = ϑτ (∆ + η) where ∆ > 0 and (τ = α0, . . . , αn = α) be the τ -localization of α. Further, let
β = ϑα(Γ + ρ) ∈ (α, α+) with α-localization (α = β0, . . . , βm = β). Then
(τ = α0, . . . , αn = α = β t
α
τ
0 , β
tατ
1 , . . . , β
tατ
m = β tατ )
is the τ -localization of β t
α
τ = β.
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Proof. The lemma follows from the previous one. We will refer to statements (a), (b) and (c) of the above lemma.
By Lemma 4.5 we know that for any ϑτ (Ξ + µ) ∈ (α, α+) we have Ξ < ∆, and clearly we have Pτ (β tατ ) ⊆ α+.
By (a) (which also implies Pτ (α) ⊆ Pτ (β tατ )) we therefore know that α will eventually come up in the τ -localization
of β. Using Lemma 4.8 we see that the τ -localization of β starts with the τ -localization of α. In order to see that the
completion of the τ -localization of β is just given by β
tατ
1 , . . . , β
tατ
m we need (b) and (c). By (b) we see that the sets
of additive principal parts agree above α, and (c) ensures us that the process of comparing the arguments of ϑτ - vs.
ϑα-terms in the sets Pτ (β t
α
τ ) − (α + 1) and Pα(β) − (α + 1), respectively, leads to the same choices of elements in
the τ - vs. α-localization. 
The lemma implies that for β ∈ Tτ ∩ (α, α+) the τ -localization of β starts with the τ -localization of α. Apply the
lemma to β t
τ
α .
Convention 6.6. In the setting of the above lemma we call the sequence (α, β t
α
τ
1 , . . . , β
tατ
m = β tατ ) the α-localization of
β t
α
τ = β in Tτ .
Lemma 6.7. If α = ϑτ (∆+ η) ∈ E and β ∈ (α, α+) then
htα(β t
τ
α ) ≤ htτ (β).
Proof. This follows by a straightforward induction on the build up of Tτ showing the claim for all β ∈ Tτα+ . 
We now show that the definition of ζ τα in 4.11 is robust with respect to translation in the sense of the following
lemma.
Lemma 6.8. If α = ϑτ (∆+ η) where ∆ > 0, and β = ϑτ (Γ + ρ) ∈ (α, α+) then
ζ τβ = ζαβ tτα .
Proof. The proof of this lemma is an easy verification along the involved definitions. Just for convenience we show
the argument in detail.
Since α < β < α+ we have Γ < ∆ and β tτα = β. We consider the cases occurring in the definition of β tτα .
Let us start with the case Γ = 0. We then have β tτα = ϑα(1 + ρ0) where ρ0 := −α + ρ (note that ρt
τ
α
0 = ρ0). If
ρ0 = 0, i.e. ρ = α, we get ζ τβ = 0 = ζαβ tτα since then we have α = supσ<α ϑτ (σ ). If on the other hand ρ > α we get
logend(ρ) = logend(ρ0) and we easily verify that ρ = supσ<ρ ϑτ (σ ) iff ρ0 = supσ<ρ0 ϑα(σ ) since either side of the
equivalence statement implies ρ = ρ0 ∈ E.
The next case is where we have Γ > 0 and Γ ∗τ < α, whence β tτα equals ϑα(Γ tτα + ρtτα0 ) where ρ0 is the same as
above, i.e. ρ = α+ρ0, and clearly we have ρ∗τ ≥ α, hence α ≤ ρ < α+. If ρ = α we get ζ τβ = 0 = ζαβ tτα since ρ0 = 0,
Γ < ∆, Γ ∗τ < α and so α = supσ<α ϑτ (Γ + σ). If ρ > α we obtain logend(ρ) = logend(ρ0). In order to check
ζ τβ = ζαβ tτα we need to verify that ρ = supσ<ρ ϑτ (Γ + σ) iff ρ0 = supσ<ρ0 ϑα(Γ t
τ
α + σ). If ρ = supσ<ρ ϑτ (Γ + σ),
by Lemma 4.4 we know that ρ has a form ρ = ϑτ (Ξ + ν) where Ξ > Γ and Γ ∗τ < ρ. Then we get ρ = ρ0 and
ρ
tτα
0 = ϑα(Ξ t
τ
α + ν′) where ν′ is according to the definition of tτα . But we have Ξ tτα = Ξ > Γ = Γ tτα as well as
ρ
tτα
0 = ρ > α > (Γ t
τ
α )∗α . The opposite direction follows alike. Thus ζ τβ = ζαβ tτα follows.
The third case where Γ ∗τ ≥ α is a little easier because we then have β tτα = ϑα(Γ tτα + ρtτα ). 
Lemma 6.10, which will apply in [15], helps us keep track of parameters during the process of translation. The
following lemma will be needed in its proof as well as in the proof of Lemma 7.11. Recall Definition 2.1.
Lemma 6.9. Suppose that τ ∈ E and let X ⊆ Tτ ∩ Ω1 be such that 0 ∈ X and X is closed under additive
decomposition. Then
Parτ (ξ) ⊆ Cl(X ∩ τ)
for all ξ ∈ Cl(X), provided this holds for all ξ ∈ X.
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Proof. Suppose that X ⊆ M := {ξ ∈ Cl(X) | Parτ (ξ) ⊆ Cl(X ∩ τ)}. Note that X ∩ τ contains 0 and is closed under
additive decomposition, and that Cl(X ∩ τ) is equal to Cl(X)∩ τ and is additionally closed under + and ζ 7→ ωζ . We
need to show that M is closed under + and ζ 7→ ωζ .
Assume that ξ, η ∈ M . Then ξ + η ∈ Cl(X), and by Lemma 5.7 we obtain Parτ (ξ + η) ⊆ Cl(X ∩ τ). Hence
ξ + η ∈ M .
Now assume that ξ ∈ M . Then ωξ ∈ Cl(X), and by Lemma 5.7 we obtain Parτ (ωξ ) ⊆ Cl(X ∩ τ). Hence ωξ ∈ M .
We finally obtain M = Cl(X). 
Lemma 6.10. Let τ ∈ E, α ∈ Tτ ∩ E ∩ (τ,Ω1), and β ∈ Tαα+ . Further, let X ⊆ α contain 0 and be closed under
additive decomposition. Suppose that⋃
ξ∈X
Parτ (ξ) ∪ Parτ (α) ⊆ Cl(X ∩ τ) and Parα(β) ⊆ Cl(X).
Then we have
Parτ (β t
α
τ ) ⊆ Cl(X ∩ τ).
Proof. The proof is by induction on the build up of Tα . By hypothesis α is of a form ϑτ (∆ + η) where ∆ > 0 (by
4.3), and hence α+ = ϑτ (∆+ η + 1).
Case 1: β < α. Then Parα(β) = {β}, hence β ∈ Cl(X). We obtain Parτ (β tατ ) ⊆ Cl(X ∩ τ) by Lemma 6.9.
Case 2: β =NF β1 + β2 > α. Then the i.h. applies directly.
Case 3: β = ϑk(β0) where k > 0. Again the i.h. applies directly.
Case 4: β = ϑα(β0) ≥ α. The case β0 = 0 is trivial by hypothesis, so let us assume that β0 > 0. Let Γ , ρ be such
that β0 = Γ + ρ, Ω1 | Γ , and ρ < Ω1.
Since β ∈ Tαα+ we have Γ < ∆ (by 4.5) and (Γ + ρ)
∗α < α+. If Γ > 0 let us fix its additive decomposition by
Γ =ANF Γ1 + · · · + Γn , and if ρ > 0 let us fix ρ =ANF ρ1 + · · · + ρm .
Subcase 4.1: Γ = 0. Then β tατ = ϑτ (α + (−1 + ρ)tατ ). If ρ < ω we are done by hypothesis. Otherwise we have
(−1+ρ) = ρ, ρtατ =ANF ρt
α
τ
1 +· · ·+ρt
α
τ
m , and by i.h. Parτ (ρt
α
τ ) ⊆ Cl(X∩τ). Then Parτ (β tατ ) = Parτ (α+ρtατ ) ⊆ Cl(X∩τ)
follows since Cl(X ∩ τ) is both closed under + and additive decomposition.
Subcase 4.2: Γ > 0 and Γ ∗α < α. Then β tατ = ϑτ (Γ tατ + α + ρtατ ), Γ tατ =ANF Γ t
α
τ
1 + · · · + Γ t
α
τ
n , and in the case of
ρ > 0 also ρt
α
τ =ANF ρt
α
τ
1 + · · · + ρt
α
τ
m .
We have (letting m = 0 if ρ = 0)
Parτ (β t
α
τ ) ⊆
n⋃
i=1
Parτ (Γ t
α
τ
i ) ∪ Parτ (α) ∪
m⋃
j=1
Parτ (ρ
tατ
j )
= Parτ ((Γ + ρ)tατ ) ∪ Parτ (α)
⊆ Cl(X ∩ τ) by the i.h. applied to Γ + ρ.
Subcase 4.3: Γ ∗α ≥ α. Then β tατ = ϑτ (Γ tατ + ρtατ ). Here the claim follows as in the previous case. 
7. The cofinality operators ιτ,α and λτ
The operators ιτ,α which we are going to define next, together with ζ τ as defined in 4.11, give rise to the definition
of the operator λτ whose general significance will be shown in the next section. The operator λτ will turn out to be
crucial in the analysis of CARLSON’s relation≤1 in [14]. λτα characterizes the number of (relativized)≤1-connectivity
components some given additive principal number α ∈ Tτ ∩ Ω1 is ≤1-connected to.
Definition 7.1. Let α = ϑτ (∆+ η) where ∆ > 0. We define ιτ,α : Tτα → Tα by recursion on the definition of Tτ as
follows:
• ιτ,α(ξ) := ξ if ξ < α
• ιτ,α(ξ) := ιτ,α(ξ1)+ ιτ,α(ξ2) if ξ =NF ξ1 + ξ2 > Ω1
• ιτ,α(ξ) := ϑk(ιτ,α(η)) if ξ = ϑk+1(η) where k < ω.
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Note that ιτ,α(ϑ1(η)) = ϑα(ιτ,α(η)). The case distinction in the above definition is complete since within Tτα we
do not have any ϑτ -terms below Ω1 which are greater than or equal to α. That the function ιτ,α is well defined can
be seen by showing along its definition that if ξ < Ωk+1 we have ιτ,α(ξ) < Ωk where k < ω and Ω0 = α. This is
obviously the case.
Lemma 7.2. Let α be as in the above definition.
(a) For m < ω and ξ ∈ Tτα we have
Pαm(ιτ,α(ξ)) = ιτ,α[Pτm+1(ξ)] and
Subαm(ιτ,α(ξ))− α = ιτ,α[Subτm+1(ξ)] − α.
(b) ιτ,α preserves <.
(c) ιτ,α preserves ordinal addition.
(d) ιτ,α maps Tτα onto T
α .
(e) For every ξ ∈ Tτα such that ξ > α we have htα(ιτ,α(ξ)) < htα(ξ) where in the right side of the inequality we
regard ξ as a term of Tα .
(f) ξ ∈ Tα ⇒ htτ (ι−1τ,α(ξ)) ≤ max{htτ (α), htα(ξ)+ 1}.
Proof. The proof is similar to the proof of Lemma 5.3. However, ιτ,α changes the level of an ordinal as opposed to the
situation for piσ,τ . At first, note that ξ ∈ P implies ιτ,α(ξ) ∈ P for every ξ ∈ Tτα and that Tτα is closed under ordinal
addition and under decomposition into additive principal numbers. This follows immediately from the definition
of ιτ,α .
Part (a) and part (b) have to be shown simultaneously. In order to do this we employ once more the auxiliary
function stg defined in 5.2. By induction on the lexicographic ordering on ω × ω we show that for all (l, r) ∈ ω × ω
and all ξ, β, γ ∈ Tτα ,
(1) if stg(ξ) ≤ l then a) holds for ξ , and
(2) if max{stg(β), stg(γ )} ≤ l and stg(β)+ stg(γ ) ≤ r then β < γ if and only if ιτ,α(β) < ιτ,α(γ ).
For convenience we give the detailed proof of (1) and (2). We distinguish between the forms the ordinals ξ , β and
γ can have.
If ξ < α we immediately get Pαm(ιτ,α(ξ)) = Pαm(ξ) = ∅ = ιτ,α[Pτm+1(ξ)] and Subαm(ξ), ιτ,α[Subτm+1(ξ)] ⊆ α
without using the i.h. This case comprises all cases where ξ ∈ Tτα ∩ Ω1.
The cases in which at least one of β and γ is below α are easy since ιτ,α obviously maps ordinals greater than α to
ordinals strictly above α and leaves ordinals below α unchanged.
If ξ =NF ξ1 + ξ2, ξ > Ω1, we need part (2) of the i.h. to see that ιτ,α(ξ) =NF ιτ,α(ξ1)+ ιτ,α(ξ2) with ιτ,α(ξ1) ≥ α.
Then by part (1) of the i.h. claim (a) follows for ξ .
If β or γ is an ordinal sum (in additive normal form and above Ω1), without loss of generality we assume β to be
of such a form, say β =NF β1 + β2. Now, if β < γ we obtain ιτ,α(β1), ιτ,α(β2) < ιτ,α(γ ) by i.h. In the case that
γ ∈ P we are done, so let us assume that γ =NF γ1 + γ2 and above Ω1. If β ≤ γ1 we are done immediately or by
i.h. So we are left with the situation γ1 < β < γ1 + γ2. Thus β has a decomposition in additive normal form of
some shape β = γ1 + δ1 + · · · + δk+1 where δi ∈ P for 1 ≤ i ≤ k + 1, β1 = γ1 + δ1 + · · · + δk and β2 = δk+1.
Setting δ := δ1 + · · · + δk we get δ + β2 < γ2, thus by i.h. ιτ,α(δ + β2) < ιτ,α(γ2). By definition of ιτ,α we have
ιτ,α(δ + β2) = ιτ,α(δ1) + · · · + ιτ,α(δk) + ιτ,α(β2) and ιτ,α(β) = ιτ,α(γ1) + ιτ,α(δ1) + · · · + ιτ,α(δk) + ιτ,α(β2) <
ιτ,α(γ1)+ ιτ,α(γ2) = ιτ,α(γ ). The case γ < β is treated similarly.
If ξ = ϑk+1(ζ ) where ζ ∈ Tτα we have ιτ,α(ξ) = ϑk(ιτ,α(ζ )) ∈ [Ωk,Ωk+1) and in order to verify the first assertion
of (a) we consider three subcases. If k < m we get Pαm(ιτ,α(ξ)) = ∅ = ιτ,α[Pτm+1(ξ)], if k = m we obtain applying
the i.h. Pαm(ιτ,α(ξ)) = {ιτ,α(ξ)} ∪ Pαm(ιτ,α(ζ )) = {ιτ,α(ξ)} ∪ ιτ,α[Pτm+1(ζ )] = ιτ,α[Pτm+1(ξ)] and if k > m we directly
apply the i.h. to ζ . In order to verify the second assertion of (a) we first consider the case k ≥ m where we obtain
Subαm(ιτ,α(ξ))− α = {ϑk(ιτ,α(ζ ))} ∪ (Subαm(ιτ,α(ζ ))− α)
= ιτ,α[{ϑk+1(ζ )} ∪ (Subτm+1(ζ )] − α)
= ιτ,α[Subτm+1(ξ)] − α.
The case k < m is easier since it does not involve the i.h.
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If β and γ are both ϑ-terms the interesting case is that they are of the same level, say β = ϑk+1(ζ ) and
γ = ϑk+1(ρ). Assume that β < γ . Then either ζ < ρ and ζ ∗k+1 < γ or β ≤ ρ∗k+1 . In the former case we get
ιτ,α(ζ ) < ιτ,α(ρ) and ιτ,α(ζ ∗k+1) < ιτ,α(γ ) by i.h. But the i.h. also yields ιτ,α(ζ ∗k+1) = ιτ,α(ζ )∗k since by (1) we
have Pαk (ιτ,α(ζ )) = ιτ,α[Pτk+1(ζ )] and clearly stg(ν) < stg(β) for every ν ∈ Pτk+1(ζ ). Hence ιτ,α(β) < ιτ,α(γ ). In the
latter case we have by i.h. ιτ,α(β) ≤ ιτ,α(ρ∗k+1) = ιτ,α(ρ)∗k . This concludes the simultaneous proof of (a) and (b).
Part (c) follows using part (b) as in the proof of Lemma 5.3.
Part (d) is dealt with by characterizing the inverse mapping ι−1τ,α : Tα → Tτα by ι−1τ,α(ξ) = ξ if ξ < α,
ι−1τ,α(ξ) = ι−1τ,α(ξ1) + ι−1τ,α(ξ2) if ξ =NF ξ1 + ξ2 > α, and ι−1τ,α(ξ) := ϑk+1(ι−1τ,α(ζ )) if ξ = ϑk(ζ ) where k < ω. It
is shown easily that ιτ,α ◦ ι−1τ,α (where we assume ι−1τ,α to be defined as above) is the identity on Tα .
Part (e) is shown by induction on the build up of Tτ establishing the claim for those ξ which are elements
of Tτα − (α + 1). The interesting case is that ξ = ϑk+1(ζ ). Then we have the easy estimation htα(ιτ,α(ξ)) =
max{k + 1, htα(ιτ,α(ζ ))} < max{k + 2, htα(ζ )} = htα(ξ) where we use the i.h. if ζ > α.
We finally show part (f) by induction on the build up of Tα . For ξ < α we have htτ (ι−1τ,α(ξ)) = htτ (ξ) ≤ htτ (α) by
3.27. If ξ is decomposable the claim follows immediately from the i.h. Suppose that ξ = ϑk(ρ) ∈ Tα for some k < ω
(where ϑ0 = ϑα). We then have htα(ξ) = max{k + 1, htα(ρ)} and ι−1τ,α(ξ) = ϑk+1(ι−1τ,α(ρ)). Applying the i.h. to ρ we
obtain htτ (ι−1τ,α(ξ)) = max{k + 2, htτ (ι−1τ,α(ρ))} ≤ max{htτ (α), htα(ξ)+ 1}. 
Corollary 7.3. ιτ,α is a (<,+)-isomorphism of Tτα and Tα , and we have the following estimation:
ιτ,α(∆) < α+.
Proof. The first assertion is immediate from parts (b), (c) and (d) of the lemma. Part (e) of the lemma establishes
the inequality ιτ,α(∆) < ϑα(∆) since we get htα(ιτ,α(∆)) < htα(∆) = htα(ϑα(∆)). By Lemma 6.3 we know that
ϑα(∆) = α+. 
Lemma 7.4. Let epsilon numbers α = ϑτ (∆ + η) and β ∈ (α, α+) be given. Then for every ξ ∈ Tτβ we have
ιτ,β(ξ) = ια,β(ξ tτα ), i.e. the following diagram is commutative:
Tτβ Tβ
Tαβ
-ιτ,β
@@Rtτα  
 
ια,β
Proof. Note first that we have∆ > 0 since α is an epsilon number and that Tτβ ⊆ Tτα+ , whence β
tτα = β and ξ tτα = ξ .
Note further that Tτβ ⊆ Tαβ so that ξ ∈ Tαβ . The lemma follows by a straightforward induction on the build up of Tτ
showing that if ξ ∈ Tτβ the assertion holds. 
Note that for α, β and ξ as in the above lemma, the ordinal ιτ,β(ξ) need not be in Tτα+
. Still, by Lemma 7.2 part
(e) we obtain htβ(ιτ,β(ξ)) < htβ(ξ) if ξ > β, and if β < ξ < Ω2 we obtain ιτ,β(ξ) < ϑβ(ξ).
For the following definition recall Definition 4.11.
Definition 7.5. Let α = ϑτ (∆+ η) ∈ Tτ such that α > τ . We define
λτα :=
{
ιτ,α(∆)+ ζ τα if α ∈ E
ζ τα otherwise.
Note that in the case α ∈ E we have∆ > 0 whence ιτ,α is defined and ιτ,α(∆) < α+ by Corollary 7.3 which gives
ιτ,α(∆)t
α
τ = ιτ,α(∆). This allows us to consider λτα as a term of Tτ which we usually will do. The following corollary
states important estimations on λτα .
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Corollary 7.6. Let α = ϑτ (∆+ η) > τ . Then we have
λτα < α
+ and htα(λτα) < htτ (α) in the case of ∆ > 0.
Proof. Since ιτ,α(∆) < α+ and ζ τα < α we obtain λτα < α+. This shows that (λτα)t
τ
α = λτα in the case of ∆ > 0,
whence the expression htα(λτα) makes sense. Using Lemma 7.2 part (e) we then get htα(λ
τ
α) = htα(ιτ,α(∆) + ζ τα ) =
htα(ιτ,α(∆)) < htα(∆). But htα(∆) ≤ htτ (α) is easily seen to be true. Thus htα(λτα) < htτ (α). 
We now show that the definition of λτα is robust with respect to translation in the following sense.
Lemma 7.7. Let α = ϑτ (∆+ η) > τ be such that ∆ > 0. Then
λτβ = λαβ tτα = λ
α
β
for every β = ϑτ (Γ + ρ) ∈ (α, α+).
Proof. We have β t
τ
α = β since β < α+. By Lemma 6.8 we know that ζ τβ = ζαβ . If β is not an epsilon number we are
done. Otherwise Γ > 0 and by Lemma 7.4 we have ιτ,β(Γ ) = ια,β(Γ ) (note that Γ tτα = Γ ). Thus λτβ = λαβ (which is
less than β+). 
The following two lemmas clarify the interplay between ι and pi .
Lemma 7.8. Let γ, α ∈ Tτ ∩ Ω1 be epsilon numbers such that τ < γ < α. We have ιτ,γ = piγ,α ◦ ιτ,α Tτγ , i.e. the
following diagram is commutative:
Tτγ Tγ
Tα [γ ]
-ιτ,γ
@
@Rιτ,α  
  
piγ,α
In particular, the image of ιτ,α Tτγ is T
α [γ ].
Proof. The proof is a straightforward induction on the build up of Tτ . 
The next lemma prepares the upcoming Lemma 7.10 which shows the uniformity of the “cofinality measure”
provided by λτ with respect to base transformation.
Lemma 7.9. Let σ, τ ∈ E, σ < τ , and set pi := piσ,τ in order to simplify notation. Further, let α = ϑτ (∆+η) ∈ Tτ [σ ]
be such that ∆ > 0. Then for every ξ ∈ Subτ0(∆) we have
ιτ,α(ξ)
tατ ∈ Tτ [σ ] and pi(ιτ,α(ξ)tατ ) = ισ,pi(α)(pi(ξ))t
pi(α)
σ .
This means that the following diagram is commutative:
Subτ0(∆) Tτ [σ ]
Tσ Tσ
-t
α
τ ◦ ιτ,α
?
piσ,τ
?
piσ,τ
-
tpi(α)σ ◦ ισ,pi(α)
Proof. The proof is by induction on the build up of Tτ -terms. For every ξ ∈ Subτ0(∆) we have ξ ∈ Tτα and
ιτ,α(ξ) ∈ Tαα+ which guarantees that ιτ,α(ξ)
tατ = ιτ,α(ξ). This is clear if ξ < α and otherwise follows using
Lemma 7.2 part (e) since htα(ιτ,α(ξ)∗
α
) ≤ htα(ιτ,α(ξ)) < htα(ξ) ≤ htα(∆) ≤ htα(ϑα(∆)) which entails
ιτ,α(ξ)
∗α < ϑα(∆) = α+. For every ξ ∈ Subτ0(∆) we also get pi(ξ) ∈ Subσ0 (pi(∆)) and conclude like above that
ισ,pi(α)(pi(ξ)) ∈ Tpi(α)pi(α)+ , thus ισ,pi(α)(pi(ξ))
tpi(α)σ = ισ,pi(α)(pi(ξ)). We may therefore drop the translation superscripts.
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Now, the interesting induction step is ξ = ϑ1(ρ) where ρ = Ξ + ν > 0 satisfies Ω2 | Ξ and ν < Ω2. We consider
three cases.
First, assume that Ξ = 0, which is equivalent to ιτ,α(Ξ ) = 0. Let ν0 := −1+ ν, thus also ιτ,α(ν) = 1+ ιτ,α(ν0).
Then by the i.h. applied to ν0 we have ιτ,α(ξ) = ϑτ (α+ιτ,α(ν0)) ∈ Tτ [σ ] and thus we obtain pi(ιτ,α(ξ)) = ϑσ (pi(α)+
pi(ιτ,α(ν0))) whereas ισ,pi(α)(pi(ξ)) = ϑpi(α)(ισ,pi(α)(pi(ν))) and therefore ισ,pi(α)(pi(ξ)) = ϑσ (pi(α)+ ισ,pi(α)(pi(ν0))).
But by i.h. we already know that pi(ιτ,α(ν0)) = ισ,pi(α)(pi(ν0)).
Next, we assume that Ξ ∗1 ≥ Ω1 which is equivalent to ιτ,α(Ξ )∗α ≥ α. Then by i.h. ιτ,α(ξ) = ϑτ (ιτ,α(Ξ ) +
ιτ,α(ν)) ∈ Tτ [σ ] and since by Ξ ∗1 ≥ Ω1 we also have ισ,pi(α)(pi(Ξ ))∗pi(α) ≥ pi(α) we obtain the desired equality
directly by the i.h. applied to Ξ and ν.
Assume finally that Ξ ∗1 < Ω1, Ξ > 0. Then ιτ,α(ξ) = ϑτ (ιτ,α(Ξ )+ α + ιτ,α(ν)) is an element of Tτ [σ ], and the
desired equality follows in a similar way as above. 
The following lemma establishes the uniformity of the function λτ with respect to base transformation for epsilon
bases. Roughly speaking, it shows that pi commutes with λ.
Lemma 7.10. Let σ, τ ∈ E, σ < τ , and α = ϑτ (∆ + η) ∈ Tτ [σ ] such that α > τ . Then λτα ∈ Tτ [σ ] and
piσ,τ (λ
τ
α) = λσpiσ,τ (α), i.e. the following diagram is commutative:
Tτ [σ ] ∩ P ∩ (τ,Ω1) Tτ [σ ]
Tσ ∩ P Tσ
-λτ
?
piσ,τ
?
piσ,τ
-
λσ
Proof. By 5.6 and 7.9 applied to ∆ in the case that ∆ > 0. 
We include a lemma concerning the bookkeeping of parameters when ι−1τ,α is applied which is needed in [15].
Lemma 7.11. Let τ ∈ E, α ∈ Tτ ∩ E ∩ (τ,Ω1), and β ∈ Tα . Further, let X ⊆ α contain 0 and be closed under
additive decomposition. Suppose that⋃
ξ∈X
Parτ (ξ) ⊆ Cl(X ∩ τ) and Parα(β) ⊆ Cl(X).
Then we have
Parτ (ι−1τ,α(β)) ⊆ Cl(X ∩ τ).
Proof. The proof is by induction on the build up of Tα .
Case 1: β < α. Then Parα(β) = {β}, hence β ∈ Cl(X) and ι−1τ,α(β) = β, regarding β to be given in Tτ -notation.
We obtain Parτ (β) ⊆ Cl(X ∩ τ) by Lemma 6.9.
Case 2: β =NF β1 + β2 > α. Then the i.h. applies directly.
Case 3: β = ϑk(β0) for some k < ω. Then ι−1τ,α(β) = ϑk+1(ι−1τ,α(β0), and the i.h. applies directly. 
We now introduce a rough measure for the closure properties of ordinals represented in Tτ . Recall the subterm
concept introduced in Definition 3.28. The following definition and lemmas will play an essential role in [14].
Definition 7.12. We define a function hτ : Tτ → ω as follows.
hτ (α) := max{i > 0 | ϑi (ξ) ∈ Subτ1(∆) for some ξ}
if α is of a form α = ϑτ (∆+ η) where ∆ > 0, and hτ (α) := 0 otherwise.
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Let α = ϑτ (∆+ η) where ∆ > 0. The upcoming two lemmas will refer to the following equality:
(∗) Subα1 (ξ)t
α
τ − α = Subτ1(ξ t
α
τ )− α for all ξ ∈ Tαα+ ,
which is verified by an easy induction on the build up of Tα .
Lemma 7.13. If α = ϑτ (∆+ η) where ∆ > 0, and δ ∈ Tα ∩ (α, α+] then
hτ (δ) = hα(δ).
Proof. If δ 6∈ E we have hτ (δtατ ) = 0 = hα(δ), so let us assume that δ has a form ϑα(Γ + ρ) where 0 < Γ ≤ ∆ and
(Γ + ρ)∗α < α+.
If Γ ∗α ≥ α we obtain δtατ = ϑτ (Γ tατ + ρtατ ) and thus using (*)
hτ (δt
α
τ ) = max{i > 0 | ϑi (ξ) ∈ Subτ1(Γ t
α
τ ) for some ξ}
= max{i > 0 | ϑi (ξ) ∈ Subα1 (Γ ) for some ξ}
= hα(δ).
If Γ ∗α < α we have δtατ = ϑτ (Γ tατ + α + ρtατ ) whence the claim follows in a similar way. 
Lemma 7.14. Let α = ϑτ (∆+η) such that δ := ιτ,α(∆)∗α > α. Let the α-localization of δ be (α = δ0, . . . , δm = δ).
Then
hτ (δi ) < hτ (α) (1 ≤ i ≤ m).
Proof. The assumption δ > α implies that ∆ ≥ ϑ1(1). According to 7.3 we have δ < α+. By 6.3 and (*) from
above the previous lemma we obtain δ = δtατ = (ιτ,α(∆)tατ )∗τ . By Lemma 6.5 we know that (α, δ1, . . . , δm) is the end
segment of the τ -localization of δ. We have δi ∈ Subα0 (ιτ,α(∆)) for 1 ≤ i ≤ m. Setting γi := ι−1τ,α(δi ) it is easy to
see that γi ∈ Subτ1(∆), say γi = ϑ1(Γi + ρi ) where Ω2 | Γi and ρi < Ω2, and so δi = ϑα(ιτ,α(Γi ) + ιτ,α(ρi )). The
previous lemma yields hτ (δi ) = hα(δi ). We can therefore prove the lemma by showing that hα(δi ) < hα(ϑα(∆)):
hα(δi ) = max({ j > 0 | ϑ j (ξ) ∈ Subα1 (ιτ,α(Γi )) for some ξ} ∪ {0})
= max({ j > 0 | ϑ j+1(ξ) ∈ Subτ2(Γi ) for some ξ} ∪ {0})
< max{k > 0 | ϑk(ξ) ∈ Subτ1(∆)}
= hτ (α)
where the second equation follows from part (a) of Lemma 7.2 and the inequality is clear because Subτ2(Γi ) ⊆
Subτ1(Γi ) ⊆ Subτ1(∆). 
The critical index of a localization will play a crucial role in [14]. Since we believe that the critical index of a
localization will have further applications we include its definition here.
Definition 7.15. Let α = ϑτ (∆+ η) ∈ Tτ , α ≥ τ , and (τ = α0, . . . , αn = α) be the τ -localization of α. Define
cr(τ, α) :=
{
min{i ∈ {1, . . . , n − 1} | λταi ≥ α} if that exists
n otherwise.
We call cr(τ, α) the critical index of the τ -localization of α.
Remark. Let α = ϑτ (∆ + η) where ∆ > 0 and (τ = α0, . . . , αn = α) be the τ -localization of α. Further, let
β = ϑα(Γ + ρ) ∈ (α, α+) with α-localization (α = β0, . . . , βm = β). Then by Lemma 6.5
(τ = α0, . . . , αn = α = β t
α
τ
0 , β
tατ
1 , . . . , β
tατ
m = β tατ )
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is the τ -localization of β t
α
τ = β, and by Lemma 7.7 we have
cr(α, β) :=
{
min{i ∈ {1, . . . ,m − 1} | λτβi ≥ β} if that exists
m otherwise.
Therefore we can consistently refer to the critical index of the α-localization of β in Tτ , cf. Convention 6.6.
8. Cofinality properties
The next two lemmas settle that the cofinality properties of an additive principal number α ∈ Tτ are exactly
classified by λτα . First of all, note that it is immediate by the definition of λ
τ
α that λ
τ
α = 0 iff α is not a limit of additive
principal numbers.
Lemma 8.1. Let α = ϑτ (∆+ η) ∈ Tτ , α > τ , be given. Then for every λ < λτα we have
α =
sup{γ ∈ (τ, α) ∩ E | pi
−1
γ,α(λ
τ
γ ) ≥ λ} if α ∈ Lim(E)
sup{γ ∈ (τ, α) ∩ P | λτγ ≥ λ} otherwise.
Proof. If α 6∈ Lim(E) we either have λτα = α ∈ E or λτα = ζ τα < α. Thus λ < α, and the claim follows using
Lemmas 4.2–4.4 and 4.10.
Now assume that α ∈ Lim(E), hence λτα = ιτ,α(∆) + ζ τα > α. Note that ∆ must be a proper multiple of Ω1, cf.
Lemma 4.3. We will regard λ and λτα terms of T
α during the rest of the proof. We consider the following cases.
First, suppose that ζ τα = 0. Then λτα is a proper multiple of α, namely λτα = α · ξ for ξ > 0 such that ∆ = Ω · ξ .
This follows by a straightforward induction along the definition of ιτ,α .
If λτα = λ′ + α, we may assume that λ = λ′ + ν for some ν < α. Let ∆′ := ι−1τ,α(λ′). Then 0 < ∆′ < ∆ and the
mapping ξ 7→ ϑτ (∆′ + ων(ξ + 1)) =: γξ for ξ < α satisfies γξ < α for every ξ < α (since (∆′)∗τ < α) as well as
supξ<α γξ = α. We have λτγξ = ιτ,γξ (∆′)+ ν and by Lemma 7.8 we easily verify that
pi−1γξ ,α(λ
τ
γξ
) = (pi−1γξ ,α ◦ ιτ,γξ )(∆′)+ ν = ιτ,α(∆′)+ ν = λ.
If λτα = α · ξ for some ξ ∈ Lim, there is some ξ ′ < ξ such that λ ≤ α · ξ ′ and we may assume that λ = α · ξ ′. Set
∆′ := ι−1τ,α(λ), whence 0 < ∆′ < ∆ and (∆′)∗τ < α. Setting γξ := ϑτ (∆′ + ξ) for ξ < α we obtain supξ<α γξ = α,
λτγξ = ιτ,γξ (∆′)+ ζ τγξ and so pi−1γξ ,α(λτγξ ) = λ+ ζ τγξ ≥ λ.
Now, suppose that ζ τα > 0, whence η > 0, say η =CNF ωη1 + · · · + ωηk .
If ζ τα = ζ ′ + 1, thus ηk = ζ ′ + 1, we have λ ≤ ιτ,α(∆)+ ζ ′. Set γn := ϑτ (∆+ ωη1 + · · · + ωηk−1 + ωζ ′(n + 1))
for n < ω. Then supn<ω γn = α and λτγn = ιτ,γn (∆)+ ζ ′.
If ζ τα ∈ Lim, whence ηk = ζ τα , we obtain λ ≤ ιτ,α(∆)+ζ ′ for some ζ ′ < ζ τα and again we may assume that actually
λ = ιτ,α(∆)+ ζ ′. Let ρ := −ζ ′ + ζ τα . So ρ ∈ Lim, and setting γξ := ϑτ (∆+ ωη1 + · · · + ωηk−1 + ωζ ′(ωξ + 1)) for
ξ < ρ we obtain supξ<ρ γξ = α and λτγξ = ιτ,γξ (∆)+ ζ ′. 
Lemma 8.2. Let α = ϑτ (∆+η) ∈ Tτ , α > τ , be a limit of additive principal numbers. There exists an ordinal α¯ < α
such that
α¯ =
max({γ ∈ (τ, α) ∩ E | pi
−1
γ,α(λ
τ
γ ) ≥ λτα} ∪ {τ }) if α ∈ E
max({γ ∈ (τ, α) ∩ L | λτγ ≥ λτα} ∪ {τ }) otherwise.
Proof. Let (τ = α0, . . . , αn = α) be the τ -localization of α.
At first, we consider the case η = supσ<η ϑτ (∆+ σ). Then ζ τα = 0, ∆ > 0 and η is an epsilon number of a form
η = ϑτ (Ξ + ν) with Ξ > ∆ and ∆∗τ < η. It follows that n > 1 and (∆+ η)∗τ = η = αn−1, and
η = max{γ ∈ (τ, α) ∩ E | pi−1γ,α(λτγ ) ≥ λτα} = α¯
since pi−1η,α(λτη) = ιτ,α(Ξ )+ ζ τη > λτα .
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Now suppose that η < supσ<η ϑ
τ (∆+ σ). If η = 0, we have α¯ = αn−1, since for all γ = ϑτ (Γ + ρ) ∈ (αn−1, α)
we have Γ + ρ < ∆ and either n = 1 whence α¯ = τ or n > 1 whence αn−1 is of a form ϑτ (Ξ + ν) with Ξ > ∆. If
η = ωη1 + · · · + ωηk is in Cantor normal form, we consider more cases.
First assume that k = 1. If η1 = 0 we have α¯ = ϑτ (∆) and thus α¯+ = α since ζ τα = 0 = ζ τϑτ (∆). If η1 > 0 we get
for every γ = ϑτ (∆+ ρ) < α that ζ τγ ≤ logend(ρ) < η1 = ζ τα . Then we have α¯ = αn−1.
Now assume that k > 1. Let η′ := ωη1 + · · · + ωηk−1 . We take a closer look at η′. If η′ < supσ<η′ ϑτ (∆+ σ) we
have α¯ = ϑτ (∆ + η′), because here ζ τα = ηk ≤ ηk−1 = logend(η′). If η′ = supσ<η′ ϑτ (∆ + σ), we get ∆∗τ < η′
and η′ = ϑτ (Γ + ρ) for some Γ > ∆. Then k = 2, η′ = η1 and n > 1 since η′ = αn−1 (which in turn holds by
∆∗τ < η′). If η2 = 0, we have ∆ > 0 since α ∈ Lim(P), and α¯ = ϑτ (∆+ η′), hence α¯+ = α. Otherwise η2 > 0, we
have α¯ = αn−1 = η′ since for all γ = ϑτ (∆+ ν) ∈ (η′, α) we have η′ < ν < η′ + ωη2 , so ζ τγ < η2 = ζ τα . 
α¯ is either τ whence there is no ordinal in the interval (τ, α) which has at least the same cofinality properties
as α or it is the maximum such ordinal in that interval. In the case that α is an epsilon number this means that for
every epsilon number γ ∈ (α¯, α) we have pi−1γ,α(λτγ ) < λτα and in the case that α is not an epsilon number that for
every additive principal number γ ∈ (α¯, α) we have λτγ < λτα . Note that the definition of α¯ is more refined than the
definition of αn−1, the predecessor of α in its τ -localization, since it also takes into account which degree of thinning
to limit points the ordinal α has (and not only the fixed point level).
9. An arithmetical normal form
We define the enumeration function of all ordinals which have at least as strong closure properties as the ordinal
T1 ∩ Ω1. Lacking a better name we call these ordinals “KP`0-numbers”, since T1 ∩ Ω1 is the proof-theoretic ordinal
of KP`0.
Definition 9.1. For ξ ∈ On let
τξ :=
T
1 ∩ Ω1 if ξ = 0
Tτρ ∩ Ω1 if ξ = ρ + 1 for some ρ
supρ<ξ τρ if ξ ∈ Lim.
It is easy to see that for any ordinal Ω0 := τ which is either 1 or an epsilon number, the choice of strictly increasing
regular cardinals (Ωi )1≤i<ω (where Ω1 > τ ) does not influence the behavior of the ϑτ -function defined on the basis
of (Ωi )i<ω. The resulting notation system Tτ will look essentially the same below Ω1, and there are trivial order
isomorphisms between notation systems Tτ based on any two choices of sequences (Ωi )1≤i<ω. This observation
allows us to define a notion of arithmetical normal form of an ordinal that is much more expressive than e.g. its Cantor
normal form. We call this arithmetical normal form, again lacking a better name, “KP`0-normal form”.
Definition 9.2. By recursion on α, α an arbitrary ordinal number greater than 0, we define its KP`0-normal form
based on (Ωi )1≤i<ω, where (Ωi )1≤i<ω is any given, strictly increasing sequence of regular cardinals with α < Ω1.
Let τ be either 1 or τρ for some ρ such that τ ≤ α < Tτ ∩ Ω1 where Tτ is based on (Ωi )1≤i<ω. Then α has a
Tτ -representation with finitely many parameters, say α1, . . . , αn , below τ . Now take the KP`0-normal form of each
α j , 1 ≤ j ≤ n, based on (Ωi )1≤i<ω and substitute it for any occurrence of α j in the Tτ -representation of α. This
results in the KP`0-normal form of α based on (Ωi )1≤i<ω.
As indicated before, any two KP`0-normal form representations of α based on appropriate sequences of regular
cardinals are essentially the same. The finitely many KP`0-numbers in this normal form representation of α, say
τρ1 , . . . , τρm , play the analogous role as the necessary epsilon numbers would play in a Cantor normal form
representation of α. Any KP`0-normal form representation of α just uses 0, 1, +, and ϑτρ1 , . . . , ϑτρm as well as
functions ϑi , 1 ≤ i ≤ k for some k < ω. Any two such representations look literally the same.
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