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Abstrak
Data mining banyak digunakan untuk membantu
menentukan keputusan dengan memprediksi tren data
masa depan. K-Nearest Neighbor dan Naïve Bayes
merupakan metode-metode data mining untuk klasifikasi
data yang cukup populer. Kedua metode tersebut
masing-masing memiliki kelemahan. Proses pengolahan
data dengan metode KNN lebih lama dibanding dengan
Naïve Bayes. Berdasarkan penelitian yang dilakukan
oleh beberapa peneliti, metode KNN dan Naïve Bayes
memiliki nilai keakuratan yang cukup tinggi Pada
penelitian ini, Naïve Bayes menghasilkan nilai
keakuratan yang lebih kecil dibanding metode KNN.
Dari permasalahan di atas, maka diusulkan metode
kombinasi KNN dan Naïve Bayes untuk mengatasi
kelemahan tersebut.
Metode KNN, Naïve Bayes, dan metode kombinasi KNN-
Naïve Bayes diujikan pada data yang sama untuk
memperoleh hasil perbandingan persentase keakuratan
dan lama waktu proses. Hasil pengujian ketiga metode
dengan Nursery dataset, membuktikan bahwa, metode
kombinasi KNN-Naïve Bayes berhasil mengatasi
kelemahan pada Naïve Bayes ataupun KNN. Proses
pengolahan data metode kombinasi KNN-Naïve Bayes
lebih cepat dibanding KNN dan Naïve Bayes. Selain itu
hasil persentase keakuratan yang diperoleh metode
KNN-Naïve Bayes lebih tinggi dibanding dengan metode
KNN dan Naïve Bayes.




Beberapa tahun yang lalu, arus informasi relatif
sederhana dan penerapan teknologi terbatas. Dengan
adanya kemajuan teknologi, dan proses bisnis yang
semakin meningkat, menjadi sebuah tantangan untuk
meningkatkan kualitas keputusan managerial [16] [1].
Keputusan yang diambil dapat ditentukan dari data-data
yang dimiliki untuk memprediksi kemungkinan yang
terjadi berdasar data kejadian yang sudah terjadi. Hampir
seluruh bidang memiliki kumpulan data yang kompleks
dan dalam skala yang besar yang dapat digunakan untuk
membantu pengambilan keputusan [23]. Keterbatasan
manusia menjadi kendala dalam mengolah data berskala
besar secara manual untuk mendapatkan suatu informasi
yang tersembunyi dalam kumpulan data tersebut.
Data pada perusahaan yang disimpan dalam database
biasanya dalam skala besar. Data tersebut akan diolah
hingga menjadi informasi penting. Hal ini dapat diatasi
dengan memanfaatkan data mining untuk menemukan
informasi yang berguna dan membantu dalam
pengambilan keputusan [3] [13]. Metodologi data
mining memiliki kontribusi yang baik bagi para peneliti
untuk mengekstrak pengetahuan dan informasi
tersembunyi yang telah diwariskan dalam data yang
digunakan oleh peneliti [26]. Metode yang dapat
digunakan juga bermacam-macam seperti Neural
Network, Apriori, Rule Induction, Logistic Regression,
dan sebagainya [21]. Metode data mining seperti Naïve
Bayes dan KNN termasuk pada 10 peringkat yang sering
digunakan untuk pengolahan data [27]. Oleh sebab itu,
Naïve Bayes dan KNN tentu memiliki nilai keakuratan
yang tinggi. Penelitian pada kasus klasifikasi teks
diperoleh hasil keakuratan untuk penggunaan metode
Naïve Bayes 86,7%, dan K-Nearest Neighbor (KNN)
87,57% [7].
Beberapa peneliti mengkombinasikan metode data
mining. Kombinasi Naïve Bayes dan Decision Tree [8]
untuk deteksi gangguan jaringan yang telah terbukti
mencapai tingkat akurasi tinggi. Penelitian lain
dilakukan dengan tujuan meningkatkan proses kinerja
Naïve Bayes berdasarkan algoritma Decision Tree yang
terbukti lebih baik dibandingkan dengan Naïve Bayes
trees dan selective Bayes [10]. Algoritma-algoritma
modifikasi tersebut dimunculkan untuk memperbaiki
kelemahan dari metode data mining yang sudah ada
sebelumnya. Kelemahan pada metode KNN berada pada
proses perhitungan yang dilakukan hampir disetiap data
pada tahap klasifikasi [9]. Oleh sebab itu dimunculkan
algoritma modifikasi yang merupakan kombinasi metode
KNN dengan Naïve Bayes untuk mengatasi kelemahan
pada metode KNN. Algorima ini diharapkan dapat
meningkatkan efektivitas metode data mining.
Efektivitas yang dapat ditingkatkan dengan metode
kombinasi yaitu waktu yang dibutuhkan untuk klasifikasi
data. Metode kombinasi diterapkan dengan bahasa
pemrograman C#.
Berdasarkan latar belakang diatas, maka dapat
dirumuskan masalah, bagaimana efektivitas waktu dan
persentase keakuratan dengan menggunakan metode
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kombinasi KNN dengan Naïve Bayes? Adapun tujuan
dari penelitian ini ialah untuk meningkatkan efektifitas
waktu dan persentase keakuratan algoritma data mining
dengan memodifikasi algoritma KNN dengan kombinasi
metode Naïve Bayes.
1.2 Tinjauan Pustaka
Kombinasi metode telah dilakukan oleh beberapa
peneliti sebelumnya dengan algoritma yang berbeda-
beda. Berikut merupakan beberapa penelitian mengenai
kombinasi metode data mining beserta penjelasan
singkat algoritma yang membedakan setiap metode
kombinasi pada setiap penelitian:
Kombinasi metode KNN dengan Naïve bayes [12].
Metode utama yang digunakan ialah metode KNN
dimana Naïve Bayes digunakan pada saat tahap
perhitungan peringkat jarak terdekat metode KNN dan
memberikan nilai probabilitas pada data yang akan diuji.
Tujuan dari munculnya algoritma baru ini untuk
meningkatkan nilai keakuratan pada data mining, dan
terbukti bahwa hasil yang diperoleh lebih baik
dibandingkan dengan Naïve Bayes, C4.4 dan NBTree.
Kombinasi metode KNN dengan Naïve Bayes [25].
Metode utama yang digunakan ialah metode Naïve
Bayes dimana KNN digunakan pada langkah pertama
untuk mencari jarak antara data uji dengan setiap data
training. Kemudian dilanjutkan dengan proses Naïve
Bayes menggunakan jarak antara data uji dengan setiap
data training dan dilanjutkan dengan mencari nilai
probabilitas terbesar sesuai dengan tahapan pada Naïve
Bayes. Tujuan dari munculnya algoritma baru ini untuk
meningkatkan nilai keakuratan pada data mining, dan
terbukti dapat meningkatkan nilai keakuratan dari Naïve
Bayes.
Kombinasi metode Naïve Bayes dengan Decision Tree
[8]. Metode utama yang digunakan ialah Naïve Bayes,
dan Decision Tree digunakan untuk mencari Gain data
pada tahap klasifikasi. Tujuan dari munculnya algoritma
baru ini untuk mendeteksi gangguan jaringan  dengan
nilai akurat yang tinggi. Hasil dari percobaan yang
diujikan, keakuratan algoritma ini dalam mendeteksi
gangguan jaringan mencapai 99%.
Kombinasi Naïve Bayes dengan Decision Tree [10].
Metode utama yang digunakan ialah Naïve Bayes
dimana Decision Tree digunakan pada awal pembobotan
atribut. Tujuan munculnya algoritma baru ini untuk
meningkatkan proses kinerja Naïve Bayes berdasarkan
algoritma Decision Tree yang terbukti lebih baik
dibandingkan dengan Naïve Bayes trees dan selective
Bayes.
1.3 Metodologi Penelitian
Metode yang digunakan pada penelitian ini terdapat 3
tahap, yaitu :
1. Identifikasi Kebutuhan Aplikasi
Mengidentifikasi elemen atau kebutuhan dasar
untuk membangun aplikasi.
2. Pengkodean dan Implementasi metode kombinasi
Melakukan pengkodean dengan
mengimplementasikan metode kombinasi ke dalam
program.
3. Pengujian Aplikasi




Data mining yang juga dikenal dengan KDD
(Knowledge Discovery in Database) digunakan untuk
mengekstrak model yang menggambarkan data kelas
yang penting [14] [15].
Sebelum melakukan proses data mining, perlu dilakukan
beberapa tahapan yang disebut preprocessing [4]. Hal
tersebut disebabkan karena teknik preprocessing
memiliki dampak signifikan terhadap kinerja pada
algoritma machine learning. Desain database yang baik
dan analisis yang baik dapat mereduksi permasalahan
missing data melalui preprocessing [6]. Teknik
visualisasi preprocessing dapat digunakan untuk
memperoleh beberapa pengetahuan mengenai data [17].
Berikut merupakan beberapa tahapan awal hingga hasil
dari data mining [22]:
1) Integrasi data. Penggabungan data dari berbagai
sumber.
2) Seleksi data. Memilah data yang penting untuk
data mining sesuai kebutuhan ekstraksi data dari
bentuk dataset yang besar.
3) Pembersihan data. Membersihkan noise dan data
yang tidak konsisten atau tidak lengkap.
4) Transformasi data. Mengubah bentuk data sesuai
dengan kebutuhan data mining.
5) Data mining. Mengimplementasikan teknik data
mining untuk mengekstrak pola-pola tertentu.
6) Evaluasi pola dan presentasi pengetahuan. Proses
visualisasi, transformasi, menghapus pola yang
sama, dan sebagainya hingga menghasilkan pola.
7) Pengambilan Keputusan. Tahap ini membantu
pengguna dalam mengambil keputusan.
1.4.2 Klasifikasi
Klasifikasi merupakan tugas data mining yang
memetakan data ke dalam kelompok-kelompok kelas
[11]. Teknik klasifiasi melakukan pengklasifikasian item
data ke label kelas yang telah ditetapkan, membangun
model klasifikasi dari kumpulan data yang dimasukkan,
membangun model yang digunakan untuk memprediksi
tren data masa depan [20]. Algoritma yang umum
digunakan meliputi K-Nearest Neighbor, Naïve Bayes
Classification, Pohon Keputusan (Decision Tree),
Jaringan Saraf (Neural Network), dan Suport Vector
Machines [19].
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KNN (K-Nearest Neighbor) merupakan metode yang
cukup popular dan sederhana [5]. KNN termasuk metode
klasifikasi data mining yang didasarkan pada
pembelajaran dengan analogi. Sampel data pelatihan
memiliki atribut dimensi numerik. Setiap sampel
merupakan titik dalam ruang n-dimensi. Semua sampel
pelatihan disimpan di ruang n-dimensi. Ketika pengujian
data, akan mencari nilai k terdekat dengan data uji.
Kedekatan didefinisikan dalam hal jarak Euclidean
antara dua titik X=( , ,…, ) dan Y=( , ,…, )
[18]. Persamaan (1) merupakan persamaan yang
digunakan pada metode KNN:
…………..(1)
1.4.4 Naïve Bayes
Naïve Bayes merupakan metode klasifikasi yang statistik
berdasarkan teorema Bayes[2]. Naïve Bayes berpotensi
baik untuk mengklasifikasikan data karena
kesederhanaannya [24].
Persamaan (2) ialah persamaan yang digunakan pada
Naïve Bayes:
…………...……(2)
P( | ) yaitu, probabilitas terjadi jika sudah terjadi;
P( ) adalah kemungkinan didata, bersifat independent
terhadap ; adalah kumpulan atribut; P( | ) adalah
probabilitas terjadi jika benar atau sudah terjadi
berdasarkan data training.
Selama nilai P(x) konstan, maka persamaan (2) dapat
disederhanakan menjadi persamaan (3):
P( │ )=P( │ )P( )……………..(3)
2. Pembahasan
2.1 Usulan metode kombinasi
Metode penggabungan Naïve Bayes dengan KNN
dilakukan dengan mencari nilai probabilitas data yang
akan diklasifikasikan pada masing-masing kelas P(x| ),
kemudian data yang memiliki probabilitas ≥ α akan diuji
dengan menggunakan KNN (α ditentukan oleh
pengguna). Penggabungan kedua metode ini berguna
untuk mempercepat kinerja KNN sehingga tidak perlu
menghitung keseluruhan data, tetapi menghitung dari
probabilitas yang mungkin.
Algoritma penggabungan kedua metode sebagai berikut:
Input: Data pelatihan.
Output: Hasil prediksi berdasar jarak terdekat dengan
metode KNN
Langkah 1: Mencari nilai probabilitas masing-masing
kelas P(x| ).
Langkah 2: Menyimpan data yang memiliki nilai
probabilitas P(x| )≥ α.
Langkah 3: Menghitung d(X,Y) dengan metode KNN
untuk masing-masing data yang sudah disimpan.
Langkah 4: Menentukan urutan nilai minimal d(X,Y)
pada hasil perhitungan.
Langkah 5: Memberikan hasil urutan jarak terdekat data
pelatihan dengan data uji.
Alur algoritma metode kombinasi seperti pada gambar 1:
Gambar 1. Diagram alur metode kombinasi
2.2 Hasil Penelitian
Pada penelitian ini menggunakan data set Nursery yang
diperoleh dari UCI machine learning repository. Tabel 1
adalah struktur yang digunakan pada data set Nursery:
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2 Has_nurs(proper, less_proper,improper, critical, very_crit)
Kondisi kamar
anak
3 Form(complete, completed,incomplete, foster)
Struktur
keluarga
4 Children(1, 2, 3, more) Jumlah anak
5 Housing(convenient,less_conv, critical)
Kondisi rumah






Dari data set tersebut diambil beberapa data yang
kemudian dibagi menjadi dua bagian sebagai data
training dan data test.
Hasil penelitian yang diperoleh dengan membandingkan
persentase keakuratan, kecepatan waktu proses dari
metode KNN, Naïve Bayes dan metode kombinasi
KNN-Naïve Bayes seperti pada tabel 2 berikut:




1 KNN 69,23% 00.193s





Pada penelitian ini dilakukan kombinasi metode KNN
dengan Naïve Bayes dengan tujuan memperoleh hasil
persentase keakuratan yang lebih tinggi, dan proses
waktu yang cepat. Hasil keakuratan yang diperoleh
dengan metode kombinasi KNN dan Naïve Bayes, lebih
tinggi dibanding dengan metode Naïve Bayes. Dilihat
dari segi waktu, lama proses metode kombinasi KNN
dan Naïve Bayes lebih cepat dibanding metode KNN.
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