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Abstract
Quantum functional inequalities (e.g. the logarithmic Sobolev- and Poincare´ inequali-
ties) have found widespread application in the study of the behavior of primitive quantum
Markov semigroups. The classical counterparts of these inequalities are related to each
other via a so-called transportation cost inequality of order 2 (TC2). The latter inequality
relies on the notion of a metric on the set of probability distributions called the Wasser-
stein distance of order 2. (TC2) in turn implies a transportation cost inequality of order
1 (TC1). In this paper, we introduce quantum generalizations of the inequalities (TC1)
and (TC2), making use of appropriate quantum versions of the Wasserstein distances, one
recently defined by Carlen and Maas and the other defined by us. We establish that these
inequalities are related to each other, and to the quantum modified logarithmic Sobolev-
and Poincare´ inequalities, as in the classical case. We also show that these inequalities
imply certain concentration-type results for the invariant state of the underlying semi-
group. We consider the example of the depolarizing semigroup to derive concentration
inequalities for any finite dimensional full-rank quantum state. These inequalities are
then applied to derive upper bounds on the error probabilities occurring in the setting of
finite blocklength quantum parameter estimation.
1 Introduction
Functional and transportation cost (also known as Talagrand) inequalities constitute a pow-
erful set of mathematical tools which have found applications in various fields of mathematics
and theoretical computer science. They are of relevance in the analysis of the mixing time of
a classical, continuous time, primitive Markov chain, which is the time it takes for the chain
to come close in trace distance to its invariant distribution, starting from an arbitrary initial
state. They are also used to derive concentration (of measure) inequalities, which provide
upper bounds on the probability that a random variable, distributed according to a given
measure, deviates from its mean (or median) by a given amount (say r). The concentra-
tion is said to be exponential (resp. Gaussian) if this probability decreases exponentially in
r (resp. r2). Concentration inequalities are of fundamental importance in fields as diverse as
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probability, statistics, convex geometry, functional analysis, statistical physics, and informa-
tion theory.
There are different methods for deriving concentration inequalities. The entropy method,
introduced by Ledoux [30], is an information-theoretic method and employs a particular
class of functional inequalities, called logarithmic Sobolev inequalities (or log-Sobolev in-
equalities, in short). Concentration inequalities can be shown to be fundamentally geometric
in nature. An alternative method to derive them, which is due to Marton [35], exploits this
fact by working at the level of probability measures on a metric probability space instead of
functions, thus bypassing functional inequalities entirely. In this setting, one can introduce
so-called Wasserstein distances on the set of probability measures, which are relevant for the
derivation of concentration inequalities in this geometric framework. A transportation cost
(or Talagrand) inequality is an inequality between a Wasserstein distance between two prob-
ability measures and an information-theoretic quantity relating them, namely, their relative
entropy (or Kullback-Leibler divergence [12])1. Marton [35] showed that a particular Tala-
grand inequality (denoted by TC1 in Figure 1) implies Gaussian concentration. Talagrand
inequalities have been used in various areas of mathematics including probability theory,
functional analysis, partial differential equations and differential geometry (see [54] and ref-
erences therein for an exhaustive survey).
Let us briefly introduce some of the relevant classical functional- and transportation cost
inequalities in the discrete space setting (see [17]): Consider a primitive, continuous time
Markov chain on a finite metric space (Ω, d), with unique invariant distribution q˜, transition
matrix P , generator L = (P − I) and associated Markov semigroup (Pt)t≥0 := (etL)t≥0. The
semigroup is said to satisfy a modified logarithmic Sobolev inequality (denoted as MLSI in
Figure 1), with positive constant α1, if for any other distribution q,
2α1D(q‖q˜) ≤ Iq˜(q), (MLSI)
where D(q‖q˜) :=∑ω∈Ω q(ω) log(q(ω)/q˜(ω)) is the relative entropy between q and q˜, and the
quantity Iq˜(q) := − ddt
∣∣
t=0
D(Pt(q)‖q˜) is the so-called (discrete) Fisher information of q [17].
Diaconis and Saloff-Coste showed in [16] that such an inequality leads to the so-called rapid
mixing property of the semigroup:
||qt − q˜||1 ≤
√
2D(qt‖q˜) ≤ e−α1t
√
D(q‖q˜), (1.1)
where qt denotes the evolved probability distribution at time t, if the initial distribution of
the Markov chain is q.
Similarly, for a given number p ≥ 2, for the above Markov semigroup, a transportation
cost inequality of order p with positive constant cp is satisfied if for any distribution q,
Wp(q, q˜) ≤
√
2cpD(q‖q˜), (Tp)
1This inequality should not be confused with the related notion of Talagrand concentration inequality, see
e.g. [31].
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where Wp(q, q˜) is the so-called Wasserstein distance of order p (or p-Wasserstein distance)
on the set of probability distributions. When a transportation cost inequality of order 1
(denoted as TC1 in Figure 1) is satisfied, the invariant distribution q˜ satisfies the following
Gaussian concentration property: for a random variable X with law q˜, and any k-Lipschitz
function f : Ω 7→ R,2
Pq˜(f(X)− E[f(X)] ≥ r) ≤ exp
(
− r
2
2c1k2
)
. (Gauss)
Moreover, a transportation cost inequality of order 2 (denoted as TC2 in Figure 1) implies
another kind of functional inequality, namely the Poincare´ inequality :
λVarq˜(f(X)) ≤ −
∑
ω∈Ω
f(ω)L(f)(ω)q˜(ω), (P)
where λ > 0 is the spectral gap of the generator of the underlying Markov chain, that is the
absolute value of the second largest eigenvalue of its generator L. The Poincare´ inequality in
turn implies exponential concentration:
Pq˜(f(X)− E[f(X)] ≥ r) ≤ 3 exp
(
−r
√
λ/(2k)
)
. (Exp)
It also yields a weaker form of convergence in the analysis of the mixing time of the Markov
chain, than the one provided in (1.1). The relations between the above inequalities is shown
in Figure 1.
MLSI TC2 PI Exp
TC1 Gauss
[45, 17]
[17]
[45, 17] [20]
[5, 17]
Figure 1: Chain of classical functional- and transportation cost inequalities and related con-
centrations. The citations above the arrows refer to the papers in which the implications
were proved.
Quantum analogues of modified log-Sobolev and Poincare´ inequalities, as well as their ap-
plications to quantum information theory, have recently attracted a lot of attention (see e.g.
[43, 7, 52, 38, 28, 53, 13, 27, 39, 15, 3, 9, 8, 26]). In particular, Kastoryano and Temme
[28] defined a non-commutative version of the modified log-Sobolev inequality and showed
that it implies a Poincare´ inequality. More recently, Carlen and Maas [8, 9] defined a quan-
tum Wasserstein distance of order 2, which turns out to provide the manifold of full-rank
states with a Riemannian metric. In [9], they proved that, for a class of quantum Markov
semigroups with unique invariant state σ, the modified log-Sobolev inequality holds provided
the entropic functional D(.‖σ) is convex along geodesics in the manifold of full-rank states
equipped with this metric. A non-commutative analogue of the Wasserstein distance of order
1 has also been introduced and studied by Junge and Zeng [26] in the context of von Neumann
algebras equipped with a tracial state.
2That is, for all x, y ∈ Ω, |f(x)− f(y)| ≤ k d(x, y).
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Our contribution: In this paper, we define quantum analogues of the transportation cost
inequalities or orders 1 and 2 and prove, similarly to the classical setting, the chain of impli-
cations given in Figure 2. Note that the implication MLSI⇒TC2 was proved in [8] in the case
MLSI TC2 PI Exp
TC1 Gauss
[28]
[8], Theorem 4
Theorem 3
Theorem 6 Theorem 7
Theorem 8
Figure 2: Chain of quantum functional- and transportation cost inequalities and related
concentrations. The implication MLSI =⇒ PI was proved by Kastoryano and Temme
in [28].
of the fermionic Fokker-Planck semigroup on the Clifford algebra. In order to define TC1, we
introduce a new notion of quantum Wasserstein distance of order 1. For sake of simplicity, we
restrict our attention to the case of quantum Markov semigroups defined on the space B(H)
of linear operators defined on a finite-dimensional Hilbert space H. However, we expect our
results to hold for more general cases, and in particular for quantum evolutions on separable
Hilbert spaces.
Layout of the paper: In Section 2, we introduce the necessary notations and definitions,
including relative modular operators, quantum Markov semigroups and quantum Wasserstein
distances. Quantum transportation cost inequalities are introduced in Section 3 and the re-
lations between them are proved. More precisely, we prove TC2 ⇒ TC1 in Theorem 3, MLSI
⇒ TC2 in Theorem 4, and TC2 ⇒ PI in Theorem 6. In Section 4, we derive two types of
quantum concentration inequalities from the transportation cost and Poincare´ inequalities,
namely Gaussian (Theorem 8) and exponential (Theorem 7) concentration, respectively. Fi-
nally, we apply our concentration inequalities to the problem of estimating the parameter of
a quantum state in the finite blocklength setting in Section 5.
2 Notations and preliminaries
2.1 Operators, states and modular theory
Let H denote a finite-dimensional Hilbert space, let B(H) denote the algebra of linear opera-
tors acting on H and Bsa(H) ⊂ B(H) the subspace of self-adjoint operators. Let P(H) be the
cone of positive semi-definite operators on H and P+(H) ⊂ P(H) the set of (strictly) positive
operators. Further, let D(H) := {ρ ∈ P(H) | Tr ρ = 1} denote the set of density operators
(or states) on H, and D+(H) := D(H) ∩ P+(H) denote the subset of full-rank states. We
denote the support of an operator A as supp(A) and the range of a projection operator P as
ran(P ). Let I ∈ P(H) denote the identity operator on H, and id : B(H) 7→ B(H) the identity
map on operators on H. A linear map Λ : B(H)→ B(H) is said to be unital if Λ(I) = I. The
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operator norm on B(H) is defined as ‖A‖∞ := supψ∈H\{0} ‖Aψ‖/‖ψ‖, and the operator norm
for a superoperator Λ : B(H) → B(H) is defined as ‖Λ‖∞→∞ := supA∈B(H) ‖Λ(A)‖∞/‖A‖∞
. The Hilbert Schmidt inner product between two operators A,B ∈ B(H) is defined as
〈A,B〉
HS
:= Tr(A∗B). For any p ≥ 1, the p-Schatten norm is defined as ‖A‖p := (Tr |A|p)1/p.
Any observable f ∈ Bsa(H) has a spectral decomposition of the form f =
∑
λ∈sp(f) λPλ(f),
where sp(f) denotes the spectrum of A, and Pλ(f) is the projection operator correspond-
ing to the eigenvalue λ. For any interval E of R, we denote by 1E(f) the projection∑
λ∈E∩sp(f) Pλ(f) of any self-adjoint operator f . Unless stated otherwise, we adopt the fol-
lowing convention: operators are denoted by Roman letters, and functions by Greek letters.
Given two full-rank states ρ, σ, the relative modular operator ∆ρ|σ is defined as the map
∆ρ|σ : B(H) → B(H)
f 7→ ρfσ−1 (2.1)
As a linear operator on the Hilbert space (B(H), 〈., .〉HS ) obtained by equipping B(H) with
the Hilbert-Schmidt inner product, ∆ρ|σ is positive and its spectrum sp(∆ρ|σ) consists of the
ratios of eigenvalues λ/µ, λ ∈ sp(ρ), µ ∈ sp(σ). For any x ∈ sp(∆ρ|σ), the corresponding
spectral projection is the map
Px(∆ρ|σ) : B(H) → B(H)
f 7→ ∑
λ∈sp(ρ),µ∈sp(σ):λ/µ=x
Pλ(ρ)fPµ(σ). (2.2)
It can be readily verified that ∆sρ|σ(f) = ρ
sfσ−s for any s in [0, 1]. In the particular case
ρ = σ, ∆σ := ∆σ|σ is the so-called modular operator, defined as
∆σ(f) := ∆σ|σ(f) ≡ σfσ−1, f ∈ B(H).
The modular automorphism group (αt)t∈R of a state σ ∈ D+(H) is defined as follows
αt(f) := e
itHfe−itH , (2.3)
where H := − log σ. Note that ∆σ := αi.
2.2 Inner products
An inner product 〈., .〉 on B(H) is said to be compatible with a state σ ∈ D+(H) if for all
f ∈ B(H), Tr(σf) = 〈I, f〉. This notion is useful as it allows to show, analogously to the
classical case, that for any completely positive, unital map Φ that is self-adjoint with respect
to an inner product 〈., .〉3 compatible with σ ∈ D+(H), σ is invariant with respect to Φ.
Indeed, using the fact that Φ is unital, we get:
Tr(σf) = 〈I, f〉 = 〈Φ(I), f〉 = 〈I,Φ(f)〉 = Tr(σΦ(f)), ∀f ∈ B(H).
Given any function ϕ : (0,∞) → (0,∞) and a state σ ∈ D+(H), one can easily check that
the following quadratic form defines an inner product:
〈f, g〉ϕ,σ := Tr(f∗Rσ ◦ ϕ(∆σ)(g)), (2.4)
3That is for which 〈f,Φ(g)〉 = 〈Φ(f), g〉 for all f, g ∈ B(H)
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where Rσ : B(H)→ B(H) is the operator of right multiplication by σ. Perhaps the two most
commonly used functions ϕ are ϕ1 : t → 1 and ϕ1/2 : t → t1/2, for which the inner product
defined in Equation (2.4) reduces to:
〈f, g〉ϕ1,σ = Tr(σf∗g) ≡ 〈f, g〉1,σ ,
〈f, g〉ϕ1/2,σ = Tr(σ1/2f∗σ1/2g) ≡ 〈f, g〉1/2,σ .
More generally, for s ∈ [0, 1], and ϕs := t → t1−s, one defines the following inner product
that is compatible with σ:
〈f, g〉ϕs ,σ = Tr(σsf∗σ1−sg) ≡ 〈f, g〉s,σ.
The case s = 1/2 is special because it is the only one for which for any completely positive
(CP) map Φ : B(H) → B(H), its adjoint Φ(∗,1/2) with respect to 〈., .〉1/2,σ , defined through
the following identity
〈f,Φ(g)〉1/2,σ = 〈Φ(∗,1/2)(f), g〉1/2,σ ,
is also CP. It is not in general true that self-adjointness is a notion independent of the inner
product chosen. However, the following theorem, for which a proof can be found in [9], gives
a sufficient condition for this to be true.
Theorem 1 (see [9] Theorem 2.9). Let σ be a non-degenerate full-rank density matrix, and
let L be any linear map on B(H). Then:
1 If L is self-adjoint with respect to the inner product 〈., .〉1,σ and adjoint-preserving (i.e.
L(f∗) = (L(f))∗ for all f ∈ B(H)), then L commutes with the modular automorphism
group of σ:
αt ◦ L = L ◦ αt, ∀t ∈ C,
where α is defined in Equation (2.3), and L is self-adjoint with respect to 〈., .〉ϕ,σ, for
all functions ϕ : (0,∞)→ (0,∞).
2 If L commutes with the modular automorphism group of σ, and L is self-adjoint with
respect to 〈., .〉ϕ,σ for some ϕ : (0,∞) → (0,∞), then L is self-adjoint with respect to
〈., .〉ψ,σ for all ψ : (0,∞)→ (0,∞).
Remark 1. Obviously, a linear map L on B(H) commutes with the modular automorphism
group of a state σ if and only if L commutes with ∆σ.
Remark 2. Given a full-rank state σ, a linear map L is self-adjoint with respect to 〈., .〉1/2,σ
if and only if its adjoint L∗ with respect to 〈., .〉HS can be expressed as:
L∗ = Γσ ◦ L ◦ Γ−1σ . (2.5)
where Γσ(f) := σ
1/2fσ1/2. Indeed, for any f, g ∈ B(H):
〈f ,L(g)〉1/2,σ = 〈L(f), g〉1/2,σ
⇔ Tr(σ1/2f∗σ1/2L(g)) = Tr(σ1/2L(f)∗σ1/2g) = Tr(f∗L∗(σ1/2gσ1/2)).
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2.3 Entropic quantities
A quantum generalization of the Kullback-Leibler divergence is given by Umegaki’s quantum
relative entropy which is defined as follows: for two states ρ, σ ∈ D(H):
D(ρ‖σ) :=
{
Tr(ρ(log ρ− log σ)) if supp(ρ) ⊆ supp(σ),
0 else.
It is related to another entropic quantity, namely the L1-relative entropy defined in [28], as
follows:
D(ρ‖σ) = Ent1,σ(Γ−1σ (ρ)),
where
Ent1,σ(f) := Tr(Γσ(f)(log(Γσ(f))− log σ))− Tr(Γσ(f)) log(Tr(Γσ(f))).
There are various other quantum generalizations of the Kullback Leibler divergence (see
e.g. [25] and references therein). In [49], Petz and Ruskai introduced the following general-
ization, which they called the quantum maximal divergence:
D̂(ρ‖σ) := Tr[σ Γ−1σ (ρ) log(Γ−1σ (ρ))] ≡ Tr[σ (σ−1/2ρ σ−1/2 log(σ−1/2ρ σ−1/2))]. (2.6)
This quantum divergence is maximal among the so-called quantum f -divergences (see [36]).
In particular, for any ρ, σ ∈ D+(H),
D(ρ‖σ) ≤ D̂(ρ‖σ). (2.7)
2.4 Quantum Markov semigroups
The GKLS form
Given a Hilbert space H, a quantum Markov semigroup models the evolution of a memoryless
quantum system with Hilbert space H. In the Heisenberg picture, it is given by a one-
parameter family (Λt)t≥0 of linear, completely positive, unital maps on B(H) satisfying the
following properties
• Λ0 = id;
• ΛtΛs = Λt+s − semigroup property;
• lim
t→0
||Λt(f)− f ||∞ = 0 − strong continuity,
The parameter t plays the role of time. Hence, Λt results in time evolution over the interval
[0, t], and is called a quantum dynamical map. For each quantum Markov semigroup there
exists an operator L called the generator, or Lindbladian, of the semigroup, such that
d
dt
Λt = Λt ◦ L = L ◦ Λt. (2.8)
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Reciprocally, the Hille-Yosida theorem [46] states that one can uniquely associate to a given
operator L a semigroup (Λt)t≥0 such that Equation (2.8) is satisfied under some regularity
conditions on the resolvent of L. Formally, one writes Λt = etL. The semigroup property em-
bodies the assumptions of time-homogeneity and Markovianity, since it implies that the time
evolution is independent of its history and of the actual time. Quantum Markov semigroups
provide a generalization of classical Markov chains (in the discrete state space setting) or
Markov semigroups associated to a Markov process (in the continuous state space setting),
and therefore it is interesting to study questions similar to the ones asked in the classical
framework, namely existence and uniqueness of invariant states, detailed balance conditions,
convergence towards the invariant state, speed of convergence etc.
A state ρ is said to be an invariant state with respect to the semigroup (Λt)t≥0 if Λ∗t(ρ) = ρ
for all time t ≥ 0, where Λ∗t is the adjoint of the map Λt, for each t, or equivalently
Tr(ρΛt(f)) = Tr(ρf), ∀ f ∈ B(H), ∀t ≥ 0.
Semigroups admitting a unique, full-rank invariant state are called primitive. A quantum
Markov semigroup is said to admit a GKLS form (after Gorini, Kossakowski, Lindblad and
Sudarshan) if its generator can be written as follows:
L(f) = i[H, f ]− 1
2
∑
j∈J
(L∗jLjf − 2L∗jfLj + fL∗jLj), (2.9)
where J is a finite index set, and H,Lj , j ∈ J are operators on H, with H being self-adjoint.
The operator H is the Hamiltonian governing the unitary evolution of the system, whereas
the so-called Lindblad operators, Lj , govern the dissipative part of the evolution, resulting
from the interaction of the system with its environment. In a series of seminal articles
(see [18, 34, 11]), Gorini, Kossakowski, Lindblad and Sudarshan proved that any uniformly
continuous quantum Markov semigroup acting on B(H) can be written in this form, and for
such semigroups the operators H,Lj , j ∈ J are bounded. In the context of quantum optics,
many more generators associated to semigroups which are not uniformly continuous can also
be written in the GKLS form (see e.g. [7, 33]). Equation (2.9) is a quantum generalization
of the classical case of continuous time Markov chains on finite state spaces.
Detailed balance
In the classical setting, the detailed balance condition of a Markov chain characterizes the
time reversibility of the process. It means that, starting from a given invariant measure,
the probability to get to the state i of the chain starting from the state j is equal to the
probability to go from i to j. This condition is equivalent to the symmetry of the generator
of the Markov chain with respect to the weighted inner product associated to the given
invariant state: more precisely let (Pt)t≥0 be a classical continuous time Markov semigroup
on a finite state space Ω ∼= {1, . . . , N}, with associated generator L. Then (Pt)t≥0 satisfies
detailed balance with respect to a probability measure π on Ω if:
〈f, L(g)〉π = 〈L(f), g〉π ,
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for any pair of functions f, g : Ω→ R, where the inner product above is defined as follows:
〈f, g〉π =
∑
x∈Ω
π(x)f(x)g(x).
This directly implies that the measure π is invariant with respect to the semigroup (Pt)t≥0.
Unlike the classical case, there are infinitely many ways to define a detailed balance condition
in the quantum setting, all of which reduce to the classical one in the case of commutative
algebras. In what follows, we are only concerned with quantum Markov semigroups (Λt)t≥0
whose generators are self-adjoint with respect to 〈., .〉1,σ , that is
〈g,L(f)〉1,σ = 〈L(g), f〉1,σ . (2.10)
This condition is also referred to as the quantum detailed balance condition. The following
theorem states that under this assumption, the generator L of (Λt)t≥0 admits a special GKLS
form (first proved in a more general context by Alicki under the assumption that σ has non-
degenerate spectrum in [1], see also [29]):
Theorem 2 ([9] Theorem 3.1). Let (Λt)t≥0 be a quantum Markov semigroup on B(H), where
H is a d dimensional Hilbert space, and let σ a full-rank state. Suppose that the generator
L of (Λt)t≥0 is self-adjoint with respect to 〈., .〉1,σ . Then the generator L of (Λt)t≥0 has the
following form: ∀f ∈ B(H),
L(f) =
∑
j∈J
cj
(
e−ωj/2L˜∗j [f, L˜j] + e
ωj/2[L˜j , f ]L˜
∗
j
)
(2.11)
=
∑
j∈J
cje
−ωj/2
(
L˜∗j [f, L˜j] + [L˜
∗
j , f ]L˜j
)
, (2.12)
where J is a finite set of cardinality |J | ≤ d2 − 1, ωj ∈ R and cj > 0 for all j ∈ J , and
{L˜j}j∈J is a set of operators in B(H) with the properties:
1 {L˜j}j∈J = {L˜∗j}j∈J ;
2 {L˜j}j∈J consists of eigenvectors of the modular operator ∆σ with
∆σ(L˜j) = e
−ωj L˜j ; (2.13)
3 1dim(H) Tr(L˜
∗
j L˜k) = δk,j for all j, k ∈ J ;
4 Tr(L˜j) = 0 for all j ∈ J .
Finally for any j, j′ ∈ J
cj = cj′ when L˜
∗
j = L˜j′ . (2.14)
Conversely, given any full-rank state σ, any set {L˜j}j∈J satisfying the above four items
for some {ωj}j∈J ⊂ R and any set {cj}j∈J of positive numbers satisfying the symmetry
condition (2.14), the operator L given by Equation (2.11) is the generator of a quantum
Markov semigroup (Λt)t≥0 which is self-adjoint with respect to 〈., .〉1,σ .
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Remark 3. The operators Lj ≡ L˜j
√
2cje
−ωj/4 in Equation (2.11) play the role of the Lindblad
operators, and the Hamiltonian of the system is equal to 0.
Remark 4. Given a primitive quantum Markov semigroup with generator which is self-adjoint
with respect to 〈., .〉1,σ , the operators L˜j and constants cj in Equation (2.11) are uniquely
defined up to a unitary transformation, i.e. for any two representations ({cj}, {L˜j}, {ωj}) and
({c′j}, {L˜′j}, {ω′j}) of L, there exists a |J | × |J | unitary matrix U such that, unless ωj = ω′k,
Ujk = 0 and ∑
k∈J
Ukjc
′
kUkl = cl δjl, L˜
′
l =
∑
k∈J
UlkL˜k, (2.15)
where a denotes the complex conjugate of a ∈ C.
Dirichlet forms and the quantum de Bruijn identity
The 2−Dirichlet form of a quantum Markov semigroup is a very useful object which com-
pletely characterizes the semigroup. It is defined as follows: For a semigroup (Λt)t≥0 with
generator L, invariant state σ ∈ D(H), and ϕ : (0,∞)→ (0,∞),
Eϕ,2(f, g) := −〈f,L(g)〉ϕ,σ. (2.16)
In the context of quantum logarithmic Sobolev inequalities, one can similarly define p-
Dirichlet forms for p > 1 and ϕ = ϕ1/2 (see [43]). In particular, the 1-Dirichlet form,
first defined in [28] as the limit p→ 1 of the family of p-Dirichlet forms, is particularly useful:
E1(f, f) := −1
2
Tr (Γσ(L(f))(log(Γσ(f))− log σ) ,
E1(f, f) can be related to the so-called entropy production associated to the semigroup (Λt)t≥0
[51]. This name is justified by the following identity.
Lemma 1 (quantum de Bruijn’s identity). Given a semigroup (Λt)t≥0 with generator L,
self-adjoint with respect to 〈., .〉1/2,σ for a given full-rank state σ,
d
dt
D(Λ∗t(ρ)‖σ) = −2E1(Γ−1σ ◦ Λ∗t(ρ),Γ−1σ ◦ Λ∗t(ρ)), ∀t ≥ 0. (2.17)
Proof. Define ρt := Λ∗t(ρ). By Theorem 3 of [51],
dD(ρt‖σ)
dt
= Tr(L∗(ρt)(log ρt − log σ)).
The result follows from (2.5).
The quantity on the right hand side of Equation (2.17) is called entropy production:
EPσ(ρ) := 2E1(Γ−1σ (ρ),Γ−1σ (ρ)) =: Iσ(ρ). (2.18)
In analogy with the classical case, we also denote it by Iσ(ρ), and refer to it as the quantum
Fisher information of ρ with respect to the sate σ.
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In the case of a semigroup (Λt)t≥0 whose generator is self-adjoint with respect to 〈., .〉1,σ ,
for a given full-rank state σ and s ∈ [0, 1], the Dirichlet form can be rewritten as follows [9]:
Es,2(f, g) ≡ Eϕs,2(f, g) =
∑
j∈J
cje
(1/2−s)ωj 〈∂jf, ∂jg〉s,σ, (2.19)
where
∂jf := [L˜j , f ]. (2.20)
The passage from Equation (2.16) to Equation (2.19) can be understood as some sort of non-
commutative integration by parts, where the generator L plays the role of the Laplacian, and
each ∂i the role of the partial derivative “along the direction i”. By analogy with the classical
case of Markov processes defined on finite or continuous state spaces, the operators ∂i defined
above are called derivations [14]. Classically, such an integration by parts enables one to map
the problem of finding the rates of convergence of a primitive Markov process with invariant
measure µ to the study of the concentration of measure of bounded or Lipschitz functions of a
given random variable X of law µ. The derivations defined in Equation (2.20), which directly
originate from the generator of a semigroup whose expression is given in Equation (2.11), allow
for the construction of a non-commutative differential calculus, initiated in [8, 9], which is
analogous to the classical case, and is described as follows: Given an operator U ∈ B(H), its
non-commutative gradient is defined as:
∇U := (∂1U, ..., ∂|J |U), U ∈ B(H).
Moreover, given a vector A ≡ (A1, ..., A|J |) ∈
⊕
j∈J B(H), the divergence of A is defined as
div(A) :=
∑
j∈J
cj [Aj , L˜
∗
j ]. (2.21)
For ~ω := (ω1, ..., ω|J |), define the linear operator [ρ]~ω on
⊕
j∈J B(H) through
[ρ]~ωA := ([ρ]ω1A1, ..., [ρ]ω|J |A|J |), A ≡ (A1, ..., A|J |),
where for any ωj ∈ R,
[ρ]ωj = Rρ ◦ fωj(∆ρ), fωj(t) := eωj/2
t− e−ωj
log t+ ωj
, t ∈ R. (2.22)
One can easily verify that, up to a normalizing factor depending on ωj, [ρ]ωj (A) reduces to
the operation of multiplication of A by ρ in the case when A and ρ commute. The following
result can be found in [9]:
Lemma 2 (see Lemma 5.8 of [9]). For any ω ∈ R, ρ ∈ D+(H), and A ∈ B(H),
[ρ]−1ω (A) =
∫ ∞
0
(t+ e−ω/2ρ)−1A(t+ eω/2ρ)−1dt.
[ρ]ω(A) =
∫ 1
0
eω(1/2−s)ρsAρ1−sds.
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We end this section by stating a very useful lemma:
Lemma 3 (Chain rule identity, see [9] Lemma 5.5). For all L ∈ B(H), and all f ∈ B(H),
[L, ef ] =
∫ 1
0
esf [L, f ] ef(1−s)ds.
Proof. Define the function ϕ : [0, 1] ∋ s 7→ e(1−s)fLesf . Therefore,
d
ds
e(1−s)fLesf = e(1−s)f [L, f ]esf .
The result follows by integrating the above equation from 0 to 1.
2.5 Quantum Wasserstein distances
The quantum Wasserstein distance of order 2
Classically, a useful measure of distance between two probability measures µ, ν defined on
a metric space (M,d) is the so-called Wasserstein distance of order p ≥ 1. It is defined as
follows:
Wp(µ, ν) := inf
π∈Π(µ,ν)
(∫
M
d(x, y)pdπ(x, y)
)1/p
, (2.23)
where the infimum is taken over the set Π(µ, ν) of probability measures π on the Cartesian
product M ×M with marginals µ and ν. In contrast to the Kullback-Leibler divergence,
Wasserstein distances satisfy the properties of a distance, and therefore endow the set P(M)
of probability measures on M with a metric. The cases p = 1 and p = 2 are of particular
importance. For p = 2, it can be proved (under some technical assumptions) that P(M)
can be turned into a Riemmanian manifold with associated Riemannian distance given by
W2. Moreover, W2 can be re-expressed as the minimizer of a variational problem expressed
in terms of a Markov evolution on the manifold P(M) (see [54, 17, 50] for more details). In
the simplest case whenM is Rn and µ, respectively ν, are absolutely continuous with respect
to the Lebesgue measure, with respective densities ϕ and ψ, this is given in terms of the
Benamiou-Brenier formula [4]:
W2(µ, ν)
2 ≡ inf
∫ 1
0
∫
Rn
‖V (t, x)‖2Rnγ(t, x) dt, (2.24)
where ‖.‖Rn is the usual Euclidean norm on Rn, and where the infimum is taken over paths
γ : [0, 1]×Rn → R and vector fields V : [0, 1]×Rn → Rn that satisfy the following continuity
equation
∂tγ(t, x) + div(γ(t, x)V (t, x)) = 0, γ(0, .) = ϕ, γ(1, .) = ψ.
Here, div denotes the classical divergence operator on Rn. This characterization of W2
paved the way for a definition of a non-commutative extension of it by Carlen and Maas ([8,
9]). They defined a non-commutative Wasserstein distance W2,L as follows: For a quantum
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Markov semigroup with generator L of the form of (2.11), let γ(s), s ∈ (−ε, ε) be a differential
path in D+(H) for some ε > 0, and denote ρ := γ(0). Then Tr(γ˙(0)) = dds |s=0Tr(γ(s)) = 0.
Carlen and Maas proved that there is a unique vector field V ∈⊕j∈J B(H) of the form V =
∇U , where U ∈ B(H) is traceless and self-adjoint, for which the following non-commutative
continuity equation holds:
γ˙(0) = − div([ρ]~ω∇U), (2.25)
Define the following inner product 〈., .〉L,ρ on
⊕
j∈J B(H):
〈W,V〉L,ρ :=
∑
j∈J
cj〈Wj , [ρ]ωjVj〉HS ,
where 〈A,B〉
HS
:= Tr(A∗B) denotes the usual Hilbert Schmidt inner product on B(H).
Hence, looking upon D+(H) as a manifold, for each ρ ∈ D+(H), we can identify the tangent
space Tρ at ρ with the set of gradient vector fields {∇U : U ∈ B(H), U = U∗} through the
correspondence provided by the continuity equation (2.25). Defining the metric gL through
the relation
‖γ˙(0)‖2gL,ρ := ‖V(s)‖2L,ρ, (2.26)
this endows the manifold D+(H) with a smooth Riemmanian structure. In this framework,
Carlen and Maas then defined the modified non-commutative Wasserstein distance W2,L to
be the energy associated to the metric gL, i.e.:
W2,L(ρ, σ) := inf
γ
{(∫ 1
0
‖V(s)‖2L,γ(s)ds
)1/2
: γ(0) = ρ, γ(1) = σ
}
(2.27)
where the infimum is taken over smooth paths γ : [0, 1] → D+(H), and V ≡ ∇U : [0, 1] →⊕
i∈J B(H) is related to γ through the continuity equation (2.25). The paths achieving the
infimum, if they exist, are the minimizing geodesics with respect to the metric gL. This ex-
pression for the non-commutative Wasserstein distance is to be compared with its continuous
classical analogue provided in Equation (2.24)
Remark 5. The metric gL can be related to a modified version of the Kubo-Mori-Bogoliubov
Fisher information metric on the set D+(H) seen as a manifold (see e.g. [10]). Other possible
quantum extensions of the Wasserstein distance of order 2 were considered in [10] in the case
when the unique invariant state of the quantum Markov semigroup is the completely mixed
state, starting from different versions of quantum Fisher informations.
The Wasserstein distance W2,L can be alternatively expressed as follows:
Lemma 4. With the above notations, the Wasserstein distance W2,L between two full-rank
states ρ, σ is equal to the minimal length over the smooth paths joining ρ and σ:
W2,L(ρ, σ) = inf
γ const. speed
{∫ 1
0
‖γ˙(s)‖gL,γ(s)ds : γ(0) = ρ, γ(1) = σ
}
, (2.28)
where the infimum is taken over the set of curves γ of constant speed, i.e. such that s 7→
‖γ˙(s)‖gL,γ(s) is constant on [0, 1].
13
Proof. By the proof of Lemma 1.1.4 (b) of [2], for any smooth path γ : [0, 1] → D+(H),
with γ(0) = ρ and γ(1) = σ there exists a path η with the same boundary conditions and
constant speed, i.e. for any s ∈ [0, 1]
‖η˙(s)‖gL,η(s) =
∫ 1
0
‖γ˙(u)‖gL,γ(u)du.
Fix such a path γ. By the Cauchy-Schwarz inequality, for any s ∈ [0, 1]
‖η˙(s)‖gL,η(s) =
∫ 1
0
‖γ˙(u)‖gL,γ(s)du ≤
(∫ 1
0
‖γ˙(u)‖2gL,γ(s)du
)1/2
. (2.29)
with equality if γ = η. The statement follows by taking the infimum over all smooth paths
γ on the right hand side of (2.29).
This definition for the quantum Wasserstein distance, W2,L, is natural in the sense that the
path γ(t) := ρt, which is a solution of the master equation
ρ˙t = L∗ρt,
is the gradient flow for D(.‖σ) in the metric gL, where σ is the invariant state associated to
L. This means that L∗ρ = − gradgLD(ρ‖σ), where the gradient gradgL of a differentiable
functional F : D+(H) → R is defined as the unique element in the tangent space at ρ such
that
d
dt
F(γ(t))
∣∣∣∣
t=0
= gL,ρ(γ˙, gradgL,ρ F(ρ)) (2.30)
for all smooth paths γ(t) defined on (−ε, ε) for some ε > 0 with γ(0) = ρ, where the quantity
on the right hand side of Equation (2.30) is the metric defined through Equation (2.26). In
particular, for γ(t) = ρt ≡ Λ∗t(ρ),
d
dt
D(ρt‖σ)
∣∣∣∣
t=0
= −gL,ρ(L∗(ρ),L∗(ρ)) = −‖L∗(ρ)‖2gL,ρ . (2.31)
The quantum Wasserstein distance of order 1
The case p = 1 can also be extended to the quantum setting as follows. The classical
Wasserstein distance W1(µ, ν) between two probability measures µ, ν has the following dual
representation:
W1(µ, ν) = sup
ϕ: ‖ϕ‖lip≤1
{∫
ϕdµ −
∫
ϕdν
}
,
where ‖ϕ‖lip denotes the Lipschitz constant of the function ϕ. This representation is due to
Kantorovich and Rubinstein [54], and for this reason is also called the Kantorovich-Rubinstein
distance. In the same spirit, given a quantum Markov semigroup (Λt)t≥0 of the form of
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Equation (2.11) on a Hilbert space H of dimension d, we define, by analogy with the classical
case, the following Lipschitz constant of a self-adjoint operator f :
‖f‖Lip :=
1
d
∑
j∈J
cj(e
−ωj/2 + eωj/2)‖∂jf‖2∞
1/2 . (2.32)
Next we define the non-commutative 1-Wasserstein distance between two states ρ and σ
associated to a semigroup with generator L of the form of (2.11) to be
W1,L(ρ, σ) := sup
f∈Bsa(H): ‖f‖Lip≤1
|Tr(f(ρ− σ))|.
Lemma 5. The non-commutative 1-Wasserstein distance W1,L defines a distance on D+(H).
Proof. Symmetry and non-negativity are obvious by definition. If W1,L(ρ, σ) = 0, then
for all f ∈ Bsa(H), Tr(f(ρ − σ)) = 〈f, ρ − σ〉HS = 0, which implies ρ = σ. Finally, let
ρ, σ, τ ∈ D+(H). Then, for any f ∈ Bsa(H) such that ‖f‖Lip ≤ 1, we have by the triangle
inequality
|Tr(f(ρ− τ))| ≤ |Tr f(ρ− σ)|+ |Tr f(σ − τ)| ≤W1,L(ρ, τ) +W1,L(σ, τ).
The result follows by taking the supremum over such operators f on the right hand side of
the above inequality.
In the classical setting, a simple use of Ho¨lder’s inequality leads to the fact that
1 ≤ p ≤ q <∞ ⇒ Wp ≤Wq.
The following lemma shows that this hierarchy is maintained, up to a dimensional factor, in
the quantum case:
Lemma 6. For any ρ, σ ∈ D+(H),
W1,L(ρ, σ) ≤
√
d W2,L(ρ, σ),
Proof. The proof is inspired by the proof of Proposition 2.12 of [17]. Fix δ > 0, and
ρ, σ ∈ D+(H). There exists a smooth path (γ(s))s∈[0,1] in D+(H) such that γ(0) = ρ,
γ(1) = σ, and by definition of W2,L:∫ 1
0
∑
j∈J
cj〈V (s)j , [γ(s)]ωjV (s)j〉HS
1/2 ≡ (∫ 1
0
‖V(s)‖2L,γ(s)
)1/2
≤W2,L(ρ, σ) + δ. (2.33)
Recall that for each s ∈ [0, 1], V(s) ≡ (V (s)1, ..., V (s)|J |) is related to γ(s) through the
continuity equation:
γ˙(s) + div([γ(s)]~ωV(s)) = 0,
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where the divergence operator div is defined in Equation (2.21). Hence, for any f ∈ Bsa(H)
such that ‖f‖Lip ≤ 1,
|Tr(f(ρ− σ))| =
∣∣∣∣Tr(f ∫ 1
0
d
ds
γ(s)ds
)∣∣∣∣
=
∣∣∣∣∫ 1
0
Tr (f div([γ(s)]~ωV(s)))
∣∣∣∣
=
∣∣∣∣∣∣
∫ 1
0
∑
j∈J
cj〈∂jf, [γ(s)]ωjV (s)j〉HSds
∣∣∣∣∣∣
≤
∫ 1
0
∑
j∈J
cj〈∂jf, [γ(s)]ωj∂jf〉HSds
1/2∫ 1
0
∑
j∈J
cj〈V (s)j , [γ(s)]ωjV (s)j〉HSds
1/2
≤
∫ 1
0
∑
j∈J
cj〈∂jf, [γ(s)]ωj∂jf〉HSds
1/2 (W2,L(ρ, σ) + δ) (2.34)
where in the fourth line we used the Cauchy-Schwarz inequality with respect to the inner
product
∑
j∈J cj
∫ 1
0 〈., [γ(s)]ωj .〉HSds, and the last line comes from (2.33). Now, for each
j ∈ J , and any s ∈ [0, 1], it can be shown that
[γ(s)]ωj ≤ e−ωj/2Rγ(s) + eωj/2Lγ(s), (2.35)
where Lγ(s) and Rγ(s) are the operators of left multiplication, respectively right multiplication,
by γ(s). This inequality follows from the fact that the metric gL involves a sum of Kubo-
Mori-Bogoliubov quantum Fisher information metrics, as introduced by Petz in [48] (see also
e.g. [32, 23, 47, 24, 52]). Indeed, from Equation (2.22), we have
(f−1ωj )(∆γ(s)) = e
−ωj/2(log∆γ(s) + ωj)(∆γ(s) − e−ωj )−1
= eωj/2(log∆eωjγ(s)|γ(s))(∆eωj γ(s)|γ(s) − 1)−1
≡ eωj/2klog(∆eωj γ(s)|γ(s)), (2.36)
where, using the notations of [32], klog : R+ ∋ t 7→ (t − 1)−1 log(t) is such that −klog is
operator monotone, klog(t−1) = tklog(t), and klog(1) = 1. Therefore, from Theorem 2.11 of
[32], it follows that
R−1γ(s)k
log(∆eωj γ(s)|γ(s)) ≥ (Rγ(s) + Leωj γ(s))−1. (2.37)
The inequality (2.35) follows by substituting (2.36) into (2.37). Therefore,
〈∂jf, [γ(s)]ωj∂jf〉HS ≤ e−ωj/2 Tr(γ(s)∂jf∗∂jf) + eωj/2 Tr(∂jf∗γ(s)∂jf)
≤ (e−ωj/2 + eωj/2)‖∂jf‖2∞, (2.38)
where the last line follows by Ho¨lder’s inequality. Substituting this result into (2.34), we end
up with
|Tr(f(ρ− σ))| ≤
√
d ‖f‖Lip(W2,L(ρ, σ) + δ) ≤
√
d (W2,L(ρ, σ) + δ), (2.39)
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since by assumption ‖f‖Lip ≤ 1. The result follows by taking the limit δ → 0, and optimizing
the left hand side of the above inequality over all such f .
Notice that the expression (2.32) depends on the representation (2.11). An alternative def-
inition of the quantum Lipschitz constant which is independent of the representation is as
follows:
‖f‖Lip,2 :=
1
d
∑
j∈J
cj(e
−ωj/2 + eωj/2)‖∂jf‖22
1/2 .
‖f‖Lip,2 does not depend on the representation ({cj}, {L˜j}, {ωj}) in (2.11). Indeed, given
two such representations ({cj}, {L˜j}, {ωj}) and ({c′j}, {L˜′j}, {ω′j}),∑
j∈J
c′j(e
−ω′j/2 + eω
′
j/2)‖∂′jf‖22 =
∑
j∈J
c′j(e
−ω′j/2 + eω
′
j/2)Tr([f, L˜′
∗
j ][L˜
′
j , f ])
=
∑
j,l,k∈J
c′j(e
−ω′j/2 + eω
′
j/2)UjkU jlTr([f, L˜
∗
l ][L˜k, f ])
=
∑
j,l,k∈J
UjkU jlc
′
j(e
−ωk/2 + eωk/2)Tr([f, L˜∗l ][L˜k, f ])
=
∑
l,k∈J
clδkl(e
−ωk/2 + eωk/2)Tr([f, L˜∗l ][L˜k, f ])
=
∑
l∈J
cl(e
−ωl/2 + eωl/2)Tr([f, L˜∗l ][L˜l, f ])
=
∑
j∈J
cj(e
−ωj/2 + eωj/2)‖∂jf‖22,
where we used Remark 4 in the above lines. Moreover, from ‖f‖∞ ≤ ‖f‖2, it follows that
‖f‖Lip ≤ ‖f‖Lip,2. Two other Lipschitz constants can be defined:
‖f‖Lip,g := sup
j, cj 6=0
‖∂jf‖2
(
2
d
∑
k∈J
cke
−ωk/2
)1/2
,
‖f‖Lip,H := sup
j
‖∂jf‖2
(
2
d
∑
k∈J
cke
−ωk/2
)1/2
,
where we used that for any k ∈ J , there exists k′ ∈ J such that ωk = −ωk′ and ck = ck′ (cf.
Equation (2.11)). For each of these Lipschitz constants ‖f‖Lip,⋆, one can define an associated
quantum Wasserstein distance of order 1:
W1,L,⋆(ρ, σ) := sup
f∈Bsa(H), ‖f‖Lip,⋆≤1
|Tr f(ρ− σ)| (2.40)
for which Lemma 5 extends, i.e. W1,L,⋆ defines a distance on D+(H). The following proposi-
tion follows directly from the direct observation that
‖f‖Lip ≤ ‖f‖Lip,2 ≤ ‖f‖Lip,g ≤ ‖f‖Lip,H.
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Proposition 1. For any ρ, σ ∈ D+(H),
W1,L,H(ρ, σ) ≤W1,L,g(ρ, σ) ≤W1,L,2(ρ, σ) ≤W1,L(ρ, σ) ≤
√
d W2,L(ρ, σ).
The reason behind the use of the denominations g and H comes from the fact that the
associated Lipschitz constants reduce to the classical Lipschitz constants associated to the
graph and Hamming distances respectively as follows: Let Ω = {1, ..., d} be a finite classical
state space, and fix an orthonormal basis {|i〉}i=1,...,d of vectors associated to each element
of Ω. Moreover, define the quantum Markov semigroup of generator L of the form given in
Equation (2.11) with L˜j ≡ L˜kl =
√
d |k〉〈l|, where we assume here that J is a finite set of
pairs j = (k, l). Then, define
L(f) =
∑
k 6=l
d ck,l e
−ωk,l/2( |l〉〈k| [f, |k〉〈l|] + [|l〉〈k|, f ] |k〉〈l| ).
Assume further that f =
∑d
k=1 ϕ(k)|k〉〈k|, for some real valued function ϕ : Ω 7→ R. In
this case (see Theorem 4.2 of [9]), the quantum Markov semigroup of generator L induces a
classical Markov semigroup on Ω with associated Q matrix [42]
Qk,l := 2d
∑
k′ 6=l′
ck′,l′e
−ωk′,l′/2〈k|k′〉〈l′|l〉〈l|l′〉〈l′|k〉 = 2 d ck,l e−ωk,l/2, k 6= l
and so that
∑
l∈ΩQk,l = 0. Then,
L(f) =
∑
k∈Ω
(Qϕ)(k) |k〉〈k|.
Assuming further that, for each k = 1, ..., d, ak :=
∑
l 6=kQk,l = 1, define the transition matrix
Pk,l :=
{
Qk,l l 6= k,
0 l = k.
Therefore, the expressions of the Lipschitz constants ‖f‖Lip,g and ‖f‖Lip,H reduce to
‖f‖Lip,g = sup
ck,l 6=0
‖[|k〉〈l|, f ]‖2
1
d
∑
k′ 6=l′
Pk′,l′
1/2 = sup
Pk,l 6=0
|ϕ(k)− ϕ(l)|.
This is exactly the Lipschitz constant
‖ϕ‖lip,dg := sup
k 6=l
|ϕ(k)− ϕ(l)|
dg(k, l)
,
associated to the graph distance
dg :=
{
1 ck,l 6= 0
0 ck,l = 0.
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Similarly, the Lipschitz constant ‖f‖Lip,H reduces to the Lipschitz constant
‖ϕ‖lip,dH := sup
k 6=l
|ϕ(k) − ϕ(l)|
dH(k, l)
,
associated to the Hamming distance
dH :=
{
1 k 6= l,
0 k = l.
Hence, Proposition 1 extends Proposition 2.12 of [17]. Note that the bound obtained in
Lemma 6 is weaker than its classical counterpart
√
2 W1(p, q) ≤ W2(p, q), for p, q positive
probability vectors. The reason behind this weaker bound comes from the very last line (2.38)
of the proof of Lemma 6.
3 Quantum functional- and transportation cost inequalities
In this section, we consider a primitive quantum Markov semigroup (Λt)t≥0 on B(H) with
invariant state σ ∈ D+(H), whose generator is of the form given in (2.11). Such a semigroup
is said to satisfy the following:
1. A modified logarithmic Sobolev (or 1-log-Sobolev) inequality with constant α1 > 0 if
for all f ∈ P(H),
α1 Ent1,σ(f) ≤ E1(f, f), (MLSI(α1))
or equivalently if for all ρ ∈ D+(H),
2α1D(ρ‖σ) ≤ EPσ(ρ) = Iσ(ρ). (3.1)
2. A transportation cost inequality of order 1 with constant c1 > 0 if for all ρ ∈ D+(H)
W1,L(ρ, σ) ≤
√
2c1D(ρ‖σ). (TC1(c1))
3. A transportation cost inequality of order 2 with constant c2 > 0 if for all ρ ∈ D+(H)
W2,L(ρ, σ) ≤
√
2c2D(ρ‖σ). (TC2(c2))
4. A Poincare´ inequality with constant λ > 0, with respect to 〈., .〉ϕ,σ , where ϕ : (0,∞)→
(0,∞), if for all f ∈ B(H) with Tr(σf) = 0,
λ‖f‖2ϕ,σ ≤ Eϕ,2(f, f). (PI(λ))
Classically, it is proved that (MLSI(α1))⇒(TC2(c2))⇒(PI(λ)), for α1 ≤ 1/c2 ≤ λ, as well
as (TC2(c2))⇒(TC1(c1)) for c2 ≥ c1. Moreover, (MLSI(α1)) and (TC2(c2)) imply Gaussian
concentration, whereas (PI(λ)) only implies exponential concentration (see [54, 50, 17] and
references therein). Here we state and prove the non-commutative analogues of these results.
Note that the implication (MLSI(α1))⇒(PI(λ)) for α1 = λ was proved in [28] in the quantum
framework for primitive semigroups which are self-adjoint with respect to 〈., .〉1/2,σ . Finally,
the implication (MLSI(α1))⇒(TC2(c2)) was already proved in [8] is the particular case of the
Fermionic Fokker-Planck equation.
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Remark 6. Even though we defined several quantum Lipschitz constants above, among which
‖f‖Lip,2 does not depend on the particular choice of representation ({cj}, {L˜j}, {ωj}) in Equa-
tion (2.11), we only work with ‖f‖Lip, unless otherwise stated. This is because, by Proposi-
tion 1, the transportation cost inequality (TC1(c1)) for the associated Wasserstein distance
W1,L implies any transportation cost inequality with respect to the other Wasserstein dis-
tances W1,L,∗.
Remark 7. If we assume σ non-degenerate and L to be self-adjoint with respect to 〈., .〉1,σ , we
know from Theorem 1 that it is also self-adjoint with respect to 〈., .〉ϕ,σ for any ϕ : (0,∞)→
(0,∞). Therefore L admits a spectral decomposition:
L =
∑
λ∈sp(L)
λPλ(L),
However, since for each t ≥ 0, Λt := etL, one can similarly write
Λt =
∑
λ∈sp(L)
etλPλ(L).
The eigenvalues of L are non-positive, and the highest one λ0 = 0 is associated to the
eigenspace CI. Therefore, the inequality (PI(λ)) holds for any λ < λ1 and any ϕ : (0,∞) →
(0,∞), where the so-called spectral gap λ1 is nothing but the absolute value of the second
(negative) highest eigenvalue of L.
The following result, is a direct consequence of Lemma 6.
Theorem 3. If (Λt)t≥0 satisfies the 2-transportation cost inequality (TC2(c2)), then it sat-
isfies the 1-transportation cost inequality (TC1(c1)) with c1 = d c2.
The following result, namely that the modified log-Sobolev inequality (MLSI(α1)) implies the
transportation cost inequality (TC2(c2)) was first proven in the classical, continuous case by
Otto and Villani in [45] (see also [6, 19] for alternative proofs, Theorem 7.5 of [17] for the
classical, discrete case, and [8] for the case of the fermionic Fokker-Planck semigroup).
Theorem 4. If (Λt)t≥0 satisfies (MLSI(α1)), then (TC2(c2)) holds with c2 = α−11 .
Proof. Here we adapt the proof of [17] to the case of full-rank quantum states. We first
state and prove the following lemma:
Lemma 7. Let ρ, τ ∈ D+(H). Then for all t > 0, ρt ≡ Λ∗t(ρ) satisfies
d
dt
W2,L(ρt, τ) ≤
√
Iσ(ρt),
where Iσ is the Fisher information defined in Equation (2.18).
Proof. We proceed here similarly to the proof of Proposition 7.1 of [17]: Firstly, by the
triangle inequality,
d
dt
W2,L(ρt, τ) = lim
s→0
1
s
(W2,L(ρt+s, τ)−W2,L(ρt, τ)) ≤ lim
s→0
1
s
W2,L(ρt, ρt+s), (3.2)
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Now, by Lemma 4,
W2,L(ρt, ρt+s) = inf
γ(s)
{∫ 1
0
‖γ˙(u)‖gL,γ(u)du : γ(0) = ρt, γ(1) = ρt+s
}
,
This implies by a change of variable v = t+us that for any smooth curve γ such that γ(t) = ρt
and γ(t+ s) = ρt+s,
W2.L(ρt, ρt+s) ≤
∫ t+s
t
‖γ˙(v)‖gL,γ(v)dv. (3.3)
Moreover, from Equation (2.31):
‖ρ˙t‖2gL,ρt = −
d
dt
D(ρt‖σ) = Iσ(ρt), (3.4)
where the second identity holds by de Bruijn’s identity (2.17). Hence, choosing γ(v) = ρv,
we bound the right hand side of (3.2) as follows:
d
dt
W2,L(ρt, τ) ≤ lim
s→0
1
s
∫ t+s
t
√
Iσ(ρv)dv =
√
Iσ(ρt),
where the last equality holds since t→√Iσ(ρt) is continuous.
We now proceed with the proof of Theorem 4: Fix ρ ∈ D+(H), and set ρt = Λ∗t(ρ). First
note that as t→∞,
D(ρt‖σ)→ 0 and W2,L(ρ, ρt)→W2,L(ρ, σ) (3.5)
Define now the function
F (t) :=W2,L(ρt, ρ) +
√
2
α1
D(ρt‖σ).
Obviously F (0) =
√
2D(ρ‖σ)/α1, and by (3.5), F (t) → W2,L(σ, ρ) as t → ∞. Hence it is
sufficient to prove that F is non-increasing. In order to do so, we only need to show that its
derivative is non-positive. If ρt 6= σ, we know from Lemma 7 that
d
dt
F (t) ≤
√
Iσ(ρt) +
√
2
α1
d
dtD(ρt‖σ)
2
√
D(ρt‖σ)
=
√
Iσ(ρt)− Iσ(ρt)√
2α1D(ρt‖σ)
≤ 0.
where we used Equation (MLSI(α1)) in the last inequality. If ρt = σ, then the relation also
holds true, since this implies that ρr = σ for all r ≥ t.
Remark 8. In the last version of [9], the authors independently added a slightly different
proof of Theorem 4.
We show that a refinement of Lemma 6 as well as Theorem 4 can be used to provide a new
proof of the quantum Pinsker inequality.
Theorem 5 (Quantum Pinsker’s inequality). For any ρ, σ ∈ D+(H),
‖ρ− σ‖1 ≤
√
2D(ρ‖σ).
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Proof. Let LI/d be the generator of the quantum depolarizing semigroup with unique in-
variant state I/d:
LI/d(f) =
1
d
Tr(f)I− f, f ∈ B(H).
It is shown in Equation (4.8) of Section 4 that LI/d can take the following form:
LI/d(f) =
1
2d
d∑
k,l=1
|k〉〈l| [ f, |l〉〈k| ] + [ |k〉〈l|, f ] |l〉〈k|, f ∈ B(H),
for any orthonormal basis {|i〉}. Recall the proof of Lemma 6 until its last line (2.38), where
we showed that for any δ > 0, any smooth path (γ(s))s∈[0,1] such that γ(0) = ρ, γ(1) = σ,
and (∫ 1
0
‖γ˙(s)‖gL,γ(s)
)1/2
≤W2,L(ρ, σ) + δ,
and for any self-adjoint operator f ,
|Tr(f(ρ− σ))| ≤
∫ 1
0
∑
j∈J
cj(Tr(γ(s)(∂jf)
∗∂jf) + Tr(γ(s)∂jf(∂jf)∗))ds
1/2 (W2,L(ρ, σ) + δ),
(3.6)
where for the depolarizing semigroup, the index j ∈ J represents a couple (k, l), so that
L˜kl =
√
d |k〉〈l|, ckl = 12d2 , for any given orthonormal basis {|k〉}dk=1. One can verify that,
in this case, choosing the basis {|k〉}dk=1 to be the one diagonalizing the operator f :=∑d
k=1 ϕ(k)|k〉〈k|, the term in brackets on the right hand side of (3.6) reduces to ‖ϕ‖2lip,H, so
that, letting δ tend to 0,
|Tr(f(ρ− σ))| ≤ ‖ϕ‖lip,H W2,L(ρ, σ).
Assuming, moreover, that 0 ≤ f ≤ I, this implies that, for any k 6= l, |ϕ(k) − ϕ(l)| ≤ 1, and
thus ‖ϕ‖lip,H ≤ 1. By duality,
‖ρ− σ‖1 ≡ sup
0≤f≤I
|Tr f(ρ− σ)| ≤ sup
f=
∑
j ϕ(j)|j〉〈j|: ‖ϕ‖lip,H≤1
|Tr f(ρ− σ)| ≤W2,L(ρ, σ).
We conclude using Theorem 4 as well as the well-known fact that in the case of the depolar-
izing semigroup, α1 = 1 (see e.g. Lemma 25 of [28]).
In [45] it was also proved that, in the classical, continuous case, the 2-transportation cost
inequality implies the Poincare´ inequality. In the discrete setting, this was proved in Propo-
sition 7.6 of [17]. Theorem 6 below extends these results to the quantum regime.
Theorem 6. If (Λt)t≥0 satisfies (TC2(c2)), then (PI(λ)) holds with respect to 〈., .〉1/2,σ, with
λ = (c2 κL)−1, where κL = supj∈J ‖[σ]ωj ◦ [σ]−1−ωj‖∞→∞.
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Proof. Let f ∈ B(H) such that Tr(σf) = 0, and for some ε small enough, define f ε :=
I + εf > 0. Then, define the completely positive, trace-preserving map Ξσ through the
following equation: for any A ∈ B(H),
Ξσ(A) :=
∫ ∞
0
σ1/2
t+ σ
A
σ1/2
t+ σ
dt
In order to get the result we will need the following two technical lemmas:
Lemma 8. With the notations of Equation (2.11),
L˜j(t+ σ)
−1 =
e−ωjσ−1
1 + te−ωjσ−1
L˜j (3.7)
(t+ σ)−1L˜j = L˜j
σ−1eωj
1 + tσ−1eωj
. (3.8)
Proof. We first prove Equation (3.7):
L˜j(t+ σ)
−1 = e−ωjσ−1L˜j(t+ σ)(t+ σ)−1 − te−ωjσ−1L˜j(t+ σ)−1,
where we used that L˜j is an eigenvector of ∆σ with associated eigenvalue e
−ωj . Therefore,
(1 + te−ωjσ−1)L˜j(t+ σ)−1 = e−ωjσ−1L˜j
and the result follows. Similarly for Equation (3.8),
(t+ σ)−1L˜j = (t+ σ)−1(t+ σ)L˜jσ−1eωj − (t+ σ)−1tL˜jσ−1eωj .
The result again follows by rearranging the above terms.
Lemma 9. For Γσ(f) ≡ σ1/2fσ1/2,
∂j(Ξσ(f)) = [σ]
−1
−ωj ◦ Γσ ◦ ∂jf. (3.9)
Proof. Start from the left hand side of Equation (3.9). Using that for each j ∈ J ,
∆
±1/2
σ (L˜j) = e
∓1/2L˜j ,
∂j(Ξσ(f)) = e
ωj/2σ1/2L˜j
∫ ∞
0
(t+ σ)−1f(t+ σ)−1σ1/2dt (3.10)
− e−ωj/2σ1/2
∫ ∞
0
(t+ σ)−1f(t+ σ)−1L˜jσ1/2dt
Let us first consider the first term on the right hand side of Equation (3.10). By Equation (3.7)
it is equal to∫ ∞
0
eωj/2
eωjσ + t
σ1/2L˜jfσ
1/2(t+ σ)−1dt =
∫ ∞
0
1
eωjσ + eωj/2u
Γσ(L˜jf)
eωj
eωj/2u+ σ
du
=
∫ ∞
0
e−ωj/2
eωj/2σ + u
Γσ(L˜jf)
e−ωj/2
u+ e−ωj/2σ
eωjdu
= [σ]−1−ωj ◦ Γσ(L˜jf),
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where we made the change of variable eωj/2u = t on the first line, and used Lemma 2 in the
last line. Similarly, using (3.8), the second term on the right hand side of Equation (3.10) is
equal to ∫ ∞
0
e−ωj/2
t+ σ
Γσ(fL˜j)
1
e−ωjσ + t
dt =
∫ ∞
0
1
u+ eωj/2σ
Γσ(fL˜j)
1
e−ωj/2σ + u
du
= [σ]−1−ωj (Γσ(fL˜j)),
where we made the change of variable t = e−ωj/2u. Hence Equation (3.9) follows.
We are now ready to prove Theorem 6. Start by the following:
〈f,Ξσ(f)〉1/2,σ = Tr(Γσ(f)Ξσ(f)) =
1
ε
Tr(σ1/2Ξσ(f)σ
1/2(f ε − I))
=
1
ε
Tr(Ξσ(f)(σ
1/2f εσ1/2 − σ)).
For any δ > 0, there exists a smooth path (γε(s))s∈[0,1], with associated vector field (Vε(s))s∈[0,1]
(cf. Equation (2.25)), interpolating between ρε := Γσ(f
ε) and σ, and such that(∫ 1
0
‖γ˙ε(s)‖2gL,γε(s)
)1/2
≤W2,L(ρε, σ) + δ (3.11)
This implies that
〈f,Ξσ(f)〉1/2,σ = −
1
ε
Tr
(
Ξσ(f)
∫ 1
0
d
ds
γε(s)ds
)
=
1
ε
Tr
(
Ξσ(f)
∫ 1
0
div([γε(s)]~ωV
ε(s))ds
)
= −1
ε
∫ 1
0
∑
j
cj〈∂jΞσ(f), [γε(s)]ωj (V ε(s))j〉HSds
≤ 1
ε
∑
j
cj
∫ 1
0
〈∂jΞσ(f), [γε(s)]ωj ◦ ∂jΞσ(f)〉HSds
1/2(∫ 1
0
‖Vε(s)‖2L,γε(s)ds
)1/2
≤
∑
j
cj
∫ 1
0
〈∂jΞσ(f), [γε(s)]ωj ◦ ∂jΞσ(f)〉HSds
1/2 W2,L(ρε, σ) + δ
ε
≤
∑
j
cj
∫ 1
0
〈∂jΞσ(f), [γε(s)]ωj ◦ ∂jΞσ(f)〉HSds
1/2 √2c2D(ρε‖σ) + δ
ε
,
(3.12)
where the first inequality comes from a use of the Cauchy-Schwarz inequality with respect to
the inner product
∑
j∈J cj〈. ,
∫ 1
0 [γ
ε(s)]ωjds .〉HS , the second from Equation (3.11) as well as
Equation (2.26), and the last one from Equation (TC2(c2)). As ε→ 0, the term in brackets
in (3.12) converges to∑
j
cj〈∂jΞσ(f), [σ]ωj ◦ ∂jΞσ(f)〉HS =
∑
j
cj〈∂jΞσ(f), [σ]ωj ◦ [σ]−1−ωj ◦ Γσ ◦ ∂jf〉HS
≤ sup
j∈J
‖[σ]ωj ◦ [σ]−1−ωj‖∞→∞ E1/2,2(f,Ξσ(f)),
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where we used Lemma 8 as well as Equation (2.19). Denote κL := supj∈J ‖[σ]ωj◦[σ]−1−ωj‖∞→∞.
As δ > 0 was chosen arbitrarily, we can now take the limit δ → 0. Moreover, following the
approach of the proof of Theorem 16 of [28], one can prove that
D(ρε‖σ)/ε2 → 1
2
(Tr(Γσ(f) Ξσ(f)))
Substituting into (3.12), we get
1
c2 κL
〈f,Ξσ(f)〉1/2,σ ≤ E1/2,2(f,Ξσ(f)).
This is exactly the form that was derived at the end of the proof of Theorem 16 of [28] which
led to the Poincare´ inequality.
Remark 9. In the classical, commutative case, Theorem 6 reduces to Proposition 7.6 of [17].
Indeed, in this case, one can easily verify that for any j ∈ J , [σ]ωj (f) = 12 sinh(ωj/2)σf and
[σ]−1−ωj (f) = 2f/(σ sinh(ωj/2)). Therefore [σ]ωj ◦ [σ]−1−ωj (f) = f , and the result follows.
4 Quantum concentration inequalities
The following theorem is a generalization of the classical results of [20] (see also the review
[37]). It states that the Poincare´ inequality implies exponential concentration.
Theorem 7. Let σ be a non-degenerate, full-rank state, and (Λt)t≥0 be a primitive quantum
Markov semigroup on B(H) whose generator L is self adjoint with respect to 〈., .〉1,σ. If
(Λt)t≥0 satisfies (PI(λ)), for a given function ϕ : (0,∞) → (0,∞), then for any self-adjoint
operator f ,
Tr(σ1[r,∞)(f − Tr(σf))) ≤ 3e−r
√
λ/(‖f‖LipCf,λ).
where ‖.‖Lip is defined in Equation (2.32), and Cf,λ ≡ e
2
√
λ‖f‖∞/‖f‖Lip−1√
2λ‖f‖∞/‖f‖Lip .
Proof. Assume without loss of generality that Tr(σf) = 0. For θ ≥ 0, and f 6= 0 self-adjoint,
let
Mf (θ) := Tr
(
σeθf
)
.
By Remark 7, one can reduce to the case of ϕ = ϕ1 without loss of generality. In this case,
the Poincare´ inequality PI(λ) applied to eθf/2 − Trσeθf/2 can be written as:
λ (Mf (θ)−Mf (θ/2)2) ≤ E1,2
(
eθf/2, eθf/2
)
. (4.1)
However, as by assumption (Λt)t≥0 is self-adjoint with respect to 〈., .〉1,σ , one can rewrite E1,2
as follows (cf. Equation (2.19)):
E1,2
(
eθf/2, eθf/2
)
=
∑
j∈J
cje
−ωj/2 Tr
[
σ
(
∂je
θf/2
)∗
∂je
θf/2
]
=
θ2
4
∑
j∈J
cje
−ωj/2
∫∫
[0,1]2
Tr
(
σe
(1−s)θf
2 (∂jf)
∗e
sθf
2 e
uθf
2 ∂jfe
(1−u)θf
2
)
duds.
(4.2)
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where we used Lemma 3 in the second line. Moreover, for each u, s ∈ [0, 1], the trace in
Equation (4.2) is equal, by cyclicity, to
Tr
[(
eθf/2σeθf/2
)∗ (
e
−sθf
2 (∂jf)
∗e
(s+u)θf
2 ∂jfe
−uθf
2
)]
≤ Tr
(
eθf/2σeθf/2
)
eθ(s+u)‖f‖∞‖(∂jf)∗‖∞‖∂jf‖∞
=Mf (θ)e
θ(s+u)‖f‖∞‖∂jf‖2∞,
where we used Ho¨lder’s inequality as well as the submultiplicativity of the operator norm in
the second line. Substituting into (4.2), we thus get:
E1,2
(
eθf/2, eθf/2
)
≤ Mf (θ)
4‖f‖2∞
∑
j∈J
cje
−ωj/2‖∂jf‖2∞
(
eθ‖f‖∞ − 1
)2
≤ ‖f‖2Lip Mf (θ)
(
eθ‖f‖∞ − 1)2
4‖f‖2∞
,
However, for any 0 ≤ θ < 2√λ/‖f‖Lip,
eθ‖f‖∞ − 1
θ‖f‖∞ ≤
e2
√
λ‖f‖∞/‖f‖Lip − 1√
2λ‖f‖∞/‖f‖Lip
≡ Cf,λ > 1.
Hence, substituting into Equation (4.1):
λ (Mf (θ)−Mf (θ/2)2) ≤ θ2‖f‖2Lip C2f,λ Mf (θ)/4.
This last inequality implies that
Mf (θ) ≤ 1
1− θ2‖f‖2Lip C2f,λ/(4λ)
Mf (θ/2)
2,
for every θ < 2
√
λ/(Cf,λ‖f‖Lip). A simple iteration procedure yields
Mf (θ) ≤
n−1∏
k=0
(
1
1− θ2‖f‖2Lip C2f,λ/(4k+1λ)
)2k
Mf (θ/2
n)2
n
.
Note thatMf (θ) = 1+θTr(σf)+O(θ2), and we have assumed that Tr(σf) = 0. Thus letting
n→∞:
Mf (θ) ≤
∞∏
k=0
(
1
1− θ2‖f‖2Lip C2f,λ/(4k+1λ)
)2k
.
Set θ =
√
λ/(‖f‖LipCf,λ), then the right hand side is a universal constant contained between
e and 3. So we proved that
Mf
(√
λ/(‖f‖LipCf,λ)
)
≤ 3.
26
Now by functional calculus, for any r ∈ R and θ > 0:
1[r,∞)(f) = 1[exp(θr),∞)(exp(θf)) ≤ e−θreθf .
This leads to the following Markov-type inequality:
Tr(σ1[r,∞)(f)) ≤ e−rθ Tr(σ exp(θf)) = e−rθMf (θ). (4.3)
Therefore
Tr(σ1[r,∞)(f)) ≤ 3e−r
√
λ/(‖f‖LipCf,λ).
The first proof that the classical transportation cost inequality of order 1 implies Gaussian
concentration is due to Marton [35]. The following theorem is a quantum generalization of
Bobkov-Go¨tze’s proof [5] which relies on the variational representations of the 1 Wasserstein
distance (see also Theorem 36 of [50] or Proposition 7.7 of [17]):
Theorem 8. Let σ be a full-rank state, and (Λt)t≥0 be a primitive quantum Markov semi-
group on B(H) whose generator L is self adjoint with respect to 〈., .〉1,σ. If (Λt)t≥0 satisfies
(TC1(c1)), the following Gaussian concentration inequality holds: for any self-adjoint opera-
tor f ,
Tr(σ1[r,∞)(f − Tr(σf))) ≤ exp
− r2
8max(‖(∆−1/2σ f)R‖2Lip, ‖(∆−1/2σ f)I‖2Lip)c1
 ,
where (∆
−1/2
σ f)R, resp. (∆
−1/2
σ f)I are the real and imaginary parts of ∆
−1/2
σ f .
Proof. Here we follow the lines of the proof of Theorem 36 of [50]. Let g := gR+igI ∈ B(H) be
the decomposition of an operator g into its real and imaginary parts, where gR, gI ∈ Bsa(H).
Assume moreover that Tr(σg) = 0, and ‖gR‖Lip, ‖gI‖Lip ≤ 1. From (TC1(c1)), we know that
for any ρ ∈ D+(H),
|Tr(ρg)| ≤ |Tr(ρ gR)|+ |Tr(ρ gI)| ≤ 2 W1,L(ρ, σ) ≤ 2
√
2c1D(ρ‖σ).
Next, from the fact that
inf
θ>0
(
a
θ
+
bθ
2
)
=
√
2ab
for any a, b ≥ 0, we see that any such g must satisfy
|Tr(ρg)| ≤ 2
θ
D(ρ‖σ) + c1θ, ∀θ > 0.
Rearranging, we obtain
θ|Tr(ρg)| − c1θ2 ≤ 2D(ρ‖σ) ≤ 2D̂(ρ‖σ), ∀θ > 0, (4.4)
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where we have used (2.7), and D̂(ρ‖σ) is the maximal divergence defined though Equa-
tion (2.6). Define ρ := σ1/2eθfσ1/2/(Tr(σeθf )), where f is a self-adjoint operator to be
specified later. Hence Equation (4.4) becomes
θ|Tr(ρg)| − c1θ2 ≤ 2θTr(σe
θff)
Tr(σeθf )
− 2 log(Tr(σeθf )).
Now for f = 12∆
1/2
σ (g), the last expression further simplifies into
−c1θ
2
2
≤ − log(Tr(σeθf )) ⇒ Mf (θ) ≡ Tr(σeθf ) ≤ ec1θ2/2.
Note that the quantity Mf (θ) was also used in the proof of Theorem 7. As in (4.3):
Tr(σ1[r,∞)(f)) ≤ e−rθMf (θ) ≤ e−rθec1θ
2/2. (4.5)
Optimizing over all θ > 0,
Tr(σ1[r,∞)(f)) ≤ e−
r2
2c1 .
In order to achieve this bound we assumed that g = 2∆
−1/2
σ (f) ∈ B(H) is such that
‖gR‖Lip, ‖gI‖Lip ≤ 1 and Tr(σg) = 0. This implies that Tr(σf) = 12 Tr(σ∆
1/2
σ (g)) =
1
2 Tr(σg) = 0. Therefore, up to a rescaling we proved that for any self-adjoint operator
f ,
Tr(σ1[r,∞)(f − Tr(σf))) ≤ exp
− r2
8max(‖(∆−1/2σ f)R‖2Lip, ‖(∆−1/2σ f)I‖2Lip)c1
 .
Remark 10. In the commutative case, ∆
−1/2
σ f = f , so that for
f =
d∑
i=1
ϕ(i)|i〉〈i|, ‖(∆−1/2σ f)R,I‖Lip = ‖f‖Lip ≤ ‖ϕ‖lip,g.
We therefore recover the classical Gaussian concentration inequality, up to a factor 14 .
Remark 11. The same kind of concentration result follows if we replace (TC1(c1)) by a
transportation cost inequality associated to any other Wasserstein distance defined in Equa-
tion (2.40):
W1,L,⋆(ρ, σ) ≤
√
2c1D(ρ‖σ).
Example: Generalized quantum depolarizing semigroups.
In [40], the authors computed the log-Sobolev constant α1 for the so-called generalized quan-
tum depolarizing semigroups. Let H be a Hilbert space of dimension d. Given a state
28
σ ∈ D+(H), the generator of the quantum depolarizing semigroup of invariant state σ, de-
noted by Lσ : B(H)→ B(H), is defined as
Lσ(f) := Tr(σf)I− f, f ∈ B(H). (4.6)
One can verify that, in the Schro¨dinger picture, the associated semigroup Λσ∗t has the following
expression: for any ρ ∈ D+(H),
Λσ∗t(ρ) = (1 − e−t) σ + e−tρ,
hence implementing a generalized depolarizing channel (i.e. I/d replaced by σ) of error prob-
ability (1− e−t) at each time t ≥ 0. The semigroup (Λσt )t≥0 is primitive and its generator is
self-adjoint with respect to 〈., .〉1,σ . Indeed
〈f,Lσ(g)〉1,σ = Tr(σf∗Lσ(g)) = Tr(σf∗)Tr(σg) − Tr(σf∗g)
= Tr(σf)∗Tr(σg) − Tr(σf∗g)
= Tr(σ(Tr(σf)I− f)∗g)
= 〈Lσ(f), g〉1,σ .
In [40], the authors proved that the largest log-Sobolev constant α1(σ) of the semigroup
(Λσt )t≥0 is equal to
α1(σ) = min
x∈[0,1]
1
2
(1 + q(x, σmin)), (4.7)
where σmin stands for the smallest eigenvalue of σ, and for x ∈ [0, 1], y ∈ (0, 1),
q(x, y) =

D2(y‖x)
D2(x‖y) x 6= y,
1 x = y,
where D2(x‖y) := x log(x/y)− (1− x) log((1− x)/(1− y)) is the binary relative entropy. We
now prove that Lσ can be expressed in the form of Equation (2.11), where here the sum is
over a pair of indices (i, j). Given the following eigenvalue decomposition σ :=
∑d
i=1 σi|i〉〈i|,
define the operators Lij :=
√
σi|i〉〈j|. Hence for any f ∈ B(H), Tr(σf)I =
∑d
i,j=1 L
∗
ijfLij, so
that
Lσ(f) = −1
2
d∑
i,j=1
L∗ijLijf − 2L∗ijfLij + fL∗ijLij. (4.8)
Moreover, ∆σ(Lij) = σi/σjLij , so that ωij ≡ log σj − log σi. Therefore, for any f ∈ Bsa(H),
Equation (4.8) can be rewritten in the form of Equation (2.11) by taking L˜ij =
√
d|i〉〈j|, and
cij =
1
2d
√
σiσj. Moreover, a straightforward extension of the proof of Theorem 5 provides
the following bound: for any self-adjoint operator f :=
∑
x ϕ(x)|ex〉〈ex|, and any state γ ∈
29
D+(H),
d∑
i,j=1
cij(e
−ωij/2 Tr(γ∂ijf∗∂ijf) + eωij/2 Tr(γ∂ijf∂ijf∗))
=
∑
xy
ϕ(x)ϕ(y) {δxy(〈ex|γ|ex〉+ 〈ex|σ|ex〉)− 〈ex|σ|ex〉〈ey |γ|ey〉 − 〈ey|σ|ey〉〈ex|γ|ex〉}
= −1
2
∑
xy
(ϕ(x) − ϕ(y))2{δxy(〈ex|γ|ex〉+ 〈ex|σ|ex〉)− 〈ex|σ|ex〉〈ey |γ|ey〉 − 〈ey|σ|ey〉〈ex|γ|ex〉}
≤ 2 sup
x 6=y
(ϕ(x) − ϕ(y))2.
Therefore, replacing γ by γ(s) as in the proof of Lemma 6, and replacing the last line of the
proof by the bound we have just proved:
|Tr f(ρ− σ)| ≤
√
2 sup
x 6=y
|ϕ(x) − ϕ(y)| W2,Lσ(ρ, σ) ≡
√
2‖ϕ‖lip,HW2,Lσ(ρ, σ). (4.9)
Taking the supremum over self-adjoint operators f :=
∑
x ϕ(x)|ex〉〈ex| such that ‖ϕ‖lip,H ≤ 1,
we define the following modified Wasserstein distance of order 1 :
W1,cl(ρ, σ) := sup
f=
∑
x ϕ(x)|ex〉〈ex|∈Bsa(H)
‖ϕ‖lip,H≤1
|Tr f(ρ− σ)|,
where the subscripts cl denotes the fact that the optimum is taken over states |ex〉 and
functions ϕ with classical Lipschitz norm bounded by 1. We have hence proved the following:
Theorem 9. Let σ be a full-rank state, and denote by Lσ the generator of the generalized
depolarizing semigroup with invariant state σ. Hence, for any ρ ∈ D+(H), the following
holds:
‖ρ− σ‖1 ≤W1,cl(ρ, σ) ≤
√
2W2,Lσ(ρ, σ). (4.10)
Moreover, for any self-adjoint operator f :=
∑
x ϕ(x)|ex〉〈ex|,
Tr(σ1[r,∞)(f −Tr(σf))) ≤ exp
(
− r
2α1(σ)
16max(‖ϕR‖2lip,H, ‖ϕI‖2lip,H)
)
,
where α1(σ) is given in Equation (4.7), and ϕR, resp, ϕI , is such that
(∆−1/2σ f)R =
∑
x
ϕR(x)|eRx 〉〈eRx|, (∆−1/2σ f)I =
∑
x
ϕI(x)|eIx〉〈eIx|,
where (∆
−1/2
σ f)R, (∆
−1/2
σ f)I are the real and imaginary parts of ∆
−1/2
σ f .
Proof. The result follows from Equation (4.9) and Theorem 4 together with a straightforward
adaptation of Theorem 8.
Remark 12. Theorem 9 is to be compared with Theorem 8. In a nutshell, had we used
Theorem 8 directly to get our concentration bound for the invariant state of a generalized
depolarizing semigroup, we would have ended up with with a dependence on the dimension d
of the Hilbert space, due to the passage from (TC2(c2)) to (TC1(c1)) (cf. Theorem 3). Here,
we showed that a finer analysis of this semigroup leads to the removal of the dimensional
factor, as it can be seen by comparing (4.10) with Lemma 6.
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Concentration of measure for product states
In [53], the authors proved that the so-called 2-log-Sobolev constant α2 satisfies the following
property: let H be a finite dimensional Hilbert space of dimension d and, for each k = 1, ..., n,
let σk be a full-rank state and Lk : B(H)→ B(H) be the generator of a primitive semigroup,
where each Lk is primitive and self-adjoint with respect to 〈., .〉1/2,σk . Then the generator
L :=
n∑
k=1
id⊗(k−1) ⊗ Lk ⊗ id⊗(n−k)
is self-adjoint with respect to 〈., .〉1/2,σ(n) , where σ(n) := σ1⊗ ...⊗ σn. Moreover, denoting by
λk the spectral gap of each Lk, the 2-log Sobolev constant α2 of L is bounded as follows:
λ
log(d4s) + 11
≤ α2 ≤ λ, (4.11)
where λ := mink λk, ans s := maxk ‖σ−1k ‖∞ (see Theorem 9 of [53]). Moreover, it was shown
in Proposition 13 of [28] that the generator of a primitive semigroup satisfies the following
inequality:
α2 ≤ α1 (4.12)
provided it is strongly Lp regular (see Definition 9 of [28]). Strong Lp regularity always holds
for classical semigroups, and was also shown to hold true for Davies generators (see Theorem
20 of [28]). Therefore, by a joint use of Theorems 3, 4 and 8 as well as (4.11) and (4.12), the
following holds true: for any self-adjoint operator fn on H⊗n,
Tr(σ(n)1[r,∞)(fn − Tr(σ(n)fn))) (4.13)
≤ exp
− λr2
8d(11 + log(d4s))max(‖(∆−1/2σ f)R‖2Lip, ‖(∆−1/2σ f)I‖2Lip)

Assume now that fn has the following form:
fn :=
1
n
n∑
k=1
I
⊗(k−1) ⊗ f ⊗ I⊗(n−k).
Assume moreover that for each k, Lk is of the form given in Equation (2.11):
Lk(fn) :=
∑
j∈Jk
c
(k)
j e
−ω(k)j /2
(
L˜
(k)∗
j [fn, L˜
(k)
j ] + [L˜
(k)∗
j , fn]L˜
(k)
j
)
,
where for each k, j, we assimilate L˜
(k)
j with I
⊗(k−1) ⊗ L˜(k)j ⊗ I⊗(n−k) by abuse of notation.
Hence, the Lipschitz constants in (4.13) reduces to:
‖(∆−1/2
σ(n)
fn)R,I‖2Lip :=
n∑
k=1
∑
j∈Jk
c
(k)
j (e
−ω(k)j /2 + eω
(k)
j /2)‖[L˜(k)j , (∆−1/2σk f)R,I ]/n‖2∞
=
1
n2
n∑
k=1
∑
j∈Jk
c
(k)
j (e
−ω(k)j /2 + eω
(k)
j /2)‖[L˜(k)j , (∆−1/2σk f)R,I ]‖2∞.
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Assume finally that the generators Lk are identical, with associated invariant state σk ≡ σ.
Then,
‖(∆−1/2
σ(n)
fn)R,I‖2Lip =
1
n
‖(∆−1/2σ f)R,I‖2Lip.
In this case, Equation (4.13) reduces to
Tr(σ⊗n1[r,∞)(fn − Tr(σ⊗nfn))) (4.14)
≤ exp
− λnr2
8d(11 + log(d4‖σ−1‖∞))max(‖(∆−1/2σ f)R‖2Lip, ‖(∆−1/2σ f)I‖2Lip)
 .
5 Non-asymptotic quantum parameter estimation
Here, we apply (4.14) to the problem of parameter estimation of quantum states. Assume
that n independent physical systems are prepared in the same state ρθ, where θ is an unknown
parameter belonging to a set Θ. Here, we assume that Θ := R. In order to estimate θ, an
estimator is described by a sequence of positive operator valued measurement (POVM in
short) ~M := {M (n)}n∈N, where, for each n, M (n) : B(R) 7→ P(H⊗n) is a POVM on the
Hilbert space H⊗n associated to the n systems, where B(R) stands for the Borel algebra
associated to R. The merit of such a POVM can be quantified in terms of the following error
exponent (see [21, 41, 22]):
β( ~M, θ, ε, n) := − 1
nε2
logPM (n)(θˆn ∈ [θ − ε, θ + ε]c),
where
PM (n)(θˆn ∈ [θ − ε, θ + ε]c) := Tr(M (n)([θ − ε, θ + ε]c)ρ⊗nθ )
is the probability that the estimated value θˆn is at least ε away from the true parameter θ. In
the asymptotic setting n→∞, it was shown in Lemma 14 of [21] that, under some technical
assumptions, any POVM ~M satisfies
lim sup
ε→0
lim sup
n→∞
β( ~M, θ, ε, n) ≤ Jθ
2
, (5.1)
where Jθ := Tr(ρθL
2
θ) is the so-called quantum symmetric logarithmic derivative (SLD for
short) Fisher information, with associated self-adjoint logarithmic derivative Lθ defined by
d
dθρθ =
1
2 (ρθLθ +Lθρθ). For sake of simplicity, we assume that for any θ ∈ Θ, ρθ is full-rank,
so that Lθ is well-defined. Moreover, the bound in Equation (5.1) was proved to be saturated
for a sequence of projection-valued measurements ~Mθ associated to the self-adjoint operator
f
(n)
θ :=
1
n
n∑
k=1
I
⊗(k−1) ⊗
(
Lθ
Jθ
+ θI
)
⊗ I⊗(n−k), (5.2)
where the estimated value θˆn is determined to be the outcome of the measurement M
(n)
θ .
This implies that the error probability asymptotically behaves as
P
M
(n)
θ
(θˆn ∈ [θ − ε, θ + ε]c) & e−ε2nJθ/2, n→∞, ε→ 0.
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The family ~Mθ forms a sequence of unbiased estimators, i.e.
∀n,∀θ ∈ R Tr ρ⊗nθ f (n)θ = θ. (5.3)
The following result provides a finite n and finite ε upper bound on the error probability in
the case when ρθ is prepared by means of a dissipative process.
Proposition 2. Let H be a finite dimensional Hilbert space, where dim(H) = d. For θ ∈ R,
let Lθ be the generator of a quantum Markov semigroup on H which is self-adjoint with respect
to 〈., .〉1/2,ρθ , satisfies Equation (2.11), and for which α2 ≤ α1. Then, for any sequence of
unbiased projective measurements ~M := {M (n)}n∈N associated to the self-adjoint operators
fn :=
1
n
n∑
k=1
I
⊗(k−1) ⊗ f ⊗ I⊗(n−k), (5.4)
where f is a self-adjoint operator on H, the probability that the estimated value θˆn lies at
least ε away from the true parameter θ is given by
PM (n)(θˆn ∈ [θ − ε, θ + ε]c) ≤ 2 exp
− nε2λθ
8d(11 + log(d4‖ρ−1θ ‖∞))max(‖(∆−1/2σ f)R‖2Lip, ‖(∆−1/2σ f)I‖2Lip)
 ,
(5.5)
where λθ is the spectral gap of Lθ.
Proof.
PM (n)(θˆn ∈ [θ − ε, θ + ε]c) = PM (n)(θˆn ≥ θ + ε) + PM (n)(θˆn ≤ θ − ε)
= Tr(ρ⊗nθ 1[ε,∞)(f
(n) − Tr(f (n)ρ⊗nθ )))
+ Tr(ρ⊗nθ 1(−∞,−ε](f
(n) − Tr(f (n)ρ⊗nθ ))),
where we used that Tr(ρ⊗nθ fn) = θ for all n. We conclude from Equation (4.14).
It is a well known fact that the spectral gap of the generalized depolarizing semigroup (4.6)
is equal to 1 (see Lemma 25 of [28]). Therefore, a straightforward use of Theorem 9 leads
to:4
Proposition 3. Let H be a finite dimensional Hilbert space, where dim(H) = d. For any
θ ∈ R, let ρθ ∈ D+(H). Then, for any sequence of unbiased projective estimators ~M :=
{M (n)}n∈N associated to the self-adjoint operators defined in Equation (5.4), the probability
that the associated estimated value θˆn lies at least ε away from the true parameter θ is given
by
PM (n)(θˆn ∈ [θ − ε, θ + ε]c) ≤ 2 exp
(
− nε
2
16(11 + log(d4‖ρ−1θ ‖∞))max(‖ϕR‖lip,H,2 ‖ϕI‖2lip,H)
)
,
(5.6)
where ϕR and ϕI are defined in Theorem 9.
4This extension of our results was pointed out by Daniel Stilck Franca
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Proof. A straightforward generalization of the computation leading to Equation (4.9), re-
placing the semigroup (Λσt )t≥0 by n uses of itself (Λσ
⊗n
)t≥0 := ((Λσt )⊗n)t≥0, with associ-
ated generator Lσ⊗n =
∑n
k=1 id
⊗k−1 ⊗ Lσ ⊗ idn−k, we end up with, for any full-rank state
ρn ∈ D+(H⊗n),
|Tr fn(ρn − σ⊗n)| ≤
√
2‖ϕ‖lip,HW2,Lσ⊗n (ρn, σ⊗n), (5.7)
where f :=
∑
x ϕ(x)|ex〉〈ex|. Using Theorem 4, Equation (4.11), as well as the fact that the
generalized depolarizing semigroup is Lp regular (see [28]) and has spectral gap λ(σ) equal
to 1, a straightforward generalization of the proof of Theorem 8, where the use of (TC1(c1))
is replaced by Equation (5.7), leads to the result.
Remark 13. The above corollary not only provides a bound for any family of states (ρθ)θ∈R,
but also gives a better dependence of the bound than the one derived in Proposition 2 by
removing the factor d in the exponent on the right hand side of (5.5).
6 Summary and open questions
In this paper we derived concentration inequalities for invariant states of a class of quantum
Markov semigroups. More precisely, we define quantum versions (TC1(c1)),(TC2(c2)) of the
classical transportation cost inequalities TC1 and TC2 (cf. (Tp)). These inequalities involve
two quantum generalizations of the classical Wasserstein distances W1 and W2 (cf. (2.23)),
the latter defined by Carlen and Maas [9], and the former being defined in this paper. We
then proved that these inequalities are related to quantum functional inequalities, namely the
modified log Sobolev inequality and Poincare´ inequality, as well as concentration of quantum
states, analogously to their classical counterparts (see Figure 2). We compared our quantum
transportation cost inequalities with their classical counterparts, and showed their relation to
both classical and quantum Pinsker’s inequalities. We studied the example of the generalized
depolarizing semigroup which provides a Gaussian concentration for any full-rank quantum
state. Finally, we applied our concentration results to the problem of finding finite block-
length bounds on the error probabilities occurring in quantum state parameter estimation.
It would be interesting to address the following open questions: Firstly, the classical con-
centrations of Lipschitz functions on metric probability spaces have been shown to be equiv-
alent to some concentration of measure inequalities (see e.g. Theorem 3.4.1 of [50]). In [44],
Osborne and Winter derived a quantum analogue of a particular concentration of measure
inequality, namely the Talagrand concentration inequality [31], employing the notion of a
quantum Hamming distance. Since our quantum concentration results are quantum exten-
sions of concentration for Lipschitz functions, it would be interesting to see how they relate
to theirs. Moreover, we expect our results to be generalizable to infinite dimensions and,
for example, provide concentration of quantum Gaussian thermal states, thus extending the
well-known concentration of Gaussian random vectors. Finally, it would be interesting to
find applications of our quantum concentration results in the fields of quantum information
theory and quantum computing.
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