Knowledge of source smartphone corresponding to a document image can be helpful in a variety of applications including copyright infringement, ownership attribution, leak identification and usage restriction. In this letter, we investigate a convolutional neural network-based approach to solve source smartphone identification problem for printed text documents which have been captured by smartphone cameras and shared over messaging platform. In absence of any publicly available dataset addressing this problem, we introduce a new image dataset consisting of 315 images of documents printed in three different fonts, captured using 21 smartphones and shared over WhatsApp.
than the state-of-the-art method when tested using images of documents printed in three different fonts.
• The proposed CNN based method also outperforms state-of-the-art method in classifying smartphones of same brand and model and is robust against rescaling attack.
II. PROPOSED METHOD
The source smartphone attribution problem for an image of a text document, captured from one of the smartphones from a known set of S smartphones, can be treated as a close set identification problem. Further, it can be solved using the typical pattern recognition paradigm of extracting features from the input data followed by classification.
Following subsections discuss the steps involved in the proposed method.
A. Letter Extraction and Pre-processing
The WhatsApp-processed document image is a three-channel color image. On the other hand, the text documents used in our dataset have been printed on white sheets using only black toner. So, first of all, the image is converted into a gray-scale image. All the letters (connected components) on a page are extracted using connected component analysis [15] . An extracted component C k is in the form of a tight box around a connected component. Some spurious non-letter components such as punctuation marks are filtered out based on the size (height, width, and area) of a bounding box using the strategy proposed in [15] . We remove components having an area smaller than half of the median value of areas of all connected components on a test page. Moreover, only components whose height is between 3 and 90 pixels and the width is between 2 and 100 pixels are used.
Further, the images of all the remaining connected components are converted to a fixed size (p×p) such that larger components are center cropped and smaller ones are padded with zeros. Also, the intensity values are normalized to be in the range 0 − 1 by dividing all pixel values by the maximum possible intensity, i.e., 255 in case of an 8-bit image.
B. CNN Model Training
The pre-processed component images extracted from train data along with their corresponding class (smartphone) labels are fed into a shallow CNN. The CNN accepts input of size p × p × 1 The architecture of the proposed CNN is as follows:
1) The first layer is a convolutional layer with 50 filters of size 3 × 3 × 1 and stride 1. It is followed by a batch normalization layer which performs normalization for each training mini-batch [16] . The batch normalization layer allows for higher learning rates and reduces the dependency on initialization of parameter weights.
2) The second convolutional layer also consists of 50 filters of size 3 × 3 × 50 and stride 1. It is followed by a batch normalization layer and rectified linear unit (ReLU) [17] layer.
3) The block of layers listed in point 2) is repeated once more followed by and a max-pooling layer with kernel size 2 and stride 2. 4) A flatten layer is used to convert the output of the previous layer into a 1-d vector. This is followed by a dense layer which outputs 256 neurons. This is followed by a ReLU layer which outputs a 256-dimensional feature vector. 5) Finally, another dense layer is used which outputs S (no. of classes) neurons. At last, a softmax activation layer is used to compute confidence scores for each class. Let a vector f be the input to softmax layer. Then the score corresponding to the c th class for a vector f is given as:
The above CNN architecture consists of more than 5,00,000 parameters (exact no. varies with classes) which are learned by training the network for 100 epochs (1 epoch is equivalent to passing all training images once through the network) using Adam optimizer [18] with an initial learning rate of 0.001 and a decay of 0.0005. The CNN model (network with learned weights) is saved after each epoch and the model which gives the lowest cross-entropy loss on V validation images is chosen. The validation loss is given as follows:
where, s yi is the score computed by softmax function corresponding to the ground truth label of the i th image (i.e., y i ).
C. CNN Model Testing
The pre-processed images of components extracted from test data are fed in the chosen CNN model learned by component images in the train data. Thus, CNN predicts the smartphone labels for each component in a single pass. Finally, the smartphone label for a test page is predicted by taking a majority vote on the labels predicted for all components extracted from that page.
III. EXPERIMENTAL EVALUATION
The efficacy of the proposed method is adjudged by comparing the labels predicted by the trained CNN model against the corresponding ground truth smartphone labels (which are known beforehand). We conducted a series of The dataset has been prepared by capturing 315 images of printed text documents using twenty-one smartphones (Table I) corresponding to eight brands. The first eleven smartphones (S1-S11) have the same native image size while the remaining smartphones (S12-S21) have varying native image sizes. Moreover, four phones are of the same brand and model (S9-S11). The images in this dataset consist of fifteen text documents printed from HP Laserjet 1018 which were captured using the inbuilt camera application of each smartphone. These fifteen text documents comprise of five pages each printed using Cambria, Arial, and Courier font types. The documents contain random text generated using [19] and printed on white A4 sheets via black toner ink. There are approximately 2000-2500 letters printed on each page. Each page was captured only once with a particular smartphone with HDR mode set to 'off' and using maximum possible resolution at an aspect ratio of 4:3. The dataset was captured in an indoor setting at a fixed location such that the lighting and other factors were kept almost fixed. The WhatsApp-processed versions of the native images for S1-S11 (Figure 3 method for both the above settings (Table IV) . This suggests that the proposed CNN based method demonstrates the capability to learn features that can not only discriminate between smartphones of different brand and model (S1-S8) but also discriminate between different instances of smartphones of same brand and model (S8-S11). 3) Robustness Against Rescaling Attack: The proposed method is also analyzed in the presence of an active adversary. Specifically, we consider the scenario where the native document images captured by a smartphone have been rescaled to mimic the native image size of some other smartphones. An adversary might perform such a rescaling operation before sharing the document image over a multimedia messaging platform. For this purpose, we use the native images of the ten smartphones which were not used in the previous experiments (i.e., S12-S21). First, we rescale them to the size of the eight smartphones used in the previous experiments and then share them over Table V . Clearly, the proposed method outperforms the state-of-the-art-method. Further, we conduct an experiment using non-rescaled images (obtained from S1-S11) and rescaled images (obtained from S12-S21).
The results show that under this scenario also, the proposed method works better than the existing method (Table V) .
The corresponding confusion matrix is depicted in Figure 4 . TABLE VI: Confusion matrix (in %, averaged over 10 splits) using the proposed method on document images containing text in Arial font and captured using S12-S21.
Predicted True S12 S13 S14 S15 S16 S17 S18 S19 S20 S21 S12 100.0 S13 
IV. CONCLUSIONS
This letter introduced an important and challenging problem of source smartphone classification for document images shared over a multimedia messaging application. Further, the possibility of solving this problem using a CNN based method has been presented. The proposed method outperforms the state-of-the-art method introduced for smartphone classification on two out of three types of text font types contained in document images and matches the performance for the third font type. However, it can learn much better features that are capable of discriminating between different instances of smartphones of same brand and model (S8-S11) with higher accuracy.
Also, the proposed method has been evaluated in the presence of an active adversary, on rescaled document images followed by WhatsApp-processing. The results show that, on rescaled document images, the proposed CNN based method performs much better than the existing hand-crafted method. Thus, it can better safeguard against the rescale attack by adapting its features using the data-driven approach. Future work will be aimed at further improving the performance of proposed CNN and analyzing the scenario involving multiple forwarding of a text image. 
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