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Hybrid PET/CT scanners can simultaneously visualize coronary artery disease as revealed by computed tomography (CT) and
myocardial perfusion as measured by positron emission tomography (PET). Manual registration is usually required in clinical
practice to compensate spatial mismatch between datasets. In this paper, we present a registration algorithm that is able to
automaticallyalignPET/CTcardiacimages.Thealgorithmbasesonmutualinformation(MI)asregistrationmetricandongenetic
algorithmasoptimizationmethod.Amultiresolutionapproachwasusedtooptimizetheprocessingtime.Thealgorithmwastested
on computerized models of volumetric PET/CT cardiac data and on real PET/CT datasets. The proposed automatic registration
algorithm smoothes the pattern of the MI and allows it to reach the global maximum of the similarity function. The implemented
methodalsoallowsthedeﬁnitionofthecorrectspatialtransformationthatmatchesbothsyntheticandrealPETandCTvolumetric
datasets.
1.Introduction
Cardiac images acquired via diﬀerent modalities can provide
complementary information. Therefore, the fusion of two
or more coregistered multimodal datasets into a single rep-
resentation can provide important support for a medical
diagnosis or for the therapeutic evaluation in cardiology.
However, the use of a multimodal imaging approach in
clinical practice is limited by drawbacks in accurate image
alignment. Several approaches have been developed to regis-
ter3Dcardiacdatasets[1].Theseapproachescanbeclassiﬁed
by considering three key components: the domain where
the alignment transformation is deﬁned (search space),
the function that describes the quality of the alignment
(similarity metric or registration metric), and the opti-
mization strategy used to calculate the transformation that
maximizes the deﬁned similarity function. For the search
space, the rigid transformation method is the easiest to be
implemented since only six parameters (three translational
and three rotational) are considered. Unfortunately, this
approach does not allow a full description of the complex,
nonrigid motion of the heart during the cardiac cycle. Elastic
registration should be employed to take this into account,
but its clinical application is limited by the computational
cost needed to perform the registration [2]. The choice
of a similarity metric, which indicates goodness of the
match, is a key issue in developing a registration method.
Indeed, the similarity metric must be robust, such that it
converges to a global maximum for a correct matching,
and must also be computed in a reasonable time. Diﬀerent
methodsusethedistancebetweenselectedgeometricalimage
features, such as anatomical landmarks [3], surfaces on the
thorax [4, 5], or heart surfaces [6, 7], and require deﬁnition
of the corresponding anatomical points or segmentation
of the surfaces. These procedures are not always easy to
perform because of the dissimilar information provided by2 The Scientiﬁc World Journal
diﬀerent modalities, especially when a defect in the myocar-
dial wall is present. For these reasons, voxel-based similarity
metrics such as the use of mutual information [8–10]a r e
established techniques among multimodality registration
metrics because they do not make assumptions about
the relationship between given image intensities. The last
important component of a registration process is the opti-
mization algorithm, or search strategy, which can calculate
the transformation that maximizes the deﬁned similarity
metricandalignsthecardiacdatasets.Localapproaches,such
as the Powell [4, 6] or simplex [11, 12] methods, are widely
applied since they are rapidly implemented and run. The
main drawback of the local approaches is the possibility of
convergence to a local maximum, resulting in a nonoptimal
value of the transformation matrix. In contrast, global
optimization methods such as genetic algorithms (GAs) [13]
can achieve a solution near the optimal transformation value
but are associated with a higher computational complexity.
Multiresolutionmethodshavebeenproposedtospeedupthe
optimization process and to reach the global maximum of
the similarity metric [14].
Recently, the clinical need to merge complementary
information has been emphasized by the success of the
hybrid scanners, which are able to acquire in a single
imaging session multimodal data that provide complemen-
tary information. The most important examples are the
PET/CT devices [15, 16], which have found wide cardiac
application because of their ability to deﬁne the association
between coronary artery disease (CAD), as revealed by
computer tomography (CT), and myocardial perfusion, as
measured by positron emission tomography (PET). Al-
though single-session acquisition generally minimizes mis-
alignment between the PET and CT datasets, the spatial
and temporal mismatch of cardiac datasets in particular
are not completely resolved. Thus manual registration with
an integrated commercial software is usually performed
in clinical practice to obtain optimal alignment [17, 18].
For this reason, an automatic method could be useful in
cardiacPET/CTmatchingandwhenahybridscannerisused.
Diﬀerent approaches exist that can align cardiac PET and CT
datasets according to thoracic CT images and transmission
PET [4, 19]; other techniques draw on algorithms used to
match SPECT and CT [20]i m a g e s .
Inthiswork,wedescribeanautomaticmethodtoregister
functional PET and anatomical CT 3D cardiac datasets. The
developed registration algorithm is based on a rigid transfor-
mation described by three translational and three rotational
parameters. The mutual information (MI) measure has been
usedasthesimilaritymetric,andamultiresolutionoptimiza-
tion algorithm based on existing genetic algorithms has been
implemented that deﬁnes the optimal transformation that
m a k e sm a x i m u mu s eo ft h eM Iv a l u e .O n er e a lP E Ta n dC T
dataset has been used to build a registered synthetic model
exploited for the development of the registration algorithm
and for the evaluation of the similarity metric function and
of the optimization approach. The registration algorithm
presented here has also been applied to real PET and CT
datasets.
2.MaterialsandMethods
2.1. Base of Knowledge and Validation Data. Three CT-
PET datasets were acquired with PET/CT Discovery-RX (GE
Healthcare)frompatientsscheduledforsimultaneousassess-
ment of myocardial perfusion and coronary artery disease.
The ﬁrst dataset was used as the reference when developing
the registration algorithm,whilethe otherdatasetswereused
to test the algorithm. The CT datasets were acquired during
ECG gating and end-expiratory breath holds and consisted
of 411 transaxial slices of 512 × 512 pixels, with voxel size
0.43mm × 0.43mm × 0.43mm. The end-diastolic image
volumes were used in the registration process. Static PET
datasets were acquired after injection of the radioisotope
NH3and reconstructed as 47 transaxial slices of 128 ×
128 pixels, with voxel size 3.24mm × 3.24mm × 3.24mm.
Informed consent was obtained for all subjects involved. The
local institutional review board approved the study.
2.2. Hardware and Software Speciﬁcation. The registration
algorithm has been developed in MATLAB 7.0 and the
genetic algorithm has been implemented by using the
Genetic algorithm and Direct Search Toolbox. The develop-
ment and the evaluation of the registration algorithm has
been done by using an Intel Core i3-530-2.93GHz 4 MB
cache and Windows XP OS.
2.3. Synthetic Models. Two isotropic 3D cardiac models were
built to simulate registered PET and CT short axis image
volumes. Both models were developed using an elliptical
geometry and a previously described image model [21].
The CT model was described by the following equation:
I(x) ={ I0(x) ⊗h(x)}+n(x),( 1 )
where x represents the voxel position. The ideal image I0
consisted of piecewise constant regions, with the gray values
of the various structures deﬁned by the Hounsﬁeld units that
characterize real tissues. The Gaussian convolution kernel
h (SD = 0.8) was used to model the partial volume eﬀect
of the real images. The last component n deﬁned the zero-
mean Gaussian-distributed CT noise [22], with a standard
deviation corresponding to that measured in a uniform
background region.
The PET model was described by the following equation:
Ii(x) ={ I0i(x) ⊗h(x)}g(x)+n(x). (2)
In comparison to the CT model, the PET model con-
tained only the gray value I0 of the myocardial wall structure,
deducted after observation of real PET images. A larger
Gaussian convolution kernel h (SD = 2.4) was applied to
take into account the larger partial volume eﬀect in the real
PET dataset. Furthermore, a multiplicative Gaussian smooth
ﬁeld g(x)d e s c r i b e db y
g(x) = 1 −(1 −amax) ·exp

−

i

xi −xic
2
2σ2

(3)
was employed to model the lack of PET signal intensity
caused by a pathological condition as perfusion deﬁcit. TheThe Scientiﬁc World Journal 3
term amax represents the maximum fading of the intensity
signal at position xc and the parameter σ describes the
standard deviation of the Gaussian ﬁeld.
As for the CT model, the PET noise, described by the last
termn,wasmodeledwithazero-meanGaussiandistribution
with a standard deviation corresponding to that measured in
a uniform background region.
2.4. Overall Registration Algorithm. Image fusion was based
on the 3D registration process used to deﬁne the spatial and
temporal alignment of the volumetric datasets involved. The
aimoftheregistrationprocesswastodeﬁneatransformation
to map voxels from the reference image volume (Vr) to the
ﬂoating image volume (V f):
T : V f −→ Vr ⇐⇒ T

V f

= Vr. (4)
As previously noted, the entire registration process can
be described by considering three linked components: the
domain where the transformation T is deﬁned (search
space), the function that deﬁnes the quality of the align-
ment (similarity metric or registration metric), and the
optimization strategy used to calculate the transformation T
that maximizes the deﬁned similarity function. In the next
sections, we give a detailed description of each component
integrated into the overarching registration algorithm.
2.4.1. Search Space. The transformation deﬁnition is based
on the geometrical operations required for the process. The
3D rigid transformation has six degrees of freedom (three
translational and three rotational parameters), while the
aﬃne transformation adds scaling and shearing parameters.
The most general transformation is the elastic or nonrigid
registration. In theory, it has inﬁnite degrees of freedom and
can be represented by a polynomial function. The elastic reg-
istrationshouldbeusedforcardiacimageregistration,butits
clinical application is limited by its high computational load
and by the long time needed to perform the registration [2].
In contrast, the rigid transformation is not time-consuming
and imposes a low computational load, although it does not
allow a full description of the complex nonrigid motion of
the heart during the cardiac cycle. This has been conﬁrmed
by its application in the currently available commercial
clinicalsoftwarethataremostoftenusedtoaligncardiacPET
and CT datasets. For this reason, the rigid transformation
hasbeenimplementedandusedintheautomaticregistration
algorithm presented here.
2.4.2. Similarity Metric. The similarity metric used to eval-
uate alignment must be robust and must be performed in
a reasonable time. In our registration method, the mutual
information metric was used because it does not make
any assumptions about the relationship between various
image intensities [8]. This measure, introduced by Collignon
et al. [23] and Viola and Wells [9], is based on the
joint histogram calculation and yields the maximum value
when the correct spatial alignment is reached. Multiple
parameters can aﬀect the MI value and thus the probability
of reaching the global and optimal alignment solution. In
particular, as previously described [24], a key element in
the MI calculation is the choice of interpolation method
used to calculate the joint histogram after the geometrical
transformation is performed. In fact, when a transformation
matrix is applied to the ﬂoating image volume, the new
voxel intensities at intragrid positions must be estimated by
interpolation. Choosing the optimal interpolation method
is of fundamental importance because it can modify the
gray-level values of the ﬂoating dataset, the value of the
deﬁned similarity function, and the global convergence of
the optimization algorithm. In particular, when the MI is
used, it is important to preserve the gray-level distribution
and, as extensively described [24], to consider how the
interpolator (used to calculate the joint histogram) aﬀects
the metric function. Examples of diﬀerent approaches to
interpolation are the nearest neighbor (NN) and the partial
volume (PV) methods [10, 25]. The NN method is the
simplest interpolation technique because the value of each
nongrid voxel is deﬁned using the nearest voxel value. The
principal drawback of the NN method is that it is insensitive
to intravoxel misalignments. PV interpolation updates the
intensities of voxels at nongrid positions using the fractional
intensities of their neighbors in grid positions. Trilinear
interpolation is used to estimate the fractional weights.
As previously described [24], when the PV approach is
used, artifacts in the MI appear when the ratio of the
spatial resolutions from the two datasets along a given
direction is either one or a simple rational fraction. For
this reason, a generalization of the PV method, called the
generalized partial volume estimation (GPVE), has been
introducedbyChenandVarshney[26].Thismethodisbased
on varying the reference voxel number involved in joint
histogram updating and is accomplished by using diﬀerent
kernel functions. If either a triangular function or ﬁrst-
order B-spline is used, the GPVE method is equivalent to
the PV method. Major-order b-spline approaches can be
used in order to decrease artifacts. Moreover, diﬀerent kernel
functions can be used in each direction.
The NN, PV, and GPVE were evaluated in the present
study. The ability of the optimization algorithm to reach the
global maximum of MI was strongly related to the pattern
of MI over the search space. A “smooth” MI pattern allows
convergence to an optimal solution, while a “rough” pattern
was likely to trap the optimization algorithm in local. We
calculated the smoothness parameter si of the MI pattern
curve by
Siαj =
1
k
k=1
	 	 	∂2Iαj,k/∂α2
j
	 	 	
,( 5 )
where αj represents the transformation parameters and K
denotes the number of second derivatives present in the MI
pattern curve.
2.4.3. Optimization Algorithm. Even if diﬀerent methods can
be used to reduce the possibility of local peaks in the MI pat-
tern, a robust optimization method is required to reach the
global similarity metric maximum that corresponds to the4 The Scientiﬁc World Journal
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Figure 1: Roulette wheel selection method (a) and crossover strategy (b).
correct spatial alignment. Diﬀerent optimization algorithms
can be used as a search strategy, but not all techniques are
able to reach the global maximum. For instance, depending
on the starting condition, local optimization methods are
aﬀected by the similarity metric pattern such that they can
obtain a local solution. The use of a global optimization
method in the registration process assures that the optimal
solution is reached and that the correct spatial transfor-
mation parameters are deﬁned. Some widely used global
optimization techniques are the genetic algorithms (GAs).
These are based on Darwin’s theory of biological evolution
and are implemented using stochastic information [13, 27].
The principal advantage of the GAs is that the computational
complexity of the optimization algorithm does not strictly
depend on the number of transformation parameters. For
this reason, they can also be applied to complex registration
problems, for example, the elastic registration method or
global registration of multiple volumetric datasets.
In this work, we have developed a search strategy based
on a multiresolution approach. Two primary steps have
been deﬁned. The ﬁrst step is based on a global optimization
method that uses GAs to reach a solution near the global
maximum. The second step is based on a local, computa-
tionally eﬃcient optimization method (the downhill simplex
algorithm). This step originates from the solution given by
the GAs and achieves the global maximum for the MI.
2.4.4. Genetic Algorithm. First, the GAs require an initial
deﬁnition of a population of individuals, each containing a
possible solution to the problem deﬁned in their chromo-
somes. In the present problem, the chromosomes included
six values (tx, ty, tz, rx, ry, rz). The chromosome values
for each initial solution were deﬁned randomly in ranges
that included all misalignments possible in CT-PET cardiac
acquisition.
Each solution was associated with two values used to
describe the new population: a ﬁtness score corresponding
to the MI value, and a reproduction probability proportional
to the ﬁtness score. Because of the high computational
load of the GA method, in this step we used the NN
interpolation method to calculate the MI and applied
an optimal downsampling to the ﬂoating dataset. Several
methods were employed to generate the new population.
The ﬁrst was the elite method used to select two or more
chromosomes with the higher ﬁtness score. The second was
the roulette wheel selection method and was based on the
calculated probabilities.
As shown in Figure 1(a), the wheel was divided into
N sectors proportional to the probability values, and an
individualwasrandomlyextracted(arrowintheﬁgure)tobe
reproduced. The process was repeated twice in order to select
two individuals (individuals 1 and 2) to generate oﬀspring
via the crossover and mutation methods. The crossover
(Figure 1(b)) was randomly applied to the two individuals,
and their oﬀspring were built by combining the pieces of
the old chromosomes. Mutation consisted of the random
replacement of some element during the process. The ﬁtness
of the new population was computed, and a new algorithm
iteration was performed. The global optimization process
was stopped after some number of new generations when
any improvement in the best ﬁtness value was observed. In
the GA step, downsampling of the ﬂoating volume and a fast
interpolation algorithm could have been used to minimize
processing time.
2.4.5. Downhill Simplex Method. Starting from the global
solution, the local downhill simplex method was used to
calculate the optimal solution. Because the main purpose
of using the local method was to obtain excellent accuracy
and precision within a reasonable time, the downsampled
value of the ﬂoating volume was reduced in this step, and the
PV interpolation method was used. The local optimization
process was stopped when the maximum number of itera-
tions was reached or when no more improvement in the best
ﬁtness value could be obtained.
3. Results
3.1. MI Metric Optimization. T h eM Ip a t t e r nh a sb e e nd e -
ﬁned as a function of independent translational (tx, ty,The Scientiﬁc World Journal 5
and tz in a range of ±30mm) and rotational (rx, ry, rz in
ar a n g eo f±30◦) misalignments in the synthetic models.
The CT dataset has been generally used as the reference
volume and the PET dataset as the ﬂoating volume. The
spatial dimensions (256×256×55 pixels) and the resolution
(1mm × 1mm × 1mm) were the same for both models
in this test. Because the interpolation artifacts in the MI
pattern are most evident in the translational compared to
the rotational results [24], we focused our evaluation on
translational misregistration.
Figure 2(a) shows that the MI patterns depended on tx
when NN and PV methods were applied. Similar patterns
were found for ty and tz. According to [24], when the
NN interpolation method is applied, a stairs-like pattern
is obtained in translational patterns which is caused by
the discrete nature of the interpolation method. Even if
NN interpolation imposes a smaller computational load
compared to the PV method, it does not allow intravoxel
registration. The interpolation artifacts appeared also when
the PV method was applied, wherever inverted arches were
present in the translational curves. This occurred because
the cardiac datasets we employed had the same voxel size.
In fact, as described by Tsao [24], these artifacts in the MI
occur when the ratio of the two datasets’ spatial resolutions
along a certain direction was equal either to one or was
a simple rational fraction. The ﬁrst is based on the GPVE
method. Figure 2(b) shows the MI translational results
when the GPVE method with second-order B-splines in all
directions was applied. This method decreased the interpo-
lation artifacts in the PV translational pattern. The second
strategy applies a resampling of the ﬂoating dataset [28].
Figure 2(c) shows the MI translational patterns that resulted
when the PV interpolation method was used and when the
synthetic ﬂoating dataset was downsampled or upsampled
to obtain a diﬀerent resolution with respect to the reference
dataset. Both downsampling and upsampling eliminated
interpolation artifacts in the MI pattern. The combination
of the PV interpolation method with downsampling resulted
in a reduced computational load compared to the GPVE and
upsampling methods. For this reason, PV interpolation with
downsampling of the ﬂoating volume was used to estimate
the joint histogram in the MI calculation, where the greatest
downsampling factor that preserved information content of
the MI was chosen.
To set a correct downsampling factor (DF), we also
evaluatedtheMIpatternsforeachtransformationparameter
by applying a diﬀerent DF, deﬁned as the voxel volume
measured in mm3 (the voxel volume of the reference dataset
is 1mm3), and by calculating the corresponding SI value.
As shown in Figure 3, the SI value and consequently the
smoothness of the MI pattern decreases when the DF value is
increased. For all transformation parameters, the maximum
SI value was obtained for DF = 1.37 (voxel dimensions
1.11mm × 1.11mm × 1.11mm). Because higher DF values
are associated with lower computational load, we estimated
the DF value by considering a minimum acceptable SI value
(50% of the maximum DF value for each transformation
parameter). Because of this condition, and because a mul-
tiresolution approach was used in the registration algorithm
we developed, we set DF = 8 when the optimization
algorithm was applied such that computational load would
be lower, and DF = 3.375 when the local algorithm was
applied in order to reach a higher accuracy and precision
within a reasonable time.
3.2. PET Signal Attenuation. The PET signal in pathological
conditions, as a perfusion deﬁcit, can be missed in some
regions. This aspect can aﬀect the robustness of the reg-
istration algorithm and the MI pattern. We evaluated the
inﬂuence of intensity of the PET signal on the MI pattern
by varying the multiplicative kernel g(x) used in the PET
model as described by Styner et al. [21]. In particular,
we centered the Gaussian smoothing ﬁlter in the modeled
inferior lateral wall, we set σ = 0.3 and we changed the
maximumfadingvalueamax tosimulatediﬀerentpercentages
of signal intensity fading (Figure 4). In particular, when the
percentage is increased, the value of the MI decreases, but
any variation occurs in the translational parameter values
corresponding to the optimal spatial alignment. The same
behavior was noticed for MI rotational patterns.
3.3. Deﬁnition of the Global Optimization Algorithm Param-
eters. The application of the GAs as the ﬁrst step of the
optimization algorithm allowed us to reach a solution near
the global maximum. The optimal initial population size
was determined by considering the accuracy of the algorithm
andthecomputationaltime.Weintroducedanewparameter
deﬁned as
Sn = en +tn,( 6 )
where en represents the normalized mean error of the trans-
formation and tn represent the normalized mean execution
time. We applied 30 times the registration algorithm to the
cardiacmodelsbyvaryingthepopulationnumber.Wesetthe
initial population number to 75, which corresponded to the
minimum value of the sn parameter.
Byusinganinitialpopulationnumber=75,wevariedthe
percentage of the new generation created by the elite method
(pe) and the percentage of the remaining new population
obtained by the crossover method (pc), and for each set
of parameters, we applied 30 times the registration process
to the two cardiac models. The minimum mean error was
obtained for pe = 0.25 and pc = 0.6. The population created
by the mutation operator was deﬁned as pm = (1 − pe) − pc.
3.4. Synthetic Data Test. The registration algorithm pre-
sented here has been evaluated by applying it 150 times
to the PET and CT cardiac models, which were randomly
misaligned in ranges of ±40mm and ±20◦ for translational
and rotational parameters, respectively. The mean error and
standard deviation for each rigid transformation parameter
are shown in Table 1(a). The translational mean error was
lessthanthespatialresolution,whichwassetto1mmineach
of the three spatial dimensions. The rotational mean error
waslessthan1.5◦.Themeanprocessingtimewasabout120s.
In order to also evaluate our multiresolution optimiza-
tion algorithm, the local and global methods were also6 The Scientiﬁc World Journal
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Figure 4: MI translational (tx, ty,a n dtz) and rotational (rx, ry,a n drz)p a t t e r n sf o rd i ﬀerent percentages of signal attenuation in the PET
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Table 1: Accuracy of the registration algorithm applied to the synthetic (a) and real (b) datasets. When the real dataset is considered, the
results of the manual registration are also shown. The manual registration has been performed by an expert operator blinded to the results
of the automatic registration and used as reference for the error computation.
tx (mm) ty(mm) ty(mm) rx (◦) ry (◦) rz (◦)
(a) Synthetic
Automatic Mean Error 0.083 0.054 0.037 0.117 0.286 0.201
standard deviation (SD) 0.108 0.089 0.097 0.215 0.2718 0.397
(b) Real
Manual −25.61 18.51 −4.9 −9.45 0.86 −2.01
Automatic Mean error −25.89 18.485 −5.157 −9.59 0.89 −2.29
standard deviation (SD) 0.238 0.146 0.236 — — 0.825
applied separately 150 times to the PET and CT cardiac
models, starting from a random initial parameter value in
the ranges previously deﬁned. As shown in Figure 5, the
simplex method had a high variability. The global genetic
algorithm approach shows a lower variability although the
global maximum convergence was not reached in all of
the experiments. This is likely due to the imposed time
constraintthatlimitsthenumberofiterationsin“ﬂatﬁtness”
state. Finally, the combination of the two methods provided
a more accurate solution.
3.5.RealDataTest. TworealPETandCTdatasets(datasets1
and 2) were also used to evaluate the registration algorithm.
First, the two datasets were manually aligned by an expert
operator blinded to the results of the automatic registration,
using a state-of-the-art image analysis package meant for
a clinical environment (GE Healthcare, CardIQ Fusion
software). These manually deﬁned translation and rotation
parameters were recorded.
The limited regions manually deﬁned around the heart
of the dataset 1 and 2 were used in the validation process
to reduce the eﬀect of the surrounding structures on the
MI calculation and then on the registration algorithm.
Table 1(b) shows the distribution of the transformation
parameters obtained by applying our registration approach
100timestothedataset1andcomparesthemwiththeresults
from manual registration. The reported automatic value is
the maximum value of the histogram of the convergence
values in all 100 experiments. Standard deviation (SD) is
reported if the convergence values distribution is Gaussian.
For rotational parameters rx and ry, the distribution of
detected values was bimodal, with mean values rx : −9.59
◦
and −2.53
◦; ry :0 .89
◦ and3.42
◦.Figure 6showsatransaxial
view of the images, one from before and the other from after
application of the automatic registration method.
The registration algorithm presented here was applied
to dataset 2, which contained an artifact in the CT image
v o l u m ec a u s e db yam e t a l l i co b j e c t( Figure 7). The behavior
of the registration algorithm was similar to the one described
for dataset 1. The registered PET and CT real datasets were
evaluated as “wellaligned” by an expert observer (Figure 8).
4. Discussion
Registration of PET/CT volumetric datasets is an impor-
tant issue in cardiac applications in which complementary
PET/CT information is utilized to ﬁnd the correct diag-
nosis. The hardware fusion obtained by hybrid PET and
CT scanners does not completely solve the misalignment
problem. In the current clinical practice CT, and PET
images are transferred to a proprietary workstation where
the two datasets are manually registered. This task is aﬀected
by inter and intraobserver variability and requires a long
processing time. Our method may replace the manual
registration saving image analysis time and reducing at the
same time the inter- and intraobserver variability inherent in
the manual procedure. The registration algorithm is based
on a rigid transformation and on the MI measurement
used as the similarity metric. The optimization algorithm
implemented here deﬁnes the optimal transformation that
maximizes the MI value and is based on a combination
of global (genetic algorithms) and local (downhill simplex)
optimization methods.
MI is generally recognized as a powerful metric for
registration of multimodal images, thanks to its ability to
capture the similarity of datasets with diﬀerent gray-lever
distributions, such as in CT and PET images. However, the
eﬀectiveness of the search for the global maximum in the MI
similarity function could be aﬀected by the presence of local
peaks in the MI pattern.
We have demonstrated that the MI pattern is related to
theinterpolationmethodusedinthejointhistogramcalcula-
tion, conﬁrming ﬁndings from earlier studies [24]. Diﬀerent
approaches, such as PV and GPVE interpolation, were used
to solve this problem. Our choice was to implement a
method that also permits a decrease in computational time
for the registration process. In particular, downsampling
of the ﬂoating dataset was used to “smooth” the MI
pattern and was demonstrated to be equivalent to results
from GPVE interpolation in this registration problem. The
“smoothing” method was also evaluated by considering
diﬀerent percentages of intensity signal fading in the PET
model that simulate a pathological defect of the myocardial
wall.WedeterminedthatthemethoddescribedheredoesnotThe Scientiﬁc World Journal 9
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Figure 5:Accuracyoflocal,globalandmultiresolutionoptimizationapproacheswhenappliedseparatelytothePETandCTcardiacmodels.
changethepositionoftheglobalmaximumcorrespondingto
the optimal match in either the physiological or pathological
conditions. This ﬁnding allowed us to use a multiresolu-
tion registration approach. Fast interpolation with a high
downsampling factor was utilized in the ﬁrst stage of
the registration process, and a global GA optimization
method was implemented. The global optimization method
integrated into the registration process was also assessed,
and optimal parameters to describe the genetic algorithms
were deﬁned as minimizing the computational time and
maximizing accuracy of the solution. When convergence to a
local maximum was reached, an accurate, local optimization10 The Scientiﬁc World Journal
(a) (b)
Figure 6: Example of misaligned (a) and aligned (b) transaxial PET and CT images corresponding to dataset 1.
Figure 7: A transaxial image of the CT data volume in which an
artifact caused by a metallic object is present.
method performed the ﬁnal registration, using the full
data resolution and accurate interpolation algorithm. We
demonstrated that the combined multiresolution optimiza-
tion method yielded higher accuracy compared to results
from either the global or local methods. Application of the
registration algorithm to the synthetic dataset conﬁrmed
that the automatic algorithm implemented allowed us to
reach the correct spatial alignment of the modeled PET/CT
datasets. The results obtained for the real dataset enforces
the possibility to apply the developed registration algorithm
to real datasets, even when image artifacts were present.
Developmentandassessmentoftheregistrationprocesswere
performedbytwosyntheticPETandCTcardiacmodelsused
to simulate real registered datasets. The developed models
do not take in account any attenuation correlation between
the PET and CT, they do not simulate the cardiac and
breathing cycle. These issues may be included in a more
sophisticate models. Moreover, during the real datasets test,
the convergence of two rotation parameters (i.e., rx and ry)
was not robust as expected, reaching a local maximum of
corresponding MI value. This can be due to the circular-like
shape of the left ventricle in PET data in the x-y plane or
to the presence of surrounding structures not modeled in
synthetic datasets. This issue merits further exploration and
validation to improve the robustness of the algorithm.
A possible limitation of the proposed approach is the
use of a rigid transformation, that cannot take into account
either the complex nonrigid motion of the heart during
the cardiac cycle or the various image distortions present
in the CT and PET acquisition processes. However, rigid
registration is commonly used in clinical practice and
is considered to be acceptable for reaching the correct
diagnosis, particularly when electrocardiographic gating is
notusedinPETimagingtosaveacquisitiontime.Inthiscase,
the borders of the left ventricle in PET images appear to have
been too “smoothed” to obtain a voxel-to-voxel registration.
Ourexpectationisthatanonrigidregistrationprocedurecan
be inserted into the local optimization step of the proposed
algorithm, via one of the several approaches available.
5. Conclusion
We have demonstrated that cardiac PET/CT image registra-
tion can be eﬀectively and automatically performed using a
two-step approach. The ﬁrst step consists of identiﬁcation of
a global maximum of mutual information by using a genetic
algorithm which in turn utilizes downsampled data and
a fast interpolation algorithm. The second step completes
the registration with a high-resolution local optimization
algorithm. The method proposed here may improve the
eﬀectiveness of hybrid PET/CT scanners for use in the joint
assessment of CAD and myocardial perfusion in cardiac
disease.The Scientiﬁc World Journal 11
(a)
(b)
Figure 8: Example of misaligned (a) and aligned (b) transaxial PET
and CT images in which an artifact caused by a metallic object is
present.
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