Exponential inequalities for moment generating functions and for distributions of sub-Gaussian random vectors are studied in the paper.
Introduction
There is a number of papers devoted to exponential bounds for moment generating functions and for distributions of random variables X and X − E X , where X is either a sub-Gaussian random vector or a sub-Gaussian random sequence and where · is a norm in the corresponding space (see, for example, [1] - [6] ).
Some known inequalities for the norms are improved in this paper. We also obtain their generalizations for a wider class of functionals. The main Theorem 3.1 and its corollaries are stated in Section 3. The proof of Theorem 3.1 is given in Section 5. Necessary definitions and related results are considered in Sections 2 and 4. A "contracting" transformation in the class of sub-Gaussian random variables is studied in Section 6. This transformation helps to improve some results under additional conditions.
The results obtained in the paper can be generalized for the case of ϕ-sub-Gaussian random vectors, as well. Some related results are obtained in [5] . We state the corresponding generalizations in Section 3; however, the proofs are provided for sub-Gaussian random vectors only.
Definitions
Norms and G-functions. Let R = (−∞, ∞) be the set of real numbers.
For elements x = (x 1 , . . . , x m ) and y = (y 1 , . . . , y m ) of the space R m , we consider the scalar product x, y = m k=1 x k y k , the p-norms
and the max-norm
In the space of all real sequences R ∞ , we consider the p-norms
and the sup-norm
Along with the norms · p , p ∈ [1, ∞), we study more general nonlinear functionals called G-functionals.
Let G( x) = G(x 1 , . . . , x m ) be a positive function that is continuous in R m and such that G( 0) = G(0, . . . , 0) = 0. Moreover we assume that the partial derivatives
Let
Consider the following condition:
We denote by G 0 ( c) the set of functions G satisfying condition (1) .
and where s(x) = 1 for x ≥ 0 and s(x) = −1 for x < 0. It follows from (2) that, for all p ∈ [1, ∞),
Thus we have c = 1 = (1, . . . , 1) for G = · p , p ∈ [1, ∞).
Random variables, vectors, and sequences.
We assume that the random variables, vectors, and sequences considered below are defined on a common complete probability space {Ω, F, P}. Denote by L ∞ (Ω) the space of almost surely bounded random variables Z equipped with the norm |Z| ∞ = ess sup ω∈Ω |Z(ω)|;
here 1 A is the indicator of the set A.
We recall some definitions related to sub-Gaussian random variables, vectors, and sequences (see [2] ).
A random variable ξ is called sub-Gaussian if there exists a number a ∈ [0, ∞) such that
The number
is called the standard of a sub-Gaussian random variable ξ. The functional τ (ξ) is a norm in the Banach space Sub(Ω) of all sub-Gaussian random variables. The sub-Gaussian random variable ξ is assumed to be centered (E ξ = 0) and such that
The so-called ϕ-sub-Gaussian random variables are a generalization of sub-Gaussian random variables (see [2] ). The ϕ-sub-Gaussian random variables form a Banach space denoted by Sub ϕ (Ω) and equipped with the norm τ ϕ .
A random vector X = (X 1 , . . . , X m ) is called sub-Gaussian (ϕ-sub-Gaussian) if all its coordinates are sub-Gaussian (ϕ-sub-Gaussian) random variables.
A sequence of sub-Gaussian (ϕ-sub-Gaussian) random variables
is called a sub-Gaussian (ϕ-sub-Gaussian) sequence. We use the following notation for a sub-Gaussian (ϕ-sub-Gaussian) random vector X = (X 1 , . . . , X m ) and for a sub-Gaussian (ϕ-sub-Gaussian) sequence X = (X k , k ≥ 1):
Inequalities for functionals of sub-Gaussian vectors
We consider some general inequalities for functions of the class G 0 ( c). The main Theorem 3.1 is proved in Section 5.
where ϕ * is the conjugate function to ϕ; that is, ϕ * is the Young-Fenchel transform of the function ϕ (see [2, p. 60] ). Recall that ϕ * (
for all λ ∈ R, inequalities (4)-(7) hold if we use there
Consider some examples.
for all sub-Gaussian random vectors X in R m and for all p
One can derive inequalities (8)-(11) from the results of the paper [5] , since X p ≤ X 1 for all p ∈ [1, ∞] . Note also that these inequalities hold if we use
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The inequalities obtained in Example 3.2 can easily be generalized to the case of sub-Gaussian (ϕ-sub-Gaussian) sequences.
Remark 3.3. If either assumption (12) or assumption (15) holds, then (see [2, pp. 17 and 73]) E X p < ∞ for all p ∈ [1, ∞] . This together with Corollary 3.1 implies that X p can be substituted by
in inequalities (13), (14), and in (16), (17). Moreover,
Auxiliary results
To prove Theorem 3.1, we need some auxiliary results considered in this section. Note that some similar results are known in the literature (see [1] - [6] ). 
Proof. Another proof of this result can be found in [3] . However the method used in [3] is rather complicated and we propose a simpler proof below. Since x j > 0, j = 1, . . . , m, in the set S, we get
The Cauchy-Bunyakovskiȋ inequality implies that
for all (x 1 , . . . , x m ) ∈ S. Note that the inequality becomes an equality if
Lemma 4.2.
If V is a sub-Gaussian random variable and U ∈ L ∞ (Ω, F, P), then
Since V is a sub-Gaussian random variable, we obtain 
Proof. Without loss of generality one can assume that τ (V k )|U k | ∞ > 0, k = 1, . . . , m.
The Hölder inequality and Lemma 4.2 imply that 
Proof of Theorem 3.1
We use the gradient method in the proof of Theorem 3.1 (see, for example, [3, Theorem 1.1] and [7, Theorem 4.3.4] ).
Proof. Consider the following vector-valued random process:
and note that Z(1) = X and Z(0) = 0. For all ω ∈ Ω, the corresponding path of this process is differentiable with respect to θ and
Assume that (18) P{X k = 0} = 0, k= 1, . . . , m.
Then there exists a random event Ω 1 ⊂ Ω such that P(Ω 1 ) = 1 and, for all ω ∈ Ω 1 , the corresponding paths of the random process G ( Z(θ) ), θ ∈ [0, 1], are continuously differentiable with respect to θ except for a finite set of points θ ∈ [0, 1] such that min 1≤k≤m ρ(Z k (θ), S k ) = 0, where ρ(a, S) is the distance between a number a and a set S. For all θ, except for the points mentioned above, we have ∇G( Z(θ) ), X .
Thus
almost surely. This together with the Jensen inequality implies that
The latter result and Lemma 4.4 imply inequality (4) . Therefore inequality (4) is proved under the extra assumption (18).
To avoid assumption (18) we consider a sub-Gaussian vector X = (X 1 , . . . , X m ) and another random vector ε = (ε 1 , . . . , ε m ) that is independent of X, where ε 1 , . . . , ε m are independent identically distributed random variables assuming values ±1 each with the probability 1 2 . Using the random vectors X and ε, we construct another random vector
For all α > 0, X (α) is a sub-Gaussian random vector satisfying condition (18). Thus inequality (4) holds for all X (α) , α > 0.
Moreover,
Inequality (4) for a general sub-Gaussian random vector X follows from the latter equalities and the Fatou theorem.
In its turn, inequality (5) follows from (4); see, for example, [2, p. 14] . Therefore the proof of Theorem 3.1 is complete.
A "contracting" transformation of random variables
Let ξ be a centered random variable (that is, E ξ = 0). Consider another random variable T ξ defined by
The transformation ξ → T ξ is called the "contraction" of the random variable ξ. This name is explained by the inequality E |T ξ| 2 ≤ E |ξ| 2 , which means that the nonlinear transformation T is a contraction in the space L 2 (Ω) and its contraction coefficient is given by
For nondegenerate random variables ξ ∈ L 2 (Ω), one always has κ 2 (ξ) < 1. For example,
for a Gaussian random variable ξ with parameters (0, σ 2 ). For a Rademacher random variable ξ assuming values ±1 with probability 1 2 , we have T ξ = 0 and κ 2 (ξ) = 0. For other Banach spaces of random variables, the evaluation of the contraction coefficient can be a complicated problem. The following example provides a nondegenerate random variable whose contraction coefficient is the same in any Banach space. 
is a Bernoulli random variable assuming values 1 and 0 with probabilities p and q = 1−p, respectively. Thus ξ p = 1 A − p is a centered Bernoulli random variable assuming values q and −p with probabilities p and q, respectively. Hence
that is, T ξ p = (q − p)ξ p . Note that ξ p = 0 for p = 1 or p = 0, while T ξ p = 0 for p = 1, p = 0, or p = 1 2 . This means that n(T ξ p ) = |q − p|n(ξ p )
for an arbitrary norm n in every Banach space of random variables N(Ω) such that
The transformation ξ → T ξ is well defined in the Banach space of sub-Gaussian random variables (Sub(Ω), τ ). Let
We agree that κ sub (ξ) = 0 if τ (ξ) = 0. An upper bound for κ sub (ξ) over the whole space of sub-Gaussian random variables is found in the following assertion. Lemma 6.1. In the class of sub-Gaussian random variables we have: 
Proof. Inequality (20) follows, since the random variable m k=1 |ξ k | − E m k=1 |ξ k | is sub-Gaussian by Lemma 6.1. In its turn, relation (20) implies (21), since τ is a norm in the space Sub(Ω), whence we derive that
This together with Lemma 6.1 implies (21).
If κ sub (ξ k ) ≤ 1, k = 1, . . . , m, then inequality (21) implies the result of Example 3.2 for X 1 − E X 1 .
For independent random variables ξ 1 , . . . , ξ m , we prove the following assertion. Therefore inequality (22) is proved. Now relation (22) and Lemma 6.1 imply inequality (23).
Concluding remarks
Exponential bounds for moment generating functions and the corresponding exponential inequalities for the distributions of nonlinear functionals of sub-Gaussian and ϕ-sub-Gaussian random vectors are obtained in the paper. The proofs of the results of the paper are based on the gradient and "contracting" methods. Our general inequalities imply the corresponding inequalities for the p-norms.
