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ABSTRACT
JAMES DAVID WILSON: Statistical analysis of relational data: mining and modeling complex
networks
(Under the direction of Andrew B. Nobel and Shankar Bhamidi)
Networks have created many new and exciting areas of scientific inquiry, particularly in the field
of statistics. The relational and often complex nature of network data requires the development
of new statistical techniques that address analysis, modeling, and simulation. In this dissertation,
we make contributions to the development and application of statistical methodology on network
data. This work is divided into two related areas.
The first part of the dissertation is devoted to the problem of community detection: the unsu-
pervised clustering of vertices in a network. Community detection is a common and important first
step in the analysis of networks because networks tend to cluster into densely connected groups
of vertices that often closely associate with important physical patterns of a modeled system. We
develop and evaluate two novel significance-based detection techniques - the Extraction of Statisti-
cally Significant Communities (ESSC) algorithm, and Multilayer Extraction. The ESSC algorithm
is a hypothesis testing approach for undirected networks, while Multilayer Extraction is a score-
based approach that identifies significant vertex-layer communities in multilayer networks. The
performance and potential use of both methods are investigated through simulations and real data
applications, and large graph consistency is established for the Multilayer Extraction algorithm.
The second part of the dissertation is devoted to the simulation and modeling of networks
with weighted edges. The generalized exponential random graph model (GERGM) was recently
proposed to model networks with continuous-valued edges; however, current estimation algorithms
for the GERGM only allow inference on a restricted family of model specifications. We develop a
Metropolis-Hastings estimation method that greatly extends the family of weighted graphs that
can be modeled under the GERGM framework. We show that new flexible model specifications
are capable of avoiding the common problem likelihood degeneracy. Furthermore, new specifications
iii
are capable of efficiently capturing network motifs in applications where such models were
not previously available.
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CHAPTER 1: INTRODUCTION
The study of networks, collectively referred to as network science, has made significant contri-
butions to the modeling and understanding of complex systems. The mathematical foundation of
network analysis is rooted in graph theory, whose origin is widely attributed to Leonhard Euler’s
resolution of the “Seven Bridges of Ko¨nigsberg” problem in 1735. In his analysis, Euler was the
first to represent an observed system as a collection of vertices (land masses) connected by edges
(bridges). Since then, network analytic techniques have been successfully applied in a number
of diverse settings, including biology to model protein-protein and gene-gene interactions (Levy
and Pereira-Leal, 2008); in sociology to model friendship and information flow among a group of
individuals (Wasserman, 1994); and in neuroscience to model the relationship between the orga-
nization and function of the brain (Sporns, 2011). In industry, technology companies like Google,
Facebook, and Microsoft employ network methodology for a variety of applications such as social
network analysis, recommender systems, and marketing. As underscored by these diverse applica-
tions, the dozens of network-driven computer science conferences held each year, and the creation
of two stand-alone network journals in 2013, network science is a flourishing field that spans many
scientific areas.
This dissertation focuses specifically on statistical challenges that arise in networks. Much
of the difficulty in analyzing network data stems from the fact that networks involve quantities
of a relational nature. Therefore, measurements on networks are typically high-dimensional and
dependent. Another challenge stems from the fact that networks are often substantial in size. For
instance, the Stanford Network Analysis Project (https://snap.stanford.edu) has collected an
array of large network data sets that describe online social interactions, which have on the order of
millions of nodes and edges. The size and complexity of network data require that computational
methods developed for their analysis are scalable and tractable. These challenges, among others,
underscore the need for principled statistical techniques for network data objects. A textbook
1
treatment on the statistical analysis of networks is provided by Kolaczyk (2009), and the surveys,
Goldenberg et al. (2010) and Fienberg (2012), provide two recent resources on the topic.
Our primary contributions are to the development and application of statistical methodology
for complex network data. This work can be divided naturally into two areas. We first consider
the problem of clustering the vertices of an observed graph. This unsupervised task, known com-
monly as community detection, is a well-explored topic for which a variety of methods have been
developed. Notably, existing community detection methods do not address the statistical quality of
identified communities. Moreover, a majority of existing community detection methods implicitly
assume that every vertex of a network belongs to at least one community. These considerations
are especially important in the multilayer network setting, where community structure often dif-
fers from layer to layer. In the first part of this dissertation, we develop two significance-based
exploratory techniques - the Extraction of Statistically Significant Communities (ESSC) algorithm,
and Multilayer Extraction - that provide a means to assess and identify statistically significant
communities in undirected and multilayer networks.
Our second contribution concerns simulating and modeling networks with weighted edges. In
the social sciences, the exponential random graph model (ERGM) is a fundamental tool for statis-
tical inference of network data. Despite their popularity, ERGMs have a major limitation in that
they require that the edges of a modeled network are binary (representing the presence or absence
of an edge). The generalized exponential random graph model (GERGM) of Desmarais and Cran-
mer (2012) extends the ERGM to the family of networks with continuous-valued edges; however,
current estimation procedures for the GERGM only allow inference on a restricted family of model
specifications. To address this limitation, we propose and investigate a new Metropolis-Hastings
procedure that greatly extends the family of weighted networks that can be modeled under the
GERGM framework.
1.1 Network Model Types
For ease of discussion, we first introduce some notation that we will use throughout the remainder
of this dissertation. Networks are used to model the relational structure between individual actors,
or units, of an observed system. A network model, G = (V,E), consists of two main components:
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a vertex set V where each vertex (node) u ∈ V represents a unit in the system, and an edge set
E ⊆ V × V that contains all pairs {u, v} such that there is a physical or functional relationship
between the vertices u and v. To handle the unique structure of relational data, a variety of network
models have been developed. Without loss of generality, we will enumerate the vertices in V with
numbers [n] = {1, . . . , n}. Throughout this dissertation, we will consider four types of network
models:
Undirected, Unweighted Networks: relationships are symmetric and binary so that {u, v} ∈ E
implies that the u, v ∈ [n] share a mutual relationship.
Directed, Unweighted Networks: relationships are asymmetric and binary so that (u, v) ∈ E
implies that u ∈ [n] is related to v ∈ [n] and that an edge points from u to v.
Multilayer Networks: represented by a collection G(m,n) = (G1, . . . , Gm) of m undirected,
simple graphs G` = ([n], E`). The graph G` is referred to as a layer. The indexing of layers by
` ∈ [m] is arbitrary, and does not reflect an underlying spatial or temporal order. We treat the
vertices as registered so that actor u ∈ [n] is the same entity across layers. Thus the graph G`
reflects the relationships between identified actors 1, . . . , n in circumstance `.
Weighted Networks: relationships can be symmetric or asymmetric. Each edge e(u, v) ∈ E
has an associated weight w(u, v) ∈ (−∞,∞) that specifies the strength of connection between
u, v ∈ [n].
In each of the above cases, a graph on n vertices can be also be represented in matrix notation
via the so-called adjacency matrix. For a graph with n vertices, the adjacency matrix A = (Au,v)
is a n× n matrix where entry Au,v denotes the edge weight between nodes u, v ∈ [n] (0 or 1 in the
case of unweighted graphs).
1.2 Significance-based Community Extraction
Unsupervised learning is a popular and well-studied exploratory technique in machine learning. This
technique is used when features of a data set, but not outcomes, are observed. The goal is to identify
structure of the features by dividing the features into disjoint clusters. Unsupervised learning also
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plays an important role in the exploratory analysis of network data. In the network setting, it is
often the case that the vertices of a network under study cluster into so-called communities, or
groups of tightly connected vertices. Informally, a community is a group of vertices that are more
connected to each other than they are to the remainder of the network. More rigorous definitions
quantify this notion of differential connection in different ways depending upon, for example, the
type (undirected, directed, multilayer) of network under analysis. Figure 1.1 illustrates a simple
undirected network with three disjoint communities.
Figure 1.1: A simple network with three distinct communities.
The problem of dividing the vertices of a given network into well defined communities is known
as community detection. This unsupervised technique has become a popular exploratory analysis
tool, as communities have been found to identify important and useful features of many complex
interacting systems. Indeed, detection methods have been successfully applied in a wide variety of
settings, including recent applications to protein interaction networks (Lewis et al., 2010), functional
brain activity (Bassett et al., 2011), social media (Papadopoulos et al., 2012), mobile phone data
(Muhammad and Van Laerhoven, 2013), as well as social groups (Greene et al., 2010; Miritello
et al., 2011; Onnela et al., 2011). In general, community detection is an NP-hard problem, so one
must rely on approximate algorithms to identify community structure. As a result, the development
and analysis of community detection techniques has received widespread attention in a variety of
fields, including computer science, applied mathematics, physics and statistics. Fortunato (2010)
and Porter et al. (2009) provide two recent reviews for community detection.
4
A majority of existing community detection methods implicitly assume that every vertex of a
network belongs to at least one community. As we will see from numerous applications throughout
this dissertation, networks often contain non-preferentially attached background vertices that act as
noise against which significant communities can be identified. As an example, consider the Enron
email network from Leskovec et al. (2009) (Figure 1.2). The edges of this network represent the
email correspondence (sent or received) between email accounts in 2001. The network contains
many (on the order of 10K) email accounts outside of Enron and relatively few (on the order of
1K) email accounts from employees at Enron. The outside email accounts, many of which are
spam email accounts, are not preferentially attached to any group of employees and thereby do not
belong to a well-defined community. Existing detection methods typically seek a partition or cover
of the vertices, which in cases like the Enron data set, can lead to false discovery and misleading
conclusions.
Figure 1.2: The Enron Email Network. Nodes are colored according the partition of vertices
identified by Spectral Clustering. This network contains many non-preferentially attached vertices.
By quantifying the significance of the local structures of a network, we can avoid the potential
fallacies of current detection methods and identify robust, statistically stable communities while
accounting for background vertices. A major focus of this dissertation is on the development of
a framework that allows one to assess and identify statistically robust community structure in
undirected, directed, and multilayer networks. We briefly outline our proposed significance-based
framework below, but we save the intricate details for Chapters 3, 4, and 5.
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We begin with an observed network on n vertices. To identify statistically relevant community
structure, we proceed in three distinct steps. First, we model the observed network using an
appropriate random graph model, namely, a probability measure on the family of graphs with
n vertices. We choose a model that dictates non-preferential connection between the n vertices
while maintaining the degree distribution of the observed graph. Properties of fixed degree random
graph models have been thoroughly investigated in probability and statistics (Durrett et al., 2007;
Blitzstein and Diaconis, 2011), and they also play an important role in community detection,
particularly in the development of modularity-based detection methods (Newman, 2006b). Our
chosen random graph model serves as a null model with which we compare our observed graph.
The next step requires the specification of a network statistic that describes the connectivity
of a candidate community. For an undirected network G = ([n], E), we quantify the attraction of
a node u ∈ [n] and a vertex collection B ⊆ [n] via the observed number of connections between
u and B, dn(u : B). Let d̂n(u : B) denote the expected number of these connections under the
corresponding random graph model. Suppose that the number of edges incident to a node u, i.e.
its degree, is given by dn(u). Then under suitable conditions,
DTV
(
d̂n(u : B),Binomial(dn(u), pn(B))
)
→ 0, as n→∞ (1.1)
where DTV (·, ·) is the usual total variation distance and pn(B) is the relative volume of the collection
B. Using the binomial distribution as a reference, we quantify the strength of connection between
u and B through the approximate p-value
p(u : B) := Pr(d̂n(u : B) > dn(u : B))
According to (1.1), p(u : B) can be calculated using a simple binomial tail probability. Small values
of p(u : B) suggest significant connections between u and B. In practice, this local evaluation of
significance can be utilized in both undirected and directed networks. We go in more detail about
this in Chapters 3 and 4.
For a multilayer network G(m,n), we first count the total number of edges in a vertex collection
B ⊆ [n] across a collection of layers L ⊆ [m]. Denote this quantity by y(B,L), and let Y (B,L)
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be the expected number of such edges under a fixed degree multilayer random graph model. We
compare y(B,L) with Y (B,L) using the following probability bound:
Pr(Y (B,L) > y(B,L)) 6 exp{−S(B,L)} (1.2)
We use the the exponent S(B,L) in (1.2) to score the overall connectivity of a vertex layer group
(B,L). Large values of S(·, ·) are associated with densely connected collections.
In our final step, we develop algorithms to identify statistically significant communities. In
undirected networks, we seek collections B∗ such that the p-value p(u : B∗) is small for all u ∈ B∗
and the p-value p(v : B∗) is large for all v /∈ B∗. We develop the iterative and testing-based ESSC
algorithm to identify these significant communities. On the other hand, in multilayer networks,
the goal is to identify vertex layer groups (B,L) with large score S(B,L). To that end, we develop
the Multilayer Extraction algorithm to identify significant vertex-layer groups. Both ESSC and
Multilayer Extraction are based on a family of detection algorithms known as community extraction
procedures. Community extraction is the iterative search for densely connected communities, which
are identified one at a time. Extraction methods can readily handle overlapping and disjoint
community structure, and these methods do not require that every vertex of a graph belongs to
a community. Extraction has recently been explored in standard (single-layer) networks by Zhao
et al. (2011); Lancichinetti et al. (2011), and Wilson et al. (2014).
1.3 GERGMs: Inference for Weighted Networks
A fundamental tool for the statistical analysis of networks is the exponential random graph model
(ERGM) - a popular, powerful, and flexible tool for statistical inference of network data (Holland
and Leinhardt, 1981; Wasserman and Pattison, 1996; Snijders et al., 2006). The ERGM is a
probability measure on the family of graphs with vertex set [n] that incorporates relational structure
between the vertices to generate a random vector of edges X ∈ Rm. This probability distribution is
specified by a joint probability density function fX(x,Θ), which is driven by a function of summary
statistics h : [0, 1]m → Rp that represent joint features of X. In particular, the random vector X is
7
modeled by an exponential family with parameters θ ∈ Rp as follows:
fX(x,θ) =
exp (θ ′h(x))∫
[0,1]m exp (θ
′h(z)) dz
, x ∈ {0, 1}m (1.3)
Model (1.3) can be used to capture various dependence relationships of X including, for ex-
ample, reciprocity, preferential attachment, and transitivity. As ERGMs require that the edges of
an observed network are binary, they are unable to model weighted networks. Since many sub-
stantively important networks are weighted, this restriction is especially problematic. Weighted
networks arise, for example, in the study of financial exchange (Iori et al., 2008), migration pat-
terns (Chun, 2008), and in the analysis of brain functionality and connectivity (Simpson et al.,
2011).
Recently, some progress on modeling weighted networks in the ERGM framework was made in
Desmarais and Cranmer (2012), where the generalized exponential random graph model (GERGM)
was proposed to study networks with continuous-valued edges. Furthermore, Krivitsky (2012)
developed a weighted exponential random graph model that generalized the ERGM to networks
with discrete-valued (i.e., count) edges. Though both models provide a means to analyze weighted
networks, we focus on flexible specifications of the GERGM.
In general, the likelihood function of an ERGM is intractable; however, efficient estimation
can be achieved through the use of Markov Chain Monte Carlo (MCMC) algorithms (Geyer and
Thompson, 1992; Hunter and Handcock, 2006). As the target probability density is an exponential
family, MCMC can be used to simulate samples of networks from which the likelihood function of
an ERGM can be approximated. Like the ERGM, estimation of the GERGM is readily achieved
via MCMC algorithms. Desmarais and Cranmer (2012) proposed a Gibbs sampling technique
for GERGM estimation; however, this strategy limits the specification of network dependencies
captured by the GERGM.
Another important obstacle that arises in discrete exponential family model specification is
the problem of degeneracy, a condition under which only a few network configurations - usually
very sparse and very dense networks - have high probability mass (Schweinberger, 2011; Rinaldo
et al., 2009; Handcock, 2003). The issue of degeneracy strongly influences the effectiveness of an
MCMC algorithm. Indeed, in the case that nearly empty (or nearly complete) networks are most
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probable, estimation via MCMC will fail to converge to consistent parameter estimates. In the
instance of binary networks, scholars have attempted to resolve the issue of degeneracy by using
network statistics that closely correspond to conditionally independent specifications in Markov
graphs (Frank and Strauss, 1986). Unfortunately, as pointed out in Snijders et al. (2006) and
Hunter et al. (2008), these models largely restrict the number of permissible underlying subgraph
configurations in the observed network.
To address the issues of the model specifications in Desmarais and Cranmer (2012), in Chapter
6 we expand the family of weighted networks that can be analyzed under the GERGM by developing
a Metropolis-Hastings sampling procedure that allows the flexible specification of network statistics
and models under the GERGM framework. Under our proposed Metropolis-Hastings procedure,
we show that one can avoid degeneracy in cases where previously specified model specifications
were not able.
1.4 Outline of this Dissertation
In this chapter, we presented the motivation and context for the statistical methodologies that we
develop throughout this dissertation. The remainder of this thesis is divided into two major parts.
The first part consists of the development and investigation of our significance-based community
extraction methodology. Chapter 2 provides a brief survey of existing community detection meth-
ods. In Chapter 3, we develop and evaluate our testing-based extraction algorithm for undirected
graphs, ESSC. Chapter 4 considers the problem of assessing the statistical significance of local
connections in directed networks. Chapter 5 presents our Multilayer Extraction algorithm for iden-
tifying significant communities in multilayer networks with heterogeneous layers. The second part
of this thesis, which is self-contained in Chapter 6, describes our Metropolis-Hastings procedure
that provides a flexible means to model and simulate weighted networks. We end with a discussion
of future work in Chapter 7.
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CHAPTER 2: EXISTING COMMUNITY DETECTION METHODS
In this chapter, we describe existing community detection methods for undirected and multi-
layer networks. We highlight key methodologies that have most influenced the development and
application of community detection. For recent surveys describing community detection in undi-
rected networks, see Fortunato (2010) and Porter et al. (2009).
2.1 Undirected Networks
Existing community detection methods capture different types of community structure. The sim-
plest community structure, and the one most commonly studied, is a hard partitioning, in which
each vertex of the network is assigned to one and only one community, and the collection of commu-
nities together form a partition of the network (e.g, Newman and Girvan (2004); Ng et al. (2002);
Snijders and Nowicki (1997)). Another class of community structure allows overlapping commu-
nities (Xie and Szymanski, 2011), in which the collection of communities together form a cover of
the network. Broadly speaking, most community detection methods produce one of these types
of structure. For ease of discussion, in each of the following descriptions we will suppose that we
observe an undirected graph G with n vertices and degree sequence {d1, . . . , dn} where the degree
du is simply the number of edges incident on u. Let A be the adjacency matrix associated with G.
One prominent class of community detection methods are based on the spectral properties of a
network. Let D = diag(d1, . . . , dn) denote the degree matrix of G. There is an extensive literature
devoted to the development and application of spectral clustering methods (Von Luxburg, 2007),
and many variants have been proposed. In general, spectral methods proceed in the following
manner. First the graph Laplacian, L = D − A is calculated. The k leading eigenvectors of L are
identified and stacked into an n× k eigenvector matrix X. The rows of X are then clustered into
k groups using clustering techniques like k-means or hierarchical clustering. The resulting clusters
represent the communities of the network. Spectral clustering is theoretically motivated by the
10
fact that it can be used to solve a relaxed form of the graph partitioning problem originating from
the min-cut and max-flow problem (Goldberg and Tarjan, 1988), where one seeks a partition of
k communities that contain the smallest number of inter-community edges. Often, the partition
that optimizes the min-cut max-flow criterion contains trivial singleton communities. In light of
this shortcoming, the ratio-cut and normalized-cut criterions were introduced to deal with this
issue (Wei and Cheng, 1989; Shi and Malik, 2000). A number of heuristics have been proposed to
determine the number of communities k (e.g., the spectral gap method (Von Luxburg, 2007)), but
this problem is still a subject of open research. One notable variant of spectral clustering is the
method described in Newman (2006a), which instead evaluates the graph Laplacian of the so-called
modularity matrix derived from the modularity of a partition.
A second important class of community detection methods seek a partition of the vertices [n]
that maximize the quality function known as modularity. Let M =
∑
u∈[n] du denote the total of
number of edges in G. Then the modularity of a partition is given by
Q =
1
2M
∑
u,v∈[n]
(
Au,v − dudv
2M
)
δu,v
where δu,v indicates whether or not u and v are in the same community. In words, the modularity
Q measures the degree to which the organization of a partition differs from what is expected
under a null random graph model. The quantity dudv2M is the expected edge weight between two
vertices u, v ∈ [n] if the vertices were randomly connected according to the Chung-Lu random
graph (Aiello et al., 2000). Optimizing Q is an NP-hard problem; however, an extensive number
of computational algorithms have been developed to approximate the optimal partition (Blondel
et al., 2008; Clauset et al., 2004; Newman, 2006b; Mucha et al., 2010). The most popular way
to search for a partition with optimal modularity involves an adaptation of the agglomerative
algorithm known as the Kernighan-Lin algorithm (Kernighan and Lin, 1970), though a wide array
of other algorithms have been developed for this purpose.
An alternative class of community detection methods involves the estimation of community
structure in a network via likelihood maximization. For this, one specifies a random graph model,
typically some variant of the stochastic block model (SBM), which is a probability measure P on the
family of undirected graphs with n vertices whose edges are randomly assigned in such a way that
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vertices of the same community are preferentially attached (Wang and Wong, 1987; Snijders and
Nowicki, 1997). One then estimates the community labels of each vertex by maximizing the likeli-
hood under P. Traditionally, the stochastic block model characterizes disjoint community structure;
however, recent development has lead to more nuanced models include latent variable models (Hoff
et al., 2002; Handcock et al., 2007) and mixed membership models for overlapping community
structure (Airoldi et al., 2008; Ball et al., 2011). Recently, there has been significant progress in
the development of fast and efficient algorithms for fitting stochastic block models. Decelle et al.
(2011b) describes an algorithm that estimates block structure of a degree-corrected block model in
time linear in the number of vertices. Their algorithm is based on a powerful heuristic of belief
propagation from statistical physics. A sublinear algorithm based on the pseudo-likelihood of the
sparse block model is described in Amini, Chen, Bickel, Levina et al. (2013), wherein block labels
are shown to be consistent in the size of the network. Finally, recent nonparametric representa-
tions of the blockmodel through dense graph limits, or graphons, (Airoldi et al., 2013) and network
histograms (Olhede and Wolfe, 2013) provide promising new directions for the understanding and
estimation of block models.
Community extraction techniques provide another subclass of detection methods. Community
extraction is the iterative search for densely connected communities, which are identified one at
a time. Extraction has been recently explored in undirected networks by Zhao et al. (2011),
Lancichinetti et al. (2011), and Wilson et al. (2014). Rather than search for an optimal partition or
cover, these extraction methods seek the strongest connected community sequentially. Extraction
methods do not force all vertices to be placed in a community and thereby are flexible to loosely
connected background vertices. Extraction techniques are particularly well-suited for networks in
which there belong many non-preferentially attached vertices. Our developed methodology, ESSC
and Multilayer Extraction, both belong to this class of community detection techniques.
There are two general approaches used to assess the statistical significance of communities in
networks. The first approach, like ESSC, builds upon statistical principles based on features of the
observed network itself. The second approach is permutation-based in that the significance of com-
munity structure is determined based on the results of a prescribed method on many bootstrapped
samples of the observed network (Clauset et al., 2008; Rosvall and Bergstrom, 2010). Many the-
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oretical questions remain open for these types of methods including convergence of bootstrapped
samples of networks.
2.2 Multilayer Networks
While there is a large and growing literature of community detection methods devoted to a single
network, the development of community detection methodology in multilayer networks is still in
its infancy. Here, we describe the general approaches used to identify community structure in
multilayer networks. Throughout, suppose that we observe a multilayer network G(m,n) with n
nodes andm layers. Multilayer network models have been applied to a variety of problems, including
modeling and analysis of air transportation routes (Cardillo et al., 2013), studying individuals with
multiple sociometric relations (Fienberg et al., 1980, 1985), and analyzing relationships between
social interactions and economic exchange (Ferriani et al., 2013). Kivela¨ et al. (2014) and Boccaletti
et al. (2014) provide two recent reviews of multilayer networks, as well as a survey of open research
questions. Below, we give an overview of the literature on community detection methods for
multilayer networks.
Holland et al. (1983) first proposed a multigraph version of the stochastic block model, which
is a generative model for multilayer networks that enforces preferential attachment among vertices
of the same community. Recently, Paul and Chen (2015) introduced a multilayer stochastic block
model. This model is a multilayer generalization of the well-known stochastic block model (SBM)
(Wang and Wong, 1987; Snijders and Nowicki, 1997), which is a popular likelihood-based detection
method for single-layer networks. Multigraph stochastic block models have recently been used for
the theoretical analysis of multilayer community detection algorithms (Han et al., 2014). Like the
single-layer SBM, multilayer block models can be used to identify community structure in multilayer
networks via likelihood maximization.
One popular approach to multilayer community detection is to aggregate the layers of G(m,n)
into a single weighted network (e.g., by assigning to each edge a weight equal to the number of layers
where it appears), and then apply single layer community detection methods to identify structure
in the aggregate network. Aggregate methods of this sort have been used for data analysis in
Berlingerio et al. (2011); De Domenico et al. (2013), and Rocklin and Pinar (2013). Aggregate
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methods identify a family of communities (V1, [m]), . . . , (Vk, [m]) where V1, . . . , Vk form a partition
or cover of the vertex set [n], and each community contains all layers. When the layers of G(m,n) all
have the same, or very similar, community structure, aggregate approaches borrow strength across
layers, and tend to perform well. However, aggregate methods do not discriminate between layers
and therefore are likely to provide misleading results when the layers of G(m,n) have heterogenous
community structure.
Another approach to multilayer community detection is to apply a single network detection
method to each layer of the observed network. Layer-by-layer methods have recently been used
in Barigozzi et al. (2011), and Berlingerio et al. (2013). In these applications, each layer was
treated independently with no regard to other layers. In principle, one could combine the resulting
communities using some frequent pattern matching or consensus clustering approach; however, to
the best of our knowledge this has not been done in practice.
Mucha et al. (2010) extended the notion of modularity to multilayer networks. Multilayer
modularity utilizes a null random graph model to assess the quality of a partition of the observed
graph. De Domenico et al. (2014) generalized the map equation, which measures the description
length of a random walk on a partition of vertices, to multiplex networks. Approximate optimization
of either multilayer modularity or the multiplex map equation can be carried out by applying single
network algorithms to a hyper-graph formed by concatenating the layers of an observed graph. The
resulting communities of such an optimization form a partition of [n]× [m].
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CHAPTER 3: TESTING BASED EXTRACTION1
3.1 Introduction
We begin by investigating the community structure of undirected networks. In this regime, edges are
symmetric in the sense that the relationship between any two linked vertices is mutual. In this chap-
ter, we propose and study a testing based community detection algorithm for undirected networks,
called Extraction of Statistically Significant Communities (ESSC), that is capable of identifying
overlapping community structure, and can distinguish non-preferentially attached background ver-
tices from significant communities. The core of the algorithm is an iterative search procedure that
identifies statistically stable communities. In particular, the search procedure uses tail probabili-
ties derived from a stochastic configuration model based on the observed network in order to assess
the strength of the connection between a single vertex and a candidate community. Updating of
the candidate community is carried out using ideas from multiple testing and false discovery rate
control.
The only free parameter in the ESSC algorithm is a false discovery rate threshold that is used
in the update step of the iterative search procedure. The number of detected communities, their
overlap (if any), and the size of the background are handled automatically, without user input. In
practice, the output of ESSC is not overly sensitive to the threshold parameter; see Section 3.7.3
for more details.
3.1.1 Notation
For ease of discussion throughout the remainder of this chapter, we first introduce some notation.
Let G = (V,E) be an undirected graph with vertex set V = [n] = {1, . . . , n} and edge set E
containing all (unordered) pairs {i, j} such that there is an edge between vertices i and j in G. Let
1Much of this chapter is reproduced from the published manuscript ”A testing based extraction algorithm for iden-
tifying significant communities in networks” by Wilson, et al. 2014 in the Annals of Applied Statistics vol. 8 no. 3
p. 1853-1891.
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d(u) denote the degree of a vertex u, and let d = {d(1), . . . , d(n)} denote the degree sequence of
G. Let B ⊂ [n] denote a subset of vertices in G. Indices on B are simply used for specification
throughout. We will use Go to denote an observed graph and Ĝ for a random graph on the vertex
set [n].
3.1.2 Organization of the Chapter
Section 3.2 is devoted to a detailed description of our proposed algorithm for extraction of sta-
tistically significant communities (ESSC), including motivation and a description of the reference
distribution generated from the configuration model.
In Section 3.4 we apply the ESSC algorithm to four real world networks. These results provide
compelling evidence that ESSC performs well in practice, is competitive with (and in some cases
arguably superior to) several leading community detection methods, and is effective in capturing
background vertices. In Section 3.5 we propose a test bed of benchmark networks for assessing
the performance of detection methods specifically on networks with background vertices. To the
best of our knowledge, this is the first set of benchmarks proposed for networks of this type. We
show that ESSC outperforms existing methods on these background benchmarks. We also show
that ESSC performs competetively on standard (non-background) benchmark networks with both
non-overlapping and overlapping community structures. We end with a discussion of our work and
avenues for future research.
3.2 The ESSC Algorithm
3.2.1 Conditional Configuration Model
Let Go be an observed, undirected network having n vertices. Though many networks of interest
will be simple, Go may contain self-loops or multiple edges. Assume without loss of generality that
Go has vertex set V = [n] = {1, 2, . . . , n}. The edge multiset Eo of Go contains all (unordered)
pairs {i, j} such that i, j ∈ [n] and there is an link between vertices i and j in Go, with repetitions
for multiple edges. Let do(u) denote the degree of a vertex u, that is, the number of edges incident
on u, and let do = {do(1), . . . , do(n)} denote the degree sequence of Go.
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The starting point for our analysis is a stochastic network model that is derived from the degree
sequence do of Go, specifically, the configuration model associated with do, which we denote by
CM(do) (Bender and Canfield (1978), Bolloba´s and Universitet (1979), Molloy and Reed (1995)).
The configuration model CM(do) is a probability measure on the family of multigraphs with vertex
set [n] and degree sequence do that reflects, within the constraints of the degree sequence, a random
assignment of edges between vertices.
The configuration model CM(do) has a simple generative form. Initially, each vertex u ∈ [n] is
assigned do(u) “stubs”, which act as half-edges. At the next stage, two stubs are chosen uniformly
at random and connected to form an edge; this procedure is repeated independently until all stubs
have been connected. Let Ĝ = ([n], Ê) denote the random network generated by this procedure.
Note that Ĝ may contain self loops and multiple edges between vertices, even if the given network
G is simple.
The configuration model CM(do) is capable of capturing and preserving strongly heterogeneous
degree distributions often encountered in real network data sets. Importantly, all edge probabilities
in the configuration null model are determined solely by the degree sequence do of an observed
graph. As a result, fitting a configuration model does not rely on simulation; rather, estimation
only requires the degree sequence of a single observed graph.
Under the configuration model CM(do) there are no preferential connections between vertices,
beyond what is dictated by their degrees. As such, CM(do) provides a reference measure against
which we may assess the statistical significance of the connections between two sets of vertices in
the observed network Go: the more the observed number of cross-edges deviates from the expected
number under the model, the greater the significance of the connection between the vertex sets.
Let the observed network Go and the random network Ĝ be as above. Given a vertex u ∈ [n] and
vertex set B ⊆ [n] let
do(u : B) =
∑
v∈B
∑
e∈Eo
I(e = {u, v})
denote the number of edges between u and some vertex in B in Go. Define d̂(u : B) as the
corresponding number of edges in Ĝ. Note that d̂(u : B) is a random variable taking values in the
set {0, 1, . . . , do(u)}, and that do(u : B) = d̂(u : B) = do(u) when B = [n] is the full vertex set. We
now state a theorem describing asymptotics for the random variable d̂(u : B) in the configuration
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model which will form the basis of the algorithm. Recall that the total variation distance between
two probability mass functions p := {p(i)}i>0 and q := {q(i)}i>0 on the space of natural numbers
N is defined by
DTV (p,q) :=
1
2
∞∑
i=0
|p(i)− q(i)|
Theorem 3.1. Let {do,n}n>1 be the degree sequences of an observed sequence of graphs {Gno}n>1
where Gno is a graph with vertex set [n] and edge set Eo,n. Let {Ĝn}n>1 be the corresponding
random graphs on [n] constructed via the configuration model. Let Fn be the empirical distribution
of do,n. Assume that there exists a cumulative distribution function F on [0,∞) with 0 < µ :=∫
R+ x dF (x) <∞ such that
Fn
w−→ F (3.1)
and ∫
R+
x dFn(x) → µ (3.2)
Fix k > 1. For each n > 1, let u = un ∈ [n] be a vertex with degree do,n(u) = k and let
B = B(n) ⊆ [n] be a set of vertices. Then the random variable d̂n(u : B) is approximately
Binomial(k, pn(B)) in the sense that
DTV (d̂n(u : B),Bin(k, pn(B)))→ 0,
as n→∞. Here
pn(B) =
∑
v∈B
do,n(v)∑
w∈[n]
do,n(w)
=
1
2|Eo,n|
∑
v∈B
do,n(v), (3.3)
where |Eo,n| is the total number of edges in the graph.
Proof. Equation (3.2) implies that for the number of edges Eo,n one has
∫
R
xdFn(x) =
∞∑
k=0
k
Nk(n)
n
= 2
|Eo,n|
n
∼ µ
where Nk(n) is the number of vertices of degree k. Thus |Eo,n| ∼ nµ/2.
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Now to understand the distribution of d̂n(u : B), namely the number of connections of vertex
u to the subset B in CM(do,n), we use the fact that for constructing the configuration model, one
can start at any vertex and start sequentially attaching the half-edges of that vertex at random
to available half edges. We start with the fixed vertex u and decide the half edges paired to the
do,n(u) := k half edges of vertex u. Write A1 for the event that the first half-edge of vertex v
connects to the set B and write r1(B) for the probability of this event. Then,
r1(B) =
∑
v∈B do,n(v)
[
∑
v∈[n] do,n(v)]− 1
=
∑
v∈B do,n(v)
2|Eo,n| − 1 (3.4)
Now if each half-stub is sampled with replacement from the stubs corresponding to set B then
d̂n(u : B) would exactly correspond to a Binomial distribution. The main issue to understand is
the effect of sampling without replacement from the half-stubs of B, namely once a half-stub of B
is used by u, it cannot be reused. In general for 1 6 i 6 k, let Ai denote the event that half-edge
i connects to the set B and write ri(B) for the conditional probability of Ai conditional on the
outcomes of the first i− 1 choices. For i = 2, we claim that uniformly on all outcomes for the first
edge, this conditional probability can be bounded as
[
∑
v∈B do,n(v)]− 1
2|Eo,n| − 2 6 r2(B) 6
∑
v∈B do,n(v)
2|Eo,n| − 2 (3.5)
The lower bound arises if the first half edge of v connected to a half edge of B while the upper
bound arises if the first half edge does not connect to a half edge emanating from B. Arguing
analogously for 1 6 i 6 k we find that the conditional probability ri(B) that the i-th half-edge of
vertex v connects to B is bounded (uniformly on all choices of the first i− 1 edges) as
[
∑
v∈B do,n(v)]− (i− 1)
2|Eo,n| − i 6 ri(B) 6
∑
v∈B do,n(v)
2|Eo,n| − i (3.6)
Recall that pn(B) =
∑
v∈B do,n(v)/2|Eo,n|. Since |Eo,n| ∼ nµ/2 Using (3.6) we have
sup
16i6k
|ri(B)− pn(B)| 6 3 k
2|Eo,n| +O
((
k
2|Eo,n|
)2)
→ 0 (3.7)
as n→∞.
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Now note that the random variable of interest d̂n(u : B) can be expressed as
d̂n(u : B) =
k∑
i=1
1 {Ai}
Equation (3.7) implies that
DTV (d̂n(u : B),Bin(k, pn(B)))→ 0, as n→∞.
as desired.

In light of the fact that the configuration model CM(do) does not contain preferential connec-
tions between vertices, the probabilities
p(u : B) = P (d̂(u : B) > do(u : B)) (3.8)
can be used to assess the strength of connection between a vertex u and a set of vertices B ⊆ [n].
In particular, small values of p(u : B) indicate that there are more edges between u and B than
expected under the configuration model.
If we regard do(u : B) as the observed value of a test statistic that is distributed as d̂(u : B)
under the null model CM(do), then p(u : B) has the form of a p-value for testing the hypothesis
that u is not strongly associated with B.
This testing interpretation of p(u : B) plays a role in the iterative search procedure that
underlies the ESSC method (see below). However, we note that the testing point of view is informal,
as the null model CM(do) itself depends on the observed network Go through its degree distribution.
In general, the exact value of the probability p(u : B) in (3.8) may be difficult to obtain. In
practice, the ESSC procedure approximates p(u : B) by P (XB > do(u : B)), where XB has a
Binomial(d(u), p(B)) distribution appealing to the result of Theorem 3.1.
3.2.2 Description of the ESSC Algorithm
The core of the ESSC algorithm is an iterative deterministic procedure (Community-Search)
that searches for robust, statistically significant communities. Beginning with an initial set B0 of
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vertices that acts as a seed, the procedure successively refines and updates B0 using (the binomial
approximation of) the probabilities (3.8) until it reaches a fixed point, that is, a vertex set that is
unchanged under updating. The final vertex set identified by the search procedure is a detected
community.
The Community-Search procedure is applied repeatedly across all vertex neighborhoods
in an observed graph. The resulting collection C of detected communities (omitting repetitions)
constitutes the output of the algorithm. The seed set B0 for the initial run of the search procedure
is a vertex and all of the vertices adjacent to it.
To simplify what follows, let C1, . . . , CK be the distinct detected communities of Go in C. The
background of Go is defined to be the set of vertices that do not belong to any detected communities:
C∗ = Background(Go : C) = [n] \
K⋃
k=1
Ck. (3.9)
In principle, the number K of detected communities can range from zero to n. Importantly, K is
not fixed in advanced, but is adaptively determined by the ESSC algorithm. The identification of
detected communities by the Community-Search procedure allows communities to overlap. As
with the number of discovered communities, K, the presence and extent of overlap is automatic;
no prior specification of overlap specific parameters are required.
The updates of the Community-Search procedure bear further discussion. Consider an ideal
setting in which, for each vertex u and vertex set B we can determine, in an unambiguous way,
whether or not u is strongly connected to B in Go. Informally, a set of vertices B is a community
if the vertices u ∈ B have a strong connection with vertices in B, while the vertices u ∈ Bc do not.
Equivalently, B is a community if and only if it is a fixed point of the update rule
S(A) = {u ∈ [n] such that u is strongly connected with A}
that identifies the vertices having a strong connection with a set of vertices A ⊆ [n]. Formally, we
may regard S() as a map from the power set of [n] to itself. A vertex set B is a fixed point of S()
if S(B) = B. In order to find a fixed point of the update rule S(), we apply the rule repeatedly,
starting from a seed set of vertices B0, until a fixed point is obtained. The eventual termination
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(and success) of this simple procedure is assured, as the power set of [n] is finite. By the exhaustive
or selective considering of appropriate seed sets we can effectively explore the space of fixed points
of S(), and thereby identify communities in Go.
In practice, we make use of the probabilities {p(u : B) : u ∈ [n]} to measure the strength of the
connection between u ∈ [n] and B relative to the reference distribution CM(d). In particular, we
regard p(u : B) informally as a p-value for testing the null hypothesis HBu that u is not preferentially
connected to B. Then the task of identifying the vertices u preferentially connected to B amounts
to rejecting a subset of the hypotheses {HBu : u ∈ [n]}. This is accomplished in steps 4 and 5
of the Community-Search procedure, where we make use of an adaptive method of Benjamini
and Hochberg (Benjamini and Hochberg, 1995) to reject a subset of the hypotheses. The rejection
method ensures that the expected number of falsely rejected hypotheses divided by the total number
of rejected hypotheses (the so-called false discovery rate) is at most α (Benjamini and Hochberg,
1995). A default false discovery rate threshold α of 5% is common in many applications, and we
adopt this value here. Pseudo-code for the Community-Search procedure and ESSC algorithm
is shown below.
Community-Search Procedure
Given: Graph Go = ([n], Eo); significance level α ∈ (0, 1).
Input: Seed set B0 ⊆ [n].
Initialize: t := −1, B−1 = ∅.
Loop (Update): Until Bt+1 = Bt
1. t := t+1
2. Compute p(u : Bt) for each u ∈ [n].
3. Order the n vertices of Go so that p(u1 : Bt) 6 · · · 6 p(un : Bt).
4. Let k > 0 be the largest integer such that p(uk : B) 6 (k/n)α.
5. Update Bt+1 := {u1, . . . , uk}.
Return: Fixed point community Bt
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ESSC Algorithm
Input: Graph Go = ([n], Eo); significance level α ∈ (0, 1).
Initialize: V = [n], C := ∅.
Loop through all vertices u ∈ V :
Define seed set B0 := {u} ∪ {v ∈ [n] : {u, v} ∈ Eo}
Obtain community C := Community-Search(B0).
If C 6= ∅ and C 6⊂ C then
Update C := C ∪ {C}.
Repeat Loop
Return: Family C of unique detected communities.
3.3 Competing Methods
Here we describe the set of community detection methods that we use for validation and comparison
with ESSC. We implement a variety of established detection methods all of which have publicly
available code. We note that we do not compare ESSC with the recently developed fast block
model algorithms from Decelle et al. (2011b), Airoldi et al. (2013) and Krzakala et al. (2013); such
comparisons would be interesting for future work. The parameter settings for each algorithm are
described in Section 3.8.
GenLouvain: The GenLouvain method of Jutla et al. (2011–2012) is a modularity-based method
that employs an agglomerative optimization algorithm to search for the partition that maxi-
mizes modularity. The algorithm is composed of two stages that are repeated iteratively until
a local optimum is reached. In the first, each vertex is assigned to its own distinct commu-
nity. Then for each vertex u (of community Bu), the neighbors of u are sequentially added to
Bu if the addition results in a positive change in modularity. This procedure is repeated for
all vertices in the network until no positive change in modularity is possible. In the second
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stage of the algorithm, the communities found in the first stage are treated as the new vertex
set and passed back to the first stage of the algorithm where two communities are treated as
neighboring if they share at least one edge between them. Throughout the remainder of this
chapter, we specify Ĝnull as the configuration model so that GenLouvain is set to optimize the
Newman-Girvan modularity (Newman and Girvan, 2004). As a result, the Louvain methods
of Blondel et al. (2008) and GenLouvain can be used interchangeably (notably, however, the
GenLouvain code does not exploit all possible efficiencies for this null model).
Infomap: The Infomap method of Rosvall and Bergstrom (2008) is a flow based method that
seeks the partition that optimally compresses the information of a random walk through the
network. In particular, the optimal partition minimizes the quality function known as the Map
Equation (Rosvall et al., 2009) which measures the description length of the random walk. The
method employs the same greedy search algorithm as Louvain (Blondel et al., 2008), refining
the results through simulated annealing.
Spectral: Given a prespecified integer k, the Spectral method of Ng et al. (2002) seeks the
partition that best separates the k smallest eigenvectors of the graph Laplacian. Specifically,
the k smallest eigenvectors of the graph Laplacian are stacked to form the n × k eigenvector
matrix X and k-means clustering is applied to the normalized rows of X. Vertices are then
assigned to communities according to the results of k-means. We note that there are proposed
heuristics for choosing k. For example, the algorithm in Krzakala et al. (2013) does not require
one to specify the number of communities in advance and uses the number of real eigenvalues
outside a certain disk in the complex plane as a starting estimate. Throughout the manuscript,
however, we choose k based on characteristics of the data investigated.
ZLZ: The method of Zhao et al. (2011), which we informally call ZLZ, is an extraction method
that searches for communities one at a time based on a local graph-theoretic criterion. In each
extraction, ZLZ employs the Tabu search algorithm (Glover, 1989) to find the community B
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that maximizes the difference of within-community edge density and outer edge density:
|B||Bc|
∑
i,j∈[n]
(
Ai,jI(i ∈ B, j ∈ B)
|B|2 −
Ai,jI(i ∈ B, j ∈ Bc)
|B||Bc|
)
(3.10)
where |B| denotes the number of vertices in B and Ai,j is the i,jth entry of the adjacency
matrix associated with the observed graph. Once a community is extracted, the vertices of the
community are removed from the network and the procedure is repeated until a pre-specified
number of disjoint communities is found. By following a similar technique described in Bickel
and Chen (2009), the authors show that under a degree-corrected block model, the estimated
labels resulting from maximizing (3.10) are consistent as the size of the network tends to infinity
(see Zhao et al. (2012) for more details).
OSLOM: The OSLOM method (Lancichinetti et al., 2011) is an inferential extraction method
that compares the local connectivity of a community with what is expected under the configu-
ration model. Given a fixed collection of vertices B, the method first calculates the probability
of all external vertices having at least as many edges as it has shared with the collection. These
probabilities are then resampled from the observed distribution. The order statistics of the
resampled probabilities are used to decide which vertices should be added to B; a vertex is
added whenever the cumulative distribution function of its order statistic falls below a preset
threshold α. Vertices are iteratively added and taken away from B in a stepwise fashion accord-
ing to the above procedure. This extraction procedure is run across a random set of initializing
communities and the final set of communities are pruned based on a pairwise comparison of
overlap.
There are a few similarities between ESSC and these described competing methods. For instance
OSLOM and GenLouvain both specify the configuration model as a reference network model to
which candidate communities are compared. Both ZLZ and OSLOM are extraction methods,
like ESSC, that do not require all vertices to belong to a community. The ESSC method uses the
parametric distribution that approximates local connectivity of vertices and a candidate community.
Since the configuration model can be estimated using only the observed graph, the probabilities in
(3.3) have a closed form which can be computed analytically. On the other hand, OSLOM relies
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upon a bootstrapped sample of networks for determining the significance of a community. Whereas
both OSLOM and ESSC are based on inferential statistical techniques, Infomap, Spectral, ZLZ,
and GenLouvain use network summaries directly. Unlike several of these mentioned methods, ESSC
requires no specification of the number of communities and only relies upon one parameter which
guides the false discovery rate. We summarize the features of ESSC and these competing methods
in Table 3.1.
Community Structure Free Parameters
Method Disjoint Overlapping Background k α N γ
ESSC X X X X
OSLOM X X X X X
ZLZ X X X X
GenLouvain X X
Infomap X X X
Spectral X X X
Table 3.1: A summary of the detection methods we consider in our simulation and application
study. From left to right, we list the type of community structure that each method can handle,
and the parameters required as input for each algorithm. Listed free parameters include: k, the
number of communities; α, the significance level; N , the number of iterations; and γ, a resolution
parameter.
3.4 Real Network Analysis
Existing community detection methods differ widely in their underlying criteria, as well as the
algorithms they use to identify communities that satisfy these criteria. As such, we assess the
performance of ESSC by comparing it with several existing methods - OSLOM, ZLZ, GenLouvain,
Infomap, Spectral and k-means - on both a collection of real world networks as well as an extensive
collection of simulation benchmarks.
We first applied ESSC to four real networks of various size and density: the Caltech Facebook
network (Traud et al., 2011), the political blog network (Adamic and Glance, 2005), the personal
Facebook network of the first author, and the Enron email network (Leskovec et al., 2009). We
summarize the networks in our application study in Table 3.2
On the first two networks, we compare quantitative features of the communities of each method
including size, number of communities, extent of overlap, and extent of background. Moreover, we
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evaluate the ability of each method to capture specific features of these two complex networks
through a formal classification study. All methods were run on a 4 GB RAM, 2.8 GHz dual
processor personal computer.
Network Number of Vertices Number of Edges
Caltech 762 16651
Political Blog 1222 16714
Personal Facebook 561 8375
Enron Email 36691 293307
Table 3.2: Summary statistics of the four networks that we analyze.
3.4.1 Caltech Facebook Network
The Caltech Facebook network of Traud et al. (2011) represents the friendship relations of a group
of undergraduate students at the California Institute of Technology on a single day in September,
2005. An edge is present between two individuals if they are friends on Facebook. In addition
to friendship relations, several demographic features are available for each student, including
dormitory residence, college major, year of entry, high school, and gender. A summary of these
features is given in Table 3.3. This data set provides a natural benchmark for community detection
methods due to the possible association of community structure with one or more demographic
features. Previous studies have found that this network displays community structure closely
matching the dormitory residence of the individuals (Traud et al., 2011).
Feature k pm m M
Dormitory 8 0.2205 44 98
Year 15 0.1457 1 173
Major 30 0.0984 1 88
High School 498 0.1693 1 3
Gender 2 0.0827 227 472
Table 3.3: A summary of the features associated with the individuals in the Caltech Facebook
network. From left to right, k is the number of unique categories, pm is the proportion of missing
data, m is the minimum size of any unique category, and M is the maximum size of any unique
category.
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3.4.1.1 Quantitative Comparison
We first compare the communities detected by each method based on quantitative summaries of
the communities themselves: the number and size of the communities; the overlap present; and the
number of background vertices found. A summary of the findings is given in Table 3.4. ESSC took
1.584 seconds to run on this network.
Method NC S σ̂S M Dsig DB PB Ê
ESSC 7 78.57 16.03 1.034 55.75 15.81 0.3018 0.0925
OSLOM 18 86.78 63.25 1.085 50.30 6.18 0.1496 0.2011
ZLZ* 7 62.14 41.97 1 64.08 16.60 0.4291 0.5346
ZLZ* 8 58 40.58 – 62.44 14.53 0.3911 0.5323
GenLouvain 8 95.25 35.75 – 43.70 NA NA 0.2576
Infomap 18 42.33 46.23 – – – – 0.8132
Spectral* 7 108.86 72.77 – – – – 0.4865
Spectral* 8 95.25 61.52 – – – – 0.4512
k-means* 7 108.86 126.51 – – – – 0.4242
k-means* 8 95.25 118.35 – – – – 0.4327
Table 3.4: A summary of the detection methods run on the Caltech Facebook network. From left
to right, NC is the number of communities detected, S is the average size of the communities, σ̂S
is the standard deviation of the community size, M is the average number of communities to which
non-background vertices belong, Dsig is the average degree of the vertices in a community, DB is
the average degree of the background vertices, PB is the proportion of background vertices and Ê
is the mean classification error associated with the dormitory feature of the individuals. *Methods
were set to find 7 and 8 communities, based on the number of communities detected by ESSC and
GenLouvain. – : represents repeated values.
We note that the ZLZ, k-means, and Spectral methods require prior specification of the num-
ber of discovered communities. Based on the ESSC and GenLouvain results, we ran each of these
methods with seven and eight detected communities. We show the size distributions of the detected
communities for each method in Figure 3.1, and find that the size distribution is broadly similar
across the ESSC, ZLZ, Genlouvain, and Spectral methods. Infomap found many (NC=18) small
communities including several communities of size three or fewer. At both k = 7 and 8, k-means
found one large community as well as many small similarly sized communities. Interestingly, Gen-
Louvain also produced an eighth community of size twenty-one, all of whose vertices were part of
the background vertex set determined by ESSC. No method found significant overlap among the
detected communities. The average number of communities to which each vertex belonged ranged
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Figure 3.1: The size distributions of communities from each detection method when run on the
Caltech network.
from 1 to 1.085. Each of the methods capable of detecting background (ESSC, OSLOM, and
ZLZ) designated more than 15% of the total network as background, and vertices contained within
communities had average degree nearly three times that of background vertices. This suggests, as
expected, that the background vertices are less connected to other vertices in the network.
3.4.1.2 Community Features
One motivation for community detection methods is their ability to find communities of vertices that
represent interesting, but possibly unavailable, features of the system under study. Here, we explore
the ability of each method to capture the demographic features of the Caltech network. To do this,
we measure the extent to which the demographic features “cluster” within communities. Typical
pair counting measures do not work well here, as the detected communities may overlap, and may
not cover the entire network. Also, pair counting measures treat the features as a “ground truth”
partition of the network, whereas, the true structure of a network is often more complex (Yang
and Leskovec, 2012a; Lee and Cunningham, 2013). As an alternative, we address the connection
between communities and features through the problem of classification (Shabalin et al., 2009;
Friedman et al., 2001): for each vertex, we treat its community identification as a predictor and its
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demographic features as a discrete response that we wish to predict. We describe our approach in
more detail.
Suppose that a detection method divides the vertices of the network into K communities plus
background. Then the n×K matrix X = [xi,j ] defined by
xi,j =

1 if vertex i belongs to community j
0 otherwise
represents the detected community structure of the network. For a given demographic feature α
taking L values, let yαi ∈ [L] be the value of α in sample i. We ignore samples for which the value
of feature α is not available. Treating the i’th row of the matrix X as a K-variate predictor for
yαi , we use the Adaboost classification method (Freund and Schapire, 1995) with tree classifiers to
construct a prediction rule φ : {0, 1}K → [L].
To evaluate each method, we first randomly divide the n samples into ten equally-sized sub-
groups. Then by setting aside one subgroups as a test set, we train the classifier on the remaining
subgroups and predict the features of the test set. By subsequently treating each subgroup as a
test set in this way, we calculate the misclassification error associated with each test. We report the
average misclassification error Ê for each method as a means of comparison and report the results
in Table 3.4. The distribution of errors are shown in Figure 3.2. Values of Ê near zero suggest
that the detected community structure captures the clustering of the selected feature. We consider
the dormitory residence of the network as this feature has been shown to be most representative of
the community structure in past studies (Traud et al., 2012). From Figure 3.2, we see that ESSC
has the lowest misclassification error among competing methods in this classification study. These
results suggest that the detected communities of ESSC best match the dormitory residence of the
Caltech network.
3.4.2 Political Blog Network
The political blog network of Adamic and Glance (2005) represents the hyperlink structure of 1222
political blogs in 2005 near the time of the 2004 U.S election. Undirected edges connect two blogs
that have at least one hyperlink between them. The blogs were pre-classified according to political
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Figure 3.2: The misclassification error of each method based on the ten-fold classification study
performed on the Caltech network. The community containment of each individual was used to
classify his/her dormitory residence. For each test, an Adaboost classifier was used for comparison.
affiliation by the authors in Adamic and Glance (2005). These authors, as well as those of Newman
(2006b), observed that blogs of a similar political affiliation tend to link to one another much more
often than to blogs of the opposite affiliation.
Method NC S σ̂S M Dsig DB PB Ê
ESSC 2 448.50 75.66 1 36.322 2.577 0.2651 0.0201
OSLOM 11 87.58 79.48 1.110 33.749 5.342 0.225 0.0306
ZLZ** 10 60.00 37.69 1 35.50 2.50 .506 0.1341
GenLouvain 2 611.00 72.12 – 27.36 NA 0 0.0475
Infomap 36 33.94 125.74 – – – – 0.0532
Spectral* 2 611.00 858.43 – – – – 0.3821
k-means* 2 611.00 613.77 – – – – 0.2856
Table 3.5: A summary of the detection methods run on the Political blog network. The statistics
shown here are the same as those in Table 3.4. *We set k to 2 to match the results of GenLouvain
and ESSC. **We chose k as 10 so that at least 50 percent of the vertices were placed in a community.
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3.4.2.1 Quantitative Comparison:
We first compare the communities detected by each method based on their quantitative character-
istics. The results are summarized in Table 3.5. ESSC took 2.012 seconds to run on this network.
Both the ESSC algorithm and GenLouvain found two large communities of similar size. In-
terestingly, Infomap found thirty-six communities, thirty-four of which contained fewer than 25
vertices. Roughly 95% of the vertices in these smaller communities of Infomap were contained in
the background vertices of ESSC. Neither ESSC nor OSLOM found significant overlap among the
communities, reflecting the tendency of the political bloggers to communicate with like-minded
individuals: as noted by the authors of Adamic and Glance (2005), “divided they blog”.
ESSC, OSLOM, and ZLZ each assigned over twenty percent of the vertices to background. The
pairwise Jaccard score of these background sets is greater than 0.67 in each case. The background
vertices of all three extraction methods had mean degree six times smaller than vertices within
communities, suggesting the presence of sparsely connected background vertices in this network.
3.4.2.2 Political Affiliation:
We now evaluate the extent to which the political affiliation of the blogs “cluster” by conducting the
same classification study detailed in Section 3.4.1.2. We report the mean proportion of misclassified
labels Ê in Table 3.5. ESSC, OSLOM, Genlouvain, and Infomap all maintained classification errors
below 10% suggesting that political affiliation is captured by the network’s community structure
quite well. ESSC had the lowest misclassification error in this study keeping an error below 4%
across all tests. We look deeper into the strength of connection of the background vertices to
the true political affiliations. Interestingly, these vertices were still preferentially attached to their
true affiliation; however, their associated p-values were typically greater than 0.10 indicating weak
affiliation.
3.4.3 Personal Facebook Network
The personal Facebook network gives friendship structure of the first author’s friends on Facebook.
In addition, each individual is labeled according to the time period during which he or she met the
first author. This network is shown, colored by label, in Figure 3.3.
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Figure 3.3: A visualization of my personal facebook network. Nodes represent friends of mine on
Facebook and edges between nodes represent mutual friendships. Nodes are colored according to
the location where I first met each individual.
The understanding of human social interactions has been improved through the analysis of
large available social networks like Facebook (Lee and Cunningham, 2013; Traud et al., 2011,
2012). Typically, these networks capture the social activity of individuals of a single location. For
example, the Facebook network analyzed in Section 3.4.1 reflects the friendships of individuals
specifically from the California Institute of Technology. The personal Facebook network provides
one view of how individuals from different schools and locations interact given that they all have
one friend in common.
We ran ESSC on the network (running time about 1 second) and found 7 communities with
sizes varying from 10 to 157, see Table 3.6. Approximately 18% of the nodes in the network
were distinguished as background. The mean degree of the vertices belonging to a community
(Dsig ≈ 33) was about seven times that of the background (DB ≈ 5). Of the vertices that were
contained in a community, the average membership was very close to 1, suggesting little overlap
between communities.
To understand how the location feature of the individuals cluster, we investigate the
composition of each label according to detected community. The individuals from locations
A, B, C, D and G all tend to cluster according to the detected communities. For instance,
79% of the individuals from location A were contained in community 5. Similarly, 60% or
more of the individuals from locations B, C, D and G also belong to a single community in
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each case. Groups A, B, C and D represent the schools that the author attended from high
school to final graduate school and make up nearly 81% of the total network. Groups E and
F are not captured well by the communities; however, this is expected due to the small size
of these locations (n = 3 in both cases). Finally, the most highly represented group among
the background distinguished by ESSC were acquaintances - individuals met through other
friends, events, or conferences. These results suggest that friendships in this network cluster based
on location and that the acquaintances of the author are not well connected to his remaining friends.
True Features ESSC Results
Label Size Community Size
Aquaintance 80 1 43
A 62 2 107
B 94 3 75
C 150 4 157
D 147 5 53
E 3 6 26
F 3 7 10
G 22 Background 101 (18.0 %)
Table 3.6: Features of the Personal Facebook Network as well as the results of ESSC. On the left,
we list the labels of the individuals according to location, and the size of each group. On the right,
we list the detected communities and background as well as their corresponding size.
3.4.4 Enron Email Network
The Enron email network from Leskovec et al. (2009) is a large (36691 vertices), sparse network
in which each vertex represents a unique email address. An undirected edge connects any two
addresses if at least one email message has been sent from one address to the other. At least one
vertex of each edge corresponds to the email address of an employee of the Enron corporation. We
ran ESSC on the network with α = 0.05. ESSC took approximately 10 minutes to run on this
network.
Importantly, the network includes Enron employees as well as advertising agencies and spam
sites outside Enron. As such, we expect there to be many background vertices representing spam
and advertisement email addresses. On applying ESSC to the network, we indeed find an abundance
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of background vertices - nearly 83% (30454 vertices) of the network. The average degree of the
vertices within a community is nearly twelve times that of the background vertices. ESSC found
8 communities with average size of 1239 and standard deviation 450. The average membership of
the vertices that were contained within a community was 1.409 indicating a moderate amount of
overlap of communities.
3.5 Simulation Study
In this section we evaluate the performance of ESSC on simulated networks with three primary
types of community structure: 1) communities that partition the network; 2) communities that
overlap and cover the network; and 3) disjoint communities plus background.
Networks of the first two types have been well-studied, and there are several existing simulation
benchmarks for these structures (Girvan and Newman, 2002; Lancichinetti and Fortunato, 2009a,b).
We make use of the Lancichinetti, Fortunato, and Radicchi (LFR) benchmark from Lancichinetti
and Fortunato (2009a,b) in order to assess the performance of ESSC and other methods on networks
of the first two types. Our principal reason for using the LFR simulation benchmark is its flexibility,
as well as the fact that the power-law degree distribution it employs is representative of the degree
heterogeneity present in many real networks (Baraba´si and Albert, 1999). ESSC performs well on
these standard non-overlapping and overlapping benchmarks, and is in fact competitive with the
other detection methods in these settings. We evaluate the results on these benchmarks in Section
3.7.1.
Relatively little attention has been paid to networks with background vertices, and we are
not aware of a simulation benchmark for networks of this sort. We therefore propose a flexible
simulation benchmark for networks with background that extends the LFR benchmark, and use it
to compare ESSC with competing methods.
In the remainder of the section, we first describe the LFR benchmarks of Lancichinetti and
Fortunato (2009a,b) and then show how these benchmarks can be extended to networks with
background. We assess the performance of ESSC and other competing methods on networks with
background using our proposed benchmark.
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3.5.1 The LFR Benchmark
The LFR benchmarks of Lancichinetti and Fortunato (2009a,b) include a number of parameters
that govern the community structure of the simulated network; a list is given in Table 3.7. The
edge density of the simulated network is controlled through the size n of the network, and the
mean degree D¯. For example, sparse networks are represented by benchmarks with large n and
small D¯. The degree distribution of simulated networks follows a power law with exponent τ1.
Lower and upper limits of the degree distribution are set to maintain an average degree D¯ among
vertices in the network. The distribution of community sizes in the LFR benchmark follows a
power law with exponent τ2. The size range [s1, s2] sets lower and upper limits on the size of
communities in the network. Consider a vertex u and its community C. Then u shares a fraction
µ of its edges with vertices outside of C while the remaining 1 − µ of its edges are shared with
vertices within C. Thus, the mixing parameter µ controls the extent to which communities mix,
with communities becoming less distinguishable as µ increases. Finally, in the LFR benchmark
with overlap, the parameter ρ ∈ (0, 1) is the proportion of vertices that are contained in exactly
two communities, and therefore controls the extent of overlap. If u belongs to two communities in
the overlapping LFR benchmark, then µ represents the proportion of edges of u that fall outside
all these communities.
Parameter Description
n Size of the network
µ ∈ (0, 1) Mixing parameter: the proportion of external
community degree for each vertex
τ1 Power law exponent for degree distribution of network
τ2 Power law exponent for size distribution of communities in network
D¯ Mean degree
[s1, s2] Size range of each community: s1 = lower limit
s2 = upper limit
ρ ∈ (0, 1) Proportion of vertices contained in two communities
(used in overlapping benchmark only)
Table 3.7: Description of the free parameters available with the LFR benchmark networks.
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3.5.2 Background Benchmarks
To assess detection methods on networks with background, we propose three principled test bed
simulations: 1) a network with no communities (and, therefore all vertices are background); 2)
a network with a single embedded community; and 3) a network with disjoint communities and
background. In what follows, we first describe how to simulate each type of network and then
discuss the results for each type.
Networks with no community structure: It is important to measure the extent to which a
detection method correctly identifies the lack of community structure when none is present. We
construct such background networks by using two random network models: the Erdo˝s-Re´nyi model
of Erdo˝s and Re´nyi (1960) where all vertices are linked with equal probability, and the configuration
model of Molloy and Reed (1995) where vertices are linked according to a prescribed degree sequence
as discussed in Section 3.2.
For each of these models, we vary the size n and mean degree D¯ in order to control the edge
density of the generated network. In particular, for configuration random networks, we specify
that the degree sequence follows a power law with degree τ1 and average degree D¯.
Single Embedded Community: We consider networks that contain a single embedded community
and many background vertices. To construct such networks, we use a variant of the stochastic two
block model of Snijders and Nowicki (1997), that has a simple generative procedure. First, vertices
are placed randomly and independently in two blocks, C1 and C2, according to the probabilities pi1
and pi2 = 1 − pi1. An edge is included between a pair of distinct vertices u ∈ Ci and v ∈ Cj with
probability P (i, j), independently from pair to pair.
To construct a network of size n with a single embedded community C1 and background
C2, we generate a stochastic two block model using pi = {pi, 1 − pi} with pi ∈ (0, 1) and
P = {P (i, j) : 1 6 i, j 6 2} given by
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P = θ
κ 1
1 1
 .
Here κ > 1 controls the inner community edge probability, and θ < 1 controls the average degree
of the network. Modifying pi controls for the size of the embedded community. The parameters
θ and n can be modified to control the edge density of the network. By generating a network of
fixed size and mean degree, one can assess the sensitivity of a detection method by running the
method across a range of pi. We note that Zhao et al. (2011) used a similar benchmark network to
assess the performance of their own detection algorithm.
Disjoint Communities and Background: As a third benchmark test set, we simulate a network
with background and degree heterogeneities. To do so, we propose combining the LFR benchmark
described in Section 3.5.1 with the block structure described above. We construct this network
in two steps using the same parameters as the LFR benchmark described in Table 3.7. First,
we independently and randomly assign vertices to one of two blocks C1 and C2 according to
probabilities pi = {pi, 1− pi}. We place edges between vertices in block C1 according to the disjoint
LFR benchmark with parameters Θ = (τ1, τ2, n · pi, µ, D¯ · pi, [s1, s2]). The remaining vertices,
corresponding to C2, are connected to all vertices with equal probability P2 := D¯ (1 − pi). Thus,
our benchmark is constructed as a stochastic 2 block model described by pi and
P =
PLFR P2
P2 P2

where PLFR denotes the edge probabilities between vertices in C1 derived from the LFR random
network. The resulting network has average degree D¯. On average, a fraction pi of the vertices
exhibit community structure following the LFR disjoint benchmark, while the remaining vertices
are connected to each other, and to vertices in the first block in an Erdo˝s-Re´nyi like fashion. This
new benchmark is flexible, and can be used to assess the performance of any community detection
method for networks with background.
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3.5.3 Results
Networks with no Community Structure: We generated both Erdo˝s-Re´nyi and configuration model
random graphs with 1000 vertices, with average degree D¯ ranging from 10 to 100 in increments
of 10. The degree sequence of the vertices in the configuration network follow a power law
distribution with degree τ1 = 2. For each value of D¯, we generate 30 random graphs, with edge
probabilities determined by the value of D¯. In each of the simulations, ESSC assigned all nodes to
background, as desired.
Single Embedded Community: We generated networks of size 2000, and set κ to 10, so that the edge
probability within the single community is ten times that of the background. We selected values of
θ to generate networks with average degree D¯ of 30, 40, and 50. For each value of D¯, we generated
networks with embedded communities of size pi ∗ 2000 for pi ranging from 0.01 to 0.3.
For each set of parameters, we generated 30 network realizations and gave these as input to
ESSC, Spectral, ZLZ, and OSLOM. We set Spectral to partition the network into two communities,
and set ZLZ to extract one community, thereby giving both of the methods an advantage over the
other methods considered.
In order to measure the ability of each method to find the true single embedded commu-
nity, we used the maximum Jaccard Match score of the detected communities. In detail, we
measured the Jaccard score between each detected community and the true embedded commu-
nity and reported the maximum of these values for each simulation. Results are shown in Figure 3.4.
From Figure 3.4, we see that ESSC is able to find, with Match≈ 1, single embedded communities
even when the community is as small as 4% of the total network. As the size of embedded community
increases, the performance of each method improves eventually reaching near optimal performance.
In the case of small embedded communities (pi < 0.05), ESSC and ZLZ perform similarly with
ESSC having a slight advantage. Finally, ESSC and all other methods improve as the average
39
D¯ = 30 D¯ = 40
0 0.05 0.1 0.15 0.2 0.25 0.3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
pi
M
at
ch
 
 
0 0.05 0.1 0.15 0.2 0.25 0.3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
pi
M
at
ch
 
 
D¯ = 50
0 0.05 0.1 0.15 0.2 0.25 0.3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
pi
M
at
ch
 
 
ESSC
Spectral*
ZLZ*
OSLOM
Figure 3.4: The results for networks with a single embedded community. Shown are the first, second
and third quartile of the maximum Jaccard Match of each method over 30 realizations across values
of pi. *Spectral and ZLZ were given the true number of communities: Spectral was set to partition
the network into two communities while ZLZ was set to extract 1 community.
degree of the network increases. Across all simulations, we note that OSLOM did not find more
than two non-trivial communities.
Disjoint Communities and Background: We simulated networks of size n = 2000 with pi = 1/2,
so that half of the vertices were background, and the other half belonged to disjoint communities
generated according to the LFR benchmark. Networks were generated with average degree D¯ = 30,
40, and 50, with community sizes in the range [s1, s2] = [20, 100]. Degree distributions were
generated according to a power law with degree exponent τ1 = 2 and community size distributions
were generated according to a power law with degree exponent τ2 = 1. For each value of D¯,
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networks were generated with mixing parameter µ ranging between 0.1 and 0.8 in increments of
0.1. For each set of parameters 30 network realizations were generated and then passed as input to
ESSC, Spectral, ZLZ, OSLOM, and Infomap. As before, the Spectral and ZLZ were run using the
true number of communities. The generalized normalized mutual information (NMI) was used to
measure the concordance of the detected communities and the true communities with background
vertices treated as a single community. NMI is an information theoretic tool that can measure the
similarity between two partitions as well as between two covers of a network. For more information
on this similarity measure, refer to Lancichinetti et al. (2009). Results are shown in Figure 3.5.
D¯ = 30 D¯ = 40
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
µ
N
M
I
 
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
µ
N
M
I
 
 
D¯ = 50
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
µ
NM
I
 
 
ESSC
Spectral*
ZLZ*
OSLOM
Infomap
Figure 3.5: The results for networks with LFR and background features. Shown are the first,
second and third quartile match of each method over 30 realizations across values of µ. The degree
distribution of the significant community structure follows a power law with exponent τ1 = 2 with
average degree D¯ specified in each figure. *Here, Spectral and ZLZ were given the true number of
communities.
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Figure 3.5 tells us several interesting things about the performance of ESSC and other detection
methods on complex networks with background. First, we see that ESSC performs well (NMI ≈ 1)
across a range of mixing parameters µ from 0.1 to 0.5. After µ = 0.6, ESSC finds no significant
communities and hence the performance falls at this point. Infomap competes favorably with ESSC
up until µ = 0.3 at which point Infomap places all vertices in the same community. Interestingly,
OSLOM has a peak of performance around µ = 0.6. This appears to hinge on the fact that the
method measures the strength of a community through assuming that vertices outside a community
are close to the connectivity of the vertex of the community that has the lowest connectivity for
the specified community. Highly mixed communities tend to favor this similarity giving OSLOM
an advantage in these cases. Importantly, ESSC performs nearly as well on networks of disjoint
communities with background vertices as it does on these types of networks without background
(See Section 3.7.1 for non-background simulations). On the other hand, the remaining methods
tend to, on average, perform much worse when background vertices are introduced.
3.6 Discussion
The identification of communities of tightly-connected vertices in networks has proven to be an
important tool in the exploratory analysis and study of a variety of complex connected systems. In
this chapter we introduced a means to measure the statistical significance of connection between a
single vertex and any collection of vertices in undirected networks through a reference distribution
derived from the properties of the conditional configuration model. We introduced and evalu-
ated a testing based community detection method, ESSC, which identifies statistically significant
communities through the use of p-values derived from this reference distribution. This method
automatically chooses the number of communities and relies only upon one parameter which guides
the false discovery rate of discovered communities.
We evaluated ESSC and a number of competing community detection methods using a variety of
quantitative and network-specific validation measures. We have shown that ESSC is able to capture
features of network data that are relevant to the modeled complex system. For instance, in the
Caltech network study we found that ESSC identified communities closely matching the dormitory
residence of its individuals; similarly, in the political blog study ESSC identified communities
42
matching the political affiliation of the bloggers in the network. Importantly, ESSC identified a
moderate amount of background for each analyzed network in this chapter, suggesting potential
benefits to distinguishing background in a network.
Finally, through a series of simulations we have shown that ESSC is able to successfully cap-
ture both overlapping and disjoint community structure as well as community structure in networks
with background. In the former scenario, ESSC is competitive with many modern detection meth-
ods while in the latter we find that ESSC outperforms competing methods. The development of
ESSC relied on undirected, unweighted networks; however, this can be extended to networks of
different structures including directed, multilayer and time-varying networks. Understanding the
statistical significance of communities in each of these more complex network structures requires
both theoretical and methodological work, providing avenues for future research.
3.7 Additional Simulations
3.7.1 Disjoint Community Benchmarks
LFR benchmarks of size 2000 were simulated with two ranges of community size, [10, 50] (small,
S) and [20, 100] (big, B) where the community sizes were derived from a power law distribution
with exponent τ2 = 1 , and with average degree D¯ equal to 30, 40, or 50 with degrees deriving
from a power law distribution with exponent τ1 = 2. For each value of D¯, networks were
generated with values of µ ranging from 0.1 to 0.8 in increments of 0.1. Thirty realizations were
generated from each set of parameters, and the resulting networks were input to the ESSC,
GenLouvain, Infomap, OSLOM, and Spectral methods. For Spectral, the parameter k was set to
the true number of communities, thereby providing Spectral with an advantage over the other
methods considered. Normalized mutual information (NMI) (Lancichinetti and Fortunato, 2009b)
was used as a measure of performance for all methods. The results are summarized in Figure 3.6.
ESSC performs well (NMI ≈ 1) for all simulations with mixing parameter µ 6 0.6. In networks
with small communities ([10,50]), ESSC finds no significant communities for extreme values of
µ (> 0.7) In networks with larger communities ([20,100]), ESSC identifies underlying structure
when µ = 0.7, and performs particularly well for dense networks (D¯ = 40, 50). These results
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suggests that, when communities are weakly defined, ESSC performs better when the underlying
communities are large. Overall, ESSC, OSLOM and Infomap performed ideally when µ 6 0.6.
3.7.2 Overlapping Community Benchmarks
LFR benchmarks of size 2000 were simulated with two ranges of community size, [10, 50] (small,
S) and [20, 100] (big, B) with size distribution following a power law with exponent τ2 = 1, and
with average degree D¯ equal to 30, 40, or 50 where the degree distribution follows a power law
with exponent τ1 = 2. For each value of D¯, networks were generated with values of ρ ranging
from 0.1 to 0.8 in increments of 0.1. The mixing parameter µ was set to 0.3. Thirty realizations
were generated from each set of parameters and then input to ESSC and OSLOM. Once again,
the generalized NMI was used to evaluate the similarity between the detected communities and the
true cover. The results are summarized in Figure 3.7.
From Figure 3.7, we first notice that ESSC performs competitively with OSLOM in detecting
overlapping community structure across all ρ. In networks with small communities (size in [10,50]),
the performance of ESSC improves as the density of the network increases. We also see that ESSC
improves when the size of the communities increase as observed by comparing the left and right
panels of the ESSC results in Figure 3.7. This agrees with our observation in the disjoint community
study suggesting that ESSC prefers networks with larger communities.
3.7.3 On the Effects of α
As discussed in the main chapter, α is the only tunable parameter of the ESSC algorithm. The
value of α controls the level for which communities are declared statistically signficant. To get
an idea of how sensitive the algorithm is to this parameter, we run the algorithm on the first two
analyzed data sets - the Caltech Facebook network and the political blog network - with values of α
between 0.01 and 0.10. We summarize the detected communities using the statistics of Section 3.4.
Further, we assess the similarity of the background vertices from each setting using the Jaccard
score. The match and statistics are shown below. In general, these statistics suggest that the
communities detected by the ESSC algorithm are robust in the sense that they are not sensitive to
the choice of α.
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Caltech Analysis
α NC S σ̂S M Din Dout PB
0.01 7 78.57 16.03 1.03 55.76 15.81 0.30
0.02 7 80.29 15.52 1.04 55.52 14.97 0.29
0.03 7 82.43 15.05 1.05 55.14 14.41 0.28
0.04 6 86.67 12.40 1.02 56.34 17.98 0.33
0.05 6 94.33 14.02 1.07 55.25 17.33 0.30
0.06 6 95.67 14.12 1.07 54.92 17.26 0.30
0.07 6 97.33 14.99 1.07 54.58 16.04 0.28
0.08 6 98.17 14.93 1.07 54.16 16.93 0.28
0.09 8 110.63 22.61 1.28 52.38 7.42 0.19
0.10 8 117.13 31.02 1.36 51.95 9.50 0.19
Table 3.8: A summary of the communities detected by ESSC across a range of values of α when
run on the Caltech Facebook network. These statistics are the same as those presented in Section
3.4
α Jaccard Score
0.01 1.00
0.02 0.9652
0.03 0.9304
0.04 0.8015
0.05 0.7303
0.06 0.7116
0.07 0.6985
0.08 0.7011
0.09 0.5907
0.10 0.6085
Table 3.9: The Jaccard score of the background vertices distinguished at each value of α when
compared to the background vertices found with α = 0.01. These analyses are done on the Caltech
Facebook presented in Section 3.4.
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Political blog Analysis
α NC S σ̂S M Din Dout PB
0.01 2 394.5 54.45 1.00 40.51 3.40 0.35
0.02 2 406.5 67.18 1.00 39.47 3.27 0.33
0.03 2 420.0 53.74 1.00 38.40 3.07 0.31
0.04 2 423.5 57.28 1.00 38.14 3.00 0.31
0.05 2 448.5 75.66 1.00 36.30 2.58 0.27
0.06 2 449.5 75.66 1.00 36.27 2.45 0.26
0.07 2 431.0 46.67 1.00 37.60 2.84 0.29
0.08 3 528.3 146.92 1.30 27.37 24 0.01
0.09 2 449.5 72.83 1.00 36.24 2.54 0.26
0.10 3 323.67 249.93 1.02 34.39 2.56 0.22
Table 3.10: A summary of the communities detected by ESSC across a range of values of α when
run on the political blog network. These statistics are the same as those presented in Section 3.4
α Jaccard Score
0.01 0.7483
0.02 0.7922
0.03 0.8433
0.04 0.8590
0.05 1.00
0.06 0.9938
0.07 0.8843
0.08 0.0062
0.09 0.9877
0.10 0.8277
Table 3.11: The Jaccard score of the background vertices distinguished at each value of α when
compared to the background vertices found with α = 0.05. These analyses are done on the political
blog network of Section 3.4.
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3.8 Computational Settings of Competing Detection Methods
We now describe the exact parameter settings as well as the code used for all detection methods
throughout our real network analysis and simulation studies in Sections 3.4 - 3.5.
• ESSC: We use the MATLAB implementation of the algorithm provided by the authors at
http://jameswd.web.unc.edu. We set α to be 0.05 for all real data sets and simulated
networks except for the Caltech Facebook network where we set α to be 0.01.
• OSLOM: We use the C++ implementation available at http://www.oslom.org/software.
htm. For each study we use the default settings under an unweighted undirected network
with no hierarchy. The p-value threshold is by default set at 0.1. A random seed is used for
its random number generator.
• Infomap: We use the C++ implementation available at http://www.mapequation.org/
code.html. For each study we use the default settings of the algorithm for an undirected
network. We use a random positive integer as the seed and run 500 attempts of the algorithm
to partition the network.
• k-means: We use the MATLAB implementation of the algorithm that is available for cur-
rent MATLAB software. In each study, we choose k according to the network as described
throughout the text. We ran the algorithm over 500 iterations and used a random seed for
initialization.
• Spectral Clustering: We use the MATLAB implementation of the normalized Spectral Clus-
tering algorithm. We choose k according to the network as described in the text. Again, we
ran the algorithm over 500 iterations and used a random seed for initialization.
• GenLouvain: We use the MATLAB implementation of the generalized version of Louvain
(GenLouvain) from Jutla et al. (2011–2012). For the real network analysis, we run the
algorithm across a range of resolution parameter, γ ranging from 0.1 to 1.0 (in increments
of 0.1). For each γ, we look at the number of communities of the resulting partition and
choose γ to be the first value for which the size is stable in terms of being constant across
neighboring values of γ. In doing so, we chose γ = 0.8 for the Caltech Facebook network
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and γ = 0.3 for the political blog network. In the simulation study, we use the randomized
version of GenLouvain (available on the same website) and choose the partition of the highest
modularity across 30 repetitions. In each run, we use the default resolution parameter γ = 1.
We use a random seed for each run of the algorithm.
• ZLZ: We use the R implementation provided to us by the author Yunpeng Zhao. We run the
tabu search part of the algorithm 1000 iterations for each run. We choose k according to the
network as described in our report. The normalized default score from Zhao et al. (2011) was
used as the objective function to which the algorithm was run to optimize. A random seed
was set for initialization.
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Figure 3.6: The results on the LFR disjoint benchmarks. Shown are the first, second and third
quartile match of each method over 30 realizations across values of µ. The degree distribution
follows a power law with exponent τ1 = 2 with average degree specified in each plot. *Here,
Spectral was given the true number of communities.
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Figure 3.7: The results on the LFR overlapping benchmarks. Shown are the first, second and third
quartile match of each method over 30 realizations across values of ρ at fixed µ = 0.3 for both small
[30-50] and big [50-100] communities. The degree distribution follows a power law with exponent
τ1 = 2 with average degree specified by the color of each line.
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CHAPTER 4: LOCAL SIGNIFICANCE IN DIRECTED NETWORKS2
4.1 Introduction
As we have shown in Chapter 3, there is a diverse amount of literature devoted to the development of
community detection methods for undirected networks. However, in many systems the relationships
between actors are asymmetric, and the associated network model is directed. This includes gene-
interaction networks, where the expression of one gene causes or suppresses the expression of
another, webblog networks where one blog references another by posting a hyperlink, and citation
networks where one author cites another. Abstractly, such networks are represented via graphs
where every edge has a specified direction.
There has been some recent work on the community structure in directed networks including
a directed version of modularity (Arenas et al., 2007; Leicht and Newman, 2008), as well as a
directed variant of spectral clustering (Zhou et al., 2005). Alternatively, the community structure
of a directed network can be estimated through fitting a directed stochastic block model (Airoldi
et al., 2008; Rohe and Yu, 2012; Wang and Wong, 1987). See Malliaros and Vazirgiannis (2013) for
a recent review of community detection in directed networks.
Though much work has been done on identifying community structure in both undirected
and directed networks, quantifying the significance of such local structures has been much less
explored. In undirected networks, the focus is typically on the significance of a proposed partition
of the network (Bianconi et al., 2009; Traag et al., 2013; Yang and Leskovec, 2012b), though some
authors have focused on more granular features of the network (Lancichinetti et al., 2010; Wilson
et al., 2014). To the best of our knowledge, there has been no prior work on assessing the statistical
significance of local structures in directed networks.
2Much of this chapter is reproduced from the published manuscript ”Measuring the Statistical Significance of Local
Connections in Directed Networks” by Wilson, et al. 2013 in the online proceedings for the Neural Information
Processing Systems Workshop on Frontiers of Network Analysis: Methods, Models and Applications.
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The main aim of this chapter is to quantify the statistical significance of connections from a
vertex to a collection of vertices in a directed network. That is, given a collection of vertices B
and a single vertex u, either within or outside of B, we aim to measure the strength of connection
from u to B. To fix a concrete example, consider the Adamic and Glance dataset on political blogs
(Adamic and Glance, 2005) shown in Figure 4.1. One may be interested in knowing the association
of blogs to a collection of blogs B, where the blogs of B all have a similar feature such as political
affiliation or posting habits, or B may be a community detected from applying a detection method
on the network.
B
u
Figure 4.1: An example of analyzing local connections within the political blog network where
directed edges represent posted hyperlinks between blogs. In this example, we consider measuring
the strength of connections between a particular webblog u and a collection of webblogs B based
on the hyperlink structure of these blogs.
We measure the strength of affiliation between a vertex and a collection of vertices by contrasting
the observed number of edges between the two groups with what is expected under a random
network with no preferential attachment, namely, the directed configuration model. Under this
model, we show that the (random) number of connections between a vertex and a collection is
approximately binomial. We use this approximate distribution as a reference measure to quantify
the significance of observed connections through a p-value. Numerical simulations (Figure 4.2)
suggest that this approximation is valid even for networks of moderate size (n > 1000). We
demonstrate the effectiveness of our methodology on networks with pre-defined directed community
structure, and through various simulated networks show how the p-values can identify significant
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local patterns in the network. We apply our proposed methodology to the political blog dataset
of Adamic and Glance (2005) and show that by quantifying local significance, one can detect
interesting local features of this hyperlink structure of the network beyond what is available from
standard community detection techniques.
4.2 Related Work
The work closest to this chapter is Wilson et al. (2014) where a null configuration model and the
corresponding p-values were used to develop a testing-based procedure that extracts statistically
significant communities. In Lancichinetti et al. (2010), the statistical significance of a collection
of vertices is assessed via measuring the probability of finding a subset with similar connectivity
patterns in an (undirected) configuration model. The same authors later develop a community
detection algorithm based on the order statistics of these probability scores in Lancichinetti et al.
(2011). In Bianconi et al. (2009) and Yang and Leskovec (2012b), the significance of a community
is assessed through comparison with the vertex features of the network. Here, the features of the
network act as a ground-truth for which the significance of observed community structure can be
assessed. The authors in Traag et al. (2013) consider the statistical significance of a partition of
an undirected network, where the modularity of a potential partition is first calculated and then
compared to the probability of observing this modularity of an equally sized partition in a random
network.
4.3 Statistical Model and Framework
4.3.1 The Directed Configuration Model
Throughout we let Go = (V,E) be an observed directed network with n vertices, where Go possibly
contains self-loops or multiple edges. Assume that Go has vertex set V = [n] = {1, . . . , n}. The edge
set E of Go contains all (ordered) pairs (i, j) such that i, j ∈ [n] and there is a directed link from i to
j in Go, with repetitions for multiple edges. For vertex u ∈ [n] let dino (u) denote the in-degree and
douto (u) denote its out-degree. Denote the in-degree sequence ofGo by d
in
o = {dino (1), . . . , dino (n)} and
the out-degree sequence by douto = {douto (1), . . . , douto (n)}. Note that
∑
u d
in
o (u) =
∑
u d
out
o (u) = |E|.
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Our analysis begins with a directed stochastic network model that is derived from the in-
and out- degree sequences of Go, specifically, the directed configuration model, which we denote
by DCM({dino ,douto }). The directed configuration model is a probability measure on the family
of graphs with vertex set [n], in-degree sequence dino , and out-degree sequence d
out
o that reflect
a random assignment of directed edges. This model is a natural extension of the well known
undirected configuration model (Bender and Canfield, 1978; Bolloba´s and Universitet, 1979; Molloy
and Reed, 1995) and has been used for modularity based community detection algorithms (Arenas
et al., 2007; Leicht and Newman, 2008). An important characteristic of the directed configuration
model is its ability to capture and preserve strongly heterogeneous degree distributions that are
often encountered in real network data sets, as well as preserving the directed nature of the observed
network.
The directed configuration model has a simple two stage generative form. First, each vertex
u ∈ [n] is assigned dino (u) inward pointing and douto (u) outward pointing directed half-edges. At the
next stage, two half-edges - one inward and one outward - are chosen uniformly at random and
connected to form a directed edge. These two half-edges are removed from the set of available half-
edges. This procedure is repeated sequentially by picking at each stage a random inward pointing
and outward pointing half-edge to connect until all half-edges are connected. We write Ĝ = ([n], Ê)
to denote the random network generated by this procedure. Note that even if Go is simple, Ĝ may
contain self loops and multiple edges.
4.3.2 Asymptotic Results and Assessing the Significance of Local Connections
Under the DCM({dino ,douto }) model there are no preferential attachments among vertices [n]. Thus,
the model provides a reference measure against which the statistical significance of the connections
from a vertex to a collection of vertices in Go can be assessed. The more the observed number
of directed edges from the expected number under the DCM, the greater the significance of the
connection.
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Let Go be an observed network and Ĝ its associated random DCM network. Given a vertex
u ∈ [n] and a vertex set B ⊂ [n] define
do(u : B) =
∑
v∈B
∑
e∈E
I(e = (u, v)) (4.1)
to be the number of directed edges pointing from vertex u to some vertex in B in the observed
network. Write d̂(u : B) for the random variable specifying the number of edges originating from
u and ending in B in Ĝ. Then d̂(u : B) takes values in the set {0, 1, . . . , dout(u)}. Note that
do(u : B) = d̂(u : B) = d
out
o (u) when B = [n].
Recall that the total variation distance between two probability mass functions p := {p(i)}i>0
and q := {q(i)}i>0 on the natural numbers N is defined by:
DTV (p,q) :=
1
2
∞∑
i=1
|p(i)− q(i)|
We now state a theorem that describes the approximate distribution of d̂(u : B) when the size of
the network n is large.
Theorem 4.1. Let
{
dino,n,d
out
o,n
}
n>1 be the in- and out- degree sequences of an observed sequence
of graphs {Gno}n>1 where Gno is a graph of size n and associated edgeset En. Let {Ĝn}n>1 be the
corresponding random graphs on [n] constructed via the directed configuration model. Let Fn be
the empirical distribution of dino,n and Hn the empirical distribution of d
out
o,n. Assume that there
exist cumulative distribution functions F and H on [0,∞) with 0 < µ1 :=
∫
R+ xdF (x) < ∞ and
0 < µ2 :=
∫
R+ xdH(x) <∞ such that
Fn
w−→ F, Hn w−→ H (4.2)
and ∫
R+
x dFn(x) → µ1,
∫
R+
x dHn(x) → µ2 (4.3)
Fix kout > 1 and a vertex u = un ∈ [n] with out-degree doutn (u) = kout. Let Bn ⊆ [n],
n > 1, be a sequence of sets of vertices. Then, the random variable d̂n(u : Bn) is approximately
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Binomial(kout, pn(Bn)) in the sense that
DTV (d̂n(u : Bn),Bin(k
out, pn(Bn)))→ 0 (4.4)
as n→∞. Here,
pn(Bn) =
∑
v∈Bn
dinn (v)∑
w∈[n]
dinn (w)
=
1
|En|
∑
v∈Bn
dinn (v) (4.5)
Proof: Equation (4.3) implies that for the total number of edges |En| one has
∫
R
xdFn(x) =
∞∑
k=0
k
Nk(n)
n
=
|En|
n
∼ µ
where Nk(n) is the number of vertices of in-degree k. Thus |En| ∼ nµ.
Consider the distribution of d̂(u : B), namely the number of connections from vertex u to
the subset B in DCM({d(in)o ,d(out)o }) on a vertex set [n]. We drop the n notation throughout
for simplicity. When constructing the directed configuration model, one can start at any vertex
and start sequentially attaching its outward half-edges at random to available inward pointing half
edges. Thus we start with the fixed vertex u and decide the inward pointing half edges paired to the
dout(u) := kout outward half edges of vertex u. Let A1 be the event that the first outward pointing
half-edge of vertex u connects to the collection of vertices B. Let p1(B) denote the probability of
this event. Then,
p1(B) =
∑
v∈B d
in(v)
[
∑
v∈[n] din(v)]− 1
=
∑
v∈B d
in(v)
|E| − 1 (4.6)
In general for 1 6 i 6 kout, let Ai denote the event that an outward half-edge i of u connects to the
set B and write pi(B) for the conditional probability of Ai conditional on the outcomes of the first
i− 1 choices. For i = 2, we claim that uniformly on all outcomes for the first edge, this conditional
probability can be bounded as
[
∑
v∈B d
in(v)]− 1
|E| − 2 6 p2(B) 6
∑
v∈B d
in(v)
|E| − 2 (4.7)
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The lower bound in (4.7) arises if the first outward half-edge of u connected to a half-edge pointing
to B while the upper bound arises if the first outward half-edge does not connect to a half-edge
pointing to B. Arguing analogously for 1 6 i 6 k we find that the conditional probability pi(B)
that the i-th half-edge of vertex u connects to B is bounded (uniformly on all choices of the first
i− 1 edges) as
[
∑
v∈B d
in(v)]− (i− 1)
|E| − i 6 pi(B) 6
∑
v∈B d
in(v)
|E| − i (4.8)
Recall that p(B) =
∑
v∈B d
in(v)/|E|. Using (4.8) and the fact that |E| ∼ nµ, we have
sup
16i6kout
|pi(B)− p(B)| 6 k
out − 1
|E| − kout → 0 (4.9)
as n→∞.
Finally, note that the random variable d̂(u : B) can be expressed as
d̂(u : B) =
kout∑
i=1
1 {Ai}
Thus, using (4.9) we have that
DTV (d̂(u : B),Bin(k, p(B)))→ 0, as n→∞.
This completes the proof.

Theorem 4.1 describes that under the directed configuration model, the number of directed
edges from a vertex with out-degree kout to a collection of vertices B is approximately binomial on
{0, 1, . . . , kout} with probability equal to the relative proportion of the total in-degree of B to the
entire network. As the directed configuration model DCM({dino ,douto }) does not contain preferential
connections between vertices, one can assess the strength of connection between a vertex u and
collection B in Go by comparing the observed number of connections, do(u : B), with the random
variable d̂(u : B). By treating do(u : B) as an observed value of a test statistic that is distributed
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as d̂(u : B) under the null network model DCM({dino ,douto }), the probabilities
p(u : B) = P (d̂(u : B) > do(u : B)) (4.10)
have the form of a p-value for testing the hypothesis that u does not strongly link to B. Small
values of p(u : B) indicate that there are more edges from u to B than expected under the directed
configuration model on the same vertex set. We use these p-values to quantify the strength of
connection from any vertex to any fixed collection of vertices.
4.4 Numerical Evaluation
To evaluate the utility of our proposed significance-based statistic, we evaluate several aspects of
the statistic on simulated and real network data. First, we empirically analyze the convergence rate
of the Binomial approximation in 4.1. We subsequently evaluate the practical use of our p-values
by analyzing simulated data from the stochastic co-blockmodel in Rohe and Yu (2012) as well as
political blogosphere network in Adamic and Glance (2005).
4.4.1 Convergence Rate under the DCM
We first empirically investigate the convergence rate to zero of the total variation distance of d̂(u : B)
from the binomial distribution as given in Equation (4.4). We construct directed configuration
models Gn of size n where each vertex is first independently assigned an in-degree from a power law
distribution with exponent τ = 3. To ensure that the sum of the in- and out- degrees are equal, we
randomly permute the in-degree sequence and assign each vertex an out-degree from this permuted
sequence. We fix subsets Bn ⊆ Gn with P (Bn) ≈ 0.25 for all n by letting Bn be a uniformly chosen
random subset containing one fourth of the vertices in the network. We calculate the observed
number of connections d(u : Bn) for all vertices u ∈ Gn with out-degree k for a range of k between
3 and 10. We then calculate the total variation distance DTV (d(u : Bn),Bin(k, p(Bn))) using the
empirical distribution of d(u : B) for each fixed k. At each size n, we simulate 100 networks and
calculate the total variation distance in this way for each network and each k. We repeat this
simulation across n from 500 to 10000 in increments of 500 and report the distribution of the total
variation distance at each n for k = 3 in Figure 4.2. Even for n as small as 500 the total variation
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distance is typically below 0.05. For networks of size n = 2500 or more, the total variation distance
is on average below 0.02. The rates for other values of k (not shown) are very similar to the case
for k = 3.
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Figure 4.2: The total variation distance between a Bin(3, .25) distribution and the number of edges
from a vertex u to the collection Bn for all u with out-degree 3. For each size, the total variation
distance is shown over 100 generations of a directed configuration model with in- and out- degree
sequences which follow a power law distribution of exponent 3.
4.4.2 Analysis of Networks with Directed Community Structure
We now evaluate the effectiveness of our methodology on networks that contain prescribed directed
community structure. We use the stochastic co-blockmodel of Rohe and Yu (2012), a generative
model that specifies the probability of connection between sender and receiver community (block)
pairs. Given r, p ∈ (0, 1) and r + p 6 1, the stochastic co-blockmodel specifies that vertices
of a sender community point (with outward directed edges) to vertices of an associated receiver
community with probability p+ r, while all other vertices point to one another with probability r.
Note that one sender community can be associated with more than one receiver community and
vice versa. Figure 4.3 shows an example of a stochastic co-blockmodel with one sender community
A and two receiver communities B and C.
For our simulations, we generate stochastic co-blockmodels of size n with two equally sized
communities A and B where vertices in one block point to vertices in the other with probability
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p+ r, and vertices within the same block point to one another with probability r. We fix r = 0.05
and consider values of p corresponding to the signal to noise ratio SNR = p/r. We generate
networks over SNR between 0 and 2 in increments of 0.025. At each SNR setting, we calculate
the mean p-value of vertices in opposing blocks as well as the mean p-value of vertices within the
same block. We repeat this simulation for networks of size n = 100, 500, 1000, and 2000. For each
SNR value, we generate 30 networks and record the average p-value. We show the average p-value
associated with the vertices of A in Figure 4.4. The distributions of p-values for the vertices from
communities A and B to the collection B is shown for SNR = 0.5 in Figure 4.5.
A
B
CP(   ) = rP(   ) = p + r
Figure 4.3: An example of the stochastic co-blockmodel with sender community A and receiver
communities B and C. Here, edges point from A to both B and C with probability p + r and all
other vertices point to one another with probability r.
We observe several important features of our p-value quantity from Figure 4.4. When SNR = 0,
all vertices point to one another with equal probability r meaning that there is no preferential
attachment between any vertex pair. Our p-values reflect that across all n, taking values around
0.5. As the value of the SNR grows, the strength of attachment of the vertices from A to B increases
and the strength of attachment from the vertices in A to A decreases. This trend is captured by
the trend of our p-values: the average p(u : B)|u∈A decreases to 0 and the average p(u : A)|u∈A
increases to 1 as the SNR increases. The rate of convergence of these p-values increases as the size
of the network increases. We further illustrate this point in Figure 4.5 by comparing the separation
of p(u : B)|u∈A and p(u : B)|u∈B for various network sizes. For larger n, we see better separation
of the two sets of p-values.
This example illustrates the effectiveness of our methodology on networks with prescribed
community structure. In the case where all edges are randomly assigned with equal probability
(when SNR = 0), the p-values hover around 0.5 correctly suggesting the network contains no
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significant local connections. As communities become more distiguishable (SNR> 0.5), the p-values
appropriately capture the local structure. These observations suggest that these local p-values may
be utilized as a community detection tool in its own right; however, we save this exploration for
future work.
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Figure 4.4: The strengths of connections of the sender community A to receiver communities A and
B within the stochastic co-blockmodel simulations. The x-axis in each plot is the signal to noise
ratio SNR = p/r and the y-axis shows the average p-value of vertices from A to the given receiver
community. We simulate the stochastic co-blockmodels as described in the text and illustrate these
results for networks of size n = 100, 500, 1000, and 2000.
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Figure 4.5: The distribution of p-values p(u : B) for the generated co-block model at SNR = 0.5.
From left to right, we show these distributions according to network size n. These figures suggest
that as n grows, the communities A and B become more and more distinguishable.
4.4.3 Political Blog Network
The political blog network of Adamic and Glance (2005) is a snapshot of the webblog structure
of 1494 political blogs on a single day closely following the 2004 U.S election. The vertices of
the network represent the political blogs where each blog has been classified as either liberal or
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conservative by the authors in Adamic and Glance (2005). Directed edges represent hyperlinks
from one blog to another in the network. We consider only blogs in the largest weakly connected
component of this original network. The resulting network contains 1222 blogs - 636 liberal and
586 conservative - and 19021 directed edges.
We consider the two collections of vertices - the liberals and the conservatives - and calculate
the strength of affiliation of every blog to these collections using our p-value scores. In words, the
p-values quantify the extent to which each blog hyperlinks to the liberal and conservative groups.
Unsurprisingly, we find that the blogs tend to link predominantly and significantly to blogs of their
own political affiliation, an observation which has been the primary result of numerous community
detection studies (Leicht and Newman, 2008; Newman, 2006b). Our local methodology, however,
provides additional insights about this hyperlink structure which we now describe. All quantitative
results are shown in Table 4.1.
First of all, we observe that conservative blogs tend to make significant links, with p-value
6 0.10, more often than their liberal counterparts. Moreover, the conservative blogs tend to more
often link significantly to their own affiliated blogs. Indeed, 89% of the conservative blogs link
significantly to at least one of the political groups in the network. Of these significant edges, 99%
are made to their own conservative group. On the other hand, only 73% of the liberal blogs make
significant connections from which 94.5% of the connections are to their own political group. These
observations suggest that even though the liberal and conservative blogs tend to link predominantly
to their own group, the linking tendency of the two groups are inherently different.
Next, our analysis identifies that a surprising 237 (19.4%) of the blogs in this network do not
make significant connections - as indicated by a p-value greater than 0.10 - to either the conservative
or liberal groups. This suggests that these blogs may be one of two types: either one that shares
roughly equal amounts of hyperlinks with both political groups, or one that is loosely connected
and posts very few hyperlinks. Figure 4.6 illustrates this phenomenon in the network. Of these 237
blogs, 149 post fewer than 2 hyperlinks suggesting that these blogs are of the background type. Of
the remaining 88 non-significantly connected blogs (32 conservative and 56 liberal), we find that
the blogs still tend to have more connections with their own political affiliation. From Figure 4.7 we
see that even when the blogs aren’t strongly connected with either political party, the conservative
blogs still tend to favor their own political affiliation more than their liberal counterpart. These
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results demonstrate that our p-values can shed light on overlapping and background community
structure. These are two important features that arise in many real-world networks (Wilson et al.,
2014; Xie and Szymanski, 2011; Zhao et al., 2011) but are typically overlooked by community
detection methods on directed networks.
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Figure 4.6: The p-values quantifying the strength of connection from each web blog to the groups
of affiliated blogs. Plot A and B shows the p-values associated with edges from each blog to the
collection of liberal and conservative blogs, respectively. Plot C shows the minimum p-value of
connectedness to each collection of blogs. Plot C suggests that weakly connected blogs are either
overlapping and close to the center of the two communities, or background and situated in the
periphery of the network.
Table 4.1: Political Affiliation of Webblogs (p-values < 0.10 suggest strong affiliation)
Affiliated with
Conservative Group Liberal Group Neither
# Conservative Blogs (%) 514 (88) 8 (1) 64 (11)
# Liberal Blogs (%) 24 (4) 439 (69) 173 (27)
Total 538 438 237
4.5 Discussion
We have proposed and investigated a methodology to assess the statistical significance of local
connections from a vertex to any collection of vertices in directed networks. We have shown that
under the directed configuration model, the number of directed edges from a vertex to a collection
is approximately binomial. Through numerical simulations we have shown that this approximation
is valid even for networks of only moderate size. Using this binomial distribution as a reference
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Figure 4.7: The p-values of the 88 weakly affiliated political blogs (minimum p-value > 0.10 and
out-degree > 2). (Left): The p-value of association with the conservative group (p(u : C)). (Right):
The p-value of association with the liberal group (p(u : L)). These figures suggest that even when
the blogs aren’t strongly affiliated with either group, they still tend to link to blogs of their own
political affiliation.
measure, we quantify the significance of these directed connections through a p-value. We have
shown when the network data are drawn from a model with prespecified community structure,
these p-values readily identify community structure. Finally, we applied our methodology to a
political webblog network where like community detection we find that the blogs tend to link to
their own political group; however, only through analyzing the local structure of the blog network
were we able to distinguish the linking tendencies of the two political groups and identify blogs
that were not significantly linking to either group. Identifying local patterns in real-world directed
networks and assessing their statistical significance is an important area of research that can be
utilized in many real world applications. We have introduced one such methodology which provides
an effective exploratory tool in this area.
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CHAPTER 5: MULTILAYER EXTRACTION
5.1 Introduction
In Chapters 3 and 4, we investigated network models where an edge between two vertices represents
a single relationship between the constituent vertices. However, in many cases the actors of a
complex system share multiple relationships. A natural way to model such systems is through
the use of a multilayer network. Formally, an (m,n)-multilayer network is a collection G(m,n) =
(G1, . . . , Gm) of m undirected, simple graphs G` = ([n], E`) having common vertex set [n] =
{1, . . . , n}. The graph G` will be referred to as the `th layer of the network. We assume that the
vertices of the multilayer network are registered, in the sense that a fixed vertex u ∈ [n] refers to the
same actor across all layers. Thus the graph G` reflects the relationships between identified actors
1, . . . , n in circumstance `. Importantly, there are no edges between vertices in different layers, and
layers are regarded as unordered: the natural order of indices ` ∈ [m] is not assumed to reflect an
underlying spatial or temporal order in the layers.
In this chapter, we address the problem of community detection in multilayer networks. For-
mally, an (m,n)-multilayer network is a collection G(m,n) = (G1, . . . , Gm) of m undirected, simple
graphs G` = ([n], E`) having common vertex set [n] = {1, . . . , n}. The graph G` will be referred
to as the `th layer of the network. We assume that the vertices of the multilayer network are
registered, in the sense that a fixed vertex u ∈ [n] refers to the same actor across all layers. Thus
the graph G` reflects the relationships between identified actors 1, . . . , n in circumstance `. Impor-
tantly, there are no edges between vertices in different layers, and layers are regarded as unordered:
the natural order of indices ` ∈ [m] is not assumed to reflect an underlying spatial or temporal
order in the layers.
In a multilayer network G(m,n), it is natural to search for communities among vertex-layer sets
(B,L) where B ⊆ [n] is a set of vertices and L ⊆ [m] is a set of layers. Multilayer Extraction is an
extraction-type procedure that identifies communities among these vertex-layer sets that contain
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more intra-community edges than expected at random. The algorithm relies on a significance based
score that is based on the comparison of the observed multilayer network and a null random graph
model that conatins the same degree sequence as the observed graph. Communities are identified
one at a time, and need not partition the network. In particular, identified communities can have
overlapping vertex or layer sets, and every vertex-layer pair need not belong to a community.
Vertex-layer pairs that are not assigned to any community are interpreted as background. The
presence of background vertices that do not exhibit preferential attachment is a common feature of
large, real-world networks, and background vertices can have deleterious effects on partition based
methods (Lancichinetti et al., 2011; Wilson et al., 2014).
While there is a large and growing literature concerning community detection in standard
(single-layer) networks, the development of community detection methods for multilayer networks
is still in its infancy. The most common approach to identifying community structure in multilayer
networks involves first aggregating the layers of G(m,n) into a single weighted network, and then
applying single-layer detection methods on the aggregate network. A second common approach
involves applying single-layer methods to each layer of G(m,n) separately. As we will see in our
application study, many real multilayer networks contain layers with varying community structure.
Thus, multilayer community detection methods need to handle multilayer networks with hetero-
geneous layers. Unfortunately, neither the aggregate nor single-layer approaches mentioned above
directly address this issue.
To address multilayer networks with heterogenous community structure, we develop and investi-
gate a multilayer community detection method called Multilayer Extraction. Multilayer Extraction
is an extraction-type procedure that identifies candidate communities one at a time, rather than
searching for a partition of the complete vertex-layer set [n] × [m] that maximizes a global score.
Extraction methods have recently been applied to community detection in single layer networks by
Zhao et al. (2011), Lancichinetti et al. (2011), and Wilson et al. (2014). Multilayer Extraction al-
lows communities to overlap in either vertices or layers, and it does not require that every vertex or
every layer of a network be assigned to some community. In particular, vertex-layer pairs that are
not assigned to any community are interpreted as background. The presence of background vertices
that do not exhibit preferential attachment is a common feature of large, real-world networks, and
background vertices can have deleterious effects on partition based methods (Lancichinetti et al.,
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2011; Wilson et al., 2014). Multilayer Extraction efficiently handles multilayer networks with het-
erogeneous layers, and as a result can provide additional insights about multilayer networks beyond
existing detection methods.
Multilayer Extraction is based on a significance based score that quantifies the connectivity in
a given vertex-layer set (B,L) relative to a null random graph model that is based on the degree
sequence of the observed network. Given an initial vertex-layer set (B0, L0), Multilayer Extraction
identifies a local maximum of the score function by iteratively updating the vertices and layers of
the initial set to increase the score until no improvement is possible. Local maxima are derived
from a select family of initial vertex-layer sets, and then a simple post-processing step is used to
select the final communities. The Multilayer Extraction procedure requires the specification of
only one resolution parameter β ∈ [0, 1], which controls the overlap of the final family of extracted
sets. Theoretical and numerical evaluation of our method reveals that Multilayer Extraction is
an effective exploratory tool for analyzing complex multilayer networks, and that it can identify
relevant community structure beyond the capabilities of existing detection methods.
5.1.1 Overview of the Chapter
In the next section we review existing community detection methods for multilayer networks. Sec-
tion 5.2 is devoted to the null multilayer random graph model and scoring of vertex-layer groups.
In Section 5.3 we present and discuss the large-graph consistency properties of our proposed score.
Section 5.4 is devoted to a detailed description of the proposed Multilayer Extraction procedure.
Applications of Multilayer Extraction to three real networks is discussed in Section 5.5. In Section
5.6 we describe the results of an extensive simulation study to evaluate the performance of Mul-
tilayer Extraction, and to compare it with competing methods. We conclude with a discussion of
future research directions in Section 5.7.
5.2 Scoring a Vertex-Layer Group
Seeking a vertex partition that optimizes, or approximately optimizes, an appropriate score func-
tion is a standard approach to single layer community detection. Prominent examples of score-
based approaches include modularity maximization (Newman, 2006b), likelihood maximization for
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a stochastic block model (Wang and Wong, 1987), as well as minimization of the conductance of
a partition (Chung, 1997). Multilayer Extraction makes use of a significance based score for indi-
vidual vertex-layer sets, rather than partitions. For a set (B,L) the score compares the number of
edges between the vertices in B among the layers L with the expected number of such edges under
a null model derived from the degree distribution of the observed network. Below, we describe the
multilayer null model, and then the proposed score.
5.2.1 The Null Model
Let G(m,n) be an observed (m,n)-multilayer network. For each layer ` ∈ [m] and pair of vertices
u, v ∈ [n], let x`(u, v) = I({u, v} ∈ E`) indicate the presence or absence of an edge between u and
v in layer ` of G(m,n). The degree of a vertex u ∈ [n] in layer `, denoted by d`(u), is the number
of edges incident on u in G`. Formally,
d`(u) =
∑
v∈[n]
x`(u, v)
The degree sequence of layer ` is the ordered list d` = (d`(1), . . . , d`(n)) of degrees in that layer; the
degree sequence of G(m,n) is the vector d = (d1, . . . ,dm) containing the degree sequence of each
layer in the network.
Let G(m,n) denote the family of all (m,n)-multilayer networks. Given the degree sequence d
of the observed network G(m,n), we define a probability measure Pd on G(m,n) by letting each
edge in the network be present or absent, independently of all other edges, with a probability that
depends only on d. In detail, let {X`(u, v) : 1 6 u < v 6 n, ` ∈ [m]} be mutually independent
Bernoulli random variables with probabilities
p`(u, v) := min
(
d`(u)d`(v)∑
w∈[n] d`(w)
, 1
)
. (5.1)
Let Pd be the distribution on G(m,n) obtained by placing an edge between vertices u and v in layer
` if and only if X`(u, v) = 1, and let Ĝd(m,n) = (Ĝ1, . . . , Ĝm) be a random network in G(m,n)
having distribution Pd. By definition, the layers Ĝ` of Ĝd(m,n) are independent, and each layer
follows the standard Chung-Lu random graph model (Aiello et al., 2000).
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It is clear from (5.1) that under Pd the probability of an edge between nodes u and v in
layer ` depends only on the degree sequence d` of the observed graph G`. If maxu∈[n]{d`(u)2} <∑
w∈[n] d`(w) then the expected degree of each node u ∈ Ĝ` is equal to the observed degree d`(u) of
u in G`. The distribution Pd (equivalently, the random network Ĝd(m,n)) has two, complementary
properties that make it useful for identifying communities in an observed multilayer network: (i) it
preserves (or approximately preserves) the expected degree structure of the observed network; and
(ii) subject to this restriction, edges are assigned at random, without regard to the higher order
connectivity structure of the network.
5.2.2 Significance-Based Score
We score a vertex-layer set (B,L) by evaluating the probability that the observed number of edges
in (B,L) exceeds the expected number of such edges in Ĝd(m,n). In detail, let
y(B,L) :=
∑
`∈L
∑
u,v∈B:u<v
x`(u, v)
be the number of observed edges in (B,L), and let the random variable
Y (B,L) :=
∑
`∈L
∑
u,v∈B:u<v
X`(u, v)
be the number of edges in (B,L) in Ĝd(m,n). Note that y(B,L) and Y (B,L) take values in
{0, 1, . . . , (|B|2 )|L|}. Let
µ(B,L) := Ed[Y (B,L) ] =
∑
`∈L
∑
u,v∈B:u<v
p`(u, v).
be the expected number of edges in (B,L). We assess the connectivity (B,L) using the probability
Pd(Y (B,L) > y(B,L)), which is small when the number of edges in (B,L) exceeds the expected
number of edges µ(B,L). One can view Pd(Y (B,L) > y(B,L)) as a p-value for testing the null
hypothesis that (B,L) is not preferentially attached. This interpretation is informal as the null
model Pd depends on the observed network G(m,n) through its degree sequence. The quantity
Pd(Y (B,L) > y(B,L)) is difficult to compute exactly, but we may readily obtain an upper bound.
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Lemma 5.1. Let (B,L) be a multilayer community in the observed network G(m,n) and let Y (·, ·),
y(·, ·), and µ(·, ·) be defined as above. Suppose that |B| > 2. Then,
Pd(Y (B,L) > y(B,L)) 6 exp{−2S(B,L)}
where
S(B,L) =
((|B|
2
)
|L|
)−1(
y(B,L)− µ(B,L)
)2
+
(5.2)
Lemma 5.1 follows from an application of Hoeffding’s inequality for sums of independent random
variables (Hoeffding, 1963). The score of the vertex-layer set (B,L) is defined to be S(B,L) when
|B| > 2 and zero otherwise. The score of a vertex-layer set is positive if and only if that set has
more edges than expected under Pd. The denominator of S(B,L) is the maximum possible number
edges in (B,L). In general, the score acts as a yardstick with which one can measure the connection
strength of a given vertex-layer set. To illustrate this, note that if each layer of G(m,n) contains a
common clique C of size k, with all other vertices having degree zero, then a vertex-layer set (B,L)
containing r 6 k vertices of the embedded clique has score
S(B,L) =
r(r − 1)|L|
4|B|(|B| − 1)I(r > 1).
In this case the score is uniquely maximized by (C, [m]). The asymptotic consistency of the score
is studied in the next section.
5.3 Consistency Analysis
Existing community detection methods differ widely in their underlying performance criteria, as
well as the algorithms employed to identify communities that (approximately) optimize these cri-
teria. As such, it can be difficult to compare the effectiveness of one community detection method
with another, and it has become common to evaluate community detection methods through a
theoretical study of their asymptotic consistency. The first work in this direction was that of Bickel
and Chen (2009), who investigated the consistency of score-based community detection methods
in single-layer networks with a large number of vertices. Consistency analysis has since been
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used to evaluate a number of community detection methods, including spectral clustering (Rohe
et al., 2011), modularity-based methods (Decelle et al., 2011a; Mossel et al., 2012; Nadakuditi and
Newman, 2012), likelihood-based methods (Zhao et al., 2012; Celisse et al., 2012), and aggregate
community detection methods for multilayer networks with homogeneous layers (Han et al., 2014).
We assess the consistency of Multilayer Extraction under a variant of the stochastic block model
(Wang and Wong, 1987; Snijders and Nowicki, 1997). The stochastic block model we consider is a
probability distribution Pn = Pn(·|k, P, pi) on the family of single-layer, undirected graphs with n
vertices and k communities that is parameterized by pi = (pij) ∈ (0, 1)k and P = (P (i, j)) ∈ Rk×k.
Pn is best described by the following two steps which are used to generate a random graph Ĝn ∼ Pn.
1. Each vertex u ∈ [n] is independently assigned a community label cu ∈ [k] according to a
multinomial(1, pi1, . . . , pik). For all j, pij > 0 and
∑
j pij = 1.
2. Edges are assigned independently, and an edge is placed between nodes u, v ∈ [n] with
probability P (cu, cv).
Note that vertices of the same community in Ĝn are stochastically equivalent in the sense that they
share the same probability of connection with all vertices in [n].
In this section, we evaluate the consistency of Multilayer Extraction using the SBM described
above as the ground truth. Our main result concerns the consistency of Multilayer Extraction in
the single layer setting when the number of nodes, n, tends to infinity. We believe that the analysis
which leads to the result of Theorem 2 provides a foundation from which we can evaluate consistency
of Multilayer Extraction in a variety of other settings, including the high-dimensional stochastic
block model of Rohe et al. (2011), and block models with multiple layers (Holland et al., 1983; Paul
and Chen, 2015); however, we save this for future work. Below, we describe our consistency result.
5.3.1 Consistency of the Score
Let Ĝn be a random network with n vertices having distribution under the stochastic block model
Pn = Pn(·|2, P, pi). For a fixed vertex set Bn ⊆ [n], let Ŝ(Bn) = Ŝ(Bn, 1) denote the score of Bn
under Pn. Define
B̂opt(n) := argmaxBn⊆[n]
(
Ŝ(Bn)
)
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Define the partition ĉn = (cˆ1, . . . , cˆn) ∈ {1, 2}n as the partition that maximizes our criterion
where the vertex label cˆu is:
cˆu =

1, if u ∈ B̂opt(n)
2, if u ∈ B̂copt(n)
(5.3)
Note that as Ĝn is a random graph, the three quantities Ŝ(Bn), B̂n, and ĉn are themselves
random variables. To show consistency of Multilayer Extraction, we analyze the proportion of
misclustered nodes in ĉn by comparing it with the true community labels cn. For identifiability,
we define equality between ĉn and cn to mean that ĉn and cn belong to the same equivalence class
of label permutations. The next theorem describes the approximate number of misclustered nodes
resulting from ĉ(n).
Theorem 5.1 (Large graph limit consistency). Let {Ĝn}n>2 be a sequence of stochastic 2 block mod-
els where Ĝn is a random graph with n nodes generated under Pn(·|2, P, pi). Let ĉ(n) = {cˆ1, . . . , cˆn}
be defined as in (5.3). If P (1, 1)P (2, 2) > P (1, 2)2, then for any fixed  > 0,
∑
u∈[n]
I(cu 6= cˆu) = oP (n) (5.4)
An immediate consequence of this result is that the density of mis-clustered vertices tends to
zero in probability. Theorem 5.1 concerns block models with only two communities; however, the
extension of the result to stochastic block models with k communities for any k > 2 is immediate.
The condition that P (1, 1)P (2, 2) > P (1, 2)2 is a natural requirement on the the inner community
edge density of a block model that has arisen in a variety of consistency analyses, including the
evaluation of modularity (Zhao et al., 2012). The proof of Theorem 2 is given in the Section 5.8.
5.4 The Multilayer Extraction Procedure
The Multilayer Extraction procedure is built around three operations: initialization, extraction,
and refinement. In the initialization stage, a family of seed vertex sets is specified. Next an itera-
tive extraction procedure (Extraction) is applied to each of the seed sets in parallel. Extraction
alternately updates the layers and vertices in a vertex-layer community in a greedy fashion, improv-
ing the score at each iteration, until no further improvements to the score are possible. The family
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of extracted vertex-layer communities is then refined using the Refinement procedure to ensure
that the final collection of communities contains the community with largest score and that the
pairwise overlap between communities is at most β, where β ∈ [0, 1] is a user-defined parameter.
We describe the Multilayer Extraction algorithm in more detail below.
5.4.1 Initialization
For each vertex u ∈ [n] and layer ` ∈ [m] let N(u, `) = {v ∈ [n] : {u, v} ∈ E`} be the set of
vertices connected to u in G`. We will refer to N(u, `) as the neighborhood of u in layer `. Let
B0 = {N(u, `), u ∈ [n], ` ∈ [m]} be the family of all vertex neighborhoods in the observed multilayer
network G(m,n). Multilayer Extraction uses the vertex sets in B0 as seed sets for identifying
communities. Gleich and Seshadhri (2012) showed that vertex neighborhoods are optimal seed sets
for local detection methods seeking communities with low conductance.
5.4.2 Extraction
Given an initial vertex set, the Extraction procedure seeks a vertex-layer community with large
score. The algorithm iteratively conducts a Layer Set Search followed by a Vertex Set Search, and
repeats these steps until a vertex-layer set that is fixed point, whose score is a local maximum, is
reached. These steps are described next.
Layer Set Search: Fix a vertex set B ⊆ [n]. Here, Extraction searches for the layer set L that
maximizes S(B, ·) using a rank ordering of the layers that depends only on the vertex set B. For
each layer ` ∈ [m], define:
R(`) :=
∑
u,v∈B;u<v
(x`(u, v)− p`(u, v))+
where p`(u, v) is defined in (5.1). The Layer Set Search consists of three steps:
1. Order the layers so that R(`1) > · · · > R(`m)
2. Identify the smallest integer k such that
S(B, {`1, . . . , `k}) > S(B, {`1, . . . , `k, `k+1})
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3. Set L = {`1, . . . , `k}
Note that for any B ⊆ [n], the score of (B,L) can be written as:
S(B,L) =
((|B|
2
)
|L|
)−1(∑
`∈L
R(`)
)2
(5.5)
By an easy argument using the following lemma with ai = R(`i), we find that S(B, ·) has a
global maximum at the selected layer set L = {`1, . . . , `k}.
Lemma 5.2. Let a1, . . . am be positive, real valued numbers such that a1 > a2 > . . . > am. Define
fk =
(∑k
i=1 ai
)2
k
, k = 1, . . . ,m
Then there exists a k∗ ∈ {1, . . . ,m} such that fj−1 6 fj for 2 6 j 6 k∗ and fj−1 > fj for
k∗ + 1 6 j 6 m. Moreover, if a1 > a2 > . . . > am then the above inequalities are strict.
Vertex Set Search: Suppose now that we are given a vertex-layer set (B,L). Extraction updates
B, one vertex at a time, in a greedy fashion, with updates depending on the layer set L and the
current vertex set. In detail, for each u ∈ [n] let
δu(B,L) =

S(B/{u}, L)− S(B,L) u ∈ B
S(B ∪ {u}), L− S(B,L) u /∈ B
(5.6)
Vertex Set Search iteratively updates B using the following steps:
1. Calculate δu(B,L) for all u ∈ [n]. If δu(B,L) 6 0 for all u ∈ [n], then stop. Otherwise,
identify u∗ = argmaxu∈[n] δu(B,L).
2. If u∗ ∈ B, then remove u∗ from B. Otherwise, add u∗ to B.
At each iteration of Extraction, the score of the updated vertex-layer set strictly increases,
and the eventual convergence of this procedure to a local maximum is guaranteed as the possible
search space is finite. The resulting local maxima is returned as an extracted community.
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5.4.3 Refinement
Beginning with the n vertex neighborhoods in each layer of the network, the Extraction procedures
identifies a collection CT = {(Bt, Lt)}t∈T of at most m ∗ n vertex-layer communities. Given an
overlap parameter β ∈ [0, 1], the family CT refined in a greedy fashion to produce a subfamily CS ,
S ⊆ T , of high-scoring vertex-layer sets having the property that the overlap between any pair of
sets is at most β. To quantify overlap, we specify a generalized Jaccard match score to measure
overlap between two communities. We measure the overlap between two candidate communities
(Bs, Ls) and (Bt, Lt) using the generalized Jaccard match score
J(s, t) =
1
2
|Bs ∩ Ct|
|Bs ∪ Ct| +
1
2
|Ls ∩ Lt|
|Ls ∪ Lt| (5.7)
It is easy to see that J(s, t) is between 0 and 1. Moreover, J(s, t) = 1 if and only if (Bs, Ls) =
(Bt, Lt) and J(s, t) = 0 if and only if (Bs, Ls) and (Bt, Lt) are disjoint. Larger values of J(·, ·)
indicate more overlap between communities.
Initially, the Refinement procedure identifies and retains the community (Bs, Ls) in CT with
the largest score and sets S = {s}. In subsequent steps, the procedure identifies the community
(Bs, Ls) with largest score satisfying J(s, s
′) 6 β for all s′ ∈ S and then adds the index s to S. The
procedure continues in this way until no further additions to S are possible.
5.4.3.1 Choice of β
The Multilayer Extraction procedure has one tunable parameter, β ∈ [0, 1], that controls the overlap
of the identified communities. When β = 0, the extracted family of vertex-layer communities will
be disjoint so that neither the layer sets nor the vertex sets will overlap. On the other hand, when
β = 1, communities within the extracted family may be redundant. The number of communities
in a family increases with increasing β. We recommend scanning across a range of β to investigate
community structure at different resolutions following the suggestion of Leskovec et al. (2008).
In general, community detection algorithms rely on one or more tunable parameters that guides
the resulting communities identified by the method (Von Luxburg, 2007; Leskovec et al., 2008;
Mucha et al., 2010; Lancichinetti et al., 2011; Wilson et al., 2014). For ease of reproducability, we
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specify a default value of β in our algorithm. To do so, we analyze the community structure of
an analyzed network across a range of β between 0 and 1 in increments of 0.01. In particular, let
βi = (i− 1) ∗ 0.01. For a fixed i, let ki = k(βi) denote the number of communities identified at βi.
We specify the default value of β, β′, to be the smallest value for which ki remains stable for the
longest window of the parameter, namely
β′ = argminβi (k(βi) = mode(k1, . . . , k101))
5.5 Real Network Analysis
In this section, we assess the performance and potential utility of Multilayer Extraction through
a case study of three real multilayer networks. We compare and contrast the performance of
Multilayer Extraction with four methods: Spectral Clustering (Newman, 2006a), Label Propagation
(Raghavan et al., 2007), Fast and Greedy (Clauset et al., 2004), and Walktrap (Pons and Latapy,
2005). Each of these methods have publicly available implementations in the igraph package in
R and python. Each of the competing methods are standard single-layer detection methods that
can handle weighted networks. We apply the competing methods to both the aggregate (weighted)
network computed from the average of the layers in the analyzed multilayer network, and to each
layer separately. We now provide a more detailed description of the competing methods below:
Spectral clustering (Newman, 2006a): an iterative algorithm based on the spectral properties
of the modularity matrix of an observed network. In the first step, the modularity matrix
of the observed network is calculated and its leading eigenvector is identified. The graph is
divided into two disjoint communities so that each vertex is assigned according to its sign in
the leading eigenvector. Next, the modularity matrix is calculated for both of the subgraphs
corresponding to the previous division. If the modularity of the partition increases, these
communities are once again divided into two disjoint communities, and the procedure is
repeated in this fashion until the modularity no longer increases.
Label Propagation (Raghavan et al., 2007): an iterative algorithm based on propagation
through the network. At the first step, all vertices are randomly assigned a community label.
Sequentially, the algorithm chooses a single vertex and updates the labels of its neighborhood
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to be the majority label of the neighborhood. The algorithm continues updating labels in
this way until no updates are available.
Fast and greedy (Clauset et al., 2004): an iterative and greedy algorithm that seeks a partition
of vertices with maximum modularity. The algorithm is an agglomerative approach that
is a modification of the Kernighan-Lin algorithm commonly used in the identification of
community structure in network.
Walktrap (Pons and Latapy, 2005): an agglomerative algorithm that seeks a partition of
vertices that minimizes the total length of a random walk within each community. At the
first stage, each vertex of the network is placed in its own community. At each subsequent
stage, the two closest communities (according to walk distance) are merged. This process is
continued until all vertices have been merged into one large community, and a community
dendrogram is formed. The partition with the smallest random walk distance is chosen as
the final partition.
When used, we apply each of the above methods to the aggregate (weighted) network computed
from the average of the layers in the analyzed multilayer network as well as to each layer separately.
For each method, we use the default settings from the igraph package version 0.7.1 set in R.
We calculate a number of quantitative features of the identified communities for each method,
including the number and size of the communities, as well as the number of identified background
vertices. We also evaluate the extent to which the communities identified by each method overlap.
Our comparison is complicated by the fact that no competing method incorporates layer sets as
part of an identified community. Thus, we are restricted to a comparison of the vertex set in each
community identified by Multilayer Extraction. Consider two families of vertex sets {Bs}s∈S and
{Ct}t∈T . We define the overlap, O(S, T ), between these two families to be:
O(S, T ) = |S|−1
∑
s∈S
max
t∈T
( |Bs ∩ Ct|
|Bs ∪ Ct|
)
(5.8)
The value O(S, T ) is between 0 and 1 and has the property that O(S, T ) = 1 if and only if for all
s ∈ S, Bs ∈ {Bt}t∈T . Note that O(S, T ) is not symmetric. Small values of O(S, T ) suggest that
the family {Bt}t∈T does not contain vertex sets in {Bt}t∈T .
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Figure 5.1: Quantitative summary of the identified communities in each of the three real applications.
Boxplots represent the number of vertices in identified communities for each method. For the layer-by-layer
methods, we report the average number of communities and background vertices for each layer.
We investigate three real multilayer networks of various size, sparsity, and relational types,
including a social network from an Austrailian Computer Science department, an air transportation
network of European airlines (Cardillo et al., 2013), and a collaboration network of network science
authors on arXiv.org (De Domenico et al., 2014). The size and edge density of each network is
summarized in Table 5.1.
Network # Layers # Vertices Total # Edges
AU-CS 5 61 620
EU Air Transport 36 450 3588
arXiv 13 14489 59026
Table 5.1: Summary of the real multilayer networks in our study.
Figure 5.1 provides a summary of the quantitative features of the communities identified by
each method. The overlap between each family of identified communities is shown in Figure 5.2.
We discuss the comparison of these methods below. Beyond the capabilities of existing methods,
Multilayer Extraction provides important insights about the layers of each network, which we shall
also discuss below. Our results reveal that Multilayer Extraction is an important exploratory tool
for multilayer networks.
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Figure 5.2: A heat map illustrating the overlap of the communities identified by each of the methods applied
to the real multilayer networks. Overlap is measured using the measure in Equation (5.7).
5.5.1 AU-CS Network
The AU-CS network models online and oﬄine relationships of 61 employees of a Computer Science
research department in Austrailia. Vertices of the network represent the employees in the depart-
ment, and layers represent five different relationships among the employees: Facebook, leisure, work,
co-authorship, and lunch.
Results
Multilayer Extraction identified 6 communities, which are illustrated in Figure 5.3 a. These com-
munities reveal several interesting patterns in the network. First, the work layer was contained in
each of the identified communities, reflecting natural work groups among the researchers in this
CS department. Second, all six of these work group communities also contained the lunch layer,
suggesting that members of the same work group tend to go to lunch with one another. Two of
the identified communities contained the leisure and Facebook layers, indicating that only some of
the work groups are involved in the same social activities. Each of these findings are important
and interpretable features of this social network that could not have been identified using existing
methods.
All of the methods identify a similar number of communities (ranging from 4 to 7). Interestingly,
each of the aggregate methods identified no background vertices. On the other hand, Multilayer
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Figure 5.3: (Color) a) The AU-CS multilayer network where each layer is re-ordered according to six
identified communities and colored boxes signify extracted communities. b) The layers of the eleven extracted
significant communities identified in the EU transport network. The layers are ordered according to the type
of airline. The darkness of the shaded in blocks represents the score of the identified community. c)
Adjacency matrix of layers in arXiv network where edges are placed between layers that were contained in
one or more of the same extracted multilayer communities of Multilayer Extraction. Dotted lines separate
three communities of submission types that were identified using spectral clustering.
Extraction, as well as all of the single-layer methods, identified between 11 and 17 background
vertices. All 11 background vertices identified by Multilayer Extraction were sparsely connected,
having two or fewer connections in 3 layers. Figure 5.2 reveals that the communities captured
by the aggregate approaches are well captured by the single layer methods; however, the converse
was not true. This suggests that aggregate methods cannot well capture community heterogeneity
among layers of the network.
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5.5.2 European Air Transportation Network
Vertices in the European Air Transportation Network represent 450 airports in Europe and layers
represent 37 different airlines. Edges are placed between airports for which the airline traveled
between at least once on June 1st, 2011. The 37 airlines belong to five major classes: major (18),
low-cost (10), regional (6), cargo (2) and other (1).
Results
Multilayer Extraction identified 11 small communities (mean number of vertices = 11.82, mean
number of layers = 3.73), and labeled 358 vertices as background vertices. We illustrate the layers
of each extracted community in Figure 5.3 b. Notably, the layers of each community closely
associate with the major classes of airline, and have a match of 0.92. This result indicates that
airlines of the same class tend to travel between similar airports. There are two airlines of different
classes (one regional and one major) that appeared together in 4 unique communities. Interestingly,
these airlines were the Norwegian Air Shuttle (NAX) and Scandanavian Airlines (SAS), both of
which primarily fly to airports in Norway, Sweden, Denmark, Finland and other Scandanavian
destinations. Indeed, these two airlines are the top two air carriers in Scandanavia and share many
common routes.
Aggregate detection approaches identified a similar number of communities as Multilayer Ex-
traciton, but the size of the identified communities were on average twice as large as Extraction.
Furthermore, the aggregate methods identified only between 33 and 107 background vertices. Like
Multilayer Extraction, the single-layer methods placed on the order of 400 vertices (≈ 89%) in the
background. These results indicate that the European air transporation network contains many
loosely connected vertices, which alludes to the distinct routes of different classes of airlines. Once
again, Figure 5.2 shows that single layer methods identify communities that capture the communi-
ties identified by the aggregate methods.
5.5.3 arXiv Network
The arXiv network of De Domenico et al. (2014) represents the authors of all arXiv submissions
that contained the word “networks” in its title or abstract between the years 2010 and 2012. Layers
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represent the type of arXiv category under which the submission was placed, and vertices represent
the authors. Edges are placed between vertices if the corresponding authors co-authored any of the
submissions considered in the study. This nework contains 13 layers and 14489 vertices. We note
that this network is sparse, as each layer contains less than 1.5% edge density.
Results
Multilayer Extraction identified 272 multilayer communities, which contained on average 2.39 layers
per community. These communities were small in size, suggesting that network science collaboration
groups are tightly-knit, and that each submission is written by only a few cross-disciplinary authors.
In Figure 5.3 c, we plot an adjacency matrix of the layers whose i, jth entry is 1 if and only if
layers i and j were contained in one or more multilayer community together. We partition these
communities using Spectral clustering and identify 3 groups of submission types. These groups
highlight active interdisplinary working groups in network science.
There are several noticeable differences between the community detection methods run in this
application. Aggregate approaches tend to identify on the order of 1000 small to moderately sized
communities (mean number of vertices between 6.04 and 9.80), and each aggregate method identifies
only approximately 400 background vertices. On the other hand, both Multilayer Extraction and
the single layer approaches identify a similar number of communities (from 272 to 383), and classify
on the order of 12 thousand (≈ 86%) vertices as background. This trend suggests that the arXiv
network contains layers that contain particularly heterogeneous community structure and contain
many non-preferentially attached vertices. Figure 5.2 further portrays the discrepancy between
the aggregate and single layer methods, and shows that separately methods of each class identify
similar communities (match > 0.90), and that Multilayer Extraction identifies community structure
that is significantly different than any competing method.
5.6 Simulation Study
In this section, we evaluate the performance of Multilayer Extraction on a diverse set of simula-
tions. Multilayer Extraction differs from most existing community detection methods for multilayer
networks in three critical respects: it allows identified communities to overlap; it distinguishes sig-
82
nificant communities from background nodes that do not exhibit preferential interconnection; and
it identifies communites in networks with heterogeneous layers. Accordingly, this simulation study
aims to evaluate the performance of Multilayer Extraction in these three respects.
We compare the performance of Multilayer Extraction with both single layer and aggregate
approaches using the four community detection methods described in Section 5.5. The simulations
require us to quantify the similarity between an identified family of communities and a true family
of communities. Any metric used to quantify this similarity should account for both the sensitivity
and specificity of an identified collection of communities. To accomplish this, we extend the vertex
overlap quantity in (5.7). Let {Bs}s∈S and {Bt}t∈T be two families of vertex sets, and let O(S, T )
be as in (5.7). Then, we define the match between the two above families as
O(S, T ) = 0.5O(S, T ) + 0.5O(T, S) (5.9)
The match score in (5.9) is between 0 and 1 and has the property that O(S, T ) = 1 if and only
if {Bs}s∈S and {Bt}t∈T contain the same vertex sets, and O(S, T ) is 0 if and only if {Bs}s∈S
and {Bt}t∈T have no vertex sets in common. Note that O(S, T ) is symmetric, namely O(S, T ) =
O(T, S). Furthermore, O(S, T ) will be small in cases where the number of size of {Bs}s∈S is
significantly different than the size of {Bt}t∈T . In general, small values of O(S, T ) suggest poor
match between the two families.
In practice, the simulation study performed here can be used to evaluate the performance of any
multilayer community detection or extraction method. We illustrate the results of our simulation
study in Figure 5.4, and discuss the results in what follows below.
5.6.1 Multilayer Stochastic Block Model
Simulation
Recall the generative process for a stochastic k block model as described in Section 5.3. For this
simulation study, we generate multilayer stochastic block models with m layers and 1000 vertices
in the following way. First, we assign a community label to each vertex via probabilities pi ∈ (0, 1)k
by following the first step in the generative procedure of the SBM. We assume that each layer
has the same community structure. We then randomly and independently connect nodes in each
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Figure 5.4: (Color) Results for multilayer stochastic block model, persistence, and single embedded simu-
lations. In each plot, we report the match of the identified communities with the true communities where
the match is calculated using the match score in (5.9).
layer (with no inter-layer connections) according to the probability matrix P ∈ Rk×k with entries
P (i, i) = 0.05 and P (i, j) = r+0.05, for i 6= j. In this way, the resulting multilayer stochastic block
model is a collection of m independent realizations of the stochastic k block model with the same
community structure.
We generate the above multilayer block models for m = 1, 5, 10, and 15 layers and for k = 2 and
5 communities. For k = 2, we set pi = (0.4, 0.6), and for k = 5, we set pi = (0.2, 0.1, 0.2, 0.1, 0.4).
For each specified m and k, we vary r from 0.00 to 0.10 in increments of 0.005. We run Multilayer
Extraction and all other competing methods on ten replications of each simulation and report the
average match of each method in the left panel of Figure 5.4.
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Results
In the single layer setting for values of r > 0.05, Multilayer Extraction is competitive with the
remaining methods and perfectly identifies the true communities for r > 0.06. In the single layer
setting, Multilayer Extraction does not identify any significant communities in either the stochastic
2 or stochastic 5 block model for values of r between 0 and 0.05. At these small values, the competing
single layer methods outperform Multilayer Extraction; however, we note that these results may
simply reflect the fact that in each case every method identifies a partition, which is highly likely
to have a match greater than 0. As the number of layers increase, Multilayer Extraction witnesses
improved performance across all values of r. Indeed, for m as small as 5, Multilayer Extraction
outperforms all competing methods for r > 0.02. This suggests that Multilayer Extraction performs
well in multilayer networks with homogeneous community structure.
5.6.2 Persistence
Simulation
We now consider multilayer networks with heterogeneous community structure. In this simulation
study, we simulate multilayer networks with 50 layers and 1000 vertices in the following way. The
first τ ∗50 form a multilayer stochastic block model (see Section 5.6.1) with the same k communities
and connection probability matrix P ∈ Rk×k that has entries P (i, i) = 0.15 and P (i, j) = 0.05, for
i 6= j. The remaining (1− τ)∗50 layers are independent Erdo˝s-Re´nyi random graphs with p = 0.10
so that in each layer every pair of vertices are connected independently with probability 0.10.
We generate multilayer networks according to the above procedure for k = 2, and 5 commu-
nities. For k = 2 we set pi = (0.4, 0.6), and for k = 5, we set pi = (0.2, 0.1, 0.2, 0.1, 0.4). For each
specified k, we vary the persistence parameter τ from 0.02 to 1 in increments of 0.02. For each
specification, we run Multilayer Extraction as well as the competing methods on ten replications
and report the average match of each method in the center panel of Figure 5.4.
Results
In the case that k = 5, Multilayer Extraction outperforms competing aggregate methods for values
of τ less than 0.30. For values of τ greater than 0.50, all methods are able to fully capture the block
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structure present in the layers with structures. For small τ , the noise present in the (1 − τ) ∗ 50
Erdo˝s-Re´nyi layers hides the signal of the first τ ∗ 50 stochastic block models once the layers are
aggregated. Multilayer Extraction, on the other hand, ignores the Erdo˝s-Re´nyi layers and correctly
identifies the structure of the first τ ∗ 50 layers. The performance of all methods are improved in
the k = 2 case, and Multilayer Extraction once again outperforms all competing methods for small
τ . Though not shown in Figure 5.4, the single layer methods are able to correctly identify the
community structure of the first τ ∗50 layers; however, these methods identify incorrect community
structure in the remaining Erdo˝s-Re´nyi layers and find 4 or more non-trivial communities in each
layer for each simulation.
5.6.3 Single Embedded Communities
Simulation
Here, we evaluate the extent to which Multilayer Extraction can detect single embedded commu-
nities in a multilayer network. We construct multilayer networks with m layers and 1000 vertices
according to the following procedure. For layer ` ∈ [m], we first generate an Erdo˝s-Re´nyi random
graph with probability of connection 0.05. We then embed a single community of size γ ∗ 1000, so
that vertices within the community are connected to one another with probability 0.15.
We generate multilayer networks as above for m = 1, 5, 10, and 15 layers. We vary the size of
the embedded community by varying γ between 0.01 and 0.20 in increments of 0.01. We generate
ten replications of each network and report the average match of the closest matching community
from each method in the right panel of Figure 5.4.
Results
In the single layer setting, Multilayer Extraction is able to correctly identify the embedded commu-
nity when the embedded vertex set takes up approximately 14 percent of the layer. The performance
of extraction greatly improves as the number of layers in the observed multilayer network increases.
At m = 5 and m = 10, the algorithm correctly identifies the embedded community (with at least
90% match) once the community takes up as little as 6 percent of each layer. At m = 15, extraction
is able to identify communities with size as small as 4 percent of the graph in each layer.
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In the upper right panel of Figure 5.4, we show the match of Multilayer Extraction at all
m against the aggregate methods when applied to the multilayer network with 15 layers. When
m > 5, Multilayer Extraction outperforms all aggregate methods for each value of γ. Furthermore,
Multilayer Extraction outperforms every layer-by-layer method for all m and γ. These results
show that Multilayer Extraction is able to detect small embedded communities in the presence of
background vertices. Moreover, Multilayer Extraction performs especially well when the number
of layers is large.
5.6.4 Extraction Simulations
Simulation
We now investigate several intrinsic properties of Multilayer Extraction by applying the method to
multilayer networks with several types of community structure, including I) disjoint, II) overlapping,
III) persistent, IV) non-persistent, and V) hierarchical structure. Figure 5.5 illustrates six multilayer
networks that we analyze for this purpose. Each simulated network contains 1000 nodes and 90
layers. Embedded communities have inner connection probability 0.15; whereas, the remaining
vertices independently connected to all other vertices with probability 0.05.
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Figure 5.5: Simulation test bed for extraction procedures. Each graphic displays a multilayer network
on 1000 nodes and 90 layers. In each plot, shaded rectangles are placed over the nodes (rows) and layers
(columns) that are included in a multilayer community. Communities are labeled by number. Vertices within
the same community are randomly connected with probability 0.15 while all other vertices have connection
probability 0.05 to vertices in their respective layer.
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Results
In the disjoint, overlapping, persistent, and non-persistent networks (I, II, III, and IV, respectively),
Multilayer Extraction identifies communities that perfectly match the true embedded communities.
On the other hand, in the hierarchical community setting, Multilayer Extraction is unable to identify
the full set of communities. In example V, Multilayer Extraction does not identify community 1,
and in example VI Extraction identifies a community with vertices 1 - 300 across layers 1 - 60,
which combines community 1 and community 2.
Together, these results suggest two properties of the Multilayer Extraction procedure. First,
the method can efficiently identify disjoint and overlapping community structure in multilayer net-
works with heterogeneous community structure. Second, Multilayer Extraction tends to disregard
communities with a large number of vertices (e.g. communities that include over half of the vertices
in a network). The inverse relationship between the score and the number of vertices in a commu-
nity may provide some justification as to why this is the case. In networks with large communities,
one can in principle modify the score in (5.2) by introducing a reward for large collections. We
pursue this further in future research.
5.7 Discussion
The identification of tightly-connected vertices in large networks has proven to be an important
first step in understanding and analyzing complex systems. In this chapter, we introduced and
evaluated a significance-based multilayer extraction method that seeks highly connected vertex layer
communities in multilayer networks. The core of our proposed method relies on the development of
a score that quantifies the strength of connection in an observed network. The score is motivated by
the comparison of an observed graph to what is expected under a multilayer random graph model,
which dictates random connection between vertices. By analyzing the asymptotic properties of our
score under a sequence of growing stochastic block model random graphs, we were able to establish
consistency of our method.
Multilayer Extraction requires the specification of only one parameter, which controls the over-
lap of extracted communities. We have shown that Multilayer Extraction is able to identify commu-
nity structure that is overlapping, disjoint, and hierarchical. Furthermore, Multilayer Extraction
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is the first detection method for multilayer networks that readily handles multilayer networks with
layers having heterogeneous community structure. Applications to several real networks reveal that
Multilayer Extraction identifies important and relevant network structure and motifs that existing
methods are not capable of detecting.
5.8 Proof of Consistency
Here, we prove the consistency result of our proposed score presented in Theorem 2. We first recall
needed notation. Let Ĝn be a random network having distribution under the stochastic block model
P = P(·|2, P, pi). Let M denote the expected normalized edge density of the vertices in Ĝn, namely
M :=
EP[|Ên|](
n
2
) = pi1(pi1P (1, 1) + pi2P (1, 2)) + pi2(pi1P (1, 2) + pi2P (2, 2)) (5.10)
Let Ŝ(Bn) be the score of a vertex set Bn ⊆ [n] under P. Let B̂opt(n) denote the vertex set
that optimizes the criterion Ŝ(Bn) under P. We analyze the optimality of the estimated partition
ĉn = (cˆ1, . . . , cˆn), where cˆu is defined in (5.3). We denote cn = (c1, . . . , cn) as the true partition of
vertices under P. We will denote the first community in Ĝn by C1,n = {u ∈ [n] : cu = 1}.
For a fixed vertex set Bn, define ρn as the proportion of vertices in Bn that are contained in
the first true community, and let sn denote the relative size of Bn, namely
ρn := ρn(Bn) =
|Bn ∩ C1,n|
|Bn| , sn := sn(Bn) =
|Bn|
n
(5.11)
Our argument begins by analyzing the limiting (population) value of Ŝ(Bn). The next proposi-
tion identifies the population version of the score for the class of vertex sets whose size are of order
O(n).
Proposition 5.1. Let Ĝn be a random graph with n nodes generated under distribution P(·|2, P, pi).
Let sn and ρn be defined as in equation (5.11). Fix any  > 0. Let Bn() = {Bn ⊆ [n] : |Bn| > n}.
Given any A1 > 0, there exists a constant A2 = A2(A1, , P, pi) > 0 such that
Pr
(
sup
Bn∈Bn()
(∣∣∣ Ŝ(Bn)
n2
−H(ρn, sn)
∣∣∣) > A1 t
n2
)
6 2|Bn()| exp
(
−A2 t
2
n2
)
(5.12)
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Here,
H(ρ, s) =
s2
M2
(
P (1, 1)P (2, 2)− P (1, 2)2)2
+
(ρ− pi1)4 (5.13)
Note that |Bn()| 6 2n(1−) exp{n}. Thus, (5.12) implies that there exists a constant C1 > 0 large
enough such that taking t = C1n
3/2 will send the probability in (5.12) to 0 as n tends to infinity.
It follows that there exists a constant C2 > 0 such that with probability tending to one
sup
Bn∈Bn()
(∣∣∣ Ŝ(Bn)
n2
−H(ρn, sn)
∣∣∣) 6 C2√
n
(5.14)
We will prove Proposition 5.1 in the next section.
Proposition 5.2. The function H(ρ, s) has local maxima at (ρ1, s1) = (1, pi1) and (ρ2, s2) = (0, pi2).
Furthermore, if P (1, 1)P (2, 2) > P (1, 2)2 then one of the following hold:
• If pi1 6= pi2, H(ρ, s) is uniquely maximized at either (ρ1, s1) or (ρ2, s2).
• If pi1 = pi2, H(ρ, s) has global maxima at both (ρ1, s1) and (ρ2, s2)
Proof. Without loss of generality, suppose that pi1 6 pi2. Then we consider all the critical points of
H(ρ, s) to identify its local maximum. Since s2(ρ−pi1)4 is convex in s and ρ, we need only consider
its end points. The domain of (ρ, s) is as follows:
(ρ, s) ∈ {0, 0} ∪ {pi1, 1} ∪ [0, 1]× (0, pi1] ∪ [0, pi1/s)× (pi1, pi2) ∪ [(s− pi2)/s, pi1/s]× [pi2, 1)
It is readily verified by checking each of the end points of the domain of (ρ, s) that local maxima
occur at (ρ1, s1) and (ρ2, s2).
If P (1, 1)P (2, 2) 6 P (1, 2)2, then H(ρ, s) is a constant function that does not have a global
maximum. Under the condition that P (1, 1)P (2, 2) > P (1, 2)2, we have that either (ρ1, s1) or
(ρ2, s2) must be the unique global maximum. In the case that pi1 = pi2 = 1/2, both (ρ1, s1) and
(ρ2, s2) maximize H(ρ, s), and H has maximum value
1
64M2
(
P (1, 1)P (2, 2)− P (1, 2)2)2
+
. 
Proposition 5.2 reveals that when P (1, 1)P (1, 2) > P (2, 2)2, the population form of our score is
maximized by either C1,n or its complement. It follows that at the population level, our estimated
partition ĉ(n) is the same as the true partition c(n). Throughout the remainder of this proof, we
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will denote the true community, which by Proposition 4 maximizes H, by B∗n. Let ρ∗n = ρn(B∗n) = 0
or 1, and s∗n = sn(B∗n) = pi1 or pi2.
We note that Proposition 5.1 only considers vertex sets of size O(n). We now show that vertex
sets with size o(n) cannot possibly maximize the score function due to the result of Proposition
5.2.
Lemma 5.3. Let Ĝn be a random graph with n nodes generated under distribution P(·|2, P, pi). For
any δ > 0, we can choose 1 = 1(δ) > 0 such that for any vertex set Bn with |Bn| < 1n,
Ŝ(Bn)
n2
< δ, for all n.
The proof of Lemma 5.3 follows from the fact that for any Bn ⊆ [n], Ŝ(Bn) 6 2|Bn|2. The
result of Proposition 5.1 implies that Ŝ(B∗n)/n2 ∼ H(ρ∗n, s∗n) > 0. Now set δ = H(ρ∗n, s∗n)/2. Then
choose  = (δ) > 0 so that Lemma 5.3 is true. Lemma 5.3 suggests that with high probability, for
any set Bn such that |Bn| < n, we have that Ŝ(Bn)/n2 < H(ρ∗n, s∗n). Therefore we can ignore all
vertex sets with size smaller than n.
To evaluate the misclustered number of vertices in ĉ(n), we must consider the possible collection
of vertex sets that maximize Ŝ(Bn) for each fixed n. Propositions 5.1 and 5.2 imply that the true
community B∗n maximizes the population version of our score for each n. We use the result of
Proposition 5.1 to recursively refine the collection of vertex sets that can possibly optimize Ŝ(Bn).
Our next proposition describes the refined collection of sets.
Proposition 5.3. Let Bn() be the family of vertex sets defined as in Proposition 3. For a set
Bn ∈ Bn(), let ρn, sn be defined as in equation (5.11). Let B∗n be the community that maximizes
the population version of the score, H(ρn, sn), and let s
∗
n = sn(B
∗
n) and ρ
∗
n = ρn(B
∗
n). Then there
exists a constant C3 > 0, not depending on n, such that for all vertex sets Bn with |sn−s∗n| > C3/
√
n
or |ρn − ρ∗n| > C3/
√
n, with probability tending to one,
Ŝ(Bn) < Ŝ(B
∗
n) (5.15)
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Proof. Let Bn ∈ Bn(). Then a Taylor expansion of H(ρn, sn) around (ρ∗n, s∗n) yields:
H(ρn, sn) = H(ρ
∗
n, s
∗
n) + (ρn − ρ∗n)
∂H
∂ρn
∣∣∣∣
s∗n,ρ∗n
+ (sn − s∗n)
∂H
∂sn
∣∣∣∣
s∗n,ρ∗n
+O((sn − s∗n)2) +O((ρn − ρ∗n)2) (5.16)
By Proposition 5.2, we know that H(ρn, sn) 6 H(ρ∗n, s∗n), therefore it follows that ∂H∂ρn
∣∣
s∗n,ρ∗n
and
∂H
∂sn
∣∣
s∗n,ρ∗n
must be negative. The result of Proposition 5.1 implies that Ŝ(Bn)/n
2 is uniformly close
to H(ρn, sn) for all Bn ∈ Bn(). Application of (5.14) and (5.16) yields
S(Bn)
n2
=
S(B∗n, 1)
n2
+ (ρn − ρ∗n)
∂H
∂ρn
∣∣∣∣
s∗n,ρ∗n
+ (sn − s∗n)
∂H
∂sn
∣∣∣∣
s∗n,ρ∗n
+O((sn − s∗n)2) +O((ρn − ρ∗n)2) +OP
(
1√
n
)
Since ∂H∂ρn
∣∣
s∗n,ρ∗n
and ∂H∂sn
∣∣
s∗n,ρ∗n
are negative, it follows that we can choose C3 large enough so that
if |sn − s∗n| > C3/
√
n or |ρn − ρ∗n| > C3/
√
n then with probability tending to one Ŝ(Bn) < Ŝ(B
∗
n).

Proof of Theorem 5.1
We are now equipped with the tools needed to prove the main theorem. Recall that B∗n is the true
community under the stochastic block model which, by Proposition 5.2, optimizes the population
function H(ρn, sn). Let B̂n = argmaxBn{Ŝ(Bn)}. For any fixed  > 0, let Bn() = {Bn ⊆ [n] :
|Bn| > n}. Proposition 5.1 shows that for Bn ∈ Bn(), Ŝ(Bn)/n2 is uniformly close to H(ρn, sn)
with probability tending to 1. By applying this result, we are able to show in Proposition 5.3 that
with high probability there exists a constant C > 0, not depending on n, such that the optimal
community B̂n must be in the collection of vertex sets B1n(C) = {Bn ⊆ [n] : ∆(Bn, B∗n) 6 C
√
n}.
Now, consider the collection B1n(C). Applying Propostion 5.1 to this collection reveals that for
all Bn ∈ B1n(C), Ŝ(Bn)/n2 is uniformly close to H(ρn, sn) with probability tending to 1. Impor-
tantly, this convergence occurs at rate
√
log n/n3/4. Applying this convergence rate in Proposition
5.3 reveals that there exists a constant D > 0, not depending on n, such that B̂n must be contained
in the collection B2n(D) = {Bn ⊆ [n] : ∆(Bn, B∗n) 6 Dn1/4
√
log n}.
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Fix any ∗ > 0. Then by recursively refining the collection of vertex sets in which B̂n must be
contained, we conclude that the optimal community B̂n will differ from the true community B
∗
n by
at most oP (n
∗) vertices. The result of Theorem 5.1 follows.

Proof of Proposition 5.1
Let M denote the expected normalized edge density of the vertices in Ĝn defined in (5.10).
Suppose that the degree of node u in Ĝn is given by dˆ(u). Define the following quantity:
S˜(Bn) =
(|Bn|
2
)−1(
ŷ(Bn)−
∑
u,v∈Bn;u<v dˆ(u)dˆ(v)
n2M
)2
Let µ˜(Bn) denote the expectation of S˜(Bn) under the stochastic block model P. Namely,
µ˜(Bn) = EP[S˜(Bn)]
We prove Proposition 5.1 via concentration bounds between i) Ŝ(·) and S˜(·), and ii) S˜(·) and
µ˜(·). We then analyze the distance between µ˜(·) and the population function H(·, ·). We now state
two needed lemmas.
Lemma 5.4. Let Bn() be as in Proposition 5.1. Then, for any A3 > 0 there exists a constant
A4 = A4(A3, , P, pi) > 0 such that
Pr
(
sup
Bn∈Bn()
(∣∣∣Ŝ(Bn)− S˜(Bn)∣∣∣) > A3t) 6 2 exp(−A4 t2
n2
)
(5.17)
Proof. Let D̂n =
∑
w∈[n]
dˆ(w) denote the random variable that represents the total degree in Ĝn.
Then, E[D̂n] = n2M . It is easily verified that D̂n is Lipschitz in its arguments, so we can apply
Azuma-Hoeffding’s inequality to obtain
Pr(|D̂n − n2M | > t) 6 2 exp
(
−4 t
2
n2
)
(5.18)
Factoring Ŝ(Bn)− S˜(Bn) yields that for all Bn ∈ Bn:
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(|Bn|
2
)∣∣∣Ŝ(Bn)− S˜(Bn)∣∣∣ 6 ∣∣∣Ŝ(Bn)1/2 − S˜(Bn)1/2∣∣∣∣∣∣Ŝ(Bn)1/2 + S˜(Bn)1/2∣∣∣
6
∣∣∣(n2M − D̂n)∑u,v∈B;u<v dˆ(u)dˆ(v)
n2MD̂n
∣∣∣∣∣∣(3M + 1)(|Bn|2 )
M
∣∣∣
6
∣∣∣(n2M − D̂n)
2M
∣∣∣∣∣∣(3M + 1)(|Bn|2 )
M
∣∣∣
It follows that
|Ŝ(Bn)− S˜(Bn)| 6 3M + 1
2M2
|D̂n − n2M | (5.19)
Results (5.18) and (5.19) imply:
Pr
(
sup
Bn∈Bn()
(∣∣∣Ŝ(Bn)− S˜(Bn)∣∣∣) > 2M2
3M + 1
t
)
6 2 exp
(
−4 t
2
n2
)
This completes the proof. 
Lemma 5.5. Let Bn() be as in Proposition 5.1 and let S˜ and µ˜ be defined as above. Then, there
exists a positive constant A5 = A5(, P, pi) > 0 such that
Pr
(
sup
Bn∈Bn
(∣∣∣S˜(Bn)− µ˜(Bn)∣∣∣) > t) 6 2|Bn| exp(−A5 t2
n2
)
(5.20)
Proof. This proof relies on the use of McDiarmid’s concentration inequality. Consider the collection
of Bernoulli random variables X = {X(u, v) : 1 6 u < v 6 n} that dictate the occurrence of the
edges in Ĝn. Note that the score S˜(·) can be expressed as a function of X and |Bn|. Consider a
collection X(i,j) = {X(1, 1), X(1, 2), . . . , X̂(i, j) = 1 − X(i, j), X(i, j + 1), . . . , X(n− 1, n)} which
differs from X only in the (i, j)th element. For ease of notation, let fBn(X) denote the score S˜(Bn)
written in terms of X and |Bn|. We are interested in bounding the difference between fBn(X) and
fBn(X
(i,j)) for all (i, j). First note that for all (i, j), the following inequality holds
∣∣∣f1/2Bn (X) + f1/2Bn (X(i,j))∣∣∣ 6 2M + 1M
(|Bn|
2
)1/2
(5.21)
Let z := X̂(i, j)−X(i, j). Define δi := zI(i ∈ Bn). Note that δi ∈ {−1, 0, 1}. Then for all (i, j),
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∣∣∣f1/2Bn (X)− f1/2Bn (X(i,j))∣∣∣ =
∣∣∣∣∣1 + 1n2M
δi ∑
v∈Bn;v 6=i
dˆ(v) + δj
∑
u∈Bn;u6=j
dˆ(u)
∣∣∣∣∣
(|Bn|
2
)−1/2
6
(
1 +
2
M
)(|Bn|
2
)−1/2
Together, the above bound and the bound in (5.21) implies that for all (i, j),
∣∣∣fBn(X)− fBn(X(i,j))∣∣∣ 6 (2M + 1)(M + 2)M2 (5.22)
Let A5 = 4
(2M + 1)(M + 2)
M2
. Using (5.22), we can apply McDiarmid’s inequality for indepen-
dent random variables to get our desired result.

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CHAPTER 6: STOCHASTIC WEIGHTED GRAPH MODELS
6.1 Introduction
We now turn our attention to the computational challenges inherent in the statistical modeling and
simulation of networks. A fundamental tool for the statistical analysis of networks has been the
exponential random graph model (ERGM) (Holland and Leinhardt, 1981; Wasserman and Pattison,
1996; Snijders et al., 2006). Despite their popularity, ERGMs have a major limitation in that
they require that the edges of an observed network are binary (representing presence or absence
of an edge), thus ERGMs are unable to model weighted networks. Recently, some progress on
modeling weighted networks in the ERGM framework was made in Desmarais and Cranmer (2012),
where the generalized exponential random graph model (GERGM) was proposed to study networks
with continuous-valued edges. Furthermore, Krivitsky (2012) developed a weighted exponential
random graph model that generalized the ERGM to networks with discrete-valued (i.e., count)
edges. Though both models provide a means to analyze weighted networks, we will focus on
flexible specifications of the GERGM.
In general, the likelihood function of an exponential family of graphs is intractable; however,
efficient estimation can be achieved through the use of Markov Chain Monte Carlo (MCMC) algo-
rithms (Geyer and Thompson, 1992; Hunter and Handcock, 2006). In this chapter, we significantly
expand the family of weighted networks that can be analyzed under the generalized exponential
random graph model (GERGM). We do this by developing a Metropolis-Hastings sampling pro-
cedure that allows the flexible specification of network statistics and models under the GERGM
framework. A significant advantage of our proposed Metropolis-Hastings procedure is that one can
avoid degeneracy in cases where the Gibbs sampler cannot be used for model specifications that
result in convergent parameter estimates. Furthermore, in models where the Gibbs sampler can
be used, Metropolis-Hastings yields the same parameter estimates as those obtained via Gibbs.
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The framework established here provides an important step in flexibly modeling and simulating
weighted networks while further providing a means of avoiding model degeneracy.
In Section 6.2, we describe the generalized exponential random graph model for graphs with
continuous-valued edges. In Section 6.3, we discuss the Monte Carlo maximum likelihood estimation
of the GERGM and briefly describe the Gibbs procedure devised in Desmarais and Cranmer (2012).
At the end of Section 6.3, we formulate a flexible Metropolis-Hastings sampling procedure. We
propose a class of model specifications in Section 6.4 that expands the family of GERGMs beyond
those permissible under Gibbs sampling. In Section 6.5, we evaluate the performance and potential
utility of our proposed framework through application to the U.S. migration network, a international
trades network, as well as through a simulation study which revisits the degenerate two-star-model
of Handcock (2003). We conclude with a discussion of our methodology in Section 6.6.
6.2 The Generalized Exponential Random Graph Model
Fix a node set [n] = {1, 2, . . . , n} and let m = n(n− 1) denote the total number of directed edges
between these nodes. Weighted relationships between these nodes are represented by a collection
of weights (yij : i 6= j ∈ [n]) ∈ Rm. The aim of this section is to describe a specific class of
probability measures on Rm as constructed in Desmarais and Cranmer (2012) called GERGMs
that incorporates relational structure between the nodes to generate a random vector Y ∈ Rm.
This probability distribution is specified by a joint probability density function (pdf) fY (y,Θ)
driven by real-valued parameters Θ.
A GERGM for the observed configuration y has a simple generative process that relies on
two distinct steps. First, a joint distribution that captures the structure and interdependence of
Y is defined on a restricted network configuration, X ∈ [0, 1]m. Next, the restricted network X
is transformed onto the support of Y through an appropriate transformation function. These two
steps are closely related to the widely studied specification of joint distributions via copula functions
(Genest and MacKay, 1986). We now describe the two steps in specifying a GERGM in more detail.
In the first specification step, a function of network summary statistics h : [0, 1]m → Rp is
formulated to represent the joint features of X. The random vector X is modeled by an exponential
family with parameters θ ∈ Rp as follows:
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fX(x,θ) =
exp (θ ′h(x))∫
[0,1]m exp (θ
′h(z)) dz
, x ∈ [0, 1]m (6.1)
The network specification in model (6.1) is closely related to the usual specification of expo-
nential random graph models on binary edges with the exception that individual edges are now
modeled as having continuous weights taking values between 0 and 1. As many dependence rela-
tionships can be captured by functions of edges valued on the unit interval, model (6.1) provides
a flexible specification of interdependence. For instance, networks generated by a highly reciprocal
process are likely to exhibit high values of
∑
i<j xijxji, and those for which there is a high vari-
ance in the popularity of vertices (e.g., preferential attachment) are likely to exhibit high values of
the “two-stars” statistic
∑
i
∑
j,k 6=i xjixki (Park and Newman, 2004a). We describe several flexible
network statistics for modeling interdependence in Section 6.4. An important feature of (6.1) is
that when the statistics h(X) play no role in the structure of X, then the edges {Xij} are modeled
as independent uniform random variables on the unit interval. More precisely, when θ = 0 the
function fX(x,θ) is a uniform pdf on [0, 1]
m.
In the second specification step, a one-to-one and coordinate wise monotonically non-decreasing
function T−1 : [0, 1]m → Rm is formulated to model the transformation of the restricted network
X onto the support of Y . Specifically, for each pair of distinct nodes i, j ∈ [n], we model Yij =
T−1ij (X,Λ) where Λ ∈ Rk parameterizes the transformation so as to capture the marginal features
of Y . Since T−1 is a monotonically non-decreasing, the pdf of Y is given by
fY (y,θ,Λ) =
exp (θ ′h(T (y,Λ)))∫
[0,1]m exp (θ
′h(z)) dz
∏
ij
tij(y,Λ), y ∈ Rm (6.2)
where ti,j(y,Λ) = dTi,j(y,Λ)/dyij . Though the choice of T
−1 is flexible, choosing T−1 so that
T−1ij is an inverse cumulative distribution function (CDF) is a natural choice with several beneficial
properties. First when T−1 is an inverse CDF, tij is precisely a marginal pdf for all i 6= j. Further-
more, when there are no network dependencies in Y , i.e. when θ = 0, then fY (y,θ,Λ) reduces to a
product of marginal pdfs {tij}. An important example includes taking T−1 as an inverse Gaussian
CDF with constant variance. In this special case if Y contains no network dependencies then (6.2)
reduces to ordinary least squares regression.
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6.3 Model Inference
The GERGM specification in equations (6.1) and (6.2) can be used to readily model a wide range of
network interdependencies in weighted networks. In this section, we describe maximum likelihood
inference of the parameters θ and Λ via MCMC. We review the Gibbs sampling procedure in
Desmarais and Cranmer (2012), which relies on an important restriction of model specification. We
then develop a general inferential framework for sampling via Metropolis-Hastings, which extends
the family of GERGM specifications.
6.3.1 Maximum Likelihood Inference
Given a specification of statistics h(·), transformation function T−1, and observations Y = y from
the distribution (6.1), our goal is to estimate the maximum likelihood estimates (MLEs) of the
unknown parameters θ and Λ, namely to find values θ̂ and Λ̂ that maximize the log likelihood:
`(θ,Λ|y) = θ ′h(T (y,Λ))− logC(θ) +
∑
i,j
log tij(y,Λ) (6.3)
where
C(θ) =
∫
[0,1]m
exp(θ ′h(z))dz
The maximization of (6.3) can be achieved through alternate maximization of Λ|θ and θ|Λ. In
particular, one can calculate the MLEs θ̂ and Λ̂ by iterating between the following two steps until
convergence.
For r > 1, iterate until convergence:
1. Given θ(r), estimate Λ(r)|θ(r):
Λ(r) = argmaxΛ
θ(r)h(T (y,Λ)) +∑
i,j
log tij(y,Λ)
 (6.4)
2. Set xˆ = T (y,Λ(r)). Then estimate θ(r+1)|Λ(r):
θ(r+1) = argmaxθ
(
θ ′h(xˆ)− logC(θ)
)
(6.5)
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For fixed θ, the likelihood maximization in (6.4) is straightforward and can be accomplished
using any hill climbing algorithm. In fact, in the case that ti,j is log-concave and h ◦ T is concave
in Λ, a hill climbing algorithm is assured to find the global optimum.
The maximization in (6.5), on the other hand, is a difficult problem due to the intractability of
the normalization factor C(θ). There has been much recent work on circumventing the intractabil-
ity of C(θ). For example, Strauss and Ikeda (1990) consider using the maximim pseudo-likelihood
estimate (MPLE) for θ, which assumes independence of the edges in the graph. Van Duijn et al.
(2009) shows, however, that using the MPLE is often biased and far less efficient than the maxi-
mum likelihood estimate especially when strong network dependencies are present. In light of the
inefficiency of pseudo-likelihood estimates, we turn to MCMC methods for estimating (6.5) which
have witnessed considerable success in estimating exponential family models (Geyer and Thomp-
son, 1992; Hunter and Handcock, 2006). We describe the MCMC framework for estimating θ and
then review the constrained Gibbs procedure developed in Desmarais and Cranmer (2012) before
introducing our new more flexible Metropolis-Hastings procedure.
6.3.2 Monte Carlo Maximization in the GERGM
Let θ and θ˜ be two arbitrary vectors in Rp and let C(·) be defined as in (6.3). The crux of optimizing
(6.5) via Monte Carlo simulation relies on the following property of exponential families (Geyer
and Thompson, 1992):
C(θ)
C(θ˜)
= E
θ˜
[
exp
(
(θ − θ˜)′h(X)
)]
(6.6)
The expectation in (6.6) is not directly computable; however, a first order approximation to this
quantity is given by the first moment estimate:
E
θ˜
[
exp
(
(θ − θ˜)′h(X)
)]
≈ 1
M
M∑
j=1
exp
(
(θ − θ˜)′h(x(j))
)
(6.7)
where x(1), . . . , x(M) is an observed sample from pdf fX(·, θ˜).
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Define `(θ|xˆ) := θh(xˆ)− logC(θ). Then maximizing `(θ|xˆ) with respect to θ ∈ Rp is equivalent
to maximizing `(θ|xˆ) − `(θ˜|xˆ) for any fixed arbitrary vector θ˜ ∈ Rp. Equations (6.6) and (6.7)
suggest:
`(θ|xˆ)− `(θ˜|xˆ) ≈ (θ − θ˜)′h(xˆ)− log
 1
M
M∑
j=1
exp
(
(θ − θ˜)′h(x(j))
) (6.8)
An estimate for θ can now be calculated by the maximization of (6.8). Consider the rth iterate
update of θ from (6.5). Then estimation of θ(r+1) can be achieved using Monte Carlo methods by
iterating between the following two steps:
Given Λ̂, set xˆ = T (y, Λ̂)
1. Simulate networks x(1), . . . , x(M) from density fX(· , θ(r))
2. Update:
θ(r+1) = argmaxθ
θ ′h(xˆ)− log
 1
M
M∑
j=1
exp
(
(θ − θ(r))′h(x(j))
) (6.9)
Given observations Y = y, the Monte Carlo algorithm described above requires an initial
estimate Λ0 and θ
(1). We initialize Λ0 using (6.4) in the case that there are no network dependencies
present, namely, Λ0 = argmax{
∑
i,j log ti,j(y,Λ)}. Fix xobs = T (y,Λ0). Then we use the Robbins-
Monro algorithm for exponential random graph models described in Snijders (2002) to initialize
θ(1). The initialization procedure can be described as follows. First the MPLE, θ̂, is calculated
using xobs. Then a sample of M1 networks, x
(1), . . . , x(M1), is simulated from fX(xobs, θˆ). The
expected vector of statistics h¯ and the empirical covariance matrix D of the network sample is then
calculated.
h¯ := M−11
M1∑
i=1
h(x(i))
D := M−11
M1∑
i=1
h(x(i))h(x(i))′ − h¯h¯′
According to the Robbins-Monro algorithm, θ(1) is then calculated through the use of a modified
Newton-Raphson update that compares the network samples to the observed network:
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θ(0) = θ̂ − aD−1(h¯ − h(xobs)) (6.10)
where a ∈ [0, 1] is the gain factor that controls the extremity of the distance between θ(0) and the
MPLE θ̂. By default, we follow the suggestion of Lusher et al. (2012) and use a = 0.10.
The first step of the Monte Carlo algorithm requires simulation from the density fX(xˆ, θ
(r)).
As this density cannot be directly computed, one must rely on the use of MCMC methods, such as
Gibbs or Metropolis-Hastings samplers, for estimation.
6.3.3 Simulation via Gibbs Sampling
The Gibbs sampling procedure described in Desmarais and Cranmer (2012) provides a straightfor-
ward way to estimate θ through the iterative optimization of (6.8); however, its use restricts the
specification of network statistics h in the GERGM formulation. In particular, the use of Gibbs
sampling requires that the network dependencies in an observed network y are captured through
x by first order network statistics, namely statistics h that are linear in xi,j for all i, j ∈ [n]. With
this assumption, one can derive a closed-form conditional distribution of Xij given the remaining
network X−ij , which immediately permits the use of Gibbs sampling.
Let fXij |X−ij (xij , θ) denote the conditional pdf of Xij given the remaining restricted network
X−ij . Consider the following condition on h(x):
∂2h(x)
∂x2ij
= 0, i, j ∈ [n] (6.11)
Assuming that (6.11) holds, one can readily derive a closed form expression for fXij |X−ij (xij , θ):
fXij |X−ij (xij , θ) =
exp
(
xijθ
′ ∂h(x)
∂xij
)
θ ′
(
∂h(x)
∂xij
)−1 [
exp(θ ′ ∂h(x)∂xij )− 1
] (6.12)
Let U be uniform on (0, 1). Using the conditional density in (6.12), one can simulate values of
x ∈ Rm iteratively by drawing edge realizations of Xij |X−ij according to the following distribution:
Xij |X−ij ∼
log
[
1 + U
(
exp(θ ′ ∂h(x)∂xij )− 1
)]
θ ′ ∂h(x)∂xij
, θ ′
∂h(x)
∂xij
6= 0 (6.13)
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When θ ′ ∂h(x)∂xij = 0, all values in [0,1] are equally likely; thus, Xij |X−ij is simply drawn uniformly
from support [0,1]. The Gibbs simulation procedure simulates network samples x(1), . . . , x(M) from
fX(x,θ) by sequentially sampling each edge from its conditional distribution given in (6.13).
Assumption (6.11) greatly restricts the class of models that can be fit under the GERGM
framework. To appropriately fit structural features of a network such as the degree distribution,
reciprocity, clustering or assortative mixing, it may be necessary to use network statistics that
involve nonlinear functions of the edges. Under Assumption (6.11), nonlinear functions of edges
are not permitted – a limitation that may prevent theoretically or empirically appropriate models
of networks in many domains. Furthermore, as we will demonstrate in our numerical study, expo-
nentially weighted network statistics like those in Table 6.1 can provide a means to flexibly model
networks in cases where the restricted class of GERGMs are unable to identify non-degenerate mod-
els. To incorporate the aforementioned statistics and extend the class of available GERGMs, we
develop a general inferential framework via Metropolis-Hastings that is applicable to any GERGM
specification.
6.3.4 A General Inferential Framework via Metropolis-Hastings
Consider generating M network samples x(1), . . . , x(M). The core of the Metropolis-Hastings proce-
dure samples the t+1st network, x(t+1), via a truncated multivariate Gaussian proposal distribution
q(·|x(t)) whose mean depends on the previous sample x(t) and whose variance is a fixed constant
σ2.
The truncated Gaussian is a convenient and commonly used proposal distribution for bounded
random variables such as those on the [0, 1] interval with which we are working (see, e.g., Browne
(2006); Claeskens et al. (2010); Mu¨ller (2010); Neelon et al. (2014); Franks et al. (2014)). The
advantage of the truncated Gaussian over the obvious alternative for bounded random variables
– the Beta distribution – is that it is straightforward to concentrate the density of the truncated
Gaussian around any point within the bounded range. For example, a truncated Gaussian with
µ = 0.75 and σ = 0.05 will result in proposals that are nearly symmetric around 0.75 and stay
within 0.6 and 0.9. In practice, we found the shape of the Beta distribution to be less amenable to
precise concentration around points within the unit interval.
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We will say that w is a sample from a truncated normal distribution on [a, b] with mean µ and
variance σ2 (written W ∼ TN(a,b)(µ, σ2)) if the pdf of W is given by:
gW (w|µ, σ2, a, b) =
σ−1φ(w−µσ )
Φ( b−µσ )− Φ(a−µσ )
, a 6 w 6 b
where φ(·|µ, σ2) is the pdf of a N(µ, σ2) random variable and Φ(·) is the CDF of the standard
normal random variable. To ease notation, we write the truncated normal density on the unit
interval as
qσ(w|x) = gW (w|x, σ2, 0, 1) (6.14)
This will be our proposal density. Denote the weight between node i and j for sample t by x
(t)
i,j .
The Metropolis-Hastings procedure we employ generates sample x(t+1) sequentially according to
an acceptance/rejection algorithm. The t+ 1st sample x(t+1) is generated as follows.
1. For i, j ∈ [n], generate proposal edge x˜(t)i,j ∼ qσ(·|x(t)i,j ) independently across edges.
2. Set
x(t+1) =

x˜(t) = (x˜
(t)
i,j )i,j∈[n] w.p. ρ(x
(t), x˜(t))
x(t) w.p. 1− ρ(x(t), x˜(t))
where
ρ(x, y) = min
(
fX(y|θ)
fX(x|θ)
m∏
i=1
qσ(xi|yi)
qσ(yi|xi) , 1
)
= min
(
exp
(
θ ′(h(y)− h(x))) m∏
i=1
qσ(xi|yi)
qσ(yi|xi) , 1
)
(6.15)
It is readily verified that the resulting samples {x(t), t = 1, . . . ,M} form a Markov Chain whose
stationary distribution is the target pdf fX(·|θ).
The proposal variance parameter σ2 influences the average acceptance rate of the Metropolis-
Hastings procedure described above. Indeed, the value of σ2 tends to be inversely related to the
average acceptance rate of the algorithm. Roberts et al. (1997) analyzed the efficiency of general
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random walk Metropolis algorithms and found that an acceptance rate of 0.234 optimized the
convergence rate of this class of algorithms. Following their heuristic, we suggest tuning σ2 so that
the average acceptance rate is approximately 0.25.
The Metropolis-Hastings algorithm requires specification of an initial sample x(1). To this end,
we sample x(1) from a collection of independent uniform random variables on the unit interval.
We set a sufficient burnin so that the resulting chain of M samples have converged. To test the
convergence of the samples, we use the Geweke dignostic test for stationarity (Geweke, 1991) on the
network statistics associated with the collection of samples. Furthermore, traceplots of the network
statistics can be used to readily surveil the convergence of the network samples. We illustrate how
to diagnose convergence in the numerical study in Section 6.5.
6.4 Flexible Model Specification
In the context of the dichotomous ERGM, a substantial literature has arisen around how to best
formulate network statistics that represent important generative processes of a network such as tran-
sitivity, balance, and preferential attachment (Wasserman and Pattison, 1996; Park and Newman,
2004b; Snijders et al., 2006; Hunter et al., 2008). The initial development of ERGM specifications
focused on intuitive local subgraph counts, such as the number of two-stars and triangles, that
implied straightforward conditional distributions for each tie given the rest of the network (i.e.,
Markov graphs (Frank and Strauss, 1986)). Intermediate extensions of the standard suite of net-
work statistics used in ERGM specifications focused on more advanced or higher-order subgraph
counts (Pattison and Robins, 2002), reflecting longer paths and clique-like structures among node
sets.
Unfortunately, in most cases intuitive specifications lead to empirically implausible models
due to the problem of degeneracy. Snijders et al. (2006) and Hunter et al. (2008) propose the
use of geometrically decreasing weights in the calculation of statistics for transitivity, and for
in- and out-degree distributions. These geometrically weighted specifications were shown to avoid
degeneracy with much greater success than models specified with simple local subgraph counts. The
geometrically weighted shared partners (GWESP) statistics from Snijders et al. (2006) and Hunter
et al. (2008) shrinks the weight of high order statistics in an ERGM and reduces the computational
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complexity of typical subgraph counting. Wyatt et al. (2010) suggest using the geometric mean of
subgraphs as the measure of “subgraph intensity” for network statistics.
In the GERGM framework, we specify statistics that correspond to the subgraph configura-
tions that have proven fruitful in specifying binary-valued ERGMs. Though virtually any network
statistic can be used in a GERGM specification, we focus on a flexible weighting scheme that damp-
ens the extremes that arise through summed subgraph products. The geometric mean suggested
in Wyatt et al. (2010) can be seen as dampening the change in subgraph sums with respect to
subgraph product values by exponentiating the subgraph product to an exponent between 0 and
1. We consider the use of exponent weights (α ∈ (0, 1]) to dampen subgraph sums in dealing with
the degeneracy of the GERGM. The network statistics that we consider in this work are described
in Table 6.1. In Section 6.5, we show that our chosen flexible network statistics provide a means
to avoid degeneracy in the GERGM and capture relevant network motifs in application.
Network Statistic Parameter Value
Reciprocity θR
∑
i<j
xijxji
αR
Cyclic Triads θCT
 ∑
i<j<k
(xijxjkxki + xikxkjxji)
αCT
In-Two-Stars θITS
∑
i
∑
j<k 6=i
xjixki
αITS
Out-Two-Stars θOTS
∑
i
∑
j<k 6=i
xijxik
αOTS
Edge Density θE
∑
i6=j
xij
αE
Transitive Triads θTT
 ∑
i<j<k
(xijxjkxik + xijxkjxki + xijxkjxik) +
∑
i<j<k
(xjixjkxki + xjixjkxik + xjixkjxki)
αTT
Table 6.1: Summary of network statistics used in the specification of a GERGM.
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6.5 Numerical Evaluation
We assess the performance and utility of our proposed Metroplis-Hastings procedure for GERGM
estimation and simulation through application to real networks as well as simulated network models.
The aim of our analysis is threefold. First, we show how flexible GERGM specifications and the use
of our Metropolis-Hastings sampler can be used to fit non-degenerate network models in cases where
Gibbs is not available. For this analysis, we analyze the convergence and goodness of fit of non-
degenerate models when Metropolis-Hastings is applied to the network of aggregate bank lending
volume between 18 large industrialized nations in 1980. The distribution of lending volumes in this
financial network is heavy tailed, which, as a result leads to models that are particularly prone to
degeneracy. By fitting flexible GERGM specifications with Metropolis-Hastings, we illustrate how
one can alleviate degeneracy in estimation of the financial network model. Secondly, we analyze the
extent to which estimation of a GERGM via Metropolis-Hastings agrees with estimation via Gibbs
sampling in cases where Gibbs sampling can be used. For this purpose, we evaluate the goodness
of fit, convergence, and parameter estimates of both methods when applied to the U.S. migration
network from Desmarais and Cranmer (2012). This study suggests that Metropolis-Hastings and
Gibbs samplers provide comparable fitted models when both methods can be applied. In both
applications, we compare the fitted models with models fit using the maximum pseudo-likelihood
parameter estimates. Finally, we explore the utility of flexible model specification in simulated
networks from a directed variant of the “two-star model” (Handcock, 2003). In binary edged graphs,
the two-star model has been shown to suffer from likelihood degeneracy even for graphs with as few
as 7 nodes. Furthermore, the two-star model can quickly transition from stable specifications to
degenerate given small changes in its parameter values (Park and Newman, 2004c). Our simulation
study reveals that by exponentially weighting the network statistics in the two-star model, one can
identify non-degenerate GERGM specifications for which Metropolis-Hastings is readily applied.
Importantly, we show that under certain weightings, Metropolis-Hastings can simulate networks
with any desired edge density and clustering structure.
The R code and all of the data used in this section are available in the online supplement.
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6.5.1 Application to the International Lending Network
Our first application of the GERGM is to the network of aggregate bank lending volume between
18 large industrialized nations in 1980. Weighted directed edges between nations represent the
total monetary volume, in millions of U.S. dollars, that was loaned from one nation to another.
This data was collected by the Bank for International Settlements (BIS) and a descriptive analysis
was originally published in Oatley et al. (2013). To the best of our knowledge, there have been
no published studies of international lending using statistical network models, although there has
been considerable theoretical, exploratory and descriptive attention to international lending as
a network phenomenon (Niemira and Saaty, 2004; Nier et al., 2007; Rodriguez, 2007; Gai and
Kapadia, 2010; Amini, Cont and Minca, 2013; Billio et al., 2012), especially in the wake of the 2008
financial crisis. One particular challenge in this network is the heavy tailed nature of the lending
volumes. We transform the data via a log transformation on all aggregate lending flows between
countries, and then normalize the weights by dividing by the largest lending value. The resulting
edge weight xi,j between nodes i and j is the normalized lending volume between nations i and j.
This transformation reduces the skew in the edge weight distribution, but does not eliminate the
potential for model degeneracy. Indeed, when fitting GERGM specifications with Gibbs sampling
for all possible combinations of statistics from Table 6.1 and α = 1, we were not able to fit a
non-degenerate model.
To address degeneracy, we consider an exponentially weighted model using statistics from Table
6.1. This approach allowed us to specify a simple, yet theoretically interesting model of the inter-
natonal lending data that illustrates the utility of the α down-weighting in this context. The model
that we fit uses statistics for transitivity and reciprocity where, in the case of Metropolis-Hastings
estimation, each statistic is down-weighted by αR = αTT = 0.10. We estimated the model using
MPLE as well as the Metropolis-Hastings procedure. For Metropolis-Hastings, we set σ2 = 0.05
and initialized a burnin of 200000 and then sampled two million networks from which we thinned
the resulting sample by keeping every two thousandth network. The average acceptance rate was
0.249. The resulting parameter estimates are given in Table 6.2. To assess goodness of fit of the
estimated models, we simulated 3000 networks and compared the distribution of the transitive
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triads and reciprocity statistics to the observed value in the lending network. These results are
shown in Figure 6.1.
M-H MPLE
Network Parameter est. s.e. est. s.e.
θR 269.9347 105.7002 4.6432 0.3832
θTT -69.8120 56.2248 -0.1335 0.0159
Table 6.2: Estimates of the network parameters of the GERGM model when fit to the international lending
network. Shown are the results for the Metropolis-Hastings and Maximum Pseudo-Likelihood procedures
when models were fit with exponential weightings of 0.10 on each statistic.
Figure 6.1: Goodness of fit plots for the models fitted to the international lending network. For each fit
model, 3000 networks were simulated using the Metropolis-Hastings sampling procedure. Each plot compares
the empirical densities of each statistic from the simulated networks for each model. The vertical line marks
the observed network statistic in the migration network.
As we can see from Figure 6.1, simulating networks using MPLE estimates results in reciprocity
and transitivity statistics that are far from the observed values; whereas, Metropolis-Hastings
largely captures both attributes. The trace plots for the total edge weight, reciprocity, and tran-
sitive triads simulated from the fitted GERGM specification via Metropolis-Hastings simulation
also indcate that the model has converged (see Figure 6.2). The parameter estimates of our model
reveal an interesting story about the lending network. The reciprocity parameter in our model is
statistically significant (p-value = 0.0107); whereas, there is no statistical evidence that the tran-
sitivity parameter is significant (p-value = 0.214). These results are interesting because previous
studies, including Oatley et al. (2013), have argued that the international lending network is hi-
erearchical - a property that does not match a finding of positive reciprocity without transitivity.
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Highly transitive networks display clustering among its nodes and would provide evidence of a
core-periphery structure in international lending; however, its absence coupled with the positive
reciprocity parameter estimate suggest a simpler network topology. Further exploration of this
finding is outside of the scope of this discussion, but should be considered in future research.
Figure 6.2: International lending network trace plots for the total edge weight, reciprocity, and transitive
triads. Shown are the statistics from 3000 networks simulated from the fitted GERGM specification via
Metropolis-Hastings simulation.
6.5.2 Application to U.S. Migration Network
We next apply the GERGM to the U.S. migration network analyzed in Desmarais and Cranmer
(2012). Historically, interstate migration has played an important role in the understanding of
local financial markets, public infrastructure, and the political climate within each state (Clark
and Ballard, 1981; Levine and Zimmerman, 1999; Gimpel and Schuknecht, 2001). The network
that we model contains 51 nodes that represent the 50 U.S. states as well as Washington, D.C.
Directed edges are placed between states in which there was a change in interstate migration flow
from 2006 and 2007. The weight, yi,j , associated with the directed edge from node i to node j is
the total change in interstate migration from state i to state j between 2006 to 2007. This data set
also contains demographic descriptive information for each state that we use to parameterize the
marginal transformation of y onto a restricted network x ∈ [0, 1]m.
To reflect the skewed nature of the edge weight distribution for this network, we specified ti,j as
a Cauchy pdf for each i, j ∈ N whose mean, µi,j , is a linear function of the demographic covariates
for each state:
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ti,j(y, z,Λ) =
(
pi
(
1 + (yi,j − µi,j)2
))−1
,
µi,j = Λ0 +
10∑
k=1
Λkzi,j(k)
The demographic information of each pair of states i and j is represented by the vector zi,j .
The vector Λ ∈ R11 parameterizes the transformation of each pair of states through a linear
regression on zi,j . The chosen covariates describe dispersion, geographic distance, high January
temperature, income, unemployment, and population of the sending and receiving states i and j.
To model the network structure of the restricted edge collection x, we used network statistics that
represent reciprocity, cyclic triads, in-two-stars, out-two-stars, and transitive triads. Let yi,j be
the weight between nodes i and j and let xi,j be the corresponding weight on the unit interval
so that yi,j = T
−1
i,j (x,Λ). Our model specification is described by (6.1) and (6.2) where θ =
(θR, θTT , θCT , θOTS , θITS)
′, and α = (1, 1, 1, 1, 1). We note that the model used here is the same
non-degenerate specification described in Desmarais and Cranmer (2012) and that Gibbs sampling
is applicable.
We fit the above model with Metropolis-Hastings, Gibbs, and MPLE. For Gibbs, we simulated
1000 networks with a set burnin of 1000 networks in each iteration. For Metropolis-Hastings,
we set σ2 to 0.01 and simulated 1000 networks with a burnin of 10000 on each run. To obtain
an uncorrelated sample of 1000 networks, we thin a sample of ten million networks by sampling
every one-thousandth network. The resulting average acceptance rate for Metropolis-Hastings was
approximately 0.25. The parameter estimates and associated confidence intervals are shown in
Figure 6.3.
Figure 6.3 reveals several important aspects of the U.S. Migration network. All three methods
provide comparable parameter estimates. This suggests that each method simulates from the same
distribution. All three estimation methods identified eight statistically significant covariates at the
95% level. Four of these significant covariates were topological: transitive triads, out-two-stars,
in-two-stars, and cyclic triads. Three of the remaining significant covariates were demographic
covariates representing unemployment, population, and the average January temperature. These
results suggest three noticeable and interesting trends in the data: 1) there was increased migration
111
Figure 6.3: Estimates of the network parameters of the GERGM model when fit to the U.S. migration
network. Shown are the results for the Gibbs, Metropolis-Hastings, and Maximum Pseudo-Likelihood pro-
cedures. Lines represent 90 and 95% confidence intervals for each estimate.
away from states with high unemployment, 2) there was decreased migration to states with a large
population, and 3) there was decreased migration away from states with high average January
temperatures.
To evaluate the goodness of fit of the estimated models, we subsequently simulated 10000
networks using our Metropolis-Hastings procedure with a burnin set to 10000 and σ2 = 0.01.
Figure 6.4 shows the goodness of fit for six network statistics for each of the fitted models. In each
plot, we compare the distribution of the network statistics generated from the 10000 simulated
networks with the true observed network statistics of the migration network. Figure 6.4 reveals
that the distribution of network statistics from the simulated networks of each fitted model closely
matches the observed statistic from the migration network suggesting good fit of each method.
To assess the convergence of the Metropolis-Hastings simulation procedure, we use the Geweke
dignostic test for stationarity (Geweke, 1991). We test the convergence of the edge weight, reci-
procity, and transitive triads statistics for the 10000 simulated networks from the M-H procedure.
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Figure 6.4: U.S. migration network goodness of fit plots. For each model, 10000 networks were simulated
using the Metropolis-Hastings sampling procedure. Each plot compares the empirical densities of each
statistic from the simulated networks for each model. The vertical line marks the observed network statistic
in the migration network.
For each statistic, we fail to reject convergence according to the Geweke two-sided test that tests
the equivalence of the first and last third of the samples (p-values = 0.86, 0.91, 0.84, respectively).
6.5.3 Simulation Study: Non-Degeneracy in the Two-Star Model
In our simulation study, we consider fitting a non-degenerate GERGM to a directed variant of the
two-star model. Consider an edge configuration x ∈ [0, 1]m. We model x based on its connectivity
and tendency towards popularity by modeling the occurrence of x as a function of its edges and
in-two-stars:
fX(x,θ, α) =
exp (θEhE(x) + θITShITS(x))
C(θE , θITS)
, x ∈ [0, 1]m (6.16)
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hE(x) =
∑
i 6=j
xij/m
hITS(x, α) =
∑
i
∑
j<k 6=i
xjixki
α
where C(θE , θITS) is the normalizing constant that ensures fX(x,θ) integrates to one, hE(x) is the
edge density of x, and hITS(x, 1) is the in-two-star density of x. When α = 1, model (6.16) is a
directed version of the two-star model considered in Handcock (2003). Notably, model (6.16) is
closely related to the triangle model from Jonasson (1999); Ha¨ggstro¨m and Jonasson (1999) and
the widely used Ising model for lattice processes. In what remains, we will refer to model (6.16) as
the in-two-stars model.
Figure 6.5: The empirical pdfs of the average edge density (hE(x)) and in-two-stars density (hITS(x)) of
400,000 networks simulated from the in-two-stars model with target density fX(x,θ, 1).
The aim of this simulation study is to evaluate how the exponential weight, α, of the in-
two-star statistic can be used to avoid degeneracy in the in-two-stars model. First consider an
unweighted model where α = 1 and θE = 5 is fixed. To assess the possible degeneracy of this
unweighted model, we investigate the structure of networks generated from the in-two-stars model.
We simulate 1000 networks with 10 nodes over a grid of θITS between -100 and 100 in increments
of 0.5. For each model specification, we calculate the mean edge density and mean in-two-stars
density of the simulated networks. In Figure 6.5, we plot the empirical density for each of these two
summary statistics. The densities reveal that the probability mass of each of these two statistics
is placed primarily on degenerate graphs, namely, empty graphs (where hE(x) ≈ 0) and complete
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graphs (where hE(x) ≈ 1). This suggests that simulated networks from density fX(x,θ, 1) tend to
be degenerate and that values of hE(x) between 0 and 1 are unlikely.
We repeat the above network simulations for fixed θE = 5 and −5 for weights α =0.10, 0.25,
0.50, 0.75 and 0.90. For all simulations, we use the Metropolis-Hastings sampling procedure with
σ2 = 0.01. For each model specification, we calculate the average edge density and average in-two-
star density (hITS(x) := hITS(x, 1)) from the 1000 simulated networks. In figure 6.6, we plot the
model statistics against θITS for fixed θE = −5, and 5. Figure 6.6 illustrates several important
features of the GERGM specification of the in-two-stars model. First, for α = 1 there is a distinct
jump in both hE(x) and hITS(x) at approximately θITS = 0 for both θE specifications. Indeed
at θITS = 0, the simulated networks transition from nearly empty to nearly complete. The same
phenomenon occurs with weights α = 0.90 and α = 0.75. This trend underlies the difficulty of
estimation for the in-two-stars model as only degenerate networks are readily simulated. On the
other hand, when α = 0.50 both hE(x) and hITS(x) smoothly transition across their respective
ranges. This suggests that changes in θITS favorably permits the simulation of networks with any
edge density and in-two-stars density. When α = 0.25 or α = 0.10, the same trend is apparent;
however, networks with statistics near the boundary require values of θITS of large magnitude.
Figure 6.6: The edge density and in-two-stars statistic in model (6.16) with target density fX(x,θ, α)
plotted against the in-two-stars parameter θITS . Each point is the average statistic from 1000 simulated
networks. Shown are the results for models with fixed θE = 5. Results for θE = −5 are shown in the
supplement.
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To further evaluate the sensitivity of the simulated networks in these GERGM specifications, we
calculate the first differences of the hE(x) statistic across unit changes in θITS , ∆(hE , θITS). To en-
sure robust parameter estimation, one would desire small and nearly constant values of ∆(hE , θITS)
across all value of θITS . We plot ∆(hE , θITS) against θITS for each of the in-two-stars model spec-
ifications for α = 1, 0.90, 0.75 and 0.50 in figure 6.7. Figure 6.7 reveals that one can decrease the
sensitivity of the simulated networks by dampening the effects of the in-two-star statistic by using
smaller α. Together, figures 6.6 and 6.7 illustrate that the fX(x,θ, α = 0.50) GERGM specification
is a non-degenerate model from which networks with virtually any edge density and clustering can
be simulated and that our new flexible class of GERGMs, unlike previous model specifications, can
readily identify non-degenerate models for weighted networks.
Figure 6.7: The first difference of hE(x) per unit change in θITS within the networks simulated with θE = 5
value from model (6.16). At each specification, 1000 networks are simulated for which the average hE(x) is
calculated and then used for ∆(hE , θITS). Results for θE = −5 are shown in the supplement.
6.6 Discussion
We have proposed, explicated, and demonstrated several advances in the modeling of weighted
networks that substantially increase the utility of the GERGM. These extensions to the GERGM,
taken together, represent a significant increase in the model’s capabilities, such that it is now
possible to use nearly any model specification for inference on continuous-valued weighted graphs.
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First, we have proposed an approach to dampening the extreme values often produced by
subgraph sums and thus avoiding model degeneracy. This dampening technique, because it is
critical in avoiding degenerate model specifications in the GERGM, allows analysts to specify a
practical and diverse set of endogenous effects as part of the network data generating process.
Though this may seem a simple extension to the means by which statistics are computed on the
network, this weighting strategy is important because degeneracy is a major obstacle to estimation
of inferential models on real-world networks.
Second, and more importantly, we have proposed and implemented a Metropolis-Hastings algo-
rithm for fitting GERGMs. In the original development of the GERGM, Desmarais and Cranmer
(2012) proposed a Gibbs sampling strategy to estimate the model. However, this approach is limited
by the fact that fairly strict conditions are required for Gibbs sampling. Our Metropolis-Hastings
procedure relaxes these restrictions and allows one to use the full set of possible specifications for
the model.
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CHAPTER 7: FUTURE WORK
In this dissertation, novel statistical and computational techniques were developed that address
some of the unique challenges that arise in the statistical analysis of complex network data. As
is the case with most academic endeavors, this work has brought forth many interesting questions
and encourages several avenues for future research. This chapter is devoted to describing some of
the particular areas of interest that we plan to explore in future work.
7.1 Significance-based Community Extraction
A first future research direction involves extending the notion of significance-based community
extraction to both temporal and weighted networks. An important feature of our established
framework is that, given an appropriate null model, one can determine the significance of community
structure in virtually any type of network. The difficulty that arises in the case of weighted and
temporal networks pertains to the development of appropriate null models that capture the degree
heterogeneity of the observed system. For temporal networks, the null model we used for multilayer
networks offers a starting point. One would need to specify the joint structure of a collection of
layers so that temporal dependence between consecutive layers is appropriately modeled.
Another interesting research direction involves the theoretical analysis of community extraction
algorithms. State of the art consistency tools available for detection algorithms evaluate the score,
or objective function, that an algorithm attempts to optimize. Following this framework, we estab-
lished large graph optimality properties of our Multilayer Extraction method. In practice, however,
the optimization of a proposed score is typically an NP-hard task; thus, it would be beneficial to
analyze the consistency properties of a community detection algorithm rather than just the score
that the algorithm seeks to optimize. We have made preliminary progress in this area for the ESSC
method, though much work remains. We summarize one preliminary consistency result for ESSC
in the following observation.
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Observation 7.1. Let {Ĝn}n>2 be a sequence of stochastic random graph models with two com-
munities and connection probability P . Denote the average degree of Ĝn by λn. Let u ∈ [n] and
denote the neighborhood of u by Ne(u) and the community of u by C(u). Let Sr(·) denote the r
application of ESSC. Assume:
• n−1/2λn →∞ as n→∞
• P (1, 1) > P (1, 2), P (2, 2) > P (1, 2)
Then,
Pr
 ⋂
v∈[n]
[
S2(Ne(v)) = S1(Ne(v)) = C(v)]
→ 1 as n→∞
Observation 7.1 explains that in a well-behaved stochastic block model, with probability tending
to one, ESSC will correctly identify the community of a node u in just one step. We plan to extend
this result in several ways, including the analysis of high-dimensional block models, where the
number of communities tends to infinity with the size n and the analysis of degree-corrected block
models.
7.2 Statistical Inference for Weighted Networks
Like community extraction, a major future research direction for GERGMs involves incorporating
them in the temporal regime. The temporal extension, to weighted graphs that are observed
longitudinally, is relatively straightforward in that one need only to allow for temporal dependencies
to be computed as part of network statistics included in the h vector - with an appropriate degree
of temporal dependence - and then to decide whether or not to pool the GERGM specifications for
each graph.
Another important consideration in the modeling of networks pertains to model selection. The
primary strategy for model selction relies on goodness of fit, wherein many realizations of a chosen
graph model are simulated, and their network statistics are compared to the original observed
network. Little to no work, however, has explored model selection diagnostics to motivate the
choice of a model. In the context of the GERGM, model selection is especially important because
our approach to weighting the subgraph products requires a choice of weight α that will rarely be
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theoretically informed. One could use appropriate model selection criteria to ensure that the choice
of α is logical and interpretable.
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