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Abstract
We present a formalism based on the functional Schro¨dinger equation to analyse
time-dependent tunneling in quantum field theory at the semi-classical level. The full
problem is reduced step by step to a finite dimensional quantum mechanical setup and
solved using the WKB approximation. As an example, we consider tunneling from a
homogeneous oscillating initial state in scalar quantum field theory.
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1 Introduction
The tunneling of a scalar field settled in a local minimum of its potential to its global
minimum is a fascinating process which appeals more to the quantum aspects of Quan-
tum Field Theory (QFT) than to its classical ones. Furthermore, far from being a purely
theoretical problem, tunneling in QFT is a critical ingredient in many current areas of
research including, for instance, the study of phase transition in the early universe and
gravitational wave production, vacuum stability of the electroweak vacuum or baryoge-
nesis.
In a seminal paper of Coleman [1] it was understood that the tunneling rate could be
obtained by studying the so-called “Most Probable Escape Path” (MPEP) introduced
in [2, 3]. This path is the trajectory in the field space along which the tunneling proba-
bility is maximal and it directly corresponds to a solution of the equations of motion in
Euclidean time. This result together with subsequent estimation of first-order quantum
corrections to this path by Coleman and Callan in [4, 5] led to the well-known formula
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for the tunneling rate per unit of volume Γ/V in the thin-wall approximation,
Γ
V
= Ae
27pi2
σ40
23 , (1.1)
where σ0 and  are respectively the tension and vacuum energy of the bubble whose
precise expression will be given in Sec. 3, and A is a quantum correction coefficient
which was first estimated in [4]. In parallel it was realised in [6, 7] that a similar result
could be obtained using the Functional Schro¨dinger Equation (FSE) along the same
MPEP. While being a functional equation, the FSE is usually solved in the semi-classical
limit by reducing the field evolution to a given path, out of which the wave functional
is suppressed by factor of ~. This reduces the problem to a one-dimensional quantum
mechanical one which is readily solved.
However, both approaches fail to describe the case of time-dependent tunneling, either
because the rotation to imaginary time performed by [1] is no longer appropriate, or,
in the FSE case because the reduction to a single path no longer properly describes the
dynamics of the system. Interestingly, the last decade has seen a resurgence of interest
in generalisation of the imaginary time rotation of [1] to a more generic complex time
trajectory, with important successes in describing tunneling with some initial dynamics
in Quantum Mechanics (QM) [8–11]. Let us also note that recent results using a real
time formalism (potentially coupled to a lattice simulation) are very promising [12–14]
and could in principle be extended to our dynamical initial state problem. Similarly
it might be interesting to see whether the significant simplifications in the calculation
of tunneling actions based on generalized potentials [15, 16] could be applied to time
dependent tunneling problems.
While application of these techniques to the QFT case in presence of a dynamical
initial field is often referred to as a possible extension, to the best of our knowledge
no definite progress has been made. On a parallel but related topics, there have been
new developments in the case where the dynamics is provided not by the field itself, but
rather by the potential which possesses a non-negligible time-dependence using both the
instanton and the FSE approach [17,18] (as may be relevant, e.g. in cosmological setups).
A first attempt at describing the case of a dynamical initial state for vacuum tunneling
in the membrane approach has been made by [19]. While we tackle the same problem in
Sec. 3, our conclusions differ from [19]. A more detailed comparison of both approaches
is made in Sec. 3, but the essential point is that the oscillations of the field should not
be treated as a background “potential” to the tunneling process, but rather included as
initial state of the tunneling, with the tunneling path starting from this oscillating state.
In this work, will build on the FSE formalism introduced in [6, 7, 17] to describe
tunneling from a dynamical state in QFT in the semi-classical limit. Our key suggestion
is that such process should be described by reducing the full QFT problem to multi-
dimensional quantum mechanical one, instead of the one-dimensional approach used in
static tunneling problems. Once this reduction has been performed, the system resembles
the problem of multi-dimensional tunneling in Quantum Mechanics, as described in [20],
allowing to solve for a time-dependent tunneling rate.
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We start Sec. 2 with the reduction of the FSE on a two-dimensional sub-space. This
is complemented by a discussion of how the time-dependent problem can be approached
using the time-independent version of the FSE. Sec. 3 illustrates the procedure devel-
oped in Sec. 2 for the case of the vacuum decay of an oscillating initial state thereby
improving on the heuristic results obtained in [21] both analytically and numerically. The
results are briefly discussed in Sec. 4. Appendices A and B review basics of the WKB
approximation as well as the usual one-dimensional reduction of the FSE for ordinary
tunneling. Appendix C briefly ventures into the possibility to describe two successive
decoupled tunneling events using the same formalism.
2 Semi-classical approach to dynamical tunnel-
ing in QFT
Our formalism is based on the Functional Schro¨dinger Equation (FSE), which describes
the time evolution of the wave functional Ψ[φ, t] given a potential V (φ) (see, e.g., chapter
10 of [22]).
i~
∂
∂t
Ψ[φ, t] = −~
2
2
∫
V
dx3
δ2
δφ2
Ψ[φ, t] + U(φ)Ψ[φ, t] , (2.1)
where V is a control volume and we have introduced the effective potential
U(φ) =
∫
V
dx3
[
(∇φ)2
2
+ V (φ)
]
, (2.2)
which includes the spatial gradient of the field φ. As for the quantum mechanical
Schro¨dinger equation, the norm of the wave functional Ψ[φ] gives a measure of the
likelihood of the occurrence of the field configuration φ.
In this section we discuss the essential steps to obtain our approximate solution
to the time-dependent problem. We start with the FSE which we approach with a
suitable WKB ansatz. In a first step we then simplify the time-dependent functional
equation to an ordinary quantum mechanical Schro¨dinger equation by considering a
suitable two-dimensional sub-space of all the fields. The two dimensional sub-space is
then determined by an appropriate “equation of motion” for the fields. This is effectively
the two-dimensional generalization of the one dimensional Maximum Probability Escape
Path used to describe tunneling from a time-independent meta-stable state. The two-
dimensional generalization allows us to match the tunneling solution also at times when
the time-derivative of the field is non-vanishing.
Even in this simplified form solving the full time-dependent problem seems imprac-
tical. We therefore reduce the problem to a time-independent one by considering energy
eigenstates. This allows us to further simplify and obtain concise equations of motion
for the semi-classical field solutions. These can then be solved with suitable boundary
conditions for the initial field value and its time derivative. We do this for a concrete
example in Sec. 3.
4
However, considering energy eigenstates is a non-trivial step, as such states are quasi-
static. To motivate our procedure we recall the construction of coherent states which are
close to our oscillating classical field solutions. We then argue that in the saddle point
approximation matching conditions should indeed focus on the “classical” field values,
i.e. the expectation values. We introduce wave-packet solutions in order to focus on a
time-independent quantum mechanical problem and show how to relate the tunneling
rate for the time-dependent case to this time-independent formalism.
We restore explicit factors of ~ whenever useful.
2.1 From the functional Schro¨dinger equation to quantum
mechanics
A first important comment is that, similarly to its QM counterpart, the FSE describes
the behaviour of a quantum field system in isolation. All space integrals are therefore
taken on a certain control volume V and we will have to assume that the inside of the
control volume is isolated on the time-scale relevant to the processes considered. For the
particular case of bubble nucleation considered below, we will assume the control volume
to be a few times bigger than the radius of the vacuum-to-vacuum bubble.1
Following the intuition of [2,3], we will use a “saddle point approximation” in that we
will try to evaluate this equation only along a particular field hypersurface H (typically
of dimension one or two) φs(~x, λ
i) parametrised by λi, such that φs is a saddle point of
the wave functional Ψ[φ],
δ
δφ⊥
Ψ[φ]
∣∣∣∣
φs
= 0 , (2.3)
where we have labelled by φ⊥ all the fields configuration orthogonal to the hypersurface
H.
For later use we note that any perturbation h⊥ orthogonal to the surface H satisfies
(see e.g., Sec 5. of [7]),
∂λφs · h⊥ =
∫
dx3∂λφs(x)h⊥(x) = 0. (2.4)
The main difference to the standard approach (reviewed briefly in Appendix B) is
that we will consider a two-dimensional subspace instead of the usual one-dimensional
MPEP. The reason is that the one-dimensional setup allows matching of the classical
to the quantum regions only at the turning point of the classical motion, where the
momentum of an incoming wave vanishes. For a time-dependent classical solution, this
only occurs at some particular times. To allow more general matching conditions a
more flexible, general approach is needed. In this section we discuss how to use this
1The precise definition of the control volume as well as the validation of this assumption will rely on
estimating the effect of quantum decoherence. While in the following we will neglect decoherence and assume
that the system is perfectly isolated, it seems clear that this issue should be studied carefully in further work.
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idea in practice and therefore to reduce the FSE on a multi-dimensional (in particular
we consider the two dimensional case) hypersurface. Along such a hypersurface, the
problem can be reduced to a tractable case of multi-dimensional quantum mechanics as
studied in [20]. In the following we concentrate only on the leading order in ~ dependence
of the wave functional on this hypersurface.
In the following, we will suppose that the wave functional takes the form
Ψ = e
i
~ (F+iG) . (2.5)
The difficulty of the procedure is that the precise shape of the hypersurface H depends
on Ψ and will be ultimately fixed by solving (2.4).
Introducing this ansatz for the solution in (2.1) and decomposing between real and
imaginary part, the FSE becomes∫
V
dx3
[
−
(
δF
δφ
)2
+
(
δG
δφ
)2
− ~δ
2G
δφ2
]
= 2∂tF + 2U(φ) (2.6)∫
V
dx3
[
2
δF
δφ
δG
δφ
− ~δ
2F
δφ2
]
= −2∂tG .
We aim at reducing the FSE (2.6) on a surface H in field space given by the field
configurations φs(λ
i), such that
δ
δφ⊥
Ψ[φ]
∣∣∣∣
H
= 0 ⇒

δF
δφ⊥
∣∣∣∣
H
= 0
δG
δφ⊥
∣∣∣∣
H
= 0
. (2.7)
Note that at this point the λi are simply parameters along the hyperplane H. Using (2.7)
(as, e.g., in [7, 23]) we have in particular that on this hyperplane,
∂iG =
∫
V
δG
δφ
∂iφs
∂iF =
∫
V
δF
δφ
∂iφs .
Specifying to the two-dimensional case and writing λi = (`, λ), we can define a metric g
on the surface H given by
gij ≡
(
m` X`λ
X`λ mλ
)
(2.8)
gij =
m`mλ
m`mλ −X2`λ

1
m`
− X`λ
m`mλ
− X`λ
m`mλ
1
mλ
 .
where we have introduced the normalisation for the field
m` ≡
∫
V
dx3(∂`φs)
2 mλ ≡
∫
V
dx3(∂λφs)
2 , (2.9)
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and the cross-product
X`λ ≡
∫
V
∂`φs∂λφs . (2.10)
Using this notation and the usual Einstein indices summation convention, the functional
derivative squared term in Eq. (2.6) can now be written as∫
V
dx3
[
−
(
δF
δφ
)2
+
(
δG
δφ
)2]
= ∂iG∂iG− ∂iF∂iF . (2.11)
Finally, we use the WKB expansion in which the semi-classical limit is taken by
considering the decomposition
F =
∞∑
n=0
~nFn
G =
∞∑
n=0
~nGn .
In the following we are going to concentrate on the zeroth order terms since our primary
objective is to obtain the exponent of the tunneling rate. A short review of the WKB
approximation in quantum mechanic is provided in Appendix A. In particular, we need
to ensure the hierarchy,(
δF0
δφ
)2
−
(
δG0
δφ
)2
= ∂iG0∂iG0 − ∂iF0∂iF0  ~δ
2G0
δφ2
(2.12)
δF0
δφ
δG0
δφ
 ~δ
2F0
δφ2
, (2.13)
where the first equality can be derived from (2.4). We thus recover the usual fact that the
WKB approximation breaks down at the boundaries where the “momentum” vanishes.2
We obtain the reduced set of equations
∂iG∂iG− ∂iF∂iF = 2(U + ∂tF ) (2.14)
∂iF∂iG = −∂tG . (2.15)
We thus obtain a formulation similar to the one used in [20] to describe QM tunneling
in a multi-dimensional potential. However, the mass parameters are now replaced by
the inverse metric gij . We will focus in the rest of the paper on the case of stationary
problems, for which the scalar potential V [φ] is time-independent and the time derivatives
can be replaced by the energy of the initial state.
2In quantum mechanics, the system behaviour around the boundaries can be easily described using Airy
functions. This leads to connections formulas describing the phase shifts across the interfaces and determining
the pre-exponential factor. In the following we will focus only on the exponential part, for which the detailed
treatment is not necessary.
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2.2 Time-independent system and equation of motion
We can now focus on the time-independent system of equations assuming an energy
eigenstate, Ψ[φ, t] ∼ exp(−iEt/~)Ψ[φ]. Then we have,
∂tF = −E . (2.16)
Using this the FSE (2.6) takes the simpler form,
∂iG∂iG− ∂iF∂iF = 2(U − E)
∂iF∂iG = 0 . (2.17)
This needs to be completed by the yet-unsolved equation of motion for the field config-
uration φs, Eq. (2.7).
These are exactly the equations we would expect from the Schro¨dinger equation
governing multi-dimensional tunneling. This equation can in principle be solved per-
turbatively using a generalised version of the procedure of [20]. However, there are two
additional complications. First the two-dimensional space is curved with metric gij . Sec-
ond the field configuration φs that must be a solution of the functional equation (2.7) is
not known a priori and consequently, neither is U .
A useful ansatz is to write Eq. (2.17) in the form,
gij∂iG∂jG = f , (2.18)
where f is a function of the coordinates on H that does not depend on G itself,
f = 2(U − E) + gij∂iF∂jF. (2.19)
This then can be solved using a “momentum transfer method”. To implement this, we
introduce the vector ki defined by,
ki = gij∂jG , (2.20)
and look for the integral curve (G-lines) of ki. Along those, Eq. (2.18) reduces to
ki∂iG = ∂sG = f , (2.21)
where we have parametrised the position on the G-line by s, such that ki∂i ≡ ∂s on the
G-line. The G-lines are then simply found by introducing a coordinate vector Xi(s) =
(`(s), λ(s)) such that ∂sX
i = ki. Noting ∇ and Γabc the usual covariant derivative and
Christoffel symbols for the metric gij , we then derive from Eq. (2.18)
3
2gij∇k(∂iG)kj = ∇kf . (2.23)
3Notice that a more symmetric form in G and F is
ki∇ikj − li∇ilj = ∂jU (2.22)
where we have introduced the vector li along the F-line as li = gij∂jF . We further have trivially k
ili = 0 and
kiki − lili = 2(U − E) from (2.17).
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After a bit of algebra, we obtain the parametric equation for the G-lines,
∂2sX
a + Γabc∂sX
b∂sX
c =
1
2
gab∂bf . (2.24)
This should be solved using (2.18) written as,
gab ∂sX
a∂sX
b = f , (2.25)
to obtain the initial values for ∂sX
b. This last equation should be seen as a type of “en-
ergy conservation” along the G-lines, notice in particular how m` and mλ from Eq. (2.9)
do indeed play the role of masses since the left-hand side of (2.25) looks like a kinetic
energy term.
Along any such line G(sf ) takes the simple form
G =
∫ sf
si
dsf(s) =
∫ λf
λi
dλ
√
mλf . (2.26)
Here, si, sf , λi and λf denote initial and final values of the respective parameters. In the
second equality we have restored the arbitrariness of the parametrisation of the G-line
by replacing the parameter s (with norm
√
ms =
√
f) by a generic parameter λ (with
norm
√
mλ ). We can now solve the saddle point equation (2.7) by considering a small
orthogonal perturbation h⊥ around φs and ensuring that δG = 0 with respect to field
configuration parametrised by λ, as in, e.g. [7]. We obtain, on the hyperplane H,
δG⊥ = G(φs + h⊥)−G(φs) = 0 ⇒
∫ λf
λi
dλ δ
(√
mλf
)
= 0
⇒
∫ λf
λi
dλ
(√
f
mλ
δmλ +
√
mλ
f
δf
)
= 0 . (2.27)
It is clear that one of the simplest choice for the parameter λ is such that
mλ = f (2.28)
which amounts to choosing λ = s. Inserting now the required f = 2(U−E)+gij∂iF∂jF ,
the variation δf can be evaluated as,
δf = 2δU − (δgkl)gkiglj∂iF∂jF
= 2
∫
dx3
[
−∆φsh⊥ + V ′(φs)h⊥ − ∂kφs∂l(h⊥) ∂kF∂`F
]
, (2.29)
where in the first line we used that δF = 0 in the first line according to Eq. (2.7). The
second line then follows via an integration by parts with respect to space. We can then
straightforwardly use Eq. (2.4) to find
δf = 2
∫
dx3
[−∆φsh⊥ + V ′(φs)h⊥]+ 2 ∫ dx3h⊥(∂iF∂jF∂i∂jφs) . (2.30)
Inserting back into Eq. (2.27) leads to,∫
dx3
∫ λf
λi
dλ(h⊥)
[−∂2λφs −∆φs + V ′(φs) + ∂iF∂jF∂i∂jφs] = 0 , (2.31)
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This then gives us the full equation of motion to be satisfied by the field,
(∂iG∂jG− ∂iF∂jF )∂i∂jφs ≡ −∆φs + V ′(φ) [+k(λ, `)∂iφs] , (2.32)
where the last bracket indicates that this equation is defined up to a field and x inde-
pendent multiple k of ∂iφs. This ambiguity arises because we are only interested in
minimising G with respect to the orthogonal perturbation, so that one can a priori use
Eq. (2.4) and Eq. (2.31) to add an arbitrary multiple of the single derivative factor of
the form
∫
dx3∂iφs h⊥. It is straightforward to check that δ⊥F leads to same equation.
The full set of equations to be solved is then
(∂iG∂jG− ∂iF∂jF )∂i∂jφs = −∆φs + V ′(φ) [+k(λ, `)∂iφs] (2.33)
(∂iG∂jG− ∂iF∂jF )gij = 2(U − E) (2.34)
∂iG∂jF gij = 0 (2.35)
gij =
∫
V
dx3∂iφs∂jφs . (2.36)
Let us conclude this section by making some important comments. First, fixing
the norm mλ amounts to fixing the parametrisation along the G-lines. Or, equiva-
lently, partially fixing the diffeomorphism invariance of Eq. (2.17). At zeroth order,
since f = 2(U −E), Eq. (2.28) is simply energy conservation in Euclidean time. Hence,
in the FSE formalism, (Euclidean) time is defined as being the parametrisation respect-
ing (Euclidean) energy conservation. Second, the hyperplane H, consisting of the field
configuration φs in field space, is constructed here from the solution of
δG
δφ⊥
∣∣∣
H
= 0 along
each G-line. As such, there is no guarantee that it should be everywhere smooth or well-
defined. In particular, if we suppose that the G-lines are defined from (t, λ = λi), there
may be certain values of the parameter t for which δGδφ⊥
∣∣∣
H
= 0 does not have a solution,
and when solutions are found, smoothness of the resulting hyperplane can rigorously be
ascertained only in a small neighbourhood of λi. Finally, it would be interesting to see
if the equation set (2.33) could be transformed into a form where the metric gij would
be directly one of the variables and not a derived quantity, we leave this possibility for
future work.
At this point we are ready to approach a concrete tunneling problem. We will do
that in the next section 3. In the remainder of this section we give arguments to justify
our procedure and in particular the use of the time-independent FSE.
2.3 Dynamical tunneling
The formalism developed in the previous subsections is based on the use of a time-
independent functional Schro¨dinger equation. In this section we argue that the tunneling
rate exponent can be obtained by studying a time-independent problem with suitable
boundary conditions. In particular, extending this to the reduced QFT problem leads
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us in Sec. 3 to introduce time-dependent boundary conditions, matching the field value
and its time derivative.
Most of our arguments will be based on quantum mechanics but in some places we
also briefly refer to the full quantum field theoretical situation.
2.3.1 Time dependent states
Let us start with a review of the relevant features of time-dependent states in a quantum
theory.
Energy eigenstates are quasi-stationary in the sense that their corresponding proba-
bility distributions are time-independent,
P (x, t) = |ψ(x, t)|2 = |ψ(x)|2, for energy eigenstate. (2.37)
Tunneling can nevertheless be described by considering the particle flux on the left
and the right hand side of the barrier. Importantly in quantum mechanics this calculation
can be done for any (permissible) energy, not only in for the ground state. This already
gives some justification for trying to consider the time independent Schro¨dinger equation
also for an energy that is not the ground state energy.
Nevertheless there is no true time dependence yet. In quantum mechanics time-
dependence arises from a superposition of states with different energy. The states closest
to the oscillating homogeneous fields considered in Sec. 3 are coherent states. In the case
of a harmonic oscillator they are (see e.g. [24, 25]),
|α(t)〉 = exp
(
−|α|
2
2
)∑
n
αn√
n!
|n〉 , (2.38)
where
α(t) = xmax
√
mω
2~
exp(−iωt) . (2.39)
Here xmax is the amplitude of the “classical” oscillation and we have chosen the phase
such that the expectation value of x is maximal at t = 0. The corresponding wave
function is given by,
ψα(x) = ψ0(x) exp
(
−|α|
2
2
)∑
n
αn
2n/2n!
Hn
(√
mω
~
x
)
, (2.40)
where ψ0(x) denotes the wave function of the ground state.
For our purposes the important observation is that a coherent state is not an energy
eigenstate but instead it is a superposition of energy eigenstates. The expectation value
coincides with the classical one,
〈E〉 = 1
2
mω2x2max +
1
2
~ω . (2.41)
More importantly the variance is non-vanishing,
∆E2 = ~
mω3
2
x2max ≈ ~ωE , (2.42)
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where the approximate equality holds for large excitations. As we would expect for the
transition to classical behaviour the relative uncertainty in the energy decreases with
increasing energy (or occupation number),
∆E
E
=
√
ω
E
=
√
2√
mω/~xmax
. (2.43)
This has important consequences for our field theoretical case of interest. First of
all it is straightforward to generalise the result of the quantum mechanical harmonic
oscillator to the field theory Schro¨dinger functional,4
Ψ[φ] = Ψ0[φ] exp
(
−|α|
2
2
)∑
n
αn
2n/2n!
Hn
(√
mVφ
)
. (2.44)
In the field theoretical case we have the relations,
α = φmax
√
mV
2
, (2.45)
and
∆E
E
=
√
2√
mVφmax
, (2.46)
where φmax is the amplitude of the homogeneous field oscillations. We are also interested
in the (spatially averaged) field amplitude,
∆φ
φmax
=
√ √
2√
mVφmax
. (2.47)
This also goes down with the volume. Crucially the relative uncertainty is not only
suppressed with the amplitude of the oscillation, but also with the volume V that we
consider.
Generally speaking for macroscopic volumes the relative energy (and field) variance
is much smaller in quantum field theory. While this is suggestive of using an energy
eigenstate for the calculation of the tunneling rate if the dependence of the rate on the
energy is not too big, some caution is required. First of all, the relevant volume for the
bubble formation is only the size of the bubble, hence it is not infinite. Perhaps more
importantly states with degenerate energy can have already quite different tunneling
rates.
This can be easily seen from a textbook two dimensional quantum mechanical exam-
ple.5 Let us consider a rectangular potential barrier with infinite extent in one direction.
Finding the tunneling solutions for this problem is exactly the same as the case of a one
dimensional barrier. Putting the barrier in the x-direction the problem factorises,
ψ(x, y) = C exp(ikyy)φ(x), (2.48)
4To obtain a suitable finite volume we could, e.g., consider a three dimensional torus with periodic boundary
conditions. We use ~ = c = 1.
5In one dimension one usually does not have degenerate states.
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where φ(x) is the tunneling solution in the one-dimensional problem and C is a normal-
isation constant. The tunneling probability is given by,
P (ky) =
1
1 +
V 20
4(E−~2k2y/2m)(V0−(E−~2k2y/2m)) sinh
2
(
2a
√
m/~
√
2(V0 − (E − ~2k2y/2m)
) ,
(2.49)
where a is the thickness of the barrier and V0 its height.
For a given energy the tunneling probability therefore strongly depends on the size of
ky. In a sense this is not surprising since only the momentum transverse to the barrier
is relevant for the tunneling rate (the same is also true in the classical case).
In the field theoretical case there is an infinite number of degenerate states for a given
energy. In general the tunneling probability will depend on the specific properties of the
initial state. Importantly, for our initial state to be a proper “classical” state, we will
later take any momenta orthogonal to the classical evolution to be negligible compared
to the parallel one. In particular this fixes the degeneracy described above.
That said, Eq. (2.49) in a sense already exhibits structure that we will follow (similar
to what is done in [20]). In one direction we have classical motion and in the other,
perpendicular one we have tunneling. We will therefore split the QFT problem into a
direction with classical motion, implementing the classical boundary conditions for the
field and its time derivative, and a tunneling direction. We hope that this captures the
relevant features of the initial state. Nevertheless, in general we should keep the above
caveat in mind.
2.3.2 The saddle point approximation and initial conditions
Starting from the wave function at an initial time ti, ψ(x, ti) we can determine the wave
function at some later time tf by the path integral expression (we closely follow the
arguments given in [8]):
ψ(xf , tf ) =
∫
Dx
∫
dxi exp (iS[x(t), xf , tf , xi, ti]/~)ψ(xi, ti) . (2.50)
Here S[x(t), xf , tf , xi, ti] is the action for a path x(t) that has initial values xi at ti and
final value xf at tf .
Let us now consider a situation where the initial wave function is given by the coherent
state Eq. (2.40). For convenience we can write it as,
ψ(x, t) = N exp
(
−mω
2~
(x− xcl(t))2 + ipcl(t)x/~ + iθ(t)
)
, (2.51)
where xcl(t) and pcl(t) are the “classical” position and momentum of the position and
momentum at time t. In the quantum mechanical setup they coincide with the expecta-
tion values of the respective quantities.
We can now employ the saddle point approximation in the variable xi (both ti and
tf are given and fixed). Minimising the exponent in Eq. (2.50) we have,
i
∂S
∂xi
−mω(xi − xcl(ti)) + ipcl(ti) = 0 . (2.52)
13
Using,
∂S
∂xi
= −pi (2.53)
we therefore have,
mω(xi − xcl(ti)) + i(pi − pcl(ti)) = 0 . (2.54)
Insisting that both xi and pi are real we obtain the initial conditions for our time-
dependent problem,
xi = xcl(ti), pi = pcl(ti) . (2.55)
Using the methods developed in Sections 2.1 and 2.2 we will implement these bound-
ary conditions in a simple example in Sec. 3.
2.3.3 Superposition of states and its effect on the tunneling rate
As we have seen above the relative energy spread in quantum field theory is not very
large, nevertheless there is an important caveat to keep in mind. The tunneling rate
does in general not only depend on the energy of the system. However, if one assumes
that the potential orthogonal to the initial direction of the oscillations is very steep, the
system can be assumed to be in the ground state in this direction.6
We can then develop a picture (cf. [20]) where we have classical evolution in one
direction (in our case y) and the tunneling direction is in the other variables.
Let us first focus on creating a suitable initial state for our problem. We consider a
two-dimensional quantum mechanical problem with potential V (x, y).7 We will suppose
that the system is initially classically evolving in the y direction. As discussed above,
we decompose the initial wave function as:
Ψi = Ψx,0Ψ(y, t) , (2.56)
where Ψx,0 is a ground state solution for the approximately harmonic steep potential in
the x direction.
We are interested in forming a wave packet of time-independent WKB solutions
around a coordinate y0 and therefore define
Ψ(y, t) ∝ exp
[
i
~
F (y)− i
~
Et
]
. (2.57)
Varying the energy, the available impulsion k at a given point y0 can be defined through
∂yF |y=y0 ≡ k(y0) =
√
2m(E − V0) , (2.58)
6Or at least very near to the ground state in the sense that excitations in these directions are O(~) compared
to the evolution in the “classical” direction. This is particularly relevant for the field theoretic case where
perturbations around the classical homogeneous solution are ~-suppressed.
7Which can for instance correspond to the effective potential introduced earlier restricted to the hypersurface
H, with U [φs(λ, `)].
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where we have noted V0 = V (y0) and the second equality derived from the Schro¨dinger
equation at y0.
8 Reciprocally, we can label these WKB solutions by their momentum k
at y0, using that their energy satisfies at the point y = y0,
E(k) = V0 +
k2
2m
. (2.59)
We stress that this is merely a way of labelling the one-dimensional family of the
WKB solutions of the Schro¨dinger equation for the potential V (0, y). Focusing on an
initial oscillating state, we can form a Gaussian wave-packet of variance λ:
Ψ(y, t) ∝
∫
dk exp
[
−(k0 − k)
2
2λ~2
+
iF
~
− iE(k)t
~
]
. (2.60)
If we expand F around y0 as
F (k, y) = F (E0, y0) + (y − y0)k + k
2 − k20
2m
∂EF |E0,y0 , (2.61)
we obtain after integrating
Ψ(y, t) ∝ exp
[
− λm
2
2(m2 + λ2~2t2)
(
(y0 +
k0
m
t)− y
)2
+
iα
~
]
, (2.62)
where we have translated the time parameter by the constant ∂EF |E0,y0 and collected in
α the terms contributing to the phase. We obtain a standard Gaussian wave packet of
plane waves centred in momentum around k0 and in position around y0 with a spread
controlled by λ, as constructed in a similar context in [20]. In particular, the choice
λ = O(~−1) leads to wave packet localised in both position and momentum with a O(~)
spread. Notice that the localisation of the crest of the wave packet could also be easily
obtained by using the saddle point approximation on the exponent of (2.60), leading to, k − k0 = 0y − y0 = k
m
t ,
(2.63)
and we recover the complete wave packet results.
Once F and G have been obtained by solving the time-independent Schro¨dinger
equation, the wave function in the full system can be obtained from the original wave
packets as,
Ψ(x, y, t) ∝
∫
dk exp
[
−(k0 − k)
2
2λ~2
+
iF
~
− G
~
− iE(k)t
~
]
. (2.64)
As was already pointed out in [20] the wave packet shape itself is strongly deformed
during the tunneling due to the simple fact that each part of the packet feels a different
part of the barrier.
8Notice that we only consider right-moving positive solutions for F, but the reasoning would proceed
similarly for left-moving solutions.
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Let us nevertheless study the dependence of the crest of the packet on the other
coordinates x (effectively the tunneling directions) at a fixed time t using again the saddle
point approximation. Effectively we are asking how a wave packet localized around a
classical path (and therefore being maximal on it) extends into the remaining directions.
The important observation here is that F is constant along the lines generated by
~∇G, henceforth called G-lines (see Appendix A or [20]), so that
F (x, y, E) = F
(
0, Y0(x, y, E)
)
, (2.65)
where Y0 is the inverse function along G-lines defined such that given a point ~x1,
Y0(~x1, E) = y0 along the G-line starting at (0, y0). Applying the previous decompo-
sition (2.61) of F (0, y) in this case leads to the deformed expansion
F (~x1 + ~δx,E) = F (0, y0, E0) + ~δx · ~∇Y0|~x1k +
k2 − k20
2m
(∂EF |E0,y0 + k∂EY0|~x1) , (2.66)
and finally, using the saddle point approximation, and again translating the time coor-
dinate to absorb the constant ∂EF |E0,y0 , we obtain
k − k0 = λ~ k
m
∂EG
~δx · ~∇Y0|x1,y1 =
∂EY0
2m
(3k2 − k20) .
(2.67)
In particular, we see that the crest of the wave packet naturally extends orthogo-
nally to ~∇Y0 – and therefore along the G-lines–, but can be moved away by corrections
stemming from ∂EG and ∂EY0.
9
Overall we conclude that as a first approximation, we can estimate the time-dependent
tunneling rate for a classical oscillating state y(t) of energy E by determining G(x, y) for
a WKB state of energy E and then following the integral line of G starting at y(t).
When moving into the full-fledged quantum field theory, this conclusion could be
modified in two ways. First, the field support on which we will project the problem onto
a quantum mechanical will depend on the energy, implying that during tunneling, the
wave packet will also spread in field space. However, since the initial wave function is
only one-dimensional, the field support will be independent of the energy (as one will
be always able to reparametrise time to ensure it), and depends only on the potential.
This implies that the initial wave packet can be formed on a one-dimensional support as
we did for the quantum mechanical problem. We will neglect the subsequent spreading
effect in the following. Second, the mass term m defined above is now a function of the
metric gij on the field hyperplane H, so that one has m(x, y). In practice, we then define
m = m(0, y0), ensuring that the initial wave packet is properly defined. The subsequent
effect of the variation of m is then included in Y0 since the shape of the G-lines depends
on the metric.
9In the QFT case the energy derivative are naturally suppressed by the volume V compared to the coordinate
ones ∂E ∝ 1/V.
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3 Tunneling in an oscillating background
As an application of the formalism described above, we evaluate the time-dependent de-
cay rate of an initially homogeneous field configuration oscillating around a false vacuum
to a deeper one. The two-dimensional hyperplane H will be constructed from all the
MPEP at a given time of the oscillation.
3.1 The membrane action
We consider a setup similar to the one introduced in [21]. Namely, we use an asymmetric
double well potential of the form
V =
gc4
4
(φ2/c2 − 1)2 −B(φ+ c) , (3.1)
where g, c and B are positive constants. We define the inverse “thickness” of the wall by
µ ≡
√
2gc2 ,
and assume the “thin-wall” hierarchy,
Bc µ2c2 . (3.2)
It will be useful to introduce the thin-wall parameter α defined by,
α ≡ Bc
µ2c2
 1 , (3.3)
such that the radius of the vacuum-to-vacuum bubble R0 is given by,
R0 =
1
µα
. (3.4)
During the initial oscillating phase, the field undergoes a classical evolution with its
energy density conserved. The energy density of an oscillating scalar field is given by
e =
1
2
(∂tφ)
2 + V (φ) (3.5)
and remains constant during the oscillations since kinetic energy is simply transferred
to potential energy. Hence, provided that we can neglect the variation in tension (small
oscillations) the initial radius of the classical solution corresponding to a true vacuum
bubble will not depend on the time at which tunneling occurs. According to the dis-
cussion of Sec 2.3, we will focus on solving the FSE in the WKB regime, assuming a
stationary solution with energies very close to the classical energy of an oscillating initial
state.
In the thin-wall limit, we can neglect the details of the potential shape and
parametrise the whole evolution of the system as a function the membrane tension σ0
along the wallW, the difference between the energy density in the membrane and outside
of it ε, the bubble radius R (we suppose a spherically symmetric bubble), and the value
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of the field outside of the bubble (assumed to be unperturbed). As noticed in [21], the
field oscillations within the bubble are typically suppressed during the bubble nucleation
process, we will therefore assume we can neglect them in the following. Furthermore we
will consider that the field outside the bubble is not perturbed by the bubble nucleation
and given by small harmonic oscillations around the false vacuum,
φout = c(−1 + qf cosµT ) , (3.6)
where we use upper-case T to emphasize the fact that this time parameter is used to
describe the field configuration outside the bubble. The energy of such a classical initial
state over the control radius Λ is simply
E =
4
3
piΛ3e . (3.7)
Crucially, the dominant expansion parameter in this scenario is not qf , but rather the
ratio q2f/α. As argued in [21] this expansion parameter roughly compares the size of the
oscillations with the thin wall approximation and ensures that the subsequent evolution
of the bubble is not strongly modified by the surrounding oscillating field. Similarly, we
will see that when considering the variation of tunneling rate, the expansion naturally
orders around q2f/α. In the thin-wall regime, the direct consequence of requiring
q2f
2α
 1 ,
is that all changes of the wall tension derived from the oscillation of the external field,
proportional to q2f are negligible at first order. The radius of the bubble nucleated at the
extremum of the oscillation Re has been determined in [21] using the standard Coleman
instanton approach. At first order in q2f/α it reads,
Re =
R0
1 +
q2f
4α
. (3.8)
Based on these assumption, it is possible to reduce the action for the scalar field φ
to the simplified form [21],
S =
∫
dT
[
−4piσ0R2
√
1− R˙2 + 4
3
pipR3 +
4
3
pipoutΛ
3
]
, (3.9)
where the pressure is defined by
p ≡ pin − pout ≡
(
1
2
ϕ˙2in − V (c+ ϕin)
)
−
(
1
2
ϕ˙2out − V (−c+ ϕout)
)
. (3.10)
In particular, for the potential (3.1) introduced earlier, the tension can be written as,
σ0 =
2µ
3
[
c2 +O (ϕ2in, ϕ2out)] . (3.11)
In this form, and as it was noticed in [19] the action strongly resembled the one of par-
ticle pair creation in a time-dependent electric field, with the distance between electron
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and positron replacing the radius r of the bubble. The latter can be solved using the
standard instantonic method by promoting time to a complex parameter and solving
the corresponding equations of motion. However, these two scenarios differ in a crucial
way: for the oscillating tunneling case, the time dependence is given by the initial state
dynamics, which is mainly now hidden in the expression for the pressure in Eq. (3.9). In
contrast for the pair creation case, it is the potential which depends on time due to the
presence of the background electric field. In that sense, the oscillating field tunneling
resembles more closely the QM case with a initially oscillating particle [8] and the pair
creation process, the tunneling in a time-dependent potential [17, 18]. One issue with
the membrane form of the action (3.9) is that it does not properly describe the initial
configuration of the field through the variable R, so that the setup is markedly different
from the one described in [8]. In particular, it is not clear that complexifying the time
parameter will properly describe the bubble tunneling.
The expression (3.11) corresponds to the tension for the vacuum-to-vacuum, for which
one can easily find an approximate form for the bubble’s field profile. Indeed, following
the standard treatment from [4, 5] and assuming that the solution during tunneling is
O(4)-symmetric, the field only depends on ξ ≡ √λ2 + |~x|2 ≡ √λ2 + ρ2 and Euclidean
equation of motion for the field profile φ is,
∂2φ
∂ξ2
+
3
ξ
∂φ
∂ξ
= V ′(φ) . (3.12)
The first “viscous” derivative term in (3.12) is neglected in the “thin-wall approximation”
around the bubble wall, leading to the usual solution
φ0(ξ) = −c tanh
(µ
2
(ξ −R0)
)
, (3.13)
where R0 is the final radius of the bubble defined above. An important comment is
that (3.13) can be further approximated in the vicinity of the bubble by noting that
ξ −R0 ' ρ
2 −R2
2R0
, (3.14)
where R =
√
R20 − λ2 is the radius of the bubble during tunneling (namely between
λ = −R0 and λ = 0 in the chosen parametrisation). Using this parametrisation, we
can put aside the imaginary time parameter λ altogether and describe the nucleating
bubble directly for its 3D field profile along with its radius. Notice also that using this
approximation, the viscous terms is suppressed by a thin-wall parameter α compared to
the second-derivative one, validating the consistency of our approximation.
In the following section, we will use the approach described in the previous section
based on the FSE instead of the instantonic method. Our final result then resembles
more closely the results from [8] then the one for tunneling in a time-dependent poten-
tial in that the tunneling rate exponent will not have an exponential increase with the
oscillations.
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3.2 The FSE approach
The first step is to use the membrane approximation to simplify the equations of motion
for the field and absorb the space-dependence. Since we neglect the variation in tensions
and following the discussion in the previous sections. We will assume that along the wall
the solution can be parametrised with r corresponding to ξ−R0 in Eq. (3.13), and being
given by
r ≡ ρ
2 −R(λ, `)2
Rf (`)
. (3.15)
Here R is the radius of the bubble and Rf is the final radius after tunneling, assumed to
be a function of `.
The choice mostly amounts to fixing the dependence on ρ in our bubble profile, and
assuming that this profile will be deformed during the tunneling. The radius R of the
bubble depends on the variables parametrising the two-dimensional surface in field space
which we use for our tunneling process. Using this form amounts to neglecting all the
derivatives which are parallel to the wall and taking only the variation perpendicular
to it into account. Furthermore, we continue to use the thin-wall approximation so
that we can neglect first derivative terms in ρ compared to the second order derivative
contributions.
We will use a short-hand notation
∂λ ≡ ∂iG∂i and ∂` ≡ ∂iF∂i . (3.16)
The equation for the field from (2.33) then reads,[
(∂λr)
2 − (∂`r)2 + (∂ρr)2
]
∂2rφ+ f(`, λ)∂rφ = V
′(φ) , (3.17)
where we have included the free function f to make explicit the freedom present in
Eq. (2.33) to add a multiple of ∂iφ. Multiplying by ∂rφ, we see that a particularly
attractive choice for f is
f(`, λ) =
1
2
∂r
[
(∂λr)
2 − (∂`r)2 + (∂ρr)2
]∣∣∣∣
ρ∼R(`,λ)
. (3.18)
Using this and integrating over r, we can find a simple relation which holds in the vicinity
of the wall, [
(∂λr)
2 − (∂`r)2 + (∂ρr)2
]
(∂rφ)
2 = 2V (φ) . (3.19)
In particular, we can express the wall tension as
σ ≡
∫ φin
φout
dφ
√
2V (φ) =
∫
W
dρ (∂rφ)
2(∂ρr)
2
√
1 +
(∂λr)2 − (∂`r)2
(∂ρr)2
, (3.20)
and more importantly, absorb the space-dependence of the solution along the wall using
our definition of r to obtain∫
W
dρ (∂ρφ)
2 =
σ0√
1 + (∂λR)2 − (∂`R)2
, (3.21)
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where in replacing σ by σ0, we used the fact that the variation of the tension is propor-
tional to q2f and therefore negligible at first order in q
2
f/2α. Let us now turn to the FSE
equations in Eq. (2.33)-(2.36). The second step is to use the previous result to expand
explicitly the effective potential part. We find
2(U − E) = (4piσ0)R2
(
−2 R
Re
+
R3 − Λ3
R0R2
q2f
2α
sin2 µT
)
+ 4pi2R2
∫
W
dρ
[
(∂ρφ)
2 + 2V
]
(3.22)
= (4piσ0R
2)
(
− R
Re
+
2 + (∂λR)
2 − (∂`R)2√
1 + (∂λR)2 − (∂`R)2
−mT
)
. (3.23)
Finally, we can recast the energy conservation, Eq. (2.34), and probability conser-
vation, Eq. (2.35), equations in two different ways. The first, more general possibility
would be to use the G-lines approach outlined earlier in Sec. 2.2 and using the definition
of the parameter λ to express Eq. (2.34) and Eq. (2.35) as,
∂λG = 2(U − E) + ∂iF∂iF (3.24)
∂λF = 0. (3.25)
The second equation implies that F is constant along a G-line and thus equal to its initial
value at a time T0(T,R) where T0 is the function giving the initial time corresponding
to the G-line passing by the point (T,R).
Notice that the term ∂iF∂iF includes a contribution from the induced metric on
the hypersurface H. A convenient parametrisation of H is to label the field profiles
using (T,R). The parameter T fixes the field outside of the bubble as in Eq. (3.6). It
can be matched to the time parameter of the time-dependent FSE using wave-packet
procedure described in Sec. 2.3.3. We first introduce the metric elements for the R and
T parameters by
mR ≡
∫
V
d3x(∂Rφ)
2 =
(4piσ0R
2)√
1− (∂λR)2 + (∂`R)2
(3.26)
mT ≡
∫
V
d3x(∂Tφ)
2 = (4piσ0)
Λ3 −R3
R0
q2f
2α
sin2 µT . (3.27)
The first equation can simply be obtained by plugging in our ansatz for the bubble
wall. For the second equation we observe that the main contribution ∼ q2f/α is simply
the time derivative of the field outside the bubble but inside the control volume. The
time derivative of the bubble solution integrated over the wall region is suppressed by a
thin-wall factor α and therefore negligible in our approximation. The off-diagonal metric
components vanish as a consequence of neglecting the variation in tension. Following
the method described in Sec. 2.2 we can then search for the parameter equation for the
G-line (T (λ), R(λ)). Once all G-lines have been found, one can then extract T0(T,R)
and iterate the process until convergence. The final tunneling rate is then obtain by
integrating along G-lines
G =
∫ λf
λi
dλmλ =
∫ λf
λi
dλ
(
(∂λR)
2mR + (∂λt)
2mT
)
. (3.28)
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However, given that the system at hand has been substantially simplified already
there is a more direct approach. We can directly solve for G and F by observing that
we have
∂λT =
∂TG
mT
∂λR =
∂RG
mR
(3.29)
∂`T =
∂TF
mT
∂`R =
∂RF
mR
. (3.30)
Note that the equations in R are non-trivial since mR has some ∂λR and ∂`R dependence.
Solving them leads to an expression for mR as function of F and G as
mR =
√
(4piσ0)2R4 + (∂RF )2 − (∂RG)2 . (3.31)
We can now express directly Eq. (2.33) as an equation on F and G as function of T
and R. After some algebra we have,
∂TF∂TG = −mT
mR
∂RF∂RG (3.32)
(∂RG)
2 − (∂RF )2 = (4piσ0)2R4
[
1−
(
R
Re
− (∂TF )
2 − (∂TG)2 −m2T
8piσ0R2mT
)2]
. (3.33)
The boundary conditions for Eq. (3.32) are as follows,
G = 0, and ∂TF = (4piσ0)
Λ3
R0
q2f
2α
sin2 µT at R = 0, (3.34)
where ∂TF is given by the WKB momentum. An important comment is that this
boundary condition on F represents the initial classical evolution before the tunneling,
and thus implements the time-dependence of our initial state in practice. In order to
make the correspondence with Sec. 2.3.3 more explicit, notice that this initial condition
corresponds to Eq. (2.58), with the parameter T corresponding to y of the quantum
mechanical problems. In other words, the momentum of the WKB solution is fixed to be
the one of the classical solution at this point. The only additional difficulty in our case
is that T now refers to the best parameter choice to describe the field configuration of
the classically oscillating state. The time-dependence corresponding to the parameter of
the time-dependent FSE has been absorbed by forming a carefully chosen wave packet,
as described in Sec. 2.3.3.
Let us conclude this section by noticing that if we focus on the extremum tunneling
case when T = 0 the set of equations can be drastically simplified. In particular, ∂TF =
∂TG = ∂RF = mT = 0 leads to a trivial solution Ge(R) satisfying
(∂RG)
2 = (4piσ0)
2R4
[
1−
(
R
Re
)2]
, (3.35)
which is fully compatible with our initial condition above and leads at the bubble nucle-
ation to the result found in [21],
G(Re) =
pi
4
σ0R
3
e . (3.36)
At T 6= 0, ∂TF 6= mT 6= 0 so that the above simplification does not occur. In the next
section we will use a perturbative approach to find analytical and numerical results.
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3.3 Perturbative expansion and numerics
When considering the problem at first-order in
q2f
2α only, as was done in [21], there are
in fact only three variables we need to consider: the final radius Rf , expected to be a
function of T , then F and G. At zeroth-order, F and G are given by,
∂TF
0 = mT (R = 0) ≡ (4piσ0) Λ
3
R0
q2f
2α
sin2 µT
∂RG
0 = (4piσ0)R
2
√
1− (R/Rf )2 , (3.37)
a numerically important point is that we do not use the vacuum radius in the definition
of the G0, this avoids the appearance of imaginary contributions later on and will be
absorbed in the first order correction.
The final radius is determined by setting the right-hand side of Eq. (3.33) to zero
and expanding Rf = Re + δ
0
r . At first order in δ
0
r one obtains,
10
δ0r = Rf −Re = R0
R30 − 2Λ3
R30 − Λ3
q2f
4α
sin2 µT . (3.38)
In the limit of a large control volume, we find
Rf = R0
(
1 +
q2f
4α
cos 2µT
)−1
. (3.39)
This corresponds to the radius obtained in [21] by considering that the oscillations were
completely frozen during the nucleation of the bubble. When reducing the control volume
closer to R0 our first order approximation breaks down.
Replacing in the definition of G0, it now simple to linearise Eq. (3.32) and Eq. (3.33)
in order to fully solve the system. All the results in the following rely on the previous
approach to numerically solve for F andG. Writing thenG ≡ G0+ q
2
f
2αg and F ≡ F0+
q2f
2αf ,
the system (3.32)-(3.33) becomes
∂rf = −R∂TG0 + ∂T g√
R2f −R2
(3.40)
∂rg =
Rf√
R2f −R2
[
(4piσ0)
(
2
R2
Re
(δr − δ0r
R2
R2e
)− δ2r
)
(3.41)
+∂T f
R
Re
Λ3
Λ3 −R3
(
1− δrRe
R2
)]
,
where we have used the shorthand notation δr following the structure of Eq. (3.38) by,
δr =
R2
R0
R30 − 2Λ3
R30 − Λ3
q2f
4α
sin2 µT . (3.42)
This system is readily solved numerically. The value of G we find at the maximal
radius rmax describes the final tunneling exponent and we can directly compare it with
10We always use Λ > R0.
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Figure 1: Comparison between time dependence of the tunneling exponent G and
the corresponding action S obtained in [21]. The values of parameters we used in this
example are q2f/2α = 1/10, 4piσ0 = 2 and R0 = 1 with Λ = 10.
the action S we obtained numerically in [21] as shown in figure 1 for a control volume
Λ = 2R0. When the control volume is significantly larger than R0, the dependence is very
similar and confirm the results obtained before as well as the simplifications necessary
to obtain them. Indeed, this can be also seen for instance from the definition of δ0r which
converge rapidly to a constant value at large Λ.
We investigate in more details the sensitivity of our results to the control volume Λ in
Figure 2a. The dependence of the final tunneling exponent on this parameter converges
to the correct value very quickly as Λ grows and is very insensitive to its precise value
unless the control volume is not much bigger than the maximal bubble radius that is
Λ ≈ rmax. Finally, we show in Figure 2b the G-lines, which as was seen in Sec. 2.3.3
represent the preferred tunneling paths at a given time.
Notice that while Figure 1 shows the action for t between 0 and pi/2, the rest of the
evolution is completely symmetrical. This is a consequence of our choice of focusing on
corrections of order q2f/α, and therefore neglecting variations of the bubble tension which
are typically of order q2f . Indeed, Eqs (3.32) and (3.33) are fully periodic with period pi
and symmetric under T ⇒ pi − T , reflecting the symmetries of our potential. Contrary
to the quantum mechanical case, having an initial state on the other side of the false
vacuum merely implies that the bubble solution will be deformed to accommodate the
initial value.11
11As an example, after expanding the equation of motion at first order around the vacuum-to-vacuum, [19]
found an approximation for the relevant bubble profiles. Note however that these profiles are classical solutions
and do not per-se describe a tunneling event.
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Figure 2: (a) Sensitivity of the tunneling exponent to the artificial control volume
parameter Λ. (b) G-lines in the R/t plane with Λ = 1.4 for blue dotted lines and
Λ = 3 for yellow dashed lines. The values of parameters we used in both panels are
q2f/2α = 1/10, 4piσ0 = 2 and R0 = 1
4 Conclusions
In this work we have presented a prescription for finding the leading contribution to
the tunneling rate between an initial state dynamically evolving around an unstable
vacuum and the true vacuum configuration in the framework of QFT. Based on the
functional Schro¨dinger equation, we have shown how the problem can be reduced into
finding a “most probable escape hyperplane” and solving a time-independent quantum
mechanical problem on this plane. Furthermore, while the initial state is dynamical, the
final tunneling rate in the quasi-classical limit can be obtained from energy eigenstate, by
approximating the initial configuration from a suitable wave packet of WKB solutions.
Interestingly, we find that the quantum mechanical “masses” are then defined from the
field configurations which mediate the tunneling. In particular they can be replaced by
defining a metric on the most probable escape hyperplane.
While noticeably simpler than the full FSE, our final set of equations, Eq. (2.33)
remains challenging to solve in full generality. Indeed, it requires solving simultaneously
the field equation fixing the hyperplane as well as an integro-differential equation an
this plane. Focusing on the case of tunneling from an initial oscillating state, we used
the thin-wall approach to tunneling where the equation of motion for the field simpli-
fies drastically, which allowed us to estimate at first order the tunneling rate. We have
further numerically estimated this rate, hence complementing and confirming our previ-
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ous results from [21] specifically devoted to this case. An appealing side-aspect of the
formalism presented in this work is moreover that it could be used to describe two succes-
sive tunneling events in QFT (as argued in Appendix C), where the standard instanton
method cannot be directly applied to describe the second bubble nucleation, leading to
several controversial claims of possible resonant tunneling in this setup [26, 27], later
contested by [23,28].
While this work focuses on the direct effects of the dynamic of the initial state on
quantum tunneling, the presence of parametric resonance phenomena [29–32, 32] (see
also, e.g., the recent work [33]) which can transfer directly energy from an oscillating
fields to fuel the growth of perturbations will likely also have a strong impact on tunneling
by creating seeds for subsequent bubbles to nucleate. It is nonetheless important to point
out that the formalism described above applies already during the first oscillations and
does not require several field oscillations to build up fluctuations.
Several theoretical aspects of our calculations would nevertheless deserve a deeper
look. In particular, our equations are properly defined only in a given control volume.
While this was also the case for the standard vacuum-to-vacuum case, the volume terms
could always be factored out. In our 2D case, the metric in the “time-direction” of the
hyperplane depends directly on the size of the control volume. Albeit this dependence
cancels out in the large volume limit, our approximation breaks down when considering
a control volume close to the final bubble radius. We believe this issue could be tied with
the problem of decoherence as the control volume can be seen as the typical volume on
which we are able to maintain quantum coherence for long-enough to allow the tunneling
process to happen. Finally, tunneling in quantum field theory has been historically
tackled both through the FSE formalism and a path integral formulation, since we present
in this work a study using the former, it would be interesting to check our results using
with the latter.
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Appendices
A WKB approximation
Since our FSE approach to dynamical tunneling in QFT is based on a reduction of the
problem to a simpler quantum mechanical one, it will be instructive to review shortly
the basics of tunneling in QM with the Wentzel-Kramers-Brillouin (WKB) formalism,
further expanding them to the case of multi-dimensional tunneling described by [20]
whom we closely follow.
Following the WKB intuition, we look for a solution of Ψ of the form
Ψ ∝ exp( iS
~
) , (A.1)
where
S = F + iG .
Replacing in the time-independent Schro¨dinger we obtain the system,~G′′ + (F ′2 −G′2) = 2m(E − V (λ))2F ′G′ = G′′~ , (A.2)
where we denote derivatives with respect to λ by a prime. It can be solved in the
semi-classical limit by considering the decomposition
F =
∞∑
n=0
~nFn
G =
∞∑
n=0
~nGn .
At first order in ~ and in the classically accessible region the first non-zero coefficients
are
F0 = ±
√
2m(E − V ) ≡ ±p
G1 = −1
4
[log(E − V )]′ ,
so that the wavefunction takes the form
Ψ = αL
1√
p
exp
[
i
~
∫ λ
λ0
p(l)dl
]
+ αR
1√
p
exp
[
− i
~
∫ λ
λ0
p(l)dl
]
(A.3)
where the coefficients αL and αR depend on the choice of the integration limit λ0. In
the classically forbidden region, the same reasoning leads to
Ψ = α+
1√
p˜
exp
[
1
~
∫ λ
λ0
p˜(l)dl
]
+ α−
1√
p˜
exp
[
−1
~
∫ λ
λ0
p˜(l)dl
]
, (A.4)
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where p˜ =
√−2m(E − V ). Matching between both regime cannot be done immediately
within the WKB approximation since it breaks down near the classical turning points
where V → E. One then again solves the Schro¨dinger equation but this time at the
vicinity of the turning points λ±. Around these points, the potential can be linearised
and the Schro¨dinger equation reduces to an Airy equation whose solutions asymptotics
in −∞ and +∞ are known. By matching these asymptotic form with the WKB solutions
in both the allowed and forbidden regions, one obtains the so-called connection formula.
Crucially, these formula only modifies the real part of the wave function. They are thus
critical in accounting for interference phenomena like resonant tunneling, but can be
neglected while focusing on the tunneling exponent as we do in this work.
This formalism has been extended in [20] to the multidimensional case. In this case,
the Heisenberg equation using the WKB approximation becomes
(∇G)2 − (∇F )2 + ~∇2G = 2m(E − U) (A.5)
2∇F · ∇G = ~∇2F . (A.6)
where the last equation should be understood as the requirement that the divergence
of the probability current e2G/~∇F vanishes. We can see ∇S = ∇F + i∇G as the
“momentum” of the wave function.
In the semi-classical limit we are interested in, we want to neglect the ~ terms in the
above equations. This implies the two conditions,
(∇F )2  ~∇2F (A.7)
(∇G)2  ~∇2G ,
which are broken either when∇G,∇F vanish (corresponding to the usual case U−E = 0)
or when ∇2G,∇2F become very large. The latter occurs at caustic of the F-lines and
G-lines, namely when initially neighbouring lines cross. For a slowly varying barrier
compared to its steepness, this happens at the turning point of F-lines. We will be
interested to the case of tunneling with an initial transverse momentum, so that ∇F will
be non-vanishing parallel to the barrier. In that case, the matching with the quantum
regime will occur along the caustic, or in our approximations, when the momentum is
perpendicular to the barrier (for an almost step-function, this is simply at the barrier
itself). Note that one can also find an interpolation at the boundary between classical
and quantum regime in terms of Airy functions, see [20].
We are left with solving (A.5) under the barrier. Bowcock and Gregory described a
step by step procedure allowing to solve this system perturbatively assuming,
~ E
U
,
(∇F )2
U
 1 . (A.8)
Indeed at zeroth order, Eq. (A.5) reduces to the standard form
(∇G)2 = 2mU (A.9)
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which can be solved by using the momentum transfer equation derived from (A.9),
∇G∇G = m∇U (A.10)
which amounts to search for the integral lines of the gradient of G. Once these lines have
been found, we can use the second equation of (A.5) to prove that F is constant along
such lines, and subsequently find ∇F under the barrier. Replacing in the first equations
of (A.5) leads to the full equation for G at first order
(∇G)2 = 2mU − (2mE − (∇F )2) . (A.11)
Solving step-by-step, one can obtain the tunneling rate.
B One-dimensional reduction of the FSE
If one assumes that the hypersurface H is one-dimensional, the problem can be solved
completely in the WKB approximation. We review in this appendix this case, follow-
ing [7,23], which can be used to obtain the vacuum-to-vacuum tunneling rate. Since the
initial state is time-independent, we can start our analysis directly from the FSE for an
eigenstate of energy E,∫
V
dx3
[(
δF
δφ
)2
−
(
δG
δφ
)2
+ ~
δ2G
δφ2
]
= 2E − 2U(φ) (B.1)∫
V
dx3
[
δF
δφ
δG
δφ
− ~δ
2F
δφ2
]
= 0 ,
where we have omitted the space dependence of the functional derivative for notational
simplicity. The one-dimensional H corresponds to the field configurations φs(λ), such
that
δ
δφ⊥
Ψ(φ)
∣∣∣∣
H
= 0 ⇒

δF
δφ⊥
∣∣∣∣
H
= 0
δG
δφ⊥
∣∣∣∣
H
= 0
. (B.2)
We can write the functional derivative along the line H by decomposing it as:12
δ
δφ
∣∣∣∣
H
=
∂λφs
mλ
∫
V
dx∂λφs
δ
δφ
∣∣∣∣
H
+
δG
δφ⊥
∣∣∣∣
H
≡ ∂λφs
mλ
∂λ +
δG
δφ⊥
∣∣∣∣
H
,
12This is easily understood by going back to the finite dimensional limit where the previous formula can be
written as,
~∇ = ~n‖1|~n‖1|2 ∂~n‖1 + (⊥ field configurations).
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where we have introduced the field normalisation,
mλ ≡
∫
V
dx3(∂λφs)
2 . (B.3)
Using this decomposition of the functional derivative on the hypersurface H, we can then
reduce the FSE Eq. (2.6) to the system of ordinary differential equations in λ,
(∂λF )
2 − (∂λG)2 + ~ ∂2λG = −2mλ (U(φ)− E) (B.4)
∂λF∂λG− ~ ∂2λF = 0 .
Following the WKB approximation, we will be interested in the tunneling process itself
in the semi-classical limit, meaning that we suppose
~ ∂2λ(F + iG) (∂λ(F + iG))2 .
In the semi-classical approximation, the system (B.4) has two regimes depending on
the sign of U(λ) − E. The case U − E < 0 corresponds to the classical region. In this
regime, we find
∂λF = ±1~
√
2mλ(E − U) +O(1) ≡ ± i~p+O(1) (B.5)
∂λG =
1
4
∂λ[log(E − U)] +O(~) ,
along with the “energy conservation” relation
mλ = 2 (E − U(λ)) . (B.6)
The fact that the previous equation refers to energy conservation can be readily seen by
using the definition of mλ in Eq. (B.3) and recasting it as∫
V
dx3
(
(∇φ)2
2
+ V (φ) +
1
2
(
∂φ
∂t
)2)
= E . (B.7)
In the quantum region, which corresponds to U − E > 0, we obtain:
∂λG = ±1~
√
2mλ(U − E) +O(1) ≡ ± i~p+O(1) (B.8)
∂λF = −1
4
∂λ[log(U − E)] +O(~) ,
and
mλ = 2 (U(λ)− E) . (B.9)
The wave functional can then be written in the standard form (in the quantum region)
as function of two constants α+ and α−,
Ψ(λ) =
1√
p
[
α+ exp
(
1
~
∫ λ
λi
dyp(y)
)
+ α− exp
(
−1
~
∫ λ
λi
dyp(y)
)]
. (B.10)
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Contrary to the Quantum Mechanical case, we are however not done yet, since we
still do not have any information on the form of the path φs. Using the explicit form
for the wave functional in the WKB approximation, we can recast the second equation
of (2.6) in a solvable form. Writing δφ⊥ an infinitesimal field variation orthogonal to φs
δ
δφ⊥
Ψ(φ)
∣∣∣∣
φs
= 0 ⇐⇒
∫
V
dx3
(
δφ⊥(x)
δ
δφ
Ψ(φ)
∣∣∣∣
φs
)
= 0
⇐⇒
∫
V
dx3
(
δφ⊥(x)
δ
δφ
(F + iG)
∣∣∣∣
φs
)
= 0 .
We can now use the explicit form of our action to express this last equation as a simple
equation of motion for φs. Let us first focus on the quantum regime. We have F constant
and G =
∫ λf
λi
dλ
√
2mλ(U − E). Replacing in the previous equation, we find∫
dx3δφ⊥(x)
(∫ λf
λi
dλ
√
2mλ(U − E)
)
= 0
and finally
∫
dx3δφ⊥(x)
∫ λf
λi
dλ
√2(U − E)
mλ
δmλ +
√
mλ
(U − E)δU
 = 0
⇒ ∂
2
∂λ2
φs + ∆φs +
∂V
∂φ
= 0 . (B.11)
We therefore recover the standard equations of motion for the field in Euclidean time.
Coupled to the solution for the wave functional (B.8), this procedure has been used
in [7] to recover the tunneling rate from a false vacuum to a true vacuum by using the
Coleman-De Luccia instanton as a solution of (B.11). The classical case can be treated
completely similarly, and one would recover the equation of motion for the field in real
time. An important comment is that the “time” parameter λ defined along the curve
H and satisfying Eq. (B.7) is different from the time t which gives the evolution of the
wave functional. In the calculation, λ simply appears as a convenient parametrisation of
the classical path, for which the equation of motions take their standard form.
C Successive tunneling events
An interesting consequence of the formalism introduced in Sec. 2.2 is that it can be
adapted to described the case of multi-tunneling events. Let us focus on the simplest
case where the first tunneling event does not interact with the second one. It is obvious
that the tunneling rate for such double-bubble emergence will simply be the product
of the tunneling rate for each event. Nonetheless, the traditional instantonic formalism
can not rigorously describe it since the initial state for the second tunneling event is
time-dependent due to the first bubble growth.
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If the two events are spatially decorrelated (in the sense that the field from the outer
bubble is constant on the wall of the inner one), we can write the effective potential as,
U(t, λ) = Ug(t) + Utun(λ) . (C.1)
where Ug is the effective potential of a single classically growing bubble and Utun(λ) is
the effective potential of a single tunneling bubble. We can use a field configuration
described by,
φ(~x, t, λ) = φg1(~x, t) + φtun(~x, λ) , (C.2)
where the first term φg1 describe the growing bubble and φtun the second tunneling event
as a solution of the equation of motion Eq. (2.32). The phase of the wave functional
before tunneling is then simply given by F = Fg1(t) where Fg1(t) is the WKB solution
for the growing bubble. Since the effective potential is separated, the FSE Eq. (2.17) is
trivially satisfied separately for its classical part
−∂iF∂iF = 2(Ug1 − E) , (C.3)
and its quantum one
∂iG∂iG = 2Utun , (C.4)
as long as G is given by the standard one bubble tunneling expression, and F = Fg1(t).
Overall the tunneling rate of the two events is then the sum of both rates as expected.
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