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a b s t r a c t
The goal of this paper is to characterize P-convergence in probability of four-dimensional
weighted means using RH-conservative matrices. We begin with the presentation of
the following theorem. Let (Xk,l) = (XkXl) be a double sequence of non-degenerate
independently identically distributed randomvariables such that E(Xk,l) = µ and E(Xk,l) <
∞ for each (k, l). Suppose that A = (am,n,k,l) is an RH-conservative matrix; then the
necessary and sufficient condition for Ym,n to P-converge to µ(a−k,l ck,l)+k,l ck,lXk,l
in probability is that
P- lim
m,n
sup
k,l
|am,n,k,l − ck,l| = 0.
Other variations and implications will also be presented.
© 2012 Published by Elsevier Ltd
1. Introduction
In 1986 Das and Mohanty presented the following generalization of Jamison, Orey, and Pruitt’s result. Let (Xk) be a
sequence of non-degenerate independently identically distributed random variables such that E(Xk) = µ and E(Xk) < ∞
for each k. Suppose that A = (an,k) is a conservative matrix; then the necessary and sufficient condition for Ym to converge
to µ(a−k ck)+k ckXk in probability is that
lim
n
sup
k
|an,k − ck| = 0.
The main goal of this paper is to present a multidimensional analog of Das and Mohanty’s results. We begin with the
following theorem. Let (Xk,l) = {XkXl} be a double sequence of non-degenerate independently identically distributed
random variables such that E(Xk,l) = µ and E(Xk,l) < ∞ for each (k, l). Suppose that A = (am,n,k,l) is an RH-conservative
matrix; then the necessary and sufficient condition for Ym,n to P-converge to µ(a−k,l ck,l)+k,l ck,lXk,l in probability is
that
P− lim
m,n
sup
k,l
|am,n,k,l − ck,l| = 0.
Throughout this paper we use a multidimensional analog of Das and Mohanty’s methods to establish the theorem here. We
have also presented, in addition to the above theorem, variations and implications of this theorem.
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2. Definitions, notation and preliminary results
Definition 2.1 ([1]). A double sequence x = [Xk,l] has the Pringsheim limit L (denoted by P− lim x = L) provided that given
ϵ > 0, there exists N ∈ N such that Xk,l − L < ϵ whenever k, l > N . Such an x is described more briefly as ‘‘P-convergent’’.
Definition 2.2 ([2]). The double sequence y is a double subsequence of x provided that there exist increasing index sequences
{nj} and {kj} such that if xj = xnj,kj , then y is formed by
x1 x2 x5 x10
x4 x3 x6 −
x9 x8 x7 −
− − − −.
In [3], Robison presented the following notion of a conservative four-dimensional matrix transformation and a
Silverman–Toeplitz type characterization of such a notion.
Definition 2.3. The four-dimensionalmatrix A is said to be RH-conservative if itmaps every bounded P-convergent sequence
into a P-convergent sequence.
Theorem 2.1 ([4,3]). The four-dimensional matrix A is RH-conservative if and only if:
RH-C1 : P− limm,n am,n,k,l = ck.l for each k and l;
RH-C2 : P− limm,n∞,∞k,l=1,1 am,n,k,l = a;
RH-C3 : P− limm,n∞k=1 am,n,k,l − ck,l = 0 for each l;
RH-C4 : P− limm,n∞l=1 am,n,k,l − ck,l = 0 for each k;
RH-C5 :∞,∞k,l=1,1 am,n,k,l < A for all (m, n); and
RH-C6: there exist finite positive integers A and B such that
k,l>B
am,n,k,l < A.
When these conditions RH− C1 – RH− C6 are satisfied, we have
P− lim
m,n
Ym,n = µ

a−

k,l
ck,l

+

k,l
ck,lXk,l
where µ = P − limk,l Xk,l and the double series∞,∞k,l=1,1 ck,l(Xk,l − µ) is always P-convergent. Note that if ck,l = 0 for all
(k, l) and a = 1 then Theorem 2.2 reduces to four-dimensional RH-regular summability methods.
Using the above results, Patterson and Savaş [5] presented the following multidimensional version of Pruitt’s result [8].
Theorem 2.2. A necessary and sufficient condition for Ym,n = Y¯m ¯¯Y n to P-converge to µ in probability is that maxk,l |am,n,k,l| =
maxk,l |am,kan,l| converges to 0 in the Pringsheim sense.
3. The main results
We begin the main section with the following RH-conservative characterization of P-convergence in probability.
Theorem 3.1. Let (Xk,l) = (X¯k ¯¯X l) be a double sequence of non-degenerate independently identically distributed random
variables such that E(Xk,l) = µ and E(Xk,l) < ∞ for each (k, l). Suppose that A = (am,n,k,l) is an RH-conservative matrix;
then the necessary and sufficient condition for Ym,n to P-converge in probability to µ(a−k,l ck,l)+k,l ck,lXk,l is that
P− lim
m,n
sup
k,l
|am,n,k,l − ck,l| = 0. (3.1)
Proof. Let X be the factorable random variable such that F = F¯ ¯¯F is the common factorable distribution function of X¯ and
the ¯¯X ’s. Let
∥A∥ = sup
m,n

k,l
|am,n,k,l| <∞.
The RH-C conditions grant us the following:
E

k,l
|am,n,k,lXk,l|

≤ ∥A∥E(|Xk,l|) <∞,
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so the sequence

k,l am,n,k,lXk,l to P-converge almost surely for each (m, n). Again, this follows from RH− C1, RH− C5, and
RH− C6. That is,
k,l
|ck,l| =

k,l
lim
m,n
|am,n,k,l| ≤ ∥A∥ <∞. (3.2)
Thus E(Xk,l) is uniformly bounded, which yields the following:
E

k,l
|ck,lXk,l|

≤

k,l
E(|ck,lXk,l|) =

k,l
(|ck,l|E|Xk,l|) <∞.
Therefore

k,l |ck,lXk,l| absolutely P-converges almost surely. Thus we can write
Ym,n =

k,l
(am,n,k,l − ck,l)Xk,l +

k,l
ck,lXk,l.
It is suffices to show that
Sm,n =

k,l
(am,n,k,l − ck,l)Xk,l
converges in probability to µ(a−k,l ck,l). Define
Xm,n,k,l =

(am,n,k,l − ck,l)Xk,l, if |(am,n,k,l − ck,l)Xk,l| < 1;
0, if |(am,n,k,l − ck,l)Xk,l| ≥ 1 m, n, k, l = 1, 2, . . . .
Let Zm,n = k,l Xm,n,k,l. Since E|X | = E|Xk,l| < ∞ for each (k, l), we have TP(|X | ≥ T ) → 0 as T → ∞. Therefore, with
conditions RH− C3 and RH− C4, and given ϵ > 0, there exist positive integersm0 and n0 such that form > m0 and n > n0,
P(|(am,n,k,l − ck,l)Xk,l| > 1) < ϵ|am,n,k,l − ck,l|. (3.3)
Thus by (3.2) and (3.3) form > m0 and n > n0, we have the following:
P(Sm,n ≠ Zm,n) ≤

k,l
P(Xm,n,k,l ≠ (am,n,k,l − ck,l)Xk,l)
=

k,l
P(|(am,n,k,l − ck,l)Xk,l| ≥ 1)
=

k,l
P(|(am,n,k,l − ck,l)X | ≥ 1)
≤ ϵ

k,l
|am,n,k,l − ck,l|
≤ ϵ

k,l
|am,n,k,l| +

k,l
|ck,l|

≤ ϵ2∥A∥.
Since ϵ is arbitrary, it follows that (Sm,n) and (Zm,n) are equivalent double sequences. Thus (Zm,n) P-converges to µ(a −
k,l ck,l) in probability. Now for a δ > 0 we have the following:
P
Zm,n − µ

a−

k,l
ck,l
 > δ

≤ P

|Zm,n − E(Zm,n)| +
E(Zm,n)− µ

a−

k,l
ck,l
 > δ

.
Observe that
E(Zm,n)− µ

a−

k,l
ck,l

=

k,l
am,n,k,l

|(am,n,k,l−ck,l)X |<1
XdF − µ

+ µ

k,l
am,n,k,l − a

−

k,l
ck,l

|(am,n,k,l−ck,l)X |<1
XdF − µ

. (3.4)
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Thus it follows from (3.1), (3.4), and the RH-conservative conditions for A that E(Zm,n) P-converges to µ(a − k,l ck,l).
Therefore there exist positive numbersm1 and n1 such that form > m1 and n > n1,E(Zm,n)− µ

a−

k,l
ck,l
 < δ2 .
Therefore form > max{m0,m1} and n > max{n0, n1}, and since the random variables are factorable, we have the following
by the Chebyshev inequality:
P
E(Zm,n)− µ

a−

k,l
ck,l
 > δ

≤ P

|Zm,n − E(Zm,n)| > δ2

≤ Var(Zm,n)
δ2
4
.
To complete this part of the proof we only need to show that Var(Zm,n) P-converges to 0. Note that
1
T¯ ¯¯T

|x¯|<T¯

|¯¯x|< ¯¯T
x¯2 ¯¯x2dF¯d ¯¯F = 1
T¯ ¯¯T

−T¯ 2P |X¯ | ≥ T¯ · −¯¯T 2P | ¯¯X | ≥ ¯¯T
+ 1
T¯ ¯¯T

2
 T¯
0
x¯P
|X¯ | ≥ x¯ dx¯ · 2  ¯¯T
0
¯¯xP

| ¯¯X | ≥ ¯¯x

d¯¯x

which is a P-null sequence with respect to T . Since the (Xk,l) are independent,
Var(Zm,n) ≤

k,l
E(X2m,n,k,l)
≤

k,l
|am,n,k,l − ck,l|2

|(am,n,k,l−ck,l)X |<1
X2dF . (3.5)
Since 
k,l
|am,n,k,l − ck,l| ≤ 2∥A∥,
it follows from the last two inequalities and Eq. (3.1) that Var(Zm,n) P-converges to 0. This completes the proof of the
sufficiency part of our theorem. Now let us prove the necessity part of this theorem. Let Uk,l = Xk,l − µ and Tm,n =
k,l(am,n,k,l − ck,l)Uk,l. Thus (Tm,n) P-converges to 0 in probability; thus it P-converges in law. Let
g(u) = E(eiuUk,l)
be the characteristic function of (Uk,l). The independence of (Xk,l) implies the independence of the (Uk,l)’s and the
characteristic function of (Tm,n) is given by
∞,∞
k,l=1,1
g((am,n,k,l − ck,l)u) = E

e
iu

k,l
(am,n,k,l−ck,l)Uk,l
(3.6)
and thus P-converges to 1 in the Pringsheim sense onm and n. However, ∞,∞
k,l=1,1
g((am,n,k,l − ck,l)U)
 ≤ |g((am,n,p,q − cp,q)U)| ≤ 1
for any (p, q). Therefore, if follows from Eq. (3.9) that
P− lim
m,n
sup
p,q
|g((am,n,p,q − cp,q)u)| = 1. (3.7)
The double sequence is (Uk,l) non-degenerate because (Xk,l) is; we can find a u0 (real) such that
|g(u)| < 1; 0 < |u| < u0.
Let u = u04∥A∥ be such that
|(am,n,p,q − cp,q)u| ≤ 2∥A∥ |u| = u02 < u0
for all (m, n, p, q). Thus
|g((am,n,p,q − cp,q)u)| < 1
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for all (m, n, p, q). Also Eq. (3.10) grants us that
P− lim
m,n
g((am,n,p,q − cp,q)u) = 1 uniformly in p, q.
Thus
P− lim
m,n
(am,n,p,q − cp,q) = 0 uniformly in p, q.
That is
P− lim
m,n
sup
p,q
|(am,n,p,q − cp,q)| = 0.
This completes the proof. 
In this sectionwewill presentmultidimensional analogs of theDas andMohanty theorems from [6]. The proofs are presented
using a multidimensional extension of Das and Mohanty’s methods.
Theorem 3.2. Let (Xk,l) = (X¯k ¯¯X l) be a factorable double sequence of independent random variables uniformly bounded by a
random variable X = X¯ ¯¯X such that E|X¯ |r <∞ and E|X¯ |s <∞ for 0, 0 < r, s < 1, 1. Suppose that A = (am,n,k,l) satisfies
P− lim
m,n
am,n,k,l = ck,l for fixed (k, l) and (3.8)
∥Ar∥ = sup
m

k
|am,k|r ≤ C1 <∞ (3.9)
and ∥As∥ = sup
n

l
|an,l|r ≤ C2 <∞ (3.10)
for some positive constant C and r, s ∈ (0, 1]. Then
k,l
am,n,k,lXk,l P-converges to

k,l
ck,lXk,l in probability
if
P− lim
m,n
sup
k,l
|(am,n,k,l − ck,l)| = 0.
Proof. Since we have Eq. (3.7) we are granted the following:
E

k
am,kXk

r
≤

k
|am,k|r · E|Xk|r
≤ E|Xk|r

k
|am,k|r
≤ C1E|Xk|r
< ∞.
Like the last inequality, Eq. (3.7) also grants us E
|l an,lXl|s < ∞. Therefore (k,l am,n,k,lXk,l) exists almost surely. Thus
Eqs. (3.8)–(3.10) imply

k |ck|r <∞ and

l |cl|s <∞. Thus
E

k
ckXk

r
≤

k
|ck|r · E|Xk|r
≤ E|Xk|r

k
|ck|r
≤ C1E|Xk|r
< ∞.
Like with the last inequality, we are also granted E
|l clXl|s <∞.
Therefore

k,l ck,lXk,l absolutely P-converges almost surely. We can now write the following:
Ym,n =

k,l
(am,n,k,l − ck,l)Xk,l +

k,l
ck,lXk,l.
It suffices to show that Sm,n = k,l(am,n,k,l − ck,l)Xk,l P-converges in probability to 0 on (m, n). At this point it should be
observed that the result follows from Theorem 3.1 from Patterson and Savaş [7]. 
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Theorem 3.3. Let (Xk,l) be a factorable double sequence of independent and identically distributed random variables such that
E(Xk,l) = µ and E|Xk,l| <∞ for each (k, l). Suppose that A = (am,n,k,l) is an RH-conservative matrix and is such that
sup
k,l
|am,n,k,l − ck,l| = O((m−rn−s)), for r, s > 0.
Then
E|Xk|1+ 1r <∞ and E|Xl|1+ 1s <∞
implies that
Ym,n = µ

a−

k,l
ck,l

+

k,l
ck,lXk,l a.s.
Proof. Note that
Ym,n =

k,l
(am,n,k,lck,l)(Xk,l − µ)+ µ

k,l
am,n,k,l −

k,l
ck,l

+

k,l
ck,lXk,l
since 
k,l
am,n,k,l −

k,l
ck,l P-converges to

a−

k,l
ck,l

.
To prove the theorem, it is enough to show that
k,l
(am,n,k,l − ck,l)(Xk,l − µ) P-converges to 0; a.s.
The result follows from Patterson and Savaş [5] on applying the result to (am,n,k,l − ck,l). 
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