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Abstract 
Fire suppression modeling depends on accurate characterization of the atomization processes of fire sprinklers. 
Numerical modeling, particularly the volume of fluid (VOF) method, has been applied to understanding the 
atomization behavior of an idealized sprinkler geometry consisting of a 9.5 mm inner-diameter cylindrical nozzle 
and a flat, 25.4 mm diameter disk with a liquid flow rate of 0.87 L/s.  The simulations have been performed with an 
OpenFOAM based VOF solver, using the isoAdvector scheme for interfacial reconstruction.  The sheet breakup 
distance and film thickness were calculated and compared with measurements from a previous study.  A mesh 
refinement study identified the sensitivities in the predicted quantities to mesh resolution. This study enables further 
application of the model to simulation of the fully atomized spray.    
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Introduction 
The atomization of water by a fire sprinkler is of great interest for fire suppression research.  The resulting droplet 
velocity, diameter, and liquid volume flux largely determine the suppression effectiveness.  For example, large 
droplets can easily penetrate through a fire plume, while small droplets tend to be easily evaporated or carried away 
with the fire plume and have difficulty reaching the burning surfaces.   
Traditionally, atomization in fire sprinklers has been studied experimentally [1]. A great amount of effort has been 
invested in measuring the sprinkler droplet diameter distribution, droplet velocities, and mass flux profiles [1-7]. 
These measurements have been used to better understand the atomization process and to develop spray injection 
models for use within fire suppression modeling [8].   
Since the appearance of the first VOF model [9], computational methods associated with VOF have greatly 
improved in the areas of fidelity and usability [10-13].  VOF simulations provide insight into the underlying processes 
critical for primary and secondary atomization.  With modeling, sprinkler geometry and operating conditions can 
potentially be varied in a parametric fashion to better understand sprinkler operation.  Once the model has been 
adequately validated, the resulting predictions for droplet diameter, velocity, and liquid volume flux can be directly 
used in fire suppression CFD simulations as an injection profile derived from first principles. 
The goal of this work is to demonstrate the feasibility of using VOF modeling to adequately capture key aspects of 
sprinkler atomization in an idealized sprinkler geometry, and to provide a path forward to subsequently simulate 
realistic sprinkler geometries.  Accurately resolving the key flow features in the near-field, such as film thickness 
and sheet breakup length, is critical to enable eventual simulation of the fully atomized spray.  Comparisons of the 
predicted flow features are made with a previously characterized idealized fire sprinkler geometry [14]. A mesh 
refinement study is performed for better understanding of the required resolution necessary to enable accurate 
representation of the liquid surface and the details of the subsequent breakup. 
Technical Approach 
Experimental Configuration 
The experiment of Zhou and Yu [14] was used for model comparison and validation.  The idealized sprinkler used 
in this experiment consists of a horizontal disk placed beneath a vertical, cylindrical nozzle.  Being idealized, there 
are no slots, tines, frame arms, or boss elements that typically are present in a realistic sprinkler.  Three disk 
diameters were considered: 25.4 mm, 38.1 mm, and 50.8 mm.  The nozzle was placed 20 mm above the disk top 
surface and had an inner diameter of 9.5 mm.  
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Figure 1.  Comparison of a) typical sprinkler geometry showing the frame arms, the boss, and deflector; and b) with idealized 
sprinkler geometry showing the nozzle and disk. 
Water discharge pressures ranging from 0.034 bar to 0.83 bar were used to investigate the spray formation as 
affected by sprinkler geometry and operating pressure using a laser-based shadow imaging system. The water film 
thickness (only measured for the lower end of the tested range of discharge pressures), sheet breakup distance, 
and drop size distributions were measured.  An example of the measurements is shown in Figure 2.  Refer to Ref. 
[14] for further details. 
 
 
Figure 2.  Experimental measurements of atomization process for an idealized fire sprinkler [14]. 
 
Numerical Model 
The sprinkler simulations utilized a VOF solver, navalFoam, implemented in foam-extend [15], a community driven 
fork of the OpenFOAM [16] CFD software. The equations solved in navalFoam have been adequately documented 
elsewhere [11-13], and portions of the model are reproduced here for reference purposes only.  Equations (1-3) 
represent the continuity, momentum, and phase volume fraction transport equations, respectively, 
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where # represents the velocity vector, 5 represents the phase fraction, ' is the density (assumes a combination 
of phase densities weighted by respective phase fractions), 1 is the gravity vector, and +,-- is the effective dynamic 
viscosity from turbulence modeling.  The phase fraction, 5, will only have values between 0 and 1 over the few cells 
spanning the interface between fluids. 
 
The r.h.s. of Equation 2 represents the pressure body force, the gravity body force, the variation of dynamic viscosity 
across the interface, and the interfacial surface tension effects.  The dynamic pressure is represented as 
 /0 = / − '	1	 ⋅ 2 (4) 
where 2 represents the position vector.  For the surface tension effect, 3 represents the liquid surface tension and 
4 represents the mean curvature of the free surface.  




The surface tension force has a finite value only at the interface between phases [17].  Rather than using typical 
interface compression schemes [18] to try to maintain a sharp interface, navalFoam includes the isoAdvector 
scheme [11] for approximating a geometric reconstruction of the interface.  This scheme explicitly reconstructs a 
phase interface in each computational cell where 0 < 5 < 1 (i.e., at the intersection between the two phases).  This 
interface is advected through the cell.  When calculating fluxes through cell faces, the interface information is used 
to determine the relative amounts of phase 1 or phase 2 to be advected out of the cell.  This approach results in 
the ability to strongly limit numerical diffusion of the interface.  A detailed description of the isoAdvector scheme is 
beyond the scope of this work, but additional details can be found in Ref. [11]. 
 
Large eddy simulation (LES) was used to treat turbulence, and the one-equation eddy model was used for 
simulating the turbulent kinetic energy.  Additional details of the navalFoam model can be found in Refs. [12, 13]. 
 
Simulated Geometry 
The simulated geometry, shown in Figure 4, consists of a cylindrical nozzle, 9 = 4.25	>> and ? = 28	>>, where 9 
is the inner radius and ? is the length.  The pipe flow inside the nozzle is simulated, having the nozzle inlet at the 
top of the domain.  A disk with diameter A = 12.7	>> is placed 20 mm below the nozzle outlet.  The disk thickness 
is set to 2 mm.  The overall domain bounds are C = [−36	>>, 288	>>], I = [−36	>>, 36	>>], and J =
[−24	>>, 48	>>].  The reason for the asymmetry in the x-direction is to allow for simulation of the breakup length 
of the liquid sheet, which for the flow rates studied in Ref. [14], ranges from 153 mm to 223 mm for this disk size.  
Simulating the sheet breakup distance in only one direction allows for a minimization of the required computational 
cells, and should not affect the flow to any significant extent due to the supercritical nature of the flow (i.e., Froude 
number ≫ 1).  The top, bottom, and sides of the domain are open to the ambient. 
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The boundary conditions employed in the simulation are listed in Table 1, and correspond to the boundary patches 
shown in Figure 3.  To improve stability in the simulation, the inlet velocity was ramped over time from L = 0	>/N 
at ( = 0	NOP to L = 12.2	>/N at ( = 5	>N and then held constant.  This final velocity corresponds to a volumetric flow 
rate of 52 lpm.  The inlet was set to a phase fraction of one, and represents the only source of water inflow into the 
domain.  The nozzle and disk wall boundaries consisted of a no-slip velocity condition and a Spallart Allmaras wall 
function treatment for the subgrid-scale viscosity [19].  The initial conditions were set to quiescent flow and a zero 
liquid volume fraction.  For this study, no turbulent fluctuations were specified at the inlet boundary.  This assumption 
warrants further investigation in future studies, as an operating sprinkler will likely have large fluctuations at the inlet 
due to pump frequencies, turbulent pipe flow, and flow turning effects from the feed line (typically oriented 
perpendicular to the nozzle).   
Table 1.  Simulated boundary conditions. 
 Inlet Sides/top/bottom Nozzle/disk 
Liquid phase fraction Fixed value (1) Inlet/outlet Zero gradient 
Velocity Time varying fixed value No-slip Pressure inlet/outlet 
Turbulent kinetic energy Fixed value (1×10RS) Inlet/outlet Fixed value (0) 
Pressure Zero gradient Total pressure Zero gradient 
Subgrid-scale viscosity Zero gradient Zero gradient Spallart Allmaras wall function [19]  
 
Computational Mesh 
The grid requirements for a VOF simulation to be able to accurately resolve drop sizes is typically on the order of 5 
computational cells across the targeted droplet diameter or liquid sheet thickness.  For fire sprinkler atomization, 
the volume mean diameter is approximately 1 mm, with the smallest drop size of interest being on the order of 0.1 
mm diameter.  Thus, to resolve these droplets a minimum grid resolution of ~ 20 µm would be necessary.  For a 
uniform grid spacing the number of cells is directly proportional to UCRV, and therefore has the potential for resulting 
in a requirement for a very large number of computational cells.  One of the main goals of this research was to 
identify the minimum grid spacing to resolve the sheet breakup length and most of the breakup processes.  
Ultimately, adaptive mesh refinement will be required to capture the finest resolutions of interest. 
 
VOF has the potential to predict the liquid volume-flux with a high degree of certainty without necessarily fully 
resolving each individual droplet.  The reason for this is two-fold: 1) VOF accurately conserves the mass of the 
liquid, and 2) the spatial distribution of liquid volumetric flux is largely dictated by interaction of the solid-core liquid 
jet emerging from the nozzle with the macroscopic geometry of the idealized sprinkler.  Thus, for practicality, 
minimum mesh resolutions in this study ranged from 1 mm to 0.25 mm.  While these mesh resolutions will certainly 
not be adequate to capture the finest features of the atomization process (e.g., drop sizes ≈ 0.2 mm and less), 
larger features of the flow such as sheet thickness (≈ 0.8	(X	1.0	>>), ligaments, and the droplets carrying most the 
liquid volume (YZS[ ≈ 1	>>) for this condition [14] should be able to be resolved, especially with the finest mesh 
resolution.   
 
The computational mesh was created by the standard OpenFOAM mesh generation software, snappyHexMesh.  
The bounds of the simulated domain are shown in Figure 4.  One of the goals of this work is to identify the sensitivity 
of the solution to the mesh refinement.  To that end, three mesh sizes were considered.  Localized mesh refinement 
was used to resolve the expected regions of the liquid flow and minimize cell count.  The local refinement consisted 
of three regions:  1) a cylindrical region extending from the bottom of the nozzle to the top of the disk with 9 = 8	>>, 
and 2) another cylindrical region with a radius extending beyond the bounds of the computational mesh, with the 
top and bottom of the cylinder being positioned at C = −4	>> and C = 5	>>, respectively.  The resolution in these 
refinement zones was set to values of UC\]^ = 1	>>, UC\]^ = 0.5	>>, and UC\]^ = 0.25	>> for the three meshes.  
The background mesh for each simulation was UC = 4	>>. 
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Figure 4.  Depictions of the three levels of mesh refinements for the idealized sprinkler geometry: a) UC\]^ = 1	>>, b) UC\]^ =
0.5	>>, and c) UC\]^ = 0.25	>>. 
The resulting mesh sizes were 0.3 M, 1.8 M, and 14.1 M respectively.  The finest mesh size was also refined within 
the nozzle region, as this allowed greater stability of the solution while the interface was transiting through this 
region. The meshes consists of mainly hexahedral cells (> 98% of the total cell count) with only a small number of 
tetrahedral and prismatic cells needed to accurately represent the curvature of the nozzle and disk.   
 
Results 
Each mesh resolution was simulated for a flow rate of 0.87 L/s entering the nozzle inlet. This corresponds to the 
upper range of flow rates tested in Ref. [14].  The 1 mm and 0.5 mm resolutions were computed on in-house on a 
cluster with Intel® Xeon® CPU E5-2630 v3 @ 2.40GHz processors and using 60 cores each, requiring approximate 
wall-clock time of 2.5 hr, 14.1 hr, respectively for a simulation time of 100 ms.  The finest mesh resolution was 
simulated with on a Cray XC30 cluster with Intel® Xeon® CPU E5-2670 @ 2.60GHz processors using 600 cores 
and required 25 hr for 100 ms of simulation time. 
  
A series of iso-surfaces of the liquid volume fraction at a value of 5 = 0.5 are shown in Figure 5 for a range of times 
starting from 6 ms to 20 ms for the UC = 0.25	>>.  After 6 ms the liquid jet has emerged from the nozzle but not yet 
impinged on the disk.  After 7 ms, the jet impinges on the disk and forms a high velocity liquid film on the surface of 
the disk as pressure forces the flow outwards.  At 8 ms the liquid film leaves the surface of the disk and forms a 
liquid sheet.  At the leading edge of the sheet ligaments and droplets are formed and subsequently shed due to the 
high velocity film entering a stagnant gas-phase flow.  The liquid sheet continues to spread outwards, shedding 
droplets along the way.  By 13 ms, the high velocities induced by the initial jet impingement (and observed at 9 ms) 
have resided.  By 20 ms the liquid sheet has reached a radial distance of ~70 mm from the center of the disk. 
  
As the sheet transports radially outward, the sheet velocity decreases due to momentum exchange with the 
surrounding air.  Eventually, due to the sheet thinning as it expands radially and due to instabilities in the flow, the 
sheet breaks up. Experimental observation suggests that for this flow rate and disk/nozzle configuration, the sheet 
transitions into ligaments and droplets at a radius of ~ 165 mm from the disk center [14].  In the simulations, the 
sheet breakup occurs at a radius of about 25 mm, 160 mm, and 155 mm for the three mesh resolution results shown 
in Figure 6.  The 1 mm mesh resolution case clearly under predicts the sheet breakup distance, due to a lack of 
refinement necessary to sufficiently resolve the phase interface.  Refining the mesh to 0.5 mm and subsequently to 
0.25 mm results in a breakup distance that closely matches the experimental observation to within 10 mm.  For 
these cases, the sheet falls below the local refinement zone at a radial distance between 150 and 200 mm.  
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Figure 5.  Iso-contours for liquid phase fraction 5 = 0.5 showing the phase interface at a series of times ranging from 6 ms to 20 
ms for the UC = 0.25	>> resolution case.  Iso-contours are colored by velocity magnitude. 
 
 
Figure 6.  View in the −b direction of liquid surface iso-contours (5 = 0.5) demonstrating the sheet breakup distances for the 
three mesh resolutions: a) UC = 1	>>, b) UC = 0.5	>>, and c) UC = 0.25	>>. 
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Figure 7.  View in the −d direction of the liquid surface (5 = 0.5) demonstrating the extent of the sheet breakup distance in 
relation to the mesh refinement regions. 
A representation of the film flow on the surface of the disk is shown in Figure 8.  The thickness of the liquid film as 
it exits the disk is of interest, as this sheet thickness influences the size distribution of droplets formed upon breakup.  
Experimentally, while direct measurements of the sheet thickness for this flow rate are not available, estimates for 
the film thickness at the edge of the disk based on analytical models place the value at ~ 1.0 to 1.2 mm [14].  The 
film thickness from the simulations, determined as the distance above the disk at which the liquid phase fraction 
drops to 0.5, is shown in Table 2. The simulated values are approximately in the expected range. 
 
Figure 8.  Representation of the liquid volume fraction in the near field of the nozzle and deflector for UC = 0.25	>>. 
Table 2.  Film thickness sampled at the edge of the disk for three mesh refinements. 
 ef = g	hh ef = i. j	hh ef = i. kj	hh 
Film thickness [mm] 1.33 1.29 1.03 
 
Summary and Conclusions 
Simulating the atomization processes of a sprinkler has the potential to allow for enhanced insight into the key 
physics and controlling parameters.  This approach also has the potential to be used as a predictive tool to estimate 
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the spray injection profiles. In this study, the atomization of an idealized sprinkler geometry was simulated and 
comparisons were made to experimental data. An innovative isoAdvector scheme allowed for maintaining a sharp 
interface even with relatively coarse mesh resolution.  A mesh refinement study was used to identify requirements 
for simulating sheet breakup distance.  Mesh resolutions of 1 mm provided insufficient refinement, as the sheet 
breakup distance was greatly under predicted due to numerical diffusion of the interface, while a mesh resolution 
of 0.5 mm closely matched the experimentally determined value.  A final mesh resolution of 0.25 mm was also 
simulated, resulting in finer detail in the region of the flow following sheet breakup.  Ultimately, a mesh resolution of 
less than 0.25 mm will be required to resolve the flow features necessary to accurately predict atomization 
processes.  Comparisons for film thickness predictions were also made, showing the simulated values for the finest 
mesh resolution closely resemble the values estimated from analytical models.   
 
This study establishes the feasibility of using VOF modeling to adequately obtain injection patterns.  The numerical 
model can subsequently be used to provide insight into sprinkler geometry effects on spray characteristics and to 
eventually lead to simulating realistic sprinkler geometries to obtain the atomization results necessary to initialize 
the sprinkler spray in fire suppression simulations. 
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