Suppose an investor aims at Delta hedging a European contingent claim h(S(T )) in a jump-diffusion model, but incorrectly specifies the stock price's volatility and jump sensitivity, so that any hedging strategy is calculated under a misspecified model. When does the erroneously computed strategy super-replicate the true claim in an appropriate sense? If the misspecified volatility and jump sensitivity dominate the true ones, we show that following the misspecified Delta strategy does super-replicate h(S(T )) in expectation among a wide collection of models. We also show that if a robust pricing operator with a whole class of models is used, the corresponding hedge is dominating the contingent claim under each model in expectation. Our results rely on proving stochastic flow properties of the jump-diffusion and the convexity of the value function. In the pure Poisson case, we establish that an overestimation of the jump sensitivity results in an almost sure one-sided hedge. Moreover, in general the misspecified price of the option dominates the true one if the volatility and the jump sensitivity are overestimated.
Introduction
In the scientific literature on pricing and hedging of contingent claims as well as in practice, one oftentimes presumes against better knowledge that some stochastic model mimics the developments at the stock market appropriately. However, even if an investor is aware of the model type (for example Markovian diffusion, jump-diffusion, infinite activity pure jump process, etc.), functions such as the drift, the volatility as well as the jump sensitivity are to be specified. Determining an allocation rule based on misspecified model parameters and trading in the true stock may result in a severe violation of the hedging objective. As Delta strategies yield a perfect hedge in complete markets, applying them in incomplete markets is tempting as well and often done in practice. This gives rise to studying their general robustness properties. In this paper we closely look at the performance of Delta strategies in jump-diffusion financial markets and provide sufficient conditions under which a Delta hedge yields a superhedge of some European contingent claim h(S(T )) in expectation.
In addition to assuming a deterministic interest rate and that the misspecified stock price process is Markov, the fundamental assumption enabling the variety of results obtained in this paper is the convexity of h, which allows to prove that the option price function is convex in the current stock level. For a diffusion setting, El Karoui et al. (1998) show this property employing the theory of stochastic flows; Hobson (1998) provides a simplification using coupling techniques and Ekström et al. (2005) investigate convexity properties when the claim depends on several underlying assets.
For example, the convexity of the option value function enables us to deduce an ordering result. To be more precise, we show that if the model volatility and jump sensitivity systematically overestimate the true ones, the model option price dominates the corresponding market option price. A general comparison result for the solution of one-dimensional stochastic differential equations (SDEs) can be found in Peng and Zhu (2006) . Ordering results by deriving sufficient conditions for the convexity of Euler schemes, generalizations to multi-dimensional special semimartingales and path-dependent options are to be found in Bergenthum and Rüschendorf (2006 . Extensions to more general discretization schemes and applications to Bermudan option prices are discussed in Pagès (2016) . Predictable representation results are used in Arnaudon et al. (2008) . Hobson (2010) employs coupling arguments to draw comparisons among option prices in various stochastic volatility models, see also Criens (2019) . For convex ordering results with pathwise Itô calculus see Köpfer and Rüschendorf (2019) . A general overview of the impact of model uncertainty on pricing of contingent claims is provided in Cont (2006) .
However, contrary to most of the above literature, we are mainly interested in the robustness of Delta hedging strategies. We show that the terminal value of the self-financing Delta hedging portfolio dominates the true claim on average as soon as the misspecified volatility and jump sensitivity dominate the true ones. Hence, we call a Delta strategy robust if the hedging portfolio yields a superhedge in expectation. In local volatility models the superhedge coincides with a perfect hedge; consequently, El Karoui et al. (1998) call a Delta strategy robust if the physical Delta strategy is an almost sure (a.s.) superhedge for the claim as soon as the model volatility systematically overestimates the market volatility. Schied and Stadje (2007) establish the robustness of the Delta hedging strategy for general path-dependent options in local volatility models. They show that a sufficient condition for the robustness of the Delta strategy in every local volatility model is the directional convexity of the payoff function. Gapeev et al. (2011) investigate the robust hedging problem when log-returns of the stock price are Gaussian and self-similar and the investor is not sure whether the market is efficient. Further, there are many works in the literature addressing the robustness of superhedging with dominating or non-dominating measures and its link to optimal transport problems, see for instance Neufeld and Nutz (2013) , Possamaï et al. (2013) , Soner (2014, 2015) or Nutz (2015) . In these works, the investor typically tries to find a hedge which for a whole class of models constitutes a superhedge. Hence, as long as the true model belongs to the set which the investor chooses for her calculation, a superhedge will be obtained. For results on robust utility maximization see for instance Matoussi et al. (2015) , Herrmann et al. (2017) , and the references therein. The above approach is fundamentally different from ours. First of all, in our analysis the true model does not enter the calculations of the investor. We instead analyze under which conditions for convex payoff functions the resulting hedge is robust in the sense that on average it does overestimate than underestimate the payoff if we use as input the physical prices instead of the model price under which the hedge has been calculated. Second, instead of superhedging we consider Delta hedging which allows for a negative hedging error, but is much less expensive. In fact, superhedging in many cases leads to a trivial solution and due to its expenses is often not used in practice. Instead, accepting a certain risk for reducing hedging expenses is not uncommon and for instance also done in quantile hedging (Föllmer and Leukert (1999) ), time-consistent and time-inconsistent mean-variance hedging (Lim (2004) , Černỳ and Kallsen (2007) ) or utility indifference pricing (see Carmona (2009) and the references therein as well as Laeven and Stadje (2014) ).
Throughout this paper, we consider an investor modeling the stock price based on Lévy jump processes, but also allowing for a Brownian component. Such models are known to be more appropriate for mimicking the true stock price development as observed at the stock exchange than pure Brownian models, see for instance Cont (2001) as well as Cont and Tankov (2012) and references therein. A good overview of the theory of Lévy processes can be found in Applebaum (2009 ), Bertoin (2009 and Sato (2013) , while Barndorff-Nielsen et al. (2012) and Kyprianou et al. (2006) focus on its applications in finance.
This paper is structured as follows. In Section 2 the basic model is provided. In Section 3 the main result is Theorem 3.2 stating the convexity of the contingent claim's price. The major part of Section 3 is devoted to its proof. Section 4 shows that the Delta hedge leads to a super-replication of h(S(T )) in expectation for a wide class of models if the true volatility and jump sensitivity are dominated. It is also shown that the misspecified option's price is larger than the true one. Section 5 starts by introducing the robust pricing operator and discussing several examples. After proving a non-smooth version of Itô's lemma for the case of finite jump activity, it is established that in each model the hedging error induced by the Delta strategy is a submartingale, which allows deducing robustness properties. In Section 6, we consider a.s. superhedges and argue that under Markovian assumptions the payoff is not necessarily linear only if the jump sensitivity is independent of the jump size and the stock price process is only driven by either the jump process or the diffusion component. For the latter case the robustness of the replicating strategy is exemplified in the pure Poisson case. We remark that all our robustness results are stated for the case of a systematic overestimation of the true volatility and jump sensitivity, but they immediately generalize to an underestimation and lead to corresponding subhedges in expectation respectively a.s in the pure Poisson setting.
Notation. Denote by R + the positive real numbers. For any T > 0 and a function f : [0, T ] × R → R, we write f ∈ C i,j if f is i (resp. j) times continuously differentiable w.r.t. the ith (resp. jth) variable. Further, for t ∈ (0, T ) and f : [0, T ] × R × R → R such that f ∈ C 1,2,· , we defineḟ (t, ·, ·) := ∂ ∂t f (t, ·, ·) and for any s ∈ R we denote f ′ (·, s, ·) := ∂ ∂s f (·, s, ·). For any function f : R → R, we may write f ′
for the left-hand derivative of f at x provided they exist. Denote the Borel σ-algebra of the set X by B(X ). On some probability space (Ω, F , P), equalities and inequalities between random variables are understood to hold P-a.s.; two random variables are identified if they are equal a.s. We write L p for the space of R-valued F -measurable random variables X such that ||X|| L p := (E[|X| p ]) 1/p < ∞, for p ∈ [1, ∞). The equivalence between any two probability measures P and Q is denoted by P ∼ Q. For some semimartingale Y , we write E(Y ) for its stochastic exponential. The minimum of two numbers a, b ∈ R is denoted by a ∧ b. We write sgn for the sign function.
Model Setup
Consider a continuous-time setting with a horizon T > 0. Let (Ω, F , P) be a probability space that is equipped with a standard one-dimensional Brownian motion W = (W (t)) t∈[0,T ] and a Poisson random measure J(dt, dz) on [0, T ] × R\{0}, being independent of W, with respective intensity measure ϑ(dz)dt. Denote its compensated version byJ(dt, dz) = J(dt, dz) − ϑ(dz)dt. Let (F t ) t∈[0,T ] be the right-continuous completion of the filtration generated by W and J. Throughout the paper we assume that two assets are continuously traded in a frictionless financial market. One of them is the money market whose price at any time t ∈ [0, T ] we denote by M(t) with
for some deterministic interest rate process r satisfying T 0 |r(u)| du < ∞. The other asset is denoted by S and henceforth regarded as the true stock price process whose realization is displayed at the stock exchange. Its price process S = (S(t)) t∈[0,T ] satisfies the SDE
with S(0-) = S(0) > 0. The processes σ and η are assumed to be (F t ) t∈[0,T ] -predictable, σ is non-negative and satisfies T 0 σ(t) 2 dt < ∞ a.s., while η is strictly larger than −1 and satisfies
We denote the jump of S at time t by ∆S(t, z) = S(t-)η(t, z). In (2.2) the mean rate of return is equal to the interest rate r(t), therefore under P the discounted version of S is a local martingale. As we are mainly interested in the calculation of prices of contingent claims in this work, we restrict to risk-neutral modeling and do not consider the statistical probability measure of S. We note, however, that under the physical measure only the drift in (2.2) and (2.5) below would change which does not have any consequences on hedging and pricing regardless of possible misspecification. The measure P, under which S in (2.2) is specified, can be thought of as reference risk-neutral measure. We impose the following assumption:
Assumption 2.1. We assume that the local martingaleS := S/M is a square-integrable martingale, that is,S = (S(t)) t∈[0,T ] is a martingale and it holds that
In order to consider options written on S, we define payoff functions as follows:
Definition 2.2. A payoff function is a convex function h : R + → R having bounded one-sided derivatives, that is |h ′ ± (x)| ≤ L, x > 0, for some positive constant L.
In the sequel, h refers to a non-further specified arbitrary payoff function. A European contingent claim is a non-path-dependent contract paying h(S(T )) at time T. As the financial market defined by (2.1) -(2.2) is generically incomplete, h(S(T )) is not necessarily perfectly replicable. This gives rise to the study of possible hedging strategies. We call a bounded predictable process y = (y(t)) t∈[0,T ] a self-financing trading strategy, and the induced portfolio process P y = (P y (t)) t∈[0,T ] described by the SDE dP y (t) = P y (t)r(t) dt + y(t)[dS(t) − r(t)S(t) dt], P y (0) > 0, (2.3) whose solution is actually given by
is the hedging portfolio. Changes in the value of the portfolio process defined by (2.3) are caused only by movements in the assets' price processes and trading gains. In particular, no money is inserted or withdrawn. Due to Assumption 2.1 the process P y /M is a martingale. Suppose an investor seeking to hedge h(S(T )) knows that the dynamics of S is driven by a Brownian motion supplemented by jumps, but in her pricing and hedging model incorrectly specifies the volatility process and the jump sensitivity. Define the misspecified stock price process S
The dependence on the initial price S x m (0) = x > 0 is expressed by the superscript x. When referring to the realized price at some time t > 0, we are going to add it to the superscript.
The functions γ andγ are respectively the misspecified volatility and jump sensitivity. These functions are presumed to be random only through their dependence on the stock price S x m . The subscript m indicates the generation of the stock price by the misspecification of the volatility and the jump sensitivity. This paper investigates the impact of a systematic overestimation of the latter on Delta hedging strategies of h(S(T )). To be more precise, we assume that σ(t) ≤ γ(t, S(t)) and sgn(γ(t,S x m (t), z) − η(t, z)) = sgn(η(t, z)), (2.6) dP × dt and dP × dt × ϑ(dz)-a.s. The second part of the previous condition obviously means that a positive jump sensitivity is always systematically overestimated and a negative one underestimated, i.e.,γ
Under (2.6) robustness properties are established in this paper. In order to enable this we need the following assumption: 
Denote the discounted version of S x m byS x m := S x m /M. Define
i.e., Q em is the set of all equivalent martingale measures (EMMs) ofS x m (see Lemma A.1 for a detailed characterization). For some subset M ⊆ Q em , we call a stochastic process X an M-(sub/super-)martingale if it is a (sub/super-)martingale w.r.t. all measures Q ∈ M.
Convexity of European contingent claim value
The convexity of the European contingent claim value is the main tool in the proofs in subsequent sections. We formally define it under the reference measure P as follows:
The next theorem is formulated for the time-zero misspecified price only. The generalization to arbitrary (t, s)
Theorem 3.2. Consider the process S x m described by (2.5), suppose that Assumption 2.1 and Assumption 2.3 are satisfied. Then the European contingent claim value
Proof. The proof is conducted in six steps:
Step 1 is to prove
, which is obviously a contradiction. Thus, we conclude that τ 1 ∧ T = T. This yields that
strong uniqueness for (2.5) (cf. Øksendal and Sulem (2005) 
Step 2 is to note that if 0 < x < y, then by convexity of h and
Step 1 it holds that
Step 3 is to prove: if x, y > 0,
We find that
whereby the first inequality follows from an elementary inequality and Itô's isometry while the second is justified by Lipschitz continuity and Tonelli's Theorem. Next, Grönwall's inequality implies
3) and observing that the right-hand side of (3.3) is increasing in t gives the claim.
Step
. Observe that our assumptions allow us to employ the theory of stochastic flows for general semimartingales (we use Protter (2005) , Chapter V.7, Theorem 39 in the sequel; see also Kunita (2004) and the references therein): for almost all ω ∈ Ω the function x → S x m (t) is continuously differentiable. Phrased differently, there exists N 1 with P(N 1 ) = 0 such that for all ω ∈ Ω \ N 1 the function D x m (t) := (∂/∂x)S x m (t) is defined. We only consider such ω in the sequel. Then D x m (t) solves the SDE given by
We only argue for (3.4) since (3.5) is established analogously. Observe that
whereby the uniform integrability used in the first equality is implied by Step 3 and the last equality holds since h has bounded one-sided right-continuous derivatives and because of (3.6). Conversely, it follows similarly from (3.2) that
We conclude that (3.4) holds.
Step 5 is to prove: ξ x m = (ξ x m (t)) t∈[0,T ] given by (3.7) is a positive martingale. Since ρ ′ andρ ′ are bounded in s (uniformly in t respectively in (t, z)), the process
is a martingale of bounded mean oscillation under P, also referred to as BMO(P)-martingale 1 . Moreover, asρ ′ > −1 + ǫ, Kazamaki's criterion (see Kazamaki (1979) ) yields the claim.
Step 6 is to prove: v ′ m,± is non-decreasing. Define a new probability measure P x on (Ω, F ) by dP x /dP = ξ x m (T ). According to
Step 5, we can apply Girsanov's theorem (cf. Lemma A.1) to deduce that
with S x m (0) = x, and note that uniqueness in law holds for solutions to this SDE (Applebaum (2009) 
Observe that the processS x m has the same distribution under P as the process S
1 For a martingale X with càdlàg paths, denote the quadratic variation by [X, X] and define the H p norm of X for any p ≥ 1 by ||X|| H p := E [X, X]
there exists a constant c such that for any stopping time τ ≤ T it holds that E (X T − X τ -) 2 |F τ ≤ c 2 a.s. (see Protter (2005) , Chapter IV.4 for further details).
For 0 < x < y, following the same line of reasoning as in Step 1, one can show thatS x m (T ) ≤ S y m (T ). Since h ′ ± is non-decreasing, monotonicity of the expected value implies that v ′ m,± is also non-decreasing, which is equivalent to v m (x) being convex w.r.t. x.
Note that Theorem 3.2 generalizes Theorem 5.2 in El Karoui et al. (1998) to jump-diffusions. We conclude from Theorem 3.2 that the Delta strategy for the misspecified model always exists and is bounded. The following example shows that the conditionρ ′ (t, s, z) > −1 + ǫ, ǫ > 0, enforced in the second part of Assumption 2.3 is not only necessary in Step 5 of the proof of Theorem 3.2, but that it is also inevitable to establish the monotonicity of the mapping
Step 1, without which convexity would not hold. Example 3.3. Suppose r ≡ 0,ρ ′ (t, s, z) = −2 and the stock price is driven by a compensated homogeneous Poisson processÑ = (Ñ(t)) t∈[0,T ] with intensity λ > 0. Assuming the constant of integration is equal to 4, the stock price dynamics is given by
Denote the first jump time of the Poisson process by τ := inf{t > 0 : N(t) = 1}. Then we obviously have
, the monotonicity property no longer holds a.s. because P(B) > 0. Obviously, the parameters can be chosen such that B has probability arbitrarily close to one.
Robustness of the Delta hedge
In this section we consider an investor intending to approximate h(S(T )) by means of its Delta strategy. It is assumed that the investor bases her computation of the Delta strategy on the misspecified model price (2.5) under the reference measure P. We first characterize the induced hedging error and subsequently deduce from its characteristics certain robustness properties. Throughout this and the next section we need the following:
Consider for all x ∈ R + and t ∈ [0, T ] the partial integro-differential equation (PIDE) given by
(4.1)
Assumption 4.2. We assume the existence of a classical solution g : [0, T ] × R + → R to the PIDE (4.1) whose derivatives in the second variable are bounded by a polynomial function of x, uniformly in t ∈ [0, T ].
For results on the existence of classical solutions to (4.1) see for instance Bensoussan and Lions (1982) or Cont and Voltchkova (2005) (for the purely Brownian case conditions are discussed in Friedman (1964) ). The Feynman-Kac theorem (cf. Kromer et al. (2015) and the references therein) then implies that the solution g to the PIDE (4.1) coincides with the misspecified value of the contingent claim from Definition 3.1, i.e.,
We immediately obtain the following corollary that is necessary to extract trading strategies and uniform bounds from price functions: 
Proof. The claim is immediate from Definition 2.2 and (3.8).
Note that v ′ m is an admissible trading strategy. Suppose now the investor follows the Delta strategy v ′ m = (v ′ m (t, ·)) t∈[0,T ] . The trading is done in the physical stock S, whose price is described by (2.2). Then the corresponding self-financing hedging portfolio
and the initial capital to set up the hedging portfolio coincides with the initial misspecified price of the claim, i.e., P v ′ m (0) = v m (0, x). Observe that P v ′ m is typically not Markov. We formally define the hedging error (in the misspecified model) e m = (e m (t)) t∈[0,T ] by
. 
where the first equality is an application of Itô's lemma and the second one follows from (4.1). Next we calculate the difference de
An application of the integration by parts formula to d(e m (t)/M(t)) then establishes (4.5).
The following lemma provides among others valuable insight into monotonicity properties of the (expected) discounted hedging error, but it is formulated in slightly more general terms and used repeatedly throughout the remainder of this paper.
Lemma 4.5. Consider the process S given by (2.2) and let g be some function that is convex in the second component. Assume further that σ(t) ≤ γ(t, S(t)) and sgn(γ(t, S(t), z) − η(t, z)) = sgn(η(t, z)), (4.6) dP × dt and dP × dt × ϑ(dz)-a.s. Then the process Π = (Π(t)) t∈[0,T ] defined by
is non-decreasing a.s.
Proof. The first integral in (4.7) is easily seen to be non-decreasing because g ′′ (·, ·) > 0 by convexity of g and the left part of the condition (4.6). Regarding the integrand of the double integral, observe that g(t, S(t-) + S(t-)γ(t, S(t-), z)) − g(t, S(t-) + S(t-)η(t, z))
where the first inequality follows from the convexity of g and the second inequality holds because the right part of the condition (4.6) and the fact that g ′ is monotonically non-decreasing imply that the two brackets always have the same sign inducing a non-negative product. We conclude that the double integral is non-decreasing as well and so is the process Π.
We see that Lemma 4.5 implies that the first two summands of the discounted hedging error (4.5) are non-decreasing. However, the third term cannot be positive because it is a martingale. The fact that the hedging error does not exhibit any a.s. monotonicity properties despite a systematic overestimation has a straightforward economic interpretation: due to the market incompleteness, the Delta strategy does neither provide a perfect hedge nor an a.s. sub-or superhedge. Nonetheless, it is possible to deduce robustness properties of the expected discounted hedging error. To this end, consider the set of EMMs Q and its characterization in Lemma A.1. Define
(4.8)
Note that the set of Lévy measures satisfying the inequality in the definition of Q 0 is convex. Let cl(conv(Q 0 )) denote the closure of the convex hull of Q 0 . The next theorem states that the discounted hedging error is a cl(conv(Q 0 ))-submartingale meaning that it is a submartingale w.r.t. every measure Q ∈ cl(conv(Q 0 )).
Theorem 4.6. Suppose the conditions of Proposition 4.4 are satisfied. If σ(t) ≤ γ(t, S(t)) and sgn(γ(t, S(t), z) − η(t, z)) = sgn(η(t, z)), dP × dt and dP × dt × ϑ(dz)-a.s., then the induced discounted hedging error e m /M specified by (4.5) is a cl(conv(Q 0 ))-submartingale. In particular, inf Q∈cl(conv(Q 0 )) E Q em(t)
Proof.
Step 1 is to observe that for every Q ∈ Q and some function f :
(4.9)
Step 2 is to establish the claim of the theorem. Let Q ∈ Q 0 arbitrary. Performing a change of measure from P to Q in (4.5), the resulting compensated jump integral is consequently defined under Q, see (A.2) for the specification of J Q (·, ·). From Corollary 4.3 and (4.9) we see that the process
is a true martingale under each Q. Thus, fixing 0 ≤ w < t ≤ T , we can calculate that
(4.10)
where the last inequality follows from combining Theorem 3.2 with Lemma 4.5 and because θ(t, z) ≥ 0, dP × dt × ϑ(dz)-a.s., whenever Q ∈ Q 0 . This implies that e m /M is a Q 0submartingale. Moreover, we easily conclude from (4.10) that the hedging error has a nonnegative value at any time t ∈ [0, T ] under each measure Q ∈ Q 0 since choosing w = 0
If (4.11) holds for every Q ∈ Q 0 , it clearly also holds for the closure of its convex hull.
Compared to the reference measure P, two properties of the measures Q ∈ Q 0 are noteworthy. First, under the measures Q ∈ Q 0 , the process S x m is not necessarily Markov. It is only assumed to be Markov under the measure the Delta hedging strategy is calculated. Second, the measures contained in Q 0 have less probability mass on the jump part. From an investor's point of view this goes along with a risk decrease in jump uncertainty.
As the discounted hedging error starts at zero and is a Q 0 -submartingale, it is increasing on average. Thus, (4.4) implies that the hedging portfolioP v ′ m tends to result in a superreplication of h(S(T )).
Using our results on the hedging error, we close this section with a corollary stating that systematic overestimations of the volatility and the jump sensitivity lead to a domination of the true contingent claim price by the misspecified price. The reason is that the overestimations make the option more valuable benefiting from the additional volatility. 
Robust pricing
Previously we obtained structural properties of the hedging error that hold true for a certain subset of Q. In this section we analyze general subsets M ⊆ Q such that the hedging error exhibits robustness properties. Normalizing the interest rate to zero for convenience for the remainder of the paper, we define the pricing operator at time t of the European claim h(S(T )) in the misspecified model by
In the sequel we omit the superscript M unless there is ambiguity. A non-exhaustive list of examples for the choice of M leading to a well known robust pricing operator C m is the following:
(1) Complete market: The set M can be a singleton set. Then its only element is the reference risk-neutral measure P. Thus, the market is complete and C ′ m provides a perfect hedge. For robustness properties in this case, we refer to the references mentioned in the introduction or Corollary 6.4 below.
(2) Good-deal bound pricing: Pricing contingent claims by only requiring the absence of arbitrage leads to a relatively wide range of prices; Cochrane and Saá-Requejo (2000) outline that prices beyond a certain benchmark correspond to unreasonably good deals. To overcome this, they suggest to narrow the no-arbitrage bounds by imposing bounds on the Sharpe ratio in a Brownian setting. In Björk and Slinko (2006) these results are extended to Lévy processes, see Jaschke and Küchler (2001) for the connection between good-deal bounds and coherent risk measures, and Staum (2004) for a fundamental theorem of asset pricing for good-deal bounds. Using the notation of Lemma A.1, one specifies
for some constant B > 0. The inequality in the specification of M is equivalent to bounding the Sharpe ratio by B. The process C m in this case is called the upper good deal price bound process, the lower one is constructed accordingly. Consequently, all prices in-between are considered to be good deals. Arai and Fukasawa (2014) describe the good-deal bounds through convex risk measures. Another possibility of narrowing down the pricing interval is based on the notion of acceptability in terms of a collection of test measures and associated floors, see Carr et al. (2001) for details.
( (4) Coherent risk measures: Consider for a terminal payment obligation X the minimization problemρ (X) := inf
where ρ is a coherent risk measure, see for instance Artzner et al. (1999) for a precise definition, and V T is the set of hedging instruments. It is well known that there exists a set R of probability measures such that ρ(X) = sup Q∈R E Q [X] and it follows from Corollary 3.9 in Barrieu and El Karoui (2009) 
In particular,ρ is of the form (5.1). Denote by P the predictable σ-algebra on [0, T ] × Ω w.r.t. (F t ). An assumption ensuring the Markovian structure of the robust price under the misspecified model is needed. To this end, we define the set of probability measures A leading to a Markov process S x m as A := {Q| Q is a probability measure on (Ω, F ) and S x m is Markov w.r.t. Q}.
(5.2)
Assumption 5.2. We assume that we can restrict ourselves to Markov processes in (5.1), i.e., C m (t) = ess sup Q∈M∩A E Q h(S t,x m (T )) F t . Assumption 5.2 is typically satisfied in examples because non-trivial prices usually give rise to a measure Q such that S x m is Markov. Due to Assumption 5.2, we can express the essential supremum in (5.1) as deterministic function of time and S x m (t), i.e., C m (t) = C m (t, S x m (t)), (5.3)
for C m : [0, T ] × R + → R. We deduce another corollary from Theorem 3.2.
Corollary 5.3. Suppose the conditions of Theorem 3.2 and Assumption 5.2 are satisfied.
Then the function C m is convex and has bounded one-sided derivatives in the second variable.
Observe that the price C m at time T is equal to the value of the claim itself because The following regularity assumption is needed for later applications of Itô's lemma:
Assumption 5.4. We assume that either C m ∈ C 1,2 or, if γ ≡ 0 and R\{0} |z| ϑ(dz) < ∞, that C m ∈ C 1,1 or, if γ ≡ 0 and ϑ(R\{0}) < ∞, that C m is locally Lipschitz in t.
Remark 5.5. If γ ≡ 0 and R\{0} |z| ϑ(dz) < ∞, then for Itô's formula (and therefore all results in the sequel) to hold, it is sufficient that C m ∈ C 1,1 , see for instance Theorem 4.2 in Kyprianou (2014) .
The next lemma shows that the conditions enforced in the third part of Assumption 5.4 indeed yield Itô's formula. Recall that C ′ m,+ denotes the right-hand derivative of C m . Proposition 5.6. Suppose that ϑ(R\{0}) < ∞ and γ ≡ 0. If C m is continuously differentiable in time, then Itô's formula holds with C ′ m = C ′ m,+ . Proof. Fix t ∈ [0, T ] and define
ln(1 +γ(u, S x m (u), z)) J(du, dz).
Assumption 2.3 and the condition ϑ(R\{0}) < ∞ ensure that λ(t) is bounded for every t ∈ [0, T ]. Suppressing as usual the dependence on ω, we can define some function f by
Observe that f is locally Lipschitz continuous in t. Thus, it is almost everywhere (a.e.) differentiable in t by the Lebesgue theorem (as it is absolutely continuous) and equal to the integral of its derivative. Corollary 5.3 implies that C m is a.e. differentiable in its second component and since its derivative is equal to C ′ m,+ , the derivative of f w.r.t. t is a.e. equal tȯ f (t, S J (t)) =Ċ m (t, S x m (t)) + S x m (t)λ(t)C ′ m,+ (t, S x m (t)). (5.5)
As ϑ(R\{0}) < ∞ and γ ≡ 0, J(dt, dz) corresponds to a compound Poisson process whose jump times we denote by (τ n ) n≥1 with τ 0 = 0. It is
where the first equation holds because S J is constant between the jumps and by the Lebesgue theorem explained before. This gives Itô's formula.
Remark 5.7. In the sequel we will for the ease of exposition with a slight abuse of notation denote C ′ m := C ′ m,+ and C ′′ m · γ 2 = C ′′ m · σ 2 := 0 in case γ = σ = 0 even if C ′′ m formally does not exist.
Suppose some investor chooses to follow the trading strategy C ′ m = (C ′ m (t, ·)) t∈[0,T ] that is computed with respect to the misspecified model and trades in the physical stock S. Then the corresponding self-financing hedging portfolio is given by
We denote by E C ′ m = (E C ′ m (t)) t∈[0,T ] the hedging error induced, and formally define it as S(t) ).
(5.7) Hence, E C ′ m (T ) gives the difference how far off the terminal value of the hedging portfolio P C ′ m is from the payoff h(S(T )). The following integrability condition is needed for the proof of Theorem 5.9 below.
Assumption 5.8. In addition to Assumption 2.3, suppose that for all (t, s)
The following theorem analyzes the hedging error E C ′ m and states that it is a submartingale w.r.t. each measure Q ∈ M if the volatility and the jump sensitivity are systematically overestimated.
Theorem 5.9. Suppose Assumption 2.1, Assumption 5.2, Assumption 5.4 and Assumption 5.8 are satisfied. Consider the hedging portfolio P C ′ m given by (5.6) and the corresponding hedging error E C ′ m specified by (5.7). If σ(t) ≤ γ(t, S(t)) and sgn(γ(t, S(t), z) − η(t, z)) = sgn(η(t, z)), dP × dt and dP × dt × ϑ(dz)-a.s., then the hedging error
The proof is divided into two steps. Recall that the monotonicity of the mapping x → S x m (t) for any t established in Step 1 of the proof of Theorem 3.2 holds up to some set N 1 of measure zero.
Step 1 is to show that for fixed (t, ω) ∈ [0, T ] × Ω \ N 1 it holds that lim x↓0 S x m (t) = 0 and lim x↑∞ S x m (t) = ∞. Regarding the first statement, let (x k ) k∈N be a strictly positive sequence satisfying lim k→∞ x k = 0. Observe that
that is, S x k m (t) converges to 0 in L 1 . Hence, there exists a subsequence (x ′ k ) k∈N along which S x ′ k m (t) converges to 0 a.s. As the mapping x → S x m (t) is monotonously increasing, the aforementioned subsequence must coincide with (x k ) k∈N .
Regarding the second statement, let (x k ) k∈N be an arbitrary sequence such that lim k→∞ x k = ∞. By contradiction assume that
(5.8)
Note that the previous equality holds by monotonicity. Define
Then we see that
The last equality is justified by Assumption 5.8. Observe that
Note that again Assumption 5.8 ensures that the previous term is in L 1 . Then, by the definition of B, it holds that
It follows from (5.8) that P(B) > 0, so we clearly see that
However, as
which contradicts (5.9). Hence, we conclude that
Step 2 is to establish the claim of the theorem. An application of Itô's lemma, compensating the jump-integral and (A.2) yield
(5.10)
Note that the compensated jump integral in (5.10) gives rise to a true martingale under each measure Q ∈ M due to Corollary 5.3 and (4.9). Now it follows directly from (5.1) that C m is a supermartingale. Hence, the predictable process A = (A(t)) t∈[0,T ] given by
By definition the hedging error's initial value E C ′ m (0) is equal to zero and since the process is a submartingale w.r.t. any measure Q ∈ M, it is in expectation non-negative. By (5.7), this implies in turn that the hedging portfolio P C ′ m super-replicates h(S(T )) on average. For that reason Theorem 5.9 comes down to the statement that trading according to C ′ m is robust with regard to overestimation of the volatility and the jump sensitivity in the sense that the hedging error has a positive price at time 0 under any market model Q ∈ M, i.e., inf Q∈M E Q [E C ′ m (t)] ≥ 0 for any t ∈ [0, T ].
Robust superhedging
In this section we turn to the computation and properties of the superhedging strategy. We first characterize the superhedging price function by comparing it to the theory outlined in the previous section. Subsequently we discuss several special cases in Theorem 6.2. We define the cost of super-replication at time t ∈ [0, T ), sayC m (t), bȳ C m (t) := ess inf c(t) ∈ L 2 (F t ) : there exists a self-financing trading strategy y such that
x m (T )) = 1 , (6.1)
i.e., it is the least amount of money needed to setup a superhedge. As h ′ is uniformly bounded, the superhedging price processC m is well-defined. In Kramkov (1996) it is shown that
The equality of (6.1) and (6.2) is known as superhedging duality. Recall the definition of the set A in (5.2) and put S := Q em ∩ A. The following assumption has an important impact on robustness properties of the superhedge.
Assumption 6.1. In (6.2) we assume thatC m (t) = ess sup Q∈S E Q h(S t,x m (T )) F t .
Assumption 6.1 enables us to writeC
for some deterministic function C S m : [0, T ] × R + → R. Corollary 5.3 implies that C S m is convex and has a bounded one-sided derivative in the second component.
We remark that the superhedging price process is not a special case induced by the robust pricing operator C m in (5.1) because
and the set S in (6.3) is in general larger than the other ones by not being restricted to those EMMs satisfying Condition (I) (cf. Definition 4.1). The following theorem is a particular consequence of the assumption of the Markov property on the superhedging price. Theorem 6.2. Consider the process S x m given by (2.5), suppose Assumption 2.1, Assumption 5.8, Assumption 6.1 and Assumption 5.4 (with C m replaced by C S m ) are satisfied. Let γ(t, s, z) = 0 for all (t, s, z) ∈ [0, T ] × R + × R\{0}.
(i) If γ(t, s) > 0 for all (t, s) ∈ [0, T ] × R + , then the superhedging price function is linear in the second variable, i.e.,
for some deterministic functions of time a and b.
the support of ϑ such thatγ(t, s, z 1 ) =γ(t, s, z 2 ), then the superhedging price function is linear in the second variable taking the same form as in (6.4).
Proof. The proof is conducted in three steps:
Step 1 is to show that if g : R + → R is convex and differentiable,γ(t, s, z) = 0 for every (t, s, z) ∈ [0, T ] × R + × R\{0}, and for fixed (t, z) ∈ [0, T ] × R\{0} it holds for every s ∈ R + that g(s + sγ(t, s, z)) = g(s) + sγ(t, s, z)g ′ (s), then g is linear.
The previous equation states that the tangent in the point s is revisited by g in s + sγ(t, s, z).
Since g is convex, its graph lies above all of its tangents. Thus, we conclude that g is equal to its tangent in s on the interval [s, s + sγ(t, s, z)]. Since s has been arbitrarily chosen, we see that g is linear on each such interval. We are left arguing that g is linear on its entire domain, but this is immediate becauseγ(t, s, z) = 0 for all (t, s, z) ∈ [0, T ] × R + × R\{0} and s + sγ(·, s, ·) → 0 for s → 0 and s + sγ(·, s, ·) → ∞ for s → ∞ asγ is bounded and strictly larger than −1.
Step 2 is to show that if g : R + → R is convex and differentiable,γ(t, s, z) = 0 for all (t, s, z) ∈ [0, T ] × R + × R\{0}, and for every z 1 , z 2 ∈ R\{0} and (t, s) ∈ [0, T ] × R + such that γ(t, s, z 1 ) =γ(t, s, z 2 ) it holds that g(s + sγ(t, s, z 1 )) − g(s) sγ(t, s, z 1 ) = g(s + sγ(t, s, z 2 )) − g(s) sγ(t, s, z 2 ) , (6.5) then g is linear. Assume w.l.o.g. 0 < γ(t, s, z 1 ) < γ(t, s, z 2 ). An easy calculation allows us to deduce from (6.5) that g(s + sγ(t, s, z 1 )) − g(s) sγ(t, s, z 1 ) = g(s + sγ(t, s, z 2 )) − g(s + sγ(t, s, z 1 )) s(γ(t, s, z 2 ) −γ(t, s, z 1 )) . (6.6)
Observe that g(s + sγ(t, s, z 1 )) − g(s) sγ(t, s, z 1 ) = s+sγ(t,s,z 1 ) s g ′ (u) du sγ(t, s, z 1 ) ≤ g ′ (s + sγ(t, s, z 1 )) ≤ s+sγ(t,s,z 2 ) s+sγ(t,s,z 1 ) g ′ (u) du s(γ(t, s, z 2 ) −γ(t, s, z 1 )) = g(s + sγ(t, s, z 2 )) − g(s + sγ(t, s, z 1 )) s(γ(t, s, z 2 ) −γ(t, s, z 1 )) ,
where the two inequalities follow because g is convex. As (6.6) states that all the terms in the previous chain of (in-)equalities are equal, we conclude that g ′ (u) = g ′ (s + sγ(t, s, z 1 )) for all u ∈ [s, s + sγ(t, s, z 1 )], g ′ (u) = g ′ (s + sγ(t, s, z 1 )) for all u ∈ [s + sγ(t, s, z 1 ), s + sγ(t, s, z 2 )], i.e., g is linear on the interval (the upper and the lower bound of the interval might switch depending on the sign ofγ). Referring to Step 1, one can show by analogous arguments that g is linear on its entire domain.
Step 3 is to establish the claim of the theorem. An application of Itô's lemma to C S m yields (6.7)
The optional decomposition theorem (cf. Theorem 1 in Föllmer and Kabanov (1997) ) implies the existence of some predictable S x m -integrable process π = (π(t)) t∈[0,T ] and an increasing adapted process A = (A(t)) t∈[0,T ] with A(0) = 0 such that for every t ∈ [0, T ] we have C S m (t, S x m (t)) = C S m (0, x) + t 0 π(u-) dS x m (u) − A(t). (6.8) Equating (6.7) and (6.8) and using that the process A is of finite variation because it is increasing, the calculation of the quadratic variation yields the following implication: (6.9)
Recall from
Step 4 of the proof of Theorem 3.2 that the function x → S x m (t) is differentiable in x up to a set of measure zero N 1 . The term in brackets in the last two lines of (6.9) is equal to zero for any fixed ω ∈ Ω up to some set of measure zero N 2 . Define N := N 1 ∪ N 2 . In the sequel, we restrict to ω ∈ Ω \ N . Define T(ω) := {t ∈ [0, T ]|∆S x m (t, z, ω) = 0}.
Step 1 of the proof of Theorem 5.9 states that the image of the mapping x → S x m (t) is R + . Thus, fixing (t, s, z) ∈ [0, T ] × R + × R\{0}, it must hold that C S m (t, s + sγ(t, s, z)) − C S m (t, s) − sγ(t, s, z)π(t, s) = 0. (6.10) We turn to the discussion of the cases (i) and (ii):
(i) If γ(t, s) = 0 for all (t, s) ∈ [0, T ] × R + , we learn from the first line of (6.9) that (6.10) holds with π(t, s) = C S ′ m (t, s). Consequently, Step 1 implies that C S m (t, ·) is linear in the second variable for every t ∈ T. Since the set of jump times T(ω) is dense in [0, T ] for every fixed ω ∈ Ω \ N (see Cont and Tankov (2012) , p.84 for a proof) and as C S m is continuous by Assumption 5.4, we conclude that C S m (t, ·) is linear in the second argument for every t ∈ [0, T ].
(ii) Suppose γ ≡ 0. Let z 1 , z 2 ∈ R\{0}, such thatγ(t, s, z 1 ) =γ(t, s, z 2 ). By continuity ofγ and (6.10) it must hold that C S m (t, s + sγ(t, s, z 1 )) − C S m (t, s) sγ(t, s, z 1 ) = C S m (t, s + sγ(t, s, z 2 )) − C S m (t, s) sγ(t, s, z 2 ) .
We immediately see that
Step 2 implies that C S m (t, ·) must be linear in the second component for every t ∈ T. By the same argument as in (i) we conclude linearity for every t ∈ [0, T ]. Remark 6.3. We remark that Theorem 6.2 is a robustness result in incomplete markets upon assuming that the superhedging price process is Markov. A perfect hedge is possible due to the induced linearity of the payoff function. Thus, robustness is trivial.
Finally, we broach the issue of robustness in a complete market. As El Karoui et al. (1998) established the robustness of the perfect hedging strategy w.r.t. volatility misspecification in a diffusion setting, we focus on pure jump processes. The following corollary treats the case γ ≡ 0 and ϑ(dz) = λ ½ {α} (dz) for some λ > 0 and α ∈ R\{0}. Hence, the jump component corresponds to a homogeneous Poisson process. In this case the risk-neutral measure is unique and consequently the set Q em is a singleton containing P solely. To make this explicit, we denote the contingent claim price at time t by C P m (t, S x m (t)).
Corollary 6.4. Suppose all assumptions of Theorem 6.2 are satisfied, γ ≡ 0 and ϑ(dz) = λ ½ {α} (dz) for some λ > 0 and α ∈ R\{0}. The replicating Delta-strategy in the misspecified model is given by π = (π(t, S x m (t))) t∈[0,T ] with π(t, S x m (t)) = C P m (t, S x m (t-) + ∆S x m (t, α)) − C P m (t, S x m (t-)) ∆S x m (t, α)
.
If in addition sgn(γ(t,S x m (t), α) − η(t, α)) = sgn(η(t, α)), dP × dt-a.s., then following this strategy and trading in the real stock S yields an a.s. superreplication of h(S(T )), i.e., C P m (0, x) + T 0 π(u, S(u-)) dS(u) ≥ h(S(T )).
Proof. We start with (6.7) and use (6.8) to prove the corollary. Since the market is complete, the claim h(S x m (T )) is perfectly replicable and the process A in (6.8) (allowing for the interpretation of the cash amount that can be withdrawn at time t) is then (cf. (6.1)) equal to zero, i.e.,
