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Stability analysis of the two-phase torsional rigidity
near a radial configuration ∗
Lorenzo Cavallina†
Abstract
Let Ω0 denote the unit ball of RN (N ≥ 2) centered at the origin. We suppose
that Ω0 contains a core, given by a smaller concentric ball D0, made of a (possibly)
different material. We discover that, depending on the relative hardness of the two
materials, this radial configuration can either be a local maximizer for the torsional
rigidity functional E or a saddle shape. In this paper we consider perturbations that
simultaneously act on the boundaries ∂D0 and ∂Ω0. This gives rise to resonance
effects that are not present when ∂D0 or ∂Ω0 are perturbed in isolation. A detailed
analysis of the sign of the second order shape derivative of E is then made possible
by employing the use of spherical harmonics.
Key words. torsion problem, optimization problem, elliptic PDE, shape derivative, spherical har-
monics
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1 Introduction and main results
Let (D,Ω) be a pair of smooth bounded domains of RN (N ≥ 2) such that D ⊂ Ω. The
symbol n will denote the outward unit normal to both D and Ω and ∂n :=
∂
∂n
will stand
for the usual normal derivative. For positive σ, define the following piecewise constant
function: σD,Ω := σχD+χΩ\D, (where χ· denotes the characteristic function). We consider
the following functional
E(D,Ω) :=
∫
Ω
σD,Ω|∇u|2 , (1.1)
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where the function u is the solution (in the distributional sense) of the following two-phase
bondary value problem. −div(σD,Ω∇u) = 1 in Ω,u = 0 on ∂Ω. (1.2)
Physically speaking, the value E(D,Ω) represents the torsional rigidity of an infinitely
long beam Ω × R made of two different materials (whose hardness is represented by the
values σ and 1) such that their distribution in each cross sections Ω× {xN+1} is given by
the function σD,Ω for all xN+1 ∈ R.
The case D = ∅ was first studied by Po´lya. In [Po], it was proved that the ball
maximizes the functional E(∅, ·) among all Lipschitz domains of a given volume. We
are going to provide a generalization of Po´lya’s result for a two-phase setting. Fix R ∈
(0, 1) and let Ω0 and D0 denote the open balls centered at the origin of radius 1 and R
respectively. Every other pair of concentric balls can be obtained by translating, rescaling
and properly choosing R ∈ (0, 1). The aim of this paper is to study the local optimality
of the symmetric configuration (D0,Ω0). We will study how the torsional rigidity E is
affected by (possibly simultaneous) small perturbations of D0 and Ω0. To this end we
will employ the use of shape derivatives up to the second order and spherical harmonic
expansions. The results of this paper might find an application in the shape optimization
of non-evenly coated compound materials or the study of the heat distribution for two-
phase heat conductors in a stationary regime. Last, we remark that the methods presented
here are suited for a various range of shape functionals. Among other works, we would like
to cite [CMS] and [DK] for an in-depth analysis of the ground state energy of a two-phase
conductor, modeled by the first Dirichlet eigenvalue for the operator −div(σD,Ω∇·).
Now we will introduce some notation that will be used throughout the paper. The
function u will denote the solution to (1.2) corresponding to the pair (D0,Ω0). The
following explicit expression for u is well known:
u(x) =

1−R2
2N +
R2−|x|2
2Nσ for |x| ∈ [0, R],
1−|x|2
2N for |x| ∈ (R, 1].
(1.3)
We will also employ the following notation for Jacobian and Hessian matrix respectively:
(Dv)ij :=
∂vi
∂xj
, (D2f)ij =
∂2f
∂xi∂xj
,
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for all smooth vector field v = (v1, . . . , vN ) and real valued function f defined on some
open subset of RN . We will introduce some differential operators from tangential calculus
that will be used in the sequel. For smooth f and v defined on ∂D ∪ ∂Ω we set
∇τf := ∇f˜ − (∇f˜ · n)n ( tangential gradient),
divτv := divv˜ − n · (Dv˜ n) (tangential divergence),
(1.4)
where f˜ and v˜ are some smooth extensions on a neighborhood of ∂D ∪ ∂Ω of f and v
respectively. It is known that the differential operators defined in (1.4) do not depend on
the choice of the extensions. Moreover we denote by Dτv the matrix whose i-th row is
given by ∇τvi. We define the (additive) mean curvature as H := divτn (cf. [HP, DZ]);
according to this definition, the mean curvature H of ∂D0 is given by (N − 1)/R. Finally,
for any sufficiently smooth function f defined in a neighborhood of ∂D, its jump through
the interface ∂D will be denoted by [f ] := f+ − f−, where f+ and f− are the traces of f
on ∂D taken from the outside and inside respectively. The following theorem involving
the first order shape derivative of E will be proved in Subection 3.2.
Theorem I. For smooth perturbations that fix the volume (at least at first-order), the first
shape derivative of E at (D0,Ω0) vanishes.
The following result is an improvement of Theorem I and will be proved in the end of
Subsection 4.3.
Theorem II. If σ ≥ 1, (D0,Ω0) is a local maximum for the functional E under the volume
and barycenter-preserving constraint. Moreover, if σ < 1, (D0,Ω0) is a saddle shape for
E under the above-mentioned constraint.
In Section 2, known facts about shape derivatives will be presented. Moreover, pertur-
bations subject to various constraints will be introduced. Section 3 will be devoted to the
computation of the first order shape derivatives of both the state function u and the shape
functional E. We will also give a proof of Theorem I here. In Section 4, we will deal with
the computation of the second order shape derivative of E. Here, the spherical harmonic
expansion of u′, performed in Subsection 3.1, will play a crucial role in determining the
sign of E′′.
3
2 Preliminaries on shape derivatives
2.1 Basic definitions and structure formula
We are interested in the following class of smooth perturbations:
A :=
{
Φ ∈ C∞([0, 1)× RN ,RN) ∣∣∣ Φ(0, ·) ≡ 0}.
For Φ ∈ A, t ∈ [0, 1) and an arbitrary domain ω ⊂ RN we set Φ(t) := Φ(t, ·) and(
Id + Φ(t)
)
ω := {x+ Φ(t, x) | x ∈ ω}. When no confusion arises, we will also write ωt for(
Id + Φ(t)
)
ω. By assumption, for a given Φ ∈ A there exists some smooth vector field h
such that the following expansion holds:
Φ(t) = th+ o(t) as t→ 0. (2.1)
For any shape functional J , domain ω and deformation field Φ ∈ A, we define the
shape derivative of J with respect to Φ at ω as the following quantity
J ′(Φ) :=
d
dt
J
( (
Id + Φ(t)
)
ω
)∣∣∣∣
t=0
= lim
t→0
J
( (
Id + Φ(t)
)
ω
)
− J(ω)
t
. (2.2)
Second order shape derivatives are defined analogously (we refer to [Si] for one of the first
general works on the topic and [HL] for a more recent developement of the theory in the
framework of differential forms). We note that, when dealing with a functional that takes
several domains as input (like the functional E, defined in (1.1), does), definition (2.2) has
to be modified accordingly, applying Id + Φ(t) to each domain.
Usually, shape functionals depend on the input domain by means of a real valued
function, called state function in the literature. Here we give the definition of both shape
derivative and material derivative of a state function. Fix an admissible perturbation
Φ ∈ A and let u = u(t, x) ∈ C1([0, 1), C1(Ωt,R)). The shape derivative of the state
function u is defined as the following partial derivative with respect to t at a fixed point
x ∈ Ω:
u′(t0, x) :=
∂u
∂t
(t0, x), for x ∈ Ω, t0 ∈ [0, 1).
On the other hand, differentiating along the trajectories gives rise to the material deriva-
tive:
u˙(t0, x) :=
∂v
∂t
(t0, x), x ∈ Ω, t0 ∈ [0, 1),
where v(t, x) := u(t, x + Φ(t, x)). From now on for the sake of brevity we will omit the
dependency on the “time” variable unless strictly necessary and write u(x), u′(x) and u˙(x)
4
for u(0, x), u′(0, x) and u˙(0, x). The following relationship between shape and material
derivatives hold true:
u′ = u˙−∇u · h. (2.3)
We are interested in the case where u(t, ·) := ut is the solution to problem (1.2)
corresponding to the distribution σt = σDt,Ωt : we will agree on the fact that the function
u defined in (1.3) corresponds to u0 and that σ0 = σD0,Ω0 .
We will now state a very important result, namely the following structure theorem
for shape derivatives (cf. [HP, Theorem 5.9.2, p. 220] and the subsequent corollaries).
For every shape functional J , domain ω and pertubation field Φ in A, under suitable
smoothness assumptions the following holds:
J(ωt) = J(ω) + t l
J
1 (h · n) +
t2
2
(
lJ2 (h · n, h · n) + lJ1 (Z)
)
+ o(t2) as t→ 0, (2.4)
for some linear lJ1 : C∞(∂ω) → R and bilinear form lJ2 : C∞(∂ω) × C∞(∂ω) → R to be
determined eventually. The term lJ1 (Z) in (2.4) corresponds to an “acceleration” term due
to the tangential component of the perturbation field Φ. Namely, by [HP, Corollary 5.9.3,
p. 221], we have
Z :=
(
V ′ + (Dh)h
) · n+ ((Dτn)hτ ) · hτ − 2hτ · ∇τ (h · n), (2.5)
where V (t,Φ(t)) := ∂tΦ(t) and V
′ := ∂tV (t, ·) and hτ := h − (h · n)n is the tangential
component of the vector field h.
We are going to apply the expansion (2.4) to the functional E at the configuration
given by (D0,Ω0). The linear form l
E
1 will be computed in Subsection 3.2, while the
computation of the bilinear form lE2 will be the topic of Subsection 4.1. There will be
no need to compute the function Z (defined by (2.5)) directly. Its computation will be
avoided by employing the 2nd order volume-preserving condition (2.8) that will be derived
in the next subsection.
2.2 Perturbations verifying some geometrical constraints
In this paper we are dealing with a constrained optimization problem (we refer to [BW] for
a slightly different, though equivalent way of analyzing the second order shape derivative
of functionals subject to geometrical constraints). Let |·| denote the volume (Lebesgue
measure) of a set and define the class of perturbations in A that perturb D0 and Ω0 while
keeping their volume fixed as:
A∗ :=
{
Φ ∈ A
∣∣∣ ∣∣(Id + Φ(t))D0∣∣ = |D0| and ∣∣(Id + Φ(t))Ω0∣∣ = |Ω0| for all t ∈ [0, 1)}.
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The following expansion of the volume functional |·| is well knwon (it is a consequence of
the structure formula (2.4), the Hadamard formula [HP, Corollary 5.2.8, p. 176] and [HP,
Example 1, p. 225]): for all bounded domains ω ⊂ RN and Φ ∈ A we have
|ωt| = |ω|+ t
∫
∂ω
h · n+ t
2
2
(∫
∂ω
H(h · n)2 +
∫
∂ω
Z
)
+ o(t2) as t→ 0. (2.6)
In particular, for all Φ ∈ A∗, this yields the following two conditions for ω = D0, Ω0:∫
∂ω
h · n = 0, (1st order volume preserving) (2.7)∫
∂ω
H(h · n)2 +
∫
∂ω
Z = 0. (2nd order volume preserving) (2.8)
Moreover, for every perturbation Φ ∈ A, it will be useful for our purposes to separate
its contributions on ∂D0 and ∂Ω0. Take some positive constants R1 and R2 such that
R < R1 < R2 < 1 and define
Ain :=
{
Φ ∈ A ∣∣ Φ(t, x) = 0 if |x| ≥ R2}, Aout := {Φ ∈ A ∣∣ Φ(t, x) = 0 if |x| ≤ R1}.
Notice that for every Φ ∈ A there exist some Φin ∈ Ain and Φout ∈ Aout such that Φ =
Φin+Φout, moreover the values of Φin and Φout are uniquely determined (and actually equal
to Φ) on BR1 and RN \BR2 respectively. We will set Φin = thin+o(t) and Φout = thout+o(t)
for t→ 0. In a similar manner we put:
A∗in := A∗ ∩ Ain, A∗out := A∗ ∩ Aout.
Finally, we recall that the functional E is translation invariant, namely E(D+x0,Ω+x0) =
E(D,Ω) for any x0 ∈ RN . Therefore, the following class of perturbation fields that fix
both the volume of the domains Dt and Ωt, and the barycenter of Ωt is the most natural
for our purposes:
A∗bar :=
{
Φ ∈ A∗
∣∣∣∣∣
∫
Ωt
xdx = 0
}
By an application of the Hadamard formula (see [HP, Corollary 5.2.8, p. 176]) we see
that, for all A∗bar 3 Φ = Φin + Φout we must have∫
∂Ω0
xihout · n = 0 for all i = 1, . . . , N. (2.9)
We conclude this section by citing an extension result for volume-preserving perturbations
(see [Ca, Remark 2.2] for an explicit construction)
Remark 2.1. For any smooth hin : ∂D0 → RN that satisfies the first order volume-
preserving condition (2.7), there exists a perturbation field Φin ∈ A∗in such that Φin(t) =
thin +o(t) as t→ 0. Analogous results hold for any smooth function hout : ∂Ω0 → RN that
satisfies (2.7) on ∂Ω0 or (2.9).
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3 1st order shape derivatives
In this section we will compute the first order derivative of the state function u and
that of the functional E. As predicted by the general theory, u′ will not appear in the
final expression of E′. By combining these results with the first order volume-preserving
condition (2.7) we will provide an immediate proof of Theorem I.
3.1 Shape derivative of the state function
Proposition 3.1. Take an arbitrary perturbation field Φ ∈ A and set: Φ = Φin +
Φout for some Φin ∈ Ain and Φout ∈ Aout. The the first order shape derivative u′
of the state function u, computed with respect to the pertubation field Φ ∈ A, can be
decomposed as u′ = u′in + u
′
out, where u
′
in and u
′
out are the solutions to the following.
∆u′in = 0 in D0 ∪ (Ω0 \D0),
[σ0 ∂nu
′
in] = 0 on ∂D0,
[u′in] = −[∂nu]hin · n on ∂D0,
u′in = 0 on ∂Ω0.
(3.1)

∆u′out = 0 in D0 ∪ (Ω0 \D0),
[σ0 ∂nu
′
out] = 0 on ∂D0,
[u′out] = 0 on ∂D0,
u′out = −∂nuhout · n on ∂Ω0.
(3.2)
Proof. By linearity, we get u′ = u′in + u
′
out, where u
′
in and u
′
out are the shape derivatives
of the state function u computed with respect to the perturbation fields Φin and Φout
respectively. The computation of Φin has been carried out in [Ca, Proposition 2.3] and
therefore we will refer to it for a proof of (3.1). Now we will give a proof of (3.2). We
compute the shape derivative u′out of u with respect to Φout. To this end, first we formally
differentiate the equation −div(σt∇ut) = 1 in Ωt with respect to the variable t (here σt, ut
and Ωt are defined according to the perturbation field Φout(t)). We get div(σ0∇u′out) = 0
in Ω0, which is equivalent to the first three equalities in (3.2). This formal calculation can
be justified rigorously as done in [Ca, Proposition 2.3] (nevertheless, in this case we do not
need to split the domain Ωt as D0 ∪ Ωt \D0 because Φout vanishes on a neighborhood of
the interface ∂D0). Finally, the boundary condition in (3.2) is derived by differentiating
the constant Dirichlet boundary condition on ∂Ωt by means of (2.3).
In the final part of this subsection we will present an explicit way to express the
solutions to problems (3.1) and (3.2) that will be used in Subsections 4.2 and 4.3. We will
employ the use of spherical harmonics Yk,i, i.e. the solutions to the eigenvalue problem
−∆τYk,i := −divτ (∇τYk,i) = λkYk,i on SN−1, for k ∈ {0, 1, . . . } and i ∈ {1, . . . , dk}, where
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dk is the multiplicity of the k-th eigenvalue λk = k(N + k − 2). We will also impose
the normalization
∥∥Yk,i∥∥L2(SN−1) = 1, so that the family (Yk,i)k,i becomes a complete
orthonormal system of L2(SN−1).
Proposition 3.2. Take Φ ∈ A∗. Using the same notation of Proposition 3.1, suppose
that, for some real constants αink,i and α
out
k,i (the indexes k and i ranging as before), the
following expansions hold for all θ ∈ SN−1
(hin · n)(Rθ) =
∞∑
k=1
dk∑
i=1
αink,i Yk,i(θ), (hout · n)(θ) =
∞∑
k=1
dk∑
i=1
αoutk,i Yk,i(θ). (3.3)
Then, the shape dervatives u′in and u
′
out admit the following explicit expression for θ ∈ SN−1
and ε ∈ {in, out}:
u′ε(rθ) =

∞∑
k=1
dk∑
i=1
αεk,iB
ε
kr
k Yk,i(θ) for r ∈ [0, r],
∞∑
k=1
dk∑
i=1
αεk,i
(
Cεkr
2−N−k +Dεkr
k
)
Yk,i(θ) for r ∈ (R, 1],
where the constants Bεk, C
ε
k and D
ε
k are defined as follows:
Bink = (1− σ)R−k+1
(
(N − 2 + k)R2−N−2k
)
/F, C ink = −Dink = (σ − 1)kR−k+1/F,
Boutk = (N − 2 + 2k)R2−N−2k/F, Coutk = (1− σ)k/F, Doutk = (N − 2 + k + kσ)R2−N−2k/F,
and the common denominator F = N(N − 2 + k + kσ)R2−N−2k + kN(1− σ) > 0.
For the details of the proof we refer to [Ca, Section 4], where the explicit expression
of u′in has been derived from (3.1) by separation of variables. Since the derivation of u
′
out
is completely analogous, we will omit the proof alltogether.
3.2 Computation of E ′
Theorem 3.3. For all Φ ∈ A we have
E′(Φ) = E′in(Φ) + E
′
out(Φ) = −
∫
∂D0
[σ0|∇u|2]hin · n+
∫
∂Ω
|∇u|2 hout · n. (3.4)
In particular, if Φ satisfies (2.7) on both ∂D0 and ∂Ω0, then E
′(Φ) = 0.
Proof. First, we decompose Φ as Φin + Φout for some Φin ∈ Ain and Φout ∈ Aout. By the
general theory we know that E′ can be written as a linear form lE1 of h · n, thus
E′(Φ) = lE1 (h · n) = lE1 (hin · n) + lE1 (hout · n).
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We refer to [Ca, Theorem 2.4], where the linear form lE1 (hin · n) has been computed in
detail: this yields the first summand of (3.4).
We will now compute lE1 (hout · n), the shape derivative of E with respect to Φout. To
this end we apply the Hadamard formula (see [HP, Corollary 5.2.8, p. 176]) to E(D0,Ωt) =∫
Ωt
σD0,Ωt |∇ut|2. We get
lE1 (hout · n) = 2
∫
Ω
σ0∇u · ∇u′out +
∫
∂Ω0
|∂nu|2 hout · n.
Finally, integrating the first equation of (3.2) against u yields
∫
Ω σ0∇u′out · ∇u = 0 and
thus (3.4) is proved.
Now, as |∇u| is constant on both ∂D0 and ∂Ω0, it is immediate to see that E′(Φ)
vanishes when both hin and hout verify (2.7) (thus, in particular, for all Φ ∈ A∗).
4 2nd order shape derivative
4.1 Computation of E ′′
The computation of E′′(Φ) = lE2 (h · n, h · n) + lE1 (Z) for an arbitrary Φ ∈ A∗ will require
two steps. First, we will compute the bilinear form lE2 (h · n, h · n) with the aid of special
perturbations (called Hadamard perturbations in the literature) and finally we will take
care of the term involving Z, using the second order volume-preserving condition (2.8).
Proposition 4.1. Let Φ ∈ A. Then, the term lE2 that appears in the expansion (2.4)
admits the following explicit expression:
lE2 (h · n, h · n) = 2
∫
∂Ω0
∇u · ∇u′ (h · n) + 2
∫
∂Ω0
∂nu ∂nnu(h · n)2 +
∫
∂Ω0
|∇u|2H(h · n)2
− 2
∫
∂D0
[
σ0∇u · ∇u′
]
(h · n)− 2
∫
∂D0
σ∂nu−[∂nnu](h · n)2 −
∫
∂D0
[
σ0|∇u|2
]
H(h · n)2.
Proof. We will follow the steps of [HP, Subsection 5.9.6, pp. 226–227]. We know, by (2.4),
that E′′(Φ) can be written as the sum of a quadratic form lE2 of h · n and a linear form lE1
of the function Z defined in (2.5). Moreover (see [HP, Corollary 5.9.4, p. 221] or [NP]) it
is woth noticing that Z vanishes in the special case when
Φ(t) = t (h · n)n on ∂D0 ∪ ∂Ω0. (4.1)
In other words, E′′(Φ) = lE2 (h · n, h · n) for all perturbations Φ ∈ A satisfying (4.1).
Therefore, for all Φ ∈ A satisfying (4.1), by employing the explicit form of the first order
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shape derivative given by Theorem 3.3, we can write
lE2 (h · n, h · n) =
d
dt
∣∣∣∣
t=0
∫
∂Dt
[
σ|∇ut|2
]{
h ◦ (Id + Φ(t))−1} · nt
+
d
dt
∣∣∣∣
t=0
∫
∂Ωt
σ|∇ut|2
{
h ◦ (Id + Φ(t))−1} · nt,
where nt denotes the outward unit normal to both ∂Dt and ∂Ωt. The formula above can
be rewritten in the following compact way:
lE2 (h·n, h·n) =
d
dt
∣∣∣∣
t=0
∫
∂Dt
f(t)
{
h ◦ (Id + Φ(t))−1} · n1t︸ ︷︷ ︸
(A)
+
d
dt
∣∣∣∣
t=0
∫
∂(Ωt\Dt)
f(t)
{
h ◦ (Id + Φ(t))−1} · n2t︸ ︷︷ ︸
(B)
,
(4.2)
where f(t) := σt|∇ut|2, and n1t (respectively n2t ) denotes the unit normal vector to ∂Dt
(respectively ∂(Ωt \Dt)) pointing in the outward direction with respect to the domain Dt
(respectively Ωt \ Dt). Moreover, the surface integrals in the above have to be intended
in the sense of traces, taken from the inside of the respective domains. We first deal with
the term (A) of (4.2). We get
(A) =
d
dt
∣∣∣∣
t=0
∫
Dt
div
(
f(t)h ◦ (Id + Φ(t))−1) ,
The divergence theorem, followed by an application of the Hadamard formula (see [HP,
Corollary 5.2.8, p. 176]), yields
(A) =
∫
D0
∂
∂t
∣∣∣∣
t=0
div
(
f(t)h ◦ (Id + Φ(t))−1)+ ∫
∂D0
div
(
f(0)h
)
h · n = (A1) + (A2).
We have
(A1) =
∫
∂D0
f ′h · n−
∫
∂D0
f(0) (Dhh) · n, (A2) =
∫
∂D0
(∇f(0) · h+ f(0)divh)h · n.
Moreover, as h = (h · n)n on ∂D0 by hypothesis, we get
(A) =
∫
∂D0
f ′h · n+
∫
∂D0
∂nf(0)(h · n)2 +
∫
∂D0
f(0)
(
divh− n · (Dhh)) h · n. (4.3)
Now, by the definition of tangential divergence in (1.4), (4.1) and [DZ, equation (5.22)
p. 366] we obtain: divh− n · (Dhn) = divτh = divτ
(
(h · n)n) = H h · n.
Recalling the definition of f(t), we can rewrite (4.3) as follows
(A) = 2
∫
∂D0
σ∇u− · ∇u′− (h · n) + 2
∫
∂D0
σ∂nu−(∂nnu−)(h · n)2 +
∫
∂D0
σ|∇u−|2H(h · n)2.
The term labelled (B) in (4.2) can be computed analogously. The claim of Proposition
4.1 is finally obtained by combining the two terms (A) and (B).
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In light of the structure formula (2.4), the following theorem is an immediate conse-
quence of Proposition 4.1 and the second order volume-preserving condition (2.8) com-
bined.
Theorem 4.2. For all Φ ∈ A∗, the following holds:
E′′(Φ) = + 2
∫
∂Ω0
∇u · ∇u′ (h · n) + 2
∫
∂Ω0
∂nu ∂nnu(h · n)2+
− 2
∫
∂D0
[
σ0∇u · ∇u′
]
(h · n)− 2
∫
∂D0
σ∂nu−[∂nnu](h · n)2.
4.2 Analysis of the non-resonant part
In this subsection we will suppose that the expansion (3.3) holds true for hin and hout.
Combining the result of Theorem 4.2 and the explicit expressions for u and u′ = u′in +u
′
out
(given by (1.3) and Proposition 3.2 respectively) yields the following.
E′′(Φ) =
∞∑
k=1
dk∑
i=1
{(
αink,i
)2
E′′in(k) +
(
αoutk,i
)2
E′′out(k) + α
in
k,i α
out
k,i E
′′
res(k)
}
, (4.4)
where
E′′in(k) =
2RN
N
(
1− σ
σ
)(
F − k
(
k(1− σ) + (N − 2 + k)(1− σ)R2−N−2k
))/
F,
E′′out(k) =
2
N
(
F − k
(
(−N + 2− k)(1− σ) + (N − 2 + k + kσ)R2−N−2k
))/
F,
E′′res(k) =
4(σ − 1)R1−k
N
(
(N − 2)k + 2k2
)/
F,
(4.5)
and F is the term defined at the end of the statement of Proposition 3.2.
In this subsection we will consider only the coefficients k ∈ {1, 2, . . . }, i ∈ {1, . . . dk}
such that αink,i α
out
k,i = 0 (in other words we will consider only the non-resonant part of E
′′).
Under this assumption the contributions of E′′in(k) and E
′′
out(k) can be analyzed separately.
We have the following result.
Lemma 4.3. The functions N 3 k 7→ E′′ε (k), for ε ∈ {in, out}, defined by (4.5), are
monotone decreasing. The function E′′in is strictly decreasing for σ 6= 1 and constantly
zero otherwise, while E′′out is a strictly decreasing function for all σ > 0.
Proof. We refer to [Ca, Lemma 4.1] for the proof of the monotonicity of E′′in. Here we will
deal with E′′out only. In the following, we will replace the integer parameter k with a real
variable x and study the function x 7→ E′′out(x) in (0,∞). The calculations are going to be
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pretty long, although elementary. For the sake of readability we will adopt the following
notation:
L := R−1 > 1, λ := log(L) > 0, M := N − 2 ≥ 0; P = P (x) := L2x+M > 1. (4.6)
Differentiating the expression for E′′out in (4.5) by x yields the following expression
d
dx
E′′out(x) =
2
(
a(x) + σb(x) + σ2x2c(x)
)
F 2
,
where we have set
a(x) := x2P−1 +M(2x+M)− (x+M)2P − 2λ(2x3 + 3Mx2 +M2x),
b(x) := −2x2P−1 −M(2x+M)− 2(Mx+ x2)P + 2λM(Mx+ 2x2),
c(x) := P−1 − P + 2λ(M + 2x).
In order to prove the lemma, it will be sufficient to show that a(x) < 0, b(x) < 0 and
c(x) < 0 for all x > 0.
We have
a(x)
∣∣
M=0
= x2 (L−2x − L2x)︸ ︷︷ ︸
<0
−4λx3 < 0.
Treating now M as a real variable and differentiating yields:
d
dM
a(x) = −λx2P−1 + 2(x+M) (1− LM )︸ ︷︷ ︸
<0
−λ(x+M)2LM − 2λ(3x2 + 2Mx) < 0.
This implies that a(x) < 0 for all x > 0 and all M ≥ 0.
As far as b(x) is concerned, we will decompose it further, as follows
b(x) = −2x2P−1 −M(2x+M) + 2x b˜(x),
where b˜(x) := −(M + x)P + λM(M + 2x). We have b˜(0) = M(−LM+λM). The quantity
−LM + λM is negative for all M ≥ 0 because it takes the value −1 for M = 0 and is a
decreasing function of M . As a matter of fact, we have
d
dM
(−LM + λM) = −λLM + λ = λ(−LM + 1) < 0.
Hence b˜(0) < 0. We claim that b˜(x) is also decreasing in x, because
d
dx
b˜(x) = −P − 2λ(M + x)P + 2λM = −P + 2λM(−P + 1)− 2λxP < 0.
We conclude that b˜(x) (and therefore also b(x)) is negative for x ≥ 0.
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Finally we show that c(x) < 0 for x > 0. We have c(0) = L−M − LM + 2λM . We
claim that this quantity is non-positive for all M ≥ 0. Indeed
c(0)
∣∣
M=0
= 0, and
d
dM
c(0) = −λL−M (LM − 1)2 < 0.
Moreover, since
d
dx
c(x) = −2λP−1 − 2λP + 4λ = −2λ(P − 1)2 < 0,
we conclude that also c(x) < 0 for x > 0. This implies that the function x 7→ E′′out(x) is
strictly decreasing in (0,∞), as claimed.
In order to study the sign of E′′in and E
′′
out we proceed as follows. Notice that
E′′ε (1) = 2(1− σ)/F (1) and lim
k→∞
E′′ε (k) = −∞ for ε ∈ {in, out}.
Now, by applying Lemma 4.3, we get the behavior of E′′in and E
′′
out as shown in Figure 1.
Figure 1: The graphs of E′′in and E
′′
out for all possible values of σ. When σ > 1, E
′′
ε (k) < 0
holds for all k ≥ 1 and ε ∈ {in, out}. On the other hand, when 0 < σ < 1, we have
E′′ε (1) > 0 and E′′ε (k) < 0 for large k. The case σ = 1 is peculiar, as E′′in ≡ 0, while E′′out(k)
vanishes only for k = 1 and is strictly negative otherwise. Finally it is worth noticing that
the identity E′′in(1) = E
′′
out(1) reflects the translation invariance of the functional E.
4.3 Analysis of the resonance effects and proof of Theorem II
Lemma 4.4. Suppose that σ > 1. For any k ∈ {1, 2, . . . } and i ∈ {1, . . . , dk} that satisfy
αink,iα
out
k,i 6= 0, we get:(
αink,i
)2
E′′in(k) +
(
αoutk,i
)2
E′′out(k) + α
in
k,iα
out
k,i E
′′
res(k) ≤ 0,
where equality holds if and only if k = 1 (see Figure 2, case V).
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Proof. Since, by hypothesis, αoutk,i 6= 0, we can put t := αink,i/αoutk,i . For k fixed, we study
the following quadratic polynomial in t:
Q(t) := E′′in(k)t
2 + E′′res(k)t+ E
′′
out(k).
It can be checked that the discriminant of Q is
∆ =
−16(σ − 1)(k − 1)RN
σN2F 2︸ ︷︷ ︸
≤0
(
σk(R2−N−2k − 1) + (N − 2 + k)R2−N−2k + k
)
︸ ︷︷ ︸
>0
·G,
where we have set G = (σ − 1)k(N − 1 + k)(R2−N−2k − 1) + (N − 2 + 2k)R2−N−2k. We
see immediately that G > 0, as σ > 1 by hypothesis. We will distinguish two cases. If
k > 1, then ∆ < 0 and therefore the quadratic polynomial Q(t) has no real roots. Since
Q(0) = E′′out(k) < 0 (see Figure 1), then Q must be strictly negative for all other values
of t as well. If k = 1, then ∆ = 0, which means that Q(t) has one double root (which
actually corresponds to t = 1). We conclude as before.
Figure 2: How (Dt,Ωt) looks like for simple perturbations corresponding to (hin ·n)(R·) =
αYk,i(·) and hout · n = βYm,j , for the following values of k, i,m, j and α, β:
I: k = 3,m = 5. II: k = m = 5, i 6= j. III: k = m = 5, i = j, αβ > 0. IV: k = m = 5,
i = j, αβ < 0. V: k = m = 1, i = j, α = β 6= 0. Notice that resonance effects appear in
cases III, IV and V. Moreover, as shown in Lemma 4.4, V is the only case when E′′(Φ) = 0
even for σ 6= 1.
We notice that, for all Φ ∈ A∗bar, by (2.9) and the properties of spherical harmonics,
the coefficients αout1,i that appear in the expansion (3.3) must vanish for i = 1, . . . , N (in
particular we are able to avoid the case V of Figure 2 by considering Φ ∈ A∗bar). Combining
this observation with the behavior of E′′in and E
′′
out shown in Figure 1, the result of Lemma
4.4 and Remark 2.1 yields the main result of this paper.
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Theorem 4.5. If σ ≥ 1, then E′′(Φ) < 0 for all Φ ∈ A∗bar. In other words the con-
figuration (D0,Ω0) is a local maximum for the functional E under the volume-preserving
and barycenter-preserving constraint. If σ < 1, then there exist two perturbation fields
Φ1,Φ2 ∈ A∗bar such that E′′(Φ1) > 0 and E′′(Φ2) < 0. In other words, the configuration
(D0,Ω0) is a saddle shape for the functional E under the volume and barycenter-preserving
constraint. Notice that for σ = 1 we recover a local version of Po´lya’s result [Po].
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