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Abstrat
In pratie, many pakage transportation ompanies lower their osts
by hiring outside arriers to serve orders that annot be served eiently
by their own truks. The problem whih takes the order outsoure op-
tion into aount is the Vehile Routing Problem with Private Fleet and
Common Carrier. In this variant of the Vehile Rouing Problem, orders
are either delivered by an outside arrier, the ommon arrier, whih re-
eives an order spei prie for this or by the own eet, the private eet,
suh that the total osts, whih is the sum of the outside arrier osts
and the delivery osts of the own eet, is minimized. This paper presents
two Adaptable Variable Neighborhood Searh heuristis whih are highly
ompetitive and several new test instanes whih are based upon eieny
instead of neessity.
Keywords: Routing, Logistis, Metaheuristis, Priing, Variable Neigh-
borhood Searh
1 Introdution
For many less-than-trukload ompanies it holds that the pik-up points of their
orders lie lose to the depot, while the delivery points are sattered over a muh
larger area. This implies that the osts of delivering the orders is quite ostly
and ompanies ooperate to save osts. One way to ooperate is by forming an
alliane. In the Netherlands, there are the allianes Transmission, Teamtrans,
Network Benelux and Distri-XL, whih have the following similarities: The to-
tal area is divided into regions, and eah member is responsible for one region,
the home region. The alliane agrees on a priing for whih eah member is
obliged to deliver the order when it lies in its home region. Furthermore, eah
member deides on its own whih orders outside its home region are outsoured,
whih is often deided at the beginning of the evening. The realloation of the
outsoured orders to the depot of the others is done by night-transportation,
whih is planned by the alliane but paid by the members. In order to deter-
mine whih orders should be outsoured, the delivery planning is often split into
two parts, one for the orders whih lie inside the home region and one for the
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orders outside. The planning is split into two sine new orders whih lie in the
home region an arrive and that often the orders in the outside region annot
be ombined with the orders in the home region due to time restritions.
In this paper, we fous on the problem of deiding whih orders to outsoure
and whih routes to drive. This problem is most ommonly known as the Ve-
hile Routing Problem with Private Fleet and Common Carrier (VRPPC) and
the rst modelling is from Chu (2005), although the deision whih orders to
outsoure was already researhed by Hall and Raer (1995). Sine then, sev-
eral heuristis have been proposed (Chu, 2005; Boldu et al., 2007, 2008; Cté
and Potvin, 2009; Potvin and Naud, 2011; Kratia et al., 2012; Stenger et al.,
2013a,b). Arhetti et al. (2009) researhed the equivalent Capaitated Prof-
itable Routing Problem (CPTP) together with the Team Orienteering Problem
(TOP) (Boussier et al., 2007; Arhetti et al., 2007). The researh ulminated
in the work of Vidal et al. (2014) who took a dierent solution approah on
the VRPPC. Other related problems to the VRPPC are Hot Rolling Sheduling
Problems (Tang and Wang, 2006; Tang et al., 2009) while the TOP is losely
related to the CPTP and the Traveling Salesman Problem with Prots (Feillet
et al., 2005). Another example where a ompany has to deide whih orders to
outsoure is that of small pakage shippers (SPS) (Stenger et al., 2013b). These
SPS use outsouring to derease the last mile osts, for example hire Binnen-
stadsservie to deliver the last-mile.
We present two heuristis inspired by the work of Arhetti et al. (2009), Stenger
et al. (2013b) and Cté and Potvin (2009). Both of our heuristis are an Adapt-
able Variable Neighborhood searh (AVNS), one slow (AVNS-Slow) and the
other faster (AVNS-Fast). These AVNS are the rst to use several ompletely
dierent shaking moves, whereas both Arhetti et al. (2009) and Stenger et al.
(2013b) use only one type of move. Several of the moves in our heuristis are
new and a Tabu Searh is used as a loal searh method. It turns out that both
our AVNS are highly ompetitive on the instanes in the literature, espeially
for larger instanes. Moreover, we improved the majority of the best known so-
lutions during our testing. Finally, sine the priing in the literature has ertain
harateristis, e.g., high outsoure osts, we tested our heuristis on instanes
with the priings of Huijink et al. (2014).
The remainder of this paper is strutured as follows. A mathematial model of
the VRPPC and some extensions are presented in Setion 2. In Setion 3, the
heuristis are desribed and the omputational results are reported in Setion
4. Finally, the onlusions are drawn in Setion 5.
2 Problem Denition
The VRPPC is formally dened as follows. Let {0, 1, ..., n} be the set of orders
where 0 stands for the depot and let Ω = {1, ..., |Ω|} be the set of all feasible
routes. Set ai(r) equal to one if route r ∈ Ω delivers order i ∈ [n] = {1, ..., n}
and zero otherwise, pi is the pre-determined outsoure prie inurred when order
i is not delivered by the own eet, c(r) is the total ost of route r and there are
m idential truks with apaity Q. The deision variables are xr where xr = 1
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ai(r)xr ≤ 1 ∀i ∈ [n] (2)
∑
r∈Ω
xr ≤ m (3)
xr ∈ {0, 1} ∀r ∈ Ω (4)
The restrition that at most M truks are driven, (3), and the integer restri-
tions, (4) are the same as in the lassial VRP. The rst dierene is in (2),
whih states that eah order is delivered at most one instead of exatly one.
The seond dierene is a onsequene of the rst and is in the objetive fun-
tion, (1). Where in the VRP eah order has to be delivered, there is now the
option to not deliver an order and inur the ost of outsouring the order, i.e.,
a penalty. Hene, the objetive funtion, (1), minimizes the sum of the xed
vehile osts, routing osts and ommon arrier osts.
An equivalent problem of the VRPPC is the Capaitated Protable Tour Prob-
lem (CPTP) introdued by Arhetti et al. (2009). In the CPTP, eah order
has a prize zi whih is olleted when this order is visited by a private eet
vehile, while in the VRPPC an outourse ost pi is inurred when an order
is assigned to the ommon arrier. This hanges the objetive funtion of the













Originally the VRPPC was introdued with a heterogenous eet (Chu, 2005),
but this is omitted in the models for larity. Other extensions are: the private
eet should serve a predetermined amount (or ratio of the total demand) (Tang
and Wang, 2006; Stenger et al., 2013a); that eah private eet vehile an be
used at most tmax time units (Stenger et al., 2013a,b); there are multiple own
depots, multiple ommon arriers eah with its own area of servie (Stenger
et al., 2013b,a), non-linear osts and a apaity restrition for the ommon
arrier (Stenger et al., 2013a). Our heuristis an be adapted to handle all
these onstraints.
3 Solution method
We present two new adaptable variable neighbourhood searhes and test the
Reseeding-Tabu Searh (R-TS) of Huijink et al. (2014) on more instanes. For
onveniene we present the R-TS again. First, we disuss the Tabu Searh (TS),
whih is used in all the heuristis, followed by the R-TS and the two AVNS. In
order to simplify the notation, a virtual vehile, vehile 0, is used. This virtual
vehile ontains some of the outsoured orders similarly as in Boldu et al.
(2008) and Stenger et al. (2013a,b). It has unlimited apaity, the osts will be
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the outsoure osts of the orders in the vehile and the ordering, i.e., route, of
these orders is not important. In Vidal et al. (2014), there is no virtual vehile
and all the orders are assigned to the available vehiles, but not all these orders
are seleted as being truly delivered. By qi, we denote the apaity demand of
order i and di,j is the distane between order i and j where order 0 denotes the
depot.
3.1 Tabu Searh
A simple Tabu Searh, whih is inspired by Cté and Potvin (2009) is used as a
loal searh method. Our TS will always return a feasible solution, even if the
starting solution was infeasible and even while infeasible solutions are allowed
during the searh. An overview of our Tabu Searh is presented in Algorithm 1
followed by an explanation of the parts used in the Tabu Searh, i.e., making a
solution feasible, the stopping riterion, the neighborhood, the best move, the
exeution of the move, updating of the infeasibility penalty, aeptane and the
hierarhial objetive funtion, and updating the tabu list.
Algorithm 1 Tabu Searh (TS)
{Initialization phase}





= 0 and n
noimpr




























Searh the neighborhood of s for the best move
{Exetion of the move}













if infeas == true then







infeas = false and n
inf
= 0
Realulate solutions s and sglobal
end if
{Aeptane}
if f(s) < f(sglobal) and s has no infeasibility in driven truks then









3.1.1 Making a solution feasible
A solution is made feasible similarly as is done by Arhetti et al. (2007). Ran-
domly a truk is seleted that is infeasible, i.e., has more demand dan apaity,
and randomly an order is removed from this truk. The removed order is fea-
sibly inserted into a driven truk suh that the total additional prot, whih is
prie minus insertion distane, is maximized and stritly positive. If this is not
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possible, i.e., the additional prot is negative or there is no feasible insertion,
then it is tried to feasibly insert it into a non-driven truk, not truk 0, suh
that the prot is maximized and larger than zero. If there is still no feasible
insertion with a stritly positive prot, the order is inserted into the virtual
truk. This proess is repeated until every truk is feasible. Ofourse, truk 0
is always feasible.
3.1.2 Stopping riterion
The Tabu Searh stops when either N
noimpr
iterations have been exeuted with-
out improvement or when the total number of iterations reahes N
iter
, but it
does not stop before N
min
iterations have been exeuted.
3.1.3 Neighborhoods
The Tabu Searh uses the union of the lassial 1-shift move, whih removes
order i from its truk k and inserts it into truk k′ in the best insertion plae,
and the 1-swap move, whih removes orders i from its truk k and i′ from truk
k′ and inserts i in k′ and i′ in k at the best insertion plae. Note that k 6= k′.
3.1.4 Best Move
The best move is the move that yields the best solution, i.e., the lowest hier-
arhial f of Setion 3.1.7, that is either not tabu, or it would yield a better
solution than the best solution found so far, i.e., revoking of the tabu status.
3.1.5 Exeution of the move
The best move is exeuted on the solution s and the two truks that hanged
are improved by applying the 4∗-Opt (Renaud et al., 1996) proedure. The
4∗-opt uses a subset of 8 moves out of the available 48 4-opt moves. In 4-opt,
the route is ut into 5 parts whih are then glued bak together in a dierent
order. Furthermore, 4∗-opt uses a test beforehand whih determines whether or
not a move has potential to improve the route. The 4∗-Opt is never exeuted
on truk 0.
3.1.6 Updating infeasibility penalty
At eah iteration, it is heked whether the new solution has some infeasibility
or not. If the new solution has any truks, driven or not, that are not feasible,
then this is memorized. After a number of iterations, whih is determined by the
parameter N
inf
, the penalty for infeasibility λ is adapted as follows. If there was
at least one infeasible solution, then λ is inreased by a fator 1+λup, with the
additional restrition that λ ≤ λmax. If there was no infeasible solution, then λ
is dereased by a fator 1+λdown, with the additional restrition that λ ≥ λmin.
After the penalty has hanged, the solutions s and surrent are re-evaluated.
3.1.7 Aeptane and hierarhial objetive funtion f
A solution is aepted if it is better and if there is no infeasibility in the driven
truks, where the infeasibility is given by the square of the amount of apa-
ity that does not t in the truk and the infeasibility osts of a truk is the
infeasibility of the truk multiplied by the infeasibility penalty λ. Sine an im-
provement of the main objetive, whih are the total osts, is often the result of
multiple iterations ombined, we use a hierarhial objetive funtion inspired
by Arhetti et al. (2009). In our funtion, we make a distintion between driven
truks and non-driven truks, where a truk is driven if and only if the total
operational osts of the truk, whih is the sum of the xed osts, the driving
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osts of the route and the infeasibility osts, are less than the outsoure osts of
all the orders. Note that the osts of a truk is the minimum of the operational
osts and the outsoure osts and that this implies that the virtual truk is
never driven.
The rst level, f1(s), of the hierarhial funtion is the most important one
and returns the total osts of the solution. The seond objetive, f2(s), steers
the solution into areas where the amount of distane driven together with the
total infeasibility is as small as possible. The third objetive, f3(s), steers the
solution into areas where new protable routes are generated by simultaneously
minimizing the outsoure osts of the virtual truk and maximizing the out-
soure ost minus the distane of the other non-driven truks. Note that a
solution s is stritly better than s∗, whih is denoted by f(s) < f(s∗), if and
only if f1(s) < f1(s
∗), or f1(s) = f1(s
∗) and f2(s) < f2(s
∗), or f1(s) = f1(s
∗),
f2(s) = f2(s
∗) and f3(s) < f3(s
∗).
3.1.8 Updating the Tabu List
If an order i is removed from its truk k, then it is forbidden to re-insert order i
in truk k for the next randomly hosen t iterations where t ∈ [tlower, tupper ]. If
an order is removed from a truk that is not driven, then it is also forbidden to
reinsert the order into another non-driven truk for the same amount of time t.
3.2 Reseeding Tabu-Searh
The Reseeding Tabu-Searh and the initialization are from our previous paper
(Huijink et al., 2014) and are presented again for ompleteness. Furthermore,
we test this heuristi on instanes whih were not tested in our previous paper.
Algorithm 2 Reseeding Tabu (R-TS)
1: {Initialization phase}
2: Let k be a random integer between [0, m] and set s as the Prot Initialization with k
truks.
3: Set sbest ← s and set i = 1
4: repeat
5: {Loal Searh}
6: Exeute Tabu Searh on s
7: {Aeptane}
8: if f(s) < f(sbest) then
9: Set sbest ← s
10: else
11: Set s← sbest
12: end if
13: {Shaking}
14: Exeute Reseeding(0.5 + 0.1 · i)
15: until i>3
3.2.1 Initialization
In the VRPPC, orders have to be either driven or outsoued. In the literature
(Cté and Potvin, 2009; Potvin and Naud, 2011; Stenger et al., 2013a,b), it
is ommon to deide beforehand whih orders to outsoure. Furthermore, it
is assumed that all the truks are needed and a lassial VRP initialization is
used on the remaining orders. However, we do not assume that all the truks
are needed and opted for an initialization that makes a tradeo depending on
the osts of delivering the order with the own eet and the outsoure prie
instead of a deision beforehand (Huijink et al., 2014). In the rst step of our
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initialization, the number of truks used and the seeds are hosen and in the
seond step the most protable ustomers are inserted into the truks. In the
rst step, we draw a random integer between 0 and m, wherem is the number of




is hosen as seed for the rst free truk. In order to avoid setting seeds that
are relatively lose to this seed, the orders with the best unit prot ompared
to the seed, i.e.,
pℓ−dseed,ℓ
qℓ
are temporarily inserted until the truk has reahed
half of its apaity. This proedure is repeated until the number of seeds equals
the random integer hosen. In step two, the most protable orders are inserted
into the truks whih have a seed using a modiation of the lassial insertion
heuristi. In this modiation, the order that an be feasibly inserted and has
the highest feasible unit insertion prot, i.e.,
pℓ−InsertionDistane
qℓ
, is inserted into
the orresponding truk if the insertion prot is larger than zero. This proess
is stopped when there are no feasible or protable insertions left and all the
remaining orders that are not yet inserted are outsoured, i.e., inserted into
truk 0.
3.2.2 Loal Searh
The Reseeding Tabu-Seah uses the tabu searh disussed in Algorithm 1 with
Nmin = 0, Nmax = 10000, Nnoimpr = 5000, tlower = 6, tupper = 25, λ = 1,
λmax = 1000, λmin = 0.001, λdown = 1.9, λup = 1.1 and Ninfeas = 4.
3.2.3 Aeptane
The new solution is aepted if it is better than the old one.
3.2.4 Reseeding
The goal of reseeding is to go to another part of the searh spae without
ompletely starting over. This is done by keeping a large part of the routes as
seed and then apply the prot insertion.
First, take all the orders whih are not driven, i.e., they are in truks that are
not driven, out of their truks. For all the other truks, keep a perentage, of
the orders in the truk that has the highest ratio of penalties minus distane
divided by the apaity. Keep this part into the truk and take all the other
orders out of the truk. After all the truks are adjusted, the insertion method
used in the initialization is applied.
3.3 AVNS-F(ast)
The AVNS-Fast has as shaking moves several ompletely dierent moves as a
loal searh method a Tabu Searh. An overview of the heuristi is presented
in Algorithm 3. The initialization of the AVNS-Fast is the same as in the
Reseeding Tabu-Searh, but is additionally followed by a short Tabu Searh
where Nmin = 300, Nmax = 1000, Nnoimpr = 75, tlower = 6, tupper = 25, λ = 1,
λmax = 1000, λmin = 0.001, λdown = 1.9, λup = 1.1 and Ninfeas = 4. The other
steps, i.e., the stopping riterion, shaking moves and loal searh and nally the
aeptane deision are disussed in their own setions.
3.3.1 Stopping riterion
The AVNS-Fast stops when either there has been no improvement of the best
solution for N
noimpr
= 200 iterations and the urrent best solution has not been
improved for N
jump







2: Generate initial solution s and improve s by using the Tabu Searh heuristi
3: {Searhing phase}
4: Set sglobal ← s, sloal ← s and the shaking movesM = {0, ...,Mmax − 1}




















7: if κ == 0 then
8: Randomly permutateM
9: end if
10: {Shaking & Loal Searh}
11: Exeute move M(κ) on s and improve s by using the Tabu Searh heuristi
12: {Aeptane}
13: if f(s) < f(sloal) then
14: if f(s) < f(sglobal) then








19: if f(s) > f(sloal) and aept(n
jump
) then
























Our AVNS-Fast uses the following shaking moves: Open-yli moves inspired
by Stenger et al. (2013a), jumps inspired by Arhetti et al. (2007), reation of a
new route, destroying a route followed by the reation of a new route, dividing
a route over two truks, bomb moves whih destroy an area and rebuild it,
reseeding whih takes orders out of truks and rebuilds them, and extended
Tabu Searh. After many of these moves, we end up with truks that are not full
and need orders from other lose driven truks to beome protable. In order to
shift orders between truks, we reated the shifting proedure. This proedure
is disussed below together with the Shaking moves. After eah shaking move,
exept the extended Tabu Searhes, a Tabu Searh is exeuted where N
min
is a
random integer between [25, 45], N
max





With some of the moves it is neessary that the truks shift some orders to
eah other, e.g., when a new truk is reated all the truks need to make room
for the new truk by providing some of the orders. In the shifting method,
ertain truks, alled the reeiving truks, reeive orders from the providing
truks, where the providing truks are not allowed to give away too many or-
ders. However, after the shifting, the providing truks need to be lled, there-
fore the proedure is repeated, eah time with more restritions on the amount
of apaity that the providing truks are allowed to provide. We hoose ve
waves and in the rst wave all feasible 1-insert moves from any providing
truk, exept moves from providing truks whih have less than First times
their apaity and were driven at the start, to any reeiving truk are onsid-
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Number Move #Truks #FirstOrders #OtherOrders Frequeny
1 CyliDriven [2,2℄ [3,4℄ [0,0℄ 1
2 CyliDriven [2,2℄ [2,3℄ [2,3℄ 1
3 CyliDriven [2,2℄ [3,4℄ [3,4℄ 1
4 CyliDriven [2,4℄ [2,4℄ [2,4℄ 1
5 CyliNotDriven [2,2℄ [5,6℄ [2,3℄ 1
6 CyliNotDriven [2,2℄ [2,3℄ [2,3℄ 1




11 Bomb [3, m-1℄ 12.5% 40% 1
12 Bomb [3, 6℄ 10% 40% 1
13 Jump [3,8℄ 1
14 Jump [5,12℄ 1
15 Reseeding [2,6℄ [5,11℄ 1
16 Reseeding [5,m℄ [6,11℄ 1
17 TabuSearh 2
Table 1: The moves of AVNS-Fast.




, whih is either multiplied or divided by
(1 +DistanceNowi − InsertionDistancei), where DistanceNowi is the inser-
tion distane of the order in the providing truk, if the providing truk drove
at the start and the distane is less in the reeiving truk or more, respetively.
The order with the highest sore is inserted into the orresponding reeiving
truk and the proedure is repeated until there are no more feasible or prof-
itable insertions. In the seond wave, the truks whih where providing and use
at most a fration Second of their apaity are the reeiving truks and the re-
maining providing truks are again providing truks. The insertion is repeated,
but now the apaity restrition is Second for the providing driven truks. The
third wave is similar to the seond, but now with Third as demand ratio. In the
fourth wave all the driven truks that where never reeiving truks are reeiving
truks and all the non-driven truks are providing truks. In the fth and nal
wave, the virtual truk is the providing truk and the other non-driven truks
are reeiving truks.
3.3.4 CyliDriven and CyliNotDriven
These moves are inspired by the ones of Stenger et al. (2013a) and ylily move
a small number of orders from one truk to another truk. Our yli moves
starts by seletion a truk aording to one of the seletion methods. From this
truk, a ertain number of orders are removed aording to another seletion
riterium. These orders are inserted into another driven truk that is not yet
used in this yli move and that has the least insertion distane of these orders.
This is repeated until the nal truk has to be hosen. When hoosing the nal
truk, the rst truk is again allowed to be hosen. If the rst truk is hosen,
then the move is a losed yli move. After the yli move, the infeasibility of
the truks that are not driven is removed by randomly moving orders from the
infeasible truks to the non-driven truks where it an be feasibly inserted and
has the least additional distane. There are two types of moves, CyliDriven,
whih tries to improve the solution by moving orders between driven truks,
and CyliNotDriven, whih tries to improve the solution by moving orders
from non-driven truks to driven truks and vie versa. The harateristis of
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the moves an be found in Table 1, where the number of truks, orders from
the rst truk and from the other truks are determined by a random integer in
the bounds given. The CyliDriven moves try to derease the distane driven,
hene we have the following four seletion methods for the rst truk, random,
distane, unit distane and distane to other truks.
1. Random: All driven truks have the same probability of being seleted.
2. Distane: The probability is proportional to the total distane traveled in
this route. Hene, longer routes have higher probability of being seleted.
3. Unit Distane: Similar to Distane, but now the distane traveled divided
by the apaity used in the truk.
4. Distane to Others: The probability is proportional to the inverse of the
least insertion ost of an order in this truk to other truks. In this way,
a truk is favored whih has orders lose to another truk.
To get promising moves, we have the following four seletion methods for orders
in the truks, random, distane, average insertion distane and apaity.
1. Random: All orders have the same probability of being seleted.
2. Distane: The probability is proportional to the sum of the the distanes of
the start and the end order of this sequene ompared with the order before
the rst or the order after the last, respetively. Hene, sequenes that
are far away from the other orders in the route have a higher probability.
3. Average Insertion Distane: The probability is inversely proportional to
the average insertion distane of the sequene in the losest non-hosen
driven truk. By doing so, the orders that are lose to another driven
truk have a higher hane of being hosen.
4. Capaity: The probability is proportional to the total apaity of the
sequene.
The next truk is the driven truk whih is not yet hosen, barring the last
hoie where the rst truk an again be hosen, and has the least insertion
osts of the sequene of orders.
The CyliNotDriven moves move orders from non-driven truks to driven and
vise versa. Therefore, we have the following seletion methods for the rst truk,
whih is always a non-driven truk, random, prot, unit prot and unit insertion
prot in driven truks.
1. Random: All non-driven truks have the same probability of being se-
leted.
2. Prot: The probability is proportional to 1+Profit if the Prot is positive
and
−1
−1+Profit otherwise, where the Prot is the pries olleted minus the
distane driven. Furthermore, sine truk 0 does not have a distane, it
reeives half the value of the truk with the lowest value. Hene, more
protable routes are more likely to be seleted.
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3. Unit Prot: The probability is proportional to 1 + ProfitOrder if Pro-
tOrder is positive and
−1
−1+ProfitOrder otherwise, where ProtOrder is the
prie of the best order minus the distane of this order divided by its
apaity. Again, truk 0 has half the value of the lowest one.
4. Unit Insertion Prot in Driven Truks: Now the probability is propor-
tional to 1+ProfitIns if ProtIns is positive and −1
−1+ProfitIns otherwise,
where ProtIns is the prie minus insertion distane in the losest driven
truk divided by the apaity demand of the best order. In this way, the
truk is favored whih has the order whih an be most protable inserted
into a driven truk.
Now we have two sets of seletion methods to selet orders. If we have a non-
driven truk, we need to selet the most protable orders to insert into a driven
truk, but if the truk was driven, we need to selet the worst orders to remove.
Hene, if the truk was not driven we have the seletion methods random, unit
prot, insertion prot and unit insertion prot.
1. Random: All orders have the same probability of being seleted.
2. Unit Prot: The probability is proportional to 1+ Profit
Capacity
if Prot is posi-
tive and
−1
−1+Profit∗Capacity otherwise, where Prot is the pries minus the dis-
tane of the sequene and Capaity is the demand of the order sequene.
There is no sequene in truk 0. Therefore, the rst order is hosen with
probability proportional to its prie divided by the demand. Then, other
orders are added at the beginning or the end of the sequene, where the
probability is proportional to the prie minus the least distane to the end
or beginning divided by the demand of the order. By doing so, the orders
that have the most unit prot are hosen to be removed.
3. Insertion Prot: The probability is proportional to 1+ProfitIns if Prof-
itIns is positive and
−1
−1+ProfitIns otherwise, where ProtIns is the prie
of the sequene of orders minus the insertion distane in the non-hosen
(driven if possible) truk losest for this sequene. Again, truk 0 needs
a dierent treatment, namely, eah order reeives a probability propor-
tional to its prot minus the insertion distane and they are drawn until
the needed number of orders is reahed. In this way, the protable se-
quenes to insert into other truks are taken out of the non-driven truk.
4. Unit Insertion Prot: Similar to Insertion Prot but now divided by the
apaity demands of the orders. Hene, the unit wise protable sequenes
are removed out of the non-driven truk.
However, if the truk was driven, then we have as seletion methods for orders
random, distane, average prot and unit average prot.
1. Random: All orders have the same probability of being seleted.
2. Distane: The probability is proportional to the sum of the start and
end order of this sequene ompared to the order before the start or after
the end, respetively. Hene, sequenes that are far away from the other
orders in the route have a higher probability of being removed.
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3. Average Prot: The probability is proportional to
1
1+Profit if Prot is
positive and 1−Profit otherwise, where Prot is the prie of the sequene
of orders minus the distane. By doing so, the orders whih have the least
prot have the highest probability to be removed.
4. Unit Average Prot: Similar to Average Prot but now divided by the
apaity demands of the orders.
If the orders were from a non-driven truk, then these orders are inserted into
the driven truk whih is not already hosen and that has the least insertion
distane of these orders. However, if the truk was driven, the next truk is the
truk, whih ould be driven or not, whih is not yet hosen, does not have an
average prot of more than two times the average prot of the removed orders
and has the least insertion distane of the orders.
The adaptive mehanism is as follows. If the move yielded a better solution than
the urrent one, then ζ = 9 points are awarded to all seletion methods used in
this move. After there have been nA = 7 of these Cyli moves, the probability
of eah method is adapted by the following formula: (1−γ)∗Pri+γ ∗Zi/(n
A
i ),
where γ = 0.4 is the adapting parameter, Pri is the urrent sore of seletion
method i, Zi is the amount of points olleted by seletion method i during
these nA moves and nAi is the number of times that this method is hosen.
3.3.5 Create
If there are some truks that are not driven, it ould be beneial to ll one
truk with protable orders. The seed of this new truk is determined by giving
eah non-driven order a sore whih is the sum of the prot, i.e., prie minus
distane to this order, of the ten best non-driven orders. The order whih has
the highest sore is hosen as seed. After this, the shifting method is applied
on the new truk, where the new truk is the reeiver and all the others are the
providers.
3.3.6 Destroy
It ould also be better to have a truk servie another area. The driven truk
whih will be destroyed is hosen randomly and all the orders in this truk are
moved to truk 0. After this, a new route is reated using the Create method
explained above.
3.3.7 Split
Sometimes, it ould be that it is more protable to reate two routes out of one
existing. A driven truk is hosen randomly and the route is divided over two
truks where the division is made at the largest distane between orders. The
rst part remains in the truk and the other part is transferred to a randomly
hosen non-driven truk (not truk 0), where the orders whih were in the hosen
truk are shifted to the virtual truk. After the realloation, the shifting method
is used to rell both aeted truks and the other truks are providers.
3.3.8 Bomb
Another move is to destrut an area around an order and rebuild it. Randomly
an order, whih ould be driven or not, is piked as the enter of the bomb and
is moved to the virtual truk. Repeatedly, the losest driven order, ompared
to the enter, is moved to truk 0, until there are at least the lower bound of
Trucks aeted and at least the ratio FirstOrders of the total driven orders
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are moved. In order to avoid aeting too many truks or orders, the removal
is stopped when the upper bound of Trucks are aeted or when the ratio
OtherOrders of the total driven orders are removed. After this, the shaking
method is used, where the reeivers are the aeted truks and the providers
are the others.
3.3.9 Remove Driven and Insert non-Driven: Jump
These moves are inspired by the ones of Arhetti et al. (2007), whih removes
orders from driven truks and inserts non-driven orders. A random number of
orders, whih is drawn from the bounds of FirstOrders, is randomly removed
from the driven truks. Then, non-driven orders, i.e., orders whih belong to
non-driven truks, are randomly drawn until the prie of these orders is at least
the prie of the orders removed from the driven truks. Finally, the non-driven
orders that were drawn are inserted into driven truks suh that the infeasibil-
ity is minimal and the additional insertion distane is minimized. The orders
removed from the driven truks are inserted into the virtual truk. Now the
truks are reevaluated and the infeasibility of the non-driven truks is removed
by randomly moving orders from the infeasible non-driven truk to truk 0 until
the infeasible non-driven truk is either feasible or it is driven.
3.3.10 Reseeding
Another destrution move is to remove parts of several routes and rebuild the
solution. Randomly a random number of driven truks, with the bounds of this
integer given by Trucks, is piked. From eah of these truks, a sequene of a
random number of orders, determined by FirstOrders is kept in the truk (this
sequene is at most the number of orders minus two) and the other orders are
moved to truk 0. After this, the shifting method is used where the adjusted
truks are reeivers and the others providers.
3.3.11 TabuSearh
In the nal moves, we reset some of the parameters of the Tabu Searh, followed
by a slightly longer Tabu Searh withNmin ∈ [200, 300],Nmax ∈ [1000, 1500] and
N
noimpr





∈ [0.5, 2], N
infeas
∈ [3, 5], t
lower




We have hosen to aept solutions that improve the urrent best solutions,
i.e., sloal, and if this solution is better than the global one, i.e., sglobal, then
the global solution is set to the urrent solution. To avoid being trapped in a
loal optimum, we allow a stritly deteriorating solution to be aepted with
a ertain probability, but only if no improvement of the urrent best solution
was found and there has been no deterioration for a ertain number of moves.
The probability to aept a deteriorating solution only depends on whether the
solution has a ost whih is stritly worse and on the amount of moves exeuted
without improvements of the urrent best solution, i.e., n
jump
. A solution is
never aepted before eah move is applied twie on the urrent solution and a
quadrati funtion is used whih inreases the probability to jump out of the
urrent solution. This gives the following aeptane riterion for a solution s:
s is aepted if f1(s) > f1(s







. When an improvement is found for the loal
solution or when a deteriorating solution is aepted, n
jump




An overview of the AVNS-Slow is presented in Algorithm 4. The initialization
is the same as in the other two heuristis, but is followed by two Tabu Searhes
with Nmin ∈ [150, 200], Nmax ∈ [500, 700], Nnoimpr ∈ [30, 60], λup ∈ [0.5, 2],
λ
down
∈ [0.5, 2], N
infeas
∈ [3, 6], t
lower
∈ [5, 10] and t
upper
∈ [13, 26]. The other
dierenes are explained in their respetive setions.
Algorithm 4 AVNS-Slow
1: {Initialization phase}
2: Generate initial solution sglobal and improve sglobal by using the Tabu Searh heuristi
3: {Searhing phase}
4: Set sloal ← sglobal and the shaking movesM = {0, ...,Mmax − 1}




















7: if κ == 0 then
8: Randomly permutateM
9: end if
10: {Shaking & Loal Searh}
11: for i=1to i=5 do
12: Set si ← sloal, exeute move M(κ) on si and improve si by using the Tabu Searh
heuristi
13: end for
14: Find the best si that is not equal to sloal and set s to that solution
15: {Aeptane}
16: if f(s) < f(sloal) then
17: sloal ← s
18: if f(s) < f(sglobal) then
19: sglobal ← s, n
noimpr

















28: if f(s) > f(sloal) and aept(n
jump
) then






















Sine the AVNS-Slow exeutes eah move 5 times and has less dierent moves,
we use less iterations. The AVNS-Slow stops when either there has been no
improvement of the best solution for N
noimpr
= 150 iterations and the urrent
best solution has not been improved for N
jump
= 2 ×Mmax = 34 iterations, or




Most of the moves are similar to the ones in the AVNS-Fast. However, there
are some small hanges. First, the solution is opied ve times and then the
shaking move is applied to eah of them, followed by a Tabu Searh with the
following parameters: N
min




[166, 233] and N
noimpr
between [20, 40]. The moves that did hange are shortly
disussed in their own setions.
Number Move #Truks #FirstOrders #OtherOrders #MaxOrders
1 CyliDriven [2,2℄ [3,4℄ [0,0℄
2 CyliDriven [2,2℄ [2,4℄ [2,4℄
3 CyliDriven [2,4℄ [3,4℄ [3,4℄
4 CyliDriven [3,5℄ [2,5℄ [2,5℄
5 CyliNotDriven [2,2℄ [3,5℄ [2,4℄
6 CyliNotDriven [2,3℄ [2,4℄ [2,4℄




11 Bomb [2, 4℄ [3,5℄ [0.1,0.2℄ [0.3,0.4℄
12 Bomb [3, 6℄ [7,9℄ [0.2,0.3℄ [0.4,0.5℄
13 Jump [4,9℄
14 Jump [7,12℄
15 Reseeding [1,3℄ [0.3,0.6℄
16 Reseeding [4,6℄ [0.6,0.7℄
17 TabuSearh
Table 2: The moves of AVNS-Slow, where the frequeny of eah move is 1.
3.5.3 Cyli-Driven and -NotDriven
Instead of using apaity as the fourth seletion move for orders in the Cyli-
Driven moves, we use a mixture of the distane in the route and the distane to
other routes.
4. Distane/Average Insertion Distane: The probability is proportional to
the sum of the the distanes of the start and the end order of this sequene
ompared with the order before the rst or the order after the last, re-
spetively, divided by the average insertion distane of the sequene in the
losest non-hosen driven truk. Hene, sequenes that are not lose to
other orders in this route but are lose to other routes are favored.
3.5.4 Destroy
Instead of always following the destrution of a route with the reation of a new
one, we have a probability, given by Trucks, to apply the reate move.
3.5.5 Bomb
Instead of having xed bounds we have the following random bounds: the min-
imum amount of truks is given by a random integer whih is drawn from the
bounds of Trucks, the maximum amount of truks from FirstOrders, the min-
imum ratio of orders from OtherOrders and the maximum ratio of orders from
MaxOrders.
3.5.6 Reseeding
Instead of drawing a number of orders, we draw a perentage, given by a random
number from the bounds of FirstOrders, of the orders as seed.
3.5.7 Tabu Searh
Again, the Tabu Searh has Nmin ∈ [150, 200], Nmax ∈ [500, 700], Nnoimpr ∈
[30, 60] and the other parameters are reset to λ
up





∈ [3, 6], t
lower





The dierene is when to aept a deteriorating solution: The solution s is
aepted if f1(s) > f1(s






}. Furthermore, when a solution is better than the
global one, set n
jump
= 0. However, if the solution is exatly the same as the




,Mmax}. Finally, if the solution was only an
improvement to the loal solution or it was aepted as a deteriorating move,
set n
jump




In this setion, we present the results of the R-TS, where a part omes form Hui-
jink et al. (2014), the AVNS-Fast and the AVNS-Slow and ompare it with the
heuristis from the literature. Our heuristis are oded using Mirosoft Visual
Studio Express 2013 for Windows Desktop in the language ++ on a laptop
equipped with Intel i5-2540 2.60GHZ and 4GB RAM running on Windows 7
SP1. Note that this laptop has two ores and uses multithreading, i.e., eah
physial ore is split into two logial ones. However, the ode was not paral-
lelized and sine other programs were running on the same laptop, it is unlikely
that the program did fully utilize a ore. This, together with the dierenes
in omputers used, languages, and maybe parallelization make it hazardous to
ompare the running times.
4.1 Benhmark instanes
The test instanes of Boldu et al. (2008) are modiations of the test instanes
of Christodes et al. (1979) (CE) and Golden et al. (1998) (G). In the CE
instanes, the number of orders ranges from 50 to 199, the number of truks
from 4 to 13, and the number of orders divided by truks (n̄) from 8.3 to 20.0.
For the G instanes, the number of orders ranges from 200 to 480, the number
of truks from 4 to 29, and the number of orders divided by truks from 12.0
to 60.0. Note that in the G instanes the rst 12 instanes have a large n̄,
while the last 8 have a n̄ between 12.0 and 16.6. The oordinates, demand and
apaity are kept, but all the time restritions, i.e., route-length, time-windows
and xed time per stop, are dropped. Additionally, the number of available
truks is set to ⌈0.8
∑n
i=1 qi⌉, i.e., there are just enough truks suh that 80% of
the orders an be delivered by the private eet, and eah truk has a variable
ost of 1. Furthermore, the xed ost F is the average route length within the
best known solution of the original instane with timing restritions, rounded
to the nearest integer whih is divisible by 20. Finally, the outsoure prie of
eah order is set as follows: Let n̄ be the total number of orders divided by the
number of truks and let qmin, qmax the minimum and maximum demand of the







1 if qi ∈ [qmin, qmin + η),
1.5 if qi ∈ [qmin + η, qmin + 2η),
2 if qi ∈ [qmin + 2η, qmax].




d0i), i.e., the ommon arrier osts onsist of an estimation of the xed osts
and a fator times the distane from the depot to the order. An overview of
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these test-instanes is presented in Boldu et al. (2008). Due to this priing,
the test-instanes have the harateristi that the outsouring is done out of
neessity instead of eieny. This is reeted by the fat that the AVNS-Slow,
whih has a average gap of 0.06% on the homogenous instanes, uses all the
available truks in 29 of these 34 instanes. Moreover, the AVNS-Slow delivers
on average 83% of the total apaity of the orders. To amend the issue that
the outsouring is only done out of neessity, we modied the test instanes
by halving the outsoure pries. This set of instanes, alled the Half-Original
instanes, are opies of the original instanes of Boldu et al. (2007), but now the
outsoure osts are halved, i.e., phalfi =
pi
2 . Furthermore, the instanes with the
original outsoure priing, and by inheritane the Half-Original priing, have as
additional harateristi that small orders are preferred upon larger ones. The
AVNS-Slow delivers on average 90% of the orders whih only have 83% of the
total apaity of the orders and this dierene is even larger for the Half-Orig
priing. Why this is the ase is illustrated in the following example.
Example 4.1. Suppose that we have four orders, where the harateristis are
given in Figure 1 with (number, demand, outsoure prie), and two truks eah














Figure 1: The orders and distanes.
illustrated in Table 3. This gives, aording to the settings in the original priing,
that the (rounded) xed osts per truk are 12 and the outsoure pries pi =
6+µi·d0i. This gives the following three best solutions together with the solutions
when everything is either outsoured or driven.
Orders Driven Truks Distane OutsoureCosts Total Costs
∅ 0 0 54 54
{3,4} 1 16 20 48
{1,2,3} 1 17 14 43
{1,2,4} 1 20 10 46
{1,2,3,4} 2 25 0 49
Table 3: The basi solutions and the three best.
This implies that delivering orders {1, 2, 3} is the best one an do, i.e., hoosing
two smaller orders (1 and 2) instead of one larger (4) even while the distane
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to deliver both 1 and 2 is larger. This is due to the xed ost
F
n̄
= 6 in the
formula of the priing together with that the other part of the priing, i.e.,
µid0i, annot be more than twie as large for orders that have the same distane
to the depot. In this ase, order 4 has also the lowest ratio of outsouring prie
divided by demand. However, the following modiation presented in Figure 2,
where order 4 is further away and has the highest prie, shows that there are
also simple examples where smaller orders are more protable in ases where

















Figure 2: The orders and distanes.
all orders is now 33, see Table 4. Hene, the (rounded) xed osts per truk are
16 and the outsoure pries are also slightly adjusted. The numbers in the three
solutions also hange and are given below.
Orders Driven Truks Distane OutsoureCosts Total Costs
∅ 0 0 70 70
{3,4} 1 22 24 62
{1,2,3} 1 17 24 57
{1,2,4} 1 21 22 59
{1,2,3,4} 2 33 0 65
Table 4: The basi solutions and the three best of the modied example.
△
To amend the issue that large orders are more likely to be outsoured and
to avoid that the outsoure prie is dependent on the distane to the depot,
we reated a third set of pries. This set of instanes, alled the New in-
stanes, again opies the original instanes, but now with the outsoure osts
as a proportion of the xed osts that the order apaity-wise onsumes times






). These new osts are still slightly dependent on the
distane sine the xed osts F is present in this formula and sine F is derived
from the best known solution in the original problem with timing restritions.




As is ommon pratie in the literature, we ran our heuristis 10 times and
reorded the best and average solution. A summary of the results is displayed
in Tables 5-8, while the detailed results an be found in Tables 9-13 in A. For
all methods, unless stated otherwise below, best orresponds to the average
deviation to the best known solutions (BKS) of the best found solution over the
10 runs, avg orresponds to the average deviation to the best known solutions
of the average solution of the 10 runs, CPU(s) orresponds to the average
running time of the 10 runs, and #BKS orresponds to the number of times
the method found the best known solution. A few notes on the heuristis in the
literature. For some heuristis only the best found solution is reported while
only one run is provided of the RIP (Boldu et al., 2008). Furthermore, the
heuristis of Cté and Potvin (2009) and Potvin and Naud (2011) use trunated
oordinates (Cté et al., 2014) whih implies that only a part of their results
an be ompared. Moreover, the Tabu Searh (TS) of Potvin and Naud (2011)
uses the same ode as in Cté and Potvin (2009) (TS25), but now with 50000
iterations instead of the 25000 as in Cté and Potvin (2009). Although the
number of iterations have been doubled, the results of the TS in Potvin and
Naud (2011) are muh worse. Finally, Kratia et al. (2012) reported the best
result found over 20 runs instead of the ommonly used 10 and the values of
the AVNS-RN are reverse engineered sine Stenger et al. (2013a) only provides
the urrent best-known solution and a gap. Therefore, the exat values of the
AVNS-RN in Table 9 ould be slightly dierent, but the inuene on the gaps
is negligible.
RIP TS25 TS TS+ GA AVNS AVNS-RN MS-LS MS-ILS UHGS R-TS AVNS-F AVNS-S
CE
best 1.09% 0.18% 0.45% 0.34% 4.42% 0.22% 0.18% 1.43% 0.09% 0.04% 0.25% 0.07% 0.04%
avg - 0.43% - - - - 0.43% 2.73% 0.33% 0.17% 0.80% 0.32% 0.21%
CPU(s) 178 50 119 125 154 177 174 19 368 615 80 167 479
#BKS 0 5 4 4 0 3 7 0 8 11 4 8 11
G
best 2.21% 0.43% 0.61% 0.58% 6.43% 0.0.86% 0.57% 2.87% 0.69% 0.33% 0.89% 0.25% 0.07%
avg - 0.68% - - - - 1.40% 3.76% 1.22% 0.64% 1.66% 0.61% 0.44%
CPU(s) 1655 485 1070 2820 7774 1094 1116 180 1437 2262 910 2349 7580
#BKS 0 0 0 0 0 0 0 0 0 7 0 1 6
Avg
best 1.75% 0.27% 0.51% 0.43% 5.60% 0.59% 0.57% 2.28% 0.44% 0.21% 0.63% 0.18% 0.06%
avg - 0.52% - - - - 1.01% 3.33% 0.86% 0.44% 1.30% 0.49% 0.34%
CPU(s) 1047 208 465 1105 4636 717 728 113 997 1584 568 1451 4656
Table 5: Comparison on homogenous instanes and original priing.
For the homogenous instanes with original priing, the AVNS-Slow has a gap
of 0.06% while the UHGS has 0.21% and the AVNS-Fast has 0.18%. Hene, the
AVNS-Slow loses the gap by over 71%. For the average solutions the gaps are
loser to eah other, 0.34% for the AVNS-Slow against 0.44% for the UHGS and
0.49% for the AVNS-Fast. This implies that the AVNS-Fast is omparable with
the UHGS, whih was the heuristi for the VRPPC and CPTP before ours with
the lowest gap (Vidal et al., 2014), but the AVNS-Fast nds fewer best known
solutions. Furthermore, note that the best solution of the UHGS sometimes
has a rather large gap of 1.73% (at G-12), while the largest gap of AVNS-Fast
is 0.81% (at G-07), and nally, for the AVNS-Slow it is only 0.29% (at G-10).
Moreover, the AVNS-Slow outperforms the UHGS on the G instanes with many
orders per truk (G-01 up to G-12), while the UHGS is slightly better at the
instanes with many truks. Finally, 2 new BKS solutions where found for the
CE instanes and 12 for the G instanes. The results show that using dierent
neighborhoods an be worthwhile sine our AVNS-Fast is muh better than the
AVNS(-RN) of Stenger et al. (2013a,b).
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RIP TS TS+ GA R-TS AVNS-F AVNS-S
CE
best 0.83% 0.58% 0.47% 3.83% 0.74% 0.31% 0.05%
avg - - - - 1.57% 0.99% 0.47%
CPU(s) 181 118 126 156 86 149 556
#BKS 0 1 1 0 1 2 9
G
best 2.08% 1.50% 0.53% 6.73% 1.49% 0.45% 0.02%
avg - - - - 2.53% 1.03% 0.54%
CPU(s) 1658 1358 4514 7745 829 2635 8573
#BKS 0 0 1 0 0 1 19
Avg
best 1.56% 0.94% 0.49% 5.53% 1.18% 0.39% 0.03%
avg - - - - 2.03% 1.02% 0.51%
CPU(s) 1050 603 1843 4620 523 1611 5272
Table 6: Comparison on heterogenous instanes and original priing.
The AVNS-Slow is better than the AVNS-Fast in the heterogenous ase with a
bigger dierene than in the homogenous ase, 0.04% against 0.39%. We found
8 new best known solutions for the CE instanes and 19 for the G instane.
Furthermore, the AVNS-Slow is muh better than the other heuristis. Table 7
shows the summary of the results of our three heuristis on the instanes with
half-original priing and Table 8 on the instanes with the new priing. The
results on these instanes are in line with what is found on the original instanes,
namely, the G instanes seem to be harder than the CE instanes and the ANVS-
Slow is the best heuristis, although it omes at a prie in running time, and
is losely followed by the AVNS-Fast. Finally, in Table 14 we present the
homogenous heterogenous
R-TS AVNS-F AVNS-S R-TS AVNS-F AVNS-S
CE
best 0.19% 0.06% 0.00% 0.68% 0.10% 0.03%
avg 0.63% 0.18% 0.10% 1.86% 0.36% 0.25%
CPU(s) 54 111 443 57 106 480
#BKS 8 10 12 2 8 11
G
best 1.05% 0.11% 0.04% 1.51% 0.19% 0.04%
avg 1.56% 0.50% 0.33% 2.38% 0.70% 0.44%
CPU(s) 866 2267 6901 761 2683 7434
#BKS 0 4 13 0 4 15
Avg
best 0.70% 0.09% 0.03% 1.19% 0.15% 0.03%
avg 1.19% 0.37% 0.24% 2.20% 0.57% 0.37%
CPU(s) 533 1382 4253 472 1624 4583
Table 7: Comparison on half-original priing.
homogenous heterogenous
R-TS AVNS-F AVNS-S R-TS AVNS-F AVNS-S
CE
best 0.24% 0.07% 0.02% 0.38% 0.12% 0.02%
avg 0.74% 0.25% 0.10% 0.91% 0.36% 0.23%
CPU(s) 55 113 394 55 100 442
#BKS 3 8 10 1 4 11
G
best 0.48% 0.16% 0.01% 0.66% 0.12% 0.01%
avg 0.86% 0.50% 0.21% 1.08% 0.42% 0.23%
CPU(s) 731 2085 5857 649 1989 5425
#BKS 0 0 18 0 8 16
Avg
best 0.39% 0.13% 0.01% 0.55% 0.12% 0.01%
avg 0.83% 0.37% 0.17% 1.02% 0.40% 0.23%
CPU(s) 454 1276 3617 406 1214 3385
Table 8: Comparison on new priing.
number of times, averaged over the ten runs of AVNS-Slow, that a move found
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an improvement on the G instanes with new priing. Furthermore, the average
improvement of eah move an be found in Table 15. These two tables show that
the destroy move is, ompared to the other moves, less promising. Additionally,
while both the reate and the split move do not often nd an improvement, they
are important for some instanes (G-12 and G-16) and often result in high gains
ompared to the other moves. Note that the results ould be slightly skewed
sine most moves will nd an improvement at the start of the AVNS-Slow.
5 Conlusions
We introdued several new neighborhoods and two heuristis to exploit these
dierent neighborhoods. The heuristis are tested on instanes in the litera-
ture and two new sets of instanes. Computational experiments show that the
new neighborhoods yield solutions that are signiantly better than the ones
obtained by other heuristis. Although the improvement in absolute numbers is
small, 0.21% for the UHGS and 0.06% for our AVNS-Slow for the homogenous
instanes with original priing, the relative improvement is a quite impressive
71%. Furthermore, many best known solutions have been improved. Note that
the results are more pronouned in the heterogenous ase and most of the best
known solutions are improved. While our results are impressive, they were
obtained without optimizing the dierent parameters. Therefore, additional
researh is needed to optimize the parameters. One ould also researh whih
neighborhoods are the most rewarding and new neighborhoods ould be reated,
espeially for instanes with many truks and a few orders per truk. Although
our heuristi is quite good when the eet is heterogenous, we did not inlude a
move for this ase, e.g., swithing the truks on routes. Finally, it is remark-
able that a variable neighborhood searh is more eetive when several dierent
neighborhoods are used.
This novel way of using many dierent neighborhoods ould be improved by re-
ating moves to handle many truks with a few orders, reating a sore method
for dierent moves similarly as for the seletion methods in the neighborhoods of
the Cyli moves, to name a few. Furthermore, several speeding up tehniques
ould be applied to the heuristis, e.g., using integers instead of doubles, paral-
lelization of the ode or using estimations or bounds to nd promising moves.
Other areas of researh are adding time-windows or other pratial restritions
to the heuristis.
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RIP TS25 TS+ TS GA AVNS AVNS-RN
Boldu et al. (2008) Cté and Potvin (2009) Potvin and Naud (2011) Potvin and Naud (2011) Kratia et al. (2012) Stenger et al. (2013b) Stenger et al. (2013a)
Instane BKS single CPU(s) best avg CPU(s) best CPU(s) best CPU(s) best CPU(s) best CPU(s) best avg CPU(s)
CE-01 1119.47 1132.91 25.0 1119.47 1119.47 8.5 1119.47 24.9 1119.47 24.3 1158.98 49.7 1123.95 92.5 1119.47 1124.06 81.2
CE-02 1814.52 1835.76 73.0 1814.52 1816.07 12.5 1814.52 33.9 1814.52 33.0 1893.66 91.2 1814.52 48.6 1814.52 1816.88 63.4
CE-03 1919.05 1959.65 107.0 1924.99 1930.28 34.7 1930.66 81.0 1921.10 78.6 1987.75 111.4 1920.86 212.1 1919.05 1931.52 258.1
CE-04 2505.39 2545.72 250.0 2515.50 2526.41 83.3 2525.17 200.6 2525.17 193.2 2668.87 204.1 2512.05 279.7 2509.20 2526.00 179.6
CE-05 3081.59 3172.22 474.0 3097.99 3112.25 128.3 3117.10 353.2 3113.58 309.9 3279.64 342.1 3099.77 228.6 3111.61 3121.21 132.9
CE-06 1207.47 1208.33 25.0 1207.47 1207.47 9.9 1207.47 25.2 1207.47 25.5 1233.20 47.3 1207.81 75.9 1207.47 1208.80 79.8
CE-07 2004.53 2006.52 71.0 2006.52 2010.96 14.0 2006.52 34.0 2006.52 32.7 2086.17 92.0 2013.93 50.9 2004.53 2008.74 61.0
CE-08 2052.05 2082.75 110.0 2055.64 2063.06 36.9 2056.59 81.6 2060.17 85.1 2130.82 113.8 2052.05 253.1 2052.05 2062.31 251.1
CE-09 2419.84 2443.94 260.0 2429.19 2433.86 83.3 2435.97 188.2 2438.43 185.3 2558.70 224.7 2432.51 259.0 2431.22 2439.94 190.8
CE-10 3373.84 3464.90 478.0 3393.41 3402.72 129.6 3401.83 345.7 3406.82 311.1 3598.36 358.7 3391.35 201.0 3389.09 3407.02 162.2
CE-11 2330.94 2333.03 195.0 2330.94 2336.59 54.6 2332.36 131.0 2353.39 126.3 2383.34 137.4 2332.21 316.0 2330.94 2332.34 370.5
CE-12 1952.86 1953.55 128.0 1952.86 1961.49 24.2 1952.86 59.5 1952.86 60.4 2042.84 111.0 1953.55 92.9 1953.64 1953.64 107.5
CE-13 2858.83 2864.21 188.0 2859.12 2863.96 53.7 2860.89 132.1 2882.70 130.0 2929.02 163.7 2858.94 278.5 2858.94 2860.94 351.4
CE-14 2213.02 2224.63 110.0 2214.14 2220.23 24.8 2219.97 64.2 2219.97 65.0 2338.22 103.8 2215.38 93.2 2215.45 2215.45 148.8
Avg 1.09 % 178.1 0.18 % 0.43 % 49.9 0.34 % 125.4 0.45 % 118.6 4.42 % 153.6 0.22 % 177.3 0.16 % 0.44 % 174.2
G-01 14111.95 14388.58 651.0 14910.52 629.3 14157.08 652.6 14155.86 14178.46 979.3
G-02 19140.69 19505.00 1178.0 20258.91 4568.4 19204.36 1558.4 19187.73 19283.51 1809.6
G-03 24368.29 24978.17 2061.0 25941.17 13529.3 24602.61 2356.1 24535.87 24706.75 2267.4
G-04 34231.56 34957.98 3027.0 36083.77 22360.7 34415.82 2500.9 34535.60 34682.98 2241.1
G-05 14223.63 14683.03 589.0 14875.44 1803.1 14272.32 1301.1 14276.20 14318.88 2263.5
G-06 21357.16 22260.19 1021.0 22440.03 4826.8 21440.79 1783.5 21396.38 21529.04 2049.0
G-07 23263.22 23963.36 1628.0 24621.42 11098.2 23375.60 2262.8 23434.04 23607.02 2107.7
G-08 29657.38 30496.18 2419.0 31326.38 12532.0 29797.62 2339.7 29819.94 29920.96 1907.3
G-09 1319.72 1341.17 832.0 1323.57 1324.87 274.7 1325.62 819.1 1328.14 611.0 1368.47 3236.9 1335.45 602.0 1332.04 1341.42 704.1
G-10 1583.50 1612.09 1294.0 1592.93 1598.14 471.2 1590.82 1762.3 1590.83 938.8 1646.20 7682.2 1604.50 978.4 1604.41 1615.02 864.9
G-11 2159.78 2198.45 2004.0 2166.66 2174.45 720.2 2173.80 3284.3 2172.28 1492.7 2235.24 17381.0 2189.02 1534.3 2188.65 2205.53 1311.0
G-12 2479.62 2521.79 2900.0 2490.01 2499.80 1071.4 2495.02 8587.6 2492.75 2309.7 2578.12 32100.7 2520.29 2043.9 2528.72 2542.11 1975.8
G-13 2258.02 2286.91 802.0 2271.29 2274.13 157.6 2274.12 504.5 2278.99 360.8 2347.49 1113.6 2291.83 116.5 2283.74 2294.41 170.8
G-14 2683.73 2750.75 1251.0 2693.35 2702.50 248.4 2703.31 976.9 2705.00 610.4 2796.74 2454.8 2708.22 183.5 2717.77 2728.54 215.6
G-15 3145.11 3216.99 1862.0 3157.31 3162.85 377.1 3161.26 1952.0 3158.92 924.8 3283.07 5083.7 3194.82 357.3 3177.52 3198.96 221.0
G-16 3620.71 3693.62 2778.0 3637.52 3645.80 556.4 3638.39 4675.1 3639.11 1313.7 3804.04 11131.3 3671.34 561.2 3674.68 3689.94 370.0
G-17 1666.31 1701.58 806.0 1898.36 372.9 1682.49 110.3 1672.02 1694.55 182.3
G-18 2730.55 2765.92 1303.0 3079.03 851.8 2741.80 156.4 2751.63 2761.05 211.5
G-19 3494.27 3576.92 1903.0 3940.71 1110.9 3507.94 194.1 3516.85 3530.97 234.3
G-20 4306.85 4378.13 2800.0 4823.76 1606.5 4332.44 290.3 4347.85 4358.94 241.3
Avg 2.21 % 1655.5 0.43 % 0.68 % 484.6 0.58 % 2820.2 0.61 1070.2 6.43 % 7773.7 0.86 % 1094.2 0.86 % 1.40 1116.4
TAvg 1.75 % 1047.1 0.27 % 0.52 % 208.0 0.43 % 1105.3 0.51 464.7 5.60 % 4636.0 0.59 % 716.6 0.57 % 1.01 728.4
Table 9: Comparison of heuristis in the literature on homogenous instanes with original priing: Part 1.
1
Note that the results from the Tabu Searhes of Cté and Potvin (2009) (TS25) and Potvin and Naud (2011) (TS and TS+) are omitted for
G-(H-)-01 up to G-(H-)-07 and from G-(H-)-17 to G-(H-)-20. This is beause the heuristis of Cté and Potvin (2009) and Potvin and Naud (2011)
aidently trunate the oordinates to integers when loading the instanes (Cté et al., 2014). The trunation implies that those instanes are
dierent and hene they annot be ompared.
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MS-LS MS-ILS UHGS R-TS ANVS-Fast AVNS-Slow
Vidal et al. (2014) Vidal et al. (2014) Vidal et al. (2014) Huijink et al. (2014) this paper this paper
Instane BKS best avg CPU(s) best avg CPU(s) best avg CPU(s) best avg CPU(s) best avg CPU(s) best avg CPU(s)
CE-01 1119.47 1121.32 1128.28 5.2 1119.47 1119.66 34.1 1119.47 1119.66 38.5 1119.47 1120.15 10.1 1119.47 1119.47 16.2 1119.47 1119.47 47.4
CE-02 1814.52 1840.71 1883.44 3.9 1814.52 1817.34 68.8 1814.52 1815.63 59.6 1814.52 1821.07 24.0 1814.52 1817.89 40.5 1814.52 1817.06 95.8
CE-03 1919.05 1943.64 1958.80 17.0 1922.18 1929.60 258.1 1919.05 1922.88 476.8 1921.20 1930.42 50.9 1921.10 1928.96 94.0 1919.05 1925.08 236.7
CE-04 2505.39 2548.29 2568.49 26.3 2505.39 2516.12 576.7 2505.39 2509.82 934.7 2520.88 2529.49 122.4 2506.40 2521.85 265.1 2509.81 2518.14 642.7
CE-05 3081.59 3181.86 3201.29 29.3 3090.53 3102.95 620.7 3081.59 3095.58 1289.3 3096.61 3110.45 234.5 3086.88 3102.68 496.4 3090.49 3101.40 1437.2
CE-06 1207.47 1207.47 1216.57 5.8 1207.47 1207.56 36.5 1207.47 1207.47 38.5 1207.47 1208.43 11.2 1207.47 1207.56 15.0 1207.47 1207.47 44.2
CE-07 2004.53 2046.62 2079.67 4.1 2006.52 2022.93 71.2 2006.52 2012.33 73.2 2004.88 2011.64 26.1 2004.53 2009.03 33.0 2004.53 2009.58 98.6
CE-08 2052.05 2088.10 2100.59 17.3 2054.64 2062.21 263.4 2052.05 2057.57 500.3 2065.16 2072.62 51.0 2058.22 2068.52 111.4 2052.05 2059.56 239.6
CE-09 2419.84 2478.01 2505.24 25.9 2428.03 2433.28 482.1 2424.32 2428.19 1241.0 2438.35 2447.73 134.0 2425.41 2431.26 309.2 2420.71 2426.35 953.9
CE-10 3373.84 3462.56 3491.59 30.1 3382.23 3393.78 714.9 3381.67 3387.12 1229.9 3399.95 3413.53 219.5 3380.43 3392.14 554.5 3373.84 3388.22 1704.1
CE-11 2330.94 2343.03 2408.13 37.5 2330.94 2336.06 891.7 2330.94 2331.13 1202.9 2330.94 2392.91 68.7 2330.94 2338.09 132.1 2330.94 2330.94 399.0
CE-12 1952.86 1970.05 1982.06 8.7 1952.86 1953.13 113.6 1952.86 1953.13 150.8 1953.55 1966.32 47.5 1952.86 1953.13 85.1 1952.86 1952.86 183.6
CE-13 2858.83 2909.83 3025.26 40.1 2858.83 2859.01 881.6 2858.83 2859.07 1184.9 2858.94 2892.05 75.8 2858.83 2859.19 130.9 2858.83 2858.92 437.8
CE-14 2213.02 2215.38 2226.44 9.7 2213.02 2213.02 144.8 2213.02 2213.02 189.8 2214.11 2214.32 42.2 2213.02 2214.24 55.2 2213.02 2213.78 185.2
Avg 1.43 % 2.73 % 18.6 0.09 % 0.33 % 368.4 0.04 % 0.17 % 615.0 0.25 % 0.80 % 79.8 0.07 % 0.32 % 167.0 0.04 % 0.21 % 479.0
G-01 14111.95 14272.27 14329.96 102.5 14151.74 14165.45 1811.6 14131.18 14151.51 2405.9 14215.96 14255.60 327.2 14159.16 14178.79 754.8 14129.48 14163.43 2433.9
G-02 19140.69 19417.12 19524.50 209.6 19142.75 19191.56 1828.1 19166.58 19190.77 2409.9 19427.81 19570.07 701.9 19145.09 19212.59 1573.0 19140.69 19254.23 6630.0
G-03 24368.29 24916.33 25038.41 415.2 24493.16 24609.36 1828.8 24409.02 24588.29 2418.1 24815.06 25175.22 1282.0 24435.85 24584.51 3224.4 24406.67 24566.00 11062.8
G-04 34231.56 34883.27 35182.78 639.2 34708.93 34907.49 1864.6 34362.80 34517.47 2421.1 34650.73 35012.77 1853.4 34285.64 34485.85 4939.1 34231.56 34425.00 15875.4
G-05 14223.63 14492.24 14735.12 199.1 14255.09 14373.87 1817.4 14223.63 14296.07 2408.0 14398.20 14627.22 311.4 14223.63 14305.10 414.3 14229.50 14261.06 1591.3
G-06 21357.16 21741.15 22024.07 285.3 21382.16 21546.18 1834.2 21396.60 21488.29 2411.4 21624.94 21979.24 656.2 21509.52 21564.90 825.5 21357.16 21440.38 4337.2
G-07 23263.22 23751.10 23980.00 381.3 23407.50 23547.12 1830.5 23373.38 23463.05 2414.9 23807.31 24096.44 1039.2 23452.22 23570.53 2156.5 23263.22 23440.51 7585.3
G-08 29657.38 30271.82 30459.11 447.7 29953.21 30064.28 1856.4 29823.18 29918.06 2415.6 29960.57 30181.65 1694.4 29717.00 29874.71 3917.1 29657.38 29864.19 12316.5
G-09 1319.72 1370.26 1397.08 60.7 1332.09 1339.06 1305.4 1328.65 1332.63 2323.4 1323.25 1328.30 458.9 1321.20 1324.08 1211.1 1320.29 1325.79 3852.0
G-10 1583.50 1664.96 1682.31 95.9 1595.45 1617.58 1709.2 1597.61 1603.82 2342.3 1586.47 1595.64 684.9 1583.78 1590.01 2096.5 1588.05 1592.14 6922.9
G-11 2159.78 2248.04 2281.79 163.3 2196.75 2228.23 1811.6 2182.01 2192.68 2405.2 2167.57 2180.98 1203.8 2164.63 2173.27 3850.1 2163.50 2172.45 12303.3
G-12 2479.62 2624.19 2652.57 236.9 2540.92 2553.40 1818.0 2522.64 2529.84 2407.2 2493.57 2511.72 2074.2 2480.21 2493.22 7812.0 2483.06 2493.94 19555.0
G-13 2258.02 2319.74 2337.43 29.2 2274.19 2277.57 513.1 2258.02 2261.50 1412.7 2273.85 2284.81 218.3 2266.43 2272.29 523.2 2261.66 2264.92 2260.2
G-14 2683.73 2764.11 2791.23 43.5 2701.78 2708.56 917.7 2683.73 2687.50 1935.7 2694.86 2710.24 396.6 2694.34 2699.00 1163.7 2684.66 2689.99 4838.5
G-15 3145.11 3272.34 3296.86 61.8 3170.50 3177.53 1480.3 3145.11 3152.00 2301.4 3168.79 3174.45 1014.1 3151.41 3161.40 2344.9 3150.67 3156.84 8198.0
G-16 3620.71 3794.17 3811.80 89.7 3641.69 3672.62 1755.0 3620.71 3632.04 2450.1 3641.54 3683.87 1086.1 3633.69 3645.61 3558.9 3624.56 3633.76 12741.7
G-17 1666.31 1708.26 1717.55 19.4 1669.59 1677.37 379.0 1666.31 1671.72 1805.3 1676.52 1683.68 365.5 1666.96 1674.11 782.5 1666.31 1672.81 1878.0
G-18 2730.55 2793.63 2801.70 27.7 2734.81 2741.10 582.7 2730.55 2733.12 2035.0 2737.70 2749.69 604.5 2735.65 2739.57 1144.7 2731.28 2734.86 3916.6
G-19 3494.27 3570.94 3585.64 36.6 3508.53 3515.47 712.9 3497.20 3504.26 1989.5 3530.26 3538.79 961.2 3502.05 3509.68 1943.4 3494.28 3499.55 5225.4
G-20 4306.85 4405.90 4433.41 45.9 4316.28 4333.59 1079.2 4312.45 4319.37 2523.0 4347.73 4375.36 1267.8 4320.54 4331.77 2750.6 4307.63 4314.48 8081.6
Avg 2.87 % 3.76 % 179.5 0.69 % 1.22 % 1436.8 0.33 % 0.64 % 2261.8 0.89 % 1.66 % 910.1 0.25 % 0.61 % 2349.3 0.07 % 0.44 % 7580.3
TAvg 2.28 % 3.33 % 113.3 0.44 % 0.86 % 996.9 0.21 % 0.44 % 1583.7 0.63 % 1.30 % 568.2 0.18 % 0.49 % 1450.7 0.06 % 0.34 % 4656.2
Table 10: Comparison of heuristis in the literature on homogenous instanes with original priing: Part 2.
1
In the paper of Vidal et al. (2014), the running times are not given. These times were provided by him by email.
2
5
RIP TS+ TS GA R-TS AVNS-Fast AVNS-Slow
Boldu et al. (2008) Potvin and Naud (2011) Potvin and Naud (2011) Kratia et al. (2012) Huijink et al. (2014) this paper this paper
Instane BKS single CPU(s) best CPU(s) best CPU(s) best CPU(s) best avg CPU(s) best avg CPU(s) best avg CPU(s)
CE-H-01 1191.70 1192.72 26.0 1191.70 26.0 1191.70 25.7 1203.27 49.2 1191.70 1193.00 10.1 1191.70 1194.22 15.3 1191.70 1193.09 53.0
CE-H-02 1789.41 1798.26 72.0 1791.21 34.8 1795.51 33.7 1860.84 94.4 1795.91 1804.13 25.2 1796.13 1802.79 39.4 1789.41 1799.19 129.1
CE-H-03 1916.81 1934.85 105.0 1917.96 80.8 1926.33 79.0 1988.73 109.3 1922.82 1936.32 52.4 1916.81 1927.28 82.9 1917.46 1924.47 236.2
CE-H-04 2468.63 2493.93 251.0 2481.68 198.5 2481.64 195.6 2622.24 206.1 2484.79 2499.79 128.6 2477.69 2491.28 180.3 2468.63 2480.63 916.8
CE-H-05 3123.07 3195.66 490.0 3143.01 342.4 3143.92 295.9 3314.16 340.4 3152.15 3167.93 257.3 3135.83 3150.62 529.8 3123.07 3136.80 1682.0
CE-H-06 1204.48 1210.23 25.0 1206.82 25.1 1206.82 25.4 1210.75 51.5 1205.77 1209.52 11.9 1206.82 1211.36 16.0 1204.48 1207.75 59.9
CE-H-07 2025.98 2042.79 74.0 2031.85 32.0 2035.90 32.5 2108.23 90.4 2034.98 2041.41 24.6 2033.42 2039.31 44.2 2025.98 2032.50 119.8
CE-H-08 1983.96 2015.72 112.0 1986.51 84.5 1991.23 81.4 2057.75 119.2 1987.54 2004.60 53.1 1989.21 1995.29 92.2 1983.96 1987.58 326.7
CE-H-09 2425.06 2445.88 267.0 2447.58 193.0 2445.49 188.9 2601.96 233.7 2461.18 2471.66 129.5 2444.36 2453.97 264.5 2425.06 2446.58 1000.2
CE-H-10 3250.15 3304.69 482.0 3272.37 342.4 3271.70 309.5 3415.40 382.5 3271.86 3288.80 245.5 3267.88 3281.33 429.9 3254.66 3262.88 1937.1
CE-H-11 2302.46 2308.76 188.0 2336.51 133.9 2325.74 127.0 2381.52 139.5 2365.32 2418.32 88.7 2312.92 2371.09 144.2 2305.73 2313.60 527.6
CE-H-12 1908.05 1908.74 130.0 1915.05 60.4 1912.47 60.7 1954.80 109.7 1925.45 1937.72 50.9 1908.93 1934.57 65.3 1908.05 1919.17 192.8
CE-H-13 2832.88 2842.18 195.0 2868.13 136.5 2872.14 125.0 2883.67 143.9 2844.41 2925.09 77.2 2836.09 2863.02 104.0 2833.77 2847.97 404.7
CE-H-14 1907.74 1920.36 114.0 1907.75 67.2 1925.46 65.8 1988.79 111.6 1928.71 1948.96 51.4 1916.45 1929.76 72.6 1913.55 1925.31 198.9
Avg 0.83 % 180.8 0.47 % 125.5 0.58 % 117.6 3.83 % 155.8 0.74 % 1.57 % 86.2 0.31 % 0.99 % 148.6 0.05 % 0.47% 556.1
G-H-01 14084.33 14408.31 647.0 14812.40 661.9 14220.30 14315.62 332.8 14175.86 14197.77 643.2 14084.33 14123.48 3608.8
G-H-02 18403.41 18663.15 1254.0 19395.20 4757.0 18561.79 18737.67 699.9 18482.03 18533.04 2242.3 18403.41 18523.85 8184.2
G-H-03 24949.88 25561.55 2053.0 26523.43 1404.3 25315.53 25740.72 1119.7 25049.48 25209.63 2775.0 24949.88 25127.31 11445.1
G-H-04 34147.04 35495.66 2904.0 36261.53 23744.7 34654.94 35062.09 1679.5 34362.17 34476.52 4289.3 34147.04 34405.37 14821.2
G-H-05 15423.65 16138.50 512.0 16254.20 889.6 15647.09 15879.83 249.4 15423.65 15565.58 358.9 15423.65 15491.65 1619.8
G-H-06 19695.40 20329.04 1005.0 20717.86 5350.7 20030.05 20275.03 549.4 19742.57 19905.66 1161.2 19695.40 19868.59 4414.2
G-H-07 23394.23 24184.83 1608.0 24727.21 10955.3 23893.59 24162.40 886.0 23532.62 23638.61 2420.2 23394.23 23544.57 9853.6
G-H-08 27111.30 27710.66 2584.0 27334.84 18625.2 27521.28 3408.2 28605.47 23568.1 27446.57 27738.53 1452.9 27155.11 27305.97 4593.2 27111.30 27343.98 17610.4
G-H-09 1325.09 1346.03 814.0 1329.27 1829.3 1331.11 592.7 1386.03 3259.7 1346.36 1356.71 403.6 1330.30 1344.25 1060.9 1325.09 1330.04 4634.4
G-H-10 1551.92 1575.82 1332.0 1555.59 1564.3 1554.96 1087.1 1622.14 8750.4 1582.04 1591.64 724.0 1568.51 1575.60 1887.8 1551.92 1560.45 7680.1
G-H-11 2188.14 2218.91 2140.0 2195.83 3207.9 2191.23 1445.5 2266.04 14759.3 2216.85 2227.39 1110.8 2199.48 2216.19 3570.7 2188.14 2197.42 10844.3
G-H-12 2482.92 2510.07 2970.0 2482.92 4224.0 2535.00 2108.3 2580.32 32527.2 2539.58 2547.00 1773.3 2496.50 2519.29 8742.8 2491.08 2510.01 22103.2
G-H-13 2216.80 2253.45 733.0 2237.38 1801.3 2231.88 405.8 2330.81 1256.3 2260.02 2266.93 243.0 2229.22 2243.92 921.0 2216.80 2227.53 2819.4
G-H-14 2653.58 2711.81 1246.0 2684.70 1042.9 2685.51 630.3 2809.86 2687.7 2690.26 2726.82 343.0 2660.89 2675.40 1646.0 2653.58 2664.39 5595.0
G-H-15 3111.08 3156.93 1895.0 3127.33 2111.2 3123.60 976.6 3285.70 5963.1 3147.99 3168.74 853.5 3134.03 3148.68 2402.7 3111.08 3124.36 8458.0
G-H-16 3608.27 3649.09 2785.0 3621.85 6217.4 3853.21 1571.2 3780.43 10786.4 3672.97 3682.11 1334.9 3621.89 3649.42 4877.1 3608.27 3624.19 14078.1
G-H-17 1689.30 1705.48 762.0 1932.18 389.1 1705.92 1716.15 305.5 1696.72 1700.91 1068.0 1689.30 1695.24 2661.4
G-H-18 2736.29 2759.99 1299.0 3062.08 729.9 2757.40 2775.02 512.1 2738.17 2752.74 1741.4 2736.29 2740.59 3760.1
G-H-19 3451.70 3517.48 1892.0 3892.96 1004.0 3505.20 3534.22 841.5 3461.47 3486.10 2570.1 3451.70 3462.83 7257.6
G-H-20 4321.06 4413.82 2733.0 4865.32 1450.4 4399.10 4435.14 1167.4 4345.29 4364.39 3737.8 4321.06 4341.49 10005.3
Avg 2.08 % 1658.4 0.53 % 4513.7 1.50 % 1358.4 6.73 % 7744.7 1.49 % 2.35 % 829.1 0.45 % 1.03 % 2635.5 0.02 % 0.54% 8572.7
TAvg 1.56 % 1050.0 0.49 % 1842.7 0.94 % 603.1 5.53 % 4619.9 1.18 % 2.03 % 523.2 0.39 % 1.02 % 1611.5 0.03 % 0.51% 5271.7
Table 11: Comparison of heuristis in the literature on heterogenous instanes with original priing.
2
6
R-TS AVNS-Fast AVNS-Slow R-TS AVNS-Fast AVNS-Slow
Huijink et al. (2014) this paper this paper Huijink et al. (2014) this paper this paper
Instane BKS best avg CPU(s) best avg CPU(s) best avg CPU(s) Instane BKS best avg CPU(s) best avg CPU(s) best avg CPU(s)
CE-01 940.66 940.66 940.66 8.2 940.66 940.66 18.4 940.66 940.66 53.4 CE-H-01 977.38 977.38 983.18 8.4 977.38 977.38 16.9 977.38 977.38 52.3
CE-02 1605.51 1605.51 1608.00 15.1 1605.51 1607.48 26.1 1605.51 1607.05 122.3 CE-H-02 1583.65 1585.32 1592.20 18.9 1585.32 1585.47 33.4 1585.32 1585.33 147.1
CE-03 1706.18 1706.18 1723.93 28.4 1706.18 1706.78 58.8 1706.18 1706.66 243.1 CE-H-03 1688.51 1708.63 1724.24 30.0 1688.51 1692.05 48.2 1688.51 1691.50 234.8
CE-04 2237.96 2247.35 2259.89 97.6 2245.37 2250.13 189.3 2237.96 2243.47 515.5 CE-H-04 2205.69 2214.48 2250.90 90.0 2207.15 2213.60 199.3 2205.69 2213.08 729.9
CE-05 2770.34 2795.24 2818.86 149.0 2777.37 2791.48 328.7 2770.34 2778.85 1481.1 CE-H-05 2791.55 2822.16 2854.05 161.0 2804.41 2815.80 310.0 2791.55 2801.69 1662.1
CE-06 985.66 985.66 985.66 7.8 985.66 985.66 18.6 985.66 985.66 63.0 CE-H-06 977.38 977.38 986.10 7.6 977.38 977.38 12.6 977.38 977.38 58.3
CE-07 1721.33 1721.33 1722.70 14.3 1721.33 1721.33 26.5 1721.33 1721.33 129.7 CE-H-07 1704.52 1713.37 1732.40 15.8 1704.52 1705.44 27.2 1704.52 1704.52 129.0
CE-08 1804.49 1804.68 1808.73 25.4 1804.49 1804.49 61.7 1804.49 1804.49 237.1 CE-H-08 1789.60 1796.14 1814.53 31.9 1790.59 1795.16 55.5 1789.60 1792.03 312.4
CE-09 2250.46 2259.03 2272.57 91.4 2254.69 2261.07 166.3 2250.68 2255.55 807.6 CE-H-09 2229.19 2260.34 2282.47 94.3 2236.01 2244.82 166.6 2232.48 2238.13 741.2
CE-10 3024.15 3037.10 3051.76 152.8 3025.90 3034.87 426.9 3024.36 3031.39 1361.9 CE-H-10 2958.74 2992.47 3020.20 164.1 2968.81 2977.85 359.3 2958.74 2966.11 1644.8
CE-11 2172.90 2172.90 2187.15 45.6 2172.90 2172.90 64.9 2172.90 2172.90 439.7 CE-H-11 2144.23 2163.30 2232.65 52.6 2144.23 2164.79 81.4 2146.69 2167.80 312.0
CE-12 1800.85 1800.85 1817.46 36.9 1800.85 1802.52 57.2 1800.85 1800.85 164.4 CE-H-12 1759.78 1784.74 1804.19 39.1 1759.78 1768.62 53.5 1759.78 1765.97 179.7
CE-13 2626.79 2626.79 2641.49 49.5 2626.79 2626.79 58.5 2626.79 2626.79 385.2 CE-H-13 2611.25 2625.99 2666.18 52.0 2611.25 2617.35 71.3 2611.25 2616.82 310.1
CE-14 1922.85 1932.46 1933.59 34.7 1922.85 1925.38 47.2 1922.85 1927.92 203.9 CE-H-14 1742.97 1749.66 1766.54 34.2 1742.97 1744.69 43.6 1742.97 1743.13 201.8
Avg 0.19 % 0.63 % 54.0 0.06 % 0.18 % 110.6 0.00 % 0.10 % 443.4 Avg 0.68 % 1.86 % 57.1 0.10 % 0.36 % 105.6 0.03 % 0.25 % 479.7
G-01 12436.61 12515.67 12575.64 380.2 12443.83 12473.49 584.6 12436.61 12470.22 1805.9 G-H-01 12388.53 12468.29 12562.88 327.7 12388.53 12458.77 812.6 12388.67 12450.85 2214.1
G-02 17776.73 18085.95 18177.09 723.1 17785.73 17888.16 1449.8 17798.71 17851.93 6159.2 G-H-02 17647.94 17911.18 18015.02 683.1 17680.53 17755.04 1846.4 17647.94 17712.64 6188.3
G-03 23059.15 23542.31 23791.36 1380.6 23059.15 23161.63 3802.2 23093.44 23187.79 10620.9 G-H-03 23185.22 23705.36 23837.41 1153.8 23196.85 23365.56 3637.1 23217.38 23303.71 12854.1
G-04 30502.95 31401.51 31643.91 2127.9 30502.95 30743.75 6024.1 30582.02 30701.44 15880.1 G-H-04 30562.87 31515.65 31754.33 1719.2 30562.87 30745.98 5750.9 30595.08 30727.85 15815.3
G-05 13504.63 13620.64 13808.72 274.0 13549.86 13565.68 442.0 13510.42 13539.15 1203.6 G-H-05 13628.09 13989.77 14088.29 209.6 13737.34 13757.65 387.7 13628.09 13708.55 1111.3
G-06 18804.73 19131.60 19316.61 589.7 18810.01 18943.16 1356.5 18804.73 18904.76 3196.8 G-H-06 18657.87 19139.17 19309.62 492.1 18698.61 18820.31 1153.7 18657.87 18732.83 4321.8
G-07 21676.11 22198.97 22338.11 1047.8 21676.11 21835.66 3004.9 21701.00 21759.72 8149.5 G-H-07 21667.02 22307.68 22410.60 878.2 21677.33 21818.77 2937.1 21667.02 21755.58 8852.1
G-08 26262.70 26795.63 26956.80 1639.6 26262.70 26437.72 3838.7 26270.65 26369.04 11898.5 G-H-08 25605.72 26220.00 26373.02 1425.8 25605.72 25825.78 4948.0 25701.52 25846.74 15225.8
G-09 1208.17 1210.49 1215.13 357.1 1210.15 1213.28 1017.3 1208.17 1210.48 3028.9 G-H-09 1189.89 1196.27 1219.74 317.2 1191.10 1199.68 1206.1 1189.89 1196.42 3085.1
G-10 1459.31 1467.58 1472.40 619.0 1461.32 1467.08 2686.0 1459.31 1463.96 5932.9 G-H-10 1419.46 1430.80 1444.11 588.2 1419.67 1426.49 2272.4 1419.46 1425.22 5763.5
G-11 1989.39 2003.58 2008.89 1011.5 1990.65 2001.80 3357.5 1992.44 1999.34 10556.3 G-H-11 1994.00 2003.06 2028.53 984.7 1998.34 2016.69 3670.1 1994.00 2004.07 11671.8
G-12 2308.00 2331.91 2337.43 1594.8 2313.66 2326.35 4292.4 2308.00 2321.32 16791.0 G-H-12 2294.19 2319.86 2349.60 1402.3 2296.31 2316.75 7551.0 2294.19 2304.20 16820.4
G-13 1864.50 1871.21 1876.80 295.2 1867.66 1873.54 660.7 1864.50 1869.14 2382.9 G-H-13 1822.11 1836.60 1850.56 261.0 1824.70 1831.04 770.5 1822.11 1827.18 1929.4
G-14 2273.69 2278.74 2289.17 538.8 2275.42 2282.32 1190.6 2273.69 2279.73 3939.8 G-H-14 2216.72 2234.72 2253.12 468.5 2217.67 2225.52 1826.2 2216.72 2224.22 3650.2
G-15 2727.13 2742.70 2747.59 803.1 2728.51 2736.12 2371.4 2727.13 2733.24 6804.9 G-H-15 2665.05 2690.17 2710.19 760.4 2665.05 2675.88 3163.2 2668.01 2675.72 6414.7
G-16 3194.65 3214.05 3220.45 1425.5 3201.93 3209.86 3811.3 3194.65 3203.14 11057.4 G-H-16 3133.58 3158.71 3183.54 1237.2 3138.99 3144.90 4869.7 3133.58 3144.02 10913.1
G-17 1506.42 1514.64 1520.32 244.5 1508.83 1510.51 447.1 1506.42 1508.23 1794.6 G-H-17 1484.19 1496.98 1509.74 234.7 1490.03 1494.31 508.3 1484.19 1488.67 2381.9
G-18 2420.46 2430.18 2436.72 520.7 2424.70 2426.59 840.5 2420.46 2422.93 3122.4 G-H-18 2389.68 2416.87 2443.22 419.7 2399.25 2403.82 1343.3 2389.68 2393.91 4120.3
G-19 3099.49 3118.98 3131.01 756.3 3106.97 3112.98 1618.6 3099.49 3105.88 5261.1 G-H-19 3039.23 3104.18 3118.94 670.9 3052.30 3063.66 1937.3 3039.23 3049.80 6645.9
G-20 3886.86 3915.36 3923.88 986.0 3888.46 3898.38 2551.2 3886.86 3892.43 8428.8 G-H-20 3832.45 3901.84 3930.85 981.8 3850.45 3865.79 3070.5 3832.45 3847.81 8697.7
Avg 1.05 % 1.56 % 865.8 0.11 % 0.50 % 2267.4 0.04 % 0.33 % 6900.8 Avg 1.51 % 2.38 % 760.8 0.19 % 0.70 % 2683.1 0.04 % 0.44 % 7433.8
Tavg 0.70 % 1.19 % 532.9 0.09 % 0.37 % 1382.0 0.03 % 0.24 % 4253.3 Tavg 1.19 % 2.20 % 472.5 0.15 % 0.57 % 1624.4 0.03 % 0.37 % 4582.9
Table 12: Comparison of our heuristis on the instanes with half-original priing.
2
7
R-TS AVNS-Fast AVNS-Slow R-TS AVNS-Fast AVNS-Slow
Huijink et al. (2014) this paper this paper Huijink et al. (2014) this paper this paper
Instane BKS best avg CPU(s) best avg CPU(s) best avg CPU(s) Instane BKS best avg CPU(s) best avg CPU(s) best avg CPU(s)
CE-01 1082.37 1082.37 1084.47 6.7 1082.37 1083.71 11.1 1082.37 1082.37 68.7 CE-H-01 1189.28 1190.90 1194.70 7.5 1189.28 1190.69 12.2 1189.28 1189.96 48.7
CE-02 1764.02 1769.18 1772.25 14.3 1764.02 1768.74 24.7 1764.02 1765.48 143.0 CE-H-02 1676.73 1676.73 1685.66 16.8 1676.73 1680.68 25.8 1676.73 1677.66 116.2
CE-03 1779.45 1787.64 1796.86 30.2 1783.00 1785.13 64.7 1782.66 1783.89 242.2 CE-H-03 1714.44 1732.17 1739.06 38.6 1716.18 1719.61 50.7 1714.44 1719.19 224.6
CE-04 2290.51 2305.44 2319.44 80.9 2293.07 2301.22 180.7 2291.79 2294.44 736.7 CE-H-04 2216.66 2220.75 2237.37 90.8 2221.82 2226.70 154.3 2216.66 2222.46 560.8
CE-05 2780.37 2788.17 2799.96 146.5 2784.57 2792.04 235.1 2780.37 2784.69 1232.4 CE-H-05 2720.67 2738.90 2750.17 159.8 2729.34 2738.32 263.9 2721.72 2730.18 1208.1
CE-06 1202.26 1202.26 1208.13 7.0 1202.26 1202.62 12.6 1202.26 1202.26 36.7 CE-H-06 1167.81 1173.22 1174.83 7.0 1168.29 1169.50 13.0 1167.81 1168.06 53.7
CE-07 1983.37 1987.44 1997.00 17.4 1983.37 1987.70 37.7 1983.37 1983.52 117.4 CE-H-07 1945.28 1956.60 1963.40 18.0 1945.28 1954.24 29.2 1945.28 1955.11 134.3
CE-08 1948.95 1950.02 1966.43 32.2 1948.95 1952.61 78.0 1948.95 1949.99 185.9 CE-H-08 1881.24 1890.61 1900.02 31.1 1883.61 1887.29 62.7 1881.24 1885.15 277.6
CE-09 2310.51 2330.64 2341.48 67.0 2318.01 2325.42 183.7 2310.51 2318.37 606.9 CE-H-09 2248.22 2266.16 2281.09 86.8 2261.08 2266.24 150.7 2248.22 2254.21 719.5
CE-10 3150.98 3157.35 3171.65 182.5 3158.20 3165.19 407.3 3152.73 3157.29 1105.9 CE-H-10 3043.12 3053.87 3070.88 154.1 3045.31 3058.24 307.0 3044.75 3050.71 1440.8
CE-11 2203.91 2204.53 2211.57 45.8 2204.53 2205.18 95.2 2205.16 2205.38 363.0 CE-H-11 2087.08 2087.67 2098.38 52.2 2087.43 2088.90 110.9 2087.08 2090.06 443.5
CE-12 1894.10 1894.10 1902.76 36.7 1894.10 1896.49 52.8 1894.10 1894.10 172.5 CE-H-12 1810.05 1813.47 1822.05 33.0 1810.56 1815.12 59.0 1810.05 1813.13 279.5
CE-13 2857.77 2857.91 2865.42 79.3 2857.77 2861.62 119.8 2857.77 2859.08 333.4 CE-H-13 2785.92 2791.48 2826.10 47.2 2791.48 2802.87 80.6 2791.26 2800.95 464.3
CE-14 2083.85 2091.04 2117.77 21.7 2083.85 2084.82 75.7 2083.85 2084.95 175.8 CE-H-14 1764.69 1767.39 1778.25 32.2 1764.69 1766.14 72.7 1764.69 1765.76 220.2
Avg 0.24 % 0.74 % 54.9 0.07 % 0.25 % 112.8 0.02 % 0.10 % 394.3 Avg 0.38 % 0.91 % 55.4 0.12 % 0.36 % 99.5 0.02 % 0.23 % 442.3
G-01 12160.83 12167.03 12203.75 274.3 12171.99 12199.00 578.0 12160.83 12172.32 2209.0 G-H-01 11600.91 11617.17 11687.57 284.3 11608.17 11625.17 731.1 11600.91 11616.10 2280.8
G-02 17255.76 17305.88 17340.51 536.4 17277.95 17310.63 1358.9 17272.27 17281.46 5784.7 G-H-02 16296.86 16304.96 16444.74 624.9 16296.86 16339.31 1258.0 16297.17 16350.30 5116.4
G-03 22469.01 22538.27 22578.90 975.3 22501.25 22524.09 2197.0 22469.01 22483.14 9927.6 G-H-03 21192.11 21316.83 21370.25 978.7 21192.11 21226.30 2578.3 21198.02 21219.08 8866.8
G-04 29646.47 29724.59 29782.63 1496.0 29688.87 29719.40 4954.5 29646.47 29695.83 14295.0 G-H-04 27963.45 28043.39 28097.85 1296.1 27963.45 27983.59 3463.7 27963.45 27993.34 11015.6
G-05 13660.87 13775.64 13809.26 237.2 13668.69 13678.37 524.7 13660.87 13666.51 2032.7 G-H-05 12978.64 12978.64 13002.80 164.9 12978.64 12978.64 268.1 12978.64 12978.64 1380.4
G-06 18939.58 18988.28 19006.62 425.4 18941.45 18958.08 1179.8 18939.58 18959.35 4827.7 G-H-06 18744.81 18785.11 18844.10 456.9 18744.81 18775.05 1099.8 18744.81 18764.69 4261.1
G-07 21258.96 21274.59 21344.67 806.7 21266.90 21309.52 2225.0 21258.96 21279.35 6528.5 G-H-07 20014.52 20058.75 20182.30 741.7 20014.52 20036.97 1886.5 20014.52 20025.81 6477.2
G-08 25245.47 25342.60 25379.77 1181.7 25279.78 25314.52 3161.7 25245.47 25305.86 10793.8 G-H-08 23880.67 23975.58 24050.09 1287.5 23888.10 23953.45 2982.3 23880.67 23938.39 9554.3
G-09 1425.30 1427.05 1440.65 354.3 1427.97 1432.77 945.2 1425.30 1429.17 1980.7 G-H-09 1397.97 1417.24 1426.17 309.0 1399.27 1410.64 1139.7 1397.97 1401.84 2576.1
G-10 1680.21 1690.15 1696.69 592.4 1683.72 1687.41 2070.6 1680.21 1684.13 4355.4 G-H-10 1586.71 1597.32 1601.70 407.5 1588.24 1595.56 1421.8 1586.71 1591.24 3268.0
G-11 2337.93 2364.69 2378.77 998.9 2350.42 2365.70 3029.8 2337.93 2348.90 8794.1 G-H-11 2324.40 2360.26 2373.82 835.5 2340.72 2350.73 3577.2 2324.40 2340.80 7337.6
G-12 2666.87 2696.75 2715.36 1450.7 2679.29 2691.56 5267.5 2666.87 2680.82 11648.1 G-H-12 2613.29 2653.53 2666.66 882.3 2616.15 2630.18 5505.1 2613.29 2620.57 10575.8
G-13 2450.61 2456.34 2474.08 320.7 2450.61 2460.97 784.6 2450.88 2456.49 1793.6 G-H-13 2394.41 2420.39 2426.19 305.1 2395.42 2410.26 685.9 2394.41 2399.65 1986.0
G-14 2902.98 2910.44 2933.74 541.2 2907.96 2919.13 1149.7 2902.98 2908.67 3473.8 G-H-14 2837.66 2881.24 2892.25 471.7 2847.41 2868.13 1533.7 2837.66 2851.31 3676.1
G-15 3377.13 3408.68 3422.22 856.7 3381.12 3401.22 2007.1 3377.13 3392.05 5030.0 G-H-15 3285.27 3311.16 3319.57 659.9 3285.27 3297.73 2240.3 3288.63 3295.72 4561.0
G-16 3864.52 3885.17 3898.93 1213.7 3873.89 3887.29 3777.5 3864.52 3876.37 7499.2 G-H-16 3750.00 3758.22 3769.44 933.7 3750.00 3756.17 3406.9 3750.03 3755.35 6594.7
G-17 1504.53 1510.87 1516.40 270.0 1504.59 1508.14 537.3 1504.53 1506.09 1471.8 G-H-17 1425.48 1434.22 1440.64 259.1 1427.61 1429.10 612.2 1425.48 1427.18 1631.5
G-18 2584.71 2601.64 2607.96 455.7 2588.28 2593.54 1440.0 2584.71 2588.30 3604.8 G-H-18 2519.91 2541.13 2547.82 474.2 2523.32 2527.72 967.6 2519.91 2522.79 3641.2
G-19 3187.87 3205.69 3207.08 664.4 3192.01 3199.29 1790.0 3187.87 3191.99 4608.1 G-H-19 3055.15 3070.46 3087.22 684.5 3060.89 3069.05 1806.5 3055.15 3061.84 5478.8
G-20 3816.89 3839.71 3847.94 972.3 3826.09 3834.80 2723.2 3816.89 3823.27 6486.3 G-H-20 3669.77 3690.25 3712.09 931.2 3684.28 3692.04 2616.3 3669.77 3680.01 8217.1
Avg 0.48 % 0.86 % 731.2 0.16 % 0.43 % 2085.1 0.01 % 0.21 % 5857.2 Avg 0.66 % 1.08 % 649.4 0.12 % 0.42 % 1989.0 0.01 % 0.23 % 5424.8
Tavg 0.39 % 0.83 % 454.1 0.13 % 0.36 % 1276.0 0.01 % 0.17 % 3617.4 Tavg 0.55 % 1.02 % 406.2 0.12 % 0.40 % 1213.5 0.01 % 0.23 % 3384.8
Table 13: Comparison of our heuristis on the instanes with new priing.
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Move G-01 G-02 G-03 G-04 G-05 G-06 G-07 G-08 G-09 G-10 G-11 G-12 G-13 G-14 G-15 G-16 G-17 G-18 G-19 G-20 avg
1 4.7 8.5 8.3 9.5 7.3 8.9 5.4 10.2 4.7 7.8 4.0 7.8 8.4 10.5 10.0 10.5 6.2 12.9 11.4 11.0 8.4
2 5.2 7.0 7.3 8.4 7.7 5.6 6.0 8.0 5.1 7.5 6.2 9.3 7.8 7.4 7.7 8.7 5.0 13.6 9.6 10.4 7.7
3 4.2 5.0 7.0 4.2 3.3 4.3 5.5 6.7 2.5 3.7 2.8 4.4 4.0 4.2 3.4 4.8 2.5 6.5 4.7 5.2 4.4
4 4.5 3.8 4.4 3.1 0.8 0.8 4.8 3.5 1.2 1.9 1.9 2.4 3.2 1.8 2.2 2.4 1.0 2.7 2.5 4.7 2.7
5 5.3 8.5 8.1 8.2 5.9 9.5 7.3 10.0 10.2 12.4 15.9 18.7 3.9 7.5 9.9 10.9 4.1 5.9 6.2 5.7 8.7
6 4.3 8.7 7.9 8.7 4.4 7.9 6.8 9.0 6.7 9.9 10.6 14.8 4.6 7.6 7.1 11.9 4.4 5.9 5.4 5.7 7.6
7 3.1 4.1 6.5 3.9 1.3 2.9 4.4 3.9 3.3 4.8 4.5 5.3 2.3 3.5 4.1 4.5 1.3 2.4 1.7 2.3 3.5
8 1.1 0.8 1.1 0.6 1.2 0.9 0.5 1.4 0.7 2.6 1.8 3.0 0.5 0.6 1.7 5.5 0.9 1.6 2.0 1.7 1.5
9 0.2 0.3 0.2 0.1 0.2 0.2 0.4 0.2 0.4 2.0 0.6 1.6 0.0 0.6 0.6 1.2 1.0 0.6 1.2 0.8 0.6
10 0.7 1.4 0.2 0.3 1.6 0.9 0.6 0.7 0.9 3.1 1.9 3.7 0.2 0.8 1.6 6.9 2.0 1.9 1.7 1.8 1.6
11 4.0 4.6 4.3 3.8 6.0 5.9 3.4 4.4 5.1 6.3 7.6 7.0 11.7 12.8 10.0 9.4 5.4 4.5 4.4 5.0 6.3
12 1.6 2.0 2.1 2.3 5.1 4.8 3.8 2.4 3.8 2.6 3.9 3.1 5.8 11.6 7.5 6.1 1.1 0.6 0.6 1.2 3.6
13 5.3 10.5 8.3 10.4 5.2 11.3 8.1 10.0 10.9 8.8 16.8 9.4 3.5 9.8 9.2 7.8 5.4 8.8 7.7 6.2 8.7
14 5.3 7.2 8.0 7.3 2.0 6.4 7.6 9.5 8.6 4.9 10.7 6.7 2.3 5.0 6.1 4.8 2.2 6.0 4.5 3.6 5.9
15 2.2 2.6 1.6 2.9 5.8 3.8 2.2 1.9 2.3 2.6 3.4 3.5 5.1 2.6 5.9 5.3 4.5 5.4 3.5 3.0 3.5
16 1.0 1.7 1.2 1.8 5.6 3.9 1.6 1.1 1.9 0.8 1.7 1.2 3.5 1.6 1.7 2.3 3.6 1.3 1.2 1.5 2.0
17 2.4 4.0 5.3 4.1 3.6 6.1 3.9 6.5 12.5 17.5 19.2 22.8 14.0 17.9 16.8 15.6 7.8 9.5 9.8 10.0 10.5
Table 14: The average number of times eah move found an improvement with new priing.
Move G-01 G-02 G-03 G-04 G-05 G-06 G-07 G-08 G-09 G-10 G-11 G-12 G-13 G-14 G-15 G-16 G-17 G-18 G-19 G-20 avg
1 7.7 4.2 6.3 5.7 5.0 3.5 6.3 3.7 1.7 0.8 1.8 1.2 3.0 1.4 0.9 2.3 0.7 0.8 0.9 1.1 2.7
2 7.7 6.9 4.0 5.3 4.7 2.4 9.0 5.5 2.3 1.3 1.8 1.2 2.8 1.7 1.6 1.6 0.6 0.9 1.0 1.5 3.0
3 9.0 7.6 11.7 7.2 7.6 3.0 8.4 11.5 2.1 2.3 5.3 1.9 2.9 4.8 2.9 3.2 0.9 0.9 1.1 2.1 5.3
4 7.8 7.6 8.3 7.6 10.1 2.7 4.4 11.6 2.6 2.5 2.9 4.4 3.5 3.1 6.5 3.9 1.1 3.1 1.6 2.1 5.3
5 5.2 4.4 6.0 5.8 4.3 1.9 2.5 4.4 1.1 0.8 1.2 1.2 6.3 2.5 1.7 2.2 0.9 2.0 1.4 1.5 2.6
6 4.7 6.0 6.4 5.2 7.4 2.6 4.0 4.5 1.2 1.2 1.4 1.1 3.2 2.4 1.6 1.6 0.9 0.9 1.0 2.5 2.8
7 8.8 4.1 9.2 7.5 6.2 6.7 7.3 12.7 2.3 1.6 3.7 1.7 6.0 6.2 2.4 2.3 1.2 2.0 2.9 2.1 5.1
8 24.3 21.3 40.2 15.0 46.8 16.6 6.4 49.5 11.5 8.1 24.7 8.0 53.7 16.4 16.3 5.3 3.5 4.3 6.0 4.1 15.3
9 2.6 12.8 18.0 40.1 2.3 8.8 14.5 74.1 1.1 2.7 4.8 3.8 . 18.3 11.1 4.2 1.5 5.1 2.6 1.9 6.6
10 47.0 42.4 171.5 33.6 38.0 18.6 11.8 44.9 18.9 8.9 30.0 13.0 56.1 32.8 20.4 6.0 1.3 3.4 4.8 4.7 16.4
11 7.8 9.8 7.5 14.4 6.5 2.4 8.4 7.4 2.0 1.7 2.5 2.6 4.8 2.9 3.7 2.5 0.9 1.3 2.4 1.9 4.1
12 10.5 8.8 10.1 9.4 6.9 5.6 11.6 12.2 2.8 1.9 6.5 4.3 9.8 5.5 6.2 3.9 1.3 2.5 4.6 2.1 6.5
13 4.2 6.1 9.3 7.4 4.0 2.5 6.0 4.2 1.4 0.9 1.4 0.8 5.0 3.5 1.6 2.5 0.5 0.8 1.0 1.2 3.1
14 6.0 3.3 3.2 9.5 3.9 3.1 5.5 6.3 1.9 1.6 1.2 1.5 8.0 4.7 3.4 2.5 0.6 0.9 1.5 1.1 3.5
15 3.5 8.7 23.9 14.2 8.2 3.9 9.8 23.3 3.1 3.6 4.8 2.9 4.1 7.8 4.4 4.1 1.0 1.2 1.1 2.6 5.6
16 8.4 8.4 19.4 9.8 6.8 9.3 33.0 34.1 4.9 2.4 9.0 4.0 5.3 14.0 7.3 7.1 0.9 3.6 3.8 8.5 8.8
17 13.1 3.2 5.7 12.8 5.9 2.1 9.7 5.4 0.7 0.8 0.8 0.8 2.3 1.4 1.1 1.5 0.5 0.8 0.9 1.1 2.0
Table 15: The average value of eah improvement with new priing.
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