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Abstract
As of today, the lion’s share of the worldwide (ﬁxed and mobile) telephone
connections is still restricted to audio frequencies below 4 kHz, leading to the
familiar sound character of “telephone speech.” For a clearly improved speech
quality and a new “sensation of presence,” however, audio frequencies up to 7 kHz
(or even more) would be needed. As a matter of fact, the required costly and
time-consuming modiﬁcations of the existing network equipment turned out to be
a major obstacle for the introduction of (long existing) high quality speech and
audio coding techniques in today’s networks. Currently, even if both end-user
terminals are suitably equipped, the telephone network can eﬀectively preclude a
high quality audio reproduction.
It can be expected that these network limitations will prevail for a long time.
To account for this situation, in this thesis, concepts, methods and algorithms
are investigated, evaluated and compared that facilitate a major audio quality
upgrade of existing speech communication systems while maintaining backwards
compatibility with the installed infrastructure.
The thesis makes major contributions to the following three principal scenarios:
Bandwidth Extension for Embedded Speech and Audio Coding
Two new bandwidth extension (BWE) algorithms have been developed in the con-
text of recent ITU-T standardization projects for embedded speech and audio
coding:
• Time Domain Bandwidth Extension (TDBWE) of speech signals towards
the “wideband” frequency range (50Hz – 7 kHz). This algorithm has been
standardized as a part of the recent VoIP codec ITU-T Rec. G.729.1 which
extends the widely deployed G.729 narrowband codec.
• Transform Domain Bandwidth Extension of audio signals towards the
“super-wideband” frequency range (50Hz – 14 kHz). This algorithm has
been proposed for standardization in ITU-T where it proved to be the only
competitor to fulﬁll all quality requirements.
Artiﬁcial Bandwidth Extension without Auxiliary Information
In this case, missing audio frequencies are estimated from the received, band-
limited signal alone. The application of statistical estimation techniques to
the new parameter sets (which have been developed for embedded coding) is
investigated. A consistent quality improvement over the band-limited signals is
obtained, but the speech quality does not reach the level of the embedded codec.
Bandwidth Extension with Steganographic Parameter Transmission
The availability of (even a small amount of) additional information can dramati-
cally improve the quality of state-of-the-art speech codecs. For the common case
that a modiﬁcation of the digital bitstream format is not allowed, a new solution
is proposed here: Data hiding techniques are used to deliver the BWE information
to the receiving terminal without altering the standard bitstream format. The
inaudibility of the hidden information is ensured by a joint source encoding and
data hiding procedure. As a practically relevant application, this concept is ap-
plied to ACELP (Algebraic Code Excited Linear Prediction) codecs as used in
GSM/UMTS mobile telephony. The key advantage of the proposed solution is
its full backwards compatibility with the standard narrowband codecs, i.e., the
existing network infrastructure can be kept and used without any modiﬁcations.
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Notation and Symbols
In this thesis, the following conventions are used to denote quantities: Capital
bold letters refer to matrices (e.g., X), bold letters refer to vectors (e.g., x), scalar
values are not bold (e.g., x). Quantized or estimated variables are marked with a
hat (e.g., xˆ). In contrast, a tilde (e.g., x˜) marks intermediate signals or, mainly
in Chapter 5, signals with hidden data. Averaged values are denoted with a bar
(e.g., x¯). The frequency domain representation of a time domain (time-discrete)
signal s(k), with the discrete time index k, is written with the corresponding
capital letter S(μ) for the μ-th frequency bin.
List of Principal Symbols
ai(λ) The i-th autoregressive coeﬃcient in frame λ
A(z) System function of a linear predictor
b ACELP pulse position likelihood vector
ci CELP ﬁxed codebook vector
C2(c) Numerator of the CELP criterion
C A (vector) codebook
Cm m-th sub-codebook for steganography
d CELP backward ﬁltered target vector
d(·, ·) A distance measure between two vectors
dim(x) Dimension of the vector x
DFT(·) Discrete Fourier Transform of a time domain signal
δ(x) Kronecker symbol / unit pulse
Δ Step size of a scalar quantizer
E(c) Denominator of the CELP criterion
f(λ) Binary ﬂag for synthesis of spectral details
fs Sampling rate of a baseband or extension band signal
f ′s Sampling rate of the input (or bandwidth extended) signal
fc Cutoﬀ frequency
F (λ,m) Logarithmic subband gain
ϕxx(k) Autocorrelation function of the signal x(k)
Φ CELP impulse response correlation matrix
g(λ,λSF) Subframe gain
g′(λ, λSF) Subframe gain of a received / temporally normalized signal
grel(λ, λSF) Relative correction gain factor for subframes
gTGF(k) Temporal gain function
ga CELP adaptive codebook gain
gf CELP ﬁxed codebook gain
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γ′(λ,m) Subband gain of a received signal
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(m)
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H(·) Discrete entropy
H(z) System function of a weighted LPC synthesis ﬁlter
H CELP weighted synthesis ﬁlter matrix
in Index of the n-th pulse of an ACELP codebook
I(·, ·) Mutual information
j The imaginary unit
k Discrete time index at sampling rate fs
k′ Discrete time index at sampling rate f ′s
L Frame length / frame shift
LFBE Filter length of a ﬁlterbank equalizer
Lo Overlap length
LSF Subframe length / subframe shift
Lw Window length
λ Frame index
λSF Subframe index
ld (·) Logarithm with a basis of 2
log(·) Logarithm with a basis of 10
m Subband index
m (Chapter 5) Steganographic message
M Number of possible steganographic messages
Ms Subband shift / spacing
MSB Width of a spectral subband
μ Discrete frequency index (bin)
M Set of steganographic messages
NC Number of codebook entries
NL Number of leafs of a graph tree
NN Number of nodes of a graph tree
NP Number of pulses in an ACELP track
NSE Number of spectral envelope parameters per frame
NT Number of tracks in an ACELP codec
NTE Number of temporal envelope parameters per frame
N The natural numbers
pn Pulse position of th n-th pulse in an ACELP codec
p(·) A probability density function
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σ2x Variance of the signal x
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t(λ) Binary transient ﬂag
T (λ,λSF) Logarithmic subframe gain
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uj CELP adaptive codebook vector
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wLP(k) Window function for LPC analysis
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xˆMMSE MMSE estimate of the value x
xf Feature vector
Xf Feature vector sequence
Z The set of integer numbers
Glossary
Δ-PEAQ Diﬀerence in ↗PEAQ scores
Δ-PESQ Diﬀerence in ↗PESQ scores
Δ-PESQseg Diﬀerence in ↗PESQseg scores
3GPP 3rd Generation Partnership Project
3GPP2 3rd Generation Partnership Project 2
AAC ↗MPEG Advanced Audio Codec
AAC-ELD Enhanced Low Delay ↗AAC
ABWE Artiﬁcial ↗BWE
ABX ABX: A subjective listening test method
ACB Adaptive Codebook
ACELP Algebraic ↗CELP
ACF Autocorrelation Function
ACR Absolute Category Rating
ADPCM Adaptive Diﬀerential ↗PCM
AMR ↗3GPP Adaptive Multirate Codec
AMR-WB ↗3GPP Adaptive Multirate Wideband Codec
AMR-WB+ ↗3GPP Adaptive Multirate Wideband Plus Codec
AR Autoregressive
ATE Adaptive Temporal Envelope
Amd. Amendment
bb Baseband
BSDH Bitstream Data Hiding
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Chapter 1
Introduction
These days, the telecommunication world is undergoing a major technology change
which can be summarized by the catchphrase “Technology Convergence.” This is
usually understood as a universal network architecture for both ﬁxed and mobile
communications that will entirely rely on packet-switched data transmission. The
main motivations behind the eﬀort are presumably increased ﬂexibility and cost-
eﬃciency. But in particular for speech and audio communication applications,
the opportunity should be seized to promote high quality services which are far
superior to the long-accustomed speech telephony experience. However, it is al-
ready clear that large parts of the worldwide telephone network, to a large extent
based on legacy technology, will prevail for a long time to come. This inevitably
leads to a high degree of heterogeneity in network equipment as well as end user
terminals. The present thesis investigates methods and algorithms that aim at
a high quality speech and audio reproduction for the end user of such a hetero-
geneous communication network. Therefore, apart from signal parametrization,
coding, and enhancement aspects, also the problem of backwards compatibility is
addressed.
1.1 Evolution of Communication Networks
The invention and the commercialization of the telephone paved the road for the
ﬁrst global telecommunication network with all its infrastructure that has been
constantly growing since. Over the years, the network has been enhanced with
a myriad of diﬀerent technologies and a vast variety of related standards. As a
major step in this development, the network digitalization facilitated the deploy-
ment of new applications and services, cf. [Bellamy 1991]. Nowadays, an even more
intense rise in new applications and services can be observed since the telephone
world and the data communication world are increasingly converging. The con-
sentient ultimate goal is the integration with the Internet which, being the second
globally accessible communication network, has until recently evolved in parallel
to the telephone network. As a consequence, telephony is rapidly changing from
traditional circuit switched technology towards the more ﬂexible and cost-eﬃcient
packet switching paradigm. In fact, telephony has already reached the Internet
with the availability of Voice over Internet Protocol (VoIP) services, cf. [Hersent
et al. 2005b] and [Hersent et al. 2005a].
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The idea of a uniﬁed network architecture for both data transmission and real-
time audio communication is also reﬂected by several projects and initiatives within
the communications industry. Some keywords that are frequently encountered in
this context are, e.g., Next Generation Networks (NGN), Next Generation Mobile
Networks (NGMN), ﬁxed-mobile-convergence, triple play, or an All-IP network. All
of them address infrastructure and services for future communication networks. A
concrete eﬀort that is being pursued within the 3rd Generation Partnership Project
(3GPP) is the development and standardization of a so called Evolved Packet Sys-
tem (EPS), e.g., [Lescuyer & Lucidarme 2008] which accounts for both mobile
access and the core network. The radio access infrastructure is being developed
under the term LTE (Long Term Evolution of UMTS), e.g., [Sesia et al. 2009],
while core network aspects are considered under the acronym SAE (System Archi-
tecture Evolution), e.g., [Olsson et al. 2009].
In the backbone of the current telephone network, most of the voice traﬃc is in
fact already being routed over packet switched transmission links. However, the
more peripheral parts of the network are mostly based on circuit switching and
highly specialized technology, e.g., privately owned or government subnetworks
as well as mobile radio access via GSM [Steele et al. 2001] or UMTS [Holma &
Toskala 2004] speech channels. Support for all these network parts will have to be
maintained while the new technology is being introduced.
1.2 Audio Quality in Speech Communication Systems
Over the last few years, data traﬃc has grown disproportionately compared to voice
traﬃc, and—at least in mobile communications—this discrepancy is expected to
increase. Nevertheless, voice communication will deﬁnitely retain its paramount
social and economic importance and, compared to a typical data transmission
scenario, special attention has to be paid to the service quality, in particular w.r.t.
round-trip latency, availability, reliability, and audio quality.
A particularly important audio quality aspect which also represents the main
focus of this thesis is the reproduced audio bandwidth. In addition, also the amount
of local or remote acoustic noise, coding noise, and channel noise, as well as the
suppression of acoustic echoes contribute to the overall audio quality. Moreover,
the ability of the entire system to adapt to time-varying environmental conditions
and transmission scenarios, i.e., its ﬂexibility, plays a major role.
Telephone Speech
Despite the obvious relevance of improved speech and audio transmission, it can
be observed that the quality and user experience of today’s speech transmission
systems is still far from optimum. In fact, during the past decades, the telephone
audio quality could not be enhanced signiﬁcantly, in particular w.r.t. the repro-
duced audio bandwidth.
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Figure 1.1: Bandwidth conventions for speech signals. The shown long-
term power spectral density has been measured from 50 s of fe-
male speech, digitally recorded with a sampling rate of 96 kHz
using a Beyerdynamic MM1 measurement microphone.
Human speech is a spectrally rich signal covering (at least) the entire audible
frequency range from a few Hertz up to approximately 20 kHz as illustrated in Fi-
gure 1.1. The most relevant part of this spectrum is located below 4 kHz and, for
the basic requirement of intelligible natural language, “narrowband” speech within
the traditional telephone frequency band from 300Hz up to 3.4 kHz proved to be
suﬃcient. Interestingly, with the ﬁrst electrical speech transmissions over double-
wire lines in the late 19th century, there was no strict limitation of the transmitted
audio bandwidth. Yet, with higher line lengths (e.g., rural area loops), an increas-
ing low-pass character of the transmitted speech had to be accepted. This problem
was solved with the introduction of loading coils, i.e., discrete inductances placed at
regular distances which eﬀectively form a ﬁlter to equalize frequencies up to circa
3.5 kHz at the cost of strongly attenuated higher frequencies, cf. [Bellamy 1991,
Figure 1.13]. Moreover, when frequency division multiplexing (FDM) techniques
had to be introduced for the purpose of line sharing, a carrier spacing of 4 kHz
was used for economical reasons and the transmitted bandwidth was henceforth
strictly limited to less than 4 kHz. Later, with the introduction of digital tele-
phony, the narrowband characteristic has been retained and consequently, the ﬁrst
speech compression standard for digital signals, ITU-T Rec. G.711 [ITU-T 1972],
was designed to operate at a sampling rate of 8 kHz and a bit rate of 64 kbit/s.
More advanced speech coding algorithms were then required for mobile telephony.
For instance in the cellular GSM system, the bit rate could be lowered to 13 kbit/s
[ETSI 1990, Vary et al. 1988] while maintaining an acceptable quality. Also here,
the usual telephone bandwidth has been kept for compatibility reasons.
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High Deﬁnition Telephony ...
The ﬁrst attempt to provide a higher audio bandwidth and therefore a signiﬁ-
cantly improved quality to telephone customers has been initiated in 1984 with
the standardization of the G.722 speech coding algorithm [ITU-T 1984]. This
codec operates at the same bit rate as the old G.711 standard and provides so
called “wideband” audio frequencies from 50Hz up to 7 kHz, cf. Figure 1.1. Yet,
G.722 was only intended for digital end-to-end connections and no dedicated net-
work support was planned. Consequently, narrowband speech via G.711 remained
state of the art. Similarly, for the case of mobile telephony over GSM and UMTS
networks, it could be shown early that wideband speech coding is feasible at com-
petitive bit rates [Paulus & Schnitzler 1996] and a suitable standard, the “Adaptive
Multirate Wideband” speech codec (AMR-WB) [ETSI 2001b, Bessette et al. 2002],
was ﬁnalized in 2001. However, the ﬁrst careful endeavors to deploy this technology
have only recently been made by network operators [Orange 2010].
Naturally, apart from mere audio bandwidth expansion, also a number of other
quality aspects have to be taken into account to attain true “High Deﬁnition Tele-
phony.” Ultimately, multi-channel audio transmission appears desirable to facili-
tate binaural or ambient audio communication leading to a truly “immersive ex-
perience.” However, since the main focus of this thesis is a wider reproduced audio
bandwidth, most of these aspects are beyond scope and will only be referred to if
required. Here, the term “High Deﬁnition Telephony” denotes a reproduced audio
bandwidth that covers at least the wideband frequency range (50Hz – 7 kHz). Yet,
wideband speech is only the ﬁrst step towards a “full band” audio transmission
(typically 20Hz – 20 kHz). A second intermediate step is shown in Figure 1.1. The
so called “super-wideband” characteristic with its high frequency content from
7 kHz up to 14 kHz delivers additional clarity and a “sensation of presence.” A
number of codecs for this bandwidth has been developed recently, targeting ap-
plications with mixed speech and audio content, e.g., high quality conferencing,
e-learning, music on hold or remote monitoring.
... over Heterogeneous Networks?
Apparently, high audio quality can already be achieved within closed network en-
vironments, as demonstrated by the commercially successful Skype VoIP software
which transmits audio frequencies up to 12 kHz [Vos et al. 2010]. However, the cor-
responding large-scale modiﬁcations of the entire telephone network entail count-
less requirements and compatibility problems. Indeed, most of the industry ini-
tiatives listed in Section 1.1 do aim at “High Deﬁnition Telephony” for a future
communication network, but little is done to improve the quality for today’s net-
work. Instead, “least common denominator” solutions are pursued, keeping up
the status quo of narrowband speech. Although, at ﬁrst sight, this might appear
reasonable from the economic and marketing perspectives, it is nevertheless true
that subscribers of new services will still experience inferior quality if their com-
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Figure 1.2: System for bandwidth extension (BWE) of band-limited
speech or audio signals.
munication partner uses an old device or legacy network access. Hence, there is
a deﬁnite need to account for the legacy parts of the network as well and, conse-
quently, a highly heterogeneous network scenario has to be the basic assumption
for all future developments.
Obviously, a heterogeneous transmission chain requires interoperability with
legacy equipment. Therefore, any additional audio frequencies need to be sup-
plied outside the legacy components. This demand can actually be fulﬁlled with
techniques for parametric speech or audio bandwidth extension (BWE). The basic
system setup for BWE is depicted in Figure 1.2. It is assumed that the input signal
has been transmitted over a legacy link. It is therefore band-limited. The missing
audio frequencies are then artiﬁcially regenerated based on a compact parame-
tric description which may be obtained with or without the explicit transmission
of auxiliary information. Finally, an enhanced output signal is produced with the
help of a synthesis ﬁlterbank. In the following section, several transmission scenar-
ios in a heterogeneous communication network will be introduced where bandwidth
extension techniques can be successfully applied.
1.3 Application Scenarios for Bandwidth Extension
The main motivation for the application of bandwidth extension techniques can be
seen in the desire that any new telephone (or communication device) with “High
Deﬁnition Audio” support should be able to actually make use of its enhanced
capabilities under all circumstances, i.e., even if the transmission chain involves
legacy (narrowband) equipment or if the caller uses an older telephone without
such support. Consequently, according to Figure 1.3, the following transmission
scenarios are conceivable:
• HD→HD→HD
An end-to-end “high deﬁnition” (HD) transmission chain is available that al-
lows to transport a dedicated “high deﬁnition” speech or audio stream. This
setup represents the desired, ideal scenario which, if ubiquitously available,
marks the end of the ongoing technology change process.
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HD
HDHD
NB
NB
Sender ReceiverTransmission Network
Figure 1.3: Transmission scenarios in a heterogeneous network (one-way).
HD: Device with HD Audio capability
NB: Device without HD Audio capability
• HD→NB→HD
In this case, both terminals support HD transmission, but at least one in-
termediate component in the network is only suited for legacy narrowband
telephony and inhibits the direct transmission of higher audio frequencies.
Therefore, the bandwidth extension algorithm (Figure 1.2) has to be placed
inside the receiving terminal or in a network component with HD audio
support that is located near the end of the transmission chain.
The parameters which are required for bandwidth extension have to be sta-
tistically estimated or, as a new proposal in this thesis, transmitted inside
the legacy narrowband signal, which is accomplished with the help of data
hiding techniques.
• NB→HD→HD
Here, the calling terminal does not support HD transmission, but the net-
work does. As no initial parameter set for bandwidth extension is available,
statistical estimation techniques have to be applied. The respective algo-
rithm can either be placed inside the receiving terminal or in a network
component.
• NB→NB→HD
Finally, it is possible that neither the network nor the sender support HD
transmission. In this case, bandwidth extension and the related parameter
estimation need to be incorporated in the receiving terminal.
The structure of the thesis, as outlined in the following, ensues from these appli-
cation scenarios.
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1.4 Thesis Outline
The main goal of this thesis is to provide a high quality speech and audio repro-
duction for the end users of heterogeneous transmission networks. The proposed
methods and algorithms address typical use cases within the context of such net-
works. Thereby, speciﬁc signal parametrization, coding, enhancement, and trans-
mission aspects as well as their applicability within the scenario of a heterogeneous
network are discussed. The thesis is structured as follows.
Chapter 2: Signal Parametrization and Synthesis for Bandwidth Extension
To extend the reproduced audio bandwidth, ﬁrst, a compact representation of the
additional frequency content is required. Therefore, eﬃcient signal parametriza-
tions are introduced and suitable synthesis algorithms are devised. Both the ex-
tension towards wideband and super-wideband frequencies is considered.
Chapter 3: Bandwidth Extension for Embedded Speech and Audio Coding
As a ﬁrst relevant use case for the techniques of Chapter 2, standardized and
widely deployed codecs can be enhanced with a bandwidth extension algorithm
by quantizing the respective parameter set and by appending additional “layers”
to the bitstream. This approach is termed “embedded” or “hierarchical” coding,
cf. [Geiser, Ragot & Taddei 2008, Erdmann 2005]. Two concrete algorithms that
have been proposed in the context of international standardization projects are
summarized, the ﬁrst one targeting wideband speech transmission, the second one
aiming at super-wideband speech and audio reproduction. Some of the described
technologies have been incorporated into recent international standards for speech
and audio coding.
Chapter 4: Receiver Based Parameter Estimation
In many scenarios, a quantized bandwidth extension parameter set is not available
at the receiving terminal. Either the network may not have been able to transport
the related bitstream layer or these parameters simply have not been determined in
the sending terminal. In such cases, the quality of speech signals can be improved
with a receiver-only modiﬁcation where the parameter set is estimated based on
the available information, i.e., from the narrowband speech signal alone. It is
investigated to what extent parameter sets as described in Chapters 2 and 3 are
amenable to a concise statistical estimation.
Chapter 5: Steganographic Parameter Transmission
Even a small amount of additional information can dramatically increase the pos-
sibilities to enhance the quality of older speech codecs. In this chapter, data hiding
techniques are investigated to transmit this information to the receiving terminal,
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while maintaining interoperability with existing network equipment and terminals.
The inaudibility of the hidden information is ensured by a joint implementation
of the data hiding procedure and the source coder. Apart from some basic con-
ceptual considerations, a novel proposal for data hiding in state-of-the-art ACELP
(Algebraic Code Excited Linear Prediction) codecs is devised and evaluated.
Chapter 6: Quality Evaluation and Comparison
The systems of Chapters 3 – 5 have been evaluated in a formal subjective lis-
tening test. The respective test results are discussed. To facilitate a meaningful
comparison with existing telephony systems, standardized narrowband, wideband,
and super-wideband codecs have been selected as reference conditions. In addi-
tion, results of instrumental quality measurements are provided for super-wideband
bandwidth extension of audio signals.
Chapter 7: Summary
Finally, a summary and a closing discussion of the obtained results is given. Several
practically relevant application scenarios are identiﬁed. The devised algorithms
and techniques, for example, facilitate a major audio quality upgrade of current
cellular networks.
Parts of the present thesis have been pre-published in the following references which
I have authored or co-authored: [Geiser et al. 2006, Geiser et al. 2007a, Geiser &
Vary 2007a, Geiser et al. 2007, Geiser & Vary 2007b, Geiser & Vary 2008b, Geiser,
Mertz & Vary 2008, Geiser, Ragot & Taddei 2008, Geiser & Vary 2008a, Geiser
et al. 2009, Geiser & Vary 2009, Geiser, Roggendorf & Vary 2010, Geiser, Krüger
& Vary 2010, Geiser et al. 2011, Jax et al. 2006a, Jax et al. 2006b, Krüger et al.
2008, Krüger et al. 2010, Krüger et al. 2011a, Krüger et al. 2011b, Löllmann et al.
2009, Ragot et al. 2007, Thomas et al. 2010, Vary & Geiser 2007] — B. Geiser
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Signal Parametrization and Synthesis
for Bandwidth Extension
This chapter focuses on eﬃcient signal processing techniques to resynthesize the
missing frequencies of band-limited speech or audio signals. As there are numerous
alternative approaches to accomplish this goal, a selection of speciﬁc but practi-
cally relevant application scenarios is considered. The proposed algorithms are
based on compact, parametric signal representations and constitute a common ba-
sis for the subsequent chapters of the present thesis. Some of the technologies that
are described here have been incorporated into recent international standards for
speech and audio coding. These speciﬁc realizations are described in Chapter 3.
2.1 System Overview
The basic system setup which is considered throughout the thesis is illustrated in
the block diagram of Figure 2.1. Since the main goal is to provide a higher repro-
duced audio bandwidth for the end users of heterogeneous transmission networks,
a standard (“legacy”) transmission system is considered as the core component.
Additional audio frequencies are then provided by parametric signal synthesis.
The digital input signal of the system in Figure 2.1 is denoted s(k′) with the
sample index k′ ∈ Z and the sampling period k′/f ′s , where f
′
s is the sampling
rate. First, s(k′) is decomposed into a baseband signal sbb(k) and an extension
band signal seb(k) by means of a two-channel ﬁlterbank with decimation, i.e.,
the subband signals are in general processed with a (common) reduced sampling
rate fs. The corresponding sample index in the subsampled domain is k ∈ Z.
The baseband signal sbb(k) is transmitted via a “legacy” communication link
involving a standard speech or audio codec. The extension band signal seb(k) is not
directly transmitted. Instead, it is resynthesized at the receiver side. The employed
synthesis algorithm produces an approximate version sˆeb(k) of the extension band
signal based on a compact parameter set pˆ(λ) for each signal frame with index
λ ∈ Z. The corresponding reference parameter set p(λ) can be determined at the
transmitter side based on the original extension band signal seb(k). The analysis
window length is Lw samples, and the frame length (or frame shift) is L samples.
The parameter set p(λ) is considered to be “compact” if its dimension, i.e., the
number of parameters per frame, is much smaller than the frame shift L.
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Figure 2.1: Overview of the considered transmission system. There are
three possibilities to obtain the parameter set pˆ(λ):
(1) Embedded coding (Chapter 3)
(2) Statistical estimation (Chapter 4)
(3) Steganographic transmission (Chapter 5)
According to Figure 2.1, there are three ways to obtain pˆ(λ) at the receiver:
1. The parameter set p(λ) is quantized and the quantized representation pˆq(λ)
(or the related bits, respectively) are added to the baseband bitstream in
the form of an extension layer. This approach, called “embedded coding”
[Geiser, Ragot & Taddei 2008], is already pursued in a number of codec stan-
dards aiming at speech and also audio bandwidth extension. Two particular
realizations are discussed in Chapter 3.
2. As another approach, the parameter set p(λ) can be estimated from the
available baseband signal or from the parameters of the baseband codec
with the help of a pre-trained statistical model. Meaningful models, however,
can only be obtained for certain well-known source characteristics, i.e., the
estimation approach is limited to speech signals. This is discussed in more
detail in Chapter 4.
3. The third variant to obtain pˆ(λ) at the receiver, described in Chapter 5,
makes use of steganography. The bits related to the quantized parameter set
pˆq(λ) are hidden in the bitstream of the narrowband codec. The decoder can
recover these bits and supply a decoded parameter set pˆ(λ) to the extension
band synthesizer.
In all three cases, the (received or estimated) parameter set pˆ(λ) is used to synthe-
size the signal sˆeb(k) which is then recombined with the received baseband signal
sˆbb(k) to form the bandwidth extended output signal sˆbwe(k′).
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Table 2.1: Deﬁnition of frequency bands — (↓): downsampling applied
Lower Upper Sampling
Name Acronym
cutoﬀ [kHz] cutoﬀ [kHz] rate [kHz]
Full Band FB 0.02 20 44.1 / 48
Super-Wideband SWB 0.05 14 32
Wideband WB 0.05 7 16
Narrowband NB 0.05 4 8
Telephone Band TB 0.3 3.4 8
WB Ext. Band HB 4 7 / 8 8 (↓)
SWB Ext. Band UHB 8 14 16 (↓)
To establish a common basis for the following chapters, this chapter focuses on
the determination of the reference parameters p(λ) and on the corresponding signal
synthesis algorithms to obtain the bandwidth extended output signal sˆbwe(k′).
Therefore, in the present chapter, the unquantized parameter set p(λ) is directly
used at the receiver to produce sˆeb(k).
2.1.1 Baseband and Extension Band Deﬁnitions
The frequency bands that are used throughout this thesis are deﬁned in Table 2.1.
They mostly follow the deﬁnitions of the International Telecommunication Union
(ITU). Note that the “narrowband” frequency range is deﬁned as 0.05 – 4 kHz as
opposed to the telephone band of 0.3 – 3.4 kHz. If possible, the ﬁlter characteristics
that are recommended by ITU-T (P.48 [ITU-T 1976] and P.341 [ITU-T 1995]) are
used to produce band-limited versions of the reference signals.
Two concrete scenarios for bandwidth extension are considered in this thesis:
• Extension of NB/TB speech to WB speech
This scenario has, e.g., been studied in [Carl & Heute 1994, Jax 2002] for the
case of artiﬁcial bandwidth extension (without auxiliary information). Here,
the extension band signal covers audio frequencies from 4 kHz to 7 kHz and
the baseband signal (in the NB case) provides the frequencies up to 4 kHz. If
the baseband signal is limited by the telephone characteristic (TB) according
to ITU-T Rec. P.48 [ITU-T 1976], eﬀectively, a spectral gap from 3.4 kHz
to 4 kHz remains. However, such a gap has no signiﬁcant impact on the
speech quality, see [Jax & Vary 2003, Pulakka et al. 2008]. Nevertheless,
the missing low end of the speech (50Hz – 300Hz) has to be accounted for
since it contributes signiﬁcantly to the perceived naturalness of the speech
signal. Some BWE methods that address a low frequency regeneration are
referenced in Section 4.6.
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• Extension of WB audio signals to SWB audio signals
Bandwidth extension of audio signals has, e.g., been studied in [Dietz
et al. 2002]. The extension band for the SWB case ranges from 8kHz to
14 kHz. In the baseband, a wideband characteristic is enforced with the
ITU-T Rec. P.341 ﬁlter [ITU-T 1995] with its passband from 50Hz – 7 kHz.
Consequently, a spectral gap between 7 kHz and 8 kHz remains. Again,
for speech signals, there is only a negligible quality impact. However, for
a concise reproduction of generic audio material (e.g., music), a dedicated
module is required to ﬁll the gap between 7 kHz and 8 kHz, e.g., [Geiser
et al. 2009, Eksler & Jelínek 2011]. Here, this is not discussed for brevity.
Note that the step from SWB towards FB audio signals is not considered. However,
similar signal processing techniques as used for the WB to SWB extension are
expected to be appropriate for this task.
2.1.2 Filterbanks for Subband Analysis and Synthesis
In Figure 2.1, a digital analysis ﬁlterbank is used to split the input signal s(k′)
into its baseband and extension band components. Likewise, a synthesis ﬁlterbank
is required to recombine the synthesized extension band signal with the received
baseband signal.
The use cases outlined in Section 2.1.1 require two-channel ﬁlterbanks with a
band split frequency of fs/2. Usually, quadrature mirror ﬁlterbanks (QMF-banks)
are used for such purposes because of their perfect reconstruction properties, e.g.,
[Esteban & Galand 1977]. In the following, the Inﬁnite Impulse Response (IIR)
QMF-bank of [Löllmann & Vary 2008, Löllmann et al. 2009] with an allpass-based
polyphase implementation as depicted in Figure 2.2(a) is used. Based on the
polyphase allpass ﬁlters A0(z) and A1(z), the eﬀective transfer function for the
low and high pass analysis ﬁlters can be expressed as:
HLP(z) = A0(z
2) + z−1 A1(z
2) (2.1)
HHP(z) = A0(z
2) − z−1 A1(z
2). (2.2)
The corresponding ﬁlter responses are shown in Figure 2.2(b). Similarly, the trans-
fer functions of the eﬀective synthesis ﬁlters can be written as
GLP(z) = z
−1 B0(z
2) − B1(z
2) (2.3)
GHP(z) = z
−1 B0(z
2) − B1(z
2) (2.4)
based on the polyphase ﬁlters B0(z) and B1(z). The synthesis ﬁlters are designed
to cancel out the aliasing distortion so that a perfect signal reconstruction can be
achieved if no spectral processing is applied. However, for the present IIR QMF-
bank, only a “near-perfect” reconstruction can be realized because of its non-linear
phase response. Therefore, the synthesis polyphase ﬁlters include an additional
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Figure 2.2: IIR QMF-bank for subband analysis and synthesis.
phase equalizer term, see [Löllmann et al. 2009], which is designed to compensate
the subjectively objectionable phase distortions. On the other hand, the IIR QMF-
bank oﬀers several advantages compared to a conventional ﬁnite impulse response
(FIR) solution: a lower signal delay, lower complexity, and a slightly better ﬁlter
characteristic (magnitude response, see Figure 2.2(b)).
It is worth noting that, for the present application, the QMF alias cancellation
mechanism and hence the (near) perfect reconstruction properties are no longer
eﬀective. This can be explained by the fact that a parametric signal regeneration,
as pursued in bandwidth extension algorithms, is a highly nonlinear operation.
Instead, suﬃciently steep ﬁlter characteristics with high stopband attenuation are
more important than the strict adherence to the perfect reconstruction paradigm.
Yet, (near) perfect reconstruction QMF-banks are still relevant for hierarchical
audio codecs where an initial parametric signal is successively reﬁned in terms of
signal-to-noise ratio (SNR), cf. Chapter 3.
2.1.3 Analysis and Synthesis of the Extension Band Signal
Parametric signal synthesis for bandwidth extension is motivated by the insen-
sitivity of the human auditory system towards phase distortions and a (limited)
mismatch of spectral details at higher audio frequencies. Therefore, it is usually
suﬃcient to reproduce a rough approximation of the spectral details, cf. the dis-
cussion in Section 2.5. However, certain coarse signal characteristics, in particular
spectral and temporal envelopes need to be accurately represented to obtain a high
subjective quality. Previous work on the topic often concentrated on spectral enve-
lope parameters, e.g., [Jax 2002]. In this thesis, an additional, explicit description
of the temporal envelope is proposed.
Figure 2.3 shows signal processing architectures that are suitable for parame-
tric analysis and synthesis in the context of audio bandwidth extension. For the
analysis of seb(k), i.e., to obtain the reference parameter vector p(λ), two algorith-
mic conﬁgurations are of interest, namely serial and parallel analysis as depicted
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Figure 2.3: Analysis and synthesis of temporal and spectral envelopes.
in Figure 2.3(a) and Figure 2.3(b), respectively. Thereby, the serial analysis ap-
proach (with temporal normalization) is particularly interesting for an application
in audio codecs because the temporally normalized signal steb(k) has a reduced dy-
namic range and is therefore easier to encode, see Section 2.2. The corresponding
synthesis algorithm is shown in Figure 2.3(c). The “excitation signal” uˆeb(k) is
ﬁrst spectrally shaped according to a spectral envelope description. Afterwards,
the temporal envelope of sˆteb(k) is restored. If the parallel analysis structure of
Figure 2.3(b) is used, it is also possible to interchange the order of temporal and
spectral signal shaping, see Section 3.2 for a corresponding application.
The parameters to describe the temporal envelope of seb(k) are introduced in
Section 2.2. For the spectral envelope, two diﬀerent parametrization approaches
are investigated. The ﬁrst (Section 2.3) is based on time-domain modeling while
the second (Section 2.4) operates in a transformed domain. For these parameters,
appropriate signal synthesis modules are devised. Also, the amount of detail con-
cerning temporal and spectral envelopes that is required for speech (and audio)
signals is investigated.
2.2 Temporal Envelope Representation and Control
A concise reproduction of the gain contour in the extension band is essential for
a high quality bandwidth extension because high audio frequencies are particu-
larly susceptible to temporal artifacts, e.g., [Taori et al. 2000, Kim et al. 2007].
Therefore, an explicit representation of the temporal envelope is proposed here and
included in the parameter set p(λ).
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2.2.1 Gain Function for Temporal (De-)Normalization
A simple, yet ﬂexible solution to describe the temporal envelope of seb(k) are sub-
frame gains g(λ,λSF) which are for example used in [Geiser et al. 2007a] and [Geiser
et al. 2009], see also Section 3.2 and Section 3.3. Therefore, each signal frame with
index λ is subdivided in to NTE subframes. The gains for these subframes with
indices λSF ∈ {0, . . . , NTE − 1} are then deﬁned as
g(λ, λSF) = max
⎧⎨
⎩g0,
√√√√ 1
LSF
·
LSF−1∑
k=0
s2eb(λL + λSFLSF + k)
⎫⎬
⎭ (2.5)
where LSF is the subframe length which is required to divide the frame length L
and g0 > 0 is a ﬁxed minimum gain value. The subframe gains g(λ,λSF) (or their
quantized counterparts gˆ(λ,λSF)) can be easily interpolated to form a “temporal
gain function” (TGF) gTGF(k) (or gˆTGF(k) in quantized form). A particularly
eﬃcient realization of the interpolation ﬁlter is an overlap-add using the slope of
scaled Hann windows wT(k) = [sin (π(k + 1)/(2LSF + 2))]
2:
gTGF(λL + λSFLSF + k)
=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
wT(k +
LSF
2
) · g(λ,λSF) +
[
1 − wT(k +
LSF
2
)
]
· g(λ,λSF − 1)
if k ∈ {0, . . . , LSF/2 − 1}
[1 − wT(k)] · g(λ,λSF) + wT(k) · g(λ,λSF + 1)
if k ∈ {LSF/2, . . . , LSF − 1}
(2.6)
for k ∈ {0, . . . , LSF − 1} where, for convenience, g(λ,−1)
.
= gTGF(λ − 1, NTE − 1)
and g(λ,NTE)
.
= gTGF(λ + 1, 0). To compute (2.6), only one subframe of look-
ahead is required. In the serial signal analysis approach according to Figure 2.3(a),
the (quantized) TGF gˆTGF(k) is used to normalize the input signal seb(k):
steb(k) = seb(k) · gˆ
−1
TGF(k). (2.7)
While this multiplication considerably reduces the signal dynamics, an undesired
side eﬀect is that the spectrum components of the input signal are modiﬁed by a
cyclic convolution with the Fourier transform of the inverse gain function (spectral
leakage). To limit the impact on the spectrum components to the lowest possible
amount, the interpolation window wT(k) is designed such that gTGF(k) exhibits
suﬃcient low-pass characteristics, which is explained below, see Figure 2.4(c).
In the synthesis module of Figure 2.3(c), the signal sˆteb(k) is analyzed in the same
manner as speciﬁed by (2.5). The derived subframe gains g′(λ, λSF) describe the
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observed temporal envelope of sˆteb(k). Then, together with the received (or esti-
mated) parameters gˆ(λ, λSF), relative gain factors
gˆrel(λ, λSF) =
gˆ(λ,λSF)
g′(λ, λSF)
(2.8)
can be determined. Following (2.6), the gains gˆrel(λ,λSF) are used to construct
the gain function gˆ′TGF(k) to correct the temporal envelope of the signal sˆ
t
eb(k):
sˆeb(k) = sˆ
t
eb(k) · gˆ
′
TGF(k). (2.9)
Again, through interpolation by (2.6), it is ensured that gˆ′TGF(k) exhibits a pro-
nounced low-pass characteristic so that the impact on the spectrum of sˆteb(k) re-
mains tolerable. In the context of audio coding, (2.9) can be used to eﬀectively
suppress pre-echo artifacts that frequently occur with transform based codecs. This
has been exploited in the concrete codec design that is described in Section 3.3.
Evaluation and Example
An example of the described temporal gain control mechanism is given in Figure 2.4
for a short signal segment seb(k) with fs = 8kHz and LSF = 20
∧= 2.5ms.
In Figures 2.4(a) and 2.4(b) the proposed TGF approach is, for reference, com-
pared with a commonly used alternative envelope representation, i.e., the Hilbert
envelope
sHeb(k) =
∣∣∣∣∣seb(k) + j ·
∞∑
i=−∞
seb(k − i)
1 − (−1)i
4πi
∣∣∣∣∣ . (2.10)
In practice, the second summand of (2.10) needs to be approximated, e.g., using
fast convolution in the DFT domain. The Hilbert envelope, which is also consid-
ered in [Kim et al. 2007], provides an estimate of the “instantaneous amplitude”
of a signal, e.g., [Ohm & Lüke 2010]. Here, to facilitate a fair comparison with
the TGF envelope of (2.6), a low-pass ﬁltered version of sHeb(k), denoted s¯
H
eb(k), is
used. The cutoﬀ frequency of the applied low-pass ﬁlter has been matched with the
6 dB cutoﬀ frequency of the TGF interpolation window wT(k), i.e., fc =
fs/LSF . In
Figure 2.4(a), the low-pass ﬁltered Hilbert envelope is shown with a negative sign.
Both envelope contours (i.e., gTGF(k) and s¯
H
eb(k)) are apparently quite similar
(except that the maxima in s¯Heb(k) are more pronounced) and the normalization
according to (2.7) actually results in a suﬃciently ﬂat signal steb(k) for both ap-
proaches. This is shown in Figure 2.4(b). However, the TGF representation oﬀers a
number of practical advantages over the Hilbert envelope such as lower complexity
and a lower algorithmic delay.
To limit the impact of the temporal normalization operation on the spectral
components of the signal steb(k), the gain function gTGF(k) must exhibit suﬃcient
low-pass characteristics. This is analyzed in Figure 2.4(c) based on the exam-
ple signal segment of Figure 2.4(a). For reference, the frequency response of a
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(c) Frequency response of gTGF(k) compared with the MDCT analysis win-
dow wF(k) from ITU-T Rec. G.729.1 [ITU-T 2006, Ragot et al. 2007].
The channel spacing of the G.729.1 MDCT analysis is 25Hz.
Figure 2.4: Example for temporal envelope modeling and temporal nor-
malization (fs = 8kHz, LSF = 20
∧
= 2.5ms).
standardized spectral analysis window wF(k) is shown. This window is used for
transform audio coding in the Modiﬁed Discrete Cosine Transform (MDCT) of
ITU-T Rec. G.729.1. Here, the sampling frequency is also fs = 8kHz.
Although the stopband attenuation of the window wF(k) is somewhat better
for the given parameter setting (LSF = 20), it can be concluded from Figure 2.4(c),
that the spectral leakage of the temporal gain function gTGF(k) remains well be-
low the resolution of the spectral transform (which is actually used for transform
audio coding). Therefore, despite the proposed temporal normalization, consistent
results can be expected from a spectral analysis (e.g., with an MDCT) of the tem-
porally normalized signal steb(k). Nevertheless, it should be noted that the spectral
analysis techniques to be described in Sections 2.3 and 2.4 are even less demanding
since they only aim to describe the spectral envelope.
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∧
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2.2.2 Temporal Envelope with Adaptive Resolution
To accommodate audio signals with strongly varying temporal characteristics, the
temporal envelope resolution can be adapted to the current input characteristics by
changing the subframe length LSF and therefore the number NTE of subframe gains
per frame λ. Generally, two goals are pursued with this. First, the average number
of parameters to describe the temporal envelope can be reduced signiﬁcantly in
contrast to permanently using the maximum temporal resolution, thus reducing
the required bit rate. Second, an adapted temporal resolution avoids remaining
(and unnecessary) spectral leakage eﬀects.
As a practical and computationally eﬃcient realization, two modes of operation
can be employed. In this case, each audio frame of length L is classiﬁed as either
“stationary” or “transient.” Therefore, a simple yet eﬀective transient detector
can be used which determines if the maximum rising and/or falling slopes within
the subframe gains g(λ,λSF) of a frame λ exceed certain pre-speciﬁed thresholds.
The temporal characteristic of stationary frames is then described by a single gain
factor gstat.(λ), i.e., Lstat.SF = L in (2.5). Transient segments require the original
(higher) temporal resolution. It is important to note that the interpolation formula
(2.6) can still be applied for stationary frames if the subframe gain parameters are
held constant for the entire frame, i.e., g(λ,λSF) ≡ gstat.(λ). A typical example
for the resulting signal-adaptive temporal gain function gadaptiveTGF (k), encompassing
both stationary and transient signal frames, is shown in Figure 2.5. In the example,
four 20ms frames are classiﬁed as transient.
As a possible extension, the length and the shape of the interpolation window
wT(k) in (2.6) can also be adapted to the frame type (transient or stationary).
This method, aiming to reduce spectral leakage further, has been implemented
in the codec proposal of [Geiser et al. 2009], see also Section 3.3. However, for
simplicity, the basic interpolation method of (2.6) shall be used exclusively in the
present chapter.
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2.2.3 Other Applications for Temporal Envelope Control
Apart from bandwidth extension, the proposed mechanism for temporal envelope
control of audio signals can also be used for other applications, namely frame
erasure concealment (FEC) and audio coding. This is summarized below.
Frame Erasure Concealment
Frame erasure concealment (FEC) is an essential component of audio codecs that
are being used in packet switched network environments. Therefore, FEC modules
have recently been added to several standardized codecs such as ITU-T G.722
[ITU-T 1984]. New codecs, e.g., ITU-T G.729.1 [ITU-T 2006, Ragot et al. 2007] or
ITU-T G.718 [ITU-T 2008a, Vaillancourt et al. 2008], are directly designed under
such constraints. Typically, the encoder adds a certain amount of dedicated FEC
information to the bitstream. For example, the transmitted FEC side information
might comprise a coarse but relevant description of past signal frames, in particular
their energy envelope but also, e.g., rough phase information (for strongly periodic
signals). Therefore, if a frame has been lost during transmission, an approximate
version can still be reproduced based on the decoder’s memory and on the available
FEC information.
A concealment which is based on information about past signal frames requires
at least a one-frame delay at the decoder side in order to handle (single) frame
losses. As a matter of fact, audio codecs based on frequency transforms using
half-overlapped windowing (lapped transforms, e.g., the popular MDCT, see also
Section 2.4.3) inherently incur a one-frame delay within the decoder because of
the required overlap-add operation. This property can be elegantly exploited to
transmit FEC information for single frame losses without any additional delay-
penalty provided that the computation of this information does not use additional
look-ahead samples. An example realization which extracts the FEC side infor-
mation directly from the time domain signal is used in the ITU-T G.729.1 codec
[ITU-T 2006, Ragot et al. 2007].
Also the temporal envelope control scheme as described in Section 2.2.1 facili-
tates the reuse of information for FEC in the extension band. Therefore, a special
variable bitstream arrangement can be used for a given frame λ. Concretely, the
encoded subframe gains with odd indices λSF from the current frame (i.e., g(λ,λSF)
with λSF ∈ {1, 3, . . . , NTE − 1}) and the encoded subframe gains with even indices
λSF from the previous frame (i.e., g(λ − 1, λSF) with λSF ∈ {0, 2, . . . , NTE − 2})
are transmitted in the same bitstream frame (packet). Without frame erasures,
both gain subsets are available at the decoder due to the one-frame delay. How-
ever, if a frame erasure is signaled to the decoder, the (single) received subset
(even or odd indices λSF) can be interpolated to form a temporal gain function of
lower resolution. If, moreover, an adaptive temporal envelope method with tran-
sient/stationary classiﬁcation according to Section 2.2.2 is applied, signalization
ﬂags and gains in stationary signal segments are transmitted redundantly for con-
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cise results. A detailed proposal for FEC of a 8 – 14 kHz extension band signal
which is based on an adaptive temporal envelope representation is described in
[Geiser & Vary 2009]. This algorithm has been used in the codec proposal of
[Geiser et al. 2009], see also Section 3.3.
Temporal Envelope Control in Multiple Spectral Bands
The previously discussed methods for temporal gain control are designed to oper-
ate on subband signals. However, enforcing a temporal gain contour for the full
frequency band (e.g., 0 – 8 kHz) might result an unnatural and “snatchy” sound
character. The plain gain control method from above is therefore only applicable
with subband algorithms that already provide an inherent subband decomposition
as, e.g., the present BWE system (Figure 2.1). The algorithm can, however, be
generalized to a multi-band scenario [Geiser, Roggendorf & Vary 2010] where a
uniform or non-uniform frequency selectivity is achieved by applying the concept
of a ﬁlterbank equalizer (FBE) [Vary 2006, Löllmann & Vary 2007]. This multi-
band technique is suitable for an application in audio codecs where, in particular,
pre-echo control or an adaptive spectro-temporal pre- and deemphasis can be re-
alized.1
2.3AutoregressiveRepresentation of theSpectralEnvelope
The most common spectral envelope representation is based on the autoregressive
(AR) signal model. This approach is well-known from speech codecs that employ
linear predictive coding (LPC) techniques. The AR model is also used in numerous
bandwidth extension algorithms that have been proposed in the literature, e.g.,
[Carl & Heute 1994, Jax & Vary 2003].
2.3.1 Analysis
The LPC parameters (or AR coeﬃcients) for the λ-th signal frame are ob-
tained by ﬁtting an all-pole model of order NSE to a windowed segment
sweb(k) = seb(k + λL) · wLP(k) of the input signal seb(k).
2 Thereby, wLP(k) for
k ∈ {0, . . . , Lw − 1} is the analysis window. Hence, the AR coeﬃcient vector
a(λ) = (a1(λ), a2(λ), . . . , aNSE(λ))
T is deﬁned as
a(λ) = arg min
(a1,...,aNSE
)T
E
{(
sweb(k) −
NSE∑
j=1
aj · s
w
eb(k − j)
)2}
. (2.11)
Following the well-known autocorrelation method, e.g., [Vary & Martin 2006], the
coeﬃcients aj(λ) are in practice found by solving the Yule-Walker (or normal)
1The FBE concept as such is also applicable to the bandwidth extension problem. This
is discussed in Section 2.4.4.
2In the serial analysis approach of Figure 2.3(a), steb(k) is used as the input signal instead.
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whereby ϕˆsw
eb
sw
eb
(κ) is a short-term estimate (for frame λ) of the autocorrelation
function of sweb(k). This equation system is eﬃciently solved using Levinson-Durbin
recursions, cf. [Vary & Martin 2006]. The obtained AR coeﬃcients aj(λ) can then
be used to compute the linear prediction residual:
uLPeb (k) = seb(k) −
NSE∑
j=1
aj(λ) · seb(k − j). (2.13)
2.3.2 Synthesis with Artiﬁcial Excitation Signals
Based on the received (or estimated) AR coeﬃcients aˆ(λ) = (aˆ1(λ), . . . , aˆNSE(λ))
T,
signal synthesis can be performed by the receiver:
sˆeb(k) = uˆeb(k) +
NSE∑
j=1
aˆj(λ) · sˆeb(k − j) (2.14)
whereby the signal uˆeb(k) is called the “excitation” signal of the synthesis ﬁlter (see
Section 2.5). If aˆ(λ) = a(λ) and uˆeb(k) = u
LP
eb (k), the original input signal seb(k)
is exactly reconstructed3 by (2.14). Lossy speech codecs transmit a quantized
LPC residual which guarantees an approximate reconstruction of the input signal.
However, in bandwidth extension algorithms, an artiﬁcial excitation uˆeb(k) is used
instead of a quantized signal (see Section 2.5). Such artiﬁcial signals are in general
not directly related to the original LPC residual in (2.13). Sometimes only the
(approximate) gain is enforced for the excitation signal, i.e.,
σˆ2uˆeb(λ)
!
= σˆ2uLP
eb
(λ)
.
=
1
L − 1
L−1∑
j=0
[
uLPeb (j + λ · L)
]2
. (2.15)
However, even with matched gains according to (2.15), it is not ensured that
σˆ2sˆeb(λ) = σˆ
2
seb
(λ), i.e., the (short term) power of the synthesized signal sˆeb(k)
may deviate from the (short term) power of seb(k). This eﬀect is illustrated in Fi-
gure 2.6. In the experiment, the LP residual of the 0 – 4 kHz band of a speech signal
is used as the excitation signal uˆeb(k) to synthesize the 4 – 8 kHz extension band
sˆeb(k). The extension band gain σˆ
2
sˆeb
(λ) after AR synthesis has been measured for
3An adequate implementation of the adaptive ﬁlters is assumed.
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Figure 2.6: Gain mismatch in AR synthesis with artiﬁcial excitation.
each frame. In the ﬁgure, σˆ2sˆeb(λ) is compared with the reference (original) gain
of seb(k). It can be observed that, in certain critical signal segments, signiﬁcant
deviations from the reference gain contour occur in the synthesized signal.
As a solution, excitation signals of unit gain (σˆ2uˆeb(λ) = 1) can be used in (2.14)
in combination with an external gain control for the synthesized signal sˆeb(k).
Here, this is achieved with the temporal envelope shaping method proposed in
Section 2.2. Moreover, with the gain shaping in the signal domain instead of
the residual domain, the explicit computation of the extension band LP residual
according to (2.13) is no longer required for the determination of the reference
parameters p(λ) and can be omitted.
2.3.3 Synthesis Filter Implementation
An important aspect for the implementation of AR synthesis (2.14) is the employed
ﬁlter structure and the ﬁlter adaptation mechanism. The most common choice is
an implementation in direct or transposed form while the set of ﬁlter coeﬃcients
a(λ) is instantaneously switched at the frame boundaries (k = λL). The transposed
form of the AR synthesis ﬁlter has the advantage that the new coeﬃcient set is not
immediately eﬀective at the ﬁlter output since the weighted samples are buﬀered
before the output, see Figure 2.7(a). This causes a certain smoothing eﬀect at the
frame boundaries which is particularly important if an artiﬁcial excitation signal
uˆeb(k) is applied to the synthesis ﬁlter.
The frame transitions can be smoothed further if a “crossfading” method is
applied. The idea here is to deﬁne an overlap period Lo ≤ L in which, eﬀectively,
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Figure 2.7: Implementation of the AR synthesis ﬁlter.
two parallel synthesis ﬁlters are applied. Both ﬁlter outputs are then combined
with a suitable crossfading function. Consider, as illustrated in Figure 2.7(b), the
transition from frame λ0 to frame (λ0 + 1). The output of the ﬁrst ﬁlter is then
sˆ1(k) = uˆeb(k) +
NSE∑
j=1
aˆj(λ0) · sˆ1(k − j) (2.16)
for k ∈ {λ0L, . . . , (λ0 +1)L+Lo − 1}. The output for frame (λ0 +1) is computed
for k ∈ {(λ0 + 1)L, . . . , (λ0 + 2)L + Lo − 1} as follows:
sˆ2(k) = uˆeb(k) +
NSE∑
j=1
aˆj(λ0 + 1) · sˆ2(k − j). (2.17)
During the crossfading period, i.e., for k ∈ {(λ0 +1)L, . . . , (λ0 +1)L+Lo −1}, the
crossfaded signal is obtained as
sˆeb(k) = wXF(k − (λ0 + 1)L) · sˆ1(k) + [1 − wXF(k − (λ0 + 1)L)] · sˆ2(k) (2.18)
with the crossfading function wXF(k). This crossfading function can be chosen as
the falling slope of any common window function, e.g., the triangular window or
the Hann window. Furthermore, to ensure the continuity of the ﬁltering process,
the ﬁlter states have to be taken into account. For the described crossfading
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mechanism, the states of the second ﬁlter (which starts to operate at sample index
(λ0 + 1) · L) are initialized by duplicating the states from the ﬁrst ﬁlter before
the output sample sˆ1((λ0 + 1) · L) is produced. Regarding the ﬁlter structure, the
same comments apply as for the conventional adaptive ﬁltering method, i.e., the
transposed ﬁlter implementation from Figure 2.7(a) is advisable.
The crossfading method implies a processing delay of Lo/2 samples because of
the overlap-add operation (2.18). Moreover, it has to be noted that, instead of
crossfading the output signals sˆ1(k) and sˆ2(k) of two separate ﬁlters, also the ﬁlter
coeﬃcients aˆj(λ) could be crossfaded. However, this operation is only equivalent to
the described mechanism if ﬁnite impulse response (FIR) ﬁlters are used, whereas
the AR synthesis of (2.14) is a recursive ﬁlter and therefore has an inﬁnite impulse
response (IIR).
2.4 Spectral Envelope Modeling in the Frequency Domain
As an alternative to AR modeling of the spectral envelope, it can be desirable
to derive spectral envelope parameters from a frequency domain representation of
the audio signal. This is particularly relevant when the parametric signal synthesis
shall be used within the framework of an existing transform based audio codec.
2.4.1 Spectral Transforms
The frequency domain representation for frame λ of the real-valued signal seb(k) is
denoted by Seb(λ, μ) with the index μ for the frequency bins. The most common
frequency transform is the Discrete Fourier Transform (DFT)
SDFTeb (λ,μ) =
Lw−1∑
k=0
wF(k) seb(k + λL) · e
−j
2πμk
Lw (2.19)
with μ ∈
{
0, . . . , Lw
2
}
. Note that the symmetric extension for the transform
coeﬃcients of real input signals, i.e., SDFTeb (λ,
Lw
2
+ μ) = SDFTeb (λ,
Lw
2
− μ)∗ with
μ ∈
{
1, . . . , Lw
2
− 1
}
, is omitted here. The employed analysis window (or prototype
ﬁlter) wF(k) has a length of Lw samples.
Instead of the DFT, modern transform audio codecs typically use the half-
overlapped (i.e., Lw
!
=2L), critically sampled, and real-valued Modiﬁed Discrete
Cosine Transform (MDCT) [Princen & Bradley 1986, Malvar 1992]
SMDCTeb (λ, μ) =
Lw−1∑
k=0
wF(k) seb(k + λL) · cos
[
π
L
(
k +
L + 1
2
)(
μ +
1
2
)]
(2.20)
with μ ∈
{
0, . . . , Lw
2
− 1
}
, whereby, in this case, the window wF(k) has to ful-
ﬁll the Princen-Bradley conditions [Princen & Bradley 1986] to achieve a perfect
reconstruction after inverse transform and overlap-add.
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2.4.2 Subband Gains
Based on a given frequency transform representation Seb(λ, μ) for frame λ, a ﬁxed
number NSE of subband gains with index m ∈ {0, . . . , NSE − 1} can be deﬁned (in
analogy to the subframe gains from Section 2.2):
γ(λ,m) = max
⎧⎨
⎩γ0,
√√√√ 1
MSB
MSB−1∑
μ=0
W (μ) · |Seb(λ, μ + mMs)|2
⎫⎬
⎭ . (2.21)
Thereby, MSB is the subbandwidth (in bins) and γ0 > 0 is, again, a ﬁxed mini-
mum gain value. The frequency domain window W (μ) spans a bandwidth of MSB
frequency bins. The subband spacing is Ms ≤ MSB bins, i.e., there is an optional
spectral overlap of MSB −Ms frequency bins. The number NSE of spectral gains is
associated with the subband spacing Ms, with the transform length Lw and with
the desired cutoﬀ frequency fc via
NSE =
⌈
Lwfc
Msfs
⌉
. (2.22)
It should be noted that, as an alternative to (2.21), spectral subband gains can be
obtained immediately from the time domain signal with the help of a polyphase
DFT analysis ﬁlterbank with NSE channels [Geiser, Roggendorf & Vary 2010].
However, this case is not considered here since, in the context of a transform codec,
the frequency transform and the transform coeﬃcients Seb(λ, μ) are assumed to
be given.4
The spectral gains of (2.21) are, in the general case, computed with overlapping
windows W (μ). Yet, in typical applications in transform audio codecs, rectangular
windowing without any overlap is desirable, i.e., MSB = Ms and W (μ) ≡ 1. The
quantized gains γˆ(λ,m) can then be reused as scalefactors for spherical vector
quantization of transform coeﬃcients as employed in many codecs, see Section 3.3.
2.4.3 Signal Synthesis in the Frequency Domain
A frequency domain representation of the spectral envelope is particularly useful
if the bandwidth extension algorithm shall be tightly integrated with a transform
audio codec. Then, the frequency domain is also a natural choice for spectral
envelope synthesis in the decoder.
Spectral Gain Function
The synthesis begins with a (spectrally ﬂat) “excitation signal” Uˆeb(λ, μ), see Sec-
tion 2.5, based on which spectral correction gains can be established:
γˆrel(λ,m) =
γˆ(λ,m)
γˆ′(λ,m)
. (2.23)
4The corresponding time domain synthesis algorithm is based on the concept of a ﬁlter-
bank equalizer (FBE) [Vary 2006, Löllmann & Vary 2007]. This is discussed in Section 2.4.4.
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In (2.23), γˆ(λ,m) are the received or estimated spectral parameters and γˆ′(λ,m)
are the measured spectral gains (according to (2.21)) of Uˆeb(λ, μ). Then, a fre-
quency domain equivalent for the temporal gain function (TGF) of Section 2.2,
i.e., a spectral gain function (SGF), can be deﬁned
γˆSGF(λ, μ + mMs)
=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
WS(μ +
Ms
2
) · γˆrel(λ,m) +
[
1 − WS(μ +
Ms
2
)
]
· γˆrel(λ,m − 1)
if μ ∈ {0, . . . ,Ms/2 − 1}
[1 − WS(μ)] · γˆrel(λ,m) + WS(μ) · γˆrel(λ,m + 1)
if μ ∈ {Ms/2, . . . ,Ms − 1}
(2.24)
with the interpolation window WS(μ) which, in most cases, should be matched
with the window function W (μ) of the analysis side. To restore the spectral signal
characteristics, the SGF is applied to the excitation signal:
Sˆeb(λ,μ) = Uˆeb(λ, μ) · γˆSGF(λ, μ). (2.25)
According to Figure 2.3(c), an eventual temporal impact of the spectral multipli-
cation is subsequently corrected by the application of the temporal gain function
gˆTGF(k) as described in Section 2.2.1.
Inverse Transform
The spectrally shaped signal Sˆeb(λ, μ) for each frame λ is ﬁnally transformed to
the time domain. For the case of the Inverse Discrete Fourier Transform (IDFT),
the frequency domain symmetry conditions for real-valued time domain signals
have to be considered, i.e., the inverse transform equation becomes
s˜DFTeb (k + λL) =
1
L
Lw
2
−1∑
μ=0
[
SˆDFTeb (λ, μ) + (−1)
k · SˆDFTeb
(
λ, μ +
Lw
2
)]
· ej
2πμk
Lw
(2.26)
with k ∈ {0, . . . , Lw − 1}. The counterpart to the MDCT of (2.20) is the Inverse
Modiﬁed Discrete Cosine Transform (IMDCT):
s˜MDCTeb (k, λ) =
1
L
L−1∑
μ=0
SˆMDCTeb (λ,μ) cos
[
π
L
(
k +
L + 1
2
)(
μ +
1
2
)]
(2.27)
with k ∈ {0, . . . , Lw − 1}. In both cases (DFT and MDCT), an overlap-add op-
eration has to be carried out and the ﬁnal time domain signal is determined as
sˆeb(k + λL) = wF(k) · s˜eb(k, λ) + wF(k + L) · s˜eb(k, λ − 1) (2.28)
for k ∈ {0, . . . , L} and λ ∈ Z. In the IMDCT case, this operation is particularly
important since it cancels out the time domain alias, cf. [Princen & Bradley 1986].
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Comments on Parametric Signal Analysis/Synthesis in the MDCT Domain
The MDCT is very well suited for the eﬃcient quantization of spectral coeﬃcients
in audio codecs because it simultaneously oﬀers critical downsampling, overlapped
framing, and perfect reconstruction. However, the latter is only achieved by the
ﬁnal overlap-add step in the time domain (2.28), i.e., through time domain alias
cancellation (TDAC). Hence, the Lw/2 real-valued transform coeﬃcients for a
single frame with index λ do not convey the full information on the Lw time
domain samples of the corresponding input window. As a particular consequence,
Parseval’s theorem does not hold for the MDCT [Wang et al. 2000] and energy
calculations (such as (2.21)) that are based on this representation are not exact.
Therefore, a dedicated complex valued ﬁlterbank that facilitates a more reliable
parameter extraction is often used instead, e.g., in the “spectral band replication”
technique of [Dietz et al. 2002]. However, despite certain disadvantages for concise
parameter estimation, the MDCT still proved to be useful for parametric coding
because a seamless integration with transform audio codecs is possible, e.g., [Geiser
et al. 2009, Tammi et al. 2009, Tsujino & Kikuiri 2009, Laaksonen et al. 2010]. For
instance, the energy parameters from MDCT subbands can be reused as scale
factors for MDCT domain spherical vector quantization, e.g., [Geiser et al. 2009].
2.4.4 Signal Synthesis in the Time Domain
An alternative to the frequency domain synthesis approach as outlined in the
previous section is a ﬁlter-based time domain synthesis approach using the received
(or estimated) spectral gains γˆ(λ, μ). A suitable tool to map the gains γˆ(λ, μ) to the
coeﬃcients hFBE(λ, k) of a time domain ﬁlter is a ﬁlterbank equalizer (FBE) [Vary
2006]. The typical use case for FBEs is speech enhancement, in particular noise
reduction [Löllmann & Vary 2007] and near end listening enhancement [Sauert
et al. 2008]. An application to pre-echo control in audio coding is discussed in
[Geiser, Roggendorf & Vary 2010]. Also, a few proposals for bandwidth extension
algorithms based on FBE and related techniques have been made in the literature,
e.g., [Geiser et al. 2007a, Kim et al. 2008, Pulakka et al. 2010].
The FBE frequency channels with index m ∈ {0, ..., NSE − 1} are deﬁned by
their bandpass impulse response h(m)FBE(k). These subband ﬁlters are modulated
versions of the linear phase FIR prototype low-pass ﬁlter h0(k) of length LFBE
which, for perfect reconstruction, is required to fulﬁll the so called “M -th band
condition,” i.e., h0(nM + LFBE/2) = 0 for n ∈ Z \ {0} and M =
Lw
2Ms
, see e.g.,
[Mintzer 1982]. Based on the prototype design, individual bandpass ﬁlters are
then derived as modulated versions of the prototype impulse response. In [Vary
2006] and [Löllmann & Vary 2007], the modulation is eﬀectively obtained with
a generalized DFT (GDFT) of the time varying spectral gains (weights) and by
a subsequent multiplication with the impulse response of the prototype low-pass
ﬁlter. Here, in contrast, the subband ﬁlters are obtained by real-valued cosine
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modulation resulting in subband ﬁlters with linear phase:
h
(m)
FBE(k) = h0(k) · cos
(
(m + m0) ·
2πMsk
Lw
)
. (2.29)
A frequency shift of m0 = 1/2 is applied to match the subband deﬁnition of (2.21).
The overall FBE impulse response hFBE(λ, k) for each frame λ is ﬁnally obtained
by the weighted sum
hFBE(λ, k) =
NSE−1∑
m=0
γˆrel(λ,m) · h
(m)
FBE(k) (2.30)
where γˆrel(λ,m) can, for instance, be determined according to (2.23). The ﬁlter
equation for the FBE is then
sˆeb(k + λL) =
LFBE−1∑
j=0
uˆeb(k − j) · hFBE(λ, k) (2.31)
for k ∈ {0, . . . , L − 1}. To accommodate heavily time-varying gains (or ﬁlter co-
eﬃcients), either the ﬁlter crossfading method of Section 2.3.3 and Figure 2.7(b)
can be reused or, since (2.31) speciﬁes an FIR ﬁlter, a direct interpolation of the
correction gains γˆrel(λ,m) can be applied.
The FBE with NSE channels can be designed such that the individual ﬁlterbank
channels match the corresponding analysis frequency subbands in (2.21) as closely
as possible. In particular, the ﬁlter prototype and the modulation frequencies
have to be chosen accordingly. In this case, also overlapped frequency domain
analysis windows W (μ) with Ms ≤ MSB can be interesting to align both the FBE
prototype bandwidth and the FBE intra-channel overlap.
Compared to the frequency domain synthesis approach of Section 2.4.3, the FBE
concept oﬀers several advantages. For example, with the FBE synthesis, a lower
algorithmic delay and a reduced computational complexity can be achieved, both
because of the fact that the inverse transform can be omitted. Moreover, there
is the possibility to interchange the time and frequency envelope shaping blocks
in Figure 2.3(c). However, the ﬁltering operations of (2.31) may inﬂuence the
temporal signal characteristics in an undesired way (similar to the spectral leakage
eﬀects as discussed in Section 2.2.1). Potentially, the temporal energy distribution
is “smeared” over an interval which corresponds to the length of the frequency
envelope shaping ﬁlter (i.e., LFBE taps). However, with relatively wide and over-
lapping frequency responses of the ﬁlterbank channels, it is guaranteed that es-
sential temporal characteristics are maintained, see [Geiser et al. 2007a]. An FBE
based synthesis of the spectral envelope is used in the TDBWE algorithm of ITU-T
G.729.1. The related ﬁlterbank design is described in more detail in the following
chapter (Section 3.2.3). The corresponding amplitude transfer functions of the
individual ﬁlters are then shown in Figure 3.8.
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2.5 Parametric Regeneration of Spectral Details
In the simplest case, the term “spectral details” refers to the linear prediction
residual uLPeb (k) as deﬁned by (2.13). However, in the context of bandwidth ex-
tension, “spectral details” are interpreted more generally, i.e., as the (artiﬁcially
generated) signal uˆeb(k) which is used to drive the subsequent envelope shaping
components of the algorithm, see Figure 2.3(c). In fact, a large number of meth-
ods exists to regenerate the spectral details uˆeb(k). These approaches range from
simple pseudo-random noise generators over signal processing techniques to de-
rive uˆeb(k) from the received baseband signal sˆbb(k) (e.g., spectral replication or
spectral folding) to sophisticated parameter-driven methods which are based on
the modeling of individual harmonic components or pitch cycles. Hybrid algo-
rithms are also possible. The methods can be categorized as “blind” (i.e., no side
information transmitted) or “non-blind” (i.e., side information is available).
This section brieﬂy summarizes several common methods to regenerate the
spectral details of the extension band at the receiver side. Two concrete algorithms,
which have been designed for particular applications, are detailed in Chapter 3.
2.5.1 Spectral Replication
Spectral replication is a simple yet eﬀective way to generate the excitation signal
either in the time domain (uˆeb(k)) or in the frequency domain (Uˆeb(λ,μ)) based on
the respective baseband signal sˆbb(k) or Sˆbb(λ, μ). Spectral replication methods
reuse a “spectrally ﬂattened” baseband signal as the extension band excitation.
The method can be realized with or without side information.
Early proposals for spectral replication date back to [Un & Magill 1975] and
[Makhoul & Berouti 1979]. Also the GSM FullRate codec [ETSI 1990, Vary
et al. 1988] is based on spectral replica of a quantized baseband signal that is
1.66 kHz wide. Interestingly, the replication method is not only useful for band-
width extension of speech signals, but it is also applicable for extending the band-
width of audio material. The approach is meanwhile successfully applied in many
codec standards, for instance in the “Spectral Band Replication” (SBR) tool in
MPEG Audio Coding [Dietz et al. 2002].
Frequency Domain Implementation
Spectral replication in the frequency domain is relatively straight forward. First,
the baseband spectrum Sbb(λ, μ) in frame λ is processed to obtain a spectrally
ﬂat signal. This can, for instance, be achieved by spectral normalization with the
spectral gain function of Sbb(λ,μ) according to (2.24)
Snormbb (λ,μ) = Sbb(λ, μ) · γ
−1
SGF(λ, μ). (2.32)
Then, a suitable part of Snormbb (λ, μ) is reused as excitation signal. Speech signals
are often less tonal in the extension band. Therefore, a certain amount of pseudo
random noise N(λ, μ) can be added optionally.
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Figure 2.8: Spectral replication in the frequency domain.
As an example, an excitation signal for a bandwidth extension from 4kHz (NB)
to 7 kHz (WB) shall be considered, see Figure 2.8. In this case, both the baseband
and the extension band signals are sampled at 8 kHz. If the MDCT (2.20) is
assumed as frequency transform, there are Lw/2 real-valued frequency bins for
the baseband as well as the extension band. Then, in the example, the desired
excitation signal is synthesized as
Uˆeb(λ, μ) =
{
Snormbb (λ, μ +
1
8
· Lw) + N(λ, μ) for μ ∈
{
0, . . . , 3Lw
8
− 1
}
0 for μ ∈
{
3Lw
8
, . . . , Lw
2
− 1
}
.
(2.33)
Note that the 1 – 4 kHz range of the baseband spectrum (oﬀset of Lw/8 bins) is
used as excitation for the 4 – 7 kHz range (frequency bins 0 to 3Lw/8 − 1 in the
extension band MDCT domain). This choice is particularly beneﬁcial for speech
signals since the 0 – 1 kHz band often contains very strong harmonics which are
atypical for the extension band.
The blind replication method of (2.33) can also be supported by a limited
amount of side information. In general, this side information has to be extracted
from the original extension band spectrum Seb(λ,μ). The following options can
be considered:
• Tonality adjustment — The tonality of the replicated signal can be adjusted
according to the measured tonality of the original extension band signal.
Concretely, “peak sharpening” for too noisy signals or adaptive “noise mix-
ing” for too tonal signals can be employed, see e.g., [Geiser et al. 2009].
• Pitch cutoﬀ frequency — A frequency index μc is determined. Below this
cutoﬀ frequency, the usual replication method of (2.33) is applied. For higher
frequencies, i.e., for μ ≥ μc, more emphasis is put on the noise contribution
N(λ, μ). This way, the natural voicing characteristics of human speech can
be reproduced more accurately.
• Spectral “patching” — The spectral replication method is in principle not
restricted to a single continuous frequency range. More ﬂexibility is added
by allowing spectral “patches” that are copied from the baseband spectrum
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Figure 2.9: System for spectral replication in the time domain.
Snormbb (λ, μ) to the best matching frequency regions in Uˆeb(λ, μ) (e.g., based
on a correlation measure). The method is, e.g., applied in [Tammi et al. 2009,
Laaksonen et al. 2010]. With this approach, the baseband signal eﬀectively
serves as an adaptive codebook for the frequency subbands of the extension
band excitation. The mapping of source indices μs within Snormbb (λ, μ) to the
target indices μt has to be transmitted as side information.
Time Domain Implementation
As a new proposal, the blind replication method of (2.33) can also be implemented
in the time domain. In this case, as a replacement for the spectral normalization
according to (2.32), linear prediction according to (2.13) can be applied, i.e., the
LP residual of the baseband signal could directly be used as excitation uˆeb(k) for
the extension band synthesis. However, considering the example from above, where
the 1 – 4 kHz range of the baseband signal shall be used as the excitation signal,
additional processing has to be carried out. The respective block diagram is shown
in Figure 2.9. To illustrate the functionality of the proposed system for spectral
replication, example spectra of intermediate signals are shown in the ﬁgure. With
this system, in eﬀect, the normalized LP residual of the baseband signal unormbb (k)
is suitably modulated in an upsampled domain by multiplication with the term
cos(ω0 k′). If, as for the example spectrum plots in Figure 2.9, the modulation
frequency is set to ω0 = 5π8 , the 0 – 1 kHz range of the original input signal
can be eliminated by the second low-pass ﬁlter. In case the baseband signal only
covers the telephone frequency band with its cutoﬀ frequency of approximately
3.5 kHz, a modulation frequency of ω0 = 9π16 must be chosen so that the 0.5 –
3.5 kHz spectrum is selected as extension band excitation. The ﬁnal “compression”
module is used to eliminate strong peaks in the time domain which may inﬂuence
subsequent signal synthesis blocks (e.g., LPC synthesis ﬁltering, see Figure 2.6).
The two low pass ﬁlters of the replication system can be realized as IIR ﬁlters
with low algorithmic delay and complexity since mild phase distortions are not
detrimental in the context of bandwidth extension.
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2.5.2 Parameter-Driven Synthesis
As an alternative to replication based regeneration of the spectral details in the
extension band, a full synthesis of these signals can be pursued. The simplest
approach is to use a pseudo-random noise signal. However, tonal signal segments
such as voiced speech can not be accurately modeled with a pure noise excitation.
Therefore, typical parameter-driven excitation generation methods make an ex-
plicit distinction between noisy and tonal contributions. Often, the additional as-
sumption is made that the tonal components are purely harmonic. Such a mixture
of noisy and harmonic signal components is in line with the commonly assumed
model of speech production, e.g., [Vary & Martin 2006]. Nevertheless, as shown
in Section 3.3.3, such a simpliﬁed model (i.e., disregarding the non-harmonic, but
still tonal signal components) can also be successfully applied to more generic au-
dio material (e.g., music). Of course, there are more sophisticated methods that
allow to add or remove individual sinusoids from the generated signal. This is,
e.g., applied in [Dietz et al. 2002].
For a fully synthetic excitation signal, comprising noise and harmonic compo-
nents, the following parameters are useful:
• Tonality — The weighting of tonal components and noise must be deduced
from a measured tonality of either the received baseband signal (no side in-
formation transmitted) or of the original extension band tonality (parameter
is sent as side information).
• Pitch period — The pitch period can be estimated from the baseband signal
(no side information), which is fully suﬃcient for speech bandwidth exten-
sion, or it can be determined from the original extension band signal (side
information is transmitted).
• Pulse shape — If the excitation synthesis is performed in the time domain,
a well-designed shape of the pitch pulses can help to replicate the original
spectral details more accurately compared to unit pulses. Unit pulses usually
result in a rather sharp sounding excitation signal. The pulse shape design
can be ﬁxed (no side information) or it can be determined based on the
original signal (with side information).
The implementation of the signal generator and analysis modules can either
be carried out in the frequency domain or in the time domain, as required by
the given processing framework (transform codec or time domain bandwidth ex-
tension). More details and two concrete implementation examples for both possi-
bilities are described in Section 3.2.3 (time domain implementation for wideband
speech signals) and in Section 3.3.3 (frequency domain implementation for super-
wideband speech and audio signals), respectively.
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2.5.3 Hybrid Approaches
To better accommodate the varied spectral structure of generic audio signals such
as music, hybrid algorithms can be used for the regeneration of spectral details in
the extension band. These algorithms switch between two (or more) regeneration
methods depending on the characteristics of the current signal segment.
For example, in segments where there is suﬃcient similarity between the spec-
tral details of the baseband and of the extension band signal, spectral replication
techniques (as described in Section 2.5.1) are well applicable. In other cases, es-
pecially for signals that have a distinctive harmonic structure in the high band,
artiﬁcial signal synthesis (Section 2.5.2) is better suited to achieve a high quality.
Hybrid approaches for the regeneration of spectral details are only reasonably
applicable if the transmission of side information is allowed. At least a binary ﬂag
is required to indicate the signal regeneration method to be applied (e.g., spectral
replication or pure synthesis). Naturally, a concrete hybrid method must deﬁne
speciﬁc criteria to decide upon the regeneration mode to be used at the decoder.
Hybrid signal generators that switch between several modes of operation are in
fact applied in several speech and audio codecs, e.g., [Laaksonen et al. 2010, Geiser
et al. 2009]. In particular, the excitation generator of [Geiser et al. 2009, Geiser,
Krüger & Vary 2010] which is based on switched spectral replication and harmonic
synthesis is described in Section 3.3.3.
2.6 Performance of Diﬀerent Parameter Sets
The diﬀerent algorithmic components for bandwidth extension that have been
described in the previous sections shall now be evaluated and compared. The
available degrees of freedom (in particular the temporal and spectral resolution)
shall be investigated for the narrowband to wideband as well as for the wideband to
super-wideband bandwidth extension scenarios, both for speech and music input
signals. The quality assessment is conducted with two objective audio quality
measures:
• The wideband PESQ tool [ITU-T 2005] is used to assess the quality of
processed wideband speech signals (16 kHz sampling rate). The (mapped)
WB-PESQ scale, given as MOS-LQO5, ranges from approx. 1.0 for the worst
quality up to 4.6 for the best quality.
• The PEAQ tool [ITU-R 1998] is used to assess the quality of processed
audio signals with 16 kHz and 32 kHz sampling rate (wideband and super-
wideband). The PEAQ scale, given as ODG6, ranges from -4 for the worst
quality up to 0 for the best quality.
5MOS-LQO: Mean Opinion Score, Listening Quality Objective
6ODG: Objective Diﬀerence Grade
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Figure 2.10: Results for wideband (f ′s = 16kHz) and super-wideband
(f ′s = 32 kHz) speech signals, replication excitation.
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Figure 2.11: Exemplary results for super-wideband (f ′s = 32kHz) music
signals, replication excitation.
For the present investigation, the parallel analysis structure of Figure 2.3(b)
has been used. The frame shift has been set to 20ms while the window size for
spectral analysis and synthesis has been set to 25ms, i.e., there is a relative win-
dow overlap of 20%. This setup is fully compatible with conversational codecs,
e.g., the AMR or AMR-WB codecs as deployed in 3GPP cellular networks. For
the parametrization of the extension band signals, several options have been con-
sidered: The temporal envelope is always represented by NTE subframe gains (cf.
Section 2.2) while, for the spectral envelope, both the autoregressive representation
with an LPC ﬁlter order of NSE (cf. Section 2.3) as well as the identical number of
DFT domain subband gains (cf. Section 2.4) are investigated. Furthermore, for the
latter case, both DFT domain synthesis of the spectral envelope (cf. Section 2.4.3)
as well as time domain synthesis with a ﬁlterbank equalizer (cf. Section 2.4.4) are
considered. The decoder side regeneration of the spectral details in the extension
band is achieved by the spectral replication approach as described in Section 2.5.1,
either in the time or in the frequency domain, as appropriate. The parameters
have not been quantized.
The test results for bandwidth extension of speech signals are shown in Fi-
gure 2.10. The test set comprised approximately 100 samples in English language
from the NTT corpus [NTT 1994]; the graphs show the averaged quality scores. In
the experiments, the number of spectral parameters NSE has been varied from 1
to 8, while the number of temporal parameters NSE has been limited to 1 (no sub-
frames) and 2 (10ms subframe length). With a higher temporal resolution, only
relatively small quality improvements could be obtained. A possible explanation
is that the spectral replication method, which is used to regenerate the spectral
details, partially preserves the temporal structure of the baseband signal and thus
less gain correction is required. Nevertheless, a higher number of temporal pa-
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rameters, i.e., a smaller subframe length might still be required for an adequate
representation of heavily transient signals.
From Figure 2.10, it can be concluded that excellent speech quality is achievable
in all investigated setups, i.e., for all envelope parameter sets at both sampling rates
(16 kHz and 32 kHz). Thereby, the LPC envelope parametrization has a certain
advantage because less parameters are needed to achieve the same quality level.
The reason is that the frequency responses of the all-pole AR synthesis ﬁlters
allow for a much more ﬂexible allocation of the available spectral resolution. With
a higher number of spectral parameters, however, the subband approaches (DFT
and FBE envelope synthesis) are able to close the quality gap (or even surpass the
quality of the LPC envelope synthesis).
To provide a comparison, also the serial signal analysis approach of Fi-
gure 2.3(a) has been tested with an exemplary setup (f ′s = 16 kHz, LPC enve-
lope, NSE = 4, NTE = 2). The respective WB-PESQ score reveals no measurable
quality loss compared to the parallel system, which can be explained by the strict
low-pass character (limited leakage) of the employed temporal gain function, see
Figure 2.4(c). Consequently, a given parallel signal analysis can be easily replaced
by a serial system if required by the concrete application.
In another experiment, the applicability of the proposed systems for bandwidth
extension of audio signals (music) was assessed. The test material was taken from
the EBU SQAM corpus [EBU 1988] (samples 55 – 70). The averaged test results
(PEAQ scores) are shown in Figure 2.11. Obviously, there is less dependency on
the number of spectral parameters than for speech input signals. However, the
overall achievable quality level is lower than in the speech case. The main reason
for this is that an adequate regeneration of the spectral details is diﬃcult to achieve
with a plain spectral replication method, especially for samples that include tonal
components in the extension band. In these cases, more sophisticated methods
are required to concisely regenerate the spectral details. An example algorithm
that is suited for music signals is presented in the following chapter (Section 3.3).
Nevertheless, also with the plain spectral replication method as investigated here,
an acceptable quality level can be obtained for many audio samples, in particular
for bandwidth extension towards super-wideband frequencies.
2.7 Discussion
The compact parameter sets that have been proposed in this chapter are suited to
resynthesize the (wideband and super-wideband) extension band of speech signals
with excellent quality. A reasonable quality level can also be maintained for more
generic audio signals, e.g., music.
An important application for the newly introduced parameter sets is embedded
coding where quantized parameters are added to the bitstream of the core codec.
This corresponds to Option 1 in Figure 2.1. Two concrete novel algorithms that
have been developed in the context of international standardization projects are
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presented in the following chapter. As a second important application, parameter
estimation can be conducted, facilitating an artiﬁcial bandwidth extension where
only the decoder side of the communication system needs to be modiﬁed. This is
addressed in Chapter 4.
The evaluation in Section 2.6 has shown that an excellent quality level is in
fact achievable with all of the proposed algorithms and methods. Therefore, if the
reproduced audio bandwidth of a given communication system shall be enhanced,
the particular bandwidth extension algorithm can be chosen which best matches
the system requirements and the given baseband codec. A few example application
scenarios shall be outlined here:
• In the basic scenario where the reproduced bandwidth of a time domain
codec (e.g., CELP) shall be enhanced with bandwidth extension techniques,
a full time-domain solution should be applied so that the algorithmic delay
is not increased too much. For example, the autoregressive spectral envelope
of Section 2.3 could be used in conjunction with the novel temporal envelope
control mechanism of Section 2.2. The spectral details could be resynthesized
at the decoder side with the help of the new time domain spectral replication
method of Section 2.5.1.
• If the reproduced bandwidth of a given transform codec shall be enhanced,
a mixed frequency and time domain bandwidth extension method can be
applied. The respective algorithms are based on frequency domain spectral
replication and on the new temporal gain manipulation method. The spectral
envelope synthesis is carried out in the frequency domain, cf. Section 2.4.3.
Typically, the overall algorithmic delay is not increased signiﬁcantly in such
a scenario. As an additional beneﬁt of the transform domain solution, addi-
tional enhancement layers can be added to the codec to (selectively) reﬁne
the synthetic extension band signal with quantized spectral coeﬃcients. A
real-world example for such a codec is presented in the following chapter.
• The third application scenario is a variant of the transform domain solution.
In a hybrid hierarchical codec that comprises a time-domain core codec and
one or more frequency domain extension layers, the encoder part of the band-
width extension algorithm can be realized in the frequency domain. At the
decoder, the spectral envelope can be resynthesized either in the frequency
domain (as above) or in the time domain, e.g., by using the concept of the
ﬁlterbank equalizer (Section 2.4.4) which is a new proposal in this thesis.
Thereby, the same parameter set can be used for both approaches. The
advantage is improved ﬂexibility: The time domain decoder can reduce the
algorithmic delay because the decoder side overlap-add operation (which is
needed for transform coding with half-overlapped windows) can be omit-
ted. In contrast, the frequency domain realization of the decoder algorithms
facilitates a reﬁnement of spectral coeﬃcients by quantized extension layers.
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Chapter 3
Bandwidth Extension for
Embedded Speech and Audio Coding
The signal processing algorithms of Chapter 2 can be directly applied to upgrade
the audio bandwidth of a given narrowband (or wideband) codec. To accomplish
the integration with a codec, appropriate (vector) quantization techniques need to
be applied to the bandwidth extension parameters. The resulting bits are then
transmitted within an “add-on” bitstream layer. Eﬀectively, such a layered bit-
stream arrangement forms a special case of the embedded coding paradigm, cf.
[Geiser, Ragot & Taddei 2008].
In this chapter, ﬁrst, a brief introduction to the underlying principles and ideas
of embedded speech and audio coding is provided (Section 3.1). Then, two new
bandwidth extension algorithms are described, both of which have been developed
in the context of international standardization projects. The ﬁrst approach, as
described in Section 3.2, focuses on a time-domain solution for narrowband to
wideband extension of speech signals. This algorithm, which is referred to as
“Time Domain Bandwidth Extension” (TDBWE), was standardized in 2006 as a
part of ITU-T Rec. G.729.1 [ITU-T 2006, Ragot et al. 2007]. The second method
(Section 3.3) aims at a frequency domain extension of speech and music signals
from wideband towards the super-wideband bandwidth. It has been included in
a candidate codec for the super-wideband extensions of ITU-T Rec. G.729.1 and
G.718 [ITU-T 2008a, Vaillancourt et al. 2008]. The proposed super-wideband codec
fulﬁlls all ITU-T requirements for mono signals.
To allow a conceptual comparison of the proposed techniques with the published
state-of-the-art, the chapter concludes with a survey of related algorithms that have
been proposed in the scientiﬁc literature or that have been developed in the course
of other standardization projects (Section 3.4).
3.1 Embedded Speech and Audio Coding
The basic concept of embedded speech and audio coding is illustrated with the
example in Figure 3.1. The encoder produces a bitstream with a layered structure,
i.e., one core layer and, in the example, two enhancement layers that are stacked
on top of each other. Thereby, the number of bitstream layers and the respective
bit rate increments between the layers deﬁne the so-called coding granularity.
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Figure 3.1: Example transmission system based on an embedded codec.
A layered bitstream structure is also hierarchical1 in the sense that a given
bitstream layer can only be decoded if the lower layers have been received as well.
In contrast to conventional multi-mode speech codecs such as the Adaptive Multi
Rate (AMR) [ETSI 2000, Ekudden et al. 1999] or Adaptive Multi Rate Wideband
(AMR-WB) [ETSI 2001b, Bessette et al. 2002] codecs, the bit rate adaptation for
an embedded codec is performed by simple bitstream “truncation,” i.e., by simply
dropping one or more layers from the hierarchical bitstream. This is achieved with
a simple “rate adaptation unit” which adapts the bit rate, e.g., to current network
traﬃc conditions or to the receiver capabilities. Note that this operation can be
performed anywhere in the network without requiring a dedicated feedback channel
to the encoder. The decoding of a layered bitstream is then achieved with nested
or embedded algorithms as shown in the ﬁgure. If only the core layer is received, a
decoded signal with a basic quality can be reproduced. As soon as enhancement
layers are received, the decoder produces a signal of enhanced quality.
One of the main motivations for embedded coding, apart from the elegant way
to adapt the bit rate, is the possibility to upgrade existing communication systems
without compromising the interoperability with existing infrastructure and end
user terminals. The core codec is then, typically, a widely deployed narrowband
(or wideband) speech codec. In this application, the concept of enhancement layers
proves to be particularly versatile because multiple functionalities can be added to
a given codec, e.g., audio bandwidth extension, audio quality improvement (also
called signal-to-noise ratio (SNR) scalability), or a mono to stereo extension.
1Note that the terminology in embedded coding is not consistent. The literature al-
ternatively refers to this concept as embedded, hierarchical, scalable, progressive, multi-
resolution, successively reﬁnable, or bit-droppable. Hereafter, the terms “embedded” and
“hierarchical” will be primarily used.
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Embedded coding can in principle be realized in two diﬀerent ways:
1. A certain codec parameter or a parameter vector may be quantized in a
hierarchical fashion. This means that the quantized representation of the
parameter can be reconstructed with diﬀerent resolutions depending on the
amount of bits received. Such a property is achieved with so-called hierar-
chical (vector-)quantization techniques, e.g., [Erdmann 2005]. This is partic-
ularly interesting if a successive reﬁnement of the quantizer resolution, e.g.,
in transform codecs, is desired.
2. Alternatively, the encoder does not focus on the reﬁnement of existing codec
parameters, but instead adds new parameters to the bitstream. After rate
adaptation, the decoder may only receive a part of the quantized parame-
ters. Without the additional parameters, it can produce an output signal of
intermediate quality. This approach can be termed “parameter dropping.”
The two bandwidth extension algorithms to be discussed in this chapter fall in
the latter category as an entire set of parameters is quantized and appended to
the bitstream of the respective core codec. A more comprehensive overview of
embedded speech and audio coding is provided in [Geiser, Ragot & Taddei 2008].
Moreover, several recent embedded codec standards that deﬁne a bitstream layer
for bandwidth extension are brieﬂy summarized in Section 3.4.
3.2 Time Domain Bandwidth Extension (TDBWE)
The TDBWE algorithm has been designed to extend the bandwidth of narrowband
CELP codecs such as ITU-T G.729 or 3GPP EFR towards the wideband frequency
range. The basic algorithmic concepts have been initially published in [Jax et al.
2006a]. This version of the algorithm constituted a part of a codec proposal by
Siemens AG (Germany), Matsushita Electric Industrial Co., Ltd. (Japan), and
Mindspeed Technologies, Inc. (USA). It has been submitted for the qualiﬁcation
phase of the ITU-T G.729.1 standardization project, see [Geiser et al. 2006]. The
bit rate related to the bandwidth extension module was 2 kbit/s in this proposal.
In the following, the standardized version [Geiser et al. 2007a] which is now a part
of ITU-T Rec. G.729.1, will be summarized. Here, the bit rate for the TDBWE
enhancement layer could be lowered to 1.65 kbit/s.
Section 3.2.1 deﬁnes the TDBWE parameters. Their quantization with a sum
bit rate of 1.65 kbit/s is summarized in Section 3.2.2. To complete the technical
description, the TDBWE synthesis algorithm is detailed in Section 3.2.3. The
integration of the entire algorithm in the framework of the ITU-T G.729.1 codec
is explained in Section 3.2.4. Finally, a comprehensive evaluation and a discussion
is provided (Sections 3.2.5 and 3.2.6).
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Figure 3.2: TDBWE encoder: Parameter extraction and quantization.
3.2.1 Parameter Set for Bandwidth Extension
The TDBWE encoder, depicted in Figure 3.2, operates on 20ms frames of the
downsampled (fs = 8kHz) and pre-processed (lowpass with fc = 3kHz) high band
signal shb(k) that has been obtained with a half-band QMF analysis ﬁlterbank, see
Section 2.1.2. This signal is used in the following as a special case of the generic
extension band signal seb(k) from the previous chapter. Note that, owing to the
downsampling and pre-ﬁltering, the high band signal shb(k) comprises frequencies
between 0 and 3 kHz. Naturally, these frequencies describe the original high band
frequency range of 4 – 7 kHz.
In the TDBWE algorithm, the parallel signal analysis approach of Figure 2.3(b)
is used. The respective parameter set encompasses a temporal envelope and a spec-
tral envelope, here also denoted time and frequency envelopes. The determination
of these parameters which are variants of the temporal subframe gains of Sec-
tion 2.2.1 and of the spectral subband gains of Section 2.4.2 is summarized below.
Temporal Envelope
The TDBWE algorithm uses a straight-forward representation of the temporal
envelope in terms of subframe gains as introduced in Section 2.2.1. These gains
are used to determine a temporal gain function of ﬁxed resolution. The 20ms
(L = 160) input frame of the signal shb(k) with frame index λ is subdivided
into NTE = 16 segments of length 1.25ms each, i.e., each segment comprises
LSF = 10 samples. In contrast to (2.5), the time envelope parameters T (λ,λSF)
with λSF ∈ {0, . . . , NTE − 1} are now computed as logarithmic subframe gains
T (λ, λSF) =
1
2
ld
1
LSF
LSF−1∑
k=0
s2hb(λL + λSFLSF + k). (3.1)
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The logarithm operation is applied to facilitate a (perceptually advantageous) loga-
rithmic quantization with a simple uniform quantizer, cf. Section 3.2.2. The binary
logarithm ldx
.
= log x/ log 2 has been chosen to ease an implementation in ﬁxed
point arithmetic.
Spectral Envelope
The spectral envelope of the TDBWE parameter set is represented in terms of
NSE = 12 DFT domain subband gains for each signal frame, similar to the descrip-
tion of Section 2.4. For the computation of the respective parameters F (λ,m) with
m ∈ {0, . . . , 11}, the signal shb(k) is windowed by a slightly asymmetric analysis
window wF(k). This window, as shown in Figure 3.3, is 128 taps (16ms) long and
is constructed from the rising slope of a 144-tap Hann window, followed by the
falling slope of a 113-tap Hann window:
wF(k) =
⎧⎪⎨
⎪⎩
1
2
−
cos
(
2π(k+1)
144
)
2
, k ∈ {0, . . . , 71}
1
2
−
cos
(
2π(k−14.5)
113
)
2
, k ∈ {72, . . . , 127} .
(3.2)
The window is constructed such that the spectral envelope computation has a
look-ahead of 16 samples (or 2ms) and a look-back of 32 samples (or 4ms).
As a special characteristic in the TDBWE algorithm, the maximum of wF(k)
is centered on the second half of the current 20ms frame. The windowed signal for
frame λ with k ∈ {0, . . . , 127} is thus given by
swhb(λ, k) = shb(λL + k + 32) · wF(k). (3.3)
The envelope parameters for the ﬁrst part of the 20ms frame are in fact not com-
puted. Instead, they are interpolated at the decoder side between the transmitted
parameters from the current and from the previous frame, cf. (3.14) in Section 3.2.3.
As in Section 2.4, the windowed signal swhb(k) is transformed into the frequency
domain. However, to reduce the computational load of the parameter computation,
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the full Discrete Fourier Transform (DFT) of length 128 is replaced by a DFT
of length 64 and a preceding polyphase network, cf. [Vary & Heute 1980]. The
modiﬁed DFT computation, including the polyphase network, can be written as
SDFThb (λ,μ) =
1
64
63∑
k=0
(swhb(k) + s
w
hb(k + 64)) · e
−j
2πμk
64 , (3.4)
where μ ∈ {0, . . . , 63}. With this DFT structure, eﬀectively, the even bins of the
full length 128-tap DFT can be computed, i.e., a higher frequency selectivity is
achieved than with a plain DFT of length 64. In the actual implementation, (3.4)
is realized with a radix-2 FFT algorithm.
Finally, the frequency envelope parameter set is, similar to (2.21), calculated
as logarithmic weighted subband gains for NSE = 12 overlapping, evenly spaced,
and equally wide DFT domain subbands with index m ∈ {0, . . . , NSE − 1}
F (λ,m) =
1
2
ld
MSB−1∑
μ=0
W (μ) ·
∣∣SDFThb (λ, μ + mMs)∣∣2 , (3.5)
where Ms = 2 and MSB = 3, i.e., the m-th subband starts at the DFT bin with
index m · Ms and spans a bandwidth of MSB DFT bins. This corresponds to a
physical subband division with a bandwidth of Δfm = 375Hz for each subband
(except the ﬁrst one, which amounts to Δf0 = 312.5Hz). The frequency bins with
indices 25 – 31 are not considered since they represent frequencies above 3 kHz.
The frequency domain weighting window W (μ) in (3.5), is given as
W (μ) =
⎧⎪⎨
⎪⎩
0.5, μ = 0
1.0, μ = 1
0.5, μ = 2
. (3.6)
3.2.2 Quantization
The TDBWE parameter set (consisting of the temporal envelope parameters
T (λ,λSF) with λSF ∈ {0, . . . , NTE − 1} and of the spectral envelope parameters
F (λ,m) with m ∈ {0, . . . , NSE − 1}) is quantized using mean-removed split vector
quantization (cf. Figure 3.2). Therefore, the mean time envelope per frame
Tmean(λ) =
1
NTE
NTE−1∑
λSF=0
T (λ, λSF). (3.7)
is quantized with a wordlength of 5 bits using uniform 3 dB steps in the logarith-
mic domain. The quantized value Tˆmean(λ) is then subtracted from the entire
parameter set, i.e.,
T ′(λ, λSF) = T (λ, λSF) − Tˆmean(λ) and F
′(λ,m) = F (λ,m) − Tˆmean(λ). (3.8)
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Table 3.1: Bit allocation for TDBWE parameter quantization.
Parameter / Vector Dimension No. allocated bits (per 20ms)
Tmean(λ) 1 5
T′1(λ) 8 7
T′2(λ) 8 7
F′1(λ) 4 5
F′2(λ) 4 5
F′3(λ) 4 4∑
29 33 ∧= 1.65 kbit/s
By this subtraction, the obtained values become independent from the overall sig-
nal level. Note that, due to the logarithm operation, the parameter Tˆmean(λ) in
fact corresponds to a geometric mean of the subframe gains. However, no signiﬁ-
cant quality diﬀerence could be observed when using the arithmetic mean instead.
The mean removed time envelope parameter set is gathered in two vectors of di-
mension eight (T′1(λ) and T
′
2(λ)) whereas the frequency envelope parameter set
forms three vectors of dimension four (F′1(λ) – F
′
3(λ)). Finally, vector quantiza-
tion based on pre-trained quantization tables (codebooks) with the bit allocation
from Table 3.1 is applied. The individual codebooks for the ﬁve subvectors have
been constructed with the well-known LBG algorithm [Linde et al. 1980]. Yet, to
maintain a certain pairwise distance between the centroids, the LBG-codebook is
requantized using a rectangular grid with a step size of 6 dB in the logarithmic
domain. In the TDBWE decoder, the quantized temporal and spectral envelopes
are then computed by adding the decoded mean value Tˆmean:
Tˆ (λ, λSF) = Tˆ
′(λ, λSF)+ Tˆmean(λ), and Fˆ (λ,m) = Fˆ
′(λ,m)+ Tˆmean(λ). (3.9)
The presented quantization scheme with its total bit rate of 33 bit/20ms =
1.65 kbit/s is evaluated in Section 3.2.5 (Table 3.2) by comparing the obtained
speech quality with that of an unquantized TDBWE parameter set.
3.2.3 Synthesis
The TDBWE decoder, a block diagram is depicted in Figure 3.4, uses the decoded
parameters Tˆ (λ,λSF) and Fˆ (λ,m) to appropriately shape an artiﬁcially generated
excitation signal uˆhb(k). In contrast to the processing order of Figure 2.3(c), the
TDBWE algorithm restores the temporal envelope before the spectral envelope.
In addition, an adaptive post-processing procedure, i.e., amplitude compression, is
implemented. These algorithmic modules are detailed in the following.
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Figure 3.4: Block diagram of the TDBWE decoder.
Excitation Signal Generation
The excitation signal generator of the TDBWE algorithm is a concrete realization
of the parameter-driven excitation synthesis method as introduced in Section 2.5.2.
It is suited to synthetically regenerate the spectral details in the high frequency
band of wideband speech signals (4 – 7 kHz). The algorithm operates entirely in
the time domain. A block diagram is shown in Figure 3.5.
The TDBWE parameter set, as described in the previous section, comprises no
explicit description of the spectral details. Instead, in order to replicate the desired
speech-like behavior of the high band excitation signal, several parameters of the
underlying CELP core layer codec are reused. In the following, the algorithm, as
shown in Figure 3.5, shall be brieﬂy outlined. The individual algorithmic steps
are discussed in much more detail in Appendix A of this thesis. Further note that
(sub)frame indices are omitted in this section for notational convenience.
The TDBWE excitation signal uˆhb(k) is generated on a 5ms subframe basis
which stems from the subframe division of the narrowband core codec. It is pro-
duced as a weighted mixture of noisy (unvoiced) and periodic (voiced) components.
The algorithm is structured as follows:
1. Gain estimation
Two gains gv and guv are estimated to weight the voiced and unvoiced con-
tributions to the excitation signal uˆhb(k). The voiced gain gv is essentially a
post-processed version of the energy ratio of the adaptive and ﬁxed codebook
contributions of the narrowband CELP codec (cf., e.g., Section 5.4.1). The
post-processing aims at a more consistent temporal evolution of the voiced
gain. The unvoiced gain is then simply derived as guv =
√
1 − g2v.
2. Pitch lag post-processing
As the voiced contribution to the excitation signal can be assumed to be a
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Figure 3.5: TDBWE decoder: Excitation signal generation.
harmonic continuation of the narrowband signal, the (fractional) pitch lag
parameters (T0 and T0,frac) of the core layer codec can be reused. However,
since the criterion to determine T0 and T0,frac in the core codec is, typically, a
maximized prediction gain, the correct harmonic pitch contour (fundamental
frequency F0) is not necessarily represented by these parameters. Therefore,
the pitch post-processing procedure tries to remove typical pitch estimation
errors, in particular pitch doubling errors. See Appendix A for details.
3. Production of the voiced contribution
The voiced contribution uˆvhb(k) to the excitation signal is produced by an
overlap-add of weighted, spectrally shaped and suitably spaced glottal pulses.
The pulse spacing is determined by the integer portion t0,int of the post-
processed pitch lag. To accommodate a fractional pitch resolution, here of
1/6 of a sample, the pulse shape is determined by the fractional portion
t0,frac of the post-processed pitch lag. Furthermore, since the pulses also
exhibit a speciﬁc spectral shape (a slight lowpass character), an overvoicing
at high frequencies can be avoided and the natural speech characteristic is
represented rather accurately.
4. Production of the unvoiced contribution
The unvoiced contribution uˆuvhb(k) is produced with the weighted output of
a simple pseudo random noise generator.
5. Lowpass ﬁltering
Finally, a 3 kHz lowpass ﬁlter is applied to the sum of the voiced and unvoiced
contributions. This ﬁlter limits the frequency content of the output signal
to a cutoﬀ frequency of 7 kHz in the wideband domain, i.e., after QMF
ﬁlterbank synthesis.
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Figure 3.6: (a) Lower band speech signal sˆnb(k) and parameters for the
excitation signal generation: Voiced gain gv (solid line), un-
voiced gain guv (dashed line), and post-processed pitch lag
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.
= t0,int + t0,frac/6. The shown speech fragment represents
an unvoiced/voiced/unvoiced transition. — (b) Example of
the generated high band excitation: Voiced and unvoiced con-
tributions as well as the ﬁnal (lowpass ﬁltered) excitation sig-
nal. The parameters for the signal fragment from (a) are used.
To illustrate the operation of the excitation generation algorithm, Figure 3.6(a)
shows the parameters gv, guv, and t0
.
= t0,int + t0,frac/6 which are obtained from
the received low band speech signal segment sˆnb(k) shown in the example. In
particular, it can be observed that the pitch contour evolves very smoothly dur-
ing the voiced period. The individual contributions to the excitation signal, the
production of which is based on these parameters, are visualized in Figure 3.6(b).
Temporal Envelope Shaping
The TDBWE temporal envelope shaping is realized with a temporal gain function
of ﬁxed resolution (see Section 2.2.1) based on the subframe length of 1.25ms, i.e.,
vˆhb(k) = uˆhb(k) · gˆTGF(k). (3.10)
To establish the temporal gain function gˆTGF(k), the received and decoded
time envelope parameters Tˆ (λ,λSF) as well as the measured parameters
Tuˆ(λ,λSF) which are related to the excitation signal uˆhb(k) are used, whereby
λSF ∈ {0, . . . , NTE − 1} with NTE = 16. To determine Tuˆ(λ, λSF), the excitation
signal uˆhb(k) is segmented and analyzed in the same manner as described in Sec-
tion 3.2.1 for the parameter extraction in the encoder. Then, similar to (2.8),
relative gains
gˆrel(λ, λSF) = 2
Tˆ (λ,λSF)−Tuˆ(λ,λSF). (3.11)
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Figure 3.7: “Flat-top” Hann window for the temporal envelope shaping.
are computed. Now, for each signal segment with LSF = 10, these gain factors are
interpolated using a “ﬂat-top” Hann window
wT(k) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1
2
−
cos
(
(k+1)·π
LSF/2−1
)
2
, k ∈
{
0, . . . , 1
2
LSF − 1
}
1 , k ∈
{
1
2
LSF, . . . , LSF − 1
}
1
2
−
cos
(
(k+LSF−1)·π
LSF/2−1
)
2
, k ∈
{
LSF, . . . ,
3
2
LSF − 1
}
,
(3.12)
which is plotted in Figure 3.7. The interpolated temporal gain function gˆTGF(k)
is ﬁnally computed as
gˆTGF(λL + λSFLSF + k)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
wT(k) gˆrel(λ, λSF) + wT(k + LSF) gˆrel(λ, λSF − 1),
k ∈
{
0, . . . , 1
2
LSF − 1
}
wT(k) gˆrel(λ, λSF),
k ∈
{
1
2
LSF, . . . , LSF − 1
}
,
(3.13)
where, in analogy to (2.6), gˆrel(λ,−1)
.
= gˆrel(λ − 1, NTE − 1), i.e., this gain factor
is taken from the last 1.25ms segment of the preceding frame. Compared to the
gain interpolation of (2.6), only the current and the previous gain factors are used
here, which avoids additional look-ahead samples. However, a slight “lag” (delay)
in the temporal envelope contour is accepted. This “lag” is reduced by employing
the ﬂat-top window (3.12) with its lower overlap duration.
Spectral Envelope Shaping
The TDBWE spectral envelope shaping module is a particular realization of the co-
sine modulated ﬁlterbank equalizer introduced in Section 2.4.4. Here, the NSE = 12
channels of the ﬁlterbank equalizer cover the 0 – 3 kHz frequency range of the ex-
tension band signal.
The received and quantized spectral envelope parameters Fˆ (λ,m) with
m ∈ {0, . . . , NSE − 1} were only computed for the second half of each 20ms frame.
The ﬁrst 10ms are instead covered by linear parameter interpolation between the
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current parameter set Fˆ (λ,m) and the parameter set Fˆ (λ − 1,m) from the pre-
ceding frame:
Fˆint(λ,m) =
1
2
(
Fˆ (λ − 1, m) + Fˆ (λ,m)
)
. (3.14)
For ﬁlters with ﬁnite impulse response, this coeﬃcient interpolation is an alter-
native to the ﬁlter crossfading method as introduced in Section 2.3.3. A similar
method is, e.g., also applied to interpolate the LPC ﬁlter coeﬃcients in the 3GPP
AMR codec, cf. [ETSI 2000, Ekudden et al. 1999].
The temporally shaped excitation signal vˆhb(k), see (3.10), is analyzed accord-
ing to the description from (3.2) – (3.5). This is done twice per frame, i.e., for the
ﬁrst 10ms (l = 1) as well as for the second 10ms (l = 2) of the current frame.
The procedure yields two observed spectral envelope parameter sets F˜l(λ,m) with
m ∈ {0, . . . , NSE} and l ∈ {1, 2}. Now the correction gain factors γˆ
(l)
rel(λ,m) per
subband with index m are determined for the ﬁrst (l = 1) and for the second
(l = 2) half of the current frame:
γˆ
(1)
rel (λ,m) = 2
Fˆint(λ,m)−F˜1(λ,m) and γˆ(2)rel (λ,m) = 2
Fˆ (λ,m)−F˜2(λ,m). (3.15)
These gains are used to control the individual channels of the ﬁlterbank equal-
izer which are deﬁned by their bandpass ﬁlter impulse responses h(m)FBE(k) of length
LFBE = 33 (m ∈ {0, ..., NSE − 1} and k ∈ {0, . . . , LFBE − 1}) and by a complemen-
tary highpass contribution hHP(k). Thereby, h
(m)
FBE(k) and hHP(k) constitute linear
phase ﬁnite impulse response (FIR) ﬁlters with a group delay of 2ms (16 samples)
each. Note that this delay exactly matches the look-ahead which is introduced
by the encoder side parameter extraction, see (3.3). The ﬁlterbank equalizer is
designed such that its individual channel bandwidths match the subband division
which is used in (3.5). A good compromise for the (relatively short) prototype
ﬁlter of length LFBE is based on the Kaiser window design, i.e.,
h0(k) = η ·
I0
(
β ·
√
1 − [(k − α)/α]2
)
I0(β)
(3.16)
where α = (LFBE −1)/2. In (3.16), I0(·) is the modiﬁed Bessel function of the ﬁrst
kind with shape parameter β which has been chosen as 4. The normalization factor
η is used to achieve a unity frequency response at neutral ﬁlterbank equalizer gains.
Given the prototype lowpass h0(k), the individual ﬁlterbank channels’ impulse
responses h(m)FBE(k) are now derived by cosine modulations according to (2.29). A
complementary highpass hHP(k) is deﬁned by
hHP(k) = δ
(
k −
LFBE
2
+ 1
)
−
NSE−1∑
m=0
h
(m)
FBE(k) (3.17)
for k ∈ {0, . . . , LFBE − 1}. Thereby, δ(k0) is one for k0 = 0 and zero otherwise. The
respective frequency responses for this ﬁlterbank design are depicted in Figure 3.8.
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Figure 3.8: Filterbank design for the TDBWE spectral envelope shaping.
To realize the actual spectral envelope shaping, two FIR ﬁlters are constructed
for each frame:
hFBE,l(λ, k) =
NSE−1∑
m=0
γˆ
(l)
rel(λ,m) · h
(m)
FBE(k) + γHP · hHP(k) (3.18)
for m ∈ {0, . . . , NSE − 1}, l ∈ {1, 2}, and γHP = 0.1. These two ﬁlters, imple-
mented in their non transposed form [Oppenheim & Schafer 1995], are applied to
the signal vˆhb(k) in order to obtain the shaped signal sˆhb(k). For the ﬁrst 10ms
of the current frame, i.e., for k ∈ {0, . . . , 79} and l = 1, and, respectively, for the
second half, i.e., k ∈ {80, . . . , 159} and l = 2, this gives
sˆhb(λL + k) =
LFBE−1∑
j=0
vˆhb(λL + k − j) · hFBE,l(λ, j). (3.19)
As already mentioned in Section 2.4.4, ﬁltering operations like (3.19) may de-
grade the signal’s temporal envelope. The temporal energy distribution is po-
tentially “smeared” over an interval which corresponds to the length of the fre-
quency envelope shaping ﬁlter (i.e., 33 taps or 4.125ms in this case). However,
the TDBWE ﬁlterbank design ensures that this time spread is constrained and
the signal’s temporal envelope is virtually preserved. Measurements prove that
for about 95% of all frames more than 90% of the energy of the impulse responses
hFBE,l(λ, k) is concentrated within an interval of 1.375ms. This length roughly cor-
responds to the temporal envelope’s resolution. For the remainder of the frames,
at least 70% of the impulse responses’ energy is concentrated within this interval.
Viewed from a spectral perspective, the relatively wide and overlapping frequency
responses of the ﬁlterbank channels—shown in Figure 3.8—guarantee the preser-
vation of the temporal envelope. The actual speech quality gain that is obtained
with the implemented time envelope shaping can be objectively quantiﬁed, see
Section 3.2.5.
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Figure 3.9: Adaptive amplitude compression function.
Adaptive Amplitude Compression
Apparently, there is no strict coupling between the TDBWE excitation uˆhb(k) and
the parametric TDBWE signal description (Tˆ (λ, λSF) and Fˆ (λ,m)). Therefore,
some residual artifacts may be present in the synthesized signal sˆhb(k), as, e.g.,
investigated in Section 2.3.2. In a CELP codec, such situations are handled by the
explicit encoding of the LP residual. However, this is not possible here. Hence, to
attenuate such artifacts, an adaptive amplitude compression is applied to sˆhb(k).
Each sample within the λSF-th 1.25ms segment of the λ-th frame is compared
to the decoded and suitably aligned time envelope σ
.
= 2Tˆ (λ,λSF) and the signal
amplitude is compressed in order to attenuate large (short term) deviations from
this envelope. As a side eﬀect, the residual temporal smearing that is caused by the
frequency envelope shaping ﬁlters can be selectively compensated. The concrete
signal compression function is speciﬁed as follows:
sˆposthb (k) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
sˆhb(k)
16
− 9
4
σ, sˆhb(k) < −4σ
sˆhb(k)
2
− 1
2
σ, −4σ ≤ sˆhb(k) < −σ
sˆhb(k), −σ ≤ sˆhb(k) ≤ σ
sˆhb(k)
2
+ 1
2
σ, σ < sˆhb(k) ≤ 4σ
sˆhb(k)
16
+ 9
4
σ, sˆhb(k) > 4σ.
(3.20)
It is depicted in Figure 3.9.
3.2.4 Integration in the ITU-T Rec. G.729.1 Codec
The TDBWE algorithm has been standardized as a part of the ITU-T G.729.1 VoIP
codec. As the TDBWE algorithm evaluation (in Section 3.2.5) has been conducted
within the framework of this codec, a brief summary of the entire G.729.1 standard
shall be provided here.
The G.729.1 standardization process was launched by ITU-T Study Group 16
(SG16) in May 2006 with the intention of providing a versatile and interopera-
ble codec for wideband speech telephony and audio transmission in Voice over
IP (VoIP) networks. The standardized G.729.1 speech and audio coder, a block
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Figure 3.10: Block diagram of the ITU-T Rec. G.729.1 codec.
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Figure 3.11: Layered bitstream format of ITU-T Rec. G.729.1. Numbers
in parentheses denote bits per 20ms frame.
diagram of which is shown in Figure 3.10, provides embedded coding with 12 bit
rates between 8 and 32 kbit/s. The corresponding (layered) bitstream schematics
are illustrated in Figure 3.11.
The key features of G.729.1 are, on the one hand, its interoperability with G.729
[ITU-T 1996b, Salami et al. 1998] which serves as the narrowband core codec in the
embedded coding framework, and, on the other hand, its hierarchical bitstream
with in total twelve bitstream layers, cf. Figure 3.11. The core codec, G.729
(with its annexes A and B), is one of the most widely deployed codecs in today’s
VoIP infrastructure and equipment and thus ensures interoperability as well as
a basic conversational quality. Improved narrowband speech quality, especially
for interconnections with traditional ﬁxed communication networks such as ISDN
(Integrated Services Digital Network) and POTS (Plain Old Telephony System) is
oﬀered with a bit rate of 12 kbit/s [Massaloux et al. 2007]. With the availability
of the third bitstream layer, i.e., a total bit rate of 14 kbit/s, a wideband signal
(50Hz – 7 kHz) can be synthesized using the TDBWE technique as described
above. For codec modes above 14 kbit/s, the wideband signal is further reﬁned
using an MDCT transform domain algorithm (TDAC, see also [Kövesi et al. 2004]).
Additionally, a total rate of 750 bit/s is distributed over several bitstream layers to
help the decoder with the concealment of lost frames, see [Vaillancourt et al. 2007].
More information on the G.729.1 codec is provided in [ITU-T 2006, Ragot
et al. 2007, Varga et al. 2009] and also in [Geiser, Ragot & Taddei 2008].
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Figure 3.12: Example spectrograms of the wideband input signal (top)
and of the transcoded signal (bottom, G.729.1@14kbit/s).
3.2.5 Evaluation
The G.729.1 codec has been thoroughly evaluated and characterized in the course
of the ITU-T standardization process. Here, subjective listening test results for the
14 kbit/s mode of G.729.1 are presented since this codec mode is relevant for the
TDBWE performance. Additional wideband PESQ [ITU-T 2005] speech quality
measurements complement the quality evaluation. The algorithmic complexity of
the TDBWE implementation has been measured according to [ITU-T 1993a].
All tests and measurements have been conducted with the oﬃcial ITU-T
G.729.1 software package, i.e., a C implementation using ﬁxed point arithmetic.
Example
As a ﬁrst example, Figure 3.12 depicts two spectrograms which represent a short
utterance of a female American speaker. The ﬁrst spectrogram shows the orig-
inal wideband input signal s(k′), whereas the second one is the G.729.1 output
sˆ(k′) that has been decoded at a received bit rate of 14 kbit/s. In the syntheti-
cally generated high band sˆposthb (k), the consistent pitch structure and the properly
regenerated energy envelopes are clearly visible.
Subjective Test Results
An extensive subjective quality assessment has been carried out within the “opti-
mization and characterization phase” of the G.729.1 standardization process. An
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Figure 3.13: MOS scores for G.729.1 at 14 kbit/s for varying input level.
excerpt of the respective listening test results is reproduced in Figure 3.13. Note
that the listening tests not only assess the quality of the high band signal, but
of the entire wideband output signal, i.e., the eﬀect of CELP encoding of the low
band signal snb(k) is included in the rating.
In the experiment, the 14 kbit/s mode of the G.729.1 codec has been com-
pared with other well-known references which are part of the oﬃcial requirements
from the ITU-T “Terms of Reference.” These test references are: ITU-T Rec.
G.722 at bit rates of 48 kbit/s and 56 kbit/s [ITU-T 1984] and ITU-T Rec. G.722.2
at a bit rate of 8.85 kbit/s2 [ITU-T 2002]. As part of the test, the inﬂuence
of a varying input level has been examined. The tested speech input levels are
−36 dBov, −26 dBov, and −16 dBov. Thereby, “dBov” is the decibel measure
w.r.t. the overload point as obtained with the ITU-T P.56 speech voltmeter, cf.
[ITU-T 1993b, ITU-T 1993a].
The test items for Figure 3.13 comprised clean wideband speech signals in
the English language. The listening test has been conducted using the ACR test
methodology [ITU-T 1996c] where the 32 naïve listeners have been split into four
groups of eight persons. Samples from six talkers (three male and three female)
with four samples per talker (plus one sample for practice) have been presented
via supra-aural headphones (closed back, e.g., Sennheiser HD25) with one capsule
turned away for mono-aural listening.
An additional listening test—the results are presented in Figure 3.14—has been
conducted by France Télécom. Here, the test objective has been to compare the
2ITU-T G.722.2 is identical with 3GPP AMR-WB [ETSI 2001b, Bessette et al. 2002].
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Figure 3.14: MOS scores for G.729.1 at 14 kbit/s under varying FER.
performance of G.729.1 at a bit rate of 14 kbit/s with further relevant references.
Moreover, the inﬂuence of frame erasures was assessed. A good performance under
frame erasures is crucial for the coder’s targeted application in VoIP networks.
In the test, the frame erasure rate (FER) has been varied between 0%, 3%,
and 6%. The test laboratory used mono-aural equipment and 24 naïve listeners
participated. The test samples were in French language and comprised four
talkers, where four samples per talker were presented. The references for this test
are ITU-T Rec. G.722.2 at bit rates of 12.65 kbit/s and 23.85 kbit/s [ITU-T 2002]
and ITU-T Rec. G.722.1 at bit rates of 24 kbit/s and 32 kbit/s [ITU-T 1999].
As the main result, it could be shown that the 14 kbit/s mode of G.729.1 (including
the TDBWE algorithm) is better than the G.722.2 codec at 8.85 kbit/s and almost
as good as G.722.2 at 12.65 kbit/s. The ﬁrst test (Figure 3.13) conﬁrms that the
quality of the G.729.1 codec is relatively stable w.r.t. varying input level. The
comparatively good performance under frame erasures as shown in Figure 3.13
can mainly be attributed to the 450 bit/s of additional FEC information in Layers
2 and 3 of the G.729.1 bitstream, cf. Figure 3.11.
More listening test results for the TDBWE algorithm are presented in Chapter 6
where the concept of embedded coding is compared with parameter estimation
(Chapter 4) and hidden transmission techniques (Chapter 5).
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Table 3.2: Wideband PESQ measurements for G.729.1 at 14 kbit/s.
Average Standard
Description
WB-PESQ score deviation
G.729.1 14 kbit/s 3.61 0.32
without time envelope shaping 3.47 0.32
without post-processing 3.59 0.32
w/o time env. sh. & w/o post-proc. 3.40 0.31
unquantized parameter set 3.63 0.31
original high band 3.64 0.31
Objective Test Results
To analyze the performance of the TDBWE algorithm in more detail, objective
quality measurements have been carried out with the wideband PESQ [ITU-T
2005] tool. The averaged wideband PESQ scores listed in Table 3.2 have been
obtained from all American and British English utterances of the NTT corpus
[NTT 1994].
These measurements quantify the quality gain which is obtained through the
temporal envelope shaping and through the adaptive post-processing procedure
(amplitude compression). Therefore, a modiﬁed codec version has been exam-
ined which skips either the temporal envelope shaping, the post-processing, or
both modules. The respective wideband PESQ scores indicate that a high quality
bandwidth extension can not solely rely on a spectral envelope but should also
account for certain temporal signal characteristics.
Further, the validity of the TDBWE parameter quantization scheme is shown
by comparing the G.729.1 wideband PESQ score with a codec version which uses
the unquantized TDBWE parameters T (λ, λSF) and F (λ,m) at the decoder side.
Finally, the quality for the case of a transparent (i.e., original) high band signal
shb(k) is evaluated, whereby the low band signal sˆnb(k) is the output of G.729.1
at 12 kbit/s.
Algorithmic Complexity
Table 3.3 lists the relevant complexity ﬁgures for the TDBWE algorithm. The al-
gorithmic complexity is—according to [ITU-T 1993a]—measured in weighted mil-
lion operations per second (WMOPS) for the worst case that was observed. The
complexity ﬁgures for the TDBWE part of the codec are relatively low. For the en-
coder, the major contributions come from the frequency envelope computation and
from the vector quantization of the TDBWE parameters. The decoder complexity
is dominated by the modules for excitation generation and spectral envelope shap-
ing, respectively. Additionally, it can be observed that the TDBWE complexity
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Table 3.3: Algorithmic complexity of the TDBWE algorithm.
Module Complexity [WMOPS ]
time envelope computation 0.03
frequency envelope computation 0.38
parameter quantization 0.35
buﬀer handling 0.02
Σ TDBWE encoder 0.78
parameter decoding 0.01
excitation generation 0.94
time envelope shaping 0.12
frequency envelope shaping 1.29
adaptive amplitude compression 0.17
buﬀer handling 0.01
Σ TDBWE decoder 2.54
is asymmetrically allocated to encoder and decoder. In contrast to established
speech coding algorithms like CELP, the TDBWE decoder part is considerably
more complex than the encoder part.
The total TDBWE complexity amounts to 3.32WMOPS. However, for an
actual implementation of the algorithm on top of a narrowband codec, at least
the band-split and the pre-processing ﬁlters (see Figures 3.2 and 3.4) have to be
considered in addition to the TDBWE complexity.
Algorithmic Delay
The algorithmic delay of the entire G.729.1 codec is 48.9375ms with contributions
from framing (20ms), QMF band-split (3.9375ms), G.729 look-ahead (5ms), and
MDCT-window look-ahead (20ms). In other words, the TDBWE module does not
introduce any additional delay. The decoder-side FIR ﬁlter delay and, correspond-
ingly, the encoder-side look-ahead of 2ms in the frequency envelope computation
are more than compensated for by the G.729 look-ahead (5ms) in the low band
branch of the codec.
Besides its “normal” mode of operation, G.729.1 oﬀers the possibility of “low-
delay” operation for its 14 kbit/s wideband mode, see Amd. 3 of the G.729.1 stan-
dard. In this mode, all MDCT domain processing in the TDAC part of the decoder
is omitted and thus the algorithmic delay is reduced by the amount of the MDCT
window’s look-ahead, i.e., from 48.9375 ms to 28.9375ms. Additionally, the algo-
rithmic complexity is reduced by about 2WMOPS.
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3.2.6 Discussion
Despite its conceptual simplicity, the TDBWE algorithm proved to be a robust
and ﬂexible solution for wideband extension of narrowband speech signals. The ob-
tained speech quality is in fact comparable to that of full-ﬂedged wideband speech
codecs. The rather low computational complexity ﬁgures make the algorithm very
suitable for an implementation in portable devices. Therefore, ITU-T decided to
standardize the TDBWE proposal as a part of the G.729.1 VoIP wideband codec.
Summarizing, there are several characteristics that distinguish the TDBWE
algorithm from other speech bandwidth extension methods:
• The algorithm does not transmit ready-to-be-used gain factors and ﬁlter
coeﬃcients but only desired temporal and spectral envelopes. Gain factors
and ﬁlter coeﬃcients are computed at the receiver, hence the actual envelopes
of the excitation signal are taken into account. This fact makes the TDBWE
algorithm robust against potential deviations in the excitation signal which
may, for instance, occur during and after frame losses.
• The separated analysis, transmission, and shaping of temporal and spectral
envelopes make it possible to achieve a good resolution in both time and
frequency domain. This leads to a good reproduction of both stationary
sounds as well as transient signals. For speech signals, especially the repro-
duction of stop consonants and plosives beneﬁts from the improved temporal
resolution.
• The TDBWE scheme is also a very modular and ﬂexible concept as single
blocks in the receiver can easily be exchanged and improved without need
to alter the encoder side or the bitstream format. Diﬀerent decoders can be
supported which reconstruct the wideband signal with diﬀerent precision,
depending on the available computational power.
• The temporal and spectral envelope parameters can not only be used for
bandwidth extension purposes. In fact they may also support subsequent
signal enhancement schemes (e.g., post-ﬁltering and pre-/post-echo reduc-
tion [Kövesi et al. 2008]). Moreover, additional coding stages in a hierarchical
framework, such as transform or wavelet coders, can exploit certain syner-
gies. This has been demonstrated in [Geiser et al. 2006] and [De Meuleneire
et al. 2006].
The proposed TDBWE algorithm is, owing to its speech-centric design, i.e., speech-
trained codebooks and the assumption of certain speech characteristics (e.g., a
unique pitch period for excitation generation), not suitable for music stimuli. To
handle such situations, a much more ﬂexible parametrization of the extension band
signal must be employed. The super-wideband bandwidth extension algorithm to
be described in the following section oﬀers such ﬂexibility, targeting generic audio
signals such as music.
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3.3 MDCT Domain Super-Wideband Extension
The second new bandwidth extension algorithm that is proposed in this thesis
operates mainly in the frequency domain. It is designed to extend wideband audio
signals (including speech and music) towards the super-wideband bandwidth.
The devised algorithm has been submitted to ITU-T by Huawei (China) and
ETRI (South Korea) as a part of “Candidate Codec B” for the standardization
of a new super-wideband extension of ITU-T G.729.1 [ITU-T 2006, Ragot et al.
2007] and ITU-T G.718 [ITU-T 2008a, Vaillancourt et al. 2008]. Various aspects
of this super-wideband codec, which was in fact the only candidate to pass all
requirements for mono input signals as deﬁned in the oﬃcial “Terms of Reference”
(ToR), are published in [Geiser et al. 2009, Löllmann et al. 2009, Geiser, Krüger &
Vary 2010, Krüger et al. 2011b]. The ﬁnalized standards were published in 2010,
cf. [Laaksonen et al. 2010]. In this thesis, the focus is on the mono parts3 of the
candidate codec. The proposed bandwidth extension techniques actually play an
essential role in the codec design.
In the following, ﬁrst, the parameter set for the proposed super-wideband band-
width extension algorithm is deﬁned (Section 3.3.1). The quantization of these
parameters is summarized in Section 3.3.2. The target bit rate for parameter
quantization is 4 kbit/s on top of the respective wideband core codec. To properly
regenerate the extension band signal in the MDCT domain, several new algorith-
mic measures are required in addition to the basic synthesis schemes that have
been introduced in Chapter 2. The respective details of the MDCT domain signal
synthesis are described in Section 3.3.3. The description of an integrated, novel
method for joint temporal envelope control and frame erasure concealment (FEC)
completes the technical details (Section 3.3.4). Afterwards, a high-level overview
of the submitted “Candidate Codec B” is provided (Section 3.3.5). The respec-
tive implementation uses the G.729.1 VoIP codec as the wideband core codec. In
Section 3.3.6, the proposed bandwidth extension algorithm is evaluated within the
framework of this candidate codec. A discussion is ﬁnally provided in Section 3.3.7.
3.3.1 Parameter Set for Bandwidth Extension
The encoder for the 7 – 14 kHz extension band signal suhb(k) is illustrated in
Figure 3.15. In the following, only the components which are responsible for para-
metric encoding are discussed. In the block diagram, these components are shown
with solid lines. The components for bit allocation, spectral normalization, and
vector quantization (GLCVQ) are disregarded here since they are associated with
higher codec layers, i.e., higher bit rate modes (see Section 3.3.5). Moreover, only
the processing for the 8 – 14 kHz extension band signal suhb(k) is described. Details
concerning the encoding of the 7 – 8 kHz range are provided in [Geiser et al. 2009].
3The stereo coding aspects are beyond the scope of this thesis and, eventually, only
monophonic encoding modes have been standardized by ITU-T, i.e., stereo coding has been
abandoned later in the standardization process.
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Figure 3.15: Extension Band Encoder for Super-Wideband BWE.
The parametric description of the extension band signal suhb(k) consists of an
adaptive temporal envelope (ATE, cf. Section 2.2.2), a spectral subband envelope
(cf. Section 2.4.2) as well as an explicit, compact description of the spectral details
(cf. Section 2.5). Here, in contrast to the TDBWE algorithm from Section 3.2,
the serial analysis approach of Figure 2.3(a) is applied, i.e., the temporal envelope
is directly obtained from the time domain signal suhb(k) while the remaining pa-
rameters are extracted from the MDCT domain representation SMDCTuhb (λ, μ) of a
temporally normalized signal stuhb(k). The computation of the individual parame-
ters is detailed in the following.
Adaptive Temporal Envelope
The temporal envelope which is used in the present algorithm has a signal-adaptive
resolution (stationary/transient frames) as introduced in Section 2.2.2, see Fi-
gure 2.5 for an example. Each 20ms frame (L = 320) of the signal suhb(k) is
divided into NTE = 8 subframes of length 2.5ms (LSF = 40). Then, as in (3.1) for
the TDBWE algorithm, logarithmic subframe gains with λSF ∈ {0, . . . , NTE − 1}
are derived:
T (λ,λSF) =
1
2
ld
1
LSF
LSF−1∑
k=0
s2uhb(λL + λSFLSF + k). (3.21)
Additionally, a logarithmic gain is computed for the entire frame with index λ:
T (λ) =
1
2
ld
1
L
L−1∑
k=0
s2uhb(λL + k). (3.22)
Based on these parameters, the temporal structure of the input signal frame is ana-
lyzed and it is classiﬁed as either “transient” (t(λ) = 1) or “stationary” (t(λ) = 0).
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Therefore, a relatively simple yet eﬀective transient detector is applied which de-
termines if the maximum rising and/or falling slopes within the subframe gains
T (λ,λSF) exceed certain pre-speciﬁed thresholds. These thresholds have been
found experimentally.
Now in stationary frames, only the frame gain T (λ) is included in the parameter
set for bandwidth extension whereas in transient frames, the NTE logarithmic sub-
frame gains T (λ, λSF) are encoded. These parameters are quantized as described
in Section 3.3.2 and used to restore the temporal signal characteristics as discussed
in Section 3.3.3.
As the serial signal analysis approach for bandwidth extension (Figure 2.3(a))
is pursued here, a temporal normalization procedure has to be carried out before
the frequency transform can be applied and the remaining parameters can be
determined. Therefore, based on the quantized temporal (subframe) gains, the
encoder constructs an interpolated temporal gain function (TGF) whereby the
length of the interpolation window wT(k) is adaptive. In transient frames, the
TGF is constructed by an overlap-add of scaled Hann windows as shown in (2.6).
During stationary frames, the employed window function is a linearly falling slope
over L/2 samples and zero otherwise. The ﬁnal gain function is then used to
normalize the signal suhb(k)
stuhb(k) = suhb(k) · gˆ
−1
TGF(k) (3.23)
as in (2.7). Due to the interpolation, the TGF exhibits a pronounced lowpass
characteristic such that spectral leakage is largely avoided, cf. Figure 2.4(c).
Spectral Envelope
The temporally normalized signal stuhb(k) is transformed to the frequency domain
using a modiﬁed discrete cosine transform (MDCT) according to (2.20) with a
Kaiser-Bessel-derived window wF(k) of length 40ms (Lw = 640) with shape pa-
rameter α = 5, see e.g., [Fielder et al. 1996]. For the given sampling rate of
fs = 16 kHz, the transform yields 320 real-valued spectral coeﬃcients for each
20ms frame. Based on the 240 MDCT coeﬃcients that correspond to the 8 –
14 kHz band of the original super-wideband signal, a spectral envelope in terms of
NSE = 15 logarithmic subband gains is computed, see also (2.21). Concretely, for
the m-th subband (m ∈ {0, . . . , NSE − 1}):
F (λ,m) =
1
2
ld
1
MSB
MSB−1∑
μ=0
W (μ) · |Suhb(λ,μ + mMs)|
2 (3.24)
with MSB = Ms = 16. The number of subbands (15) might appear unnecessar-
ily high when compared with the results of Section 2.6. However, in the super-
wideband codec, the gains F (λ,m) shall be reused as scale factors for spherical
vector quantization (e.g., [Krüger et al. 2008]) which requires a higher number of
subbands. A rectangular window function W (μ) is used here for the same reason.
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Parametric Encoding of Spectral Details
As opposed to the TDBWE algorithm, the present super-wideband extension ex-
plicitly encodes the spectral details of the extension band signal with a few bits
per frame to supply a coarse description/classiﬁcation thereof to the decoder. The
computation of these parameters is brieﬂy outlined in the following.
For the parameter set to be derived, the harmonic structure of the 8 – 14 kHz
MDCT signal is analyzed. However, it is important to note that the MDCT as
such is not well suited for spectral analysis. This fact is easily illustrated with
the MDCT representation of a stationary sinusoid signal as shown in Figure 3.16
which is, obviously, not stationary. A concise spectral analysis is therefore diﬃcult
to achieve. To avoid an additional (and costly) DFT for spectral analysis, it is
proposed here to use the so called “pseudo spectrum” (PS) representation [Daudet
& Sandler 2004] instead:
SPSuhb(λ,μ + mMs) =
√
Suhb(λ,μ − 1)2 + (Suhb(λ, μ) − Suhb(λ, μ + 1))2. (3.25)
The MDCT pseudo spectrum approximates the DFT amplitude spectrum (dotted
graph in Figure 3.16) solely based on the MDCT coeﬃcients of the current frame.
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For practical reasons, an additional spectral whitening (tilt compensation) is ap-
plied in the codec. From the pseudo spectrum SPSuhb(λ, μ), the following parameters
are derived:
• The dominating harmonic pitch frequency is identiﬁed by computing a har-
monic grid parameter p(λ), which is given in multiples of one MDCT fre-
quency bin. The parameter is obtained by identifying the ﬁrst local max-
imum of the (interpolated) autocorrelation function (ACF) ϕSS(μ) of the
pseudo spectrum vector. Lower values for the pitch frequency are preferred
to avoid pitch doubling errors. The frequency resolution of the pitch search
algorithm is 6Hz. As the employed MDCT with Lw/2 = 320 only provides
a spectral resolution of 25Hz, an oversampling factor of four has to be used.
• The direct extrapolation of higher order harmonics in the extension band
is diﬃcult because any inaccuracy in the harmonic grid estimation is mul-
tiplied. Therefore, in addition to the grid parameter, a harmonic oﬀset
parameter poﬀset(λ) is needed. The pitch harmonics in the (downsampled)
8–14 kHz subband are equally spaced, but they are, in general, not placed
at an integer multiple of the fundamental frequency, see Figure 3.17 for an
illustration.
• An inverse tonality value τ (λ) ∈ [0, 1] for the extension band is computed
based on the ACF ϕSS(μ) of the pseudo spectrum SPSuhb(λ,μ):
τ = min
μ∈{μmin,...,μmax}
ϕSS(μ)
ϕSS(0)
. (3.26)
The search range {μmin, . . . , μmax} for the tonality parameter is identical to
the search range of the harmonic grid parameter p(λ).
• Finally, a binary ﬂag f(λ) is determined to select the synthesis mode for
the spectral details at the decoder, i.e., “spectral replication” or “harmonic
synthesis.”
The ﬂag is set to 1 (spectral replication) if either the pitch frequency of the
baseband CELP codec is close to the identiﬁed extension band pitch fre-
quency (inverse harmonic grid p(λ)) or if the identiﬁed extension band pitch
frequency is below 400Hz. In this case, the details of the baseband signal
are considered to be “similar” to the extension band details. Therefore, the
harmonic grid and oﬀset parameters are not transmitted.
On the contrary, f(λ) is set to 0 (harmonic synthesis) if the identiﬁed pitch
frequency is higher than 400Hz and if the CELP codec parameters do not
adequately represent the harmonic structure in the extension band. In this
case, the details of the baseband signal are considered to be “dissimilar” to
the extension band details. Hence, the harmonic grid and oﬀset parameters
are actually transmitted in the bitstream.
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3.3.2 Quantization
In the encoder, the parameter set for super-wideband bandwidth extension, i.e.,
the adaptive temporal envelope, the spectral envelope and the coarse description
of spectral details, is quantized and added to the bitstream in the form of an addi-
tional bitstream layer. The quantization of the individual parameters is detailed in
the following sections. The consumed bit rate ranges from 2.7 kbit/s to 4.75 kbit/s
depending on the characteristics of the current extension band input frame.
Adaptive Temporal Envelope (and FEC Information)
The transmission of an adaptive temporal envelope (ATE) requires an additional
binary ﬂag (t(λ), 1 bit/20ms = 50 bit/s) to indicate transient signal frames. As the
ATE information shall also be reusable for purposes of frame erasure concealment
(FEC) at the decoder side, a special bitstream arrangement is required. For a signal
frame with a given index λ, the corresponding “bitstream frame” with index λ is
composed as follows:
• t(λ) — The transient ﬂag of the current frame.
• t(λ − 1) — The (repeated) transient ﬂag of the previous frame.
• If t(λ) = 0: Tˆ (λ) — The gain of the current frame, quantized with a
wordlength of 5 bits in the logarithmic domain.
• If t(λ − 1) = 0: Tˆ (λ − 1) — The (repeated) gain of the previous frame,
quantized with a wordlength of 5 bits in the logarithmic domain.
• If t(λ) = 1: Tˆ (λ,λSF) with λSF ∈ {1, 3, . . . , NTE − 1} — The en-
coded subframe gains with odd indices corresponding to the current frame;
the ﬁrst subframe gain Tˆ (λ, 1) is quantized with a wordlength of 5 bits
while each of the subsequent diﬀerential subframe gains T (λ, 3) − Tˆ (λ, 1),
T (λ, 5) − Tˆ (λ, 3), and T (λ, 7) − Tˆ (λ, 5) is encoded with 4 bits.
• If t(λ − 1) = 1: Tˆ (λ − 1, λSF) with λSF ∈ {0, 2, . . . , NTE − 2} — The en-
coded subframe gains with even indices corresponding to the previous frame;
the ﬁrst subframe gain Tˆ (λ, 2) is quantized with a wordlength of 5 bits
while each of the subsequent diﬀerential subframe gains T (λ, 4) − Tˆ (λ, 2),
T (λ, 6) − Tˆ (λ, 4), and T (λ, 8) − Tˆ (λ, 6) is encoded with 4 bits.
Note that this bitstream arrangement does not introduce any additional delay into
the codec, because, in any case, the overlap-add operation of the inverse MDCT
requires one frame of delay at the decoder side, see also Section 2.2.3.
The proposed bitstream arrangement is further illustrated in Table 3.4 which
shows a concrete example for a stationary/transient/stationary frame sequence.
The information is either transmitted redundantly (for stationary frames, e.g.,
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Table 3.4: Adaptive temporal envelope encoding: Bitstream arrangement
for a stationary/transient/stationary frame sequence. The
number of bits for each parameter is shown in parentheses.
λ = 1 λ = 2 λ = 3
t(1) = 0 (1) t(2) = 1 (1) t(3) = 0 (1)
t(0) = 0 (1) t(1) = 0 (1) t(2) = 1 (1)
Tˆ (1) (5) – Tˆ (3) (5)
Tˆ (0) (5) Tˆ (1) (5) –
– Tˆ (2, 1), Tˆ (2, 3), . . . (17) –
– – Tˆ (2, 0), Tˆ (2, 2), . . . (17)
Σ 12 bits Σ 24 bits Σ 24 bits
λ = 1) or distributed across neighboring bitstream frames (for transients, λ = 2).
The amount of transmitted redundancy is kept to a minimum and, in particular
for transient frames, there is no redundant information (except for the repeated
mode bit). The total number of bits for the adaptive temporal envelope parameters
per 20ms-frame is 12 for consecutive stationary frames, 24 for transient-stationary
transitions and 36 for consecutive transient frames (0.6, 1.2, 1.8 kbit/s).
The actual algorithm to conceal lost frames is detailed in Section 3.3.4, where
it will become clear that the proposed bitstream arrangement of the temporal
envelope parameters can be elegantly reused for frame erasure concealment.
Spectral Envelope
The quantization of the spectral envelope parameters F (λ,m) with m ∈ {0, . . . , 14}
is, as the TDBWE parameter quantization (Section 3.2.2), realized by mean-
removed vector quantization. However, the speech-speciﬁc codebooks of the
TDBWE algorithm are replaced by a more generic spherical vector codebook.
Therefore, the spectral envelope of generic audio signals can be better represented
and encoded with a suﬃcient quality.
For spherical quantization, the Gosset Low Complexity Vector Quantizer
(GLCVQ) as described in [Krüger et al. 2011b] is used. The total bit rate for
the vector mean, radius, and shape (direction) parameters ranges from 38 to
41 bit/frame (1.9 – 2.05 kbit/s) depending on the available bit budget.
In the codec, the spherical vector quantization procedure is followed by an
optional scalar quantization with entropy coding of the residual quantization error,
see [Geiser et al. 2009]. This encoding module is not detailed here for brevity.
Spectral Details
The parameter quantization for the spectral details of the extension band is de-
pendent on the characteristics of the current input frame as detailed in Table 3.5.
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Table 3.5: Bit allocation for the encoding of the spectral details. The
number of bits per frame depends on the characteristics of the
input signal, i.e., on certain conditions for f(λ) and τˆ(λ). The
thresholds τ1 and τ2 are ﬁxed.
f(λ) = 1 f(λ) = 0 f(λ) = 0 f(λ) = 0
Condition
(spec. rep.) τˆ(λ) > τ1 τˆ (λ) < τ2 τ2 ≤ τˆ (λ) ≤ τ1
τˆ(λ) 3 3 3 3
f(λ) 1 1 1 1
p(λ) (integer) - - 6 6
p(λ) (frac.) - - 2 -
ld p(λ)	 ld p(λ)	poﬀset(λ) - -
(max. 6) (max. 6)
Σ 4 bits 4 bits max. 18 bits max. 16 bits
Bit rate 0.2 kbit/s 0.2 kbit/s max. 0.9 kbit/s max. 0.8 kbit/s
The inverse tonality value τˆ(λ) for the extension band as well as the binary
mode ﬂag f(λ) (determining whether spectral replication or harmonic synthesis
shall be applied) are always included in the bitstream. The transmission of the
remaining parameters, i.e., of the integer and fractional part of the harmonic grid
p(λ) as well as of the harmonic oﬀset poﬀset(λ), depends on the binary ﬂag f(λ)
and on the actual value of τˆ (λ).
In total, between 4 and 18 bits (0.2 – 0.9 kbit/s) are consumed by this descrip-
tion of the spectral details.4 This way, the bit rate is adapted to the amount of
harmonicity that is present in the extension band.
3.3.3 Synthesis
The synthesis for the super-wideband extension band signal sˆuhb(k) encompasses
the solid (non-dashed) blocks of Figure 3.18. These components are described in
the following.
Regeneration of the Spectral Fine Structure
As the ﬁrst algorithmic step in the parametric signal synthesis, the spectral ﬁne
structure of the extension band signal is regenerated directly in the MDCT domain.
The concrete mode of operation depends on the transmitted binary ﬂag f(λ).
If f(λ) is set to 1, the ﬁne structure Uˆuhb(λ, μ) in the 8 – 14 kHz frequency
range is derived by spectral replication from the 1 – 7 kHz band of Sˆwb(λ, μ),
see Section 2.5.1 for a description of the replication procedure. Additionally, the
4 It should be noted that the parameters related to the harmonic structure might not ﬁt
in the ﬁrst 4 kbit/s bitstream enhancement layer. They are simply omitted in these cases.
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Figure 3.18: Extension Band Decoder for Super-Wideband BWE.
tonality of the replicated signal is adjusted according to the received tonality value
τˆ(λ). This is achieved by emphasizing spectral peaks or by adding pseudo random
noise, respectively.
If f(λ) is set to 0, the ﬁne structure in the 8 – 14 kHz frequency range is
generated as a mixture of pseudo random noise and synthetic sinusoidal compo-
nents (harmonics). The energy ratio of noisy and of the harmonic components is
controlled by the inverse tonality value τˆ(λ).
Yet, as already indicated by the instationarity of the transform coeﬃcients
for a stationary input signal (see Figure 3.16), sinusoidal synthesis in the MDCT
domain is not straightforward. For example, placing unit peaks in the MDCT
domain (and keeping this set of transform coeﬃcients constant over several frames)
leads to a temporally modulated time domain signal that is aﬀected by annoying
artifacts, cf. [Daudet & Sandler 2004]. Therefore, to obtain concise sinusoids in
the time domain, a new method is proposed here in which the individual harmonic
components are synthesized by imitating the time-variant MDCT domain behavior
as shown in Figure 3.16. The individual pitch harmonics are generated by placing
the correct sequence of MDCT domain pulse shape prototypes at the appropriate
positions in the transform domain representation (MDCT bins μ). The concrete
positions are derived from the received5 pitch grid and pitch oﬀset parameters pˆ(λ)
and pˆoﬀset(λ).
An example synthetic MDCT spectrum Uˆuhb(λ, μ) with strong harmonic com-
ponents is shown in Figure 3.19(b). Compared to the original input spectrum
in Figure 3.19(a), the pitch grid and the oﬀset are correctly restored, but the
phase information (corresponding to the pulse shape in the MDCT domain, cf.
Figure 3.16) is not preserved. Nevertheless, at least a continuous phase evolution
over successive signal frames λ is guaranteed.
5If these parameters have not been transmitted in the bitstream (see Section 3.3.2), they
are extrapolated from the baseband CELP codec.
68
3.3 MDCT Domain Super-Wideband Extension
A
m
p
li
tu
d
e
Frequency Bin μ
0 50 100 150 200 250
(a)
(b)
(c)
(d)
Orig. (Suhb(λ0, μ))
Synth. (Uˆuhb(λ0, μ))
Denormalized Synth. Spec.
Denormalized Synth. Spec. Standard SGF (γˆSGF(λ0, μ))
Smoothed SGF (γˆ′SGF(λ0, μ))
Spectral Envelope
Spectral Envelope
Figure 3.19: MDCT domain harmonic synthesis and spectral shaping.
Spectral Envelope
To restore the spectral envelope of the extension band signal, the regenerated
MDCT coeﬃcients Uˆuhb(λ,μ) are spectrally shaped by subband-wise multiplication
with appropriate gain correction factors. Following Section 2.4.3, these factors are
the ratio of the desired subband gains γˆ(λ,m) = 2Fˆ (λ,m) (spectral envelope) and
of the measured gains γˆ′(λ,m) of the regenerated ﬁne structure coeﬃcients. Note
that no interpolation window WS(μ) is applied here.
However, there is a speciﬁc exception that occurs with very tonal subbands:
If a tonal component is located very close to a subband boundary, interpolated
gain factors are applied, whereby the interpolation is applied over the subband
index m. The intention is to mitigate potential artifacts due to slightly misplaced
harmonics, in particular for high pitched signals (e.g., violin). The underlying eﬀect
is illustrated in Figure 3.19. Note that in particular the ﬁrst harmonic component
is located very close to a subband boundary (μ = 32). Figures 3.19(c) and (d)
illustrate the restoration of the spectral envelope by using the standard method
and by using interpolated gain factors, respectively. In Figure 3.19(c) it can be
seen that the coeﬃcients of the second subband (μ ∈ {16, . . . , 31}) are multiplied
with an exceedingly high gain factor, leading to unwanted noise ampliﬁcation. The
application of interpolated gain factors reduces this eﬀect, resulting in a much more
consistent regeneration of the respective harmonic components.
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MDCT Domain Post-Processing and Inverse Transform
After the restoration of the spectral envelope, MDCT-domain post-processing sim-
ilar to the method of [ITU-T 2006] is applied and the resulting spectrum is trans-
formed into the time domain according to (2.27). Then, with the overlap-add
operation (2.28), the (still temporally normalized) signal sˆtuhb(k) is obtained.
Adaptive Temporal Envelope
The ﬁnal algorithmic step to regenerate the extension band signal sˆuhb(k) is, ac-
cording to Figure 3.18, the restoration of the temporal envelope contour:
sˆuhb(k) = sˆ
t
uhb(k) · gˆTGF(k). (3.27)
The gain function gˆTGF(k) for temporal denormalization is constructed from the
received (sub)frame gains Tˆ (λ, λSF) or Tˆ (λ), respectively. The construction itself
follows the description from the encoder side, i.e., an adaptive interpolation window
wT(k) is used for this purpose, see Section 3.3.1. Owing to this stationary/transient
distinction, the spectral details in stationary segments can be well preserved.
The proposed temporal denormalization procedure is able to eﬀectively sup-
press so-called pre-echo artifacts which are very common in transform audio coding
and that are particularly strong in the case of a purely parametric signal synthesis
[Geiser & Vary 2009]. To illustrate the eﬀect, an example signal has been synthe-
sized with and without explicit temporal envelope control, see Figure 3.20(a) – (c).
The temporal envelope in Figure 3.20(c) is clearly improved in comparison to that
of Figure 3.20(b).
In the following, a new method for frame erasure concealment is described. It
is based on the same parameters as the temporal gain control mechanism.
3.3.4 Frame Erasure Concealment
As already outlined in Section 2.2.3, the temporal envelope control according to
(3.27) can be used to realize a novel mechanism for frame erasure concealment
(FEC). The basis for this algorithm is the special bitstream arrangement that has
been described in Section 3.3.2 and in Table 3.4. It is important to note that the
algorithm does not incur any additional algorithmic delay.
If a frame erasure is signaled to the decoder, the decoded signal sˆt(λL + k) in
the current frame is unavailable and has to be estimated. The simplest approach
is frame repetition: s˜t(λL + k) = sˆt((λ − 1)L + k). Though, a better alternative
is to repeat the transform coeﬃcients instead, i.e., the MDCT coeﬃcients of the
spectral details U˜uhb(λ, μ) are copied from the coeﬃcient set Uˆuhb(λ − 1, μ) of
the previous frame. The inverse transform and the overlap-add operation will
then smooth the transition between the (possibly correct) previous frame and the
missing frame. Now, with the estimated signal s˜t(λL+ k) and with the (partially)
available temporal envelope information, the concealed output can be produced.
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Figure 3.20: Example waveforms for the proposed method for joint tem-
poral envelope control and frame erasure concealment.
(a) Original extension band signal (castanets),
Solid boxes: frames classiﬁed as transient (t(λ) = 1).
(b) Synthesized signal without temporal envelope control.
The subjectively objectionable pre- and post echo
artifacts are clearly visible.
(c) Synthesized signal with temporal envelope control (sˆ(k)).
(d) Synthesized signal with concealed frame erasures (s˜(k)).
All bits from the frames with dashed boxes have been
discarded from the bitstream.
Note that, for a single lost frame, the transient/stationary ﬂag t(λ) is still avail-
able from the subsequent bitstream frame (index λ+1), cf. Section 3.3.2. Depending
on the identiﬁed frame type (as determined by t(λ)), the TGF gˆTGF(λL + k) is
now reconstructed in diﬀerent ways:
• For missing stationary frames (t(λ) = 0), the overall gain factor Tˆ (λ) is
available from the redundant bitstream.
If, in the example from Table 3.4, the decoder wanted to reconstruct signal
frame λ = 1 but the corresponding frame in the bitstream was lost, the ﬂag
t(1) = 0 and the respective gain Tˆ (1) would still be available from the second
bitstream frame (λ = 2).
• When a transient frame is lost (t(λ) = 1), the information about the gains of
the subframes with odd indices Tˆ (λ,λSF) (where λSF ∈ {1, 3, . . . , NSF − 1})
is missing. Therefore, they have to be interpolated from the subframe gains
with even indices: T˜ (λ, λSF) =
[
Tˆ (λ, λSF − 1) + Tˆ (λ, λSF + 1)
]
/2 (where
λSF ∈ {1, 3, . . . , NSF − 1}). Then, a TGF (with reduced temporal resolution)
can be constructed.
If, in the example from Table 3.4, the decoder wanted to reconstruct signal
frame λ = 2, but the corresponding frame in the bitstream was lost, the
subframe gains with even indices would still be available from the third
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frame (λ = 3) and the gains with odd indices could be obtained through
interpolation.
• Likewise, if a frame after a transient frame is lost, the even subframe gains
(describing the preceding transient) are unavailable. Again, the complete
TGF cannot be reconstructed and only the subframe gains with odd in-
dices, i.e., Tˆ (λ,λSF) with λSF ∈ {1, 3, . . . , NSF − 1}, are used to form the
TGF. Therefore, the subframe gains with even indices are obtained through
interpolation according to T˜ (λ, λSF) =
[
Tˆ (λ, λSF − 1) + Tˆ (λ, λSF + 1)
]
/2,
whereby λSF ∈ {0, 2, . . . , NSF − 2} in this case.
If, again in the example from Table 3.4, the decoder wanted to reconstruct
signal frame λ = 2 and the third bitstream frame (λ = 3) was lost, the
subframe gains with odd indices would already be available from bitstream
frame λ = 2 and the missing gains with even indices could be obtained
through interpolation.
• In case of bursty frame erasures, i.e., if two or more consecutive bitstream
frames are lost, there is no information available about the current decoder
frame. Therefore, the decoder has to resort to an extrapolation based ap-
proach where the currently missing frame is assumed to be stationary and the
(averaged) gain factor from the previous (reconstructed) frame is decreased
by a certain amount before applying the gain denormalization.
Figure 3.20 illustrates the performance of the proposed method for joint temporal
envelope control and frame erasure concealment based on the 8 – 14 kHz compo-
nents of the EBU SQAM castanet signal [EBU 1988]. The G.729.1-SWB codec has
been run at its lowest bit rate (4 kbit/s on top of G.729.1). A considerable amount
of pre-echoes is actually produced as seen in Figure 3.20(b). When applying the
TGF, these artifacts are clearly reduced (Figure 3.20(c)). A signal with concealed
frames is shown in Figure 3.20(d). In this example, the bits from Frames 6, 12 and
13 have been discarded. Note that also Frame 5 is a “partially concealed” output
since the subframe gains with even indices from Frame 6 are missing.
3.3.5 Integration in the ITU-T G.729.1-SWB Candidate Codec
The proposed super-wideband bandwidth extension algorithm has been developed
in the course of an ITU-T standardization project. The respective candidate codec,
which was submitted to ITU-T by Huawei (China) and ETRI (South Korea), is
based on the ITU-T G.729.1 VoIP wideband codec (see Section 3.2.4 for a descrip-
tion). Block diagrams of the encoder and decoder are shown in Figure 3.21 and
Figure 3.22, respectively. Here, a brief summary of the submitted codec (“Candi-
date Codec B”) and of its capabilities shall be provided.
The standardization project was launched in 2008 when the demand for embed-
ded speech and audio codecs for conversational applications that can oﬀer an even
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Figure 3.21: G.729.1-SWB Candidate B — Encoder
better quality than previous wideband speech codecs has been recognized within
ITU-T Study Group 16 (SG16). It was required to enhance both the ITU-T
G.729.1 [ITU-T 2006, Ragot et al. 2007] and ITU-T G.718 [ITU-T 2008a, Vaillan-
court et al. 2008] wideband VoIP codecs with the ability to encode generic audio
signals with a super-wideband audio bandwidth.
The proposed super-wideband extension of G.729.1 increases the transmitted
frequency range from 7kHz to 14 kHz. Therefore, the maximum bit rate is raised
from 32 kbit/s to 64 kbit/s by adding ﬁve layers to the standardized G.729.1 bit-
stream (see Figure 3.11). In the context of the super-wideband codec, the layered
G.729.1 bitstream can itself be viewed as the new “core layer” with a bit rate of
32 kbit/s. On top of that, there are ﬁve “enhancement layers,” the ﬁrst two add
4 kbit/s each and the latter three add 8 kbit/s each to the bitstream. Thereby,
the ﬁrst (and in some cases, partially, the second) bitstream enhancement layer,
comprise the information which can be used for parametric bandwidth extension
towards super-wideband according to Sections 3.3.1 – 3.3.4. The remaining en-
hancement layers are based on conventional transform coding techniques where
groups of spectral coeﬃcients are quantized with a spherical vector quantizer.
The new Gosset Low Complexity Vector Quantizer (GLCVQ) which is described
in [Krüger et al. 2010, Krüger et al. 2011a, Krüger et al. 2011b] is used for this
purpose. More details concerning the proposed candidate codec can be found in
[Geiser et al. 2009, Löllmann et al. 2009, Geiser, Krüger & Vary 2010, Krüger
et al. 2011b].
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3.3.6 Evaluation
The described bandwidth extension algorithm for super-wideband speech and au-
dio signals is evaluated in this section. It is important to recall that the algorithm
is part of a complete super-wideband codec which, at higher bit rates, also pro-
vides quantized spectral coeﬃcients (see Figure 3.22). The test conditions that are
discussed in the following are speciﬁc coding modes of this codec, concretely the
36 kbit/s and 40 kbit/s modes are used. These modes add 4 or 8 kbit/s on top of
the G.729.1 wideband bitstream.
In the 40 kbit/s mode, the added information includes the previously discussed
bandwidth extension parameters and, if possible, a reﬁnement of the spectral enve-
lope parameters which is based on scalar quantization and Huﬀman coding. With
the additional 8 kbit/s, in some cases, the bit budget already allows for the trans-
mission of a few quantized spectral coeﬃcients. In such cases, the coding scheme
is, strictly speaking, not purely parametric anymore, although the actual inﬂuence
of only a few quantized coeﬃcients on the obtained quality is very limited. The
36 kbit/s mode, in contrast, is guaranteed to deliver a purely parametric resyn-
thesis of the extension band signal. Here, however, a few bandwidth extension
parameters (harmonic pitch and grid) may have been discarded because of the
limited bit budget.
All presented evaluation results have been obtained with the software package
that has been submitted to ITU-T for qualiﬁcation as “Candidate Codec B.” If
possible, the oﬃcial qualiﬁcation test results are reproduced. The softwarea im-
plementation in C has been instrumented with additional complexity counters. It
is based on ﬂoating point arithmetic.
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Figure 3.23: Example spectrograms for the super-wideband bandwidth
extension algorithm (G.729.1-SWB Candidate B, bit rate:
36 kbit/s). Top: Input signal, Bottom: Encoded signal.
Example
A spectrogram of an example super-wideband signal s(k′) with mixed speech and
audio content is shown in Figure 3.23 together with its transcoded (bandwidth
extended) counterpart sˆ(k′). The wideband part swb(k) of the signal corresponds
to the output of the G.729.1 baseband codec at a bit rate of 32 kbit/s. The ex-
tension band signal sˆuhb(k) is regenerated with 4 kbit/s of additional information.
The ﬁgure also visualizes some results of the parametric signal analysis of suhb(k)
according to Section 3.3.1, i.e., the parameters t(λ), f(λ), and τˆ(λ).
The ﬂag f(λ) determines the method for spectral ﬁne structure regeneration
while the tonality of the regenerated extension band signal follows the (quantized)
inverse tonality value τˆ(λ). In the example, spectral replication (f(λ) = 1, black
bar) is predominantly used, which is typical for speech signals and for noise-like
extension band components. However, there are a few periods within the signal
where harmonic synthesis (f(λ) = 1, white bar) is applied (e.g., 0.4 – 0.6 s). The
harmonic components in the extension band signal are cleanly reproduced. Con-
cerning the temporal signal envelope, suhb(k) is mostly classiﬁed as “stationary”
(t(λ) = 0). Only two transient frames (t(λ) = 1, time indices 1.8 s and 3.2 s)
are detected. The corresponding sharp onsets are accurately reproduced in the
synthetic signal sˆuhb(k).
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Figure 3.24: Subjective listening test results for the MDCT domain super-
wideband bandwidth extension algorithm.
Subjective Test Results
The quality of the described bandwidth extension algorithm has been assessed in
the course of the qualiﬁcation phase of the ITU-T standardization process where a
series of subjective listening tests has been conducted in order to compare the pro-
posed “Codec under Test” (CuT) with the existing ITU-T super-wideband codec
G.722.1 Annex C [ITU-T 1999, Xie et al. 2006, Lamblin et al. 2008]. The applied
test methodology was the so called “triple stimulus/hidden reference/double blind”
test method, in short “Ref-A-B” [ITU-R 1997]. In this method, the “reference” is
the unprocessed signal and the samples A and B are, in random order, the test
sample and again the (hidden) reference. “Ref-A-B” is designed as an expert lis-
tener method. Therefore, this test is able to assess the listening expertise of the
subjects by evaluating their ability to identify the hidden reference. Hence, unre-
liable votes can be excluded from the evaluation. Finally, the votes of 24 subjects,
ranging from 1.0 (very annoying impairment) to 5.0 (imperceptible impairment),
have been accepted and used for each test condition. As an overall result, the codec
passed all mono quality requirements as deﬁned in the “Terms of Reference.”
The test conditions which are particularly relevant for the present bandwidth
extension algorithm have been evaluated in Experiment 1a (clean speech) and in
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Experiment 3a (mixed content / music). The respective quality scores are repro-
duced in Figure 3.24, showing the mean scores and the associated 95% conﬁdence
intervals.
For clean speech, the proposed codec is clearly better than the G.722.1C codec
at similar bit rates. Its performance (at 36 kbit/s) is in fact comparable to that
of G.722.1C at 48 kbit/s. The eﬀective bit rate saving of 12 kbit/s can be mainly
attributed to the proposed novel bandwidth extension techniques.
For mixed content and music signals, the codec has been used at a bit rate
of 40 kbit/s. Here, the quality is slightly inferior to the (non-parametric) trans-
form codec G.722.1C. Nevertheless, it could still be shown that the parametric
bandwidth extension algorithm can deliver a major quality gain compared to the
original (direct) wideband signal (Δ-MOS = 1.04). Therefore, it cannot be ruled
out that the small quality loss compared to G.722.1C is due to the wideband part
of the codec (ITU-T G.729.1).
In summary, the proposed codec can (unlike G.722.1C at 24 and 32 kbit/s)
oﬀer a stable quality for varying sources, i.e., for both speech and music. In
Experiment 2a of the test series, this ﬁnding could also be conﬁrmed for noisy
speech (mean subjective score with oﬃce noise: 4.76, music noise: 4.54). How-
ever, the tested coding mode in this experiment (48 kbit/s) is predominantly non-
parametric.
More subjective listening test results for the MDCT domain bandwidth exten-
sion algorithm are presented in Chapter 6 where the concept of embedded coding
is compared with parameter estimation (Chapter 4) and hidden transmission tech-
niques (Chapter 5).
Objective Test Results
For a more detailed analysis of individual algorithmic components, objective qual-
ity measurements are very useful. Here, the quality impact of the proposed adap-
tive temporal envelope (ATE) control in conjunction with the integrated frame
erasure concealment (FEC) mechanism (cf. Figure 3.20) shall be objectively as-
sessed.
Table 3.6 lists the measured quality gains in terms of a PEAQ score improve-
ment [ITU-R 1998] compared to a codec version where temporal normalization
(3.23) and denormalization (3.27) have been disabled. For the test, the parametric
coding mode (32+4 kbit/s) of the proposed codec has been used. The four test
items have been taken from the EBU SQAM corpus [EBU 1988]. For reference,
the average number of bits per frame which is used for the description of the ATE
and FEC information is tabulated.6
6Note that, if the FEC functionality is not desired, 6 (or 1) redundant bits can be saved
for each stationary (or transient) frame without compromising the performance under clean
channel conditions, cf. Section 3.3.2.
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Table 3.6: PEAQ improvements (Δ-PEAQ) by applying the temporal
gain function gˆTGF(k). Codec mode: 36 kbit/s.
Average number 0% 5% 10% 10% FER
Test Item
of bits per frame FER FER FER (SWB only)
Castanets 14.49 +0.17 +0.14 +0.11 +0.20
German Male 13.58 +0.13 +0.04 +0.04 +0.20
German Female 14.33 +0.27 +0.05 +0.06 +0.27
Pop Music (ABBA) 13.34 +0.33 +0.12 +0.05 +0.31
∅ 13.94 +0.23 +0.09 +0.07 +0.25
Surprisingly, it can be observed that the achieved quality gain decreases with
increasing frame erasure rate. This behavior can be explained by the overall dom-
inance of the (unavoidable) errors that are introduced by the low band (0 – 8 kHz)
FEC module of the codec [Vaillancourt et al. 2007]. This proposition is veriﬁed by
limiting the frame erasures to the bits related to bandwidth extension (8 – 14 kHz).
Therefore, “partial” erasures have been introduced at the same (pseudo-random)
bitstream positions as before. This way, the performance gain through the pro-
posed FEC module can be measured independently from the 0 – 8 kHz FEC. The
results are shown in the last column of the table which lists Δ-PEAQ values for
a bit rate of 36 kbit/s and 10% SWB erasure. Obviously, the initial quality gain
at 0% FER (+0.23) can be maintained even at 10% SWB erasure (+0.25). The
new FEC algorithm is therefore highly eﬀective, i.e., the codec can be expected to
operate well even under diﬃcult network traﬃc conditions.
It should be noted that the present FEC mechanism can also be used to ele-
gantly conceal short-term bandwidth switchings that occur when the bit rate of the
embedded codec is lowered from 36 kbit/s down to 32 kbit/s for a short period, e.g.,
due to intermittent network congestion. In contrast, in the standardized version
of the super-wideband codec [Laaksonen et al. 2010], such situations are handled
by estimating the missing high frequency band from the received wideband signal
using artiﬁcial bandwidth extension techniques, i.e., without the help of auxiliary
information, cf. Chapter 4.
Algorithmic Complexity
The algorithmic complexity of the super-wideband bandwidth extension algorithm
has been measured by instrumenting the source code according to [ITU-T 1993a].
The complexity is given in weighted million ﬂoating point operations per second
(WMOPS) for the worst case that was observed among all encoded signal frames.
Thereby, the complexity of the G.729.1 baseband codec (36WMOPS, ﬁxed point)
is excluded from the measurement.
For mono input at 32 kHz sampling rate and at a bit rate of 36 kbit/s, the en-
coder part of the bandwidth extension algorithm, i.e., the parameter analysis (Sec-
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tion 3.3.1) and the quantization (Section 3.3.2) modules, requires 5.03WMOPS.
The decoder complexity is 5.27WMOPS. For a bit rate of 40 kbit/s, the complex-
ity is slightly higher, i.e., 5.42WMOPS for the encoder side and 5.57WMOPS for
the decoder side.
These complexity ﬁgures are obviously higher than for the TDBWE algorithm
(see Table 3.3). This can, ﬁrst, be explained by the higher sampling rate of 16 kHz
and, second, by the inclusion of the QMF ﬁlterbank and of the preprocessing
operations in the present complexity measurements. Naturally, also the increased
demands of the codec design, i.e., suitability for audio signals, lead to a certain
complexity increase.
Algorithmic Delay
The bandwidth extension algorithm does not increase the delay of the baseband
codec signiﬁcantly because most of the parametric analysis and synthesis tech-
niques are conducted in the MDCT domain (cf. Section 3.3.1). The temporal
envelope analysis does not use any look-ahead samples and the temporal gain
function is constructed without any knowledge of the succeeding frame. Hence,
there is only one source of additional delay in the codec, i.e., the QMF ﬁlterbank,
see Figure 3.21 and Figure 3.22. Yet, owing to the IIR solution with phase equal-
ization (Section 2.1.2, [Löllmann et al. 2009]), the algorithmic delay of G.729.1
(48.9375ms) is only increased by 2.21875ms which is considerably lower than for
a competitive FIR QMF solution. If, in addition, the G.729.1 FIR QMF bank is
replaced by the IIR solution, the total delay increase is merely 0.72ms.
3.3.7 Discussion
The described, novel super-wideband bandwidth extension algorithm, as a part
of the ITU-T candidate codec, succeeded in fulﬁlling the oﬃcial requirements for
mono input signals. The test results conﬁrm that the codec can oﬀer high per-
formance with comparatively low computational complexity. In particular the low
bit rates of 36 and 40 kbit/s provide compact but comprehensive information to
synthesize additional frequency content.
As one more fundamental result, it could be shown that a concise parametric
signal analysis and synthesis is feasible directly in the MDCT domain despite cer-
tain shortcomings of this representation (see, e.g., Figure 3.16). In other codecs,
typically, a second frequency transform (and inverse transform) is implemented for
parametric analysis and synthesis, see, e.g., [Dietz et al. 2002]. A beneﬁt of the pro-
posed solution is that the implementation in the MDCT domain facilitates a tight
integration with subsequent transform coding stages. For instance, the spectral
envelope parameters are reused as scale factors for spherical vector quantization
of MDCT coeﬃcients.
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In comparison to the previously discussed TDBWE algorithm (Section 3.2),
the following advantages and diﬀerences can be identiﬁed:
• Instead of the simple (and quite rigid) temporal envelope representation of
the TDBWE algorithm, a new, adaptive method is used where the temporal
resolution is adapted to the characteristics of the current input frame.
• A novel, highly eﬀective method for frame erasure concealment has been di-
rectly incorporated into the temporal envelope shaping module of the band-
width extension scheme. In contrast, for the TDBWE algorithm, a plain
parameter repetition approach is taken in case of a lost frame.
• In the TDBWE case, the spectral ﬁne structure was regenerated based on an
elaborate model of speech production (Section 3.2.3). The present algorithm
cannot rely on a speciﬁc source model, and therefore more generic techniques
are applied, namely spectral replication and harmonic synthesis, where, in
both cases, the degree of tonality is adapted to match the original input
signal. In particular, special care needs to be taken in the harmonic analysis
and synthesis in the MDCT domain which, as such, is not well suited for
this application.
• Both the TDBWE algorithm and the harmonic synthesis method allow to
represent the spectral ﬁne structure as a mixture of noise and harmonic
signals. However, it could be observed that the super-wideband bandwidth
extension algorithm is even capable of reproducing disharmonic signals (e.g.,
triangle) reasonably well. The spectral ﬁne structure of such signals is regen-
erated by producing the “closest matching” harmonic signal and by suppress-
ing unwanted sinusoids with the (relatively ﬁne-grained) spectral envelope.
Summarizing, an increased ﬂexibility concerning the type of input signals (speech,
music, mixed, ...) is oﬀered by the new super-wideband bandwidth extension algo-
rithm in comparison to the TDBWE approach. Naturally, this is in part due to the
fact that the human auditory system is even more insensitive to the ﬁne acoustic
details at frequencies beyond 8 kHz than to the details of the 4 – 8 kHz frequency
range. Still, the main reason for the enhanced performance are the improved mod-
eling capabilities and the adaptive nature of the employed signal parametrization
which facilitates a more ﬂexible and therefore better signal representation and
synthesis.
The enhanced capabilities of the algorithm, naturally, come at the cost of a
higher complexity, a factor of approximately three in comparison to TDBWE.
However, a factor of two can already be attributed to the doubling of the sampling
frequency in the extension band.
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3.4 Comparison with Other Approaches
Meanwhile, the integration of bandwidth extension techniques into speech and au-
dio codecs can look back on a long history, beginning with early ideas such as
proposed in [Un & Magill 1975] or [Makhoul & Berouti 1979]. Here, a comprehen-
sive survey of the related proposals that have been made in the literature shall be
provided.
Bandwidth Extension in the Time Domain
A ﬁrst standardized speech codec which did not explicitly encode the higher fre-
quency portion of the speech signal is the GSM FullRate codec [ETSI 1990, Vary
et al. 1988], which is based on the RPE-LTP principle (Regular Pulse Excitation
with Long-Term Prediction). In this codec, spectral replica of a baseband excita-
tion signal are (implicitly) used as higher band excitation. In the “Pyramid CELP”
codec of [Erdmann et al. 2002, Erdmann 2005], the spectral replica are successively
replaced by the actual encoded LP residual in the respective frequency bands, thus
forming a hierarchical codec with several bitstream layers.
Instead, [Paulus & Schnitzler 1996, Paulus 1997] explicitly use parametric band-
width extension techniques to extend a CELP speech codec. The parameter set
to describe the 6 – 7 kHz extension band signal consists of 5ms-subframe gains.
As a further improvement, the spectral envelope in the extension band can be
extrapolated by using a “shadow codebook,” cf. [Schnitzler 1998, Schnitzler 1999].
These investigations ﬁnally led to a candidate proposal for the 3GPP AMR-WB
codec, see [Erdmann et al. 2001]. Also the candidate codec which is described
in [McCree 2000, McCree et al. 2001] uses a parametric bandwidth extension ap-
proach. Here, the spectral envelope for the 4 – 7 kHz extension band is explicitly
transmitted while the temporal envelope is extrapolated from the 3 – 4 kHz range.
In the ﬁnal AMR-WB standard [ETSI 2001b, Bessette et al. 2002], the frequency
band from 6.4 kHz to 7 kHz is artiﬁcially generated and spectrally shaped with
the help of an LPC ﬁlter with extrapolated coeﬃcients. Optionally, a gain correc-
tion factor can be transmitted (only in the 23.85 kbit/s mode of the codec). This
method is also applied in the codecs that are derived from AMR-WB, namely
3GPP2 VMR-WB [3GPP2 2005, Jelínek et al. 2004] and ITU-T Rec. G.718
[ITU-T 2008a, Vaillancourt et al. 2008]. Two other related proposals from the li-
terature are [Taori et al. 2000] and [Valin & Lefebvre 2000].
The relatively simple time domain approach of the AMR-WB codec has been
extended in the AMR-WB+ codec [ETSI 2004a, Makinen et al. 2005] to encode
the upper half of the input spectrum. A spectral envelope (8 LPC coeﬃcients,
quantized in the LSF domain) and a temporal envelope (4 gain correction factors)
are explicitly transmitted using 16 bit per frame (256 samples). The actual bit
rate depends on the selected sampling frequency. The AMR-WB+ decoder applies
the temporal envelope to a spectral copy of the baseband signal. Then, after a
“buzziness reduction” processing stage, the spectral envelope is restored using LPC
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synthesis. Finally, “envelope smoothing” is applied to the extension band as a ﬁnal
post-processing step.
Another bandwidth extension algorithm operating in the time domain is stan-
dardized with the 3GPP2 EVRC-WB codec [3GPP2 2010, Krishnan et al. 2007]. In
the encoder, a ﬁrst preprocessing step removes intermittent transients or “clicks”
from the extension band signal. This measure is supposed to be perceptually
(nearly) transparent while easing parametric encoding (e.g., a coarser representa-
tion of the temporal envelope can be used). The parameter set for a 20ms frame
consists of 6 LPC coeﬃcients, an explicitly encoded harmonic-to-noise ratio, and 5
gain correction factors (4ms subframes). The latter are obtained in a closed-loop
approach by providing the decoder-side synthetic extension band signal also in the
encoder. The total bit rate for bandwidth extension is 0.8 kbit/s in voiced frames
and 1.35 kbit/s in unvoiced frames. The decoder regenerates the high frequencies
by applying a non-linearity and spectral whitening to the baseband signal. To
correct the tonality, temporally modulated noise is added according to the trans-
mitted harmonic-to-noise ratio. The generated signal is ﬁltered through the LPC
synthesis ﬁlter. Finally, the correction gains are applied.
Bandwidth Extension in the Frequency Domain
Meanwhile, a number of codecs and codec proposals exist that perform a pa-
rametric bandwidth extension in the frequency domain. For example the audio
coding tools of the MPEG-4 standard [ISO 2005] use a technique labeled “Spec-
tral Band Replication” (SBR) [Ekstrand 2002, Dietz et al. 2002]. A 64-channel
complex-valued Pseudo-QMF ﬁlterbank is used to represent the audio signal. Sev-
eral parameters are extracted from this representation, namely a spectral envelope
over time frames of diﬀerent length (signal-adaptive), a tonal-to-noise ratio, and a
number of single sinusoids which are not present in the replicated spectral details.
The decoder, ﬁrst, analyzes the baseband signal with the Pseudo-QMF ﬁlterbank
to provide a basis for the spectral replication approach. Filtered subbands of the
baseband are used as extension band excitation signal. Then, the adaptive spectral
envelope is applied and the sinusoids as well as a controlled amount of noise are
added. For generic audio signals, average bit rates well below 4 kbit/s (depending
on the sampling rate, cf. [Larsen & Aarts 2004, Chapter 5]) can be achieved with
the SBR technique.
SBR has been extensively used in several codec standards, beginning with ex-
tensions to MPEG1-Layer-2 [Schug et al. 2003] and Layer-3 [Ziegler et al. 2002]
(mp3PRO). It is also part of the 3GPP “enhanced aacPlus” codec [ETSI 2004b,
Ehret et al. 2003]. The corresponding variant of the MPEG AAC codec which
incorporates SBR is called “high eﬃciency AAC” (HE-AAC) [Wolters et al. 2003].
A modiﬁed version of the SBR algorithm is used in the AAC-ELD codec [Schnell
et al. 2007, Schnell et al. 2008] to achieve a reduced overall algorithmic delay of
42ms. Finally, an enhanced SBR scheme (eSBR) is being considered for the “Uni-
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ﬁed Speech and Audio Codec” (USAC) being developed by the MPEG committee,
see [Neuendorf et al. 2009, Neuendorf et al. 2009a]. Among other modiﬁcations,
new methods for the replication of the spectral details are under investigation
[Nagel & Disch 2009, Nagel et al. 2010].
The SBR technique must be applied as a “wrapper” around a given codec
because the employed frequency transform (Pseudo-QMF) is usually incompati-
ble with the core codec transform. Also, the decoded baseband signal has to be
analyzed again within the decoder. Hence, computational complexity as well as
algorithmic delay are increased. Therefore, in the scope of several other stan-
dardization approaches, a trend towards a more tight integration with the core
transform (mostly the MDCT, cf. Section 3.3) can be observed.
In particular, Amd. 6 to ITU-T Rec. G.729.1 as well as Amd. 2 to ITU-T
Rec. G.718 [ITU-T 2006, ITU-T 2008a, Laaksonen et al. 2010] use parametric
MDCT domain bandwidth extension techniques. At a codec rate of 36 kbit/s,
a 4 kbit/s bitstream layer is used for this purpose. The transmitted parameter
set depends on a decision (1 bit) between a “generic” and a “sinusoidal” coding
mode. In the “generic” mode, used in non-tonal frames, four frequency indices are
transmitted to achieve an adaptive spectral patching (see Section 2.5.1). These
four frequency bands are scaled in a two-step procedure using spectral gain pa-
rameters. Additionally, two so called “sinusoidal components” are added to the
MDCT spectrum. In fact, these “sinusoids” are merely quantized amplitudes of
the MDCT bins that exhibit the highest magnitude error. In particular, they do
not represent sinusoidal signals in the time domain, see Figure 3.16 and [Daudet
& Sandler 2004]. In tonal frames, i.e., in the “sinusoidal” coding mode, ten indi-
vidual “sinusoidal components” are transmitted. The decoder implements a blind
method for pre-echo reduction as well as a simple FEC scheme based on spectrum
repetition and attenuation. In Chapter 6, this codec (ITU-T Rec. G.729.1 Amd. 6
at 36 kbit/s) is used as a super-wideband reference codec. It is also compared with
the candidate codec as described in Section 3.3.
Another bandwidth extension approach in the MDCT domain has been stan-
dardized in ITU-T Rec. G.719 [ITU-T 2008b, Xie et al. 2009]. Here, the spectral
envelope is jointly encoded with the baseband envelope. The bandwidth extension
is based on spectral folding techniques whereby the transition frequency between
baseband and extension band components is signal-adaptive. Additionally, there
may also be frequency bands within the baseband signal that did not receive any
bit allocation. In these bands, “noise ﬁlling” is applied which can be seen as a
form of bandwidth extension within these narrow passbands. A mixture of noise
ﬁlling and spectral folding is also used in the CELT codec [Valin et al. 2010].
Some other examples from the literature that implement bandwidth extension
in the MDCT domain include [Oshikiri et al. 2002, Oshikiri et al. 2004, Oshikiri
et al. 2007] for wideband and super-wideband scenarios.
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Conclusions
While the initial motivation for the integration of bandwidth extension techniques
into time and transform domain codecs was increased coding eﬃciency as well
as decreased complexity, another major advantage is the possibility to enhance
widely deployed coding standards with additional bitstream layers while preserving
interoperability with existing infrastructure and equipment.
Typical bit rates for parametric bandwidth extension range from 0.5 up to
4 kbit/s depending on the application scenario. Meanwhile, even lower rates have
been reported to deliver adequate quality, at least for speech signals. The respective
coding techniques often use predictive quantization schemes that explicitly exploit
baseband information, e.g., [Ehara et al. 2005, Agiomyrgiannakis & Stylianou 2004,
Agiomyrgiannakis & Stylianou 2007, Geiser & Vary 2007a]. The case of zero
additional bit rate, i.e., a purely artiﬁcial bandwidth extension approach will be
discussed in the following chapter.
As shown by the above literature survey, parametric bandwidth extension
and the integration with a baseband codec have become very popular in recent
years. Other reviews of the pertinent literature can, e.g., be found in [Larsen &
Aarts 2004, Chapter 5] and in [Geiser, Ragot & Taddei 2008]. However, despite the
extensive literature on the topic, for the concrete algorithms that have been pro-
posed and discussed in this thesis, still a number of new ideas and approaches were
required to arrive at solutions that actually fulﬁll all requirements and demands
of the respective application scenarios.
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Chapter 4
Receiver Based Parameter Estimation
The transmission of high quality speech and audio signals with a cutoﬀ frequency
of 7 kHz or higher is generally deemed a highly desirable feature for the telephone
network and future audio communication systems. However, the required costly
and time-consuming modiﬁcations of network equipment and the related commu-
nication protocols turned out to be a major obstacle for the introduction of (long
existing) high quality speech and audio coding techniques in today’s networks.
An alternative, promising approach to improve the quality of the received band-
limited speech signals is the deployment of artiﬁcial bandwidth extension (ABWE)
techniques, where the limited frequency range of narrowband speech is artiﬁcially
extended at the receiving end. This approach has, e.g., been studied in [Carl
& Heute 1994, Jax 2002, Kornagel 2006, Pulakka & Alku 2011]. The related
techniques might, as anticipated in [Jax & Vary 2006], be able to speed up the
narrow- to wideband change-over of communication networks.
The goal of this chapter is to study the receiver based estimation of the band-
width extension parameter sets that have been introduced in Chapter 3 for embed-
ded coding. To allow a direct comparison of the achieved speech quality of both
approaches, a subjective listening test has been conducted. The respective details
and the test results are presented in Chapter 6.
4.1 Overview
The block diagram in Figure 4.1 illustrates the principle of the ABWE algorithm
that is used in this chapter. First, a so called feature vector xf(λ) is derived from
the decoded baseband signal sˆbb(k) or, if possible, directly from the bitstream of
the baseband codec. This feature vector is supposed to compactly describe the
relevant characteristics of the current speech frame. Second, with the help of a
pre-trained statistical model, the parameter set pˆ(λ) for bandwidth extension is
estimated from the current (and previous) feature vectors. The remaining compo-
nents of the block diagram, i.e., the extension band synthesis and the ﬁnal synthesis
ﬁlterbank, have already been described in the Chapters 2 and 3.
An important requirement for a concise statistical estimation of the parameter
vector p(λ) from the observed feature vector xf(λ) is a suﬃcient amount of mu-
tual information I(xf;p) [Cover & Thomas 1991] that is shared between these two
variables. It is therefore important to note that ABWE as such is only applicable
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Figure 4.1: System for artiﬁcial bandwidth extension (ABWE) of band-
limited speech signals.
to speech signals because, in contrast to general audio signals, a well-understood
source model is available for this signal class. The diﬀerent frequency bands of
speech signals are actually produced by the same physical sound source and cer-
tain statistical dependencies can therefore be expected. Unfortunately, the actual
amount of mutual information that is shared between the baseband and the ex-
tension band is relatively low. The practically achievable performance of ABWE
algorithms is therefore limited. Yet, a certain, consistent quality improvement
has been reported in various studies and publications. Particular measurements
of mutual information I(xf ;p) for the narrowband-to-wideband bandwidth ex-
tension scenario are available in [Nilsson et al. 2002, Jax & Vary 2002, Jax &
Vary 2004, Nour-Eldin et al. 2006], and [Geiser et al. 2007].
A particular statistical estimation method, based on Hidden Markov modeling
of the extension band parameters, has been described in [Jax 2002] and [Jax &
Vary 2003]. It is summarized in Section 4.2. This method shall be applied to
the bandwidth extension parameter sets and algorithms as described in the pre-
vious chapter. Concretely, two example realizations for ABWE systems, i.e., for
wideband and super-wideband speech signals, are considered:
• In Section 4.3, the estimation of the standardized TDBWE (Time Domain
Bandwidth Extension) parameter set for narrowband-to-wideband band-
width extension, cf. Section 3.2 and [Geiser et al. 2007a], is described. In
a ﬁrst implementation, the TDBWE parameters are estimated within the
context of the standardized ITU-T G.729.1 codec which has been designed
for VoIP applications. In an alternative implementation, the TDBWE al-
gorithm is used in combination with the 3GPP EFR codec which is the
predominant codec in today’s mobile telephone networks.
• In Section 4.4, a wideband-to-super-wideband ABWE scenario is considered,
i.e., the super-wideband parameter set of Section 3.3 is estimated based on
the received wideband signal.
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After a brief discussion (Section 4.5), the chapter concludes with a survey of other
approaches for artiﬁcial bandwidth extension that have been described in the lite-
rature (Section 4.6).
4.2 Theoretical Background
This section summarizes the design of minimum mean square error (MMSE) esti-
mators for the parameter vectors F (frequency envelope) and T (temporal enve-
lope) of the previous chapters. These estimators are based on the Hidden Markov
modeling (HMM) framework of [Jax 2002, Jax & Vary 2003].
4.2.1 Features
As a prerequisite, a sequence of feature vectors xf(λ) ∈ Rb, which compactly de-
scribes the received baseband signal sˆbb(k), is deﬁned:
Xf
.
= {xf(1), . . . ,xf(λ)} , (4.1)
where the numbers 1 to λ specify the respective frame indices. In particular, λ
designates the current frame, i.e., xf = xf(λ) in the following. The actual feature
selection depends on the speciﬁc application. This is discussed in Section 4.3.2 and
in Section 4.4.2 for the wideband and the super-wideband case, respectively.
It should be noted that it is beneﬁcial to use mutually decorrelated features,
which facilitates a simpliﬁed modeling of the related probability densities, see (4.7).
The feature decorrelation can, e.g., be enforced with a Karhunen-Loève Transform
(KLT), i.e., multiplication of xf with the matrix of eigenvectors of its covariance
matrix.
4.2.2 Derivation of the MMSE Estimation Rule
For the present description, the “generic” estimation quantity p is used instead of
the actual parameter vectors F and T. The criterion for MMSE estimation of a
vector p with given observations Xf is
E
{
||p − pˆ||2
∣∣Xf}→ min, (4.2)
where pˆ is the estimation result. The solution to this optimization problem is the
conditional expectation, cf. [Kay 1993, Jax & Vary 2003]:
pˆMMSE = E
{
p
∣∣Xf} . (4.3)
Using a pre-computed vector codebook C = {pˆ0, . . . , pˆNC−1} for the vectors p
(e.g., obtained with the LBG algorithm [Linde et al. 1980]), this MMSE estimate
can be expressed as
pˆMMSE =
∑
pˆi∈C
pˆi · P (pˆi
∣∣Xf) (4.4)
which essentially is a weighted sum over the NC centroids of the codebook C.
Thereby, the weights P (pˆi
∣∣Xf) designate a posteriori probabilities.
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4.2.3 A Posteriori Probabilities
The probabilities P (pˆi
∣∣Xf) from (4.4) can be reformulated as
P (pˆi
∣∣Xf) = p(pˆi,Xf)
p(Xf)
=
p(pˆi,Xf)∑
pˆi∈C
p(pˆi,Xf)
. (4.5)
The joint densities p(pˆi,Xf) in (4.5) are computed as the product of the so-called
observation densities p(xf
∣∣ pˆi) of the current feature vector xf and of speciﬁc joint
densities that comprise accumulated a priori knowledge:
p(pˆi,Xf) = p(xf
∣∣ pˆi) · p(pˆi,X′f), (4.6)
where X′f
.
= {xf(1), . . . ,xf(λ − 1)} = Xf \ xf(λ).
The observation densities p(xf
∣∣ pˆi), i.e., the ﬁrst factor of (4.6), are approxi-
mated with Gaussian Mixture Models (GMMs) with LGMM mixture components:
p(xf
∣∣ pˆi) ≈ LGMM−1∑
l=0
ρil ·
e−
1
2
(x−μil)
TV
−1
il
(x−μil)√
(2π)b · detVil
, (4.7)
whereby the mean vectors μil, the covariance matrices Vil, as well as the mixture
weights ρil are determined during an oﬄine training phase, cf. [Moon 1996]. If the
features xf are decorrelated, e.g., using a KLT, the matrices Vil can be assumed
to be diagonal. This restriction leads to a signiﬁcantly reduced complexity.
The second factor of (4.6), i.e., the joint probability density function αi(λ)
.
=
p(pˆi,X′f) = p(pˆi,xf(1), . . . , xf(λ − 1)) can be computed recursively, i.e.,
αi(1) = P (pˆi) (4.8)
and
αi(λ + 1) =
NC−1∑
j=0
αj(λ) · p
(
xf
∣∣ pˆj(λ)) · P (pˆi(λ + 1) ∣∣ pˆj(λ)) , (4.9)
whereby the discrete probabilities P (pˆi) and P
(
pˆi(λ + 1)
∣∣ pˆj(λ)) have to be pre-
determined as “a priori knowledge” during the oﬄine training phase. This method
to compute the a priori term p(pˆi,X′f) explicitly exploits a priori knowledge of
ﬁrst order, i.e., the state transitions of the ﬁrst order Hidden Markov Model are
explicitly considered therein.
4.2.4 MMSE Estimation
Given an actual observation xf , the trained GMMs (4.7) are used to compute
p(xf
∣∣ pˆi) for all i ∈ {0, . . . , NC − 1}. These values are used to update the a priori
term according to (4.9). Then, the joint density p(pˆi,Xf) is computed by multi-
plying both terms according to (4.6). Finally, insertion of (4.6) into (4.5) and then
(4.4) yields the desired MMSE estimate pˆMMSE for the vector p.
88
4.3 Estimation of TDBWE Parameters
4.3 Estimation of TDBWE Parameters
The previously described statistical estimation scheme can be used to estimate the
TDBWE parameter set for narrowband-to-wideband bandwidth extension which
has been introduced in Section 3.2.1. The parameter estimation shall be primarily
conducted within the framework of the ITU-T Rec. G.729.1 codec (Sections 4.3.1 –
4.3.5), cf. [Geiser et al. 2007]. However, the TDBWE algorithm can also be used to
extend the bandwidth of the 3GPP EFR codec. This alternative implementation
is brieﬂy discussed in Section 4.3.6.
The speciﬁc setup for artiﬁcial bandwidth extension which is considered here
allows to exploit various synergy eﬀects. In particular, for G.729.1, a given imple-
mentation of the TDBWE algorithm, e.g., with optimized ﬁxed point arithmetics,
can be directly reused. Furthermore, the decoder does not only provide the syn-
thesized narrowband speech signal but also the parameters from the baseband
bitstream. In fact, these parameters may directly function as features in the esti-
mation process; a similar approach is taken in [Deshpande & Ramakrishnan 2005].
Recognizing the described synergies, a very eﬃcient solution for artiﬁcial band-
width extension on top of the narrowband codec can be realized.
4.3.1 Reduced Parameter Set
In principle, it is feasible to estimate the entire TDBWE parameter set, i.e., the
time envelope parameters T (3.1) and the frequency envelope parameters F (3.5)
directly represent the vector p(λ) in the estimation process. However, for reasons
of increased eﬃciency, the dimension of the parameter set may be reduced. It
has been found that such dimensionality reduction does not necessarily degrade
the achievable quality signiﬁcantly, in particular if the estimated parameters are
smoothed in a post-processing step (Section 4.3.4). For the TDBWE case, for
instance, an averaged temporal envelope,
T¯ (λ) =
1
NTE
·
NTE−1∑
λSF=0
T (λ, λSF), (4.10)
i.e., a single gain can be used per frame. The (reduced) vector p(λ) is then used
for model training. At the decoder side, the components of the estimated vector
pˆMMSE(λ) must be mapped back to the corresponding input parameters.
4.3.2 Narrowband Features
For the estimation of the vector p(λ), a relevant feature vector xf(λ) has to
be chosen which shares suﬃcient mutual information with p(λ). Investigations
about a proper choice for xf(λ) in ABWE systems have been published in [Jax &
Vary 2004]: In terms of mutual information with the high band spectral envelope,
the autocorrelation coeﬃcients of the narrowband speech performed best, while in
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terms of class separability, an advantage has been found for the mel-frequency cep-
stral coeﬃcients (MFCCs). Yet, such features are not immediately available from
the considered baseband codecs, i.e., their computation would consume additional
complexity. A reasonable choice are the (also well performing) line spectral pairs
(LSPs) from the CELP core layers that describe the narrowband spectral envelope.
Additionally, the temporal envelope of the narrowband signal sˆnb(k) is included
in the feature vector. This computation only requires little additional complexity.
Summarizing, the feature vector xf(λ) is given by
xf(λ)
.
= (qˆT(λ),TTnb(λ))
T. (4.11)
where qˆ(λ) is the quantized LSP vector of the core layer CELP codec and Tnb(λ)
is the narrowband temporal envelope which is computed in the same manner as
the high band time envelope in the TDBWE encoder.
4.3.3 Eligibility of the Feature Vector
The eligibility of the described feature vector xf for estimating the (reduced)
TDBWE parameter set shall be assessed. For brevity, the following description
only focuses on the frequency envelope parameter set F, but it is nonetheless also
valid for the temporal envelope parameters. Note that the frame index λ is also
omitted for notational convenience.
A suﬃcient amount of mutual information between xf and the parameters F is
a necessary condition for concise estimation results. Therefore, the mutual infor-
mation I(xf ;F) that is shared between the respective variables has been measured.
Furthermore, as in [Nilsson et al. 2002], the certainty of F that is conveyed by the
vector xf is computed as the ratio I(xf;F)/H(Fˆ).
1 Thereby, H(Fˆ) constitutes the
entropy of a uniformly quantized parameter vector. This quantization has to be
introduced because the discrete Shannon entropy is not applicable to continuous
quantities. In fact, H(Fˆ) is approximated by the diﬀerential entropy h(F), see
[Nilsson et al. 2002, Cover & Thomas 1991]:
H(Fˆ) ≈ h(F) − log2(Δ
dim(F)), (4.12)
with the quantizer step size Δ. Here, Δ is set such that the resulting mean square
error (MSE) D = dim(F) · Δ2/12 is equal to the MSE of the TDBWE quantizer.
The actual measurements of I(xf ;F) and h(F) have been carried out using
“k-nearest neighbor statistics” [Kraskov et al. 2004, Kozachenko & Leonenko 1987].
These methods are well suited to high-dimensional vector spaces while being data-
eﬃcient, i.e., only a comparatively small training set is required. The value for
k has been selected as 1 in order to achieve minimum bias. Unfortunately, this
choice of k inevitably increases statistical errors in the estimation of I(xf;F).
1The “certainty” I(xf; F)/H(Fˆ) ∈ [0, 1] designates the fraction of the information content
of F that can be learned from the knowledge of the feature vector xf .
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Table 4.1: Measurements of mutual information I(xf ; ·), entropies H(·),
and “high band certainty” I(xf ; ·)/H(·). The given tolerances
specify 95% conﬁdence intervals.
I(xf ;F) 2.8111 ± 0.0967 bit/frame
H(Fˆ) ≈ 11.1670 bit/frame
I(xf;F)/H(Fˆ) ≈ 0.2517
I(xf ;T) 2.2836 ± 0.1067 bit/frame
H(Tˆ) ≈ 15.5619 bit/frame
I(xf;T)/H(Tˆ) ≈ 0.1467
I(xf ; T¯ ) 1.5719 ± 0.0414 bit/frame
H( ¯ˆT ) 4.2999 ± 0.0666 bit/frame
I(xf; T¯ )/H(Tˆ ) ≈ 0.3656
Consequently, the experiments have been repeated several times with diﬀerent
speech samples and conﬁdence intervals were computed for the obtained results.
In particular, 120.000 active speech frames (20ms length) from the NTT corpus
[NTT 1994] were divided into 12 speech samples with 10.000 frames each.
The measurement results, both for the (reduced) time and for the frequency
envelopes, are tabulated in Table 4.1. The values of I(xf;F) and of the “certainty”
I(xf;F)/H(Fˆ) give considerably larger numerical values than previously reported
measurements [Jax & Vary 2004, Nilsson et al. 2002, Nour-Eldin et al. 2006]. Three
reasons can be stated to support this ﬁnding:
• With a 4 kHz cutoﬀ frequency instead of 3.4 kHz, the low frequency band is
wider than in previous investigations, i.e., the obtained features are much
more signiﬁcant for artiﬁcial bandwidth extension.
• Conversely, the high band is narrowed from the range of 3.4 − 7 kHz to
4 − 7 kHz. This, of course, eases the estimation task.
• In previous investigations, a stricter distortion constraint of D = 1dB has
been used to estimate the entropy according to (4.12). Higher values for
D decrease the estimated values of H(Fˆ) and therefore lead to higher cer-
tainty estimates. Though, the choice of D equal to the distortion of the
standardized TDBWE quantizer (more than 3 dB) is actually justiﬁed since
the TDBWE algorithm, as a part of ITU-T Rec. G.729.1, has been shown
to provide a high speech quality.
Surprisingly, the certainty of the TDBWE time envelope I(xf;T)/H(Tˆ) is compar-
atively low. An explanation is its rather high temporal resolution with subframes
of 1.25ms which leads to increased entropy H(Tˆ). Since a smoothed time enve-
lope is often suﬃcient for artiﬁcial bandwidth extension, the experiment has been
91
Chapter 4 – Receiver Based Parameter Estimation
-5
0
5
10
15
0 0.625 1.25 1.875 2.5 3.125 3.75
Orig. Time Env. Estimated Time Env.
T
(λ
,λ
S
F
),
T˜
(λ
,λ
S
F
)
Time [s]
Figure 4.2: Example for the estimation of the time envelope.
repeated for an averaged time envelope T¯ per frame (4.10), giving a signiﬁcantly
higher certainty value. From these results, it can be expected that the proposed
scheme for G.729.1 TDBWE parameter estimation can indeed perform (at least)
as well as other approaches for artiﬁcial bandwidth extension.
4.3.4 Parameter Post-Processing
The perceived wideband speech quality can be improved by smoothing the tem-
poral evolution of the estimated parameters. As a very simple measure, a short
gliding average can be applied to the estimated vectors, see also [Kornagel 2006]:
pˆ(λ) = 0.5 · (pˆMMSE(λ) + pˆMMSE(λ − 1)) . (4.13)
This procedure attenuates artifacts that stem from strongly time-variant estimates.
4.3.5 Evaluation
The estimation performance that can be obtained with the described framework
has been objectively measured based on 360 sec of clean speech from the NTT
corpus. The MMSE estimators as described in Section 4.2 are based on 7 bit
codebooks for T and F that have been trained via [Linde et al. 1980]. The GMMs
for the observation densities p(xf
∣∣pˆi) comprise eight mixture components each.
Estimation Performance
Figure 4.2 visualizes the performance of the parameter estimation based on a
short utterance of a female English speaker. The original extension band time
envelope is compared with the envelope contour that has been estimated from the
baseband features. For the most part, the estimate follows the original envelope
rather accurately, even for sounds of high energy (e.g., fricatives). Though, the
estimate lacks some temporal ﬁne structure which is coherent with the results from
Section 4.3.3 (Table 4.1).
The high band spectral distortion is a common measure to assess the quality
of bandwidth extension algorithms, e.g., [Jax 2002]. Here, 8th order AR models
of the true and of the estimated high band signals2 have been used to measure
2This model order has also been chosen in [Jax 2002] and [Jax & Vary 2003] (although
for a wider extension band, i.e., for the frequency range of 3.4 – 7 kHz).
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the spectral distortion. As a result, a high band root mean square log spectral
distortion per frame of d¯LSD ≈ 5.05 dB was measured for the artiﬁcially extended
signal. Moreover, for reference, the corresponding value has also been computed
for the quantized TDBWE output signal. The respective measurement yields
d¯LSD,quant. ≈ 3.55 dB. In other words, parameter estimation is only 1.5 dB short
of parameter quantization in terms of spectral distortion. Compared to previous
investigations that, typically, report distortions between 6 and 8 dB, an improved
speech quality can be expected from the proposed ABWE scheme.
Subjective Speech Quality
Subjectively, it can be stated that the proposed algorithm for artiﬁcial bandwidth
extension is capable of producing a high band signal with few artifacts only. Over-
all, the method can regenerate the impression of a real wideband signal. Naturally,
when compared with a coded version, it can be noticed that the sound is still a
little “muﬄed” and lacks some brilliance which can be attributed to the inevitably
limited dynamic range in the estimate of the frequency envelope. However, certain
phonemes that are sometimes problematic for ABWE algorithms, especially /s/
and /f /, seem to be identiﬁed correctly in most cases which can be explained by
the comparatively high band split frequency of 4 kHz which signiﬁcantly increases
the mutual information measure, see Section 4.3.3.
4.3.6 Application in 3GPP EFR
In an alternative implementation, the TDBWE algorithm with parameter estima-
tion can also be applied to the 3GPP EFR codec which is predominantly used
for mobile telephony in the GSM and UMTS networks. Here, compared to the
previous description, several modiﬁcations have been applied which have been ex-
perimentally found to improve the quality of the regenerated extension band signal.
This codec is evaluated in Chapter 6 as “Codec under Test B” (CuT-B).
Reduced Parameter Set
In addition to the reduced temporal envelope according to (4.10), also the spec-
tral envelope is represented in a more compact way, i.e., several frequency bands
F (λ,m) are merged. The reduced parameter set of dimension ﬁve is deﬁned as:
p(λ) =
(
T¯ (λ), F¯ (λ, 0), F¯ (λ, 1), F¯ (λ, 2), F¯ (λ, 3)
)T
(4.14)
with
F¯ (λ, i)
.
=
F (λ, 3i) + F (λ, 3i + 1) + F (λ, 3i + 2)
3
− T¯ (λ). (4.15)
In (4.15), the averaged temporal envelope parameter T¯ (λ) is subtracted from the
(averaged) spectral envelope parameters to eliminate redundant gain information.
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Additional Feature
For the implementation with the 3GPP EFR as baseband codec, also the zero
crossing rate (ZCR) is considered as a scalar feature to support the distinction
between voiced and unvoiced speech sounds:
ZCR
.
=
1
2 · (L − 1)
L−1∑
i=1
∣∣ sign(snb(k − 1)) − sign(snb(k)) ∣∣. (4.16)
Moreover, a KLT is applied to decorrelate the feature vector xf(λ).
Parameter Post-Processing
The simple post-processing of Section 4.3.4 is replaced by a more sophisticated
procedure. In particular, the estimated gain parameter TˆMMSE is post-processed
by the following steps:
• Low values of TˆMMSE are further attenuated to reduce unwanted ﬂuctuations
in low-energy segments.
• Strong onsets of TˆMMSE are attenuated if the baseband signal has a low gain.
• The attenuated value of TˆMMSE is ﬁltered with an adaptive smoothing ﬁlter.
• The resulting value is bounded to the lower end.
In addition to the temporal processing, the estimated spectral FˆMMSE gains are
smoothed over frequency with a short gliding average. In eﬀect, this postprocessing
is able to remove most transient artifacts in the estimated extension band signal.
4.4 Estimation of G.729.1-SWB Parameters
Another attractive application of artiﬁcial bandwidth extension techniques is the
extension of wideband speech signals towards the super-wideband bandwidth, a
topic which has not been broadly studied so far. Here, an example implementation
to estimate the super-wideband parameter set of Section 3.3 is brieﬂy described.
This algorithm proposal is evaluated in Chapter 6 as CuT-E.
4.4.1 Reduced Parameter Set
The parameter set which is used for statistical model training and estimation is
composed similar to the reduced TDBWE parameter set from the previous section.
Concretely, a single temporal gain for each 20ms frame is used together with a
reduced set of spectral subband gains. As in (4.15), groups of three adjacent
subbands are merged, resulting in the gains of ﬁve broader subbands. Finally,
the tonality parameter τ (λ) (Section 3.3.1) is added to the (7-dim.) parameter
vector p(λ).
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It is worth noting that the binary ﬂags t(λ) (transient indicator) and f(λ)
(replication mode indicator) are not included in the estimation process. Instead,
all estimated frames are labeled as transient (t(λ) = 1). Moreover, the spectral
replication mode (f(λ) = 1) is always used to regenerate the spectral details in the
extension band which is fully suﬃcient for speech signals. As a consequence, the
harmonic pitch grid and oﬀset parameters (p(λ) and poﬀset(λ)) can be disregarded
entirely, cf. Section 3.3.3.
4.4.2 Wideband Features
The wideband feature vector xf(λ) comprises three principal subvectors:
• The ﬁrst subvector is chosen similar to the narrowband features from Sec-
tion 4.3.2, i.e., the line spectrum pairs (LSPs) of the G.729 narrowband core
codec are directly used as features. Also, the zero crossing rate (4.16) of the
narrowband signal is added to the feature vector. The temporal envelope of
the narrowband signal is represented with a single gain.
• The second part of the feature vector is a direct copy of the TDBWE param-
eter set (Section 3.2.1) which describes the temporal and spectral structure
of the ﬁrst extension band in the range from 4 to 7 kHz.
• Finally, also the gains of the subsequent 20ms frame, both for the nar-
rowband (0 – 4 kHz) and for the 4 – 7 kHz extension band, are added as
features. This is possible without any additional delay because the G.729.1-
SWB codec operates in the MDCT domain. The inverse transform requires
one frame of additional delay because of the ﬁnal overlap-add step (2.28).
The inclusion of “future” gains in the feature vector leads to a more con-
sistent temporal evolution of the estimated parameters because of the addi-
tional look-ahead.
As in the TDBWE case, a KLT is applied to decorrelate the vector xf(λ).
4.4.3 Parameter Post-Processing
The parameter post-processing closely follows the procedure as described in Sec-
tion 4.3.6. Concretely, the estimated temporal gain is post-processed by adaptive
smoothing, an attenuation of lower energies and limiting. Only the attenuation of
strong onsets is not needed because the estimation of super-wideband parameters
is more reliable than the estimation of wideband parameters.
The estimated spectral envelope parameters are also smoothed with a short
gliding average ﬁlter. Since the estimated signal exhibits a slightly noisy charac-
teristic, the estimated tonality parameter τˆMMSE(λ) is weighted towards a more
tonal signal regeneration.
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4.5 Discussion
In this chapter, the receiver based estimation of bandwidth extension parameters
within the framework of a standardized codec has been proposed. Therefore, the
signal processing algorithms for bandwidth extension that have been described in
Chapter 3 are reused. The considered setup is interesting in a number of potential
applications, for example:
• In a heterogeneous conference scenario which is based on a hierarchical audio
codec such as ITU-T G.729.1, there might be users who perceive a mix
of narrow- and wideband speech which impairs the conversational quality.
Here, artiﬁcial bandwidth extension, i.e., estimation of the missing extension
band parameters, can provide a constant bandwidth.
• Bit rate switchings due to network congestion may occur between diﬀerent
bit rates of a hierarchical codec, e.g., between 12 and 14 kbit/s in G.729.1.
Normally, this causes severe artifacts as the audio bandwidth is signiﬁcantly
narrowed during a short period. Appropriately inserting an estimated high
band signal during periods of network congestion can virtually remove such
artifacts. This approach, initially proposed in [Geiser et al. 2006] for a
G.729.1 candidate codec, is also used in [Ramabadran & Jasiuk 2008, Laak-
sonen et al. 2010] for the G.729.1 super-wideband extension.
Compared to a dedicated ABWE extension band synthesis algorithm, no detri-
mental eﬀects on speech quality could be observed when reusing the standardized
method for extension band parametrization and synthesis. It should also be men-
tioned that the reuse of a standardized extension band synthesis algorithm is ad-
vantageous in terms of computational complexity because the required amount of
additional complexity is entirely determined by the parameter estimation proce-
dure.
In the example implementation of Section 4.3, the TDBWE parameters of the
G.729.1 codec (see Section 3.2.1) are estimated based on the narrowband bitstream
layers of this codec. The respective measurements of mutual information and
“high band certainty” (Section 4.3.3) have shown that the TDBWE parameters
are actually suitable for a concise estimation. It was found that a satisfactory
wideband speech quality can be obtained. Especially the particularly critical
fricative sounds can be identiﬁed correctly in most cases.
A basic problem of ABWE algorithms is that only a few look-ahead samples
are allowed for an application in real-time, bidirectional telephony. Where,
for instance, a speech recognition system may segment the input signal on the
phoneme, word, or even sentence level, the ABWE estimator has to decide “on
the spot” how much energy to put in the extension band. It is an inherent
problem of current ABWE estimation algorithms that the resulting (unavoidable)
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estimation errors are not taken into account in the estimation of the extension
band parameters in future signal frames. For example, an under-estimation of
the extension band gain in frame λ might not be perceived as an artifact by
itself, but with the placement of the correct amount of energy in the following
frame (λ + 1), an artifact (late onset) could be produced. Here, it is proposed
to mitigate such detrimental eﬀects with a parameter post processing procedure,
which is particularly important for the extension band gain parameter. Moreover,
for an implementation of an ABWE scheme in the MDCT domain (Section 4.4),
“future” baseband features are available. Their exploitation also contributes to a
more consistent evolution of the estimated high band parameter set.
As another new aspect, the estimation of a super-wideband parameter set from
an available wideband signal has been proposed. The example implementation is
based on the G.729.1-SWB candidate (Section 3.3). The extension of wideband
speech towards the super-wideband bandwidth in fact yields better and much more
consistent estimation results than the typical narrowband to wideband extension.
This observation is substantiated by the listening test results in Chapter 6.
4.6 Comparison with Other Approaches
To complete this chapter, the most prominent techniques that have been investi-
gated and proposed for artiﬁcial bandwidth extension of speech signals shall be
summarized here. More resources and reviews of the literature published on the
topic can be found in [Jax 2002, Larsen & Aarts 2004, Iser et al. 2008, Pulakka &
Alku 2011]. Note that the vast majority of ABWE proposals, are in fact limited to
speech signals. A blind bandwidth extension of music signals has not been broadly
investigated. Nevertheless, a few proposals exist, e.g., [Larsen et al. 2002, Liu
et al. 2003].
Signal Processing Techniques
In contrast to the large number of diﬀerent algorithms for parametric (speech)
bandwidth extension in embedded coding frameworks (as presented in Section 3.4),
the signal processing techniques to synthesize the extension band components are
usually less varied in ABWE proposals. Often, a simple autoregressive synthesis
of the spectral envelope is applied based on an excitation signal that is a spectral
mirror image of the baseband signal. Nevertheless, there are also some approaches
that use other synthesis techniques such as a ﬁlterbank equalizer with non-uniform
frequency resolution to shape the spectral envelope of the signal.
Features
The general approach for the estimation of the extension band parameters is very
similar in virtually all proposals, i.e., a number of relevant features is extracted
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from the baseband signal and mapped to the missing extension band parameters
using pre-trained (statistical) mapping functions. Typical baseband features are
the spectral envelope, e.g., in the form of autoregressive (AR) coeﬃcients, Mel-
Frequency Cepstral Coeﬃcients (MFCCs) or subband energies, but also features
describing other signal characteristics such as the spectral ﬁne structure (zero
crossing rate, gradient index, etc.). An analysis of a number of common baseband
features and of their impact on the estimation performance has been published in
[Jax & Vary 2004]. In particular, the use of MFCC features and of the derived
so called “delta features” is investigated in [Nour-Eldin et al. 2006, Nour-Eldin &
Kabal 2009, Nour-Eldin & Kabal 2011].
Estimation Methods
The main point for diﬀerentiation between diﬀerent ABWE algorithms is the em-
ployed method for parameter estimation. Many estimation methods have been
investigated and proposed in the literature. The more prominent proposals shall
be listed here.
The mapping of the entries of a narrowband codebook to a wideband shadow
codebook has been proposed in [Carl & Heute 1994]. Some other approaches which
are based on the idea of codebook mapping are [Enbom & Kleijn 1999, Unno &
McCree 2005] and [Kornagel 2006].
The second class of mapping functions employs a (piecewise) linear mapping
of the feature vectors to the extension band parameter vectors, see [Nakatoh
et al. 1997, Chennoukh et al. 2001]. Another mapping based approach, termed
“feature mapping,” has been proposed in [Gustafsson et al. 2001]. As an alterna-
tive, artiﬁcial neural networks are used to map the features to the parameters in
[Kontio et al. 2007, Pham et al. 2010, Pulakka & Alku 2011].
In contrast to the mapping based approaches, statistical estimation schemes
rely on the modeling of the underlying probability densities. Maximum-a-posteriori
(MAP) or Minimum-mean-square-error (MMSE) estimators can then be explicitly
formulated. The use of Gaussian mixture models (GMMs) has been proposed
in [Park & Kim 2000]. GMM-based techniques are also used in various other
publications, e.g., [Nour-Eldin et al. 2006, Kim et al. 2008, Nour-Eldin & Kabal
2009, Pulakka et al. 2011]. As a modiﬁcation of the classical GMM based estimator,
an asymmetric cost function can been adopted [Nilsson & Kleijn 2001], avoiding
an overestimation of the extension band energy.
With statistical estimation methods, also the temporal evolution of the ex-
tension band parameter set can be explicitly modeled by using Hidden Markov
Models (HMMs). The HMM estimation method, as described in Section 4.2, has
been initially proposed for ABWE in [Jax & Vary 2000], see also [Jax 2002, Jax
& Vary 2003]. The language dependency of the HMM estimation scheme has been
investigated in [Bauer & Fingscheidt 2008], revealing that a multi-lingual training
is feasible whereafter even languages that have not been included in the training
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process can be successfully processed. Other HMM based estimators that try to
model larger blocks (e.g. phones) have been described in [Yao & Chan 2005] and
[Yagˇlı & Erzin 2011]. A comparison between GMM and HMM based estimation
has been conducted in [Song & Martynovich 2009]. As an alternative to Hidden
Markov modeling, the temporal evolution of the estimated parameters can also be
accounted for by Kalman ﬁltering, cf. [Yao & Chan 2006].
Most publications mentioned above only deal with the bandwidth extension
towards higher frequencies (usually 3.4 – 7 kHz). However, there are also some
proposals that try to regenerate the missing low frequencies of telephone speech,
i.e., the frequency range from 50 – 300Hz, see [Miet et al. 2000, Valin & Lefebvre
2000, Kornagel 2003, Park et al. 2004, Thomas et al. 2010].
Applications
Meanwhile, a number of real-world application of ABWE techniques have been
reported. First, the 3GPP AMR-WB codec [ETSI 2001b, Bessette et al. 2002]
artiﬁcially regenerates the (relatively narrow) extension band from 6.4 – 7 kHz
by shaping synthetic noise. A full solution for narrow-to-wideband bandwidth
extension in mobile phones is presented in [Pulakka et al. 2008, Laaksonen et al.
2009]. The application of ABWE in an automotive environment is discussed in
[Bauer et al. 2010].
Another application of artiﬁcial bandwidth extension emerges in the context
of embedded audio codecs (Chapter 3). If the wideband bitstream layers have to
be truncated from the bitstream, e.g., due to intermediate network congestion, a
temporary drop of the reproduced audio frequency can be avoided by inserting
an artiﬁcially regenerated signal into the extension band. This idea, as discussed
in Section 4.5, has been implemented in [Geiser et al. 2006] and [Ramabadran &
Jasiuk 2008, Laaksonen et al. 2010].
Surprisingly, artiﬁcial bandwidth extension techniques also appeared in a num-
ber of other applications, for example in wideband noise suppression which can be
supported by estimated higher audio frequencies, especially in low SNR conditions
[Esch et al. 2010]. An estimate for the extension band parameters can also help
to achieve a low bit rate in predictive parameter quantization schemes, cf. [Ehara
et al. 2005, Agiomyrgiannakis & Stylianou 2007]. The application of ABWE to
binaural signals has been discussed in [Laaksonen & Virolainen 2009].
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Chapter 5
Steganographic Parameter Transmission
Unfortunately, the purely receiver-based algorithms for artiﬁcial bandwidth ex-
tension, as described in the previous chapter, cannot deliver a suﬃciently stable
wideband or super-wideband speech quality under all circumstances. Also the
more robust solution of Chapter 3, i.e., embedded coding with quantized band-
width extension parameters, cannot reliably improve the situation. Here, even if
both end-user terminals are suitably equipped, the legacy telephone network (or
a legacy section in the transmission chain) will discard any enhancement bits and
therefore eﬀectively preclude the high quality audio reproduction at the receiver.
A new solution to resolve this dilemma is discussed here. Based on the para-
metric bandwidth extension techniques of Chapters 2 and 3, it is proposed to com-
municate information about the missing audio frequencies over a steganographic
channel, i.e., the related bits are hidden within the narrowband speech signal or
within the legacy bitstream using data hiding or watermarking techniques. The
bitstream format of the legacy codec is not altered and the bit rate is not increased.
The modiﬁed bitstream can still be decoded by any standard narrowband decoder
whereby, naturally, only a very limited loss in terms of narrowband speech quality
can be accepted. However, an enhanced decoder which is aware of the hidden
information can produce a wideband speech signal of much higher quality.
In this chapter, after a review of data hiding fundamentals (Section 5.1), the
combination (and interaction) of data hiding and source coding within a single
transmission system is investigated using three conceptually diﬀerent approaches
(Section 5.2). The application to speech and audio transmission systems is dis-
cussed in Section 5.3. Thereby, the principle of “joint source coding and data hid-
ing” is shown to be particularly relevant for the present application and especially
for state-of-the-art ACELP speech codecs (Section 5.4). The devised methods of
hidden data transmission are exemplarily applied to two standardized and widely
deployed narrowband speech codecs (Section 5.5). As the ﬁnal step in Section 5.7,
a bandwidth extension algorithm (cf. Section 3.2) is added to a narrowband codec
and the respective parameters are transmitted over the steganographic channel.
The resulting transmission system is backwards compatible w.r.t. legacy narrow-
band terminals and the network itself. As an application example, the transmission
of hidden information over a standard GSM cellular network has been simulated.
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5.1 Data Hiding
In a digital communication system, techniques for “data hiding” or “digital water-
marking” allow to establish a virtual communication channel that is hidden within
the transmitted “host signal” without increasing the bit rate. In practice, the host
signal usually represents multimedia data, i.e., audio, image, or video signals. The
data can then be hidden directly in the signal samples, in the transform coeﬃ-
cients or within a parametric description of the multimedia content. An excellent
overview of data hiding theory and the related techniques is provided in [Moulin
& Kötter 2005] and [Cox et al. 2008]. Here, a few essential ideas and facts shall
be summarized.
5.1.1 Fundamentals
A generic model for a data hiding system is shown in Figure 5.1. The general
task of data hiding is to embed a message m taken from a set of possible messages
M
.
= {0, 1, . . . ,M − 1} into a host signal (vector) x ∈ Rn by applying an embedding
function x˜ = f(x,m,k) which may also depend on a key vector k if cryptographic
security is desired. The modiﬁed signal x˜ has to be (in some sense) similar to the
original host signal x while the message m must remain recoverable from x˜ or even
from a disturbed version y = x˜+n of the signal with the (eﬀective) additive noise
term n. The decoded hidden message is denoted by mˆ ∈ M.
There are two sources of distortion that play important roles in data hiding.
The ﬁrst one is the so called embedding distortion d(x, x˜) that is introduced by the
embedding function itself. The second source of distortion is the channel distortion
d(x˜,y). Thereby, a particular distortion measure d(·, ·) must be chosen to weight
the introduced error appropriately. For easier theoretical analysis and in many
practical applications, the squared Euclidean distance d(x1,x2) = ||x2 − x1||2 is
a common choice. Based on the Euclidean error measure, two quantities can be
deﬁned to characterize a data hiding system:
1. The host-to-watermark-ratio HWR = ||x||
2
d(x,x˜)
quantifying the “embedding
strength” and
2. the watermark-to-noise-ratio WNR = d(x,x˜)
d(x˜,y)
to characterize the robustness
against channel noise.
A good data hiding scheme has to be designed such that
• the hidden data can be detected and/or extracted reliably at the receiving
end (possibly even after deliberate “attacks” or attempts to destroy the
watermark), i.e., the WNR must be suﬃcient,
• the modiﬁed host signal x˜ is not (or hardly) subjectively distinguishable
from the original signal x (which corresponds to high HWR values),
• and a minimum hidden data rate (RDH
.
= ldM bit/vector) is guaranteed.
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f(x,m,k)
m ∈ M
mˆ ∈ M
n ∈ Rn
k
yx ∈ Rn Recovery
of Hidden
Message
x˜
Figure 5.1: Generic model of a data hiding system.
Hence, the challenge in designing good data hiding schemes is to ﬁnd an adequate
compromise between the (contradicting) requirements of high data rate, suﬃcient
robustness to noise, and low amount of distortion introduced into the host signal.
A widespread application of data hiding is the indication of the host signal’s origin,
e.g., for authentication purposes, copyright protection or digital rights manage-
ment. In contrast, this thesis aims to transmit auxiliary data which is then used
to enhance the host signal. In this case, the robustness to deliberate attacks might
be less relevant, but other transmission characteristics are more important such
as a higher hidden data rate RDH, the need for a constant (minimum) rate, and
robustness to transmission errors. Therefore, with view to the desired application,
the scenario of a deliberate attack as well as the cryptographic security of the
transmitted message are disregarded in the following.
5.1.2 Data Hiding Based on the Principle of Binning
The data hiding methods to be employed in this thesis are based on the principle of
“binning” [Cox et al. 2008, Zamir et al. 2002] which can be interpreted as (vector)
quantization, e.g., [Gray & Neuhoﬀ 1998], with prior codebook selection.
Vector quantization can, in general, be described as a mapping of an input
vector x ∈ Rn to a representative xˆ from a quantizer codebook C
.
= {xˆ0, xˆ1, . . .}
such that the quantization distortion d(x, xˆ) is minimized, i.e.,
xˆ = arg min
xˆ′∈C
d(x, xˆ′). (5.1)
An exemplary codebook for vector quantization of 2-dimensional input vectors
x = (x1, x2)T is shown in Figure 5.2(a). The codebook entries xˆ0, xˆ1, . . ., i.e., the
centroids of the quantization cells are marked (dots or crosses).
To hide RDH bits of information in the host vector x ∈ R
n, in total M = 2RDH
bins, i.e., disjoint codebooks Cm with m ∈ M are required. To be disjoint, the M
codebooks Cm must fulﬁll
Cm ∩ Cm′ = ∅ for m = m
′ with m′ ∈ M. (5.2)
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x1
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(a) Codebook C with sub-
codebook labels: •, ×.
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x
2
(b) Sub-codebook C• for
data hiding.
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x
2
(c) Sub-codebook C× for
data hiding.
Figure 5.2: Example for data hiding based on binning.
As one possible approach to establish the individual codebooks Cm, codebook par-
titioning can be used. In this case, the initial (extensive) codebook C is parti-
tioned into M disjoint sub-codebooks Cm. An example partitioning for two sub-
codebooks C• and C× (M = 2) is shown in Figure 5.2, allowing a hidden data rate
of RDH = 1bit/vector. In general, when the codebook partitioning approach is
used, the following property must hold in addition to (5.2):⋃
m∈M
Cm ⊆ C. (5.3)
A particular message m0 ∈ M can then be hidden in the vector x by selecting the
appropriate codebook for quantization, i.e., the codebook search procedure with
information-embedding is, in analogy to (5.1), deﬁned as
x˜ = arg min
xˆ∈Cm0
d(x, xˆ). (5.4)
To recover m0 at the receiver side, the decoder only needs to identify the speciﬁc
codebook Cm0 that has been used to produce x˜, i.e., the hidden message m0 is
given by
m0 = {m : x˜ ∩ Cm = x˜} . (5.5)
If the transmission channel is noisy, i.e., an “attack” noise n is involved, a dedicated
decoder algorithm is required. In the simplest case, nearest neighbor decoding of
y = x˜ + n over all codebooks Cm can be used to recover the hidden message
mˆ0 = arg min
m∈M
min
xˆ∈Cm
d(y, xˆ), (5.6)
whereby decoding errors (mˆ0 = m0) may occur depending on the noise n. Equa-
tion (5.6) corresponds to the maximum likelihood estimate of the hidden message
for a well-behaved distribution of the noise n.
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5.1.3 Properties of Good Data Hiding Codes
Many state of the art methods for data hiding can be interpreted as variants of
the above described binning principle. Binning has become relatively popular
since the related code designs are known to be asymptotically optimal in achiev-
ing the Shannon capacity C0 = 12 ld (1 + WNR) of the (ideal) steganographic
communication channel [Costa 1983, Moulin & Kötter 2005]. It is remarkable
that, to achieve the channel capacity, the host signal x can remain unknown to
the decoder. Hence, the impact of interference at the transmitter (i.e., of the
host signal) can be completely eliminated by an appropriate choice of the data
hiding code. Therefore, the capacity C0 does not depend on the HWR and is
only determined by the WNR, see also [Costa 1983, Cox et al. 1999, Erez &
Zamir 2004, Moulin & Kötter 2005].
However, there is still the question how to jointly design the codebooks Cm and
the union-codebook C in Equation (5.3). Since, according to (5.4), the embedding
distortion, and therefore the HWR, is entirely determined by the properties of
the sub-codebooks Cm, these must, individually, form good quantization codebooks
that guarantee a low quantization error, e.g., [Gray & Neuhoﬀ 1998]. In the case
of a uniformly distributed source vector x of dimension n, this can be fulﬁlled by
quantization cells with a shape that is as close as possible to the n-dimensional
sphere. The union-codebook C must, on the other hand, fulﬁll a diﬀerent design
constraint. The objective here is to cope with the (eﬀective) channel noise n.
This can, for instance, be achieved by maximizing the minimum pairwise distance
between the individual codebook entries. Eventually, other system requirements
(such as backwards compatibility) have to be regarded.
Naturally, the design constraints for the sub-codebooks Cm and the union-
codebook C do not necessarily coincide and an adequate tradeoﬀ has to be
found for a given application. In theory, code designs based on random binning
principles, i.e., random assignment of sub-codebook labels “m” to the entries
of the (also random) codebook C, have been shown to be capacity achieving
[Costa 1983]. However, such codes are usually not usable in practical applications
because of storage and complexity constraints.
To overcome the practical diﬃculties of random codes, many practically usable
data hiding codes are based on structured approaches involving algebraic quanti-
zation methods. A popular example is the method of “quantization index modu-
lation” (QIM) as introduced by [Chen & Wornell 2001]. A variant thereof, using
scalar quantization, is known as the “Scalar Costa Scheme” [Eggers et al. 2003].
Other authors have proposed QIM schemes based on multi-dimensional lattice
quantization, e.g., [Zhang & Boston 2003, Fischer & Bäuml 2004, Geiser et al. 2005].
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Figure 5.3: Concepts for data hiding in combination with source coding.
5.2 Data Hiding and Source Coding
If data hiding is to be combined with a source coding system, it is a strict re-
quirement that the codewords to be transmitted over the channel are taken from a
given source codebook C that is associated with the respective transmission stan-
dard. Then, three conceptually diﬀerent approaches, as illustrated in Figure 5.3,
are conceivable. These systems are discussed in the following.
1. A data hiding algorithm can be directly applied to the (transformed) host
signal vector x, see Figure 5.3(a). This approach is referred to as digital
watermarking (DWM). The watermarked signal x˜ is encoded after data em-
bedding and then transmitted over the communication system. Particularly,
as the watermarking algorithm is assumed to be unaware of the subsequent
source en- and decoding, any coding noise directly impacts the watermark
detection and decoding. Hence, coding noise must be regarded as a malicious
attack signal and watermark decoding errors may occur. Moreover, it must
be ensured by the concrete system design that the overall SNR d(x, x˜DWM)
is not increased exceedingly.
2. In contrast to the “classical” DWM approaches, steganographic data can
alternatively be embedded into a compressed or encoded representation of
the host signal. This method is sometimes called “bitstream watermark-
ing” or “compressed domain watermarking.” Naturally, it is only applicable
if the considered transmission system implements signal compression, for
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instance a speech codec. The data embedding is then performed directly
on the content of the bitstream, in the simplest case by overwriting least
signiﬁcant bits (LSBs), or, in a more sophisticated manner, by requantizing
the previous reconstruction vector with the respective sub-codebook Cm. The
respective system setup is shown in Figure 5.3(b). Although this approach—
here referred to as “bitstream data hiding” (BSDH)—is obviously immune
to coding noise, it is still suboptimal. Especially if low-rate source encoding
is used, LSBs might still be too signiﬁcant to be altered without causing
severe quality degradation.
3. The third approach in Figure 5.3(c) exploits the fact that data hiding and
source encoding are often co-located. This facilitates a joint implementation
and optimization of source encoding and data hiding. Consequently, this
method is referred to as “joint source coding and data hiding” (JSCDH).
This system has several advantages as shown in the following.
Obviously, the choice for the M data hiding codebooks Cm (see Section 5.1.2)
for the latter two systems, i.e., for BSDH and JSCDH, is restricted to subsets
of the given source codebook C if full bitstream compatibility with the given
transmission system must be maintained. In contrast, the data hiding codebooks
CDWMm for the DWM setup may be chosen arbitrarily, but they may not exploit
explicit knowledge about the source codebook C. Otherwise, the watermark-
ing algorithm in Figure 5.3(a) could simply produce vectors x˜ that are directly
taken from C. Such a system would, in eﬀect, be identical to the JSCDH approach.
The eﬀect of DWM, BSDH, and JSCDH is qualitatively illustrated in Figure 5.4
based on simple scalar quantization with natural binary index assignment. It is
assumed that the scalar host signal, i.e., the parameter or sample value x ∈ R, is
available with a resolution that is better than the resolution of the quantizers. For
the transmission of ldM = 1 hidden bit, the data hiding codebooks are established
by dividing the set of quantizer reproduction levels into M = 2 subsets with even
or odd indices (binning). The transmitted information is then represented by the
choice of the subset. As the data hiding codebooks CDWMm for DWM must not
coincide with the source codebook C, an (arbitrary) oﬀset between the respective
centroids has been assumed in the DWM example.
In Figure 5.4, DWM and the subsequent source coding result in the index
value 101. The incurred distortion is d(x, x˜DWM). Instead, the BSDH approach
changes the initial quantizer index 100 to 101 by overwriting the LSB, leading
to a distortion of d(x, x˜BSDH). In contrast, the JSCDH result 011 is immediately
obtained with a single quantization step. Of all three approaches, conforming to
intuition, JSCDH yields the lowest embedding distortion d(x, x˜JSCDH). This is also
supported by the theoretical results of [Cohen et al. 2006].
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Figure 5.4: Qualitative comparison of DWM, BSDH, and JSCDH with 3-
bit scalar quantization. One hidden bit m = 1 is transmitted.
Deﬁnition of the sub-codebooks: C0 = C×, C1 = C◦. DWM
and BSDH lead to equal distortion in the shown case.
Figure 5.5 provides a more quantitative comparison of the considered scenarios
in terms of the mean squared error values D(·)
.
= E
{
d(x, x˜(·))
}
based on scalar
quantization. The analytical derivation of these results is deferred to Appendix B.
Figure 5.5(a) illustrates the distortion penalty that is incurred by JSCDH
compared to mere source coding with the source codebook C. The additional
penalty of BSDH and DWM compared to JSCDH is quantiﬁed in Figure 5.5(b).
It is important to note that, to allow a fair comparison with BSDH and JSCDH,
the DWM codebooks have been chosen such that the probability of a decoding
error P (m = mˆ) is exactly zero1 while the embedding distortion is minimized. An
alternative design choice for DWM is to enforce the same embedding distortion
as for JSCDH and to accept a certain non-zero error probability. For BSDH,
both the requantization approach (which is feasible if the source codebook is
available in the data hiding unit) and the LSB replacement method are analyzed.
The “worst case” in LSB replacement occurs if the original LSBs are zero, see
Appendix B. The BSDH system (even with requantization) is inferior to DWM in
the considered scenario because the latter system has access to the original host
signal x.
1This is also the case for the DWM system in Figure 5.4, because the stepsize of the
codebook C is not larger than the stepsize of the union of CDWM× and C
DWM
◦ . Requantizing
x˜DWM with the codebooks C
DWM
m will always yield a correctly decoded message mˆ = m.
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Figure 5.5: Embedding distortion of DWM, BSDH, and JSCDH for scalar
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(a) JSCDH penalty compared to pure source coding
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As a conclusion, there is a consistent advantage of JSCDH over DWM and BSDH
in terms of embedding distortion, in particular for low hidden bit rates RDH.
Although, in the idealized scenario of Figure 5.5(b), this advantage might appear
relatively small in some cases, BSDH as well as DWM are expected to perform
much worse in practical environments. Practical speech and audio coders are much
more sophisticated than simple scalar quantizers and the respective LSBs (in the
sense of “least sensitive bit”) are often too important to be blindly replaced by a
steganographic message. The application of DWM is also diﬃcult because of the
strong compression, i.e., high quantization noise. These points are substantiated
in the following sections.
JSCDH also has a considerably lower complexity than the other systems be-
cause only a single quantization operation has to be carried out per input vector x.
The number of considered codebook entries is only |Cm|, i.e., the complexity is even
lower than for mere source coding (|C|). Instead, for DWM and for BSDH with
requantization, |Cm| + |C| codebook entries must be considered in the two subse-
quent quantization steps. In contrast, BSDH with substitution of the quantization
index LSB, being the most ineﬃcient choice from the distortion perspective, is less
complex than BSDH with requantization because the source coder still examines
its |C| codebook entries while the complexity of the LSB substitution itself is neg-
ligible. Moreover, several other practical considerations may justify the preference
of a JSCDH solution in favor of the DWM/BSDH approaches within speech and
audio communication systems. This is discussed in Section 5.3.4.
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5.3 Data Hiding in Speech and Audio Communication
For an application of data hiding techniques in digital speech and audio communi-
cation systems, several other aspects besides mere embedding distortion need to be
taken into account. On the one hand, instead of a simple distortion measure such
as the HWR, perceptual criteria can be applied for speech and audio host signals.
In particular, auditory masking eﬀects can be exploited to keep the embedding
distortion below the perception threshold. Therefore, a lower HWR becomes ac-
ceptable which, in turn, increases the WNR. On the other hand, also practical
constraints of the speciﬁc transmission system must be taken into account. For
instance, certain applications (such as, e.g., bandwidth extension) impose a de-
lay constraint and, consequently, information embedding has to be performed per
frame, i.e., any additional algorithmic delay has to be avoided.
Several variants and realizations of DWM, BSDH, and JSCDH for speech and
audio communication systems that have been described in the literature are re-
viewed in the following. Concrete performance comparisons with the methods that
are devised later on in this chapter are given in Section 5.5.3.
5.3.1 Digital Watermarking (DWM)
Mostly, data hiding for speech signals is performed directly on the PCM samples.
Common algorithms for speech and audio DWM are “spread spectrum watermark-
ing” [Cheng & Sorensen 2001] and quantization based techniques such as “quan-
tization index modulation” [Chen & Wornell 2001] or the “Scalar Costa Scheme”
[Eggers et al. 2003]. These algorithms may alternatively be applied in a trans-
formed domain. In this case, also an inverse transform needs to be implemented
to reconstruct the watermarked speech signal from the modiﬁed transform coef-
ﬁcients. Such transformations often aim at reduced audibility of the embedded
watermark, therefore exploiting auditory masking eﬀects.
Yet, for rather severe transmission conditions such as CELP coding of the
marked speech signal with typical source coding bit rates of 4 – 16 kbit/s, it turns
out that the hidden message transmission is not very reliable if the watermark
is supposed to be imperceptible and hidden data rates of several 100 bit/s are
required. The reason for this is that the CELP transcoding process itself disturbs
the embedded message which becomes obvious by recognizing that watermarks, to
be imperceptible, are usually embedded into less relevant components of the speech
signal. Unfortunately, such speech components are also very likely to be coarsely
quantized or omitted by the speech coder. For instance, classical spread spectrum
watermarks [Cheng & Sorensen 2001] are not even feasible for very low hidden bit
rates as shown in [Celik et al. 2005].
For a robust transmission of hidden data over low-rate CELP codecs, it is de-
sirable to modify perceptually important speech features instead, for example the
spectral envelope or the pitch structure in voiced speech segments. Only these
features are encoded with suﬃcient accuracy so that a reliable hidden data trans-
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mission can be achieved. On the contrary, also here only very low hidden data
rates can be achieved if the speech quality shall be maintained. So, obviously, an
adequate compromise between perceptual impact and robustness is very hard to
accomplish in this scenario.
Several speech watermarking systems that use one or a combination of the above
mentioned DWM methods have been proposed in the literature, e.g., [Cheng &
Sorensen 2001, Chen & Leung 2007, Celik et al. 2005, Geiser et al. 2005, Hofbauer
et al. 2009, Sagi & Malah 2007, Gurijala & Deller 2007, Gurijala 2007]. Some of the
more elaborate proposals, such as [Hofbauer et al. 2009] and [Sagi & Malah 2007],
also account for aspects of signal equalization, synchronization as well as noise
issues. The method of [Hofbauer et al. 2009], intended for analog aeronautical
voice radio, embeds data at a bit rate of up to 450 bit/s by modifying the phase of
narrowband speech signals. The proposal of [Sagi & Malah 2007], aiming at speech
bandwidth extension, applies quantization based watermarking techniques in the
Discrete Hartley Transform (DHT) domain. Reliable transmission of 600 bit/s is
achieved over several typical telephony channels. However, the impact of strong
speech compression, e.g., CELP coding, has not been evaluated.
The system of [Geiser et al. 2005] was designed for digital speech transmission
systems and has also been tested with CELP speech coding. Here, the watermark
message is embedded into a subspace of the linear prediction residual by using
lattice-based quantization index modulation. It could be shown that hidden data
with a rate of at least 300 bit/s can be reliably embedded in narrowband speech
signals if digital waveform coders such as ITU-T G.711 [ITU-T 1972] or ITU-T
G.726 [ITU-T 1990] are used. Yet, parametric CELP coding, which represents the
state of the art method for mobile telephony, still poses a major challenge and has
a severe impact on the hidden data. Reliable transmission over CELP coders has
only been achieved at relatively low hidden data rates. An example for such a low-
rate, but robust, speech watermarking method is introduced in [Celik et al. 2005].
It is proposed to modify the pitch period in voiced speech segments. This method
has in fact been tested with a number of low-rate CELP codecs. However, the
achieved (average) hidden data rate was only 3 bit/s which is not suﬃcient for the
applications targeted in this thesis.
5.3.2 Bitstream Data Hiding (BSDH)
Algorithms for bitstream data hiding (BSDH) in speech and audio communication
systems operate on the encoded bitstream. BSDH schemes have already been
realized for the full spectrum of multimedia source codecs such as JPEG image
coding, H.264 video coding, or MPEG-2 Advanced Audio Coding. However, there
are also a number of proposals for BSDH in speech coding as summarized below.
In general, the respective embedding methods are speciﬁc to the codec for which
they have been designed. Typical techniques range from simple LSB substitution
over requantization techniques to so called “reversible” methods. The latter exploit
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residual redundancies in the source bitstream by applying entropy coding to less
signiﬁcant parts thereof. The freed bits can then be used to inject a hidden message
while the original (coded) host signal can be fully recovered if the decoder is aware
of the data hiding. BSDH also oﬀers the possibility to embed one hidden bit in
a group of source bits (e.g., several LSBs) by enforcing a parity constraint for
the whole bit group. This way, still, only a single bit needs to be modiﬁed, but
the concrete embedding position can be kept variable and the resulting average
embedding distortion is reduced. Suitable parity constraints are obtained from so
called covering codes [Cohen et al. 1997, Galand & Kabatiansky 2003]. Since, with
BSDH, coding noise has no impact on the decoding of the hidden data, higher
hidden data rates can be achieved than with the DWM approach. Even data
hiding for low bit rate speech codecs becomes feasible to a certain extent.
The methods proposed in [Chen & Liu 2007], [Tian et al. 2009], and [Aoki 2009]
use relatively straight-forward LSB substitution for the ITU-T G.723.1 codec at
6.3 kbit/s [ITU-T 1996a], for the ITU-T G.729 Annex A CS-ACELP speech codec
at 8 kbit/s [ITU-T 1996b], and for the ITU-T G.711 compander with 64 kbit/s
[ITU-T 1972], respectively. The latter contribution aims at bandwidth extension
of the G.711 signal towards wideband speech by using hidden side information.
Hidden bit rates of several 100 bit/s are reported in these proposals. Also [Shahbazi
et al. 2010a] and [Shahbazi et al. 2010b] employ LSB substitution. Here, the GSM
Full-Rate (FR) [ETSI 1990] and GSM Enhanced Full-Rate2 (EFR) [ETSI 1998,
Järvinen et al. 1997] codecs are used to hide data at various bit rates up to a few
kbit/s. However, the speech quality is reduced, in particular for higher hidden bit
rates. As an additional measure in these proposals, the actual choice of the LSB
embedding positions depends on the characteristics of the current speech frame
(e.g., energy or voicing). The target application is covert voice communication
where the bitstream of the low rate MELP speech vocoder [Wang et al. 2002] is
hidden within the bitstream of the EFR codec.
As another example, even the ETSI standard for tandem-free operation (TFO)
[ETSI 1999] to transport, e.g., AMR or AMR-WB coded speech over the telephone
core network can actually be interpreted as a simple BSDH method. In a TFO con-
nection, the two LSBs of the speech samples which have been previously quantized
according to ITU-T G.711 are overwritten with the respective codec bitstream.
The quality impact of this operation on the G.711 coded speech is signiﬁcant, but
a decoding of the modiﬁed G.711 stream is normally not intended.
A BSDH method with requantization instead of LSB substitution has been
proposed by [Licai & Shuozhong 2006] for the GSM Full-Rate codec. The idea of
embedding of the hidden data in bit groups by applying the concept of covering
codes (e.g., parity constraints, cf. [Galand & Kabatiansky 2003]) is pursued in
[Ding 2004], [Liu et al. 2008] and [Xu & Yang 2009] for the ITU-T G.711 codec at
2The 3GPP EFR coder is virtually identical to the 3GPP AMR codec at a bit rate of
12.2 kbit/s [ETSI 2000, Ekudden et al. 1999].
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64 kbit/s [ITU-T 1972], for the ITU-T G.729 codec at 8 kbit/s [ITU-T 1996b], and
for the ITU-T G.723.1 codec at 5.3 kbit/s [ITU-T 1996a], respectively. Relatively
high hidden rates can be achieved while maintaining a good speech quality, though
at the expense of added delay in some proposals. A reversible data hiding method
for the G.729 codec is proposed in [Li et al. 2008]. A decoder that is aware of the
data hiding, can recover the original speech signal, i.e., there is no quality loss.
The reported average hidden data rate is ca. 59 bit/s.
5.3.3 Joint Source Coding and Data Hiding (JSCDH)
There are several proposals for JSCDH in speech and audio communication systems
that have appeared in the literature. In general, these methods are very speciﬁc to
the concrete codec to which they are applied because the coding or quantization
routines need to be modiﬁed directly. As for BSDH, coding noise does not have
any impact on the decoding of the hidden data but a better tradeoﬀ between
embedding distortion and hidden bit rate is expected.
For example, the proposal of [Nishimura 2009] modiﬁes the pitch lag of the
3GPP AMR codec [ETSI 2000, Ekudden et al. 1999] at bit rates of 12.2 kbit/s,
7.4 kbit/s, and 4.75 kbit/s by using a hybrid BSDH and JSCDH approach. Hidden
data rates of a few 100 bit/s are shown to be achievable with a tolerable quality
loss. [Xiao et al. 2008] modiﬁes the ITU-T G.723.1 [ITU-T 1996a] and the iLBC
[Andersen et al. 2004] coders. The data hiding is performed within the spectral en-
velope parameters of the codecs. Using a graph-based representation of the respec-
tive quantization codebooks, an optimal partitioning into two subsets is achieved,
leading to a hidden data rate of 100 bit/s. Although such pseudo-random parti-
tioning entails considerable memory-overhead, the obtained performance can be
considered as an upper bound for data hiding in the spectral envelope parameters.
Moreover, the performance advantage of JSCDH over BSDH could be conﬁrmed
experimentally in this study.
Another interesting JSCDH proposal has been made in [Chétry & Davies 2006].
Here, the quantizer for the prediction residual of the GSM Full-Rate codec at
13 kbit/s [ETSI 1990] has been modiﬁed for information embedding according to
the JSCDH principle. The actual embedding has been carried out based on the
principle of covering codes, in this case a convolutional code. In eﬀect, again,
a parity condition is enforced on the bitstream. Hence, the hidden data can be
recovered by recomputing this parity equation in the decoder. More than 1 kbit/s
of hidden data could be embedded in the bitstream of the GSM Full-Rate coder
while the speech quality was aﬀected only moderately.
A broader variety of narrowband speech codecs has been considered and com-
pared in [Vary & Geiser 2007]. In particular, the GSM Full-Rate codec [ETSI 1990],
the ITU-T G.711 compander [ITU-T 1972], the ITU-T G.726 ADPCM codec
[ITU-T 1990], the ITU-T G.729 CS-ACELP codec [ITU-T 1996b], as well as the
GSM Enhanced Full-Rate codec [ETSI 1998, Järvinen et al. 1997] have been stud-
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ied. JSCDH schemes with a hidden bit rate of 600 bit/s were realized for each
codec. The resulting loss in narrowband speech quality was negligible to moderate
(depending on the speciﬁc codec). However, large quality gains could be obtained
when bandwidth extension was carried out based on the hidden transmission of
suitable parameters.
An application of JSCDH techniques to the ﬁxed codebook of a CELP speech
codec has been published by [Lu et al. 2005]. However, a basic CELP model
with a Gaussian excitation codebook was assumed and the codebook partitioning
method allowed overlapping partitions. Therefore, the error probability was not
zero and the resulting bit rate was only 37 bit/s. The method of [Iwakiri & Matsui
1999] addresses the ITU-T G.729 CS-ACELP codec [ITU-T 1996b] and achieves
a maximum hidden bit rate of 200 bit/s. An improved JSCDH method for state-
of-the-art ACELP codecs has been proposed in [Geiser & Vary 2007a] and further
studied in [Geiser & Vary 2008b] and [Vary & Geiser 2007]. Hidden bit rates up
to 2 kbit/s could be achieved with negligible quality loss. These techniques are
detailed and discussed in a more general scope in Sections 5.4 and 5.5.
5.3.4 Discussion
This thesis aims at a robust hidden data transmission, in particular over com-
munication channels that involve low-rate speech coding. The three candidate
technologies have particular advantages (+) and disadvantages (–) which are sum-
marized here.
Digital Watermarking (DWM)
+ DWM as such is independent from the particular transmission system.
+ A dedicated auditory model or a corresponding transform can be used so
that the introduced noise is kept under the perceptual threshold.
– The DWM signal x˜DWM is strongly susceptible to coding noise. An adequate
tradeoﬀ between hidden bit rate, embedding distortion, and robustness is
therefore diﬃcult to achieve. In fact, only proposals for very limited bit
rates have been made in the literature that are claimed to be robust to
CELP transcoding.
– As a direct consequence of the coding noise sensitivity, decoding errors may
be unavoidable within the recovered hidden data.
– DWM entails both a high computational and a high design complexity. The
design complexity is particularly increased because of the required detection
mechanisms for the watermark signal which include frame (and possibly sam-
ple) synchronization, equalization, as well as error detection (or correction).
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Bitstream Data Hiding (BSDH)
+ BSDH is immune to coding noise and the hidden bits can be perfectly re-
covered if there is no additional channel noise.
+ The computational complexity of BSDH schemes is, due to their conceptual
simplicity, often rather low. In some cases, however, where complex covering
codes and requantization techniques are applied, this might not be entirely
true. However, the decoder side complexity is low in any case which is in
contrast to DWM.
+ With BSDH, any additional synchronization and equalization mechanisms
become dispensable since the respective transmission system already pro-
vides digital bits based on an equalized and synchronized input.
± For the simple (exemplary) setup of Figure 5.5, BSDH has a higher embed-
ding distortion than DWM. However, as revealed by the literature survey
in Section 5.3, with BSDH, it is much easier to achieve a good tradeoﬀ be-
tween hidden data rate and embedding distortion for data hiding in practical
speech codecs.
– With BSDH, it is not possible to exploit auditory masking eﬀects.
– BSDH is speciﬁc to the source coding scheme which it has been designed
for. Therefore, any standard transcoding unit within the transmission chain
will destroy (or at least severely disturb) the hidden information. Hence,
to reliably preserve the hidden bits, modiﬁed transcoding units might be
required that decode and re-embed the steganographic message into the new
data format.
Joint Source Coding and Data Hiding (JSCDH)
+ For JSCDH, in principle, all arguments speaking in favor of BSDH are valid
as well, in particular the immunity against coding noise, the low complexity
and the access to equalized and synchronized bits.
+ JSCDH provides even lower embedding distortion than BSDH since it has
access to the original host signal.
+ Because of its tight interaction with the codec, auditory masking eﬀects can
be exploited by JSCDH.
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+ The complexity of JSCDH is even lower than for BSDH since no dedicated
embedding unit is required at the encoder side. Instead, this functionality is
integrated with the encoder and only a fraction |Cm| of the original codebook
size |C| has to be considered by the JSCDH routine. In fact, complexity is
even reduced compared to mere source coding based on the codebook C.
+ Because JSCDH methods are an integral part of the source encoder, there
is the possibility to amend the respective codec standard with such func-
tionality, therefore allowing a scheduled upgrade of existing communication
systems on a large scale.
– As with BSDH, transcoding is not possible in JSCDH based systems without
destroying or at least severely disturbing the hidden data. However, any
transcoding solution for BSDH that preserves the hidden data will also be
applicable to the corresponding JSCDH scheme.
For the intended application of bandwidth extension with hidden side information
in low-rate CELP speech coding systems, JSCDH appears to be the most promis-
ing option. JSCDH circumvents most of the disadvantages of time or transform
domain DWM and brings additional beneﬁts over BSDH schemes by integrating
the information embedding with the speech encoder. For communication sys-
tems that use waveform coding such as ITU-T G.711 [ITU-T 1972] in the classical
telephone network, also BSDH or even DWM approaches can deliver satisfactory
performance. For VoIP or mobile telephony systems that typically employ strong
compression according to the ACELP principle, a suitable JSCDH method will be
devised in the following.
5.4 JSCDH for ACELP Speech Codecs
Standardized codecs based on the ACELP (Algebraic CELP) principle [Laﬂamme
et al. 1990, Adoul & Laﬂamme 1997b] have been very successful and are widely
deployed. Perhaps the most prominent examples are the 3GPP AMR codec
[ETSI 2000, Ekudden et al. 1999] which is mostly used for mobile telephony and
ITU-T G.729 [ITU-T 1996b, Salami et al. 1998] which is a popular choice for VoIP
telephony systems.
In the following, a practically viable solution for JSCDH in such ACELP speech
codecs is devised. First, the principle of CELP speech coding is brieﬂy summarized
(Section 5.4.1). Then, a motivation for embedding hidden data in the indices of the
ACELP codebook is given (Section 5.4.2). After a review of the respective code-
book design and of the relevant coding algorithms (Section 5.4.3), a new JSCDH
partitioning scheme for ACELP codebooks is described (Section 5.4.4) and the
corresponding novel encoding and decoding algorithms to embed and recover the
hidden data are outlined (Section 5.4.5). The practical application to standardized
speech codecs is then described and evaluated in Section 5.5. A generalized scheme
for JSCDH with variable bit rate is presented in Section 5.6.
116
5.4 JSCDH for ACELP Speech Codecs
c1
c2
u1
u2
ga,j
gf,i
uj
Filter States
for iopt, jopt
ci
ACB Update
uioptjopt
uij
x x˜ x˜0
v
0
vij ew
Optimize i and j
W (z)
W (z)
1−Aˆ(z)
W (z)
1−Aˆ(z)
|| · ||2
Figure 5.6: Block diagram of a CELP encoder.
5.4.1 CELP Speech Coding
The principle of code-excited linear prediction (CELP) speech coding has originally
been proposed in [Schroeder & Atal 1985]. Comprehensive introductions are pro-
vided in numerous textbooks, e.g., [Kondoz 2004] and [Vary & Martin 2006]. Here,
a brief review of the CELP principle shall be provided.
Figure 5.6 shows the block diagram of a CELP encoder with its input vector
(speech frame) x ∈ RLw . First, a short-term spectral envelope of the current
signal segment is computed using linear predictive (LP) analysis (e.g., [Vary &
Martin 2006]). The system function of the NLP-th order LP analysis ﬁlter is given
as
1 − A(z) = 1 −
NLP−1∑
i=0
ai z
−i (5.7)
with its coeﬃcients ai. The quantized version of A(z) is denoted by Aˆ(z) with
coeﬃcients aˆi. A so called perceptual weighting ﬁlter for spectral shaping of the
quantization noise is then derived from A(z). A common choice is
W (z) =
1 − A
(
z
γ1
)
1 − A
(
z
γ2
) (5.8)
with suitable (manually tuned) constants γ1 and γ2. In addition, the weighted
LPC synthesis ﬁlter is determined as
H(z) =
W (z)
1 − Aˆ(z)
. (5.9)
In the core quantization loop of the CELP encoder, two codebooks are used,
namely the adaptive codebook (ACB) with its vectors uj and the ﬁxed codebook
(FCB) with its vectors ci. The ACB is intended to model temporal periodicity, e.g.,
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in voiced speech segments. Therefore, it is constantly updated with the previously
encoded vectors uioptjopt . Instead, the FCB is intended to model stochastic signal
portions and thus contributes innovation components to the ﬁnal candidate vector
uij . The FCB is therefore also called stochastic or innovative codebook.
The actual encoding procedure starts by weighting the input vector x with
the ﬁlter W (z) and by subtracting the zero impulse response x˜0 of the weighted
synthesis ﬁlter H(z) whereby the ﬁlter states are synchronized with the states of
corresponding ﬁlter in the core loop that have been obtained for the best vector
uij of the previous frame. The “ﬁlter ringing” vector x˜0 is subtracted from x˜ to
facilitate a ﬁltering without memory, see, e.g., [Kondoz 2004]. The resulting vector
v is usually called the CELP target signal. In the core quantization loop of the
encoder, this target signal is approximated by ﬁltered contributions that are taken
from the adaptive and ﬁxed codebooks.
The ACB and FCB indices (i and j) are optimized in a closed quantization
loop that is based on the analysis-by-synthesis principle.3 For each step of the
analysis-by-synthesis procedure, one entry from the ACB uj and one entry from
the FCB ci are individually weighted by (optimally determined) gain factors ga,j
and gf,i, cf. [Paulus 1997]. The sum of both contributions forms a candidate vector
uij = ga,j uj + gf,i ci (5.10)
which is then ﬁltered through the weighted synthesis ﬁlter H(z) from (5.9). Since
the “ﬁlter ringing” contribution x˜0 has been removed from the target signal, this
ﬁltering operation can be replaced by a simple multiplication of uij with the lower
triangular Toeplitz convolution matrix
H =
⎛
⎜⎜⎜⎝
h(0) 0 · · · 0
h(1) h(0)
. . .
...
...
...
. . . 0
h(LSF−1) h(LSF−2) · · · h(0)
⎞
⎟⎟⎟⎠ , (5.11)
where h(k) is the (truncated) impulse response that corresponds to H(z). The
resulting candidate vector vij = Huij is subtracted from the target v and the
energy of the so called weighted error signal ew = v − vij is computed. The
optimum ACB and FCB indices are then determined by minimizing the energy of
the error ew:
(iopt, jopt) = argmin
i,j
||ew||
2. (5.12)
As a joint optimization over all entries of the ACB and FCB would be too complex,
usually a consecutive optimization of j and i (as well as ga,j and gf,i) is performed.
Here, it is assumed that, in a ﬁrst step, the optimum ACB vector ujopt and the
3The analysis-by-synthesis procedure is usually carried out on smaller subframes than the
LP analysis, i.e., the codevector dimension is equal to the subframe length LSF.
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associated gain ga,jopt have already been determined. Then, the target signal v
can be updated as v1 = v− ga,j Hujopt and the criterion for ﬁnding the optimum
FCB index iopt becomes
iopt = argmin
i
||v1 − gf,i Hci||
2. (5.13)
Partial diﬀerentiation of the error energy w.r.t. gf,i and equating to zero yields the
optimum gain factor for each i:
gf,i =
vT1 Hci
||Hci||2
. (5.14)
Inserting this result, the optimization criterion (5.13) becomes
iopt = argmin
i
||v1||
2 −
(vT1 Hci)
2
||Hci||2
= argmax
i
(vT1 Hci)
2
||Hci||2
(5.15)
since (vT1 Hci)
2/||Hci||
2 ≥ 0 and v1 ≡ const. for the current frame. Introduc-
ing the “backward ﬁltered target vector” dT = vT1 H and the “impulse response
correlation matrix” Φ = HT H, (5.15) further simpliﬁes to the ﬁnal expression:
iopt = argmax
i
(dT ci)2
cTi Φci
. (5.16)
The optimum gain factor gf,iopt is ﬁnally obtained with (5.14).
Summarizing, the following parameters are transmitted by a typical CELP encoder:
• The spectral envelope in the form of the ﬁlter coeﬃcients aˆi. The quantiza-
tion is often performed in another domain, e.g., using line spectrum frequen-
cies (LSFs) [Itakura 1975].
• The quantized gain factors gˆf,iopt and gˆa,jopt .
• The ACB index jopt. Usually, this is represented in the form of a pitch
lag that matches the periodicity of voiced speech. Thereby, a fractional
resolution (smaller than one sample) is beneﬁcial.
• The FCB index iopt.
The spectral envelope (LSF) parameters are usually transmitted once or twice per
frame, whereas the codebook indices and the gains are determined and transmitted
on a subframe basis.
The CELP decoder is relatively simple. The optimum excitation sequence
uioptjopt is reconstructed for each frame and the LPC synthesis ﬁlter with its sys-
tem function 1/(1− Aˆ(z)) is applied. The additional implementation of perceptual
postﬁlters, e.g., [Chen & Gersho 1995], is common.
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5.4.2 Eligibility of CELP Parameters for Data Hiding
It is rather obvious that the application of JSCDH to the diﬀerent CELP parame-
ters has diﬀerent, characteristic, eﬀects on the speech quality. Also, the robustness
of the hidden data may vary depending on the particular parameter type and the
respective quantization mechanism. The advantages and disadvantages for data
hiding in the diﬀerent parameter types are discussed in the following.
Spectral Envelope (LSF Parameters)
The spectral envelope is essential in reproducing the characteristics of speech
sounds. Moreover, the performance of the entire encoder depends on the accu-
rate representation and quantization of the respective parameters because the
achievable prediction gain is to a large extent determined by the spectral en-
velope. Usually, quantizers for, e.g., LSF parameters are strongly tuned to the
source characteristics in order to achieve suﬃciently low bit rates. Consequently,
only comparatively low hidden bit rates can be expected from the application of
JSCDH to the spectral envelope parameters.
However, as a potential beneﬁt, the spectral envelope can be easily recomputed
from a decoded PCM signal with suﬃcient accuracy and the hidden data remains
recoverable under certain conditions, e.g., [Gurijala & Deller 2007, Gurijala 2007].
Codebook Gains
The gains for the adaptive and ﬁxed codebooks can be considered inappropriate
for data hiding in most cases since the respective quantizer codebooks are usually
heavily optimized and the quality sensitivity is relatively high.
Pitch Lag
Like the spectral envelope parameters, also the pitch lag parameter is, on the
one hand, perceptually extremely important for voiced speech segments and, on
the other hand, responsible for achieving high prediction gains. Also here, it can
be reasoned that only comparatively low hidden bit rates can be expected with
JSCDH, at least in sensitive speech segments.
Low bit rate data hiding in the pitch lag parameter of CELP codecs has nev-
ertheless been investigated and proposed in the literature, e.g., [Nishimura 2009],
see Section 5.3.3.
Innovative Codebook Contribution
The innovative codebook contribution from the ﬁxed codebook (FCB), here in
particular the so called ACELP codebook, is much more suitable for JSCDH than
the previous CELP parameters. First of all, for almost all relevant coders, the
related bits form between 40% and 60% of the entire bitstream, i.e., there is, in
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principle, a good potential for data hiding. Furthermore, in bit sensitivity studies
that assess the quality impact of bit errors at diﬀerent bitstream positions, FCB
indices are often among the least signiﬁcant bits, e.g., [Estrada et al. 1996] and
[ETSI 2005, Table 6]. Another advantage of applying JSCDH on the FCB bits
is that the FCB index for each speech frame is determined in the “innermost”
component of the algorithm, i.e., no other parameters of the current frame (except
the FCB gain) depend on the FCB index. In particular, the FCB index is not used
for any further signal prediction in the current signal frame, i.e., any potential
error propagation eﬀects can be entirely avoided.
The above mentioned facts alone could already motivate to employ JSCDH
based on the FCB. However, there is an additional distinctive advantage that
can be attributed to the structure of the ACELP code. Usually, any codebook
search for quantization is exhaustive, so that the best codevector can be determined
subject to the given criterion. However, the ACELP codebook is extremely large
because it is not stored explicitly but rather deﬁned by an algebraic construction
rule. For computational reasons, practical coders only implement quantization
routines that perform a by far non-exhaustive codebook search. This fact can be
elegantly exploited to improve the JSCDH performance as detailed in Section 5.4.4.
5.4.3 The ACELP Codebook
In the original proposal for CELP coding [Schroeder & Atal 1985], a random code-
book of Gaussian vectors has been used to form the ﬁxed codebook (FCB), but soon
complexity and storage considerations led to structured gain-shape approaches.
A relatively simple, yet eﬃcient codebook structure is used in so called ACELP
(Algebraic CELP) codecs. The “ACELP codebook” [Laﬂamme et al. 1990, Adoul
& Laﬂamme 1997b] is based on sparsely distributed pulse contributions and fa-
cilitates a particularly eﬃcient determination of the innovation sequence, i.e., the
FCB vector ci. For the ACELP codebook, elaborate (and usually non-exhaustive)
codebook search algorithms have been developed that greatly reduce the compu-
tational eﬀort to evaluate (5.16). Still, “near-optimal” solutions can be obtained.
The codevectors c of the ACELP codebook4 are deﬁned by a limited number
NP of unit pulse contributions (+1/− 1) that are distributed over a zero vector of
length LSF (the subframe length). Still, this sparse design alone does not reduce
the computational load of the codebook search suﬃciently. Therefore, to reduce
the eﬀort for the optimization of the pulse positions and signs as well as to reduce
the number of bits to represent a pulse position, the allowable positions for each
pulse are restricted to so called tracks which are, essentially, interleaved subgrids of
the candidate vector to be formed.5 The number of tracks in a concrete codebook
design is denoted by NT.
4The index i is omitted in the following for notational convenience.
5This approach is also called “Interleaved Single-Pulse Permutation” (ISPP).
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cT0 (Contrib. of Track T0)
cT1 (Contrib. of Track T1)
cT2 (Contrib. of Track T2)
cT3 (Contrib. of Track T3 = TNT−1)
c =
NT−1∑
t=0
cTt
Figure 5.7: Example ACELP codevector with two pulses per track. The
admissible pulse positions for each track are marked with thick
black dots. (LSF = 16, NT = 4, NP = 8)
With the sign sp(pn) ∈ {−1,+1} of the n-th pulse and δ(k) = 1 for k = 0 and 0
otherwise, the components of an ACELP codevector c = (c(0), c(1), . . . , c(LSF))
T
can be written as
c(k) =
NP−1∑
n=0
sp(pn) · δ(k − pn), k ∈ {0, . . . , LSF − 1} , (5.17)
where the NP pulse positions pn must be selected from a speciﬁc track, i.e., from
the set Tt = {t,NT + t, 2 · NT + t, . . .} for a track with index t ∈ {0, . . . , NT − 1}.
In a concrete codebook design, a certain number of pulses must be allocated to
each track. The construction of an example codevector with two pulses per track
is illustrated in Figure 5.7. Also, as a practical example, the GSM EFR codec
[ETSI 1998, Järvinen et al. 1997] with its subframe length of LSF = 40 places
NP/NT = 2 pulses within each of its NT = 5 tracks. Each pulse can therefore
assume one out of LSF/NT = 8 possible positions.
With codevectors that are composed of sparsely distributed pulses, the numer-
ator of the CELP criterion (5.16) can be simpliﬁed as
C2(c) =
(
dTc
)2
=
(
NP−1∑
n=0
sp(pn) d(pn)
)2
. (5.18)
where d(pn) are the respective components of the vector d = HT v1. Likewise for
the denominator:
E(c) = cTΦc =
NP−1∑
n=0
Φ(pn, pn) + 2
NP−2∑
n=0
NP−1∑
m=n+1
sp(pn) sp(pm)Φ(pn, pm) (5.19)
with the elements Φ(pn, pm) of the matrix Φ = HT H. The ultimate goal is to
maximize the term C2(c)/E(c) over the entire ﬁxed codebook, i.e., for all possible
combinations of pulse positions.
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However, in the course of eﬃcient ACELP codebook search algorithms, in par-
ticular when based on a depth-ﬁrst search tree (see Section 5.4.5), a series of partial
evaluations of (5.18) and (5.19) is required. In this case, only a subset of the NP
pulse positions is considered at a time. The successive optimization of pulse po-
sition subsets signiﬁcantly reduces the number of combinatorial combinations and
therefore the computational complexity of the codebook search. A “partial evalu-
ation” of C2(c)/E(c) over the subset P ⊂ {0, . . . , NP − 1} of pulses is written as
C2P/EP with
CP =
∑
n∈P
sp(pn) d(pn) (5.20)
and
EP =
∑
n∈P
Φ(pn, pn) + 2
∑
n,m∈P
n<m
sp(pn) sp(pm) Φ(pn, pm), (5.21)
where the second summation in (5.21) is computed over all combinations of n
and m with n < m.
Full ACELP Search
A full ACELP search can be considered impractical in almost all practically rele-
vant situations. For instance in a codec with only NP = 5 pulses that may assume
eight positions each, already 5 · (3 + 1) = 20 bit are needed to address the FCB
vector (including the signs). This amounts to 220 evaluations of C2(c)/E(c) per
subframe. With a typical subframe duration of 5ms, approx. 2.1 · 108 evaluations
per second would be required. Therefore, it can be concluded that the complexity
reduction that is achieved by the combination of the sparse codebook design with
the restriction of the positions to predeﬁned tracks is still not yet suﬃcient to be
manageable, especially for mobile devices.
Non-Exhaustive ACELP Search Procedures
To further reduce the computational load, standardized codecs use (by far) non-
exhaustive search strategies for the ACELP codebook. Consequently, a tradeoﬀ
between speech quality and computational complexity has to be found. Some of
the more popular methods to achieve the complexity reduction are summarized in
the following.
In many ACELP codecs, an initial estimate for the optimum codevector ciopt
is obtained from a so-called “pulse position likelihood vector” b with components
b(k). In the simplest case, e.g., in Annex A of ITU-T G.729 [ITU-T 1996b], b
is equal to the backward ﬁltered target vector d, i.e., b = d. Such a heuristic
target function facilitates several algorithmic simpliﬁcations. In particular, the
pulse signs sp(k) can be predetermined based on b:
sp(k) = sign (b(k)) , (5.22)
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therefore decoupling the sign computation from the position optimization. The
vector d and the matrix Φ are then updated in advance to include the predeter-
mined sign information:
d′(k) = sp(k) · d(k) (5.23)
and
Φ′(k1, k2) = sp(k1) sp(k2) · Φ(k1, k2), (5.24)
thus simplifying the computation of (5.18) and (5.19) or (5.20) and (5.21), re-
spectively. This method is for example applied in ITU-T G.723.1 [ITU-T 1996a],
ITU-T G.729 [ITU-T 1996b, Salami et al. 1998], and in the 3GPP EFR codec
[ETSI 1998, Järvinen et al. 1997]. In the latter standard, moreover, the positions
of two very signiﬁcant pulses are predetermined by setting them to the (local)
maxima of |b(k)|. But still, even an exhaustive search over all possible position
combinations of the non-predetermined pulses is often much too complex. The
EFR codec, for instance, uses 8 pulses with non-predetermined positions. Each
pulse may assume 8 possible positions, i.e., 88 ≈ 1.7 · 107 candidate vectors c
would need to be evaluated in each 5ms subframe. Consequently, at least for
codecs with a higher number of pulses, a clearly non-exhaustive search procedure
must be employed. This can be achieved in various ways, for example:
• A so called focused search approach is taken in ITU-T G.723.1 and G.729.
Here, the evaluation of the fully nested optimization loops is interrupted
early based on certain criteria.
• A depth-ﬁrst tree search approach [Adoul & Laﬂamme 1997a] is pursued
in the EFR codec and in Annex A of ITU-T G.729. Here, the pulses are
represented as the layers of a search tree. The tree nodes represent the
potential pulse positions while a path from the tree root to a tree leaf deﬁnes
a complete codevector. The idea of the depth-ﬁrst approach is to investigate
only a few promising paths through the tree layers which are optimized
locally. This is realized by successively updating the CELP criterion with
contributions of small groups of pulses (e.g., pulse pairs), i.e., the partial
summations of (5.20) and (5.21) are used. An example search tree is shown
in Figure 5.8(a). This will be discussed in more detail in Section 5.4.5.
The depth-ﬁrst method provides a relatively high quality that is close to
the optimum.6 As possible extensions, tree pruning methods have been
investigated, e.g., [Byun et al. 2002, Falahati et al. 2008].
6In an experiment, the standardized ITU-T G.729A codec was compared with a modiﬁed
version based on a full ACELP search. The averaged PESQ scores [ITU-T 2001, Rix et al.
2001] for both codec versions diﬀered by less than 0.03, indicating that they are equivalent.
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• Also, several variants of ACELP codebook searches based on pulse replace-
ment techniques have been proposed. Here, an initially selected codevector
(possibly according to the heuristic function b), is repeatedly updated by
repositioning pulses that contribute the least to the CELP criterion, see
[Park et al. 2002, Lee et al. 2003, Chen et al. 2010]. This kind of code-
book search has been standardized for ITU-T G.729.1 [ITU-T 2006, Ragot
et al. 2007], see [Massaloux et al. 2007]. A related method that works with-
out any iterations has been proposed by [Lee et al. 2007]. It is particularly
suited for ACELP codebooks with very few pulses.
Encoding of the ACELP Pulse Signs
If a codec places multiple pulses in one of its tracks, i.e., NP/NT > 1, eﬃcient
encoding schemes can be used for the pulse signs sp(pn). For example in the
simplest case of two pulses per track, only a single bit needs to be spent for the
two signs because the pulse position order in the bitstream can be used to deliver
additional information. For instance if the ﬁrst pulse discovered in the bitstream
is placed at a position with lower index than the second pulse in the bitstream, the
pulses have equal signs and unequal signs otherwise. Therefore, only a single pulse
sign needs to be transmitted. Related schemes for more than two pulses per track
are applied in the AMR-WB codec [ETSI 2001b, Bessette et al. 2002]. Naturally,
the encoder has to rearrange the bits related to the pulse positions so that the
desired sign information can be inferred from the bitstream order.
5.4.4 Novel ACELP Codebook Partitioning: “Algebraic Binning”
To apply the JSCDH principle to the ACELP codebook, a partitioning method
must be devised based on the pulse signs and/or positions. As discussed above,
signs are predetermined before the actual codebook search in most codecs. There-
fore, a novel position-based codebook partitioning is proposed here.
The basic idea is very simple. The number of admissible positions for certain
pulses is restricted to one half, one quarter, or less of the original set of pulse
positions. This restriction implicitly deﬁnes the M sub-codebooks for data hiding.
In the simplest case, for instance, to hide a one-bit message m in the pulse position
index of a pulse that is located in the track with index t, the set of admissible
positions Tt = {t,NT + t, 2NT + t, . . .}, is partitioned into a 0-set (for m = 0)
such as T 0t = {t, 2NT + t, 4NT + t, . . .} and a 1-set (for m = 1), e.g., T
1
t =
{NT + t, 3NT + t, 5NT + t, . . .}. Then, only the position set with label m must be
considered during codebook search so that the hidden message may be recovered
by identifying the respective set at the decoder.
However, this simple approach is not feasible in many practical codecs, in par-
ticular if multiple pulses are placed in one track. The eﬃcient pulse sign encoding
scheme (see previous section) has an undesired side eﬀect. Since the bitstream po-
sitions of multiple pulse indices in one track may vary depending on the signs, the
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decoder cannot distinguish these pulses anymore. Concretely, it becomes impossi-
ble for the decoder to identify the particular pulse position index in the bitstream
that actually contains the hidden data. To resolve this ambiguity, an algebraic cou-
pling of pulse position indices with the bits of the message m can be established.
Therefore, it is assumed (for the time being), that the possible pulse positions of
each track are enumerated by the natural numbers, i.e., the (binary) index in of a
pulse at position pn in track Tt is given by
in =
pn − t
NT
. (5.25)
The set of admissible pulse positions T mt for each message m can then be deﬁned
by an index constraint equation that is symmetric w.r.t. the ambiguous bits.
As an example, two pulses pn1 and pn2 in track Tt are considered, where data
hiding shall focus on the second pulse pn2 only, i.e., the set of admissible positions
for pn1 is Tt (unchanged) while, for pn2 , the limited sets T
m
t are used. A possible
index constraint is then given by
(in1 ⊕ in2) mod M
!
= m (5.26)
where ⊕ is the exclusive bitwise disjunction (XOR) operator. Equation (5.26) is
obviously symmetric w.r.t. the ambiguous position indices in1 and in2 (the vari-
ables are interchangeable). Solving for in2 with a given in1 ∈ Tt as well as a given
m ∈ M (whereby m mod M = m) yields the admissible pulse position indices in2 .
With a given subframe length LSF, the constraint equation (5.26) has LSF/(NT ·M)
unique solutions for each message m:
in2 = in1 ⊕ (m + ν · M) with ν ∈
{
0, 1, . . . ,
LSF
NT · M
− 1
}
. (5.27)
The number of solutions is consistent with the number of MSBs of in2 that can be
interpreted as “don’t care” bits w.r.t. (5.26), i.e., ld (LSF/NT)− ldM . Conversely,
ldM LSBs of in2 are used to actually hide the message m. Finally, with (5.25),
the admissible pulse positions pn2 and hence the desired sets T
m
t can be obtained:
T mt =
{
NT · (in1 ⊕ (m + ν · M)) + t
∣∣ ν = 0, 1, . . . , LSF
NT · M
− 1
}
. (5.28)
From (5.28), it becomes obvious that, to establish the sets T mt , the (candidate)
index in1 must be known beforehand (i.e., T
m
t = T
m
t (in1)). A suitable organization
of the codebook search can ensure this property as will become clear in the following
section.
The decoding of the hidden message m is achieved by simply recomputing the
constraint equation (5.26) based on the received pulse position indices. Thereby,
the symmetry property of (5.26) elegantly resolves the ambiguity of the received
indices in1 and in2 w.r.t. their order in the bitstream.
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Numerical Example for Algebraic Binning
The proposed codebook partitioning method shall now be illustrated with a con-
crete example. An ACELP codebook for subframes of length LSF = 12 with
NP = 6 pulses in NT = 3 tracks (two pulses per track) is considered. Each pulse
may therefore assume one out of LSF/NT = 4 possible positions. The data hiding
shall focus on the second pulse in track T1 = {1, 4, 7, 10}. The ﬁrst pulse pn1 in
this track has already been selected, e.g., pn1 = 7. According to (5.25), the cor-
responding index is in1 = (7 − 1)/3 = 2. A message m = 1 out of M = 2 possible
messages shall now be transmitted. Consequently, there are 12/(3 · 2) = 2 unique
solutions for (5.27):
in2 =
{
2 ⊕ (1 + 0 · 2)
2 ⊕ (1 + 1 · 2)
=
{
3
1
which, using (5.25), translate into the admissible pulse positions:
pn2 =
{
3 · 3 + 1
1 · 3 + 1
=
{
10
4
,
i.e., the restricted pulse position set is T 11 = {4, 10}. If, for example, the pulse
position pn2 = 4 is selected, the corresponding index in2 = 1 is transmitted and
the hidden message can be decoded using (5.26):
mˆ = (2 ⊕ 1) mod 2 = 3 mod 2 = 1 = m.
For pn2 = 10, i.e., in2 = 3, the same result is obtained:
mˆ = (2 ⊕ 3) mod 2 = 1 mod 2 = 1 = m.
An analogous example can be constructed for m = 0 leading to the complementary
restricted pulse position set T 01 = {1, 7}.
Computation of the Hidden Bit Rate
The described partitioning procedure can be applied for more than one pulse pair
and for more than one track, facilitating higher hidden bit rates and a complete
partitioning of the ACELP codebook. In total, the hidden bit rate RDH depends
on the number of pulses used for data hiding and on the ratio |Ttj |/|T
mj
tj
| for each
pulse. It can be computed as
RDH =
fs
LSF
NP−1∑
j=0
ld
|Ttj |
|T
mj
tj
|
. (5.29)
Naturally, with the described scheme, the eﬀective codebook size for each subframe
is reduced by RDH bits to NP · ld (LSF/NT) − RDH bits.
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The Particular Beneﬁt of ACELP JSCDH
As mentioned, ACELP codebook search algorithms are by far non-exhaustive and
the vast majority of codebook entries is not examined in standard search proce-
dures. This fact is elegantly exploited in the present JSCDH scheme.
With the proposed codebook partitioning, usually, each of the 2RDH sub-
codebooks will, individually, be large enough to cover an adequate portion of the
full ACELP codebook, i.e., even the reduced sub-codebooks comprise more entries
than the codebook portion that is examined in the standardized search algorithm.
Hence, with the present partitioning scheme, codebook entries can be taken into
account that have been disregarded in the standard (non-steganographic) imple-
mentation. If it is possible to ﬁnd M “equally good” sub-codebooks, each yielding
a coding performance that is comparable to that of the original algorithm, then
the data hiding procedure does not (or only insigniﬁcantly) degrade the resulting
speech quality. In Section 5.5.3, it will be shown that this can actually be achieved
with the devised JSCDH method, even for relatively high hidden bit rates.
5.4.5 Steganographic Codebook Search Algorithms
Based on a given codebook partitioning, a suitable codebook search algorithm can
be developed. The proposed steganographic codebook search algorithms are based
on the depth-ﬁrst tree search method as brieﬂy introduced in Section 5.4.3. The
depth-ﬁrst approach is known to perform close to the optimum and is widely used
in standardized codecs. Naturally, also steganographic versions of other codebook
search approaches (e.g., based on pulse replacement) are conceivable. Here, the
underlying ideas and principles of the proposed algorithms shall be summarized.
Concrete realizations are detailed in Section 5.5.
Exemplary Depth-First Tree Search (Standard Algorithm)
Before the actual steganographic codebook search algorithms are introduced, the
principles of the standard depth-ﬁrst tree search shall be explained in detail.
An example of a typical depth-ﬁrst FCB search tree is shown in Figure 5.8(a).
The (sub-)frame length is, again, LSF = 12 with NP = 6 pulses in NT = 3 tracks
(two pulses per track). With each of the six tree layers (NP = 6), a pulse is
tentatively added to the current codevector candidate. The pulses are positioned
on the tracks T0, T1 or T2 as annotated in the ﬁgure. Each pulse may assume
one out of LSF/NT = 4 possible positions, i.e., each tree node has four child
nodes.7 Assuming predetermined pulse signs sp(pn), the full search tree for the
pulse positions would comprise NL = 4
6 = 4096 leafs (codevector realizations)
and NN =
∑6
i=1
4i = 5460 nodes (intermediate processing steps). The depth-ﬁrst
search algorithm reduces these numbers signiﬁcantly.
7The root node, as an exception, has only three children, corresponding to the number of
algorithm iterations as explained below.
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(a) Standard search algorithm (RDH = 0, NL = 93, NN = 124)
ca cb cc
T m0
T m0
T m0
T0
T1
T1
T1
T1T1
T1
T2 T2
T2
T2
T2
T2
1
2
3
4
5
6
T
ree
L
ayer
I
IIa IIb IIc
IIIa IIIb IIIc
IVa IVb IVc
(b) Restricted search algorithm (RDH = 1bit/vector, m = 0, NL = 69, NN = 96)
Figure 5.8: Tree representation of depth-ﬁrst ACELP codebook search
algorithms (NP = 6, NT = 3, track length LSF/NT = 4).
The exemplary depth-ﬁrst FCB search proceeds in three iterations, correspon-
ding to three “sub-trees.” The outcome of each iteration is a candidate vector (ca,
cb, and cc) with NP = 6 pulses each. Ultimately, the best vector among these
three candidates is selected.
In the following, it is assumed that pulse positions p0 and p3 are located in
track T0. Likewise, p1, p4 ∈ T1 and p2, p5 ∈ T2. The search algorithm begins with
a ﬁxed ﬁrst pulse that is positioned at the maximum magnitude of the likelihood
vector b = (b(0), b(1), . . . , b(LSF − 1))
T. The track which is associated with the
maximum position pˆ is denoted by Ttˆ with tˆ ∈ {0, 1, . . . , NT − 1}. The respective
pulse position ptˆ is then formally given by
ptˆ = pˆ with pˆ = arg max
0≤k≤LSF−1
|b(k)| and tˆ = pˆ mod NT. (5.30)
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For the present example it is further assumed that pˆ is located in track T0 (i.e.,
tˆ = 0) as indicated in Block I of the Figure 5.8(a). Then, three iterations are
carried out, i.e., the three diﬀerent sub-trees are examined:
1. T1, (T0, T2), (T1, T2) — First sub-tree, Blocks IIa – IVa
2. T2, (T1, T0), (T2, T1) — Second sub-tree, Blocks IIb – IVb
3. T2, (T1, T2), (T0, T1) — Third sub-tree, Blocks IIc – IVc
For each iteration (sub-tree), a diﬀerent assignment of the tracks to the tree layers
is used which is based on a ﬁxed permutation scheme. The braces in the track
sequence denote the full optimization (over all possible position combinations) of
a pulse group (pair). This is detailed below. Note that, in all three cases, the pulse
of the second tree layer, i.e., the ﬁrst one of the respective track sequence, must
not be located in the same track as pˆ (here T0).
The ﬁrst iteration (Blocks IIa – IVa) of the algorithm shall now be described
in more detail. In Block IIa, the second pulse (p1 ∈ T1) is placed on the local
maximum of |b(k)| within track T1:
p1 = argmax
k∈T1
|b(k)|. (5.31)
With the ﬁrst two pulse positions known, Equations (5.20) and (5.21) are used to
compute and store the values of CPIIa and EPIIa based on the subset PIIa = {p0, p1}
of pulse positions.
Then, the actual depth-ﬁrst search begins by optimizing pulse pairs. All posi-
tion combinations for the two pulses p3 ∈ T0 and p2 ∈ T2 are examined exhaustively
(Block IIIa) by maximizing the (partial) CELP criterion C2PIIIa/EPIIIa based on
the pulse subset PIIIa = {p0, p1, p
′
2, p
′
3}:
(p2, p3) = arg max
p′2∈T2
p′3∈T0
C2PIIIa
EPIIIa
. (5.32)
The previously stored values of CPIIa and EPIIa can be used for an eﬃcient im-
plementation of (5.32). Correspondingly, the values CPIIIa and EPIIIa that have
been found for the best position combination (p2, p3) are stored for later use. In
Block IVa of the ﬁgure, the ﬁnal pulse pair p4 ∈ T1 and p5 ∈ T2 is added to the
codevector by using the same procedure:
(p4, p5) = arg max
p′4∈T1
p′5∈T2
C2PIVa
EPIVa
, (5.33)
where PIVa = {p0, p1, p2, p3, p
′
4, p
′
5}. Again, the stored values of CPIIIa and EPIIIa
can be used for an eﬃcient implementation of (5.33) and the values CPIVa and
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EPIVa that have been found for the best position combination (p4, p5) are stored.
The outcome of the ﬁrst algorithm iteration is a candidate codevector ca with
ca(k) =
∑NP−1
n=0
sp(pn) · δ(k − pn).
The second and third iterations of the tree search algorithm work analogously:
In the second iteration, i.e., in Block IIb of the ﬁgure, the local maximum of T2
is selected and assigned to p2. In Blocks IIIb and IVb, the pulse pairs p1 ∈ T1
and p3 ∈ T0 as well as p5 ∈ T2 and p4 ∈ T1 are examined and a candidate cb is
produced. Likewise, in the third iteration, the local maximum of T2 is selected and
assigned to p2. Then, the pulse pairs p1 ∈ T1 and p5 ∈ T2 (Block IIIc) as well as
p3 ∈ T0 and p4 ∈ T1 (Block IVc) are examined and a candidate cc is produced.
Finally, the best vector among the three candidates ca, cb, cc is selected:
ciopt = arg max
c∈{ca,cb,cc}
C2(c)
E(c)
. (5.34)
Aiming at an eﬃcient implementation, the respective values of C(c) and E(c) are
in fact equal to the values of CPIV{a,b,c} , EPIV{a,b,c} that have been previously
stored in the respective iterations. In total, NL = 93 leafs and NN = 124 tree
nodes have been visited to determine the ﬁnal codevector.
Steganography with Restricted Depth-First Tree Search
The simplest method to realize a steganographic codebook search is to retain the
standard search algorithm of the respective codec. The only required modiﬁcation
is to reject “illegal” codevectors in the course of the codebook search, cf. [Iwakiri &
Matsui 1999]. A codevector can be considered illegal if it comprises pulse positions
that are not contained in the respective sets T mt of (5.28). As a more eﬃcient
alternative, a restricted search tree can be established as explained in the following.
However, in both cases, the covered portion of the search space is considerably
reduced with each hidden bit. This, inevitably, leads to inferior speech quality.
An example of this (simple) approach is shown in Figure 5.8(b) which essentially
represents the same tree as in Figure 5.8(a), but now a one-bit message m ∈ {0, 1}
shall be hidden in the ﬁnal codevector (RDH = 1bit/vector). More concretely,
data hiding shall be performed on the position index p3 which represents the
second pulse of track T0. Therefore, the set T0 is partitioned into the subsets T 00
and T 10 . For the present example, m = 0 is assumed. A complementary search
tree exists for m = 1 which is not shown in the ﬁgure. To realize the data hiding
functionality, algorithmic modiﬁcations must be applied in these speciﬁc tree layers
that are associated with pulse p3 ∈ T0. In these layers, T0 is simply replaced by the
restricted sets T m0 . For the three iterations of the search algorithm, the concrete
modiﬁcations can be found in Blocks IIIa (tree layer 3), IIIb (tree layer 4), and IVc
(tree layer 5) where now only two instead of four possible nodes may be selected.
The “illegal” tree paths, (corresponding to T0 \ T 00 ) have been grayed out in the
ﬁgure. If, moreover, an eﬃcient sign encoding is used and the pulse position indices
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are therefore ambiguous, it is important that the ﬁrst pulse of this track has been
positioned beforehand (in Block I) so that the set T m0 can actually be computed
according to (5.28).
The described steganographic version of the search tree comprises NL = 72
leafs and NN = 96 nodes, irrespective of the message m. However, as the covered
portion of the search space is considerably smaller than in the non-steganographic
algorithm (96 vs. 124 nodes), the speech quality is reduced (e.g., the candidate
vector cc in Block IVc is diﬀerent from the original outcome). Therefore, a better
approach is to ﬁnd a new tradeoﬀ between speech quality and computational com-
plexity for a given codebook partitioning, hence dedicated steganographic codebook
search algorithms should be designed as shown in the following.
Steganographic Codebook Search with Additional Iterations
As one simple measure to re-expand the search tree, more iterations can be carried
out, thus examining more sub-trees and producing more candidate codevectors.
Hence, there is a higher probability to ﬁnd a “good” codevector which yields a
high speech quality. An example is depicted in Figure 5.9(a) where, compared to
Figure 5.8(b), a fourth iteration has been added (IId – IVd) so that four instead
of three candidate codevectors (ca, cb, cc, cd) are produced. The number of tree
leafs and nodes are increased to NL = 92 and NN = 129 again, irrespective of the
message m. This method is, however, limited by the number of reasonable track
sequences (permutations) for the iterations (IIa – IId). Therefore, as an alternative,
less pulse positions may be predetermined based on the likelihood vector b.
Steganographic Codebook Search with Regrouped Pulses
The depth-ﬁrst search algorithms discussed so far only optimize pulse pairs which
are successively added to the codevector. Another possibility to re-expand the
search tree is to jointly process more than two pulses, i.e., pulse triples or quadru-
ples may be considered. The concrete (local) optimization procedure as, e.g., in
(5.32) has to be adapted accordingly. The result is a diﬀerent algorithmic schedul-
ing and a broader coverage of the search tree.
In the reorganized search tree of Figure 5.9(b), the joint optimization of two
pulse pairs (see IIIa – IIIc and IVa – IVc of Figure 5.8(b)) has been replaced by the
optimization of a pulse triple (IIIa – IIIc) followed by the optimization of a single
pulse (IVa – IVc). The optimization procedure for the ﬁrst and the second pulse
(I and IIa – IIc) is unchanged from the standard algorithm and the data hiding
is still conducted in tree layers 3 (Block IIIa), 4 (Block IIIb), and 5 (Block IIIc)
for the three iterations. The described modiﬁcations lead to NL = 105 leafs and
NN = 154 visited tree nodes which is, though a little bit more complex than the
original algorithm (NN = 124), still in the same order of magnitude and much
smaller than an exhaustive search.
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(a) Steganographic codebook search with additional iteration (Blocks IId – IVd)
(RDH = 1bit/vector, m = 0, NL = 92, NN = 129)
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(b) Steganographic codebook search with pulse regrouping:
pulse triple (Blocks IIIa – IIIc) and single pulse (Blocks IVa – IVc)
(RDH = 1bit/vector, m = 0, NL = 105, NN = 154)
Figure 5.9: Modiﬁed depth-ﬁrst ACELP codebook search algorithms.
Precedence Relations and Complexity Considerations
In any case, with the reorganization of the codebook search, also the determination
of the restricted position sets T mt has to be accounted for. As the admissible
positions may depend on other, previously determined pulse positions or indices,
certain precedence relations have to be regarded in the algorithm design.
As an example, the restricted sets T m0 shall be used to determine the pulse
position p3 ∈ T m0 . However, as in (5.28), T
m
0 itself depends on the index i0 of the
pulse at position p0 ∈ T0. Then, the determination of p0 (and therefore i0) must
always be scheduled to a lower tree layer (i.e., closer to the tree root) than the
determination of p3 so that the value for i0 is known before T m0 must be computed.
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The general idea is to optimize the unrestricted pulses (sets Tt) before the
restricted pulse sets T mt are computed and used. However, this should only be
done if required, because an early scheduling (low tree layer) of tracks with many
candidate positions considerably increases the number of tree nodes and, hence, the
complexity. Moreover, a joint optimization of two or more pulses that (mutually)
depend on each other should be avoided if possible because the respective sets T mt
must be computed within a nested loop in this case which is also computationally
complex.
5.5 Practical Examples
The method for JSCDH in ACELP codecs as introduced above shall now be
applied to standardized and widely deployed codecs, namely the ITU-T G.729
(Section 5.5.1) and the 3GPP EFR codec which is virtually identical with the
12.2 kbit/s mode of the 3GPP AMR codec (Section 5.5.2). Codec-speciﬁc details
as well as some concrete implementation aspects of the data hiding algorithms are
described, cf. [Geiser & Vary 2007a, Vary & Geiser 2007, Geiser & Vary 2008b].
Then, the resulting performance is analyzed by measuring the incurred speech
quality loss (Section 5.5.3). The respective quality scores are obtained with the
objective PESQ evaluation tool [ITU-T 2001, Rix et al. 2001]. Moreover, objective
SNR measurements as well as the results of a subjective ABX test are stated. For
reference, the results of the proposed algorithms are compared with a number of
other proposals from the literature (cf. Section 5.3).
5.5.1 ITU-T G.729 Annex A (CS-ACELP)
As a ﬁrst (simple) example, JSCDH is applied to the ﬁxed codebook of the ITU-T
G.729 CS-ACELP codec [ITU-T 1996b, Salami et al. 1998]. This narrowband
codec operates at a sampling frequency of fs = 8 kHz and uses 5ms subframes
(LSF = 40) for the FCB search. In particular, Annex A of the standard (G.729A)
is employed here as a reference since an eﬃcient depth-ﬁrst tree search approach
is used therein to determine the positions of in total four pulses (NP = 4). The
pulse signs sp(pn) are predetermined out of the loop as explained in Section 5.4.3.
Since not more than one pulse can be placed in one track, no eﬃcient sign encoding
scheme is needed. Therefore, a pulse position index in is directly associated with
a speciﬁc position in the bitstream and no ambiguities occur.
The FCB structure with all allowable pulse positions is tabulated in Table 5.1.
A particular characteristic of the G.729 FCB is that NP = 4 pulses are placed in
NT = 5 tracks. As shown in Table 5.1, this is solved by selecting p3 either from
track T3 or from track T4. With the given codebook structure, the full search tree
to evaluate all possible position combinations has NL = 2
3+3+3+4 = 8192 leafs and
NN = 8776 nodes.
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Table 5.1: FCB structure of the ITU-T G.729 codec.
pulse number (n) valid pulse positions (pn) and associated tracks (Tt)
0 0, 5, 10, 15, 20, 25, 30, 35 (T0)
1 1, 6, 11, 16, 21, 26, 31, 36 (T1)
2 2, 7, 12, 17, 22, 27, 32, 37 (T2)
3 3, 8, 13, 18, 23, 28, 33, 38︸ ︷︷ ︸
T3
, 4, 9, 14, 19, 24, 29, 34, 39︸ ︷︷ ︸
T4
Standard Codebook Search
In Annex A of G.729, the full search tree is reduced by the preselection of two
promising out of eight possible positions for the ﬁrst pulse and by using a depth ﬁrst
search approach. The preselection is, again, based on the maximum magnitudes of
a pulse position likelihood vector b which, in this case, is simply identical with the
vector d from the numerator of the CELP criterion (5.16). The resulting reduced
tracks (containing only the two pulse positions where |b(k)| is locally maximum)
are denoted by T ′t . The standard deﬁnes a codebook search with four iterations
and the following ﬁxed scheduling of track sequences:
1. (T ′2 , T3), (T0, T1) 3. (T
′
3 , T0), (T1, T2)
2. (T ′2 , T4), (T0, T1) 4. (T
′
4 , T0), (T1, T2)
The search is organized such that, in each iteration, two pulse pairs are successively
optimized. This is indicated by the braces in the track sequences. The search
tree that is spanned by this scheduling comprises NL = 316 leafs and NN = 360
nodes which poses a tremendous reduction of the computational complexity in
comparison to the full search tree.
Codebook Partitioning for Steganography
As a concrete example for ACELP JSCDH in G.729A, three bits shall be hidden
inside the FCB index for each subframe. This amounts to a hidden data rate
of RDH = 3bits/5ms = 600 bit/s. The three message bits mj ∈ {0, 1} with
j ∈ {0, 1, 2} in each subframe are individually hidden in the three pulse position
indices i1, i2, and i3 that are associated with the pulse positions p1, p2, and p3.
As, in G.729, there is only one (or no) pulse per track, i.e., there is no ambiguity
in the bitstream due to sign encoding, a relatively simple codebook partitioning
scheme can be employed as shown in Table 5.2 and in Figure 5.10. The decoding
of mj is also straight forward.
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Table 5.2: Restricted FCB structure for ITU-T G.729, RDH = 600bit/s.
pulse number (n) valid pulse positions (pn) and associated tracks (T
mj
t )
0 0, 5, 10, 15, 20, 25, 30, 35 (T0)
1 1 + NT m0, 11 + NT m0, 21 + NT m0, 31 + NT m0 (T
m0
1 )
2 2 + NT m1, 12 + NT m1, 22 + NT m1, 32 + NT m1 (T
m1
2 )
3 3 + NT m2, 13 + NT m2, 23 + NT m2, 33 + NT m2, (T
m2
3 )
9 − NT m2, 19 − NT m2, 29 − NT m2, 39 − NT m2 (T
m2
4 )
p0 ∈ T0
p1 ∈ T
m0
1
p2 ∈ T
m1
2}
p3 ∈ T
m2
3 ∪ T
m2
4
Figure 5.10: Codebook partitioning for ITU-T G.729A according to Ta-
ble 5.2. The ﬁrst track is unrestricted (positions marked with
big black dots may be chosen). In the other tracks, positions
marked with a circle indicate mj = 0, positions marked with
a cross indicate mj = 1. (NT = 5)
Steganographic Codebook Search
Based on the chosen codebook partitioning, a novel steganographic codebook
search algorithm has been devised. It must be noted that, in this case, the stan-
dardized algorithm of G.729A is not applicable because the preselection of two
candidate positions according to the vector b may contradict with the restricted
pulse positions sets in some cases, i.e., T ′t ∩ T
mj
t = ∅.
Here, based on the given hidden bit rate and codebook partitioning, the speech
quality shall be maximized. In fact, this is easily achieved with a full tree search
over the restricted codebook of Table 5.2. Using the notation from above, just
a single track sequence (T m01 , T
m1
2 , T
m2
3 ∪ T
m2
4 , T0) is evaluated. The number of
visited tree leafs and nodes in this case is NL = 1024 and NN = 1172, respectively.
The complexity is clearly higher than with the standard codebook search algorithm
but, nevertheless, still considerably lower than a full codebook search based on the
unrestricted codebook of Table 5.1 (factor of 23 = 8 in terms of tree leafs).
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Table 5.3: FCB structure of the 3GPP EFR codec.
pulse number (n) valid pulse positions (pn) and associated tracks (Tt)
0, 5 0, 5, 10, 15, 20, 25, 30, 35 (T0)
1, 6 1, 6, 11, 16, 21, 26, 31, 36 (T1)
2, 7 2, 7, 12, 17, 22, 27, 32, 37 (T2)
3, 8 3, 8, 13, 18, 23, 28, 33, 38 (T3)
4, 9 4, 9, 14, 19, 24, 29, 34, 39 (T4)
5.5.2 3GPP EFR (ACELP)
As a second application example, ACELP JSCDH shall be applied to the 3GPP
EFR codec [ETSI 1998, Järvinen et al. 1997] which, as G.729, also uses 5ms
subframes, a sampling rate of fs = 8kHz, and a ﬁxed codebook search based on a
depth-ﬁrst tree search approach with preselection of some pulses.
In total, NP = 10 pulses are placed in NT = 5 tracks with two pulses for
each track, see Table 5.3. Also here, pulse signs sp(pn) are predetermined out of
the loop (Section 5.4.3), but, as two pulses are coded for one track, an eﬃcient
encoding scheme is employed for the pulse signs which makes the bitstream order
of the pulse position indices ambiguous. The size of the full search tree with its
1.07 · 109 leafs and 1.23 · 109 nodes is immense and a strong complexity reduction
is inevitable for any practically viable codebook search algorithm.
In the following, the standardized codebook search algorithm based on a depth-
ﬁrst tree search with preselection is summarized. Then, a new codebook parti-
tioning that is suited to hide RDH = 10bit/5ms = 2kbit/s of data in the pulse
position indices is introduced along with the respective steganographic codebook
search algorithm. Other conﬁgurations (with hidden bit rates down to 200 bit/s)
are summarized in Appendix C.
Standard Codebook Search
The 3GPP EFR codec reduces the full FCB search tree by a depth-ﬁrst approach
and by ﬁxing two pulses at the global or local maximum magnitude of the likelihood
vector b = (b(0), b(1), . . . , b(LSF − 1))T. The standard deﬁnes this vector as the
sum of the normalized long-term prediction residual uLTP (see [ETSI 1998]) and
the normalized vector d from (5.16):
b =
uLTP
||uLTP||
+
d
||d||
. (5.35)
In the FCB search, the ﬁrst pulse is ﬁxed on the global maximum of |b(k)|. The
track that is associated with the position of this maximum is denoted by Tt0 . Then,
four iterations are carried out. In these iterations, a second pulse is tentatively set
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Table 5.4: Restricted FCB structure for 3GPP EFR, RDH = 2kbit/s.
pulse
number (n)
ﬁrst valid position second valid position track
5 5 · G−1
(
G(i0) ⊕ m0
)
5 · G−1
(
G(i0) ⊕ (m0 + 4)
)
T m00
6 5 · G−1
(
G(i1) ⊕ m1
)
+ 1 5 · G−1
(
G(i1) ⊕ (m1 + 4)
)
+ 1 T m11
7 5 · G−1
(
G(i2) ⊕ m2
)
+ 2 5 · G−1
(
G(i2) ⊕ (m2 + 4)
)
+ 2 T m22
8 5 · G−1
(
G(i3) ⊕ m3
)
+ 3 5 · G−1
(
G(i3) ⊕ (m3 + 4)
)
+ 3 T m33
9 5 · G−1
(
G(i4) ⊕ m4
)
+ 4 5 · G−1
(
G(i4) ⊕ (m4 + 4)
)
+ 4 T m44
on the local maximum of |b(k)| within each of the four tracks that have not yet
been occupied by the ﬁrst pulse. Thereby, the employed track order is deﬁned by
the track indices tν = [(t0 + ν) mod NT] for ν ∈ {1, . . . , NT − 1}. The remaining
eight pulses are then optimized in pairs.
Assuming a ﬁxed ﬁrst pulse in track Tt0 , the following scheduling is used in the
search algorithm to optimize the remaining nine pulses, the braces denoting pulse
tracks that are optimized jointly:
1. Tt1 , (Tt2 , Tt3), (Tt4 , Tt0), (Tt1 , Tt2), (Tt3 , Tt4)
2. Tt2 , (Tt3 , Tt4), (Tt0 , Tt1), (Tt2 , Tt3), (Tt4 , Tt1)
3. Tt3 , (Tt4 , Tt0), (Tt1 , Tt2), (Tt3 , Tt4), (Tt1 , Tt2)
4. Tt4 , (Tt0 , Tt1), (Tt2 , Tt3), (Tt4 , Tt1), (Tt2 , Tt3)
The scheduling for the latter three iterations is derived from the ﬁrst one by a
cyclical shift of the track assignment for the last nine pulses. The corresponding
search tree has NL = 1008 leafs and NN = 1157 nodes, thus facilitating an imple-
mentation with manageable complexity.
Codebook Partitioning for Steganography
The proposed codebook partitioning for the 3GPP EFR codec is based on the
pulse position indices in according to (5.25) instead of the actual positions pn.
The procedure follows the description of Section 5.4.4.
To solve the parity condition (5.26) for the admissible indices in2 , the ﬁrst
index in1 must already be known. Therefore, only the positions for the second
pulse in each track (i.e., p5, p6, . . . , p9) are restricted here. To achieve the de-
sired bit rate of 2 kbit/s (or 10 bits per 5ms subframe), NT = 5 (sub-)messages
mj ∈ {0, . . . ,M − 1} with j ∈ {0, . . . , NT − 1} and ldM = 2bits each must be
138
5.5 Practical Examples
Table 5.5: Gray index assignment for pulse pos. indices in 3GPP EFR.
i 0 1 2 3 4 5 6 7
ibin. 000 001 010 011 100 101 110 111
G(i) 0 1 3 2 6 4 5 7
[G(i)]bin. 000 001 011 010 110 100 101 111
embedded within each of the 3-bit indices i5, i6, . . . , i9. The total rate of 2 kbit/s
results from (5.29). Hence, 23/22 = 2 admissible pulse positions remain for each
of the pulses p5, p6, . . . , p9. According to (5.28), the restricted track sets are:
T
mj
t = {NT · (in1 ⊕ mj) + t, NT · (in1 ⊕ (mj + M)) + t} . (5.36)
with t ∈ {0, 1, . . . , NT − 1} and M = 4. To obtain a concrete codebook partition-
ing, suitable values for n1 and for the (sub-)message indices j must be selected.
To properly resolve the bit position ambiguity of it and it+NT in the bitstream,
n1 must be equal to t so that it and it+NT are algebraically coupled as deﬁned in
(5.26). For the (sub-)message indices j, it is convenient to let j = t as well. These
choices result in the ﬁnal sets
T mtt = {NT · (it ⊕ mt) + t, NT · (it ⊕ (mt + M)) + t} . (5.37)
These restricted track sets can now be used to optimize the pulse positions
p5, p6, . . . , p9 and the corresponding indices i5, i6, . . . , i9.
As an extension of (5.37), it is beneﬁcial (as shown below) to take the standardized
Gray code index assignment G(in) [ETSI 1998] of the pulse position codewords in
into account. The employed Gray code is detailed in Table 5.5. To incorporate G(·)
into the codebook partitioning, Equation (5.26) is modiﬁed so that, eﬀectively, the
parity condition is enforced in the Gray coded domain:
[G(in1 ) ⊕ G(in2 )] mod M
!
= mj . (5.38)
Solving (5.38) for in2 yields LSF/(NT · M) = 40/(5 · 4) = 2 solutions, cf. (5.27):
in2 = G
−1
(
G(in1) ⊕ (mj + ν · M)
)
with ν ∈ {0, 1} . (5.39)
Using (5.25) and setting n1 = j = t, the restricted track sets ﬁnally become:
T mtt =
{
NT · G
−1
(
G(it) ⊕ mt
)
+ t, NT · G
−1
(
G(it) ⊕ (mt + M)
)
+ t
}
. (5.40)
The complete set of admissible pulse positions for p5, . . . , p9 is given in Table 5.4
(the track sets for p0, . . . , p4 are unchanged from Table 5.3).
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Naturally, G(·) and G−1(·) could also be omitted to achieve a valid codebook
partitioning, see (5.37), but the reason for their inclusion is an increased robust-
ness of the hidden information to transmission errors. The Gray coding has the
undesired property that a single bit error in a Gray coded codeword G(in) may re-
sult in two (or even three) bit errors within the decoded codeword in.8 Hence, the
error rate for the steganographic data would be needlessly increased by a signiﬁ-
cant amount. Further note that, when decoding the hidden bits, the Gray coded
versions of the pulse position codewords are directly available from the codec bit-
stream, i.e., no further decoding operation is necessary. The decoding equation is
essentially identical to (5.38), concretely:
mˆt = [ G (it)︸ ︷︷ ︸ ⊕ G (it+5)︸ ︷︷ ︸ ] mod M for t ∈ {0, . . . , NT − 1} . (5.41)
directly available
from the bitstream
Steganographic Codebook Search
Using the restricted FCB of Table 5.4 in conjunction with the standard search
procedure that has been described above would result in a signiﬁcantly degraded
speech quality, because instead of 1008 leafs and 1157 nodes, now merely 336 leafs
and 413 nodes would be examined. An extension of the search space is therefore
very important.
In the steganographic codebook search that has been described in Section 5.5.1 for
the ITU-T G.729A codec, the speech quality could be maximized by employing a
full tree search that was only restricted by the steganographic index constraints.
However, in the case of the 3GPP EFR codec, this approach would still be too
complex. The full tree search examines 1.07 · 109 candidate codevectors. With the
above codebook partitioning to achieve a hidden rate of 10 bits per subframe, 210
sub-codebooks have been established. Still, 1.07 · 109/210 ≈ 1.04 · 106 candidate
vectors remain for each sub-codebook. Therefore, the goal here shall be to achieve
a complexity that is not much higher than that of the standardized codebook
search algorithm.
As one possible solution, a modiﬁed depth-ﬁrst search with pulse regrouping is
used, cf. Section 5.4.5. The algorithm retains the ﬁxed position of the ﬁrst pulse
on the maximum magnitude of b and also the four iterations, where the second
pulse is tentatively placed on the local maxima within the unoccupied tracks. The
search space expansion is actually achieved by jointly optimizing the positions of
four instead of two pulses.
8If for example the ﬁrst bit of the Gray code 110 is disturbed, i.e., the codeword 010 is
received, in is changed in all three bit positions (from 100 to 011).
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Given a choice for ﬁrst pulse from track Tt0 (max. of |b(k)|), the concrete scheduling
for the steganographic codebook search can be stated as:
1. Tt1 , (T
m0
t0
, T m1t1 , Tt2 , Tt3), (T
m2
t2
, T m3t3 , Tt4 , T
m4
t4
)
2. Tt2 , (T
m0
t0
, T m2t2 , Tt3 , Tt4), (T
m3
t3
, T m4t4 , Tt1 , T
m1
t1
)
3. Tt3 , (T
m0
t0
, T m3t3 , Tt4 , Tt1), (T
m4
t4
, T m1t1 , Tt2 , T
m2
t2
)
4. Tt4 , (T
m0
t0
, T m4t4 , Tt1 , Tt2), (T
m1
t1
, T m2t2 , Tt3 , T
m3
t3
),
where, again, tν = [(t0 + ν) mod NT] for ν ∈ {1, . . . , NT − 1}. The number of
tree leafs amounts to NL = 1272 and the number of visited nodes is NN = 1589.
These ﬁgures are actually relatively close to the original numbers (1008 and
1157). Therefore, a similar speech quality as with the standard codebook search
algorithm can be expected. Note that, in the above track scheduling, the restricted
tracks have been scheduled as early as possible which considerably reduces the
number of visited tree nodes. An unfavorable scheduling where the restricted
tracks would be scheduled as late as possible (while preserving the pulse grouping
in quadruples) would lead to 2309 tree nodes.
Finally, the entire steganographic codebook search algorithm to hide 2 kbit/s in
the EFR bitstream, as implemented in software, is summarized in the box below.
In addition to the present algorithm for RDH = 2kbit/s, Appendix C discusses
several other data hiding modes for 3GPP EFR that oﬀer lower hidden data rates
(down to 200 bit/s).
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1. Let (t0, . . . , tNT−1) with tν+1 = [(tν + 1) mod NT] and NT = 5
denote the preselected permutation of track indices which ensures
that the maximum of |b(k)|, see (5.35), lies in track Tt0 , i.e.,
t0 = [argmax
k
|b(k)|] mod NT.
2. Fix the ﬁrst pulse pt0 on the global maximum of |b(k)|, i.e.,
pt0 = arg max
k∈Tt0
|b(k)|.
3. Compute the admissible values for the second pulse pt0+Nt , i.e., es-
tablish the restricted track set T
mt0
t0
according to Table 5.4. Equa-
tion (5.25) can be used to obtain the pulse position index it0 .
4. Initialize the iteration counter.
5. Set the pulse pt1 to the position of the maximum of |b(k)| within
track Tt1 , i.e., pt1 = arg max
k∈Tt1
|b(k)|.
6. Compute the admissible values for pt1+NT , i.e., establish the re-
stricted track set T
mt1
t1
according to Table 5.4.
7. Jointly optimize pt0+NT ∈ T
mt0
t0
, pt1+NT ∈ T
mt1
t1
, pt2 ∈ Tt2 , and
pt3 ∈ Tt3 . The partial CELP criterion C
2
PI
/EPI , as deﬁned by
(5.20) and (5.21), is maximized. The set PI comprises the pulse
positions that are known so far.
8. Compute the admissible values for pt2+NT and pt3+NT , i.e., establish
the restricted track sets T
mt2
t2
and T
mt3
t3
according to Table 5.4.
9. Jointly optimize pt2+NT ∈ T
mt2
t2
, pt3+NT ∈ T
mt3
t3
, pt4 ∈ Tt4 , and
pt4+NT ∈ T
mt4
t4
. The CELP criterion C2PII /EPII is maximized
whereby the set PII contains all NP pulses. In the course of the
optimization, the admissible values for pt4+NT must also be updated
suitably (recomputation of T
mt4
t4
for each new value of pt4).
10. Compare the new candidate codevector with the best vector of all
previous iterations. Remember the selected codevector, if an im-
provement is obtained.
11. Cyclically shift the current permutation of track indices:
tν ← t(ν mod (NT−1))+1 for ν ∈ {1, . . . , NT − 1}.
12. Increase the iteration counter and stop if four iterations have been
carried out; otherwise go to Step 5.
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Figure 5.11: Results for JSCDH in ACELP codecs. Evaluation of average
PESQ loss compared to standard codec (Δ-PESQ).
5.5.3 Evaluation and Test Results
In the following, the proposed data hiding algorithms shall be evaluated using both
objective and subjective test methods. Of particular interest is the potential loss
in narrowband speech quality due to the hidden data. For the present evaluation,
the hidden messages are in general generated randomly.
Objective Evaluation (PESQ)
The ITU-T PESQ tool [ITU-T 2001, Rix et al. 2001] is suited to evaluate the
quality of processed (decoded) narrowband speech signals based on the respective
reference (original) samples. The PESQ score ranges from approx. 1.0 (very bad
quality) to 4.6 (excellent quality) and is assumed to approximate the outcome of a
subjective listening test based on the classical MOS (mean opinion score) scale. In
the context of JSCDH in speech codecs, the PESQ loss is important. Therefore,
the PESQ scores for both the standard codecs (PESQstd.) and for the modiﬁed
steganographic codecs (PESQsteg.) are measured and averaged over the entire NTT
speech corpus [NTT 1994] at an “active speech level” according to [ITU-T 1993b]
of −26 dBov. The impact of the data hiding operation is then assessed via the
diﬀerential score
Δ-PESQ
.
= PESQstd. − PESQsteg.. (5.42)
The results (avg. ± std. dev.) for JSCDH in the ITU-T G.729A codec (Sec-
tion 5.5.1) and the 3GPP EFR codec (Section 5.5.2) under clean speech condi-
tions are shown in Figure 5.11(a). The additional hidden bit rate modes for the
EFR as shown in the ﬁgure are summarized in Appendix C. In general, values of
Δ-PESQ < 0.2 indicate that the quality loss is very moderate or even negligible.
In fact, at a low hidden bit rate of RDH = 200 bit/s for the EFR codec, even a
small quality improvement over the standard codec can be observed. This can
be attributed to the fact that the implemented steganographic codebook search
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algorithm for RDH = 200 bit/s is relatively complex and much more candidate
codevectors are examined than in the standard. Some results for noisy speech con-
ditions, using the “m109” noise of the Noisex-92 database [Noisex-92: Database
of recording of various noises 1992], are shown in Figure 5.11(b). The noise obvi-
ously has no or little impact, at least for low and medium hidden bit rates. For
high hidden bit rates (RDH = 2kbit/s), the excellent performance under clean
speech can be maintained down to SNR values of ca. 5 dB. Below this value, the
ﬁxed codebook contribution apparently gains too much importance, resulting in a
somewhat higher (but nevertheless acceptable) quality loss.
The abscissa of Figure 5.11(a) shows the absolute hidden data rate RDH. To
provide a more fair comparison among diﬀerent methods and codecs, Figure 5.12
displays the same results plotted over the relative hidden rate, i.e., RDH divided
by the codec bit rate Rcodec. As additional references, several values of Δ-PESQ
for other data hiding methods that have been published in the literature (cf. Sec-
tion 5.3.3) are included. The direct comparison conﬁrms an exceptionally low
speech quality loss of the proposed JSCDH method over the entire range of bit
rates. Still, in Figure 5.12, it is obvious that the proposed data hiding method
in the G.729A codec performs somewhat worse when compared to the EFR solu-
tion. For example, EFR data hiding with a bit rate of RDH = 1.65 kbit/s (relative
hidden rate: 13.5%) leads to the same quality loss as G.729A data hiding with
RDH = 0.6 kbit/s (relative hidden rate: 7.5%). A possible explanation for this be-
havior lies in the simple structure of the G.729 ﬁxed codebook which only allows
one pulse per track (cf. Table 5.1). When the restricted codebook according to
Table 5.2 is used, some pulse positions within the excitation vector c cannot be
occupied anymore. The EFR coder, in contrast, places two pulses in one track (cf.
Table 5.3) and, according to Table 5.4, only one of these two pulses is restricted
for data hiding. The ﬁrst pulse in each track may assume all possible positions
which leaves suﬃcient degrees of freedom to constrain the speech quality loss.
Objective Evaluation (HWR)
As a second objective quality measure, the “Host-to-Watermark” ratio (HWR) as
deﬁned in Section 5.1.1 is exemplarily evaluated for data hiding with 2 kbit/s in
the 3GPP EFR codec. Here, the HWR is the logarithmic ratio between the power
of the unmodiﬁed decoded speech and the power of the “watermark signal” which
is deﬁned as the diﬀerence signal between the unmodiﬁed decoded speech and the
decoded speech with hidden data. The HWR for the example waveform shown in
Figure 5.13 is ca. 20.3 dB. Measurements based on a larger speech database reveal
that the steganographic EFR codec with its 2 kbit/s of hidden data exhibits an
averaged HWR of 19.3 dB. To provide a meaningful comparison, also the average
SNR that is incurred when migrating from the standard ﬂoating point implemen-
tation to the standard ﬁxed point implementation of this codec has been measured.
The respective measurement yields 20.3 dB which is merely 1 dB above the HWR
of the data hiding scheme.
144
5.5 Practical Examples
0
0.
050.
1
0.
150.
2
0.
250.
3
0.
35
[C
h
en
&
L
iu
20
07
],
IT
U
-T
G
.7
23
.1
,
6.
3
k
b
it
/s
[C
h
ét
ry
&
D
av
ie
s
20
06
],
G
S
M
06
.1
0
[I
to
et
al
.
20
09
],
IT
U
-T
G
.7
11
[L
ic
ai
&
S
h
u
oz
h
on
g
20
06
],
G
S
M
06
.1
0
[N
is
h
im
u
ra
20
09
],
G
S
M
06
.6
0[S
h
ah
b
az
i
et
al
.
20
10
b]
,
G
S
M
06
.6
0
[S
h
ah
b
az
i
et
al
.
20
10
a
],
G
S
M
06
.1
0
[T
ia
n
et
al
.
20
09
],
IT
U
-T
G
.7
29
A
IT
U
-T
G
.7
2
9
A
(p
ro
p
o
se
d
)
[N
is
h
im
u
ra
20
09
],
G
S
M
06
.9
0,
4.
75
k
b
it
/s
[N
is
h
im
u
ra
20
09
],
G
S
M
06
.9
0,
7.
4
k
b
it
/s
G
S
M
0
6
.6
0
(p
ro
p
o
se
d
)
G
S
M
0
6
.6
0
(p
ro
p
o
se
d
,
V
B
R
,
se
e
S
e
c
ti
o
n
5
.6
)
0.
02
0.
04
0.
06
0.
08
0.
1
0.
12
0.
14
0.
16
Δ-PESQ
R
D
H
/
R
c
o
d
e
c
F
ig
u
re
5
.1
2
:
C
o
m
p
a
ri
so
n
o
f
sp
ee
ch
co
d
ec
d
a
ta
h
id
in
g
a
lg
o
ri
th
m
s
b
a
se
d
o
n
a
re
la
ti
v
e
h
id
d
en
b
it
ra
te
(R
D
H
/
R
c
o
d
e
c
).
E
v
a
lu
a
ti
o
n
o
f
a
v
er
a
g
e
P
E
S
Q
lo
ss
co
m
p
a
re
d
to
st
a
n
d
a
rd
co
d
ec
(Δ
-P
E
S
Q
).
V
a
lu
es
a
re
ta
k
en
fr
o
m
th
e
re
sp
ec
ti
v
e
p
u
b
li
ca
ti
o
n
s.
(V
B
R
:
V
a
ri
a
b
le
B
it
R
a
te
)
145
Chapter 5 – Steganographic Parameter Transmission
Subjective Listening Test (ABX)
In order to assess if any diﬀerence can be perceived between decoded speech
samples from both versions of the EFR codec, an ABX listening test was con-
ducted where eleven experienced listeners—using closed back headphones in a quiet
environment—had to decide whether the presented test sample X was equal to ref-
erence A or B. The options A and B have been randomly assigned to “standard
EFR coded speech” and “speech with 2 kbit/s of hidden data.” The data hiding
mode with 2 kbit/s has been chosen as a worst case scenario since the previous
PESQ evaluation indicated the highest potential quality impact in this case. For
the test, six short utterances from the NTT corpus [NTT 1994] (three female
and three male speakers) have been processed by both versions of the coder and
presented to the subjects. Each utterance had to be judged four times. Before
making a judgment, the samples A, B, and X could be played ad libitum. In total,
11 · 4 · 6 = 264 votes have been received, and only in 162 cases (61%), the correct
decision was made. A statistically signiﬁcant number of correct votes was only
observed for the female speech samples (66%, 66%, 70%). All listeners agreed that
the (possibly) perceived diﬀerences were very hard to detect and that the diﬀerence
between samples A and B in terms of speech quality is very small.
Example Waveform and “Segmental PESQ Scores”
To gain a more detailed insight into the characteristics of the proposed JSCDH
scheme, a concrete example waveform is presented in the upper graph of Fi-
gure 5.13. The 3GPP EFR codec with 2 kbit/s of hidden data has been used
to produce this example. In the graph, apart from the output of the stegano-
graphic codec, also the diﬀerence signal between the outputs of the unmodiﬁed
(standard) EFR codec and the steganographic codec version is plotted.
The impact of the data hiding operation is obviously dependent on the char-
acteristics of the current signal segment, i.e., speech sound. While the diﬀerence
signal is relatively small for voiced speech (e.g., around time index 1.0 s), it may
nearly attain the level of unvoiced speech (e.g., around time index 0.6 s). This
observation is easily explained when recalling that the data is hidden in the in-
dex for the ﬁxed (stochastic) codebook of the ACELP codec which is particularly
important in regenerating the typical noise characteristics of unvoiced speech. In
voiced speech, the ﬁxed codebook is less important while the adaptive codebook
provides the major contribution to the ﬁnal excitation signal.
To analyze the perceptual impact of the data hiding operation on diﬀerent
speech segments, a “segmental” PESQ score diﬀerence has been computed. There-
fore, the ITU-T PESQ tool [ITU-T 2001, Rix et al. 2001] for objective judgment
of the speech quality of narrowband signals has been modiﬁed to map its internal
framewise signal representation (16ms frames) directly to the usual PESQ scale
(MOS-LQO, 1.0 – 4.6) without any further temporal processing and averaging so
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Figure 5.13: Example waveforms for data hiding with 2 kbit/s in the
3GPP EFR codec. Spoken text of the female speaker: “Oak
is strong and also gives shade.” An objective quality evalu-
ation is given in terms of a segmental PESQ score diﬀerence
(Δ-PESQseg).
that detrimental eﬀects on speech quality can be analyzed with a much ﬁner tem-
poral granularity. The lower graph in Figure 5.13 shows the diﬀerence in segmental
PESQ scores between the output of the standard EFR codec and the output of
the steganographic EFR codec. Positive values of Δ-PESQseg indicate that the
standard version of the codec is (momentarily) better than the steganographic
version and vice versa for negative values. It can be observed that, although the
diﬀerence signal is rather large in unvoiced speech, this has no signiﬁcant impact
on speech quality which can be explained by the fact that the actual realization of
the noise process is not important for human auditory perception. However, there
are a few speech segments where the data hiding actually leads to signiﬁcantly
lower segmental PESQ scores. In the ﬁgure, time indices where Δ-PESQseg ≥ 0.5
are marked with vertical black lines. Thereby, as a tendency, it can be observed
that onset segments (especially voiced onsets) and segments where a sudden pitch
change occurs are particularly sensitive, an observation which is also conﬁrmed by
inspecting other speech samples than the presented one. The explanation here is
that the ﬁxed codebook contribution is essential in building up the vibration at the
beginning of a voiced speech segment, because the adaptive codebook is not yet
eﬀective at this point (the memory of the adaptive codebook is still ﬁlled with un-
voiced speech, noise, or silence). On the other hand, there are a few other segments
where the quality has even improved over the standard codec. This is possible be-
cause the steganographic codebook search algorithm covers diﬀerent parts of the
algebraic codebook than the, also non-exhaustive, standard algorithm.
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Figure 5.14: Results for JSCDH with variable rate in the 3GPP EFR
codec. Evaluation of average PESQ loss compared to stan-
dard codec (Δ-PESQ). The high hidden bit rate RˆDH of
each data hiding mode is indicated by the individual graph
markers. The associated low hidden bit rate R˘DH for critical
speech segments is directly annotated at the corresponding
data points.
5.6 ACELP Data Hiding with Variable Bit Rate
The diﬀerent impact of the data hiding procedure on speciﬁc speech segments
which has been shown above can actually be “evened out” by adapting the hidden
data rate (and therefore the degrees of freedom for the ﬁxed codebook) to the
characteristics of the current speech segment, leading to a data hiding scheme
with variable bit rate. Here, variable rate data hiding shall be achieved with a
combination of two hidden bit rate modes. Thereby, the lower hidden rate R˘DH
shall be used for particularly quality-sensitive speech (sub)frames (as marked with
the vertical lines in Figure 5.13) while the higher hidden rate RˆDH shall be used
for the remaining (uncritical) speech (sub)frames.
The switching between the two bit rate modes shall be controlled by a frame
classiﬁer. However, to be able to recover the hidden message, it is important that
the outcome of the frame classiﬁcation is available at the decoder side as well. If
no hidden bits shall be sacriﬁced to embed the classiﬁcation result itself into the
codec bitstream, the classiﬁcation must rely on quantized codec parameters that
are available to both the encoder and the decoder. As an additional requirement,
suitable quantized parameters must be available before the steganographic code-
book search is conducted. For the 3GPP EFR codec, according to [ETSI 1998],
the spectral envelope, the pitch lag, and the pitch gain parameters of the current
speech frame (and in principle all parameters of previous frames) are usable to
decide on the hidden bit rate mode (R˘DH or RˆDH). It is important to note that
the gain for the ﬁxed codebook is not use-able for this classiﬁcation task since it
depends on the ﬁxed codebook index. The ﬁxed codebook index, in turn, depends
on the chosen hidden bit rate.
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As an example, a simple tree-based classiﬁcator [Breiman et al. 1984] has been
trained based on the current quantized parameters (spectral envelope, pitch lag
and gain). The frames in the training set have been labeled as critical or uncritical
based on a certain threshold for the segmental PESQ measure in the respective
frame. Using the trained classiﬁer to switch between the two bit rates, the resulting
speech quality loss (Δ-PESQ) has been evaluated for various combinations of R˘DH
and RˆDH. The results are plotted over the average hidden rate R¯DH in Figure 5.14.
The quality of the standard codec can obviously be maintained up to an average
bit rate of R¯DH ≈ 1.3 kbit/s (for R˘DH = 0.2 kbit/s and RˆDH = 2kbit/s). The
incurred PESQ loss is then almost zero (Δ-PESQ < 0.02).
For RˆDH = 2kbit/s, two diﬀerent PESQseg-thresholds have been tested in the
training. The results for the second variant are shown with the dotted line in the
ﬁgure. In this conﬁguration, much less speech frames are classiﬁed as “critical.”
Hence, higher average rates can be achieved, but a (very minor) quality loss of
Δ-PESQ ≈ 0.05 cannot be avoided.
Relevance of the Δ-PESQ measure
Finally, some remarks shall be made concerning the observed range of values for the
Δ-PESQ measure. At ﬁrst sight, a PESQ diﬀerence of less than 0.1 might appear
too small to draw dependable conclusions. However, the strict consistency which
could be observed in all of the conducted experiments, e.g., Figure 5.11(a) and in
particular Figure 5.14, suggests that the evaluation is generally valid. Naturally,
as shown in the ABX test, even a value of Δ-PESQ ≈ 0.16 has a very small impact
on the subjective listening impression.
5.7 Bandwidth Extension with Hidden Side Information
The steganographic transmission channel that becomes available with the data
hiding techniques introduced above, shall now be used for bandwidth extension
purposes. The corresponding transmission system, as a specialization of Figure 2.1,
is shown in Figure 5.15.
In each signal frame (with index λ), the parameter set to describe the extension
band signal seb(k) is encoded into a steganographic message m(λ) which is hidden
inside the codec bitstream. The marked bitstream is then transmitted, e.g., over
a legacy transmission system involving GSM radio access. At the receiving end, a
standard decoder produces the signal sˆbb(k). If the receiver is aware of the hidden
information, the hidden message can be recovered as mˆ(λ) and the corresponding
bandwidth extension parameters and ﬁnally the artiﬁcial extension band signal
sˆeb(k) can be obtained. The signal sˆeb(k) is then combined with the baseband
signal to yield the bandwidth extended output sˆbwe(k
′).
In the following, a concrete implementation example of a steganographic wide-
band speech transmission system shall be examined more closely.
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Figure 5.15: Backwards compatible transmission system using bandwidth
extension with hidden side information.
5.7.1 The E2FR Codec
In principle, all parameter sets and analysis/synthesis schemes as discussed in
Chapters 2 and 3 can be used in a “steganographic wideband codec” if the avail-
able hidden bit rate is suﬃcient. As a practically relevant application example,
the steganographic version of the 3GPP EFR codec (Section 5.5.2) has been en-
hanced with the TDBWE bandwidth extension module [Geiser et al. 2007a] (see
Section 3.2), thus forming an “Enhanced EFR Codec” (E2FR).
At the encoder, a half-band IIR QMF ﬁlterbank is used to split the wideband
input signal s(k′) into a baseband signal sbb(k) and an extension band signal seb(k).
The corresponding synthesis ﬁlterbank combines sˆbb(k) and sˆ(k) and applies a
(partial) phase equalization, see [Löllmann et al. 2009] and Section 2.1.2. The
TDBWE algorithm is used to encode and resynthesize the extension band signal.
Originally, this algorithm has been developed as a part of this thesis for ITU-T Rec.
G.729.1. However, an adaptation to the 3GPP EFR codec is easily accomplished as
the only point of direct interaction between the baseband codec and the TDBWE
algorithm is the high band excitation generation. In particular, the pitch lag
parameter and the energies of the ACB and FCB contributions of the baseband
CELP codec are required to generate the TDBWE excitation signal. This codec
setup, without the steganographic components, is already discussed in [Jung et al.
2008]. In this thesis, the TDBWE bitstream with its bit rate of 1.65 kbit/s is
included as steganographic payload in the EFR bitstream. Therefore, an ACELP
JSCDH scheme with 1.65 kbit/s—which has been especially designed to match the
TDBWE bit rate—is used, see Appendix C for details. The enhanced decoder can
extract the steganographic information and synthesize sˆeb(k). A legacy decoder
will ignore the hidden payload and output sˆbb(k).
The proposed E2FR codec is included as one test condition (CuT-C) in the
comparative quality test in Chapter 6. The respective results of the subjective DCR
test (Section 6.2) and of the objective quality assessment (Appendix D) reveal that
the proposed codec oﬀers excellent wideband quality for its bit rate of 12.2 kbit/s.
Thereby, the quality impact of the data hiding operation is shown to be negligible.
Hence, full backwards compatibility with legacy systems which use the EFR codec
can be guaranteed without a noticeable quality loss.
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Figure 5.16: Results of the GSM link-level simulations for the TU50 chan-
nel proﬁle: Objective wideband speech quality (WB-PESQ)
for narrow-/wideband decoders, cf. [Geiser & Vary 2007a].
5.7.2 Transmission Over a GSM Radio Link
So far, an error-free transmission of the encoded bits and hence of the stegano-
graphic payload has been assumed. However, for practical systems, in particular
when a radio link is involved, the question of robustness of the steganographic in-
formation becomes important. Therefore, it has to be considered that the hidden
bits are embedded in the least signiﬁcant part of the codec bitstream. In typical
cellular networks, these bits are only weakly protected by the standardized channel
coding schemes, e.g., [ETSI 2005]. On top of this, the entanglement of multiple
codec bits to represent one hidden bit as, e.g., performed for data hiding in the
3GPP EFR codec (cf. Equation (5.38)), further increases the error probability for
the hidden bits. For instance, if the ACELP codebook partitioning of Table 5.4 is
used, a bit error in either of the indices it and it+NT results in a bit error for the
same hidden bit.
To assess the impact of bit errors due to radio transmission, link-level simula-
tions for the “Enhanced Full Rate Traﬃc Channel” (TCH/EFS) of the GSM cel-
lular communication system have been conducted. Concretely, the TU50 channel
proﬁle (typical urban scenario with a vehicle speed of 50 km/h) [ETSI 2001a] has
been used and the speech quality has been measured with the wideband PESQ tool
[ITU-T 2005, Takahashi et al. 2005] for a narrowband (standard) and for a wide-
band (steganographic) codec, see [Geiser & Vary 2007a]. In the experiment, EFR
data hiding with a reduced hidden bit rate of RDH = 400 bit/s was used and the
bandwidth extension algorithm was adapted to this bit rate. Figure 5.16 shows the
results of the speech quality assessment over the SNR of the radio channel. While
the speech quality in the standard GSM system based on the narrowband EFR
codec reaches an acceptable level at a radio channel SNR of 8 dB, the stegano-
graphic wideband codec needs a channel SNR of 10 dB to reach the same quality
151
Chapter 5 – Steganographic Parameter Transmission
level. For higher SNR values, there is a clear quality advantage.9
From these results it can be concluded that dedicated error detection and er-
ror concealment mechanisms should be used for the hidden bandwidth extension
information. In a ﬁrst feasibility study, the availability of a perfect “bad frame
indicator” (BFI) for the hidden bits has been assumed. In case of bit errors within
the current frame, an estimated high band signal (ABWE, see Chapter 4) has been
inserted instead of the (erroneously) decoded version. As a result, the quality of
the steganographic E2FR wideband codec becomes in fact consistently better than
the standard narrowband EFR over the full range of channel conditions (dashed
curve in Figure 5.16). To ﬁnally obtain a practical solution for error concealment,
it is advisable to slightly increase the hidden bit rate and to add a few CRC (Cyclic
Redundancy Check) bits to the steganographic payload so that bit errors can be
reliably detected. A hybrid approach, combining forward error correction and CRC
bits, has been proposed in [Geiser, Mertz & Vary 2008].
5.8 Other Applications for Hidden Side Information
In principle, any kind of signaling and control information can be transmitted
with the proposed ACELP JSCDH method without breaking backwards compati-
bility with legacy systems. Potential applications include caller identiﬁcation and
veriﬁcation or even secure communication over the steganographic channel. In the
latter case, the bitstream of a low bit rate codec such as the 1.2 kbit/s MELP coder
[Wang et al. 2002] is directly used as steganographic payload. Aiming at telephony
with better quality and enhanced features, the transmission of spatial cues can be
interesting so that the decoded monaural speech can be binaurally rendered to a
particular spatial location in a controlled manner [Geiser et al. 2011]. Another im-
portant use case for ACELP JSCDH in the ﬁeld of high-quality speech transmission
is frame erasure concealment in packet-switched communication systems. Typical
CELP codecs are comparatively sensitive to frame erasures because the involved
coding mechanisms are not memoryless. However, it could be shown that a limited
amount of additional side information can signiﬁcantly improve the performance
of the concealment mechanism [Mertz 2011]. The steganographic channel inside
the codec bitstream can then be used to transmit this information in a backwards
compatible manner, see [Geiser, Mertz & Vary 2008].
Finally, the proposed JSCDH method can also be exploited to reduce the codec
bit rate. The bit rate reduction is easily achieved by “transmitting” a constant
steganographic message m and encoding the pulse positions with less bits, e.g.,
one instead of three bits for each restricted pulse of Table 5.4. In this respect, the
data hiding procedure can be viewed as a redundant encoding of the admissible
pulse position indices, cf. [Geiser & Vary 2008b].
9A direct comparison of narrowband and wideband conditions with the WB-PESQ tool
may have limited signiﬁcance. A crosscheck with subjective test results, e.g., Chapter 6,
reveals that the quality gain of wideband speech is underestimated with the objective scores.
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Evaluation and Comparison
In this chapter, the diﬀerent approaches for “High Deﬁnition Telephony” that have
been discussed in this thesis, shall be evaluated and compared.
The obtained (wideband and super-wideband) speech quality was assessed with
subjective listening tests. The test setup is described in Section 6.1 while the
results are discussed in Sections 6.2 and 6.3, respectively. The super-wideband
audio quality (e.g., music) is evaluated using an instrumental quality measure,
see Section 6.4. For reference, the results of instrumental measurements of speech
quality are provided in Appendix D.
6.1 Experimental Setup for the Subjective Listening Tests
The subjective listening tests were carried out according to the degradation category
rating (DCR) method as standardized in [ITU-T 1996c]. In a DCR test, the
subjects have to rate the degradation of a processed Sample B in relation to the
reference Sample A. The degradation rating is then given on a ﬁve point scale
ranging from “very annoying degradation” (1) to “inaudible degradation” (5). The
mean score is referred to as DMOS (degradation mean opinion score).
However, in the present experiments, a modiﬁed DMOS scale has been employed
since a rating of “very annoying degradation” was not expected considering the
relatively benign distortions of the tested codecs. Instead, a better resolution of
the scale at the upper end was desired so that smaller quality diﬀerences could be
assessed. The ﬁve possible ratings of the modiﬁed DMOS scale (M-DMOS) are:
• degradation is inaudible (5)
• degradation is barely audible (4)
• degradation is clearly audible but not annoying (3)
• degradation is slightly annoying (2)
• degradation is annoying (1)
In the listening tests, Sample A (the reference) was a preﬁltered [ITU-T 1995],
but otherwise unprocessed (wideband or super-wideband) sample in the Eng-
lish language from the NTT corpus [NTT 1994] at an “active speech level” of
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−26 dBov [ITU-T 1993b]. In total, twelve of these test samples (six male and six
female talkers) have been encoded with the respective codecs and presented as
Sample B. The material of these talkers has not been used for algorithm training.
The tests were conducted in a quiet environment (studio box) using Sennheiser
HD600 open stereo headphones (diotic presentation). The headphones were driven
by a dedicated ampliﬁer with calibrated equalization. A comfortable presentation
level was set by the subjects. Before each test session, the subjects were asked to
listen to a demonstration sample that included examples of all processing variants.
Eight subjects participated in each test, i.e., each test condition received 8×12 = 96
votes. Upon completion of a test session, ice cream was given away as gratiﬁcation.
6.2 Wideband Speech Quality
Three scenarios are considered to extend narrowband signals (0.05 – 4 kHz) towards
the wideband frequency range (0.05 – 7 kHz).
The 3GPP EFR codec (12.2 kbit/s) [ETSI 1998, Järvinen et al. 1997] is used
in all of these proposal to encode the narrowband signal. The high band from
4 to 7 kHz is synthesized with the TDBWE algorithm that has originally been
developed for ITU-T G.729.1, see Section 3.2 and [Geiser et al. 2007a] for details.
The required adaptation of the algorithm to 3GPP EFR is easily accomplished
which has also been shown in [Jung et al. 2008].
In the present codec proposals, the TDBWE parameter set is obtained in three
diﬀerent ways. The following “Codecs under Test” (CuT) are considered:
• CuT-A: Embedded Coding (Chapter 3)
The TDBWE parameter set is determined at the encoder and quantized with
the standardized bit rate of 1.65 kbit/s. This information is appended to the
12.2 kbit/s bitstream of the 3GPP EFR codec, thus forming an embedded
codec with two bitstream layers. The sum bit rate is 13.85 kbit/s.
• CuT-B: Receiver Based Parameter Estimation (Chapter 4)
Bayesian estimation with Hidden-Markov modeling is used to estimate the
TDBWE parameter set based on features of the narrowband signal. No side
information is transmitted in this case. The estimation algorithm has been
conﬁgured with a 7-bit codebook and 16 Gaussian mixture components per
state. The parameter set and the feature vector are deﬁned in Section 4.3.6.
CuT-B does not increase the bit rate.
• CuT-C: Steganographic Parameter Transmission (Chapter 5)
Joint source coding and data hiding (JSCDH) with a hidden bit rate of
1.65 kbit/s is employed to transport the quantized TDBWE parameter set
in a backwards compatible manner. The bit rate of CuT-C is still 12.2 kbit/s.
The codec is identical with the E2FR codec from Section 5.7.
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Figure 6.1: Results of the wideband DCR test (95% conﬁdence intervals).
In the tests, the 3GPP EFR codec serves as the narrowband anchor condition
because it is widely deployed in current mobile networks, often in the form of
the 12.2 kbit/s mode of the 3GPP AMR codec. A relevant quality reference for
wideband speech is given by the 3GPP AMR-WB codec [ETSI 2001b, Bessette
et al. 2002]. The bit rates of 8.85 and 12.65 kbit/s are included in the tests as
reference conditions.
Test Results
The listening test for the wideband conditions was conducted in two rounds. The
tested codecs in the ﬁrst round were: 3GPP EFR, 3GPP AMR-WB at 12.65 kbit/s,
CuT-A, and CuT-C. The remaining conditions (3GPP AMR-WB at 8.85 kbit/s
and CuT-B) were assessed in the second round. To maintain the quality anchoring,
a few samples for EFR and AMR-WB at 12.65 kbit/s have been included again
(although they were not used for the ﬁnal evaluation). The results are shown in
Figure 6.1 with 95% conﬁdence intervals. The M-DMOS scores for male and female
talkers are shown separately.
As a dedicated wideband codec, 3GPP AMR-WB at 12.65 kbit/s achieved the
highest rating among all test conditions while the embedded coding approach (CuT-
A) is rated only slightly worse on average. For female voices, it is actually equiva-
lent. The fact that a quality gap to AMR-WB at 12.65 kbit/s only exists for male
voices indicates that this discrepancy can be attributed to the baseband codec
(3GPP EFR) instead of the bandwidth extension part (TDBWE). However, a
deﬁnite conclusion cannot be drawn from the present experiment.
CuT-B, with its estimated parameter set, performs considerably worse than
its competitors. In fact, no advantage over narrowband telephony (EFR) could
be shown in the present DCR test. Still, a consistent preference of CuT-B over
3GPP EFR was found shown in an informal A-B comparison. These seemingly
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conﬂicting results can be explained by the relatively strict DCR test scenario where
the original wideband signal is available for a direct comparison. Apparently,
the estimated parameters merely convey the subjective impression of wideband
speech, but the perceivable diﬀerences in comparison to the reference signal are still
obvious. Also, with the high-quality audio equipment provided, residual artifacts
(estimation errors) in the synthesized extension band can be better identiﬁed than
with audio playback through the earpiece of a mobile phone.
The quality of the steganographic codec (CuT-C) is almost identical with that
of the embedded codec (CuT-A). Obviously, data hiding has very little impact.
Only the quality scores for female voices are slightly degraded. This is consistent
with the ﬁndings of the subjective ABX test in Section 5.5.3.
Compared to narrowband telephony (EFR), which is rated as “slightly an-
noying,” a clearly improved quality could be shown for almost all wideband test
conditions. In particular the ratings for AMR-WB at 12.65 kbit/s, CuT-A, and
CuT-C are suﬃcient for “High Deﬁnition Telephony.” Thereby, in comparison to
the traditional, monolithic wideband codec, CuT-A and in particular CuT-C oﬀer
much more ﬂexibility and also backwards compatibility.
6.3 Super-Wideband Speech Quality
For the bandwidth extension from wideband (0.05 – 7 kHz) towards super-
wideband (0.05 – 14 kHz) speech signals, two test setups1 are considered:
• CuT-D: Embedded coding (Chapter 3)
The super-wideband parameter set for bandwidth extension is determined
at the encoder and quantized with a bit rate of 4 kbit/s. This information
is appended to the 32 kbit/s bitstream of the G.729.1 codec, thus forming
an embedded codec with two bitstream layers. The sum bit rate is 36 kbit/s.
CuT-D is identical with the 36 kbit/s mode of “candidate B” for G.729.1-
SWB standardization.
• CuT-E: Parameter estimation (Chapter 4)
Bayesian estimation with Hidden-Markov modeling is used to estimate the
super-wideband parameter set based on features of the wideband signal.
The estimation algorithm has been conﬁgured with a 7-bit codebook and 16
Gaussian mixture components per state. The parameter set and the feature
vector are deﬁned in Section 4.4. CuT-E does not increase the bit rate.
In the present listening test, the reference condition is the standardized super-
wideband extension of ITU-T G.729.1 (Amd. 6) at a bit rate of 36 kbit/s
(which is a direct competitor of CuT-D). A lower quality anchor is provided by
the 32 kbit/s wideband mode of ITU-T G.729.1. In fact, G.729.1 at 32 kbit/s is
used to encode the wideband (i.e., baseband) signal in all four test conditions.
1A steganographic super-wideband codec (corresponding to CuT-C from Section 6.2) has
not been included in this test, but preliminary results indicate that this setup is also feasible.
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Figure 6.2: Results of the super-wideband DCR test (95% conf. intervals).
Test Results
The results of the listening test for the super-wideband conditions are shown in
Figure 6.2 with 95% conﬁdence intervals. Again, the M-DMOS scores for male
and female talkers are shown separately.
CuT-D, a.k.a. ITU-T G.729.1-SWB Candidate B, achieves the highest score
with a degradation rating between “barely audible” and “inaudible.” This ﬁnd-
ing conﬁrms the excellent super-wideband speech quality of this codec which
was already certiﬁed by the oﬃcial ITU-T qualiﬁcation tests, see Section 3.3.6
and Figure 3.24. Interestingly, the quality score for the standardized codec
(G.729.1-SWB) is approximately 0.67M-DMOS below that of CuT-D. A more com-
prehensive comparison of both codecs is provided in Appendix D.
CuT-E, with its estimated parameter set, performs considerably worse than
the embedded codec variants. However, in contrast to the wideband test results
(Figure 6.1), a clear advantage over the wideband condition (G.729.1) could be
shown in this test, i.e., artiﬁcial bandwidth extension from wideband towards
super-wideband frequencies is indeed more reliable than a narrowband to wide-
band extension, despite its broader extension band.
The “lower anchor” wideband condition (G.729.1) achieves an average degrada-
tion rating of “clearly audible, but not annoying.” From this, it can be concluded
that the 7 – 14 kHz extension band actually adds naturalness and a “sensation
of presence” to the speech signal, but, in return, its absence does not lead to a
severe quality impairment either. This is in contrast to the wideband listening test
(Figure 6.1) where the score for the corresponding narrowband anchor condition
(EFR) is considerably worse (below 2M-DMOS).
As a conclusion, a clear improvement over wideband speech (G.729.1) could be
shown for all super-wideband test conditions. In particular CuT-D with its average
score of 4.53M-DMOS appears to be well suited for “High Deﬁnition Telephony”
with a super-wideband bandwidth.
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Figure 6.3: Objective audio quality assessment using the PEAQ tool.
6.4 Super-Wideband Audio Quality
The super-wideband bandwidth extension algorithm of Section 3.3 has been ex-
plicitly designed for speech and audio material. Here, the audio quality is rated
using the objective PEAQ measure [ITU-R 1998]. The PEAQ scale, given as ODG
(Objective Diﬀerence Grade), ranges from -4 for the worst quality up to 0 for the
best quality. The test conditions are:
• CuT-D is tested at bit rates of 36, 40, 48, 56, and 64 kbit/s. Thereby, the low
bit rates of 36 and 40 kbit/s can be seen as representative for the proposed
bandwidth extension algorithm of Section 3.3. In contrast, the higher bit
rates employ classical transform domain vector quantization techniques and
the respective PEAQ scores are provided for reference.
• The standardized ITU-T G.729.1-SWB codec [Laaksonen et al. 2010] is
tested at the same bit rates as CuT-D which facilitates a direct comparison.
• Another super-wideband reference condition is the ITU-T G.722.1C codec
[ITU-T 1999, Xie et al. 2006] with its bit rates of 24, 32, and 48 kbit/s.
Note that CuT-E is not included in the present test since the artiﬁcial bandwidth
extension algorithm is not suited for general audio and music signals.
Figure 6.3 illustrates the results of the PEAQ evaluation. The measurements
have been obtained for the entire EBU SQAM corpus [EBU 1988] (70 items). The
scores for the six speech items of the database are shown separately.
A clear quality advantage of CuT-D over G.729.1-SWB can be observed for
almost all operating conditions. Moreover, CuT-D reaches, unlike G.729.1-SWB,
the quality level of G.722.1C. Again, these test results conﬁrm the excellent super-
wideband performance of CuT-D which was already found in the ITU-T tests,
see Section 3.3.6 and Figure 3.24. A histogram of the PEAQ diﬀerence between
CuT-D and G.729.1-SWB over all test items is shown in Appendix D.
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Summary
The key feature of a “High Deﬁnition” telephone is the reproduction of a wider au-
dio bandwidth which, compared to current “narrowband telephony,” brings a much
more natural communication experience with a clearly improved speech intelligi-
bility and enhanced listening comfort. Appropriate high quality speech and audio
codecs have been developed in the past. However, for a consequent introduction of
high quality speech and audio transmission in today’s heterogeneous communica-
tion networks, provisions for interoperability and backwards compatibility with the
installed network infrastructure need to be made.
Therefore, in this thesis, new concepts, methods and algorithms have been stud-
ied and devised that facilitate a major audio quality upgrade of existing speech
communication systems while maintaining backwards compatibility with the in-
stalled infrastructure. In a given transmission system, using a well-deﬁned speech
codec, interoperability can be provided by techniques for parametric bandwidth ex-
tension, i.e., the synthesis of missing higher audio frequencies based on a compact
parametric description. There are diﬀerent possibilities to supply the respective
parameters to the receiving terminal, as summarized in Table 7.1 at the end of
this chapter. Accordingly, the main contributions of this thesis can be categorized
into three principal scenarios.
Bandwidth Extension for Embedded Speech and Audio Coding
As a ﬁrst application scenario, the parameters for bandwidth extension can be
quantized and appended to the codec bitstream in the form of an “enhancement
layer” which can be discarded anywhere in the network without notifying the
encoder. Hence, interoperability with the original speech codec is maintained,
albeit only at the basic quality level. In the thesis, two novel bandwidth extension
algorithms for embedded speech and audio coding have been described. Both
algorithms have been developed in the course of ITU-T standardization projects:
• Time Domain Bandwidth Extension (TDBWE) of narrowband speech sig-
nals towards the “wideband” frequency range (50Hz – 7 kHz). This algo-
rithm has been standardized as a part of the recent VoIP codec ITU-T Rec.
G.729.1 which extends the widely deployed G.729 narrowband codec. The
bit rate for parameter transmission is 1.65 kbit/s.
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• Transform Domain Bandwidth Extension for wideband audio signals towards
the “super-wideband” frequency range (50Hz – 14 kHz). This algorithm has
been proposed for standardization in ITU-T where it proved to be the only
competitor to fulﬁll all quality requirements. The bit rate for parameter
transmission ranges from 2.7 kbit/s to 4.75 kbit/s.
Several novel signal parametrization methods and synthesis techniques have been
included in these algorithms. The main advances can be summarized as follows:
• A new proposal for temporal envelope control of synthetic higher audio fre-
quencies has been made. The simple concept of a temporal gain function
(TGF) based on subframe gain parameters not only allows the accurate re-
production of the temporal gain contour of transient as well as stationary
signal segments, but it also proved to be extremely versatile in concealing
frame erasures that occur in packet-switched networks.
• Several methods for spectral envelope modeling and synthesis have been in-
vestigated. In the described, practical bandwidth extension algorithms, sub-
band gains were computed from a frequency domain representation (DFT
or MDCT). These gain parameters facilitate the restoration of the spectral
envelope in the time and in the transform domain. In this context, the con-
cept of a ﬁlterbank equalizer (FBE) was applied to the bandwidth extension
problem for the ﬁrst time.
• Elaborate methods to regenerate the spectral details of speech and audio
signals have been devised. For speech, i.e., in the TDBWE algorithm, no
explicit parametrization was required. Instead, for generic audio signals, a
hybrid algorithm has been proposed which either performs “spectral repli-
cation” or “harmonic synthesis,” depending on the characteristics of the
current signal segment. As a novelty, a concise signal analysis and synthesis
could be achieved entirely in the MDCT domain, where previous algorithms
usually require an additional, complex-valued frequency transform.
Meanwhile, the transmission of a parametric description of higher audio frequencies
within an additional bitstream layer, i.e., embedded coding, is a widely applied
technique in recent speech and audio coding standards. In fact, a very high quality
level can be achieved with this approach which was conﬁrmed by listening tests.
Artiﬁcial Bandwidth Extension without Auxiliary Information
If no explicit description of the missing higher audio frequencies is available at
all, a certain quality enhancement can, nevertheless, still be obtained with the
help of statistical estimation techniques. In this scenario, also termed “Artiﬁcial
Bandwidth Extension” (ABWE), the parameters to describe the missing audio
frequencies are estimated from the received, band-limited signal alone.
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In the thesis, an existing estimation technique, based on Hidden Markov Mod-
eling (HMM), has been applied to the parameter sets of the bandwidth extension
algorithms that have been developed for embedded coding, resulting in the follow-
ing ﬁndings:
• Compared to embedded coding, a reduced parameter set is usually suﬃcient
for ABWE with statistical estimation. The reason is that the mutual in-
formation between the received baseband signal and the missing high band
parameters is not suﬃcient to justify the required additional complexity.
• Current statistical estimation methods disregard estimation errors that have
been produced in previous signal frames. As a matter of fact, even a fully
correct estimation result in the current signal frame can produce an unfavor-
able artifact if the estimated parameter is not consistent with the previous
(erroneous) estimation result. As a solution, parameter post-processing has
been proposed in this thesis.
• The extension of wideband towards super-wideband speech signals (which
has not been extensively studied before) yields better and much more consis-
tent estimation results than the typical narrowband to wideband extension
scenario. This observation could be substantiated with listening test results.
• As a new application for ABWE techniques, the mitigation of intermittent
bandwidth switchings, that can occur with embedded codecs, has been iden-
tiﬁed. During periods of network congestion, in which the quantized band-
width extension parameters could not be received, an estimated high band
signal is appropriately inserted.
The ﬁrst applications of artiﬁcial bandwidth extension techniques are meanwhile
commercially available within certain mobile phones and in automotive applica-
tions. Concerning the achievable quality, there is, clearly, a large gap to the em-
bedded coding approach. Nevertheless, a consistent improvement over the band-
limited signal can be conﬁrmed, in particular for the case of a wideband to super-
wideband extension. Still, an inherent disadvantage of the ABWE approach is its
limitation to speech signals.
Bandwidth Extension with Steganographic Parameter Transmission
An attractive compromise between embedded coding techniques and the receiver-
based artiﬁcial bandwidth extension approach is the hidden transmission of the
bandwidth extension parameters within in the standard bitstream of the baseband
codec using steganographic techniques. The key advantage of this approach is its
full backwards compatibility with legacy systems, i.e., the bitstream format of the
standard speech codec is not modiﬁed.
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In the thesis, three fundamental concepts for data hiding in conjunction with a
source encoder have been investigated and evaluated, namely digital watermarking
(DWM), bitstream data hiding (BSDH), and joint source coding and data hiding
(JSCDH). Thereby, the latter approach was found to be best suited for the present
application. With JSCDH, the distortion that is introduced in the speech signal
is minimized while the hidden bits can still be perfectly reconstructed from the
received bitstream.
Consequently, a novel method for JSCDH in state-of-the-art ACELP speech
codecs (as used in GSM and UMTS mobile telephony) has been devised. The
ACELP data hiding is performed jointly with the analysis-by-synthesis search for
the ﬁxed codebook of the codec, exploiting the fact that the standard ACELP
codebook search is by far non-exhaustive, i.e., the vast majority of codebook entries
is not examined by the standard. Hence, based on a novel algebraic codebook
partitioning scheme and new steganographic codebook search procedure, codebook
entries can be taken into account that have been disregarded in the standard (non-
steganographic) implementation. The impact of the data hiding operation on the
speech quality is therefore very small. For instance, for the GSM EFR codec, very
high hidden data rates of up to 2 kbit/s (16% of the codec rate of 12.2 kbit/s)
could be achieved without a noteworthy impact on the speech quality. Yet, to
further minimize this impact, variable bit rate data hiding has been proposed,
where, essentially, no measurable quality loss remains.
In a second step, the steganographic version of the GSM EFR codec has
been combined with the TDBWE bandwidth extension algorithm, thus forming a
fully backwards compatible wideband codec. This codec, labeled “Enhanced EFR”
(E2FR) codec, actually achieves a competitive performance, i.e., the achieved wide-
band speech quality is comparable to that of other wideband codecs. Moreover,
link-level simulations for a GSM radio transmission have been conducted, demon-
strating the practical relevance of the proposal, at least for tandem-free operation
in mobile communication networks.
The steganographic transmission of hidden data with the intention of quality
enhancement is a quite new proposal. With its relatively high hidden bit rate and
the negligible quality impact on legacy systems, the proposed method might be
an attractive possibility to upgrade many of today’s speech communication sys-
tems with enhanced quality (such as wideband or super-wideband telephony) or
with other services while maintaining full compatibility with the existing equip-
ment. The method is, in fact, immediately usable in real-world networks by just
upgrading the end-user terminals to the new codec version. The ACELP JSCDH
technique might even be an attractive option for future standardization eﬀorts.
As the JSCDH methods are an integral part of the source encoder, there is the
possibility to amend the respective codec standard with such functionality. This
facilitates a scheduled upgrade of existing communication systems on a large scale.
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Conclusion
It can be concluded that, even today, the typical telephony experience is still well
characterized with this pointed statement:
“A telephone sounds like a telephone because it is a telephone!”
However, such long-accustomed attitudes of expectation will probably soon be-
long to the past, mainly because of two contraindications: First, the shift of the
current network infrastructure towards the packet-switching paradigm introduces
more ﬂexibility into the networks and imposes a less rigid system architecture.
New audio codecs are deployed much quicker in such an environment. Second,
with new and more advanced methods and algorithms for “High Deﬁnition” audio
transmission and reproduction, as, i.a., discussed in this thesis, a faster upgrade
of—and integration with—the existing, heterogeneous networks becomes feasible.
163
Chapter 7 – Summary
T
a
b
le
7
.1
:
A
p
p
lica
tio
n
scen
a
rio
s
o
f
th
e
p
ro
p
o
sed
m
eth
o
d
s
a
n
d
a
lg
o
rith
m
s
in
a
h
etero
g
en
eo
u
s
n
etw
o
rk
.
H
D
:
D
ev
ice
w
ith
H
D
A
u
d
io
ca
p
a
b
ility.
N
B
:
D
ev
ice
w
ith
o
u
t
H
D
A
u
d
io
ca
p
a
b
ility.
N
o
ta
tio
n
:
(sen
d
in
g
term
in
a
l)
→
(n
etw
o
rk
)
→
(receiv
in
g
term
in
a
l)
H
D
→
H
D
→
H
D
H
D
→
N
B
→
H
D
N
B
→
H
D
→
H
D
N
B
→
N
B
→
H
D
d
ed
ica
ted
co
d
ec
H
D
rep
ro
d
u
ctio
n
tra
n
sco
d
in
g
to
N
B
A
B
W
E
in
A
B
W
E
(e.g
.,
3
G
P
P
A
M
R
-W
B
)
is
im
m
ed
ia
tely
a
n
d
A
B
W
E
in
th
e
n
etw
o
rk
o
r
in
th
e
a
v
a
ila
b
le
th
e
term
in
a
l
in
th
e
term
in
a
l
term
in
a
l
em
b
ed
d
ed
co
d
ec
H
D
rep
ro
d
u
ctio
n
d
ro
p
b
itstrea
m
A
B
W
E
in
A
B
W
E
(e.g
.,
IT
U
-T
G
.7
2
9
.1
,
is
im
m
ed
ia
tely
ex
ten
sio
n
la
y
er
a
n
d
th
e
n
etw
o
rk
o
r
in
th
e
see
C
h
a
p
ter
3
)
a
v
a
ila
b
le
A
B
W
E
in
th
e
term
in
a
l
in
th
e
term
in
a
l
term
in
a
l
steg
a
n
o
g
ra
p
h
ic
co
d
ec,
H
D
rep
ro
d
u
ctio
n
H
D
rep
ro
d
u
ctio
n
A
B
W
E
in
A
B
W
E
(e.g
.,
E
2F
R
,
is
im
m
ed
ia
tely
is
im
m
ed
ia
tely
th
e
n
etw
o
rk
o
r
in
th
e
see
C
h
a
p
ter
5
)
a
v
a
ila
b
le
a
v
a
ila
b
le
in
th
e
term
in
a
l
term
in
a
l
164
Appendix A
Excitation Signal Synthesis in TDBWE
In this appendix, the excitation signal generator of the TDBWE bandwidth ex-
tension algorithm, depicted in Figure 3.5, is described in detail. The present time
domain excitation generator is designed to regenerate the spectral details in the
high frequency band of wideband speech signals (4 – 7 kHz).
Parameters from the CELP Core Layer
The algorithm reuses the following parameters which are transmitted in Layers 1
and 2 of the G.729.1 bitstream, cf. [ITU-T 2006, Massaloux et al. 2007]:
• the integer pitch lag T0 of the embedded G.729 CELP codec,
• the respective fractional pitch lag T0,frac,
• the energy of the ﬁxed codebook contributions from the core and cascade
CELP layers, computed for the current 5ms subframe according to
Ec =
39∑
k=0
(
gˆc · c(k) + gˆenh · c
′(k)
)2
, (A.1)
where c(k) are the codevector components from the ﬁxed codebook of the
core layer CELP codec with its associated quantized gain factor gˆc, while
c′(k) and gˆenh are the respective parameters from the cascade CELP layer,
• and the energy of the embedded CELP adaptive codebook contribution for
the current 5ms subframe which is given by
Ep =
39∑
k=0
(gˆp · u(k))
2 (A.2)
with the vector components u(k) from the adaptive codebook of the core
layer CELP codec and its associated quantized gain factor gˆp.
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Overview
As summarized in Section 3.2.3, the excitation signal generation is structured as
follows:
i) estimation of two gains gv and guv for the voiced and unvoiced contributions
to the excitation signal uˆhb(k),
ii) pitch lag post-processing,
iii) production of the voiced contribution,
iv) production of the unvoiced contribution, and
v) lowpass ﬁltering.
These individual steps are described in the following.
Description of the Algorithm
i) Estimation of gains for the voiced and unvoiced contributions. First,
to get an initial estimate of the “harmonics-to-noise” ratio, an instantaneous energy
ratio ξ of the adaptive codebook and ﬁxed codebook (including the cascade CELP
ﬁxed codebook) contributions is computed for each subframe:
ξ =
Ep
Ec
. (A.3)
In order to reduce the adaptive-to-ﬁxed codebook power ratio in case of unvoiced
sounds, a “Wiener Filter” characteristic is applied to ξ:
ξpost = ξ ·
ξ
1 + ξ
. (A.4)
This leads to more consistent unvoiced sounds. Finally, the gains for the voiced and
unvoiced contributions to uˆhb(k) can be determined. Therefore, an intermediate
voiced gain g′v is calculated:
g′v =
√
ξpost
1 + ξpost
. (A.5)
With a 2-tap gliding average ﬁlter, g′v is smoothed to obtain the ﬁnal voiced gain
gv =
√
1
2
(
g′v
2 + g′v,old
2
)
, (A.6)
where g′v,old is the intermediate voiced gain according to (A.5) from the preceding
subframe. The averaging of the squared values favors a fast increase of gv in case
of an unvoiced to voiced transition. To satisfy the constraint g2v + g
2
uv = 1, the
unvoiced gain is now given by
guv =
√
1 − g2v. (A.7)
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ii) Pitch lag post-processing. The production of a consistent pitch structure
within the excitation signal uˆhb(k) requires a good estimate of the fundamental
speech frequency F0 of the speech production process or of its inverse, the pitch lag
t0. Within Layer 1 of the G.729.1 bitstream, the integer and fractional pitch lag
values T0 and T0,frac (cf. [ITU-T 1996b]) are available for the four 5ms subframes of
the current frame. The present estimation method for t0 is based on these param-
eters. It is worth noting that the aim of the encoder-side pitch search procedure
in the CELP layer is to ﬁnd the pitch lag values T0 and T0,frac which minimize the
power of the Long Term Prediction (LTP) residual signal. Consequently, the LTP
pitch lag is not necessarily identical with t0, which is a requirement for a concise
synthetic reproduction of voiced speech components. The most typical deviations
are pitch-doubling and pitch-halving errors, i.e., the frequency corresponding to
the LTP lag is half or double that of the original fundamental speech frequency. In
particular, pitch-doubling (-tripling, etc.) errors need to be avoided. Hence, the
following post-processing of the LTP lag information (T0 and T0,frac) is used.
First, the LTP pitch lag for an oversampled time-scale is reconstructed from T0
and T0,frac. Because the fractional resolution of the pitch lag in the G.729.1 CELP
layer is as precise as 1/3 of a sample, the oversampled lag amounts to 3 T0+T0,frac.
Then, an additional factor of 2 is considered such that an enhanced resolution (see
(A.12)) can be represented:
tLTP = 2 · (3T0 + T0,frac). (A.8)
The (integer) factor between the currently observed LTP lag tLTP and the post-
processed pitch lag of the preceding subframe tpost,old (see (A.11)) is calculated
by1
ρ =
⌊
tLTP
tpost,old
+ 0.5
⌋
. (A.9)
If the factor ρ falls into the range 2, . . . , 4, a relative error is evaluated:
e = 1 −
tLTP
ρ · tpost,old
. (A.10)
If the magnitude of this relative error is below a threshold of  = 0.1, it is assumed
that the current LTP lag is the result of a beginning pitch-doubling (-tripling,
-quadruplication) error phase. Thus, the pitch lag is corrected with a division by
the integer factor ρ, thereby producing a continuous pitch lag behavior w.r.t. the
previous pitch lags:
tpost =
{⌊
tLTP
ρ
+ 0.5
⌋
if |e| < , ρ > 1, ρ < 5
tLTP otherwise.
(A.11)
1x denotes the highest integer number not greater than x.
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A gliding average ﬁlter with 2 taps is applied to tpost:
tp =
1
2
(tpost,old + tpost) . (A.12)
Note that this gliding average leads to a virtual precision enhancement from a
resolution of 1/3 to 1/6 of a sample. Finally, the post-processed pitch lag tp is
decomposed into its integer and fractional parts
t0,int =
⌊
tp
6
⌋
and t0,frac = tp − 6 · t0,int. (A.13)
iii) Production of the voiced contribution. The voiced components uˆvhb(k)
of the excitation signal are represented as shaped and weighted glottal pulses. In
the following, these pulses are indexed by the global “counter” p. Hence, uˆvhb(k)
is produced by overlap-add of single pulse contributions for the current 5ms sub-
frame:
uˆvhb(k) =
∑
p: 0≤k−k
[p]
p,int
≤56
g[p]p · Pk[p]
p,frac
(
k − k[p]p,int
)
, (A.14)
where g[p]p is the gain factor for each pulse, k
[p]
p,int is the pulse position, and Pi(k) is
the i-th pulse shape prototype. The selection of the prototype depends on a “frac-
tional pulse position” i = k[p]p,frac. These parameters are derived in the following.
The post-processed pitch lag parameters t0,int and t0,frac determine the pulse
spacing, hence, the pulse positions according to
k
[p]
p,int = k
[p−1]
p,int + t0,int +
⌊
k
[p−1]
p,frac + t0,frac
6
⌋
, (A.15)
where k[p]p,int is the (integer) position of the current pulse and k
[p−1]
p,int is the (integer)
position of the previous pulse. The fractional part of the pulse position
k
[p]
p,frac = k
[p−1]
p,frac + t0,frac − 6 ·
⌊
k
[p−1]
p,frac + t0,frac
6
⌋
(A.16)
serves as an index for the pulse shape selection. The prototype pulse shapes with
i ∈ {0, . . . , 5} and k ∈ {0, . . . , 56} are taken from a lookup table which is plotted
in Figure A.1.
The pulse shape prototypes Pi(k) in this lookup table are ﬁltered and resampled
versions of a wideband (16 kHz) pulse from a “typical” voiced speech segment.
The segment was selected for its speciﬁc spectral characteristics which avoid an
“overvoicing” of the excitation (cf. discussion below). Since a sampling frequency
of 8 kHz and a resolution of 1/6 of a sample is targeted for the given application,
the selected pulse has been upsampled to 48 kHz ﬁrst. The six ﬁnal pulse shapes
Pi(k) have then been obtained by applying the following operations:
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P
i
(k
)
Figure A.1: Pulse shape lookup table for the voiced contribution uˆvhb(k)
to the synthetic excitation signal uˆhb(k).
• lowpass ﬁltering and decimation by a factor of 3 (with 3 subsampling oﬀsets),
• highpass ﬁltering and decimation by a factor of 2 (with 2 subsamp. oﬀsets),
• and spectral mirroring, i.e., multiplication by (−1)k.
Note that spectral mirroring (−1)k may give two diﬀerent results depending on the
starting position of the pulse (even or odd sample index). This fact is accounted
for in the pulse gain calculation (cf. ﬁrst factor in (A.17)). The gain factors g[p]p
for the individual pulses (with index p) are, apart from the position dependent
sign inversion, derived from the voiced gain parameter gv and from the pitch lag
parameters:
g[p]p =
(
2 · even
(
k
[p]
p,int
)
− 1
)
· gv ·
√
6 t0,int + t0,frac. (A.17)
Here, the square root ensures that the varying pulse spacing does not have an im-
pact on the resulting signal energy. The function even(·) returns 1 if the argument
is an even integer number and 0 otherwise.
With the design described above, the full sub-sample resolution of the pitch
lag information can be utilized by a simple pulse shape selection. Further, the
pulse shapes exhibit a certain spectral shaping which ensures smoothly attenuated
higher frequency components of the voiced excitation. This avoids a high frequency
“overvoicing.” Additionally, compared to unit pulses, the applied pulse shapes
result in a strongly reduced crest factor of the excitation signal which leads to an
improved subjective quality.
169
Chapter A – Excitation Signal Synthesis in TDBWE
iv) Production of the unvoiced contribution. The unvoiced contribution
uˆuvhb(k) for each 5ms subframe is produced using with a white noise generator:
uˆuvhb(k) = guv · n(k), (A.18)
where k ∈ {0, . . . , 39}. The random generator is identical with the generator used
in the G.729 codec. It produces a signal of unit variance.
v) Lowpass ﬁltering. With the voiced and unvoiced contributions uˆvhb(k) and
uˆuvhb(k), the ﬁnal excitation signal uˆhb(k) is obtained by lowpass ﬁltering of uˆ
v
hb(k)+
uˆuvhb(k). The 3 kHz lowpass ﬁlter is identical with the pre-processing lowpass ﬁlter
for the high band signal as shown in Figure 3.2.
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Appendix B
Data Hiding and Source Coding
(DWM, BSDH, JSCDH)
In this appendix, as a supplement to Section 5.2, the three concepts for combined
data hiding and source coding, i.e., Digital Watermarking (DWM), BitStream
Data Hiding (BSDH), and Joint Source Coding and Data Hiding (JSCDH), shall
be analyzed and compared. The respective block diagrams for the three systems
are illustrated in Figure 5.3.
In particular, the distortion penalties of DWM, BSDH, and JSCDH over mere
source coding (as shown in Figure 5.5) are derived analytically. In addition, the
respective error probabilities for the hidden bits that already occur without any
channel noise are given.
Note that the focus here is to highlight the fundamental diﬀerences between
the three approaches in a comprehensible fashion. Therefore, the present analysis
is limited to scalar quantization methods.
Preliminaries
The (inﬁnite) codebook C = ΔZ of a uniform scalar quantizer with stepsize Δ
shall be used for the source coding (SC) components of all three systems under
consideration. The resulting quantization distortion is DSC = Δ
2/12.
Instead, for the data hiding components, M > 1 disjoint sub-codebooks
Cm = Δ(MZ+m) are used, where m ∈ {0, . . . ,M − 1} is the message to be hidden
in the scalar output value x˜. The codebooks Cm can be immediately applied in
the JSCDH and BSDH systems. However, a fair comparison of all three systems
requires modiﬁed DWM codebooks CDWMm that do not exploit intricate knowledge
of the source codebook C. This independence is achieved with a dithered quanti-
zation approach for the DWM system. The respective details are described in the
DWM section of this appendix.
For all systems, the input signal x is assumed to be uniformly distributed within
each quantization interval and to have a suﬃciently large variance σ2x  σ
2
x−x˜. The
coded and transmitted signal (containing the hidden message m) is x˜ ∈ C. The
average total distortion per sample that is then incurred by the diﬀerent systems
is computed as D(·)
.
= E
{
(x − x˜(·))
2
}
.
171
Appendix B – Data Hiding and Source Coding (DWM, BSDH, JSCDH)
Joint Source Coding and Data Hiding (JSCDH)
With Cm ⊂ C, the scalar JSCDH system is equivalent to a quantizer with an
increased stepsize of MΔ. Therefore, the incurred total distortion is:
DJSCDH =
MΔ
2∫
− MΔ
2
u2
MΔ
du =
Δ2
12
M2, (B.1)
i.e., the distortion penalty compared to the source coding system can be quantiﬁed
as DJSCDH/DSC = M
2 = 22RDH . This ratio is shown in Figure 5.5(a) in decibel.
As the JSCDH codewords are, by construction, elements of the source codebook
C, and, as no further channel noise is assumed, the probability of a decoding error
is exactly zero, i.e., Pe,JSCDH = 0.
Bitstream Data Hiding (BSDH)
For the BSDH system, a natural binary bit representation of the quantization levels
is considered, i.e., if the quantization level i ·Δ is represented by the number bi = i
in binary form, then (i + 1) · Δ is represented by bi+1 = i + 1.
Now there are two possible realizations of bitstream data hiding. The ﬁrst is
a simple replacement of the ldM least signiﬁcant bits (LSBs) of the bit pattern
that is associated with the source coded value xˆ by the message m (also in binary
form). The PDF of the resulting overall noise is then given as the convolution
of the source coding noise PDF pn,SC(u) with the PDF of the additional BSDH
noise pn,BSDH(u). The BSDH noise is discrete because only integer multiples of
Δ may be added to or subtracted from the source coded signal xˆ depending on
the particular message m. Therefore, the convolution leads to an overall noise
PDF that is uniform in the (asymmetric) interval [−Δ(i+ 1
2
),Δ(M − 1
2
− i)]. The
interval boundaries depend on the actual LSBs i ∈ {0, . . . ,M − 1} of the source
coded value xˆ. Hence, the mean total distortion can be obtained by averaging
over i:
DBSDH,LSB,avg =
1
M
M−1∑
i=0
(M− 1
2
−i)Δ∫
−(i+ 1
2
)Δ
u2
MΔ
du =
Δ2
12
(2M2 − 1). (B.2)
When compared with the JSCDH distortion (B.1), an additional distortion penalty
of DBSDH,LSB,avg/DJSCDH = 2 − 1/M
2 = 2 − 2−2RDH emerges. This is displayed
in Figure 5.5(b) using the “×” marker.1
In addition to the average BSDH distortion of (B.2), also the worst case limit
shall be considered. The maximum distortion level is incurred for a maximally
1The individual markers are placed at even values of M .
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asymmetric BSDH noise PDF, i.e., for i = 0:
DBSDH,LSB,max =
(M− 1
2
)Δ∫
− Δ
2
u2
MΔ
du =
Δ2
12
(4M2 − 6M + 3). (B.3)
The corresponding additional distortion penalty over the JSCDH system, shown
with the “◦” marker, is DBSDH,LSB,max/DJSCDH = 4 − 6/M + 3/M2 = 4 − 6 ·
2−RDH + 3 · 2−2RDH .
The second variant of the BSDH system is actually the best case that can be
achieved over all possible values of the LSBs i of xˆ. This can be interpreted as a
requantization (RQ) of the source coded value xˆ with the appropriate data hiding
sub-codebook Cm. The eﬀective noise PDF is symmetric for odd values of M , but
slightly asymmetric for even values of M . Hence, the total distortion is:
DBSDH,RQ =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
MΔ
2∫
− MΔ
2
u2
MΔ
du = Δ
2
12
M2 for M odd
1+M
2
Δ∫
1−M
2
Δ
u2
MΔ
du = Δ
2
12
(M2 + 3) for M even.
(B.4)
For the latter case, which is more relevant in practice, Figure 5.5(b) shows the
corresponding additional distortion penalty DBSDH,RQ/DJSCDH = 1 + 3/M
2 =
1+3 ·2−2RDH with a “+” marker. Note that DBSDH,RQ is actually close (or for odd
M even identical) to the JSCDH distortion (B.1). However, intricate knowledge
of the utilized source codebook C and of the applied bit mapping is required to
apply requantization. Still, JSCDH is not only slightly better in terms of overall
distortion, but it is also less complex and therefore preferable (if feasible in the
considered system).
Since BSDH directly manipulates the bitstream, the probability of a decoding
error for both variants (LSB and RQ) is, as in the JSCDH case, Pe,BSDH = 0.
Digital Watermarking (DWM)
The analysis of the DWM system is not as straight forward as for other approaches.
For DWM, to facilitate a fair comparison of all three systems, it is necessary to use
the same source codebook C as for scalar JSCDH and BSDH. However, the scalar
data hiding codebooks CDWMm may be chosen arbitrarily. Therefore, as DWM is
required to be unaware of the detailed structure of C, codebook randomization in
the form of dithered quantization is applied in the following analysis. Dithering
is in fact a standard technique in quantization based watermarking, cf. [Chen &
Wornell 2001, Eggers et al. 2003]. The quantization rule for a dithered scalar
quantizer with stepsize Δ is xˆ = QΔ(x− d) + d. The dither sequence {d} must be
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uniformly distributed over the interval [−Δ/2,Δ/2] and independent of x. This
kind of dithering enforces a uniform quantization error PDF within the same range
of values, regardless of the input distribution.
The stepsize for the DWM codebooks CDWMm is related to the source code step-
size as ΔDWM = MρΔ with a real-valued shrinkage/expansion factor ρ. The
overall noise PDF is again asymmetric with a variable shift of v. Averaging the
total distortion over all possible shift values gives:
DDWM,avg =
Δ
2∫
− Δ
2
1
Δ
MρΔ
2
+v∫
−
MρΔ
2
+v
u2
MρΔ
du dv =
Δ2
12
(ρ2M2 + 1). (B.5)
The maximum distortion value is obtained for a PDF shift of v = Δ/2:
DDWM,max =
Mρ+1
2
Δ∫
1−Mρ
2
Δ
u2
MρΔ
du dv =
Δ2
12
(ρ2M2 + 3) (B.6)
which, for ρ = 1, is identical to the result for BSDH with requantization (B.4). In
the best case, i.e., for v = 0, the distortion is:
DDWM,min =
MρΔ
2∫
−MρΔ
2
u2
MρΔ
du dv =
Δ2
12
ρ2M2 (B.7)
which, for ρ = 1, is identical to the JSCDH performance.
With the DWM system, decoding errors may occur if the source coding noise
|x˜ − x˜DWM| exceeds ρΔ which designates the stepsize of the union of all DWM
codebooks CDWMm . As max |x˜ − x˜DWM| = Δ, Pe,DWM = 0 if ρ > 1. If ρ ≤ 1, the
average error probability is:
Pe,DWM = 2 ·
Δ
2∫
ρΔ
2
1
Δ
du = 1 − ρ for
1
2M − 1
≤ ρ ≤ 1. (B.8)
The lower bound on ρ in (B.8) is due to the fact that a very large source coding
noise (larger than (M − 1
2
)ρΔ) leads to a correctly decoded message m again. Yet,
this case is not relevant in practice, as, e.g., for M = 2 and ρ = 1
2M−1
, the decoding
error probability is already as high as Pe,DWM = 23 .
There are in fact two interesting settings for the parameter ρ. First, ρ = 1
guarantees an error-free message decoding, but a small distortion penalty compared
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to JSCDH has to be taken as analyzed in (B.5) – (B.7). Second, to avoid an
additional distortion penalty, DDWM,avg
!
= DJSCDH can be enforced. This, in turn,
leads to a non-zero error probability of Pe,DWM = 1−ρ = 1−
√
1 − 1
M2
(if M > 1).
The “Δ” markers in Figure 5.5(b) show the additional average distortion
penalty compared to the JSCDH system for the (error-free) case of ρ = 1, i.e.,
DDWM,avg/DJSCDH = 1 + 1/M2 = 1 + 2−2RDH . Note that the stepsize Δ of the
source codebook C must be known to the watermarking unit in this case. Any mis-
match will either unnecessarily increase the distortion penalty or cause decoding
errors.
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Appendix C
Data Hiding Modes for 3GPP EFR
As a supplement to Section 5.5.2, this appendix summarizes the variants of stegano-
graphic codebook search algorithm for the 3GPP EFR codec that allow to hide
data rates from 2 kbit/s down to 0.2 kbit/s in the bitstream of the codec.
Codebook Partitioning
In addition to the full (unrestricted) track set Tt with its eight pulse position candi-
dates, two diﬀerent restricted sets with either two or four pulse position candidates
are used in the variants of the steganographic codebook search algorithm. They
are deﬁned as follows:
• For a two-bit message mt ∈ {0, . . . , 3} to be embedded in a track Tt with
index t, two out of eight pulse position candidates remain, i.e., the restricted
track set T mtt is deﬁned as:
T mtt =
{
5 · G−1
(
G(it) ⊕ mt
)
+ t, 5 · G−1
(
G(it) ⊕ (mt + 4)
)
+ t
}
.
This partitioning is, for instance, used for data hiding with 2 kbit/s. It is
thus identical to the description from Section 5.5.2, see e.g., Table 5.4.
• For a one-bit message mt ∈ {0, 1} to be embedded in a track Tt with index t,
four out of eight pulse position candidates remain, i.e., the restricted track
set T mtt is deﬁned as:
T mtt = { 5 · G
−1
(
G(it) ⊕ mt
)
+ t, 5 · G−1
(
G(it) ⊕ (mt + 2)
)
+ t,
5 · G−1
(
G(it) ⊕ (mt + 4)
)
+ t, 5 · G−1
(
G(it) ⊕ (mt + 6)
)
+ t }.
In both variants, it designates the index of the (unrestricted) ﬁrst pulse in track Tt.
To obtain the various bit rates for steganography, the described track restrictions
are combined in diﬀerent ways. This is summarized in the table below. Thereby,
the notation |T mtt | designates the cardinality of the set T
mt
t which is equivalent
to the number of valid pulse position candidates.
For example for RDH = 1.65 kbit/s, three two-bit messages m0, m1, and m2
are embedded in tracks T0, T1, and T2, i.e., only two valid pulse positions are
considered within the restricted pulse position sets T m00 , T
m1
1 , and T
m2
2 . For track
T4, four pulse position candidates are examined instead, i.e., a one-bit message m4
is embedded therein. The data hiding scheme for track T3 is actually switched
177
Appendix C – Data Hiding Modes for 3GPP EFR
depending on the speciﬁc 5ms subframe which is currently being encoded.1 A
one-bit message m3 ∈ {0, 1} is embedded in subframes 1 – 3 while a two-bit
message m3 ∈ {0, . . . , 3} is embedded in subframe 4. The total hidden bit rate can
therefore be computed as follows: (3 · 2 + 3
4
· 1 + 1
4
· 2 + 1) bit/5ms = 1.65 kbit/s.
RDH |T
m0
0 | |T
m1
1 | |T
m2
2 | |T
m3
3 | |T
m4
4 |
2 kbit/s 2 2 2 2 2
1.8 kbit/s 2 2 2 2 4
4 (subframe 1–3)
1.65 kbit/s 2 2 2 2 (subframe 4) 4
1.2 kbit/s 2 4 4 4 4
0.8 kbit/s 4 4 4 4 8
0.4 kbit/s 4 4 8 8 8
0.2 kbit/s 4 8 8 8 8
Steganographic Codebook Search
For convenience, the codebook search schedule of Section 5.5.2 (see page
141), which has originally been designed for the maximum hidden bit rate of
RDH = 2kbit/s, is reused for the lower hidden bit rates.
Note that, as a consequence of these identical search schedules, the search
complexity gradually increases with lower bit rates. This complexity increase can
be avoided with dedicated search schedules that are particularly tailored to the
speciﬁc hidden bit rate.
1The 3GPP EFR codec divides each 20 ms speech frame into four 5 ms subframes.
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Additional Test Results
For reference and for comparison with the results of the subjective listening tests
from Chapter 6, objective quality scores for CuT-A – CuT-E have been measured.
For the wideband speech quality, PESQ measurements have been conducted. For
the super-wideband case, the PEAQ tool has been used instead.
In addition, CuT-D (i.e., “Candidate Codec B” for the G.729.1-SWB standard-
ization [Geiser et al. 2009]) is directly contrasted with the standardized version of
the codec [Laaksonen et al. 2010].
Wideband Speech Quality (PESQ)
The wideband version of the ITU-T PESQ tool [ITU-T 2005] has been used to
measure the wideband speech quality of CuT-A – CuT-C and of the respective
reference conditions (see Section 6.2). The results are shown in Figure D.1.
In contrast to Figure 6.1, also the ITU-T G.729.1 codec is included here as an
additional wideband reference. The average WB-PESQ scores and the standard
deviations have been computed for the entire NTT database [NTT 1994] at an
input level of −26 dBov [ITU-T 1993b].
In general, the PESQ scores are concentrated between values of 3 and 4 on
the MOS-LQO scale. The general trend for CuT-A and CuT-C is in line with
the outcome of the subjective test, only the rating for AMR-WB at 12.65 kbit/s is
somewhat worse (equivalent to CuT-C). Its large standard deviation points at the
quality discrepancy between male and female voices that has been already found
in the subjective test. The G.729.1 codec at 14 kbit/s, which is based on the same
bandwidth extension technique as CuT-A, indeed achieves the same performance
as CuT-A.
Furthermore, it can also be observed tat the WB-PESQ scores for the narrow-
band EFR codec and for CuT-B surprisingly high. However, the usefulness of the
wideband PESQ measure to assess narrowband speech coding (EFR) as well as
artiﬁcial bandwidth extension techniques (CuT-B) is debatable.
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Super-Wideband Speech Quality (PEAQ)
The super-wideband speech quality of CuT-D, CuT-E, and of the respective refer-
ence conditions has been assessed with the PEAQ tool [ITU-R 1998]. The results
in Figure D.2 show the mean quality scores and the standard deviation which have
been computed for a super-wideband version of the NTT database [NTT 1994] at
an input level of −26 dBov [ITU-T 1993b].
The principal observation in Section 6.3, i.e., the quality advantage of CuT-D
over G.729.1-SWB, is also evident in this test. Similar to the wideband test from
Figure D.1, the lower anchor condition (G.729.1 at 32 kbit/s) receives a compara-
tively high quality rating (better than CuT-E).
EFR
12.2 kbit/s
G.729.1
14 kbit/s
AMR-WB
8.85 kbit/s
AMR-WB
12.65 kbit/s
CuT-A
13.85 kbit/s
CuT-B∗
12.2 kbit/s
CuT-C
12.2 kbit/s
2
3
4
Male Talkers Female TalkersAverage
M
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Q
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Figure D.1: Quality assessment with WB-PESQ (mean and std. dev.)
∗Training material has been excluded from the test corpus for CuT-B.
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32 kbit/s
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36 kbit/s
CuT-D
36 kbit/s
CuT-E∗
32 kbit/s
Male Talkers Female TalkersAverage
Figure D.2: Quality assessment with PEAQ (mean and std. dev.)
∗Training material has been excluded from the test corpus for CuT-E.
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Comparison of CuT-D and ITU-T G.729.1-SWB
Supplementing the test results of Section 6.4, Figure D.3 shows a histogram of
the PEAQ score diﬀerence between CuT-D and ITU-T Rec. G.729.1 Amd. 6. The
diﬀerence score is deﬁned as Δ-ODG
.
= ODG(CuT-D)−ODG(G.729.1-SWB). All
codec bit rates and test items as used in Section 6.4 have been included.
Table D.1 compares other important codec characteristics. The complexity
ﬁgures for G.729.1-SWB have been measured from the available ﬁxed point
implementation. The complexity ﬁgures for CuT-D are given for the ﬂoating point
implementation. The numbers in parentheses denote an estimated ﬁxed point
complexity with a conversion penalty factor of 1.2.
From the direct comparison of CuT-D and G.729.1-SWB (and from the respective
test results in Appendix 6), it can be concluded that CuT-D (“Candidate Codec
B”) indeed outperforms the standardized version of the codec.
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Figure D.3: Histogram of PEAQ score diﬀerence between CuT-D and
G.729.1-SWB, measured over the entire EBU SQAM corpus
[EBU 1988].
Table D.1: Codec characteristics of CuT-D and G.729.1-SWB.
Codec CuT-D ITU-T G.729.1-SWB
additional algorithmic delay [ms ] +2.21875 ms +6.75ms
enc. compl. (36 kbit/s) [WMOPS ] 5.03 (6.04) 10.19
dec. compl. (36 kbit/s) [WMOPS ] 5.27 (6.32) 5.12
enc. compl. (40 kbit/s) [WMOPS ] 5.42 (6.50) 10.46
dec. compl. (40 kbit/s) [WMOPS ] 5.57 (6.68) 5.16
ﬁnalized in 07/2008 03/2010
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