Abstract-This paper studies the service time required to transmit a packet in an opportunistic spectrum access scenario, where an unlicensed secondary user (SU) transmits a packet using the radio spectrum licensed to a primary user (PU). Considering a cognitive radio network, it is assumed that during the transmission period of an SU multiple interruptions from PUs may occur, increasing the time needed to transmit a packet. Assuming that the SU's packet length follows a geometric distribution, we start by deriving the probability of an SU transmitting its packet when k > 0 periods of PU's inactivity are observed. As the main contribution of this paper, we derive the characteristic function of the service time, which is further used to approximate its distribution in a real-time estimation process. The proposed methodology is independent of the SUs' traffic condition, i.e., both saturated or non-saturated SU's traffic regime is assumed. Our analysis provides a lower bound for the service time of the SUs, which is useful to determine the maximum throughput achievable by the secondary network. Simulation results are used to validate the analysis, which confirm the accuracy of the proposed methodology.
C
OGNITIVE radio networks (CRNs) are an effective solution to alleviate the increasing demand for radio spectrum [1] , [2] . In CRNs, the transmission channel is licensed to the primary users (PUs) while secondary users (SUs) opportunistically access the licensed channel when it is not being used by any PU. Accordingly, a SU needs to detect a vacant channel for transmission, and vacates it when a PU starts to use the channel. A SU should operate transparently to the PUs and avoid causing interference to PUs acting as receivers. This fact implies that a SU transmission must be interrupted whenever a PU starts transmitting [3] . Consequently, the amount of time that a SU needs to transmit a packet depends on the number and duration of the PUs' transmissions. This work focuses on the interval of time from the instant when a packet arrives at the head of the SU transmitting queue, until the instant when its transmission ends, which is denoted hereafter as packet service time or simply service time.
The service interruption of SUs due to PUs may significantly degrade its performance. Multiple mechanisms have already been proposed in the literature to reduce its impact. Among the most relevant ones we can include spectrum handoff [4] - [7] , i.e., the possibility of switching the interrupted service to an idle channel, buffering [8] , to account for the duration of the interruptions and avoid packet loss, or both spectrum handoff and buffering [9] , [10] . Depending on the number of data channels available for transmission, a SU may handoff to a different wireless transmission channel after a PU interruption [11] , [12] , or remain in the same channel and wait for the PU to vacate the channel [8] .
A. Related Literature
A few works have already characterized the service time considering that no spectrum handoff occurs during the transmission of a SU's packet. Specifically, the average packet service time is studied in [13] and [14] under different preemptive priority queueing models such as M/D/1 and M/G/1 [15] . Nevertheless, neither of these works examine the role of the size of the SU's and PU's packets, nor the impact of different PU's activity rates on the average service time. Tran et al. [16] consider a preemptive M/G/1 priority queueing system to evaluate the average service time when the spectrum is sensed in a discrete and in a continuous way, showing that the average service time of the packets transmitted by a SU not only depends on the arrival rate and size of SU's packets but also on the arrival rate and size of the PU's packets. Reference [17] considers a priority virtual queue to model the joint coexistence of PU and SU traffic. Based on the model, the authors obtain an expression for the expected packet service time of SU's traffic through a M/G/1 preemptive priority queueing model. In [18] the service response time, defined as the duration from the instant that a SU requests a data file from the central controller until it completes the reception, is analyzed for a single channel CRN with centralized control. Reference [18] is extended in [19] , where different mathematical expressions for the average service response time of 2332-7731 c 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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elastic data (i.e., variable file-length). By assuming that the PU activity follows an ON-OFF behavior, [18] , [19] demonstrate that the preemption reduces the mean response time when the service time requirement follows a heavy tailed distribution.
Reference [20] and [21] assume both scenarios where the SUs may handoff to different wireless channels or may operate in a single channel without handoff. Li and Han [20] propose a simplified model of primary user interruptions based on a Markov chain analysis, being the queueing analysis carried out for the cases of two-server-single-queue (two channels and one SU) and two-queues-single-server (two SUs and one channel). In the former scenario a semi-analytic result is obtained for the generating function of the queue length, while in the latter case the authors derive an expression for the average queue length. The work in [21] characterizes the average service time and average waiting time of a SU's transmission assuming a general primary traffic model and considering three scenarios: i) single-channel, ii) multi-channel considering that once a PU becomes active the SU switches sequentially to the next channel and keeps switching until it finds an unused channel, and iii) multi-channel considering that when a PU becomes active, a SU using the same channel switches and stays on the next channel and transmits if it is free or waits until it becomes free. Numerical results show that the single channel access scheme presents the largest average service time.
More recently, [22] derived expressions for the distribution of the packet service time considering fixed-length SU packets, and continuous and periodic sensing strategies. No spectrum handoff is assumed. As far as we know [22] is the only work where an expression for the distribution of the service time is derived. However, its contribution is only valid for fixedlength SU's data packets. Moreover, the authors only consider the case when SUs are traffic-saturated, and consequently only consider the case when the transmission of the SU starts at the beginning of the PU's inactive period.
B. Novel Contributions
Mainly focused on practical applications adopting nonpreemptive scheduling techniques, in this work we propose an innovative packet service time analysis of opportunistic access in a CRN. The analysis can be used in both single or multi-channel protocols that consider an exclusive use of the channel by a SU to transmit its packet, and no spectrum handoff is performed during the packet transmission.
Departing from the work in [23] , which confirms that the PU activity may be represented by a geometric distribution when small periods of PU's inactivity are observed, we describe several steps required to derive the expressions for the distribution of the SU's service time considering PU interruptions. We start by deriving an expression for the probability of a SU transmitting its packet when k > 0 periods of PU's inactivity are observed. Then, we extend the previous analysis and derive the characteristic function of the service time, which in turn is used to approximate the distribution of the service time that supports a real-time service time estimation process.
In a nutshell, the main contributions of our work can be summarized as follows:
• We derive the service time characteristic function, which is valid for a general scenario. Contrarily to [22] , we consider that: a SU may start its transmission at any instant of the PU's inactive period; the packet length of the SU is variable; both SU's saturated and non-saturated traffic conditions; • An approximation for the distribution of the service time is proposed, which uses the characteristic function to estimate the parameters of the distribution through the method of moments; • We provide numerical results obtained with the proposed model, which are compared with simulation results. The accuracy of the proposed methodology is evaluated and different results are presented for: the average service time; the distribution of the service time; the average packet waiting time in the transmission queue; the average number of packets waiting in the transmission queue; • We assess the accuracy of the average service time obtained in a real-time estimation process, evaluating the accuracy of the estimation for different lengths of the estimation sampling set. When compared to the works already cited before, our approach also provides high-order statistics of the service time due to the Characteristic Function modeling. This is particularly advantageous in multiple network modeling scenarios where queueing theory tools must be used. Moreover, since the throughput is represented by the inverse of the service time, the proposed analysis provides an upper bound of the throughput when a single SU transmits, which represents the maximum throughput achievable by the Secondary network. This is an important contribution because we may compare this bound with the throughput obtained with practical cognitive Medium Access Control (MAC) schemes to quantify their efficiency in a relative way (quantifying how far the MAC's throughput is from the upper bound proposed in our work). Additionally, as far as we know, this is the first work presenting a generic model-based solution to estimate the service time. The estimation of the service time (as proposed in the paper) can be used in different channels to evaluate their relative occupation by the PUs, which may also be used by the MAC protocols to optimize the channel assignment process or simply rank their availability. But the comparative advantages of our work are not limited to the aforementioned arguments. Because our analysis relies on a discrete time unit and the duration of the packets transmitted by the SUs are multiples of that time unit, our approach is general enough to analyze different practical scenarios, including:
• the case where the frames (at layer 2) of the SUs are transmitted in a single PU OFF period. In this case the discrete time unit adopted in the model must be equal or greater than the duration of the longest SU frame; • the case where a variable-length file is transmitted by a SU, and the transmission may be spanned by multiple PU OFF periods. In this case the discrete time unit adopted in the model must represent the duration of a SU's frame, while the model's packet duration represents the duration of the file. Consequently, the generic nature of the proposed model may be explored to characterize different scenarios, which brings additional advantages when compared to the related literature.
The rest of the paper is organized as follows. The system's overview is presented in Section II. The characteristic function of the service time is derived in Section III. Section IV proposes an expression for the probability mass function of the service time. In Section V we assess the accuracy of the proposed methodology by comparing the numerical results obtained with the model with several results obtained by simulation. Finally, conclusions are drawn in Section VI.
II. SYSTEM OVERVIEW
This work considers the case where one pair of licensed PUs (sender and receiver) is operating in a wireless channel and one pair of SUs (sender and receiver) may use the same channel in an opportunistic way.
The PU transmitter has an ON-OFF behavior, meaning that it is active (i.e., transmitting) during μ B time units in average, and inactive (not using the channel) during μ I time units. Hereafter we adopt the terminology active/ON and inactive/OFF PU's periods to denote the amount of time that a PU is ON or OFF, respectively. The PU's activity is modeled by two random processes. The first one models the duration of the active period, represented by the random variable (r.v.) B, and the second one models the duration of the inactive period, represented by the r.v. I. Following the results in [23] obtained with real traces of cellular users, both durations are sampled from geometric distributions with parameters p B = 1/μ B and p I = 1/μ I , respectively. The probabilities of a PU staying OFF and ON are respectively given by P I PU = μ I /(μ I + μ B ) and P B PU = μ B /(μ I + μ B ). As stated before, the SU transmitter may use the channel whenever it is not being used by the licensed users. For this purpose we assume that the SUs are able to identify the access opportunities through spectrum sensing [24] - [27] . Perfect spectrum sensing is assumed in this work, i.e., we assume that the probabilities of PUs' detection and false alarm are 1 and 0, respectively.
For time accounting purposes, we consider a constant time duration denoted as a time unit, and the discrete index k = x is used to indicate the x-th time unit. A SU's packet of length μ L requires one or more μ L time units of PU's inactivity in order to be completely transmitted. However, the proposed analysis may be easily extended for different transmission rates, or even for scenarios where a fixed amount of the discrete time unit is used by the SUs for spectrum sensing. When a SU is able to transmit a packet using only one PU OFF period, the packet service time is exactly μ L time units. For example, following the hypothetical sequence of PU ON and OFF periods illustrated in Figure 1 , this occurs when a SU starts the transmission of a packet of length 2 in the first time unit of the first PU OFF period. However, when the length of the SU's packet is higher than the PU OFF period, a SU will have to interrupt the packet's transmission, and resumes it in the following PU OFF period. This case may occur when a packet of length of 4 starts to be transmitted in the second time unit (k = 2) of the first PU OFF period illustrated in Figure 1 . In this case the packet service time will not only depend on the size of the packet's length, but also on the length of the PU ON and OFF periods.
We highlight that the parametrization of the packet length may represent different practical scenarios. If we consider that the time unit represents the duration of the SU's frame, and if the model's packet length μ L is exactly one time unit (deterministically), the model's packet transmission only takes one PU OFF period. This case represents a traditional scenario of the SU's service time associated to the SU's frame transmission at layer 2. However, if the model's packet length μ L is greater then one time unit, the transmission of the model's packet may be spanned by multiple PU OFF periods. This case may represent the SU's service time to transmit a file, as described in Section I.
Since a SU must know the availability of the channel before starting a transmission, we assume that the spectrum sensing information is available in the beginning of the time unit k illustrated in Figure 1 . By considering a discrete time analysis, our approach assumes periodic sensing condition: a spectrum sensing procedure takes place on each time unit. In the analysis it is assumed that the SU's time frame lasts at least a time unit, meaning that we neglect the sensing duration. However, the proposed analysis is also applicable for a non-null spectrum sensing duration, by subtracting the sensing time from the time unit. We highlight that the proposed model is generic enough to accommodate different practical scenarios depending on the parameterization of the time unit.
III. SERVICE TIME CHARACTERISTIC FUNCTION
This section characterizes the service time of a packet transmitted by a SU. The proposed analysis starts by characterizing the number of PU OFF periods that a SU needs to transmit a packet, taking into account the length of the packet as well as the duration of the ON and OFF PU's periods. Then, we derive an expression for the characteristic function (CF) of the packet service time, as well as the first-and the second-order moments, which will be used to approximate the distribution of the packet service time.
A. Service Interruptions
Let us start by deriving the number of PU OFF periods that a SU needs to transmit a packet, which is represented by the r.v. I periods . The data packet duration generated by the SU is represented by the r.v. L and, similarly to the PU OFF and ON period durations, we consider that it follows a geometric distribution with parameter p L = 1/μ L , meaning that the average packet duration is μ L time units.
Assuming that a SU starts its transmission in the first time unit of the PU OFF period (k = 1 in Figure 1 ), the SU will be able to transmit the entire data packet in a single PU OFF period if the duration of the period (I) is longer or equal to the duration of the data packet, i.e.,
Since I and L are independent r.v., the probability of I − L can be found using the cross-correlation between the two r.v. as follows
and therefore (1) becomes
When a single PU OFF period is not enough to transmit the SU's data packet, the transmission of the packet is resumed to the next PU OFF period. Following the same rationale used in (1), we can write the probability of the SU's transmission be spanned in less or equal than two PU OFF periods as follows
Since the multiple realizations of the duration of a PU OFF period are i.i.d., the probability of I + I, the sum of two geometric distributions with the same parameter p I = 1/μ I , is represented by a negative binomial distribution with the parameters r = 2 and p = p I , i.e.,
In general, we can represent the duration of the sum of r PU OFF periods by the r.v. I Sum r , whose probability mass function (PMF) is given by
Using (5) in (4), the probability of a SU being able to transmit a data packet lasting L time units using two or less PU OFF periods is given by
where Pr{I Sum 2 − L = t} follows the same rationale as in (2) and is given by
However, the probability Pr{I periods ≤ 2} accounts for all the cases when a data packet with length L fits in two or less PU OFF periods, i.e., it also includes the case when the packet is entirely transmitted in a single PU OFF period. Therefore, since we focus on the probability that a data packet is transmitted in exactly r PU OFF periods, we must consider the cases when the packet was not completely transmitted in the previous r − 1 PU OFF periods. Consequently, the PMF of I periods becomes
which depends only on the duration of the PU ON period μ B and the SU's packet length μ L . The term As stated before, we are assuming that a SU starts the packet transmission in the first time unit of the PU OFF period. In fact, a SU may start the packet transmission in any time unit of the PU OFF period. If we consider a saturated network, where SUs always have a packet to transmit, the beginning of a new packet transmission will only depend on when the previous transmission was finished. On the other hand, if we consider a non-saturated network, the beginning of a new packet transmission also depends on the arrival instant of a new data packet. However, since we are considering geometric distributions to represent the duration of the PU ON and OFF periods, the memoryless property of these distributions can be used to justify that the number of PU OFF periods that a SU needs to transmit a packet does not depend on which time unit the packet transmission has started.
B. Characteristic Function
The definition of the characteristic function (CF) of the service time is based on the number of PU's OFF periods observed during the SU's transmission. The service time of a SU's data packet is defined as the interval from the instant when a packet arrives the head of the transmitter's queue, until the instant when its transmission ends. The packet service time, measured in discrete units of time, is represented by the r.v. S, while its CF is denoted by S (ω), with ω ∈ R.
To derive the CF in a comprehensive manner, we divide its derivation in three different scenarios represented by the following Lemmas. We start by deriving the CF of the packet service time for a specific scenario (Lemma 1) and then we improve to a more generic scenario (Lemma 3).
Lemma 1: When a SU always has a packet to transmit and the previous packet transmission ends at any time unit of the PU OFF period except the last one, e.g., k = 1 and k = 2 of the first PU OFF period illustrated in Figure 1 , the CF of the packet service time is given by
. (10) Proof: When a SU is able to transmit the entire packet in a single PU OFF period the service time depends only on the size of the data packet, i.e.,
where L (ω) represents the CF of the packet duration in terms of k time units and is given by
which represents the CF of a geometric distribution for k > 0 ( j represents the imaginary unit) [28] . If a SU requires two PU OFF periods to transmit the packet, the packet service time includes one PU ON period as follows
where B (ω) represents the CF of the duration of a PU ON period, and is given by
Following the same rationale, under the assumptions considered in this Lemma, we can write the CF of the service time based on the number of required PU OFF periods as follows
Lemma 2: When a SU always has a packet to transmit and the previous packet transmission ends at any time unit of the PU OFF period, e.g., k = 1, . . . , 3 of the first PU OFF period in Figure 1 , the CF of the service time is given by
. (16) Proof: Considering the definition of service time described before, if the previous transmission ends at the last time unit of the PU OFF period (k = 3 of the first PU OFF period in Figure 1 ) a new packet arrives at the head of the SU's buffer queue in the first time unit of a PU ON period. When this occurs, the packet service time includes an entire PU ON period before any PU OFF period. Therefore, if a SU is able to transmit the entire packet in a single PU OFF period, the service time is given by
Following the same rationale as before, if two PU OFF periods are required to transmit the entire packet, the service time of a data packet that arrived at the head of the queue in the first time unit of a PU ON period is given by
In general, the service time of a data packet arriving at the head of the SU's buffer in the first time unit of the PU ON period is given by
Let γ I be the probability of a packet arriving at the head of the SU's buffer queue during a PU OFF period. Considering that Lemma 2 assumes that the previous transmission ends at any slot of the PU OFF period and both PU ON and OFF periods follow geometric distributions, the memoryless property of the geometric distribution indicates that the probability of the previous SU's transmission ending in a given slot of the PU OFF period is equal for any slot 1, . . . , μ I . However, because this lemma also considers that a SU always has a packet to transmit, only the cases when the previous transmission ends at slots 1, 2, . . . , μ I −1 lead to a new packet arriving at the head of the SU's buffer queue during a PU OFF period. Therefore, the probability of a packet arriving at the head of the SU's buffer queue during a PU OFF period is given by
Thus, the CF of the service time for the second scenario is given by
Lemma 3: The CF of the packet service time for a general scenario, i.e., without any restrictions regarding the beginning of the packet's transmission and the SU's traffic condition (saturated or non-saturated), is given by 
Proof: This lemma considers a more general scenario without restrictions about i) the beginning of the data packet transmission, and ii) assuming that a SU may or may not have a packet to transmit after a successful transmission, which occurs with probability 1 − p QE and p QE , respectively.
Under saturated network conditions, p QE = 0, a new packet arrives at the head of the SU's buffer queue during a PU OFF period if the previous packet transmission has not ended in the last time unit of the PU OFF period. This scenario was tackled in the previous lemma and γ I is the same as in (20) . However, under non-saturated network conditions, a new data packet may arrive randomly at any time unit of the PU's frame, and therefore for this case γ I is given by
Since we are considering a general scenario which takes into account any SU's traffic condition, the probability of a packet arriving at the head of the SU's buffers queue during a PU OFF period is now given by
Equation (24) is derived using the total law of probability, where (1 − p QE ) represents the probability of a SU having always a packet to transmit, and
represents the probability of a packet arriving in a slot of the OFF period given that a SU has always a packet to transmit. In the right-hand side, p QE represents the probability of a SU not having a packet to transmit in a slot, and
represents the probability of a packet arriving in a slot of the OFF period given that a SU has not always a packet to transmit (we assume that a packet may arrive at any slot of the OFF period with equal probability). After some mathematical simplifications we can rewrite γ I as
Finally, the CF of the service time assuming a generic scenario can be obtained by replacing (25) in (21) and is given by
The conditions of convergence and the proof of differentiability of (26) are given in the Appendix.
C. Expectation and Variance
Using the CF of the service time it is possible to compute the expected value and the variance of the service time by the means of the first and second moments of the packet service time [28, p. 186] . The expected value of the service time, E[S], is given by
while the variance of the service time, Var[S], is given by
where
represents the second moment of S.
IV. DISTRIBUTION OF THE SERVICE TIME
Having the characteristic function of the service time derived in the previous section as a starting point, the first-and the second-order moments are used in this section to approximate the distribution of the packet service time. Based on the validation of the proposed approximation, a PMF for the packet service time is proposed.
A. Approximation to a Generalized Pareto Distribution
Using multiple sets of simulation results we have compared the distribution of the service time achieved by simulation with different distributions (Generalized Pareto, Normal, Exponential, Extreme Value, Gamma, Log-logistic, Logistic, Lognormal, Nakagami, Neg. binomial, Poisson, Rayleigh and Weibull). The comparison was made adopting the loglikelihood goodness of fit. The log-likelihood test indicated that the generalized Pareto distribution is the one that better approximates the simulation results (as confirmed by the results presented in Figure 4 ). Based on this observation, we used the characteristic function of the service time derived in the paper to parametrize the generalized Pareto distribution. Since the generalized Pareto distribution is a continuous distribution, an associated discrete distribution can be obtained by discretizing the continuous generalized Pareto distribution, which is described below.
The continuous generalized Pareto distribution is defined in terms of the Cumulative Distribution Function (CDF) as follows [29] 
for x ≥ δ when ξ ≥ 0, and δ ≤ x ≤ δ − σ/ξ when ξ < 0, where δ, σ and ξ are respectively the location, scale and shape parameters. The survival function,F(x) = 1 − F(x), of the generalized Pareto distribution can be written as
and the PMF of the discrete generalized Pareto distribution can be obtained through the following expression [30] - [32] Pr{X = x} =F(x) −F(x + 1).
Therefore, the PMF of the discrete generalized Pareto distribution is given by (32) , as shown at the top of the next page, for x ≥ δ when ξ ≥ 0, and δ ≤ x ≤ δ − σ/ξ when ξ < 0.
According to [33] , the expected value and the variance of the generalized Pareto distribution are given by
and
respectively. Assuming that the packet service time domain (S) is in {1, 2, . . . , +∞}, the location parameter δ of the discrete generalized Pareto distribution is set to δ = 1. Thus, equaling (27) to (33) and (28) to (34), and assuming that σ ≥ 0, we define a system of 2 equations (
, being its solution numerically computed to obtain the scale (σ ) and shape (ξ ) parameters of the generalized Pareto distribution as follows
B. Queueing Modeling
The characteristic function of the service time presented in (22) includes the probability of a SU having a packet to transmit (1 − p QE ), which has not yet been set. To define p QE , this subsection adopts a queueing model to account for the statistics involved in the transmission queue.
A queueing model is characterized by the arrival process, the service time distribution with a certain service discipline and the number of servers at the queueing node. In the previous subsection we have presented an approximation for the service time distribution, which depends on the probability of finding the queue empty, p QE .
Assuming that the packet arrival process at the SU is a countable process that follows a Poisson distribution with average arrival rate λ (packets/time unit) and a single data channel is used for transmission (number of servers = 1), a M/G/1 queueing model can be considered [15] . The Probability Generating Function (PGF) of the queue length of a M/G/1 queueing model is given by [15] 
where L S is the Z-transform of the service time distribution. L S takes only nonnegative values, and it can be obtained by replacing jω in (22) by −z. ρ is a variable that expresses the traffic intensity,
where λ denotes the mean arrival rate of packets at the SU's queue and E[S] represents the mean service time. At this point, we can use the probability of finding the queue empty, given by [15] 
as well as the expressions in (27) and (37), to define the following system of non-linear equations 
where E[S 2 ] is the second moment of the packet service. Following the Pollaczek-Khinchine formula, the average queue length E[Q] is given by [15] 
C. Average Packet Service Time for a Multiple SU Scenario
In Section III-C we have derived the average packet service time, E[S] in (27) , considering the case when a single SU scenario uses the channel. In this section we extend the previous analysis by considering the case when multiple SUs are scheduled to transmit.
To extend the previous work to multiple SUs we consider an ideal MAC scheme where the SUs having packets to transmit are scheduled to access the channel instantaneously, i.e., the MAC coordination time is null. To model the packet service time for multiple SUs, we assume the model illustrated in Figure 2 , where the SUs (SU 1, SU 2, . . . , SU n) generate traffic with arrival rates λ 1 = λ 2 = ... = λ n (homogeneous traffic generation condition). The MAC protocol serves each SU by conceptually moving the packet at the head of its transmission queue to a common transmission queue (only considered for modeling purposes), which is served by the MAC protocol (represented in the figure by the MAC server). The arrival packet process of the common transmission queue is a deterministic process regulated by the ideal MAC, which can be implemented by a round-robin scheduling policy that moves a packet from the head of a SU's transmission queue to the common transmission queue. In the analysis below we consider that m ≤ n SUs are scheduled to the common transmission queue.
When multiple SUs are scheduled by the ideal MAC protocol, the average individual SU service time is given by
where E[S] also represents the service time of the model's MAC server presented in Figure 2 , and E[W MAC ] represents the parcel of time due to the waiting time in the common transmission queue before being served by the MAC server. Because m > 1 SUs are scheduled to transmit, the common transmission queue adopted in Figure 2 contains m−1 packets waiting for transmission (the m-th packet is being served by the MAC server), and in this case E[W MAC ] is given by
Consequently, the individual SU packet service time when m SUs are scheduled to transmit is expressed by 
E[S]).
Moreover, when multiple SUs are considered, E[S ind ] still represents a lower bound because a null MAC coordination time is considered: in non-ideal MAC protocols the MAC coordination time may have a non-null value depending on the type of the protocol (e.g., a stochastic waiting time in SlottedAloha), increasing the complexity of the packet service time modeling task.
V. VALIDATION AND NUMERICAL RESULTS
This section presents a set of simulations and numerical results to validate the PMF of the SU's transmission interruptions (9) , the mean packet service time for different SU's packet durations (27) , and the approximation of the packet service time (29) . Considering a M/G/1 queueing model, the packet's average queue waiting time for different ρ values (40) is also validated. Before discussing the numerical results, we would like to point out that Figures 3, 5 and 6 represent, respectively, PMFs and CDFs of discrete distributions. However, for easiness of comparison between the numerical and the simulated results, we have decided to plot the theoretical results using continuous curves. Consequently, the reader should consider that the continuous curves representing the theoretical results do not take any value between any two integers.
A. SU's Transmission Interruptions
We start by validating the distribution of the number of PU OFF periods that a SU needs to transmit a packet, I Periods , derived in Section III-A. Figure 3 evaluates the distribution of I Periods considering three scenarios with different mean PU OFF period durations (μ I ). In order to validate the analytical model we plot the analytical results obtained with (9) (represented by the markers) against the simulation results (represented by the bars). The first observation goes to the accuracy of the analytical model when compared to the simulation results. As expected, the results show that for a fixed mean packet length, PU OFF periods with longer durations reduce the number of PU OFF periods needed to completely transmit a data packet. Figure 4 shows the average packet service time for both single and multiple SU scenario under saturated network conditions. Figure 4 (a) compares the theoretical average packet service time computed with (27) (curves) with the simulation results (markers) for a single SU scenario. Different SU's packet durations, μ L , and PU's inactivity rates, P I PU , are considered. The results show that the theoretical model successfully validate the simulation results. However, for higher SU's mean packet durations and lower PU's inactivity rates the average packet service time obtained through the theoretical model is slightly inferior when compared to the simulations results. This fact is explained by the higher variance introduced by the geometric distributions used to obtain the length of the SU's packet duration.
B. Average Packet Service Time
Regarding the multiple SU scenario, Figure 4 (b) compares the theoretical average packet service time, computed with (44), with the simulation results for different number of SUs. The average PU's frame length is kept to μ B + μ I = 10 time units and the SU's mean packet duration to μ L = 3 time units, meaning that the red curve of Figure 4 (b) is equivalent to the blue curve of Figure 4 (a). The theoretical results are close to the simulation results. The results also show that when the number of SUs increases, the average packet service time also increases by a factor m, as a consequence of the adopted MAC policy. Finally, the results show that the average packet service time for a single SU (m = 1) is a lower bound when compared to the case of multiple SUs (m > 1).
C. Validation of Discrete Generalized Pareto Approximation
This subsection validates the approximation of the packet service time by the means of a discrete generalized Pareto (29) is also plotted. Both figures show that the packet service time can be approximated by the discrete generalized Pareto distribution, especially for higher values of PU's inactivity rate, which is the scenario of interest in cognitive networks.
From Figures 5(a) and 5(b) we can see that, for a fixed PU's frame length the approximation becomes less accurate for lower values of P I PU (e.g., comparing the red and the black results in Figure 5(a) ). This is because when the probability P I PU becomes smaller, the number of PU OFF periods needed to transmit a packet will increase. Consequently, when the number of SU's transmission interruptions increases, the number of observed PU ON periods also increases. Therefore, the service time tends to be more influenced by the variance introduced by the distribution of the PU ON period duration, which decreases the approximation's accuracy. Moreover, when we compare the approximations considering the same P I PU but different PU's frame length (e.g., the blue curves in both Figures 5(a) and 5(b) ), we can also observe that longer PU's frame lengths decrease the approximation's accuracy. This is because for higher PU's frame durations, the variance of the duration of the PU ON and OFF periods is higher, which decreases the accuracy of the model.
D. Packet Service Time Estimation
Next we evaluate the possibility of estimating the packet service time based on real-time observations, i.e., using a set of service time samples acquired by a SU. For each set of samples, a SU computes the average and the variance of the packet service time, which are used to compute the scale and the shape parameter of the discrete generalized Pareto distribution through (35). Figure 6 presents the CDF of the packet service time obtained through simulation, as well as their estimates based on a set of 10 samples. For each PU's inactivity rate, the estimated CDF represents the average of 1000 estimated CDFs based on real-time observations (i.e., 1000 packet service time observations). Figure 6 shows that it is possible to approximate the service time CDF using a small sample set of 10 samples. Similarly to the approximations obtained using the theoretical model and observed in the previous section, the approximations become more accurate for higher values of P I PU . Table I contains the average packet service time and the confidence interval for 95% of confidence level computed with the estimated distributions. Different lengths of the sampling set are considered. The results show that, for the considered sampling set lengths, the average packet service time obtained from the estimated distribution closely matches with the average packet service time obtained through simulation. PU each packet waits more time in the queue before being
E. Average Packet Waiting Time and Queue Length Under Non-Saturated Condition
transmitted, because more time is needed to transmit the packets that were already in the queue. As for the average queue length, Figure 7 (b) shows that for small values of ρ the number of packets in the queue is almost the same, no matter the PU's inactivity rate. From (41) we can see that the average queue length is a function of the traffic intensity, the mean of the service time and variance of the service time. Considering that ρ is the same for any value of P I PU , the term E 2 [S] · Var(S) in (41) remains constant to keep the average packet queue also constant, irrespective of P I PU . However, when the system approaches the saturation, the different PU's inactivity rates introduce different levels of variance in the service time, leading to slight differences in the average queue length for the same value of traffic intensity (ρ).
VI. CONCLUSION
In this work we have proposed an innovative packet service time analysis of opportunistic access in a CRN. Assuming that the SU's packet length follows a geometric distribution, we have derived an expression for the probability of a SU transmitting its packet when k > 0 periods of PU's inactivity are observed. Then, we have derived the characteristic function of the service time, which in turn was used to approximate the distribution of the service time. By computing the average and the variance of a small service time sampling set, we have proposed an estimation method based on the method of moments. We highlight the general conditions assumed in the model, which include variable packet length, the possibility that a SU starts transmitting at any instant within a PU's OFF period, as well as the possibility of expressing the traffic condition through the probability of finding the SUs' transmission queue empty.
Several simulations were used to assess the accuracy of the proposed model considering different SU's packet lengths, PU's inactivity rates and traffic conditions. Assuming that the SU's packet length and the PU ON and OFF period durations are represented by geometric distributions, the simulations results show that the distribution of the packet service time can be approximated by a discrete generalized Pareto distribution, especially for higher values of PU's inactivity rates, i.e., when a PU spends most of its time inactive.
The proposed analysis, and mainly the estimation of the service time, presents high potential of applicability in several practical scenarios, including but not limited to buffering management and MAC protocols' optimization. The model is particularly helpful to predict the quality of service supported by the secondary system when the PUs' activity is available from the spectrum sensing.
APPENDIX CONVERGENCE AND DIFFERENTIABILITY OF (26)

A. Convergence
The CF of the packet service time, given by (26), can be rewritten as
where, Regarding the series S A (ω), after some mathematical manipulations and replacing (8) and (9), we obtain (46), as shown at the top of this page, which may be rewritten as (47) Finally, since the convergence condition of the inner sum of S A1 (ω) does not depend on t and r, the condition C t does not depend on k and r, and the condition C r does not depend on k and t, the series S A1 (ω) converges when the conditions C k , C t and C r are observed, which is equivalent to
Applying the same methodology to S A2 (ω), we conclude that the convergence condition is the same as needed for S A1 (ω). Consequently, S A (ω) converges when the condition (50) holds.
Regarding S B (ω), and applying the same methodology as used for S A (ω), we obtain the same condition of convergence, i.e., (50). Consequently, the series S (ω) converges when (50) holds. 
B. Differentiability at the Origin
