Consider a system with K parallel servers, each with its own waiting room. Upon arrival, a job is routed to the queue of one of the servers. Finding a routing policy that minimizes the total workload in the system is a known difficult problem in general. Even if the optimal policy is identified, the policy would require the full queue length information at the arrival of each job; for example, the join-the-shortest-queue policy (which is known to be optimal for identical servers with exponentially distributed service times) would require comparing the queue lengths of all the servers. In this paper, we consider a balanced routing policy that exams only a subset of c servers, with 1 ≤ c ≤ K: specifically, upon the arrival of a job, choose a subset of c servers with a probability proportional to their service rates and then route the job to the one with the shortest queue among the c chosen servers. Under such a balanced policy, we derive the diffusion limits of the queue length processes and the workload processes. We note that the diffusion limits are the same for these processes regardless the choice of c as long as c ≥ 2. We further show that the proposed balanced routing policy for any fixed c ≥ 2 is asymptotically optimal in the sense that it minimizes the workload over all time in the diffusion limit. In addition, the policy helps to distribute work among all the servers evenly.
Introduction
Consider a queueing system with K servers, each with an infinite waiting room. The service rate of server k is µ k , k ∈ K = {1, . . . , K}. One stream of jobs arrive at the system with rate λ; each job upon its arrival is routed immediately to one of the servers. At each server, the jobs are served according to the first-in first-out (FIFO) discipline. We consider a class of balanced routing policies that determine how each job is routed to one of the servers. Fix an integer c with 2 ≤ c ≤ K. When a job arrives, c servers are first chosen sequentially as follows: at each step, server k is chosen with probability p k = µ k / j∈K µ j , k ∈ K (independent of the choice made for the previously arrived jobs); repeat until c distinct servers are chosen. Then the job is routed to the server that has the shortest queue (among the c chosen servers); when there is a tie, the job is routed to one with the smallest index among the tied servers. (Actually, the result remains the same, if the tie is broken arbitrarily.) First we establish the heavy traffic limit theorem for the queue length process and the workload process under the heavy traffic condition ρ ≡ λ/ k∈K µ k = 1. Then we show that for any c ≥ 2, the balanced routing control is asymptotically optimal under the diffusion scale to minimize the total workload process and the maximum queue length process.
Some of the widely used routing control policies for the above parallel server system include the probabilistic proportional routing, the join-the-shortest-queue (JSQ) routing, and the round-robin routing. The probabilistic proportional routing and JSQ routing can be viewed as special cases of the balanced routing policy described above with c = 1 and c = K, respectively. Under the round-robin policy, a fraction p k of jobs is sent to server k according to a pre-specified splitting sequence. For example, when all the servers are identical, the round-robin policy routes incoming jobs to servers in order and in rotating fashion; specifically, the (ℓK + k)th job is sent to the kth server, k = 1, · · · , K and ℓ = 0, 1, 2, · · ·. It is well known that the JSQ policy yields a better performance than probabilistic proportional and round-robin policies at the cost of retrieving queue length information when jobs arrive. Actually, the expected stationary total workload under JSQ is minimized given that the service time distribution has a non-decreasing failure rate (e.g., [27] ). In contrast, probabilistic proportional and round-robin policies do not require the queue length information on implementation. Our balanced routing policy aims to minimize the use of queue length information while achieving the minimum of the total workload performance.
There has been substantial work on the optimal routing for the parallel server system. Most of the earlier works assume that an arriving job (customer) can observe the queue lengths of all servers. For the case of two servers, Winston [29] proved that JSQ is optimal in minimizing the long-run average delay per customer under the assumption that the arrival process is Poisson and service times are exponentially distributed. Later, Whitt [27] provided a counterexample that shows JSQ may not be optimal when the service times are not exponentially distributed. Readers are referred to Whitt [27] for the literature review on the earlier work of the optimal routing control. Reiman [21] and Zhang [31] proved the heavy traffic limit theorem for the parallel servers where incoming jobs are routed to the shortest queue.
To implement JSQ policy, as we mentioned earlier, it is necessary to retrieve the queue length information at the arrival epoch of each job. Such information may be either not available or costly to be retrieved. (For example, consider mirror web servers that store the same data at geographically distributed locations; retrieving the state of all servers upon each download request will cause prolonged delay in response and generate overhead traffic. Readers may refer to Altman et al. [1] , Mitzenmacher et al. [19] and the references there for more examples.) Therefore, many other routing policies have been considered. When the queue length is completely unobservable and all servers are identical, a (deterministic) round-robin routing policy is shown to minimize the total delay in the system (Hajek [12] and Altman et al. [1] ). However, the round-robin policy would yield a sub-optimal performance compared against the optimal policy when the queue length information is completely observable.
In Mitzenmacher [18] (see also Vvedenskaya et al. [25] ), a routing policy that is based on the partial queue length information is proposed. In this work, he considered a special case of our model that the servers are identical with exponentially distributed service times and the arrival process is Poisson. He shows that as K → ∞, the balanced routing policy with c = 2 (i.e., two servers are randomly and independently chosen and compared when routing each job) leads to exponential improvements in the expected delay per job over a purely random routing (i.e., setting c = 1). However, the improvement of choosing c > 2 over c = 2 is only a constant factor. In an earlier work, Azar et al. [4] studied a static version of the problem considered by Mitzenmacher [18] , where K jobs are to be routed to K servers at time 0 with no further arrivals to the system. Actually, our terminology, balanced routing, is motivated by their paper [4] .
In a contemporary work, He and Down [14] considered the same optimal routing problem as ours with Poisson arrival process and a different routing control. In their routing control, a fixed proportion of incoming jobs are routed randomly while the others are routed to one of the two neighboring queues with shorter expected delays. Under the heavy traffic condition, they suggested that the diffusion limit for the total queue length process is the same as the limit for the queue length of an M/G/K queue (which is equivalent to having all K servers pooled together facing one single queue). However, they did not show that the queue lengths at different servers have the same limits.
The JSQ model and its variations assume that upon its arrival, a job is routed to one of the servers immediately. There has also been substantial work that considers the queueing system with a central buffer (or waiting room). Upon its arrival, a job is placed in the central buffer and is only routed to one of the servers when the server becomes available. In such a system, the optimal policy is typically of a threshold type. In a two-server model, Lin and Kumar [16] first showed that a job is always routed to the faster server when it becomes available and only routed to the slower server when the queue length at the central buffer is beyond a threshold. Since then, such a model has substantially generalized to the network setting and to multiple types of jobs. Readers are referred to Bell and Williams [5] , Armony [2] and Ata and Kumar [3] and the references in these papers for more recent research in this area. We also note that most of the analysis of JSQ, including the current one, is limited to an FIFO service discipline at each server. One exception is a recent paper by Gupta et al. [11] , which, motivated by modeling web server farms, considers the processor sharing service discipline at each server. This paper extends and complements the previous works in several ways. This work extends the work of Mitzenmacher [18] by establishing the asymptotic optimality of the balanced routing under more general queueing systems. In particular, we allow non-identical servers, a general renewal arrival process and generally distributed i.i.d. service times. In the limiting regime, the number of servers remain fixed (instead of approaching to infinity). Complementing the work of He and Down [14] , we rigorously establish the heavy traffic limit theorem for the queueing system under balanced routing. In the limit, all servers are pooled together and function as if they were a single aggregated server. Hence, the balanced routing is asymptotically optimal in the sense that the total workload is minimized for all time in the diffusion limit. In addition, in the diffusion limit, all queues become the same and evolve in fixed proportion to the total system workload. Hence, the meaning of "balance" in this paper is two-fold: one is balancing system performance and the cost of information retrieval, and the other balancing the queue. The numerical studies are presented. The numerical studies indicate that the balanced routing even with c = 2 (i.e., randomly selecting two queues in each routing) almost achieves the optimality and that the gap between the longest and the shortest queue under the balanced routing are nearly the same as the gap under the optimal routing as the traffic intensity approaches unity. This is clearly consistent with the asymptotic optimality and the balanced property in the heavy traffic analysis.
There has been a vast volume of literature on the heavy traffic approximation for queueing systems, which is the major tool for the theoretical analysis in this paper. Readers may refer to Chen and Yao [9] for earlier literature on heavy traffic analysis for queueing systems. In this paper, we follow a sample-path approach that is similar to the one used in Mandelbaum and Stolyar [17] , Stolyar [23] and Ye and Yao [30] in establishing the heavy traffic limit theorem. This approach is based on the framework of Bramson [7] and Williams [28] . The key step in the approach is to transform the uniform attraction property to the state-space collapse property, which involves a rescaling technique. By this technique, the order O(n 2 )-long time interval of the diffusion-scaled process is broken down into O(n) pieces of O(n)-long time intervals, and thereafter the diffusionscaled process is converted to O(n) pieces of fluid scaled processes. Then the properties developed for the fluid scaled process, in particular the uniform attraction property (Theorem 4), can be applied to establish the state-space collapse and the complementarity properties (Theorem 5; also Lemma 6(a,c)) of the diffusion-scaled process.
The paper is organized as follows. The queueing model is described in the next section. In Section 3, we characterize the fluid limit of the queueing processes, and in particular, we establish the uniform attraction property of the fluid limit, which is the key in establishing the diffusion limit. The diffusion limit and the asymptotic optimality is stated and proved in Section 4. The numerical studies are presented in Section 5. The paper is concluded with a discussion on the robustness of the results to the parameter specifications.
We conclude this section by introducing some notation and conventions used through the paper. All vectors are understood to be column vectors. For a J-dimensional positive vector α = (α j ), we use α −1 = (α −1 j ) to denote the J-dimensional vector whose jth component is α −1 j . For a real number a, ⌊a⌋ is the largest integer that is no greater than a. The space of RCLL (right continuous with left limits) functions on [0, ∞) taking values in J-dimensional Euclidean space is denoted by D J , and the subspace of the continuous functions in D J is denoted by C J . A sequence of functions {x n , n ≥ 1} in D J is said to converge u.o.c. to x ∈ D J if it converges uniformly on any compact set of [0, ∞); this is denoted by "x n → x u.o.c. as n → ∞," and sometimes, we write "x n (t) → x(t) u.o.c. as n → ∞" for convenience. For a sequence of stochastic processes {X n , n ≥ 1} whose paths lie almost surely in D J , we write "X n ⇒ X" to mean that the probability measures induced by the X n 's on D J endowed with the Skorohod topology converge weakly to the probability measure induced by X on D J . If X n ⇒ X, we say that X n converges to X in distribution or X n , converges weakly to X. Readers are referred to Billingsley [6] , Whitt [26] , and Ethier and Kurtz [10] for the definition of the Skorohod topology. All of the continuous-time (stochastic) processes in this paper will be assumed to have the paths that are right continuous with finite left limits. That is, such a process is a measurable function from some probability space into D J associated with the Skorohod topology. The space D J under the Skorohod topology is a Polish space (see Whitt [26] ); therefore, we can invoke the so-called Skorohod Representation Theorem (see Skorohod [22] and Ethier and Kurtz [10] ) to reduce all weak convergence in D J to almost sure convergence. Note that the almost sure convergence in D J (under the Skorohod topology) to a continuous path in D J is equivalent to the almost sure convergence under the uniform topology (see, e.g., Pollard [20] ).
Since in this paper, all the stochastic processes that arise as weak limits have continuous sample paths, the u.o.c. convergence of RCLL functions suffices for our purposes.
Model And Preliminary
We consider a queueing system with K(≥ 2) servers, indexed by k ∈ K = {1, · · · , K}. Each server has an infinite waiting room. Jobs arrive at the system following a renewal process with arrival rate λ. Upon arrival, each job is routed to one of the queues to attain service. At server k, jobs are served at a rate of µ k following the order of arrival. Denote the interarrival time between consecutive arrivals by u ℓ , ℓ = 1, 2, · · ·. Denote the service time of the ℓth job at server k by v k,ℓ , ℓ = 1, 2, · · ·, and k ∈ K. That is, the service time of a job is server-dependent. We assume that the interarrival time sequence {u ℓ , ℓ ≥ 1}, and the service time sequences {v k,ℓ , ℓ ≥ 1}, k ∈ K, are mutually independent i.i.d. random sequences, all with finite second moments. In particular, let u ℓ have mean 1/λ and variance a 2 , and let v k,ℓ have mean 1/µ k and variance
denote the average service rate and ρ = λ/µ K the traffic intensity. Next,we introduce the following related processes:
and,
We call E = {E(t), t ≥ 0} the (exogenous) arrival process, where E(t) denotes the number of arrivals during the time interval [0, t]; and call S k = {S k (t), t ≥ 0} the service process for server k, k ∈ K, where S k (t) denotes the number of service completions after server k is busy for a total of t time units. In this paper, we focus on the balanced routing control which is described as follows. Fix an integer c, 2 ≤ c ≤ K. When a job arrives, choose c servers randomly and independently and route the job to the shortest queue among these c servers. If more than one servers have the same shortest queue, the tie can be broken arbitrarily; for simplicity in the analysis, we assume the one with smallest index will be chosen. Moreover, we should specify momentarily how c servers are chosen. A simple implementation is to generate c indices randomly and independently, with k ∈ K being chosen with probability p k ,
(The selection procedure to generate c indices could be either with replacement or without replacement. For convenience, our main presentation focuses on the selection procedure with replacement.
The procedure without replacement is described at the end of this section.) Now we provide a sample path construction of the routing sequence. The routing mechanism described above depends on the queue lengths at the servers only through their relative rankings in magnitude. Let q = (q 1 , . . . , q K ) ′ be a non-negative integer-valued vector (with q k being interpreted as the queue length at server k). Let π(q) = (j 1 , j 2 , . . . , j K ) ′ be a permutation of indices K such that q j 1 ≤ q j 2 ≤ · · · ≤ q j K (where the possible tie can be broken arbitrarily). In other words, if at a given time, the queue length is q, the first component of π(q) is the index of the shortest queue, the second component is the second shortest queue, and the last component is the longest queue. For any fixed k (1 ≤ k ≤ K), let π k (q) be the set of the first k components of π(q). Hence, π k (q) contains k distinctive indices of the k shortest queues: q j ≤ q j ′ for any j ∈ π k (q) and j ′ ∈ π k (q).
To make our routing sequence independent of the state given the ranking of the queue lengths, we first introduce the routing sequence for all possible permutations π of K. Let φ(j, ℓ; π) be a zero-one random variable, which has the following interpretation: if the queue length immediately before the ℓth arrival is q and π = π(q), then the equality φ(j, ℓ; π) = 1 depicts that the ℓth arrival is dispatched to the server j and 0 otherwise. For any queue length vector q and any subset
indicates whether the ℓth arrival is routed to the first k shortest queues. (When comparing the ordered set π k (q) to the un-ordered set K ′ , the equality π k (q) = K ′ is interpreted as the set π k (q) and the set K ′ having the same elements.) We note that for the above fixed K ′ , the above summation has the same interpretation and has the same distribution for all q such that π k (q) = K ′ . In other words, the dependence of the above summation on q is only through its first k components K ′ = π k (q). Indeed, we show in the appendix that the sequence of φ can be constructed such that we can write
for all q with π k (q) = K ′ .
Note that this observation is critical to the proof of our main results. Recall that the event Φ(K ′ , ℓ) = 1 indicates the ℓth job is routed to one of the first k shortest queues; it is clear that
where
For ease of analysis, we actually take the sequence of i. (2) and (3), as the primitive data. We shall call this sequence the routing sequence as well. We show in the appendix that the sequence {φ(k, ℓ; π)} can be constructed from this sequence, with the same interpretation as alluded to above. In addition, we assume that the routing sequence is independent of the arrival process and the service time process. For convenience, we introduce
Now we describe the key performance measure of the system. First, let Q(t) = {Q k (t)} k∈K be the queue length at time t, where Q k (t) denotes the number of jobs in queue k at time t. Then, the number of arrivals routed to server k during [0, t], A k (t), can be described as follows:
Clearly, it satisfies the following conditions for any feasible routing process: for all t ≥ 0,
is a non-negative integer and is non-decreasing,
Let B k (t) denote the busy time, i.e., total amount of the time that server k has served jobs during [0.t]. Then, the dynamics of the queueing system are characterized by
The first equation is a balance equation, assuming the initial queue length (at time 0) is Q k (0) for k ∈ K. The second equation specifies a work-conserving condition, i.e., the server must work at its full capacity when there is at least one job in its queue. Let
denote the workload at server k at time t. Let
denote the weighted average of the workloads at all the servers. We shall see that the diffusion limit of W 0 (t) represents the total workload of the system (referring to Remark 3 following Theorem 5). Hence, we shall refer to the process W 0 = {W 0 (t), t ≥ 0} the system workload process. Mathematically, we shall show that the fluid limit of the system workload process is a non-decreasing process (whereas the workload process of each server or their pure summation may not be monotone) under the heavy traffic condition defined shortly, which is a very useful property in the establishment of the main results. Now define the idling processes Y k (t), k ∈ K, and Y 0 (t) as follows,
It is immediate to observe from the above expressions that
Next, we provide an important lower bound on the probability that any one of first several shortest queues is chosen in each routing. Observe (4); it is clear that
Note that there are only a finite number of such subsets K ′ . Hence, there exists a number σ > 0 such that the following holds for all non-empty strict subset
We close this section with a description of an alternative routing selection procedure. In contrast to the "simple" implementation above which allows repetition in the c indices chosen for each arriving job, we can refine it by allowing c distinct indices to be chosen. To do so, first generate a sequence of random indices of K until there are c different indices in the sequence; each index in the sequence assumes the value k (∈ K) with the probability µ k /µ K . This results in a random subset of K, with c distinct indices of candidate servers for the arriving job.
Denote as H(K ′ ) the set of all ordered sequences that consists of c different indices in K \ K ′ . That is, if the server indices, h(1), · · · , h(c), are different and all in K\K ′ , then the sequence (vector)
. Consider any subset of server indices, K ′ ⊂ K, consisting of queues that are shorter than servers in K \ K ′ , and suppose the vector h records the ordered candidate servers to which the arriving job will be routed. Then, the arriving job will not be dispatched to
Hence, for the refined implementation, we have
It is elementary to show that the inequality (15) still holds (but with a possibly different σ). This actually ensures that all the fluid and diffusion limit results remain to hold under such a selection procedure.
Fluid Limit And Uniform Attraction
To describe the fluid limit and its uniform attraction property, we introduce a sequence of systems, indexed by n. Each of the systems is like the one introduced in the last section, but may differ in their arrival rates and mean service times (which are also indexed by n). For convenience, we assume that the routing sequence does not change with n. We assume, as n → ∞,
where λ n and λ are positive constants, µ n = (µ n k ) k∈K and µ = (µ k ) k∈K are positive K-dimensional vectors, and ρ n = λ n /µ n K and ρ = λ/µ K . In addition, to guarantee the convergence of the fluidscaled and diffusion-scaled primitive processes below, we make the following assumptions: there exists a function g(a), satisfying g(a) → 0 as a → ∞, such that the following holds uniformly on n,
, for k ∈ K, and all a ≥ 0. (17) This condition was used in previous work; see, for example, Bramson [7] and Stolyar [23] . The heavy traffic condition is that ρ = 1, or λ = µ K .
We apply the standard fluid scaling to the primitive processes associated with this sequence of systems:
Similarly, define the fluid-scaled version of the derived processes:
For the scaled primitive processes, when n → ∞ and under the assumption (17), we have
This convergence is a direct consequence of the following lemma, whose proof can be found from Appendix A.2 of Stolyar [23] , which is based on the weak law estimate in Bramson [7] .
Lemma 1 Let t * > 0 and u * > 0 be any given time lengths, and assume the condition (17) . Then, the following convergence of their fluid scaling holds with probability one: as n → ∞,
In the theorems and the proposition in the rest of this section, we characterize the fluid limit of the derived processes under fluid scaling. These results will be used to establish the heavy traffic theorem later, and are of independent theoretical interest as well.
Theorem 2 (Fluid limit) Let M be a given positive constant, and suppose |Q n (0)| = k∈KQ n k (0) ≤ M for all n. Then, for any subsequence of fluid scaled processes in (18) , there exists a further subsequence, denoted by N , such that, along N ,
for some Lipschitz continuous process (Q(t),Ā(t),B(t),W (t), W 0 (t),Ȳ (t),Ȳ 0 (t)), which we call a fluid limit.
Since the limit processes in the above theorem are all Lipschitz continuous, they are differentiable at almost all time t ≥ 0. Below, when we write the derivative of such processes with respect to time t, we assume by default that such a time is regular, i.e, all the related processes are differentiable at this time t. The proofs of this theorem and the next proposition are in the appendix. (a) The following equations hold for t ≥ 0,
whereW
consists of queues that are strictly shorter than those not in it at time t), then
where σ is given in the bound (15) .
If, in addition, the heavy traffic condition (ρ = 1) holds, then, the following properties also hold:
(c) LetQ min (t) = min k∈KQk (t). Then, the following holds if there are distinct fluid levels at time t ≥ 0 (i.e.,Q k (t) =Q min (t) for some k ∈ K),
(e) The followings hold for all t > 0,
IfW 0 (0) = 0, then the following equality holds for all t > 0,
It is interesting to note that under the heavy traffic condition (λ = µ K ), the first equality in the equation (27) reads λW 0 (t) = k∈KQ k (t), which is the Little's law for the system as a whole. This is consistent with our use of "system workload" to refer to the weighted average workloadW 0 (t). As a technical note, we point out that the bound (15) plays the key role in deriving the properties (b) and (c).
Theorem 4 (Uniform attraction) Consider any fluid limit derived in Theorem 2, with the initial state also bounded by M . Assume that the heavy traffic condition ρ = 1 holds. Then, there exists a time T M > 0 such that, all fluid levels are the same after the time T M and the fluid levels remain fixed afterward: for all k ∈ K,
This theorem follows from the properties (c) and (e) in Proposition 3 straightforwardly; hence, we omit the detailed proof. The uniform attraction of the fluid limit is a key property used to establish the heavy traffic limit later. The attraction state (in this paper, the state with all queue lengths equal) is called a fixed point in the literature (e.g., [17, 23, 30] ). For ease of presentation, we denote the fixed point state with a corresponding workload w as Q * (w) = (Q * k (w)) k∈K , where Q * k (w) = µ 0 w for k ∈ K.
Diffusion Limit And Asymptotic Optimality
Consider a sequence of queueing systems indexed by n as in Section 3. Assume that the heavy traffic condition, ρ = 1, holds. In addition to the assumptions on the arrival and service processes in (16) and (17) , we assume the existence of the following limits as n → ∞:
Moreover, we need to assume the existence of the limits of the standard deviations of the interarrival times and service times: as n → ∞, a n → a and b
Apply the standard diffusion scaling (along with centering) to the primitive processes:
and apply the same diffusion scaling to the derived processes:
Next, rewrite the unscaled system workload process for the nth network as follows:
where we used the definition for Y n 0 (the equality (13) ) to obtain the second equality and used the equality (7) for the last equality. Applying the diffusion scaling to both sides of the above equation, we haveŴ
and (Q n k (0),Ã n k (t),B n k (t)) := (Q n k (0), A n k (n 2 t), B n k (n 2 t))/n 2 is a variation of the fluid-scaled process (Q n k (0),Ā n k (t),B n k (t)). Similar to (14), we also have, for each n,
In view of (10) and with the centering procedure as in the above, we can write the following equality for the workload process,
By the functional central limit theorem for the renewal process (see, for example, Chapter 5 of
whereÊ = {Ê(t), t ≥ 0} is a (one-dimensional) Brownian motion with zero mean and variance λ 3 a 2 ;V is a K-dimensional Brownian motion with independent coordinates, whose kth coordinate, V k , is a Brownian motion with zero mean and variance b 2 k ;Ê andV are independent; and the kth coordinate ofŜ,Ŝ k (t) = −µ kVk (µ k t).
Assume, for ease of exposition,
It follows from Theorem 2 and Proposition 3(e) that as n → ∞,
where e is a K-dimensional vector of ones. (Note that replacing the scaling factor n by n 2 in the fluid scaled processes will not change the conclusions in Theorem 2 and Proposition 3.) Then, it follows from the random time-change theorem (see, for example, Chapter 5 of [9] ), the procesŝ X n (t) converges weakly as follows,
where the limitX = {X(t), t ≥ 0} is a Brownian motion with drift θ and variance (λ 3 a 2 + k∈K µ 3 k b 2 k )/µ 2 K . In the next theorem, we show that the derived diffusion scaled processes approach to some limits described byQ(t),Ŵ (t),Ŵ 0 (t) andŶ 0 (t). These processes are characterized by the following relations, for all t ≥ 0:Ŵ
It is known (e.g., [9] , Chapter 6) that givenX the relations in (44)-(46), which constitute the so-called Skorohod problem, uniquely define the processesŴ 0 andŶ 0 :Ŵ 0 = Φ(X) andŶ 0 = Ψ(X), with Φ(·) and Ψ(·) being Lipschitz continuous mappings. In particular, whenX is a Brownian motion,Ŵ 0 is a one-dimensional reflected Brownian motion (RBM), andŶ 0 is the associated regulator. The processQ(t) is the fixed-point with all components equal to µ 0Ŵ0 (t).
Theorem 5 Suppose the heavy traffic condition ρ = 1 holds. Under the balanced routing policy (c ≥ 2), we have the following results.
(a) (Diffusion Limit) The following weak convergence holds when n → ∞:
with the limit following the specifications in (44) through (48).
(b) (Asymptotic Optimality) The balanced routing is asymptotically optimal in the following sense: LetŴ n,G 0 andQ n,G denote the processes associated with any feasible routing scheme G that satisfies the conditions (6)- (7). Then, for all t ≥ 0 and u ≥ 0, we have lim inf
lim inf
That is,Ŵ 0 (t) and max kQk (t) are (asymptotically) stochastically less than or equal tô W n,G (t) and max kQ n,G k (t), respectively for all t ≥ 0.
Remarks.
1. All the results in the theorem in fact hold for any routing policy that has the fluid limit satisfying (28) (as well as other routine conditions in (21)- (27)). Such a policy must push arrivals to shorter queues (at the fluid scale) so as to induce a "balanced" operating state where jobs are evenly distributed. For this reason, we may call a routing policy to be a balanced routing policy if its fluid limit satisfies (21)- (28) . It would be interesting to identify other routing policies that have such fluid limit.
2. In view of (47), we haveQ k (t) = µ 0Ŵ0 (t), which is invariable with k. That is, in the diffusion limit, the queue lengths at all servers are identical and hence are balanced. Regarding the workload, we haveŴ k (t) = (µ 0 /µ k )Ŵ 0 (t) from (47) and (48). Hence, in the diffusion limit, the workload at each server is proportional to its mean service time (1/µ k for server k).
3. Little's law holds for both individual servers and the whole system in the diffusion limit. The equality,Ŵ k (t) = (1/µ k )Q k (t), is Little's Law for queue k, k ∈ K, since the effective arrival rate to queue k is equal to µ k (= (µ k /µ K )λ). At the system level, from the identity (47) and the heavy traffic condition (i.e., λ = µ K = Kµ 0 ), we have,
which is Little's law for the system with the weighted average workload processŴ 0 (t) being the "system workload".
4. The diffusion limit in the theorem coincides with the one corresponding to a sequence of G/G/1 queueing systems described as follows. The arrival process of the nth G/G/1 system has an arrival rate of λ n and interarrival time variance of (a n ) 2 , and the service process has a rate of µ n K and service time variance of k∈K (µ n k /µ n K ) 3 (b n k ) 2 . That is, the (original) parallel server system behaves like a G/G/1 queue in the heavy traffic limit. In other words, the multiple parallel servers under the balanced routing appear pooled together to form an aggregated server whose service rate is the sum of the service rates and whose service time variance is a weighted sum of the service time variances of all the servers. This has been known as the resource pooling effect, which also exhibited for some other stochastic network models in previous studies (e.g., [15, 13, 17] ).
We close this section by comparing the diffusion limit under the balanced routing with that under a probabilistic proportional routing and that under a round-robin routing. We consider the (special) case of K identical servers with a Poisson arrival process and exponentially distributed service times. In this special case, the diffusion limit for the system workloadŴ 0 (which is the same as the workload for each of the identical servers) is the reflected Brownian motion (RBM); its Brownian motion (43) has drift θ and variance 2/λ.
With this same setting, the probabilistic proportional routing is to route an arrived job to each server k with an equal probability 1/K. The arrival process to each server is a Poisson process with rate λ/K, and hence, each server behaves like an M/M/1 queue. Its diffusion limit is also an RBM, its Brownian motion has drift θ and variance 2K/λ. (See, e.g., [9] .)
Under the round-robin routing policy, the arrival process to each server k is (possibly a delayed) renewal process; the interarrival time follows a Gamma distribution with parameters K and λ. Each server behaves like a G/M/1 queue, and its diffusion limit is also an RBM with drift θ and variance (K + 1)/λ.
Assume that the common drift term θ < 0. Then all of the above RBMs have stationary distributions; their corresponding mean values are summarized in the third column of Table 1 . These mean values can be considered as approximate average workloads at each server for the corresponding routing policies. It follows from Theorem 5 (b) that the balanced routing policy is asymptotically optimal in the sense that it minimizes the workload process. (In this special case, the system workload is the same as the workload for each of the identical servers.) Hence, the mean for the stationary RBM corresponding to the balanced routing, 1/(−θλ), provides the benchmark for the minimum average workload. As shown in the fourth column of Table 1 , the average (total) workload under the balanced routing is reduced by a factor K over the one under the probabilistic proportional routing and by a factor of (K + 1)/2 over the round-robin routing, when the system is under heavy traffic. In Section 5, we shall show by simulation that the balanced routing policy outperforms both the probabilistic routing policy and the round-robin policy even when the traffic intensity is less than one.
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Proof of Theorem 5
We adopt the standard sample path approach based on the Skorohod Representation Theorem.
Specifically we assume that all the primitive processes are defined in a probability space such that the weak convergence becomes the almost sure u.o.c. convergence. In particular, we assume (in view of (40) and (43): with probability one,
In the rest of this proof, we consider any fixed sample path such that the above u.o.c. convergence is satisfied. Consider any time interval [τ, τ + δ], where τ ≥ 0 and δ > 0. Let T > 0 be a fixed time of a certain magnitude to be specified later. Following the approach in Bramson [7] (also refer to, e.g., [23, 30] ), we rewrite the diffusion scaled processes, such asŴ n 0 (t),Q n (t) andŶ n (t), as a series of fluid scaled processes; this enables us to investigate the diffusion scaled processes using the available results concerning the fluid-scaled processes. Specifically, for the nth network, we let
for u ≥ 0 and j = 0, · · · , ⌊nδ/T ⌋. Observe that the processŴ n 0 (t) during the interval t ∈ [τ + jT /n, τ + (j + 1)T /n] is identical to the processW n,j 0 (u) during the interval u ∈ [0, T ]. Similarly, we can define the processesQ n,j (u) andȲ n,j (u). The lemma below characterizes the network dynamics during [τ, τ + δ], whose proof can be found in the appendix.
Lemma 6
Consider the time interval [τ, τ + δ], with τ ≥ 0 and δ > 0; pick a constant C > 0 such that
and suppose lim n→∞Ŵ n 0 (τ ) = χ, and lim
for some constant χ ≥ 0. Let ǫ > 0 be any given (small) number. Then, there exists a sufficiently large T such that, for sufficiently large n, the following results hold for all non-negative integers j ≤ nδ/T : (a) (State Space Collapse)
i.e.,W n,j 0 (u) is uniformly bounded; and hence, so isQ n,j (u);
Now we prove part (a) of the theorem by applying the above lemma and the sandwich method introduced in Chen and Shanthikumar [8] (see Lemma 8 in the appendix). From the least element characterization of the reflection mapping in Lemma 8(a), we have for t ≥ 0,
Let τ = 0 and δ be an arbitrary positive number in Lemma 6. Then, the conclusion (c) of the lemma implies that, for any small ǫ > 0, the following holds for sufficiently large n,
The above can also be written as
Then by Lemma 8(b), we have for
In view of (55) and (57), letting n → ∞ and then ǫ → 0, we have
Lemma 6(a), which gives a bound between the scaled workload process and the scaled queue length process, implies the convergence ofQ n (t) →Q(t) := Q * (Ŵ 0 (t)). From (39)- (42), we havê
Recall thatŜ k (t) = −µ kVk (µ k t). The above yields the conclusion thatŴ k (t) = (1/µ k )Q k (t) for k ∈ K.
We now prove the optimality in part (b) of Theorem 5. Hereafter, we append an additional superscript G to the processes associated with any given feasible allocation scheme G.
To prove part (b), it is sufficient to show the following for any fixed sample path: For any subsequence N 1 of n, there exists a further subsequence N 2 ⊂ N 1 , such that, for all t ≥ 0 and along the subsequence N 2 , lim n→∞Ŵ n,G 0 (t) and lim n→∞ max kQ n,G k (t) exist (which could be infinite) and
fluid-scaled state and workload processes,Q n,G k (t) andW n,G 0 (t), etc., also converge along N ′ to Lipschitz continuous processes,Q G k (t) andW G 0 (t), etc., which satisfy the following conditions:
(To verify the above, follow the proofs of Theorem 2 and Proposition 3. Note that from Q n (0) = 0, we haveQ G (0) = 0 andW G 0 (0) = 0; refer to (41). Also note that the reflection property (24) in Proposition 3(a) does not appear here.)
Let τ * be the supremum of those times t such that
The above and the equation (63) implies that
Hence, the convergence,X n,G (t) →X(t) u.o.c along N ′ , still holds on the time interval [0, τ * ] under G (refer to (36) and (40)- (43)). SinceŶ 
The following is then directly verified:
is non-decreasing withŶ G 0 (0) ≥ 0; whereas the complementarity need not hold for (Ŵ G 0 (t),Ŷ G 0 (t)). Hence, the inequality in (59) holds for t ∈ [0, τ * ], with the limit being taken along N 2 , following Lemma 8(a).
If τ * = ∞, then we have proven that inequalities in (59) hold for all t ≥ 0. Otherwise, suppose that τ * < ∞. Consider any time t > τ * , and pick a time τ ∈ (τ * , t) such that
Hence, we haveW G 0 (τ ) > 0 following (66); and this, along with (63)
This implies that (59) also holds for any time t > τ * .
Finally, the inequality (59) implies (60), sinceQ(t) is a fixed-point (see (47)) and the maximum queue length max kQk (t) is thus minimized.
Numerical Studies
In our simulation studies, we assume that jobs arrive following a Poisson process with arrival rate λ, all servers are identical and have a total service rate µ K = 1, and the service times follow an exponential distribution (with service rate µ k ≡ 1/K for each server k). We could consider more general arrival processes and service time distributions, but this would not add much new insight to our key findings. It would be interesting to consider non-identical servers; however, our limited experiment has not resulted in any new insight.
First, we compare the overall performance under various routing policies. In the simulation shown in Figure 2 , we fix the parameters K = 5 and c = 2 and vary the traffic intensity ρ = 0.80, · · · , 0.99 (by varying λ = 0.80, · · · , 0.99). The balanced routing policy performs very well. The average queue length under balanced routing is very close to that under JSQ routing, and much smaller than that under probabilistic proportional and that under round-robin routing. (By adjusting the run length, we enure the width of 99% confidence interval is always within 1% of the mean for all the simulation results reported in the paper.) This result is consistent with the heavy traffic theorem which implies that both the balanced routing and JSQ routing lead to the same diffusion limit. Now look at the details of the two curves for balanced routing and JSQ routing, with their percentage gap presented in Figure 3 . (Here we define the percentage gap as
where L BL and L JSQ are the average total queue lengths of balanced routing and JSQ routing, respectively.) The percentage gap between the average total queue lengths of balanced routing and JSQ routing decreases as the traffic intensity increases (from 0.8 to 0.99). This observation is predicted by the heavy traffic theorem too, since the system behaves more similar to the diffusion limit if the traffic intensity is closer to 1.
Next, we try to gain insight into the benefit of increasing c in the balanced routing policy. We fix K = 20 and ρ = 0.95, and vary c = 1, · · · , 20. We observe from Figure 4 that there is a significant performance improvement when c increases from c = 1 to c = 2 (i.e., from probabilistic proportional routing to balanced routing with c = 2): the average total queue length drops from 382 to 72. However, the marginal improvement diminishes as c increases.
We expect that the balanced routing should "balance" the queue lengths (equivalently balance the workloads when all servers are identical) at different servers. The simulation result shown in Figure 5 presents the average difference between the longest and shortest queue lengths. Clearly, the average difference, used as a measure of balance here, will be smaller if the workload can be distributed more evenly among servers. We apply the same setting as the previous simulation: fix K = 20 and ρ = 0.95, and vary c = 1, · · · , 20. We see that, when c increases from c = 1 (i.e., probabilistic proportional routing) to c = 2 (balanced routing with c = 2), the system becomes significantly more balanced -the balance measure drops from 73.2 to 5.1. The marginal improvement diminishes as c increases further.
Finally, we consider how the balanced routing with just c = 2 servers performs, as the total number of the servers in the system, K, varies from 2 to 20. The simulation study is depicted in Figure 6 for the traffic intensity ρ = 0.90, 0.95, 0.98, 0.99. As expected, under each traffic intensity, the percentage difference between the average total queue lengths of the balanced routing and the JSQ routing increases when K is increased. A more delicate observation is that the performance degradation is less severe for the system with higher traffic intensity. For example, when K varies from 2 to 20, the performance percentage gap between balanced routing and JSQ increases from 0 to 88.7% for the case of ρ = 0.90; while for ρ = 0.99, from 0 to 39.5% only. (Note, the percentage gap here is defined in the same way as the one for 
Concluding Remarks
Our main results, which concern with the fluid and diffusion limits and the asymptotic optimality, are very robust to the parameter specification. For instance, the selection of the probability p k (k ∈ K), with which the server k is chosen for each of the c server indeces upon each job arrival, allows slight deviation from the one given in the equality (1); and our results still hold as long as the inequality (15) remains valid. (We do however implicitly assume that an arriving job has to be routed to one unique service station and that jobs at each server are served in the order of arrivals.
In particular, our proofs do not cover a processor-sharing service discipline.) This implies that the balanced routing scheme is robust subject to small errors in the estimation of the service rate, which is the required parameter for selecting candidate servers for each arriving job. In view of the definition of F (K ′ ) in (4), we noted that the inequality (15) holds for larger σ when c is larger. This indicates that the balanced routing is more robust subject to the errors in the estimation of service rates if more candidate servers are selected for each arriving job.
Appendix

Construction of Routing Vector
We show the existence of a copy of φ and Φ that satisfies the properties in Section 2, in particular the relationship (2).
We first define a set of zero-one variables, {Φ(K ′ , ℓ)} K ′ ⊂K (ℓ = 1, 2, · · ·), which as mentioned in Section 2 are used to describe the routing of each arrival ℓ. These variables will be interpreted such that the variable Φ(K ′ , ℓ) = 1 dictates that the ℓth arrival is routed to a server in the set K ′ , if q is the state immediately before the job arrival and K ′ = π j (q) for some j. Hence, for each ℓ, suppose such variables satisfy the probability distribution and relate to each other as follows,
The second condition enforces a consistency condition -it requires that, in the situation that both K 1 and K 2 consist of some of the shortest queues with respect to the same network state and K 2 ⊂ K 1 , the job routed to a server in K 2 (i.e., Φ(K 2 , ℓ) = 1) must also fall within K 1 (i.e., Φ(K 1 , ℓ) = 1).
The existence of Φ can be shown by an iterative construction. Let Φ(K) = 1; hence P {Φ(K) = 1} = 1 = F (K). Supposing, for some K 1 ⊂ K, the variable Φ(K 1 ) has been defined such that
Denote, for any k ∈ K 1 , K 2 = K 1 \ {k}. We define the variable Φ(K 2 ) as follows,
From the above construction, it is easy to verify that
Given the primitive variables Φ(K ′ , ℓ), K 1 ⊂ K and ℓ ≥ 1, the routing vector φ(k, ℓ; π) is specified as follows: for any permutation π = (j 1 , · · · , j K ) of indices in K (representing the ascending order of queue lengths of the network state immediately before the ℓth arrival).
Proof of Theorem 2
Let N 1 be any given subsequence of n. As the sequence of initial statesQ n (0) are bounded by the constant M and the processesĀ n k (t) andB n k (t) are RCLL and non-decreasing, we can find a subsequence N of N 1 , such that as n → ∞ along N ,
where the limit processesĀ k (t) andB k (t) (k ∈ K) are also RCLL and non-decreasing, and the latter two convergences hold at time t ≥ 0 where the two limit processes are continuous. Now consider any time interval [t 1 , t 2 ], with t 1 < t 2 . From the equation (9) (with superscript n appended properly), we have,
which impliesB
Hence, the processB k (t) is Lipschitz continuous. Next, pick any constant c > 1, and any time
, and (c)Ā k (t) is continuous at times t ′ 1 and t ′ 2 . Then, due to the condition (c), the convergence ofĀ n k (t) holds at times t ′ 1 and t ′ 2 . Therefore, we havē
where the first inequality is due to the non-decreasing property of the processĀ k (t), and the convergence involved is along the subsequence N . The above implies that the processĀ k (t) is also Lipschitz continuous. Due to the Lipschitz continuity of the limit processesB k (t) andĀ k (t), the convergence in (67) is u.o.c. Finally, the u.o.c. convergence of other processes in the theorem and the Lipschitz continuity of their limits can be seen from the equations (8, 10-13) (also with superscript n appended properly), along with Lemma 1.
Proof of Proposition 3
The relationships in the property (a), except (24) , (26) and (27) , follow simply from the relationships (7), (8) and (12)- (14) (with the superscript n appended) by taking the limit as n goes to infinity. The equality (26) is due to the equality (10), the convergence ofV n in (19) , the convergence ofĀ n k andB n k established in Theorem 2, and the equality (21) . The first equality in (27) follows from (11) and (26) , while the second from (21), (22) and (25) .
To prove (24) , it is sufficient to show that, given any interval
when n is sufficiently large, sinceQ n k (t) converge toQ k (t) u.o.c. Therefore, we have,
, and let j be the number of indices in K 1 , which must satisfy j < K. SinceQ(t) is Lipschitz continuous, we can find any small time interval [t,
Consider the subsequence of {n}, also denoted as {n} that yields the fluid limit. For the nth network, the job arrivals during (nt, nt ′ ] are those with indices ℓ = E n (t) + 1, ..., E n (t ′ ). Hence, the number of job arrivals routed to the kth server is
Consider the total job arrivals to servers in the set K 1 during (nt, nt ′ ]:
Since the scaled queue length processesQ n (s) converge (u.o.c.) to the fluid limitQ(s) as n → ∞, we have, for sufficiently large n, for all s ∈ [t, t ′ ],
By "un-scaling", the above inequality implies that, for any s ∈ (nt, nt ′ ], the set K 1 consists of the first j shortest queues with respect to the state Q n (s); that is, we have K 1 = π j (Q n (U n (ℓ))−) for all ℓ = E n (nt) + 1, · · · , E n (nt ′ ). According to the relationship (2), the above implies for such ℓ's,
Then, letting n go to ∞ in (72), we have lim inf
where the inequality is due to the bound in (15) . In fact, the "liminf" can be strengthened as "lim" when the sequence n is chosen so that the processes A n (t) converge to some limitĀ(t), and hence,
Letting t ′ → t in the above implies the desired result in the proposition. Prove (c). Let K t min = argmin k∈KQk (t) be the set of the servers with the minimum fluid level and let K t min be the cardinal of (the number of elements in) the set K t min at time t ≥ 0. First, we show that, for all k ∈ K t min ,˙Q
Keeping in mind thatQ k (t) =Q min (t) for k ∈ K t min , we have the followings,
and similarly,
At the given regular time t, we haveQ k (t) =Q k (t−) =˙Q k (t+), and hence the above implies the conclusion (74). Then, we have,Q
Note that Lemma 1 guarantees the following convergence,
Given this convergence, the proof of the above lemma is simply a repetition of that of Theorem 2, Proposition 3 and Theorem 4.
Proof of Lemma 6. Choose the time length T as
where the term on the right hand side is specified in Theorem 4. This time length T is long enough so that in any fluid limit, the fluid stateQ(t) will approach to the fixed-point state, from an initial stateQ(0) that is bounded by χ + C + 1. We prove the properties (a, b, c) for j = 0 first. Note that by way of the construction, we have (W 
where the first equality follows from the definitions of the processesȲ n,j (u) andŶ n (t), along with (12) ; and the second equality from the conclusion in (82). We now extend to verify the properties (a, b, c) for j = 1, . . . , nδ/T . Suppose, to the contrary, there exists a subsequence N 1 of n such that, for any n ∈ N 1 , at least one of the properties (a, b, c) does not hold for some integers j ∈ [1, nδ/T ]. Consequently, for any n ∈ N 1 , there exists a smallest integer, denoted as j n , in the interval [1, nδ/T ] such that at least one of the properties (a, b, c) does not hold. To reach a contradiction, it suffices to construct an infinite subsequence N 2 ⊂ N 1 , such that the desired properties in (a, b, c) hold for j = j n for sufficiently large n ∈ N 2 .
From the proof of the properties (a, b, c) for j = 0 and the contradictory assumption above, we know that the properties (a, b, c) hold for j = 0, ..., j n − 1, n ∈ N 1 . Specifically, for j = j n − 1, we have |Q n,jn−1 (0)| ≤ χ + C + 1, for all n ∈ N 1 .
Therefore, the sequence {Q n,jn−1 (0), n ∈ N 1 } has a convergent subsequence. Then, by Lemma 7, there exists a further subsequence N 2 ⊂ N 1 such that (W n,jn−1 0 (u),Q n,jn−1 (u)) → (W 0 (u),Q(u)) u.o.c., as n → ∞ along N 2 ,
with |Q(0)| ≤ χ + C + 1. Then, we have Moreover, from Theorem 4 and the choice of T (≥ T χ+C+1 ), we havē Q(u) = Q * (W 0 (u)) for all u ≥ T.
The above two conclusions imply that the following holds uniformly on u ∈ [0, T ] for sufficiently large n ∈ N 2 , |Q n,jn (u) − Q * (W n,jn 0 (u))| = |Q n,jn−1 (T + u) − Q * (W n,jn−1 0
That is, the property (a) holds with j = j n for sufficiently large n ∈ N 2 (⊂ N 1 ). Suppose the condition of property (c) holds. Then, from the inequality (85), we have the following estimation for sufficiently large n ∈ N 2 and for all u ∈ [0, T ] uniformly, 
for sufficiently large n ∈ N 2 . That is, the property (c) holds with j = j n for sufficiently large n ∈ N 2 . Using the complementarity property just established, we estimate the upper bounds forW n,jn 0 (u), for u ∈ [0, T ] and for sufficiently large n ∈ N 2 for which the properties (a) and (c) hold.
Fix the (sufficiently large) number n now, and consider the two mutually exclusive cases: (i) the condition (as well as the conclusions) in (b) holds for all j = 0, ..., j n ; (ii) the condition in (b) does not hold for some j, 0 ≤ j ≤ j n − 1.
In the first case, the processȲ ds + X n (τ + j n T /n + u/n) −X n (τ + j 0 n T /n + u n /n) ≤ ǫ + (u n − u ǫ n ) + (C + ǫ) ≤ C + 1 (≤ χ + C + 1), where the first inequality is due to the definition of u n and the definition of the constant C in (53).
Finally, we have shown that the properties in (a, b, c) with j = j n hold for sufficiently large n ∈ N 2 , which contradicts to the definition of the subsequence N 2 .
One-dimensional Reflection Mapping
The following lemma describes the least element characterization of the reflection mapping and is adapted from Section 2 in Chen and Shanthikumar [8] . 
then the following inequalities hold, z(t) ≥ Φ(x)(t) and y(t) ≥ Ψ(x)(t), for all t ≥ 0.
(b) (Relaxed Dynamic Complementarity Property) Suppose that x is an RCLL function on [0, ∞). For any fixed ǫ > 0, if a pair of y and z satisfy, in addition to the condition (87), the following condition for all t ≥ 0, y(t) does not increase at t if z(t) > ǫ, or equivalently (89) (z(t) − ǫ)dy(t) ≤ 0; then, the following inequalities hold, y(t) ≤ Ψ(x − ǫ)(t) and z(t) − ǫ ≤ Φ(x − ǫ)(t).
