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ABSTRACT
SPARSITY AND CONVEX PROGRAMMING IN
TIME-FREQUENCY PROCESSING
Zeynel Deprem
Ph.D. in Electrical and Electronics Engineering
Advisor: Prof. Dr. Ahmet Enis C¸etin
December, 2014
In this thesis sparsity and convex programming-based methods for time-
frequency (TF) processing are developed. The proposed methods aim to obtain
high resolution and cross-term free TF representations using sparsity and lifted
projections. A crucial aspect of Time-Frequency (TF) analysis is the identification
of separate components in a multi component signal. Wigner-Ville distribution is
the classical tool for representing such signals but suffers from cross-terms. Other
methods that are members of Cohen’s class distributions also aim to remove the
cross terms by masking the Ambiguity Function (AF) but they result in reduced
resolution. Most practical signals with time-varying frequency content are in the
form of weighted trajectories on the TF plane and many others are sparse in
nature. Therefore the problem can be cast as TF distribution reconstruction us-
ing a subset of AF domain coefficients and sparsity assumption in TF domain.
Sparsity can be achieved by constraining or minimizing the l1 norm. Projections
Onto Convex Sets (POCS) based l1 minimization approach is proposed to obtain
a high resolution, cross-term free TF distribution. Several AF domain constraint
sets are defined for TF reconstruction. Epigraph set of l1 norm, real part of
AF and phase of AF are used during the iterative estimation process. A new
kernel estimation method based on a single projection onto the epigraph set of
l1 ball in TF domain is also proposed. The kernel based method obtains the
TF representation in a faster way than the other optimization based methods.
Component estimation from a multicomponent time-varying signal is considered
using TF distribution and parametric maximum likelihood (ML) estimation. The
initial parameters are obtained via time-frequency techniques. A method, which
iterates amplitude and phase parameters separately, is proposed. The method
significantly reduces the computational complexity and convergence time.
Keywords: sparsity, time-frequency distribution, Cohen’s class distributions,
Polynomial Phase.
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O¨ZET
SEYREKLI˙K VE KONVEKS PROGRAMLAMA I˙LE
ZAMAN-FREKANS I˙S¸LEME
Zeynel Deprem
Elektrik ve Elektronik Mu¨hendislig˘i, Doktora
Tez Danıs¸manı: Prof. Dr. Ahmet Enis C¸etin
Aralık, 2014
Bu tezde zaman-frekans (TF) sinyallerini is¸lemek ic¸in seyreklik ve konveks
programlamaya dayalı yo¨ntemler gelis¸tirilmis¸tir. O¨nerilen yo¨ntemler, seyrek-
lik ve yu¨kseltilmis¸ izdu¨s¸u¨m kullanarak yu¨ksek c¸o¨zu¨nu¨rlu¨klu¨ ve c¸apraz terim
ic¸ermeyen zaman-frekans dag˘ılımları elde etmeyi hedeflemektedir. Zaman frekans
c¸o¨zu¨mlemenin en o¨nemli yo¨nu¨, c¸ok biles¸enli bir sinyalde ayrı biles¸enlerin ayırt
edilmesidir. Bu tu¨r sinyallerin go¨steriminde klasik bir arac¸ olan Wigner-Ville
dag˘ılımı kullanılır, fakat c¸apraz terimler ic¸erir. Cohen sınıfındaki dig˘er dag˘ılımlar
da c¸apraz terimleri, Belirsizlik Fonksiyonunu (AF) maskeleme ile yok etm-
eye c¸alıs¸ır, fakat bu c¸o¨zu¨nu¨rlu¨g˘u¨n azalmasına sebep olur. Frekans ic¸erig˘i za-
mana bag˘ımlı deg˘is¸im go¨steren bir c¸ok sinyal TF du¨zleminde ag˘ırlıklandırılmıs¸
izler s¸eklindedir, bir c¸og˘u da seyrek bir yapıya sahiptir. Bu sebeple prob-
lem, TF dag˘ılımının, AF du¨zlemindeki bir altku¨menin ve seyreklik kullanılarak
olus¸turulması olarak go¨zo¨nu¨ne alınabilir. Seyreklik, l1 normunu kos¸ut ko-
yarak veya azaltarak elde edilebilir. Yu¨ksek c¸o¨zu¨nu¨rlu¨klu¨ ve c¸apraz terim
ic¸ermeyen TF dag˘ılım elde etmek ic¸in, dıs¸bu¨key ku¨meler u¨zerine iz du¨s¸u¨m
(POCS)’e dayalı l1 azaltma yo¨ntemi o¨nerilmektedir. TF dag˘ılım olus¸turmak ic¸in
c¸es¸itli AF du¨zlemi ku¨meleri tanımlanmaktadır. Tekrarlı kestirim su¨recinde AF
du¨zlemindeki deg˘erlerin reel kısmı, faz kısmı ve l1 normuna ait epigraf ku¨mesi
kullanılmaktadır. TF du¨zlemindeki l1 normuna ait epigraf kmesi u¨zerine tek bir
izdu¨s¸u¨me dayalı yeni bir c¸ekirdek kestirim yo¨ntemi o¨nerilmektedir. C¸ekirdeg˘e
dayalı yo¨ntem, dig˘er optimizasyon tabanlı yo¨ntemlere go¨re TF dag˘ılımını daha
hızlı elde etmektedir. Zamana go¨re deg˘is¸en c¸ok biles¸enli bir sinyalden biles¸enleri
kestirmek ic¸in TF dag˘ılımı ve parametrik en bu¨yu¨k olabilirlik (ML) kestirim
yo¨ntemi kullanılmaktadır. Bas¸langıc¸ parametreleri zaman-frekans yo¨ntemleri
ile elde edilmektedir. Genlik ve faz adımlarını ayrı ayrı ilerleten bir yo¨ntem
o¨nerilmektedir. Yo¨ntem is¸lem karmas¸ıklıg˘ını ve yakınsama su¨resini o¨nemli dere-
cede azaltmaktadır.
iv
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Acknowledgement
First of all I would like to thank Prof. C¸etin for allowing me to restart my studies
that I have suspended more than a decade before and giving me valuable guidance
during my research path. He has showed a patience of job against me. I would
like to thank him for all his patience and belief in me.
I would like to thank Prof. Arıkan, for his valuable guidance and for his
patience against me. I also would like to thank for his suggestions, and encour-
agement through the development of this thesis.
I would like to thank Prof. Leblebiciog˘lu for his valuable guidance and for
allocating his time to me whenever I need. I would like to thank him not just
because of his technical suggestions and talks but also for his social talks during
our meetings.
Special thanks to Prof. Dr. Ug˘ur Gu¨du¨kbay and Assoc. Prof. S. Serdar Kozat
for reading and commenting on the thesis.
I dedicate a big portion of this thesis to my son Eren, from him I borrowed
the time to complete this study. I accept that some of that time will not be
compensated but I hope he will understand me in future.
I would in particular like to thank my wife, Serpil, who encouraged me to
restart my PhD studies. I also would like to thank her for giving me the motiva-
tion in cases when I felt pessimistic.
I would like to thank my cousin Taylan both for the enjoying times we had,
when we were together, and for his sincere interest in how my PhD studies are
going.
vi
Contents
1 Introduction 1
2 Time-frequency Representations and Sparsity-based Signal Re-
construction 5
2.1 Review of Time-frequency Representations . . . . . . . . . . . . . 5
2.2 Compressive Sensing . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Cross term-free Time-frequency Distribution Reconstruction via
Lifted Projections 16
3.1 Sparsity-based Time-frequency Distribution Reconstruction . . . 16
3.2 Time-frequency Distribution Reconstruction with Lifted POCS . . 22
3.3 Projection onto the sets Cf and CAF and the iterative algorithm . 26
3.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Cross term-free TF Reconstruction using Partial AF Informa-
tion 44
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Reconstruction with Real Part of AF Coefficients . . . . . . . . . 46
4.3 Reconstruction with only the Phase of AF Coefficients . . . . . . 51
5 Smoothing Kernel Estimation by Projection onto the Epigraph
Set of l1 norm 57
5.1 Kernel Design with Optimization . . . . . . . . . . . . . . . . . . 57
5.2 Kernel Estimation by Projection onto the Epigraph Set of l1 Norm 60
5.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . 74
vii
CONTENTS viii
6 Mixed TF and Parametric Component Estimation for Time-
varying Signals 82
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.2 Problem Formulation and ML Estimation . . . . . . . . . . . . . 85
6.3 Alternating Phase and Amplitude Method . . . . . . . . . . . . . 88
6.3.1 Analysis of Computational Cost . . . . . . . . . . . . . . . 94
6.3.2 Expectation Maximization with Alternating Phase and
Amplitude Method . . . . . . . . . . . . . . . . . . . . . . 99
6.3.3 Cramer-Rao Bounds for Mean Square Reconstruction Error 102
6.3.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . 103
6.4 Parameter Estimation with Sparsity Constraint . . . . . . . . . . 114
7 Conclusion 117
Bibliography 120
Appendices 132
A The Projection onto Epigraph Set of a Convex Function 132
A.1 The Projection onto Epigraph Set by Succesive Projections . . . 132
A.2 The pseudo-code for projection onto epigraph set of a convex cost
function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
B Signal Examples Used in Simulations 135
C Hadamard Product 139
List of Figures
3.1 Effect of shaping the ambiguity function on the WV distribu-
tion: top-left: Ambiguity Function of the time-varying signal: top-
right WV distribution: bottom-left: masked Ambiguity Function;
bottom-right: WV distribution corresponding to the masked Am-
biguity Function. The horizontal and the vertical axes show the
time and the normalized frequency, respectively. . . . . . . . . . . 17
3.2 TF distribution obtained by the minimization of (3.3) using l1-
MAGIC TOOLBOX (top) and its 3D plot. The frequency is nor-
malized according to the sampling frequency. . . . . . . . . . . . . 20
3.3 Reassigned Smoothed Pseudo WV (RSPWV) distribution and its
3D plot obtained by using the Time-Frequency-Toolbox [1]. . . . . 21
3.4 Left: POCS iterates converge to a vector in the intersection of
convex sets C1 and C2. The vector x0 is the initial vector and x
∗
is in the intersection of sets C1and C2. Right: Iterates oscillate
between the two vectors when the intersection is empty. Vectors
x∗1 and x
∗
2 minimize the distance between the sets C1and C2. . . . 23
3.5 Graphical representation of the epigraph set of l1 norm Cf and the
projection of the vector P0 onto the set Cf . . . . . . . . . . . . . 25
3.6 Signal 1: the TF reconstruction using, left column: the ideal
model, Spectrogram, l1-MAGIC TOOLBOX, L-Class Polynomial
WV distribution (LPWVD), right column: WV, the Smoothed
Pseudo WV (SPWV), Reassigned SPWV (RSPWV), lifted POCS. 30
3.7 Signal 1: 3D plot of the TF distribution obtained by lifted POCS. 31
ix
LIST OF FIGURES x
3.8 Signal 2: The TF reconstruction using, left column: the ideal
model, Spectrogram, l1-MAGIC TOOLBOX, L-Class Polynomial
WV distribution (LPWVD), right column: WV, the Smoothed
Pseudo WV (SPWV), Reassigned SPWV (RSPWV), lifted POCS. 32
3.9 Signal 2: 3D plot of the TF distributions obtained by reassigned
SPWV (RSPWV) and Lifted POCS (bottom). . . . . . . . . . . . 33
3.10 Signal 3: the TF reconstruction using, left column: the ideal
model, Spectrogram, l1-MAGIC TOOLBOX, L-Class Polynomial
WV distribution (LPWVD), right column: WV, the Smoothed
Pseudo WV (SPWV), Reassigned SPWV (RSPWV), lifted POCS. 34
3.11 Signal 3: 3D plot of the TF distributions obtained by Reassigned
SPWV (RSPWV) and Lifted POCS (bottom). . . . . . . . . . . . 35
3.12 Signal 4: the TF reconstruction using, left column: the ideal
model, Spectrogram, l1-MAGIC TOOLBOX, L-Class Polynomial
WV distribution (LPWVD), right column: WV, the Smoothed
Pseudo WV (SPWV), Reassigned SPWV (RSPWV), Lifted POCS. 36
3.13 Signal 4: 3D plot of the TF distributions obtained by Reassigned
SPWV (RSPWV) and Lifted POCS (bottom). . . . . . . . . . . . 37
3.14 The convergence plot of the lifted POCS iterations for Signal 1:
The plot shows the l1-norm of the TF distribution versus the num-
ber of iterations. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.15 The signal in Figure 3.8 is corrupted by additive zero-mean white
Gaussian noise. The SNR value is 10 dB. The TF reconstruction
result obtained by Lifted POCS method (bottom right) is compa-
rable to the Reassigned Smoothed Pseudo WV (top right). The
frequency is the normalized frequency. . . . . . . . . . . . . . . . 39
3.16 Signal 5: TFD of a Frequency Hopping MFSK signal. First row:
the ideal model and Reassigned SPWV(RSPWV). Bottom row: L-
Class Polynomial WV Distribution (LPWVD) and Lifted POCS.
The frequency is normalized. . . . . . . . . . . . . . . . . . . . . . 40
LIST OF FIGURES xi
3.17 Signal 6. TFD of a dolphin’s click-signal segment. Top-row: spec-
trogram (SP) and Reassigned SPWV (RSPWV). Bottom-row: L-
Class Polynomial WV Distribution (LPWVD) and Lifted POCS.
The frequency is normalized frequency. . . . . . . . . . . . . . . . 40
4.1 Signal 1: the TF reconstruction using, Smoothed Pseudo
WV (SPWV) (top left), the reassigned Smoothed Pseudo WV
(RSPWV) (top right), Lifted POCS (bottom left) and Lifted
POCS with real AF coefficients (bottom right). . . . . . . . . . . 48
4.2 Signal 2: the TF reconstruction using, Smoothed Pseudo
WV (SPWV) (top left), the reassigned Smoothed Pseudo WV
(RSPWV) (top right), Lifted POCS (bottom left) and Lifted
POCS with real AF coefficients (bottom right). . . . . . . . . . . 48
4.3 Signal 3: the TF reconstruction using, Smoothed Pseudo
WV (SPWV) (top left), the reassigned Smoothed Pseudo WV
(RSPWV) (top right), Lifted POCS (bottom left) and Lifted
POCS with real AF coefficients (bottom right). . . . . . . . . . . 49
4.4 Signal 4: the TF reconstruction using, Smoothed Pseudo
WV (SPWV) (top left), the reassigned Smoothed Pseudo WV
(RSPWV) (top right), Lifted POCS (bottom left) and Lifted
POCS with real AF coefficients (bottom right). . . . . . . . . . . 49
4.5 Signal 5: TFD of a Frequency Hopping MFSK signal. The TF
reconstruction using, Smoothed Pseudo WV (SPWV) (top left),
the reassigned Smoothed Pseudo WV (RSPWV) (top right), Lifted
POCS (bottom left) and Lifted POCS with real AF coefficients
(bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.6 Signal 6: TFD of a dolphin’s click-signal. The TF reconstruction
using, Smoothed Pseudo WV (SPWV) (top left), the reassigned
Smoothed Pseudo WV (RSPWV) (top right), Lifted POCS (bot-
tom left) and Lifted POCS with real AF coefficients (bottom right). 50
4.7 Signal 1: the TF reconstruction using, WV (top left), the
Smoothed Pseudo WV (SPWV) (top right), lifted POCS (bot-
tom left) and Lifted POCS with only the phase of AF coefficients
(bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
LIST OF FIGURES xii
4.8 Signal 2: the TF reconstruction using, WV (top left), the
Smoothed Pseudo WV (SPWV) (top right), lifted POCS (bot-
tom left) and Lifted POCS with only the phase of AF coefficients
(bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.9 Signal 3: the TF reconstruction using, WV (top left), the
Smoothed Pseudo WV (SPWV) (top right), lifted POCS (bot-
tom left) and Lifted POCS with only the phase of AF coefficients
(bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.10 Signal 4: the TF reconstruction using, WV (top left), the
Smoothed Pseudo WV (SPWV) (top right), lifted POCS (bot-
tom left) and Lifted POCS with only the phase of AF coefficients
(bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.11 Signal 6: the TF reconstruction using, WV (top left), the
Smoothed Pseudo WV (SPWV) (top right), lifted POCS (bot-
tom left) and Lifted POCS with only the phase of AF coefficients
(bottom right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.12 Signal 4: the TF reconstruction with initial TF as an impulse
given by 4.10 at origin of TF plane: WV (top left), the Smoothed
Pseudo WV (SPWV) (top right), lifted POCS (bottom left) and
Lifted POCS with only the phase of AF coefficients (bottom right). 56
5.1 Smoothing the WV distribution with a circular kernel (bottom left
r0 = N/16) and with Gaussian kernel (bottom right,σ(φ) = N/16) 59
5.2 Graphical representation of the de-noising process using projection
onto the epigraph set of l1 cost function, where vec(P ) ∈ RN2 and
w = [vec(P )T v]T ∈ RN2+1 in the lifted domain . . . . . . . . . 62
5.3 Projecting the initial smoothed TF with Gaussian kernel onto the
epigraph set of l1 function results in an over localized solution
which is not acceptable as the TF distribution corresponding to
the original signal. . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Projecting the initial smoothed TF with Gaussian kernel onto the
epigraph set of l1 function results in an over localized solution
which is not acceptable as the TF distribution corresponding to
the original signal. . . . . . . . . . . . . . . . . . . . . . . . . . . 64
LIST OF FIGURES xiii
5.5 The initial Gaussian kernel with σ = N/16 (top), N being the
signal length, and the estimated kernel from initial smoothed TF
and epigraph projection (bottom). While the support of initial
kernel is circular or has the same σ in all directions, the estimated
one is aligned in Doppler direction which is in accordance with
signal layout in TF plane shown in Figure 5.3 (top) . . . . . . . . 65
5.6 The initial Gaussian kernel with σ = N/16 (top), N being the
signal length, and the estimated kernel from initial smoothed TF
and epigraph projection (bottom). While the support of initial
kernel is circular or has the same σ in all directions, the estimated
one is aligned in Doppler direction which is in accordance with
signal layout in TF plane shown in Figure 5.3 (top) . . . . . . . . 66
5.7 Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 1: left column: the ideal model, fixed
kernel or Spectrogram(SP), reassigned SPWV (RSPWV), lifted
POCS, right column: WV distribution, the Smoothed Pseudo WV
(SPWV) distribution,TF with optimal kernel(α = 1.4), TF with
the estimated kernel. . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.8 Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 2: left column: the ideal model, fixed
kernel or Spectrogram(SP), reassigned SPWV (RSPWV), lifted
POCS, right column: WV distribution, the Smoothed Pseudo WV
(SPWV) distribution,TF with optimal kernel(α = 1.4), TF with
the estimated kernel. . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.9 The estimated kernel has spurious structures due to initial coarse
low-pass filter. In order to remove them a a Gaussian mask is
applied to the initial smoothed TF distribution before epigraph
projection. The estimated kernel without Gaussian mask is shown
on top and the estimation with Gaussian mask is shown at bottom. 72
LIST OF FIGURES xiv
5.10 The estimated kernel has spurious structures due to initial coarse
low-pass filter. In order to remove them a Gaussian mask is applied
to the initial smoothed TF distribution before epigraph projection.
The estimated kernel without Gaussian mask is shown on top and
the estimation with Gaussian mask is shown at bottom. . . . . . 73
5.11 The support of the second Gaussian mask applied to initial TF at
Step 2 of Table 5.1 (red corresponds to 1 and blue color corresponds
to zero). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.12 The optimized kernel (top) and the estimated kernel (bottom). . 75
5.13 The optimized kernel (top) and the estimated kernel (bottom). . 76
5.14 Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 3: left column: The ideal model, fixed
kernel or Spectrogram(SP), reassigned SPWV (RSPWV), lifted
POCS, right column: WV distribution, the Smoothed Pseudo WV
(SPWV) distribution,TF with optimal kernel(α = 1.4), TF with
the estimated kernel. . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.15 Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 4: left column: The ideal model, fixed
kernel or Spectrogram(SP), reassigned SPWV (RSPWV), lifted
POCS, right column: WV distribution, the Smoothed Pseudo WV
(SPWV) distribution,TF with optimal kernel(α = 1.4), TF with
the estimated kernel. . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.16 Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 5: left column: The result with
Smoothed Pseudo WV (SPWV), lifted POCS, right column: TF
with the optimal kernel, TF with the estimated kernel. . . . . . . 80
5.17 Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 6: left column: The result with
Smoothed Pseudo WV (SPWV), lifted POCS, right column: TF
with the optimal kernel, TF with the estimated kernel. . . . . . . 80
6.1 The multi-component signals for Ex1 (top) and Ex2 (bottom) with
two components. . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 The multi-component signal Ex3 with 3 components. . . . . . . . 105
LIST OF FIGURES xv
6.3 Experimental MSE vs. SNR for Ex1 Component1 . . . . . . . . . 109
6.4 Experimental MSE vs. SNR for Ex1 Component2 . . . . . . . . . 109
6.5 Experimental MSE vs. SNR for Ex2 Component1 . . . . . . . . . 110
6.6 Experimental MSE vs. SNR for Ex3 Component2 . . . . . . . . . 110
6.7 Experimental MSE vs. computational cost for Ex1 at 8dB (Com-
ponent 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.8 Experimental MSE vs. computational cost for Ex1 at 8dB (Com-
ponent 2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.9 Experimental MSE vs. computation cost for Ex1 at 14dB (Com-
ponent 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.10 Experimental MSE vs. computational cost for Ex1 at 20dB (Com-
ponent 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.11 Experimental MSE vs. computational cost for Ex2 at 8dB (Com-
ponent 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.12 Experimental MSE vs. computational cost for Ex3 at 8dB (Com-
ponent 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.13 Experimental MSE vs. SNR for Ex1 Component 1 (top) and Com-
ponent 2 (bottom) . PO: phase only method, APA: alternating
phase and amplitude method, APAS: APA with sparsity constraint
using equitation (6.66) with λ = 0.25. . . . . . . . . . . . . . . . . 116
A.1 Projection onto epigraph set Cf by successive projections onto sup-
porting hyperplanes . . . . . . . . . . . . . . . . . . . . . . . . . 133
B.1 Time domain representation (top) and the Fourier transform
(FFT) of the Example signal 1 where the frequency is normalized
to sampling frequency. . . . . . . . . . . . . . . . . . . . . . . . . 135
B.2 Time domain representation (top) and the Fourier transform
(FFT) of the Example signal 2 where the frequency is normalized
to sampling frequency. . . . . . . . . . . . . . . . . . . . . . . . . 136
B.3 Time domain representation (top) and the Fourier transform
(FFT) of the Example signal 3 where the frequency is normalized
to sampling frequency. . . . . . . . . . . . . . . . . . . . . . . . . 136
LIST OF FIGURES xvi
B.4 Time domain representation (top) and the Fourier transform
(FFT) of the Example signal 4 where the frequency is normalized
to sampling frequency. . . . . . . . . . . . . . . . . . . . . . . . . 137
B.5 Time domain representation (top) and the Fourier transform
(FFT) of the Example signal 5 where the frequency is normalized
to sampling frequency. The signal is a segment from a Frequency
Hopping MFSK signal. . . . . . . . . . . . . . . . . . . . . . . . . 137
B.6 Time domain representation (top) and the Fourier transform
(FFT) of the Example signal 6 where the frequency is normal-
ized to sampling frequency. The signal was taken from a dolphin’s
click-signal segment . . . . . . . . . . . . . . . . . . . . . . . . . . 138
List of Tables
3.1 Pearson correlation coefficient between TF distributions and the
model TF for tested signals. A higher value shows better similarity
to the model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Re´nyi entropy of all the TF distributions for tested signals. A
lower value indicates better localization. . . . . . . . . . . . . . . 42
4.1 Pearson correlation coefficient between TF distributions and the
model TF for tested signals. A higher value shows better similarity
to the model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Re´nyi entropy of all the TF distributions for tested signals. A
lower value indicates better localization. . . . . . . . . . . . . . . 51
5.1 Signal dependent kernel estimation steps and smoothing . . . . . 70
5.2 Signal dependent kernel estimation steps with a pre-filter . . . . 71
5.3 Pearson correlation coefficient between TF distributions and the
model TF for tested signal examples. A higher value shows better
similarity to the model. . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4 Re´nyi entropy of TF distributions for tested signal examples. A
lower value indicates better localization. . . . . . . . . . . . . . . 81
6.1 The alternating phase and amplitude (APA) algorithm. . . . . . 92
6.2 Phase iterations for J(b) using quasi-Newton (BFGS) algorithm . 97
6.3 Phase iterations for fb(b) using quasi-Newton (BFGS) algorithm 97
6.4 Amplitude iterations via Minimization of fa(a) using conjugate
gradient (CG) algorithm . . . . . . . . . . . . . . . . . . . . . . . 98
xvii
LIST OF TABLES xviii
6.5 Expectation Maximization (EM) iteration steps for multi-
component signal parameter estimation . . . . . . . . . . . . . . . 101
6.6 Amplitude and phase orders for the components . . . . . . . . . . 106
Chapter 1
Introduction
Signals with time-varying frequency content are encountered in many areas such
as AM/FM communication [2], radar [3–7], sonar applications [8], medicine
(EEG) [9,10], gravitational analysis [11,12], motor fault detection [13–16], speech,
and audio [17,18] and classification of these type of signals. An important aspect
of Time-Frequency (TF) analysis is the identification of separate components in
a multi-component signal. High-resolution time-frequency (TF) representations
and instantaneous frequency (IF)-based methods are needed for analysis, detec-
tion and classification of these type signals. Time-frequency distributions (TFDs)
are two dimensional functions which designate the energy content of signals in the
TF plane [19], [20]. TF signal representations enable separation of time-varying
components overlapping both in time and frequency domains. It may not be pos-
sible to isolate some signal components in one domain using ordinary frequency
domain filtering. The performance of a TFD is evaluated based on how good it
represents the energy content of a signal in time-frequency plane without spurious
terms.
The classical tool for TF analysis is the Wigner-Ville (WV) distribution [21],
[22]. Smoothed versions of the WV distribution are grouped under the name of
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Cohen Class of distributions [19]. The WV distribution is a quadratic TF repre-
sentation, which provides a good time-frequency resolution especially for chirp-
type signals. Because of its quadratic definition, the WV representation shows
cross-terms together with actual components or auto-terms for multi-component
signals [23]. Since the cross-terms result from cross correlation of different com-
ponents they have an oscillatory shape on TF plane. Therefore in smoothed
versions of WV they are attenuated or completely removed but this is achieved
at the expense of highly reduced resolution. Because of this trade off between
resolution and cross-term reduction, there have been many smoothing efforts,
trying to reduce cross terms while maintaining a good TF resolution [24].
Compressive Sensing (CS) is a recently introduced concept which tries to
recover a signal from limited number of random measurements with the as-
sumption that the signal under consideration is sparse in some transform do-
main [25], [26], [27]. In CS problems sparsity assumption is imposed on the
recovered signal by minimizing a cost function based on l0 or l1 norm. Frequency
modulated (FM) signals used in radar signal processing can be considered to be
sparse in TF plane. The problem of obtaining a high resolution and cross-term
free TF distribution was studied in [28] using the CS perspective [29]. In this
approach a sparse TF distribution is obtained using l1 minimization among all
TF distributions whose Fourier Transform coefficients equal to a given subset in
the ambiguity domain. The cost function used in [28] consists of linearly com-
bined two terms or an upper bound variance of the error. A proper choice of
the mixture parameter (regularization parameter) is required to obtain a sparse
solution. Regularization parameter selection is left as an open problem in [28].
In this thesis sparsity based methods are investigated for TF signal analysis.
First, the Projection Onto Convex Sets (POCS) framework is used to solve the
high resolution and cross-term free TF distribution estimation problem. A lifted
domain POCS method is developed. The new algorithm is designed based on
making orthogonal projections onto the epigraph set of the l1 cost function. It
successively imposes constraints on iterates in the TF and ambiguity function
domains as in the well-known Papoulis-Gerchberg algorithm [30]- [30]. The new
method does not require any regularization parameter adjustment as in [28],
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[29]. It does not require any user specified bounds on the l1 norm of the signal
[31], either. Projection onto the epigraph set of l1 cost function automatically
determines the bound of the l1 ball.
Results obtained with the proposed method are partially presented in [32]. In
the subsequent and related chapters both the theoretical and the practical issues
concerning the proposed POCS based TF distribution are presented.
Basic requirement for time-varying multi-component signals is to estimate the
components from the noisy signal. There are two main approaches. In first ap-
proach the components are extracted separately and in this respect it is subop-
timal. With the second approach all the components are estimated or extracted
as a whole. Either with the first or the second approach, the components are
estimated using TF techniques and/or parametric estimation, where the compo-
nents are represented by a set of amplitude and phase parameters. The number of
parameters is lower than the discrete signal length. The parameters are usually
the polynomial coefficients. A mixed TF and parametric method is developed
for component estimation. The method minimizes two cost functions, one for
amplitude and one for phase, in an alternating manner. The cost function for the
amplitude is convex and the phase cost function is non-convex. The method is
shown to reduce the computation complexity substantially. Results are presented
in [33].
In Chapter 2, preliminaries on Time-frequency representations are reviewed.
Various cross term reduction methods are explained. Sparsity and compressive
sensing concept is also reviewed in this chapter.
In Chapter 3, the TF distribution estimation problem is defined with a CS
perspective. The chapter explains how a cross-term free TF distribution is esti-
mated using the lifted projections method. The key to the method is the pro-
jection onto the epigraph set of the l1 cost function. Two convex and closed sets
are defined. The first one is the epigraph set of the l1 cost function, the second
set is subset of ambiguity domain coefficients located around origin. Based on an
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initial smoothed TF, which is obtained from masked ambiguity function, succes-
sive projections onto convex sets are computed to obtain the final high resolution
TF distribution. TF estimation examples are presented and results are compared
with other methods in terms of localization and similarity measures.
In Chapter 4, alternative lifted POCS based TF reconstruction methods are
developed based on different AF domain constraint sets. The selection of the
type and size of this set have an effect on both resolution and similarity to the
desired model TF. One example is the AF domain set obtained by real part of
the coefficients in a given area. Another example is the AF domain set defined
as the collection of all phase components and the DC magnitude term. In this
way, optimum size selection problem in AF domain set is avoided.
Because of successive projections, the overall computation cost of the POCS
method proposed in Chapter 3 is high compared to the Wigner-Ville distribution
or its smoothed versions. In Chapter 5, a kernel method obtained using a projec-
tion onto the epigraph set of l1-norm is developed to obtain a cross-term free high
resolution TF distribution. This signal dependent kernel is estimated by a single
projection onto the epigraph set of l1 cost function and a subsequent scaling in the
original AF domain. A localized cross-term-free TF representation is obtained
by smoothing with the estimated kernel. The proposed method is comparable to
the optimal kernel and achieves substantial saving in computations compared to
the POCS method.
In many applications, separating TF components from each other which are
sparsely distributed on TF plane is needed. Component estimation from a multi-
component time-varying signal is considered using mixed TF distribution and
parametric maximum likelihood (ML) estimation framework in Chapter 6. The
initial parameters are obtained via time-frequency techniques and final estimates
are obtained by parametric ML estimation. A method, which iterates between
amplitude and phase parameters separately, is proposed. The method reduces
the computational complexity and convergence time significantly compared to
other methods in the literature [34]. In Chapter 7, remarks and conclusions are
presented.
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Chapter 2
Time-frequency Representations
and Sparsity-based Signal
Reconstruction
2.1 Review of Time-frequency Representations
Time-frequency distributions (TFDs) are two dimensional functions which desig-
nate the energy content of signals in the TF plane [19], [20]. TF signal represen-
tations enable separation of time-varying components overlapping both in time
and frequency domains.
Linear and the quadratic representations are the most widely used TF repre-
sentations for signals with time-varying frequency content [35]. The windowed
short-time Fourier Transform (STFT), which is a linear transformation, of a sig-
nal x(t) is given by
STFT hx (t, f) =
∫ +∞
−∞
x(τ)h(τ − t)e−j2pifτdτ, (2.1)
where h(t) is the window or kernel function of the transformation. Besides linear-
ity, STFT has some other nice features. In fact, STFT with Hermite-Gaussian
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kernel is the only linear transformation [36, 37] which has shift-invariance and
rotation-invariance in both time-frequency and all fractional Fourier domains
[38, 39]. Linearity is a favored property in analysis, but the selection of the
window length is the main challenge for STFT. While a long window provides
good frequency resolution, it will reduce the time resolution or vice versa. There
are efforts [20], [36,37] to adapt the window length to the signal so that signal de-
pendency and better TF resolution is obtained. The representative of quadratic
group is the Wigner-Ville distribution (WV) [21], [22] which is defined as follows:
Wx(t, f) =
∫ +∞
−∞
x(t+ τ/2)x∗(t− τ/2)e−j2pifτdτ
=
∫ +∞
−∞
Rx(t, τ)e
−j2pifτdτ, (2.2)
where Rx(t, τ) can be considered as the time-dependent autocorrelation function
and Wigner distribution is defined as the Fourier transform of it. With this
definition, Wigner distribution can interpreted as the time dependent spectrum
or energy distribution among frequencies.
The discrete version of the Wigner distribution is given by
Wx[n, k] = 2
m=N/2−1∑
m=−N/2+1
x[n+m]x∗[n−m]e−j 4∗piN km, (2.3)
where N is the length of the discrete signal.
The 2-D inverse Fourier transform (FT) of the WD is called the (symmetric)
ambiguity function (AF), and it has found important application areas including
time-frequency signal analysis and radar signal processing
Ax(τ, θ) =
∫ +∞
−∞
Wx(t, f)e
j(θt+fτ)dtdf
=
∫ +∞
−∞
x(t+ τ/2)x∗(t− τ/2)e−jθtdt. (2.4)
The ambiguity function is a 2-D correlation function which correlates the signal
x(t) by its time and frequency shifted versions. The parameter τ (time lag) and
the Doppler parameter θ (or frequency lag) represent the time and frequency
shifts, respectively.
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In radar applications, the cross ambiguity function needs to be computed be-
tween a reference and a surveillance signal for target detection. But this requires
a discrete computation for the AF function on a sufficiently finer grid. Therefore
fast discrete computation is an important issue in radar target detection. A fast
computation of AF or WV distribution is shown in [40].
Cohen’s class of TF distributions [19] are generalized versions of the VW dis-
tributions:
Px(t, f) =
∫ +∞
−∞
∫ +∞
−∞
Ax(τ, θ)Φ(τ, θ)e
−j2piθt−j2pifτdθdτ, (2.5)
where Φ(τ, θ) is the kernel of Cohen’s class TF distribution. WV distribution
corresponds to Φ(τ, θ) = 1. Multiplication of Ax(τ, θ) by Φ(τ, θ) corresponds to
2-D convolution of Wx(t, f) with 2-D Fourier transformed kernel function in the
TF plane. This comes from the fact that the ambiguity function and WV are
related to each other via the 2-D Fourier transformation (FT). Therefore Px(t, f)
is a smoothed version of Wx(t, f) given by
Px(t, f) =
∫ +∞
−∞
∫ +∞
−∞
Wx(u, v)Ψ(t− u, f − v)dudv, (2.6)
where Ψ(u, v) is the 2D Fourier transform of the kernel function Φ(τ, θ).
Among many other nice properties of the WV distribution, the main appreci-
ated feature is the high resolution. But high resolution is achieved at the expense
of the so-called cross terms. Because of its quadratic definition, WV representa-
tion shows cross-terms together with actual components or auto-terms for multi-
component signals [23]. Even with a mono component signal having a non-linear
instantaneous frequency (IF) function, the WV distribution may have cross terms.
The kernel function has the role of shaping ambiguity function Ax(τ, θ). Cross
terms are located between auto-terms and are oscillatory in nature. Therefore
the smoothed version Px(t, f) of Wx(t, f) will have cross terms attenuated or even
removed depending on the kernel function Φ(τ, θ). One example to the smoothing
is the pseudo WV distribution given by
PWDx(t, f) =
∫ +∞
−∞
h(τ)x(t+ τ/2)x∗(t− τ/2)e−j2pifτdτ, (2.7)
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where h(τ) is the window function, which has smoothing effect in frequency do-
main only. The quantity x(t+ τ/2)x∗(t− τ/2) in (2.2) needs to be computed for
−∞ ≤ τ ≤ ∞. But this can be a problem in practice. Therefore pseudo WV
distribution is a necessity in practice. Luckily, by selecting a proper length and
shape for h(τ) this necessity can be turned to an advantage.
Spectrogram [35], which is the square magnitude of STFT,
Shx(t, f) = |STFT hx (t, f)|2 (2.8)
is another example of the smoothed WV distribution. In spectrogram anal-
ysis window length causes a trade off between time and frequency resolution.
Smoothed Pseudo Wigner Distribution (SPWD) [35] is a solution to this trade
off via selection of independent smoothing functions for time and frequency pa-
rameters. SPWD is given by
SPWDx(t, f) =
∫ +∞
−∞
h(τ)
∫ +∞
−∞
g(s−t)x(s+τ/2)x∗(s−τ/2)dse−j2pifτdτ, (2.9)
where g(t) is the time smoothing widow and h(t) is the frequency smoothing
window in time domain. The separable smoothing function is expressed as
g(t)H(−f). By selecting g(t) = δ(t) we will obtain pseudo-WV distribution
which has smoothing only along frequency axis.
Beside Cohen’s class, given in (2.5), there are other generalizations of WV
distribution which aim to achieve high resolution. One example is L-Class
WV distribution proposed by Stankovic [41]. In this distribution, FT of
xL(t + τ/2L)xL∗(t − τ/2L) is computed to get the distribution, where L is an
integer. L = 1 corresponds to the WV distribution.
The WV distribution is ideally suitable to the chirp type signals which have
linear frequency variation or second order polynomial phase functions. Polyno-
mial Wigner-Ville Distribution (PWVD) [42], [43] is designed to localize higher
order polynomial phase signals. But for multi-component signals it also suffers
from cross-terms. In fact, in PWVD there exist non-oscillating cross terms, which
cannot be removed by smoothing. Therefore other approaches are needed to re-
move them. In [42] LPWVD, which is a combination of L-Class WV (LWVD)
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and PWVD is developed to solve this problem. In both PWVD and LPWD, the
order of transformation needs to be arranged according to the polynomial order
of the polynomial phase signal. It was shown that [43] the sixth-order PWVD
achieves the delta function concentration for polynomial FM signals of up to the
cubic order.
Among many other TF methods the reassigned spectrum [44], [45] is the one
which achieves the best localization. With this method cross term-free high
resolution TF distribution is obtained in two steps. In the first step, cross terms
are removed by a proper smoothing method, such as spectrogram or smoothed
pseudo WV method, in the second stage each time and frequency point on the TF
plane is moved to a new location according to the center of gravity of neighboring
region. In this way, the TF localization or resolution enhancement is obtained.
An example is the reassignment of the spectrogram. The spectrogram is given by
Shx(t, f) =
∫ +∞
−∞
∫ +∞
−∞
Wx(s, u)Wh(s− t, u− f)dsdu, (2.10)
where Wh(t, f) is the WV distribution of window function h. For reassignment
during computation of spectrogram one also needs to compute,
tˆx(t, f) =
1
Shx(t, f)
∫ +∞
−∞
∫ +∞
−∞
sWx(s, u)Wh(s− t, u− f)dsdu, (2.11)
and
fˆx(t, f) =
1
Shx(t, f)
∫ +∞
−∞
∫ +∞
−∞
uWx(s, u)Wh(s− t, u− f)dsdu (2.12)
The spectrogram value is then moved from the point (t, f) where it has been
computed to this centroid (tˆx(t, f), fˆx(t, f)) leading to
Sˆhx(t, f) :=
∫ +∞
−∞
∫ +∞
−∞
Shx(s, u)δ(t− tˆx(s, u), f − fˆx(s, u))dsdu (2.13)
The computation cost of reassigned spectrogram by (2.11) and (2.12) is very
high. Because for each time and frequency point we need to compute a 2D con-
volution. Kodera [46, 47] has shown that reassigned time and frequency values
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are actually related to the phase of STFT, which is ignored in definition of spec-
trogram. Therefore (2.11) and (2.12) can be obtained from
tˆx(t, f) =
t
2
− 1
2pi
∂φ(t, f)
∂f
, (2.14)
and
fˆx(t, f) =
f
2
+
1
2pi
∂φ(t, f)
∂t
(2.15)
where φ(t, f) is the phase of STFT. These quantities can be interpreted as the
local instantaneous frequency (IF) and group delay (GD) of the analyzed signal,
as filtered within the TF domain defined by the TF window h centered in (t, f).
From this result it is seen that the reassignment method favors the energy concen-
trations in the vicinity of local IFs and GDs. Flandrin and Auger [48] have shown
that tˆx(t, f) and fˆx(t, f) in (2.14) and (2.15) can be equivalently and efficiently
computed by
tˆx(t, f) =
t
2
−Re
{
STFT thx (t, f)
STFT hx (t, f)
}
, (2.16)
and
fˆx(t, f) =
f
2
+ Im
{
STFT dhx (t, f)
STFT hx (t, f)
}
(2.17)
where Re{.} and Im{.} stand for real and imaginary part respectively. STFT thx
is the STFT of signal x computed by window h1(t) = th(t) and STFT
th
x is the
STFT of signal computed by window h2(t) = ∂h(t)/∂t. Compared to the stan-
dard spectrogram, its reassigned version can thus be computed with a moderate
increase in the computational cost, since three STFTs are evaluated instead of
one. With similar approach the reassignment spectrum for Smoothed Pseudo
Wigner Distribution (SPWD) can also be computed efficiently [45]
Moving the value of a distribution to a new location away from where its
computed increases the readability. On the other hand this may lead to an
over localized TF distribution which may not be desired in all applications. For
instance, the reassigned TF distribution of a sinusoidal signal at frequency f0
approaches to an impulse in the TF plane around the frequency f0 [48]. Therefore,
the reassigned distribution tends to get away from a valid distribution and violates
the uncertainty principle
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Another drawback of this method is that relocation of energy at different TF
points to the same location amplifies the amplitudes of stronger components in the
TF plane much more than the weaker components. Therefore the reassignment
method decreases the relative strength of the weaker components.
2.2 Compressive Sensing
Shannon/Nyquist sampling theorem [49] dictates that a band limited signal
should be sampled at a rate or frequency larger than twice its highest frequency
for a perfect reconstruction. The equidistant samples taken at this sampling fre-
quency are then used to reconstruct the original continuous signal by low pass
filtering (sinc interpolation). But unfortunately in many signal prepossessing ap-
plications there are so many samples that the storage or transmission of these
samples makes compression a necessity. That is why after the signal is sampled
it is usually transformed to some other domain (e.g., Fourier, wavelet, discrete
cosine transform domains), in which it has a simple representation. This simple
representation is obtained by getting rid of the negligibly small coefficients in the
transform domain so that to have small number of coefficients compared to orig-
inal signal samples. For example a signal which consists of two pure sinusoidal
tones having frequencies of f1 = 100Hz and f2 = 300Hz will require a sampling
rate of at least 2|f1 − f2|Hz = 400Hz. This means, for one second of the signal
segment, we need 400 samples. But we know that the same signal is represented
in Fourier domain with just two impulses. In this respect two coefficients in
Fourier domain are sufficient and the rest is redundant.
It would be nice to combine these two stages, that is sampling and transforma-
tion, so that to get the reduced coefficients directly. But there are two problems
with this desired approach. First, not all the signals have a simple or sparse repre-
sentation in Fourier domain. But they may have simple or sparse representation
in some other domain. Therefore the domain in which the signal is sparse should
be known in advance. Second, the positions of non-zero coefficients in transform
domain are not known and depends on the signal content.
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The compressive sensing (CS) [27, 50, 51] is the name given to the method
which tries to provide a solution to this problem. The method uses a sufficient
number of random linear measurements, which are far less than the number
of samples dictated by Shannon/Nyquist sampling theorem, to reconstruct the
original signal.
Given a finite-length, one-dimensional, discrete-time signal x[n] n =
0, 1, · · · , N − 1 we can represent it with a vector x ∈ RN . Such a vector can
be represented in any transform domain as,
x =
N∑
i=1
siψi (2.18)
or equivalently in vector form as
x = Ψs, (2.19)
where s = [s1 s2, · · · , sN ]T is a vector containing the transform domain coeffi-
cients, si obtained by
si =< x, ψi >= ψ
T
i x i = 1, 2, · · · , N, (2.20)
ψi is the i
th basis vector and Ψ is the transformation matrix given by
Ψ = [ψ1 ψ2 · · · ψN ], (2.21)
A signal or vector x is named as K − sparse if it is a linear combination of only
K basis vectors; that is, only K of the si coefficients in (2.18) are nonzero and
(N −K) are zero. This is very useful when K << N . In practice this is usually
the case where the signal x has just a few large coefficients and with many small
ones which can be ignored without causing an observable deformation from the
original. In this respect such a signal is compressible.
In CS, M linear measurements are taken from the signal x. Then during the
reconstruction process, these M measurements are used together with the side
information that the signal to be reconstructed is known to be K − sparse in
some domain. In a general measurement process with M linear measurements,
the inner product between x and a collection of vectors {φj}Mj=1 is computed as
yi =< x, φj > j = 1, 2, · · · ,M (2.22)
12
Putting the measurements into y = [y1 y2 · · · yM ]T and using the measurement
vectors as row of a matrix Φ given by
Φ =

φT1
φT2
· · ·
φTM
 , (2.23)
the measurement process can also be represented in matrix notation as
y = Φx, (2.24)
Using the transform relation in (2.19) the measurement in (2.24) can also be
expressed as
y = ΦΨs = Θs, (2.25)
where s ∈ RN is the transform domain coefficients, y ∈ RM is the measurement
vector and Θ ∈ RM×N is the overall measurement matrix. The important thing
here is that the measurement matrix Φ, is not signal dependent. It is fixed.
Therefore the overall problem consist of designing a stable measurement matrix
Θ and a reconstruction algorithm to reconstruct the original signal x from these
M measurements. Since M < N , the problem is ill-conditioned. But, the side
information that the signal x is K − sparse is used in the following problem
definition to find a solution.
sˆ = min ‖s‖0
subject to Θs = y
(2.26)
However this problem is a NP-complete optimization problem, and it is not easy
to find the solution. If certain conditions such as Restricted Isometry Property
(RIP) [49,51] hold for the measurement matrix Φ , then the l0 norm minimization
problem (2.26) can be approximated by the following l1 norm minimization
sˆ = min ‖s‖1
subject to Θs = y
(2.27)
It is shown in [25,50] that constructing matrix from random numbers, which are
i.i.d Gaussian random variables, and choosing the number of measurements as
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cKlog(N/K) < MN satisfies the RIP conditions. Adding other constraints to
the problem in (2.27) may allow even smaller number of measurements than this
lower bound. Therefore the performance of the reconstruction is measured in
terms of how M is comparable to K.
There are various solution methods to problem in (2.27). The most famous one
is the Basis Pursuit [52,53]. In many cases, the problem is converted to following
unconstrained form
sˆ =min
s
‖Θs− y‖22 + λ‖s‖1 (2.28)
or to the following constrained form
sˆ = min ‖s‖1
subject to ‖Θs− y‖ <  (2.29)
and a solution is obtained with convex optimization techniques [54–57]. In this
thesis the projection onto convex sets (POCS) is used to find the solution. With
the proper definition of convex and closed sets the solution is obtained with al-
ternating projections. Signal reconstruction from available data or information
using POCS was used in many problems. One example is the resolution enhance-
ment [58], another one is the reconstruction using Fractional Fourier transform
domain samples [59].
Sparsity is a side information which is used in CS problem. This side informa-
tion is used as a regularizer during optimization process. Most of the CS recon-
struction algorithms in literature use the lp norm based regularization schemes
where p ∈ [0, 1]. Other kinds of side information can also be used during re-
construction or optimization process. One example is the total variation (TV)
function [60,61]. Knowing that the signal x[n] n = 0, 1, · · · , N − 1 to be recon-
structed has small TV value given by,
TV (x) = ‖x‖TV =
N−1∑
i=1
|xi − xi−1| (2.30)
will allow the CS problem in (2.26) to be written as
sˆ = min ‖x‖TV ,
subject to Φx = y,
(2.31)
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Notice that in TV based optimization problem the constraint related to the mea-
surements is expressed as Φx = y rather than as Θs = y. The TV norm is
more appropriate for image processing applications [62, 63]. The reason why the
TV norm is more appropriate for CS reconstruction of images is as follows. The
transitions between the pixels of a natural image are smooth, therefore the under-
lying gradient of an image should be sparse. As the lp norm based regularization
results in sparse signal reconstruction, the TV norm based regularization results
in signals with sparse gradients. But one difficulty with TV norm is that the
function is non-differentiable. Therefore the sub-gradient needs to be used where
gradient is not defined.
Minimizing the total variation (TV) corresponds to a kind of smoothing or
low-pass filtering in Fourier domain. Therefore a more generalized version of
variation which is called as filtered variation (FV) [64] can also be used in (2.31).
FV framework has some advantages over the TV framework [65]. If the user has
prior knowledge about the frequency content of the signal, it becomes possible to
design custom filters for that specific band. By defining different FV constraints
for different bands, better reconstruction results can be obtained.
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Chapter 3
Cross term-free Time-frequency
Distribution Reconstruction via
Lifted Projections
3.1 Sparsity-based Time-frequency Distribu-
tion Reconstruction
Most practical time-varying signals are in the form of weighted trajectories on
the TF plane. In this respect, although they are neither sparse in time nor in
the frequency domain, they are sparse in the joint TF plane. A multi-component
[23] amplitude and frequency modulated (AM-FM) signal, which is expressed as
follows:
x(t) =
L∑
k=1
ak(t)e
jφk(t) (3.1)
is an example of signals, which are sparse in TF plane. In this expression ak(t)
and φk(t) are the amplitude and phase functions of the k
th signal component.
The TF distribution of the kth component can be expressed as:
Pk(t, f) = a
2
k(t)
1
2pi
δ
(
f − dφk(t)
dt
)
(3.2)
16
Figure 3.1: Effect of shaping the ambiguity function on the WV distribution: top-
left: Ambiguity Function of the time-varying signal: top-right WV distribution:
bottom-left: masked Ambiguity Function; bottom-right: WV distribution cor-
responding to the masked Ambiguity Function. The horizontal and the vertical
axes show the time and the normalized frequency, respectively.
This is a trajectory on the TF plane with dφk(t)
dt
being the instantaneous frequency
(IF) function and δ(f) being the Dirac-delta function. Though not all the time-
varying signals can be expressed in this form, most practical ones are sparse as
in (3.2). In other words they are localized in a small area of the TF plane. The
WV distribution is the 2-D Fourier transform (FT) of the AF and the values of
AF around origin are due to auto-terms of a multi-component signal. Therefore
masking the AF with a filter around origin and computing the 2D FT may reduce
the cross-terms in WV distribution. But this approach also reduces the resolution
as shown in Figure 3.1 The signal has three components or auto-terms in this
example. However the WV distribution has five components (top-right). After
masking the AF around the origin the three main components are clearly visible
in Figure 3.1 (bottom right). Although the original WV distribution has high
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resolution the three reconstructed components appear with a reduced resolution.
Due to uncertainty principle [66], [67], perfect localization can not be obtained
in both TF and AF domains at the same time. Therefore, there is a trade off
between the WF domain resolution and cross-terms. In order to reduce the cross-
terms of the TF distribution as much as possible a set of optimization problems
are proposed by Flandrin and Borgnat [28] as follows:
P ∗ = argminP ‖P ‖1
subject to F−1{P } = Ax[k, l] k, l ∈ Ω
(3.3)
where P andAx are matrices of size N×N obtained by discretization P (t, f) and
Ax(τ, θ), respectively, and N is the length of the discrete-time time-varying signal
x. The l1 − norm is defined as ‖P ‖1 =
∑N
i=1
∑N
j=1 |Pij|. The set Ω defines the
filter mask around the origin in AF domain, and k and l are the discrete indexes
corresponding to delay and Doppler parameters, respectively. It is established
in CS theory that minimization of l1 − norm of P provides sparsity in the WV
domain [28].
The second optimization problem is a relaxed version of (3.3) :
P ∗ = argminP ‖P ‖1
subject to ‖F−1{P } −Ax[k, l]‖22 ≤  k, l ∈ Ω
(3.4)
where the parameter  is a user defined upper-bound on the error variance be-
tween the inverse Fourier transform of the WV distribution P and the ambiguity
function Ax over the filter mask Ω. Obviously, the problem (3.4) is equivalent to
(3.3) when  = 0.
The third problem is a regularized optimization problem
P ∗ = argmin
P
λ‖P ‖1 + 1
2
‖F−1{P } −Ax[k, l]‖22 k, l ∈ Ω, (3.5)
where the regularization parameter λ is also a user-defined parameter adjusting
the trade-off between the l1−norm minimization and the error between the actual
and estimated ambiguity functions. A large λ value corresponds to a sparse WV
distribution in the TF plane but this may correspond to a large deviation from
18
the actual ambiguity function. It is shown that optimization problems (3.4) and
(3.5) are actually equivalent to each other [28], [68]. It is always possible to find
a λ value corresponding to each  value.
In Figure 3.2, a reconstructed solution obtained by minimizing (3.3) is shown.
The signal is the same as the signal in Figure 3.1. A circular mask ΦΩ with radius
r0 = N/16 around the origin is applied to the AF as in Figure 3.1. The circular
mask is given by
ΦΩ[k, l] =
{
1
√
k2 + l2 ≤ r0
0 else
. (3.6)
The TF distribution in Figure 3.2 was obtained using the l1-MAGIC TOOLBOX
[29]. The 3D plot of the WV distribution is shown in the figure at bottom. The
solution has high resolution and cross terms are removed but the reconstructed
solution is too sparse to be called as a TF distribution as stated in [28]. This is
because the estimated distribution is not smooth at all. It is discontinuous and
spiky.
Instead of solving the minimization problem (3.3) which has a strict constraint
in the AF domain, the minimization problem (3.4) with relaxed constraints, are
solved in [28] to obtain an acceptable result. In this modified problem, the pa-
rameter  > 0 needs to be properly defined in advance. Therefore, the choice of
the regularization parameter λ (or equivalently the upper bound  > 0) is left as
an open problem in [28].
Among many other TF representations the reassigned spectrum [44,45] results
in a good TF localization. The TF, in Figure 3.3 was obtained with Reassigned
Smoothed Pseudo WV (RSPWV) using the Time-Frequency Toolbox [1]. The
3D plot of the result is also shown at the bottom.
The reassignment spectrum produces a good localization around the IF law,
as shown in Figure 3.3. This is similar to the result obtained by l1-MAGIC
TOOLBOX, but it has a spiky nature. In this respect it deviates from the physical
meaning of the signal being analyzed. However, it is still the best method in terms
of TF localization.
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Figure 3.2: TF distribution obtained by the minimization of (3.3) using l1-MAGIC
TOOLBOX (top) and its 3D plot. The frequency is normalized according to the
sampling frequency.
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Figure 3.3: Reassigned Smoothed Pseudo WV (RSPWV) distribution and its 3D
plot obtained by using the Time-Frequency-Toolbox [1].
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We use a lifted Projection Onto Convex Sets POCS method [69, 70], which
does not require any regularization parameter or upper bound on the l1-norm of
the signal to estimate the TF distribution.
The algorithm is iterative;it iterates back and forth between the Fourier and
AF domains. In the AF domain, the masking filter is applied on the current
iterate. In the TF domain, an orthogonal projection onto the epigraph set of
l1-norm is performed.
3.2 Time-frequency Distribution Reconstruc-
tion with Lifted POCS
Bregmans (POCS) framework [30,71–73] was successfully applied to many inverse
and design problems in signal [58, 59] and image processing [68, 74, 75]. POCS is
an iterative signal reconstruction method in which the goal is to find a solution
satisfying all the constraint of a given problem in a Hilbert space framework. The
solution vector should be in the intersection of all the constraint sets correspond-
ing to the constraints. If the constraint sets happen to be closed and convex
the algorithm globally converges regardless of the initial vector. In each step of
the algorithm an orthogonal projection onto one of the convex sets is performed.
Bregman showed that iterates converge to a vector in the intersection of all the
convex sets provided that the intersection of the constraint sets is non-empty. If
the sets do not intersect iterations oscillate between members of the sets [76,77].
This process is graphically illustrated in Figure 3.4 for both intersecting and non
intersecting cases. Both x∗, and x∗1 and x
∗
2 are accepted as solutions in inverse
problems.
POCS based solution is proposed here based on the cost function (l1-norm) of
the TF reconstruction problem defined in (3.4)
f(P ) = ‖P ‖1 =
N∑
i=1
N∑
j=1
|Pij| (3.7)
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C1 C1
C2 C2
x0
x∗
x0
x∗1 x
∗
2
Figure 3.4: Left: POCS iterates converge to a vector in the intersection of convex
sets C1 and C2. The vector x0 is the initial vector and x
∗ is in the intersection
of sets C1and C2. Right: Iterates oscillate between the two vectors when the
intersection is empty. Vectors x∗1 and x
∗
2 minimize the distance between the sets
C1and C2.
Since the TF distribution P has N2 entries it can be converted to a vector in
RN
2
.
The POCS method, depending on available side information, can be applied
to sparsity based reconstruction problem in several ways. One basic approach is
to use two convex sets, defined in the following way:
C1 = {vec(P ) ∈ RN2 | f(P ) = ‖P ‖1 ≤ 1} (3.8)
where 1 is the bound on the l1 norm of the TF distribution to be reconstructed.
The set C2 is the set of measurements or the ambiguity domain constraint:
C2 = {vec(P ) ∈ RN2 | F−1{P } = Ax[k, l] k, l ∈ Ω, } (3.9)
The reconstruction with this method, if the number of measurements is below a
threshold, produces noisy results [31]. Because the intersection of the sets C1 and
C2 does not contain a single point, due to insufficient number of measurements.
In this respect the solution will be approximate or close to actual. The error
between the noisy solution and the actual will be distributed among all vector
entries. This is due to l2 minimization during orthogonal projection operation
onto each set. Therefore, in limited measurement case, together with the sets
(3.8) and (3.9) for a smooth reconstruction, a third set can be defined in the
following way,
C3 = {vec(P ) ∈ RN2 | ‖P ‖TV ≤ TV , } (3.10)
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where together with 1, TV also needs to be defined. Using these three sets, the
POCS method will converge to a solution, if they intersect. Alternatively, the
problem can be defined in the following way [31],
P ∗ = argminP ‖P ‖TV
subject to
{
f(P ) = ‖P ‖1 ≤ 1
F−1{P } = Ax[k, l] k, l ∈ Ω
} (3.11)
where we only need to know the bound 1.
In CS type problems, the side information determines the required minimum
number of measurements for a successful reconstruction. In POCS method de-
fined with the sets (3.8), (3.9) and (3.10) three types of side information is used
to reconstruct signal. These are sparsity, bound on l1 norm and bound on TV
norm. In some problems where it is known that the signal energy is distributed
among specific regions or bands of transform domain (example, wavelet domain),
further reduction in number of measurements can be obtained with additional
assumption or bounds on l1 norm of specific bands [31,64].
There is a difference between original CS problem and the sparsity based TF
reconstruction problem. In CS problem, the aim is to reconstruct the signal from
a small number of linear measurements with sparsity assumption or other side
information available. But in sparsity based TF reconstruction problem, actually
we have all the measurements, namely the AF domain coefficients. But, rather
than random, we intentionally select a specific set of those coefficients which allow
cross-term free reconstruction. Otherwise, the TF will be reconstructed including
the cross terms. On the other hand, we do not have any side information, except
for sparsity, namely the bounds on l1 norm or any other regularization constraint.
With only the information at hand and appropriate convex set definitions, a
Lifted POCS method is developed to solve TF reconstruction problem. In lifted
POCS approach we increase the dimension of the vectors by one. In RN
2+1 any
vector on the graph of l1-norm can be represented as follows
w = [vec(P )T f(P )]T , (3.12)
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Cf
w0 = [vec(P )
T 0]T
[vec(P )T f(P )]T ∈ RN2+1
w∗
w∗ = [vec(P ∗)T f(P ∗)]T ∈ RN2+1
Figure 3.5: Graphical representation of the epigraph set of l1 norm Cf and the
projection of the vector P0 onto the set Cf
where vec(P ) ∈ RN2 is the vector form of the TF distribution matrix P and
the last entry represents the l1-norm of the TF distribution P . For the TF
reconstruction problem, the epigraph set Cf of the l1-norm is defined as follows:
Cf = {w = [vec(P )T v]T ∈ RN2+1 | f(P ) = ‖P ‖1 ≤ v} (3.13)
where w is an arbitrary vector in lifted domain RN
2+1 , and v is the last element
of the vector w. The epigraph set Cf contains all the vectors above the graph
of l1-norm in the lifted domain R
N2 + 1 [73]. The epigraph set of a function is
graphically illustrated in Figure 3.5. Since the l1-norm is a convex function the
epigraph set is a convex set in the vector space RN
2+1. The set Cf represents our
TF domain constraint on the solution of the TF distribution estimation problem.
The second convex set is simply based on the AF domain information expressed
in lifted domain. It is the set of TF distributions whose 2D inverse FT is equal
to the Ax[k, l] on the filter mask Ω. It is defined as follows.
CAF = {w = [vec(P )T v]T ∈ RN2+1 | F−1{P } = Ax[k, l] k, l ∈ Ω} (3.14)
It can be shown that CAF is also a closed and convex set.
Both the sets Cf and CAF are defined in lifted domain R
N2+1. It may not
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be possible to know, if the sets Cf and CAF intersect or not a priori. This
depends on the values of the ambiguity function. But we can easily understand
if they intersect or not during the implementation of the POCS algorithm. If the
iterates converge to a single solution they intersect. If they oscillate between the
two solutions then it means that the sets Cf and CAF do not intersect.
3.3 Projection onto the sets Cf and CAF and the
iterative algorithm
Next, the orthogonal projection operations onto the sets Cf and CAF will be
described.
Given an initial TF distribution P0 we construct a corresponding vector in
RN
2+1 by padding a zero at the very end as follows: w0 = [vec(P0)
T 0]T ∈
RN
2+1] , whose orthogonal projection w1 onto Cf is defined as follows:
w1 = min
w∈Cf
‖w −w0‖22 (3.15)
The vector w1 is the vector closest vector in Cf to w0. The solution TF
distribution matrix P1 is obtained from the first N × N entries of w =
[vec(P1)
T f(P1)]
T . The last entry of w1 is f(P1) because the projection should
be on the boundary of the convex set which is the “graph“ f(P1). If w0 is inside
the Cf its projection is itself by definition. The projection of w0 onto epigraph
set Cf can be also defined as follows:
w1 = [vec(P1)
T f(P1)]
T = min
P
‖vec(P )− vec(P0)‖22 + f 2(P ) (3.16)
where the first term is obtained from the first N2 entries and the second term is
obtained from the last entries of w and w0, respectively. Notice that square of
the l1-norm f
2(P ) is different from the l2-norm. The solution of the minimization
problem (3.16) is explained in Appendix A.1.
Next, the vector w1 is projected onto CAF producing the next iterate w2 .
The corresponding TF matrix P2 satisfies F−1{P2} = Ax[k, l] k, l ∈ Ω. This
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projection corresponds to the AF domain constraint. It is implemented very easily
using the 2D inverse Fourier Transform. The ambiguity function corresponding
to P1 is computed as follows:
A1 = F−1{P1} (3.17)
The ambiguity function A2 is defined using the actual Ax values in the mask Ω:
A2[k, l] = Ax[k, l] k, l ∈ Ω (3.18)
the remaining entries of A2 come from A1:
A2[k, l] = A1[k, l] k, l /∈ Ω (3.19)
Next P2 is obtained by computing 2D FT of A2.
In the second round of POCS iterations P2 or equivalently w2 =
[vect(P2)
T f(P1)]
T is constructed where first N entries are taken from P2 and
(N + 1)th entry is taken from previous projection onto Cf because we have not
changed it during projection onto CAF . Then w2 is projected back onto Cf to
obtain P3. After this projection operation the constraint (3.18) is probably no
longer valid. Therefore P3 is projected back onto CAF to obtain P4 and so on.
The lifted POCS iterations continue in this manner. The pseudo-code for the
lifted POCS algorithm is shown in Algorithm 1. Assuming that the intersection
of Cf and CAF is non-empty, the iterations will converge to a point in intersection
set. Or, they oscillate between Cf and CAF as shown in Figure 3.4. Both cases are
fine with us because we look for a compromise solution for the TF distribution.
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Algorithm 1 The pseudo-code for Lifted POCS with real AF coefficients
function P=LPOCSR(x)
N = length(x); ;Ω = circ(N/16)
Ax:=AF(x) A0:=mask(Ax,Ω)
P0 := F{A0} ; w0 := [vec(P0)T 0]T
i = 1 ;  = 10−5
while err ≥  do
wi =minw∈Cf ‖w −wi−1‖22 = [vec(Pi)T wi,n+1]T
Ai = F−1{Pi}
Ai|Ω := Ax|Ω
Pi := F{Ai}
wi := [vec(Pi)
T wi,n+1]
T
err = ‖vec(Pi)− vec(Pi−1)‖2/‖vec(Pi−1)‖
i = i+ 1
end while
end function
The method proposed here also provides globally convergent solutions for other
convex cost functions such as total-variation (TV) [60], filtered variation (FV)
[64], l1, and entropic function which are widely used in signal and image processing
problems because all convex cost functions can be represented as closed and
convex sets in a lifted vector space.
3.4 Experimental Results
In order to test the effectiveness of the lifted POCS method introduced in Sec-
tion 3.2, TF distributions for several example signals are estimated. The time and
Fourier domain representation of the example signals are given in Appendix B.
The examples used in [28] are also used here. Reconstruction results are shown
in Figures 3.6 - 3.13. In all the examples the set Ω is chosen as a circular mask
around the origin in the ambiguity domain as given in (3.6). The radius of the
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mask is selected as r0 = N/16, where N is the length of the discrete-time signal as
in [28]. The results obtained using Wigner-Ville, Spectrogram, Smoothed Pseudo
Wigner-Ville (SPWV), Reassigned SPWV (RSPWV) [1] and TF reconstruction
using the masked AF and l1-MAGIC TOOLBOX (interior point methods) as
in [28] are shown in Figures 3.6 - 3.13, respectively. For the purpose of compar-
ison, the desired ideal TF model of the signals is also included in Figures. TF
model is nothing but the TF constructed from IF law of the signal components
scaled by their power as in (3.2). Though not all examples are polynomial phase
signals and have time-varying amplitude, the LPWVD [42] with order 6 was also
used to obtain related TF distribution. The related MATLAB code was obtained
from Y. Wang [42]. In order to get, on the average, good results, for all the
example signals at hand, the SPWV time smoothing window length was set to an
odd integer closest to N/10, and the length of frequency smoothing filter at time
domain was set to an odd integer closest to N/4 , with N being signal length. In
this way any parameter adaptation to the signal was avoided.
The convergence of the Lifted POCS method is monitored with the help of
normalized error defined by,
err =
‖vect(Pi)− vect(Pi−1)‖2
‖vect(Pi−1)‖2 (3.20)
The l1-norm of the TF distribution versus the number of iterations is shown in
Figure 3.14 for the example Signal 1.
Reconstruction results in Figures 3.6 - 3.13 show that the solutions obtained
with l1-MAGIC TOOLBOX is too sparse. As pointed out by Borgnat and Flan-
drin [28] they cannot be accepted as a TF representation of the signal. The re-
assigned spectrum RSPWV has a good localization and better smoothness than
the results with l1-MAGIC TOOLBOX but it also has a spiky nature as shown
in Figure 3.3,3.9,3.11 and Figure 3.13. On the other hand, from the same figures
it is observed that the lifted POCS method generates better and acceptable re-
sults without adjusting any parameters during the optimization process. In this
respect the LPOCS method provides a good compromise between localization
and smoothness which is a physical property of the original signal. Both SPWV
and LPOCS have good resolution and smoothness based on visual comparison.
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Figure 3.6: Signal 1: the TF reconstruction using, left column: the ideal model,
Spectrogram, l1-MAGIC TOOLBOX, L-Class Polynomial WV distribution (LP-
WVD), right column: WV, the Smoothed Pseudo WV (SPWV), Reassigned
SPWV (RSPWV), lifted POCS.
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Figure 3.7: Signal 1: 3D plot of the TF distribution obtained by lifted POCS.
But the resolution of LPOCS is better than SPWV. SPWV additionally requires
the time and frequency window lengths to be adapted to the signal for good
resolution. In Figure 3.15, a reconstructed TF example obtained from a noisy
signal is shown. The time-varying signal in Figure 3.8 was corrupted by additive
zero-mean white Gaussian noise. The SNR value is 10dB. Signal auto-terms are
clearly reconstructed and cross-terms are suppressed by the lifted POCS method
in Figure 3.15 (bottom right). The result is comparable to the reassigned spec-
trum.
In Figure 3.16 a signal example from Frequency Hopping /M-ary Frequency-
Shift-Keyed (FH/MFSK) communication is shown. It is shown that [78] using
a cross term-free TF representation the parameters of FH/MFSK, which include
hopping frequencies, hopping rate, hopping sequence and modulation type, can
be estimated without making any assumption about the alphabet of hopping fre-
quencies or the synchronization. It is observed that the LPOCS method clearly
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Figure 3.8: Signal 2: The TF reconstruction using, left column: the ideal model,
Spectrogram, l1-MAGIC TOOLBOX, L-Class Polynomial WV distribution (LP-
WVD), right column: WV, the Smoothed Pseudo WV (SPWV), Reassigned
SPWV (RSPWV), lifted POCS.
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Figure 3.9: Signal 2: 3D plot of the TF distributions obtained by reassigned
SPWV (RSPWV) and Lifted POCS (bottom).
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Figure 3.10: Signal 3: the TF reconstruction using, left column: the ideal model,
Spectrogram, l1-MAGIC TOOLBOX, L-Class Polynomial WV distribution (LP-
WVD), right column: WV, the Smoothed Pseudo WV (SPWV), Reassigned
SPWV (RSPWV), lifted POCS.
34
Figure 3.11: Signal 3: 3D plot of the TF distributions obtained by Reassigned
SPWV (RSPWV) and Lifted POCS (bottom).
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Figure 3.12: Signal 4: the TF reconstruction using, left column: the ideal model,
Spectrogram, l1-MAGIC TOOLBOX, L-Class Polynomial WV distribution (LP-
WVD), right column: WV, the Smoothed Pseudo WV (SPWV), Reassigned
SPWV (RSPWV), Lifted POCS.
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Figure 3.13: Signal 4: 3D plot of the TF distributions obtained by Reassigned
SPWV (RSPWV) and Lifted POCS (bottom).
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Figure 3.14: The convergence plot of the lifted POCS iterations for Signal 1: The
plot shows the l1-norm of the TF distribution versus the number of iterations.
reveals the hopping frequencies and the hopping rate without adjusting any pa-
rameters. It provides better localization than LPWVD and it is not spiky, either.
In Figure 3.17, TF of a short segment from a Dolphin’s click signal is shown.
It is known that this acoustic signal should have three FM components starting
at 0.1Hz, 0.18Hz and 0.29Hz (normalized frequency) corresponding to actual
1100Hz,1980HZ and 3190 Hz respectively at first half of the observation duration.
Only the spectrogram and the LPOCS solutions reveal these three components
clearly and the LPOCS has a better resolution.
In order to measure the localization of each TF distribution in a quantitative
way we use l1-norm as a measure. Re´nyi entropy [79] is also a preferred method
for measuring the localization. Re´nyi entropy is given by
RαP =
1
1− αlog2{
N∑
n=1
N∑
m=1
Pα[n,m]} (3.21)
where P [n,m] is the TF distribution and α is the order of measure. Re´nyi en-
tropy allows TF distribution to take negative values. The value of Re´nyi entropy
is expressed in terms of bits. The lower the Re´nyi measure the better the lo-
calization. A Re´nyi entropy of order three was shown to be a good measure for
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Figure 3.15: The signal in Figure 3.8 is corrupted by additive zero-mean white
Gaussian noise. The SNR value is 10 dB. The TF reconstruction result ob-
tained by Lifted POCS method (bottom right) is comparable to the Reassigned
Smoothed Pseudo WV (top right). The frequency is the normalized frequency.
localization [79].
Localization alone is not sufficient for a good comparison. We also need to
know how similar the TF result is to the model TF we desire. There are various
similarity measures depending on application. l2 distance, l1 distance, Kullback-
Leibler divergence [80], Pearson correlation [81], earth mover’s distance (EMD)
[82] are some examples. EMD is a measure of the distance between two probability
distributions over a region. It is the minimum cost of turning one distribution into
the other. EMD is more suitable for content based image retrieval and texture
comparison applications. Its computation requires an optimization problem to
be solved. That is why the histogram of the images are used for the distance
computation. Kullback-Leibler divergence is a measure of information divergence
between the two distribution functions. Since both EMD and Kullback-Leibler
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Figure 3.16: Signal 5: TFD of a Frequency Hopping MFSK signal. First row: the
ideal model and Reassigned SPWV(RSPWV). Bottom row: L-Class Polynomial
WV Distribution (LPWVD) and Lifted POCS. The frequency is normalized.
Figure 3.17: Signal 6. TFD of a dolphin’s click-signal segment. Top-row: spectro-
gram (SP) and Reassigned SPWV (RSPWV). Bottom-row: L-Class Polynomial
WV Distribution (LPWVD) and Lifted POCS. The frequency is normalized fre-
quency.
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divergence are applied to the positive functions and we have WV distribution
with negative values, in this work the Pearson correlation is used as the similarity
measure. The Pearson correlation coefficient between solution TF P and model
TF Pmodel is given by
pcor =
v˜ec(P )T v˜ec(Pmodel)
‖v˜ec(P )‖2‖v˜ec(Pmodel)‖2 (3.22)
where v˜ec(P ) represents the vector form of P with mean value subtracted. The
Pearson correlation is widely used in the sciences as a measure of the degree
of linear dependence between two variables. It measures the shape similarity
rather than any exact norm difference and takes the values between -1 and 1.
The value of 1 indicates total positive correlation, the value 0 corresponds to no
correlation, and -1 shows total negative correlation. In other words, the value of 1
indicates exact shape match. Therefore together with Re´nyi entropy the Pearson
correlation of the solution TF and the model TF are also used as a measure of
similarity.
For a meaningful comparison we first should look at the final solution in terms
of acceptability as a TF distribution related to the signal. Therefore we should
first check how similar the result to the desired model. Then we consider the
localization. From Table 3.1 we observe that LPOCS method and the RPSWV
methods are better than all the other methods in terms of the similarity measure.
When we compare the localization property of the methods the TF obtained by
l1-Magic TOOLBOX has the highest localization. The second one is the RPSWV
and the third one is LPOCS. But as we emphasized in Figure 3.2, Figure 3.3, 3.9,
3.11 and Figure 3.13 the TF solutions obtained RPSWV and l1-Magic TOOLBOX
method, are spiky and they do not correspond to the physical reality of the
actual signals [28]. In fact, from Table 3.2 we observe that, l1-Magic TOOLBOX
provides over localized results which have lower Re´nyi measure than the actual
model TF in some cases. In Signal 6 shown in Figure 3.17, we observe that
RPSWV is weak to produce the spectral lines clearly. The LPOCS method has
good results both in terms of localization, similarity and physical interpretation.
Furthermore, LPOCS method does not require any parameter adjustment nor
parameter selection. Our overall assessment is that LPOCS is superior to the
RSPWV. However the computational cost of RSPWV is lower than LPOCS.
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Table 3.1: Pearson correlation coefficient between TF distributions and the model
TF for tested signals. A higher value shows better similarity to the model.
Pearson correlation coefficient
Signal Model WV SP SPWV l1-Magic LPWVD RSPWV LPOCS
Signal 1 1 0,35 0,41 0,49 0,49 0,47 0,73 0,59
Signal 2 1 0,24 0,38 0,43 0,29 0,40 0,52 0,50
Signal 3 1 0,18 0,39 0,45 0,31 0,44 0,47 0,55
Signal 4 1 0,45 0,34 0,40 0,09 0,28 0,42 0,40
Signal 5 1 0,11 0,34 0,35 0,20 0,38 0,34 0,44
Signal 6 N/A N/A N/A N/A N/A N/A N/A N/A
Table 3.2: Re´nyi entropy of all the TF distributions for tested signals. A lower
value indicates better localization.
Re´nyi entropy
Signal Model WV SP SPWV l1-Magic LPWVD RSPWV LPOCS
Signal 1 8,13 9,01 11,51 10,97 7,18 10,44 8,47 10,14
Signal 2 7,46 9,56 11,18 10,66 8,06 8,84 8,74 9,99
Signal 3 8,24 9,20 11,77 11,18 7,59 10,69 8,82 10,35
Signal 4 8,04 8,51 11,01 10,41 5,45 8,46 8,57 9,65
Signal 5 7,99 9,77 11,88 11,23 6,53 10,86 9,45 10,23
Signal 6 N/A 10,99 13,11 12,39 9,53 11,28 10,73 11,70
In both the proposed lifted POCS method and in [28] the cardinality of the
set Ω is very low compared to the actual TF signal (N × N). In all the signal
examples tried in this section the size of the Ω set is selected as a circle with radius
r0 = N/16. This is necessary to remove the cross-terms [28]. When the sets Cf
and CAF intersect there may be many solutions satisfying the constraints specified
by the sets Cf and CAF . In this case the solution depends on the initial vector. In
all the examples iterations start with a 2-D distribution obtained from the actual
AF by a masking window with radius r0 = N/16. In Signal 1, the initial starting
distribution for the iterative lifted POCS approach is shown in the bottom-left
plot of Figure 3.1. In other signal examples the related masked AF is used as
the initial estimate. They are all relatively smooth VW distributions. When the
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sets Cf and CAF do not intersect the iterations converge to either one of the two
unique distributions as graphically illustrated in Figure 3.4.
Different mask sizes in CAF ranging from r0 = N/12 to N/24 were also tried.
This range of masks successfully removed cross terms in all of the above cases.
Therefore the choice of r0 is not very critical to estimate a cross-term free VW
distribution. However, the question of optimal r0 value or the shape of the mask
Ω for a given time-varying signal remains as an open problem. In the next section
a method is proposed to solve this problem.
The computational cost of the lifted POCS method and the method in [28] are
higher than the classical VW and other AF shaping or smoothing based methods.
This is because the optimization problems posed by both methods are solved in
an iterative manner. Obviously, estimated VW distributions are better in terms
of cross-terms compared to classical methods. Considering the good localization
achieved in the TF plane without any regularization parameter, the lifted POCS
method is a promising approach for the TF distribution estimation.
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Chapter 4
Cross term-free TF
Reconstruction using Partial AF
Information
4.1 Introduction
Similar to any POCS method, the solution vector, or the TFD in our case, is in
the intersection of the convex sets in Lifted POCS method [30], [71]. The POCS
iterations, starting from an initial vector, will converge, provided that the inter-
section is non empty. Therefore, the solution in general depends on two things:
(i) the intersection situation of the convex sets and (ii) the initial vector. If the
intersection contains a single vector then the solution is unique and independent
of the initial point. If the intersection contains more than one vector then the
solution will be the closest point in intersection to the initial vector according to
Euclidean norm. If the intersection is empty then the POCS method oscillates
between vectors of the sets which are the closest vectors between the sets. In this
regard the solution should be selected from one of these vectors depending on
some acceptability criteria. Both scenarios are graphically illustrated in Figure
3.4.
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In [28], the solution to the constrained l1 minimization problem
P ∗ = argminP ‖P ‖1
subject to F−1{P } = Ax[k, l] k, l ∈ Ω
(4.1)
or its relaxed version was found via interior points methods. In Section 3.2
the solution to a localized TF with AF domain constraints was obtained using
lifted projection based POCS method. The constraints were expressed with the
following closed and convex sets:
Cf = {w = [vec(P )T f(P )]T ∈ RN2+1 | f(P ) = ‖P ‖1 ≤ v} (4.2)
and
CAF = {w = [vec(P )T v]T ∈ RN2+1 | F−1{P } = Ax[k, l] k, l ∈ Ω} (4.3)
In the POCS method, whether the sets Cf and CAF intersect or not and the
size of intersection depends on CAF . The definition of epigraph set Cf does not
require any parameter selection. But the AF domain set CAF is dependent on the
subset Ω. In Section 3.2, the shape of Ω was selected as a circle around origin in
AF domain for the tested signal examples and the radius of the circle was fixed to
r0 = N/16, where N being the discrete signal length. With this selection of Ω, the
results, comparable to Reassigned Smoothed Pseudo WV (RSPWV) and better
than the others, were obtained in terms of overall similarity and localization.
Similar results were obtained by ranging r0 between r0 = N/24 and r0 = N/12.
But even better results can be obtained by a proper selection of the AF domain
constraint set. In this respect the selection of type and size of Ω is an open
problem as in [28].
In this section two alternative convex set definitions are used in AF domain,
for the aim of both having better results or further relaxing the dependency on
the selection of the set.
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4.2 Reconstruction with Real Part of AF Coef-
ficients
The first AF domain set is defined in the following way:
CAF = {w = [vec(P )T v]T ∈ RN2+1 | Re{F−1{P }} = Re{Ax[k, l]} k, l ∈ Ω}
(4.4)
The motivation behind this type of selection is that, in AF domain we have the
complex valued coefficients and they are represented by two numbers, that is,
real and imaginary parts. Therefore instead of forcing the reconstructed TF dis-
tribution to have all coefficients in a given AF area to be equal to the original Ax
we may force only one part, real or imaginary, and let the other to be determined
during optimization process. In other words, for the same AF domain area as
in original lifted POCS method, we allow a further freedom during optimization
process. In this way, the amplitude or phase of reconstructed AF, that is F−1{P }
in Ω, is allowed to vary rather than being equal to Ax[k, l]. But still it will have
some correlation with Ax[k, l], as they have the same real part. It can be trivially
shown that this is also a convex and closed set. The pseudo-code for this Lifted
POCS algorithm with real part of AF coefficients is given in Algorithm 2. The
AF domain set area is set to circular area with the same radius r0 = N/16 as the
original lifted POCS in 3.2.
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Algorithm 2 The pseudo-code for Lifted POCS with real AF coefficients
function P=LPOCSR(x)
N = length(x); ;Ω = circ(N/16)
Ax:=AF(x) A0:=mask(Ax,Ω)
P0 := F{A0} ; w0 := [vec(P0)T 0]T
i = 1 ;  = 10−5
while err ≥  do
wi =minw∈Cf ‖w −wi−1‖22 = [vec(Pi)T wi,n+1]T
Ai = F−1{Pi}
Re{Ai|Ω} := Re{Ax|Ω}
Pi := F{Ai}
wi := [vec(Pi)
T wi,n+1]
T
err = ‖vec(Pi)− vec(Pi−1)‖2/‖vec(Pi−1)‖
i = i+ 1
end while
end function
The reconstructed TF results with this new set for Signal 1 and 2 are shown
in Figures 4.5 and 4.4. From these figures, we observe that there is a slight
improvement in localization compared to original Lifted POCS method. In order
to see the improvement quantitatively, the localization and similarity of the TF
representations with this new set were computed using (3.21) and (3.22) and the
results are listed in Tables 4.1 and 4.2. From these tables we see that selecting
only the real parts of the Ax in selected area Ω as the constraint set, improves
both the localization and similarity. In this respect the similarity of the TF
distribution obtained with this method is better than the Reassigned Smoothed
Pseudo WV (RSPWV).
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Figure 4.1: Signal 1: the TF reconstruction using, Smoothed Pseudo WV
(SPWV) (top left), the reassigned Smoothed Pseudo WV (RSPWV) (top right),
Lifted POCS (bottom left) and Lifted POCS with real AF coefficients (bottom
right).
Figure 4.2: Signal 2: the TF reconstruction using, Smoothed Pseudo WV
(SPWV) (top left), the reassigned Smoothed Pseudo WV (RSPWV) (top right),
Lifted POCS (bottom left) and Lifted POCS with real AF coefficients (bottom
right). 48
Figure 4.3: Signal 3: the TF reconstruction using, Smoothed Pseudo WV
(SPWV) (top left), the reassigned Smoothed Pseudo WV (RSPWV) (top right),
Lifted POCS (bottom left) and Lifted POCS with real AF coefficients (bottom
right).
Figure 4.4: Signal 4: the TF reconstruction using, Smoothed Pseudo WV
(SPWV) (top left), the reassigned Smoothed Pseudo WV (RSPWV) (top right),
Lifted POCS (bottom left) and Lifted POCS with real AF coefficients (bottom
right). 49
Figure 4.5: Signal 5: TFD of a Frequency Hopping MFSK signal. The TF
reconstruction using, Smoothed Pseudo WV (SPWV) (top left), the reassigned
Smoothed Pseudo WV (RSPWV) (top right), Lifted POCS (bottom left) and
Lifted POCS with real AF coefficients (bottom right).
Figure 4.6: Signal 6: TFD of a dolphin’s click-signal. The TF reconstruction us-
ing, Smoothed Pseudo WV (SPWV) (top left), the reassigned Smoothed Pseudo
WV (RSPWV) (top right), Lifted POCS (bottom left) and Lifted POCS with
real AF coefficients (bottom right). 50
Table 4.1: Pearson correlation coefficient between TF distributions and the model
TF for tested signals. A higher value shows better similarity to the model.
Pearson correlation coefficient
Signal Model WV SP SPWV l1-Magic RSPWV LPOCS LPOCSR
Signal 1 1 0,35 0,41 0,49 0,49 0,73 0,59 0,62
Signal 2 1 0,24 0,38 0,43 0,29 0,52 0,50 0,52
Signal 3 1 0,18 0,39 0,45 0,31 0,47 0,55 0,58
Signal 4 1 0,45 0,34 0,40 0,09 0,42 0,40 0,40
Signal 5 1 0,11 0,34 0,35 0,20 0,34 0,44 0,44
Signal 6 N/A N/A N/A N/A N/A N/A N/A N/A
Table 4.2: Re´nyi entropy of all the TF distributions for tested signals. A lower
value indicates better localization.
Re´nyi entropy
Signal Model WV SP SPWV l1-Magic RSPWV LPOCS LPOCSR
Signal 1 8,13 9,01 11,51 10,97 7,18 8,47 10,14 9,92
Signal 2 7,46 9,56 11,18 10,66 8,06 8,74 9,99 9,73
Signal 3 8,24 9,20 11,77 11,18 7,59 8,82 10,35 10,12
Signal 4 8,04 8,51 11,01 10,41 5,45 8,57 9,65 9,32
Signal 5 7,99 9,77 11,88 11,23 6,53 9,45 10,23 10,01
Signal 6 N/A 10,99 13,11 12,39 9,53 10,73 11,70 11,45
4.3 Reconstruction with only the Phase of AF
Coefficients
The second AF domain set is defined in the following way:
CAFφ =
{
w = [vec(P )T v]T ∈ RN2+1 φ(F
−1{P }) = φ(Ax),
F−1{P } = Ax[k, l] k, l = 0
}
(4.5)
The definition in (4.5) is simply the set of TF distributions whose corresponding
ambiguity function has its phases and value at origin (DC term) equal to Ax,
where φ(.) represents the phase term. It can be shown that CAFφ , is a closed and
convex set. Both the sets Cf and CAFφ are defined in lifted domain R
N2+1.
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The motivation behind this selection of the AF domain set is similar to that
of using real part of AF coefficients explained in Section 4.2. The phases and DC
term of the AF to be reconstructed will be equal to that of the signal but the
magnitudes will be determined during the coarse of optimization process based on
localization requirement. The phase information is very important and in many
signal processing applications allows the signal reconstruction without magnitude
knowledge [83]. With this selection we will get rid of the AF domain set type
and size selection problem.
The lifted POCS algorithm iterates in the following way: Given an initial TF
distribution P0 we construct a corresponding vector in R
n2+1 by padding a zero
at the very end as follows: w0 = [vect(P0)
T 0]T ∈ RN2+1] , whose orthogonal
projection w1 onto Cf is defined as follows:
w1 = min
w∈Cf
‖w −w0‖22 (4.6)
The solution of the minimization problem (4.6) is explained in Appendix A.1.
Next, the vector w1 is projected onto CAFφ producing the next iterate w2 . The
corresponding TF matrix P2 satisfies φ(F−1{P2}) = φ(Ax) and F−1{P2} =
Ax[k, l]fork, l = 0. This projection corresponds to the AF domain constraint. It
is implemented very easily using the 2D inverse Fourier Transform. The ambiguity
function corresponding to P1 is computed as follows:
A1 = F−1{P1}, (4.7)
The ambiguity function A2 is defined using the actual phase values and DC term
of Ax:
φ(A2) = φ(Ax) (4.8)
and the value at origin (DC term) is also set to that of Ax:
A2[0, 0] = Ax[0, 0]. (4.9)
Next P2 is obtained by computing the 2D FT ofA2. In the second round of POCS
iterations P2 or equivalently w2 = [vect(P2)
T f(P1)]
T is constructed where first
N entries are taken from P2 and (N+1)
th entry is taken from previous projection
onto Cf because we have not changed it during projection onto CAF . Then w2 is
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projected back onto Cf to obtain P3. The lifted POCS iterations continue until
a satisfactory level of convergence is achieved.
Assuming that the intersection of Cf and CAFφ is non-empty, the iterations
will converge to a point in intersection set. Or, they oscillate between Cf and
CAFφ. Both cases are fine with us because we look for a compromise solution for
the TF distribution.
In Figures 4.7 - 4.11 results using this method are shown. From the figures,
we observe that, the phase only method, except for the Signal 4 successfully
reconstruct a high resolution TFD comparable to LPOCS method presented in
3.2 without specifying the constraint set size Ω. For the Signal 4 it was observed
that using an impulse at origin of TF plane given by,
P0[n,m] = δ[n,m] =
{
1 n,m = 0
0 else
(4.10)
as the initial TF, produces a better result. The result with this initial is shown
in Figure 4.12. The result is highly localized and does not have any cross terms.
From this result it obvious that a proper initial TF selection strategy is needed
for better results. The possible reason that the example Signal 4 has failed with
the standard initialization can be attributed to its frequency content. The signal
has two chirps which sweep the entire spectrum. In cases where the selection of
initial has an important effect on the solution, the Fourier transform of the signal
can be analyzed. Based on this analysis a proper initial TF can be selected. If
the signal is a full-band signal in Fourier domain then P0[n,m] should be selected
as a narrow mask.It is selected as an impulse for Signal 4. Both time domain
and Fourier domain representation of all the tested signal examples are given in
Appendix B.
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Figure 4.7: Signal 1: the TF reconstruction using, WV (top left), the Smoothed
Pseudo WV (SPWV) (top right), lifted POCS (bottom left) and Lifted POCS
with only the phase of AF coefficients (bottom right).
Figure 4.8: Signal 2: the TF reconstruction using, WV (top left), the Smoothed
Pseudo WV (SPWV) (top right), lifted POCS (bottom left) and Lifted POCS
with only the phase of AF coefficients (bottom right).
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Figure 4.9: Signal 3: the TF reconstruction using, WV (top left), the Smoothed
Pseudo WV (SPWV) (top right), lifted POCS (bottom left) and Lifted POCS
with only the phase of AF coefficients (bottom right).
Figure 4.10: Signal 4: the TF reconstruction using, WV (top left), the Smoothed
Pseudo WV (SPWV) (top right), lifted POCS (bottom left) and Lifted POCS
with only the phase of AF coefficients (bottom right).
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Figure 4.11: Signal 6: the TF reconstruction using, WV (top left), the Smoothed
Pseudo WV (SPWV) (top right), lifted POCS (bottom left) and Lifted POCS
with only the phase of AF coefficients (bottom right).
Figure 4.12: Signal 4: the TF reconstruction with initial TF as an impulse given
by 4.10 at origin of TF plane: WV (top left), the Smoothed Pseudo WV (SPWV)
(top right), lifted POCS (bottom left) and Lifted POCS with only the phase of
AF coefficients (bottom right).
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Chapter 5
Smoothing Kernel Estimation by
Projection onto the Epigraph Set
of l1 norm
5.1 Kernel Design with Optimization
Although Wigner-Ville (WV) distribution has many pleasing properties [21], its
bilinear or quadratic definition gives rise to spurious structures or so-called cross
terms in TF plane. These spurious structures are result of interaction among
different component of a multi-component signal. Even for a mono component
signal this interaction happens between parts of the signal having nonlinear IF
function. That is why the cross terms are classified as outer cross terms or inter-
ferences, which result from interaction of different components (auto-components)
and the inner cross terms which appear due to interaction of different part of the
component itself.
Based on the analysis of the cross terms [84], [85] the following observations
are obtained. The cross terms might have a peak value as high as twice that
of the auto-components, they are formed at mid-time and mid-frequency of the
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auto-components and they are highly oscillatory. The frequency of oscillations
increases with the increasing distance in time and frequency. Based on these
observations, there have been many studies to remove the cross terms via some
sort of smoothing. Traditionally the cross term removal from a signal is based on
masking the Ambiguity Function (AF), which is given by:
Px(t, f) =
∫ +∞
−∞
∫ +∞
−∞
Ax(τ, θ)Φ(τ, θ)e
−jθt−j2pifτdθdτ, (5.1)
where Ax(τ, θ) is the ambiguity function (AF) of the signal x and Φ(τ, θ) is the
mask or low-pass filter that has the smoothing effect in TF plane. The distri-
butions obtained by smoothing the WD are studied under the name of Cohen’s
bilinear class of timefrequency distributions. Φ(τ, θ) is the kernel of Cohen’s class
TF distribution.
The low-pass smoothing kernel Φ(τ, θ) is designed with the objective of passing
the autoterms which are centered at the origin of the AF plane and suppressing
the crossterms which are located away from the origin. Initially fixed kernels were
designed to address the problem such as Choi and Williams [86], Papandreou and
Boudreaux-Bartels [87]. The Gaussian kernel, which is one of the examples to
these kind of fixed kernels represented in polar coordinates, is defined as,
Φp(r, φ) = exp(
−r2
2σ(φ)2
) (5.2)
where r and φ are the parameters of polar coordinates and the standard deviation
σ(φ) = σ0 is usually chosen constant.
The circular kernel,which was also used in Section 3.2 to obtain an initial TF
distribution, is defined as
Φp(r, φ) =
{
1 r ≤ r0
0 else
(5.3)
Figure 5.1 shows the result of smoothing with a circular kernel having radius
r0 = N/16 and a Gaussian kernel as in (5.2) having σ(φ) = N/16. With both
circular and Gaussian kernel the cross terms are substantially removed but at
the cost of reduced resolution. The Gaussian kernel has a better result compared
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Figure 5.1: Smoothing the WV distribution with a circular kernel (bottom left
r0 = N/16) and with Gaussian kernel (bottom right,σ(φ) = N/16)
to the circular one. But we do not know the best shape or type of the kernel.
With some shape better results can be obtained and this shape will be signal
dependent.
In order to adapt the kernel to the signal signal dependent kernels were de-
signed by Jones and Baraniuk [88]- [89] by solving the following optimization
problem
max
Φp
∫ 2pi
0
∫ ∞
0
|Apx(r, φ)Φp(r, φ)|2rdrdφ, (5.4)
subject to
1
4pi2
∫ 2pi
0
∫ ∞
0
|Φp(r, φ)|2rdrdφ
=
1
4pi2
∫ 2pi
0
σ2(φ)dφ ≤ α, α ≥ 0, (5.5)
where, Apx(r, φ) = Ax(rcosθ, rsinθ) is the polar representation of the Ax(τ, θ). In
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this optimization equation 5.4 tries to adjust the passband of the lowpass kernel
to cover the autoterms. On the other hand, 5.5 limits the volume of the kernel
to α to exclude the crossterms, which are located away from the origin.
TF distributions computed with a signal dependent kernel usually obtains
better cross term suppression and higher resolution compared to TF distributions
with fixed kernels. However, as pointed out in [89] the design of a single kernel
for a signal with multi-components, may cause some compromises. Because no
matter how it is adapted, single kernel can not be optimum for all components
locally. Therefore, the kernel also needs to be adapted to the local feature of
the signal. A locally adaptive method which applies the smoothing on each slice
of Wigner distribution, is developed by O¨zdemir and Arıkan [90]. The method
uses the relation between Radon ambiguity function [91] and fractional Fourier
transform [38, 39]. In the next section, a signal dependent kernel is estimated
with an initial coarse TF estimate and lifted projection onto epigraph set of l1
cost function.
5.2 Kernel Estimation by Projection onto the
Epigraph Set of l1 Norm
As discussed in Section 3.2, if we filter AF with a fixed circular mask or kernel
around the origin and inverse transform the result we will get a TF with cross
terms removed or attenuated. The size of mask should be small enough for a
complete cross term removal. But the resolution will be reduced as a result of low-
pass filtering or smoothing. Similar result will be obtained with Gaussian kernel
given in (5.2). Figure 5.1 shows the result of smoothing with a circular kernel
having radius r0 = N/16 and Gaussian kernel as in (5.2) having σ(φ) = N/16.
Although the Gaussian kernel produces better results, in terms of cross term
removal, both are away from the model we desire. Therefore, a kernel matched
to the local features of the signal needs to be found. One way is to find the
solution to the optimization problem in (5.4). In this chapter a new efficient
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approach, will be presented to estimate the signal dependent kernel. In many
signal processing applications an initial rough processing reveals some important
features of the analyzed signal, and this will ease the subsequent processing. In
fact, the method explained in Section 3.2 also uses an initial rough masking with
a circular kernel and then the subsequent l1 minimization in TF plane further
improves the result. In the following sections this approach will be utilized for
kernel estimation. In other words the kernel will be estimated with an initial
coarse masking and a subsequent projection onto epigraph set of l1 cost function.
The fixed kernel TF distributions shown in Figure 5.1 are, in a sense, noisy
and smeared versions of the model TF we are looking for. Therefore, considering
localization and spurious structures, they still do not obey the constraints and
need to be regulated. The way of regularization is to project these TF distribu-
tions onto some set which contains members having desired constraints. In fact
the initial masking with this kernel is also a projection. That is, the projection
onto set of TF distributions whose AF values outside the mask are zero. But the
problem with this projection is that we need to define the type (e.g. ,circular,
Gaussian etc.) and the size r or σ of the kernel. Although the standard devia-
tion σ in optimization problem (5.4) is allowed to vary radially, the total size of
the kernel is set to be confined to a predefined region by (5.5) and the shape at
each angle φ is set to be Gaussian. The main benefit of the projection onto the
epigraph set of l1 norm, which was used in Section 3.2 is obvious at this point.
It allows the definition of the set without any predefined parameters.
The new kernel design idea is similar to de-noising applications,in which the
noisy signal is projected onto a set of signals having desired properties or con-
straints. For example, a smooth signal contaminated with white noise is projected
onto the set of signals whose Total Variation (TV) is below some predefined
value [61]. But the TV threshold needs to be defined [61]. In [69] a de-noising
method is proposed, which does not require any predefined threshold, using pro-
jection onto the epigraph set of TV cost function.
The same approach will be used here. Our aim is to get a localized solu-
tion. Therefore, the projection onto epigraph set of l1 cost function will be used.
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w∗ = [vec(P ∗)T f(P ∗)]T
w0 = [vec(P0)
T 0]T
f(P ) = ‖vec(P )‖1
Cf
Figure 5.2: Graphical representation of the de-noising process using projec-
tion onto the epigraph set of l1 cost function, where vec(P ) ∈ RN2 and
w = [vec(P )T v]T ∈ RN2+1 in the lifted domain
Let us start with an initial TF distribution P0 that we obtained using a fixed
kernel,which is defined as follows:
P0 = F{Ax •Φ0}, (5.6)
where • is the entry-wise or Hadamard product, which is explained in Appendix
C, and Φ0 is the initial fixed kernel, then the projected TF distribution onto epi-
graph set of a cost function will be obtained by solving the following optimization
problem:
P ∗ = min
P∈Cf
‖vec(P )− vec(P0)‖22. (5.7)
The projection is illustrated in Figure 5.2. The projection operation in 5.7 is
explained for a general convex cost function in Appendix A.1. The epigraph set
of l1 cost function is given by,
Cf = {w = [vec(P )T v]T ∈ RN2+1 | f(P ) = ‖vec(P )‖1 ≤ v} (5.8)
The projection P ∗ in (5.7) will give us a localized TF distribution corresponding
to P0. The projection results for two example signals are shown in Figure 5.3
and 5.4 receptively. From these figures it is obvious that, the results are over
localized and do not represent the actual signal. But still the projection results
in Figures 5.3 and 5.4 contain some information related to the original signal.
What is obtained is the most localized part of the signal. If we get the AF
function corresponding to the epigraph projection with inverse Fourier transform
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Figure 5.3: Projecting the initial smoothed TF with Gaussian kernel onto the
epigraph set of l1 function results in an over localized solution which is not ac-
ceptable as the TF distribution corresponding to the original signal.
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Figure 5.4: Projecting the initial smoothed TF with Gaussian kernel onto the
epigraph set of l1 function results in an over localized solution which is not ac-
ceptable as the TF distribution corresponding to the original signal.
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Figure 5.5: The initial Gaussian kernel with σ = N/16 (top), N being the signal
length, and the estimated kernel from initial smoothed TF and epigraph projec-
tion (bottom). While the support of initial kernel is circular or has the same σ
in all directions, the estimated one is aligned in Doppler direction which is in
accordance with signal layout in TF plane shown in Figure 5.3 (top)
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Figure 5.6: The initial Gaussian kernel with σ = N/16 (top), N being the signal
length, and the estimated kernel from initial smoothed TF and epigraph projec-
tion (bottom). While the support of initial kernel is circular or has the same σ
in all directions, the estimated one is aligned in Doppler direction which is in
accordance with signal layout in TF plane shown in Figure 5.3 (top)
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and normalize with its maximum magnitude we will see that it gives us a signal
dependent kernel estimate. In Figure 5.5 the 3D plot of the initial fixed Gaussian
kernel with σ = N/16 ,where N being the signal length, and the kernel, estimated
from initial smoothed TF distribution and epigraph projection, is shown. The
kernel is estimated from the example signal shown in the top part of Figure 5.3.
The top view of the kernels are shown in Figure 5.6. While the support of initial
kernel is circular or has the fixed σ in all directions, the estimated one is aligned
in Doppler direction which is in accordance with the signal layout in TF plane as
shown in the top part of Figure 5.3.
If we use the resultant kernel for masking the original AF we will observe
that a localized TF will be obtained with reduced cross-terms. This is better
verified with example signals. The TF distributions obtained with this method
for two example signals are compared to the other methods in Figures 5.7 and
5.8, respectively. The TF with optimized kernel is the distribution, smoothed
with the kernel obtained from optimization problem in (5.4). From these figures,
we observe that the method successfully removes the cross-terms and results in
high resolution. The results are comparable to the optimized Gaussian kernel
given in (5.4). Therefore, the algorithm in Table 5.1 is proposed based on above
observation.
One important observation with the estimated kernel is that some spurious
structures are observed together with the main kernel lobe in AF plane. These
structures are dependent on size of the initial kernel Φ0 and the signal. They are
shown in the top part of Figure 5.9 and 5.10. These spurious parts are observed for
some cases and have an unwanted effect in final smoothed TF with the estimated
kernel. Therefore, we need to eliminate these parts. It was observed that, they
can be eliminated by selecting the initial kernel Φ0 in AF domain with an even
smaller area (r < N/16). It was also observed that, without changing the initial
fixed kernel, they can also be removed by applying a second Gaussian mask to
the initial TF distribution P0 obtained by fixed kernel.
The selection of smaller initial kernel in AF domain, will result in an over
smoothed and smeared initial P0 in TF plane. This in turn, when projected onto
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Figure 5.7: Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 1: left column: the ideal model, fixed kernel or
Spectrogram(SP), reassigned SPWV (RSPWV), lifted POCS, right column: WV
distribution, the Smoothed Pseudo WV (SPWV) distribution,TF with optimal
kernel(α = 1.4), TF with the estimated kernel.
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Figure 5.8: Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 2: left column: the ideal model, fixed kernel or
Spectrogram(SP), reassigned SPWV (RSPWV), lifted POCS, right column: WV
distribution, the Smoothed Pseudo WV (SPWV) distribution,TF with optimal
kernel(α = 1.4), TF with the estimated kernel.
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Table 5.1: Signal dependent kernel estimation steps and smoothing
Step Computation Action
1 A0 = Ax •Φ0 Initial masking with a fixed kernel
Φ0(r, φ) = exp(
−r2
2σ20
) σ0 = N/16,
in the AF domain
2 P0 = F{A0} Compute the Fourier transform
3 P ∗ =minP∈Cf ‖vec(P )− vect(P1)‖22 Projection onto epigraph set of l1
cost function
4 A∗ = F−1{P ∗} AF computation
5 Φ˜x =
|A∗|
maxk,l |A∗[k,l]| Normalization
6 P˜x = F{Φ˜x •Ax} TF smoothing with estimated
kernel
epigraph set and transformed back into AF domain, will have a similar compact-
ness effect on resultant AF domain kernel. Even though there is a projection in
this there-step process and it is a non-linear operation, still the effect of uncer-
tainty principle is observed. This way the spurious structures will be removed.
It was observed that using a second Gaussian mask in TF domain before
projection is much more effective and also produces slightly better results. Also,
as it was stated, this spurious structures are not observed for all the signals.
The results with and without second Gaussian mask in TF plane are shown in
Figure 5.9 and their top views are shown in Figure 5.10 for the example Signal
3. This second Gaussian mask is also a fixed one and does not to be fine tuned or
adapted to the signal. Its peak is at the center of TF plane with standart deviation
σp = N/4. The shape of this Gaussian mask is shown in Figure 5.11. With this
TF plane masking, the overall method is listed in Table 5.2. The estimated and
the optimized kernels for an example signal are shown in Figure 5.12. Their
top views are shown in Figure 5.13. From this figure we observe that the kernel
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Table 5.2: Signal dependent kernel estimation steps with a pre-filter
Step Computation Action
1 A0 = Ax •Φ0 Initial masking with a fixed kernel
Φ0(r, φ) = exp(
−r2
2σ20
) σ0 = N/16,
in the AF domain
2 P0 = F{A0} Compute the Fourier transform
3 P1 = G • P0 Masking the initial TF with a sec-
ond Gaussian mask shown in Fig-
ure 5.11
4 P ∗ =minP∈Cf ‖vec(P )− vect(P1)‖22 Projection onto epigraph set of l1
cost function
5 A∗ = F−1{P ∗} AF computation
6 Φ˜x =
|A∗|
maxk,l |A∗[k,l]| Normalization
7 P˜x = F{Φ˜x •Ax} TF smoothing with estimated
kernel
estimated by using the projection onto the epigraph set of l1 norm at bottom is
comparable to the one obtained by solving optimization problem in (5.4) on top.
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Figure 5.9: The estimated kernel has spurious structures due to initial coarse
low-pass filter. In order to remove them a a Gaussian mask is applied to the ini-
tial smoothed TF distribution before epigraph projection. The estimated kernel
without Gaussian mask is shown on top and the estimation with Gaussian mask
is shown at bottom.
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Figure 5.10: The estimated kernel has spurious structures due to initial coarse
low-pass filter. In order to remove them a Gaussian mask is applied to the ini-
tial smoothed TF distribution before epigraph projection. The estimated kernel
without Gaussian mask is shown on top and the estimation with Gaussian mask
is shown at bottom.
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Figure 5.11: The support of the second Gaussian mask applied to initial TF at
Step 2 of Table 5.1 (red corresponds to 1 and blue color corresponds to zero).
5.3 Simulation Results
Results for four other examples are shown in Figure 5.14 - 5.17. Example Signal
5 in Figure 5.16 is the TF distribution for Frequency Hopping /Mary Frequency-
Shift-Keyed (FH/MFSK) signal. Example Signal 6 in Figure 5.17 is the TF of
a short segment from a dolphin’s click signal. In all tested examples, the initial
Gaussian smoothing kernel Φ0 was selected with σ = N/16, where N being the
signal length. It was experimentally observed that σ can be safely set to any value
between N/36 ≤ σ ≤ N/14 and does not need to be fine tuned. This range was
seen to be sufficient for initial cross-term removal. The second Gaussian mask G
in TF plane was selected with σp = N/4. In general, to get good results for all
the example signals at hand, the SPWV time smoothing window length was set
to an odd integer closest to N/10. The length of frequency smoothing filter at
time domain was set to an odd integer closest to N/4. In this way any parameter
adaptation to the signal was avoided. The similarity and the localization features
for the method are compared to several other methods discussed in Section 3.2
and the results are given in Tables 5.3 and 5.4, respectively. In these tables we
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Figure 5.12: The optimized kernel (top) and the estimated kernel (bottom).
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Figure 5.13: The optimized kernel (top) and the estimated kernel (bottom).
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also see that the proposed method generates, in general, a localized and cross
term free TF distribution. From visual inspection and quantitative comparison it
is observed that the method is comparable to the optimized kernel based smooth-
ing obtained by solving the optimization in (5.4) but slightly worse than LPOCS
method. As explained in Section 3.2, the RSPWV distribution has better local-
ization but is not the best one in overall assessment in terms of similarity and
localization. In this respect LPOCS and RSPWV are comparable. As discussed
in Section 5.1, although adapted to the signal, a single kernel can not be optimum
for all components of a multi-component signal. This is observed in example Sig-
nal 5 in Figure 5.16 both for optimized kernel and estimated kernel. Therefore
in this respect the LPOCS is better than all other methods, in terms of localiza-
tion, cross-terms removal and adaptability to local features. On the other hand,
in terms of computational cost the proposed kernel estimation based-method is
faster and efficient than LPOCS because it does not require successive projections
onto convex sets.
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Figure 5.14: Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 3: left column: The ideal model, fixed kernel or
Spectrogram(SP), reassigned SPWV (RSPWV), lifted POCS, right column: WV
distribution, the Smoothed Pseudo WV (SPWV) distribution,TF with optimal
kernel(α = 1.4), TF with the estimated kernel.
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Figure 5.15: Comparison of TF smoothing with estimated kernel to other meth-
ods for the Example signal 4: left column: The ideal model, fixed kernel or
Spectrogram(SP), reassigned SPWV (RSPWV), lifted POCS, right column: WV
distribution, the Smoothed Pseudo WV (SPWV) distribution,TF with optimal
kernel(α = 1.4), TF with the estimated kernel.
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Figure 5.16: Comparison of TF smoothing with estimated kernel to other methods
for the Example signal 5: left column: The result with Smoothed Pseudo WV
(SPWV), lifted POCS, right column: TF with the optimal kernel, TF with the
estimated kernel.
Figure 5.17: Comparison of TF smoothing with estimated kernel to other methods
for the Example signal 6: left column: The result with Smoothed Pseudo WV
(SPWV), lifted POCS, right column: TF with the optimal kernel, TF with the
estimated kernel. 80
Table 5.3: Pearson correlation coefficient between TF distributions and the model
TF for tested signal examples. A higher value shows better similarity to the
model.
Pearson correlation coefficient
Signal Model RSPWV LPOCS TFEK TFOK
Signal 1 1 0.73 0.59 0.60 0.60
Signal 2 1 0.52 0.50 0.47 0.48
Signal 3 1 0.47 0.55 0.42 0.42
Signal 4 1 0.42 0.40 0.44 0.57
Signal 5 1 0.34 0.44 0.32 0.27
Signal 6 N/A N/A N/A N/A N/A
Table 5.4: Re´nyi entropy of TF distributions for tested signal examples. A lower
value indicates better localization.
Re´nyi entropy
Signal Model RSPWV LPOCS TFEK TFOK
Signal 1 8.13 8.47 10.14 10.13 10.19
Signal 2 7.46 8.74 9.99 10.31 10.15
Signal 3 8.24 8.82 10.35 10.37 10.40
Signal 4 8.04 8.57 9.65 10.10 9.41
Signal 5 7.99 9.45 10.23 11.12 10.69
Signal 6 N/A 10.58 11.70 12.37 11.88
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Chapter 6
Mixed TF and Parametric
Component Estimation for
Time-varying Signals
6.1 Introduction
In many practical signal applications involving amplitude and/or phase-
modulated carrier signals, we encounter discrete-time signals which can be rep-
resented as
s[n] = a[n]ejφ[n], (6.1)
where a[n] and φ[n] are the real amplitude and phase functions, respectively.
Such signals are common in radar [3], sonar applications [8], and in many other
natural problems [23]. A multi-component signal is a linear combination of these
types of signals and is given by
s[n] =
L∑
i=1
ai[n]e
jφi[n], (6.2)
where si[n] = ai[n]e
jφi[n] is the ith component and L is the number of compo-
nents. Clearly, the linear decomposition of the multi-component signal in terms
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of such components is not unique. Some other restrictions should be put on the
components to have a unique decomposition [23]. In general, a component is the
part of the multi-component signal which is identifiable in time, in frequency,
or in mixed time-frequency plane. Therefore, we will assume that the different
components are well separated in time-frequency plane and have a small instan-
taneous bandwidth compared to separation between components. In this regard,
the components, as discussed in Section 3.2 have sparse representation in TF
plane.
The main problem is to separate the components from each other or to recover
one of the components knowing that the components are disjoint and sparse
on the TF plane. In general the approaches for the solution are those which
use nonparametric time-frequency methods and those of parametric ones. In
case where the desired signal component is separable or disjoint in one of time
or frequency domain, then, with some sort of time or frequency masking, the
component can be estimated. When the signals are disjoint neither in time nor
in frequency domain, then time-frequency processing methods are needed for
component separation. But, in some cases, even though the components are not
separated in time or in frequency, the fractional Fourier Transform [38, 39, 92]
can be used to separate the components at a fractional domain, where they are
disjoint.
Time frequency distribution- (TFD) based waveform reconstruction techniques
try to recover a time-domain signal whose distribution is close to a valid TFD.
The method in [22], synthesizes a time-domain signal from its bilinear TFD.
The well-known time-frequency method is the Wigner-Distribution [21] based
signal synthesis [8,22,24,93]. The main drawback related to time-frequency meth-
ods is the cross-terms and resolution of the time-frequency representations [19].
Therefore, there have been many efforts to obtain cross-term-free and high-
resolution TFDs [89, 94, 95]. With the methods proposed in Section 3.2 and
Section 5.2 high resolution cross-term free TFDs are obtained.
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In parametric model a signal or component is represented as a linear combi-
nation of some known basis functions [34,96], and the component parameters are
estimated. In many radar and sonar applications the polynomials are good basis
functions.
If the phase and amplitude functions in (6.2) are polynomials and amplitude
function is constant or slowly varying, the Polynomial Phase Transform (PPT)
[96,97] is a practical tool for parameter estimation. While the method is practical,
it has difficulties in time-varying amplitude and multi-component cases [98]. It
is also suboptimal because the components are extracted in a sequential manner.
Another solution is the ML estimation of the parameters. The related method
is explained in [34, 98]. The ML estimation of the parameters requires a multi-
variable nonlinear optimization problem to be solved. Therefore, the solution
requires iterative techniques like nonlinear conjugate gradient (NL-CG) or quasi-
Newton-type algorithms and is computationally intensive [34, 98]. Another re-
quirement is a good initial estimate which avoids possible local minima. But it
estimates all parameters as a whole and is optimal in this respect. Also it does
not suffer from cross-terms related to time-frequency techniques.
In [96] an algorithm is explained which extracts the components using PPT in
a sequential manner. In [99] a mixed time-frequency and PPT-based algorithm
is proposed. The examples with the ML approach are given in [34,98].
In this section a method is proposed which uses ML estimation. Similar to [99],
the initial estimates are obtained from time-frequency representation of the multi-
component signal and then all parameters are estimated by ML estimation. Since
ML estimation requires large amount of computation, a method is proposed to
reduce the computations. The proposed method iterates amplitude and phase
parameters separately by assuming that the other is known. The method is
different from the ones given in [34, 98], where the amplitude parameters are
eliminated analytically and the resultant equivalent cost function is minimized.
Eliminating amplitude parameters analytically results in a cost function which
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has less number of parameters. But it is computationally more complex in terms
of function and gradient evaluations, which are needed in nonlinear optimization
iterations.
Since the cost functions for separate amplitude and phase parameters are
less complex, the amount of computation is reduced with the proposed method
compared to the case where amplitude parameters are eliminated analytically.
Furthermore, by using the proposed method in an expectation maximization
loop [100], a better reconstruction error level is obtained. The results are verified
with simulation examples.
6.2 Problem Formulation and ML Estimation
Let x[n] be a discrete-time process consisting of the sum of a deterministic multi-
component signal and additive white Gaussian noise given by
x[n] =
L∑
i=1
ai[n]e
jφi[n] + w[n], n = 0, 1, · · · , N − 1 (6.3)
where w[n] is the complex noise process. Denoting gk[n] and pk[n] as the real-
valued basis functions for amplitude and phase terms, respectively, we have
ai[n] =
Pi∑
k=0
ai,kgk[n], (6.4)
and
φi[n] =
Qi∑
k=0
bi,kpk[n] (6.5)
where ai,k and bi,k are the real valued amplitude and phase coefficients for the
ith component. Similarly Pi + 1 and Qi + 1 are the number of coefficients for
amplitude and phase functions of the ith component. In general, basis functions
can be any functions which are square integrable and spans the space of real and
integrable functions in a given observation interval. Also they can be selected
to be different for amplitude and phase and for each component. In this work
they are assumed to be polynomial for both amplitude and phase and for all
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components. Therefore, Pi and Qi corresponds to polynomials orders for the
amplitude and phase of the ith component, respectively.
Defining the amplitude and phase coefficients of the ith component by the
vectors
ai = [ai,0 ai,1 ai,2 · · · ai,Pi ]T , (6.6)
and
bi = [bi,0 bi,1 bi,2 · · · bi,Qi ]T (6.7)
respectively, we can define parameter vectors for all the components as follows
a = [aT1 a
T
2 · · · aTL]T , (6.8)
and
b = [bT1 b
T
2 · · · bTL]T . (6.9)
Let the time vector n be defined as
n = [0 1 2 · · · N − 1]T . (6.10)
The following notation will be used
x = x[n] = [ x[0] x[1] x[2] · · · x[N − 1] ]T , (6.11)
w = w[n] = [ w[0] w[1] w[2] · · · w[N − 1] ]T , (6.12)
and
ejφi[n] = [ ejφi[0] ejφi[1] ejφi[2] · · · ejφi[N−1] ]T (6.13)
where the bold characters x,w, and ejφi[n] are all N × 1 vectors. Based on the
definitions given in (6.11)-(6.13) the following matrices are defined:
Φi = [ g0[n] • ejφi[n] g1[n] • ejφi[n] · · · gPi [n] • ejφi[n] ] (6.14)
and the composite matrix:
Φ = [ Φ1 Φ2 · · · ΦL ] (6.15)
where “•” in (6.14) denotes component-by-component multiplication of vectors.
Φi , i = 1, 2, · · ·L are N × (Pi + 1) matrices which contain the phase parameters
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only and are defined for each component. The matrix Φ is an N ×∑Li=1(Pi + 1)
matrix and again contains the phase parameters for all components. Based on
the above definitions the expression in (6.3) can be written in matrix notation as
x = Φa+w (6.16)
In this equation the amplitude parameter vector a enters the equation in a linear
way, while the phase parameter vector b enters the equation in a nonlinear way
through Φ. Now the problem is to estimate combined parameter vector θ =
[bT aT ]T given the observed data vector x = [ x[0] x[1] x[2] · · · x[N −
1] ]T . It is assumed that the observed data length N is sufficiently greater than
the total number of estimated parameters given by M =
∑L
i=1{(Pi+1)+(Qi+1)}.
In this way the matrix notaion in (6.16) will be an over determined system of
equations.
Since components are assumed to be well separated on TFD, the number of
components, can be estimated from TFD. We assume that L is known in this
section. Similarly Pi and Qi are assumed to be known. A method to estimate
them can be found in [96,97]. It was also shown that [101] the polynomial orders
can be estimated by segmentation.
With the additive white Gaussian noise assumption, the probability density
function (pdf) of data vector x, given the parameter vector θ is given by
p(x|θ) = 1
(piσ2)N
exp
{
− 1
σ2
‖x−Φa‖22
}
(6.17)
where σ2 is the noise variance. The log likelihood function is defined as,
Λ = log p(x|θ) = −N(lnpi + 2lnσ)− 1
σ2
‖x−Φa‖22 (6.18)
Since x and Φ are complex, by defining x¯ = [Re{x}T Im{x}T ]T and Ψ =
[Re{Ψ}T Im{Ψ}T ]T , the log-likelihood function can be rewritten in real quan-
tities as
Λ = −N(lnpi + 2lnσ)− 1
σ2
‖x¯−Ψa‖22 (6.19)
Maximizing the log likelihood in (6.19) corresponds to minimizing
f(a, b) = ‖x¯−Ψa‖22. (6.20)
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For a given phase vector b, this cost function is quadratic in amplitude vector a.
Therefore, amplitude vector a can be solved analytically as
aˆ = (ΨTΨ)−1ΨT x¯ (6.21)
Using this separability feature of the parameter set and substituting (6.21) in
(6.19) the original log-likelihood function can be replaced by
Λ = −N(lnpi + 2lnσ)− 1
σ2
J(b) (6.22)
where
J(b) = x¯TP⊥Ψ x¯ (6.23)
and
PΨ = Ψ(Ψ
TΨ)−1ΨT (6.24)
is the matrix whose columns spans the signal space and its orthogonal complement
is given by
P⊥Ψ = I − PΨ (6.25)
While the original cost function was a function of a and b, this new augmented
function is a function of b only. Like the original cost function this new cost
function J(b) is also nonlinear in b. Therefore, minimization requires iterative
methods like nonlinear conjugate gradient or quasi-Newton type methods. These
iterative methods require also a good initial estimate to avoid possible local min-
ima. In [34] initial estimates are obtained by PPT. After b is solved iteratively,
a is obtained by (6.21).
6.3 Alternating Phase and Amplitude Method
The separability feature of the original cost function in (6.19) allows us to reduce
the number of unknown parameters via analytical method. Since the resultant
cost function is just a function of phase parameters, we will call this method
Phase-Only (PO) method. Though PO deals with reduced set of parameters, the
resultant cost function J(b) is highly nonlinear and more complicated in terms of
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function and gradient evaluations. This is a disadvantage when the minimization
of the reduced cost function is to be obtained via nonlinear iterative methods.
A special case of (6.3) is the problem of estimating L components where the
components have a constant amplitude and constant frequency as given by,
x[n] =
L∑
i=1
ai,0e
j(bi,1n+bi,0) + w[n], n = 0, 1, · · · , N − 1, (6.26)
where we have Pi = 0 and Qi = 1, i = 1, 2, . . . , L. For this special case an effi-
cient method which is named as iterative quadratic maximum likelihood (IQML)
estimation method [102–105] is developed. IQML is another iterative method
that, instead of the augmented cost function J(b), minimizes an equivalent cost
function whose parameters corresponds to a digital filter coefficients. It is used
to find an approximate solution to the ML estimatimation problem. But it is
more efficient compared to minimization of J(b). However, in our case we have a
more general problem where the components have time varying amplitudes and
frequencies and IQML is not applicable. Therefore, in this work, an alternative
method is proposed for the general problem in (6.3). The method carries out
two minimization algorithms in an alternating manner. The method divides the
original minimization problem given by (6.19) into two sub minimizations. The
idea is to find one parameter set assuming that the other set is known. First
assuming that the initial phase estimate b0 is known, the cost function
fa(a) = f(a, bˆ
0) = ‖x¯− Ψˆ0a‖22 (6.27)
is formed and minimized, and a solution aˆ1 is obtained, where Ψˆ0 is the matrix
obtained by initial phase parameter estimate b0. Then using this amplitude
estimate aˆ1 a second cost function
fb(b) = f(aˆ
1, b) = ‖x¯−Ψaˆ1‖22 (6.28)
is formed and minimized, and a solution bˆ1 is found. These two minimizations
constitute one cycle of proposed algorithm. By repeating this cycle, taking bˆ1
as the new initial phase estimate, the estimates aˆ2 and bˆ2 are obtained. By
repeating the cycles sufficiently many times, the final estimates aˆ∗ and bˆ∗ are
obtained as shown in
bˆ0 → aˆ1 → bˆ1 → aˆ2 → bˆ2 → aˆ3 → bˆ3 · · · aˆ∗ → bˆ∗ (6.29)
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The proposed method, which we will call, from now on, Alternating Phase and
Amplitude (APA) method, is a generalization of the so-called coordinate descent
method [106,107], where the minimization of a multi-variable function is done by
sequentially minimizing with respect to a single variable or coordinate and keeping
the others fixed. By cyclically or by a different pattern repeating the same process
a minimum for the function is searched. A generalization of coordinate descent
method is the Block Coordinate Descent (BCD) method, where the variables are
separated into blocks containing more than one variable and the minimization is
done over a block of variables and keeping the others fixed. In our case we have
two blocks, and the minimization over one block, namely over the amplitude
parameter block, is convex.
Past convergence analysis for block coordinate descent methods requires sub-
problems to have unique solutions [107], but this property does not hold here:
The sub-problem for amplitude (6.27) is convex but not strictly convex and the
sub problem for the phase (6.28) is non-convex. Hence the sub-problem for the
amplitude has a global solution but it may not be unique and the sub-problem
for the phase does not have a unique solution. It may have many local solutions.
Fortunately, for the case of two blocks, Grippo and Sciandrone [108] showed that
this uniqueness condition is not needed. They proved that the result does not
require uniqueness of the solution in each subproblem, which is that any limit
point of the sequence generated based on the optimal solutions of each of the two
sub-blocks is a stationary point. Directly from (Grippo and Sciandrone, 2000,
Corollary 2), the proposed algorithm APA is convergent. But, the convergence
may not be a global one only local convergence is assured.
The main trick with proposed algorithm is that during amplitude and phase
minimizations we do not have to find the actual minimum. What we are looking
for is a sufficient improvement from the current estimate that we have. Therefore,
for the phase iterations rather than iterating down to the convergence point we
can iterate a sufficient number of iterations to get some improvement. The same
is valid for the minimization of fa(a) if we decide to use conjugate gradient. But
overall alternating phase and amplitude iterations will allow us to converge to a
minimum. The first minimization can be chosen to be the minimization of fb(b)
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instead of fa(a). Then the sequence in (6.29) will start by aˆ
0 The decision about
which one to start with should be based on which initial parameter vector, aˆ0
or bˆ0 , is more close to its actual. This cannot be known in advance, but, based
on success of the method by which the initial estimates aˆ0 or bˆ0 are obtained, a
decision can be given.
Like J(b), the function fb(b) is also nonlinear, and we need iterative methods
like nonlinear conjugate gradient or quasi-Newton. These methods converge to
local minimum and do not guarantee global minimum unless initial estimates are
sufficiently close to global optimum. Therefore, we need to find a method which
gives us initial estimates. While in [34] initial estimates are obtained by PPT, in
this paper we obtained the initial estimates from time-frequency methods. Any
cross term-free TF distribution can be used for initial estimates. In this work
Short-Time Fourier Transform (STFT) is used as the TFD for its simplicity.
At first cycle, the phase iterations will be started by bˆ0 = bˆTF where bˆTF is
the estimate obtained from time-frequency method. In later cycles, the previous
cycle estimates will be used. If minimization of fa(a) is done analytically, then
we will not need any initial value. If iterative methods are going to be used again,
the initial estimate aˆ0 = aˆTF obtained from time-frequency method can be used.
As we stated before it is assumed that the different components are well sep-
arated in time-frequency plane and have a small instantaneous bandwidth; that
is, the components are not crossing each other. Therefore, by using magnitude
TFD, the ridges of each component are detected on TF plane. The algorithm
detects the ridges on TF plane by detecting local frequency maximums for each
time index. Also by using a threshold the effect of noise is reduced, and the IF
is detected at points where component is stronger than noise. Therefore, even
though when the weak end of some components is interfering on TF plane with
some other stronger component, the IF of stronger component is detected at that
point, and the week part of other components is not detected. But the estimates
obtained with this method, though they are not the best ones, will be sufficient
as initial parameters.
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Table 6.1: The alternating phase and amplitude (APA) algorithm.
1 Compute |STFT | for x[n], and detect the ridges and the number of com-
ponents
2 Compute the instantaneous frequency (IF) vˆi[n] and vˆi(t) via polynomial
fit for each component
3 Compute φˆi(t) = 2pi
∫ pi
0
vˆi(τ)dτ + φˆi(0) and φˆi[n], determine bˆ
TF
i where
φˆi(0) is the phase offset estimated from the data
4 Compute x[n]e−jφˆi[n] and low-pass filter to get aˆi[n]
5 Using polynomial fit get aˆTFi
6 Minimize fb(b) and fa(a) in an alternating manner using aˆ
0
i = aˆ
TF
i and
bˆ0i = bˆ
TF
i
Then from the ridges the instantaneous frequency (IF) samples (vˆi[n]) for
each component are estimated and by polynomial fit corresponding polynomial
is obtained. Then by integrating this polynomial the phase function φˆi[n] and
polynomial coefficients bˆTFi for each component are obtained. By deciphering
x[n] by e−jφˆi[n] and low-pass filtering the result, the amplitude estimate aˆi[n] is
obtained for each component. Again by polynomial fit aˆTFi is obtained for each
component. The overall steps for the proposed APA algorithm are summarized
in Table 6.1.
The initial estimates are obtained from signal TFD by steps 1-5 given in Table
6.1. Some other methods could also be used. But in this work the main focus was
on the last step. Therefore, though the steps 1-5 were implemented, the efficiency
and performance of this part have not been studied in detail. The only concern
was to get initial estimates which are close enough to actual values to avoid local
minima if possible. But it should be noted that for the comparison purposes the
same initial conditions have been used for the proposed APA algorithm and the
phase-only method given in [34].
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An important issue that we need to question is the uniqueness of the solution
to the optimization problem in (6.19). Since we express a component in terms
of amplitude and phase functions and these functions are expressed in terms of
basis functions, we need to question the uniqueness of the global optimum at
three levels.
Starting form the last level, given a phase function φi[n], uniqueness of the
parameter vector bi for this function can be assured if the base functions pk[n],
k = 0, 1, ..., Qi, are independent of each other. The same is valid for amplitude
function ai[n] and parameter vector ai.
Uniqueness at the amplitude and phase function level (model functions level)
will not be assured due to phase ambiguity, because if ai[n] and φi[n] constitute
a component then ai[n] and φi[n] + pi will also constitute the same component.
Therefore, even though ai is unique for ai[n] and bi is unique for φi[n], the pair
ai[n] and φi[n] will not be unique for si[n] and, as a result, θi = [b
T
i a
T
i ]
T will
not be unique for si[n]. This shows that the global optimum is not unique in
terms of model functions, hence in terms of parameter vector θ = [bT aT ]T .
On the other hand uniqueness at signal si[n] or component level will be pos-
sible if the components are well separated on TFD [23] . In simple terms if
no component is coinciding at the same time-frequency point with some other
component then the components which constitute the sum in (6.2) can be found
uniquely. In some cases, even the two components are overlapping in time fre-
quency plane, their unique separation is possible. It is shown that [109, 110] if
the TF support of the overlapping area between two components is smaller than
the support of an Hermite-Gaussian (HG) function of order zero then they can
be separated uniquely. In our case we have the assumption that the components
are non-overlapping.
Therefore, even though uniqueness is not satisfied at model functions level
hence at parameter level, it can be satisfied at component or signal level with
the restrictions on time-frequency plane. In fact, the solution ambiguity in model
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or parameter space will not affect the final performance of the component recon-
struction as long as the combination of model functions or model parameters gives
the same signal or component. In our case we extract the initial parameters for a
component from related TF area which is disjoint. Therefore, assuming that the
initial parameters are close enough to global optimum, we use these restrictions,
which will make the component level uniqueness possible, at the beginning.
On the contrary to the assumptions made on time frequency support of com-
ponents, in simulations, one example (Ex2) is selected such that the components
are slightly crossing each other. But most of the parts are non overlapping, and
these parts allow estimation of an initial IF which will help uniqueness, because,
we have assumed in Section 2 that the phase orders Qis are also known. With
this assumption, the set of ambiguous IF estimates hence phase estimates are
eliminated for this example, because fitting other ambiguous IFs to the known
polynomial order will result in higher fit error. Therefore, for similar examples,
the time-frequency restriction can be slightly relaxed.
6.3.1 Analysis of Computational Cost
With the phase-only method the resultant cost function J(b) is given by (6.23).
For the sake of the ease of computation we reorganize this equation and have
J(b) = x¯TP⊥Ψ x¯ = x¯
T x¯− (ΨT x¯)T (ΨTΨ)−1ΨT x¯ (6.30)
where Ψ = [Ψ1 Ψ2 Ψ2 · · · ΨL] and Ψi is given by
Ψi =
[
Re{Φi}
Im{Φi}
]
=
[
go[n] • cos(φi[n]) g1[n] • cos(φi[n]) · · · gPi [n] • cos(φi[n])
go[n] • sin(φi[n]) g1[n] • sin(φi[n]) · · · gPi [n] • sin(φi[n])
]
,
(6.31)
where “•” again denotes component-by-component multiplication of vectors. The
gradient of J(b) is given by [34]
∇J(b) = −2x¯TP⊥ΨB, (6.32)
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where
B = [B1 B2 · · · BL], (6.33)
is the matrix which is obtained from concatenation of the sub-matrices,
Bi = [b˜i,0 b˜i,1 · · · b˜i,Qi ], (6.34)
and which are obtained from derivative with respect to phase parameters as
b˜i,k =
∂Ψi
∂bi,k
RTi x¯ k = 0, 1, · · · , Qi. (6.35)
where R is obtained from
R = Ψ(ΨTΨ)−1 = [R1 R2 · · · RL]. (6.36)
The derivative of Ψi with respect to bi,k is computed as follows:
∂Ψi
∂bi,k
= Ψ˜i •Gk (6.37)
where Ψ˜i is the reordered version of Ψi given by
Ψ˜i =
[
−Im{Φi}
Re{Φi}
]
(6.38)
and Gk has the same dimensions as Ψ˜i and at each column contains the same
2N × 1 vector
[
pk[n]
pk[n]
]
. The multiplication between Ψ˜i and Gk is component
by component. With the proposed method, the minimization of fa(a) either
by CG or analytically is relatively easy. Similarly, the computation of fb(b) =
‖x¯−Ψaˆ0‖2 is also easy. By defining
z = Ψaˆ0 =
L∑
i=1
zi (6.39)
and
zi = Ψiaˆ
0
i =
[
Re{Φi}
Im{Φi}
]
aˆ0i =
[
ziR
ziI
]
=
[ ∑Pi
k=0 aˆi,kgk[n] • cos(φi[n])∑Pi
k=0 aˆi,kgk[n] • sin(φi[n])
]
(6.40)
we can write
fb(b) = ‖x¯−Ψaˆ0‖2 = ‖x¯− z‖2. (6.41)
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Using (6.39)-(6.41) the gradient of fb(b), ∇fb(b) is obtained as
∇fb(b) = −2(x¯− z)T
[
∂z
∂b1,0
∂z
∂b1,1
· · · ∂z
∂b1,Q1
· · · ∂z
∂bL,0
∂z
∂bL,1
· · · ∂z
∂bL,QL
]
(6.42)
where
∂z
∂bi,l
=
[
ziR
ziI
]
•
[
pl[n]
pl[n]
]
. (6.43)
Considering the equations (6.30)-(6.38) and the equations (6.39)-(6.43) it is ap-
parent that function and gradient evaluations for J(b) are much more complicated
compared to fb(b) and fa(a). But in order to get a tangible comparison a com-
putational cost analysis has been done and the results are summarized in Tables
24, where, the analysis is based on the assumption that both for the minimization
of J(b) and fb(b) the quasi-Newton algorithm BFGS [106] is used.
The second columns in Tables 6.2 - 6.4 give the required computation for each
step during one BFGS or CG iteration. The last columns give the number of
multiplications per step. where P¯i = Pi + 1 and Q¯i = Qi + 1 represent number of
parameters for amplitude and phase functions of the ith component. Parameters
Na =
∑L
i=1 Pi and Nb =
∑L
i=1Qi represent total number of amplitude and phase
parameters for all components, respectively. Fk and Gk represent b(k) denotes
phase parameter vector for all the components at kth iteration of BFGS. In order
to differentiate it from the bi, which is the phase parameter vector for the i
th
component, the index is taken into parenthesis. Similarly a(i) denotes amplitude
parameter vector for all the components at ith iteration of conjugate gradient.
During computation cost analysis some assumptions were made. For example,
the matrix inversion cost of an Na ×Na matrix was taken as N3a multiplications.
These types of assumptions do not alter main results but allow us to get a final
value.
Considering the phase iterations for J(b) in Table 6.2 and phase iterations for
fb(b) in Table 6.3, we can see that the main step which contributes to the compu-
tations is the line search step. This step requires the function and gradient eval-
uations. Also, comparing the computation cost at this step in parenthesis we see
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Table 6.2: Phase iterations for J(b) using quasi-Newton (BFGS) algorithm
Step Computation Multiplication Cost
Initial H0 = INb -
1 dk = −Hk∇J(b(k)) N2b
2 αk = −minα J(bk + αdk) Fk{2N(0.5N2a + 2.5Na +Nb + 10L)
Line search +N3a +N
2
a +Na}
with Wolfe Conditions +Gk{2N(1.5N2a + 3.5Na + 2Nb
+2
∑L
i=1 PiQi + 10L+ 1) +N
3
a}
3 b(k+1) = b(k) + αdk Nb
4 sk = b(k+1) − b(k) Nb + 1
yk = ∇J(b(k+1))−∇J(b(k))
ρk = 1/(y
T
k sk)
5 C1 = (I − ρkskyTk )
C2 = (I − ρkyksTk )
Hk+1 = C1HkC2 + ρksks
T
k 5N
2
b + 3Nb
Table 6.3: Phase iterations for fb(b) using quasi-Newton (BFGS) algorithm
Step Computation Multiplication Cost
Initial H0 = INb -
1 dk = −Hk∇J(b(k)) N2b
2 αk = −minα J(bk + αdk) 2NFk{Na +Nb + 11L+ 1}
Line search (Wolfe Conditions) +2NGk{Na + 3Nb + 11L+ 1}
3 b(k+1) = b(k) + αdk Nb
4 sk = b(k+1) − b(k) Nb + 1
yk = ∇J(b(k+1))−∇J(b(k))
ρk = 1/(y
T
k sk)
5 C1 = (I − ρkskyTk )
C2 = (I − ρkyksTk )
Hk+1 = C1HkC2 + ρksks
T
k 5N
2
b + 3Nb
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Table 6.4: Amplitude iterations via Minimization of fa(a) using conjugate gra-
dient (CG) algorithm
Step Computation Multiplication Cost
Initial A = ΨTΨ,y = ΨT x¯ -
r0 = y −Aa(0) = ΨT (x¯−Ψa(0)) 2N(3Na +Nb + 10L)
1 αi = (r
T
i ri)/(d
T
i Adi) N
2
a + 2Na + 1
2 a(i+1) = a(i) + αidi Na
3 ri+1 = ri − αiAdi Na
4 βi+1 = (r(i+ 1)
Tr(i+ 1))/(r
T
i ri) Na + 1
5 di+1 = ri+1 + βi+1di Na
that while for J(b) the computation cost is O(NN2a )+O(NNb)+O(N
∑L
i=1 P¯iQ¯i),
it is O(NNa) +O(NNb) forfb(b).
If minimization of fa(a) is done via conjugate gradient (CG) algorithm then
the computation cost is given in Table 6.4. If the minimum is to be found an-
alytically, then the cost of (6.21) need to be taken into account. Using similar
analysis, it will be found that the cost of finding minimum of fa(a) is approxi-
mately 2N(2Na +Nb + 10L) + 2N
3
a +N
2
a .
For a better comparison of APA and PO methods, we need to consider the
overall complexity of the two methods. For the minimization of J(b), we need
to compute the cost of each BFGS iteration, which consists of five steps, and
multiply with the number of iterations. On the other hand, for the proposed
APA method we need to compute the cost of minimizing fb(b) and plus the
cost of minimizing fa(a) and multiply the result with the number of cycles of
alternating phase and amplitude minimizations.
The cost of line search step in minimization of J(b) and fb(b) with BFGS
requires the number of function and gradient evaluations Fk and Gk to be known.
But, the actual numbers of the evaluations are not known beforehand; hence, we
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need to find them via simulations.
6.3.2 Expectation Maximization with Alternating Phase
and Amplitude Method
In ML estimation the aim is to maximize the conditional pdf p(x|θ) or its log-
arithm, that is, L(θ) = log p(x|θ), where, x is the observation data vector, θ
is the parameter vector to be estimated, and L(θ) is the logarithmic likelihood
function. In most of cases, if the pdf is not Gaussian, analytic maximization is
difficult. Therefore, the Expectation Maximization (EM) [100, 111] procedure is
used to simplify the maximization iteratively.
The key idea underlying EM is to introduce a latent or hidden variable z
whose pdf depends on θ with the property p(z|θ) whose maximization is easy or,
at least, easier than maximizing p(x|θ). The observed data x without hidden or
missing data is called incomplete data.
EM is an efficient iterative procedure to compute the Maximum Likelihood
(ML) estimate in the presence of missing or hidden data. In other words, the
incomplete data x is enhanced by guessing some useful additional information.
The hidden vector z is called as complete data in the sense that, if it were fully
observed, then estimating θ would be an easy task.
Technically z can be any variable such that θ → z → x is a Markov chain,
that is, z is such that, p(x|z,θ) is independent of θ. Therefore, we have
p(x|z,θ) = p(x|z) (6.44)
While in some problems there are natural hidden variables, in most of the cases
they are artificially defined.
In ML parameter estimation problem given in Section 6.2 the EM method
is applied as follows. Assume that we would like to estimate the amplitude and
phase parameters ak and bk for the k
th component given the data x[n] expressed by
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(6.3). The data is incomplete in the sense that it includes the linear combination
of all the other components together with the noise. But if we knew, somehow,
the other components given by
dk[n] =
∑
i 6=k
ai[n]e
jφi[n] (6.45)
then we would be able to define the following new data vector:
xk[n] = x[n]− dk[n], n = 0, 1, · · · , N − 1 (6.46)
In that case, the problem would be, given the data sequence
xk[n] = ak[n]e
jφk[n] + w[n], n = 0, 1, · · · , N − 1, (6.47)
estimate the parameters ak and bk. As we are going to estimate the phase
and amplitude parameters of the kth component, xk[n] can be considered as the
complete data in the EM context. Similar to multi-component case given in
Section 6.2 the matrix notation and related logarithmic likelihood function for
this single component case is
xk = Φkak +w (6.48)
Λk = −N(lnpi + 2lnσ)− 1
σ2
‖x¯k −Ψkak‖22 (6.49)
The minimization of (6.49) can be done either by PO method or by the APA
method explained in Section 6.3. But, since we do not know the other compo-
nents, we would not be able to compute the summation dk[n] given in (6.45). The
only thing that we can do is to get an estimate for the other components. This
is what the EM method suggests us. Therefore, for all components, the following
EM iteration steps are carried out.
The EM iterations given in Table 6.5 will be carried out for sufficiently many
times and when there is no significant change in the value of estimates compared
to previous iteration, the iterations will be stopped.
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Table 6.5: Expectation Maximization (EM) iteration steps for multi-component
signal parameter estimation
Step Computation
Initial Get initial estimates [aˆTk bˆ
T
k ]
T , k = 1, 2, · · · , L via any method
1 Construct xˆk = x−
∑
i 6=k Ψˆiaˆi, k = 1, 2, · · · , L
2 Minimize Λk = −N(lnpi + 2lnσ)− 1σ2‖xˆk −Ψkak‖22, k = 1, 2, · · · , L
3 Update the initial estimates with results in Step 2, and go to Step 1
The important thing in the EM method is that the initial estimates should be
close enough to the actual values so that the estimate for complete data xˆk given
at Step 1 is not too deteriorated compared to its actual.
Actually, the alternating phase and amplitude minimization proposed in Sec-
tion 6.3 can also be considered as an application of EM method. While for the
minimization of fb(b) the amplitude parameters a are the missing or hidden vari-
ables, for the minimization of fa(a) the phase parameters are missing or hidden
variables.
During each EM iteration a mono-component system of equation given by
(6.48) is constructed. The related objective function is minimized by proposed
APA method. Then this is done for all components and overall steps are re-
peated for a number of EM iterations. Since the computation cost for APA is
O(N(Na+Nb)) and does not involve squares of Na and Nb, minimizing one by one
is expected to have a comparable computational cost to that of multi-component
case. But since we repeat overall steps for a number of EM iterations, the cost
will increase at a ratio of number of EM iterations. Also since during each EM
step, we need to compute dk[n] and xk[n] given by (6.45) and (6.46), this re-
quires going from parameter space to component or signal space and will also
increase computations. Therefore, using EM with the proposed APA method
will increase the computational cost compared to the APA method. But, it will
be still less than the cost of phase only method because the phase-only method
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has O(NN2a ) +O(NNb) +O(N
∑L
i=1 P¯iQ¯i) order computation, while EM will ap-
proximately have O(REMNNa) +O(REMNNb) order computations, where REM
is the number of the EM iterations.
6.3.3 Cramer-Rao Bounds for Mean Square Reconstruc-
tion Error
Before comparing the proposed APA method with any other method in terms of
computational cost, we first need to compare them in terms of attainable mean
square reconstruction error performance. For that purpose we need to have the
Cramer-Rao bounds on selected performance criteria.
Given the likelihood function Λ in (6.18) the Fisher Information Matrix (FIM)
for the parameter set θ = [bT aT ]T is obtained by
Fij = −E
{
∂2Λ
∂θi∂θj
}
(6.50)
The matrix is obtained [34] as
F =
2
σ2
Re
{[
[AΦ]H [AΦ]
]}
(6.51)
where
A = [A1 A2 · · · AL], (6.52)
and
Ai = j[ p0[n] • si[n] p1[n] • si[n] · · · pQi [n] • si[n] ] (6.53)
where si[n] is the signal vector obtained by taking values at each time instant
and “•” denotes Hadamard or component-by-component multiplication of the
vectors. An important property of the FIM for Λ is that it does not depend on a
and b directly but, rather, through phase functions φi[n] and signal components,
si[n]. It also depends on basis functions.
Cramer-Rao bound on variances (auto and cross) of the ML estimates of the
parameter set θ = [bT aT ]T is simply the inverse of FIM [112], that is,
CRB(θ) = F−1 (6.54)
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In an actual application rather than the parameters a and b , we will be interested
in signal components si[n]. Therefore, we will drive the bounds on the variance
of the estimate for the signal components at time instant n. The component si[n]
is a function of the parameter set θi = [b
T
i a
T
i ]
T . Having CRB(θi), which is a
sub-matrix of CRB(θ), the CRB(si[n]) can be obtained as [113]
CRB(si[n]) = (s
′
i,n)
HCRB(θi)s
′
i,n, (6.55)
where
s′i,n =
∂si[n]
θi
. (6.56)
using (6.4), (6.5) and (6.53) s′i,n will be obtained as
s′i,n = [ Ai[n] Φi[n] ]
T . (6.57)
s′i,n is simply the transpose of the row of [ A Φ ] corresponding to time instant
n. Since in our application we have N time instants we need to compute (6.55)
for all of them. But, in order to get an overall performance indication, we will
sum them up and obtain the following bound as a reference for the component
reconstruction error performance:
CRB(si) =
N−1∑
n=0
CRB(si[n]), (6.58)
where si denotes the i
th component. This is the total variance bound for the
estimate of the signal values at all time instants between 0 and N − 1.
6.3.4 Simulation Results
Though in terms of computation cost some comparison between proposed APA
method and phase only method is given in Section 6.3.1, in this section some
simulation results are given. For the simulation, three non-stationary multi-
component signals were selected. The first two examples have two components
and the last example has three components. The real part of components and
the magnitude STFT plot of the multi-component signals are given in Figures
6.1 and 6.2.
103
Figure 6.1: The multi-component signals for Ex1 (top) and Ex2 (bottom) with
two components.
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Figure 6.2: The multi-component signal Ex3 with 3 components.
All the examples were selected to be non-stationary signals with 256 samples.
The components for the examples were obtained by sampling the following am-
plitude and phase functions selected with proper parameters and time shifting.
a(t, α) =
n
√
2αe−piαt
2
(6.59)
φ(t, fc, β, γ) = pi(2fct+ βt
2 + γt3) (6.60)
While Ex1 and Ex2 include components with quadratic phase terms, Ex3 includes
two chirps and a Gaussian pulse. Since the phase terms are already polynomials
their orders were taken directly for the simulation. But since the amplitude parts
are obtained by a Gaussian pulse, their polynomial fit orders were used. The
polynomial orders for the examples are given in Table 6.6:
The simulations were carried out as follows: For a given noise realization, the
initial estimates aˆ0 = aˆTF and bˆ0 = bˆTF were obtained from TFD. Then using
this initial phase parameters, the cost function minimization was carried out by
iterating the BFGS algorithm up to a maximum number of steps. The maximum
number of steps was set to values 4, 6, 8, 10, 14, 20, and 26, respectively, and the
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Table 6.6: Amplitude and phase orders for the components
Polynomial Orders
Component1 Component2 Component3
Amplitude Phase Amplitude Phase Amplitude Phase
Ex1 10 3 20 1
Ex2 10 3 10 3
Ex3 10 1 10 2 10 2
reconstruction error defined by,
ei =
N−1∑
n=0
|sˆi[n]− si[n]|2, (6.61)
was computed for each component. This error, averaged for many simulation
runs, will give us the total of experimental mean square reconstruction error of
all time instants for a component and will be compared to the corresponding
Cramer Rao Bound given by (6.58).
Then the proposed APA method was iterated with the same initial conditions
used for minimization of J(b) and with three different scenarios, which define the
number of phase iterations and the alternating cycles. Then the minimization
with PO and APA were repeated for another noise realization.
In the first scenario of the APA method, denoted by APA1, the number of
phase iterations for the minimization of fb(b) was taken as the half of that used
for minimization of J(b). The number of alternating cycles for APA1 was selected
as five. For the second scenario, denoted by APA2, the phase iterations for the
minimization of fb(b) was taken the same as used for J(b) and the number of
alternating cycles was selected as 8. The third scenario was the EM algorithm
with the same conditions as APA1. The EM algorithm given in Table 6.5 was
repeated for four iterations.
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In all scenarios with the proposed method, the amplitude parameters were
computed analytically. Looking at Table 6.4, it is seen that, compared to the
minimization of fb(b), the cost of minimization of fa(a) is lower substantially
because the main contribution to computation cost of minimizing fa(a) comes
from the initialization step and this step is computed once per alternating cycle.
Similarly, if minimum fa(a) is found analytically, the cost is again small compared
to the phase cost.
The Quasi-Newton (BFGS) was implemented with line search algorithm sug-
gested by Nocedal [114], which saves the gradient computations as much as pos-
sible. Therefore the minimization of J(b) is even favored.
Using above scenarios for each SNR value between 8dB and 20dB, the simula-
tion was carried out for 400 runs. During each run, together with the component
reconstruction error, the total number of function and gradient evaluations was
also measured for each method and scenario. By averaging 400 runs, the average
of the reconstruction error given by (6.61) and the average of the function and
gradient evaluations were computed. Based on the average function and gradient
evaluations the computation cost for each method and scenario was obtained.
Using simulation results two group of figures were obtained. In Figures 6.3 -
6.6 the attained average reconstruction error (MSE) vs. SNR is plotted for the
proposed APA method and for the phase only (PO) method given in [34]. On
Figures 6.3 - 6.6 the corresponding Cramer-Rao Bound (CRB) computed using
(6.58) is also plotted. PO stands for phase only method. APA1, APA2 and EM
stand for the proposed method with scenario 1, 2 and expectation maximization,
respectively.
On the other hand, in Figures 6.7 - 6.12 the attained average reconstruction
error vs. required computation cost, in terms of millions of multiplications, is
plotted for three SNR values. These are 8dB, 14 dB and 20 dB respectively. In
Figures 6.7 - 6.12 the Cramer Rao bound (CRB) is also shown as a base line.
In Figures 6.3 - 6.6 the aim is to show that, the proposed method converges to a
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comparable, or even better reconstruction error levels than the phase only method
[34] in some cases, for a given SNR value and the same initial conditions. But in
Figures 6.7 - 6.12 the aim is to show that, whatever the attained reconstruction
error level, the proposed method converges with substantially less number of
multiplications for a given SNR value and the same initial conditions.
From Figures 6.3 - 6.6 we observe that the proposed method with scenarios
APA1, APA2 and EM has a comparable error performance to the phase only
method. While for Ex1 the performance of EM is better than the others, for other
examples the performance is comparable. Therefore, with the proposed APA
method and EM method that uses APA, we are able to solve the optimization
problem in (6.19) iteratively and reach a comparable MSE performance compared
to the PO method. On the other hand the computational cost performance
of the proposed APA and EM method is significantly better than that of PO
method. Figures 6.7 - 6.12 show this situation clearly. Figure 6.7 shows that the
average reconstruction error for component 1, with the proposed method using
the first scenario (APA1), the final reconstruction error level is reached by around
three million multiplications A similar level is reached with more than 20 million
multiplications by PO method. The multiplication required for the same level
for second scenario (APA2) is around 6 millions. On the other hand using EM a
better error level is obtained. Similar results can be observed for component 2 as
given in 6.8. From Figures 6.11 and 6.12 we see that again for Ex2 and Ex3 at
SNR 8dB the proposed method reaches final reconstruction error faster than the
PO method.
As can be seen from Figures 6.9 and 6.10 Increasing SNR to 14 or 20 dB for
Ex1 makes the benefit of using APA1 or APA2 apparent. The same advantage
was observed for Ex2 and Ex3 also. While at low SNR EM is usually better than
the others as the SNR increases the advantage of EM is vanishing.
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Figure 6.3: Experimental MSE vs. SNR for Ex1 Component1
Figure 6.4: Experimental MSE vs. SNR for Ex1 Component2
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Figure 6.5: Experimental MSE vs. SNR for Ex2 Component1
Figure 6.6: Experimental MSE vs. SNR for Ex3 Component2
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Figure 6.7: Experimental MSE vs. computational cost for Ex1 at 8dB (Compo-
nent 1)
Figure 6.8: Experimental MSE vs. computational cost for Ex1 at 8dB (Compo-
nent 2)
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Figure 6.9: Experimental MSE vs. computation cost for Ex1 at 14dB (Compo-
nent 1
Figure 6.10: Experimental MSE vs. computational cost for Ex1 at 20dB (Com-
ponent 1
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Figure 6.11: Experimental MSE vs. computational cost for Ex2 at 8dB (Compo-
nent 1
Figure 6.12: Experimental MSE vs. computational cost for Ex3 at 8dB (Compo-
nent 2
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6.4 Parameter Estimation with Sparsity Con-
straint
In the ML parameter estimation method, APA, developed in 6.3, we have mini-
mized two cost functions, given by
fa(a) = f(a, bˆ
0) = ‖x¯− Ψˆ0a‖22 (6.62)
and
fb(b) = f(aˆ
1, b) = ‖x¯−Ψaˆ1‖22 (6.63)
The amplitude cost function uses l2 as the penalty and is convex. The phase
cost function also uses l2 as the penalty, but is non convex. The minimization
with these cost functions will not find any possible sparse solution due to the
error distributing feature of l2 norm. Sparsity is both important in the case of
sparse signal reconstruction and for the better noise immunity. Therefore, in
order to look for a possible sparse solution, the following amplitude and phase
cost functions can be alternatives to the ML parameter estimation method.
fa(a) = ‖x¯− Ψˆ0a‖22 + λ‖a‖1 (6.64)
and
fb(b) = ‖x¯−Ψaˆ1‖22 + λ‖b‖1 (6.65)
where λ is the regularization parameter. Using l1 norm in cost function will force
the minimization towards a sparse solution. But the minimization problems, both
for amplitude and for the phase functions, have an equation structure where the
number of equations is larger than the number of parameters or unknowns. In
this respect, the problem for the amplitude is an overdetermined system of linear
equations. Similarly the problem for the phase is also an overdetermined non-
linear system of equations. In other words, the sparsity is incorporated into the
problem at the beginning by assuming that the amplitude and phase functions
of the ith component are represented by the orders Pi and Qi respectively. Even
knowing this fact, the cost function 6.64, instead of 6.62, was used in APA method.
The aim was to examine whether a better solution will be obtained or not with the
l1 regularization. The reason for choosing the amplitude cost function, rather than
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phase is that, the number of parameters for the amplitude is much higher than
that of phase. The simulation with this cost function has shown no improvement.
The amplitude and phase functions are assumed to be slowly varying signals.
As it was stated before, the basis for representing the amplitude and phase func-
tions was selected as polynomials. The orders for representing each function were
selected based on their variation. These orders were fixed at the beginning. Since
they have a slow variation, they can be represented in Fourier or Discrete Cosine
Transform (DCT) domain with a low number of coefficients. Therefore, this side
information can also be incorporated into minimization. With this motivation
the following cost function,
fa(a) = ‖x¯− Ψˆ0a‖22 + λ‖Ma‖1 (6.66)
where M ∈ RN×N is the measurement matrix given by,
M = DG (6.67)
where D ∈ RN×N is the DCT matrix and G ∈ RN×∑Li=1(Pi+1) is given by
G = [G1 G2 · · · GL] (6.68)
andGi ∈ RN×(Pi+1) is the matrix containing polynomial basis functions expressed
as
Gi = [go[n] g1[n] · · · gPi [n]] (6.69)
Once computed, the matrix M is fixed at the beginning of the problem. Through
simulation, it was observed that the cost function 6.66, which has sparsity con-
straint for amplitude function, produces better results for low SNR (SNR <
8dB) values. In figures 6.13 the result of simulation are shown. The further
research on this topic is considered as a future work.
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Figure 6.13: Experimental MSE vs. SNR for Ex1 Component 1 (top) and Com-
ponent 2 (bottom) . PO: phase only method, APA: alternating phase and ampli-
tude method, APAS: APA with sparsity constraint using equitation (6.66) with
λ = 0.25.
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Chapter 7
Conclusion
Sparsity is an important side information that allows the reconstruction of a
signal with a small number of linear and random measurements. For many time-
varying and multi-component signals, the TF representation is sparse. This is the
point where the CS and TF analysis meet. But there is a difference between the
two. In the original CS problem, the aim is to reconstruct the signal from a small
number of linear and random measurements at hand. But in the sparsity-based
TF reconstruction problem, actually we have all the information, namely the AF
domain coefficients. But we intentionally select a set of those coefficients which
allow cross-term free reconstruction. Otherwise, the TF will be reconstructed as
whole including the cross terms.
The solution to original sparsity-based TF reconstruction with l1 minimiza-
tion and AF domain constraints was observed to produce over-localized and un-
acceptable results. Therefore, some relaxation or regularization is needed for an
acceptable result. One relaxation is to put a restriction on l1 norm of the solution.
The other relaxation can be put on AF domain coefficients. That is, instead of
an exact AF coefficient constraint, an approximate AF coefficient constraint can
be used. But both of these relaxations mean specifying regularization parame-
ters. In this thesis an epigraph projection-based POCS (Lifted POCS) method
was introduced as a solution for this problem. With the developed Lifted POCS
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method, cross term-free and high resolution TF representations were obtained
without specifying regularization parameters. Through quantitative comparisons
it was seen that the method is better than all of the existing smoothing based
methods. Compared to reassignment based methods, which have higher local-
ization, it was observed that the Lifted POCS methods are comparable, or in
many cases, better in terms of overall localization and similarity based assess-
ment. Considering the spiky nature of the reassignment, Lifted POCS method is
preferable in terms of physical meaning related to the signal.
The selection of the type and the size of the AF domain set is an issue which
needs further research. Towards this end, two methods were developed. For the
same AF domain set, it was observed that selecting only the real part of AF
coefficients produces a better TF reconstruction both in terms of localization,
and similarity to the desired model TF. It was also observed that, by selecting
only the phase of all AF domain coefficients, it is possible to reconstruct a high
resolution cross term free TF distribution for most of the signals. However, the
AF domain set and size selection problem still needs further investigation. Also,
incorporation of additional constraints into Lifted POCS method may produce
better results. This will also accelerate the convergence.
The main drawback with the Lifted POCS method was the computation. Al-
though the POCS iterations are using the Fast Fourier Transform (FFT) algo-
rithm, the computation load is still higher than the existing methods. Therefore,
an improvement is needed. To this end, a kernel-based TF reconstruction method
was developed. The kernel was obtained with a single projection onto the epi-
graph cost function of l1 norm. The results were obtained faster and, comparable
to the optimized kernel. It was observed that the Lifted POCS methods produce
better results than both estimated kernel-based method and optimum kernel-
based method. Therefore, a faster implementation of CS or Lifted POCS-based
methods requires further research.
Sparsity is also used when estimating the components from a time-varying
multi-component signal, where there are several components which are disjointed
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on TF plane. A parametric representation and related cost function was con-
structed. An iterative method has been proposed to estimate the components of
a multi-component signal via parametric maximum likelihood (ML) estimation.
The components on the TF plane are assumed to be well separated. Though,
they can be estimated, it was also assumed that the number of components and
polynomial orders for amplitude and phase functions are known. The resul-
tant minimization problem was divided into separate amplitude and phase min-
imizations. With the proposed alternating phase and amplitude minimizations,
the computation cost of the original minimization problem reduced significantly.
Also, via simulations it was shown that, at low SNR, a better reconstruction error
is achieved when the proposed method is used in an EM algorithm.
The initial estimates were obtained from time-frequency distribution. They
can also be obtained via Polynomial Phase Transform (PPT). Depending on the
performance of the method by which initial estimates are obtained, good initial
conditions can be obtained, and the computations can be saved even further.
For the aim of having better estimates, the sparsity constraint was also in-
corporated into the ML parameter estimation problem. A cost function, which
is a mixture of l1 and l2, was used for this purpose. However, no improvement
was observed. This is because the sparsity side information is incorporated into
the parametric ML estimation problem from the beginning. In other words, it is
assumed that the amplitude or phase functions can be represented by the polyno-
mials and the related orders are fixed at the beginning. However, it was observed
that by selecting proper basis functions, other than polynomials, and using the
sparsity constraint it is possible to have better mean square error at low SNR.
In conclusion,the convex programming methods that use sparsity were devel-
oped for time-frequency problems. With these methods cross term-free and high
resolution time-frequency distributions were obtained. Also, a parametric ML
estimation method was developed for component estimation from a time-varying
and multi-component signal.
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Appendix A
The Projection onto Epigraph
Set of a Convex Function
A.1 The Projection onto Epigraph Set by Suc-
cesive Projections
In lifted POCS method orthogonal projections onto sets Cf and CAF has to be
performed. In this Appendix the projection operation onto the epigraph set Cf
of a convex function f is described. While the projection onto measurement set
CAF is obtained using Fourier Transform relations in (3.17)-(3.19), the projection
onto Cf given in (4.2) cannot be obtained in a closed form. The projection onto
Cf is implemented using successive projections onto supporting hyperplanes.
Given x ∈ Rn, f : Rn → R a convex function, the epigraph set of the function
f is defined as
Cf = {w = [xT v]T ∈ Rn+1 | f(x) ≤ v} (A.1)
where w ∈ Rn+1 is a vector defined in lifted domain, v ∈ R is the last element
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w0 = [x
T
0 0]
T
w1 = [x
T
0 f(x0)]
T
w3
w2
w∗
aTw = b
Cff(x)
x ∈ Rn
w ∈ Rn+1
Figure A.1: Projection onto epigraph set Cf by successive projections onto sup-
porting hyperplanes
of w.
Given the initial point w0 = [x
T
0 0]
T , a supporting hyperplane for Cf is
defined at x0. The supporting hyperplane is the set of points in R
n+1 satisfying
aTw = b where a and b are given by
a =
[
∇f(x0)
−1
]
∈ Rn+1 (A.2)
b = aT
[
x0
f(x0)
]
∈ R (A.3)
where ∇f(x0) is the gradient of the cost function f at x0. The supporting
hyperplane, as shown in Figure A.1, is tangent at w1 = [x
T
0 f(x0)]
T to Cf .
The vector w0 is projected onto this hyperplane and w2 = [x
T
2 v2]
T is obtained.
Then a second supporting hyperplane is defined at x2. This second hyperplane
is again tangent at w3 = [x
T
2 f(x2)]
T to Cf . The vector w0 is re-projected onto
second hyperplane and w4 = [x
T
4 v4]
T is obtained. This iteration continues until
the projected point wk satisfies w
∗ = [x∗T v∗]T ∈ Cf . Since this is an iterative
process the iterations are stopped after a fixed number of steps or there is no
133
improvement between consecutive steps. Once an increase in distance is detected,
a refinement should be done for the point at which hyperplane is defined.
The distance ‖wi−w0‖2 between point to be projected and current projection
will not always decrease for high values of iteration i therefore the distance need
to be monitored. In this case the hyperplane for f should be defined at the point
(xi + xi−1)/2.
If the gradient ∇f(x0) is not computable then the concept of subgradient
can be used to determine a supporting hyperplane at x0. The pseudo-code for
projection onto epigraph set of a convex cost function is listed in Algorithm 3 in
Appendix A.2.
A.2 The pseudo-code for projection onto epi-
graph set of a convex cost function
Algorithm 3 The pseudo-code for projection onto epigraph set of a convex cost
function
function xp=EpigP(x0)
w0 = [x
T
0 0]
T
i = 0 ;  = 10−3
while err ≥  do
wi = [x
T
i 0]
T ; di = ‖wi −w0‖22 %distance before projection
a = [∇f(xi)T − 1]T b = aT [xTi f(xi)] %supporting hyperplane
wp = wi +
b−aTwi
‖a‖2 a = [x
T
p v]
T %orthogonal projection
dp = ‖wp −w0‖22 %distance after projection
wR = [x
T
i f(xi)]
T ; wL = [x
T
p f(xp)]
T
if dp > di then wi+1 = (wL + iwR)/(i+ 1) % check for distance
else wi+1 = (iwL +wR)/(i+ 1)
end if
xi+1 = (wi+1)1:n
err = ‖xi+1 − xi‖2/‖xi‖
i = i+ 1
end while
end function
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Appendix B
Signal Examples Used in
Simulations
Figure B.1: Time domain representation (top) and the Fourier transform (FFT)
of the Example signal 1 where the frequency is normalized to sampling frequency.
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Figure B.2: Time domain representation (top) and the Fourier transform (FFT)
of the Example signal 2 where the frequency is normalized to sampling frequency.
Figure B.3: Time domain representation (top) and the Fourier transform (FFT)
of the Example signal 3 where the frequency is normalized to sampling frequency.
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Figure B.4: Time domain representation (top) and the Fourier transform (FFT)
of the Example signal 4 where the frequency is normalized to sampling frequency.
Figure B.5: Time domain representation (top) and the Fourier transform (FFT)
of the Example signal 5 where the frequency is normalized to sampling frequency.
The signal is a segment from a Frequency Hopping MFSK signal.
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Figure B.6: Time domain representation (top) and the Fourier transform (FFT)
of the Example signal 6 where the frequency is normalized to sampling frequency.
The signal was taken from a dolphin’s click-signal segment
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Appendix C
Hadamard Product
Given any two matrices A and B, with the same dimensions, their Hadamard or
element-vise product, A •B is a matrix of the same dimension given by
(A •B)ij = AijBij (C.1)

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
•

b11 b12 · · · b1n
b21 b22 · · · b2n
...
...
. . .
...
bm1 bm2 · · · bmn
 =

a11b11 a12b12 · · · a1nb1n
a21b21 a22b22 · · · a2nb2n
...
...
. . .
...
am1bm1 am2bm2 · · · amnbmn

(C.2)
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