Abstract-This paper considers the problem of automatic insertion of recovery points in recoverable microarchitectures. Previous work on this problem provided heuristic nonoptimal algorithms that attempted either to minimize computation time with a bounded hardware overhead or to minimize hardware overhead with a bounded computation time. In this paper, we present polynomial-time algorithms that provide provably optimal solutions for both of these formulations of the problem. These algorithms take as their input a scheduled control-data flow graph describing the behavior of the system, and they output either a minimum time or a minimum cost set of recovery point locations. We demonstrate the performance of our algorithms using some well-known benchmark control-data flow graphs. Over all parameter values for each of these benchmarks, our optimal algorithms are shown to perform as well as, and in many cases better than, the previously proposed heuristics.
I. INTRODUCTION

W
ITH the decreasing feature size of today's very large scale integrated (VLSI) technology, it is possible to effectively implement entire information processing systems on a chip, or on a set of a few chips. Most such systems are custom designed for specific tasks such as digital signal processing or image processing, and are targeted toward applications such as multimedia and telecommunication. The increasing complexity of these custom devices has made it difficult, if not altogether impossible, to design systems without the use of computer-aided design (CAD) tools. CAD tools are necessary due to the lengthy and time-consuming nature of design tasks such as synthesis and layout. Tools are especially essential in the context of rapid prototyping, where a major objective is to shorten the time from concept to implementation while investigating multiple design choices. This process spans several levels of design, starting with the abstract behavior, through the register-transfer, logic and physical design levels before the chip layout is realized. The investigation of multiple design choices is therefore an expensive and time-consuming process that requires various design tasks at each level to be repeated many times until a satisfactory implementation is achieved. Publisher Item Identifier S 0278-0070(97)09002-7.
As systems become larger, the CAD tools to design them must be capable of starting from higher levels of design abstraction. Recent advances in logic and layout synthesis have considerably eased the task of design exploration starting with the logic level. However, the logic level of abstraction is too low to deal with systems having tens of thousands of gates. Currently, there are some CAD tools which allow the designer to start from the register-transfer (RT) level, and design a system using existing library components such as adders, registers, and ALU's. This makes it much easier to follow the functionality of the design. Typically, such systems are specified in hardware description languages (HDL's) such as VHDL. RT-level CAD tools (such as Compass [2] and Synopsys [5] ) allow the designer to specify a system at the behavioral level with state boundaries (i.e., clock cycles) assigned to each computational step to be performed in this behavior. Typically, such a description is first compiled into a control and data flow graph (CDFG) in which operations are scheduled into control steps (or clock cycles). Next, resources such as adders, multipliers, and ALU's are allocated to ensure the timely execution of the behavior. Next, CDFG operations are bound to specific instances of these functional units, multiplexers are added to allow the sharing of resources, and registers are added to store temporary variables, input values, and output results. This results in an RT-level netlist which is then translated into a layout through a sequence of design tasks such as logic synthesis and layout synthesis. Currently, many researchers in VLSI CAD are developing tools which allow the designer to start with an unscheduled CDFG and perform scheduling subject to resource constraints. The set of procedures that includes scheduling, allocation, and binding is often referred to as high level, or behavioral, synthesis. Excellent tutorials on this area can be found in [7] and [11] .
In this paper, we address the high-level synthesis of faulttolerant digital systems. As virtually every aspect of society becomes reliant on digital systems, fault tolerance becomes an issue of principal importance. Studies have shown transient faults to be the dominant type of hardware faults, a phenomenon that becomes even more pronounced as the density of devices on a chip continues to increase. Transient faults have many sources, e.g., radiation, contamination, and noise, but all result in a temporary change of a signal's logic level that can propagate and lead to a corruption of the system state. While the physical effects of a transient fault disappear after a short time, if no recovery action is taken, the state may remain corrupted indefinitely and lead to system failure. Tolerating transient faults requires detection of the fault and 0278-0070/97$10.00 © 1997 IEEE then recovery of an uncorrupted system state. Since detection of faults in VLSI circuits is a well-studied problem, we focus in this paper on the problem of recovery. The most common form of recovery, referred to as rollback recovery, is to load a previously recorded state into the system. Here, we consider how to synthesize efficient microarchitectures with built-in rollback recovery capability. We refer to such architectures as recoverable microarchitectures.
There is a tremendous volume of literature on rollback recovery, which covers almost every type of system and method of implementation, including rollback recovery in distributed systems [8] , task-level recovery [4] , [17] , compiler-assisted recovery [1] , [10] , and rollback recovery in microprocessor systems [16] . We require an approach that can be incorporated into high-level synthesis. Such an approach has been proposed in [3] , [9] , [12] , [13] , and [15] . Fault-free states are maintained in a computation (specified by a CDFG, scheduled in the case of [3] and [15] and unscheduled in the case of [9] , [12] , [13] ) by artificially extending the lifetimes of certain variables and using a hardened register file. The approach of [15] attempts to minimize execution time with given hardware resources, while the work of [9] and [13] attempts to minimize hardware resources with a given execution time.
In this work, we adopt the approach of [3] , [9] , [12] , [13] , and [15] , and we consider the specific problem of choosing the locations of recovery points given a scheduled CDFG. We refer to this as the recovery point insertion problem. Fig. 1 shows how recovery point insertion is situated in the overall design/synthesis process. 1 In keeping with the previous work, we consider two problems. In the first problem, hardware resources are given, and the goal is to minimize execution time. In the second problem, maximum execution time is given, and the goal is to minimize hardware resources. Our primary contribution is the development of optimal polynomial-time recovery point insertion algorithms for both of these problems. Previous work presented only nonoptimal heuristic algorithms for these problems. We demonstrate the performances of our optimal algorithms on a number of well-known benchmark CDFG's. These benchmarks clearly show the advantages to be gained from the use of our optimal algorithms.
II. BACKGROUND
A. Problem Definition
Rollback recovery is a technique for recovering from transient faults, which are temporary disruptions of the logic level of signals. A recovery point is the state of a computation at a particular instant of time, i.e., the values of all live variables. Recovery points are maintained during system execution. When a fault is detected, a previous recovery point is loaded into the machine, and execution is restarted from that state. If the recovery point is uncorrupted and the fault is no longer disrupting the system, the new execution will proceed correctly. Since transient faults have nonzero duration, the recovery procedure may need to be attempted several times before it is successful. Each attempted recovery is referred to as a retry.
As in previous work [3] , [9] , [12] , [13] , [15] , we assume that the register file always performs correctly. In many environments, transient faults result only in single-bit or double-bit errors, and this assumption can be satisfied by using single-error-correcting or double-error-correcting coding on the register file. Note that even a single-bit error internal to a functional unit can cause multiple-bit errors at the output of the unit. So, it is not possible to apply simple coding techniques to the functional units in order to tolerate the faults of interest.
Since the register file does not fail, it is not necessary to store recovery points in a separate stable storage. It is sufficient to ensure that the values of all variables that are live at one recovery point are maintained in the register file until the next recovery point. Then, if rollback recovery is necessary, the values comprising the previous recovery point are available to restart execution. Hence, the process of inserting recovery points modifies the live variable graph of the CDFG by extending the lifetimes of certain variables. Consider the example CDFG shown in Fig. 2 . If a recovery point is placed at the end of control step 1 and the next recovery point is placed at the end of control step 3, then variables and must have their lifetimes extended through control step 3 so that they will be maintained in the register file in case of rollback recovery. In this paper, we assume that inputs and outputs are stored in dedicated registers and, therefore, we are concerned only with the temporary registers used to store intermediate results of the computation. 2 These intermediate results are indicated with bold lines in Fig. 2 .
A recovery point set is a subset of , where is the number of control steps in the CDFG. The elements of a recovery point set represent the locations of all recovery points inserted in a CDFG. Since recovery points are assumed to be uncorrupted, fault detection must be performed prior to a recovery point. Selection of a suitable fault detection technique is application-dependent, and so we do not assume a particular method for fault detection in this work. We do assume, however, that fault detection requires the same amount of time as the primitive operations of the CDFG, i.e., one control step. There must be a recovery point prior to the start of execution because if a fault occurs before the first point at which fault detection is done, then the computation must roll back to the beginning. Note that there must also be a recovery point at the final control step in order to verify the outputs of the CDFG.
The example of Fig. 3 illustrates basic recovery process operation in the CDFG of Fig. 2 with 0, 2, 4 as the recovery point set. As indicated in the figure, execution proceeds until the end of control step 2. At that point, fault detection is done on the intermediate values of the CDFG. If a fault is detected, the computation rolls back by restarting from the beginning of the CDFG with the same input values. If no fault is detected, execution proceeds to control step 3. A similar operation is performed at the end of control step 4. If a fault is detected in this case, execution restarts from control step 3. If no fault is detected in this case, execution completes. Fig. 4 shows the lifetimes of the intermediate values of the example CDFG, first under normal operation and then with recovery. Since variables and are needed to restart execution if a fault is detected at the end of control step 4, their lifetimes must be extended as shown in the figure. This results in increasing the number of registers needed to implement the CDFG from three to five.
As indicated by the previous discussion, there are two types of overhead introduced by recovery point insertion. The first overhead is additional hardware, namely, the extra registers that result from extending some variables' lifetimes, and hardware for fault detection. 3 We refer to any registers that are used for storing lifetime-extended variables as recovery registers. The second overhead is on execution time; each recovery point introduces a one-control-step delay in execution due to fault detection. The delay introduced by a set of recovery points is referred to as the recovery point delay.
Note that the execution time overhead of a recovery point is present even when faults do not occur. When faults occur, the execution time is even longer due to rollback recovery which causes some parts of the computation to be repeated.
Given that there are two types of overhead associated with recovery point insertion, we consider two separate optimization problems. The first, referred to as the minimal time problem, assumes that hardware resources are fixed, and would like to find a recovery point set that minimizes the total time required for execution of the computation. Since each recovery point introduces a one-control-step delay, a solution to the minimal time problem must minimize the total number of recovery points inserted in the computation. The second problem, referred to as the minimal hardware problem, assumes that there is a constraint on the maximum execution time, and would like to find a recovery point set that minimizes hardware resources subject to this constraint.
A final constraint on checkpoint insertion is the stride, denoted by , which represents the maximum number of control steps between recovery points. 4 A recovery point set , satisfies the stride constraint if , for . As detailed earlier, there must be recovery points at control steps 0 and . A recovery point set which contains these values and which satisfies the stride constraint is referred to as a valid recovery point set. If we assume in the example CDFG, then the only valid recovery point sets are 0, 1, 2, 3, 4 0, 1, 3, 4 0, 1, 2, 4 0, 2, 3, 4 and 0, 2, 4 A comment is in order concerning the relationship between and other parameters of the problem. Let be the maximum recovery point delay for an instance of the minimal hardware problem. In [9] and [13] , it was assumed that a solution must use the minimum number of recovery points possible. Under this assumption, is fixed once and the number of control steps in the CDFG are known. Since we see no reason to force solutions to use the absolute minimum number of recovery points, we assume that is an independent requirement restricting solutions to use no more than recovery points. This problem statement is more general and handles the assumption of [9] and [13] as a special case.
B. Previous Work
The recovery point insertion problem has been considered previously in the high-level synthesis context in [3] , [9] , [12] , [13] , and [15] . The problem was first introduced in this context by Raghavendra and Lursinsap in [15] . In that paper, the authors presented a heuristic algorithm for recovery point insertion in a scheduled CDFG, which assumes that the maximum number of available registers is given, and attempts to minimize the number of recovery points inserted. Hence, the Raghavendra and Lursinsap algorithm is an approximate solution to the minimal time problem. Their algorithm does not look beyond the next control step when deciding whether to place a recovery point at a particular location. Since it relies only on local information rather than looking at the global effects of a particular recovery point location, the algorithm is nonoptimal. In fact, as we will see in Section V, the Raghavendra and Lursinsap algorithm does not always find a solution when one exists.
More recently, Karri and Orailoglu considered the problem of recovery point insertion within an overall scheme for synthesizing reliable microarchitectures [9] , [13] . Their algorithms assume that the minimum number of recovery points is used given a particular stride constraint, and they try to minimize hardware overhead by eliminating costly recovery point locations one by one until there is only one recovery point set remaining. Hence, these algorithms are approximate solutions to the minimal hardware problem. Karri and Orailoglu also were the first to propose an integrated approach to scheduling and recovery point insertion. In attempting to minimize hardware overhead, that approach has the freedom to select both a schedule and a recovery point set. Nevertheless, we will show in Section V that, in some cases, our optimal algorithm produces a better solution based on a given schedule than the algorithms of [9] and [13] do over a range of schedules. Our work in [12] uses the optimal recovery point insertion algorithm of this paper within an integrated approach like that of [9] and [13] to reduce overhead even further.
Our work bears some resemblance to previous work on application-level checkpoint insertion [4] , [17] . In particular, [4] uses graph-based techniques for checkpointing tasks so as to minimize various quantities such as worst case state-saving time, expected state-saving time, or expected execution time.
There are a number of differences between [4] and [17] and our work, however, which prevent their results from being applied to our problem. One difference is that the computation graph has a vastly different physical interpretation. In [4] and [17] , the computation graph specifies the control flow of tasks. The times at which tasks execute are constrained only by the structure of the control flow graph. In the high-level synthesis environment, nodes of the CDFG are scheduled at precise times of the execution. These different physical interpretations cause basic quantities such as the run time of a computation to be defined completely differently under the two models. Another important difference is that in their model, the cost of placing a checkpoint at a particular location in the graph depends only on the task corresponding to that location. As we will see later, in our model, the cost of a particular recovery point location varies depending on where the next recovery point location occurs. This is an important property which greatly impacts the design of the optimal algorithms under our model.
III. GRAPH FORMULATION OF RECOVERY POINT INSERTION PROBLEMS
An important item that must be monitored during execution of the recovery point insertion algorithm is hardware overhead. For now, let us consider register overhead only. We must keep track of the registers used before recovery point insertion, referred to as nonrecovery registers, as well as the recovery registers. The number of nonrecovery registers used at a particular control step is fixed, and can be easily determined from the scheduled CDFG. The number of additional registers needed when a recovery point is inserted at a particular control step depends on the location of the next recovery point. This is because all variables that are live at one recovery point and are consumed before the next recovery point must have their lifetimes extended. These overheads can be maintained in a graph, which we refer to as the initial recovery point overhead graph.
The vertex set of the initial recovery point overhead graph consists of a vertex corresponding to each control step of the computation and a vertex labeled zero that corresponds to the recovery point at the beginning of the computation. The initial recovery point overhead graph is a directed graph, and contains an arc from one vertex to another vertex if it is possible that control steps and are the locations of consecutive recovery points. In other words, there are arcs from each vertex to the vertices following it, where denotes the stride. Associated with each vertex and each arc of the graph is a weight. The weight of a vertex , denoted by , is equal to the number of nonrecovery registers used at the end of control step . 5 The weight of an arc , denoted by represents the number of recovery registers that are needed at control step if the last recovery point was placed at control step and the next recovery point is placed at control step or later.
Given an initial recovery point overhead graph, we define a new graph, referred to as the final recovery point overhead graph, or just recovery point overhead graph (RPOG). The vertex set and arc set of the RPOG are identical to the initial recovery point overhead graph. However, the RPOG contains arc weights only. Given an initial recovery point overhead graph with vertex weight function and arc weight function the weight of arc in the associated RPOG, denoted by is defined by (1)
An RPOG is a simple graph and, hence, a path can be specified by a sequence of vertices. The cost of a path in an RPOG is defined as . The length of a path is equal to the number of arcs it contains, i.e., the length of path is . Let denote the number of control steps in a given scheduled CDFG. A valid recovery point set , defines a path in the associated RPOG from vertex 0 to vertex . Such a path is called a recovery point path. Recall that each recovery point (other than the one at the beginning of the CDFG) incurs a one control step delay. 6 Hence, the delay of a valid recovery point set is one less than the number of elements in the set, which is exactly equal to the length of the corresponding recovery point path. The following lemma establishes the equivalence of the number of registers used by a valid recovery point set and the cost of its corresponding path in the RPOG.
Lemma 1: The number of registers used by a valid recovery point set in a scheduled CDFG is equal to the cost of the corresponding recovery point path in the associated RPOG.
Proof: Let be an arbitrary valid recovery point set in a scheduled CDFG. The corresponding recovery point path in the associated RPOG is . The number of registers used at a particular control step in the CDFG is equal to the number of nonrecovery registers used at step plus the number of recovery registers used at step . The number of nonrecovery registers used at step is from the initial recovery point overhead graph. The number of nonrecovery registers used at step depends on the locations of the recovery points that surround . So, let be such that . Then, the number of nonrecovery registers used at step is from the initial recovery point overhead graph. Hence, the total number of registers used at step is . Once the locations of consecutive recovery points are known, the number of registers used at each control step between the two recovery points can be determined as just shown. The total number of registers used between the two recovery points is then the maximum, over all control steps between the two recovery points, of the number used at each control step. In other words, if there is a recovery point at control step and the next recovery point is at control step , then the number of registers used between these two recovery points is . By (1), this is equal to which is the weight of arc in the RPOG. The number of registers needed for the entire computation is the maximum, over all control steps, of the number used at each control step. Given a recovery point path, this can be calculated as the maximum, over all pairs of consecutive recovery point locations, of the number of registers used between those locations. That is, given the arbitrary valid recovery point set from above, the total number of registers needed is where and . This is exactly equal to the cost of the corresponding recovery point path .
To illustrate some of the above concepts, we again examine the CDFG of Fig. 2 . Assuming the initial and final recovery point overhead graphs for this CDFG are shown in Figs. 5 and 6, respectively. If the recovery point set is then the corresponding recovery point path in the RPOG is . From Lemma 1, the number of registers used by the recovery point set is equal to the cost of the corresponding path, which is simply the maximum of and . Hence, the number of registers used is five. Note that this agrees with the earlier result shown in Fig. 4 . Corollaries 1 and 2, which follow from Lemma 1, show that our two recovery point insertion problems are equivalent to different shortest path problems in the associated RPOG. In the next section, we will show how this can be used to devise efficient optimal solutions to both of these problems.
Corollary 1: Given a scheduled CDFG, the minimal time problem with a register constraint of is equivalent to the problem of finding a shortest length recovery point path in the associated RPOG of cost no greater than .
Corollary 2: Given a scheduled CDFG, the minimal hardware problem with a maximum recovery point delay of is equivalent to the problem of finding a lowest cost recovery point path in the associated RPOG of length no greater than . It is important to determine the complexity of building the recovery point overhead graphs. Both the initial and final recovery point overhead graphs have vertices and arcs. Each vertex weight of the initial graph can be calculated in constant time by simply counting the number of arcs in the CDFG that cross the boundary of the corresponding control step. Each arc weight can also be calculated in constant time by advancing one control step at a time from a specified control step, and counting the number of variables that were live at the beginning of the specified step, but have been consumed by the current step. This value is the weight of the arc from the specified step to the current step. Hence, the initial recovery point overhead graph can be constructed in time. Each arc weight of the RPOG can also be calculated in constant time. From a specified vertex we increment from to and evaluate (1) for each value. By using the value of (1) calculated at the previous step, the current value can be calculated in constant time. Each time (1) is calculated, a new arc weight is determined. Hence, the RPOG can also be constructed in time. To this point, we have considered only the register cost in the construction of the RPOG. The other overhead incurred by this approach is the addition of modules to perform fault detection at the control steps where recovery points are placed. If the previous recovery point occurred at control step and the current recovery point is being placed at control step , then each value that is live at the end of control step and was produced after control step must be checked. Values that were produced at or before control step were checked previously and do not need to be checked again. Hence, the number of fault detection modules needed at control step depends on , and this cost can be included in . Typically, one is interested in minimizing a weighted sum of the numbers of registers and fault detection modules. 7 Hence, now becomes the weighted sum of the number of registers [determined by (1) ] and the number of fault detection modules needed when a recovery point is placed at control step and the next recovery point is placed at control step . These new 's are still the weights of the RPOG. In addition, the operation of the algorithms described in the next section is independent of whether the cost function describes only register cost, only fault detection module cost, or a combination of both.
IV. RECOVERY POINT INSERTION ALGORITHMS
A. Minimal Time Problem
Recall that is the maximum number of registers that can be used in the minimal time problem. As stated in the previous section, the minimal time problem is equivalent to the problem of finding a shortest length recovery point path in the RPOG of cost no greater than . Since the cost of a path is the maximum over its individual arcs' weights, any arc with weight greater than cannot occur in a solution to the problem. Hence, as a preprocessing step, we delete from the RPOG any arc that has . Once these arcs have been deleted, all remaining paths have cost no greater than and are potential solutions to the problem. Hence, the weight of the remaining arcs is no longer important. We refer to the graph that results after this preprocessing step as the reduced RPOG. Our algorithm for the minimal time problem, referred to as Algorithm MTP-OPT, constructs the reduced RPOG from a scheduled CDFG and then searches for a shortest length path from vertex zero to vertex by conducting a breadth-first search starting from vertex zero. Algorithm MTP-OPT searches until a path is found or the breadth-first search is completed. If a path is found, the algorithm outputs a set containing the identities of all vertices on the path. Since this algorithm is a trivial modification of breadth-first search, we do not give a detailed specification of it. The following theorem states that this algorithm provides an optimal solution to the minimal time problem if a solution exists.
Theorem 1: Algorithm MTP-OPT correctly solves the minimal time problem on a given CDFG in time, where represents the stride and is the number of control steps in the CDFG.
Proof: All arcs in the reduced RPOG have weight no greater than . Hence, any path in this graph is a feasible solution to the minimal time problem, i.e., it satisfies the register constraint of the problem. Furthermore, this graph contains all possible paths that satisfy the register constraint. This follows because the only arcs that were deleted had cost greater than . Any path containing such an arc violates the register constraint and is, therefore, not a feasible solution. Hence, the register constraint need not be considered once the reduced RPOG is constructed.
The remaining part of the problem is to find a shortest length path in the reduced RPOG. This is the well-known unit-cost shortest path problem, which is solved by breadth-first search in time [6] . Breadth-first search is exactly what is used by Algorithm MTP-OPT to find a path from vertex zero to vertex if one exists. Hence, if a path exists, Algorithm MTP-OPT will find a shortest length path and return the vertices on the path. From the above reasoning together with Lemma 1, these vertices correspond to an optimal recovery point set. If no path from 0 to is found in the reduced RPOG, then all paths have cost greater than , and no solution exists. The preprocessing step considers each arc in the RPOG once and, hence, it can be executed in time. As already shown, both the construction of the RPOG and the breadthfirst search can be accomplished in time as well. Hence, the time complexity of Algorithm MTP-OPT is . As an example of the operation of Algorithm MTP-OPT, consider the RPOG of Fig. 6 , and assume that , i.e., at most six registers can be used. In this case, there are no arcs in the graph with weight greater than 6, and so no arcs are deleted in the preprocessing step. Thus, a breadth-first search is executed on the graph of Fig. 6 to find a shortest path from 0 to 4 without regard to arc weight. It is not difficult to see that the only shortest path is 024, and so the optimal recovery point set is .
B. Minimal Hardware Problem
Unfortunately, the minimal hardware problem is unlike the minimal time problem in that it does not simplify to a well-known graph problem. As stated previously, the minimal hardware problem is equivalent to the problem of finding the lowest cost recovery point path having at most arcs. The problem is similar to the general shortest path problem in graphs, except that cost is defined as the maximum arc cost rather than the sum of the arc costs. This difference in the definition of cost would not prohibit use of a standard shortest path algorithm such as Dijkstra's algorithm [6] . However, in the minimal hardware problem, there is an additional constraint, namely, a maximum path length. Standard shortest path algorithms do not deal with this additional constraint. Hence, we develop our own approach to this problem which is described in the remainder of this subsection.
We first note that some preprocessing of the RPOG may again be possible. We are given a stride constraint as well as a constraint on the maximum number of recovery points that can be used. In some cases, these constraints may make it impossible for a recovery point to occur at a particular control step. For example, as previously noted, the valid recovery point sets when for the CDFG of Fig. 2 are and . If we add the constraint that i.e., at most two recovery points incurring delays can be used, then the only valid recovery point set satisfying the constraint is . Any control step that does not appear in some valid recovery point set that satisfies the constraint on the maximum number of recovery points cannot possibly be a recovery point location and, hence, it can be removed as a vertex in the RPOG. In this example, vertices 1 and 3 would be removed, and only the single path from 0 to 4 through 2 would remain in the graph. Determining which vertices can be removed can be done by calculating recovery point location sets, 8 which contain the first and last control steps that could be the location of a particular recovery point. Any vertex between last and first cannot be the location of a recovery point, and can be removed from the graph. These recovery point location sets can be found and the appropriate vertices deleted in time. In certain cases, this preprocessing step may reduce the size of the recovery point overhead graph considerably. As shown above, there are even cases where it leaves only a single recovery point path, thereby eliminating the need for any graph search. Hence, the practical impact of this preprocessing step may be considerable. However, in some cases, it may not result in any vertices being deleted. For example, if we set in the previous example, then the valid recovery point sets satisfying this constraint are and .
Since every vertex appears in at least one of these sets, no vertex can be deleted. Hence, even though its practical significance may be great, this preprocessing step does not impact the worst case time complexity of an algorithm to solve the minimal hardware problem. For this reason, and to simplify the specification and proof of our algorithm, we do not consider this preprocessing step in the remainder of this section. We now present our algorithm to solve the minimal hardware problem given an RPOG and values for and . The algorithm uses a dynamic programming approach. Define and to be the minimum cost of a path from vertex 0 to vertex with at most arcs in the RPOG. We would ultimately like to find . In fact, we would like to find a path from 0 to of cost . In order to reconstruct the minimum cost path, we maintain a second array, denoted by pv.
stores the identity of the vertex that precedes in a path from 0 to of length at most and cost . The algorithm begins by initializing and in the following way:
We can find for arbitrary and if we know the values of Cost for all . This relation is defined by (4) For each value of from 2 to the algorithm calculates for all according to (4) . At the same time that is calculated, is set to the value of that minimizes (4). 9 The algorithm enters the backtracking stage after calculating and . If the algorithm returns the empty set. Otherwise, the previous vertex array is backtracked from until a previous vertex of 0 is encountered to construct a minimum cost path. The set of vertices on this path is returned as the optimal recovery point set. The pseudocode for this algorithm, referred to as Algorithm MHP-OPT, is shown in Fig. 7 .
The following lemma forms the basis for Theorem 2 which states that this algorithm is correct.
Lemma 2: At the end of the th round of Algorithm MHP-OPT, contains the minimum cost over all paths of length at most from vertex 0 to vertex if any such path exists. If no such path exists, then at the end of the th round.
Proof: The proof is by induction on . Base Case: The only paths of length at most 1 are single arcs. Hence, if there is an arc from vertex 0 to vertex the minimum (and 9 If j = i, then there is no path or the minimum cost path has length less than l. In either case, there is no preceding vertex at this level. only) cost is . If there is no arc, then no paths of length at most 1 exist and the cost should be set to . This is exactly how is initialized using (2) in the first round. Inductive Hypothesis: Assume that the lemma holds for . Inductive
Step: Show that the lemma holds for . Vertex can be reached from vertex 0 using at most arcs in one of two ways. Either it can be reached directly using at most arcs, or a neighboring vertex can be reached using at most arcs and then arc can be used to reach . 10 We would like to find the minimum cost over all possible ways of reaching using at most arcs. By the inductive hypothesis, contains the minimum cost to reach using at most arcs. Since the cost of a path is defined as the maximum weight of an arc on the path, the minimum cost of a path going through and then directly to using at most arcs is . By taking the minimum of this quantity over all that have arcs to we get the minimum cost of a path that goes from 0 to a neighbor of using at most arcs and then goes directly to . This is the second term in the outer function of (4) for . The first term in the outer min function is which, by the inductive hypothesis, is the minimum cost to reach using at most arcs. Since these are the two possible ways of reaching using at most arcs, will be set by (4) to the minimum cost of a path of length at most if such a path exists. If no path to of length at most exists, then no paths of length at most can exist either to or to a neighbor of . Hence, by the inductive hypothesis, and for all neighbors of must be equal to . Hence, by (4), will be set to as well. Theorem 2: Algorithm MHP-OPT correctly solves the minimal hardware problem on a given CDFG in time, where represents the stride, is the number of control steps in the CDFG, and is the maximum recovery point delay. Proof: By setting and in Lemma 2, we see that after round of the algorithm, holds the minimum cost of a path from 0 to using at most arcs if such a path exists. Otherwise, . If then by Lemma 2, no path of length at most from vertex 0 to vertex exists and, by Lemma 1, no solution to the minimal hardware problem exists.
So, assume . is set to the neighboring vertex which minimizes or it is set to vertex itself if is smaller than the aforementioned minimum. In the case where is set to is a preceding vertex to on some minimum cost path of length at most . This follows from the proof of Lemma 2. In the case where is set to a minimum cost path to of length at most actually has length less than , and so is checked for the preceding vertex. At the next step, (or ) again contains either a preceding vertex along the minimum cost path or itself by the same reasoning. This process continues until a preceding vertex of 0 is encountered, at which time the vertices along a minimum cost path from 0 to have been traced in reverse order. The algorithm returns these vertices which are, by Lemma 1, the vertices of an optimal recovery point set.
We are left only to analyze the time complexity of the algorithm. As shown earlier, the RPOG can be constructed in time. There are elements in the Cost array and, for each element having (4) is evaluated. This entails taking the minimum of at most items. Hence, the time complexity of constructing the array is . Once the Cost array is constructed, determining the minimum cost path involves backtracking along pointers in the array, which can be accomplished in time. Hence, the overall time complexity of the algorithm is . As an example of the operation of our algorithm for the minimal hardware problem, again consider the RPOG of Fig. 6 and assume that . The initial values are For , the following values and corresponding preceding vertices are calculated according to (4) : Similarly, the following values are calculated for :
Hence, the minimum cost from zero to four is five, and by backtracking, we see that the corresponding optimal recovery point set is 0, 2, 4
V. BENCHMARK RESULTS
In this section, we examine the performance of our optimal algorithms on some benchmark CDFG's which were presented in [9] . We also compare the performances of our algorithms with those of the heuristics presented in [9] , [13] , and [15] . The benchmarks which we consider are 1) a fifth-order elliptic filter, 2) a backsolver, 3) an AR filter, and 4) a 16-point filter.
An example schedule is given for each of these benchmark CDFG's in [9] . Unless otherwise noted, the implementations of our optimal algorithms follow exactly the descriptions in Sections III and IV, the problem assumptions match exactly those stated in Section II, and the scheduled CDFG's input to the algorithms are identical to the examples given in [9] .
We begin with the minimal time problem. Table I shows the results of execution of Algorithm MTP-OPT and the Raghavendra and Lursinsap algorithm [15] (henceforth referred to as Algorithm RL) on the four benchmarks. As described in previous sections, Algorithm MTP-OPT produces a solution having the minimum recovery point delay in all cases. When in the fifth-order elliptic filter example, Algorithm RL produces a nonoptimal solution. In this case, the solution of Algorithm RL has a delay of five control steps, while an optimal solution, generated by our algorithm, has a delay of only four. In addition, the entries marked "-" in Table I indicate cases for which Algorithm RL did not find a solution. In summary, our optimal algorithm always achieves the minimum recovery point delay, while Algorithm RL sometimes produces a suboptimal solution or fails to find any solution.
We now consider the minimal hardware problem. Tables  II-III show the results of execution of Algorithm MHP-OPT and the Karri and Orailoglu algorithm [9] , [14] (henceforth referred to as Algorithm KO) on the benchmarks. On each benchmark, the maximum recovery point delay was chosen to be the minimum possible for given values of and . This is an assumption of Algorithm KO, and so we adopted it here to provide a fair comparison between the two algorithms. As described in previous sections, Algorithm MHP-OPT always produces an optimal solution, i.e., a solution using the minimum number of registers, for a given schedule.
We begin by discussing the results on the first three benchmarks. Note that for two stride values with the elliptic filter and one value with the backsolver, Algorithm MHP-OPT was able to use fewer registers than Algorithm KO. This is particularly noteworthy considering the way in which the data for the two algorithms were produced. We used the example schedules given in [9] to produce all of the results for Algorithm MHP-OPT. However, the data for Algorithm KO were taken from [9] , and were produced in concert with the scheduling process. In other words, the schedule for Algorithm KO was not given but, rather, the algorithm had the opportunity to choose a schedule that was most suitable for recovery point insertion using the given stride value. An examination of the data of [9] reveals that the schedules adopted by Algorithm KO do, in fact, differ from the example schedules for some stride values. To summarize, Algorithm MHP-OPT produced as good, and in some cases better, results on a given schedule than Algorithm KO produced over a range of schedules. Table III shows the results of Algorithm MHP-OPT and Algorithm KO on the 16-point filter benchmark. It can be seen that Algorithm MHP-OPT uses a larger number of registers than Algorithm KO for several stride values on this benchmark. This is due to the fact that, as stated earlier, Algorithm KO has the freedom to choose a schedule, while Algorithm MHP-OPT works on a given schedule. It appears that the scheduled CDFG given in [9] for this benchmark is ill suited for recovery point insertion for some stride values. Hence, to show the true capabilities of Algorithm MHP-OPT, we generated by hand several alternative schedules that have the same numbers of functional units and length as the given schedule. The best result of Algorithm MHP-OPT from these alternative schedules is shown in the last column of Table III . When Algorithm MHP-OPT's performance was considered over these alternative schedules, it uses fewer registers than Algorithm KO in two cases, and uses the same number in the remaining three cases. Hence, we were able to easily find schedules for which our algorithm produces as good or better results than Algorithm KO on this benchmark.
This last benchmark illustrates the fact that combining scheduling and recovery point insertion in a single step can, in some cases, lead to better results. This validates the overall approach to synthesis of recoverable microarchitectures used in [9] and [13] . However, the data also clearly show the superior performance of our optimal recovery point insertion algorithms. These algorithms can be combined with the synthesis approach of [9] and [13] to produce good schedules and improved recovery point insertion capability. This topic is investigated in detail in [12] . Finally, it should be noted that, in some cases, a particular schedule may be imposed by other considerations, e.g., timing and interface constraints. In these situations, integrating recovery point insertion and scheduling is not possible, and the problem is exactly the one described in this paper, namely, recovery point insertion into a scheduled CDFG.
VI. CONCLUSION
We have considered the problem of recovery point insertion for high-level synthesis of recoverable microarchitectures. Through transformation into a graph problem, we developed optimal polynomial-time algorithms for two versions of this problem. We also illustrated the performances of these algorithms on a number of well-known high-level synthesis benchmarks, and demonstrated their benefits relative to previously known heuristics.
