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Abstract
In the present work we study the optimal control of an evolution equation with non-
smooth dissipation. The solution mapping of this system is non-smooth and hence the
analysis is quite challenging. Our approach is to regularize the dissipation via approxima-
tion by a smooth function. We derive optimality conditions for the corresponding smooth
optimal control problem. Then we drive the regularization parameter to zero and obtain
necessary optimality conditions for the original non-smooth problem. However, in this
process we lose regularity of the adjoint variables.
Keywords: optimal control, non-smooth state equation, necessary optimality conditions.
AMS subject classification: 49M20, 65K10, 90C30.
1 Introduction
We are interested in the optimal control of the following non-smooth evolution problem. Let
Ω ⊂ Rd be a bounded Lipschitz domain, d ∈ N, and I := (0, T ) an interval. Let us define
dissipation and energy functional by
D : H10 (Ω)→ R, D(v) :=
∫
Ω
|v|+ σ
2
|∇v|2 dx, (1.1)
E : H10 (Ω)× L2(Ω)→ R, E(z, g) :=
∫
Ω
1
2
|∇z|2 − z · g dx. (1.2)
where σ is a positive viscosity parameter. The function z is the state of the system, while the
function g acts as a distributed control. Minimization of E(z(t), g(t)) +D(z˙(t)) with respect to
z motivates the differential inclusion
0 ∈ ∂D(z˙) + ∂zE(z, g), (1.3)
where ∂ denotes the convex subdifferential. We obtain
0 ∈ ∂|z˙(t, x)| −∆z(t, x)− σ∆z˙(t, x)− g(t, x) f.a.a. (t, x) ∈ I × Ω, (1.4)
where g is the control and z the state. The system is complemented by an initial condition
z(0) = z0. Due to the appearance of the subdifferential, the evolution system is inherently
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non-smooth. This makes the derivation of first-order necessary optimality conditions very
challenging.
The non-smooth evolution system can be interpreted as a simplification of models appearing
in applications. Various different physical phenomena can be modelled by such non-smooth
systems. This includes, e.g., electromagnetism, damage and crack propagation, and models
with phase changes, see for instance the recent monograph [11]. In order to focus on the impact
of the non-smoothness of the model on the optimization, we decided to study the simplified
model with convex and quadratic energy.
Let us point out connections to other models studied in the literature. Using a duality
argument, we can rewrite the differential inclusion. To this end, let us introduce
K := {v ∈ H10 (Ω)∗ | v ∈ L2(Ω), −1 ≤ v ≤ 1 a.e. in Ω},
which is equal to the range of the subdifferential of the L1(Ω)-norm considered as a convex
function on H10 (Ω). As we will see in Lemma 2.3, the inclusion (1.4) is equivalent to
z˙(t) ∈ NK(∆z(t) + σ∆z˙(t) + g(t)) f.a.a. t ∈ I. (1.5)
Thus for σ = 0 the inclusion can be considered as a sweeping process in the space H10 (Ω). Let
us emphasize two important properties of the set-valued mapping z 7→ NK(∆z): first of all,
the images of this mapping are either unbounded or empty. And second, due to the results
of [3] the set K is not polyhedric in H10 (Ω)
∗. At least one of these two properties is used in
many works on optimal control of differential inclusions. In addition, in both formulations (1.3)
and (1.5) the arguments of the non-smooth mapping contain the highest-order time or spatial
derivative of z, which points to a lack of compactness in our system. That is, the arguments of
the non-smooth maps do not compactly depend on z for sensible choices of function spaces.
Let us comment on available literature for control of non-smooth evolution systems. Optimal
control of parabolic variational inequalities of the type yt −∆y + β(y) = u with β a maximal
monotone, set-valued operator were studied for instance in the monographs [14,17], see also the
recent contribution [10]. Optimal control problems of the sweeping process in finite-dimensions
was studied in [4,5]. Recent works on optimal control of differential inclusions are [12,15]. There,
the set-valued map is assumed to have bounded images on bounded sets, an assumption that is
not fulfilled in our setting. The sweeping process is related to the so-called play operator, which
is the solution map of a rate-independent variational inequality. Optimal control problems of
the coupling of a play operator on Rn coupled with a ODE system was studied in [2], the
coupling with a parabolic pde was investigated in [13]. In [8] the control of systems contain
play operators on infinite time horizons was studied. Due to the arguments above, all these
results are not directly applicable to our setting.
To overcome the difficulties related to the non-smoothness of the system, we follow the
popular approach of smoothing the state equation. The regularization scheme is introduced in
section 3, and its convergence properties are investigated in section 4. Passing to the limit with
the regularization parameter, allows us to obtain a first-order system, which is the main result
of our paper in Theorem 5.10. It turns out that the appearing adjoint functions have rather
low regularity. The present work is strongly related to the earlier contribution [16]. There,
optimal control of an rate-independent system was studied, which corresponds to our problem
with σ = 0. The positive parameter σ > 0 enables us to prove stronger results than [16]. We
comment on this at the end of Section 5.4, see Remark 5.11.
Notation and function spaces
We will work with the Lebesgue and Sobolev spaces Lp(Ω), W 1,p(Ω), W 1,p0 (Ω). In order to
shorten the notation we define H := L2(Ω), V := H10 (Ω), V
∗ := H−1(Ω) := (H10 (Ω))
∗. We
define the Laplace operator in a distributional sense
∆ : V → V ∗ : 〈∆u, v〉V ∗,V := −
∫
Ω
∇u(x) · ∇v(x) dx
2
The inner product on V is defined by (u, v)H1
0
(Ω) = (u, v)V :=
∫
Ω
∇u(x)·∇v(x) dx and its induced
norm by ‖u‖V :=
√
(u, u)V . Due to the zero boundary condition this norm is equivalent to the
H1(Ω)-norm in the space V . Since we are analyzing an evolution equation, we need Bochner
spaces like Lp(I,X) and H1(I,X), where X is a real Banach space. The state equation of
interest is equipped with a zero initial condition. Therefore we define the spaces
H1⋆ (I,X) := {u ∈ H1(I,X) | u(0) = 0},
H2⋆ (I,X) := {u ∈ H2(I,X) | u(0) = 0, u˙(0) = 0},
where u˙ denotes the weak derivative with respect to the time variable t. Moreover, we work
with the standard Hilbert triple V →֒ H ∼= H∗ →֒ V ∗ induced by the L2-inner product in order
to use L2(Ω)-functions as elements of V ∗.
2 The non-smooth optimal control problem
Let us first the define the notion of weak solutions of the differential inclusion (1.3).
Definition 2.1. A function z ∈ H1⋆ (I, V ) is called weak solution of (1.3) if and only if for
almost all t ∈ I it holds
0 ∈ ∂|z˙(t)| −∆z(t)− σ∆z˙(t)− g(t) in V ∗.
Here, ∂|v| denotes the subdifferential of the L1(Ω)-norm with respect to the space V .
The state equation is uniquely solvable and we have the following theorem, which will be
proven in section 4.
Theorem 2.1. For all g ∈ H1⋆ (I, V ∗) there exists a unique solution z ∈ H2⋆ (I, V ) of the non-
smooth state equation (P).
Note that g ∈ H1⋆ (I, V ∗) and z ∈ H1⋆ (I, V ) include the conditions g(0) = 0 and z(0) = 0. In
view of the results derived below, these conditions can be viewed as compatibility conditions
at t = 0.
As a conclusion of Theorem 2.1 we can define a solution operator, which maps a control to
the corresponding state.
S : H1⋆ (I, L2(Ω))→ H1⋆ (I,H10 (Ω)) g 7→ z. (2.1)
We now take a closer look at the subdifferential of the non-smooth part of D, which is Dˆ(v) :=
‖v‖L1(Ω) and give characterizations of the state equation via cones. To this end we define
K := {v ∈ V ∗ | v ∈ H, −1 ≤ v ≤ 1 a.e. in Ω},
NK(v) := {w ∈ V | 〈w, v˜ − v〉V,V ∗ ≤ 0 ∀v˜ ∈ K},
K˜ := {w ∈ V | ∆w ∈ H, −1 ≤ ∆w ≤ 1 a.e. in Ω} = ∆−1(K),
NHilbert
K˜
(v) := {w ∈ V | (w, v˜ − v)V ≤ 0 ∀v˜ ∈ K˜}.
Lemma 2.2. Let v ∈ V and f ∈ V ∗. Then it holds
f ∈ ∂Dˆ(v) ⇔ f ∈ K and v ∈ NK(f).
Moreover, f ∈ ∂Dˆ(v) implies f ∈ H and
f(x) ∈


{1} if v(x) > 0,
[−1, 1] if v(x) = 0,
{−1} if v(x) < 0,
i.e., f(x) is in the subdifferential of the absolute value function evaluated at v(x) for almost all
x ∈ Ω.
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Proof. Let us denote by σK be the support function and by δK the indicator function of K.
Then we have the following chain of equivalences
f ∈ ∂Dˆ(v)⇔ f ∈ ∂σK(v)
⇔ f ∈ ∂δ∗K(v)
⇔ v ∈ ∂δK(f)
⇔ δK(h) ≥ δK(f) + 〈v, h− f〉V ∗,V ∀h ∈ V
⇔ f ∈ K and 0 ≥ 〈v, h− f〉V ∗,V ∀h ∈ K
⇔ f ∈ K and v ∈ NK(f),
which proves the first part of the lemma.
Let now f ∈ ∂Dˆ(v) be satisfied. We already proved in the first part f ∈ H and −1 ≤ f ≤ 1
a.e. on Ω. It remains to prove
f(x) ∈
{
{1} for v(x) > 0,
{−1} for v(x) < 0.
Assume there exists a set M ⊂ {x ∈ Ω : |v(x)| > 0} with positive measure such that |f(x)| < 1
a.e. on M . Hence there is an ε > 0 and a set Mε ⊂ M with |Mε| > 0 such that |f(x)| < 1 − ε
for a.a. x ∈ Mε. We obtain the existence of a δ > 0 and a subset Aδ ⊂ Mε with |Aδ| > 0 and
v(x) > δ a.e. on Aδ.
Due to the positive homogeneity of Dˆ we have f ∈ ∂Dˆ(v) ⇔ Dˆ(v) = 〈f, v〉V ∗,V , see e.g. [11,
Lemma 1.3.1] and we obtain
Dˆ(v) = 〈f, v〉V ∗,V =
∫
Ω
f(x)v(x) dx =
∫
M
fv dx+
∫
{v(x)=0}
fv dx =
∫
Mε
fv dx+
∫
M\Mε
fv dx
≤ (1− ε)
∫
Mε
|v| dx+
∫
M\Mε
|v| dx =
∫
Ω
|v(x)| dx− ε
∫
Mε
|v(x)| dx
≤ ‖v‖L1(Ω) − ε
∫
Aδ
|v(x)| dx ≤ ‖v‖L1(Ω) − εδ < ‖v‖L1(Ω) = Dˆ(v),
which is a contradiction.
Using this lemma one can easily verify the following characterizations of the state equation.
Lemma 2.3. Let z ∈ H1⋆ (I, V ) and g ∈ H1(I, V ∗) be given. Then the following statements are
equivalent.
1. z is a weak solution of (1.3) to g, i.e.,
0 ∈ ∂|z˙(t)| −∆z(t)− σ∆z˙(t)− g(t) in V ∗ a.e. on I.
2.
z˙ ∈ NHilbert
K˜
(−z − σz˙ −∆−1g) in V a.e. on I. (2.2)
3.
z˙ ∈ NK(∆z + σ∆z˙ + g) in V a.e. on I. (2.3)
Evolution inclusion using the normal cone are known from other problems like the sweeping
process, and optimal control problems of this process are analyzed, e.g., in [4,5]. An important
difference is that in our case the time derivative of the state as well as ∆z are arguments of the
normal cone mapping.
In the next lemma we prove a continuity property of the solution operator S. This lemma
as well as the proof are from [16, Lemma 3.4]
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Lemma 2.4. Let (gn)n∈N ∈ H1⋆ (I;H) be a sequence with gn ⇀ g in H1(I,H). Then S(gn)→
S(g) in H1⋆ (I, V ) and in C(I¯ , V ). Moreover, S is Lipschitz continuous from L2(I, V ∗) to
H1⋆ (I, V ).
Proof. Let us denote z := S(g), zn := S(gn). Due to the continuity of the embedding
H1(I,H) →֒ C(I¯ , V ) we have g(0) = 0. Testing (2.3) for z with σ∆z˙n + ∆zn + gn and for
zn with σ∆z˙ +∆z + g we obtain by adding both inequalities and integrating from 0 to t
1
2
‖z(t)− zn(t)‖2V + σ‖z˙ − z˙n‖2L2(0,t;V ) ≤
∫ t
0
〈z˙n − z˙, gn − g〉V,V ∗ ds.
Taking the supremum with respect to t yields
1
2
‖z − zn‖2C(I¯,V ) + σ‖z˙ − z˙n‖2L2(I,V ) ≤ ‖z˙ − z˙n‖L2(I,V )‖gn − g‖L2(I,V ∗).
Young’s inequality ab ≤ σ2 a2 + 12σ b2 gives
1
2
‖z − zn‖2C(I¯,V ) +
σ
2
‖z˙ − z˙n‖2L2(I,V ) ≤
1
2σ
‖gn − g‖2L2(I,V ∗). (2.4)
From the Aubin-Lions lemma, see, e.g., [1, 9], we know that the embedding H1(I,H) →֒
L2(I, V ∗) is compact, which proves the assertion.
Remark 2.5. The proof shows explicitly S(gn) → S(g) in C(I¯ , V ). However, this is also a
consequence of the continuity of the embedding H1⋆ (I, V ) →֒ C(I¯ , V ).
We will use the previous lemma to show existence of solutions of the optimal control problem
(P) below.
In order to formulate the optimal control problem, we take two functions
j1 : L
2(I;V )→ R, (2.5)
j2 : V → R, (2.6)
which we assume to be continuously Fréchet differentiable and bounded from below. The
objective function is given by
J : H1(I, V )×H1(I,H) → R,
(z, g) 7→ J(z, g) := j1(z) + j2(z(T )) + 1
2
‖g‖2H1(I;H).
In the sequel we will study the following optimal control problem
min J(z, g) with respect to (z, g) ∈ H1(I, V )×H1(I,H)
subject to
{
0 ∈ ∂|z˙(t)| −∆z(t)− σ∆z˙(t)− g(t) in V ∗ for a.a. t ∈ I,
g(0) = 0, z(0) = 0.
(P)
Theorem 2.6. There exists a solution of the optimal control problem (P).
Proof. The proof uses the standard direct method. Let (gn, zn)n ∈ H1⋆ (I,H) ×H1⋆ (I, V ) be a
minimizing sequence. In particular, zn = S(gn) holds. Since j1, j2 are bounded from below,
we get that 12‖gn‖2H1(I,V ∗) is bounded, and there exists g ∈ H1⋆ (I,H) such that gn ⇀ g after
possibly extracting a subsequence. Lemma 2.4 shows that zn → z = S(g) in H1⋆ (I, V ). Since
j1, j2 are assumed to be continuous, and ‖·‖2H1(I,H) is weakly lower semicontinuous, we get
j1(zn) → j1(z), j2(zn(T )) → j2(z(T )), ‖g‖2H1(I,V ∗) ≤ lim infn→∞ ‖gn‖
2
H1(I,V ∗). Hence it follows
J(S(g), g) = J(z, g) ≤ lim inf
n→∞
J(zn, gn), i.e., (z, g) solves the state equation and is (globally)
optimal.
We are interested in proving necessary optimality conditions for the non-smooth optimal
control problem (P).
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3 The regularized state equation
In this section we approximate the non-smooth part of the dissipation function and analyze the
resulting equation.
3.1 Smooth approximation of the dissipation
The function H10 (Ω) ∋ v 7→ ‖v‖L1(Ω) is non-smooth, which makes the state equation quite
uncomfortable to deal with. For this reason we will replace the absolute value function in the
L1-norm by a smooth approximation function. The idea how to choose the approximation is
from [16, section 4.1].
Let ρ > 0 be a positive parameter and define a family of functions
| · |ρ : R→ R, x→ |x|ρ.
The family {| · |ρ}ρ>0 should satisfy some properties.
Assumption 1. Let ρ > 0. We assume for the family {| · |ρ}ρ>0 the following properties.
1. | · |ρ is in C2(R,R).
2. | · |ρ is convex.
3. | · |ρ is an even function, i.e. |v|ρ = | − v|ρ for all v ∈ R.
4. |v|ρ = |v| for all v ∈ R with |v| ≥ ρ.
5. |v|′′ρ ≤ 2ρ for all v ∈ R.
6. The second derivatives | · |′′ρ are Lipschitz continuous with Lipschitz constant 2ρ2 .
7. |v|ρ1 ≤ |v|ρ2 for all v ∈ R and ρ1 ≤ ρ2.
8. For all ρ1, ρ2 > 0 and v ∈ R holds
∣∣|v|ρ1 − |v|ρ2 ∣∣ ≤ |ρ1 − ρ2|.
Lemma 3.1. Let the family {| · |}ρ>0 satisfy Assumption (1). Then it holds for all v ∈ R:
1. |v|′ρ ∈ [−1, 1],
2. |v|′′ρ ≥ 0,
3. |v| ≤ |v|ρ ≤ |v|+ ρ,
4. |v|′ρv ≥ |v| − ρ,
5. |v|′′ρv2 ≤ 2ρ.
Proof. 1. and 2. follow immediately from convexity. 3. and 4. can be found in [16]. It remains
to prove 5.: Due to |v|′′ρ ≤ 2ρ2 we have |v|′′ρv2 ≤ 2ρρ2 ≤ 2ρ.
A function satisfying Assumption 1 exists. An example is
| · |ρ : R→ R v 7→
{
|v| |v| ≥ ρ,
1
3ρ+
1
ρ2
v2(ρ− 13 |v|) |v| ≤ ρ.
(3.1)
3.2 Existence and uniqueness of solutions for the smooth state equa-
tion
In this section we are going to modify the dissipation function D by using the family {| · |ρ}.
This section is oriented on [16, Section 4.2]. Consider the modified dissipation function
Dρ : H10 (Ω)→ R, Dρ(v) :=
∫
Ω
|v|ρ + σ
2
|∇v|2 dx (3.2)
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for an arbitrary ρ > 0. Using this regularized dissipation instead of D leads to the inclusion
0 ∈ ∂Dρ(z˙) + ∂zE(z, g).
The regularized dissipation Dρ is differentiable, which means in particular that the inclusion is
actually an equation. Furthermore, we require the initial condition z(0) = 0. We obtain the
following regularized state equation
|z˙(t)|′ρ − σ∆z˙(t)−∆z(t) = g(t) in V ∗ f.a.a. t ∈ I, (3.3a)
z(0) = 0. (3.3b)
The first step in analyzing the regularized state equation is to show that for every control
g ∈ L2(I, V ∗) there exists a unique state z ∈ H1⋆ (I, V ), which solves equation (3.3). Using the
substitution w := z˙ we can reformulate equation (3.3) in the following way.
z˙ = w in V a.e. on I, (3.4a)
−σ∆w + |w|′ρ = ∆z + g in V a.e. on I, (3.4b)
z(0) = 0. (3.4c)
In order to solve the system (3.4) we first analyze the equation
− σ∆w + |w|′ρ = v in V ∗, (3.5)
where v ∈ V ∗ is arbitrary. The operator
Aρ : V → V ∗, Aρ(w) := −σ∆w + |w|′ρ (3.6)
is strongly monotone and hemi-continuous with
〈Aw1 −Aw2, w1 − w2〉V ∗,V ≥ σ‖w1 − w2‖2V ∀w1, w2 ∈ V.
Hence equation (3.5) is uniquely solvable and its solution operator
Tρ : V
∗ → V, Tρ(v) := A−1ρ
is Lipschitz continuous with Lipschitz constant 1
σ
.
Using the operator Tρ, we can reformulate the regularized state equation as an initial value
problem in the Banach space H10 (Ω),{
z˙(t) = Tρ
(
g(t) + ∆z(t)
)
in H10 (Ω) f.a.a. t ∈ I,
z(0) = 0 in H10 (Ω).
(3.7)
This initial value problem is uniquely solvable due to the Lipschitz continuity of Tρ, and the
solution operator
Sρ : L2(I, V ∗)→ H1⋆ (I, V ), g 7→ z (3.8)
is continuous, see [7, Satz 1.3].
3.3 Differentiability of the solution operator and Lipschitz estimates
The next step is to prove the Fréchet differentiability of the solution operator Sρ and to formulate
an equation, which is solved by its derivative. This will be important for finding the optimality
conditions, as it allows us to use the reduced functional.
In order to prove differentiability of Sρ, we first show that Tρ is differentiable.
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Theorem 3.2. Let ρ > 0. The operator Tρ : V
∗ → V is Fréchet differentiable. Let v, h ∈ V ∗
be given and define w := Tρ(v). Let y ∈ H10 (Ω) be the unique weak solution of the equation
− σ∆y + |w|′′ρy = h in V ∗. (3.9)
Then it holds T ′ρ(v)h = y and
‖y‖V = ‖T ′ρ(v)h‖V ≤
1
σ
‖h‖V ∗ . (3.10)
Proof. Equation (3.9) is uniquely solvable in V due to the Lax-Milgram theorem since |w|′′ρ ∈
L∞(Ω) is a nonnegative coefficient. In addition, it holds ‖y‖V ≤ 1σ‖h‖V ∗ .
In order to show the Fréchet differentiability we investigate the remainder rh := Tρ(v+h)−
w − y. By definition of Tρ(v + h), Tρ(v), and y we have
−σ∆Tρ(v + h) + |Tρ(v + h)|′ρ = v + h in V ∗,
−σ∆w + |w|′ρ = v in V ∗,
−σ∆y + |w|′′ρy = h in V ∗.
Subtracting the second and third from the first equation, adding and subtracting |w|′′ρ
(
Tρ(v +
h)− w) yield
− σ∆rh + |w|′′ρrh = −
(|Tρ(v + h)|′ρ − |w|′ρ − |w|′′ρ(Tρ(v + h)− w)). (3.11)
Lax-Milgram implies that rh is the unique weak solution of this equation, and we get the
estimate
‖rh‖V ≤ 1
σ
∥∥∥|Tρ(v + h)|′ρ − |w|′ρ − |w|′′ρ(Tρ(v + h)− w)∥∥∥
H
.
The embedding theorems for Sobolev spaces give us the existence of p > 2 such that V →֒
Lp(Ω). Due to the boundedness of | · |′ρ the Nemytskij operator of this mapping is Fréchet
differentiable from Lp(Ω) to H . This shows
‖rh‖V = o
(‖Tρ(v + h)− w‖V ) = o(‖h‖V ∗),
which proves the Fréchet differentiability of Tρ.
Theorem 3.3. Let ρ > 0, 2 ≤ p < ∞, and 1 ≤ q < p be given. Then the operator Sρ is
Fréchet differentiable as a mapping from Lp(I, V ∗) to W 1,q⋆ (I, V ). For g, h ∈ Lp(I, V ∗) define
z := Sρ(g), ζ := S ′ρ(g)h. Then ζ is the unique solution of the system
ζ˙ = ω in V a.e. on I, (3.12a)
−σ∆ω + |z˙|′′ρω = ∆ζ + h in V ∗ a.e. on I, (3.12b)
ζ(0) = 0 in V. (3.12c)
Proof. This can be proven following the lines of the proof of [16, Theorem 4.4].
Later we will consider controls g in the space H1⋆ (I,H). In this case we have the following
result.
Corollary 3.4. Let g ∈ H1⋆ (I,H) and 1 ≤ q < ∞. Then Sρ is Fréchet differentiable as a
mapping from H1⋆ (I,H) to W
1,q
⋆ (I, V ).
Proof. Choose p such that q < p <∞ holds. The following embeddings are continuous.
H1⋆ (I,H) →֒ C(I¯ , H) →֒ Lp(I, V ∗).
Therefore the claim follows from Theorem (3.3).
In the next lemma we show a Lipschitz property for Sρ. This lemma is a stronger version
of [16, Lemma 4.5].
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Lemma 3.5. Let 2 ≤ p ≤ ∞ and g1, g2 ∈ Lp(I, V ∗) be given. For i = 1, 2 define zi := Sρ(gi).
Then it holds zi ∈ W 1,p⋆ (I, V ). In addition, we have for almost all t ∈ I
‖z˙1(t)− z˙2(t)‖V ≤ 1
σ
∥∥g1(t)− g2(t)∥∥V ∗ + 1σ2 e 1σ t∥∥g1 − g2∥∥L1(0,t;V ∗). (3.13)
Proof. We obtain with the Lipschitz continuity of Tρ for a.a. t ∈ I
‖z˙1(t)− z˙2(t)‖V = ‖Tρ(g1(t) + ∆z1(t))− Tρ(g2(t) + ∆z2(t))‖V
≤ 1
σ
‖g1(t)− g2(t)‖V ∗ + 1
σ
‖z1(t)− z2(t)‖V . (3.14)
By integrating (3.7) from 0 to t, we obtain
‖z1(t)− z2(t)‖V =
∥∥∥ t∫
0
Tρ(g1(s) + ∆z1(s))− Tρ(g2(s) + ∆z2(s)) ds
∥∥∥
V
≤ 1
σ
∥∥∥g1 − g2∥∥∥
L1(0,t;V ∗)
+
1
σ
t∫
0
∥∥∥z1(s)− z2(s)∥∥∥
V
ds
We apply Gronwall’s inequality and obtain
‖z1(t)− z2(t)‖V ≤ 1
σ2
e
1
σ
t
∥∥g1 − g2∥∥L1(0,t;V ∗). (3.15)
Combining (3.14) and (3.15) we get the asserted inequality. Moreover, choosing g2 = 0 in (3.13)
gives
‖z˙1(t)‖V ≤ 1
σ
∥∥g1(t)∥∥V ∗ + 1σ2 e 1σ T∥∥g1∥∥L1(I,V ∗),
hence z1 ∈ W 1,p⋆ (I, V ) holds.
3.4 Higher regularity of the state and a-priori estimates
Let us now prove some a-priori estimates for the state z of the regularized equation. We will
also prove higher regularity results for the state z in space and time under some assumptions
on the domain Ω and on the control g. The next lemma is from [16, Lemma 4.6].
Lemma 3.6. Let ρ > 0 and g ∈ H1⋆ (I, V ∗) be given. Define z := Sρ(g). Then it holds
z ∈ H2(I, V ) and
‖z¨(t)‖V ≤ 1
σ
∥∥g˙(t) + ∆z˙(t)∥∥
V ∗
a.e. on I.
Moreover, there is a constant C > 0 independent of σ, ρ such that
‖z˙(T )‖2V + ‖z˙‖2L2(I,V ) ≤ C ·
[(2ρ
σ
+ 1
) · |Ω|+ 1
σ
‖g˙‖2L2(I,V ∗)
]
(3.16)
and
‖z˙(0)‖V ≤ ρ
σ
|Ω|. (3.17)
are satisfied.
Proof. The proof is the same as [16, Proof of Lemma 4.6], except that we have σ∆z˙ in (3.3)
instead of ρ∆z˙.
We now turn our focus on regularity results in space. In order to prove higher regularity
in space for the state z we need to assume higher regularity in space for the control g, i.e.
g ∈ H1⋆ (I,H). We first show that for a fixed t ∈ I the function z˙(t) solves an elliptic PDE.
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Lemma 3.7. Let ρ > 0 and g ∈ H1⋆ (I,H). Let further z := Sρg ∈ H1⋆ (I, V ) be the unique
solution of the regularized state equation (3.3). Then it holds ∆z(t),∆z˙(t) ∈ H f.a.a. t ∈ I. In
addition, we have the estimates
‖∆z‖C(I¯,H) ≤
√
1
2σ
∥∥g − |z˙|′ρ∥∥L2(I,H), (3.18)
‖∆z˙‖L2(I,H) ≤
1
σ
∥∥g − |z˙|′ρ∥∥L2(I,H). (3.19)
Proof. Let us set f := 1
σ
(
g − |z˙|′ρ
)
, hence f ∈ L2(I,H). The initial value problem{
v˙(t) + 1
σ
v(t) = f(t) in H for a.a. t ∈ I,
v(0) = 0 in H
(3.20)
has a unique solution v ∈ H1(I,H) due to [7, Satz 1.3]. We multiply (3.20) with v˙(t) and
integrate over (0, t)× Ω. This yields
t∫
0
(
v˙(t), v˙(t)
)
H
dt+
1
σ
t∫
0
(
v(t), v˙(t)
)
H
dt =
t∫
0
(
f(t), v˙(t)
)
H
dt ≤ ‖f‖L2(I,H) · ‖v˙‖L2(0,t;H).
Therefore we obtain
‖v˙‖2L2(I,H) +
1
2σ
‖v‖2
C(I¯,H) ≤ ‖f‖L2(I,H) · ‖v˙‖L2(I,H) ≤
1
4
‖f‖2L2(I,H) + ‖v˙‖L2(I,H),
which implies the two inequalities
‖v˙‖L2(I,H) ≤ ‖f‖L2(I,H), (3.21)
‖v‖C(I¯,H) ≤
√
σ
2
‖f‖L2(I,H). (3.22)
By construction of f , we have{
−∆z˙(t)− 1
σ
∆z(t) = f(t) in V ∗ for a.a. t ∈ I,
−∆z(0) = 0 in V ∗. (3.23)
Since this initial value problem is uniquely solvable, it follow−∆z(t) = v(t) ∈ H f.a.a. t ∈ I.
Using the previous lemma we can apply several known results about higher regularity. We
only mention one of them here.
Corollary 3.8. (Regularity in the interior)
Let ρ > 0 and g ∈ H1⋆ (I,H). Let further z := Sρg ∈ H1⋆ (I, V ) and define v ∈ H1(I,H), f ∈
L2(I,H) as in the previous lemma. Let Ω0 ⊂ Ω be an open set compactly contained in Ω. Then
it holds z ∈ H1⋆ (I,H2(Ω0)), and there exists a constant C independent of ρ such that
‖z‖C(I¯,H2(Ω0)) ≤ C
(
1 + ‖g‖L2(I,H) + ‖z‖C(I¯,V
)
,
‖z˙‖L2(I,H2(Ω0)) ≤ C
(
1 + ‖g‖L2(I,H) + ‖z˙‖L2(I,V
)
,
‖z¨‖L2(I,H2(Ω0)) ≤ C
(‖z¨‖L2(I,V ) + ‖∆z˙‖L2(I,H) + ‖g˙‖L2(I,H) + 1
ρ
‖z¨‖L2(I,H)
)
.
Proof. Applying the well known theorem about regularity in the interior for elliptic PDEs on
Lipschitz domains, which can be found, e.g., in [6, Section 6.3], gives us the existence of C > 0
such that
‖u‖H2(Ω0) ≤ C
(‖u‖V + ‖∆u‖H)
for all u ∈ V with ∆u ∈ H . Then the claimed estimates of z and z˙ are a consequence of the
previous Lemma 3.7.
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It remains to prove the estimate of z¨. Here, we will use the function v as defined in the
previous proof. Let us choose h ∈ R such that t+ h ∈ I. Then
−∆[z˙(t+ h)− z˙(t)] = v˙(t+ h)− v˙(t) for a.a. t ∈ I in V ∗.
Recall from the proof of Lemma 3.7, that v˙ + 1
σ
v = f = 1
σ
(
g − |z˙|′ρ
)
. Since | · |′ρ is Lipschitz
with constant 2
ρ
, c.f. Assumption 1, we obtain
‖v˙(t+ h)− v˙(t)‖H ≤ 1
σ
‖v(t+ h)− v(t)‖H + 1
σ
‖f(t+ h)− f(t)‖V
≤ 1
σ
‖v(t+ h)− v(t)‖H + 1
σ
‖g(t+ h)− g(t)‖H + 2
σρ
‖z˙(t+ h)− z˙(t)‖H .
Since v, g, z˙ ∈ L2(I,H), this shows v¨ = −∆z¨ ∈ L2(I,H). With the estimate
‖z¨‖L2(I,H2(Ω0)) ≤ C
(‖z¨‖L2(I,V ) + ‖v¨‖L2(I,H))
the claim follows.
Remark 3.9. This corollary and the estimates from Lemma 3.7 show that ‖z‖H1(I,H2(Ω0)) is
bounded for ρ ց 0. This is not true for ‖z¨(t)‖H2(Ω0), which is not necessarily bounded for
ρց 0.
We now summarize our regularity results for the state in a theorem.
Theorem 3.10. (Regularity of the state)
Let (ρn)n ∈ R be a positive and bounded sequence. Let further (gn)n∈N ∈ H1⋆ (I, V ∗) and
define zn := Sρn(gn). Then we have the following regularity results.
1. It holds
zn ∈ H1⋆ (I, V ) ∩H2(I, V ).
Furthermore, the sequence (zn)n is bounded in these spaces if (gn)n is bounded in H
1
⋆ (I, V
∗).
2. If additionally gn ∈ H1⋆ (I,H) for all n ∈ N, then it holds for all open and compactly
contained subsets Ω0 of Ω
zn ∈ H1⋆ (I, V ) ∩H2(I, V ) ∩H2(I,H2(Ω0)).
Furthermore, the sequence (zn)n is bounded in H
1
⋆ (I, V ), H
2(I, V ) and H1⋆ (I,H
2(Ω0)) if
(gn)n is bounded in H
1
⋆ (I,H).
4 Passing to the limit in the smooth state equation
In this section we analyze the regularized state equation for ρ ց 0. We will prove that in
this process solutions of the smooth state equation converges to the solution of the non-smooth
equation. But first we prove that the non-smooth state equation is uniquely solvable.
We start by proving a lemma that will give us some useful estimates. The proof uses an
idea from [16, Proof of Lemma 4.7].
Lemma 4.1. Let (ρn)n∈N ∈ R be a sequence with ρn > 0. Let further (gn)n∈N ∈ H1⋆ (I, V ∗) be
given, and define zn := Sρn(gn). Then for all n,m ∈ N we have
σ
2
‖z˙n − z˙m‖2L2(I,V ) +
1
2
‖zn − zm‖2C(I¯,V ) ≤ 2T |Ω| · |ρm − ρn|+
2
σ
‖gn − gm‖L2(I,V ∗). (4.1)
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Proof. We test the equations
−σ∆z˙n −∆zn − gn + |z˙n|′ρn = 0,
−σ∆z˙m −∆zm − gm + |z˙m|′ρm = 0
with z˙n − z˙m, subtract them from each other, and integrate from 0 to t. This yields
σ‖z˙n − z˙m‖2L2(0,t;V ) +
1
2
‖zn(t)− zm(t)‖2V −
1
2
‖zn(0)︸ ︷︷ ︸
=0
− zm(0)︸ ︷︷ ︸
=0
‖2V
= −
t∫
0
∫
Ω
(
|z˙n|′ρn − |z˙m|′ρm
)
·
(
z˙n − z˙m
)
dx ds+
t∫
0
〈gn − gm, z˙n − ˙zm〉ds. (4.2)
The convexity of | · |ρ and Property 8 from Assumption 1 imply
−
t∫
0
∫
Ω
(
|z˙n|′ρn − |z˙m|′ρm
)
·
(
z˙n − z˙m
)
dxds
≤
t∫
0
∫
Ω
|z˙n|ρm − |z˙m|ρm dx ds+
t∫
0
∫
Ω
|z˙m|ρn − |z˙n|ρn dx ds
=
t∫
0
∫
Ω
∣∣∣|z˙m|ρn − |z˙m|ρm ∣∣∣︸ ︷︷ ︸
≤|ρn−ρm|
dx ds+
t∫
0
∫
Ω
∣∣∣|z˙n|ρm − |z˙n|ρn ∣∣∣︸ ︷︷ ︸
≤|ρn−ρm|
dx ds ≤ 2T |Ω| · |ρn − ρm|.
Furthermore, using Hölder’s and Young’s inequality gives
t∫
0
〈gn − gm, z˙n − z˙m〉V ∗,V ≤ 1
2σ
‖gn − gm‖2L2(I;V ∗) +
σ
2
‖z˙n − z˙m‖2L2(I,V ).
Applying the previous estimates in equation (4.2), yields
σ
2
‖z˙n − z˙m‖2L2(0,t;V ) +
1
2
‖zn(t)− zm(t)‖2V ≤ 2T |Ω| · |ρm − ρn|+
1
2σ
‖gn − gm‖2L2(I;V ∗).
f.a.a. t ∈ I, which is the asserted inequality.
We are now ready to prove existence and uniqueness of solutions for the non-smooth state
equation.
Proof of Theorem 2.1. Let g ∈ H1⋆ (I, V ∗) be given. Let us take a sequence (ρn)n∈N ∈ R be a
sequence with ρn ց 0 and define zn := Sρng. Using Theorem 3.10 we obtain that the sequence
(zn)n is bounded in H
1
⋆ (I, V ) ∩ H2(I, V ). Due to reflexivity, we have a weakly convergent
subsequence (which we denote again by zn ) and a function z ∈ H2(I, V )∩H1⋆ (I, V ) such that
zn ⇀ z in these spaces.
Moreover, we have ‖z˙n(0)‖V ≤ ρnσ |Ω|, see (3.17), and hence z˙(0) = 0 is satisfied.
Lemma 4.1 shows, that zn is a Cauchy sequence in H
1
⋆ (I, V ), which implies zn → z in
H1⋆ (I, V ). Due to the convexity of | · |ρ we have for a.a. t ∈ I, all n ∈ N and all v ∈ V∫
Ω
|v|ρn dx ≥
∫
Ω
|z˙n(t)|ρn dx+ 〈σ∆z˙n(t) + ∆zn(t) + g(t), v − z˙n〉V ∗,V . (4.3)
It is easy to show that we can pass to the limit in this inequality and obtain
‖v‖L1(Ω) ≥ ‖z˙(t)‖L1(Ω) + 〈σ∆z˙(t) + ∆z(t) + g(t), v − z˙(t)〉V ∗,V ,
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i.e. σ∆z˙(t) + ∆z(t) + g(t) ∈ ∂|z˙(t)|.
It remains to prove uniqueness of solutions. Let two solutions z1, z2 ∈ H1⋆ (I, V ) of the
non-smooth state equation be given. Then for all v, w ∈ V and a.a. t ∈ I we have
‖v‖L1(Ω) ≥ ‖z˙1(t)‖L1(Ω) + 〈σ∆z˙1(t) + ∆z2(t) + g(t), v − z˙1(t)〉V ∗,V ,
‖w‖L1(Ω) ≥ ‖z˙2(t)‖L1(Ω) + 〈σ∆z˙2(t) + ∆z2(t) + g(t), w − z˙2(t)〉V ∗,V .
Choosing v := z˙2(t), w := z˙1(t), adding the resulting inequalities, and canceling out some
summands gives
0 ≥ ‖z˙1(t)− z˙2(t)‖2V +
(
z2(t)− z1(t), z˙2(t)− z˙1(t)
)
V
.
Integrating this inequality from 0 to t yields
0 ≥ ‖z˙1(t)− z˙2(t)‖2L2(0,t;V +
1
2
‖z2(t)− z1(t)‖2V −
1
2
‖z2(0)︸ ︷︷ ︸
=0
− z1(0)︸ ︷︷ ︸
=0
‖2V ,
hence z1 = z2 on I.
In particular, this proof yields the following corollary.
Corollary 4.2. For every g ∈ H1⋆ (I, V ∗) we have Sρ(g)→ S(g) in H1⋆ (I, V ) for ρց 0.
In the next theorem we show stronger convergence for ρց 0.
Theorem 4.3. Let sequences (ρn)n∈N ∈ R and (gn)n∈N ∈ H1⋆ (I, V ∗) be given with ρn ց 0 and
gn → g in L2(I, V ∗) for some g ∈ H1⋆ (I, V ∗). Define zn := Sρn(gn) and z := S(g). Then it
holds zn → z in H1⋆ (I, V ) and C(I¯ , V ).
Proof. We have the estimate
‖zn − z‖H1⋆(I,V ) ≤ ‖zn − Sρn(g)‖H1⋆(I,V ) + ‖Sρn(g)− z‖H1⋆(I,V ).
The right-hand side converges to zero due to Lemma 3.5 and Corollary 4.2. The claim follows
by passing to the limit m→∞ in inequality (4.1).
5 Optimality system
So far we studied the smooth state equation and the behavior of solutions for ρ ց 0. Now we
would like to find an optimality system for (P). We will formulate such a system for an optimal
control problem with the regularized state equation and then pass to the limit ρց 0. However,
first we need to know how the optimality system should look like. This will be discussed in the
following subsection.
5.1 Formal derivation of an optimality system
Motivated by the previous thoughts we formally derive optimality conditions for the non-smooth
optimal control problem. Consider the optimal control problem
min J(z, g)
s.t.
(
z˙(t, x), g(t, x) + ∆z(t, x) + σ∆z˙(t, x)
) ∈M ∀(t, x) ∈ I × Ω,
where
M := gph ∂| · | = {(u, v) ∈ R2 | v ∈ ∂|u|} = ((−∞, 0]×{−1})∪ ({0}× [−1, 1])∪ ([0,∞)×{1}).
In [16, Chapter 2] optimality conditions are formally derived by using the Lagrangian
L(z, g, q, ξ) := J(z, g)− (q, z˙)L2(I×Ω) + (ξ, g +∆z)L2(I×Ω).
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We present another way to derive optimality conditions, which however gives the same condi-
tions as the approach from [16]. Using the indicator function of the setM it is possible to write
the optimal control problem as an unconstrained problem,
min J(z, g) + δM (z˙, g +∆z + σ∆z˙) (z, g) ∈ H1⋆ (I, V )×H1⋆ (I,H).
Using the generalized Fermat rule, an optimality condition is given by
0 ∈ ∂[J(z, g) + δM (z˙, g +∆z + σ∆z˙)]
= j′1(z) + 〈j′2(z(T )), δˆT 〉V ∗,V +
(
g, ·)
H1(I,H)
+ ∂δM (z˙, g +∆z + σ∆z˙),
where δˆT : w 7→ w(T ) denotes the evaluation of a function at time T .
Let us define (z, g) 7→ L(z, g) := (z˙, g + ∆z + σ∆z˙), which is a linear mapping between
Hilbert spaces with (formal) adjoint
L∗(q, ξ) :=
(
−q˙ +∆ξ − σ∆ξ˙ + (q(T ), δˆT )H + (∆ξ(T ), δˆT )H , ξ
)
.
Continuing our formal calculations, we apply the chain rule in the form ∂(δM ◦L) = L∗◦∂δM ◦L.
Then we arrive at
∂δM (z˙, g +∆z + σ∆z˙) =
(
L∗ ◦NM
)
(z˙, g +∆z + σ∆z˙),
where NM is the Fréchet normal cone of M . This implies that there is (−q, ξ) ∈ NM (z˙, g +
∆z + σ∆z˙) such that
0 ∈
(
j′1(z)+〈j′2(z(T )), δˆT 〉V ∗,V + q˙ +∆ξ − σ∆ξ˙ + (−q(T ), δˆT )H + σ(∆ξ(T ), δˆT )H ,
− g¨ + g + (g˙(T ), δˆT )H + ξ
)
.
Hence, (formal!) optimality conditions are given by
j′1(z) + q˙ +∆ξ − σ∆ξ˙ = 0 a.e. on I × Ω, (5.1a)
j′2(z(T ))− q(T ) + σ∆ξ(T ) = 0 a.e. on Ω, (5.1b)
g − g¨ + ξ = 0 a.e. on I × Ω, (5.1c)
g˙(T ) = 0 a.e. on Ω, (5.1d)
(−q, ξ) ∈ NM (z˙, g +∆z + σ∆z˙). (5.1e)
The condition (5.1e) involving the Fréchet normal cone of M can be written as the following
system of pointwise properties:
z˙(t, x) > 0, g(t, x) + ∆z(t, x) + σ∆z˙(t, x) = 1 =⇒ q(t, x) = 0, (5.2a)
z˙(t, x) = 0, g(t, x) + ∆z(t, x) + σ∆z˙(t, x) = 1 =⇒ q(t, x) ≥ 0, ξ(t, x) ≥ 0, (5.2b)
z˙(t, x) = 0, |g(t, x) + ∆z(t, x) + σ∆z˙(t, x)| < 1 =⇒ ξ(t, x) = 0, (5.2c)
z˙(t, x) = 0, g(t, x) + ∆z(t, x) + σ∆z˙(t, x) = −1 =⇒ q(t, x) ≤ 0, ξ(t, x) ≤ 0, (5.2d)
z˙(t, x) < 0, g(t, x) + ∆z(t, x) + σ∆z˙(t, x) = −1 =⇒ q(t, x) = 0. (5.2e)
Our aim in the next sections is to prove that some of the these formally derived conditions
are optimality conditions for (P).
5.2 Smooth optimal control problem
Now, we are going to consider an optimal control problem with regularized state equation
depending on the parameter ρ. We show existence of solutions for this problem and investigate
what happens with them for ρց 0. This section is based on [16, Section 4.4].
Let
(z¯, g¯) ∈ H1⋆ (I, V )×H1⋆ (I,H)
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be a local solution of (P). Hence, there exists δ > 0 such that J(z¯, g¯) ≤ J(S(g), g) for all
g ∈ H1⋆ (I,H) with ‖g − g¯‖H1(I,H) < δ holds. We define
Jρ : H
1(I, V )×H1⋆ (I,H) → R
(z, g) 7→ J(z, g) + 1
2
‖g − g¯‖2H1(I,H). (5.3)
We will now consider the optimal control problem
min J(z, g) +
1
2
‖g − g¯‖2H1(I,H) for (z, g) ∈ H1(I, V )×H1(I,H),
s.t.


‖g − g¯‖H1(I,H) ≤ δ,
g(0) = 0, z(0) = 0,
− σ∆z˙ −∆z − g + |z˙|′′ρ = 0 in V ∗ for a.a. t ∈ I.
(Pρ)
Augmenting the original problem with additional penalty terms and constraints is a well-known
technique for nonsmooth optimal control problem. Here, the constraint ‖g− g¯‖H1(I,H) ≤ δ will
give us the existence of global solutions of such a smoothed problem. The additional term
1
2‖g − g¯‖2H1(I,H) will be used to force strong convergence of solutions of (Pρ) to g¯ for ρ ց 0,
see the proof of Theorem 5.2, which is from [16, Proof of Theorem 4.9].
Lemma 5.1. For all ρ > 0 the optimal control problem (Pρ) has global solutions (zρ, gρ). In
addition it holds zρ ∈ H2⋆ (I, V ).
Proof. The proof of existence is similar to the proof of Lemma 2.6. The optimal state zρ is in
the asserted spaces due to Theorem 3.10.
For convergence of global solutions, we have the following theorem. Its proof is identical to
the proof of [16, Theorem 4.9].
Theorem 5.2. Let {(zρ, gρ)}ρ>0 a family of global solutions of (Pρ). Then for ρց 0 it holds
gρ → g¯ in H1⋆ (I,H),
zρ → z¯ in H1⋆ (I, V ).
5.3 Optimality system for the regularized problem
In this section we will formulate optimality conditions for the regularized problem (Pρ). Moti-
vated by the results of Section 5.1 the optimality system should include the equations
−q˙ρ + σ∆ξ˙ρ = ∆ξ + j′1(zρ),
qρ(T )− σ∆ξρ(T ) = j′2(zρ(T )).
Moreover, we would like to have an optimality condition corresponding to the inclusion (−q, ξ) ∈
NM (z˙, g+∆z+σ∆z˙), see (5.1). Let us formulate a version of this condition for the regularized
problem. Define Mρ := graph(| · |′ρ) ⊂ R2 and consider
(−qρ, ξρ) ∈ NMρ
(
z˙ρ, gρ +∆zρ + σ∆z˙ρ
)
= NMρ
(
z˙ρ, |z˙ρ|′ρ
)
,
which is equivalent to the equation
0 =
〈(−qρ
ξρ
)
,
(
1
|z˙ρ|′′ρ
)〉
R2
= −qρ + ξρ|z˙ρ|′′ρ .
We introduce the substitution uρ := qρ − σ∆ξρ and define the optimality system
j′1(zρ) + u˙ρ +∆ξρ = 0 in V
∗ a.e. on I, (5.4a)
j′2(zρ(T ))− uρ(T ) = 0 in V ∗, (5.4b)
−σ∆ξρ + |z˙ρ|′′ρξρ = uρ in V ∗ a.e. on I, (5.4c)
which is similar to the system in [16] but with qρ replaced by uρ. We call ξρ, uρ, qρ adjoint
variables and system (5.4) the adjoint system. First we show that the adjoint system is uniquely
solvable (in certain function spaces).
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Lemma 5.3. Let ρ > 0 and (zρ, gρ) ∈ H1⋆ (I, V ) ×H1⋆ (I,H) with zρ = Sρ(gρ) be given. Then
there exists a unique solution
(
uρ, ξρ
) ∈ H1(I, V ∗) × L2(I, V ) of system (5.4). If d ≤ 4 then
ξρ ∈ H1(I, V ). In this case there exists a constant C > 0 independent of ρ, ξρ, uρ, zρ such that
‖ξ˙ρ‖L2(I,V ) ≤
2
ρ2
‖z¨ρ‖L∞(I,L2(Ω)) · ‖ξρ‖L2(I,V ) + ‖u˙ρ‖L2(I,V ∗).
Proof. Existence and uniqueness can be shown in the same way as in [16, Proof of Lemma 4.13].
Observe that the adjoint system is equivalent to
u˙ρ(t) = −∆T ′ρ
(
gρ(t) + ∆zρ(t)
)
uρ(t)− j′1(zρ) in V ∗ a.e. on I, (5.5)
uρ(T ) = j
′
2(zρ(T )) in V
∗, (5.6)
ξρ(t) = T
′
ρ(gρ(t) + ∆zρ(t))uρ(t) in V a.e. on I. (5.7)
The first two equations are an initial value problem in the Banach space V ∗, which is
uniquely solvable, see [7, Satz 1.3]. Hence, the adjoint system is uniquely solvable. It remains
to prove ξρ ∈ H1(I, V ) in the case d ≤ 4. That is, we have to show differentiability of ξρ in
time. Here, we investigate the differences ξρ(t + h) − ξρ(t). By definition of ξρ we have f.a.a.
t ∈ I
−σ∆ξρ(t) + |z˙ρ(t)|′′ρξρ(t) = uρ(t) in V ∗,
−σ∆ξρ(t+ h) + |z˙ρ(t+ h)|′′ρξρ(t+ h) = uρ(t+ h) in V ∗.
We subtract these equations from each other, add, and subtract the term |z˙ρ(t + h)|′′ρξρ(t)
to obtain
−σ∆(ξρ(t+h)−ξρ(t))+|z˙ρ(t+h)|′′ρ(ξρ(t+h)−ξρ(t)) = −(|z˙ρ(t+h)|′′ρ−z˙ρ(t)|′′ρ)ξρ(t)+uρ(t+h)−uρ(t)
By the Lax-Milgram theorem, we get the estimate∥∥ξρ(t+ h)− ξρ(t)∥∥V ≤ 1σ∥∥(|z˙ρ(t+ h)|′′ρ − |z˙ρ(t)|′′ρ)ξρ(t)∥∥V ∗ + ∥∥uρ(t+ h)− uρ(t)∥∥V ∗ .
The Lipschitz continuity of | · |′′ρ , c.f. Assumption 1, implies for almost all t ∈ I∥∥ξρ(t+ h)− ξρ(t)∥∥V ≤ 2ρ2 ∥∥(z˙ρ(t+ h)− z˙ρ(t))ξρ(t)∥∥L 43 (Ω)︸ ︷︷ ︸
=:Ah
+
∥∥uρ(t+ h)− uρ(t)∥∥V ∗ .
Note that the term Ah is well defined, since d ≤ 4 implies the embedding V →֒ L4(Ω). Using
Hölder’s inequality we obtain
‖ξρ(t+h)− ξρ(t)‖H1
0
(Ω) ≤
∥∥z˙ρ(t+h)− z˙(t)∥∥L2(Ω) · ∥∥ξρ(t)∥∥L4(Ω)+ ‖uρ(t+h)−uρ(t)‖V ∗ . (5.8)
Since uρ ∈ H1(I, V ∗) and z˙ρ ∈ H1(I, V ) the finite differences 1h
(
ξρ(t + h) − ξρ(t)
)
are
bounded in V , hence ξ is differentiable a.e. in I. We divide inequality (5.8) by h and obtain
the asserted inequality by passing to the limit hց 0. Squaring this inequality and integrating
over I proves ξ˙ρ ∈ L2(I, V ). Observe that ξρ ∈ L∞(I, V ), since u ∈ H1(I, V ∗) →֒ L∞(I, V ∗)
and ‖ξρ(t)‖V ≤ 1σ‖u(t)‖V ∗ .
Given the unique solvability of the adjoint system, we can formulate the optimality condi-
tions for the regularized optimal control problem.
Theorem 5.4. Let ρ > 0 and (zρ, gρ) be a local solution of (Pρ) with ‖gρ − g¯‖H1(I,H) < δ.
Then there exist unique
(
uρ, ξρ
) ∈ H1(I, V ∗)× L2(I, V ) which is the solution of (5.4) and
−2g¨ρ + ¨¯g + 2gρ − g¯ + ξρ = 0 for a.a. t ∈ I in H−1(Ω),
gρ(0) = 0 a.e. in V
∗,
2g˙ρ(T )− ˙¯g(T ) = 0 a.e. in V ∗.
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holds in the following weak sense:
(
h, ξρ
)
L2(I,H)
+
(
2gρ − g¯, h
)
H1(I,H)
= 0 ∀ h ∈ H1⋆ (I,H)
Proof. The proof is exactly as [16, Proof of Theorem 4.14].
Remark 5.5. Recall that j1 is a mapping from L
2(I, V ) to R, which means it holds
j′1(zρ) ∈
[
L2(I, V )
]∗ ∼= L2(I, V ∗),
In the following, we will always denote by j′1(zρ) the representative in L
2(I, V ∗).
We would like to prove that the optimality conditions converge for ρ ց 0 to the equations
that we derived in Section 5.1. To this end we have to show that ξρ, uρ converge (weakly) in
suitable function spaces. Hence our next aim is to prove some boundedness properties.
Lemma 5.6. Let gρ ∈ H1(I,H) and zρ := Sρ(gρ). Let further (uρ, ξρ) be the unique solution
of (5.4). Then we have f.a.a. t ∈ I the estimates
‖uρ(t)‖V ∗ ≤ e 1σT
[
‖j′1(zρ)‖L1(I,V ∗) + ‖j′2(zρ(T ))‖V ∗
]
, (5.9a)
‖u˙ρ(t)‖V ∗ ≤
∥∥[j′1(zρ)](t)‖V ∗ + ‖ξρ(t)∥∥V , (5.9b)
σ
2
‖ξρ(t)‖2V +
∫
Ω
|z˙ρ(t)|′′ρξρ(t)2 dx ≤ e
1
σ
T 1
2σ
[
‖j′1(zρ)‖L2(I,V ∗) + ‖j′2(zρ(T ))‖V ∗
]
. (5.9c)
Proof. Integrating (5.5) from t to T we obtain
uρ(T )− uρ(t) = −∆
T∫
t
T ′ρ(gρ(s) + ∆zρ(s))uρ(s)−
[
j′1(zρ)
]
(s) ds.
Using (5.6) we obtain the estimate
‖uρ(t)‖V ∗ ≤ ‖j′2(zρ(T ))‖V ∗ +
T∫
t
‖j′1(zρ)‖L1(I,V ∗) +
1
σ
T∫
t
‖uρ(s)‖V ∗ ,
and Gronwall’s inequality yields the first inequality. The second one follows immediately from
(5.4a). In order to prove the third estimate we test (5.4a) with ξρ(t) and use Young’s inequality:
σ
∥∥ξρ(t)∥∥2V +
∫
Ω
ξρ(t)
2|z˙ρ(t)|′′ρ dx = 〈uρ(t), ξρ(t)〉V ∗,V ≤
σ
2
∥∥ξρ∥∥2V + 12σ∥∥uρ(t)∥∥2V ∗ ,
which finishes the proof.
This lemma gives us some boundedness properties, which we will collect next. Recall that
we defined in the beginning of the section qρ = uρ + σ∆ξρ.
Corollary 5.7. Let the family {zρ, gρ}ρ>0 with zρ := Sρ(gρ) be bounded in H1⋆ (I, V )×H1⋆ (I,H).
Then there exists a constant C > 0 independent of ρ, gρ, zρ, ξρ, uρ such that
‖j′1(zρ)‖L2(I,V ∗), ‖j′2(zρ(T ))‖V ,
‖ξρ‖L∞(I,V ), ‖uρ‖W 1,∞(I,V ∗), ‖qρ‖L∞(I,V ∗),∥∥∥|z˙ρ|′′ρξ2ρ∥∥∥
L∞(I,L1(Ω))
are less then C.
17
5.4 Optimality system for the non-smooth problem
In this section we analyze the optimality system for ρց 0. We start with a lemma that shows
a weak formulation of the optimality conditions (5.2a), (5.2e) and corresponds to [16, Lemma
5.1].
Lemma 5.8. Let (zρ)ρ>0 ∈ H1⋆ (I, V ) with zρ → z in H1⋆ (I, V ). Let further (uρ, ξρ)ρ>0 be the
corresponding unique solutions of the adjoint system (5.4) and define qρ := uρ + σ∆ξρ. Then
there exists a function q ∈ L∞(I, V ∗) and a subsequence of qρ, which we denote again by qρ,
such that qρ ⇀
∗ q in L∞(I, V ∗) for ρց 0. Furthermore, for a.a. t ∈ I we have
〈q(t), φ|z˙(t)|〉V ∗,V = 0 ∀φ ∈ C∞0 (Ω).
Proof. Let φ ∈ C∞0 (Ω) and η ∈ C∞0 (I) be given. Testing the adjoint equation qρ(t) =
|z˙ρ(t)|′′ρξρ(t) with φ |z˙ρ(t)| η(t) we obtain for almost all t ∈ I∣∣〈qρ(t), φ |z˙ρ(t)| η(t)〉V ∗,V ∣∣ ≤ ‖φ‖L∞(Ω) · ‖η‖L∞(I) · ∥∥∥√|z˙ρ(t)|′′ρ z˙ρ(t)∥∥∥
H
·
∥∥∥√|z˙ρ(t)|′′ρ ξρ(t)∥∥∥
H
.
By Lemma 3.1 we have
√
|z˙ρ(t, x)|′′ρ |z˙ρ(t, x)| ≤
√
2ρ. Furthermore, we know due to Corollary
5.7 that ∥∥∥√|z˙ρ|′′ρξρ∥∥∥
L∞(I,H)
is bounded. Hence we can pass to the limit∣∣∣〈qρ, |z˙ρ|φ η〉L2(I,V ∗),L2(I,V )∣∣∣ ≤ T√2ρ‖φ‖L∞(Ω) · ‖η‖L∞(I) · ∥∥∥√|z˙ρ|′′ρ ξρ∥∥∥
L∞(I,H)
ρց0−→ 0. (5.10)
Since qρ ⇀
∗ q in L∞(I, V ∗) and z˙ρ → z˙ in L2(I, V ) we have
〈qρ, |z˙ρ|φ η〉L2(I,V ∗),L2(I,V ) −→ 〈q, |z˙|φ η〉L2(I,V ∗),L2(I,V ),
which proves the assertion.
Remark 5.9. The corresponding result in [16, Lemma 5.1] is∫
I
〈q(t), φ(t)|z˙(t)|〉H−1(Ω),H1
0
(Ω) dt = 0 ∀φ ∈ C∞0 (I × Ω),
which is weaker than our result, since we have the equality pointwise f.a.a. t ∈ I.
By summarizing our previous results we obtain an optimality system for the non-smooth
problem. The next theorem, which is our main result, corresponds to [16, Theorem 5.2].
Theorem 5.10. Let (z¯, g¯) ∈ H1⋆ (I, V ) × H1⋆ (I,H) be a local solution of (P) and p ∈ (1,∞).
Then there exist adjoint variables u ∈ W 1,p(I, V ∗) and ξ ∈ L∞(I, V ). Define q := u + σ∆ξ.
Then we have {
u˙ = −∆ξ − j′1(z¯),
u(T ) = j′2(z¯(T )),
(5.11a)


−¨¯g + g¯ + ξ = 0,
g¯(0) = 0,
˙¯g(T ) = 0,
(5.11b)
〈q, φ| ˙¯z|〉V ∗,V = 0 ∀ φ ∈ C∞0 (Ω), (5.11c)
〈u(t), ξ(t)〉V ∗,V ≥ σ‖ξ(t)‖2V f.a.a. t ∈ I. (5.11d)
〈q(t), ξ(t)〉V ∗,V ≥ 0 f.a.a. t ∈ I. (5.11e)
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The system (5.11a) has to be understood as an initial value problem in the Banach space V ∗,
which is equivalent to the equation
u(t) = j′2(z¯(T )) +
T∫
t
∆ξ(s) ds+
T∫
t
[
j′1(z¯)
]
(s) ds in V ∗ for a.a. t ∈ I. (5.12)
The system (5.11b) holds in the following weak sense:(
ξ, h
)
L2(I,H)
+
(
g¯, h
)
H1(I,H)
= 0 ∀h ∈ H1⋆ (I,H). (5.13)
Proof. Let ρ > 0 and (zρ, gρ) ∈ H1⋆ (I, V ) × H1⋆ (I,H) be a global solution of (Pρ) such that
zρ → z¯ in H1⋆ (I, V ) and gρ → g in H1⋆ (I,H), c.f. Theorem 5.2. Due to the boundedness
properties in Corollary 5.7 we can choose weak- or weak*-convergent subsequences and pass to
the limit in (5.12) and (5.13). Condition (5.11c) holds due to Lemma 5.8.
In order to prove (5.11d) we test (5.4c) with ξρ and obtain f.a.a. t ∈ I
〈uρ(t), ξρ(t)〉V ∗,V = σ‖ξρ(t)‖2V +
∫
Ω
|z˙ρ(t)|′′ρξρ(t)2 dx ≥ σ‖ξρ(t)‖2V .
The boundedness properties of uρ, ξρ and embeddings imply uρ → u in C(I¯ , V ∗) and ξρ ⇀ ξ
in L1(I, V ). Hence 〈uρ, ξρ〉V ∗,V → 〈u, ξ〉V ∗,V in L1(I) and we can choose a subsequence, which
converges pointwise f.a.a. t ∈ I.
Finally, equation (5.11e) can be proven by testing the equation q = u+ σ∆ξ with ξ and using
(5.11d):
〈q(t), ξ(t)〉V ∗,V = 〈u(t), ξ(t)〉V ∗,V − σ‖ξ(t)‖2V ≥ 0.
Let us compare the previous result to the formal optimality conditions of section 5.1. The
equations (5.11a)–(5.11b) are equal to (5.1a)–(5.1d). The relation (5.11c) is a weak formulation
of the formal conditions (5.2a), (5.2e). Moreover, the formal condition (5.2) implies qξ ≥ 0,
which corresponds to (5.11e). It is an open problem whether all the other implications of (5.2)
can be proven to be necessary for local optimality.
Remark 5.11. Theorem 5.10 gives stronger results than [16, Theorem 5.2]. First of all, due
to the presence of the posivitive viscosity parameter σ, we were able to proof the regularity
u ∈ W 1,p(I, V ∗) and ξ ∈ L∞(I, V ), which is stronger than the regularity obtained in [16]:
u ∈ L∞(I, V ∗) and ξ ∈ W−1,p(I, L2(Ω)). In addition, the non-negativity conditions (5.11c)
and (5.11d) are new. Similarly as above, one can argue that these conditions are also valid for
the problem considered in [16].
5.5 Towards additional complementarity conditions
The conditions (5.2b)-(5.2d) remain unproven. In this section we turn our focus on the condition
(5.2c), which is
z˙(t, x) = 0, |g(t, x) + ∆z(t, x) + σ∆z˙(t, x)| < 1 =⇒ ξ(t, x) = 0.
We will now present a possible proof for this optimality condition, which however requires
a strong assumption about the sequence |z˙ρ|′ρ. From now on we work with the function | · |ρ,
which was suggested in the end of Subsection 3.1.
|v|ρ =
{
|v| |v| > ρ,
1
3ρ+
1
ρ2
v2(ρ− 13 |v|) |v| ≤ ρ,
. (5.14)
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Lemma 5.12. Let (z¯, g¯) ∈ H1⋆ (I, V )×H1⋆ (I,H) be a local solution of (P). Assume that there
exists a sequence (ρn)n with ρn ց 0 such that |z˙n(t, x)|′ρn is pointwise convergent for a.a.
(t, x) ∈ I × Ω.
Then there exists adjoint variables (u, ξ) as in Theorem 5.10 such that ξ(t, x) = 0 for almost
all (t, x) ∈ I × Ω that satisfy ˙¯z(t, x) = 0 and |g¯(t, x) + ∆z¯(t, x) + σ∆ ˙¯z(t, x)| < 1.
Proof. Define the set
M := {x ∈ Ω | z˙(t, x) = 0, |g¯(t, x) + ∆z¯(t, x) + σ∆ ˙¯z(t, x)| < 1},
which is well-defined up to a set of zero measure. Let (ρn)n ∈ R be a sequence with ρn ց 0
and (zn, gn) the solution of (Pρn) with
gn → g¯ in H1⋆ (I,H),
zn → z¯ in H1⋆ (I, V ),
c.f. Theorem 5.2. Hence, it holds gn → g¯, ∆zn → ∆z¯, ∆z˙n → ∆ ˙¯z each in L2(I, V ∗). Moreover,
|z˙ρ|′ρ converges to g¯ +∆z¯ + σ∆ ˙¯z in L2(I, V ∗) since∥∥|z˙n|′ρn − [g¯ +∆z¯ + σ∆ ˙¯z]∥∥L2(I,V ∗) = ∥∥[gρ +∆zρ + σz˙ρ]− [g¯ +∆z¯ + σ∆ ˙¯z]∥∥L2(I,V ∗)
−→ 0 for ρց 0.
By assumption, |z˙n(t, x)|′ρn is pointwise convergent a.e. on I × Ω. Since |v|′ρn ∈ [−1, 1] for
all v ∈ R we obtain by Lebesgue’s dominated convergence theorem that |z˙n|′ρn converges in
L2(I × Ω) to the pointwise limit. Hence g¯ +∆z¯ + σ∆ ˙¯z is the pointwise limit of |z˙n|′ρn .
Now let 0 < ε < 12 . We define the family of sets
Mε := {(t, x) ∈ I × Ω | z˙(t, x) = 0, |g¯(t, x) + ∆z¯(t, x) + σ∆ ˙¯z(t, x)| < 1− 2ε}.
Due to Egorov’s Theorem, there exists for all δ > 0 a set Bδ ⊂ I ×Ω such that |z˙ρ|′ρ converges
uniformly on Bδ and
∣∣(I ×Ω) \Bδ∣∣ ≤ δ. In particular, it follows |Mε \Bδ| ≤ δ. The pointwise
convergence of |z˙n|′ρn implies
lim
n→∞
|z˙n(t, x)|′ρn ≤ 1− 2ε a.e. on Mε,
and due to the uniform convergence on Bδ there exists N0 ∈ N such that
|z˙n(t, x)| ≤ 1− ε for a.a. (t, x) ∈Mε ∩Bδ and ∀ n ≥ N0. (5.15)
Now recall that we made a particular choice of | · |′ρn , see page (5.5). It is easy to verify that
this function satisfies∣∣|v|′ρn ∣∣ ≤ 1− ε ⇔ |v| ≤ ρn(1−√ε) ⇔ |v|′′ρn ≥ 2ρn√ε.
Hence, it holds
|z˙n|′′ρn ≥
2
ρn
√
ε for a.a. (t, x) ∈Mε ∩Bδ, and ∀ n ≥ N0.
The boundedness of
∥∥∥|z˙n|′′ρnξ2n∥∥∥
L1(I,L1(Ω))
, cf., Corollary 5.7, implies the existence of a C > 0
such that for all n ≥ N0
C ≥‖|z˙n(t, x)|′′ρnξn(t, x)2‖L1(I,L1(Ω)) ≥
∫
Mε∩Bδ
|z˙n(t, x)|′′ρnξn(t, x)2 dxdt
≥ 2
√
ε
ρn
∫
Mε∩Bδ
ξn(t, x)
2 dxdt
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is satisfied. Due to embedding theorems for Sobolev functions there exists p > 2 such that
V →֒ Lp(Ω). Choose q such that 1
p
+ 1
q
= 12 . We obtain
0 ≤
∫
Mε
ξ2n dxdt ≤
ρn
2
√
ε
C +
∫
Mε\Bδ
ξ2n dxdt ≤
ρn
2
√
ε
C + δ
1
q ‖ξn‖Lp(I,V ).
As ξn is bounded in L
∞(I, V ) by Corollary 5.7, there is a constant C′ > 0 such that
0 ≤
∫
Mε
ξ2n dxdt ≤ C′
(
ρn√
ε
+ δ
1
q
)
.
These previous results yields
0 ≤ lim sup
n→∞
∫
Mε
ξ2n dt dx ≤ lim sup
n→∞
C′
(
ρn√
ε
+ δ
1
q
)
= C′δ
1
q .
Since δ > 0 was arbitrary, we can conclude lim
n→∞
∫
Mε
ξ2n dt dx = 0. Hence, we showed ξn → 0
in L2(Mε). Due to the boundedness of ξ in L
2(I,H), we get ξn ⇀ ξ (for a subsequence). Weak
and strong limits have to be the same, and therefore it follows ξ = 0 a.e. on Mε (for all weak
subsequential limit points of ξn). Since M =
⋃
k∈NM 1k
, we obtain ξ = 0 a.e. on M .
In the next corollary we give a sufficient condition for pointwise convergence of |z˙n|′ρ.
Corollary 5.13. Let p ∈ (1,∞) and assume that there exists a sequence (ρn)n with ρn ց 0
such that |z˙n|′ρn is bounded in Lp(I, V ). Then there exists a subsequence (denoted again by ρn)
such that |z˙n|′ρn is pointwise convergent a.e. on I × Ω.
Proof. Since zn solves the smooth state equation we have
|z˙n(t)|′ρn = gn + σ∆z˙n +∆zn a.e. on I.
We obtain by the boundedness of gn and zn that
(|z˙n|′ρn)n is bounded in H1(I, V ∗). Hence,(|z˙n|′ρn)n is bounded in Lp(I, V ) ∩ H1(I, V ∗). Due to the Aubin-Lions lemma [1, 9], the em-
bedding Lp(I, V ) ∩H1(I, V ∗) →֒ Lp(I,H). is compact, which proves the claim.
Remark 5.14. Since ∇(|z˙n(t)|′ρ) = |z˙n(t)|′′ρ∇z˙n(t) and | · |′′ρ is not bounded for ρ ց 0 the
sequence |z˙n|′ρn is not necessarily bounded in Lp(I, V ) and has to be assumed.
6 Conclusion and outlook
We derived and proved optimality conditions for the non-smooth optimal control problem. Our
optimality system is similar to that in [16]. We obtained stronger results, e.g., higher regularity
of the adjoint variables. Despite the high regularity, we were not able to prove some of the
expected optimality condition. Here, we presented an additional assumption to prove one of
the missing conditions.
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