Introduction
The oxidizing capacity of the atmosphere is largely determined by the OH radical. This radical is produced as a result of O3 photolysis in the presence of water vapor:
O3 + h•,(,X < 320 nm) > O(•D) + 02 (1) O(1D) q-H20 > 2OH
(2) to be 0.0 4-0.9•% yr-1. These authors pointed out that the increases in the lower atmospheric OH levels, expected as a result of recent accelerated total ozone depletion, must, at least at low latitudes, be offset by other factors. Thompson and Stewart [ 1991 ] estimated that a typical simulation of global mean OH contains • 9•5% uncertainty due to imprecisions of the kinetics. In this study we simulate the ALE/GAGE MCF measurements using an OH field obtained from a tropospheric photochemistry calculation with a three-dimensional transport model. In section 3 we adjust the global OH field until a best fit is obtained with the MCF measurements. We also determine the optimal linear OH trend between 1978 and 1993. An ensemble (Monte Carlo) method is used to estimate the aforementioned scaling factor and OH trend, along with their associated errors. The sensitivity of the result to assumptions made about MCF emissions and other MCF sinks is discussed in section 4, and the sensitivity of global OH is discussed in section 5. Finally, in sections 6 and 7 we discuss the results and summarize the main conclusions. Deep convection is parameterized by the scheme developed by Feichter and Crutzen [ 1990] . The chemistry, which is used only to derive the initial OH field, is the same as described by Dentenet and Crutzen [ 1993] . It describes the background CHa-CO-NOx-HOz chemistry and accounts for heterogeneous removal of NOz by sulfate aerosol [Dentener and Crutzen, 1993] . The model is run for three consecutive years with the initial conditions and emissions given in Table 1 . Note that nonmethane hydrocarbon chemistry is not considered. Instead, a surrogate for these emissions has been included through CO (50%) and CH20 (50%) emissions. Houweling et al. [1998] show that OH concentrations are lower over the continents when more sophisticated nonmethane hydrocarbon chemistry is included. However, these changes are compensated for by higher OH over the oceans, and the calculated small net effect in OH does not influence MCF simulations [Houweling et al., 1998 ]. Special care has [Talukdar et al., 1992] with T the temperature in Kelvin.
Method

Model Description
Two other sinks are taken into account: an ocean sink and destruction in the stratosphere. The hydrolysis in ocean water is computed according to Kanakidou et al. [1995] . We account for monthly varying fields of the height of the atmospheric mixed layer (AZ1), the height of the oceanic mixed layer (AZ2), and the ocean temperature (To). The oceanic loss term is parameterized as [Kanakidou et al., 1995] 1951  0.1  1966  105  1981  548  1952  0.2  1967  133  1982  522  1953  0.9  1968  147  1983  536  1954  0.6  1969  156  1984  585  1955  7.5  1970  149  1985  594  1956  13  1971  170  1986  603  1957  19  1972  214  1987  623  1958  20  1973  266  1988  666  1959  29  1974  305  1989  690  1960  35  1975  309  1990  719  1961  37 -10øW, 50øN-60øN Prinn et al. [1995] fitted the measurements at the five ALE/GAGE stations by means of Legendre polynomials. We follow this approach and for each station describe the MCF measurements X by the function
x(t) --ao + E Nk 2/•k] t k=l (2k) a•P• • -1 (7)
where N is half the length of the time series of the particular station (expressed in years), and t runs from 0 to 2N. As a result, the argument of the Legendre function always has a value between -1 and 1. P& corresponds to a Legendre polynomial of order k (P0 = 1). The coefficients a• :in front of the Legendre function receive a proper dimension (see Table 3 ) by the factor in front of ak. Here kmax CO1Te- Table 3 lists the coefficients ak per station and the associated 1 cr errors. Note that the period over which equation (7) is evaluated is different for the Oregon station due to the different measurement period for this station. Note also that the period over which the function is evaluated runs to the end of 1993. Emission estimates for the years after 1993 were not available to us, and we prefer to compare the model and the data over the same time period.
Ensemble Method
To eliminate biases, e.g., from a single year's meteorology (1987) and systematic errors in the global mean OH calculations, we adjust the global three-dimensional OH field in order to obtain the best comparison with the ALE/GAGE measurements. In addition to adjusting the global mean OH (hereafter called AOH, expressed in %), we also estimate the optimal linear trend in OH (in % yr -1) for the period [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] Table 4 shows that the total penalty for this station and these integrations ranges from 1.38 to 9.87. From equation (11) it follows that the weight that is received by integration 4 is about 5000 times larger than the weight of integration 1 because the weights depend exponentially on the penalties. It is obvious that it is predominantly the lower order terms (the mean and the trend) which are sensitive to changes in the OH trend, AOH and AMCF. Higher order terms, however, may contribute significantly to the total penalty, as is shown for the Ps term in Table 4 . Note that these higher order terms do not vary strongly between the different integrations because only the global OH concentration, the trend in OH, and the initial MCF concentration are varied. Table 5 lists The corresponding functional fits are displayed in Table 5 . Table 7 lists the sensitivity of the global OH concentration to the various perturbations. As noted previously [Van Dop and Krol, 1996] , the atmospheric chemistry system often acts as a negative feedback system so that the response to a perturbation is smaller than the perturbation itself. Nevertheless, we calculate that the small decrease in OH due to the CH4 increase (-1.1%) is overcompensated by OH increases due to higher photolysis rates (+2%), higher NOz emissions (+2%), decreased CO, and increased water vapor (both +1.7%). The temperature increase has only a minor effect on global OH. When all perturbations listed in Table 7 are applied simultaneously, we calculate a 6% net OH increase, which is close to the value of 7% we estimated from the MCF simulations.
It should be noted, however, that only a few of the assumptions in this sensitivity study are well documented (e.g., the CH4 increase and the stratospheric ozone loss). Others have a weaker experimental basis (e.g., the increase in water vapor) and a potentially large effect on the OH concentrations. Therefore the perturbation calculations presented here should be conceived as a sensitivity analysis. It should be emphasized that changes in the global atmospheric composition since 1978 are to a large extent unknown. This is especially true for the most important region for OH, the lower troposphere in the tropics. In this region, large changes may be occurring due to biomass burning and rapidly emerging industrial activities. Nevertheless, it is shown here that observed changes in the atmospheric composition, in combination with some reasonable assumptions, are consistent with significant increases in OH over the past decades. 
Summary and Conclusions
An ensemble (Monte Carlo) technique was used to obtain a best estimate for the global OH concentration and for the 
