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Abstract 
The THRESHOLD DOMINATING SET problem is that of determining for a graph G = ( V,E) 
whether there is a subset V’ C V of size k, such that for each vertex u E V there are at least 
r elements of the closed neighborhood N[u] that belong to V’. We consider the complexity of 
the problem parameterized by the pair (k,r). It is trivial to observe that this is hard for W[2]. 
It can also be easily shown to belong to a natural extension W*[2] of W[2] defined in terms 
of circuit families of depth bounded by a function of the parameter. We prove membership in 
W[2] and thus W[2]-completeness. Using this as a starting point, we prove that W*[2] = W[2]. 
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1. Introduction 
The central issue in the study of parameterized computational complexity is how dif- 
ferent parts of the input to a problem contribute to its difficulty. The following familiar 
problems are all concerned with the existence of sets of vertices of size k in a graph 
G = (V,E) having various properties: MINIMUM DOMINATING SET, FEEDBACK VERTEX SET, 
VERTEX COVER, INDEPENDENT SET (definitions can be found in [16]). All of these prob- 
lems are NP-complete, yet the parameter k seems to contribute in very different ways 
to the complexity of these problems. VERTEX COVER and FEEDBACK VERTEX SET can 
be solved in time f(k)lVI’ f or suitable (exponential) functions f, while for MINIMUM 
DOMINATING SET and INDEPENDENT SET the best known algorithms have a running time 
of O( 1 ly). 
Both outcomes are “compatible” with NP-hardness, yet in many applied situations 
(e.g., where small parameter values are of interest) we may wish to distinguish these 
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two qualitatively different kinds of complexity behaviour. This can be viewed as one 
possible systematic way of “dealing with NP-completeness”. 
The framework of parameterized complexity theory pioneered in [ 1,9-l I] allows 
us to explore this issue. Both structural results concerning parameterized complexity, 
and concrete complexity classifications of particular problems, are typically quite a bit 
more difficult than analogous classical theorems. For example, all four of the problems 
mentioned above can be shown to be NP-complete by relatively easy combinatorial 
reductions. In contrast, the proofs that DOMINATING SET is W[2]-complete [9] and that 
INDEPENDENT SET is W[l]-complete [lo] are quite intricate. 
In this paper, we begin by examining the complexity of the following natural 
problem. 
THRESHOLD OMINATING SET 
Input: A graph G = (V, E) and positive integers k and Y. 
Parameter: (k, r) 
Question: Is there a set of vertices V’ C V such that: (1) 1 V’I 6 k, and (2) Vu E V: 
IN[u]f’ V’( 3r? (Here N[u] denotes the closed neighborhood of v, that is, N[u] = 
{U:U=U or WEE}.) 
Since this problem (for r = 1) includes the usual DOMINATING SET problem as a 
special case, we can observe that THRESHOLD OMINATING SET is hard for W[2] by the 
results of [9]. By showing membership in W[2] we establish: 
Theorem 1. THRESHOLD OMINATING SET is complete for W[2]. 
The method used to prove Theorem 1 is applicable to the following variant of 
SATISFIABILITY. 
(n, k, n)-WEIGHTED SATISFIABILITY (WSAT) 
Input: A boolean expression E that is an n-product of k-sums of n-products. 
Parameter: k 
Question: Is there a satisfying truth assignment for the variables of E that has weight 
k? (That is, one that assigns exactly k variables to be true and the rest to be false.) 
Note that in the definition of the above problem the parameter k plays two different 
roles, in the structure of E, and also in the specification of the weight of the truth 
assignment. (By padding, one can easily generalize the definition to allow that the 
sums have arity bounded by f(k) for a fixed arbitrary function f.) We prove: 
Theorem 2. (n, k,n)-WSAT is complete for W[2]. 
The W[t] degrees as they are defined and characterized in [9] are natural and useful 
because it is generally more-or-less straightforward to express a problem in logic, and 
this then gives membership information concerning the W hierarchy. The definition of 
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IV[t] given in [9] is that a parameterized language L is in IV[t] if it is reducible to 
the ~-WEIGHTED CIRCUIT SATISFIABILITY problem for a family of circuits %? satisfying: 
(1) the weft of any circuit C E ‘8 is at most t, where the weft of a circuit is the 
depth counting only large gates, and small gates have fan-in bounded by a constant c, 
and 
(2) the depth (counting both large and small gates) of any circuit C E %? is bounded 
by a constant c’. 
We can define a natural extension FV*[t] by relaxing the above definition with the 
requirements: 
(1’) the weft of any circuit C E V is at most t, but any gate with fan-in bounded by 
an arbitrary function hq(k) is considered small, and 
(2’) the depth of any circuit C E %? is at most h&(k) for an arbitrary function hk. 
One can easily observe that the relaxed conditions (1’) and (2’) are equivalent to 
(1) and (2’). Thus the main issue in the relaxed definition is allowing the circuit depth 
to be a function of k. 
In [14] it is shown that W*[l] = W[ 11, and this result is used to show that the data 
complexity of monotone queries to relational databases is complete for W[ 11. Our main 
result here is: 
Theorem 3. W*[2] = W[2]. 
In Section 2 we review pertinent aspects of the framework of parameterized complex- 
ity. In Section 3 we prove Theorems 1 and 2 concerning THRESHOLD DOMINATING SET 
and (n, k,n)-WEIGHTED SATISFIABILITY. In Section 4 we prove the main result. Section 5 
concludes with a discussion of some open problems. 
2. Background on parameterized complexity 
The formal framework of parameterized complexity is sketched as follows. We con- 
sider that input to a computational problem consists of two parts, one of which is 
expected to be relatively small. Thus we consider a parameterized language L to be a 
set of pairs of strings, L C Z* x C*. For notational convenience, we may equivalently 
consider a parameterized language L to be a subset of Z* x N, where for (x, k) E L, k 
is the parameter. 
The fundamental concept of the theory is the notion ofjxed-parameter tractability. 
We say that a parameterized language L is fixed parameter tractable (FPT) if it can 
be determined in time f(k)n’ whether (x, k) EL, where c is a constant independent of 
the parameter k and n = 1x1 is the size of x. 
Following naturally from the concept of fixed-parameter tractability is the appropriate 
notion of parameterized problem reduction. 
126 R G. Downey, MR. Fellowsl Theoretical Computer Science 209 (1998) 123-140 
Definition. Let A, B be parameterized problems. We say that A is (uniformly many: 1) 
reducible to B if there is an algorithm @ which transforms (x, k) into (x’, g(k)) in time 
f(k)jxl”, where f,g : N + N are arbitrary functions and tl is a constant independent 
of k, so that (x, k) EA if and only if (x’,g(k)) E B. 
It is easy to see that if A reduces to B and B is fixed parameter tractable then so too 
is A. Note that if P = NP then a variety of natural parameterized NP-complete problems 
would be fixed-parameter tractable. Thus a completeness program is reasonable for 
establishing apparent fixed-parameter intractability. 
The classes of parameterized problems that we define below are intuitively based on 
the complexity of the circuits required to check a solution. We first define circuits in 
which some gates have bounded fan-in and some have unrestricted fan-in. It is assumed 
that fan-out is never restricted. 
Definition. A Boolean circuit is of mixed type if it consists of circuits having gates 
of the following kinds. 
(1) Small gates: 7 gates, A gates and V gates with bounded fan-in. We will usually 
assume that the bound on fan-in is 2 for A gates and V gates, and 1 for 1 gates. 
(2) Large gates: A gates and v gates with unrestricted fan-in. 
Definition. The depth of a circuit C is defined to be the maximum number of gates 
(small or large) on an input-output path in C. The weft of a circuit C is the maximum 
number of large gates on an input&output path in C. 
Definition. We say that a family of decision circuits F has bounded depth if there is 
a constant h such that every circuit in the family F has depth at most h. We say that 
F has bounded weft if there is constant t such that every circuit in the family F has 
weft at most t. The weight of a boolean vector x is the number of l’s in the vector. 
Definition. Let F be a family of decision circuits. We allow that F may have many 
different circuits with a given number of inputs. To F we associate the parameterized 
circuit problem LF = {(C, k): C E F accepts an input vector of weight k}. 
Definition. A parameterized language L belongs to W[t] if L reduces to the parame- 
terized circuit problem LF(~,~) for the family F(t, h) of mixed type decision circuits of 
weft at most t, and depth at most h, for some constant h. A parameterized language L 
belongs to W*[t] if it belongs to W[t] where the definition of a small gate has been 
revised to allow fan-in bounded by a fixed arbitrary function of k, and where the depth 
of a circuit is allowed to be a function of k as well. 
Many well-known problems in various areas of computer science have been shown to 
be complete or hard for various levels of the W hierarchy of parameterized complexity 
classes [l-12,14,15]. 
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3. Threshold domination and a related result 
In this section we introduce a fairly simple technique that appears to be quite useful. 
We first apply it to the THRESHOLD DOMINATING SET problem defined in Section 1. 
Theorem 1. THRESHOLD DOMINATING SET is complete for W[2]. 
Proof. Hardness for W[2] follows from [9] by taking Y = 1, which yields the ordinary 
DOMINATING SET problem as a special case. 
To show membership in W[2], let G = (V,E), k and Y be given. We look at the 
defining property in the following way. We are allowed k choices Cl,. . . , C, of a 
vertex of G. Let S(k, r) denote the set of r-element subsets of { 1,. . . , k}. The question 
is whether we can make the k choices so that 
Vu E V, 35 E S(k,r), Yj E J, 3v E N[u] with C, = v. 
The two inner quantifications range over index sets of size bounded by functions 
of k. This allows a reformulation into V3 form by a blowup exponential in k. The 
resulting formula is then entirely of the form V’3, corresponding to the conjunctive 
normal form required for W[2]. 
The details are as follows. We describe how to produce a boolean expression E in 
product-of-sums form that is satisfiable by a weight k truth assignment if and only if 
G has a k-vertex r-threshold dominating set. 
The set of boolean variables for E is 
X={c[i,u]: l<i<k, UE V}. 
The intended meaning of c[i,u] is: “the ith choice of a vertex of V’ is vertex u”. 
Let E’ = Ei . E2 where 
E; = I-I C II C CL VI 
uEV JES(k,r) jEJ oEN[u] 
and 
E2 = fi n (-c[i,u] + lc[i,u’]). 
i=l u+’ 
The role of E2 is to ensure that, for each i, exactly one boolean variable c[i,u] is 
assigned the value true in any weight k truth assignment that satisfies E’. The ex- 
pression E is obtained from E’ by replacing each inner sum-of-products by an equiv- 
alent product-of-sums. We leave it to the reader to check that the reduction works 
correctly. 0 
We next turn to a natural problem concerning the satisfiability of logical expressions 
that is easily shown to belong to W*[2], although membership in W[2] is not obvious. 
We make a general definition that will be useful in Section 4. 
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Definition. (n, k, n)-WEIGHTED SATISFIABILITY (WSAT) is the decision problem that takes 
as input a boolean expression E that is an n-product of k-sums of n-products; the 
question is whether there is a weight k truth assignment that satisfies E, and the 
parameter is k. Generalize this in the natural way for any string of n’s and k’s and 
c’s where c denotes a constant. Thus (n, k,n,c)-WSAT takes as input an n-product 
of k-sums of n-products of constant sized sums, for a fixed constant c. In order to 
conveniently refer to the expressions themselves, define an n(n, k,n)-expression to be 
an n-product of k-sums of n-products, and similarly define a a(n, k, n)-expression to be 
an n-sum of k-products of n-sums, etc., where products and sums alternate, 71 and CJ 
indicate what happens first, and the vector indicates the index set sizes. 
Theorem 2. (n,k,n)-WHAT is complete for W[2]. 
Proof. By the antimonotone change of variables technique used in [lo], we can assume 
that all literals appearing in the (n, k,n)-WSAT expression E are negated. That is, we 
can assume that E has the following form (assume that V is the set of boolean variables 
of E): 
E= fi 5 F(i,j) 
i=l j=l 
where each subexpression F(i, j) has the form 
F(i,j)= n lu 
aEV(i,j) 
for some set of boolean variables V(i, j) c K 
It is easy to see that from E we could obtain an equivalent expression by replacing 
each subexpression F(i,j) with an expression that calculates whether k boolean vari- 
ables have been set true in the complementary set of variables V’(i,j) = V - V(i,j). 
Thus a product of negated variables can be replaced by a “threshold” calculation con- 
cerning the (monotone) set of complementary variables. 
The details are as follows. 
We may take the set of boolean variables and E2 to be exactly as in the proof 
of Theorem 1. The meaning that we here associate to c[i, u] is: “the ith choice of a 
variable (of V) to be set true is variable u”. 
Let El be the expression that results from replacing each subexpression F(i,j) in E 
with: 
fi c c[kul. 
h=l uEV'(i,j) 
We also need to ensure for this problem (note that for THRESHOLD OMINATING SET 
the analogous issue is handled implicitly) that the k choices of variables (of V) to be 
set true are all distinct. The following subexpression will accomplish this. 
E3 = 1 I;, ok u&lv (-c[i, ~1 + =[i’, ~11, 
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The reader can easily verify that the expression E’ defined over the set of variables 
X by E’ = El . E2 . Es has a weight k truth assignment iff E has a weight k truth 
assignment. Note that E’ is an instance of (n, k, k,n)-WSAT. By replacing the “k-sized” 
sums-of-products with equivalent products-of-sums as in the proof of Theorem 1, we 
obtain an equivalent expression in conjunctive normal form, at the cost of a blowup 
factor that is exponential in k. 
This completes our argument that (n,k,n)-WHAT is in W[2], and it remains to show 
that it is hard for W[2]. (This is not entirely obvious at first glance, since all of the 
large gates are conjunctions.) 
However, we may make an argument that again illustrates aspects of this technique. 
We reduce from the W[2]-hard problem DOMINATING SET. Let G = (V,E) denote the 
graph of interest. As in the proof of Theorem 1, view the property of having a domi- 
nating set of size k as whether we can make k vertex choices Cl,. . . , Ck so that 
VUE V, 3j~{l,..., k}, VVE V -N[u], Cj#v. 
The rest of the argument is by now routine. 0 
4. An improved characterization of W[2] 
In this section we prove the important theorem: W*[2] = W[2]. An overview of the 
proof is sketched as follows. In Section 4.1 we recall a basic lemma on the normaliza- 
tion of IV*[t] circuits first proved in [ 141. In Section 4.2 we define an abstract notion 
of a change of variables for parameterized satisfiability problems, and extract several 
useful results from the previous literature on this subject. In Section 4.3 we prove a 
lemma extending Theorem 2 that will be useful in the main argument. In Section 4.4 
the proof of the theorem is assembled. 
The reason the theorem is significant is that logic is a very good tool for establishing 
“upper” (class membership) bounds on parameterized complexity. One would therefore 
like the logical characterization of the IV[t] classes to provide as much expressive 
power as possible. While it is nontrivial to see that THRESHOLD OMINATING SET belongs 
to W[2] with the heretofore definition, that it is complete for W[2] is quite easy 
given the stronger characterization provided by our theorem. W[2] is one of the most 
important and natural parameterized degrees, with quite a few well-known problems 
being precisely W[2]-complete. 
4.1. Circuit normalization 
Our proof of the main theorem starts with an important lemma concerning W*[t] 
that says essentially that the circuits can be put in a normal form that corresponds to 
a certain kind of Boolean formula. The normal form is defined recursively as follows. 
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Definition. A Boolean expression E is in l-alternating normal form with respect to 
n and k if E is either rc(n,k) or o(n,k). A Boolean expression E is in t-alternating 
normal form with respect to n and k, for t 22, if E either is of the form: 
E = fi 5 Eij 
i=l j=1 
or of the form: 
E = 2 fi Eij, 
i=l j=1 
where each sub expression Eq is (t - I)-alternating normal with respect to 
and k. 
n 
Note that the above definition can be equivalently phrased in terms of circuits in a 
natural way. Define a tree circuit C to be in t-alternating normal form with respect 
to n and k if it has 2t layers of gates, with the fan-in alternating between n and k 
starting with fan-in n for the output gate. 
Corresponding to this form we have the following parameterized problem. 
t-ALmRN.4rtNo WEIGHTED SAT~~HABILITY 
Input: A Boolean expression E in t-alternating normal form with respect to n 
and k. 
Parameter: k 
Question: Is there a weight k truth assignment that satisfies E? 
Lemma 1 (Normalization, Downey, Fellows and Taylor [l4]). t-ALTERNATING WEIGHTED 
SATISFIABILITY is complete for W*[t] for all t 3 1. 
Proof (sketch). Assume that the given circuit C has an output large gate, since an 
output small gate subcircuit can be removed by employing additional nondeterminism 
in the manner used in [9]. The idea is basically to progressively analyze and “copy” 
the circuit C into the required form, working progressively downward from the input 
level. In the first step, we locate the topmost large gates. Let g denote such a gate, and 
let a 1,. . . , a, denote the inputs to g. Suppose g is a A gate. Each ai is computed by a 
subcircuit consisting only of small gates, and therefore the number of inputs to C on 
which ai depends is bounded by a function of k. Thus, ai can be re-expressed (at a 
cost that is bounded by a function of k) as a product-of-sums of total size bounded by 
a function of k. Thus g can be replaced by a product-of-sums “copy-gate” g’, where 
there are at most f (k)n sums (for some function f) and each sum has size bounded 
by some function g(k). Make a copy of g’ for each fan-out line of g. 
For the case where g is a large V gate, we replace each argument aj with an 
equivalent sum-of-products, to obtain (for g’) an f (k)n-sum of g(k)-products. 
We next identify the topmost layer of large gates below the inputs to C and the 
copy gates created so far. Note that each copy gate has fan-out 1. We repeat the above 
R. G. Downey, M.R. Fellows/ Theoretical Computer Science 209 (1998) 123-140 131 
recipe, creating two more layers of copy gates (f’(k)n-products of g’(k)-sums and 
f’(k)n-sums of g’(k)-products, for new functions f’ and g’). Eventually the entire 
circuit C is replaced by the copy gates, and the resulting copy gate circuit has the 
required form. 0 
4.2. Change of variables 
The study of parameterized satisfiability problems for boolean formulae has turned 
out to be surprisingly challenging, and to involve a number of intricate tricks and 
combinatorial gadgetry. In order to avoid simply repeating these, it seems useful to ar- 
ticulate an abstract point of view about them, and to extract useful general results from 
the work that has been done to date on parameterized satisfiability [ 1,9, 10, 13, 141. 
The following definition attempts to codify one of the most useful general tools in 
the study of parameterized satisfiability. 
Definition. A parameterized change of variables for a set of targeted subexpressions 
Q over a set of boolean variables X is a pair (r, $J), subject to various requirements, 
where 
(I ) r is a replacement function mapping expressions in d to expressions over a set 
of variables X’, and 
(2) 4 is an I$ algorithm that given X, k, and & computes: 
(a) The set of new variables X’=X’(G,X,k). 
(b) The replacement subexpressions r(E,) for each subexpression ES E d 
(c) A positive integer k’ that is purely a function of k. 
(d) An enforcement expression EO = Eo(G,X, k). 
We require that the following conditions be met: 
(1) The old variables form a subset of the new variables: X C X’. 
(2) For every boolean expression E over X, and for every E’ obtained from E by 
replacing some number of subexpressions ES with r(E,) where ES E 6: 
(a) For every weight k’ truth assignment r for X’ that satisfies E' AEo, the restriction 
of r to X has weight k and satisfies E. 
(b) If there exists a weight k truth assignment to X that satisfies E, then there exists 
a weight k’ truth assignment to X’ that satisfies E’. 
Intuitively, what a parameterized change of variables does for us is allow us to 
work with an expression E for which we wish to decide weight k satisfiability in the 
following way: by expanding the set of variables, and expanding k (in the parameterized 
sense), we can replace those parts of E that belong to 8 with replacements given by r 
(that are presumably simpler or more homogeneous). Yet we still have the original 
variables available and functioning in an “undisturbed” fashion, since X C X’. This 
means that various changes of variables can be combined (by identifying the sets 
X included in the new X’s). It might seem that the requirements are so stringent 
that useful changes of variables might be hard to come by. In fact, this is not the 
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case, and an examination of the proofs in the papers [l, 9, 10, 141 (with some minor 
modifications) shows that we have the following changes of variables to work with. 
Lemma 2 (Three basic changes of variables). For each of the jbllowing specijications 
there is a parameterized change of variables having an enfbrcement expression which 
is a product-of-sums: 
(I) Macro change of variables. The set of targeted subexpressions 6 consists of 
monotone products of literals and antimonotone sums of literals. A monotone product 
can be replaced by a single positive literal, and an antimonotone sum can be replaced 
by a single negative literal. 
(2) Monotone change of variables. The set of targeted subexpressions &’ is the set 
of all negative literals over the set of variables X A negative literal can be replaced 
by a large product of positive literals over the set of new variables. 
(3) Antimonotone change of variables. The set of targeted subexpressions & is the 
set of all positive literals over X. A positive literal can be replaced by a large product 
of negative literals. 
Proof. The gadgetry for the three changes of variables can be found in [9, lo]. Some 
slight elaboration from those proofs is necessary, but straightforward. We here allow 
ourselves an enforcement expression that is an arbitrary product-of-sums. Because of 
this extra latitude, it is easy to make the modifications necessary to meet the require- 
ment that the set of old variables X is a subset of the new variables X’ and that 
truth assignments to X’ satisfying E’ are conservative with respect to this subset in 
satisfying E. As the details would substantially just repeat everything in these earlier 
papers, we leave these to the reader. 0 
4.3. An extension to Theorem 2 
The problem that we consider in this section concerns boolean expressions that 
are products of sums of products of sums - where the last have size bounded by a 
constant c. 
Lemma 3. (n,k,n,C)-WSAT is in W[2]. 
Proof. Let E be the expression we start with. By means of the antimonotone change 
of variables we can reduce to WSAT for a boolean expression El = E2 A E3 where E2 is 
an antimonotone (n, k, n, c, n) expression and Es is the enforcement (n, n) expression. 
By distributing the c level upwards (at a blow-up cost of nc, which is allowable, 
since c is a constant that does not depend on k), the expression E2 can be rearranged 
into an equivalent antimonotone (n, k, n, c) expression. 
We can now apply a macro change of variables to complete a reduction of (n, k, n, c)- 
WSAT to (n, k,n)-W&T. Theorem 2 completes the proof. 0 
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4.4. Proof of the main theorem 
Theorem 3. W*[2] = W[2]. 
Proof. The proof proceeds through several steps with the eventual goal being an ap- 
plication of Lemma 3. 
Step 1. (n, k, n, k)-Normalization. 
By Lemma 1 and two macro changes of variables, we can assume that we are 
working with an expression E in the form E = El El where El is a product-of-sums 
enforcement expression, and 
where 
(1) Each subexpression Ei,j is a sum of products of k literals, only one of which is 
positive: 
with a(i,j,r,s)EX for r=l,..., n and s=l,..., k. 
(2) Each subexpression E,j is a product of sums of k literals, only one of which is 
negative: 
Fl,j = fi ( +4L.Lr,l)+ ~b(i,j,r,s) r=l .s=2 > 
with b(i,j,r,s)EX for r=l,..., n and s=l,..., k. 
Step 2. Analysis of consequence trees. 
We begin this step working with the results of the last step, as will be true for 
each step of the proof. We have an expression E = EO . El where EO is a product- 
of-sums enforcement expression. Through the remainder of the proof, the enforcement 
expressions will simply accumulate and be carried along and will always be denoted 
Eo. The part of E on which we perform the various substitutions in this step is El. 
To simplify notation we will always consider X to denote the set of variables for 
the “current” step, that is, for the expression received at the beginning of a step. 
For iE{l,...,n}, jE{l,...,k} and VEX define the consequences of v in Ei,j to be 
the family of sets: 
,~,j(V)={{x:3tE{l,..., k} x=a(i,j,s,t)}:&E{l,..., n} v=a(i,j,s,l)} 
and define the consequences of v in Fi,,i to be the family of sets: 
J&!i,i(v)={{x:3tE{1 ,..., k} x=b(i,j,s,t)}:LlsE {I,..., n} v=b(i,j,s,l)}. 
Let .Y denote the union of the sets z,,i and let “u denote the union of the sets ulii,i. 
134 R. G. Downey. M. R. Fellows / Theoretical Computer Science 209 (1998) 123-140 
Let 9 be a family of sets of size at most k over the base set X and consider the 
problem of finding a set X’ of at most k elements of X that has nonempty intersection 
with each set SE 8. By creating a k-branching tree of depth at most k, this problem 
can be completely analyzed, with each possible solution corresponding to a leaf of the 
tree. Let Yi::,j(u) denote the leaf set for such an analysis of &,j(U) and let A’i,j(u) 
denote the leaf set for such an analysis of %i,j(U). Note that these leaf sets have size 
bounded by a function of k. 
In this step, we employ a macro change of variables in conjunction with a set of 
new variables that allows us a “separated” representation of the variables set to 1 in a 
weighted truth assignment. The set of new variables X’ is 
where X,’ are the variables introduced by the macro change of variables and 
X2’= {s[i,j]: 1 bi<k, 1 <j< 1x1). 
We may assume that the set of new variables Xi’ contains the macro variables 
M={m[S]: SEFUU} 
and that the enforcement expression for the change of variables ensures that for any 
satisfying truth assignment T, r(m[S]) = 1 if and only if Vu ES: r(u) = 1 (which is the 
basic objective of a macro change of variables). We will also assume that a copy of 
the old variables X is included in Xi (as required by the definition of a change of 
variables) and that this copy is denoted 
X={x[i]: l<iqq}. 
The expression E’ produced by this step has the description: 
E’=El,. E;, 
where EI, is the accumulating product-of-sums enforcement expression. This includes 
the following that has the effect of enforcing the separated representation mechanism: 
k 1x1 
l-I C s[iJl i=* j=1 
and 
I-I n (7-3[Cjl + 7s[i,j’l) 
Igi<k l<j<j’<IXI 
and 
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and 
The parameter k’ that accompanies E’ is chosen so that there is a budget of k (weight) 
for the variables of Xi. (Note the compatibility of this with the above enforcements.) 
The net effect of the macro change of variables together with the separated repre- 
sentation mechanism is that a weight k’ truth assignment can satisfy the enforcement 
product-of-sums expression Eh only if it meets these conditions: 
(1) The assignment restricted to the old variables X CX,’ has weight k. 
(2) The variables set true in (1) are separately indicated in the k blocks of variables 
of X2’. 
(3) Various interesting sets of variables set true in (1) are indicated by the macro 
variables. 
(4) The auxiliary representations (2) and (3) of (1) are forced to be consistent with 
(1). 
The following claims can be taken as motivation for our description of El, and are 
important for the proof of correctness for this step. Note that the claims are well- 
defined, since X C X’ and because of the enforcements (1-4) above. 
Claim 1. A truth assignment z of weight k’ for the set of variables X’ satisjies a 
subexpression Ei,j of E if and only [f 3p E { 1,. . . , k} such that trq E { 1,. . ,1X1}: 
-[p,ql + n ~4Sl 
SEZ,(x[ql) 
evaluates to 1 
Proof. Suppose that Ei,j is satisfied by r. This implies that one of the products of size 
k having one positive literal (constituting Ei,,) is satisfied. Suppose the positive literal 
is x[qo]. Let p be the index of the block of Xi in which the truth of x[qo] is represented 
by z(s[p, qo]) = 1. In this block of variables of X-j, for q # qo, ~s[p, q] evaluates to 1. 
To complete the proof of the Claim in this direction, we need only consider the case 
of q = qo. Our argument fails if there is some SE Yi,j(x[qs]) such that z(m[S]) = 1. 
But by the definition of the leaf sets, this implies that every k-product in the sum Ei,j 
having x[qo] as the positive literal evaluates to 0, a contradiction. 
Conversely, suppose ps satisfies the statement of the Claim. Because of the enforce- 
ments, we know that there is an index qo such that s[po,qo] evaluates to 1. Consider 
the k-product terms in Ei,j whose positive literal is x[qo]. If none of these is satisfied, 
then by the definition of the leaf sets, for some set S C X of size at most k, S has a 
nonempty intersection with each set in Yi,j(x[qa]) and every variable in S is assigned 
1 by z and therefore z(m[S]) = 1, a contradiction. 0 
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Claim 2. A truth assignment z of weight k’ for the set of variables X’ satisfies a 
subexpression Fi,j of E ifand only ifVpE{I,...,k} ElqE{l,...,IXI}: 
dP,ql. c m[Sl. 
SE.X&[d) 
Proof. The proof is the DeMorgan dual of the proof of Claim 1. 0 
It follows from Claim 1 that each subexpression Ei,j can be replaced by 
7 m[sl 
SEY,&[ql) 
or by distributing: 
C II II (-b,ql + -Ul). 
p=l q=l SEZ:.,(x[ql) 
Similarly, it follows from Claim 2 that each subexpression &,j can be replaced by 
k 1x1 
n C C (s[p,ql .m[W. 
p=l q=l SE.~,,,(xk71) 
Step 3. Rearrangements 
We begin this step with an expression E = Eo . El where EO is the accumulating 
product-of-sums enforcement expression and El has the form: 
EI = fi 2 (E(U) + F(U)), 
i=lj=l 
where 
E(U) = 5 fi (Hi,& p, 4) + y’(i,A p, 4)) 
p=l q=l 
and 
F(U) = h 5 (4&j, p,q) . z’(i,j, p, q)), 
p=l q=l 
where the y( _, _, _-) _) and z(_, --) _, _) are literals over the set of variables X. 
El can be rewritten as 
n /k k \ 
4 = n C E(U) + C F(G) . 
i=l j=l j=l 
We have the following possibilities for further rewriting: 
( 1) The subexpression 
5 E(U) 
j=l 
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can be rewritten equivalently (with permitted blow-up) as a o(k2,n,2)-expression by 
combining the leading sums. 
(2) The subexpression 
can similarly be rewritten as a z(kk, kn, 2)-expression by replacing the leading k-sum of 
k-products by an equivalent kk-product of k-sums, and then combining the intermediate 
sums. 
By rewriting El (over the same set of variables) according to (1) and (2), and 
padding as necessary (including adjusting the parameter) we can put El into the form: 
EI = fi 5 G(i,j) + fi H(i,j) , 
i=l j&l /=I 
where G(i, j) is a rc(n, 2)-expression and H(i, j) is a o(n, 2)-expression. 
By distributing between the k-sum and the k-product this can be rewritten as 
EI = fi fi H(i, j) + 2 G(i, p) . 
;=I j-1 p=l 
By combining the leading products and reindexing (adjusting n and k), we have 




where for each i, H’(i) is a o(n, 2)-expression and for each i, j, G’(i,j) is a n(n, 2)- 
expression. (The priming simply indicates that after the reindexing and recalculation 
of n and k, e.g., H’(i) is one of the inherited H(i,j) expressions.) 
Note that in some sense we are nearly done, since the above form is a n(n, k,n,c)- 
expression, except for the subexpressions H’(i). The goal of the next step is to replace 
the H’(i) to achieve the form of a rc(n, k, n,c)-expression to which Lemma 3 can be 
applied. 
Step 5. The Clock chanye of variables 
We begin this step with E = EQ El where Eo is the accumulating enforcement 
expression and El has the form described at the end of Step 4. Our objective is to 
replace each subexpression H’(i) with an equivalent a(k,n, 2)-expression. Note that 
this will achieve our goal of putting El in z(n, k,n,c) form. We employ here a new 
change of variables based on exactly the same gadgetry and enforcement expression as 
the monotone change of variables of Lemma 2, developed in [9]. We simply describe 
here how a different set of substitutions can be made. 
Consider that the set of old variables X is indexed from 0 to 1x1 - 1: 
X={x[i]: O<idlXI - l}. 
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What the new variables X’ provide is (among other things) 2k disjoint sets (“blocks”) 
of variables: Y,, . . . , Yzk, where for i = 1,. . . , k we have 
yi={y[i,j]: O<j<]XI - l} 
and for i=k+ 1,...,2k we have 
Y; = {z[i,j,j’]: O<j, j’< 1x1 - 1). 
The enforcement expression for the change of variables ensures that the following 
conditions hold in any satisfying truth assignment: 
( 1) The k sets of variables YI, . . . , Yk provide a separated representation of a weight 
k truth assignment to X, as in Step 2. 
(2) The k sets of variables Yk+l, . . . , Y2k provide a representation of the gaps between 
the k variables of X set to 1 in a weight k truth assignment, as explained in [9]. Thus 
for a truth assignment r that satisfies the enforcement expression, z(z[i,j,j’]) = 1 if and 
only if: z(y[i,j - 11) = 1 (“the ith choice of a variable of X set to 1 is x[j - 11”) and 
r(y[i + 1,j’ + 11) = 1 (“the (i + 1)th choice of a variable of X set to 1 is x[j’ + 11”) 
and for s=j,..., j’ we have r(x[s]) = 0 (“all of the variables from x[ j] to x[ j’] are set 
to ,,‘). 
Because of the enforcement conditions, it makes sense to say, e.g., that y[2,3] implies 
x[3] or that z[3,5,8] implies -461. 
The validity of the substitutions we perform in this step is established by the fol- 
lowing claim. 
Claim 3. Let F be a o(n,2)-expression: 
F = 5 (l(i). l’(i)) 
i=l 
where for i= 1,. . . , n both l(i) and l’(i) are literals over the set of variables X CX’ 
according to our change of variables. For I <r, s < 2k, r # s, define the set of witness 
pairs 
W”(r,s) = ((24, v): u E Y,, v E Y,, 
and 3 such that u implies l(i) and v implies l’(i)}. 
Modtfy this definition by insisting that u = v if r =s. If z is a truth assignment 
of weight k’ (where k’ is spectjied by the change of variables) that satisfies the 
enforcement expressions, then z satisfies F tf and only tf z satisjes: 
2k 2k 
F’=Cz n (lutlv) 
r=l s=l (U.u)gW(r,s) 
where u=v tfr=s. 
Proof. Suppose z satisfies F, and let i be an index such that l(i). l’(i) evaluates to 1. 
The enforcement for the change of variables ensures that there are indices r,s E { 1,. . . , 
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2k) (with possibly r = s) and variables u E Y, and v E Y, such that u implies Z(i) and 
v implies Z’(i). Thus (u, v) E ?V(r,s). If r #s, then since there is only one variable 
set to 1 in each block, (1~’ + TV’) evaluates to 1 for every other pair (u’, u’) # (u, u). 
Similarly if r =s. 
Conversely, suppose r satisfies F’. Let r and s be indices such that 
evaluates to 1. For convenience suppose r # s. Let (u’, v’) be the unique pair of 
variables, a’ E Y, and v’ E Y, with z(u’) = r(u’) = 1. We reach a contradiction unless 
(u’, u’) E ~(Y,s). By the definition of the witness sets, this implies that F is satisfied. 
Similarly if r = s. 0 
After making the replacements justified by Claim 3, we are in a position to complete 
the proof of the theorem by an application of Lemma 3. There is a small complication 
in that we are applying Lemma 3 to a product expression E’ = EA . E{ where Eh is the 
accumulated enforcement rc(n, n)-expression and Ei is the rc(n, k, n, 2)-expression that 
is the result of the last change of variables. An examination of the proof of Lemma 3 
shows that this is not a problem; Ei can be reduced to a product-of-sums while carrying 
Eh along. 0 
5. Some open problems 
The most obvious open problem arising from this work is whether lV*[t] = P[t] for 
ta3. We conjecture that equality holds for all t, but the proof techniques developed 
in [ 141 for t = 1, and here for t = 2 do not seem to be adequate to deal with layers of 
fan-in gates that are “deep” in a circuit (cf. Lemma 1 of Section 4). At present, for 
example, we are unable to show that the special case of (n, k,n,n)-WSAT is in W[3]. 
A place to start might be the following fairly natural graph problem. 
BOUNDED DEGREE SIMULTANEOUS DOMINATION 
Instance: A graph H = (V, E) of maximum degree k, and a family of graphs G, = 
(X, E,) indexed by V over the same set of “base set” of vertices X. 
Parameter: k. 
Question: Is there a set of k vertices X’ C X such that the set V’ of u E V for which 
X’ is a dominating set in G,, is a dominating set of H? 
Is this problem complete for W[3]? 
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