Abstract-The two-user multiple-input multiple-output (MIMO) interference and cognitive radio channels are considered, where the th transmitter and the th receiver have and antennas, respectively. In particular, the degrees of freedom (DoF) regions of these channels are studied under the assumption of having no channel state information at the transmitters. 
where at the th channel use, and are the signals received by R1 and R2, respectively; and are the signals transmitted by T1 and T2, respectively; and are the additive white Gaussian noises (AWGN);
represents the channel matrix between and ; there is a power constraint of at both transmitters, and it assumed that both receivers have perfect channel state information (CSI).
Recently, Huang et al. [1] , Zhu and Guo [2] , and the authors of this paper [3] studied the DoF region of the MIMO IC with no CSI at the transmitters (CSIT). 1 For certain classes of fading distributions of increasing generality, respectively, these works provided the inner and outer bounds to the DoF region, which coincide for a vast majority of the values of the fourtuple . In particular, these bounds yield the exact characterization of the no-CSIT DoF region, except for the class of MIMO ICs in which either one of two inequalities, namely, or its symmetric counterpart , holds. 2 More recently, for this class of MIMO ICs under isotropically distributed channel matrices, Zhu and Guo [6] obtained a tight outer bound, and thereby proved that the inner bound proposed earlier in [1] [2] [3] is indeed equal to the DoF region. In this study, we obtain a simpler and more widely applicable proof of this result of [6] . The MIMO ICs of interest in this study, for which the inequality holds, will be referred to as MIMO ICs with asymmetrically constrained transmitters, or, for convenience, simply as A-ICs.
In the following, we describe briefly why the outer bound of [1] [2] [3] is not tight for the A-ICs. Suppose DoF are to be achieved for the T2-R2 pair. Then, using Fano's inequality, the total interference at R2 can easily be shown to have a multiplexing gain of no more than . Since the interference at R2 is caused by the transmission of T1, this condition puts constraints on , and hence on the DoF achievable for the T1-R1 pair, denoted as . Indeed, an outer bound derived based on this idea suffices to characterize the no-CSIT DoF regions of all MIMO ICs, except the A-ICs. In this latter case, since , T2's transmit signal cannot span the entire -dimensional receive-signal space of R2. Thus, if DoF are achievable for the second pair and , then the interference at R2 must satisfy the following two constraints: i) its multiplexing gain cannot exceed and 1 For a comprehensive view of results on the "no CSIT" problem in wireless networks, the reader is referred to [3] . The DoF region of the MIMO IC with perfect and instantaneous CSI at all terminals was determined in [4] and [5] . 2 Henceforth, without loss of generality, we restrict attention to ICs with .
0018-9448/$31.00 © 2012 IEEE ii) there exists an -dimensional subspace at R2 that carries interference with multiplexing gain no more than ; because if any -dimensional subspace at R2 contains interference with multiplexing gain strictly more than , then R2 cannot achieve DoF by decoding which lies within just an -dimensional subspace. Accounting for constraint (ii) becomes crucial for an A-IC because the condition ensures that T1 can transmit a signal that violates this constraint, while R1 is still able to decode its desired signal. Thus, when , one must consider constraint (ii), which, in essence, dictates that the interference cannot be distributed arbitrarily within the receive signal-space of R2. This constraint, at , says that there exists an interference-free -dimensional subspace at R2, or equivalently, that the interference is localized to some -dimensional subspace of the receive signal-space of R2. Hence, the outer bound that takes into consideration constraint (ii) is referred to henceforth as the interference localization outer bound. Indeed, as shown in this paper, the tightest possible outer bound can be derived using the notion of interference localization. In fact, the analysis here points out that the outer bounds of [1] [2] [3] fail to characterize the DoF region of the A-IC because these bounds entirely ignore constraint (ii) (i.e., they ignore interference localization). Section III-A provides a more detailed intuitive explanation.
In [6] , the authors derive a tight outer bound for the A-ICs by first showing that it is DoF region optimal for T2 to transmit , which is Gaussian with a covariance matrix that is proportional to the identity matrix. Consequently, with such an , they prove that the -dimensional subspace spanned by at R2 cannot carry interference with a nonzero multiplexing gain. In a way, this latter point can be seen to implicitly capture the idea of interference localization. While the proof of [6] and that given in this paper both rely on interference localization, it is notable that the two proofs employ completely different techniques. In particular, our proof is simpler and more generic in that, unlike the proof in [6] , it does not require any specialized techniques such as showing that the DoF-region optimality is retained by restricting to be Gaussian. Instead, our proof relies on basic information-theoretic identities such as the chain rules for differential entropy and mutual information, conditioning reduces entropy, etc. Consequently, the techniques developed here have the potential to be applicable for a wider class of networks.
As a case in point, we also study here the MIMO cognitive radio channel (CRC) [7] , which is defined as the MIMO IC with T2 cognitive (i.e., T2 knows the message of T1 as well). 3 For the MIMO CRC with independent and identically distributed (i.i.d.) Rayleigh fading, we determine the no-CSIT DoF region for the only class of MIMO CRCs for which the inner and outer bounds derived earlier by the authors [3] were not tight. More specifically, the no-CSIT DoF region is determined here for MIMO CRCs with asymmetrically constrained transmitters, i.e., for MIMO CRCs for which . This class of MIMO CRCs is henceforth denoted for con- 3 The DoF region of the MIMO CRC with CSIT was obtained in [4] .
venience simply as the A-CRC. Our result here therefore completes the DoF region characterization of the MIMO CRC with i.i.d. Rayleigh fading. In contrast, the applicability of the approach of [6] to this problem is unclear, because in the context of the CRC where T2 is cognitive, the optimality of restricting to be Gaussian cannot be proved, which is a critical step in the proof of [6] .
Another application of interference localization is presented in [8] , where the techniques of this paper are shown to be useful for characterizing the generalized degrees of freedom (GDoF) region [9] of the A-IC in the very weak interference regime. For this problem as well, it is unclear if the approach of [6] is applicable. See Section III-C for more discussion.
The rest of the paper is organized as follows. Section II presents the channel model and states the main results regarding the no-CSIT DoF regions of the A-IC and the A-CRC (see Theorems 1 and 2). Sections III-V present the proofs of these results with Section III-C contrasting the proof technique developed here with that of [6] . Section VI concludes this paper.
II. CHANNEL MODEL, DEFINITIONS, AND MAIN RESULTS
The input-output relationship for the MIMO IC is given by (1) and (2) . Note that the CRC is also governed by the same relationship, except that in the case of CRC, T2 is cognitive in a sense that it knows the message of T1. In the case of the IC, it is assumed without loss of generality that . We consider the case of AWGN so that the elements of the additive noises and are i.i.d. according the circularly symmetric complex Gaussian distribution with zero mean and unit variance, denoted henceforth as . The noise as well as the channel realizations is assumed to be i.i.d. across time. Moreover, all channel matrices and additive noises are taken to be independent.
Further, we assume that both the receivers know all channel matrices perfectly and instantaneously but the transmitters know only their distribution. This assumption is referred as the "no CSIT" assumption.
We introduce some notation. Let , , and . Further, define a binary-valued variable which takes value 1 if T2 is cognitive, else it is zero. In other words, only when we are dealing with the CRC. For any random variable , we define if , else . Let and be two independent messages, which are intended for R1 and R2, respectively, and are to be sent by the transmitters over a block of length . It is assumed that is distributed uniformly over a set of cardinality , when there is a power constraint of at the transmitters. A coding scheme for blocklength consists of two encoding functions and two decoding functions . , such that , the power constraint is satisfied at both transmitters, and A rate tuple is said to be achievable if there exists a sequence of coding schemes, one for each , such that the probability that or tends to zero as . The capacity region is defined as the set of all rate tuples that are achievable when there is a power constraint of at T1 and T2. If , then the DoF region is defined for now as Note that the above definition of the DoF region is restrictive in the sense that a DoF pair only if is the limit of the sequence , . In Section III-C, we relax this restriction by defining the DoF region more generally using the limit superior [10] (cf., [11] ) and prove that such a relaxation does not result in a larger DoF region. Until then, the use of the definition in (3) at the bottom of the page allows us to keep the explanation of the key ideas of the proof relatively simple.
A. Some Definitions
To specify the distributions of the channel matrices, we make use of the following definitions.
Definition 1 (see [6] ): An random matrix is said to be isotropic if and have the same distribution (denoted symbolically as ) for any that is full rank almost surely and for any deterministic unitary matrix .
Definition 2 (Isotropic Fading):
The channel matrices are said to be isotropically distributed if all channel matrices are isotropically distributed, i.e., is isotropically distributed for all , , and . is called a CRC with asymmetrically constrained transmitters. For convenience, as mentioned in the introduction, we will henceforth refer to these two channels as the A-IC and the A-CRC, respectively.
In the A-IC and the A-CRC, T2 has relatively fewer antennas compared to T1. It is this particular limitation of T2 that must be captured to establish the DoF region in both cases. The following definition helps us state the DoF regions of the A-IC and the A-CRC.
Definition 5: For an integer-valued function of
The three bounds appearing in the above definition are henceforth referred to as , , and , respectively.
B. Main Results
The next two theorems state the no-CSIT DoF region of the A-IC under isotropic fading and that of the A-CRC under i.i.d. Rayleigh fading.
Theorem 1:
For the MIMO IC with isotropic fading and such that the inequality holds, the no-CSIT DoF region, , is equal to the region with , i.e.,
Proof:
Bound intersects bounds and at points and , respectively. These points are achievable via simple receive zero-forcing (cf., [3, Th. 4] ). Hence, the region with is achievable via receive zero-forcing and time sharing. On the converse side, and are outer bounds since the number of DoF achievable over the point-to-point MIMO channel cannot exceed the minimum of the number of transmit and receive antennas (henceforth called the single-user bound) [12] . It is thus sufficient to establish that is an outer bound. The detailed proof of this claim, which is different and simpler than the one given by [6] , is given in Section III. The proof is based on the idea of interference localization. 
region, , is equal to the region with , i.e., Proof: Achievability follows by noting that the bound in this case passes through points and , both of which can be achieved by simple receive zero-forcing (cf., [3, Th. 7] ). On the converse side, as argued before, it is sufficient to prove that is an outer bound, which is again done here using the idea of interference localization in Sections IV and V for the two cases corresponding to and , respectively.
Using the above theorem and the results of [3] , we can now state the DoF region of the CRC with i.i.d. Rayleigh fading. 
C. More General Definition of the DoF Region
As stated earlier, the definition of in (3) is restrictive. Here, we define the DoF region (cf., [11] ) more generally by relaxing the requirement that the limits , exist. Thus, the DoF region is set equal to the region , defined in (3) at the bottom of the page, where denotes the set of nonnegative real numbers. Comparing the two definitions, we have
The techniques developed in the earlier part of this section allow us to characterize as per the following theorem. Note that the function preserves the sense of inequality, and is called the multiplexing gain of . Finally, . In Section III-A, the intuition behind the proof is explained. Using this insight, the main result is proved in Section III-B.
A. Interference Localization: An Intuitive Explanation
As stated earlier, in [1] [2] [3] , an (identical) outer bound to the no-CSIT DoF region of the MIMO IC is provided. However, that outer bound turns out to be loose for A-ICs. In what follows, we briefly explain the technique of [1] [2] [3] that results in that outer bound and then describe why it fails to yield the exact DoF region for this class of ICs. Following that, we outline how the tight outer bound of this paper is derived.
In [1] [2] [3] , the outer bound is derived by applying Fano's inequality at R2, which, after some manipulations, yields the implication that (4) The inequality in (4) puts constraints on the transmission scheme of T1. Using this fact, [1] [2] [3] upper bound the achievable value of as a function of and , from which the outer bound is computed therein.
Note that is a measure of the total interference seen by R2 over the entire block. The inequality in (4) thus upper bounds the multiplexing gain of the total interference encountered by R2 per unit time. Therefore, the outer bound of [1] [2] [3] is henceforth referred to as the total interference outer bound. It turns out that although the implication in (4) holds, its reverse implication may not for A-ICs. More precisely, for this class of ICs, it is possible that (5) Thus, the total interference outer bound fails to characterize the DoF region.
To understand this, let us consider an example of the IC with (see Fig. 1 ) and focus on the case of . The inequality in (4) reduces to (6) which leads to the bound . Consider a particular transmission scheme which satisfies (6) . Suppose T1 transmits 3 data symbols that are i.i.d. according to , (we refer to such signaling as uniform signaling); T2 transmits a data symbol; and the signals of T1 and T2 are i.i.d. across time. It is not difficult to prove that such a strategy satisfies the inequality in (6) (with equality if ). Moreover, R1 has sufficient number of antennas to zero-force the interference and achieve up to DoF. Now consider the receive signal-space of R2 shown in Fig. 2 where, for simplicity, we 4 These properties can be easily proved for . In the general case, R2 can apply an invertible transformation on the received signal to compute , where . Since is obtained from using an invertible transformation, the mutual information terms would remain unchanged, i.e.,
. Therefore, we can regard as the signal received at R2, and the stated properties can be proved for this equivalent channel. take and time index is shown explicitly. With uniform signaling at T1, the interference at R2 satisfies the following properties. 4 1) If we pick any two orthonormal basis vectors for the 2-D receive signal space of R2, then the components of the interference along the two basis vectors are independent and each has a variance of ; and 2) any 1-D subspace chosen in the 2-D receive signal space of R2 carries a component of the interference with multiplexing gain equal to (since its variance is ). Further, the useful signal can span only a 1-D subspace since . Hence, the subspace orthogonal to the span of cannot give any information to R2 about the useful signal . In other words, out of the total 2 DoF available to R2, 1 DoF is lost because T2 has just antenna. Moreover, out of the 1 DoF that is left at R2, DoF are occupied by the interference (see Property (b) of the interference at R2). Thus, R2 has only DoF available for decoding the useful signal so that it cannot achieve . Hence, the claim of (5) is true.
We next argue through the same example that the claim of (5) holds because . Now, R2 cannot achieve since the 1 DoF available to it is lost due to the limitation at T2 that its transmit signal cannot span the entire receive signal space. In particular, had this limitation not existed such as when (with , , and unchanged), R2 would have been able to achieve . To see this, note that T2 in this case can transmit two complex Gaussian symbols each with a power of and make span the entire receive signal space enabling R2 to achieve by treating interference as noise, even if T1 employs uniform signaling (note R1 can still zero-force the interference to successfully recover the useful signal). Therefore, we conclude that the claim in (5) holds because . Hence, the implication in (4) is insufficient in the sense that it does not capture the further limitation imposed by . Indeed, for A-ICs, we must constrain how the interference is distributed in the receive signal-space of R2 in addition to upper bounding its multiplexing gain using the inequality of (5). This is explained in the context of our example. It must be proved that if is achievable then the interference spans a 1-D subspace at R2, or there exists a subspace which does not contain any interference (with positive multiplexing gain); see Fig. 3 . This is because if this were not true, then, as argued for the case where T1 employs uniform signaling, cannot be achieved. In other words, we must prove that if is achievable, then the interference is localized to a smaller dimensional subspace and it cannot be distributed uniformly in the receive signal-space of R2, which is the case if T1 employs uniform signaling.
In general, it must be shown that if DoF are achievable for T2-R2 pair over an A-IC, then the interference at R2 must be such that: 1) its multiplexing gain is at most [as required by the inequality in (5)]; and additionally; 2) there exists an -dimensional subspace in the receive signal-space of R2 that carries interference with multiplexing gain at most . We call this property interference localization, because at , it amounts to the entire interference being localized to some -dimensional subspace. Our intuition suggests that if this property is proved, we would get the tightest characterization of the DoF region. Indeed, Lemma 2 of the next section accomplishes this task, using which the desired bound is derived.
B. Main Proof
We prove here that for the A-IC, with is an outer bound. The proof consists of three steps.
Step I: Fano's inequality is used to bound and .
Step II: tight bounds on the interference at R2 are obtained by proving interference localization.
Step III: the bounds derived in Steps I and II are used to obtain the desired bound .
Step I: Assuming that R1 knows , we obtain from Fano's inequality [13] that (7) (8) (9) where is the blocklength and as . Note that given , R1 knows . Hence, it can compute . If , R1 can evaluate a noisy estimate of using some of the entries of (note is full rank with probability 1). Since the presence of additive noise cannot alter a DoF result, it is sufficient for R1 to have just antennas when (this has been rigorously proved in [3, Lemmas 7 and 8] ). Therefore, we assume henceforth that so that .
Step II is about proving interference localization. In this step, we need the following lemma about the singular-value decomposition of isotropically distributed channel matrices. is an diagonal matrix containing the singular values of , i.e., the square matrix formed by retaining its first rows is diagonal with singular values of along its diagonal and the remaining rows consist only of zeros;
iii)
is an isotropically distributed semiunitary matrix, i.e., and it is uniformly distributed over its domain; and iv)
is independent of and .
Proof: Follows from [6, Lemma 1].
To explain the main idea, we first consider channels for which , , and the singular values of and are all equal to with probability 1. These assumptions about and will be in effect until the general case is discussed towards the end. Note that under these assumptions and since and (as per the discussion of Step I).
Step II: Consider the following lemma.
Lemma 2 (Interference Localization
): If DoF are achievable for the T2-R2 pair, then (10) (11)
Proof:
Let . Since , where is diagonal with the bottom rows containing only zeros, we observe that the transmit signal cannot affect the last elements of . In other words, is independent of , which yields
We proceed by invoking the fact that for two real-valued sequences and provided the limit of one of the two sequences exists [10] . Using the above fact and noting that and , we can derive which, upon applying the single-user bound, yields
Note that conditioned on , is deterministic. Since translation does not change differential entropy, it may be assumed that . Thus, we may compute the mutual information terms in (12) (12) . The second inequality is a result of the single-user bound.
Remark 1 (On Interference Localization):
These bounds assert that if DoF are achievable for the second transmit-receive pair, then there exists an -dimensional subspace of the receive signal-space of R2, which carries interference with multiplexing gain at most . They thus constrain how the interference can be distributed within the receive signal-space of R2. Moreover, when , they assert that interference is localized to some -dimensional subspace, thus capturing the notion of interference localization.
Step III: This is the final step of the analysis. We make use of bounds in (9)- (11) .
We now divide the antennas of R1 into two groups: the first group consists of the last antennas of R1, while the second group contains the remaining antennas. Then, using the chain rule for the mutual information [13] , we get (15) We bound each of the two terms appearing in (15) starting with the first term. Toward this end, note that the isotropicity of the channel matrices and the assumptions made about and together imply that for any given , the joint distribution of the random variables , conditioned on and , is identical to that of , conditioned on and . Hence (16) For the second term in (15), we have the following lemma.
Proof: The last inequality follows from the definition of and inequality (10) . Hence, it is sufficient to prove the first inequality, which is done in Appendix A.
Substituting the inequalities (16) and (18) into (15), we get which is the desired inequality since . The general case without any assumptions about and : While this case follows from the techniques developed in [3, Appendix D], we include the details for the sake of completeness. We manipulate and to define and such that the mutual information terms in (8) and (7) are upper bounded and the proof presented above holds if and are considered as the channel outputs (note, can be taken to be less than or equal to as per the discussion of Step I). To this end, define to be the maximum of all elements of matrices and . Define . Recall that and are square. Define and in (13) and (14) at the bottom of the page. Using the data processing inequality, it can be proved (see proofs of Theorems 5 and 6 from [3] for details) that Now the proof given above applies by making the following correspondences:
, , and . (13) (14) C. Comparison With the Proof of [6] Interference localization is central to the above proof as well as to the one in [6] . However, the two works employ completely different techniques to prove this fact. In [6] , the authors 5 first assume that R1 knows the message (as we do here), and under this assumption, show that, as far as the DoF region is concerned, it is optimal for T2 to transmit (see Theorem 2 therein). Subsequently, for , it is proven using a lemma (namely, Lemma 4 therein) that the subspace spanned by at R2 cannot provide any information to R2 about the transmit signal (cf., (53) therein), which in a way captures the interference localization phenomenon. In contrast, we prove here the same point in Lemma 2 using basic information-theoretic identities like the chain rule for mutual information [13] .
Another important step in our proof is Lemma 3, which again follows from simple identities such as conditioning reduces entropy, the chain rule for differential entropy, etc. On the other hand, the proof in [6] also needs a result (namely, Lemma 3 therein) that is a counterpart of Lemma 3 we have here. That result (see [6, Lemma 3] ) is proved therein using complicated techniques that invoke the relationship between the minimum mean squared error and the mutual information. In contrast, Lemma 3 of this paper is obtained in Appendix A using only basic information-theoretic identities.
The proof here, in addition to be being simpler, is also more widely applicable, as illustrated below. We use the bounding techniques developed in this section to obtain the no-CSIT DoF region of the A-CRC (see Theorem 2) for which the inner and outer bounds (to the no-CSIT DoF region) reported in [3] are not tight. However, the extension to this problem of the technique of [6] is not known because their approach rests critically on being able to prove the optimality of choosing to be Gaussian, which, in the context of the CRC, may not hold since T2 is now transmitting not just to R2, but also to R1.
Further, the technique of interference localization is also found to be useful for the problem of determining the GDoF region of the no-CSIT IC, where the GDoF region is defined to be equal to the DoF region when the gains (i.e., the Frobenius norms [14] ) of the direct-link channel matrices ( and ) and those of the cross-link channel matrices ( and ) are unequal with the ratio of their values in dB (decibel) equal to [9] . Thus, the DoF region is the GDoF with ; see [8] for a formal definition. It turns out that for characterizing the no-CSIT GDoF region of the A-IC in the very weak interference regime of , it is necessary to prove that the interference is localized which, even in the more general setting of the GDoF analysis, can be done using the techniques developed above [8] . In contrast, however, the applicability of the approach of [6] is not clear (see also [8] ). This is because for small values of , the bound obtained by assuming that R1 knows the message is loose (since R1 at low cannot possibly decode , cf., [9, Subsections III-C and III-D]). Hence, an outer bound must be derived without assuming that R1 knows , in which case the optimality of choosing to be Gaussian cannot be shown. 5 In [6] , the user ordering is exactly opposite of what is taken here.
IV. PROOF OF THEOREM 2:
The goal of this section is to show that for the A-CRC with under i.i.d. Rayleigh fading, is an outer bound with . The proof for such A-CRCs parallels that for the A-IC in that it consists of the same three steps described in the proof of Theorem 1 in Section III-B. However, while the analyses of the first two steps is almost identical to those in the A-IC, the analysis in Step III is significantly different from its counterpart for the A-IC. This latter step of the proof is more involved in the A-CRC because in this case T2 is cognitive of T1's message. Thus, before we give the formal proof of Theorem 2, we first describe two examples which illustrate the outline and the main idea of this proof.
Before proceeding with the examples, we state below a lemma on the QR-decomposition [14] of , which is useful in the sequel. 
A. Example 1: MIMO CRC
For this A-CRC, we have . At
Step I, we apply Fano's inequality to obtain (20)
At
Step II, we capture the notion of interference localization by noting that the transmit signal of T2 can affect only the first entry of . This step yields (see Lemma 5 for proof)
The next corollary helps in determining the distribution of .
Corollary 1:
In the mutual information terms appearing in inequalities (21) and (22) . Here, the channel matrix can be proved to be invertible with probability 1 since all of its entries are independent and follow a continuous distribution (except the one that is always zero). Hence, R1 at time can construct a noisy version of the transmit signals just using outputs , , , and . Therefore, the additional outputs and are irrelevant in the DoF calculations (this argument is same as the single-user bound), and thus can be ignored. This yields us where the last equality holds as per Lemma 9 in Appendix A.
At
Step III.d, we make use of the equivalence to obtain the desired inequality (24) as desired.
B. Example 2:
A-CRC
Here, we need to show that . In this example, Steps III.c and III.d are different from those in the previous example. So the focus here is mainly on these steps.
As one would expect, the first two steps are straight forward given the last example.
Step I yields the same bounds in (20), while Step II gives the following two interference localization bounds:
We may assume that (23) holds.
Step III now consists of four steps, and the goal is to prove that (27) which yields upon the use of bounds (25) and (26).
Step III.a, we group outputs at R1 into disjoint sets, each consisting of outputs. Similar to the Step III.a of the previous example, define as consisting of outputs , , and , . We have . As done under Step III.b of the previous example, use QR-decomposition of to define so that . At
Step III.c, we want to discard some of the outputs at R1.
Step III.c is slightly different from the previous example because here we have . Consider two sets of outputs It can be proved that it is sufficient, in the DoF sense, for R1 to retain outputs of either of the two sets (details are omitted). Hence, we have Since Step III.c is different from the previous example, the analysis of Step III.d is also necessarily different. At this step, we need the following observation. For any and , the joint distribution of can be shown to be identical (details are again omitted) to that of This observation is useful here. Using the last bound on and identities like conditioning reduces entropy and chain rule for differential entropy, we can obtain as desired.
C. Main Proof: Case of
Recall that the goal is to show that with is an outer bound. We introduce some notation (28) where denotes the largest integer that is less than or equal to .
Note that the no-CSIT DoF region of the given MIMO CRC with i.i.d. Rayleigh fading is outer bounded by that of the CRC with with i.i.d. Rayleigh fading. Hence, it is sufficient to prove that for some , the latter is outer bounded by with
. We choose such that is a multiple of and (this can always be done). Hence, throughout this section, we assume that ; is divisible by , and . The proof consists of three steps.
Step I: Fano's inequality yields
Step II: With defined as in (19), we have the next lemma.
Lemma 5 (Interference Localization):
The following bounds hold:
Proof: Since the bottom entries of consist only of zeros, the transmit signal cannot affect the last entries of . Moreover, the signal is independent of . This observation and the analysis in the proof of Lemma 2 up to inequality (12) allow us to derive the first inequalities of the lemma. The second inequality is a direct consequence of the single-user bound.
In light of Corollary 1, we may assume that (23) holds and is treated henceforth as the signal received by R2. Note that in the case of the IC, we could prove the interference localization bounds with replaced by because is deterministic given . However, the same is not true with the CRC. A more delicate analysis is thus needed.
Step III: We would like to use the inequalities (29) and (30) to bound the term . However, the channel matrices and corresponding to R1 are i.i.d. Rayleigh faded, while those corresponding to R2 (which observes ) are not [see (23)]. As a result, the inequalities (29) and (30) cannot directly be used to bound . Instead, we first need to manipulate this term to bring it to a form that is suitable for the application of bounds in (29) and (30). The ensuing analysis is divided into four steps, namely, Steps III.a-III.d:
Step III.a: In this step, the channel outputs are grouped into sets , , each consisting of outputs.
Step III.b: Here, we use the QR-decomposition of Lemma 4 to transform the outputs into such that .
Step III.c: It is shown that the upper bound on obtained in Step III.b can be tightened by suitably removing some of the entries of .
Step III.d: The bounds (29), (30), and the one obtained in
Step III.c are used to derive the desired bound .
Step III.a: Since is a multiple of , we can group antennas at R1 into sets each consisting of outputs (recall ). For an , define and Then
The following corollary allows us to determine the distribution of .
Corollary 2:
Given an , we may write
for some i.i.d. Rayleigh-faded channel matrices and , and for some AWGN . Hence, for any with , we have and moreover, they are i.i.d., conditioned on and .
Proof: The outputs at R1 have been grouped into disjoint sets to obtain , and each set contains outputs. Note that the channel to from the two transmitters is i.i.d. Rayleigh faded and involves AWGN, and moreover, the same is true about .
Step III.b: In this step, we use the QR-decomposition introduced in Lemma 4 to transform the channel outputs to such that . Using the QR-decomposition of Lemma 4, we write where is an unitary matrix, is an upper triangular matrix, and they satisfy properties (i)-(iv) of Lemma 4. Define We have the following corollary which shows that .
Corollary 3:
In the mutual information term of (36), we may write Step III.c: In this step, we tighten the bound in (36) by retaining just a few entries of for each . More specifically, for each , a total of entries are retained. This can be done because R1 using appropriately chosen entries out of a total of entries can reconstruct a noisy version of the channel inputs, and hence, the additional entries are irrelevant in the DoF analysis.
To this end, we first rewrite the bound appearing in (36) as follows: (38) With and defined as per (28), consider subsets , , of , which are defined as follows: for a given , is defined as the set of all ordered pairs for which
Note that the cardinality of each of the above sets is . Let , i.e., contains all ordered pairs that are in but not in . Define
(39) and analogously and . Then, using the inequality (38), we get the following:
where the equality (40) follows due to the Lemmas 6 (stated below) and Lemma 9 (stated in Appendix A).
Lemma 6: For any given , we have
Proof: See Appendix D.
This step thus allows us to tighten the bound derived at Step III.b.
Step III.d: This is the last step. Here, we bound the differential entropy term appearing in (40) via bounds in (29) and (30) to derive finally the desired bound . In the following, we denote by the collection and we also need the following lemma. where (41), (42), and (44) hold due to the chain rule for the differential entropy and due to the fact that conditioning reduces entropy [13] ; and the equality in (43) 
with . This implies that the mutual information terms in (45) and (46) remain unaffected, even if we assume that (49) By this construction, the projection of the transmit signal on the null space of cannot affect the received signals of either of the receivers. Since the null space of is -dimensional, the overall transmit signal space is effectively reduced to just an -dimensional space. Therefore, the transmitters can be taken to have antennas. The question now is how these antennas are distributed between the two transmitters. For this, we note that within this "effective" -dimensional transmit signal space, the signal that is dependent on is carried by an -dimensional subspace. Hence, it is logical that effectively T1 and T2 have and antennas, respectively, which is the desired result. This intuition is proved rigorously in the following.
Consider an unitary matrix such that the span of the last columns of it is equal to the span of last columns of . Such a matrix can be determined as a function of . Further, since is uniformly distributed over the set of semiunitary matrices, we have (50) where and are isotropically distributed unitary matrices that are independent of each other and of all other random variables, and also independent across . Define 
VI. CONCLUSION
A simpler and more generic (and hence more widely applicable) proof is given than the one found recently in [6] of the DoF region of the MIMO IC with . This proof is based on the idea of interference localization. Using this idea, the exact DoF region of the MIMO CRC with is also characterized for which the bounds proposed earlier in [3] were not tight. where equality in (58) holds since 1) conditioned on and , transmit signals are deterministic, 2) translation does not change differential entropy, and 3) noise is independent of channel matrices and messages; while the last equality (59) is true because , which follows from the following facts: 1) noise random variables are i.i.d. across time and receive antennas according distribution, and therefore, 2) , where represents a term that is constant with such that .
Applying the above lemma, we observe that the desired inequality holds provided the inequality (60) is true. The goal of the remainder of this appendix is to prove the above inequality. To this end, consider two sets of random variables and . In the following discussion, we treat as one random variable (although it is a random vector) and similarly the others. Then, by symmetry of the distribution of the fading channel matrices, we get the following. For an integer such that , the joint distribution of any (distinct) random variables chosen from set , when conditioned on , is identical to that of any (distinct) random variables chosen from set , when conditioned on . Moreover, due to the same reason, for integer such that , the joint distribution of any (distinct) random variables chosen from the set , when conditioned on , would be the same, regardless of which random variables are chosen. These facts yield (61) Suppose the following is true:
(62) Then, we can add times (61) to the above inequality to obtain the required inequality (60) (recall, ), which shows the sufficiency of proving the inequality (62). Now, the equality of conditional joint distributions discussed above, the chain rule for differential entropy, and the fact that conditioning reduces entropy together imply that which yields the sought inequality, and hence the lemma (cf., [3, eq. (14) and (15)]).
APPENDIX B PROOF OF THEOREM 4
Recall that the analysis of Section III consists of two parts. In the first part, certain assumptions regarding the distribution of and are made, which are relaxed in the second part. From the discussion therein, it is clear that, without loss of generality, we may restrict here to the special case considered in part one. Accordingly, in the following, we let , , and all singular values of and both are equal to with probability 1. As before, the proof consists of three steps. The main idea of the proof is identical to the one present in Section III. We point out just the differences.
Step I: Applying Fano's inequality, we obtain (63)
Step II: As done in the proof of Lemma 2, we obtain After (12), it is shown in the proof of Lemma 2 that conditioned on and , . The same set of arguments and the last equation together yield (64) This inequality serves as a counterpart of (10) . Moreover, nothing that can be viewed as a counterpart of (11) is needed in the present case.
Step III: By denoting and by applying Fano's inequality, we have It is argued in Section III after (9) that the last antennas at R1 do not contribute to the DoF when it knows the message . Similar, arguments allow us to show that where is constant with (cf., [17, Lemma 3] The corollary now follows from the last equality by noting that the channel matrices and are all independent of .
APPENDIX D PROOF OF LEMMA 6
It is sufficient to prove that To this end, note that consists of channel outputs. Hence, the above equality holds if, using the channel outputs , a noisy version of the channel inputs and can be constructed. Moreover, this can be done provided the channel matrix corresponding to the outputs is full rank with probability 1. More precisely, if we write for some matrix , then the desired equality holds, provided is full rank with probability 1. Thus, the goal of the remainder of this appendix is show that is almost surely full rank. Toward this end, we prove that no row of can be written as a linear combination of the remaining of its rows with some nonzero probability.
First The lemma now follows by noting that .
