In everyday communication, speakers make errors and produce language in a noisy environment. Recent work suggests that comprehenders possess cognitive mechanisms for dealing with noise in the linguistic signal: a noisychannel model. A key parameter of these models is the noise model: the comprehender's implicit model of how noise affects utterances before they are perceived. Here we examine this noise model in detail, asking whether comprehension behavior reflects a noise model that is adapted to context. We asked readers to correct sentences if they noticed errors, and manipulated context by including exposure sentences containing obvious deletions (A bystander was rescued by the fireman in the nick time.), insertions, exchanges, mixed errors, or no errors. On test sentences (The bat swung the player.), participants' corrections differed depending on the exposure condition. The results demonstrate that participants model specific types of errors and make inferences about the intentions of the speaker accordingly.
Introduction
Everyday language use occurs amid myriad sources of noise. In a conversation, the speaker may say one word when she intended to say another, there may be other conversations going on in the same room, and the listener may mishear what was said. Each of these types of noise serves to corrupt the signal that is transmitted from speaker to listener (Shannon, 1948) . One might think that such noise would pose major impediments to efficient communication. Yet language comprehension typically unfolds without noticeable effort.
Because of this noise, comprehenders maintain uncertainty about the nature of preceding words. When reading sentences such as, "The coach smiled at the player tossed the ball" readers' eye movements indicate that they leave open the possibility that "at" was actually "and." Replacing "at" with "and" allows the interpretation of "tossed" as a finite verb rather than a past participle; the former interpretation has a much higher conditional probability (Levy, Bicknell, Slattery, & Rayner, 2009) . Thus, readers have probabilistic representations of language input-in particular, syntactic constructions-and use prior knowledge to infer the intended meaning.
Recent theories have proposed that the language processing system maintains uncertainty about the input because it is designed to optimally decode the intended meaning from a signal transmitted over a noisy channel (Bergen, Levy, & Gibson, 2012; Gibson, Bergen, & Piantadosi, 2013; Jaeger, 2010; Levy et al., 2009; Levy, 2008) . In particular, Gibson et al. (2013) lay out a framework for sentence comprehension that entails the rational (Bayesian) integration of noisy evidence and semantic priors. On their account, the producer chooses an intended sentence s i in order to communicate her intended meaning, m i . s i is conveyed across a noisy channel and is corrupted by noise originating from the producer, comprehender, or environment. The comprehender perceives sentence s p and tries to infer s i . Communication succeeds when the intended sentence s i can be recovered from s p . This process can be formalized by considering an ideal observer (Geisler & Diehl, 2003) model of language comprehension, where the comprehender engages in optimal Bayesian decoding of the intended meaning:
In Eq.
(1), P(s i |s p ) represents the probability assigned by the comprehender to any hypothesized s i , given the observed linguistic input s p . By Bayes rule, this probability can be rewritten as the prior probability P(s i ) that a producer would wish to communicate s i , multiplied by the probability of s i being corrupted to s p during communication, P(s i → s p ). The prior, P(s i ), represents the comprehender's relevant linguistic and world knowledge, and biases comprehenders towards a priori plausible utterances. The noise model P(s i → s p ) encodes the comprehender's knowledge of how sentences can be https://doi.org/10.1016/j.cognition.2018.08.018 Received 12 July 2017; Received in revised form 24 August 2018; Accepted 28 August 2018
