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КЛАСИ ЄДИНОСТI ТА ЛОКАЛЬНI НАБЛИЖЕННЯ РОЗВ’ЯЗКIВ
НЕСКIНЧЕННИХ НЕСИМЕТРИЧНИХ СИСТЕМ
РIЗНИЦЕВИХ РIВНЯНЬ
Для нескiнченних несиметричних стацiонарних систем рiзницевих рiвнянь описано клас єдиностi
розв’язку та спектр рiзницевого оператора. Побудованi локальнi наближення розв’язкiв, якi є аналогом
вiдомого алгоритму обчислення параметрiв локальних сплайнiв мiнiмального дефекту.
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Вступ
У цiй статтi узагальнюються результати ро-
бiт [1; 2] на випадок нескiнченної несиметричної
трьохдiагональної системи рiзницевих рiвнянь
uk−1 − 2Auk + buk+1 = fk, k ∈ Z, (1)
де b = ρ2e2θi, ρ > 0, −π2 ≤ θ < π2 — комплекс-
не число, A — комплекснозначна матриця розмiру
n × n, {fk, k ∈ Z} — задана послiдовнiсть векто-
рiв iз Cn, {uk, k ∈ Z} — невiдома послiдовнiсть
векторiв iз Cn. Щодо послiдовностi {fk, k ∈ Z}
вважаємо, що вона є або обмеженою
‖fk‖Cn ≤ C1 <∞, C1 ≥ 0, k ∈ Z, (2)
або на зростання послiдовностi норм ‖fk‖Cn на-
кладаються обмеження
‖fk‖Cn ≤ C2Mk <∞, C2 ≥ 0, k ∈ Z,
0 < Mk →∞, k →∞.
(3)
Подiбнi системи у випадку (2) ранiше дослi-
джувалися в роботах А. Я. Дороговцева [3; 4]
та М. Ф. Городнього [5; 6]. У випадку b = 1
в [1; 2] за умов, що послiдовнiсть {fk, k ∈ Z}
є значеннями гладкої обмеженої функцiї f(t),
тобто fk = f(tk), в точках tk = kh, k ∈ Z,
h > 0, отриманi локальнi асимптотичнi набли-
ження розв’язку системи (1). При цьому кож-
не значення розв’язку uk апроксимується лi-
нiйною комбiнацiєю fk−1, fk, fk+1. Отже, для
знаходження значення uk при фiксованому k
не потрiбно знаходити iншi значення розв’яз-
ку, як це доводиться робити в методi прогон-
ки [7].
У цiй роботi знайдено клас єдиностi розв’язку
системи (1), тобто описано таку множину F по-
слiдовностей векторiв {fk, k ∈ Z} iз Cn, для яких
система (1) має єдиний у цiй множинi F розв’я-
зок {uk, k ∈ Z}. На розв’язки з класy єдиностi
F узагальненi локальнi асимптотичнi наближен-
ня з [1; 2].
Основна частина
Розглянемо спочатку системи (1) з послiдовно-
стями {fk, k ∈ Z}, {uk, k ∈ Z}, на якi не накладено
жодних обмежень. Простiр усiх можливих послi-
довностей ~f = {fk, k ∈ Z} та ~u = {uk, k ∈ Z}, еле-
менти яких належать Cn, позначимо s(Z,Cn). От-
же, s(Z,Cn) можна розглядати як сукупнiсть усiх
можливих вiдображень iз Z в Cn. На s(Z,Cn) оче-
видним чином може бути введена структура век-
торного простору. Для того, щоб вiдрiзняти векто-
ри iз s(Z,Cn) та iз Cn, при компактному записi
векторiв iз s(Z,Cn) будемо вживати знак вектора.
Для векторiв ~f ∈ s(Z,Cn) введемо для зручно-
стi зображення у виглядi формального ряду Лорана
(ФРЛ-зображення)
~f =
∑
k∈Z
ωkfk, fk ∈ Cn, ω ∈ C1.
За допомогою ФРЛ-зображення систему (1) за-
пишемо в компактному виглядi
L(A, b)~u = ~f, (4)
де L(A, b) = ω−1I − 2A + bωI , I — одинична ма-
триця порядку n.
Назвемо L(A, b) рiзницевим оператором.
Наступна теорема визначає власнi числа та вла-
снi вектори оператора L(A, b) в s(Z,Cn).
Теорема 1. Нехай e — власний вектор матри-
цi A, що вiдповiдає власному числу λ. Тодi для
будь-якого комплексного числа a 6= 0 вектор
~f(e, λ, a) =
∑
k∈Z a
kωke є власним вектором опе-
ратора L(A, b), причому
L(A, b)~f(e, λ, a) = (a−1 − 2λ+ ba)~f(e, λ, a).
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Доведення цiєї теореми зводиться до простої
пiдстановки вектора ~f(e, λ, a) у вираз для операто-
ра L(A, b). Зробимо кiлька зауважень.
Зауваження 1. Власних векторiв оператора
L(A, b), вiдмiнних вiд ~f(e, λ, a), не iснує.
Зауваження 2. При фiксованих e, a, λ сукупнiсть
векторiв {Pm(k)akωke, k ∈ Z} iз s(Z,Cn), де
Pm(k) — деякий многочлен степеня m ∈ N, є iнва-
рiантною вiдносно оператора L(A, b), оскiльки
L(A, b)
(∑
k∈Z
Pm(k)a
kωke
)
=
∑
k∈Z
Qm(k)a
kωke,
де многочлени Pm(k) та Qm(k) зв’язанi спiввiдно-
шенням
Qm(k) = a
−1Pm(k − 1)−
− 2λPm(k) + abPm(k + 1).
(5)
При a = 1 звiдси випливає iнварiантнiсть вiд-
носно оператора L(A, b) многочленiв вiд цiлочи-
сельного аргументу k ∈ Z
L(A, b)Pm(k) = Qm(k).
Така iнварiантнiсть збережеться i для многочле-
нiв, заданих на рiвномiрнiй сiтцi
∆(h) = {tk = kh, k ∈ Z, h > 0},
тобто
L(A, b)Pm(kh) = Qm(kh).
Якщо Pm(x) =
∑m
α=0 aαx
α i Qm(x) =∑m
α=0 bαx
α, aα, bα ∈ Cn, то внаслiдок (5) при за-
мiнi k на kh одержимо зв’язок мiж коефiцiєнтами
aα, bα, α = 0,m,
Π(a0a1 . . . am)
⊤ = (b0b1 . . . bm)⊤, (6)
де Π = Π(m) = {παβ}α,β=0,m — верхня трикутна
матриця,
παα = −2A+ (b + 1)I,
παβ = h
β−αCαβ
(
(−1)α+β + b)I,
0 ≤ α < β ≤ m.
Зауваження 3. Якщо вектори e1, e2, . . . , ep утво-
рюють жорданову клiтину в матрицi A з власним
числом λ, тобто Ae1 = λe1, Ae2 = λe2 + e1,
Aep = λep + ep−1, то при фiксованому a 6= 0 су-
купнiсть векторiв iз s(Z,Cn)
~u =
∑
k∈Z
akωk
( p∑
j=1
Pmj (k)ej
)
,
де Pmj (k), j = 1, p, деякi многочлени вiд k, також
очевидно утворюють iнварiантну вiдносно L(A, b)
пiдмножину s(Z,Cn).
Дiя оператора L(A, b) на вектор ~u визначається
так
L(A, b)~u =
∑
k∈Z
akωk
( p∑
j=1
Qmj(k)ej
)
,
Qmj (k) = a
−1Pmj (k − 1)− 2λPmj (k) +
+ abPmj (k + 1)− 2Pmj+1(k), 1 ≤ j ≤ p,
Pmp+1(k) ≡ 0.
Дослiдимо зображення розв’язкiв однорiдного
рiвняння
L(A, b)~u = 0. (7)
Таке зображення визначається коренями харак-
теристичного рiвняння
z−1 − 2λ+ bz = 0. (8)
Замiна z = b−
1
2 ζ = ρ−1e−iθζ рiвняння (8) приво-
дить до виду
ζ−1 − 2b− 12λ+ ζ = 0,
з чого випливає b−
1
2λ = 12 (ζ + ζ
−1).
Отже, коренi характеристичного рiвняння (8)
можна виразити через оберненi функцiї Жуковсько-
го (див. [8])
z1(λ) = ρ
−1e−iθζ1(ρ−1e−iθλ),
z2(λ) = ρ
−1e−iθζ2(ρ−1e−iθλ),
де ζ1(ω) = ω +
√
ω2 − 1, ζ2(ω) = ω −
√
ω2 − 1.
Вважаємо, що виразу
√
ω2 − 1 вiдповiдає та-
ка функцiя комплексної змiнної w =
√
ω2 − 1, що
limω→∞
√
ω2−1
ω
= 1.
Точки ω = ±1 є точками розгалуження для
функцiї w =
√
ω2 − 1. На особливому для цiєї
функцiї вiдрiзку [−1; 1] будемо вважати, що
Im
√
ω2 − 1 ≥ 0,
тобто, якщо ω = cosϕ, 0 ≤ ϕ ≤ π, то√
cos2 ϕ− 1 = i sinϕ.
Теорема 2. Нехай e — власний вектор матрицi A,
що вiдповiдає власному числу λ, для якого λ2 6= b.
Тодi для довiльних комплексних константC1 таC2
вектор
~u =
∑
k∈Z
(
C1z
k
1 (λ) + C2z
k
2 (λ)
)
ωke
є розв’язком однорiдного рiвняння (7).
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Зауваження 4. У випадку, коли власний вектор e
матрицi A має власне число b
1
2 або −b 12 , то безпо-
середньою перевiркою можна показати, що рiвнян-
ня (7) має розв’язок
~u =
∑
k∈Z
(C1 + kC2)b
1
2 kωke при λ = b
1
2 .
Вiдповiдно,
~u =
∑
k∈Z
(−1)k(C1 + kC2)b 12kωke при λ = −b 12 .
Зауваження 5. Оскiльки обернена функцiя Жуков-
ського ζ1(ω) = ω +
√
ω2 − 1 переводить елiпс
ε(r) =
{
ω ∈ C1 : ω = 12 (reiϕ + r−1e−iϕ),
ϕ ∈ [0, 2π], r ≥ 1}
у коло C(r) = {ω ∈ C1 : |z| = r}, то функцiя
z1(λ) = ρ
−1e−iθζ1(ρ−1e−iθλ)
переводить елiпс
E(r, ρ, θ) =
{
λ ∈ C1 : ρ−1e−iθλ ∈ ε(r)} =
=
{
λ ∈ C1 : λ = 12ρeiθ(reiϕ + r−1e−iϕ),
ϕ ∈ [0, 2π]}
у коло C(r/ρ).
(Очевидно, E(r, 1, 0) = ε(r)).
Вiдповiдно, оскiльки друга обернена функцiя
Жуковського ζ2(ω) = ω−
√
ω2 − 1 переводить елiпс
ε(r) у коло C(1/r), то функцiя
z2(λ) = ρ
−1e−iθζ2(ρ−1e−iθλ)
переводить елiпс E(r, ρ, θ) у коло C( 1
rρ
).
Зауваження 6. Велика i мала осi елiпса E(r, ρ, θ)
мають вiдповiдно довжини
α =
ρ
2
(r + r−1), β =
ρ
2
(r − r−1).
У комплекснiй площинi C1 цi осi лежать вiдповiд-
но на прямих y = (tg θ)x та y = −(ctg θ)x.
Очевидно, при r = 1, θ = 0 елiпс E(r, 1, 0)
збiгається з елiпсом ε(r) з осями
α =
1
2
(r + r−1), β =
1
2
(r − r−1)
вiдповiдно. Велика i мала осi елiпса ε(r) лежать
вiдповiдно на дiйснiй i уявнiй осях площини C1.
При ρ = 1 елiпс E(r, ρ, θ) вироджується у вiд-
рiзок [−eiθ, eiθ].
Точки ±
√
b = ±ρeiθ є фокусами елiпсiв
E(r, ρ, θ).
Сукупнiсть усiх точок λ ∈ C1, для яких хоча б
один iз коренiв характеристичного рiвняння (8) має
модуль рiвний 1, назвемо спектральною лiнiєю си-
стеми (1) i позначимо її Γ(b) = Γ(ρ, θ). ЧерезD(∞)
позначимо вiдкриту область iз C1, що лежить ззов-
нi Γ(b). Через D(0) — вiдповiдно вiдкриту область,
що лежить усерединi Γ(b).
При ρ = 1 лiнiя Γ(b) є вiдрiзком [−eiθ, eiθ].
При цьому обидва характеристичнi коренi z1(λ)
i z2(λ) мають на Γ(b) модулi рiвнi 1. В областi
D(∞) = C\[−eiθ, eiθ] корiнь z1(λ) має модуль
бiльший 1, а z2(λ) має модуль менший 1.
При ρ = 1 область D(0) є порожньою.
При ρ > 1 лiнiя Γ(b) збiгається з елiпсом
E(ρ, ρ, θ) =
{
λ ∈ C1 :
λ = 12e
iθ(ρ2eiϕ + e−iϕ), ϕ ∈ [0, 2π]}.
На цьому елiпсi |z1(λ)| = 1. В областi D(∞)
|z1(λ)| > 1, а в областi D(0) — |z1(λ)| < 1,
|z2(λ)| < ρ−1 < 1 у всiй площинi C1.
Таким чином, при ρ > 1 всерединi елiпса Γ(b)
обидва характеристичнi коренi мають модулi мен-
шi 1.
При 0 < ρ < 1 спектральна лiнiя Γ(b) збiгається
з елiпсом
E(ρ, ρ−1, θ) =
{
λ ∈ C1 :
λ = 12e
iθ(eiϕ + ρ−2e−iϕ), ϕ ∈ [0, 2π]}.
На цьому елiпсi |z2(λ)| = 1. У зовнiшнiй областi
D(∞) |z2(λ)| < 1, а у внутрiшнiй областi D(0) —
|z2(λ)| > 1, |z1(λ)| > ρ−1 > 1 у всiй площинi C1.
Отже, якщо спектр матрицi σ(A) не перетина-
ється зi спектральною лiнiєю Γ(b), то однорiдне
рiвняння (7) має єдиний обмежений розв’язок, тоб-
то тривiальний. Для b = ±1 цей факт ранiше вста-
новлено в [5; 6].
Розглянемо питання про представлення загаль-
ного розв’язку однорiдної та неоднорiдної систе-
ми (1) за допомогою функцiй вiд матрицi A.
Теорема 3. Якщо числа λ = ±
√
b = ±ρeiθ не нале-
жать спектру матрицi A, то будь-який розв’язок
однорiдного операторно-рiзницевого рiвняння (7)
допускає зображення
~u =
∑
k∈Z
ωk
(
zk1 (A)f + z
k
2 (A)g
)
, (9)
де f i g — довiльнi вектори iз Cn.
Теорема 3 є наслiдком теореми 2 та зроблених
до неї зауважень 4–6.
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Зображення (9) розв’язкiв однорiдного рiвнян-
ня (7) можна узагальнити i на випадок, коли числа
λ = ±√b належать σ(A).
Наступна теорема визначає зображення обме-
женого розв’язку ~u ∈ l∞(Z,Cn) за допомогою дис-
кретної функцiї Грiна G(k, λ), k ∈ Z, λ ∈ C\Γ(b).
В областi D(∞) для всiх ρ > 0 ця функцiя має
зображення
G(k, λ) =
{
− 1
2
√
λ2−bz
k
1 (λ), k < 0;
− 1
2
√
λ2−bz
k
2 (λ), k ≥ 0.
При ρ > 1 в областi D(0) маємо при λ2 6= b
G(k, λ) =
{
0, k ≤ 0;
b−1 z
k
1 (λ)−zk2 (λ)
z1(λ)−z2(λ) , k ≥ 1.
При 0 < ρ < 1 в областi D(0) маємо при λ2 6= b
G(k, λ) =
{
zk1 (λ)−zk2 (λ)
z1(λ)−1−z2(λ)−1 , k < 0;
0, k ≥ 0.
Зауважимо, що у випадку кратних коренiв ха-
рактеристичного рiвняння (8) дискретна функцiя
Грiна G(k, λ) може бути визначена за допомогою
граничного переходу z2(λ)→ z1(λ).
Отже, при ρ > 1 i λ2 = b одержимо
G(k, λ) =
{
0, k ≥ 0;
kb−1zk−11 (λ), k ≥ 1.
Вiдповiдно, для 0 < ρ < 1 та λ2 = b маємо
G(k, λ) =
{
−kzk+11 (λ), k < 0;
0, k ≥ 0.
Має мiсце така
Теорема 4. Якщо σ(A)∩Γ(b) = ∅ i ~f ∈ l∞(Z,Cn),
то єдиний обмежений розв’язок рiвняння (4)
~u =
∑
k∈Z
ωkuk
визначається дискретною згорткою матрично-
значної функцiї G(k,A) та вектора ~f
uk =
∑
j∈Z
ωkG(k − j, λ)fj . (10)
Доведення. Оскiльки в зображеннi функцiї G(k, λ)
фiгурують обмеженi частини нескiнченних дво-
стороннiх геометричних прогресiй zk1 (λ), z
k
2 (λ),
k ∈ Z, то норми матричних операторiв G(k,A),
k ∈ Z, допускають оцiнки
‖G(k,A)‖ ≤Mq|k|,
де M > 0 константа, залежна вiд матрицi A,
q = max
λ∈σ(A)
max
j=1,2
min
(|zj(λ)|, |z−1j (λ)|) < 1.
Отже, ряди (10) є абсолютно збiжними
‖uk‖ ≤MC1
∑
l∈Z
q|l| = MC1
1 + q
1− q .
Таким чином, ми показали, що ~u ∈ l∞(Z,Cn).
Безпосередньою пiдстановкою можна упевни-
тись, що вектор ~u iз зображення (10) задовольняє
рiвняння (4).
Насправдi, клас векторiв ~f ∈ s(Z,Cn), для яких
збiгаються ряди (10), можна суттєво розширити,
якщо вiд fk вимагати виконання оцiнок типу (3).
Наступна теорема описує клас єдиностi розв’яз-
ку рiвняння (4).
Теорема 5. Для всiх матриць A таких, що
σ(A) ∩ Γ(b) = ∅,
i для всiх векторiв ~f ∈ s(Z,Cn) таких, що
lim
k→∞
‖fk‖
1
|k| ≤ 1, (11)
iснує єдиний розв’язок ~u ∈ s(Z,Cn) рiвняння (4),
що задовольняє
lim
k→∞
‖uk‖
1
|k| ≤ 1. (12)
Для доведення теореми 5 достатньо упевни-
тись, що, по-перше, з умови (11) випливає абсо-
лютна збiжнiсть рядiв (10) i оцiнки (12), по-друге,
внаслiдок теореми 3 для нетривiальних розв’язкiв
однорiдного рiвняння (7) виконується умова
lim
k→∞
‖uk‖
1
|k| ≥ q−1 > 1.
Таким чином, клас єдиностi включає вектори
~f ∈ s(Z,Cn) з оцiнками типу (3) для fk, у яких
послiдовнiстьMk може мати степеневе або субекс-
поненцiальне зростання.
Розглянемо питання про чисельнi методи
знаходження обмеженого розв’язку системи (1)
(~f ∈ s(Z,Cn)). У [5; 6] розглядається наближен-
ня ~u розв’язком крайової задачi для усiченої систе-
ми, розв’язання якої вимагає застосування методу
прогонки.
Значення uk, k ∈ Z, можна наблизити част-
ковою сумою ряду (10). Недолiком такого пiдхо-
ду є необхiднiсть знаходження матричної функцiї
(A2 − bI) 12 .
Найбiльш цiкавим методом наближення uk,
k ∈ Z, напевно, є метод локальних асимптотичних
формул, який є узагальненням методу обчислен-
ня параметрiв локального сплайну мiнiмального
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дефекту. Цей метод базується на згаданiй ранi-
ше iнварiантностi многочленiв вiдносно операто-
ра L(A, b).
Нехай fk, k ∈ Z, є значеннями чотири рази не-
перервно диференцiйовної вектор-функцiї f(t) на
сiтцi
∆(h) = {tk = kh, k ∈ Z, h > 0}.
Запишемо розклад f(t) в околi точки tk
f(t) = fk + f
′
k△t+
1
2
f ′′k△t2 +
+
1
6
f ′′′k △t3 +O(△t4),
де △t = t − tk, f ′k, f ′′k , f ′′′k — значення вiдповiдних
похiдних у точцi tk.
Унаслiдок (10) для uk, користуючись першим
рядком матрицi, одержимо асимптотичне розви-
нення
uk = Rfk − h(b− 1)R2f ′k +
+
1
2
h2
[
2(b− 1)2R3 − (b+ 1)R2]f ′′k −
− 1
6
h3(b−1)[−R2+6(b+1)R3−(b−1)2R4]f ′′′k ,
де R = [(b+ 1)I − 2A]−1.
Замiнюючи f ′k, f
′′
k , f
′′′
k центральними роздiле-
ними рiзницями
f ′k =
fk+1 − fk−1
2h
− h
2
6
f ′′′k + O(h
4),
f ′′k =
fk+1 − 2fk + fk−1
h2
+O(h2),
f ′′′k =
fk+2 − 2fk+1 + 2fk−1 − fk−2
2h3
+O(h2),
одержимо таку
Теорема 6. Якщо в рiвняннi (4)
~f =
∑
k∈Z
f(kh)ωk,
де f(t) чотири рази неперервно диференцiйовна
вектор-функцiя така, що
‖f (j)(t)‖ ≤ C(1 + |t|m)
при деяких C > 0 та m > 0, j = 0, 4, то для uk,
k ∈ Z, має мiсце асимптотичне розвинення
uk = Rfk − 1
2
(b− 1)R2(fk+1 − fk−1) +
+
1
2
[
2(b− 1)2R3 − (b + 1)R2]×
× (fk+1 − 2fk + fk−1) + (13)
+
1
12
(b− 1)[−2R2 + 6(b+ 1)R3 − (b − 1)2R4]×
× (fk+2 − 2fk+1 + 2fk−1 − fk−2) +O(h4).
Якщо вектор-функцiя f(t) є кубiчним многочле-
ном вiдносно t, то формула (13) є точною.
Зробимо кiлька зауважень до локальної асим-
птотичної формули (13).
У симетричному випадку (b = 1) формула (13)
спрощується. Цей випадок дослiджується в робо-
тах [1; 2]. В одновимiрному випадку (n = 1) систе-
ма типу (1)
uk−1 + 4uk + uk+1 = 6fk, k ∈ Z (14)
розглядається при побудовi локальних кубiчних
сплайнiв мiнiмального дефекту. При цьому фор-
мули (13) набувають вигляду
uk = −1
6
fk−1 +
4
3
fk − 1
6
fk+1.
У разi, якщо fk, k ∈ Z, є значеннями деякого
кубiчного многочлена на сiтцi ∆(h), остання фор-
мула дає точний розв’язок системи (14).
Розглянемо питання про спектр рiзницево-
го оператора L(A, b), визначеного в l∞(Z,Cn).
Оскiльки для довiльного µ ∈ C1
L(A, b)− µI = ω−1I − 2A+ bωI − µI =
= ω−1I − 2(A+ 0,5µI) + bωI = L(A+ 0,5µI, b),
то для iснування резольвенти
R(µ) = (L(A+ 0,5µI, b))−1
необхiдно i достатньо, щоб спектр матрицi A +
0,5µI не перетинався iз Γ(b).
Нехай
Ω(b, λ) =
{
µ ∈ C : 12 (λ+ µ) ∈ Γ(b)
}
.
Теорема 7. Спектр рiзницевого оператора
L(A, b), визначеного в l∞(Z,Cn), збiгається з
об’єднанням
⋃
λ∈σ(A) Ω(b, λ).
Таким чином, при ρ 6= 1 спектр рiзницевого
оператора L(A, b) є об’єднанням елiпсiв з розмi-
рами вдвiчi бiльшими вiд розмiрiв Γ(b), з цен-
тром, змiщеним у точки −2λ, λ ∈ σ(A), i ана-
логiчним до Γ(b) нахилом великої i малої осей
по вiдношенню до дiйсної осi, а при ρ = 1
спектр L(A, b) збiгається з об’єднанням вiдрiзкiв⋃
λ∈σ(A)
[
2(λ− eiθ), 2(λ+ eiθ)].
При n = 1, A = 0, b = 1 оператор L(0, 1)
зводиться до тридiагональної матрицi, у якої по
головнiй дiагоналi стоять нулi, а по верхнiй i
нижнiй дiагоналях — одиницi. Така матриця є
матрицею сумiжностi графа, що є променем не-
скiнченним в обидва боки [9; 10]. Спектраль-
ний аналiз такого графа описано в наступнiй
теоремi.
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Теорема 8. Оператор L(0, 1) є обмеженим само-
спряженим оператором у просторi l2(Z). Iснує
унiтарний оператор U такий, що
UL(0, 1)U−1 = J
√
2 ⊕ J0,
де J
√
2, J0 — матрицi Якобi, визначенi на просторi
l2, i мають вигляд
J
√
2 =


0
√
2 0 0 0 . . .√
2 0 1 0 0 . . .
0 1 0 1 0 . . .
...
...
...
...
...
. . .

 ,
J0 =


0 1 0 0 0 . . .
1 0 1 0 0 . . .
0 1 0 1 0 . . .
...
...
...
...
...
. . .

 .
Абсолютно неперервний спектр кожної iз ма-
триць J
√
2, J0 є однократним i зосереджений на
iнтервалi [−2, 2].
Для кожного λ ∈ [−2, 2] вектор-функцiя
ϕλ =
(
P0(λ), P1(λ), P2(λ), . . . , Pj(λ), . . .
)
(15)
є узагальненою власною функцiєю оператора J0,
що вiдповiдає власному значенню λ, тобто
J0ϕλ = λϕλ.
У представленнi (15) Pj(λ) є полiномом степе-
ня j вiд λ, що виражається через полiноми Чеби-
шева другого роду Pj(λ) = Uj(λ2 ), де
Uj(z) =
sin((j + 1) arccos z)
sin(arccos z)
.
Для полiномiв Pj(λ) вiрне рекурентне спiввiдно-
шення
Pj+1(λ) = λPj(λ)− Pj−1(λ) (16)
з початковими умовами P−1(λ) = 0, P0(λ) = 1,
P1(λ) = λ.
Спектральна мiра, що вiдповiдає абсолютно
неперервному спектру матрицi J0, зосереджена на
iнтервалi [−2, 2] та має щiльнiсть
ρ(λ) =
1
2π
√
4− λ2. (17)
Для матрицi J
√
2 довiльному λ ∈ [−2, 2] вiдпо-
вiдає узагальнений власний вектор вигляду
ϕλ =
(
1,
√
2T1(
λ
2 ), . . . ,
√
2Tj−2(λ2 ), . . .
)
, (18)
де Tj(z) = cos(j arccos z) — полiноми Чебишева
першого роду.
Спектральна мiра, що вiдповiдає абсолютно
неперервному спектру матрицi J
√
2, зосереджена
на iнтервалi [−2, 2] та має щiльнiсть
ρ(λ) =
1
2π
√
4− λ2 . (19)
Отже, абсолютно неперервний спектр опера-
тора L(0, 1) є двократним i зосереджений на iн-
тервалi
σac(L(0, 1)) = [−2, 2].
Висновки
Для системи рiзницевих рiвнянь (1) знайде-
но клас єдиностi розв’язку, а саме встановле-
но, якою має бути поведiнка норм ‖fk‖Cn при
k → ∞, щоб система (1) мала єдиний розв’язок
у тому самому класi. Знайдено спектр рiзницево-
го оператора L(A, b). Встановленi локальнi асим-
птотичнi розвинення для розв’язку системи (1),
якi iстотно спрощують знаходження наближеного
розв’язку.
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CLASSES OF UNIQUENESS AND LOCAL APPROXIMATION
OF SOLUTIONS OF THE INFINITE ASYMMETRIC SYSTEMS
OF DIFFERENCE EQUATIONS
Class unity solutions and the spectrum difference operator are described for inﬁnite asymmetric stationary
systems of difference equations. Local approximations of solutions are constructed, which are analogues of
known algorithm of parameters calculation for local splines minimal defects.
Keywords: systems of difference equations, class unity solutions, spectrum, discrete Green’s function.
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