To save space, we present some of our …ndings in the Online Appendix. In Section I, we investigate the intertemporal relation between various skewness measures and expected market returns. In Section II, we orthogonalize the implied volatility spread measures with respect to the implied variance, realized variance, physical skewness and risk-neutral skewness measures. In Section III, we orthogonalize the implied volatility spread measures with respect to the implied variance and nonparametric value-atrisk measures to tease out the risk component of volatility spreads. In Section IV, we control for the non-normality of empirical return distributions by estimating the predictive regressions using a skewed fat-tailed density function in a maximum likelihood framework. In Section V, we address the issue of small-sample bias by utilizing the randomization and bootstrapping methods under the null hypothesis of no predictability. We also perform an alternative small-sample bias analysis by exploiting information about the autocorrelation structure of the volatility spread measures. In Section VI, rather than compounding market returns for di¤erent time periods, we use several lags of the volatility spread measures as independent variables. In Section VII, we use logarithmic excess market returns as dependent variables and control for squared volatility spreads to account for outliers and nonlinearities. In Section VIII, we include additional macroeconomic controls in our speci…cations.
I Skewness and Market Returns
Among academics and practitioners, there is wide interest in examining the link between higher order conditional moments and stock returns. Conditional skewness is one of these higher order moments which attracted the most attention. Financial economists have theorized a negative relation between expected returns and co-skewness (or systematic skewness). Investors prefer higher skewness, therefore they are willing to accept lower returns for holding assets that increase the skewness of their portfolios (see, e.g., Kraus and Litzenberger (1976) , Barberis and Huang (2008) , and Kumar (2009) ). In light of these studies, implied volatility spreads used in this paper, which can also be interpreted as the slope of the volatility smile, may proxy for the conditional skewness of the aggregate market, and hence forecast expected market returns. We should note that when left-tail risk or negative skewness risk increases, we should expect the volatility spread measures to be higher. OTM put options give relatively more weight on the tail support than ATM options, so shifts in skewness and tail risk should a¤ect the implied volatility of OTM put options more. Hence, an increase in volatility spreads should be accompanied by an increase in expected returns. In other words, we are supposed to …nd a positive slope coe¢ cient on the volatility spreads if the spreads proxy for the conditional skewness of the aggregate market.
However, our results suggest a negative relation between volatility spreads and expected market returns.
Nevertheless, we aim to provide comprehensive analysis using the physical and risk-neutral measures of skewness in predictive regressions to rule out any potential concerns about a skewness-based explanation of our results.
I.1 Intertemporal Relation between Physical Skewness and Market Returns
Bakshi, Kapadia and Madan (2003) theoretically and empirically show that the slope of the volatility smile is related to skewness. Thus, it is possible that the relation between volatility spreads and excess market returns is driven by an intertemporal link between conditional skewness and aggregate returns rather than the trading activities of informed investors. To see whether the link between volatility spreads and expected market returns is due to an intertemporal relation between conditional skewness and expected market returns, we construct alternative measures of skewness that are more direct than the slope of the volatility smirk. Measuring conditional skewness is not an easy task. First, past skewness is not an accurate predictor of future skewness because skewness is not persistent over time. Second, skewness is associated with small probability events that are di¢ cult to capture within a short period of time. Thus, a long history of returns is necessary to obtain accurate skewness estimates and this brings severe data constraints and survivorship bias to empirical studies. Inspired by Kumar (2009) and Goetzmann and Kumar (2009) , we construct four distinct measures of physical skewness and test their predictive power for future market returns. Speci…cally, PSKEW1M is equal to the skewness of the daily index returns over the past month. Similarly, PSKEW3M, PSKEW6M and PSKEW12M are equal to the skewness of the daily S&P 500 returns over the past three months, six months and twelve months, respectively. Also, following Neuberger (2012), we compute the realized third moment from highfrequency returns. In his study, Neuberger (2012) refers to daily returns as high-frequency returns in order to calculate quarterly and annual skewness estimates that are unbiased. Because the predictability documented in our paper only extends to a one-week horizon due to its informational nature, we would need intraday option returns which are not available to construct daily and weekly skewness measures.
Nevertheless, we use intraday index returns to calculate skewness measures for windows ranging from one day to one month as the skewness of the …ve-minute returns during the corresponding period. This measure of physical skewness is also denoted realized skewness, or REALSKEW. Table I presents descriptive statistics for these physical skewness measures. The correlation coe¢ cients between various volatility spread and physical skewness measures are all negative. Table   II presents results from the time-series regressions of the future market returns on physical skewness measures, implied variance and macroeconomic control variables:
The dependent variable in the …rst set of regressions is one-day ahead excess market returns. None of the four physical skewness measures that are constructed from daily returns have signi…cant coe¢ cients and the t-statistics range between -0.67 and -1.84. The t-statistic for the coe¢ cient of REALSKEW is equal to 1.62 and also insigni…cant. This result remains intact for longer horizons over which expected market returns are measured. In all of the speci…cations, all …ve measures of physical skewness have insigni…cant coe¢ cients. This …nding is consistent with the conjecture that physical skewness does not drive the negative relation between volatility spreads and aggregate stock returns. The coe¢ cient on VIXSQ is signi…cantly positive in all of the speci…cations for all return measurement horizons. These coe¢ cients range between 6.80 and 7.77 for one-day ahead return regressions and between 4.43 and 4.73 for one-month ahead return regressions. The lowest t-statistic associated with the implied variance coe¢ cients in Table II is 2.53, whereas the highest t-statistic is 3.22.
I.2 Intertemporal Relation between Risk-Neutral Skewness and Market Returns
In this section, we use risk-neutral skewness measures to test whether a link between risk-neutral skewness and expected market returns exists. One may expect risk-neutral skewness measures derived from option prices to be more accurate proxies of expected skewness as option data already incorporate the market's expectations about future skewness. Bakshi, Kapadia and Madan (2003) show that any payo¤ to a security can be constructed and priced using a set of option prices with di¤erent strike prices on that security. 1 The risk-neutral density moments can be re ‡ected in terms of the payo¤s of the quadratic, cubic and quartic contracts. In particular, the -maturity price of a security that pays the quadratic, cubic and quartic returns on the base security can be expressed as
where V (t; ), W (t; ) and X(t; ) are the quadratic, cubic and quartic contracts, respectively, and C(t; ; K) and P (t; ; K) are the prices of call and put options written on the underlying stock with strike price K and expiration periods from time t. As can be seen, the procedure involves using a weighted sum of out-of-the-money options across varying strike prices to construct the prices of payo¤s related to the second, third and fourth moments of returns. Given the prices of these contracts, riskneutral moments can be calculated as
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where (t; ) = e r [1 e r 1 2 V (t; ) 1 6 W (t; ) 1 24 X(t; )] and r is the risk-free rate. We compute these integrals and risk-neutral moments separately for each option maturity ( ) on a given trading day t. Based on the risk-neutral skewness estimates for each maturity, we calculate four di¤erent 1 Some studies investigate the role of these risk-neutral moments in asset pricing models (see, e.g., Rehman and Vilkov (2010) , Chabi-Yo (2008 and Diavatopoulos, Doran, Fodor and Peterson (2012) RSKEWEQ equally weights each risk-neutral skewness estimate for each maturity. RSKEWMO is the risk-neutral skewness measure that is derived from options whose maturity is closest to thirty days on a given trading day. The descriptive statistics associated with each risk-neutral skewness measure are presented in Table I . The correlation coe¢ cients between various volatility spread and risk-neutral skewness measures are all negative.
Table III presents parameter estimates obtained from the time-series regressions of the excess market returns on the risk-neutral skewness measures, implied variance and macroeconomic control variables:
For daily returns, none of the risk-neutral skewness measures have signi…cant coe¢ cients and the tstatistics range between 0.03 and 0.30. This result remains intact for longer horizons over which expected market returns are measured and in all of the speci…cations, all four measures of risk-neutral skewness have insigni…cant coe¢ cients. 2 For example, for the one-month horizon, the t-statistics associated with the coe¢ cients of RSKEW measures range from 0.49 to 0.70. The signi…cantly positive coe¢ cients for the implied variance remain intact for all of the speci…cations and return windows. Overall, these results do not provide any support for the hypothesis that the link between volatility spreads and expected market returns is driven by skewness. In fact, the empirical …ndings are in the opposite direction.
II Orthogonolization
Although the paper tests whether our main result is driven by a potential correlation between implied volatility spreads and conditional variance and skewness, we provide more evidence that this is not the case by orthogonalizing the implied volatility spread measures with respect to implied variance, realized variance, physical skewness and risk-neutral skewness in this section.
First, we regress the volatility spread measures on contemporaneous PSKEW6M and RSKEWOPEN:
Next, we take the error terms from these regressions and include them as explanatory variables along with implied variance, realized variance and macroeconomic controls to explain one-period ahead market returns. The results are presented in Table IV . The residuals associated with all four volatility spread measures have signi…cantly negative coe¢ cients for the daily and weekly frequencies. The tstatistics vary between -3.38 and -4.51 for the one-day horizon and between -2.77 and -3.61 for the one-week horizon.
We repeat the orthogonalization procedure in eq. (9) by including implied variance and realized variance as additional orthogonalizing variables: 3
Then, we include the residuals that come from these regressions along with the macroeconomic controls to forecast one-period ahead excess market returns. The results are presented in Speci…cally, we run the following …rst-stage regression:
Next, we take the …tted and residual terms from these regressions and include them as explanatory variables along with macroeconomic controls to explain one-period ahead returns. The results are presented in 
IV Accounting for Non-Normalities in the Empirical Return Distribution
There is substantial empirical evidence showing that the distribution of stock returns has properties that deviate from the normal distribution. The fat tails and negative skewness suggest that extreme returns happen much more frequently than would be predicted by the normal distribution, and the negative returns of a given magnitude have higher probabilities than positive returns of the same magnitude.
This also suggests that the normality assumption in estimating the intertemporal relation between volatility spreads and expected returns based on the OLS regressions can produce parameters that are inappropriate measures of the relation between volatility spreads and expected market returns. To account for skewness and excess kurtosis in the data, we use the skewed t distribution of Hansen (1994) : (12) where z t = Rt is the standardized market return, the constants a, b, and c are given by
Hansen (1994) shows that this density is de…ned for 2 < v < 1 and 1 < < 1. This density has a single mode at a=b, which is of opposite sign with the parameter . Thus, if > 0, the mode of the density is to the left of zero and the variable is skewed to the right, and vice versa when < 0.
Furthermore, if = 0, Hansen's distribution reduces to the standardized t distribution. If = 0 and v = 1, it reduces to a normal density.
We estimate the following speci…cation: 4 In all speci…cations, VIXSQ has a signi…cantly positive coe¢ cient con…rming the positive intertemporal relation between conditional volatility and expected market returns. The detrended riskless rate and the dividend yield are positively related to excess market returns for various horizons. Another notable point in Table VI is that the tail-thickness parameter (v) is signi…cantly greater than 2 up to the two-week horizon and the null hypothesis of 1=v = 0 is strongly rejected. Moreover, the skewness parameter ( ) is negative and highly signi…cant, indicating negative skewness and fat tails in the empirical distribution of daily returns. To summarize, after taking the non-normality of market returns and relatively infrequent events into account, the negative and signi…cant link between volatility spreads and future market returns remains intact.
V Small Sample Biases
As argued by Stambaugh (1999) , there exists a small sample bias in predictive regressions of the sort used in this paper, because the regression disturbances are correlated with the regressors'innovations, hence the expectation of the regression disturbance conditional on the future values of regressors no longer equals zero. The small sample bias indicated by Stambaugh (1999) is a function of the bias of 4 The intercept ( ) and slope coe¢ cients ( , , ) as well as the standard deviation, skewness, and tail-thickness parameters of the Skewed t density ( , , ) are estimated simultaneously by maximizing the conditional log-likelihood function of Rt+1 :
where dt =
and s is a sign dummy taking the value of 1 if bzt + a < 0 and s=-1 otherwise.
the autoregressive coe¢ cients of the independent variables, the correlation between the error terms, and the sample size. The sign of the bias depends on the sign of the correlation between the error terms. If the regression disturbance is positively (negatively) correlated with the regressor's innovation, there is a negative (positive) bias.
Therefore, we consider the randomization technique of Nelson and Kim (1993) to correct for the small sample bias. We run each one of the predictive regressions, record the residuals, and estimate a …rst-order autoregression for the independent variables (in this case volatility spread measures, volatility proxies and macro-economic variables). The residuals of the …rst-order autoregression are randomized to create pseudo-independent variables and returns that have similar time-series properties as the actual series but have been generated under the null of no predictability. It should be noted that the pseudo stock return is generated as the unconditional mean plus the randomized error term and in each simulation, residuals from the predictive regression and the autoregressions for the independent variables are randomized simultaneously, hence the correlation that drives the Stambaugh bias is preserved. We repeat this randomization procedure 1000 times for each regression and create the empirical distribution of the coe¢ cient estimates. Subsequently, the small sample bias adjusted coe¢ cient estimates and p-values are shows that the coe¢ cient is negative (positive) and signi…cant at the 1% level.
As shown in Table VIII , the parameters associated with volatility spreads are not a¤ected by small sample bias. The magnitude and statistical signi…cance of the coe¢ cient estimates on the volatility spreads are similar to those reported in Table 3 of the manuscript, indicating the existence of information ‡ow from options to stock markets up to a weekly horizon. However, for some of the speci…cations, the economic and statistical signi…cance of the implied variance coe¢ cients and the slopes on control variables are slightly a¤ected by the small sample bias correction.
We also perform an alternative small sample bias analysis based on Lewellen (2004) . Most studies underestimate the forecasting power of predictive variables because they ignore the knowledge about these variables'sample autocorrelation. Speci…cally, the predictive variables have to be stationary and the autocorrelation coe¢ cients of these variables are limited by one. Incorporating this information can raise the power of empirical tests. Lewellen (2004) develops a test to exploit such information in a univariate context and he states that his test is useful only when the predictive variable's sample autocorrelation is close to one. Our volatility spread measures are not highly persistent and the sample autocorrelation of these measures is at most 0.65 (0.26) at the daily (monthly) frequency. Nevertheless, we follow the methodology developed in Lewellen (2004) and test the univariate predictive power of the volatility spread measures for the value-weighted excess market returns. The results are presented in Table IX and show that after correcting for small sample biases following Lewellen (2004) , the predictive power of our volatility spread measures turn out to be similar to those reported in Table VIII ( i.e., small sample bias correction based on Nelson and Kim (1993) ).
VI Distributed Lags
In this section, as an alternative test for the predictive ability of volatility spreads for expected excess market returns, we regress daily future excess S&P 500 returns on implied variance, macroeconomic controls and multiple daily lags of the volatility spread measures:
In other words, rather than compounding market returns for di¤erent time periods and regressing them on one-period lagged volatility spreads, we regress daily expected market returns on several daily lags of the volatility spread measures. For the one-week horizon, n equals 5, i.e., we use …ve daily lags of the volatility spread measures in our speci…cation. The corresponding lags are 10 and 21 for the two-week and one-month horizons, respectively. Our focus is on the signi…cance of the sum of the slope coe¢ cients for the lagged volatility spread measures.
The results are presented in Table X . To conserve space, we do not report individual 's and instead opt to report the sum of these slope coe¢ cients for di¤erent horizons. These sums are denoted by SUMVS. The p-values, reported under SUMVS in brackets, are the p-values for the F-statistics that are obtained from the tests of the equality of the sum of the slope coe¢ cients to zero. For the one-week horizon, the p-values for SUMVS indicate statistical signi…cance at conventional levels lending support to our earlier …ndings that provide evidence for a negative intertemporal relation between volatility spreads and excess returns on the market. The sum of the slope coe¢ cients loses their signi…cance after the one-week horizon with the exception of HOVS which has a signi…cantly negative coe¢ cient at the two-week horizon.
VII Outliers and Nonlinearities
It is possible that the return predictability that we document is driven by some outlier observations. To address this issue, we change the dependent variable in our baseline regression and replace the excess value-weighted returns with their logarithms. The results are presented in conventional levels up to a weekly forecasting horizon. The intertemporal relation between volatility spreads and market returns does not extend to longer return horizons. To summarize, the results for the logarithmic excess returns are very similar to those for the raw excess returns.
Next, we also take into account the possibility that there may be nonlinearities in the relation between volatility spreads and expected market returns. To address this possibility, we include an additional term in our baseline speci…cation:
where V SSQ is equal to the square of the particular volatility spread measure used in the speci…cation.
The results are presented in Table 3 of the manuscript, the e¤ect of controlling for squared volatility spreads seems to be increasing the coe¢ cients of the volatility spreads in an absolute sense, but somewhat reducing their signi…cance. However, the intertemporal relation between volatility spreads and market returns stays intact after this robustness test.
VIII Additional Macroeconomic Controls
We control for several macroeconomic variables in our empirical treatment due to the fact variables such as default premium, term premium, detrended riskless rate and dividend price ratio have been shown to predict market returns and these variables are available at daily frequency. Although we would want to control for other stock market characteristics and macroeconomic controls, most candidate variables are available only at monthly or even longer frequencies and, as such, they cannot be used in predictive regressions of higher-frequency market returns. Nonetheless, we turn to Goyal and Welch (2008) and identify two more control variables that are available at the daily frequency. The …rst variable is DFR which is the change in the default return spread calculated as the change in the di¤erence between the yields of AAA-rated corporate bonds and 10-year Treasury bonds. The second variable is LTY which is the long-term yield de…ned as the change in the yield of the 10-year Treasury bonds. We include these variables among the macroeconomic controls X t in the baseline regression and re-estimate our speci…cations. The results are presented in Table XIII Panel B. Correlations for Volatility Spreads and Skewness Measures Table I whereas implied variance and macroeconomic variables are de…ned in Table 1 . In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead excess value-weighted market returns, where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the intercepts and slope coe¢ cients. The second row presents Newey-West adjusted t-statistics using optimal lag length. Table I whereas implied variance and macroeconomic variables are de…ned in Table 1 . In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead excess value-weighted market returns, where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the intercepts and slope coe¢ cients. The second row presents Newey-West adjusted t-statistics using optimal lag length. Table 1 whereas PSKEW6M and RSKEWOPEN are de…ned in Table I . In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead excess value-weighted market returns, where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the intercepts and slope coe¢ cients. The second row presents Newey-West adjusted t-statistics using optimal lag length. Table 1 whereas PSKEW6M and RSKEWOPEN are de…ned in Table I . In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead excess value-weighted market returns, where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the intercepts and slope coe¢ cients. The second row presents Newey-West adjusted t-statistics using optimal lag length. Table 1 . Non-parametric value-at-risk is equal to the lowest daily index return over the preceding month. In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead excess value-weighted market returns, where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the intercepts and slope coe¢ cients. The second row presents Newey-West adjusted t-statistics using optimal lag length. Table 1 . The parameters of the skewed t density function of Hansen (1994) are estimated using the maximum likelihood methodology. In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead excess value-weighted market returns, where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the intercepts, slope coe¢ cients and parameter estimates for the Skewed t density. , , and represent the standard deviation, skewness, and tail-thickness parameters, respectively. The second row presents the t-statistics obtained from the maximum likelihood estimation. Table 1 . In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead value-weighted excess market returns where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the small sample bias corrected intercepts and slope coe¢ cients following Lewellen (2004) . The second row presents the small sample bias corrected t-statistics. Table 1 . VSSQ is equal to the square of the volatility spread measure used in the speci…cation. In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead excess value-weighted market returns, where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the intercepts and slope coe¢ cients. The second row presents Newey-West adjusted t-statistics using optimal lag length. Table 1 . DFR is the change in the default return spread calculated as the change in the di¤erence between the yields of AAA-rated corporate bonds and 10-year Treasury bonds. LTY is the long-term yield de…ned as the change in the yield of 10-year Treasury bonds. In each regression, the dependent variable is the 1-day, 1-week, 2-week or 1-month ahead excess value-weighted market returns, where the returns start accruing from the opening of the next trading day. For each regression, the …rst row gives the intercepts and slope coe¢ cients. The second row presents Newey-West adjusted t-statistics using optimal lag lengths. 
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