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Abstract 
A blabelling of graph G is an integer labelling of V(G) such that adjacent vertices have labels 
that differ by at least two and vertices distance two apart have labels that differ by at least one. 
The 1 number of G, I(G), is the minimum span of labels over all such labellings. Griggs and Yeh 
have studied the relationship between I(G) and graph invariants x(G) and d(G). In this paper, 
we derive the relationship between A(G) and another graph invariant, the path covering number 
of G’. Applications include the determination of the i-number of the join of two graphs, the 
product of two complete graphs, and the complete multi-partite graphs. 
Keywords: Hamilton path; I-labelling; Path covering 
1. Introduction 
The assignment of frequencies to television and radio transmitters subject to 
restrictions imposed by the distance between transmitters is known as the channel 
assignment problem. This problem, in which two transmitters are at risk of interfering 
if they are within a prescribed distance of one another, was first placed in a graph- 
theoretic context by Hale [IS]. This formulation subsequently led to the problem of 
vertex labelling subject to constraints on the absolute value of the difference between 
labels of adjacent vertices. For recent surveys on the channel assignment problem, see 
[S] and [9]. 
In 1988 Roberts (in a private communication with Griggs) proposed a variation of 
the channel assignment problem in which distinction is made between close and very 
close transmitters. This variation led Griggs and Yeh [4] to the problem of labelling 
the vertices of a graph with a condition at distance two. Formally, an L(2, 1)-labelling 
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of a graph G is an integer assignment f to the vertices of G such that 
(i) If(v)-f(w)1 32 if v and w are adjacent, and 
(ii) If(u)-f(w)1 3 1 if the shortest path from u to w is of length two. 
Let 9(G) be the collection of all L(2,1)-labellings of G. For anyfE Y(G), we define 
the span of L s(f), to be the absolute difference between the maximum and minimum 
vertex assignments off: We define the I-number of G, A(G), to be minf.,(,, s(f). If 
s(f)= A(G), then we say that f is a A-labelling of G. 
For arbitrary graph G, Griggs and Yeh have investigated the relationship between 
graph invariant 1(G) and other graph invariants of G such as chromatic index x(G) 
and maximum vertex degree d = d(G). The following results and conjecture appear in 
Griggs and Yeh [4]. 
Theorem. IfG is a graph with n vertices, then IZ(G)<n+x(G)-2. 
Theorem. For any graph G, n(G)< A2+2A. 
Conjecture. For any graph G with A 2 2,1(G) < A’. 
They have also obtained bounds on the A-number for special classes of graphs, such 
as trees, cycles, 3-connected graphs, and hypercubes. Sakai [lo] has investigated the 
I-number of chordal graphs. 
In this paper we shall explore the relationship between A(G) and the graph invariant 
c(G’), the path covering number of G’. (The path covering number of a graph is the 
smallest number of vertex-disjoint paths needed to cover the vertices of the graph.) We 
shall prove the following. 
Theorem 1.1. (i) A(G)<n-- 1 if and only ifc(G’)= 1. 
(ii) Let r he an integer, r 2 2. Then 
I(G)=n+r-2 ijand only ifc(G’)=r. 
We conclude the paper with a number of applications of this theorem. 
2. Preliminary definitions and lemmas 
Throughout this paper, G will denote a simple graph with vertex set 
V={vr,v2, . ..) v,}. Since we will be considering only L(2,1)-labellings of G, we shall 
simply refer to an L(2,1)-labelling as a labelling. The image points of a given labelling 
will be called labels. 
Let L be a labelling of G. If a is a fixed integer, then L + a is also a labelling. Thus, we 
assume without loss of generality that the smallest label of each labelling of G is 0. This 
implies that the span of L is the largest label of L, and hence the I-number of G is the 
largest label of any ;l-labelling. 
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Let &={uEGIL(u)= } i and let Ii denote the cardinality of Li. We represent the 
vertices of Li by uj, 1 <j < Ii, and if Ii = 1, we represent vi by vi. 
Apathoflengthk>OinGisasequencew,,w,,w3,..., wk + I of distinct vertices such 
that for 1 <i < k, {Wiy wi+ 1> is an edge of G. The vertices w1 and wk+ 1 will be called the 
initial and terminal vertices, respectively. 
A path covering ofG, denoted C(G), is a collection of vertex-disjoint paths in G such 
that each vertex in V is incident to a path in C(G). A minimum path covering of G is 
a path covering of G with minimum cardinality, and the path covering number c(G) of 
G is the cardinality of a minimum path covering of G. First introduced by Ore [7], this 
graph invariant was later studied by Boesch et al. [l], Scupian [12], and Noorvash 
[6]. We observe that there exists a Hamilton path in G if and only if c(G) equals 1. 
Lemma 2.1. Ler c(GC)=c. Then A(G)dn+c-2. 
Proof. It suffices to construct a labelling of G whose largest label is equal to n + c-2. 
Let C(G’)= {P’,Pz,P3, . . . . PC} be a minimum path covering of G’. For 1 < i < c, let 
xi denote the jth vertex along the path Pi, and let pi denote the number of vertices in 
Pi. We consider the mapping f: V+Af given by 
i- 1 
f(xj)=i+j-2+ C pk. 
k=l 
Then all vertices have distinct assigned integers, the smallest of which is 0 and the 
largest of which is p1 +pz +p3 + ... + pe + c - 2 = n + c - 2. Furthermore, vertices with 
consecutive assignments must be adjacent along some path in C(G’), and hence 
cannot be adjacent in G. Therefore, f is a labelling. 0 
Let L be a labelling of G. We call the integer h, 0 < h <s(L), a hole of L if and only if 
l,=O.Furthe~ore,ifgisaholeofLsuchthat1,_,=1,+,=1andif{us~’ug~1}~E(G), 
we call g a gap of L. We call the integer ma multiplicity of L if 1, >2. We let H(L), G(L), 
and M(L) denote the collections of holes, gaps, and multiplicities of L, respectively. 
We let h(L) and g(L) denote cardinalities of H(L) and G(L). 
Let ,4 be the collection of all A-labellings of G. We say that L is a minimum 
A-labelling of G if and only if LEA and L has the minimum number of holes over A. 
Lemma 2.2. Let L be a minimum A-labelling of G. If h is a hole of L, then lh_ 1 = I,,+ 1 >O. 
Furthermore if lh- 1 = I,,+ 1 = 1, then h is a gap. 
Proof. If j and j+ 1 are holes of L, then the mapping L’ given by 
L’(u) = 
i 
L(u) if L(u)< j, 
L(u)-1 if L(u)>j+l 
is a labelling of G whose span is s(L)- 1, contradicting the assumption that L is 
a I-labelling. Therefore, lh _ 1 and l,, 1 are both positive. 
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Suppose that lh_ 1 is not equal to 1 h+l. If Ih+l>lh-l, then there exists a vertex v in 
L,,+ 1 which is not adjacent to any vertex in L,_ 1 in G; otherwise, there is a vertex in 
Lh_ 1 adjacent to two or more vertices in L,,+ 1, implying that L is not a labelling. 
Hence there exists a labelling L* of G which is identical to L on G - {u} and which 
assigns the label h to t’. Thus, L* is a I-labelling of G and h(L*)=h(L)- 1, which 
contradicts the minimality of L. 
A similar argument may be used for the case l,, + 1 < lh _ 1. 
If lh_ 1 = l,,+ 1 = 1 and h is not a gap, then there is no edge incident to oh- ’ and uh+‘. 
Thus, the mapping L” given by 
L”(u) = L(o) 
if L(u)< h, 
L(o)-1 if L(o)>h 
is a labelling of G whose span is s(L)- 1, contradicting the assumption that L is 
a %-labelling. q 
Lemma 2.3. If L is a minimum I-labelling qf G, then G(L) is empty or M(L) is empty. 
Proof. If M(L) is empty we are done, so suppose that minimum I-labelling L assigns 
label m to more than one vertex. Suppose also that g is a gap of L. We first show that 
1,=2. 
Suppose to the contrary that 1, > 2. Then there must exist a vertex IV in L, which is 
adjacent to neither tig-’ nor t,Qfl in G; otherwise, either ugP1 or og+l will be adjacent 
to two vertices with the same label m. Changing L(w) from m to g results in 
a A-labelling with one fewer hole, contradicting the assumption that L is minimum. 
We next observe that each of the two elements of L, must be adjacent in G to at 
least one of ugml and vg+ ‘, since otherwise an argument similar to the one used above 
will produce a i-labelling with one fewer hole than L. Since neither oy nor uy can be 
adjacent to both ug-l and ug+l in G, we assume without loss of generality that for 
fixed gap g and fixed multiplicity m, 
(1) UT is not adjacent in G to ug-l, and 
(2) UT is not adjacent in G to ug+l. 
Since G(L) x M(L) is non-empty, we can find (g*,m*)EG(L) x M(L) which mini- 
mizes the absolute difference 1 g -m I. Then Ii = 1 if i is strictly between m* and g*, since 
by Lemma 2.2, any hole between those two integers is a gap. 
For the sake of definiteness, we will assume g* >m*, noting that the proof in the 
other case is similar. 
Define a function L’ : V-+X as follows: 
9* if j=2 and k=m*, 
L’(l$) = g*+m*-k if m*+ 1 <kdg*- 1, 
L#) otherwise. 
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We observe that L’ is a labelling. Furthermore, since one of the two vertices labelled 
m* under L is now labelled g* under L’, we have that L’ is a A-labelling such that 
h(L’)<h(L). 0 
Lemma 2.4. Let L be a minimum I-labelling of G such that g(L)=O. Then G’ has 
a Hamilton path. 
Proof. By induction on i, 0 d id 1, we produce a Hamilton path on the subgraph of G’ 
induced by the U, = uf=e Li whose terminal vertex has the largest label less than or 
equal to k. We observe that if such a label is not k, then by Lemma 2.2, the label must 
be k- 1. 
The subgraph of G’ induced by U, is a complete graph on I0 vertices, and therefore 
has a Hamilton path whose terminal vertex is in Lo. 
Let 16 k<A. Suppose there exists a Hamilton path P(k- 1) in the subgraph of G’ 
induced by U,_ 1 whose terminal vertex v, has the largest label less than or equal to 
k - 1. Since by Lemma 2.2 L has no consecutive holes, it suffices to consider the cases 
t(v,)=k-1 and L(v,)=k-2. 
(i) L(v,) = k - 1: 
l If lk=O, then U,_ 1 = U, and we are done by the inductive hypothesis. 
l If lk#O, then the subgraph A4 of G’ induced by Lku {vt} is complete. 
Consequently, there exists a Hamilton path P’ in A4 with initial vertex v, and terminal 
vertex in L,. By identifying the terminal vertex v, in P(k - 1) with the initial vertex v, in 
P’, we produce Hamilton path in U, whose terminal vertex in Lk has label k, which is 
equal to the largest label smaller than k+ 1. 
(ii) L(tir) = k - 2: In this case, k - 1 is a hole of L and lt = lk_ z > 1 by Lemma 2.2 since 
L has no gaps. Thus, there exists a vertex y in L, such that v, and y are not adjacent in 
G; otherwise, u, would be adjacent to two vertices whose labels are k, which 
contradicts the assumption that L is a labelling. Since the subgraph of G’ induced by 
Lk is complete, we can find a Hamilton path P’ in this subgraph with initial vertex y. 
We produce a Hamilton path on the subgraph G’ induced by U, by joining P(k- 1) 
and {v,, y}, and then joining this path to P’. 0 
3. Theorem 1.1 
Proof of Theorem 1.1. (i)(G) Let G’ contain a Hamilton path. Then c= 1, and by 
Lemma 2.1, we have I(G)<n- 1. 
(a) Suppose that L is a minimum A-labelling of G. If h(L)=O, then g(L)=O. Hence 
by Lemma 2.4, there exists a Hamilton path in G’. If, on the other hand, h(L)>O, then 
the pigeon-hole principle implies the existence of a multiplicity. Thus, g(L)=0 by 
Lemma 2.3. By Lemma 2.4, then, there is a Hamilton path in G’. 
(ii) By induction on r32. Let r=2. 
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(-=) If c(Gc)=2, then Lemma 2.1 and Theorem 1.1(i) imply that 1(G)<n and 
L(G) B n, respectively; hence, 1(G) = n. 
(a) If II(G)=n, then by Theorem 1.1(i), c(GC)32. 
To show that c(GC)=2, we introduce a new graph H such that V(H)= V(G)u {x} 
and E(H)=E(G). We observe that H has n+ 1 vertices, and since x is an isolated 
vertex in H, 1(H) = 1(G) = n. Thus, by Theorem 1.1 (i), there exists a Hamilton path in 
H’, and so c(G’) < 2. 
Now suppose that Theorem 1.1 (ii) is true if for I, 2 < r < k - 1, and let I = k. 
(-=) If c(G’)=k, then Lemma 2.1 and the inductive hypothesis imply that 
A(G) d n + k - 2 and n(G) 2 n + k - 2, respectively; hence, 1(G) = n + k - 2. 
(*) If A(G) = n + k - 2, then by the inductive hypothesis, c(G’) 2 k. 
TO show that c(G’)= k, we introduce a new graph H such that V(H)= V(G)u {x} 
and E(H) = E(G). We again observe that H has n + 1 vertices, and since x is an isolated 
vertex in H, A(H) =1(G) = n + k - 2 =(n + 1) +(k - 1) - 2. By the inductive hypothesis, 
c(H’)=k-1, and so c(G’)<k. q 
4. Applications 
Corollary 4.1. If 2(G)= n- k- 1, O< k < n- 1, then for every k-subset K of V, the 
subgraph of G’ induced by V-K has a Hamilton path. 
Proof. The subgraph of G induced by Y-K has n-k vertices. Since the l-number 
of this subgraph is bounded from above by A(G)= n- k - 1, the result follows by 
Theorem 1.1(i). 0 
We note that the converse to Corollary 4.1 is not true in general. If G is isomorphic 
to the 5-cycle Cg, then for any vertex v in V(G), G’- (v} is isomorphic to P4 and thus 
has a Hamilton path. As a result, the converse would predict that 1(C5)<3, when in 
fact A(C,)=4. 
Corollary 4.2. If G is a graph on n vertices with diameter two, and ifGc has a Hamilton 
path, then I(G) = n - 1. 
Proof. Since G has diameter two, no two vertices of G can be assigned the same label; 
hence, A(G) 2 n - 1. Since G’ has a Hamilton path, by Theorem 1.1 (i), A(G) < n - 1. 0 
Although not explicitly stated, the result of Corollary 4.2 appears in Griggs and 
Yeh [4]. We also note that the converse of Corollary 4.2 is not true. The path P4, for 
example, has diameter three and 1(P,)= 3. 
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We shall use the following theorem, which is a version of Dirac’s well-known 
theorem [3] on Hamilton circuits, in order to establish the next several results. 
Theorem 4.1 (Dirac [3]). ZfG is a simple graph with minimum degree 6 2 I( V(G)1 - 1)/2, 
then G has a Hamilton path. 
Corollary 4.3. If G is a graph on n vertices with maximum degree A<(n- 1)/2, then 
A(G)<n-1. 
Proof. If d(G) <(n - 1)/2, then 6(G’) 3(n - 1)/2. By Theorem 4.1, G’ has a Hamilton 
path; therefore by Theorem 1.1(i), A(G)<n- 1. 0 
Let Gi and Gz be graphs. The sum of Gi and Gz, denoted Gi + Gz, is the graph 
whose vertex set is V(G,) u V(G,) and whose edge set is E(Gi)u E(G,). The product of 
G, and G2, denoted G1 x GZ, is the graph whose vertex set is {Ui,jJ VIE V(Gi) and 
UjeV(G2)) and whose edge set is {(~i,j?~k,r} 1{ui,~k}EE(Gl) or (Uj,Vl}EE(GJ}. 
We next determine the J-number of K, x K,, the product of two complete graphs. 
We assume without loss of generality that 1 d m d n. For the case where m = 1, K, x K, 
is isomorphic to K,, and so 1(Ki x K,) = 2n - 2. If m > 2, we note that K, x K, has 
diameter two. Consequently, no two vertices of K, x K, can be assigned the same 
label; hence 1(K, x K,) > mn - 1. 
Theorem 4.2. For 2 < m <n, ;i(K, x K,) = mn - 1, except for the case m = n = 2, in which 
A(K, x K,) = 4. 
Proof. We consider the cases m = 2 and m > 3 separately. 
If m = 2, then (K, x K,)’ is isomorphic to Kz, n - M, where M is a perfect matching. 
It can be easily seen that for n=2, c(Kz,,- M)=2 and for n33, c(K,,,-M)= 1. Thus, 
it follows from Theorem l.l(ii) and Corollary 4.2 respectively that A(&, x K,)=4 if 
m=n=2 and I(K,xK,)=2n-1 for m=2 and nk3. 
For the case where m>,3, we observe that (K, x K,)’ is an r-regular graph 
with r=(mn-1)-(m-1)-(n-l)=(m-l)(n-1). Since r>(mn-1)/2 for 3<m<n, 
Theorem 4.1 assures us that (K, x K,)’ has a Hamilton path. Since K, x K, has 
diameter two, we therefore conclude that A(K, x K,) = mn - 1 for m 3 3. 0 
Let T be a collection of nonnegative integers containing 0. A T-coloring of the 
graph G, denoted T(G), is an integer assignment to the vertices of G such that the 
absolute values of the differences between the assignments to adjacent vertices in G are 
not members of T. The span of T is the difference between the maximum and 
minimum vertex assignments of T(G). The T-span of G, denoted spr(G), is the 
minimum T-span of G over all T-colorings of G. 
For the special case where T={O, 11, the T coloring condition corresponds 
precisely to the vertex adjacency condition of a labelling; thus, every labelling of G is 
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a {0, l}-coloring of G, and it follows that s~:~.~;(G)<A(G). Sakai Cl 11 proved the 
following theorem about (0, l> colorings. 
Theorem 4.3 (Sakai [l 11). For any given graph G, G has a (0, I)-coloring with no holes 
ty and only if GE has a Hamilton path. 
Theorems 1.1 (i) and 4.3 lead immediately to our next result. 
Corollary 4.4. For any graph G with n vertices, G has a (0, l)-coloring with no holes if 
and only ifl(G)dn-1. 
Griggs and Yeh [4] note the equivalence of the existence of a Hamilton path in G’ 
and the existence of an injective labelling from V(G) into {O, 1,2, . . . , n - l}. Thus, if 
A(G)=n- 1, there exists a I-labelling of G under which no two vertices are assigned 
the same label. Furthermore, by the construction described in Lemma 2.1, we can 
obtain an injective ;l-labelling of G if I(G) 2 n. The latter result leads to the following 
corollary of Theorem 1.1 (ii). 
Corollary 4.5. If k 2 2, then c(G’) = k ifand only ifthere exists an injective A-labelling of 
G, where A=n+k-2. 
For r-22, let GI,G2, . . . . G, be a collection of disjoint graphs. Then the join of these 
graphs, denoted G1 v G2 v ... vG,, is the graph obtained from Gr + Gz+ ... +G, 
by joining each vertex of Gi to each vertex of Gj, i#j. We observe 
that (G1vGzv ~..vG,)~=G;+G;+.~-+G;, and so c((GrvG,v-..vG,)‘)= 
c(G;)+c(G;)+...+c(G;). 
Corollary 4.6. For r 32, let G1, Gz, . . . . G, be a collection of disjoint graphs 
having n,, n2, . . , n, vertices, respectively. Then 1(G,vGzv...vG,)=-2+ 
CI=l(ni+c(Gf))=2r-2+C;=, max{nt- 1, A(Gt)}. 
Proof. Since c((G1vGzv~~~vG,)‘)>2, then by Theorem l.l(ii), 
~(G~,~G~~...~G,)=-2+C~=~ni+c((G~\jG~v...vG,)~)=Cj=~(ni+c(Gf))-2= 
2r-2++Cj=,(ni-c(Gf)-2)=2r-2++~_,max{ni-l,A(Gt)}. 0 
For the special case where Gi is equal to K&, (Gr vG,v ..- vG,) is a complete 
r-partite graph. Furthermore, c(Gf)= 1, implying by ,Corollary 4.6 that 
,I(G1vGzv~~~vG,)=~~=,(ni)+r-2. Griggs and Yeh [4] have also obtained this 
result by using the constructive method. 
Corollary 4.7. For c 3 1, $ A(G)= n +c -2, then G contains a subgraph isomorphic 
to K,. 
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Proof. By Theorem 1.1 (ii), the cardinality of a minimum path covering of G’ is c. Let 
C(G’)= {P’,P’, _.., PC} be a minimum path covering of G’, and for 1~ i<c, let Xi be 
an endpoint of Pi. The minimality of C(G’) implies that xi and xj, i#j, are not 
adjacent in G’; consequently, xi and xi are adjacent in G, and the subgraph of 
G induced by vertices x1, x2, . . . , x, is isomorphic to K,. 0 
We point out that the conclusion of Corollary 4.7 is the best possible. For example, 
the complete c-partite graph on n vertices has a A-number of n + c - 2, and its largest 
clique is K,. 
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