Asymptotic behaviours and generalized Toeplitz operators  by Suciu, Laurian & Suciu, Nicolae
J. Math. Anal. Appl. 349 (2009) 280–290Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Asymptotic behaviours and generalized Toeplitz operators✩
Laurian Suciu a,∗, Nicolae Suciu b
a University Claude Bernard Lyon 1, Institut Camille Jordan, 43 boulevard du 11 novembre 1918, 69622 Villeurbanne Cedex, France
b Department of Mathematics, West University of Timis¸oara, V. Parvan 4, Timis¸oara 300223, Romania
a r t i c l e i n f o a b s t r a c t
Article history:
Received 2 November 2007
Available online 23 August 2008
Submitted by M. Putinar
Keywords:
Orthogonally mean ergodic operator
A-contraction
Generalized Toeplitz operator
ρ-contraction
We study some generalized Toeplitz operators associated to operators T on a Hilbert
space H, for which there exists the limit of {‖Tnh‖} for every h ∈ H. We refer to the
asymptotic limit ST of such a T , in the sense of [L. Kerchy, Operators with regular norm-
sequences, Acta Sci. Math. (Szeged) 63 (1997) 571–605; L. Kerchy, Generalized Toeplitz
operators, Acta Sci. Math. (Szeged) 68 (2002) 373–400; G. Cassier, Generalized Toeplitz
operators, restrictions to invariant subspaces and similarity problems, J. Operator Theory
53 (1) (2005) 101–140; C.S. Kubrusly, An Introduction to Models and Decompositions in
Operator Theory, Birkhäuser, Boston, 1997], and we give some conditions of ergodicity
for T . Also, certain results of Douglas [R.G. Douglas, On the operator equation S∗XT = X
and related topics, Acta Sci. Math. (Szeged) 30 (1969) 19–32] involving generalized Toeplitz
operators are extended in our more general setting, and we apply these results to ρ-
contractions.
© 2008 Elsevier Inc. All rights reserved.
1. Preliminaries
In this paper, H and H′ denote complex Hilbert spaces and B(H,H′) stands for the Banach space of all bounded linear
operators from H into H′ , while I = IH means the identity operator in B(H) = B(H,H). The range and the null space of
T ∈ B(H,H′) is denoted by R(T ) and N (T ), respectively. For a (closed) subspace M of H, PM ∈ B(H) is the orthogonal
projection onto M.
An operator S ∈ B(H,H′) intertwines T ∈ B(H) with T ′ ∈ B(H′) if ST = T ′S . In this case, if S is invertible in B(H,H′),
one says that T is similar to T ′ by S , while S is a similarity of T and T ′ . When H ⊃ H′ , an operator T ∈ B(H) is a lifting
of T ′ ∈ B(H′) if the projection PH,H′ of H onto H′ intertwines T with T ′ . Also, T is an extension of T ′ if JH′,H = P∗H,H′
intertwines T ′ with T .
The operator T ∈ B(H) is called Cesàro ergodic if its Cesàro averages strongly converge in B(H) to the projection PT
onto R(PT ) = N (I − T ) which is parallel to N (PT ) = R(I − T ), while PT is called the ergodic projection of T . Also, T is
orthogonally mean ergodic, brieﬂy o.m.e., if it is Cesàro ergodic and PT is the orthogonal projection onto N (I − T ).
It is known [6,9,17] that if T is a power bounded operator, which means that supn∈N ‖Tn‖ < ∞, then T is Cesàro ergodic.
A power bounded operator T is o.m.e. if and only if N (I − T ) = N (I − T ∗). For instance, every contraction T (that is
‖T‖ 1) is o.m.e. Also, any operator T of class C0· (strongly stable), which means that {Tn} strongly converges to 0, is o.m.e.
In several papers [12–14] the ﬁrst author refers to a class of operators which generalize the contractions. Namely, let
0 = A ∈ B(H) be positive. An operator T ∈ B(H) is called an A-contraction if it satisﬁes the inequality
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When the equality in (1.1) occurs, T is called an A-isometry. Using the terminology from [7,8] and [1], this also means that
A is a generalized Toeplitz operator for T . We say that an A-contraction T is regular if AT = A1/2T A1/2, A1/2 being the square
root of A.
In Section 2 we study the operators T ∈ B(H) for which the sequence {‖Tnh‖}n∈N converges for every h ∈ H. Such an
operator T has an asymptotic limit ST which is intrinsic deﬁned by T , that is independent to the Banach limits (see [7,8]),
T being also an ST -isometry. We ﬁnd conditions for T to be o.m.e., or for ST to be an orthogonal projection.
The case when {Tn}n∈N strongly converges in B(H) is discussed in Section 3, where we express ST with respect to the
ergodic projections of T and T ∗ , and we get the unitary part in H of T . We give also a matrix representation (using ST ) of
such operators.
In Section 4 we extend in our setting, some results of Douglas [3] concerning the generalized Toeplitz operators for
contractions. We apply our results to operators of class Cρ (ρ > 0) in the sense of Sz.-Nagy and Foias [16], obtaining also
some facts which generalize the corresponding results of Douglas [3].
2. Operators with convergent powers
We begin with the following
Theorem 2.1. Let T ∈ B(H) for which the sequence {‖Tnh‖}n1 converges for every h ∈ H, and let ST ∈ B(H) be the operator given
by
〈ST h,k〉 = lim
n→∞
〈
T ∗nTnh,k
〉
(h,k ∈ H). (2.1)
Then we have
N (ST − S2T )= N (I − ST ) ⊕ N (ST ), (2.2)
and the following statements hold:
(i) If T is o.m.e. (in particular, when ‖ST ‖ 1) then
N (ST − ST T ) = N (I − T ) ⊕ N (ST ) ⊂ N
(
ST − S2T
)
. (2.3)
(ii) T is similar to an isometry if and only if ST is invertible.
Proof. Since the sequence {‖Tnh‖}n1 converges for any h ∈ H, T is a power bounded operator and the polarization identity
yields that the sequence {〈T ∗nTnh,k〉}n1 converges for any h,k ∈ H and so the operator ST is well deﬁned by (2.1).
Let h ∈ N (ST − S2T ). Then h = ST h + (I − ST )h and ST h ∈ N (I − ST ), while (I − ST )h ∈ N (ST ), hence h ∈ N (I − ST ) ⊕
N (ST ). Since the subspaces N (I − ST ) and N (ST ) are contained in N (ST − S2T ), it follows that the equality in (2.2) occurs.
(i) Assume that T is o.m.e., that is N (I − T ) = N (I − T ∗). Then N (I − T ) reduces T and ST (by (2.1)), and we have
N (I − T ) ⊂ N (I − ST ). Thus, if T0 is the compression of T to R(ST ), we obtain on one hand,
N (I − T ) = STN (I − T ) ⊂ R(ST ) ∩ N (I − T ) ⊂ N (I − T0).
On the other hand, T0 is also o.m.e. (see [15]) and so we get
N (I − T0) = N
(
I − T ∗0
)⊂ N (I − T ∗)= N (I − T ).
Consequently, N (I − T ) = N (I − T0) and using (2.2) we get
N = N (I − T0) ⊕ N (ST ) = N (I − T ) ⊕ N (ST ) ⊂ N
(
ST − S2T
)
.
Let us assume that ‖ST ‖  1. Then for h ∈ N (I − T ) one has 〈ST h,h〉 = ‖h‖2, whence one infers ST h = h because
I − ST  0. Therefore we have N (I − T ) = STN (I − T ) ⊂ N (I − T ∗), having in view the fact that N (I − T ) ⊂ N =
N (ST − T ∗ST ). Since T is power bounded, we conclude that N (I − T ) = N (I − T ∗) that is T is o.m.e. The statement (i) is
proved.
(ii) Suppose that T is similar to an isometry. Then there exists a positive invertible operator A ∈ B(H) with ‖A‖ = 1
such that T ∗AT = A. Using (2.1) we infer that〈
T ∗n(I − A)Tnh,h〉→ 〈(ST − A)h,h〉 (n → ∞)
for every h ∈ H, and since I − A  0 we obtain ST − A  0. Thus ST is invertible because A is positive invertible, in B(H).
The converse statement is trivial, T being ST -isometry. This proves (ii). 
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subspace for ST .
Proof. If T is o.m.e. then as in the above proof of (i) one has STN (I − T ) = N (I − T ), therefore N (I − T ) is invariant
for ST . Conversely, if STN (I − T ) ⊂ N (I − T ) and S ′ = ST |N (I−T ) , then by (2.1) we have 〈S ′h,h〉 = ‖h‖2 and so S ′h = h, for
any h ∈ N (I − T ). In this case we infer N (I − T ) ⊂ N (I − S ′) ⊂ N (I − ST ), whence N (I − T ) = STN (I − T ) ⊂ N (I − T ∗)
having in view that N (I − T ) ⊂ N = N (ST − T ∗ST ). Since T is power bounded, we conclude that N (I − T ) = N (I − T ∗)
that is T is o.m.e. 
Proposition 2.3. Let T ∈ B(H) for which {‖Tnh‖}n1 converges for every h ∈ H and suppose ST = S2T . Then T is ST -regular and we
have
N (I − T ∗)⊂ N (I − ST ), T ∗N (I − ST ) = N (I − ST ).
Moreover, the following conditions are equivalent:
(i) T ST = ST T ;
(ii) TN (I − ST ) ⊂ N (I − ST );
(iii) T ST T ∗  ST .
If these conditions are satisﬁed, then T is o.m.e., and N (I − ST ) is the maximum subspace which reduces T to an isometry.
Proof. Since ST = S2T one has by (2.2) that N (I − ST ) = R(ST ). If h ∈ N (I − T ∗) and k ∈ N (ST ) we have
〈h,k〉 = 〈T ∗nh,k〉= 〈h, Tnk〉→ 0 (n → ∞),
so 〈h,k〉 = 0 that is h ∈ H  N (ST ) = N (I − ST ). Consequently, we obtain that N (I − T ∗) ⊂ N (I − ST ). Also, since ST is
the orthogonal projection onto N (I − ST ) and this subspace is invariant for T ∗ (because N (ST ) is invariant for T ) we have
T ∗ST = ST T ∗ST , or equivalently ST T = ST T ST . This means that T as an ST -isometry is regular, and in addition, T ∗ is a
coisometry on N (I − ST ). Thus, we also obtain T ∗N (I − ST ) = N (I − ST ).
Obviously, (i) implies (ii). Assuming now (ii), we have by the above remark that N (I − ST ) reduces T , hence T has the
form T = V ⊕ S on H = N (I − ST ) ⊕ N (ST ), V being an isometry. Thus we get that
T ST T
∗ = V V ∗ ⊕ 0 I ⊕ 0= ST ,
which means that T ∗ is an ST -contraction. Hence (ii) implies (iii).
Relative to the above decomposition of H, T has the matrix form
T =
(
V 0
R S
)
,
where V is an isometry, whence we get
T ST T
∗ =
(
V V ∗ V R∗
RV ∗ RR∗
)
.
Then the assumption (iii) yields R = 0 and later, that T ST = ST T . Hence (iii) implies (i). Finally, if T = V ⊕ S (by these
conditions), where V is an isometry on N (I − ST ) and Sn → 0 on N (ST ), then T is o.m.e., its ergodic projection being the
orthogonal projection onto N (I − T ) = N (I − V ). When R = 0 we have T = V on N (I − ST ), therefore N (I − ST ) reduces T
to an isometry, and it is the maximum subspace with this property. 
Corollary 2.4. Let T ∈ B(H) so that {‖Tnh‖}n1 converges for every h ∈ H. Then ST = S2T if and only if ‖ST ‖ 1 and the compression
of T to R(ST ) is an isometry.
Proof. Suppose that V = PR(ST )T |H is an isometry and ‖ST ‖ 1. Since T is a lifting of V , one has for h ∈ R(ST )
‖h‖ = ∥∥V nh∥∥= ∥∥PR(ST )Tnh∥∥ ∥∥Tnh∥∥,
whence ST |R(ST )  IR(ST ) . As ‖ST ‖  1 we get ST = I on R(ST ) that is ST = S2T . Proposition 2.3 gives the converse
assertion. 
We can now characterize when R(ST ) is closed. We write that T ∈ C1·(H) if Tnh  0 for any 0 = h ∈ H.
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H = R(ST ) ⊕ N (ST ), T has the matrix representation
T =
(
T0 0
T1 T2
)
. (2.4)
If ST = 0 then T0 ∈ C1·(R(ST )) and T2 ∈ C0·(N (ST )). In this case, R(ST ) is closed if and only if T0 is similar to an isometry.
Proof. From hypothesis we infer that T has the above matrix with T2 of class C0· on N (ST ). When ST = 0 the operator
S0 = ST |R(ST ) is injective, while T0 is a S0-isometry. We infer that
‖S0‖−1S0 = T ∗n0 ‖S0‖−1S0Tn0  T ∗n0 Tn0 (n 1),
therefore ‖S0‖−1‖S1/20 h‖2  ‖Tn0h‖2 for n  1 and h = 0 in R(ST ). Hence Tn0h  0 for such h (S0 being injective), that is
T0 ∈ C1·(R(ST )).
Suppose now that T0 is similar to an isometry, so T0 is an A-isometry for some positive invertible contraction A ∈
B(R(ST )). Then for h ∈ R(ST ) we have
〈Ah,h〉 = 〈T ∗n0 ATn0h,h〉 ∥∥Tn0h∥∥2 = ∥∥PR(ST )Tnh∥∥2  ∥∥Tnh∥∥2,
whence we infer that A  S0. This yields that S0 is invertible, hence R(ST ) = R(S0) is closed.
For the converse assertion we remark the fact that R(ST ) closed is equivalent to the invertibility of S0, which means
that T0 is similar to an isometry (T0 being an S0-isometry). 
Proposition 2.6. Let T ∈ B(H) so that {‖Tnh‖}n1 converges for every h ∈ H. If for some integer n0  1 the operator Tn0 is similar
to V ∗ ⊕ 0 for an isometry V , then T0 from (2.4) is similar to a unitary operator.
Proof. Assume that Tn0 is similar to V ∗ ⊕ 0 as above. By [11, Proposition 1.5] we obtain that T ∗n00 = T ∗n0 |R(ST ) is similar to
an isometry, therefore Tn00 is similar to a coisometry. Since S
1/2
0 T0 = U S1/20 for an isometry U on R(ST ), it follows that Tn00
is injective. We deduce that Tn00 is similar to a unitary operator, and as in the previous proof we can obtain that S0 is
invertible. Thus, Tn00 is similar to U
n0 , and by the above remark we get that U is unitary. This ends the proof. 
3. Operators with strongly convergent powers
Consider now the case when the powers of T strongly converge.
Proposition 3.1. Let T ∈ B(H) be o.m.e. so that {‖Tnh‖}n1 converges for every h ∈ H. The following statements are equivalent:
(i) the sequence {Tn}n1 strongly converges;
(ii) the sequence {Tn − Tn+1}n1 strongly converges to 0;
(iii) T = I ⊕ S with S a strongly stable operator.
Moreover, if these conditions are satisﬁed then ST = S2T .
Proof. Clearly, (i) implies (ii). Suppose now that the assertion (ii) is true, which means that the powers Tn converge to 0
on R(I − T ) (T being power bounded). So, one has R(I − T ) ⊂ N (ST ) and since T is o.m.e. we have also by Theorem 2.1(i)
that N (I − T ) ⊂ N (I − ST ). This yields
H = N (I − T ) ⊕ R(I − T ) = N (I − ST ) ⊕ N (ST ),
hence ST = S2T . Thus R(ST ) = N (I − ST ) = N (I − T ) and T has the form T = I ⊕ S on H = R(ST ) ⊕ N (ST ), where S is a
strongly stable operator on N (ST ). We proved that (ii) implies (iii) and (iii) trivially implies (i). 
Corollary 3.2. Let T ∈ B(H) so that {‖Tnh‖}n1 converges and {Tn(I − T )h}n1 converges to 0, for every h ∈ H. Then T is o.m.e. if
and only if ST = S2T .
Proof. The necessary part follows by Proposition 3.1 and the other is obtained from Theorem 2.1(i), ST being a contrac-
tion. 
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an appropriate operator T on H ⊕ H deﬁned (as in [17]) by
T =
(
T I − T
0 T
)
. (3.1)
Denoting Cn(T ) := 1n
∑n−1
j=0 T j and similarly Cn(T ) for n 1, one has
Cn(T )(h ⊕ h) =
(
Tnh
Cn(T )h
)
, h ∈ H.
Thus, the sequence {‖Tnh‖}n1 converges for every h ∈ H if and only if the sequences {‖Cn(T )h‖}n1 and
{‖Cn(T )(h ⊕ h)‖}n1 converge for any h ∈ H. Also, (by [17, Lemma 2.1]) T is Cesàro ergodic if and only if the powers Tn
strongly converge in B(H). We have the following
Proposition 3.4. Let T ∈ B(H) and T ∈ B(H ⊕ H) be as above. Then T is o.m.e. on H ⊕ H if and only if T is o.m.e. on H and the
powers Tn strongly converge in B(H).
Proof. It is easy to see that N (I − T ) = N (I − T ) ⊕ N (I − T ) and similarly N (I − T ∗) = N (I − T ∗) ⊕ N (I − T ∗).
Assume that T is o.m.e., hence T is Cesàro ergodic and N (I−T ) = N (I−T ∗). It follows that N (I− T ) = N (I− T ∗) and
having in view Cn(T ) as above, we infer that {Tnh}n1 converges for every h ∈ H, which yields that T is Cesàro ergodic.
Hence T is o.m.e.
Conversely, suppose that T is o.m.e. and that {Tn}n1 strongly converges in B(H). Then N (I − T ) = N (I − T ∗) and T is
Cesàro ergodic, therefore N (I − T ) = N (I − T ∗) and (by above remark) T is Cesàro ergodic, consequently T is o.m.e. 
The strong convergence of the powers Tn implies the Cesàro ergodicity of T and T ∗ , in addition, the corresponding
ergodic projections can be related to the operator ST , as below.
Theorem 3.5. Let T ∈ B(H) for which the powers T n strongly converge in B(H). Then ST = P∗T P T where PT and its adjoint P∗T are
the ergodic projections of T and T ∗ , respectively. Also, the reducing unitary part for T in H is
N (I − ST ) = N (I − T ) ∩ N
(
I − T ∗), (3.2)
and we have
N (ST − S2T )= N (ST T − T ST ) (3.3)
this subspace being invariant for T . Furthermore, T and PT are regular ST -isometries on H.
Proof. Since the sequence {Tn}n1 strongly converges in B(H), T and T ∗ are power bounded and so Cesàro ergodic. We
have
lim
n→∞ T
nh = lim
n→∞Cn(T )h = PT h (h ∈ H),
where PT is the ergodic projection of T . We get for h ∈ H
〈ST h,h〉 = lim
n→∞
∥∥Tnh∥∥2 = ‖PT h‖2 = 〈P∗T P T h,h〉,
hence ST = P∗T P T .
Clearly, R(PT ) = N (I − T ) and N (PT ) = R(I − T ) = N (ST ), therefore R(P∗T ) = N (I − T ∗) = R(ST ) and N (P∗T ) =
R(PT )⊥ = R(I − T ∗), that is P∗T is the ergodic projection of T ∗ .
Let h ∈ NT := N (I − T ) ∩ N (I − T ∗). Then we have h = Th = T ∗h = T T ∗h = T ∗nTnh for every integer n 1, whence one
obtains ﬁrstly that Th and T ∗h belong to NT , hence NT reduces T . On the other hand, we get 〈ST h,k〉 = 〈h,k〉 for all k ∈ H,
that is ST h = h, which means h ∈ N (I − ST ). This leads to NT ⊂ N (I − ST ). For the converse inclusion, we see ﬁrstly that
N (I − ST ) = N
(
I − P∗T P T
)⊂ R(P∗T )= N (I − T ∗).
Now let h = x ⊕ y ∈ N (I − ST ) with x ∈ R(PT ), y ∈ N (P∗T ). Since PT is idempotent, its matrix representation on H =
R(PT ) ⊕ N (P∗T ) is PT =
( I S
0 0
)
with S ∈ B(N (P∗T ),R(PT )). We infer that
I − P∗T P T =
(
0 −S
−S∗ I − S∗S
)
,
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S∗x = 0. We get h = x ∈ N (S∗) ⊂ N (PT ) = N (I − T ), and having in view the choice of h we obtain N (I − ST ) ⊂ N (I − T ).
Consequently, N (I − ST ) ⊂ NT and this proves the equality (3.2).
Next, let M ⊂ H be a subspace which reduces T to a unitary operator. Then PN (ST )M = {0} because Tn → 0 on N (ST ),
hence M ⊂ R(ST ) = N (I − T ∗). Thus T ∗ = I on M, and since M reduces T we have also T = I on M. It follows that
M ⊂ NT , and so NT is the maximum subspace which reduces T to a unitary operator.
We prove now the relation (3.3). Since N (I − ST ) reduces T we have that T commutes with the orthogonal projection
PN (I−ST ) onto N (I − ST ). So, for h ∈ N (ST − S2T ) we obtain
T ST h = T PN (I−ST )h = PN (I−ST )Th = ST Th,
where in the last equality we used that N (ST − S2T ) is invariant for T and Th = ST Th ⊕ (I − ST )Th. Hence we get the
inclusion N (ST − S2T ) ⊂ N (ST T − T ST ).
Conversely, let h ∈ N (ST T − T ST ). Since R(I − T ) ⊂ N (ST ) we have ST h = ST Th = T ST h, therefore
ST h ∈ N (I − T ) ∩ R(ST ) = N (I − T ) ∩ N
(
I − T ∗)= N (I − ST ),
which means h ∈ N (ST − S2T ). Thus, we ﬁnd the other inclusion N (ST T − T ST ) ⊂ N (ST − S2T ), and consequently the
equality (3.3) occurs.
Next, we recall that ST = T ∗ST T and by the above remark ST T = ST , or equivalently S1/2T T = S1/2T . So, we get ST T =
ST = S1/2T T S1/2T , hence T is a regular ST -isometry on H.
Also, by using of the canonical matrix representation of P∗T on H = R(P∗T ) ⊕ N (PT ) = R(ST ) ⊕ N (ST ), we can easily
infer that ST = ST PT = P∗T ST = P∗T ST P T , and later (as above) we obtain ST PT = S1/2T P T S1/2T . Therefore, PT is a regular
ST -isometry on H. 
Proposition 3.6. Let T ∈ B(H). Then the powers Tn strongly converge in B(H) if and only if T has a matrix representation of the form
T =
(
I 0
T1 T2
)
(3.4)
with respect to an orthogonal decomposition H = H1 ⊕ H2 where T1 ∈ B(H1,H2) and T2 is strongly stable on H2 , such that the
series
∑∞
n=0 Tn2h converges for every h ∈ R(T1). If T has the form (3.4) with T2 strongly stable and R(I − T2) closed, then {Tn}
strongly converges in B(H).
Proof. Suppose that {Tn} strongly converges. By Theorem 3.5 one has R(ST ) = N (I − T ∗), this subspace being invariant
for T ∗ , hence T has the representation (3.4) on H = R(ST ) ⊕ N (ST ). Because N (ST ) is invariant for T we have Tn2 =
Tn|N (ST ) and these powers strongly converge to 0 in B(N (ST )). Since one has
Tn =
(
I 0∑n−1
j=0 T
j
2T1 T
n
2
)
for n 2, and having in view the hypothesis, we infer that there exists the limit limn→∞
∑n−1
j=0 T
j
2T1x for every x ∈ R(ST ),
which means that the series
∑∞
n=0 Tn2h converges for any h ∈ R(T1).
Conversely, assume that T has the form (3.4) with respect to H = H1 ⊕ H2, such that Tn2h → 0 for every h ∈ H2 and
with the property that the series
∑∞
n=0 Tn2h converges for any h ∈ R(T1). Using the matrix of Tn from above it follows that
for each h = x⊕ y ∈ H with x ∈ H1 and y ∈ H2 one has
Tnh = x⊕
n−1∑
j=0
T j2T1x+ Tn2 y → x⊕
∞∑
j=0
T j2T1x (n → ∞),
that is {Tn}n1 strongly converges in B(H).
Suppose now that in the representation (3.4), T2 is strongly stable and R(I − T2) is closed, so H2 = R(I − T2). By
[6, Proposition 4.5], I − T2 is invertible and ∑n−1j=0 T j2 = (I − T2)−1(I − Tn2). Using this fact, we get for h = x⊕ y ∈ H1 ⊕ H2
that Tnh → x⊕ (I − T2)−1T1x (n → ∞), that is {Tn} strongly converges in B(H). 
Corollary 3.7. Let T ∈ B(H) for which the powers T n strongly converge in B(H). The following are equivalent:
(i) ST = S2T ;
(ii) ST T = T ST ;
(iii) ‖ST ‖ 1;
(iv) ST = PT ;
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(vi) T is o.m.e. on H;
(vii) T = I ⊕ S with S a strongly stable operator.
Proof. By (3.3) one has (i) ⇐⇒ (ii), and clearly (i) ⇒ (iii) and (iii) ⇒ (iv) because ST = P∗T P T by Theorem 3.5. Now (iv)
gives N (I − ST ) = N (I − PT ) = R(PT ) = N (I − T ), so (iv) ⇒ (v). Next, (v) implies by (3.2) that N (I − T ) ⊂ N (I − T ∗)
which, in fact, means N (I − T ) = N (I − T ∗) because T ∗ is power bounded and so H = N (I − T ∗) + R(I − T ∗) as a direct
sum. Since T is also Cesàro ergodic, it follows that T is orthogonally mean ergodic, therefore (v) ⇒ (vi). Also, (vi) yields
N (I − T ) = N (I − T ∗) = R(ST ) and we infer that R(ST ) reduces T , which by (3.4) means T1 = 0 that is T = I ⊕ T2.
Hence (vi) ⇒ (vii). Conversely, if T has the form T = I ⊕ S such that the powers Sn strongly converge to 0 then, since the
subspaces on which this decomposition of T is based are reducing for T , we get ST = I ⊕0 and ST = S2T , so (vii) ⇒ (i). 
4. Generalized Toeplitz operators and ρ-contractions
The role of the operator ST is also illustrated by the following theorem which generalizes a result of Douglas [3, Theo-
rem 1], concerning the generalized Toeplitz operators for contractions.
Theorem 4.1. Let T ′ ∈ B(H′) be a contraction and T ∈ B(H) so that the sequence {‖Tnh‖}n1 converges for every h ∈ H. Then an
operator A ∈ B(H′,H) satisﬁes A = T ∗AT ′ if and only if there exists B ∈ B(R(ST ′ ),R(ST )) with A = S1/2T B S1/2T ′ and B = V ∗T BV T ′ ,
where V T ∈ B(R(ST )) and V T ′ ∈ B(R(ST ′ )) are the isometries which satisfy the relations V T S1/2T h = S1/2T Th and V T ′ S1/2T ′ h′ =
S1/2T ′ T
′h′ for h ∈ H and h′ ∈ H′ . In this case, B is uniquely determined and ‖B‖ ‖A‖.
Proof. Let A ∈ B(H′,H) so that A = T ∗AT ′ . Suppose ﬁrstly that ‖A‖ 1. As T ′ is a contraction we have
AA∗ = T ∗n AT ′nT ′ ∗n A∗Tn  T ∗n AA∗Tn  T ∗nTn
for every integer n 1. It follows (by (2.1)) that AA∗  ST , and so there exists a contraction C from H′ to R(ST ) such that
A = S1/2T C . Since S1/2T V ∗T k = T ∗S1/2T k for k ∈ R(ST ) we get
S1/2T V
∗
T CT
′h′ = T ∗S1/2T CT ′h′ = T ∗AT ′h′ = Ah′ = S1/2T Ch′ (h′ ∈ H′),
whence we obtain V ∗T CT ′ = C because S1/2T is injective on R(ST ). Equivalently, one has C∗ = T ′ ∗C∗VT and as above there
exists a contraction B∗ from H to R(ST ′ ) such that C∗ = S1/2T ′ B∗ , or C = BS1/2T ′ . Thus we ﬁnd A = S1/2T B S1/2T ′ and since
R(B) = BR(S1/2T ′ ) ⊂ R(C) ⊂ R(S1/2T ) we obtain
V ∗T BV T ′ S
1/2
T ′ h
′ = V ∗T B S1/2T ′ T ′h′ = V ∗T CT ′h′ = Ch′ = BS1/2T ′ h′ (h′ ∈ H′),
hence V ∗T BV T ′ = B .
In general, if 0 = A ∈ B(H′,H) satisﬁes A = T ∗AT ′ then A1 = ‖A‖−1A also satisﬁes this relation and by the previous
remark there exists a contraction B1 from R(ST ′ ) to R(ST ) so that A1 = S1/2T B1S1/2T ′ and B1 = V ∗T B1VT ′ . Thus, B = ‖A‖B1
has the required properties, and clearly, ‖B‖ = ‖A‖‖B1‖  ‖A‖. The uniqueness of B is ensured by the fact that R(B) ⊂
R(ST ) and that S1/2T is injective on R(ST ).
Conversely, if B is an operator from R(ST ′ ) to R(ST ) satisfying B = V ∗T BV T ′ , then denoting A = S1/2T B S1/2T ′ , we have for
h′ ∈ H′
T ∗AT ′h′ = T ∗S1/2T B S1/2T ′ T ′h′ = S1/2T V T ∗BV T ′ S1/2T ′ h′ = Ah′
that is A = T ∗AT ′ . 
When T and T ′ are contractions in Theorem 4.1 we obtain just the result of Douglas [3]. Another version in our context
is the following
Theorem 4.2. Let T ∈ B(H) so that the sequence {‖Tnh‖}n1 converges for every h ∈ H. Then a positive operator A ∈ B(H) satisﬁes
A = T ∗AT if and only if there exists a positive operator B ∈ B(R(ST )) so that A = S1/2T B S1/2T and B = V ∗T BV T . In this case, B is
uniquely determined and ‖B‖ ‖A‖.
Proof. We use the same argument as in the previous proof. Assume A ∈ B(H), A  0 with ‖A‖ 1 such that T ∗AT = A.
Then A = T ∗n ATn  T ∗nTn for any n  1, therefore we have 0  A2  A  ST . As above, we get ﬁrstly a contraction C
from H to R(ST ) so that A = S1/2C = C∗S1/2 (A being positive). Therefore we inferT T
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hence C∗ = T ∗C∗VT . Then by Theorem 4.1 there exists an operator B∗ from R(SVT ) = R(ST ) to R(ST ) such that C∗ =
S1/2T B
∗ , B∗ = V ∗T B∗VT and ‖B∗‖ ‖C∗‖. Hence B is a contraction on R(ST ) and it satisﬁes B = V ∗T BV T and A = S1/2T C =
S1/2T B S
1/2
T , and since A  0 we infer also B  0. The uniqueness of B follows from the last relation.
The general case follows from the case when ‖A‖ 1 as in the previous proof, and so we get that ‖B‖ ‖A‖. 
Corollary 4.3. Let T ∈ B(H) so that the sequence {‖Tnh‖}n1 converges for every h ∈ H. Then the only positive operator A on H
satisfying T ∗AT = A is A = 0 if and only if ST = 0.
We can see, taking the adjoint, that the statement of Theorem 4.1 is also true when ‖T‖ 1 and {‖T ′nh′‖}n1 converges
for every h′ ∈ H′ . In these theorems we only obtain that ‖B‖ ‖A‖ and this inequality can be strict. For instance, if T = 0
is a T ∗T -isometry with ‖T‖ > 1 then ST = T ∗T = A and the operator B given by Theorem 4.2 is B = I on R(T ∗). In this
case ‖B‖ = 1 < ‖T‖2 = ‖A‖.
Recall [16] that T ∈ B(H) is a ρ-contraction if there exists a unitary operator U on a Hilbert space K ⊃ H such that
Tn = ρ PHUn|H (n 1). (4.1)
For a ρ-contraction T the sequence {‖Tnh‖}n1 is convergent for every h ∈ H (see [4], and [10] for the case of contrac-
tions), and in this case more precise facts about ST can be obtained.
Proposition 4.4. Every ρ-contraction T on H with ρ  1 is o.m.e. and N (λI − T ) = N (λI − T ∗) for λ ∈ C with |λ| = 1. Moreover,
if σp(T ) is the point spectrum of T then⊕
λ∈σp(T ), |λ|=1
N (λI − T ) ⊂ UT ⊂ N (I − ST ) (4.2)
where the ﬁrst subspace is reducing for T and UT is the maximum subspace which reduces T to a unitary operator.
Proof. We directly prove that a ρ-contraction T is o.m.e. Such a T is a power bounded operator, so it is Cesàro ergodic and
for h ∈ N (I − T ) one has 1n
∑n−1
j=0 T jh = h. Using (4.1) and the fact that U (in (4.1)) is o.m.e. that is
lim
n→∞
1
n
n−1∑
j=0
U jh = lim
n→∞
1
n
n−1∑
j=0
U∗ jh (h ∈ H),
we infer for h ∈ R(I − T ∗) that there exists the limit
lim
n→∞
1
n
n−1∑
j=0
T jh = lim
n→∞
[
1
n
(h − ρh) + ρ
n
PH
n−1∑
j=0
U jh
]
= ρ PH lim
n→∞
1
n
n−1∑
j=0
U jh
= lim
n→∞
1
n
(
ρh +
n−1∑
j=1
ρ PHU∗ jh
)
= lim
n→∞
1
n
(
ρh +
n−1∑
j=1
T ∗ jh
)
= 0.
So, the Cesàro averages of T converge to the orthogonal projection on the subspace N (I − T ), which means that T is o.m.e.
on H. We have N (I − T ) = N (I − T ∗) and this subspace reduces T . Now if λ is a scalar with |λ| = 1 then λT is also a
ρ-contraction and so one has N (λI − T ) = N (I −λT ) = N (I −λT ∗) = N (λI − T ∗) and this subspace reduces T to a unitary
operator. We infer that the subspace spanned by the eigenvectors which belong to the eigenvalues λ of T with |λ| = 1 is
a reducing subspace for T , and T on this subspace is a unitary operator preserving λ as eigenvalues. Thus, the subspace
N (λI − T ) and N (μI − T ) are orthogonal for λ,μ ∈ σp(T ), |λ| = |μ| = 1 and λ = μ, and we obtain the ﬁrst inclusion
of (4.2). Since UT reduces T to a unitary operator it follows that UT also reduces ST to the identity operator, which gives
the second inclusion of (4.2). 
Remark 4.5. The fact that N (λI − T ) = N (λI − T ∗) for T a ρ-contraction and |λ| = 1 also follows from a result of [4]
obtained in a different way. Concerning the inclusions from (4.2) we remark that these can be strict, when ρ > 1. In fact,
N (I − ST ) contains and is not equal to the maximum subspace which reduces T to an isometry, while UT = N (I − ST ) ∩
N (I − ST ∗) and the maximum invariant subspace for T on which T is an isometry is not contained in N (I − ST ) for ρ > 1,
in general. To see this fact we consider T a T ∗T -isometry of numerical radius one (so, in the case ρ = 2). Then ST = T ∗T
and T is an isometry on R(T ). Also, in the matrix (4.3) of T on H = R(T ) ⊕ N (T ∗) we have V an isometry and S = 0.
Then it is easy to see that R(T ) is contained in N (I − ST ) = N (I − T ∗T ) if and only if V ∗R = 0. Hence, if V ∗R = 0 then
the maximum invariant subspace for T on which T is an isometry is not contained in N (I − ST ).
The following results complete the corresponding ones from [2].
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T =
(
V R
0 S
)
(4.3)
be the matrix of T with respect to the decomposition H = M ⊕ M⊥ . Then for any λ ∈ σp(V ) with |λ| = 1 one has R∗|N (λI−V ) = 0.
Proof. Since M is invariant for T , V = T |M is a ρ-contraction on M, and by Proposition 4.4 we have N (λI − V ) =
N (λI − V ∗) for λ ∈ σp(V ), |λ| = 1. But for h ∈ N (λI − V ) we get T ∗h = V ∗h ⊕ R∗h, and since h ∈ N (λI − T ) = N (λI − T ∗)
we infer T ∗h = λh = V ∗h. Consequently, R∗h = 0 for any h ∈ N (λI − V ) with λ as above. 
Corollary 4.7. Let T be a ρ-contraction on H with ρ  1 and M be an invariant subspace for T . Then for any λ ∈ σp(T |M) with
|λ| = 1 the subspace N (λI − T |M) reduces T , hence the subspace spanned by the eigenvectors of T |M corresponding to λ as above
is reducing for T .
Corollary 4.8. Let T be a ρ-contraction on H with ρ  1 and M ⊂ H be a ﬁnite dimensional invariant subspace for T such that T |M
is unitary. Then M reduces T .
Proof. Since M is ﬁnite dimensional and T |M is a compact unitary operator one has that M =⊕λ∈σp(T |M), |λ|=1 N (λI −
T |M) and by the previous corollary this subspace reduces T . 
Remark 4.9. Recently, P. Gavrut¸a was obtained in [5] an example of operator T in ﬁnite dimensional case which is not a
ρ-contraction for ρ > 1 with Tn0 a ρ-contraction for some integer n0  2. This gives an answer to a question posed by
B. Chevreau. We can present now a simple example of operator T in an inﬁnite dimensional space with T 2 a ρ-contraction
for ρ  1 such that the sequence {‖Tnh‖}n1 does not converge for some h = 0. Consider T ∈ B(H ⊕ H) having the form
T =
(
V S
0 −V
)
where V is an isometry on H and 0 = S ∈ B(H) with SV = V S . Then T 2 = V 2 ⊕ V 2 is an isometry on H ⊕ H and so it
is a ρ-contraction for ρ  1. Also, T ∗nTn = IH⊕H if n is even and T ∗nTn = T ∗T = IH⊕H if n is odd, hence there exists
0 = h ∈ H such that {‖Tnh‖}n1 is not convergent.
The next result for contractions was obtained in [3].
Theorem 4.10. Let T be a ρ-contraction on H with ρ  1. Then ST is compact if and only if T = U ⊕ S where U is a unitary
operator on a ﬁnite dimensional space and S is a strongly stable ρ-contraction. In this case, ST is a ﬁnite dimensional projection which
commutes to T .
Proof. Suppose that ST is compact. Let S0 = ST |R(ST ) which is a positive compact operator. Thus, if λ1 > λ2 > · · · are
non-zero eigenvalues of S0 we have S0h = ∑n λn Pnh (h ∈ R(ST )) where Pn is the orthogonal projection of H onto
N (λn I − ST ). Since S0 is injective it follows that S0 is invertible in B(R(ST )), hence R(ST ) = R(S0) = R(ST ) is closed.
Now let VT be the isometry on R(ST ) satisfying VT S1/20 = S1/20 T0 where T ∗0 = T ∗|R(ST ) . Since S1/20 is compact and
VT = S1/20 T0S−1/20 , we infer that VT is compact. Using the fact that VT is an isometry, one can easily obtain that{
VT h: h ∈ R(ST ),‖h‖ 1
}= {k ∈ R(VT ): ‖k‖ 1}
and this set is compact (VT being a compact operator). Hence the Hilbert space R(V T ) is ﬁnite dimensional and as
VTR(ST ) ⊂ R(VT ) and VT is injective, it follows that the Hilbert space R(ST ) is ﬁnite dimensional. So, VT is a unitary
operator on R(ST ) and also T0 is a compact operator on R(ST ). Next, let λ ∈ σp(T0) with |λ| = 1 and h ∈ N (λI − T0).
Then VT S
1/2
0 h = S1/20 T0h = λS1/20 h therefore S1/20 h ∈ N (λI − VT ). We have S1/20 N (λI − T0) ⊂ N (λI − VT ), and since
S−1/20 VT = T0S−1/20 we infer also S−1/20 N (λI − VT ) ⊂ N (λI − T0), or equivalently N (λI − VT ) = S1/20 N (λI − T0) for
λ ∈ σp(VT ) with |λ| = 1. Thus σp(T0) = σp(VT ) and for λ as above one has S1/20 N (λI − T0) = N (λI − VT ). Taking the
adjoint we obtain S1/20 V
∗
T = T ∗0 S1/20 and similarly we get
S1/20 N (λI − VT ) = S1/20 N
(
λI − V ∗T
)= N (λI − T ∗0 )= N (λI − T0),
where we used Proposition 4.4 for the last equality. We infer that
S0N (λI − T0) = S1/2N (λI − VT ) = N (λI − T0),0
L. Suciu, N. Suciu / J. Math. Anal. Appl. 349 (2009) 280–290 289and this leads to
N (λI − VT ) = S1/20 N (λI − T0) = N (λI − T0),
for any λ as above. Since T0 and VT are similar compact operators while V T is unitary, their spectrum is reduced to the
point spectrum and it is contained in the unit circle, and because T0 and VT have the same eigenvectors it follows that
T0 = VT . Thus we have
R(ST ) = R(T0) =
⊕
λ∈σp(T0)
N (λI − T0) =
⊕
λ∈σp(T0)
N (λI − T ∗0 )
⊂
⊕
μ∈σp(T ) |μ|=1
N (μI − T ∗)= ⊕
μ∈σp(T ) |μ|=1
N (μI − T ) ⊂ N (I − ST ),
where we used also Proposition 4.4 and the fact that T ∗ is an extension of T ∗0 . This yields R(ST ) = N (I − ST ), hence
ST = S2T and so ST is a ﬁnite dimensional orthogonal projection. Since by the above remark R(ST ) reduces T to a unitary
operator, we have ST T = T T ∗ST T = T ST . Hence we get T = VT ⊕ S , where S = T |N (ST ) , so S is a strongly stable ρ-
contraction. Conversely, if T = U ⊕ S where U is unitary on a ﬁnite dimensional subspace of H and S is a strongly stable
ρ-contraction, one has that ST = I ⊕ 0 is a ﬁnite dimensional projection, so ST is compact. 
Corollary 4.11. Let T be a ρ-contraction with ρ  1 such that the operator ST is compact. Then the sequence {Tn}n1 strongly
converges if and only if the range R(ST ) reduces T and T |R(ST ) = I .
Proof. It follows from Theorem 4.10 and Proposition 3.6. 
The following corollary generalizes [3, Corollary 6.1] to ρ-contractions.
Corollary 4.12. If T is a ρ-contraction on H with no eigenvalues of modulus one and A is a positive compact operator on H such that
T ∗AT = A, then A = 0.
Proof. Let T̂ be the isometry on R(A) satisfying T̂ A1/2h = A1/2Th, h ∈ H, and we put A0 = A|R(A) , T ∗0 = T ∗|R(A) . Then
T̂ A1/20 = A1/20 T0, and since A is compact A0, A1/20 are compacts. So A0 is invertible, hence R(A) = R(A0) is closed. Then
T̂ = A1/20 T0A−1/20 is compact and being an isometry it follows that R(T̂ ) is ﬁnite dimensional. As T̂R(A) ⊂ R(T̂ ) and T̂ is
injective, one has that R(A) is ﬁnite dimensional, and so T̂ is unitary on R(A). Now T0 is a ρ-contraction on R(A) and
one has N (λI − T0) = N (λI − T̂ ) for any λ ∈ σp(T0) (necessarily with |λ| = 1). Hence we have
R(A) = R(T̂ ) =
⊕
λ∈σp(T0)
N (λI − T̂ ) =
⊕
λ∈σp(T )
N (λI − T0)
and (by Proposition 4.4) R(A) reduces T . Thus, N (λI − T0) ⊂ N (λI − T ) for λ ∈ σp(T0) and since T has not eigenvalues λ
with |λ| = 1 one has N (λI − T ) = {0}. So N (λI − T0) = {0} for |λ| = 1, consequently R(A) = {0} that is A = 0. 
Corollary 4.13. Let T be a ρ-contraction on H with no eigenvalues of modulus one, and Q be a compact operator on H which
intertwines T to an isometry. Then Q = 0.
Proof. Assume that V is an isometry on H with Q T = V Q . Therefore one has Q ∗Q = Q ∗V ∗V Q = T ∗Q ∗Q T , and Q ∗Q is
a positive compact operator. Having in view the hypothesis, we obtain from Corollary 4.12 that Q ∗Q = 0 that is Q = 0. 
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