Abstract-Opportunistic or delay-tolerant networks (DTNs) may be used to enable communication in case of failure or lack of infrastructure (disaster, censorship, remote areas) and to complement existing wireless technologies (cellular, WiFi). Wireless peers communicate when in contact, forming an impromptu network, whose connectivity graph is highly dynamic and only partly connected. In this harsh environment, communication algorithms are mostly local search heuristics, choosing a solution among the locally available ones. Furthermore, they are routinely evaluated through simulations only, as they are hard to model analytically. Even when more insight is sought from models, these usually assume homogeneous node meeting rates, thereby ignoring the attested heterogeneity and nontrivial structure of human mobility. We propose DTN-Meteo, a new unified analytical model that maps an important class of DTN optimization problems over heterogeneous mobility/contact models into a Markov chain traversal over the relevant solution space. (Heterogeneous) meeting probabilities between different pairs of nodes dictate the chain's transition probabilities and determine neighboring solutions. Local optimization algorithms can accept/reject candidate transitions (deterministically or randomly), thus "modulating" the above transition probabilities. We apply our model to two example problems: routing and content placement. We predict the performance of state-of-the-art algorithms (SimBet, BubbleRap) in various real and synthetic mobility scenarios and show that surprising precision can be achieved against simulations, despite the complexity of the problems and diversity of settings. To our best knowledge, this is the first analytical work that can accurately predict performance for utility-based algorithms and heterogeneous node contact rates.
over a sequence of such contacts, despite the lack of end-to-end paths.
Many challenging problems arise in this context: routing [1] , [2] , resource allocation [3] , content placement [4] , etc. Given the disconnected and highly dynamic nature of the connectivity graph of opportunistic networks, these problems are substantially harder here than in traditional connected networks. As a result, nearly all algorithms proposed for each problem are local search heuristics, based on either: 1) deterministic choices (e.g., greedy) of the next candidate solution, or 2) randomized choices (e.g., simulated annealing [5] ). Moreover, the performance evaluation of these algorithms is largely simulation-based, as it is hard to develop suitable analytical models. While simulations provide quantitative results for realistic settings, they offer little insight into the problems, and it is hard to generalize their findings due to the sheer range of mobility scenarios, optimization problems (e.g., routing, distributed caching, buffer management), and the multitude of algorithms for those problems.
Early analytical models for DTNs were devised [6] [7] [8] [9] to complement simulations. However, for the sake of tractability, these models rely on the homogeneous mixing contact model, in which all node pairs meet at the same constant rate . Such homogeneous mixing results from simple mobility models (e.g., Random Waypoint, Random Direction), where nodes independently, identically, and uniformly visit the entire network area. However, basic intuition as well as the study of real scenarios [10] , [11] indicate that a heterogeneous mixing contact model, supporting different pairwise contact rates, is more frequently encountered in reality. The underlying causes of heterogeneous mixing are manifold (from spatially restricted mobility, to nodes' social behavior, and including time-varying movement parameters). Their complexity means that even new, sophisticated "utility-based" protocols, aimed at exploiting the heterogeneity [4] , [12] are unable to account for every aspect. The evaluation of such newer protocols remains, all the more so, purely simulation-based.
Recent techniques employing some form of heterogeneous mixing [13] [14] [15] suffer from at least one of the following shortcomings: They introduce a very limited degree of heterogeneity to existing models; they quickly become prohibitively complex; or they deal with simple protocols only. It is thus evident that a common analytical framework is needed that can successfully deal with: 1) more realistic mobility assumptions, and 2) the range of DTN communication and optimization problems and the abundance of protocols for each, while still providing insight and, ideally, closed-form solutions.
Our current effort in designing such a common analytical framework, which we title DTN-Meteo, is based on the following three common features of most DTN protocols.
1063-6692 © 2014 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
First, the bulk of proposed algorithms, whether for routing, content dissemination, distributed caching, etc., essentially solve a combinatorial optimization problem over the state of every node in the network. Each algorithm defines a preference (utility) function over possible network states and aims at moving to better states. Second, candidate new states, in the DTN context, are presented according to the stochastic mobility of the nodes involved. As such, the traversal of the solution space of a problem is also stochastic. Third, due to the difficulty (usually impossibility), in this context, of updating nodes' states globally, protocols resort to local search heuristics (with a deterministic or randomized search strategy) to choose between the current and a new possible state, involving state changes only in the two nodes in contact.
Using the above insight, DTN-Meteo maps a combinatorial optimization problem into a Markov chain (MC), where each state is a potential solution (e.g., assignment of content replicas to nodes), and transition probabilities are driven by two key factors: 1) node mobility, which makes available new potential solutions to the algorithm, over time, based on the (heterogeneous) contact probability of each node pair; and 2) the algorithm, which orders the states using a utility function and accepts better ones either deterministically (greedy algorithm) or probabilistically (randomized algorithm), to avoid getting stuck in local maxima. 1 This not only decouples the algorithm's effect and the mobility's effect from each other, but also enables deriving useful performance metrics (convergence delay, delivery probability) using transient analysis of this MC.
Summarizing, our main contributions are the following.
• We formulate a class of important DTN optimization problems using a Markovian model that combines the heterogeneous mixing properties of a scenario and the actions of an algorithm into an appropriate transition matrix over a problem's solution space (Section III). This model enables us to quantify the performance-delay, success probability (Sections IV-A and IV-B)-of fixed-replication algorithms in various mobility scenarios; it also enables us to evaluate their correctness (this result can be found in [16] ).
• We prove that, for state-of-the-art intercontact time models (namely, power law with exponential cutoff), compliant with observations across a wide range of real mobility scenarios [17] , [18] , the points in time at which we embed the above Markovian model are indeed well approximated by an exponential distribution (Section III-D).
• To demonstrate the value and generality of DTN-Meteo, we apply it to both single-and multicopy algorithms for two DTN problems: 1) Unicast routing (SimBet [12] and BubbleRap [19] ), and 2) Content placement/Distributed caching [4] . We chose state-of-the-art, utility-based algorithms that cannot be modeled by existing tools. We compare the accuracy of our predictions against simulations for a range of synthetic and real-world mobility traces, and we thoroughly assess how accuracy is impacted by our assumptions (Section V). While DTN-Meteo is more widely applicable, due to space limitations, in this paper we mostly focus on fixed replication algorithms, which explicitly limit the number message copies at the source [4] , [12] . The two other options for replication in Fig. 1 . Markov chain from [6] . DTN algorithms are either unlimited replication [1] or implicitly limited through utility [19] . We treat the first case (unlimited replication or flooding) in [20] ; in the second case (a variant of fixed-replication), the key component is the utility function chosen, which we already treat under the limited-copy assumption. Finally, we require mobility properties and utility functions to be time-invariant (in theory) or slowly varying (in practice) in order to make sure that the Markov chain for the problem is time-homogeneous and thus tractable.
II. PRELIMINARIES
Early analytical studies of Opportunistic Networking algorithms rely on simple, identical node mobility assumptions, where nodes meet each other at independent identically distributed (i.i.d.) time intervals, that are exponentially distributed. There is a unique meeting rate , describing the contacts of every node pair. As a result, all nodes are equal and can be treated as a group, rather than individually. This is reflected, e.g., in epidemic routing Markov models, where only the number of message copies is modeled, without regard for the specific nodes carrying those copies, as in Fig. 1 .
DTN analytical models relying on such mobility assumptions have been successfully applied to: 1) "oblivious" unicast routing protocols, such as direct transmission, two-hop routing, epidemic routing, and its variants [7] , [21] (probabilistic epidemic, time-limited epidemic, epidemic with the VACCINE recovery mechanism, etc.); 2) simple content distribution algorithms [22] ; 3) simple multicast routing protocols [23] , and so on. The common denominator of all these protocols is that none of them explicitly differentiates among nodes, based on their characteristics (mobility, resources, or other), when making a forwarding/dropping decision.
In contrast, almost all newer DTN algorithms and protocols [4] , [19] , [24] base their decisions on nodes' utilities toward the scheme's end goal (position in the network, relationship to destination, etc.). These node utilities are most often based on the observation that human mobility has nontrivial structure, manifesting in mixing/meeting patterns that can be extracted from real-world experiments [10] , [11] .
Nevertheless, introducing different contact rates per pair complicates the above picture significantly: One now needs to keep track of not just how many, but which nodes exactly have the message, leading to state space explosion. Adding the notion of utilities quickly makes this approach intractable. As a result, analytical work has not, for the most part, followed up on these developments. DTN-Meteo attempts to strike a balance between tractability and accuracy, to provide useful performance prediction for such newer approaches as well. Its main advantages beyond the state of the art are that: 1) it is more generic, in that it applies to a wide selection of utility functions and to more than one specific problem (e.g., routing); and 2) it uses a more realistic mobility model (with the inevitable complexity tradeoff). 
Let
be our opportunistic network, with nodes. is a relatively sparse ad hoc network, where node density is insufficient for establishing and maintaining (end-to-end) multihop paths, in the sense of [25] . Instead, data are stored and carried by nodes and forwarded through intermittent contacts established by node mobility. A contact occurs between two nodes who are in range to setup a bidirectional wireless link to each other.
We assume an optimization problem over the -node network (e.g., multicast under resource constraints) and a distributed algorithm for this problem, run by all nodes. Our longterm aim is to understand the performance of the algorithm as a function of the nodes' behavior and attributes (mobility, collaboration, resource availability, etc.). Table I summarizes this section's notation.
A. Solution Space
We consider a class of DTN problems for which a solution can be expressed in terms of nodes' states. In this paper, we restrict ourselves to binary node states, to better illustrate the key concepts; however, in a more realistic variant of DTN-Meteo, nodes' states could be chosen from a set of -bit integers (e.g., to allow the modeling of some storage constraint of messages for each node, out of a maximum contemporaneous messages in the network). In all cases, the space of candidate solutions for such problems is a set of -element vectors, possibly restricted by a number of constraints. Finally, an algorithm for the problem defines a ranking over these solutions, captured by a utility function . The goal is to maximize this utility (or minimize a cost function). We define our class of problems as follows: or
(2) a set of (3) a (4) This is, in fact, the combinatorial optimization class, which naturally encompasses several DTN problems, as they are dealing with indivisible entities (nodes, messages, channels, etc.) and have rules that define a finite number of allowable choices (choice of relays, assignment of channels, etc.). What follows are some examples of DTN problems that can be thus modeled.
Content Placement: The goal in content placement is to make popular content (news, software update, etc.) easily reachable by interested nodes. As flooding the content is unscalable, a small number of replicas can be pushed from its source to strategic relays, which will store it for as long as it is relevant, and from whom encountered interested nodes retrieve it. 2 In its simplest form, the source of the content distributes the replicas to initial nodes (e.g., randomly, using binary or source spraying [2] ). These initial relays then forward their copies only to nodes that improve the desired utility-which can be based on mobility properties, willingness to help, resources, etc. (see [4] for some examples).
Here, the binary state of a node is interpreted as the node being or not being a provider for the content of interest. 3 There is a single constraint for any allowed solution, namely , that is, in (3) . Routing: In routing, be it unicast, multicast, broadcast, or anycast, the binary state of node is interpreted as carrying or not carrying a message copy. For example, for unicast routing from source node to destination node , the initial network state is . The desired network state is any , with and . This can easily be extended to group communication, with multiple sources and/or multiple destinations.
Various replication strategies can be expressed using constraints (3), as shown in Table II . Different schemes in each category, essentially differ in the utility function used to rank states and the action taken given a utility difference. In this paper, we analyze the first two strategies in Table II. As a final note, replication-based schemes have an initial spreading phase, during which the copies are distributed to the initial relays. This phase can straightforwardly be included in our model by considering also all states with 1 to copies in the network. This, however, increases the complexity of the model, while offering little added value. Indeed, the delay of this initial phase is negligible in networks with large and , which is the case in scenarios of interest (see, e.g., [2] ). Hence, we will only consider the effect of this phase on the starting configuration [as shown in Section IV-A, (20) ] of the algorithm and ignore its delay. Thus, our solution space will only be composed of network states with exactly copies at different nodes.
B. Exploring the Solution Space
In traditional optimization problems, local search methods define a neighborhood around the current solution, evaluate all solutions in the neighborhood, and "move" toward the best one therein (purely greedy algorithms). Occasionally, they may also move to lower utility states (using randomization) in order to overcome local maxima, as in randomized local search algorithms (e.g., simulated annealing). This aspect is fundamentally different in DTN optimization. The next candidate solution(s) cannot usually be chosen. Instead, the solution space is explored via node mobility (contacts): A new potential solution will only be offered, after some time, when two nodes come in contact. This has two major implications: 1) this new solution can differ (from the current) in the state of at most two nodes: the ones involved in the contact; 2) which pair of nodes meet next (a random event) will define which potential new state will become available, and how much better/worse the new state will be (whether the transition to the new state occurs is finally decided by the algorithm). As a result, the traversal of the solution space is inherently stochastic.
Consider implication 1) first [we treat 2) when defining our network model, in Section III-D]. Every contact between a relay node/content provider and another node offers the chance of moving to a new network state , with and (forwarding) or and (replication). If the replica is transferred from relay to , then the transition happens. Fig. 2 provides examples of potential state transitions, along with contacts required for the transitions to be possible. Transition in Fig. 2 requires two contacts to start simultaneously and is thus not possible. 4 This means that only transitions between adjacent states are possible, where we define state adjacency as (5) i.e., the two network states may only differ in one or two nodes ( are binary indicator variables). An encounter of those two nodes is a necessary (but not sufficient) condition for transition to happen. Summarizing, our solution space exploration goes as follows: When at a state , the next contact between two nodes presents a new solution to the algorithm with a (time-homogeneous) probability , the contact probability of node pair (we look deeper into these contact probabilities and the assumptions behind them in Section III-D). The new solution differs from in positions and only. For example, in Fig. 2(a) , when at state , the algorithm could move to a new solution in the next contact, with probability .
C. Modeling a Local Optimization Algorithm
Node contacts merely propose new candidate solutions. Whether the relay does in fact hand over its message or content replica to (or, more generally, whether a new allocation of objects between and is chosen) is decided by the algorithm. In purely greedy (utility-ascent) schemes, a possible state transition occurs only if it improves the utility function , specific to each problem. Then, for our DTN problems, a possible transition occurs with binary acceptance probability (6) More generally, the acceptance probability may be any function of the two utilities:
. This allows DTN-Meteo to model randomized local search algorithms (e.g., Markov Chain Monte Carlo methods, simulated annealing) as well.
It is important to make some remarks about utilities here. First, the (global) utility values above may sometimes require knowing the state of remote nodes (in the worst case, all nodes). This state may not be readily available locally at each node. Therefore, the algorithm must solve the added problem of collecting information and/or estimating it-usually through an integrated sampling component [3] , [28] . Most DTN protocols suppose the existence of a mobility-related node utility (e.g., contact frequency). Thus, if the mobility is stationary and the estimation designed correctly, the online and offline utility rankings will coincide. However, estimating node properties and utilities is beyond the scope of this work.
Second, in any distributed algorithm, a node must be able to evaluate locally whether a given decision (e.g., to hand over its copy to an encountered node, for routing) will improve the global utility. This is a challenge for the algorithm designer, often solved by using additive global utilities (e.g., , where can be applied to each node separately). Therefore, DTN-Meteo assumes any state utility and/or node utility are readily available.
Finally, we note that some protocols use packet-based utilities [3] , while in DTN-Meteo we assume node-based utilities. Furthermore, the types of packet utilities in [3] are time-dependent. While such time-dependent packet utilities cannot be modeled by our framework (as explained immediately below), some types of static packet-based utilities could be included in future work.
Summarizing from Sections III-A-III-C, the transition probability between adjacent network states and can be expressed in function of the contact probability (to be discussed in Section III-D) and the acceptance probability as follows: (7) where nodes and are the two nodes whose encounter could provoke the state transition.
is the mobility component of the transition probability, and is the algorithm component.
We must stress here that (7) assumes that both variables are time-invariant, such that the resulting Markov chain for the problem will be time-homogeneous. Specifically, this requirement on the algorithm component implies time-invariant (or very slowly varying) utilities, such as ones derived from social relationships among humans carrying the devices (nodes) that form our network. Additional types of utilities that are time-invariant (or very slowly varying), which DTN-Meteo can support, include functions based on computational power, operating system, trust relationships tied to social closeness, long-term traffic patterns, etc.
The mobility component (contact probability between ) is also assumed to be time-homogeneous. This is not unreasonable, as the above probabilities refer to long-term contact relations of humans, which tend to be stable. Some diurnal patterns might be present, but these could be further handled as discussed in Section III-F.
Therefore, for any two states and , our algorithm is a discrete-time time-homogeneous Markov chain over the solution space , described by the transition probability matrix , with (8) with as before. This formulation allows us to transform any problem of our defined class into a simple Markov chain, which can be used for performance analysis and prediction.
D. Modeling Heterogeneous Node Mixing/Mobility
Recall our opportunistic network , with nodes and node pairs contacting each other. As data are exchanged only upon contacts in , a mobility model based on contact patterns is sufficient for our analysis.
Definition 1 (Node Pair Processes): Every node pair's contact process is an independent, stochastic, stationary, and ergodic renewal process , where denotes the starting time of a contact between nodes . The random variables are the times between the initiations of two successive contacts between nodes . The process being renewal implies that the times are i.i.d. with a generic distribution.
The main implications of the above definition (stationarity and independence) are discussed in detail in Section III-F. We just stress here that we do not claim all these assumptions to hold in real scenarios (though they are more realistic than in previous models). They just represent our chosen tradeoff between the tractability and prediction accuracy of our model, the latter being validated against real traces.
Corollary 1 (The Network Process): The entire network is described by the superposition of the individual processes (which are mutually independent), forming a new stationary and ergodic marked point process , with . Therefore, the -The probability of two contacts starting at exactly the same time is negligible, 5 i.e., . b) The duration of a contact is negligible compared to the time between two contacts, but sufficient for all data transfers to take place. As made evident in Fig. 3 , any holding time of the aggregate process is, in fact, the minimum of: 1) residual times of the pairwise holding times , and 2) one full pairwise holding time corresponding to the latest renewal. Since we are planning to define a Markov model on the network's contact process, the probability distribution of the superposition's holding times is crucial. Based on the above contact model, it is easier to see how our transition probability matrix , defined in (8), fits into the picture. We are essentially embedding a discrete-time process at points , the epochs of the superposition process. Whether this embedded process is indeed Markovian and time-homogeneous will thus depend on the superposition process and its holding times .
If the individual contact processes are Poisson (i.e., pairwise intercontacts are exponential), an assumption commonly made in most related literature, then it is easy to see that their residuals are exponential as well. This means that the superposition epochs define a Poisson process, and the (embedded) Markov chain of (8) can be used to analyze performance, despite the heterogeneous contact rates.
However, the assumption of purely exponential intercontact times has been challenged by real collected contact traces [29] . Recently, a solid case has been made [17] , [18] for pairwise intercontact times being distributed as a power law with an exponential cutoff. Using this as a starting point, we will investigate in the following whether the new pairwise residual times (which determine holding times ) allow us to maintain our Markov model and proceed with the analysis.
(Non)Exponentiality of Intercontact Times: As shown in Fig. 3 , the holding times of our superposition process are, in fact, minima of residual times and one holding time of the original source processes , representing pairwise intercontacts. Thus, in order to say something about , we must thoroughly understand the probability distributions of . Cai et al. showed in [17] that, under relatively generic conditions, the pairwise intercontact times have a probability distribution, which is a mixture between a power law and an exponential (i.e., power-law head and exponential tail). This has also been confirmed in real-world traces by Karagiannis et al. [18] , who analyzed the empirical complementary cumulative distribution functions (CCDFs) of the intercontacts. Assuming such a distribution for the pairwise intercontacts , we will show that their residuals converge to exponential distributions. Based on these findings, we can approximate the random variables as exponentials, which makes the contact process a suitable substrate for Markov models.
Definition 2 (Contact Process): Let the CCDF of the random variables be for for (9) where is the minimum intercontact time for the node pair and is a positive normalization constant. The above function is a combination of a Pareto distribution and an exponential distribution.
For each and every node pair , there uniquely corresponds to any fixed time instant exactly one index , such that . Then, the residual time on 's contact process is the time (random variable), from to the next renewal epoch (next contact)
Then, applying our earlier observation that aggregate intercontact times are, in fact, minima of residuals of the pairwise intercontact times and one intercontact time, the aggregate intercontacts from Fig. 3 can be expressed as (11) (12) and so on for the following ones. Note that within the aggregate contact process , the residual times are correlated, as a result of the superposition. However, it has been shown [30] that approximating a superposition of independent renewal processes as a renewal process yields accurate results. This amounts to approximating residual times as independent, and the aggregate intercontact times above as minima of independent random variables.
With Definition 2 as a starting point, we will show, in the following, that the residual times converge to the exponential distribution of rate . A validation of this finding on our real and synthetic traces is also presented in Section V-B, when we introduce and describe each trace.
The mean residual lifetime (MRL) of a nonnegative random variable with CDF denoted is defined as (13) Meilijson showed in [31] that if converges to a constant as , then the conditional distribution of given that (which is none other than the residual of ) converges to the exponential distribution of rate .
Theorem 2 (Residual Convergence to
): The pairwise residual intercontact times for a superposition of heterogeneous pairwise contact processes obeying Definition 2 converge to the exponential distribution of rate , as the pairwise contact processes approach equilibrium 6 . Proof: In our case, the MRL is the expectation of the pairwise residual intercontact times . Using (9) for , we obtain the following MRL for the pairwise intercontact time variables :
The second fraction in the above equation is known to converge to 1 as . Therefore (15) which means that the residual time converges to the exponential distribution of rate , as the renewal process reaches equilibrium . This implies that if our pairwise mobility process has been going on for a very long time before we start observing it, the residual time of the intercontacts will be exponential with rate . Considering (11) and (12) and recalling that the minimum of independent exponentials is itself exponential, we can approximate the distribution of aggregate intercontact times by .
E. Markov Chain Model for Distributed Optimization
Therefore, the pairwise contact probabilities that we used in the definition of our Markov chain from (8) can now be defined as (16) and defines indeed a discrete-time homogeneous Markov chain, as we have initially claimed.
To analyze this chain in the rest of the paper, we use (9) and maximum likelihood estimation (MLE) to estimate the pairwise intercontact time parameters and for all pairs. The resulting contact probability matrix entirely describes any given mobility scenario with heterogeneous node mobility. Note that since we are using the embedded Markov chain , all the time-related quantities that we calculate will be expressed in event time (measured in number of contact events or "contact ticks") as opposed to standard time (wall-clock time). Because our contact process is stationary and ergodic, it is easy to revert from event time to wall time, using Wald's equation [33] . Summarizing from Section III, Fig. 4 shows the sketched recipe by which anyone can transform a problem of our defined class into a Markov chain.
F. DTN-Meteo's Realism-Tractability Tradeoff
DTN-Meteo, our analytical framework described in the previous sections and summarized in Fig. 4 , relies on a set of assumptions about the characteristics of node encounters (tail exponentiality, independence, stationarity), aiming at a good tradeoff between realism and tractability. We discuss whether/how each assumption could be relaxed or even lifted and how that would affect DTN-Meteo's tractability.
Tail Exponentiality: As shown in Section III-D, our framework requires that pairwise intercontact times obey an exponentially tailed distribution (that is, either fully exponential or power law with exponential cutoff). While these two cases seem to well cover many of the related trace studies and findings, some analyses suggest that a subset of pairwise intercontact times may have a heavier tail (most often Pareto). However, attempts at obtaining even just averages of DTN performance metrics in the presence of heavy-tailed intercontact times have only yielded asymptotic or roughly approximate results at best (e.g., [34] ).
Space/Time Heterogeneity: Realistic node mobility may feature spatial preference (nodes visiting some locations more than others) as well as time variations (e.g., nodes meeting predominantly at certain times of day). Spatial preference translates, in the contact process, to higher meeting rates among nodes sharing a preferred location; such scenarios can already be captured by DTN-Meteo through its use of heterogeneous (arbitrary) contact rates.
Time-dependent meeting rates can be more challenging to account for. Such nonstationarity effects are often observed as time-of-day (e.g., diurnal) periodicity and could sometimes be captured, with a different contact matrix for each period or time window (as in [35, ). Depending on the timescale of interest for the targeted algorithm, it might suffice to choose the appropriate contact matrix, according to the algorithm's start time. Algorithm runtimes spanning multiple periods require time-dependent Markov chains, increasing complexity beyond solution. Due to the range of issues already tackled in this paper, we keep it for future work to investigate if any useful approximations to such time-dependency problems are possible.
Correlation: Definition 1 implies that every node pair's contacts are mutually independent from the contacts of all other node pairs. This is a step forward from the usual assumption that every node moves independently from all other nodes. When all nodes move mutually independently, all contacts happen purely by chance. With our approximation, if nodes and come in contact, their two mobilities may be correlated (i.e., they may meet on purpose, as in [36] ). However, their contact will happen independently of any other node pairs' mobility, including node pairs involving one of or . This is because correlation is not transitive [37] .
Further correlation in node mobility and/or node contacts may refer to a number of aspects of the mobility/contact process: Almost every paper on the subject of such correlation has a different definition for it. The following are examples.
• Reference [38] loosely defines correlation as the space/ time heterogeneity discussed above. This work does not perform any analytical work, but only proposes a protocol to exploit such correlation.
• Reference [39] uses a model of correlated node mobility, in which groups of nodes confined to a disc area move together as a whole, with each group moving uniformly, identically, and independently of other groups. Based on this model, the authors derive asymptotic scaling laws for delay and capacity in mobile ad hoc networks (MANETs).
• Reference [40] models epidemic spreading using a coloring process and only requires independence among the consecutive times for the epidemic to spread to one additional node.
It is unclear what kind of correlation this allows at the level of node mobility or even at the level of (pairwise) contact processes. Moreover, the analysis does not apply to DTN protocols that actually exploit correlation and heterogeneity, thus limiting its practical relevance.
• Reference [41] expresses correlation in the contact process as the conditional intermeeting time between two nodes, relative to meeting with a third node (note that higher-order correlations are likely to be present in reality). Similarly to the first example, this work does not propose any analytical evaluation, but only modifies existing DTN protocols to account for such correlations. All in all, these examples show that: 1) while everyone agrees that there exist correlations in node mobility/contacts, the nature of these correlations is not yet clearly understood and defined; 2) almost all types of correlation severely limit the usefulness of analytical derivations by restricting them to simple protocols such as epidemic spreading and/or by only allowing for asymptotic results.
The current version of DTN-Meteo supports spatial heterogeneity and can be extended to also support time heterogeneity, as discussed above. DTN-Meteo could also be extended to support, for instance, conditional intermeeting times, as in the last example. This would essentially imply introducing additional "memory" in our Markov chain (similarly to turning a normal Markov chain into an order-2 Markov chain or higher). Besides the relatively limited increase in realism, such a step explodes the state space from (number of nodes) for the original chain to for the respective order-2 chain. Hence, we would have a similar impact on the state space of our model, making it prohibitive to provide a prediction for anything usefully large. We thus choose to not include this aspect in the model, and instead put our model's prediction up against real traces, where such effects might be present.
In conclusion, we believe DTN-Meteo strikes a good balance between realism and analytical tractability. Improving the realism of analytical models without compromising their usefulness is a central theme of our work. An analytical model that includes all possible human and vehicular features, in all contexts covered by existing traces, does not exist, and even if it did, it would probably be of little use. At the same time, we expect that DTN-Meteo might fail in some scenarios. In Section V-D, we further investigate when and how a given setting could lead to prediction accuracies.
IV. ANALYZING DTN OPTIMIZATION ALGORITHMS
In this section, we show some examples of how to use the DTN-Meteo model to quantify the expected performance of an algorithm-Step (V) of the DTN-Meteo recipe from Fig. 4 . DTN-Meteo can also be used to analyze worst-case performance and correctness; we performed a detailed investigation of these properties using DTN-Meteo in [16] , so we focus here on average performance. Specifically, we will: 1) describe how to calculate the expected performance of greedy algorithms for two DTN problems (routing and content placement) from standard Markov chain analysis; and 2) present an example of randomized local search algorithm (based on an MCMC method) applied to content placement and derive its expected performance. Table III summarizes this section's notation.
A. DTN-Meteo for Greedy Algorithms
We will focus here on greedy algorithms for two key problems, routing and content placement. We use the theory of . From these, we derive crucial performance metrics for our algorithms, such as delivery ratio and delivery delay in routing and probability and delay of optimally placing content.
For each of the described DTN problems, there exist(s) some state(s) corresponding to the best possible solution globally (e.g., best allocation of content replicas, or, for routing: any state in which the destination holds a message copy). This state will have maximum utility globally. By definition, a greedy algorithm only moves to better states. Hence, if and when the best state is reached, there will never be any other transition in the respective Markov chain for the problem (since there are no better states). Formally, we say that the chain gets absorbed.
In addition to states with maximum utility globally, there may also be network states of lower utility, but from which it is impossible to greedily advance to higher utility: As a very simple example, the mobility of nodes may be such that the nodes currently holding a content replica never directly meet the better nodes. This type of lower utility state might or might not exist, depending on the mobility scenario and utility function. When such a state is reached, then further transitions are, once again, no longer possible. Thus, these states are also absorbing states in , and we call them local maxima. We use the following notation for the two sets of states: (18) The last equality is easy to derive (see [42, p. 45] ).
is a matrix whose entry is the expected number of times the chain is in state , starting from state , before getting absorbed. Thus, the sum of a line of the fundamental matrix of an absorbing Markov chain is the expected number of steps until absorption, when starting from the respective state.
Finally, for the derivation of absorption quantities, we also need the initial probability distribution, , of the DTN-Meteo chain . For illustrative purposes, let us assume that all nodes are equally likely content/message sources. However, we cannot directly use this as the initial probability distribution of our chain since the model does not include the algorithms' replication phase (as explained in Section III-A). Therefore, we derive the initial probability distribution for all states (with exactly copies at different nodes) as source is (19) The conditional probability above may be hard to calculate depending on the initial replication strategy. For the sake of tractability, we assume that simple source spraying [2] is used and that the spreading completes before the forwarding algorithm starts. We defer the treatment of more sophisticated initial spreading conditions to future work. Then (20) From Absorption Analysis to Practical Metrics: Based on the fundamental matrix and the initial probability distribution, we can now easily derive the metrics of interest for any algorithm of our class. In the following theorems, we show how to do this for our example problems: routing and content placement. However, the theorems apply to any other problem unchanged, as long as the state space and utility are defined.
Theorem 3 (Success Probability):
The end-to-end delivery probability for a greedy routing algorithm modeled by chain starting from any initial source(s) with equal probability is (21) where is the probability of being absorbed at state , given we start at and is the probability of starting at . The success probability of greedy content placement finding the best set of relays, starting from any initial source(s) with equal probability, obeys the same relation. Proof: Using first step analysis, it is relatively straightforward to obtain individual absorption probabilities in matrix form, as , where is a matrix. We refer the interested reader to [33] for a comprehensive proof of this theorem.
In addition to knowing what chances a greedy algorithm has of finding an optimal solution, we are also interested in how long it will take. In the following theorem, we derive the expected end-to-end delivery delay of routing and the convergence delay of content placement using the fundamental matrix and the individual delivery ratios/success probabilities defined in (21) above.
Theorem 4 (Expected Delay):
The expected end-to-end delivery delay for a greedy routing algorithm modeled by chain , starting from any source with equal probability, given that it does not get absorbed in any local maximum, is (22) where is the (discrete) delay of being absorbed at state , given we start at , and is the probability of starting at . The expected convergence delay for greedy content placement to find the best set of relays, starting from any initial source with equal probability, obeys the same relation.
Proof: Assume we start in a transient state of our chain and compute all conditional transition probabilities, given that the process ends up in optimal state . Then, we obtain a new absorbing chain with a single absorbing state . The transient states are unchanged, except we have new transition probabilities. Then, the vector of absorption delays is obtained from the fundamental matrix of the new chain, as the matrix's row sums.
This process must be repeated for all . Then, using the initial probabilities and the law of total expectation, (22) is obtained. We refer the reader to [33] for a comprehensive proof of this theorem.
B. DTN-Meteo for Randomized Local Search
So far, we have only considered greedy algorithms, for which the acceptance probability from Section III-C is always 0 or 1: A better solution is always chosen, and a worse one is never chosen. This feature makes the Markov chain (8) for the problem absorbing and may also create local maxima, where greedy algorithms may get blocked.
To this end, randomized local search algorithms have been proposed. While a randomized local search still deterministically accepts a better (higher utility) solution, it may also move to a lower utility solution with a probability . These probabilities (of moving to lower utility states) are calibrated so as to provably converge to the/an optimal solution. One example of a class of such randomized local search algorithms is MCMC methods [5] . While MCMC methods are often used to simulate and sample complex (and noninvertible) functions, they also provide a powerful tool for stochastic optimization.
The most commonly used MCMC optimization algorithm and also our choice for this example is Metropolis-Hastings.
As transitions between two adjacent states are now possible in both directions, the DTN-Meteo Markov chain (8) for an MCMC algorithm is not absorbing. Moreover, since we have established in Section III-D that mobility is stationary and ergodic, the DTN-Meteo chain is, as well, stationary and ergodic. It has a unique stationary distribution, which depends on both the contact probabilities (mobility) and on the acceptance probabilities (algorithm). The latter can be chosen by the algorithm designer.
Since we are interested in finding a/the global maximum solution, we naturally should try to maximize the stationary probabilities of good (high-utility) solutions. One example of such a distribution is the Gibbs distribution [5] (23) where is an algorithm parameter, the temperature. When is small, the distribution is concentrated around the large values of , and thus the algorithm converges to a "good" solution with high probability.
Using the Metropolis-Hastings acceptance probability formula [5] and the above-defined stationary distribution, we obtain the following: (24) A Metropolis-Hastings algorithm using this acceptance probability has been proved to eventually converge to an/the optimum solution [5] .
To sum up, assuming that node mobility creates a connected contact graph (i.e., for all nodes , there exists at least one node such that their meeting probability ) and recalling that our mobility process is ergodic, the Markov chain of our randomized local search algorithm will be irreducible and aperiodic, with as its unique stationary distribution. Since we have chosen [see (16) ] to be highly concentrated around the states with the largest utility, the Markov chain, and hence the algorithm, will eventually converge to those states with high probability . Remark: Sometimes, the temperature parameter is varied during the algorithm's operation in order to speed up convergence. This is known as simulated annealing, when starts relatively high and gradually "cools down." However, it is beyond the scope of our paper, as we do not focus on "tweaking" the algorithm itself.
Convergence Analysis for Randomized Local Search: Since the Markov chain is now irreducible, hitting an optimal state does not guarantee that the algorithm stays there forever. Convergence to one of the optimum states is now asymptotic (as opposed to exact, for the absorbing Markov chain in Section IV-A); therefore, we will calculate the convergence time as the first hitting/passage time(s) to the Markov chain state(s) corresponding to (one of) the optimal state(s)
, starting from any other state . The first passage time may still correspond exactly to a performance metric of interest, for example end-to-end delay in routing (the algorithm terminates as soon as the destination node has been reached). However, in other cases, the first passage time will be a lower bound, for example, for the delay of reaching the optimum content storers in content placement. If the algorithm is designed correctly (according to the remark above), this bound can become tight.
Several methods are available for the analysis of stationary and ergodic Markov chains, from first step analysis to the electric network analogy, and including spectral properties. In the following, we will use an approach similar to the one in Section IV-A, based on an equivalent of the fundamental matrix for ergodic chains, derived from first step analysis: (25) where is a matrix with each of its rows being the stationary probability vector (23) for transition matrix .
We will derive a lower bound for the expected convergence delay of randomized content placement and the exact expected end-to-end delay of randomized routing, in an equivalent way to Theorem 4. We use the new fundamental matrix and the initial probability vector derived in (20) .
Recall from Section IV-A that, for each DTN problem's state space, there may be more than one optimal (maximum utility) state . For example, in fixed-replication routing, all of the states in which one of the copies is at the destination node are equally good and will form the set . This is less likely in our content placement example, where all of the relays defining a network state count toward that state's final utility . When several optimal states are present, each of their first passage times must be combined, in order to obtain the final performance metric of the randomized local search algorithm (e.g., end-to-end delivery delay in routing or convergence delay in content placement). We will first show how to derive the first passage time for a unique optimal state (Theorem 5) and then how to combine the results to obtain the final performance metrics (Corollary 6).
Theorem 5 (First Passage Time):
Assuming a unique optimal state , a lower bound for the expected convergence delay of a randomized algorithm modeled by our Markov chain , starting from any source with equal probability, is (26) where is the fundamental matrix for ergodic chains and is the size of the solution space. Proof: In [42, p. 78], the authors prove that the matrix , containing the mean first passage times from any state to any other state , is given by: , where is a square matrix with all entries 1, agrees with on the main diagonal and is 0 elsewhere, and is a diagonal matrix with diagonal elements . From a given state to the unique optimal configuration , the mean first passage is element of , which from above can be written as (27) Using the initial probability distribution in (20), we calculate the weighted average of (27) over all nonoptimal states to obtain the expected first passage time starting from any source node with equal probability to the unique optimal state as shown in (26) .
To address the case when the several optimal states of equal utility values are present, we must also obtain the probabilities for each of those optimum states to be reached first (i.e., before any other optimum state), in addition to the first passage times. Then, using the first passage times calculated as above, we can derive, e.g., the expected end-to-end delay of randomized routing.
The probability for an optimum state to be reached before any other optimum state can be easily calculated by setting all states as absorbing in our Markov chain of the randomized local search algorithm and using Theorem 3 from Section IV-A to calculate each . (Note that, in this case, it will not make sense to add up the probabilities, like in Theorem 3. They will simply sum to 1, as there will be no other absorbing states in the chain.)
Corollary 6 (Expected Delay): The exact expected end-to-end delivery delay for a randomized routing algorithm modeled by chain , starting from any source with equal probability, is (28) where is given in (26) . A lower bound for the expected convergence delay for randomized content placement to find the best set of relays, starting from any initial source with equal probability, obeys the same relation.
Summarizing Section IV, we have shown detailed examples of how to use the DTN-Meteo model and Markovian analysis to quantify the worst-case and expected performance of two types of algorithms (purely greedy and randomized local search), for two important DTN problems: routing and content placement. We have used generic utility functions, only requiring that the functions be time-invariant and that they can be locally calculated at each node.
In Section V, we validate the accuracy of the results provided by DTN-Meteo against simulation results from both real-world traces and synthetic mobility models. We use state-of-the-art routing and content placement algorithms, whereof the utility functions obey our requirements.
V. APPLICATIONS TO COMMUNICATION ALGORITHMS
In this section, we apply DTN-Meteo to the state-of-the-art routing algorithms-SimBet [12] and BubbleRap [19] -and to content placement, all of them using the first two replication strategies in Table II : single-copy and fixed budget . None of these utility-based algorithms can be modeled by existing tools. We also describe in more detail the practical value of DTN-Meteo through various usage examples, as well as through comparison with simulations.
A. Utilities for Routing and Content Placement
First, we briefly describe the utility used by each algorithm. These utilities were chosen by the designer of the proposed algorithms for the respective problem, and are not necessarily optimal (different utilities would define different algorithms).
In many recent protocols (including our case studies), a node's utility is assessed using the strength of its mobility ties to other nodes, e.g., based on contact frequency and/or duration, etc. These tie strengths are sometimes used as such. However, predominantly, they are aggregated in a single static ("social") graph, on which node utility can be mapped to metrics from social network analysis, such as centrality and community membership or similarity. This may be a weighted or a binary graph. For our case studies, we use normalized pairwise meeting frequencies as weights . When necessary, we obtain from by keeping only the highest weights up to the optimal link density [43] .
1) Content Placement: Recall the goal of content placement: to make popular content (news, software update, etc.) easily reachable by interested nodes by pushing copies of it from its source to "strategic" relays. The accessibility that a relay offers to the rest of the network is related to the expected meeting delay between the relay and any other node. This delay is minimized (and accessibility maximized) by relays who meet the highest number of (unique) nodes per unit time [44] . Using the graph , this number amounts to a node's degree: , with by convention. Thus, we define the utility of a network state as (29) 2) SimBet: SimBet is a DTN routing algorithm based on social network analysis. It assesses similarity (number of neighbors in common) to detect nodes that are part of the same community, and (ego) betweenness centrality to identify bridging nodes, that could carry a message from one community to another. We calculate these metrics on the binary graph . Thus, in SimBet, the utility of node for a destination node is 7 (30) and the utility of a network state is, as above, the sum of individual relay utilities:
. SimBet was first published as a single-copy utility-based protocol. It was later enhanced [12] with the option of using a fixed number of copies .
BubbleRap: uses an approach to routing similar to SimBet. Again, betweenness centrality is used to find bridging nodes until the content reaches the destination community. Communities are explicitly identified by a community detection algorithm, instead of implicitly by using similarity. Once in the right community, content is only forwarded to other nodes of that community: A local centrality metric is used to find increasingly better relays within the community. We use to obtain betweenness and apply the Louvain method [45] on the same graph to detect communities. Thus, in BubbleRap, the utility of node for a destination node is (31) where is an indicator variable for node belonging to the destination's community, and and are the local and global centralities, respectively. The utility of a network state is:
. Bubble Rap does not originally limit the number of copies, but this is easily accomplished with only insignificant modification of the algorithm.
For all three problems, the respective Markov chain from (8) is now entirely defined, 8 and we can apply the convergence analysis from Section IV to both the purely greedy and to the randomized local search versions of each of them. While content TABLE IV  MOBILITY TRACES CHARACTERISTICS placement fundamentally differs from routing (in one problem, node characteristics are sought for; in the other, the nodes themselves), our three example problems are suddenly similar: same state space, just different utilities. This is, to a great extent, the merit of our unified framework DTN-Meteo, whose declared goal is to exploit the similarities of DTN problems and algorithms. On a practical level, applying the analysis step of DTNMeteo to each problem still exhibits some particularities: 1) content placement has a single utility function per network scenario-in routing, we must evaluate a collection of utilities (one per destination ) for each network; 2) content placement usually has a single optimal state-in routing, for each utility function or destination , there are optimal states (any subset of nodes containing ); 3) local maxima (and thus an algorithm's behavior) radically change with the utility function, as shown in [33] .
B. Traces and Mobility Models
To cover a broad range of scenarios, we use three real contact traces and two synthetic mobility trace for validation: 1) the Reality Mining trace (MIT) [10] ; 2) the Infocom 2005 trace (INFO) [46] ; 3) the ETH trace [11] ; and 4) two synthetic scenarios created with a recent mobility model (TVCM104, TVCM24) [35] , which is theoretically tractable and very well understood.
Their characteristics are summarized in Table IV . In addition, we also validate on these traces, the theoretical result we obtained in Section III-D. In that section, we showed that despite the fact that pairwise intercontact times may not always obey the exponential assumption, the pairwise residual intercontact times can still be exponential, as long as the pairwise intercontact times have an exponential tail.
To validate this in the above traces, we used MATLAB's goodness-of-fit test for exponentiality of both pairwise intercontact times and their residuals. 9 Recall that goodness-of-fit tests measure the distance between the empirical CDF (i.e., the one observed in traces) and the CDF of the hypothesized distribution (exponential, in our case). The hypothesis is rejected if the distance is not small enough (this is determined via the significance level). We chose the test as: 1) it makes no strong assumptions about the samples; 2) it applies even when the parameters of the hypothesized distribution are estimated from the samples; and 3) it can test for any distribution (discrete or continuous), for which the CDF can be computed. However, the test does require a large enough sample size in order to be valid, therefore we only tested pairs with at least 50 contacts (in all but 9 To sample residuals of a given node pair , we determine the times of its first and last contacts in the trace. Between these times, we randomly select geometrically spaced contacts of any node pair (to ensure Bernoulli arrivals) and measure the time from the selected contact to the next contact. We aim at sampling about the same number of residuals as there are contacts (i.e., about one residual per contact). the INFO trace, this represents more than 70% of all contacts). Finally, the test also requires binning, to be done such that no bin has less than five samples. We found that, in most cases, a good number of bins is between 15 and 25 (MATLAB attempts to merge bins with less than five values and issues a warning if it fails).
Under these settings, Fig. 5 shows that, in all traces, a large percentage of pairwise residual times are exponential, despite the much smaller percentage of corresponding pairwise intercontact times. The results are similar under a variety of significance levels and numbers of bins. This serves to validate our theoretical analysis from Section III-D in the real world.
C. Measuring the Accuracy of DTN-Meteo
In simulations (trace replays), we measure absorption or convergence quantities-probabilities and average delays-as follows. For every node in the network, we set as a source of content/messages and do one simulation run. For the two routing algorithms, we do one run per source-destination node pair (using only a subset of randomly chosen destinations, in larger scenarios). In each run, the source node generates pieces of content/messages using a Poisson process. This ensures, via the PASTA property [47] , that we do not introduce any sampling bias. The content/message generation process produces a sample of at least 1000 observations per source node/run for shorter traces and up to 15 000 observations per source node/run for longer ones. For all measured delays, we compute the 95th percentile using the normal distribution (too small to be visible in most plots).
To obtain the source (and destination) independent metrics, we then average over all source (and destination) nodes. Table V shows the measured versus predicted (Theorem 3) success probabilities of greedy content placement. The first two columns give the probability of absorption by the global optimum, and the second two give the probability of absorption by a local maximum. In all cases, the prediction is reliably accurate, both with a single absorbing state, the global maximum Table V ). The theoretical results coincide once again surprisingly well with the measured delays, both for absorption by the optimum state [ Fig. 6(a) ] and for absorption by a local maximum [ Fig. 6(b) ]. In Fig. 6(b) , the ETH trace does not have any local maxima with our utility. Table V) . Again, the theoretical results of both algorithms coincide well with the measured delays, except for BubbleRap routing on the MIT trace. We investigate the potential causes of such deviations in Section V-D.
Finally, in Fig. 7 , we explore the randomized versions of content placement and SimBet routing. As explained in Section IV-B, randomization helps navigate around local maxima, at the cost of convergence time. Fig. 7(a) and (b) shows the predicted (Theorem 6) versus measured values for randomized content placement and, respectively, randomized SimBet routing. The predictions generally show similar accuracy as their greedy counterparts, with the exception of randomized SimBet routing on the ETH trace and the TVCM104 scenario. This is also examined in the following.
D. What Influences the Accuracy of DTN-Meteo?
As seen above, in some cases, the prediction of DTN-Meteo may deviate from the results obtained through simulation. In this section, we discuss the factors that lead to such discrepancies. These factors fall generally in two categories: First, the simulation results may be statistically unreliable, usually because the underlying trace is not long enough. Second, DTN-Meteo's operation may be disturbed by breaking one or more of the three basic assumptions made in Section III-D (tail exponentiality, stationarity, independence).
Looking into the first category, simulation results on single-trace instances can be deceiving. If the algorithm's expected time to completion is larger than the trace's length, simulation results will gravely underestimate that algorithm's delay: In routing, for example, the delay will be calculated over only the small subset of messages that do get delivered, producing a very biased statistic. This is readily noticeable in the case of randomized algorithms. While these algorithms can provably "escape" local maxima, they might take long to do so, as pointed out in Section IV-B. This problem has been explored in detail and illustrated through an example in [33, Fig. 9 ]. In contrast, DTN-Meteo can produce a reliable estimate of the expected delay, quickly, even for the scenarios corresponding to such traces, provided there are enough samples to estimate the pairwise contact rates. Furthermore, DTN-Meteo allows one to pick the right simulation duration when using synthetic simulation models. We consider additional applications of our framework in Section V-E.
Significant departures from the assumptions made by our framework can create further problems. At the same time, as discussed in Section III-F, dropping one of our three basic assumptions (tail exponentiality, stationarity, independence) can quickly render an already complex framework intractable. Although it is usually hard to isolate each of these factors, synthetic mobility models (e.g., TVCM [35] ) have independent node mobility by design and can be made to create stationary scenarios. We can therefore isolate and test the effect of nonexponentiality. In the simplest case of TVCM, nodes exhibit some spatial preference (a common characteristic of human mobility, often responsible for the observed "communities" in a contact graph) as follows: Each node has a small, local "home" area and performs random trips inside this area, followed by some roaming trips around the whole network area, then back to doing home trips, and so on, driven by a simple two-state Markov chain. Reference [8, Lemma 4.2] shows that, in order for pairwise intermeeting times in this simple model to have an exponential tail, a first requirement is that the nodes' transmission range must be significantly smaller than the size of their preferred subarea (and, implicitly, than the whole network area, as well). To show the effect of the nodes' transmission range on DTN-Meteo's prediction accuracy, we used a simple TVCM scenario with 20 nodes moving within an area of 200 200. Nodes are split in two groups of 12 and, respectively, 8 nodes, each with their own preferred subarea. The two subareas are equally sized (84 84) and nonoverlapping. The strength of the nodes' spatial preference is controlled by the home probability: the probability that the next trip is spent exclusively within the node's preferred subarea, as opposed to "roaming" over the whole area. Varying the home probabilities and the nodes' transmission range, Fig. 8(a) shows DTN-Meteo's prediction error relative to simulation results for content placement with copy. The error drops significantly at all levels of spatial preference, as the transmission range is reduced and the intercontact times become more exponential.
A second interesting observation is that the error increases as the home probability increases (up to 0.9) and then falls again, when communities become disjoint (i.e., home probability is 1, making nodes move only locally). This is also predicted by [8, Lemma 4.2] , which says that the two-state chain driving local and roaming trips must have converged between two consecutive contacts of two nodes for the intermeeting time of these nodes to have an exponential tail. While this convergence is also affected by transmission range [as clearly evident in Fig. 8(a)] , it results from a more subtle interplay of various spatial factors. Summarizing, the above example allows us to conclude that: 1) departures from exponentiality in the underlying mobility model are already known to lead to prediction inaccuracies, even for the analytical predictions of expected intercontact times (as can be seen by the prediction errors of [35] ); hence, this seems to be the main culprit for DTN-Meteo's inaccuracies, at least in the case of TVCM; more importantly, DTN-Meteo itself does not lead to additional errors; 2) in many cases, when it comes to synthetic models, one can tune out such sources of error, or at least predict parameters that would lead to nonconforming scenarios.
The above analysis already provides some hints as to potential problems in real traces: Community structure is particularly 10 (compared to ETH and INFO), and it is very likely to originate, at least partially, from spatial preference (even if more complex than described above). Furthermore, there is also evidence of node mobility correlations [36] , not present in the TVCM case. Although traces are not really amenable to a similar "sensitivity" analysis, it may still be possible to get an idea of the effect of (tail) nonexponentiality by ignoring those links in simulation and analysis, for which the test rejects the exponential hypothesis (see Section V-B). Fig. 8(b) shows DTN-Meteo's prediction error relative to simulation results for BubbleRap with , in three variants of the INFO and MIT traces 11 : the original trace, and the trace without links rejected by at significance levels 95%, and respectively 99.9%. Decreasing the significance level makes it easier for the test to reject the exponential hypothesis (i.e., more links to ignore). Thus, Fig. 8(b) shows that the more nonexponential links we ignore, the better DTN-Meteo's prediction. In other words, while DTN-Meteo can tolerate a number of nonexponential links, its prediction will slowly worsen, as this number increases.
E. Practical Value of DTN-Meteo
Beyond the theoretical aspects of our analysis, we show here how DTN-Meteo may be useful to protocol or system designers. We believe this utility is along three main directions.
Correctness Analysis: First, DTN-Meteo offers valuable insight into a protocol's inner workings, which simulations alone cannot provide: e.g., a small delivery ratio can be directly linked to the presence of local maxima. This is a crucial issue for greedy algorithms in DTNs. Our model can predict whether a given (greedy) algorithm will work for a given mobility scenario; if it does not, some randomization may need to be introduced (as discussed in Section IV-B). Moreover, DTN-Meteo allows to identify which properties of mobility or of the utility function are responsible for such convergence or lack thereof. For example, in [33] , we treat this issue at large for the case of greedy content placement, and find that this algorithm is only correct under relatively strong requirements on the mobility scenario: For -copy greedy content placement, each node should have at least higher utility neighbor nodes.
Protocol Tuning: DTN-Meteo can also be used for tuning key protocol parameters. For example, in Table VI we show how to choose the right number of replicas for SimBet to achieve a desired performance on the ETH scenario. It can further help tune parameters of a utility function (e.g., and in SimBet) or compare two functions to have as little local maxima as possible and good delays.
Simulation Speedup/Tuning: Finally, DTN-Meteo has a number of advantages over simulations when used for the (quantitative) performance evaluation of DTN algorithms.
First, as mentioned above, trace-driven simulations often suffer from the rather short time span of the data collection, which makes it hard to achieve statistical significance. This is especially true when evaluating algorithms with (average) completion/convergence times longer than the trace.
Second, even if the trace is long enough, simulations usually require considerably more resources (time, computational power) to achieve the same level of statistical significance as DTN-Meteo. As an example, consider the case of unicast routing. To obtain the average delay from all source nodes to a certain destination , DTN-Meteo's largest task consists in inverting a matrix. Depending on the matrix's size (determined by the network size and number of copies allowed) and sparsity, this can require from a few milliseconds to an hour on a regular laptop computer. In contrast, obtaining the same results through simulations requires the trace to be replayed as many times as there are source nodes, each time generating a large enough number of messages to achieve a good confidence level. In our experience, in function of the trace length, the network size, and the number of copies allowed, this may require a computer cluster and may take from half an hour to a day or even more.
VI. RELATED WORK
Few studies prior to our work allow heterogeneities of node mobility in analyses of DTN algorithms, and no work (to our knowledge) attempts to provide an analytical framework that can be applied to more than one problem.
One of the first approaches was to model a small number of mobility classes. For example, in [14] , the authors focus on a network with mobility classes. Each node permanently belongs to only one of the classes, and mobility patterns are different across classes, but identical inside each class, resulting in different intra-and interclass meeting rates. To analyze simple DTN routing protocols (epidemic, spray and wait) in such a network, Spyropoulos et al. use the fluid model formulation for epidemic routing. The routing process is treated as a fluid flow, and the number of message copies is approximated as a continuous-valued function of time and the various node meeting rates. This results in a system of ordinary differential equations (ODEs), which can be solved to obtain performance metrics, such as delivery delay and delivery ratio.
In a more recent study [15] , Chaintreau et al. also consider a network formed of a limited number of mobility classes. However, unlike [14] , where classes represent stable groups of identical nodes, in [15] , the mobility classes are disjoint regions (cells) of the space in which the network operates. Each cell has its own mobility model, and nodes adopt this model upon entering the cell. Using this network model, the authors analyze the age of an epidemically spread and constantly updated piece of information. They employ mean field theory to derive asymptotics for the distribution of the age of the piece of information across the network.
Contemporary and closest to our work is the analysis in [13] , where the authors also consider a mobility model in which each node pair meets according to an individual rate (potentially different from all other meeting rates). Using this, Boldrini et al. define a very simple Markov chain for greedy single-copy "social" routing and use first step analysis to derive the expected delivery delay.
As mentioned in Section I, these analyses suffer from various shortcomings that DTN-Meteo attempts to improve. References [14] and [15] only support a limited degree of heterogeneity and become exceedingly complex with increased heterogeneity. All analyses only deal with a specific problem and a specific (usually very simple) algorithm, such as routing [13] , [14] or updating content [15] . Moreover, the empirical validation in [13] and [14] consists only of small synthetic scenarios, specifically designed to respect initial assumptions.
VII. CONCLUSION AND FUTURE WORK
In conclusion, despite: 1) the complexity of heterogeneous mobility; 2) the complexity and diversity of the problems and algorithms considered; and 3) simplifying assumptions ensuring tractability of the above, DTN-Meteo predicts relevant performance metrics for routing and content placement surprisingly accurately under a wide variety of real and realistic mobility scenarios. To our best knowledge, this is the first analytical work that can predict performance for a larger class of utility-based algorithms (deterministic and randomized) with general, heterogeneous mobility.
Our goals for future work are manifold. First, we would like to further demonstrate our model's generality. Indeed, the main components of DTN-Meteo are generic and should enable accurate performance predictions for other problems. For example, DTN multicast can be modeled similarly to content placement by simply redefining the utility. We intend to conduct a similar performance analysis for more problems (buffer management, anycast, multicast, etc.) to further validate the merit of DTN-Meteo.
Second, we have identified state-space explosion as a potential problem for our model. While we have already proposed a preliminary solution to this in [20] , we believe this can be further developed and plan to do so in the future. A third possible improvement is related to DTN-Meteo's online applicability. Given pairwise meeting rates, DTN-Meteo provides thorough performance analysis for our class of DTN problems and local search algorithms. However, the pairwise meeting rates of a DTN are not usually available online, while the network is in use. To enable this, a node could, for example, try to obtain local estimates of the others' meeting rates; then, matrix perturbation theory shows that even when those estimates are not accurate, it is still possible to derive results that are qualitatively similar to the actual ones.
Finally, we would also like to relax some of our assumptions, so as to, for example, support time-inhomogeneous utilities, or use more sophisticated initial replication strategies in fixed budget algorithms.
