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1. Математическая модель и постановка задачи. Пусть в пространстве наблюдений NR  ( 1≥N ) 
зафиксировано 2≥L  классов Sii ∈W }{  ( },,1{ LS =  – множество номеров классов), заданных 
своими обучающими выборками �1, 2�:
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Выборка )(iX  объема 1≥in  образована независимыми в совокупности одинаково распреде­
ленными случайными N ­векторами­наблюдениями Nit Rx ∈
)( , int ,1= , имеющими одну и ту же 
плотность распределения:
 0)( ≥xpi , 
NRx∈ :
 ∫ =NR i dxxp 1)(  , Si ∈ . (2)
Плотности распределения Siip ∈⋅)}({   из (2), определяющие классы Sii ∈W }{ , неизвестны. Зада­
ча заключается в отнесении вновь поступившего наблюдения NRx ∈  к одному из классов 
Sii ∈W }{  �3–5�. Причем распределение вероятностей наблюдения x , вообще говоря, не совпадает 
ни с одним из распределений (2), задающих классы Sii ∈W }{ , и также неизвестно.
В случае известных плотностей Siip ∈⋅)}({   из (2) для решения поставленной выше задачи в �3� 
было предложено использовать решающее правило (РП) максимального правдоподобия:
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которое относит наблюдение x  к тому классу с номером Sxd ∈)( , появление в котором для 
него «наиболее правдоподобно» ( )()( xpxp id ≥ , Si ∈ ). 
Эффективность РП (3) в �3� было предложено характеризовать риском:
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где ( ) {1,U z =  если 0;z ≥  0, если 0}z <  – единичная функция Хэвисайда, 
 0)( ≥xp , 
NRx∈ : ∫ =NR dxxp 1)(  , (5)
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– плотность распределения вероятностей наблюдения, подлежащего отнесению, а через SjjR ∈}{  
в (4) обозначены межклассовые расстояния [1–5], характеризующие «степень близости» наблю-
дения x  с плотностью (5) к классам Sii ∈Ω }{  с плотностями (2). Для определения межклассовых 
расстояний в работе [5] было предложено использовать направленную дивергенцию Кульбака:
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Риск r из (4), (6) – это максимальная вероятность не отнести при помощи РП (3) наблюдение x 
к тому классу из Sii ∈Ω }{ , к которому оно ближе в смысле межклассовых расстояний (6). Чем 
меньше значение риска r, тем эффективнее решение, принимаемое РП (3). 
2. Решающие правила на основе гистограммных оценок плотностей. При неизвестных 
плотностях Siip ∈⋅)}({  непосредственно применить РП (3) для решения задачи отнесения не пред-
ставляется возможным. Воспользуемся в данном случае наличием обучающих выборок (1) и по-
строим РП по подстановочному принципу [1, 2]:
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где )(ˆ ⋅ip  – статистическая оценка для плотности )(⋅ip  по выборке 
)(iX  объема in  ( Si∈ ).
Поскольку здесь плотности Siip ∈⋅)}({  , определяющие классы, считаются полностью неизвест­
ными и неизвестен их вид, то в качестве статистических оценок Siip ∈⋅)}(ˆ{  в подстановочном РП 
(ПРП) (7) будем использовать гистограммные оценки [6, 7], разбив пространство наблюдений 
NR  на ячейки прямоугольной формы:
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где ( ) {1,A xΙ =  если ;x A∈  0, если }x A∉  – индикатор множества NRA ⊂ , )(xΓ  – ячейка, в кото-
рую попала точка­наблюдение ( ) NN
jj
Rxx ∈=
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[ ]z  – целая часть числа Rz∈ , «×» – символ декартова произведения, а jh  – коэффициент «раз-
мытости» [6, 7] по j­й компоненте N­вектора ( )N
jj
xx
1
~
=
= . 
Отметим, что все оценки­гистограммы (8) построены по одному и тому же разбиению про-
странства NR  на ячейки, причем все ячейки (9) имеют один и тот же «объем»: ∏
=
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))((  
, NRx∈∀ , где )(⋅µ  – мера Лебега в NR .
Введем обозначение ( Si∈ , NRx∈ ):
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– число наблюдений из выборки )(iX  объема in , попавших в ячейку )(xΓ  . Тогда запись оценок (8) 
упрощается:
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а ПРП (7) с учетом (11) и того факта, что среди Sii xp ∈)}(ˆ{  , по построению (11), (10), могут быть 
совпадающие по значению, примет вид ( NRx∈ ):
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Если среди Sii xp ∈)}(ˆ{   нет совпадающих по значению (множество ˆ ( )D x   в (12) содержит один 
элемент: 1)(ˆ =xD ), то ПРП (12) упрощается и выносит решение относительно x  однозначно:
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Если вдобавок ко всему объемы выборок из (1) одинаковы: ji nn = , Sji ∈≠ , то
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и ПРП (14) имеет простой содержательный смысл: оно относит наблюдение x  к тому классу, на­
блюдений из которого больше в ячейке )(xΓ .
Отметим также, что возможна ситуация, когда ячейка )(xΓ  вообще не содержит наблюде­
ний из обучающих выборок (1): 0)()( =xn i , Si ∈ . В этом случае: LxD =)(ˆ , и решение «полно­
стью неопределено». Если в (12): LxD ≤< )(ˆ1 , 0)()( ≠∑ ∈Si i xn , то можно говорить, что наблю­
дение x  «в одинаковой мере» относится к одному из классов с номерами SxD ⊆)(ˆ .
3. Асимптотическое исследование эффективности. Установим асимптотические свойства 
ПРП (12) при увеличении объемов обучающих выборок (1): +∞→in  , Si ∈ . Сначала, по анало­
гии с �6�, получим асимптотический результат для оценок плотностей из (8), (9).
Л е м м а. Пусть плотности Sii xp ∈)}({  из (2) непрерывны и ограничены (
NRx ∈∀ ), а наблю-
дения в выборках (1) независимы в совокупности. Тогда в условиях асимптотики:
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оценки Siip ∈⋅)}(ˆ{   из (8), (9) состоятельны по вероятности:
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P
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Д о к а з а т е л ь с т в о. Зафиксируем Si ∈  и NRx∈ . Введем в рассмотрение случайные ве­
личины ( int ,1= ):
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По аналогии с �6� устанавливаем, что i
i
n
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i
nt 1
)(
, }{ =ξ  из (17) в условиях леммы удовлетворяют за­
кону больших чисел для серий �6, 8�:
 
0
1
)(
,
)( →ξ=η ∑
=
P
n
t
i
nt
i
n
i
ii
, +∞→in  . (18)
Доказательство соотношения (18) полностью копирует аналогичное доказательство из �6� и здесь 
не приводится.
Далее, преобразовав )(iniη  из (18), имеем:
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где )(ˆ xpi  – гистограммная оценка (8), (9) плотности )(xpi . По теореме о среднем в асимптотике (15) 
( 0→jh , Nj ,1= ) получаем:
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что, с учетом (18), и доказывает лемму.
Т е о р е м а. Пусть в условиях леммы плотности Sii xp ∈)}({  из (2) совпадают между собой 
по значению разве что на множестве аргумента меры Лебега нуль:
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тогда в условиях асимптотики (15) ( NRx∈ ):
 )()(
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где )(ˆ)(ˆ xDxd ∈  – ПРП (12), а )(xd  – РП (3).
Д о к а з а т е л ь с т в о. Воспользуемся ПРП (12) в виде ( NRx∈ ):
 )(
ˆ)(ˆ xDxd ∈ , )}(ˆmax)(ˆ:{)(ˆ xpxpkxD iSik ∈==  , 
где Sii xp ∈)}(ˆ{  – оценки плотностей из (8), (9). Справедливы очевидные соотношения:
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с учетом которых в асимптотике (15) получаем (использован результат (16) леммы):
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откуда устанавливаем, что
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Справедливость (20) следует из (21), условия (19) на плотности Sii xp ∈)}({  и известных тео­
рем непрерывности �7�.
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Результат (20) теоремы говорит о том, что с ростом объемов Siin ∈}{  обучающих выборок (1) 
решение, выносимое ПРП (12), сходится по вероятности к соответствующему решению РП (3), 
и эффективность принимаемых ПРП (12) решений в асимптотике (15) можно по­прежнему ха­
рактеризовать риском (4), (6). Сама асимптотика (15) накладывает ограничения на «скорость» 
стремления коэффициентов «размытости» Sjjh ∈}{  к нулю с ростом объемов выборок Siin ∈}{ .
Однако непосредственно воспользоваться риском r  из (4), (6) в качестве меры эффективно­
сти не представляется возможным, поскольку плотности Siip ∈⋅)}({   из (2) и плотность )(⋅p  из (5) 
неизвестны.
4. Статистическое оценивание риска по результатам экспериментов. Пусть имеется вы­
борка 
n
ttxX 1}{ ==  объема n , составленная из наблюдений 
N
t Rx ∈ , nt ,1= , относительно кото­
рых при помощи ПРП (12) решалась задача отнесения к классам Sii ∈W }{  на основе обучающих 
выборок int
i
t
i xX 1
)()( }{ == , Si ∈ , из (1). И пусть все наблюдения из выборки X  имеют одну и ту же 
плотность (5).
Воспользуемся принятыми ПРП (12) решениями: )(ˆ)(ˆ tt xDxd ∈ , nt ,1= , и оценим риск r  
из (4), (6).
Преобразуем межклассовые расстояния SjjR ∈}{  из (6):
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заменим математическое ожидание, зависящее от номера класса «j», на его статистическую 
оценку типа арифметического среднего �2, 7� по выборке 
n
ttxX 1}{ ==  объема n, а неизвестную 
плотность )(⋅jp  – на оценку )(ˆ ⋅jp  из (11), и для I  из (4) получим статистическую оценку:
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В (22) учтено, что в некоторые ячейки (9) могут не попасть наблюдения из соответствующих 
классов, а также использован тот факт, что вероятность совпадения по значению непрерывно 
распределенных случайных величин равна нулю �2, 8�.
Далее оценим непосредственно риск r, подставив в (4) вместо I его оценку­число Iˆ  из (22). 
Но сначала преобразуем (4), считая I  одноточечным множеством (числом):
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где , {1,k lδ =  если ;k l=   0, если }k l≠  – символ Кронекера, откуда будем иметь следующую оценку 
типа арифметического среднего:
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Оценка риска rˆ  из (23) на практике имеет простой содержательный смысл, являясь долей 
ре шений относительно наблюдений из выборки 
n
ttxX 1}{ ==  объема n, принимаемых ПРП (12) 
не в пользу класса с номером Iˆ  из (22), который по результатам проведенного эксперимента счи­
тается ближайшим к наблюдениям из X.
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E. E. ZHUK
STATISTICAL ASSIGNMENT OF MULTIVARIATE OBSERVATIONS  
TO THE CLASSES DETERMINED BY TRAINING SAMPLES 
Summary
Th� probl�m of stat�st�cal ass�gnm�nt of arb�trar�ly d�str�but�d mult�var�at� obs�rvat�ons to th� class�s d�t�rm�n�d by tra�­
n�ng sampl�s �s cons�d�r�d. Th� d�c�s�on rul� bas�d on th� h�stogramm�c �st�mators of probab�l�ty d�ns�t��s �s propos�d and 
�ts �ffic��ncy �s analyt�cally �nv�st�gat�d.
