This paper addresses the use of weight functions to model publication bias in meta-analysis.
Introduction
This paper addresses the use of weight functions to model publication bias in meta-analysis (Hedges, 1992; Bayarri and DeGroot, 1993; Larose and Dey, 1994) . Since this bias is hard to gauge, we specify a non-parametric class of weight functions and illustrate how to explore sensitivity of conclusions to the speci cation of the weight function (Paul, 1995) . This provides a robust method for specifying publication bias in a meta-analysis and determining whether conclusions are sensitive to this bias. Bayarri and Berger (1993) also investigate the use of non-parametric classes of weight functions. Our approach is similar to that of Berger (1990) , Wasserman (1992) , and Lavine, Wasserman, and Wolpert (1993), for investigating sensitivity to the speci cation of a prior distribution.
Meta-analysis is an increasingly popular and economical approach to conducting research.
Studies are collected which address the same research question and the information found therein is combined (Morris and Normand, 1992) . Often, a single study e ect, such as a di erence in means or proportions, is used to summarize the information found in each study. Statistical methods are then used to combine this information so that more can be learned about the research question of interest.
A common assumption made in meta-analysis is that the observed studies are a random sample from the population of all such studies. However, this is not always the case. This is because studies are usually selected for inclusion in a meta-analysis through a literature search, and unpublished studies are often not included. As large studies with signi cant results are more easily published than small studies with non-signi cant results (Rosenthal, 1979; Greenwald, 1975;  Chase and Chase, 1976) , this \publication bias" inherent in meta-analyses can give misleading results unless accounted for.
Weight functions allow one to incorporate information about such bias into the modeling process. Thus, inference about the underlying population is still possible. However, the weight function must be speci ed by the user, and thus robustness of results to the choice of the weight function is a concern.
One approach for exploring the robustness question is to specify a weight function w(x), and a neighborhood around that weight function, and then look at the range of results over the neighborhood. For the case where it is known only that the weight function w lies between two speci ed weight functions, Bayarri and Berger (1993) consider robust Bayesian analysis for a one-stage model. Speci cally, they nd the range of posterior quantities of interest, such as the posterior mean and variance and the posterior probability of a set, as w ranges over two nonparametric classes of weight functions: W 1 = fw : w 1 (x) w(x) w 2 (x)g; W 2 = fnondecreasing w : w 1 (x) w(x) w 2 (x)g; where w 1 ( ) and w 2 ( ) are nondecreasing.
There does not seem to be much other work in the area of non-parametric classes of weight functions. However, there is an entire literature on robustness to the choice of the prior distribution, where non-parametric classes of prior distributions are speci ed and then the range of results is considered. For example, see Berger (1990) , Wasserman (1992) , and Lavine, Wasserman, and Wolpert (1993). The methods developed in these papers are very helpful in exploring robustness of results to the choice of the weight function. Section 2 reviews how weight functions may be used to model publication bias in metaanalysis. Rather than specify a weight function, Section 3 discusses a non-parametric class of weight functions which can be used to model publication bias. This "-contamination class of weight functions is constructed by specifying a base weight function w 0 and then creating a neighborhood around this weight function. For the case in which no prior information is available, Section 4 illustrates how to obtain lower bounds on the coverage of a con dence set as the weight function ranges over the "-contamination class de ned in Section 3. For the case in which prior information is available and incorporated in the model, Section 5 illustrates how to obtain upper and lower bounds on posterior quantities of interest such as the mean study e ect as the weight function ranges over the "-contamination class. Section 6 provides some conclusions.
Weight Functions to Model Publication Bias
An early example of a meta-analysis is When performing a meta-analysis, one usually assumes that the studies to be included are a random sample from all available studies. This is often not the case, though, as when studies are selected through a literature search. This can be a problem in that published research tends to be biased towards statistical signi cance. Rosenthal (1979) called the problem of publication bias in selecting studies for a meta-analysis the \ le drawer problem", as he imagined many unpublished, statistically nonsigni cant studies sitting in investigators' le drawers. Surveys by Greenwald (1975) and Chase and Chase (1976) con rm that publication bias is often present. One approach to modeling any nonrandomness or bias in the way that studies are selected for inclusion in a meta-analysis is the use of weight functions.
Suppose a random variable X is distributed over a certain population according to the density f (xj ). Suppose further, that one is not able to draw a random sample from this distribution, and that, in fact, the probability that an observation x enters the sample gets multiplied by some non-negative weight function w(x). Then the observed sample is actually a random sample from the weighted distribution:
where E w(X)] = R w(x)f (xj )dx. Such a random sample from a weighted distribution is termed a weighted sample. The weight function may also, of course, depend on an unknown parameter, say . The form of the weighted distribution then generalizes to:
The concept of a weighted distribution originated with Fisher (1934) , who demonstrated a need for adjustment in the way models are speci ed depending on how the data are ascertained.
Rao (1965) extended Fisher's formulation of weighted distributions and demonstrated that they
could be thought of as a general method of adjustment applicable to many di erent situations.
Good surveys on the topic are Patil and Rao (1977) and Rao (1985) .
Hedges and Olkin (1985) discuss how to incorporate a known weight function into a xede ects model for a meta-analysis. Since the weight function will usually not be known in practice, Iyengar and Greenhouse (1988) A possible drawback to using "-contamination classes is the following. The only restriction placed upon weight functions is that they be nonnegative. Thus, they are not uniquely de ned in the sense that two weight functions which are proportional to one another specify the same weighted distribution. We say that two weight functions q 1 and q 2 are equivalent, written q 1 q 2 , if q 1 = cq 2 for some constant c > 0. If q 1 q 2 , then f q 1 (xj ) = f q 2 (xj ), a.e. If two weight functions q 1 and q 2 are equivalent and de ne the same weighted density, then it might be natural to expect that they would de ne the same "-contaminated density. Let J(w 0 ; q) (1 ?")w 0 + "q.
One would expect that if q 1 q 2 , then J(w 0 ; q 1 ) J(w 0 ; q 2 ). This is not the case, however. Such an \equivalence" property seems desirable to maintain interpretability of weight functions. We will consider classes of weight functions for which this property holds.
One could use the \geometric" "- There is a way to avoid the lack of equivalence in the original "-contamination class discussed above. The equivalence problem stems from the fact that weight functions need only be nonnegative, and hence their speci cation is not unique. However, if one de nes q(x) to be the probability that study e ect x is observed, then q is uniquely speci ed, i.e., q(x) = Pr(observe XjX = x).
Note that this restricts q to lie between 0 and 1. Recall that ? = fw : w = (1 ?")w 0 + "q; q 2 Qg, and de ne Q = fq : 0 q(x) 1; for allxg, where q(x) is now the probability that study e ect x is observed. Using this speci cation, we are able to work with the "-contamination class while avoiding any lack of interpretability.
The following lemmas describe how to express the w-weighted density, mean, and variance in terms of their w 0 -and q-weighted versions. For xed q, the coverage of the set A X is given by C(q) = inf C( ; q). Thus, the lower bound on the coverage of the set A X as q ranges over the set Q (i.e., as w ranges over the set ?) is given by C = inf q C(q) = inf q inf C( ; q) = inf inf q C( ; q). For Q as de ned above, the following lemma and theorem describe the lower bound on the coverage of the set A X .
Lemma 3 inf q2Q C( ; q) = Proof: Theorem 1 follows from Lemma 3 and the fact that inf q inf C( ; q) = inf inf q C( ; q): 2
As an example of how to apply Theorem 1, suppose the study e ect X n N( ; 1=n), where X n = 1 n n i=1 X i summarizes the information given in a study with observations (X 1 ; :::; X n ), and one would like to estimate the coverage of the interval A Xn = X n ?a; X n +a]. Take a = z =2 = p n, where z =2 is the upper critical value for a two-sided Normal level test. Then A Xn is the usual two-sided (1-) con dence interval for the mean. The speci cation of w 0 ( x n ) = 1, for all x n , which corresponds to the belief that there is no publication bias, gives C = 1?
1+" =(1?") . Note that this does not depend on the sample size n. Figure 1 gives a plot of C versus " for = :05. This plot suggests that the minimum coverage is quite robust to small, and even large, changes in the weight function. For " = 0:2 (which is large compared to values usually chosen in practice such as 0.1 and 0.05), the minimum coverage of A Xn is 94%. In fact, the minimum coverage does not fall below 90% until " = 0:53. This supports continued use of A Xn as an interval estimator for in the normal model when no publication bias is present.
Suppose that larger study e ects are more easily published than study e ects that are close to zero. A reasonable weight function to specify is w 0 = p nj x n j; for all x n (i.e., a type of size biased sampling.) For this case, C = inf n ?1=2 R a p n ?a p n ju= p n+ j (u)du n ?1=2 R ju= p n+ j (u)du+" =(1?") , where denotes the standard normal density function. Figure 2 gives plots of C versus " for = :05 and various n. In this case, the interval estimator for , A Xn , is less robust to changes in the weight function. In addition, the problem worsens as the sample size n increases. For n = 100, the minimum coverage corresponding to " = 0:1 is 56%. In fact, for " = 0, the coverage of A Xn is only 88%. This suggests that a di erent interval estimator for needs to be used for the normal model when publication bias is present. For example, one could compute the interval estimator A Xn = X n ? a; X n + a]
by choosing a such that C = inf P( 2 A Xn j ) = inf For the case where Q is de ned as above, namely Q = fq : 0 q(x) 1; for allxg, s( ) cannot be evaluated directly. However, it is possible to obtain a lower bound on E w (h( )jx) and an upper bound on E w (h( )jx) by solving a di erent set of equations s ( ) = 0 and s ( ) = 0, which are de ned as follows:
It is straightforward to show that s ( ) s ( ) and s( ) s ( ). Hence, if the solutions of the two equations s ( ) = 0 and s ( ) = 0 are denoted by E w (h( )jx) and E w (h( )jx), respectively, it follows that E w (h( )jx) E w (h( )jx) and E w (h( )jx) E w (h( )jx).
One might wonder whether these more conservative bounds will be of much use in practice. In several examples, these bounds seem quite reasonable. For example, suppose that X N( ; 1), N(1; 1), w 0 (x) = 1; for allx (i.e., there is no publication bias), and h( ) = (i.e., we are interested in bounds on the posterior mean of ). It is possible to nd the conservative bounds Figure 4 gives the conservative bounds on the posterior expectation of versus ". Again, since the posterior distribution of has an approximate mean and variance of 1.026 and 0.488, respectively, the conservative bounds do very well. Since this weight function speci es that one is not able to observe study e ects in the interval (-1.96, 1.96), the estimate of the posterior mean of shrinks towards 0 (here, from 1.568 under the usual model which speci es w 0 (x) = 1, i.e., no publication bias, to the estimated 1.026). In addition, the upper bound on the posterior expectation of is more sensitive to contamination than the lower bound. This is due to the fact that contamination allows for weight functions which give more credence to the available data (here x = 2:136), and hence less shrinkage of E( jx) towards 0. give the two plots of the bounds on the posterior expectation as a function of ". Note that in the rst case, which corresponds to the posterior mean of 0.5, the lower bound decreases as " increases but the upper bound stays xed. In the second case, which corresponds to a posterior mean of -0.5, the opposite occurs. This is due to the speci cation of the weight functions in Q, which quantify the belief that only study e ects some distance away from 0 (the distance being given by a) are observed. Since one is only able to observe large study e ects (either positive or negative), the posterior expectation of will shrink towards 0 as one allows for more contamination from the class Q by increasing ".
Conclusions
Using weight functions to model publication bias and investigating robustness of results to the speci cation of the weight function are important considerations in the process of combining information in a meta-analysis. In fact, the recent National Academy of Sciences report entitled \Combining Information: Statistical Issues and Opportunities for Research" (Gaver et al., 1992) speci cally calls for more inclusion of sensitivity analyses in combining information. This paper introduces the "-contamination class of weight functions, ?, which can be very useful for considering robustness to the speci cation of the weight function because it is so large.
In addition, di erent choices of Q determine di erent "-contamination classes. However, the computations needed to look at bounds on coverage of con dence sets and posterior quantities of interest seem to limit us to simple models such as those considered here.
We illustrate how lower bounds on the coverage of a set may be found using our approach in speci c examples. The results suggest that if one believes there is no publication bias present, and hence speci es a base weight function which says so, results are robust even when considered over the entire class ?. However, if one believes that publication bias is present and speci es the base weight function accordingly, then the coverage provided by the usual interval estimator is not robust. In this case, an alternative interval estimator is suggested.
We also illustrate how both upper and lower bounds on posterior quantities of interest may be found using our approach in speci c examples. For the choice of Q = fq : 0 q(x) 1; for allxg, exact bounds are not given. Instead, conservative bounds are given which seem to perform well in practice. For the choice of Q = fq a : a 0g, where q a (x) = I jxj a (x) and I is the usual indicator function, exact bounds are given. 
