Abstract-Most of network security configurations allow the DNS data to pass through. Therefore, the crackers often embed malware commands in DNS data to avoid the security detection by the Internet facilities. Especially, some malwares, such as the botnet, generate a large number of spare domain names using a Domain Generation Algorithm (DGA) and choose some of them as the masks of malware's commands. How to filter out the DGA domain names from the normal domain names becomes a hot topic in literature. There are many papers trying to solve this problem. However, the comprehensive analysis of the character features of the domain name is absent. In this paper, we studied the characters' features of DGA domain names and extracted five attributes for the Support Vector Machine (SVM) model. Model training and cross-validation showed that the detecting accuracy, the precision, and the recall rate were greater than 91%, 88%, and 87%, respectively. Experiments also illustrated that compared with the decision-tree method, the detecting algorithm based on SVM could obtain higher accuracy, precision and recall rate.
I. INTRODUCTION
The Domain Name System (DNS), on which an overwhelming majority of Internet applications depends, is an important Internet infrastructure. Therefore, most of network security configurations allow the DNS data to pass through. It arouses a great interest to the malicious attackers. They often embed malware commands in DNS data to avoid the security detection by the Internet facilities. In order to do so, they need a Domain Generation Algorithm (DGA) to produce a large number of peculiar domain names and choose some of the domain names register at random. For example, the malware conficker [1] [2] and srizbi [3] are both the typical use of this technology. In botnet research, Gu et al. [4] proposed a system to study botnets. The system identifies the botnet by clustering the malicious traffic without the restricting of the Command and Control channels (C&C) protocol and the botnet structure. In addition, it does not need the prior knowledge of the botnet. However, some malwares, such as the botnet, employ the DGA to generate a great number of spare domain names. This leads to high overhead and difficulty in the detection of the malicious domain names. It is impossible to use a blacklist to block a malicious domain name later. Therefore, the academia begins to look for new ways to detect the malicious domain names.
The earliest research on DGA domain names used the reverse and honeypot technology. By reverse engineering, it was possible to master the domain generation algorithm and domain usage mechanism used by malicious samples. StoneGross et al. [5] analyzed the Torpig samples and found the domain generation algorithm. Hence, they successfully controlled the botnet about 10 days by preempting domain names and deploying a fake C&C server. However, the reverse engineering costs many time, labor and financial resources. In recent years, people have tried to detect DGA domain names from the linguistic characteristics of strings and analyzing traffic data. Through a lot of observation and experiment, McGrath et al. [6] found that normal URLs (Uniform Resource Locator) and malicious URLs exhibit different string language characteristics. In [7] , Ma et al. analyzed the string characteristics of the URLs to judge whether a domain name was malicious or not. The string characteristics included the domain name length, the host name, the number of URLs, and the characters of a URL. Stalmans et al. [8] designed a system to detect the rapidly changing domain names by observing the query traffic of domain names. In the system, they analyzed the extracted features and detected the malicious domain names with the decision-tree algorithm of C5.0 version and the Bayesian statistical learning method.
In 2010, by capturing the client's domain resolution requests and response records, Yadav et al. [9] analyzed the distribution characteristics of the characters in domain names and found that the differences of characters' distribution between the normal domain names and the DGA domain names. Taking the domain KL distance, edit distance and Jaccard correlation coefficient as feature vector, they identified the DGA domain names with machine learning method. In 2011, Yadav et al. [10] detected C&C server addresses and botnets by monitoring NXDOMAIN (the failed domain queries) traffic and the information entropy of domain names. In the same year, Antonakakis et al. [11] inspected the randomly generated domain names using the traffic data that did not contain any domain names. They believed that there must be traffic data that did not embody the domain names in the same Botnet. Therefore, by collecting analyzing a large number of such traffic data, they distinguished the malicious domain names with clustering and classification method. In 2013, Zhou et al. [12] observed the DGA domain names by filtering NXDOMAIN traffics. Because the DGA names had the similar life times and query modes, they could effectively filtered out the DGA domain names. In 2014, Schiavoni et al. [13] used the Phoenix mechanism to find out the DGA domain names. By the analysis of the domain string features and IP features, they figured out the domain of the botnet. In 2016, by checking DNS traffics and research the linguistic features of domain names, Tong et al. [14] classified normal domain names and DGA domain names.
To the detecting methods based on the characteristics of network traffic, it is often necessary to obtain a large amount of domains resolution data from a top-level domain name server or a recursive resolution server. Nevertheless, whether from the top-level domain server or from the recursive analytical server, it is both very difficult to obtain the traffic data because this is a time-consuming work. Therefore, from the structure and the character distribution to analyze the DGA domain names and design the detection scheme have gradually become a research hotspot in the field in literature. Davuth et al. [15] analyzed the characters of the domain names. However, they only used the accuracy to measure the model and did not evaluate the model in depth. In order to solve this problem, we use the Support Vector Machine (SVM) [16] [17] algorithm to study the characters' distribution of DGA domain names. In experiments, we take the open DGA domain data set samples. Through practical observations and many experiments, we draw out five features of domain names. Experiments and training results shows that the extracted attributes is adequate for the detection. The proposed scheme has three characteristics. 1) The data set updates every day and is easily to get, which guarantee validity and accuracy of our experiments; 2) To obtain a high accuracy, we focuses on the detecting of DGA domain names regardless of the other type of malicious domains; 3) To improve the efficiency, we only study the domain strings ignoring the other attributes deliberately. The contributions of the paper are threefold. 1) We extract five features of the domain names using statistical method; 2) We work out the detecting accuracy, precision, and TPR by model training and cross-validation; 3) We compared the experiment results gotten from the SVM algorithm and the decision-tree method.
The reminder parts of this paper are organized as follows. In section II, we propose a detection scheme for DGA domain names. Section III presents the experimental verification and analysis of the experimental results. Section IV compares the experiment results getting from the SVM algorithm and the decision-tree method. Conclusions are drawn in section V.
II. PROPERTIES ANALYSIS
There are the two significant differences between the normal domain name and a DGA domain name. One is the organic component of the domain name; the other is the character's distribution of the domain name. In detail, a normal domain name usually consists of English words or their abbreviations, while a DGA domain name is often composed of clustered letters and random numbers. The features of a normal domain name are: 1)the length of domain name is short; 2)the name's composition and the character's distribution both have some rules to follow; 3)a clear implication exists in a normal domain name; and 4)a normal domain name has strong readability suitable for the reading demands. Relatively a DGA domain name is featured in: 1) the length of a DGA domain name is particularly long；2) the name's composition and the character's distribution are both chaotic; 3) there is not a clear meaning in a DGA domain name; and 4) a DGA domain name is not readable. In the remainder part of this section, we will study the attributes of the DGA domain name in detail. google.com (9) hjbtestnessbiophysicalohax.com(29) facebook.com (11) kwtoestnessbiophysicalohax.com (29) youtube.com (10) earnestnessbiophysicalohax.com(29) yahoo.com (8) txmoestnessbiophysicalohax.com (29) (9) qldut.com(8) facebook.com (11) icdnt.org (8) youtube.com (10) otvovlf.com (10) yahoo.com (8) lnhco.info (9) In order to avoid duplication with the registered domain names, the length of a DGA domain name is usually longer than that of a normal domain name. As shown in Table I , a normal domain name's length is generally shorter than 20, while the length of a DGA domain name is usually longer than that. The DGA domain names listed out in Table I , which are from the Banjiri malware [18] , are only as an example in the paper. In fact, the length of some other DGA domain names may be even longer than the length of the names shown in Table I . However, it is impossible to decide whether a domain name is normal or not only according to the domain name length. Because of the fact that some DGA domain names are very short at times. As Illustrated in Table II , the normal domain name and the DGA domain name, which is from the malware Conficker [19] , have little differences in the length. Therefore, in order to identify the DGA domain names, more features should be survey, such as the chaotic extent of the DGA domain name.
A. Domain Name Length

B. Domain Name Entropy
In this subsection, we discuss the entropy of a DGA domain name. The size of the entropy [20] indicates the chaotic degree of a system. The greater the entropy, the more chaotic the system is. As far as the domain name is concerned, a DGA domain name's character distribution is more stochastic, and its' chaos degree is far greater, compared with those of the normal domain name. Hence, the entropy of a DGA name should be larger than that of a normal domain name. To prove this inference, we take 2000 normal domain names and 2000 DGA domain names used by a malware, such as Conficker and Gameover, as a sample and calculate their entropy respectively. Figure I shows the calculation results. From Figure I , we can see that the entropy of a DGA name is significantly larger than that of the normal domain name indeed. Hence, the domain name's entropy should be another factor of DGA name's research.
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Note: We use the formula (1) to calculate the entropy of domain name, where X is a random variable, X= {X1, …, Xn}. Here the parameter b is the base of the logarithm and b=2. Bit is unit of the entropy.
   FIGURE I. ENTROPY OF DOMAIN NAMES
C. Vowel's Ratio in a Domain Name
FIGURE II. VOWELS' RATIO IN DOMAIN NAMES
In order to remember conveniently, people usually adopts some easily readable words or their abbrreviations domain name, such as google, yahoo, anta, etc. Obviously, the domain names are all composed of consonants and vowels and the two type of letters' arrangement is very logical, which make the domain names readable. In comparison, a DGA domain name generates randomly by some letters and numbers, which cause the name hard to read. Take fryjntzfvti. biz as an example, it hard to find any arraying rule and any readability in the name. Especially, we note that the vowels' proportion acts as a key factor in the composition of a normal domain name. Higher vowels' ratio not only makes a normal domain name looks more methodical, but also bring better readability. Figure II gives out the result of the statistics of 2000 normal domain names and 2000 DGA domain names used by malware Conficker and Gameover. From Figure II , we find that the proportions of vowels in the normal domain name and the DGA domain name are very different. Generally, no matter how long the DGA domain name is, it contains significantly fewer vowel letters than the normal domain names. Low proportion of vowels is only special case, in which the domain name registrants hope their domain names imply some particular meaning, such as 360.cn, 51job.com. Therefore, the vowel's Ratio in Domain Names must be a factor of the DGA name investigation.
D. Consecutive Consonants' Ratio in a Domain Name
Large number of observations and experiments illustrate that the consecutive consonants's proportion of DGA domain names is greater than that of normal domain names. Figure III shows the statistics of 2000 normal domain names and 2000 DGA domain names used by the malware Conficker and Gameover. From Figure III , we discover that the logner a domain name is, the higher proportion the continuous consonants has. Compared with the normal domain names, the continuous consonants in DGA domain names, whose length exceeds 20, have a higher proportion. Under the same length condition, the proportion of consecutive consonants in a DGA domain name is obviously higher than that in a normal domain name. Therefore, the proportion of consecutive consonants in domain names should become a factor to research the DGA domain names.
FIGURE III. PROPORTION OF CONSECUTIVE CONSONANTS IN DOMAIN NAMES
E. Proportion of the Digits in a Domain Name
FIGURE IV. DIGITS PROPORTION IN DOMAIN NAMES
The normal domain name, except a very little number of domain names, seldom contains numbers; while the DGA domain name's composition are usually inseparable from digits. Figure IV Figure IV , we can see that DGA names contain a higher proportion of numbers, and the proportions of the numbers in the normal domain names are not significantly different when the length of the domain names is changed. Generally, a normal domain name may have some meaning in some semantic language environments,
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such as facebook.com, taobao.com and so on. However, no matter in what kind of language environment, the DGA domain name's semantics are not obvious. Therefore, the proportion of the digits should be the fifth factor to detect the malicious domain names.
III. EXPERIMENT ANALYSIS
A. Data Set of the Experiment
The data set of normal domain names is from www.alexa.com, which provides traffic ranks of the worldwide web over the past three months. Top domain names are generally normal domain names. In the experiment, we use the domain names of top ten thousand in Alexa website as the normal domain names. The data set of the DGA domain names comes from the website data.netlab.360.com/dga/, which updates the DGA domain name every day. In the experiments, we mix up 2000 normal domain names with 2000 DGA domain names and take them as experiment samples.
B. Label Domain Names
After we get the experiment samples, we need to label the domain names. In the experiment, we label the normal domain name with the flag '0' and tag the DGA domain name with the flag '1'.
C. Feature Selection and Feature Vector's Extraction
Feature selection has a direct impact on the model's training and directly relate to the success or failure of the model. Therefore, features selection is the key to this paper. If we select too many features, not only the trained model is easily over-fitting, but also the generalization ability of the model will be weaken. However, if we select too few features, the fitting degree of the model will be affected and the training accuracy of the model will be reduced. According to the discussion of the second part of this paper, we select the following five features: 1) domain name length; 2) domain names entropy; 3); 4) consecutive consonants' ratio in domain names; and 5) proportion of the digits in domain names. Therefore, the feature vector is expressed by the variable X, , in which represents the domain name length, indicates the the domain name entropy, acts as vowels' ratio in domain names, is the consecutive consonants' ratio in domain names, and serves as proportion of the digits in domain names.
D. Feature Processing
In order to improve the computation speed and process the samples conveniently, we normalize the characteristic values. In experiments, we used the normalization method of Z-score. The conversion function is in formula (2).
  
Where ε represents the mean value of a characteristics, works as the standard deviation of a characteristics value, and x is the value of a given characteristics.
E. Algorithm Selection
In experiments, we use the SVM as the experimental classification algorithm. SVM is a linear classification algorithm based on structure risk minimization [21] and VC dimension theory [22] . It is a machine-learning algorithm of artificial intelligence. By finding the largest classification hyperplane in the feature space of sample, this algorithm can achieve better classification effect. This classification method uses the hyperplane in the eigenspace to enable the learner get global optimization. In addition, it can make the expectation risk of the whole sample space obtain an upper bound of probability. SVM algorithm has rigorous mathematical derivation and theoretical basis, and it has a high accuracy in classification. Further, it has strong stability and high generalization ability. Because the support vector decides the result of the SVM algorithm, we can seize the samples of the key support vectors and discard the samples with small correlation when we adopt SVM classification algorithm to reduce the complexity of computation. There are usually two situations when we use the SVM classification algorithm. One is a linear separable case, and the other is a nonlinear separable case. For the five features selected in this paper, the distinguishing between a normal domain name and a DGA domain name belongs to the linear separatable case [23] . Therefore, a hyperplane that can separate the training samples must exist when we use the SVM algorithm. The hyperplane takes the form as formula (3).
  
Where X is the feature vector, W is the weight vector, and b is the intercept, also known as the threshold weight or offset. If , then the samples are above the decision plane, and if <0, the samples are under the decision plane.
F. Cross Validation
Our experiment belongs to the binary classification, and the classification results in the binary classification will appear in the following four situations, as shown in Table 3 . In Table III , TP indicates that we predict the positive samples to positive terms, FP means that the negative samples are predicted to be positive terms, FN is the case that the positive samples are believed as negative terms, and TN represents that the negative samples are treated as negative terms. In experiments, we take DGA domain names as positive samples and normal domain names as negative samples, respectively. In our experiments, we use "Precision", "TPR" and "Accuracy" as performance merits of the model. Precision is the ratio of TP to the sum of TP and FP. Formula (4) illustrates the Precision's calculation method.
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TPR is also called "Recall Rate", it is the ratio of TP to the sum of TP and FN. The TPR's computing method is as in formula (5) .
As shown in formula (6), accuracy represents the ratio of the sum of TP and TN to the sum of TP, FN, FP, and TN.
In experiments, we first select 4000 normal domain names and 6000 DGA domain names. Then we combine them together randomly. Finally, we choose 30% of the samples as a validation set and 70% of samples as a training set. As can be seen from Figure VI , the TPRs in the experiment are more than 87%, and the precisions are above 88%. Importantly, in a certain experiment TP reaches 95.3%, TN gets to 93.4%, FP is low to 6.6%, and FN is 4.7%.
IV. COMPARISON BETWEEN DIFFERENT METHODS
We use the decision-tree to do experiment using the same data set and the same characteristic values. Then we compare the results of the experiment with those of the SVM method. The comparison of "Precision" and "TPR" in the two classification methods are shown in Figure VII . In the Figure VII , we can see that the highest precision is lower than 83.2% and the highest TPR is no more than 81.2% in the classification decision-tree method. In a certain experiment, if the classification decision-tree is adopted, TP, TN, FP and FN are 85.2%, 79.2%, 10.8% and 14.8, respectively. The comparison is as in Table IV .
FIGURE VIII. CROSS-VALIDATION IN THE TWO CLASSIFICATION METHODS
Figure VIII list out the comparison result in each crossvalidation between the SVM method and the decision-tree algorithm. From Figure VIII , detection for the SVM domain names or checking for the normal domain names, the accuracy gotten from the SVM method is higher than that is from the decision-tree way in each cross-validation.
V. CONCLUSIONS
In the paper, we propose a detection scheme for the DGA domain names using SVM algorithm. In the scheme, we select five typical features of the DGA domain names through data analysis and statistical method. The five selected attributes are 1) domain name length, 2) domain name entropy, 3) vowel's ratio in a domain name, 4) consecutive consonants' ratio in a domain name, 5) proportion of the digits in a domain name. These five features constitute a tuple of five elements. By normalizing the characteristic values with the normalization of Z-score, we improve the computation speed. In each experiment, the TPR is greater than 87% and the precision is above 88%. Importantly, in experiments TP, TN are greater than 95.3%, 93.4%, respectively. The FP, FN are smaller than 6.6%, and 4.7%, respectively. Compared with the other classification method, such as the decision-tree, the SVM can obtain better experiment result.
However, the limitation of this paper is that the data set of normal domain names and DGA domain names is relatively small, which has an adverse impact on the accuracy of the model. Moreover, some features selected by the model cause a large amount of computation. In future work, we will pursue this study and get a better detection model.
