Let F be an arbitrary field and let K=F((.r I)) be the field of formal Laurent series in I ' over F. The usual theory of continued fractions carries over to K, with the polynomials in I playing the role of the integers. We study the continued fraction expansions of elements of K which are algebraic over F(.Y). the field of rational functions of 5. We give the first explicit expansions of algebraic elements of degree greater than 2 for which the degrees of the partial quotients are bounded.
In particular we give explicitly the continued fraction expansion for the solution .f' in K of the cubic equation
.v,f' + f'+ I = 0 when F= GF (2) . This cubic was studied by Baum and Sweet. We give examples, for every field F of characteristic greater than 2, of algebraic elements of degree greater than 2 whose partial quotients are all linear, and we give these expansions explicitly. These are the first known examples with partial quotients of bounded degree when F has characteristic greater than 2.
1. INTRODUCTION Let F be an arbitrary field and let K = F((s ~' )) be the field of formal Laurent series in .X ' over F. This is an extension field of F(x), the field of rational functions of x. We are primarily interested in the case where F is a finite field. The usual theory of continued fractions carries over to K, with the polynomials in x playing the role of the integers. We study the continued fraction expansions of elements of K which are algebraic over F(x). In the usual theory the algebraic elements of degree 2 are known to have simple continued fraction expansions that are eventually periodic, but much less is known about algebraic elements of higher degree. This situation carries over to our context. In [ 1 ] Baum and Sweet were able to compute explicitly the continued fraction expansions of a few algebraic elements of higher degree.
In this paper we show how to obtain explicit continued fraction expansions for a much wider class of algebraic elements. We give the first explicit 388
expansions of algebraic elements of degree greater than 2 for which the degrees of the partial quotients are bounded. In particular we give explicitly the continued fraction expansion for the solution f in I( of the cubic equation xf 3 +f+ x = 0 when F= GF (2) . Baum and Sweet [l] studied this cubic and showed that its partial quotients are all linear or quadratic polynomials. This was the starting point for our investigation. Our methods also allow us to give examples, for every field F of characteristic greater than 2, of algebraic elements of degree greater than 2 whose partial quotients are all linear, and we will give these expansions explicitly. These are the first known examples with partial quotients of bounded degree when F has characteristic greater than 2.
On the other hand our methods are not strong enough to give explicit continued fraction expansions for all algebraic elements. We give several examples of algebraic elements for which the sequences of partial quotients appear to display clear patterns, but our methods are not strong enough to provide a proof. Indeed our methods seem to just scratch the surface of a vast area of problems of computing explicit continued fraction expansions of aigebraic power series over finite fields.
Rodney Canfield has pointed out that Raney [4] and Beynon [3] describe a technique for computing the continued fraction expansion of (a.~ + h)/(cx + u') from that of a real number X, and that there are a number of analogies between their methods and ours. Let a=.f$'+fia .ls'~'+J,..Is"-'+ ..* +,f*+J' 1-Y '+ ..'
be an arbitrary element of K. Here v may be a negative integer. Iff;, # 0 in (1 ), then we say that the degree of LX is v, while if SI = 0, then we say that the degree of a is --co. (2) . Baum and Sweet [l] noted that the cubic xf' + f + x has exactly one root in K. We will usef to denote that root. The lirst two partial quotients off are 1 and X, so that we have for suitable CC. It is more agreeable to work with the continued fraction expansion for a than with the one for jY A straightforward calculation shows us that c( satisfies u = (x" +x) u2 + 1 xu'+l (2) We have an algorithm to deduce the continued fraction expansion for /1 from the continued fraction expansion for c( whenever F is a field of characteristic two and CI and /I are elements of K such that /I and SI' are related by a fractional linear transformation.
In our example, this gives us relationships between the partial quotients of the continued fraction expansion of CI. These relationships enable us to deduce these partial quotients explicitly.
We will consider a more general situation. Suppose that the characteristic p of K is not zero. Let tl be an element of K, that is not a rational function of x, and let /I be obtained from ~1" by a fractional linear transformation. (Our method works if cxp is replaced by cP, where q is an arbitrary power of p.) Thus we suppose that there are polynomials R, S, T, and U in x such that D = RU -ST # 0, and that Without loss of generality we suppose that R, S, T, U are relatively prime, i.e., that there is no nonconstant polynomial that divides all four of them. We will say that the matrix 
Proof Since D = R U -ST, we have
Since t + p > U, it follows that the degree of the denominator of this last expression is at least 2t + p. Since 2t + p > d it follows that the integer part of p-R/T is zero. Since the integer part of R/T is 1, it follows that the integer part of /I is also 1, so that the first partial quotient B, of /I is 1. Since p = BO + l/B1, it follows that Tap+ U " = (R-AT)c~~+S-AU' and our result
We call the holds. operation described by Lemma 1 a step of Type I. We will say that it has initial state A, output state ,hfl~ = T U R-AT S-AU > ' no input, and an output of A. The determinant of A" is -D.
On the other hand if A,, is a constant, or if t+p<u, or if 2t +p,<d, then B, may depend on the first few partial quotients of tl. Here, since a = A,+l/a,,itfollowsthat aP=AP,+Cr;Pand B= (RAP,+S)a{+R (TAP,+ U)a;+ T' so that the matrix connects /I with B,. We call this a step of Type II. We will say that it has initial state A, output state A?"', an input of A*, and no output. The determinant of A"' is -D.
We obtain the continued .fraction expansion of /I from that of CI by a sequence of steps, some of Type I and some of Type II. Thus we set R, = R, So = S, To = T, U0 = U. We suppose that the matrix connects (ig with ol,, for some g, 12, i. We let ai, hi, rir sj, ti, and ui denote the degrees of Ai, Bi, R;, Si, T,, and Ui, respectively.
If tj + p > ui, 2tj + p > 4 and ai > 0, then we take a step of Type I. This step has initial state A%'~, no input, an output of Rj = [R,/T,], and on output state of Here B, = Ai and our new matrix <A$+ I connects ,!?,C+ 1 with c(,,.
On the other hand if A, is a constant (which can happen only if i = 0), or if ti + p < ui, or if 2r, -+-p 6 d, then we take a step of Type II. This step has initial state .A$, an input of Ah, no output, and an output state of Here our new matrix J?';+, connects /I, with x/,+ , .
In either case the determinant of A$+ 1 is obtained from the determinant of A%'~ by multiplication by --1. Therefore the determinant of C 64. is ( -1 )' D.
We let
Step i denote this step from A$ to JG!~.+ , . It follows that our methods produce the continued fraction expansion of /?, although in general not in a closed form.
By a jump we will mean a step of Type II followed by as many steps of Type I as possible. Thus a jump is always followed by a step of Type II. Moreover the complete process consists of an infinite number of jumps, possibly following a few preliminary steps of Type I. Let Step i be the first step of a jump and Step j its last step. Then we say that c/d, is the initial state of the jump and JC+, is the output state. Thus the output state of one jump is the initial state of the next jump. Only the first step of a jump has an input, and we will call this input the input of the jump. All the steps of a jump, except the first one, have outputs. It i,, denotes the output of Step II then we will say that the sequence A,+, , A,+* ,..., 1., is the output of the jump. This is the sequence of outputs of the steps of the jump. It may be vacuous.
We will often combine several jumps into a sequence of jumps. The initial state of such a sequence is the initial state of the first jump, and the output state of such a sequence is the output state of the last jump in the sequence. The input of such a sequence is obtained by juxtaposition of the inputs of the individual jumps, and the output is obtained by juxtaposition of the outputs of the individual jumps.
If a sequence of jumps has input state ~2, input Go,..., G,, output D,,..., D, and output state .C', then we will write Our second step is of Type II. Its initial state is J+& and its input is x -t 1. We now proceed with a sequence of jumps. We will see that there are only three distinct matrices that can occur as the initial (or output) states of these jumps. They are the matrix ,I/, given above, When we write ,&,, then the subscript m is to be interpreted modulo 3. In the following y and 6 are elements of K of positive degree, G = [y] is the first partial quotient in the continued fraction of y, and Do, Di,..., are the partial quotients of the continued fraction expansions of 6. Furthermore yO, y, ,,.., and &, 6, ,..., are the corresponding complete quotients. We suppose that the initial state &", that connects 6 with y, is one of the three matrices && Y J , , Mz, above. In all three cases 2t + p d d so that the first step is of Type II, and our process starts with a jump. The input of this jump is G. We will determine its output and its output state. This output state will be one of the original three matrices Jli;, J';, &< in all cases. Proof: We apply our methods with A' = NO. Our first step is of Type II and its output state is which connects 6 with yi. Since the degree of y is at least 1, so is the degree of G. By Lemma 1, our next step is of Type I, Do = [(xG2 + 1 )/xl = G2, and Ni connects 6, with y1 as asserted. This completes the proof.
We may apply Lemma 3 to our example. This gives us A, =&=(x+ l)'=.?+ 1, and A: connects CC* with c(,. Thus our next jump has initial state -4; and input x2 + 1. Before we can go further we must study </Vi. By straightforward calculations we obtain the following result. We may now apply part (iv) of Lemma 4 with H = x to see that A2 = X, A, =x2, A, =x + 1, and that JV; connects ~1~ with cr,.
We must now study -4; in the same way. Here we obtain the following result. From Lemmas 3, 4, and 5 it follows that if the initial state of a jump is one of the three matrices .&,, ,I/;, ~2, then so is the output state. This output state is always the initial state of the next jump. Thus these three matrices form a closed system in the sense that if one of them appears as an initial state of a jump, then the initial state of every following jump is also one of these three. Moreover the output of a jump always consists of at least one element, so that our input can never catch up to our output. Therefore we can continue our process indefinitely to obtain as many of the Aj as we like. However, to obtain the complete continued fraction expansion of CY we had to find the first few hundred of the partial quotients A, by computer, then guess the general pattern and find a proof by induction.
To state our results we need some additional notation. If Q = CO,, COG,..., COG is a sequence of partial quotients, then we let Q* denote its reverse COG,..., CO*, CO, and we let T(Q) denote the sequence CI.I~ + 1, c+,..., CI.I~ that is obtained by adding 1 to its first term.
For n odd, H > 3, we let LI,~ denote the palindromic sequence rn =r,,-,, dCLh A,13 1-n 3.
Since r,, begins with the subsequence l-,,-, these sequences approach a limit sequence rTU.
We break up the proof of Theorem 1 into a series of lemmas. It is sufficient to prove the lemma for the case r =O. Suppose that r=O. If c = 0, then by Lemma 3 we have ,s = 0, e = 1, H0 = G& and for both (i) and (ii), our output sequence consists of the single term and our output state is A';, so our results hold.
Similarly for c = 1 or 2, our result follows directly from Lemmas 4 and 5.
Lemma 7 follows from Lemmas 3, 4, and 5 by straightforward calculation.
In the following f;'Pn denotes the sequence r,, with its first term x+ 1 removed. Since the sequence r,, consists of the single term x-t 1 this is a reasonable notation. We also write rz& l for the sequence Tz with its last term x + 1 removed. Pruof (by induction on n). First, suppose that n = 0. Here To=f$=x+l and so that (i) and (ii) follow directly from Lemma 3.
We now suppose that u > 0 and that the result holds for n -1. We lirst consider n = 1. Here Ti = TO, x2 + 1 and so that (i) follows from the induction hypothesis and Lemma 4. We also have Corollaries 2 and 3 follow from Lemmas 3, 4, and 5. We do not need the explicit formulation of Theorem 1 to obtain them. The fact that these partial quotients are at most quadratic, and the fact that there are never two consecutive quadratic partial quotients are due to Baum and Sweet [ 11.
SOME EXAMPLES WITH LINEAR PARTIAL QUOTIENTS
The preceding example, of bounded partia1 quotients for an algebraic power series of degree greater than 2, appears in [I ] to be a fairly isolated phenomenon. However, our methods have allowed us to find many other examples. These inchide some essentially different examples over GF(2) as well as examples for all odd characteristics.
Our method for finding the examples was an {educated) machine search. In Section 6 we will show that if cx and ap are related by the linear fractional transformation and if the partial quotients of u have bounded degree, then from some point on, all partial quotients have degree not exceeding d/(p -1 ), where d is the degree of RU -ST. This fact was of great help in our search. Once we have found a promising example, that is, one with a great many partial quotients not exceeding the bound above, we construct a set of states and an input-output table similar to the one we gave for the Baum-Sweet cubic in Lemmas 3, 4, and 5, with the difference that we compute the outputs only for those inputs that actually occur in a given state. Then we try to recognize a pattern in the sequence of partial quotients. This is essentially the only part that is not mechanical. If we can lind a pattern, our methods are strong enough that proving the pattern is correct, with the help of the input-output table, has always been routine. Now we will describe examples of bounded partial quotients in characteristics p > 2. These are the simplest examples that we have found. They have all partial quotients linear.
It is suflicient to consider prime lields. We start with examples that work when p > 5. Thus we take F= GF(p), where p is a prime, p > 5.
We set over GF(p) , where the sum is over all integers j such that 0 < 2jG k. For convenience we set f ~ 1 = 0. Then it is obvious that the degree of fk is k for k > 0, and f. = 1, fl =x. It follows from the delinition of binomial coeflicients that for k > 1, and (4) For any element c in GF(p), we set By straightforward calculation we obtain the following result. 
BooJ
We note that L,,(c) and LO( -1) are vacuous so that our sequence of partial quotients indeed starts with ax, bx. We apply Lemma 10 repeatedly, alternating between c = 1, v = a, S = 1 + 2a = c and [= -l/c, v=b and -1-2a ijc -;+2&-= -1. C 5. AN EXAMPLE OVER GF (3) In this section we take p = 3 and F= GF(3). We let A@) denote the sequence ,4, A,..., A of length m. For n > 1 let HH be defined by The proof of Theorem 3 is similar to the proofs of Theorems 1 and 2, so we omit it,
A BOUND ON THE DEGREES OF THE PARTIAL QUOTIENTS
We will now prove our result, described in Section 4, concerning explicit bounds on the degrees of the partial quotients, when these degrees are bounded.
For any M in K we set 1 a 1 = pV, where p is the characteristic of the held K and v is the degree of CC This defines a non-archimedian valuation on K It is shown in [ 1] that if A and B are polynomials such that [ c& -A 1 = pPk/[13i with k>l, th en A/B is one of the convergents of the continued fraction of CY and that there is a related partial quotient of degree k. We will say that A/B is a convergent of accuracy k. Since by hypothesis we have pk -d > k, this gives us the desired result. For convergents A/B sufliciently close to CC, we have 1 T(A/B)P + U\ = 1 Tccp + U\. Thus we have the following result.
COROLLARY.
Suppose that a is an element of K and that Rap+S a==u.
Let 1 RU -ST1 =p'! If the partial quotients of a have bounded degree, then, from some point on, these degrees do not exceed d/(p -1).
Thus we lose nothing in a search for examples if we look for cases in which no partial quotients have degree greater than d/(p -1).
Two ADDITIONAL EXAMPLES
In this section we present two Iinal examples of interesting continued fraction expansions to which our methods do not apply. These two examples both involve the polynomial a4 + a' + xa -t-1.
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We have examined this polynomial over different finite fields and found that it is particularly interesting over GZ73) and GF( 13). In either case (5) has a unique root a in K. We let Ao, Al,..., be its partial quotients. First, we consider (5) over GZ7(3). Here we have enough partial quotients to spot their apparent pattern, but we have been unable to supply a proof. We let QO denote the empty sequence @ and we let 0, denote the one term sequence 2x. For n > 2 we deIine fin inductively by where Q3 denotes the sequence obtained from Q by cubing every term. Since !Jn begin with the subsequence Qa -, these sequences approach a limit sequence Qm. As a Iinal example we take the polynomial (5) over GF( 13). It has a uni-que root M in K. Its partial quotients are mostly linear. As far as we have Iooked every ninth one has greater degree, and every 8lst one has still greater degree. Indeed we make the following conjecture. CONJECTURE 2. Let n be a positive integer and let m be the largest nonnegative integer such that 9m /(4n -1). Therz A" has degree ( 13m + 2)/3.
For example the conjecture asserts that Asd, has degree 733. We have verified this conjecture for n 6 548.
