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An affine Orlicz Po´lya-Szego¨ principle
Youjiang Lin ∗
Abstract. The author [38] established the affine Orlicz Po´lya-Szego¨ principle for
log-concave functions and conjectured that the principle can be extended to the general
Orlicz Sobolev functions. In this paper, we confirm this conjecture completely. An
affine Orlicz Po´lya-Szego¨ principle, which includes all the previous affine Po´lya-Szego¨
principles as special cases, is formulated and proved. As a consequence, an Orlicz-Petty
projection inequality for star bodies is established.
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1 Introduction
The classical Po´lya-Szego¨ principle [54] states that, given a non-negative function f :
R
n → R, the Dirichlet integral ∫
Rn
|∇f |p decreases under suitable rearrangements, the
two most common of which are the symmetric decreasing rearrangement about a point
and Steiner symmetrization about a hyperplane. Their corresponding Po´lya-Szego¨
inequalities are a powerful tool to approach a wide number of variational problems of
geometric and functional nature (see, e.g., [2, 7, 9, 12, 14, 15, 19, 58, 59]).
Zhang [63] and Lutwak et al. [47] formulated and proved a remarkable affine Lp
Po´lya-Szego¨ principle for 1 ≤ p < n, which significantly strengthens the classical
Po´lya-Szego¨ principle. Later, Cianchi et al. [17] perfectly completed the picture of
affine Po´lya-Szego¨ principle (for general p ≥ 1). In [32], Haberl, Schuster and Xiao
obtained a beautiful asymmetric version of the affine Po´lya-Szego¨ principle and proved
that it is stronger and directly implies the symmetric form of Cianchi et al.
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Municipal Education Commission (KJ1500628), Scientific research funds of Chongqing Technology
and Business University 2015-56-02.
1
The affine Lp Po´lya-Szego¨-type principle is closely related to the Lp Brunn-Minkowski
theory of convex bodies (see e.g., [5, 23, 30–32, 35, 40–46, 48, 60] for additional ref-
erences). The fact that Lp spaces have a natural generalization, known as Orlicz
spaces, motivated Lutwak, Yang and Zhang [49, 50] to initiate an extension of the Lp
Brunn-Minkowski theory to an Orlicz-Brunn-Minkowski theory. The definition of a
corresponding addition came later, in the work of Gardner, Hug and Weil [25]. They
developed a very general and comprehensive framework for Orlicz-Brunn-Minkowski
theory. This theory has expanded rapidly (see e.g., [4, 26, 27, 33, 36, 61, 62, 64–66]).
Let N be the class of convex functions φ : R → [0,∞) such that φ(0) = 0 and
such that φ is either strictly decreasing on (−∞, 0] or φ is strictly increasing on [0,∞).
Moreover, we will assume throughout that Φ(t) = max{φ(t), φ(−t)}, t ∈ [0,∞), and
limt→+∞ Φ(t)/t = +∞. It is easily checked that Φ(t) is a convex function and strictly
increasing on [0,∞).
Let G denote a bounded open subset of Rn and W 1,Φ(G) the first order Orlicz-
Sobolev space on G (see Section 3). Let W 1,Φ0 (G) denote the subspace of W
1,Φ(G) of
those functions whose continuation by 0 outside G belongs to W 1,Φ(Rn). For v ∈ Sn−1
and f ∈ W 1,Φ0 (G), we define
‖v‖f,φ = ‖∇vf‖φ = inf
{
λ > 0 :
1
|G|
∫
G
φ
(∇vf
λ
)
dx ≤ 1
}
, (1.1)
where ∇vf is the directional derivative of f in the direction v. The definition im-
mediately provides the extension of ‖ · ‖f,φ from Sn−1 to Rn. Now (Rn, ‖ · ‖f,φ) is
the n-dimensional Banach space that we shall associate with f . And its unit ball
Bφ(f) = {x ∈ Rn : ‖x‖f,φ ≤ 1} is a convex body in Rn. An important fact is that
its volume |Bφ(f)| is invariant under affine transformations of the form x 7→ Ax+ x0,
with x0 ∈ Rn and A ∈ SL(n). We call the unit ball Bφ(f) the Orlicz-Sobolev affine
ball of f . We call
Eφ(f) := |Bφ(f)|− 1n =
(
1
n
∫
Sn−1
‖∇vf‖−nφ dv
)− 1
n
(1.2)
the Orlicz-Sobolev affine energy of f .
Talenti [56] (also see [6]) proved a Euclidean Orlicz Po´lya-Szego¨ principle,
‖∇f ⋆‖φ ≤ ‖∇f‖φ, (1.3)
which extended the classical Po´lya-Szego¨ principle to Orlicz-Sobolev spaces.
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In [38], the author established an affine Orlicz Po´lya-Szego¨ principle for log-concave
function: If f ∈ W 1,Φ0 (G) is a log-concave functions and f ⋆ is its symmetric decreasing
rearrangement, then
Eφ(f ⋆) ≤ Eφ(f), (1.4)
which includes all the affine Lp Po´lya-Szego¨ principles as special cases (when restricted
to log-concave functions). The author [38] conjectured that the principle can be ex-
tended to the general Orlicz Sobolev functions. In this paper, we confirm this conjecture
completely.
Theorem 1.1. If f ∈ W 1,Φ0 (G) and f ⋆ is its symmetric decreasing rearrangement, then
Eφ(f ⋆) ≤ Eφ(f). (1.5)
When φ(t) = (1 − λ)(t)p+ + λ(t)p−, where p > 1, λ ∈ [0, 1], (t)+ := max{t, 0} and
(t)− := max{−t, 0}, the affine Orlicz Po´lya-Szego¨ principle becomes the general affine
Po´lya-Szego¨-type principle (established in [53]). The symmetric affine Po´lya-Szego¨
principle [17] and the asymmetric affine Po´lya-Szego¨ principle [32] correspond to the
cases of λ = 1/2 and λ = 0, respectively.
2 Outline of the proof
The proof of the affine Lp Po´lya-Szego¨ principle in [47] mainly relies on the affine Lp
Petty projection inequality from [46] and the solution of the normalized Lp Minkowski
problem [44]. Haberl, Schuster and Xiao in [32] mainly relies on the Haberl-Schuster
version of the affine isoperimetric inequality [30] and the solution of the normalized
Lp Minkowski problem [44] to prove the asymmetric affine Po´lya-Szego¨ principle. The
discovery of the Haberl-Schuster version of the Lp Petty projection inequality was
made possible through the important advances in valuation theory by Ludwig [39,40].
Inspired by the work of Haddad, Jime´nez, and Montenegro [34], Nguyen [53] made use
of the general Lp Busemann-Petty centroid inequality [46] to prove the general affine
Po´lya-Szego¨-type principle.
As mentioned in [38], since the function φ defining the Orlicz-Sobolev spaces is
usually not multiplicative, i.e., φ(xy) 6= φ(x)φ(y) for x, y ∈ R, and the Orlicz Minkowski
problem has not been completely solved, we can not use the Orlicz-Petty projection
inequality [49] and the solution of the even Orlicz Minkowski problem [29] to prove
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the affine Orlicz Po´lya-Szego¨ principle. In [38], making use of the functional Steiner
symmetrization, the author gave a direct proof of the Orlicz Po´lya-Szego¨ principle
for log-concave functions. In this paper, we still make use of the functional Steiner
symmetrization to the affine Orlicz Po´lya-Szego¨ principle. Comparing with the paper
[38], in this paper we mainly overcome the following several difficulties.
Firstly, in [38], the convexity property of the level sets of a log-concave function
plays a role in proving the Orlicz Po´lya-Szego¨ principle. But for the general W 1,Φ0 (G)
functions, the level sets of functions are sets more general than convex bodies. Thus,
it is crucial to figure out the structure of the level sets of W 1,Φ0 (G). In this paper, we
show that the level sets of W 1,Φ0 (G) functions are sets of finite perimeter and define
the Steiner symmetrization of the level sets in a different way (see Section 4.3), which
makes it possible to make use of the functional Steiner symmetrization to prove the
affine Orlicz Po´lya-Szego¨ principle.
Secondly, since log-concave functions are co-area regular, by [7, Theorem 2], the
symmetric decreasing rearrangements of log-concave functions can be approximated
in the strong W 1,p-topology by a sequence of Steiner symmetrizations. Therefore, the
Orlicz-Sobolev affine ball operator Bφ : W
1,Φ
0 (G) → Kno is continuous for log-concave
functions. But for the general Sobolev functions, the Orlicz-Sobolev affine ball operator
may be discontinuous for the co-area irregular functions. In this paper, making use of
the weak convergence of Steiner symmetrizations of f ∈ W 1,φ(Rn), we prove that the
Orlicz-Sobolev affine ball operator is weakly continuous in such a way that there exist
a convex body K0 and a sequence of successive Steiner symmetrizations {fk}k≥0 of f
such that Bφ(fi) converges to K0 and K0 ⊂ Bφ(f ⋆) (see Lemma 5.5).
Thirdly, in [38, Lemma 5.2], for log-concave functions, the author proved that ∇f
and ∇Sf are equal to the same constant in the line parallelling to en on the boundaries
of subgraphs of f and Sf . For general Sobolev functions, without the convexity, we
can not make use of Lemma 1.5.14 and Theorem 1.5.15 in [55] with respect to convex
functions to prove the similar conclusion. In this paper, using the more subtle method,
we prove that Sobolev functions have the similar properties as log-concave functions
(see Lemma 6.2).
Functional Steiner symmetrization has turned out to be very fruitful in proving
isoperimetric theorems in analysis and function theory (see. e.g., [3,7,8,10,11,13,15,16,
22,37,38,57], and the references therein). In the beautiful paper [15], Cianchi and Fucso
analyzed the case of equality in Steiner symmetrization inequalities for Dirichlet-type
integrals. Specially, Cianchi and Fucso [15] proved the following Po´lya-Szego¨ principle
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for f ∈ W 1,10 (G): ∫
SG
ψ(∇Sf)dx ≤
∫
G
ψ(∇f)dx,
where Sf is the Steiner symmetrization of f and ψ is a convex function from Rn into
[0,+∞), vanishing at 0. Comparing with Cianchi-Fucso’s method—using the Steiner
symmetrization of one-dimensional restrictions of Sobolev functions and Fubini’s theo-
rem, we mainly make use of the Steiner symmetrization of the level sets and the co-area
formula.
3 Notation and preliminary results
The setting will be Euclidean n-space Rn with origin o. We write e1, . . . , en−1, en for
the standard orthonormal basis of Rn and when we write Rn = Rn−1 × R we always
assume that en is associated with the last factor.
We will attempt to use x, y for vectors in Rn and x′, y′ for vectors in Rn−1, and
u, v ∈ Sn−1 for unit vectors in Rn. Let u⊥ denote the n-dimensional linear subspace
orthogonal to u in Rn. Let lu denote the line that passes through the origin and is
parallel to u. We will use a, b, s, t, α for numbers in R and c, λ for strictly positive reals.
If Q is a Borel subset of Rn and Q is contained in an i-dimensional affine subspace of
R
n but in no affine subspace of lower dimension, then |Q| will denote the i-dimensional
Lebesgue measure of Q. Let Hn denote the n-dimensional Hausdorff measures. Let Bn
denote the Euclidean unit ball in Rn. Let ωn denote the n-dimensional volume of the
unit ball in Rn. If x ∈ Rn then by abuse of notation we will write |x| = √x · x.
For A ∈ SL(n) write At for the transpose of A and A−t for the inverse of the
transpose of A. We write |A| for the absolute value of the determinant of A.
3.1 Convex bodies and star bodies
In this section we fix our notation and collect basic facts from convex geometry. General
references for the theory of convex bodies are the books by Gardner [24], Gruber [28],
Schneider [55]. We write Kn for the set of convex bodies (compact convex subsets)
of Rn. We write Kno for the set of convex bodies that contain the origin in their
interiors. A compact set K ⊂ Rn is a star-shaped set (with respect to the origin) if
the intersection of every straight line through the origin with K is a line segment. Let
K ⊂ Rn be a compact star shaped set (with respect to the origin), the radial function
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ρ(K, ·) : Rn\{0} → R is defined by
ρ(K, x) = ρK(x) = max{λ ≥ 0 : λx ∈ K}. (3.1)
If ρK is strictly positive and continuous, then we call K a star body (with respect to
the origin). In what follows we will denote the class of star bodies (with respect to the
origin) in Rn by Sno .
For K ∈ Kn, let h(K; ·) = hK : Rn → R denote the support function of K; i.e.,
h(K; x) := max{x · y : y ∈ K}.
Thus, if y ∈ ∂K, then
hK(vK(y)) = vK(y) · y, (3.2)
where vK(y) denotes an outer unit normal to K at y ∈ ∂K.
For K,L ∈ Kn, the Hausdorff distance of K and L is defined by
δ(K,L) := sup
u∈Sn−1
|hK(u)− hL(u)|. (3.3)
If K ∈ Kno , then the polar body K∗ is defined by
K∗ := {x ∈ Rn : x · y ≤ 1 for all y ∈ K}.
For K ∈ Kno , it is easily verified that
hK∗ = 1/ρK and ρK∗ = 1/hK . (3.4)
For K ∈ Sno , the function gK(·) = ‖ · ‖K : Rn → [0,∞) defined by
gK(x) = ‖x‖K = inf{λ > 0 : x ∈ λK} (3.5)
is called the gauge function of K.
By (3.1) and (3.5), it is clear that for K ∈ Sno ,
gK = 1/ρK . (3.6)
By (3.5), for x ∈ Rn and K ∈ Sno , it follows immediately that
gK(x) = 1 if and only if x ∈ ∂K. (3.7)
Let K ∈ Sno be a star body whose radial function is positive and locally Lipschitz
continuous. Since gK =
1
ρK
and there exist 0 < c1 < c2 such that c1 < ρK(u) < c2 for
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any u ∈ Sn−1, gK is positive and locally Lipschitz continuous on Rn. Therefore, for
almost all y ∈ ∂K, the gradient ∇gK(y) exists. For y ∈ ∂K, gK(y) = 1. Differentiating
this equation gives ∇gK(y) · dy = 0. Thus, ∇gK(y) is orthogonal to the tangent
hyperplane of ∂K at y. For r > 0, differentiating the equation gK(ry) = rgK(y) with
respect to r gives
y · ∇gK(y) = gK(y). (3.8)
Therefore, |∇gK(y)| 6= 0. The unit outer normal vector vK(y) to K at y ∈ ∂K is given
by
vK(y) =
∇gK(y)
|∇gK(y)| . (3.9)
Moreover, for y ∈ ∂K, by (3.9), (3.8) and gK(y) = 1, we have
y · vK(y) = y · ∇gK(y)|∇gK(y)| =
1
|∇gK(y)| . (3.10)
By (3.9) and (3.10), for y ∈ ∂K, we have
∇gK(y) = vK(y)
y · vK(y) . (3.11)
Moreover, since that gK(ry) = rgK(y) for r > 0, setting x = ry, we obtain
∇gK(x) = ∇gK(y). (3.12)
3.2 BV (Rn) functions and sets of finite perimeter
In this section, we review some basic definitions and facts about functions of bounded
variation on Rn. Good general references for this are Ambrosio, Fusco and Pallara [1],
Evans and Gariepy [20], Ziemer [67].
Let C1c (R
n) stand for the compactly supported continuously differentiable functions
on Rn. Let f ∈ L1(Rn); we say that f is a function of bounded variation of Rn if the
weak derivative of f is representable by a finite Radon measure on Rn, i.e. if∫
Rn
f
∂φ
∂xi
dx = −
∫
Rn
φdDif for all φ ∈ C1c (Rn), i = 1, . . . , n
for some Rn-valued measure Df = (D1f, . . . , Dnf) on R
n. The vector space of all
functions of bounded variation in Rn is denoted by BV (Rn).
A Borel set E ⊂ Rn is said to have finite perimeter in an open set Ω provided that
the characteristic function of E, XE, is a function of bounded variation in Ω. Thus,
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the partial derivatives of XE are Radon measures in Ω and the perimeter of E in Ω,
P (E,Ω), is defined as
P (E,Ω) = ‖DXE‖(Ω).
A set E is said to be of locally finite perimeter if P (E,Ω) <∞ for every bounded open
set Ω. If E is of finite perimeter in Rn, it is simply called a set of finite perimeter.
Usually, we write P (E) instead of P (E,Rn).
Let Cn denote the set of sets of locally finite perimeter. By clE, intE and ∂E we
denote, respectively, the closure, interior and boundary of E ∈ Cn. Let E ′u denote the
image of the orthogonal projection of E onto u⊥. The essential projection of a set
E ⊂ Cn onto u⊥ is defined as
E ′,+u = {x′ ∈ u⊥ : |(lu + x′) ∩ E| > 0}.
For E, F ∈ Cn, the symmetric difference of E and F is
E△F = (E\F ) ∪ (F\E).
Let B(x, r) denote the ball, centered at x, having radius r. Let E be of locally finite
perimeter. The reduced boundary of E, ∂∗E, consists of all points x ∈ Rn for which the
following hold:
(i) ‖DXE‖[B(x, r)] > 0 for all r > 0,
(ii) If vE,r(x) := −DXE [B(x, r)]/‖DXE‖[B(x, r)], then the limit vE(x) = limr→0 vE,r(x)
exists with |vE(x)| = 1.
vE(x) is called the generalized exterior normal to E at x ∈ ∂∗E. By [1, Theroem
3.59], if E ∈ Cn, ∂∗E is n − 1-rectifiable, i.e., it can be covered, except for an Hn−1-
negligible subset, by countably many (n− 1)-dimensional surfaces of class C1.
If E ⊂ Rn is a Lebesgue measurable set, the measure-theoretic boundary of E is
defined by
∂ME =
{
x : lim sup
r→0
|B(x, r) ∩ E|
rn
> 0 and lim sup
r→0
|B(x, r)− E|
rn
> 0
}
.
By Federer’s structure theorem (see, e.g., [20, Lemma 1 on Page 208] and [1, Theroem
3.61]), if E ∈ Cn, then ∂∗E ⊂ ∂ME and Hn−1(∂ME − ∂∗E) = 0.
For E ∈ Cn, let
DE := sup{|x− y| : x, y ∈ E}
denote the diameter of E. Since E is obviously contained in the right cylinder whose
base is E ′u and whose height is DE , then we have the crude estimate∫
∂∗E
(u · vE(y))+dHn−1(y) ≥ |E|
DE
. (3.13)
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3.3 Orlicz-Sobolev spaces
In this section we summarize the necessary definitions and results about Orlicz-Sobolev
spaces. For a detailed account of these facts, the reader could consult the books of
Maz’ya [51, 52] and the paper of Cianchi [18].
Let φ ∈ N and Φ(t) = max{φ(t), φ(−t)}, t ∈ [0,∞). Let G be an open subset of
R
n. The Orlicz space LΦ(G) is defined as
LΦ(G) = {f : f is a Lebesgue measurable real valued function on G
such that
∫
G
Φ
( |f(x)|
λ
)
dx <∞ for some λ > 0
}
. (3.14)
The Luxemburg norm ‖f‖LΦ(G) is defined as
‖f‖LΦ(G) = inf
{
λ > 0 :
∫
G
Φ
( |f(x)|
λ
)
dx ≤ 1
}
. (3.15)
The space LΦ(G), equipped with the norm ‖ · ‖LΦ , is a Banach space. Note that, if
Φ(s) = sp and p > 1, then LΦ(G) = Lp(G), the usual Lp space, and ‖·‖LΦ(G) = ‖·‖Lp(G).
Usually, we write ‖ · ‖Φ instead of ‖ · ‖LΦ .
The first order Orlicz-Sobolev space W 1,Φ(G) is defined as
W 1,Φ(G) = {f ∈ LΦ(G) : f is weakly differentiable and |∇f | ∈ LΦ(G)}. (3.16)
Here, ∇ denotes the weak gradient. The space W 1,Φ(G), equipped with the norm
‖f‖W 1,Φ(G) = ‖f‖Φ + ‖|∇f |‖Φ, (3.17)
is a Banach space. Clearly, W 1,Φ(G) = W 1,p(G), the standard Sobolev space, if Φ(s) =
sp with p > 1.
W 1,Φ0 (G) will denote the subspace of W
1,Φ(G) of those functions whose extension
by 0 outside G belongs to W 1,Φ(Rn). If f ∈ W 1,Φ0 (G), then f vanishes on the boundary
of G and we let
f¯(x) =

 f(x), x ∈ G0, x ∈ Rn/G, (3.18)
then f¯ ∈ W 1,Φ(Rn). Throughout this paper, f¯ will denote the extension of f by 0
outside G.
For the nonnegative function f ∈ W 1,Φ0 (G), we define the subgraph of f by
subf := {(x, xn+1) ∈ Rn+1 : x ∈ G, 0 < xn+1 < f(x)}. (3.19)
And we define its superlevel sets by
[f ]h := {x ∈ G : f(x) ≥ h}, h > 0. (3.20)
Lemma 3.1. If f ∈ W 1,Φ0 (G), then for L1-a.e. h > 0, [f ]h is a set of finite perimeter.
Proof. By [38, Lemma 3.3], if f ∈ W 1,Φ0 (G), then f¯ ∈ W 1,1(Rn). Since Sobolev space
W 1,1(Rn) is the subspace of BV (Rn) (see e.g. [1, Page 118]), f¯ ∈ BV (Rn). By [1,
Theorem 3.40], if f ∈ BV (Rn), then the superlevel set [f ]h is of finite perimeter for
L1-a.e. h > 0.
We shall make use of the fact that for φ ∈ N , ai ∈ R and bi > 0, i = 1, 2, · · · , m,
m∑
i=1
bi · φ
(∑m
i=1 ai∑m
i=1 bi
)
≤
m∑
i=1
(
biφ
(
ai
bi
))
. (3.21)
This is a trivial consequence of the convexity of φ.
We shall make use of the following clear fact.
Lemma 3.2. If φ ∈ N , for a, b ∈ R and a 6= 0, then the function
Ψ(t) := φ(at− b) + φ(−at− b), t > 0 (3.22)
is increasing.
4 Steiner symmetrization
4.1 Steiner symmetrization of compact sets
Without loss of generality, we only need to consider the Steiner symmetrization in the
direction en.
Given any compact subset E of Rn, define, for x′ ∈ Rn−1,
Ex′ := {xn ∈ R : (x′, xn) ∈ E}. (4.1)
Hereafter, Lm denote the outer Lebesgue measure in Rm and E ′ denote the image of
the orthogonal projection of E onto e⊥n . Then, we define the Steiner symmetral SE of
E about the hyperplane e⊥n as
SE := {(x′, xn) ∈ Rn : x′ ∈ E ′, |xn| ≤ L1(Ex′)/2}.
Moreover, Steiner symmetrization preserves volume, i.e., |SE| = |E|.
When considering the convex body K ∈ Kno as K ⊂ Rn−1×R, the Steiner symme-
tral, SK, of K in the direction en is given by
SK =
{(
x′,
1
2
t+
1
2
s
)
∈ Rn−1 × R : (x′, t), (x′,−s) ∈ K
}
, (4.2)
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and its boundary is given by
∂SK =
{(
x′,
1
2
t +
1
2
s
)
∈ Rn−1 × R : (x′, t), (x′,−s) ∈ ∂K with t 6= −s
}
. (4.3)
In this paper, we shall make critical use of the following fact that follows directly
from (4.2), (4.3), and (3.7).
Lemma 4.1. Suppose K,L ∈ Kno and consider K,L ⊂ Rn−1 × R. Then
SK ⊂ L,
if and only if
‖(x′, t)‖K = 1 = ‖(x′,−s)‖K , with t 6= −s =⇒ ‖(x′, t/2 + s/2)‖L ≤ 1.
4.2 Steiner symmetrization of functions
Let XA(x) denote the characteristic function of A ⊂ Rn, i.e.,
XA(x) :=

 1 if x ∈ A,0 if x ∈ Rn\A. (4.4)
Definition 4.1. For nonnegative function f ∈ W 1,Φ0 (G), the Steiner symmetrization,
Sf , of f with respect to en is defined as
Sf(x) =
∫ ∞
0
XS[f ]h(x)dh, x ∈ SG. (4.5)
By Definition 4.1, it is easily checked that
[Sf ]h is equivalent to S[f ]h, for h > 0. (4.6)
Thus, we have for the subgraphs
sub(Sf) is equivalent to S(subf). (4.7)
The following lemma was given in [15, Theorem 2.1].
Lemma 4.2. If f ∈ W 1,Φ0 (G), then Sf ∈ W 1,Φ0 (SG).
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4.3 The steiner symmetrization of the level sets of W 1,Φ0 (G)
functions
For f ∈ W 1,Φ0 (G) and any h > 0, [f ]h is a set of finite perimeter. Let [f ]′h denote the
image of orthogonal projection of [f ]h onto e
⊥
n . For a fixed x
′ ∈ [f ]′h, let [f ]h(x′) denote
the set {xn ∈ R : (x′, xn) ∈ [f ]h}. Let
N([f ]h, x
′) :=
1
2
H0 (∂∗([f ]h(x′))) , (4.8)
where H0 is the counting measure. Since [f ]h is a set of finite perimeter, by [15,
Theorem D], for Ln−1-a.e. x′ ∈ [f ]′h, H0 (∂∗([f ]h(x′))) is a finite even number.
For fixed positive integer i, let
[f ]′h,i := {x′ ∈ [f ]′h : N([f ]h, x′) = i}. (4.9)
Let
[f ]h,i := {(x′, xn) ∈ [f ]h : x′ ∈ [f ]′h,i}. (4.10)
For the fixed i and k = 1, 2, . . . , i, let ℓkh,i : [f ]
′
h,i → R and ℓ
k
h,i : [f ]
′
h,i → R denote
the k-th undergraph function and k-th overgraph function of [f ]h,i with respect to en;
i.e.,
[f ]h,i =
i⋃
k=1
{
(x′, xn) ∈ Rn : x′ ∈ [f ]′h,i, −ℓkh,i(x′) ≤ xn ≤ ℓ
k
h,i(x
′)
}
(4.11)
up to an Ln-negligible set.
For the Steiner symmetral, S[f ]h,i, of [f ]h,i in direction en, we see that the image of
the orthogonal projections onto e⊥n of both [f ]h,i and S[f ]h,i are identical. Let ̺h,i and
̺
h,i
denote the overgraph and undergraph functions of S[f ]h,i with respect to en, i.e.,
S[f ]h,i =
{
(x′, xn) ∈ Rn : x′ ∈ [f ]′h,i, −̺h,i(x′) ≤ xn ≤ ̺h,i(x′)
}
. (4.12)
Then, by the definition of the Steiner symmetrization of compact sets, we have
̺
h,i
(x′) = ̺h,i(x
′) =
1
2
i∑
k=1
(
ℓkh,i(x
′) + ℓ
k
h,i(x
′)
)
, x′ ∈ [f ]′h,i. (4.13)
For f ∈ W 1,Φ0 (G) and a Borel function g : G → R, the following co-area formula
(see, e.g., [51, Theorem 1.2.4] or [15, (3.7)]) is an important tool in proving our main
theorem. ∫
{x∈G:∇f(x)6=0}
g(x)dx =
∫ ∞
0
∫
∂∗[f ]h
g(x)|∇f(x)|−1dHn−1(x)dh. (4.14)
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Since [f ]h is a set of finite perimeter, ∂
∗[f ]h consists of an Hn−1-negligible subset and
countably many (n− 1)-dimensional surfaces of class C1.
Let
∂¯∗[f ]h =
{
x ∈ ∂∗[f ]h : v[f ]h(x) · en = 0
}
and
∂˘∗[f ]h =
{
x ∈ ∂∗[f ]h : v[f ]h(x) · en 6= 0
}
.
We will make use of the easily established fact that for a continuous function g :
∂∗[f ]h → R,
∫
∂˘∗[f ]h
g(x)dHn−1(x) =
∞∑
i=1
i∑
k=1
∫
int[f ]′
h,i
g(x′, ℓ
k
h,i(x
′))
√
1 + |∇ℓkh,i(x′)|2dx′
+
∞∑
i=1
i∑
k=1
∫
int[f ]′
h,i
g(x′,−ℓkh,i(x′))
√
1 + |∇ℓkh,i(x′)|2dx′.
(4.15)
4.4 Approximation of the symmetric decreasing rearrange-
ment by Steiner symmetrizations
Let G be a bounded open set in Rn. Its symmetric rearrangement G⋆ is the open
centered ball whose volume agrees with that of G,
G⋆ := {x ∈ Rn : ωn|x|n < |G|}.
For f ∈ W 1,Φ0 (G), we define the symmetric decreasing rearrangement f ⋆ of f by
symmetrizing its level sets, that is
f ⋆(x) =
∫ ∞
0
X[f ]⋆
h
(x)dh, x ∈ G⋆. (4.16)
For Sobolev spaces W 1,p(Rn), Burchard [7, Proposition 7.1] proved the following
proposition on the approximation of spherical symmetrization by Steiner symmetriza-
tions.
Proposition 4.1. (Convergence of the W 1,1-norm). Let f be a nonnegative function
in W 1,p(Rn), n ≥ 2 and p ≥ 1, that vanishes at infinity. There exists a sequence of
successive Steiner symmetrizations {fk}k≥0 of f so that
fk ⇀ f
⋆ weakly in W 1,1.
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Remark 4.1. For Orlicz-Sobolev spaces W 1,Φ(Rn), there does not exist a result similar
to that of Proposition 4.1. Thus we consider the problem in W 1,p(Rn). Since f ∈
W 1,10 (G) for f ∈ W 1,Φ0 (G), there exists a sequence of successive Steiner symmetrizations
{f¯k}k≥0 of f¯ so that
f¯k ⇀ f¯
⋆ weakly in W 1,1(Rn).
5 Definition and basic properties of Orlicz-Sobolev
affine balls
The Orlicz-Sobolev affine ball Bφ(f) of f ∈ W 1,Φ0 (G) is defined as the unit ball of the
n-dimensional Banach space whose norm is given by
‖y‖f,φ = inf
{
λ > 0 :
1
|G|
∫
G
φ
(
y · ∇f(x)
λ
)
dx ≤ 1
}
, y ∈ Rn. (5.1)
And the volume of the Orlicz-Sobolev affine ball is given by
|Bφ(f)| = 1
n
∫
Sn−1
‖v‖−nf,φdv, (5.2)
where dv denotes the spherical Lebesgue measure.
Since f ∈ W 1,Φ0 (G), it is impossible that there exists some u0 ∈ Sn−1 such that
∇f(x) · u0 ≥ 0 for almost all x ∈ G. Since φ is strictly increasing on [0,∞) or strictly
decreasing on (−∞, 0] it follows that for y 6= 0 the function
λ 7→ 1|G|
∫
G
φ
(
y · ∇f(x)
λ
)
dx
is strictly decreasing in (0,∞). Thus, we have the following lemma.
Lemma 5.1. If f ∈ W 1,Φ0 (G) and y0 ∈ Rn\{0}, then
1
|G|
∫
G
φ
(
y0 · ∇f(x)
λ0
)
dx = 1
if and only if
‖y0‖f,φ = λ0.
The following Lemma 5.2, Lemma 5.3 and Lemma 5.4 demonstrate the affine in-
variance of Eφ(f), non-negativity and boundedness of ‖ · ‖f,φ, respectively.
Lemma 5.2. ( [38, Lemma 4.2]). If f ∈ W 1,Φ0 (G), then Eφ(f) is invariant under SL(n)
transformations.
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Lemma 5.3. ( [38, Lemma 4.3]). If f ∈ W 1,Φ0 (G), then ‖ · ‖f,φ defines a norm on the
Banach space (Rn, ‖ · ‖f,φ). In particular, ‖v‖f,φ > 0 for any v ∈ Sn−1.
Lemma 5.4. ( [38, Lemma 4.4]). If f ∈ W 1,Φ0 (G) and let
cφ = max {c > 0 : max{φ(c), φ(−c)} ≤ 1} , (5.3)
then for any v ∈ Sn−1, we have∫
G
f(x)dx
cφ|G|DG ≤ ‖v‖f,φ ≤
sup{|∇f(x)| : x ∈ G}
cφ
. (5.4)
The following lemma shows that the Orlicz-Sobolev affine ball operatorBφ : W
1,Φ
0 (G)→
Kno is weakly continuous in some sense.
Lemma 5.5. For fi ∈ W 1,Φ0 (Gi), i = 0, 1, 2, . . . , if
f¯i ⇀ f¯0,weakly in W
1,1(Rn), (5.5)
then there exists a subsequence of {Bφ(fi)}∞i=1, denoted by {Bφ(fi)}∞i=1 as well, and a
convex body K0 such that o ∈ K0,
lim
i→∞
δ(Bφ(fi), K0) = 0 (5.6)
and
K0 ⊂ Bφ(f0). (5.7)
Proof. For u0 ∈ Sn−1, let
‖u0‖fi,φ = λi, (5.8)
and note that Lemma 5.4 gives
0 <
∫
Gi
fi(x)dx
cφ|Gi|DGi
≤ λi. (5.9)
Moreover, by (5.5), we have
lim
i→∞
∫
Gi
fi(x)dx
cφ|Gi|DGi
=
∫
G0
f0(x)dx
cφ|G0|DG0
> 0, (5.10)
which implies that there exists a real number m > 0 such that ‖u‖fi,φ > m for any
u ∈ Sn−1 and any positive integer i. Thus the radial functions ρ(Bφ(fi), u) < 1m for any
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u ∈ Sn−1 and any positive integer i. By Blaschke selection theorem (see [55, Theorem
1.8.7]), there exists a subsequence of {Bφ(fi)}∞i=1, denoted by {Bφ(fi)}∞i=1 as well, that
converges to a convex body K0 ∈ Kn. By Lemma 5.3, ‖u‖fi,φ > 0 for any u ∈ Sn−1
and any positive integer i. Thus o ∈ K0.
Let ‖u0‖K0 = λ∗. By (5.6) and (5.8), we have
lim
i→∞
λi = λ∗. (5.11)
Let f˜i = f¯i/λi. Since λi → λ∗ and f¯i ⇀ f¯0 weakly in W 1,1(Rn), we have
f˜i ⇀ f¯0/λ∗ weakly in W
1,1(Rn). (5.12)
The fact that ‖u0‖fi,φ = λi, together with Lemma 5.1 and (3.18), shows that
1
|Gi|
∫
Rn
φ
(
u0 · ∇f˜i(x)
)
dx = 1 for all i. (5.13)
Since φ is a convex function, by [21, Theorem 1 in P.19], the convex gradient integral
1
|G|
∫
Rn
φ
(
u0 · ∇f¯(x)
)
dx
is lower semicontinuous with respect to weak convergence in W 1,1(Rn). By (5.12) and
(5.13), we have
1
|G0|
∫
Rn
φ
(
u0 · ∇f¯0(x)
λ∗
)
dx ≤ lim
i→∞
1
|Gi|
∫
Rn
φ
(
u0 · ∇f˜i(x)
)
dx = 1.
This, together with (3.18) and the definition (5.1) yields
‖u0‖f0,φ ≤ λ∗ = ‖u0‖K0. (5.14)
By (5.14) and the arbitrariness of u0 ∈ Sn−1, we have K0 ⊂ Bφ(f0).
6 Proof of the main theorem
Lemma 6.1. If f ∈ W 1,Φ0 (G) and x′ ∈ int[f ]′h,i, then
∣∣(−∇̺h,i(x′), 1)∣∣∣∣∇Sf (x′, ̺h,i(x′))∣∣ =
1
2
i∑
k=1
∣∣(−∇ℓkh,i(x′),−1)∣∣∣∣∇f (x′,−ℓkh,i(x′))∣∣ +
1
2
i∑
k=1
∣∣∣(−∇ℓkh,i(x′), 1)∣∣∣∣∣∣∇f (x′, ℓkh,i(x′))∣∣∣ . (6.1)
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Proof. In fact, the vectors
(−∇̺h,i(x′), 1) and ∇Sf (x′, ̺h,i(x′)) have the same direc-
tion, i.e., the direction of the exterior normal vector of [Sf ]h at the point (x
′, ̺h,i(x
′)) ∈
∂∗[Sf ]h. Thus for the left side of (6.1) we have∣∣(−∇̺h,i(x′), 1)∣∣∣∣∇Sf (x′, ̺h,i(x′))∣∣ =
1∣∣∣∂Sf∂xn (x′, ̺h,i(x′))
∣∣∣ . (6.2)
Similarly, the vectors
(
−∇ℓkh,i(x′), 1
)
and ∇f
(
x′, ℓ
k
h,i(x
′)
)
have the same direction,
i.e., the direction of the exterior normal vector to [f ]h at the point (x
′, ℓ
k
h,i(x
′)) ∈ ∂∗[f ]h,
we have ∣∣∣(−∇ℓkh,i(x′), 1)∣∣∣∣∣∣∇f (x′, ℓkh,i(x′))∣∣∣ =
1∣∣∣ ∂f∂xn
(
x′, ℓ
k
h,i(x
′)
)∣∣∣ . (6.3)
Moreover, we have∣∣(−∇ℓkh,i(x′),−1)∣∣∣∣∇f (x′,−ℓkh,i(x′))∣∣ =
1∣∣∣ ∂f∂xn (x′,−ℓkh,i(x′))
∣∣∣ . (6.4)
By (6.2), (6.3) and (6.4), (6.1) is equivalent to
1∣∣∣∂Sf∂xn (x′, ̺h,i(x′))
∣∣∣ =
1
2
i∑
k=1
1∣∣∣ ∂f∂xn (x′,−ℓkh,i(x′))
∣∣∣ +
1
2
i∑
k=1
1∣∣∣ ∂f∂xn
(
x′, ℓ
k
h,i(x
′)
)∣∣∣ . (6.5)
By [15, Lemma 4.1] (also see [7, (5.1)]), (6.5) is established.
Since Sf is symmetric with respect to e⊥n , i.e., Sf(x
′+ ren) = Sf(x
′− ren) for any
x′ + ren ∈ SG, it is easy to check that for x′ ∈ int[f ]′h,i,
∣∣(−∇̺h,i(x′), 1)∣∣∣∣∇Sf (x′, ̺h,i(x′))∣∣ =
∣∣∣(−∇̺
h,i
(x′),−1
)∣∣∣∣∣∣∇Sf (x′,−̺
h,i
(x′)
)∣∣∣ . (6.6)
Lemma 6.2. If f ∈ W 1,Φ0 (G) and let
G1 =
{
x ∈ G : ∂f
∂xn
(x) = 0
}
and
G2 =
{
x ∈ SG : ∂Sf
∂xn
(x) = 0
}
,
then for any z ∈ Rn, we have∫
G1
φ(z · ∇f(x))dx =
∫
G2
φ(z · ∇Sf(x))dx. (6.7)
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Proof. By [15, Proposition 2.3], if f ∈ W 1,10 (G), then for Ln−1-a.e. x′ ∈ G′,
|{xn : (x′, xn) ∈ G, ∂f
∂xn
(x′, xn) = 0}| = |{xn : (x′, xn) ∈ SG, ∂Sf
∂xn
(x′, xn) = 0}|. (6.8)
By (6.8), if Ln(G1) = 0, then Ln(G2) = 0. Thus (6.7) is established.
If Ln(G1) > 0, then by (6.8) Ln(G2) = Ln(G1) > 0. Moreover, by (6.8), the
essential projections of G1 and G2 onto e
⊥
n satisfy G
′,+
1 = G
′,+
2 . Next, we prove that for
Ln−1-a.e. x′ ∈ G′,+1 ,∫
{xn: (x′,xn)∈G1}
φ (z · ∇f(x′, xn)) dxn =
∫
{xn: (x′,xn)∈G2}
φ (z · ∇Sf(x′, xn)) dxn. (6.9)
For fixed x′ ∈ G′,+1 , let
D1 = {h ∈ R : h = f(x′, xn) and (x′, xn) ∈ G1} (6.10)
and
D2 = {h ∈ R : h = Sf(x′, xn) and (x′, xn) ∈ G2}. (6.11)
Let fx
′
(xn) := f(x
′, xn) and (Sf)
x′(xn) := Sf(x
′, xn). Since sub((Sf)
x′) is equiva-
lent to S(subfx
′
), we have D1 = D2. For h ∈ D1, let
Dhx′ = {xn : (x′, xn) ∈ G1, f(x′, xn) = h}
and
D˜hx′ = {xn : (x′, xn) ∈ G2, Sf(x′, xn) = h}.
Next, we prove that for any h ∈ D1,∫
Dh
x′
φ (z · ∇f(x′, xn)) dxn =
∫
D˜h
x′
φ (z · ∇Sf(x′, xn)) dxn. (6.12)
By [7, Lemma 4.3], for L1-a.e. xn ∈ Dhx′, ∇f(x′, xn) is equal to a constant. By [7,
Lemma 5.1], for L1-a.e. xn ∈ D˜hx′, ∇Sf(x′, xn) equals the same constant as ∇f(x′, xn)
for xn ∈ Dhx′. Thus by |Dhx′| = |D˜hx′|, (6.12) is established. By (6.12) and the ar-
bitrariness of h ∈ D1, (6.9) is established. By (6.9) and Fubini’s theorem, (6.7) is
established.
Proposition 6.1. If f ∈ W 1,Φ0 (G), then
S(Bφ(f)) ⊂ Bφ(Sf). (6.13)
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Proof. Let
‖(y′, t)‖f,φ = 1 and ‖(y′,−s)‖f,φ = 1,
with t 6= −s. By Lemma 5.1, this means that
1
|G|
∫
G
φ ((y′, t) · ∇f(x)) dx = 1 (6.14)
and
1
|G|
∫
G
φ ((y′,−s) · ∇f(x)) dx = 1. (6.15)
By Lemma 4.1, the desired inclusion will been established if we can show that
‖(y′, t/2 + s/2)‖Sf,φ ≤ 1. (6.16)
For x′ ∈ int[f ]′h,i and k = 1, 2, · · · , i, let
ckh,i =
|(−∇ℓkh,i(x′), 1)|
|∇f(x′, ℓkh,i(x′))|
and dkh,i =
|(−∇ℓkh,i(x′),−1)|
|∇f(x′,−ℓkh,i(x′))|
. (6.17)
For x′ ∈ int[f ]′h,i, let
a1 =
|(−∇̺h,i(x′), 1)|
|∇Sf(x′, ̺h,i(x′))|
and a2 =
|(−∇̺
h,i
(x′),−1)|
|∇Sf(x′,−̺
h,i
(x′))| . (6.18)
By (6.6) and Lemma 6.1,
a1 = a2 =
1
2
i∑
k=1
ckh,i +
1
2
i∑
k=1
dkh,i. (6.19)
Since ∇Sf(x′, ̺h,i(x′)) and (−∇̺h,i(x′), 1) have the same directions,
∇Sf(x′, ̺h,i(x′)) =
(−∇̺h,i(x′), 1)
a1
. (6.20)
Similarly, we have
∇Sf(x′,−̺
h,i
(x′)) =
(−∇̺
h,i
(x′),−1)
a2
, (6.21)
∇f(x′, ℓkh,i(x′)) =
(−∇ℓkh,i(x′), 1)
ckh,i
, k = 1, 2, . . . , i (6.22)
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and
∇f(x′,−ℓkh,i(x′)) =
(−∇ℓkh,i(x′),−1)
dkh,i
, k = 1, 2, . . . , i. (6.23)
By (4.15), (6.20), (6.21), (4.13), Lemma 3.2 and (6.19), we have that
∫
∂∗[Sf ]h/G2
φ ((y′, t/2 + s/2) · ∇Sf(x)) |∇Sf(x)|−1dHn−1(x)
=
∫
([f ]h/G1)′
φ ((y′, t/2 + s/2) · ∇Sf(x′, ̺h(x′))) a1dx′
+
∫
([f ]h/G1)′
φ
(
(y′, t/2 + s/2) · ∇Sf(x′,−̺
h
(x′))
)
a2dx
′
=
∞∑
i=1
∫
int[f ]′
h,i
φ
(
1
2a1
(
t + s− y′ ·
i∑
k=1
∇(ℓkh,i + ℓkh,i)(x′)
))
a1dx
′
+
∞∑
i=1
∫
int[f ]′
h,i
φ
(
1
2a2
(
−t− s− y′ ·
i∑
k=1
∇(ℓkh,i + ℓkh,i)(x′)
))
a2dx
′
≤
∞∑
i=1
∫
int[f ]′
h,i
φ
(
1
2a1
(
i(t + s)− y′ ·
i∑
k=1
∇(ℓkh,i + ℓkh,i)(x′)
))
a1dx
′
+
∞∑
i=1
∫
int[f ]′
h,i
φ
(
1
2a2
(
i(−t− s)− y′ ·
i∑
k=1
∇(ℓkh,i + ℓkh,i)(x′)
))
a2dx
′
=
1
2
∞∑
i=1
∫
int[f ]′
h,i
φ
(∑i
k=1(t− y′ · ∇ℓ
k
h,i(x
′)) +
∑i
k=1(s− y′ · ∇ℓkh,i(x′))∑i
k=1(c
k
h,i + d
k
h,i)
)
i∑
k=1
(ckh,i + d
k
h,i)dx
′
+
1
2
∞∑
i=1
∫
int[f ]′
h,i
φ
(∑i
k=1(−t− y′ · ∇ℓkh,i(x′)) +
∑i
k=1(−s− y′ · ∇ℓ
k
h,i(x
′))∑i
k=1(d
k
h,i + c
k
h,i)
)
i∑
k=1
(dkh,i + c
k
h,i)dx
′
(6.24)
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By (3.21), (6.22), (6.23) and (4.15) again, the last expression
≤ 1
2
∞∑
i=1
∫
int[f ]′
h,i
i∑
k=1
φ
(
(y′, t) · ∇f(x′, ℓkh,i(x′))
)
ckh,idx
′
+
1
2
∞∑
i=1
∫
int[f ]′
h,i
i∑
k=1
φ
(
(y′,−s) · ∇f(x′,−ℓkh,i(x′))
)
dkh,idx
′
+
1
2
∞∑
i=1
∫
int[f ]′
h,i
i∑
k=1
φ
(
(y′, t) · ∇f(x′,−ℓkh,i(x′))
)
dkh,idx
′
+
1
2
∞∑
i=1
∫
int[f ]′
h,i
i∑
k=1
φ
(
(y′,−s) · ∇f(x′, ℓkh,i(x′))
)
ckh,idx
′
=
1
2
∫
∂∗[f ]h/G1
φ ((y′, t) · ∇f(x)) |∇f(x)|−1dHn−1(x)
+
1
2
∫
∂∗[f ]h/G1
φ ((y′,−s) · ∇f(x)) |∇f(x)|−1dHn−1(x). (6.25)
Integrating both sides of the above inequality on [0,∞) with respect to h, it follows
from the co-area formula (4.14), Lemma 6.2, (6.14) and (6.15), that∫
SG
φ ((y′, t/2 + s/2) · ∇Sf(x)) dx
≤ 1
2
∫
G
φ ((y′, t) · ∇f(x)) dx+ 1
2
∫
G
φ ((y′,−s) · ∇f(x)) dx
= 1. (6.26)
This and a glance at definition (5.1), gives (6.16), and thus (6.13) is proved.
Proof of Theorem 1.1. By Theorem 4.1, there exists a sequence of directions {ui}
such that the sequence defined by fi+1 = Suifi (where i = 0, 1, . . . and f0 = f)
converges to f ⋆ weakly in W 1,1. By Lemma 5.5, there exists a convex body K0 such
that Bφ(fi) converges to K0 and K0 ⊂ Bφ(f ⋆). Thus by Proposition 6.1,
|Bφ(f)| ≤ |Bφ(f1)| ≤ · · · ≤ |Bφ(fi)| → |K0| ≤ |Bφ(f ⋆)|.
Thus, we have
Eφ(f ⋆) ≤ Eφ(f).
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7 The affine Orlicz Po´lya-Szego¨ principle and the
Orlicz-Petty projection inequality for star bodies
In [49], the Orlicz projection body ΠφK ofK ∈ Kno is defined as the body whose support
function is given by
hΠφK(u) = inf
{
λ > 0 :
∫
∂K
φ
(
u · vK(y)
λhK(vK(y))
)
hK(vK(y))dHn−1(y) ≤ n|K|
}
. (7.1)
Lutwak, Yang and Zhang [49] proved the following remarkable inequality.
Orlicz-Petty Projection inequality. Suppose φ ∈ N . If K ∈ Kno , then the volume
ratio
|Π∗φK|/|K|
is maximized when K is an ellipsoid centered at the origin.
Zhang [63] gave the definition of the projection body for a compact set with piece-
wise C1. Similarly, for K ∈ Sno ∩ Cn, we define the Orlicz projection body ΠφK of K
as
hΠφK(u) = inf
{
λ > 0 :
∫
∂∗K
φ
(
u · vK(y)
λy · vK(y)
)
y · vK(y)dHn−1(y) ≤ n|K|
}
. (7.2)
It is easily seen that ΠφK is a convex body containing the origin in its interior.
In this section, we shall prove that the affine Orlicz Po´lya-Szego¨ principle (1.5)
implies the following Orlicz-Petty projection inequality for star bodies.
Orlicz-Petty projection inequality for star bodies. Suppose φ ∈ N . If
K ∈ Sno ∩ Cn, then the volume ratio
|Π∗φK|/|K|
is maximized when K is an ellipsoid centered at the origin.
In (1.5), let
f(x) = 1− ‖x‖K , x ∈ intK, (7.3)
where K ∈ Sno ∩ Cn. Since [f ]h = (1 − h)K is a set of finite perimeter for any h > 0
and
∫
intK
|∇f |dx = ∫ 1
0
P ([f ]h)dh <∞, f ∈ W 1,10 (intK). It is easy to check that
f ⋆(x) = 1− ‖x‖K⋆, x ∈ intK⋆. (7.4)
22
For f as in (7.3), since φ(0) = 0 and 0 < f ≤ 1, by (4.14), (3.11) and (3.12), we have
1
|K|
∫
intK
φ
(
u · ∇f(x)
λ
)
dx
=
1
|K|
∫
{x∈intK,∇f(x)6=0}
φ
(
u · ∇f(x)
λ
)
dx
=
1
|K|
∫ 1
0
∫
(1−h)∂∗K
φ
(
u · ∇f(x)
λ
)
|∇f(x)|−1dHn−1(x)dh
=
1
|K|
∫ 1
0
∫
∂∗K
φ
(−u · vK(y)
λy · vK(y)
)
y · vK(y)(1− h)n−1dHn−1(y)dh
=
1
n|K|
∫
∂∗K
φ
(−u · vK(y)
λy · vK(y)
)
y · vK(y)dHn−1(y). (7.5)
By (5.1), (7.2) and (7.5), we have
‖u‖f,φ = inf
{
λ > 0 :
1
|K|
∫
intK
φ
(
u · ∇f(x)
λ
)
dx ≤ 1
}
= inf
{
λ > 0 :
∫
∂∗K
φ
(−u · v(y)
λy · v(y)
)
y · v(y)dHn−1(y) ≤ n|K|
}
= hΠφK(−u). (7.6)
By (3.6), (7.6) and the definition of Bφ(f), we have
Bφ(f) = −Π∗φK. (7.7)
By (7.7), |K∗| = |K|, Eφ(f ⋆) ≤ Eφ(f) and Eφ(f) = |Bφ(f)|−1/n, we have
|Π∗φK|
|K| =
|Bφ(f)|
|K| ≤
|Bφ(f ⋆)|
|K⋆| =
|Π∗φK⋆|
|K⋆| , (7.8)
which is the Orlicz projection inequality for star bodies.
8 The Orlicz and affine Orlicz Po´lya-Szego¨ inequal-
ities
In this section, we shall prove that the affine Orlicz Po´lya-Szego¨ inequality (1.5) is es-
sentially stronger than the Euclidean Orlicz Po´lya-Szego¨ inequality (1.3). Throughout
this section, let φ ∈ N be an even function.
Lemma 8.1. For f ∈ W n,Φ0 (G), then
2ωn−1
nω
(n+1)/n
n
≤ Eφ(f
⋆)
‖∇f ⋆‖Φ < ω
− 1
n
n . (8.1)
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Proof. For v ∈ Sn−1, since φ ∈ N is an even function and by Jensen’s inequality, we
have
‖v‖f⋆,φ = inf
{
λ > 0 :
∫
G∗
φ
(
v · ∇f ⋆(x)
λ
)
dx ≤ |G⋆|
}
= inf
{
λ > 0 :
∫ DG∗/2
0
∫
Sn−1
Φ
( |v · u| · |∇f ⋆(ru)|
λ
)
rn−1dudr ≤ |G⋆|
}
≥ inf
{
λ > 0 : nωn
∫ DG∗/2
0
Φ
(
1
nωn
∫
Sn−1
|v · u|du
λ
|∇f ⋆(ru)|
)
rn−1dr ≤ |G⋆|
}
= inf
{
λ > 0 : nωn
∫ DG∗/2
0
Φ
(
1
nωn
2ωn−1
λ
|∇f ⋆(ru)|
)
rn−1dr ≤ |G⋆|
}
= inf
{
λ > 0 :
∫ DG∗/2
0
∫
Sn−1
Φ
(
2ωn−1
nωn
|∇f ⋆(ru)|
λ
)
rn−1dudr ≤ |G⋆|
}
=
2ωn−1
nωn
‖∇f ⋆‖Φ. (8.2)
Thus
‖v‖f⋆,φ ≥ 2ωn−1
nωn
‖∇f ⋆‖Φ. (8.3)
Because that φ is strictly increasing on [0,∞), thus by the second equality of (8.2), for
any f ∈ W n,Φ0 (G),
‖v‖f⋆,φ < ‖∇f ⋆‖Φ. (8.4)
By (8.3) and (8.4), for any f ∈ W n,Φ0 (G),
2ωn−1
nωn
≤ ‖v‖f⋆,φ‖∇f ⋆‖Φ < 1. (8.5)
Combining (1.2) and (8.5) gives the desired inequality.
Lemma 8.2. If f ∈ W n,Φ0 (G), then Eφ(f)/‖∇f‖Φ is uniformly bounded from above by
a positive constant, i.e.,
sup
{ Eφ(f)
‖∇f‖Φ : f ∈ W
n,Φ
0 (G)
}
≤ ω−
1
n
n . (8.6)
Moreover, Eφ(f)/‖∇f‖Φ is not uniformly bounded from below by any positive constant,
i.e.,
inf
{ Eφ(f)
‖∇f‖Φ : f ∈ W
n,Φ
0 (G)
}
= 0. (8.7)
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Proof. On the one hand, since φ is even and strictly increasing on [0,∞),
‖v‖f,φ = inf
{
λ > 0 :
∫
G
φ
( |v · u||∇f(x)|
λ
)
dx ≤ |G|
}
≤ inf
{
λ > 0 :
∫
G
Φ
( |∇f(x)|
λ
)
dx ≤ |G|
}
= ‖∇f‖Φ. (8.8)
By (1.2) and (8.8)
Eφ(f) =
(
1
n
∫
Sn−1
‖v‖−nf,φdv
)− 1
n
≤ ω−
1
n
n ‖∇f‖Φ.
Thus, (8.6) is established.
On the other hand, let f1(x) = f(Ax), where A ∈ SL(n). By Lemma 5.2, Eφ(f) =
Eφ(f1). Let
A =


τ 0 0 · · · 0
0 1
τ
0 · · · 0
0 0 1 · · · 0
. . .
0 0 0 · · · 1


, (8.9)
where τ > 0. Let D(f1) denote the domain of f1. Then D(f1) = A
−1G. Let η =
(τ, 1/τ, 1, · · · , 1) be a n-dimensional vector, we have
‖∇f1‖Φ = inf
{
λ > 0 :
1
|A−1G|
∫
A−1G
Φ
( |At∇f(Ax)|
λ
)
dx ≤ 1
}
= inf
{
λ > 0 :
1
|G|
∫
G
Φ
( |η · ∇f(x′)|
λ
)
|A−1|dx′ ≤ 1
}
. (8.10)
Since φ is strictly monotone increasing on (0,∞), ‖∇f1‖Φ → ∞ when τ → ∞,
which implies
inf
{ Eφ(f)
‖∇f‖Φ : f ∈ W
n,Φ(G)
}
= 0.
By Theorem 1.1, Lemma 8.1 and Lemma 8.2, we have
2ωn−1
nω
(n+1)/n
n
‖∇f ⋆‖Φ ≤ Eφ(f ⋆) ≤ Eφ(f) ≤ ω−
1
n
n ‖∇f‖Φ. (8.11)
By (8.11), the following theorem is established.
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Theorem 8.3. For f ∈ W n,Φ0 (G), if
Eφ(f ⋆) ≤ Eφ(f),
then
‖∇f ⋆‖Φ ≤ c1‖∇f‖Φ,
where c1 =
nωn
2ωn−1
is a constant.
By Lemma 8.2 and Theorem 8.3, the affine Orlicz Po´lya-Szego¨ inequality (1.5) is
essentially stronger than the Euclidean Orlicz Po´lya-Szego¨ inequality (1.3).
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