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Abstract—A two-level real-time voltage control scheme is
proposed to keep voltages within specified limits in distribution
grids using Distributed Generation Units (DGUs). It combines a
local and a centralized control of their reactive powers. The local
control provides fast response after a disturbance, reducing its
impact and enhancing voltage quality. The centralized control
uses measurements collected throughout the network to bring
the voltages inside tighter limits and balance the various DGU
contributions. To this purpose, it adjusts in a coordinated way
their reactive power set-points, taking into account the local
controls. This discrete control solves at each time step a multi-
time-step constrained optimization inspired of Model Predictive
Control. The method effectiveness is demonstrated on a 75-bus
test system hosting 22 DGUs.
Index Terms—Active distribution network, real-time control,
voltage control, model predictive control.
I. INTRODUCTION
THE continuous growth of renewable energy injected intomedium-voltage distribution systems is expected to create
new operational problems. Over- or under-voltages are some
of the main issues caused by intermittent production of the
dispersed units. It can be partly mitigated in operational
planning stage [1]. However, in real-time, the system can be
driven to insecure situations, for instance due to unforeseen
incidents. The abnormal voltages can be tolerated for a short
period of time, but it is desirable to bring them within limits as
soon as possible. In the context of active distribution networks,
the DGUs can be used as controls to meet this objective, which
is an attractive alternative to (or at least a way to postpone)
network reinforcement.
Over the last decade, a growing attention has been paid to
real-time control of reactive powers and voltages in distribu-
tion grids hosting a significant number of DGUs, as testified
for instance by the recent survey in [2].
The methods can be broadly categorized according to the
control architecture: local (or decentralized) [3]–[5]; agent-
based [6]–[9]; centralized [7], [10]–[15]; and multi-layer [16]–
[18]. Alternatively, the methods can be classified as model-
free [3], [4], model-based [6], [7], [7]–[18], or methods with
limited knowledge of the system [5].
The most widely used, and also simplest approach is local
control. It is already present in a number of grid codes [3].
For example, in [4] a decentralized scheme was proposed to
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control DGU terminal voltages. The units operate in power
factor mode, when no violation is observed, and in voltage
control mode, when their terminal voltages exceed upper/lower
limits. Furthermore, if the voltage problem cannot be solved by
the sole reactive power adjustment, the DGUs active powers
are also curtailed, in the last resort. To obtain more precise
adjustment of DGUs in voltage control mode, the work was
further extended in [5] by including the sensitivities of voltages
to DGU outputs.
As an alternative with more information exchange, an agent-
based scheme was proposed in [6] in which, by using locally
collected measurements, the distributed controllers mitigate
the voltage violations and, when needed, initiate an additional
reactive power support request from the neighbouring con-
trollers. Using an Optimal Power Flow (OPF), Ref. [7] dis-
cussed the impact of centralized and distributed voltage control
schemes on potential penetration of dispersed generation. A
distributed architecture, comprising several cooperative smart
agents, was proposed in [8] to solve the voltage regulation
problem. After obtaining the operating values, each agent
optimizes its own design. In Ref. [9] an agent-based system
was proposed to control the DGUs in a low-voltage grid in a
distributed manner. That work also considered different local
reactive power characteristics and compared the corresponding
system behaviours.
Centralized, coordinated control of DGUs relies on a proper
communication infrastructure to collect measurements and
send control corrections at regular time intervals. In this
context, Ref. [10] proposed a control scheme relying on the
concept of Model Predictive Control (MPC). This involves
solving repeatedly a multi-time-step constrained optimization
problem with a sensitivity model to predict the system evolu-
tion. The controller coordinates the power outputs of DGUs
and the voltage set-point of the transformer Load Tap Changer
(LTC) to smoothly bring the unacceptable voltages inside
specified bounds. The approach was extended in [11], [12]
to handle congestions and track desired production schedules.
Compared to standard open-loop OPF, the closed-loop nature
of MPC offers significant advantages in terms of robustness
to model inaccuracies, component failures, etc. [13], [14].
Considering the uncertain nature of wind, the work in [15]
extended a deterministic OPF to a risk-based OPF approach
subject to probabilistic constraints. The centralized controller
aimed at maximizing the exploited wind energy and reducing
control actions.
More recently, using a dynamic model of the system,
Ref. [16] suggested a multi-layer control structure. At the
upper level, a static OPF computes reference values of reactive
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Fig. 1. Voltage control architectures
powers. The latter are communicated to the next layer, an
MPC-based centralized controller, which handles the operation
constraints. A combined scheme was proposed in [17] in
which local controllers provide fast responses and a centralized
controller uses power injection predictions for the next hours to
update the droop parameters of the local controllers, ensuring
that the voltages are kept within their limits in the forecast
time interval. Reference [18] proposes a two-stage strategy
for distributed energy storage management. In day-ahead, the
optimized battery charge/discharge schedules are calculated
centrally. Then, they are communicated to local controllers for
further short-term adjustments, when approaching real-time.
This paper focuses on real-time correction of abnormal
voltages. The proposed control has two levels, local and
centralized, with the objective of combining the respective
advantages of both schemes:
• in a couple of seconds, the local level provides the
fast response to a disturbance, reducing its impact and
enhancing voltage quality;
• in some tens of seconds, the central level coordinates the
various DGUs in order to refine the local corrections and
balance the various DGU contributions;
• the local level acts as back-up in case of communication
failures between the DGUs and the centralized controller,
which adds to the overall reliability.
The paper is organized as follows. Section II outlines
various voltage control architectures. Section III and IV detail
respectively the lower and the upper level of the proposed
scheme. Simulation results are reported in Section V, while
Conclusions are offered in Section VI.
II. VOLTAGE CONTROL ARCHITECTURES
Different control schemes can be considered in a distribution
system taking into account the practical needs, technical
limitations of the controllable devices (mainly DGUs, possibly
shunt capacitors) and regulatory policies. Two broad categories
are the local and the centralized architectures, depicted in Figs.
1.a and 1.b, respectively. Local control is implemented inside
the equipment and adjusts the reactive power of each DGU
based on local measurements only, essentially the terminal
voltage. The measurements are collected without communi-
cation delay. Thus, a fast reaction is obtained while no com-
munication infrastructure is required. A centralized controller,
on the other hand, periodically gathers measurements and













Fig. 2. Local level: steady-state V Q characteristic
a wider view of the system, this controller is able to share the
corrective efforts over multiple DGUs.
A potentially attractive scheme consists of combining lo-
cal and centralized controllers, for greater flexibility. This
approach, sketched in Fig. 1.c, will be the main focus of
this paper. At the local level, the DGUs are equipped with
continuous controllers adjusting reactive powers in response to
terminal voltage variations. At the upper level, a discrete-time
controller receives voltage and reactive power measurements
and adjusts set-points of the local controllers in order to
improve the overall system behaviour.
In some distribution systems, the deployment of the upper
level of the proposed scheme might not be feasible or afford-
able, for instance with existing and/or conventional DGUs.
Hence, the hybrid control architecture shown in Fig. 1.d can
be envisaged, in which the combined control scheme steers
only a subset of DGUs, the rest of them are under local control
only. In this case, it is important for the centralized controller
to anticipate the reactions of all local controllers.
III. LOWER-LEVEL: LOCAL CONTROL
A. Reactive power control of a DGU
In steady state the reactive power output of a DGU under
local control varies according to the piecewise linear V Q
characteristic shown in Fig. 2. Such characteristic was pro-
posed for instance in [19]–[22]. As long as the measured
terminal voltage lies within the dead-band [V locmin1, V
loc
max1], the
produced reactive power Qg is kept at zero, which is usually
preferred to minimize DGU internal losses. Outside the above
mentioned dead-band, the DGU reacts to over or under-voltage
by consuming or producing reactive power, respectively. The
DGU is locked at its maximum reactive power production
Qmax (resp. consumption Qmin), if the voltage stays below



















Fig. 3. Local level: generic model of DGU reactive power control
A generic model of DGU reactive power control is shown
in Fig. 3. The terminal voltage V and the generated reactive
power Qg are measured, with the corresponding time constants
TV and TQ. The desired reactive power output Qd is given
by the V Q characteristic using the measured voltage. The
difference between Qd and the measured reactive power is
processed by a Proportional-Integral controller. The output
Vref is the terminal voltage reference in a power-electronics
based DGU, or the field voltage in a synchronous generator.
Let us stress that the above model does not encompass all
practical voltage control schemes (see e.g. [23]), but it serves
the main purpose of this paper.
For coordination purposes the local controller receives a
reactive power correction Qcor updated and sent at discrete
times by the centralized controller. This correction results in a
shift of the V Q characteristic, as detailed in the next section.
The change of reactive power output of one DGU affects
the voltages at other buses, including DGU buses. Assuming
that these DGUs are not operating in the dead-band of their
V Q characteristics, they will react to the voltage change by
also adjusting their reactive powers. The interactions between
locally controlled DGUs are such that the reactive power
increase of a DGU causes reactive power decreases of other
DGUs. The response time is at most a couple of seconds.
B. Correction from the centralized controller
As suggested in Fig. 3, the correction Qcor received from
the centralized controller modifies the V Q characteristic.
Namely, the piecewise linear characteristic is shifted parallel
to the V axis. The purpose of this is better explained with an
example.
Figure 4 shows an over-voltage situation and the subsequent
actions at both levels to remove the violation. The initial
operating point of the DGU, shown with a black dot, is at
the intersection of the DGU and network V Q characteristics.
In the example of Fig. 4.a, the voltage lies in the dead-band;
therefore, initially, the DGU operates at unity power factor.
Under the effect of a disturbance, the network characteristic
changes and the DGU terminal voltage exceeds the upper limit
V locmax1. The circle in Fig. 4.b shows the situation with no
control. Although the violation is partly corrected by a first and
fast reaction of the local controller (black dot in Fig. 4.b), the
voltage is still above the upper voltage limit V cntmax monitored
by the centralized controller. The latter computes a sequence














a. Initial operating point b. Overvoltage partly
corrected by local control


















Fig. 4. Example of over-voltage correction by local and centralized controls
(only high voltage part of the characteristic is shown). The smaller slope of
the VQ curve in sub-figures 4.b and 4.c compared to 4.a corresponds to a








Fig. 5. Local level: cumulation of reactive power corrections received from
the centralized controller
At the lower level, the successively received corrections
are cumulated as shown in Fig. 5, where k is the discrete
time, T the sampling period and Qcor the cumulated (or
discrete integral) correction. The latter is used to shift the V Q
characteristic as shown in Fig. 4.c. Assuming operation on the
sloping part of the V Q characteristic, the voltage shift Vcor





where R is the local droop of the V Q characteristic.
The upper level keeps on sending ∆Qcor corrections until
the voltage is brought at the V cntmax limit, as illustrated by the
black dot in Fig. 4.c.
Note that the cumulated correction Qcor received from
the centralized controller is different from the DGU effective
reactive power change, as seen from Fig. 4.c. A linear relation
between both can be used, as detailed in Section IV-B.
Note also that different voltage limits are specified in the
local and centralized controls. Local control aims at mitigating
the voltage excursion in the very first seconds after a distur-
bance. The centralized control acts only if the resulting voltage





4A similar behaviour is obtained in case of under-voltage.
With the above correction, the expression of the “V Q
characteristic” block in Fig. 3 can be detailed as follows:
Qd =
Qmax if V − Vcor ≤ V locmin2
R(V locmin1 + Vcor − V ) if V locmin2 < V − Vcor < V locmin1
0 if V locmin1 ≤ V − Vcor ≤ V locmax1
−R(V − V locmax1 − Vcor) if V locmax1 < V − Vcor < V locmax2
Qmin if V − Vcor ≥ V locmax2
(2)
where the various voltage thresholds are defined in Fig. 2,
and the same droop R has been considered for under- and
over-voltage, for simplicity.
IV. UPPER LEVEL: CENTRALIZED CONTROL
The aim of the upper-level controller is to bring voltages in-
side tighter limits and balance the various DGU contributions.
It relies on measurements collected throughout the network.
For clarity, the formulation in Sections IV-A and IV-B
involves only the corrections ∆Qcor sent to lower level, while
extensions to DGU active powers and LTC voltage set-point
are discussed in Sections IV-C and IV-D, respectively.
In all derivations, the three-phase distribution network is
assumed to operate in balanced conditions.
A. MPC formulation
As already mentioned, a multi-time-step optimization is at
the heart of the MPC used at the centralized level.
At a discrete time k, the objective is to minimize over the
next Nc steps the deviations of the DGU reactive powers,





‖∆Qg(k + i)‖2WQ + ‖ε‖
2
S (3)
where (i = 0, . . . , Nc − 1):
∆Qg(k + i) = Qg(k + i)−Qmg (k) (4)
and WQ is a diagonal matrix allowing to give different
weights to different DGUs. The second term in (3) involves the
slack variables ε aimed at relaxing the inequality constraints
(detailed hereafter) in case of infeasibility. Matrix S is also
diagonal with large diagonal elements to force the constraints.
The quadratic (L2) norm in (3) tends to spread the whole
control effort over a larger number of DGUs among those
that can help correcting the voltage problem.
The minimization is subject to the linearized relation be-
tween ∆Qg and the control variables (i = 0, . . . , Nc − 1):
∆Qg(k + i) = SQQ ∆Qcor(k + i) (5)
as well as the linearized predicted evolution of voltages over
the future Np steps (i = 1, . . . , Np):
V (k + i) = V m(k) + SV Q ∆Qg(k + i− 1) (6)
I(k + i) = Im(k) + SIQ ∆Qg(k + i− 1) (7)
where V (k + i) and I(k + i) are the vector of predicted bus
voltages and branch currents at time k + i. The prediction
is initialized with the last gathered measurements V m(k)
and Im(k). SQQ and SV Q are sensitivity matrices whose
derivation is detailed in the next section, and SIQ relates the
branch current variation to DGU reactive power changes [12].
The use of the static transition model (6) and (7) is justified
by the fast response of the power electronics based DGUs
compared to the MPC sampling time.
Finally, the following inequality constraints are imposed:
ε = [ε1 ε2] ≥ 0 (8)
for i = 1, . . . , Np:
(−ε1 + V cntmin) 1 ≤ V (k + i) ≤ (V cntmax + ε2) 1 (9)
I(k + i) ≤ Imax (10)
for i = 0, . . . , Nc − 1:
Qming (k) ≤ Qg(k + i) ≤ Qmaxg (k) (11)
∆Qming ≤ Qg(k + i)−Qg(k + i− 1) ≤ ∆Qmaxg (12)





∆Qmaxg are the lower and upper limits on DGU reactive
powers and on their rates of change. In Eq. (12), Qg(k − 1)
is set to Qmg (k).
After the voltage, active and reactive power measurements
have been received from the DGUs, and before the optimisa-
tion is solved, the bounds Qming and Q
max
g in (11) are updated
in accordance with the DGU capability curves [24], assuming
that the active power will not change significantly over the
control horizon. Thus the bounds vary with the discrete time k,
but, for legibility, the dependency on active power and voltage
is omitted in the notation.
1) Remark 1: The above formulation is similar to the one
used in [11]. However, a significant difference lies in the fact
that the objective (3) does not involve the deviations of control
variables but ∆Qg , which is a linear function of the control
variables ∆Qcor. This modification was required to properly
account for the lower level control.
2) Remark 2: The formulation is such that, if all voltages
and currents lie inside the limits defined by (9, 10), the obvious
solution is ∆Qcor = 0, i.e. no control is sent to the DGUs.
Targeting this feasible set only, instead of specific voltage set-
points, yields good stability. Indeed it bears similarity with the
terminal constraint-set method discussed in [25].
3) Remark 3: Different WQ entries can be assigned to dif-
ferent DGUs, in order to favour some of them. The technology
used in the plant, the type of contract with DGU owners,
enabling the DSO to adjust the DGU outputs, etc. can be taken
into account.
B. Derivation of sensitivity matrices
The sensitivity matrix SV Q (resp. SQQ) expresses how
much the bus voltages (resp. the DGU reactive powers) change
after a small change ∆Qcor of the control variables.
A graphic view is given in Fig.6, showing the voltage and
reactive power changes induced a variation of ∆Qcor in one
5DGU. Assuming operation on the inclined part of the V Q
characteristic, the figure shows the resulting change of voltage













Fig. 6. Graphic representation of the effects of a small control change ∆Qcor
The equation of the solid black line is:
Qg −Qcor = −R (V − V locmax1) (13)
involving the already defined droop R. Considering small
deviations denoted with ∆, Eq. (13) gives:
∆Qg −∆Qcor = −R ∆V (14)
This equation can be written in matrix form for all DGUs as:
∆Qg = ∆Qcor −R∆V (15)
where R is a diagonal matrix whose diagonal elements are
the various droop coefficients.
The variations of bus voltages with the DGU reactive
powers is given by:
∆V = SV Q∆Qg (16)
where SV Q can be obtained from the transposed inverse of
the power flow Jacobian matrix. Alternatively, each column
of the matrix can be computed by running a power flow
calculation with one DGU reactive power slightly modified,
and dividing the bus voltage variations by the reactive power
variation considered (see e.g. [12] for more details).
By substituting (16) in (15), one easily obtains:
∆Qg = (U +RSV Q)
−1∆Qcor (17)
where U is a unit matrix. The sought matrix is thus given by:
SQQ = (U +RSV Q)
−1 (18)
The above calculation is made under the assumption that all
DGUs operate on the sloping portion of their V Q characteris-
tics. This could be justified by the fact that, after a significant
voltage disturbance, the DGUs contributing the most to local
voltage control will have their operating points moved to those
sloping portions. The fact remains, however, that for DGUs
operating in their dead-band, Eq. (18) is inexact.
One option would be for the centralized controller to know
the status of operation of each DGU and update SQQ to reflect
the changes. This would entail too much complexity. It is more
appealing to work with a non-updated SQQ matrix and leave
it to MPC to compensate for the error, taking advantage of its
ability to operate with a somewhat inaccurate model.
More precisely, when the centralized controller assigns
a correction ∆Qcor to a DGU assuming implicitly that it
operates on the sloping portion of its V Q characteristic, while
it lies (and remains) in its dead-band, the DGU does not
respond with the expected additional reactive power. This will
cause the MPC to repeat its requests at subsequent times. In
the best case, the V Q curve is enough shifted so that the
DGU eventually operates on the sloping portion (and hence
adjusts its reactive power). If those repeated attempts remain
unsuccessful, other DGUs will be solicited and the voltage
correction is likely to take some more time.
An example of this situation is presented in Section V.D.
C. Extension to DGU active power control
The DGU reactive powers are the preferred control means
to correct abnormal voltages. In severe conditions where there
are not enough DGUs, or they are not properly located in
the network, the optimization problem (3)-(12) may become
infeasible. This is easily detected by a nonzero value of ε,
which gives a warning that other control means are needed,
namely the voltage set-point of the LTC and, in the last resort,
the DGU active powers. LTC control is discussed in the next
section, while an extension that encompasses both active and
reactive power controls is given hereafter.
Note that this extension is also needed when the initial
problem is a thermal overload that cannot be solved by
changing reactive powers only.








where ∆Pg is the vector of active power corrections:
∆Pg(k + i) = Pg(k + i)− Pmg (k) (20)
and the entries of WP are set much higher than those of WQ
in order to give priority to reactive power changes. Similar
to (11, 12), the following constraints are imposed on active
powers and their rates of change (i = 0, . . . , Nc − 1):
Pming (k) ≤ Pg(k + i) ≤ Pmaxg (k) (21)
∆Pming ≤ Pg(k + i)− Pg(k + i− 1) ≤ ∆Pmaxg (22)
The choice of Pmaxg (k) is discussed in [12].
The equality constraints (5)-(7) are extended as follows to
account for active power changes:
∆Qg(k + i) = SQQ∆Qcor(k + i) + SQP∆Pg(k + i) (23)
V (k + i) = V m(k) + SV Q∆Qg(k + i− 1)
+ SV P∆Pg(k + i− 1) (24)
I(k + i) = Im(k) + SIQ∆Qg(k + i− 1)
+ SIP∆Pg(k + i− 1) (25)
The extended formulation including active power changes
consists in minimizing the objective (19) subject to the con-
straints (8)-(12) together with (20)-(25).
The sensitivity matrix SV P (resp. SIP ) is determined
similarly to SV Q (resp. SIQ). The SQP matrix is derived as
6follows. The variations of bus voltages with the DGU active
and reactive powers is now given by:
∆V = SV Q∆Qg + SV P∆Pg (26)
Substituting this expression for ∆V in (15) yields:
∆Qg = ∆Qcor −RSV Q∆Qg −RSV P∆Pg (27)
which can be rewritten as:
(U +RSV Q)∆Qg = ∆Qcor −RSV P∆Pg (28)
from which the sought sensitivity matrices are obtained as:
SQQ = (U +RSV Q)
−1 (29)
SQP = −(U +RSV Q)−1 RSV P (30)
D. Extension to transformer ratio control
Another option for voltage control consists of adjusting the
ratio of the transformer connecting the distribution grid to
transmission. If the transformer is equipped with an automatic
LTC, its voltage set-point should be controlled instead of
the tap position. As discussed in [10], either that set-point
is treated as a control variable, or the LTC is assumed to
operate independently, and its effects are anticipated through
a correction term in the prediction (6).
However, increasing the number of tap changes reduces
the LTC lifetime, and considering the higher accuracy and
speed offered by power electronics-based DGUs, the latter are
progressively preferred to actions on LTCs.
Hence, in this work, voltage correction is performed without
the contribution of the LTC. If the latter had to be considered,
it would be added to the controls with an associated “cost”
significantly higher than that of DGU reactive powers, so that
the latter are favoured by the optimization.
E. Interactions between local and centralized controls
As already explained a disturbance triggers a fast reaction
of local controllers, followed by a slower corrections by the
centralized controller. There are basically two cases:
• the measurements used by the centralized controller are
collected after the DGU powers have reached (almost)
steady state. In this case there is clear separation be-
tween local and centralized controls. Furthermore, the
centralized controller will benefit from measurements that
already reflect the contribution of local controls;
• the measurements used by the centralized controller are
collected while the DGU powers are still evolving in
response to the disturbance. The measurements are thus
affected by these transients, which can be seen as noise,
compensated by the closed-loop feature of the centralized
controller.
V. SIMULATION RESULTS
A. Test system and control settings
The performance of the combined control is illustrated on
a 75-bus, 11-kV distribution network whose one-line diagram
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Fig. 7. 75-bus test system
through two 25-MVA 33/11 kV transformers. The external grid
is represented by a The´venin equivalent.
The network feeds 38 loads modelled as constant current
(resp. impedance) for active (resp. reactive) power, and 14
with equivalent (small) induction motors.
The network also hosts 22 DGUs, of which 13 are 3-
MVA synchronous generators driven by 2.55-MW turbines,
and the remaining are 3.33-MVA doubly fed induction gen-
erators driven by 3-MW wind-turbines. The DGU models
and parameters were taken from [23], [27], and simplified in
accordance with the dynamics of interest in this work.
It is assumed that each DGUs can operate in the shaded
area of the capability diagram shown in Fig. 8 [28], where
Snom (resp. Pnom) is the rated apparent (resp. active) power.
The area is defined by: power factor between 0.9 and 1.0 in
both under- and over-excited modes, active power smaller than
nominal, apparent power S ≥ 0.1Snom.
It is assumed that the terminal voltages and the ac-
tive/reactive powers of the 22 DGUs are measured, as well
as the voltage at the 11-kV terminal of the transformer. Those
measurements are received by the centralized controller every
10 seconds. The corrections ∆Qcor, obtained from (3)-(12),
are sent to the DGUs with the same periodicity. The DGUs
respond to these corrections within a few seconds, due to their
internal dynamics.
The voltage thresholds and limits used in all simulations are
given in Table I. At local level, the V Q characteristics were
chosen to obtain progressive reactive power changes.
In the objective function (3),W has been set to a unit matrix








Fig. 8. DGU capability diagram; operation is allowed in the shaded area
slack variables are in per unit on the network voltage base.
TABLE I
VOLTAGE THRESHOLDS AND LIMITS
local control centralized control
(see Fig. 2) (bounds in (11))
V locmin2 = 0.92 pu
V locmin1 = 0.97 pu V
cnt
min = 0.97 pu
V locmax1 = 1.03 pu V
cnt
max = 1.03 pu
V locmax2 = 1.08 pu
The proposed controls have been implemented in RAMSES,
a software for dynamic simulation in phasor mode, developed
at the Univ. of Lie`ge [29]. The local control of Fig. 3 is
embedded in the differential-algebraic model of the DGU unit,
while the centralized controller acts at discrete times only. The
quadratic programming problem (3)-(12) is solved with the
VE17AD package from Harwell [30].
B. Scenario 1: Local control only
In this first scenario, the voltages are initially within the
0.97-1.03 pu dead-band of both control levels, and all DGUs
operate at unity power factor. All DGUs produce active
power, which results in higher voltages as one moves away
from the transformer towards the end of a feeder. The grid
exports 13.7 MW and imports 6.5 Mvar, and one of the two
transformers is out of service.
The assumed disturbance is a 0.05 pu drop of the The´venin
voltage at t = 30 s. For reasons explained in Section IV-D,
the transformer LTC is inoperative.
The voltage evolutions at various MV buses are shown in
Fig. 9. The voltage drop is large enough to move the operating
point outside the dead-band of some V Q characteristics (see
Fig. 2). Therefore, those DGUs with a terminal voltage lower
than V locmin1 = 0.97 pu start producing reactive power right
after the disturbance. The other DGUs keep operating at unity
power factor. For comparison purposes, the light gray rectangle
in Fig. 9 shows the range of bus voltages if there was no local
control. The voltages are partly but rapidly corrected, leading
to fewer buses in low voltage situation.
The reactive powers produced by various DGUs are shown
in Fig. 10. It can be seen that generators 1143 and 1145
transiently produce reactive power but return to unity power
factor in steady state, as they keep on operating in the dead-








































Fig. 10. Scenario 1: Reactive power produced by a sample of DGUs
eventually produce reactive power, the contribution varies with
the terminal voltage and, hence, with the location.
C. Scenario 2: Local and centralized control
In this scenario, the operating point and the disturbance
are unchanged but the centralized controller now sends the
∆Qcor corrections to the local controllers, shifting their V Q
characteristics until the desired reactive powers are obtained.
The bus voltages are shown in Figs. 11. Again, the cor-
rective action of the local controllers can be assessed by
comparing the light gray rectangle with the voltages reached
a little before t = 40 s, when the first ∆Qcor correction is
applied. Although improved, the voltages of many buses are
still below the specified lower limit.
As long as all voltages are inside the [V cntmin V
cnt
max] range,
the upper level does not issue any correction. It acts for the
first time at t = 40 s, after some measured voltages have
been found lower than V cntmin = 0.97 pu. Two control steps are
enough to bring them all in the desired range, bus 1100 being
just at the limit.
Figure 12 shows the variations of reactive power generations
of various DGUs. From t = 30 to t = 40 s, the DGU reactive
powers either increase or remain at zero, as in Scenario 1,
while at t = 40 and 50 s, the centralized controller increases
all of them. The contributions differ from one DGU to another,








































Fig. 12. Scenario 2: Reactive power produced by a sample of DGUs
matrices SV Q and SQQ. They would also be influenced by
unequal weights in W .
These corrections issued by both control levels decrease the
reactive power imported by the distribution network. Given
that the exported active power remains (almost) unchanged,
the current in the transformer decreases, as shown in Fig. 13.
However, a branch overload problem could appear in other
scenarios, for instance when the DGUs decrease their reactive
power to correct an over-voltage problem. In such a case the


























































Fig. 15. Scenario 3: Reactive power produced by a sample of DGUs
current reaches its hard upper limit constraint (10). At this
point, the optimisation problem (3)-(12) being infeasible, the
voltage constraints (9) would be relaxed through a nonzero
ε2. This issue would be properly handled using the extended
formulation of Section IV-C allowing active power corrections.
D. Scenario 3: Local and centralized control with limited
reactive reserves
In this third scenario, a different initial operating point is
considered, with a lower active power generation by the DGUs
along the feeders that start at nodes 1151, 1115, 1101, 1104,
1110 and 1107. Still, a single transformer is in service. At
this operating point, the MV grid receives active power from
the external grid. The power flow results in lower voltages
as one moves away from the transformer towards the end of
the above listed feeders. As a wider range of active powers
is considered, there is also a greater variety of reactive power
limits.
The assumed disturbance is a 0.04 pu drop of the The´venin
voltage at t = 30 s.
As shown in Fig. 14, some of the voltages are initially close
to the lower limit and, hence, most of the buses experience
under-voltage after the occurrence of the disturbance. As in










































Fig. 17. Scenario 3: Active powers produced by two DGUs
The corresponding reactive power generations are shown
in Fig. 15. From t = 30 to t = 40 s, under the effect of
local control, the DGUs which undergo low voltages inject
reactive power, while the others remain with a zero injection.
Following the first correction, sent by the centralized controller
at t = 40 s, the grid voltages are already significantly
improved. In fact, the buses with a measured voltage still
below the limit at t ' 49 s are 1166, 1162, 1159 and 1157,
all located along the same, long feeder. Figure 15 shows
that the DGUs at buses 1166, 1162 and 1159 have reached
their maximum reactive power and, hence, cannot further help
correcting the voltages. Therefore, the controller adjusts the
reactive power of other DGUs, including some located in other
branches, in order to raise the network voltages and correct
the remaining unsatisfactory voltages. This is done smoothly
in several time steps.
It is clearly seen that, in this scenario, voltages recover more
slowly than in Scenario 2. Moreover, after six control steps, the
voltages in the neighbourhood of bus 1166 are very close but
still below the desired value. This is due to the fact that some
of DGUs operate in the dead-band of their V Q characteristic,
while the centralized controller assumes they operate on the
sloping portion, as explained in Section IV-B. Thus the DGUs
of concern do not respond as expected, which leads to more
control steps.
An illustration is provided in Fig. 16, comparing respec-
tively the cumulated reactive power correction Qcor and the
effective reactive power production Qg of the DGU at bus
1145. Before t = 40 s, since its terminal voltage is above
V locmin1, its output reactive power remains at zero, in accordance
with the V Q characteristic. The same holds true during the
successive corrections applied by the centralized controller,
which are insufficient to move the operating point on the
sloping part. The situation is not known by the controller but is
compensated by the closed-loop nature of MPC, which leads to
a final operating point with only little violations of the voltage
constraint.
In some cases, voltage violations can be corrected by acting
on active power, with a higher “cost”. This option was not
contemplated in this work. Figure 17 shows for instance the
active powers of two DGUs, which remain constant apart from
tiny transients due to reactive power adjustments.
E. Data communication, processing and computing times
Each sampling period T of the centralized controller can be
decomposed into the following:
1) communication delay for the centralized controller cor-
rections to be received by all DGUs;
2) dead-time (' 2 s) to wait until the DGUs and their
reactive power controllers have reached steady state in
response to those corrections;
3) time window (' 2 s) in which the measurements V m
and Qm are locally collected and pre-filtered [10];
4) communication delay for all these measurements to be
received by the centralized controller;
5) time taken by the controller to compute the corrections.
For the system of concern here, with N = 22 DGUs and
NV = 4 non-DGU bus voltage measurements, the amount of
data exchanged is N = 22 for Item 1 and 3N +NV = 70 for
Item 4 (this last number includes the DGU active powers in
order the centralized controller to update Qmin and Qmax). It
is realistic to assume that the two data transfers together will
not take more than one second.
As regards Item 5, on the same system, the elapsed time
to solve one optimization problem (3)-(12) was found to
vary between 0 and 32 ms, depending on the number of
active constraints at a given time step (obtained on a standard
laptop computer with a dual-core Intel-i5 processor running at
2.27 GHz with 4 GB RAM).
The sum of all the above delays amounts to 5 s, which
leaves a very ample margin with respect to the sampling period
T = 10 s.
VI. CONCLUSION
In this paper four architectures have been outlined for
voltage control of medium-voltage distribution networks by
DGUs. A method pertaining to combined local and centralized
controls has been presented.
The proposed control architecture consists of two levels.
At the lower one, DGU reactive powers are controlled locally
according to a piecewise linear static V Q characteristic. This
local control provides a fast response to disturbances. It
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includes a dead-band to keep DGUs operating at unity power
factor as far as possible.
At the upper (centralized) level, targeting the coordination of
various DGUs, MPC is at the heart of a controller computing
reactive power corrections. The latter are used to adjust the
V Q characteristics of local controllers. To this purpose, a
multi-time-step constrained optimization is solved, using a
sensitivity model to predict the system behaviour. To keep this
control simple and, consequently, the computational burden
low, constant sensitivity matrices are used regardless of the
operating point on the V Q characteristics. This is made
possible by the closed-loop nature and robustness of MPC.
The reported simulation results clearly show the combina-
tion of a fast but partial correction by the local controllers,
followed by the smooth, coordinated control of the DGU
reactive powers by the upper-level control. The latter is able
to complement the actions taken locally, taking into account
the various DGU reactive power reserves as well as the cost
and impact of DGU reactive power adjustments.
An immediate extension of this work consists of investigat-
ing the performance of the combined control scheme steering
only a subset of DGUs, the rest of them being under local
control only. This amounts to mixing the architectures shown
in Figs. 1.a and 1.c, respectively.
A further extension would be to deal with three-phase mod-
els to cope with grids exhibiting power/voltage imbalances.
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