INTRODUCTION
One goal of contemporary auditory neuroseience is to explain the mechanisms which generate the varied response patterns shown by different types of cochlearnucleus neurons. Considerable progress in the field has been made in recent years using intracellular recording techniques and brain slice preparations (see Young et al., 1988b; Rhode and Greenberg, 1992 , for a review). In parallel, computer models have provided a framework within which data from anatomical and physiological studies can be drawn together into comprehensive and testable theories. This paper reports on a computational modeling study designed to investigate the generation of the transient chopper response pattern.
In physiological studies of the cochlear nucleus, the chopper response pattern is commonly observed. A chopper poststimulus time histogram (PSTH) is characterized by a series of regularly spaced peaks of neural discharge which become less distinct after about 20 ms (Pfeiffer, 1966) . The rate of chopping is, in general, unrelated to the stimulus frequency. The chopper response pattern is commonly associated with stellate (or multipolar) cells found in the anterior and posterior regions of the ventral coehlear nucleus (VCN) (Rhode et al., 1983; Rouiller and Ryugo, 1984; Smith and Rhode, 1989 ). The population of chopper units is not, however, homogeneous but instead consists of a number of subgroups.
One technique commonly used to distinguish chopper subgroups is that of regularity analysis (Young et al., 1988a} . The procedure yields the coefficient of variation A recent modeling study has shown that the theory is tenable. Banks Individual AN spikes were generated from the haircell firing probability using pseudorandom number techniques (e.g., Hastings and Peacock, 1975 The input to the cell-membrane model is the filtered AN spikes ("somatic input"). The simulated dendritic filtering does not remove the temporal adaptation characteristics imposed on the signal by the hair-cell synapse. In fact, average somatic current declines as a function of signal duration, with most adaptation taking place within the first 10 ms of response. In Fig. 3(b) the interspike interval lengthens as adaptation of the input takes place whereas in Fig. 3 (a) the cell potential is well above firing threshold and maintains a fairly constant interspike interval (dictated mainly by the recovery time of the neuron) despite adaptation.
Associated with the differences in interspike intervals, there are differences in the precise timing of spikes from one stimulus presentation to the next. This is illustrated in Fig. 3(c) and (d) which shows outputs from three consecutive stimulus presentations. For the low-threshold model [ Fig. 3(c) ] the precise timing of spikes is almost invariant from one stimulus presentation to the next. In contrast, for the high threshold model [ Fig. 3(d) Table I . We systemaftcally vary other model parameters (ranges shown in Table  I ) and record the changes in the regularity of the model's output.
A. Firing threshold
We are able to model differences in cell firing threshold by changing the model parameter, Th 0. This parameter largely determines the cell potential required before a spike (or action potential) is generated. We first investigate the effects of variations in the modal firing threshold on the regularity of it's output. Values of Th0= 5, 10, and 15 mV were used.
As the threshold of firing increases, three main changes in the response of the model are apparent (Fig. 4) . 
C. Input current magnitude
The amount of post-synaptic current delivered by an auditory nerve action potential is unknown. However, the current strength parameter AI should be as influential as the number of inputs in determining the response type of the cell. We investigate this by holding constant the number of inputs (N--60) , and varying the current per active input AI. Values of AI=0.2, 0.17, and 0.14 nA per action potential were used. As the variable parameter z•/is reduced (Fig. 7) , the response pattern changes from sustained to transient. If it is assumed that the spread of current down a dendrite to the soma is a passive process then the signal at the soma will be attenuated compared to the signal at the dendrite. Application of cable theory (e.g., Rail, 1989} predicts that the signal at the soma is a low-pass filtered version of the input signal. The effects of the filtering become increasingly significant as the distance increases between the synaptic contact and soma.
The effects of simulated dendritic filtering on the model's output were investigated by comparing six possible cutoff frequencies fc of the low-pass filter in the range 300-5000 Hz. The choice of the lowest value of fc----300 Hz was determined from data presented in Hewitt .g., Young et aL, 1988a) . Stellate cells may be classified into one of two anatomically defined groups (e.g., Cant, 1981; Smith and Rhode, 1989) . One group receives the majority of auditory-nerve input via their dendrites and another group receives primary input via their somata. It is hypothesized that the responses of the first group will be regular as significant dendritic (low-pass) filtering of the auditory-nerve input will provide a smooth input current profile to the cell, which produces regular output. The theory further predicts that if the majority of AN-fibers converge on the somata of cells, the low-pass filtering effect is by-passed and the input to the cell remains irregular. In this case, the irregularity of the auditory-nerve input largely determines the irregularity of the output. The viability of this theory rests upon the supposition that significant dendritic filtering is imposed on the auditory-nerve signal as it travels from dendrite to soma. To date, however, this does not seem to be the case, although the evidence is indirect. Smith and Rhode (1989) 2The values of the parameters N and AI were selected such that the resulting current delivered to the model cell-soma over a 50-ms tone burst never averaged more than I nA. This is congruent with examples
