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1. Introduction
Modular forms and functions play an important role in many areas of number theory. For instance, their Fourier coeﬃ-
cients provide us with many number theoretical properties such as the partition functions, the number of representations of
integers by quadratic forms, the number of points of elliptic curves over ﬁnite ﬁelds, a relation with Galois representation
and so on. In this paper, however, we investigate certain inﬁnite family of modular forms whose Fourier coeﬃcients are
expressed in terms of divisor functions. To this end we adopt several necessary identities from basic hypergeometric series
owing to the fact that in the theory of basic hypergeometric series there are many useful identities between the q-products
and the q-series [1]. We ﬁrst notice that most of the q-products under consideration are indeed modular forms up to trivial
factors, and hence the identities can be restated as the formulas for the Fourier coeﬃcients of such modular forms. In this
way we get an inﬁnite family of modular forms whose Fourier coeﬃcients are written as ﬁnite sums of divisor functions
(Theorem 2). This result seems to be interesting in itself because these modular forms are holomorphic and their zeros are
supported only at the cusps. We further ﬁnd by utilizing those modular forms the bases of the vector spaces of holomorphic
modular forms of some small levels (Theorem 5) and present its application.
2. Preliminaries
Let H= {τ ∈ C | Imτ > 0} be the complex upper half plane, and H∗ = H ∪ Q ∪ {∞}. Then GL+2 (Q) acts on H∗ by linear
fractional transformation α(τ ) = aτ+bcτ+d for α =
( a b
c d
) ∈ GL+2 (Q).
For a positive integer N we deﬁne the principal congruence subgroup Γ (N) of level N by
Γ (N) =
{(
a b
c d
)
∈ SL2(Z)
∣∣∣ a ≡ d ≡ 1 mod N, b ≡ c ≡ 0 mod N},
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in this article the congruence subgroups Γ0(N), Γ 0(N), Γ1(N) and Γ 1(N) deﬁned as follows: Γ0(N) (respectively, Γ 0(N))
consists of all
( a b
c d
) ∈ SL2(Z) such that c ≡ 0 mod N (respectively, b ≡ 0 mod N), and Γ1(N) (respectively, Γ 1(N)) consists of
all
( a b
c d
) ∈ SL2(Z) such that a ≡ d ≡ 1 mod N and c ≡ 0 mod N (respectively, a ≡ d ≡ 1 mod N and b ≡ 0 mod N).
Let k be an integer and α = ( a b
c d
) ∈ GL+2 (Q). For a meromorphic function f on H, we deﬁne a meromorphic function
f |kα on H by
( f |kα)(τ ) = (detα) k2 (cτ + d)−k f
(
α(τ )
)
.
Now, for a congruence subgroup Γ and an integer k, a meromorphic function f on H is called a modular form of weight
k for Γ if the following two conditions hold:
(1) f |kγ = f for all γ ∈ Γ .
(2) f is meromorphic at all the cusps of Γ .
If a modular form is holomorphic on H and at all the cusps, then we call it a holomorphic modular form. The C-vector
space of holomorphic modular forms of weight k for Γ is denoted by Mk(Γ ). In what follows, we also use the standard
notations q = e2π iτ , qN = e2π iτ/N and ζN = e2π i/N for a positive integer N .
First, we brieﬂy recall the Klein forms which will be used later in Section 3. We refer the reader to [2] for more details.
For a lattice L ⊂ C and z ∈ C, we deﬁne the Weierstrass σ -function by
σ(z; L) = z
∏
ω∈L−{0}
(
1− z
ω
)
e
z
ω + 12 ( zω )2
which is holomorphic with only simple zeros at the points z in L. We further deﬁne the Weierstrass ζ -function by logarith-
mic differentiation of the Weierstrass σ -function, i.e.,
ζ(z; L) = σ
′(z; L)
σ (z; L) =
1
z
+
∑
ω∈L−{0}
(
1
z −ω +
1
ω
+ z
ω2
)
which is meromorphic with only simple poles at the points z ∈ L. It is then easy to see that the Weierstrass σ -function
(respectively, the Weierstrass ζ -function) is homogeneous of degree 1 (respectively, −1), that is σ(λz;λL) = λσ (z; L) (re-
spectively, ζ(λz;λL) = λ−1ζ(z; L)) for any λ ∈ C× . Note that ζ ′(z; L) = −℘(z; L) where
℘(z; L) = 1
z2
+
∑
ω∈L−{0}
(
1
(z −ω)2 −
1
ω2
)
is the Weierstrass ℘-function. Since the Weierstrass ℘-function is an elliptic function, namely ℘(z + ω; L) = ℘(z; L) for
ω ∈ L, we derive that ddz (ζ(z + ω; L) − ζ(z; L)) = 0 for ω ∈ L. This means that ζ(z + ω; L) − ζ(z; L) depends only on ω ∈ L,
not on z ∈ C. Thus we may deﬁne η(ω; L) = ζ(z + ω; L) − ζ(z; L) for all ω ∈ L. Let L = Zω1 + Zω2. For z = a1ω1 + a2ω2
with a1,a2 ∈ R we deﬁne the Weierstrass η-function by
η(z; L) = a1η(ω1; L) + a2η(ω2; L).
Then it is well known that the Weierstrass η-function η(z; L) is well-deﬁned, in other words it does not depend on the
choice of the basis {ω1,ω2} of L, and η(z; L) is R-linear so that η(rz; L) = rη(z; L) for r ∈ R. Note that since the Weierstrass
ζ -function is homogeneous of degree −1, so is the Weierstrass η-function. We now deﬁne the Klein form by
K (z; L) = e−η(z;L)z/2σ(z; L).
Let a = (a1 a2) ∈ R2 and τ ∈H. We further deﬁne Ka(τ ) = K (a1τ +a2;Zτ +Z) which is also called the Klein form by abuse
of terminology. Obviously Ka(τ ) for a ∈ Z2 is the constant function 0, thus we assume hereafter that a belongs to R2 − Z2
while considering the Klein forms. We also see that Ka(τ ) for a ∈ R2 − Z2 is holomorphic and nonvanishing on H and the
Klein form is homogeneous of degree 1, i.e., K (λz;λL) = λK (z; L).
Let γ = ( a b
c d
) ∈ SL2(Z) and a = (a1 a2) ∈ R2 − Z2. Then the Klein form satisﬁes the following properties (see [2]).
(K0) K−a(τ ) = −Ka(τ ).
(K1) (Ka|−1γ )(τ ) = Kaγ (τ ).
(K2) For b = (b1 b2) ∈ Z2 we have
Ka+b(τ ) = ε(a,b)Ka(τ ),
where ε(a,b) = (−1)b1b2+b1+b2eπ i(b2a1−b1a2) .
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(Ka|−1γ )(τ ) = εa(γ )Ka(τ ),
where εa(γ ) = −(−1)( a−1N r+ cN s+1)( bN r+ d−1N s+1)eπ i(br2+(d−a)rs−cs2)/N2 .
(K4) For z = a1τ + a2 with a = (a1 a2) ∈ Q2 − Z2, we let q = e2π iτ and qz = e2π iz = e2π ia2e2π ia1τ . Then we obtain
Ka(τ ) = − 1
2π i
eπ ia2(a1−1)q
1
2 a1(a1−1)(1− qz)
∞∏
n=1
(1− qnqz)(1− qnq−1z )
(1− qn)2
and ordqKa(τ ) = 12 〈a1〉(〈a1〉 − 1), where 〈a1〉 denotes the rational number such that 0 〈a1〉 < 1 and a1 − 〈a1〉 ∈ Z.
(K5) Let f (τ ) = ∏a Km(a)a (τ ) be a ﬁnite quotient of Klein forms with a = ( rN sN ) ∈ 1N Z2 − Z2 for N > 1, and let
k = −∑a m(a). Then f (τ ) is a modular form of weight k for Γ (N) if and only if⎧⎪⎪⎨
⎪⎪⎩
∑
a
m(a)r2 ≡
∑
a
m(a)s2 ≡
∑
a
m(a)rs ≡ 0 mod N if N is odd,
∑
a
m(a)r2 ≡
∑
a
m(a)s2 ≡ 0 mod 2N,
∑
a
m(a)rs ≡ 0 mod N if N is even.
3. Explicit formulas for the Fourier coeﬃcients
For nonzero integers n, m, r, r1, . . . , rl , we deﬁne
Er(n;m) =
∑
d|n,d>0
d≡r mod m
1−
∑
d|n,d>0
d≡−r mod m
1,
Er1,...,rl (n;m) =
l∑
i=1
Eri (n;m).
First we recall the following useful identities for later use, which can be derived by using some properties of basic
hypergeometric series [1].
Proposition 1.
(1) For p > 1, 0< r < p with (r,2p) = 1, we have
∞∏
n=1
(1− qpn)2
(1− qpn−r)(1− qpn−p+r) =
∞∑
n=0
Er
(
2pn + r(p − r);2p)qn.
(2) For p > 2, r > 0, s > 0 with r + s < p, (r, p) = 1, and for α = e2π ia/k with k > 0, (a,k) = 1, we get
∞∏
n=1
(1− qpn)2(1− α−1qpn−(r+s))(1− αqpn−(p−r−s))
(1− qpn−r)(1− qpn−p+r)(1− α−1qpn−s)(1− αqpn−p+s) =
∞∑
N=0
(
k−1∑
m=0
αmEmp+r(pN + rs;kp)
)
qN .
(3) For p > 1, r > 0 with r < p, (r, p) = 1, and for α = e2π ia/k with k > 0, (a,k) = 1, we obtain
∞∏
n=1
(1− qpn)2(1− α−1qpn−r)(1− αqpn−p+r)
(1− qpn−r)(1− qpn−p+r)(1− α−1qpn)(1− αqpn) = 1+ (1− α)
∞∑
N=1
(
k−1∑
m=0
αmEmp+r(N;kp)
)
qN .
(4) For p > 1, r > 0 with r < p, (r, p) = 1, we achieve
∞∏
n=1
(1− qpn)2(1− qpn−r)(1− qpn−p+r)
(1+ qpn)2(1+ qpn−r)(1+ qpn−p+r) = 1− 2
∞∑
N=1
(
Er,p−r(N;2p) − 2Er,p−r
(
N
2
;2p
))
qN .
(5) For p > 1, r > 0 with r < p, (r, p) = 1, we deduce
∞∏
n=1
(1− qpn)(1− q2pn)(1− q4pn−p−2r)(1− q4pn−3p+2r)
(1− qpn−r)(1− qpn−p+r) = 1+
∞∑
N=1
Er,p−r,p+r,2p−r(N;4p)qN .
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qr
∞∏
n=1
(1− qpn)(1− q2pn)(1− q4pn−p+2r)(1− q4pn−3p−2r)
(1− qpn−r)(1− qpn−p+r) =
∞∑
N=1
Er,2p−r,3p−r,3p+r(N;4p)qN .
(7) For p > 3, ω = e2π i/p and a ≡ ±s mod p, we derive
∞∏
n=1
(1− qn)4(1−ωa+sqn)(1−ω−a−sqn)(1−ωa−sqn)(1−ωs−aqn)
(1−ωaqn)2(1−ω−aqn)2(1−ωsqn)2(1−ω−sqn)2
= 1+ 2ω−s (1−ω
s)2(1−ωa)2
(1−ωa+s)(1−ωa−s)
∞∑
n=1
(
cos
2π sn
p
− cos 2πan
p
)
nqn
1− qn .
(8) For p > 1, r > 0 with r < p, (r, p) = 1, we establish
qr
( ∞∏
n=1
(1− qpn)2
(1− qpn−r)(1− qpn−p+r)
)2
= 1
p
∞∑
N=1
( ∑
d|pN−r2,d>0
d≡r mod p
(
d + pN − r
2
d
))
qN .
(9) For p > 2, ω = e2π i/p , 2a ≡ 0 mod p, we get
∞∏
n=1
(1− qn)6(1−ω2aqn)(1−ω−2aqn)
(1−ωaqn)4(1−ω−aqn)4 = 1+ 2iω
−a (1−ωa)4
(1−ω2a)
∞∑
n=1
(
sin
2πan
p
)
n2qn
1− qn .
Proof. We refer the reader to [1, (10.6), (19.4), (19.5), (31.15), (32.48), (32.49), (18.85), (31.5) and (18.87)], respectively. 
Now we restate the above identities in terms of Klein forms. For example, the q-product in Proposition 1(1) is, up to
a trivial factor, equal to 1/K( rp 0)(pτ ) by (K4). Hence the corresponding identity between a q-product and a q-series can
be interpreted as an explicit formula for the Fourier coeﬃcients of the modular form 1/K( rp 0)(τ ) of weight 1 for some
suﬃciently large level.
Theorem 2.
(1) For N > 1, let 0< r < N satisfy (r,2N) = 1. Then we have
K−1
( rN 0)
(τ ) = −2π i
∑
nr(N−r)
n≡r(N−r) mod 2N
Er(n;2N)qn2N2 .
Furthermore, K−1
( rN 0)
(τ ) is a holomorphic modular form of weight 1 for Γ 1(2N) ∩ Γ 0(2N2) if N is even, and for Γ 1(N) ∩ Γ 0(N2)
if N is odd.
(2) For N > 2, let r1 > 0 and r2 > 0 satisfy N(N,r1) > 2, r1 + r2 < N, (N, r1)|r2 . Then we derive
K
(
r1+r2
N
s
N )
(τ )
K
(
r1
N 0)
(τ )K
(
r2
N
s
N )
(τ )
= −2π ieπ ir1s/N2
∑
n r1r2
(N,r1)
2
n≡ r1r2
(N,r1)
2 mod
N
(N,r1)
( N
(N,s) −1∑
m=0
e2π ims/N E mN+r1
(N,r1)
(
n; N
2
(N, r1)(N, s)
))
qn
N2
(N,r1)
2
.
If we let α = ( N2(N,r1)(N,r2) 0
0 1
)
and Γ = Γ1( N2(N,r1)(N,s) ) ∩ Γ0( N
3
(N,r1)(N,r2)(N,s)
), then
K
(
r1+r2
N
s
N )
(τ )
K
(
r1
N 0)
(τ )K
(
r2
N
s
N )
(τ ) is a holomorphic modular
form of weight 1 for αΓ α−1 .
(3) Let N > 1, 0< r < N and s ≡ 0 mod N. Then we get
K( rN
s
N )
(τ )
K( rN 0)(τ )K(0
s
N )
(τ )
= −2π ieπ irs/N2
(
1
1− e2π is/N +
∞∑
n=1
( N
(N,s) −1∑
m=0
e2π ims/N E mN+r
(N,r)
(
n; N
2
(N, r)(N, s)
))
qn N
(N,r)
)
.
If we let α = ( N(N,r) 0
0 1
)
, then
K( rN
s
N )
(τ )
K( rN 0)
(τ )K(0 sN )
(τ ) is a holomorphic modular form of weight 1 for αΓ1(
N2
(N,r)(N,s) )α
−1 .
B. Cho et al. / J. Math. Anal. Appl. 356 (2009) 537–547 541(4) For N > 1, let 0< r < N satisfy (N, r) = 1. Then we deduce
K( rN 0)(τ )
K
(0 12 )
(τ )K
( rN
1
2 )
(τ )
= −2π ie−π ir/(2N)
(
−1
2
+
∞∑
n=1
(
Er,N−r(n;2N) − 2Er,N−r
(
n
2
;2N
))
qnN
)
.
Moreover, if we let α = ( N 0
0 1
)
and Γ = Γ1(2N) ∩ Γ0(4N), then
K( rN 0)
(τ )
K
(0 12 )
(τ )K
( rN
1
2 )
(τ ) is a holomorphic modular form of weight 1 for
αΓ α−1 .
(5) For N > 1, let 0< r < N satisfy (N, r) = 1. Then we achieve
K
( 14+ r2N 0)(4τ )
K
( 14 0)
(4τ )K( rN 0)(τ )
= −2π i
(
1+
∞∑
n=1
Er,N−r,N+r,2N−r(n;4N)qnN
)
.
If we let α = ( N 0
0 1
)
, then
K
( 14 + r2N 0)
(4τ )
K
( 14 0)
(4τ )K( rN 0)
(τ ) is a holomorphic modular form of weight 1 for αΓ1(4N)α
−1 .
(6) For N > 2, let 0< r < N satisfy (N, r) = 1. Then we obtain
K
( 14− r2N 0)(4τ )
K
( 14 0)
(4τ )K( rN 0)(τ )
= −2π i
∞∑
n=1
Er,2N−r,3N−r,3N+r(n;4N)qnN .
If we let α = ( N 0
0 1
)
, then
K
( 14 − r2N 0)
(4τ )
K
( 14 0)
(4τ )K( rN 0)
(τ ) is a holomorphic modular form of weight 1 for αΓ1(4N)α
−1 .
(7) Let N > 3, s1 ≡ 0 mod N, s2 ≡ 0 mod N and s1 ≡ ±s2 mod N. Then we have
K
(0
s1+s2
N )
(τ )K
(0
s1−s2
N )
(τ )
K 2
(0
s1
N )
(τ )K 2
(0
s2
N )
(τ )
= (−2π i)2
(
e2π is2/N
(1− e2π i(s1+s2)/N )(1− e2π i(s1−s2)/N)
(1− e2π is1/N )2(1− e2π is2/N )2 + 2
∞∑
n=1
( ∑
d|n,d>0
(
cos
2π s2d
N
− cos 2π s1d
N
)
d
)
qn
)
.
Furthermore,
K
(0
s1+s2
N )
(τ )K
(0
s1−s2
N )
(τ )
K 2
(0
s1
N )
(τ )K 2
(0
s2
N )
(τ )
is a holomorphic modular form of weight 2 for Γ1(N).
(8) For N > 1, let 0< r < N satisfy (N, r) = 1. Then we establish
K−2
( rN 0)
(τ ) = (−2π i)2 1
N
∑
nN−r2
n≡−r2 mod N
( ∑
d|n,d>0
d≡r mod N
(
d + n
d
))
qnN2 ,
and K−2
( rN 0)
(τ ) is a holomorphic modular form of weight 2 for Γ 1(N) ∩ Γ 0(N2).
(9) Let N > 2 and 2s ≡ 0 mod N. Then we get
K
(0 2sN )
(τ )
K 4
(0 sN )
(τ )
= (−2π i)3
(
e2π is/N
(1− e4π is/N)
(1− e2π is/N)4 + 2i
∞∑
n=1
( ∑
d|n,d>0
d2 sin
2π sd
N
)
qn
)
.
Furthermore,
K
(0 2sN )
(τ )
K 4
(0 sN )
(τ )
is a holomorphic modular form of weight 3 for Γ1(N).
Proof. All the identities under consideration can be derived from Proposition 1 and (K4). Hence it is enough to show
whether the left-hand sides are indeed modular forms.
(1) We restrict ourselves to the case where N is odd because the proofs are quite similar. If we let γ = ( 1+aN bN2
c 1+dN
) ∈
Γ 1(N) ∩ Γ 0(N2), then by (K1) and (K2) we have
(
K−1
( rN 0)
∣∣
1γ
)
(τ ) = K−1
( rN +ar brN)(τ ) = (−1)
abr2N+ar+brN+br2 K−1
( rN 0)
(τ ) = K−1
( rN 0)
(τ ).
Since K−1r (τ ) is holomorphic at all the cusps by (K4), we achieve the assertion.( N 0)
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K
(
r1+r2
N
s
N )
(τ )
K
(
r1
N 0)
(τ )K
(
r2
N
s
N )
(τ ) . Let γ =
( 1+a′ b′
c′ 1+d′
) ∈ αΓ α−1. Then a′ ≡ d′ ≡ 0 mod N2
(N,r1)(N,s)
, b′ ≡ 0
mod N
2
(N,r1)(N,r2)
, c′ ≡ 0 mod N
(N,s) and a
′ + d′ + a′d′ − b′c′ = 0. By (K1) and (K2) we get
( f |1γ )(τ ) = e2π i(
r1r2
N2
b′(a′+1)+ r1 s
N2
(b′c′−a′))
f (τ ) = f (τ ).
Next, let ρ = ( a b
c d
) ∈ SL2(Z). Then we establish by (K1) and (K4)
ordq( f |1ρ)(τ ) =
{
〈 r1N a〉〈 r2N a + sN c〉 if 〈 r1N a〉 + 〈 r2N a + sN c〉 < 1,
(1− 〈 r1N a〉)(1− 〈 r2N a + sN c〉) otherwise.
Therefore f (τ ) is holomorphic at all the cusps.
(3) The statement concerning holomorphic modular form can be deduced from the same argument as in (2) just by
taking r2 = 0, for the condition r2 > 0 is not necessary for the proof.
(4) For convenience, put f (τ ) = K( rN 0)(τ )K
(0 12 )
(τ )K
( rN
1
2 )
(τ ) . Let γ =
( 1+a′ b′
c′ 1+d′
) ∈ αΓ α−1. Then a′ ≡ d′ ≡ 0 mod 2N , b′ ≡ 0 mod N ,
c′ ≡ 0 mod 4 and a′ + d′ + a′d′ − b′c′ = 0. By (K2) we get
( f |1γ )(τ ) = eπ i( rN (b′c′−d′)+ c
′
2 ) f (τ ) = f (τ ).
Now let ρ = ( a b
c d
) ∈ SL2(Z). Then it follows from (K1) and (K4) that
ordq( f |1ρ)(τ ) =
{ 〈 c2 〉(1− 〈 rN a〉 − 〈 c2 〉) if 〈 rN a〉 + 〈 c2 〉 < 1,
(1− 〈 c2 〉)(〈 rN a〉 + 〈 c2 〉 − 1) otherwise.
Thus f (τ ) is holomorphic at all the cusps.
(5) Let f (τ ) =
K
( 14 + r2N 0)
(4τ )
K
( 14 0)
(4τ )K( rN 0)
(τ ) and γ =
( 1+a′ b′
4c′ 1+d′
) ∈ αΓ1(4N)α−1. Then a′ ≡ d′ ≡ 0 mod 4N , b′ ≡ 0 mod N . We see
from (K2) that
( f |1γ )(τ ) = (−1)− rN b′eπ i rN b′ f (τ ) = f (τ ).
Let ρ = ( a b
c d
) ∈ SL2(Z), and let y′ , w ∈ Z satisfy c(c,4) y′ + 4(c,4) w = d. Furthermore we set y = (c,4)b − ay′ . Then we deduce(
4 0
0 1
)(
a b
c d
)(
(c,4) y′
0 4
(c,4)
)−1
=
( 4
(c,4)a y
c
(c,4) w
)
∈ SL2(Z).
Since
( f |1ρ)(τ ) =
K
( a
(c,4) + 2(c,4) rN a ∗)(
(c,4)2
4 τ + (c,4)4 y′)
K( a
(c,4) ∗)(
(c,4)2
4 τ + (c,4)4 y′)K( rN a ∗)(τ )
,
we have
ordq( f |1ρ)(τ ) = 1
2
(
(c,4)2
4
(〈
a
(c,4)
+ 2
(c,4)
r
N
a
〉2
−
〈
a
(c,4)
+ 2
(c,4)
r
N
a
〉
−
〈
a
(c,4)
〉2
+
〈
a
(c,4)
〉)
−
〈
r
N
a
〉2
+
〈
r
N
a
〉)
,
and we obtain
ordq( f |1ρ)(τ ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
4 〈 rN a〉 if (c,4) = 1 and 〈 rN a〉 < 12 ,
1
4 (1− 〈 rN a〉) if (c,4) = 1 and 〈 rN a〉 12 ,
1
2 〈 rN a〉 if (c,4) = 2 and 〈 rN a〉 < 12 ,
1
2 (1− 〈 rN a〉) if (c,4) = 2 and 〈 rN a〉 12 ,
1
2 〈 rN a〉(4〈 a(c,4) 〉 − 1) if (c,4) = 4 and 〈 a(c,4) 〉 + 12 〈 rN a〉 < 1,
1− 〈 rN a〉 if (c,4) = 4 and 〈 a(c,4) 〉 + 12 〈 rN a〉 1.
Hence f (τ ) is holomorphic at all the cusps.
(6) The assertion concerning holomorphic modularity can be obtained by a similar argument in (5) and (K0) because the
condition r > 0 is unnecessary for the proof.
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f (τ ) =
K
(0
s1+s2
N )
(τ )K
(0
s1−s2
N )
(τ )
K 2
(0
s1
N )
(τ )K 2
(0
s2
N )
(τ )
.
We see from (K5) that f (τ ) is a modular form of weight 2 for Γ (N), and by (K1) we get f |2
( 1 1
0 1
) = f . Hence f (τ ) is a
modular form of weight 2 for Γ1(N) because Γ1(N) = 〈Γ (N),
( 1 1
0 1
)〉. Now let ρ = ( a b
c d
) ∈ SL2(Z). Since
( f |2ρ)(τ ) =
K
(
s1+s2
N c ∗)(τ )K( s1−s2N c ∗)(τ )
K 2
(
s1
N c ∗)
(τ )K 2
(
s2
N c ∗)
(τ )
,
we have by (K4)
ordq( f |2ρ)(τ ) =
{
min{〈 s1N c〉, 〈 s2N c〉} if 〈 s1N c〉 + 〈 s2N c〉 < 1,
1−max{〈 s1N c〉, 〈 s2N c〉} otherwise.
Therefore, f (τ ) is holomorphic at all the cusps.
(8) Let γ = ( 1+aN bN2
c 1+dN
) ∈ Γ 1(N) ∩ Γ 0(N2). Then by (K1) and (K2) we derive
(
K−2
( rN 0)
∣∣
2γ
)
(τ ) = K−2
( rN +ar brN)(τ ) = e
−2π ibrN· rN K−2
( rN 0)
(τ ) = K−2
( rN 0)
(τ ).
Thus we obtain the conclusion.
(9) For convenience, let f (τ ) =
K
(0 2sN )
(τ )
K 4
(0 sN )
(τ )
. We then see from (K5) that f (τ ) is a modular form of weight 3 for Γ (N), and
by (K1) we have f |3
( 1 1
0 1
)= f . Hence f (τ ) is a modular form of weight 3 for Γ1(N) due to the fact Γ1(N) = 〈Γ (N), ( 1 10 1)〉.
Now let ρ = ( a b
c d
) ∈ SL2(Z). Since ( f |3ρ)(τ ) = K( 2sN c ∗)(τ )K 4
( sN c ∗)
(τ )
, we establish by (K4)
ordq( f |3ρ)(τ ) =
{
〈 sN c〉 if 〈 sN c〉 < 12 ,
1− 〈 sN c〉 otherwise.
Therefore we get the assertion as desired. 
Here we remark that in the theory of elliptic functions, Silverman [5] introduced certain generalizations of Theorem 2(7),
(9) as follows.
Theorem 3.
(1) Let (r1 s1), (r2 s2) ∈ Z2 − NZ2 satisfy (r1 s1) ± (r2 s2) ∈ Z2 − NZ2 . Then we have
K
(
r1+r2
N
s2+s2
N )
(τ )K
(
r1−r2
N
s2−s2
N )
(τ )
K 2
(
r1
N
s1
N )
(τ )K 2
(
r2
N
s2
N )
(τ )
= (−2π i)2
(∑
n∈Z
ζ
s2
N q
r2+Nn
N
(1− ζ s2N qr2+NnN )2
−
∑
n∈Z
ζ
s1
N q
r1+Nn
N
(1− ζ s1N qr1+NnN )2
)
.
(2) Let (r s) ∈ Z2 satisfy (2r 2s) ∈ Z2 − NZ2 . Then we get
K
( 2rN
2s
N )
(τ )
K 4
( rN
s
N )
(τ )
= (−2π i)3
∑
n∈Z
ζ sNq
r+Nn
N (1+ ζ sNqr+NnN )
(1− ζ sNqr+NnN )3
.
Proof. These are restatements of [5, Corollary 5.6 and Theorem 6.2 in Chapter I]. 
The modular forms described in Theorem 2 can be used when we construct a basis of Mk(Γ1(N)) for some level N . To
this end we ﬁrst recall the dimension formulas of the vector space Mk(Γ1(N)) for k = 1, 2.
Lemma 4. Let N > 2 be an integer. Then we have the following dimension formulas.
(1) If 12
∑
d|N,d>0 φ(d)φ( Nd ) > φ(N)N
∏
p|N (1+ 1p ), then we obtain
dimM1
(
Γ1(N)
)= {1 if N = 4,1
4
∑
d|N,d>0 φ(d)φ( Nd ) otherwise.
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dimM2
(
Γ1(N)
)=
⎧⎪⎨
⎪⎩
1 if N = 3,
2 if N = 4,
1
4
∑
d|N,d>0 φ(d)φ( Nd ) + φ(N)N24
∏
p|N(1+ 1p ) if N  5.
Proof. See [4, §2.6]. 
Theorem 5.
(1) Let (p,q) ∈ {(3,2), (5,2), (7,2), (11,2), (13,2)}. Then M1(Γ1(pq)) has a basis { f (r,s)pq (τ ), g(r,s)pq (τ ) | 1  r  p−12 ,1  s 
q − 1}, where
f (r,s)pq (τ ) = 1+
(
1− e2π is/q) ∞∑
n=1
( q−1∑
m=0
e2π ims/q Emp+r(n; pq)
)
qn,
g(r,s)pq (τ ) = 1+
(
1− e2π ir/p) ∞∑
n=1
( p−1∑
m=0
e2π imr/p Emq+s(n; pq)
)
qn.
(2) M1(Γ1(3)) has a basis { f3,1(τ )}, where
f3,1(τ ) = 1+ 6
∞∑
n=1
E1(n;3)qn.
(3) M1(Γ1(4)) has a basis { f4,1(τ )}, where
f4,1(τ ) = 1+ 4
∞∑
n=1
E1(n;4)qn.
(4) M1(Γ1(8)) has a basis { f8,1(τ ), f8,2(τ ), f8,3(τ )}, where
f8,1(τ ) = 1+ 4
∞∑
n=1
E1(n;4)qn,
f8,2(τ ) =
∑
n1
n≡1 mod 4
E1(n;4)qn,
f8,3(τ ) = 1+ 2
∞∑
n=1
E1,3(n;8)qn.
(5) M1(Γ1(9)) has a basis { f9,1(τ ), f9,2(τ ), f9,3(τ ), f9,4(τ )}, where
f9,1(τ ) = 1+ 6
∞∑
n=1
E1(n;3)qn,
f9,2(τ ) =
∑
n1
n≡1 mod 3
E1(2n;6)qn,
f9,3(τ ) = 1+
(
1− e2π i/3) ∞∑
n=1
(
E1(n;9) + e2π i/3E4(n;9) + e4π i/3E7(n;9)
)
qn,
f9,4(τ ) = 1+
(
1− e4π i/3) ∞∑
n=1
(
E1(n;9) + e4π i/3E4(n;9) + e2π i/3E7(n;9)
)
qn.
(6) M1(Γ1(12)) has a basis { f12,1(τ ), f12,2(τ ), f12,3(τ ), f12,4(τ ), f12,5(τ )}, where
f12,1(τ ) = 1+ 4
∞∑
n=1
E1(n;4)qn,
f12,2(τ ) = 1+ 2
∞∑
E1,2(n;6)qn,
n=1
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∞∑
n=1
E1(n;6)qn,
f12,4(τ ) = 1+
∞∑
n=1
E1,2,4,5(n;12)qn,
f12,5(τ ) =
∞∑
n=1
E1,5,8,10(n;12)qn.
(7) M2(Γ1(4)) has a basis { f (τ ), g(τ )}, where
f (τ ) =
∑
n1
n≡1 mod 2
( ∑
d|n,d>0
d
)
qn,
g(τ ) = 1+ 8
∞∑
n=1
( ∑
d|n,d>0
(
cosπd − cos πd
2
)
d
)
qn.
Proof. By Theorem 2(3) we get
K
( 12
1
2 )
(2τ )
K
( 12 0)
(2τ )K
(0 12 )
(2τ )
= −2π ieπ i/4
(
1
2
+ 2
∞∑
n=1
E1(n;4)qn
)
∈ M1
(
Γ1(4)
)
,
and it follows from Lemma 4(1) that dimM1(Γ1(4)) = 1, which implies the assertion (3).
We see that f4,1(τ ) ∈ M1(Γ1(4)) ⊂ M1(Γ1(8)), and we have two more modular forms in M1(Γ1(8)) by Theorem 2(1)
and (3) such as
K−1
( 12 0)
(8τ ) = −2π i
∑
n1
n≡1 mod 4
E1(n;4)qn = −2π i
(
q + 2q5 + · · ·),
K
( 12
1
4 )
(2τ )
K
( 12 0)
(2τ )K
(0 14 )
(2τ )
= −2π i(1+ i)eπ i/8
(
1
2
+
∞∑
n=1
(
E1(n;8) + E3(n;8)
)
qn
)
= −2π i(1+ i)eπ i/8
(
1
2
+ q + q2 + 2q3 + · · ·
)
.
By considering their Fourier coeﬃcients we are sure that these three modular forms are linearly independent over C. On
the other hand, since dimM1(Γ1(8)) = 3 by Lemma 4(1), we obtain the assertion (4).
When 1 r  p−12 and 1 s q − 1 with two primes p > q, we deduce by Theorem 2(3) that
K( rp
s
q )
(pτ )
K( rp 0)(pτ )K(0
s
q )
(pτ )
= −2π ieπ irs/(pq)
(
1
1− e2π is/q +
∞∑
n=1
( q−1∑
m=0
e2π ims/q Emp+r(n; pq)
)
qn
)
,
K( sq
r
p )
(qτ )
K( sq 0)(qτ )K(0
r
p )
(qτ )
= −2π ieπ irs/(pq)
(
1
1− e2π ir/p +
∞∑
n=1
( p−1∑
m=0
e2π imr/p Emq+s(n; pq)
)
qn
)
are holomorphic modular forms of weight 1 for Γ1(pq). In particular, for (p,q) = (3,2), (5,2), (7,2), (11,2) and (13,2), one
can verify with the aid of computer that the above (p − 1)(q − 1) modular forms are linearly independent over C. Thus for
those (p,q) we have dimM1(Γ1(pq)) = (p − 1)(q − 1) by Lemma 4(1), and hence we achieve the assertion (1).
For those pairs (p,2) in the hypothesis of (1), we can explicitly ﬁnd a basis of M1(Γ1(p)) by means of a basis of
M1(Γ1(2p)) together with the observation that M1(Γ1(p)) ⊂ M1(Γ1(2p)) and Γ1(p) = 〈Γ1(2p),
( 1+p 1
p 1
)
,
( 1 1
p 1+p
)
,
( 1+p −p
p 1−p
)〉.
Indeed, in case of p = 3 we have a basis { f (1,1)6 (τ ), g(1,1)6 (τ )} of M1(Γ1(6)), where
f (1,1)6 (τ ) = 1+ 2
∞∑
n=1
(
E1(n;6) − E4(n;6)
)
qn = 1+ 2q + 4q2 + 2q3 + · · · ,
g(1,1)6 (τ ) = 1+ 3
∞∑
n=1
E1(n;6)qn = 1+ 3q + 3q2 + 3q3 + · · · .
Since M1(Γ1(3)) ⊂ M1(Γ1(6)) and dimM1(Γ1(3)) = 1, it can be checked out that M1(Γ1(3)) = C f (τ ) where f (τ ) =
−3 f (1,1)(τ ) + 4g(1,1)(τ ). Hence we get the assertion (2).6 6
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and (3) which are
K−1
( 13 0)
(9τ ) = −2π i
∑
n1
n≡1 mod 3
E1(2n;6)qn = −2π i
(
q + q4 + · · ·),
K
( 13
1
3 )
(3τ )
K
( 13 0)
(3τ )K
(0 13 )
(3τ )
= −2π ieπ i/9
(
1
1− e2π i/3 +
∞∑
n=1
(
2∑
m=0
e2π im/3E3m+1(n;9)
)
qn
)
= −2π ieπ i/9
(
1
1− e2π i/3 + q +
(
1− e4π i/3)q2 + q3 + · · ·),
K
( 13
2
3 )
(3τ )
K
( 13 0)
(3τ )K
(0 23 )
(3τ )
= −2π ie2π i/9
(
1
1− e4π i/3 +
∞∑
n=1
(
2∑
m=0
e4π im/3E3m+1(n;9)
)
qn
)
= −2π ie2π i/9
(
1
1− e4π i/3 + q +
(
1− e2π i/3)q2 + q3 + · · ·).
Since these four modular forms are linearly independent over C by examining their Fourier coeﬃcients and
dimM1(Γ1(9)) = 4 by Lemma 4(1), we conclude the assertion (5).
We see that f4,1(τ ) ∈ M1(Γ1(4)) ⊂ M1(Γ1(12)) and f (1,1)6 (τ ), g(1,1)6 (τ ) ∈ M1(Γ1(6)) ⊂ M1(Γ1(12)), and further we have
two modular forms in M1(Γ1(12)) by Theorem 2(5) and (6), which are
K
( 512 0)
(12τ )
K
( 14 0)
(12τ )K
( 13 0)
(3τ )
= −2π i
(
1+
∞∑
n=1
E1,2,4,5(n;12)qn
)
,
K
( 112 0)
(12τ )
K
( 14 0)
(12τ )K
( 13 0)
(3τ )
= −2π i
∞∑
n=1
E1,5,8,10(n;12)qn.
These ﬁve modular forms are also linearly independent over C by investigating their Fourier coeﬃcients, and so they form
a basis of M1(Γ1(12)) because dimM1(Γ1(12)) = 5. Therefore we achieve the assertion (6).
Note that we have two modular forms in M2(Γ1(4)) by Theorem 2(8) and (7), which are
K−2
( 12 0)
(4τ ) = (−2π i)2 1
2
∑
n1
n≡1 mod 2
( ∑
d|n,d>0
(
d + n
d
))
qn,
K
(0 34 )
(τ )K
(0 14 )
(τ )
K 2
(0 24 )
(τ )K 2
(0 14 )
(τ )
= (−2π i)2
(
−1
4
+ 2
∞∑
n=1
( ∑
d|n,d>0
(
cos
πd
2
− cosπd
)
d
)
qn
)
.
Since these are linearly independent over C again by inspecting their Fourier coeﬃcients and dimM2(Γ1(4)) = 2 by
Lemma 4(2), we derive the conclusion (7). 
4. Some applications
Even though all the results in this section can be done by utilizing either class ﬁeld theory or standard approach via
local density, we revisit the numbers of representations by quadratic forms as applications of Theorem 5.
We ﬁrst brieﬂy review theta functions. Let A ∈ Mr(Z) be a positive deﬁnite symmetric matrix of size r over Z with even
diagonal and Q be a quadratic form associated with A, namely
Q (x) = 1
2
t xAx
for a column vector x = t(x1 · · · xr) ∈ Zr .
We then deﬁne the theta function θQ (τ ) associated with Q by
θQ (τ ) =
∑
m∈Zr
e2π iQ (m)τ =
∞∑
n=0
rQ (n)q
n,
where rQ (n) is the number of representations of a nonnegative integer n by a quadratic form Q , that is
rQ (n) =
∣∣{m ∈ Zr ∣∣ Q (m) = n}∣∣.
Here we take a positive integer N so that NA−1 ∈ Mr(Z).
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holomorphic modular form of weight r2 for Γ1(N). In particular, θQ (τ ) is a holomorphic modular form of weight
r
2 for Γ1(2N).
Proof. We refer the reader to [3, Corollary 4.9.5]. 
If Q (x) = x21 + x1x2 +2x22, then it follows from Lemma 6 that θQ (τ ) ∈ M1(Γ1(7)). Since we have a basis of M1(Γ1(14)) at
hand by Theorem 5(1), we can express θQ (τ ) as a linear combination of f
(1,1)
14 (τ ), . . . , g
(3,1)
14 (τ ). Indeed, we achieve by rou-
tine computation that θQ (τ ) = − f (1,1)14 (τ )+ f (2,1)14 (τ )+ f (3,1)14 (τ )− 87 (cos π7 +cos 2π7 )g(1,1)14 (τ )+ 87 (cos 2π7 +cos 3π7 )g(2,1)14 (τ )+
8
7 (cos
π
7 − cos 3π7 )g(3,1)14 (τ ). Thus we get
rQ (n) = 2E1,2,4(n;7) (n > 0).
In particular for a prime p, we derive
p = x21 + x1x2 + 2x22 ⇐⇒ p = 7 or p ≡ 1,2,4 mod 7.
On the other hand, since 12 rQ (n) = E1,2,4(n;7) =
∑
d|n,d>0( d7 ) is multiplicative, we are able to obtain other simple expression
of rQ (n) as follows. Let n = 7t∏ai=1 prii ∏bj=1 qs jj be the prime factorization of n with pi ≡ 1,2,4 mod 7, q j ≡ 3,5,6 mod 7
for all i, j. Then we get
rQ (n) = 2
a∏
i=1
(ri + 1)
b∏
j=1
1+ (−1)s j
2
(n > 0).
If Q (x) = x21 + x1x2 + 3x22, we deduce that θQ (τ ) ∈ M1(Γ1(11)). Since we know a basis of M1(Γ1(22)), we can write
θQ (τ ) as a linear combination of f
(1,1)
22 , . . . , g
(5,1)
22 again by Theorem 5. Then with the help of computer one can check that
there exist somewhat complicated constants a1, . . . ,a5 such that
θQ (τ ) = − f (1,1)22 (τ ) − f (2,1)22 (τ ) − f (3,1)22 (τ ) + f (4,1)22 (τ ) − f (5,1)22 (τ ) +
5∑
r=1
ar g
(r,1)
22 (τ )
= 1+ 2
∞∑
n=1
E1,3,4,5,9(n;11)qn.
In particular, for a prime p we have
p = x21 + x1x2 + 3x22 ⇐⇒ p = 11 or p ≡ 1,3,4,5,9 mod 11.
Moreover, since 12 rQ (n) = E1,3,4,5,9(n;11) =
∑
d|n,d>0( d11 ) is multiplicative, we also get simple expression of rQ (n) as follows.
Let n = 11t∏ai=1 prii ∏bj=1 qs jj be the prime factorization of n with pi ≡ 1,3,4,5,9 mod 11, q j ≡ 2,6,7,8,10 mod 11 for
all i, j. Then we achieve
rQ (n) = 2
a∏
i=1
(ri + 1)
b∏
j=1
1+ (−1)s j
2
(n > 0).
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