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In t roduct ion  - 
The method f o r  estimating so lu t ions  t o  d i f f e r e n t i a l  equations 
k 
discussed here  i s  a numerical implementation of Picard i t e r a t i o n ,  It 
is s imi l a r  t o  a method given by Axelsson, and can a l s o  be regarded 
as an impl i c i t  Runge-Kutta method described by Butcher. 
(1) 
(2) 
The j u s t i f i c a t i o n ,  given here,  of t h e  scheme, e s t ab l i shes  no 
more than t h e  f a c t  t h a t  it de l ive r s  Runge-Kutta accuracy a t  t h e  cos t  
of i t e r a t i o n .  Experience, however, i nd ica t e s  t h a t  i n  many ins tances  
t h e  proposed method is more e f f e c t i v e  and e f f i c i e n t  than standard 
Runge-Kutta techniques. Examples t o  t h i s  e f f e c t  and da ta ,  f o r  use  i n  
implementing t h e  method, are given i n  t h e  appendix. 
Description of t h e  Method 
For t h e  purpose of exposit ion a f i r s t  order i n i t i a l  value 
problem w i l l  be used. Higher order equations are solved by repeated 
use of t h e  f i r s t  order method. 
L e t  y '(x) = F(x,y), (xo<xcxo+h), and y(xo) = ao. 
I f  y '(x) can be represented by a convergent Fourier series of ? 
t, 
4 Legendre polynomials and i f  Po(u), P,(u), P2(u) are t h e  Legendre 
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polynomials orthogonal over 0 2 u 2 1, then 
m 
Y’ (xo+hu) = 1 F(xo+hv, y(xo+hv))Pk(v)dv 
k=O 
2 
and 
J 
0 
If F(x,y) satisfies a Lipschitz condition then a convergent , 
Picard iterative process is given by 
where yl(xo + hv) = ao. 
A numerical estimate to the solution of the differential equa- 
tion is obtained by truncatgng the above series and approximating the 
integrals by quadratures. 
have been tried. 
Two quadratures, Gauss and Gauss-Lobatto, 
If Gaussian quadrature is used, the series (2) 
truncated, and Pk ,(U)-P~+~(U) replacedby - 2O k(k+l) (u) (l-u)Pi(u) the 
the result is 
- 
' .  
3 
w and v -- a r e  the  Gaussian weights and the  zeros where w - - *  1 m 1 m 
of Pm(vj, respect ively.  
A change i n  the  order of summation y i e lds  
m 
where 
If  m = n+l the  inde f in i t e  i n t e g r a l  f (u)du i s  given exact ly  
m 
i=1 
Z,(x) f (v . )  when f ( u )  i s  a polynomial of degree less than o r  by c 1 1 
equal t o  n. 
of degree n+l. 
A least square approximation r e s u l t s  if f i s  a polynomial 
Also Zf(v.)  = tSij. Hence Z!(u) i s  the  polynomial l i (u)  = J 1 
P p  
associated with Lagrangian in te rpola t ion .  This f a c t  
(u-vi) P p i '  
could have been used t o  generate the  i t e r a t i v e  process (3 )  above. 
4 
I f  (3) converges t o  a function y (x +hu) and 9 i s  used t o  denote c o  
d i f f e r e n t i a t i o n  with respect to  (x +hu) it i s  seen t h a t  y (x +hu) is  
a polynonial such t h a t  
0 c o  
If h is sufficiently mall and F(x,y) s a t i s f i e s  a Lipschitz 
condition t h e  process (3) w i l l  converge because i f  aij = Z.(V 1 and 
A denotes the  m X m matrix {a . }  it i s  seen that IlAll is bounded. 
J i  
iJ 
Now i f  
then 
i 
Let 
F(xO+hu, y(xo+hu)) = F(xo+hu, yc(xo+hu)) 
+ [ Y (xo+hu) - Yc (xo+hu)lF2 (xo+hu, 8 (xo+hu) 
where F 
var iab le .  
denotes p a r t i a l  d i f f e r e n t i a t i o n  with respec t  t o  t h e  second. 
2 
I -  
* ' .  
4 
Subs t i tu t ing  i n  (4) y ie lds  
where g(x,v) = h j  F2(xo+ht,8(xo+ht))dt and 
V 
g(vj  = F(x +hv,yc(xotnvjj - jrc(xo+hvj. 0 
I f  $(v) has  m bounded der iva t ives  then 
dmF (xo+hv , yc (xo+hv) 
d(xo+hv)m 
where M, is  the  maximum of 
Thus 
5 
f o r  0 < x < 1. 
A higher order r e s u l t  can be obtained f o r  x = 1 i f  F(x,y(x)) is 
s u f f i c i e n t l y  well-behaved (has p a r t i a l  de r iva t ives  of s u f f i c i e n t l y  
high order) .  
then 
L e t  $l(xo+hv) = exp[g(l ,v)]  = ex 
6 
d 2m $2 (xo+hv) 
‘2m where M is a maximum of 
If Lobatto quadrature is used the series (2) is rearranged in the 
y(xo+hu) = y(xo) + h{f (1-V) F(xo+hv, Y(xO+hv))dv 
0 
m 
P (u) v(1-v) P~(v) F(xO+hv, Y(xO+hv))dv]. 
2k+l 
+ k(k+l) k h-v 
before truncation. 
Truncation and replacement of the integrals by quadrature results 
. e .  w and v 0 * 0  v are Lobatto weights and the zeros of “0 m 0 m 
v(1-v) P’ (v) respectively. m 
This is the previously referenced result of Axelsson. In this 
case W!(vi) = 6ij and the iterative process converges to a polynomial 
yc(xo+hv) such that 
J 
jrc(x0+hv.) = F(xo+hv y (xo+hv.)) where v is a zero of PA(V). J j’ c J j 
7 
However, i n  t h i s  instance y (x,) # y(xo) and order of error terms are 
computed for I y(xo+hu) - yc(xo+hu) - y(xo) + yc(xo) I .  
l a r g e  t h i s  discrepancy between y(x ) and y (x ) seems t o  be an advantage 
r a the r  than a disadvantage. 
f i t t i n g  of i n i t i a l  conditions r e s u l t s  i n  more accumulation e r ro r .  
C 
For m reasonably 
0 c o  
This may be due t o  t h e  f a c t  t h a t  exact 
Conclusion and Results. 
The pa r t i cu la r  methods used here  w e r e  se lec ted  s o  t h a t  classical 
forms f o r  in te rpola t ion  e r r o r  would apply. Computer t r i a l s  have given 
s a t i s f a c t o r y  r e s u l t s  when Gaussian quadrature w a s  used t o  evaluate  the  
i n t e g r a l s  involved i n  t h e  t runcat ion suggested €or use  with Lobatto 
quadrature and conversely. This suggests t h a t  e r r o r  ana lys i s  should be 
based on t runcat ion e r r o r  associated with Fourier series. Ef fo r t s  i n  
t h i s  d i r ec t ion  have not,  as yet,  yielded r e s u l t s  more s a t i s f a c t o r y  than 
those  given. 
I n  applying iterative schemes of t h e  na ture  discussed here  it is  
For t he  des i r ab le  to have a set of reasonably g& s t a r t i n g  values.  
f i r s t  s t e p  x o t o x  +h t h e  s t a r t i n g  values used w e r e  y(xi) = y(xo). 
For subsequent s t eps  s t a r t i n g  values  w e r e  obtained by ex t rapola t ing  
t h e  polynomial yc(x) t o  the  r igh t .  
w e l l ,  but it is  poss ib le  that o ther  methods of pred ic t ion  would serve  
b e t t e r .  
0 
I n  most cases t h i s  worked r a t h e r  
The Lobatto quadrature scheme w a s  used t o  obtain t h e  r e s u l t s  
reported here. The equations 
8 
w e r e  solved by Gauss S iede l  i t e r a t i o n .  
t h e  d i f f e r e n t i a l  equations used w e r e  solved by the  i t e r a t i v e  technique, 
based on a 9 poin t  Lobatto quadrature, with a s t e p  s i z e  h, and a given 
convergence c r i t e r i o n .  
solved using a f i f t h  order Runge-Kutta method with seve ra l  s t e p  s i zes .  
Of t h e  several Rmge-Kutta so lu t ions  t h e  one judged t o  be most near ly  
equivalent ( i n  accuracy and ef f ic iency)  t o  t h e  i terative so lu t ion  
For the  purpose of comparison 
"he same d i f f e r e n t i a l  equations w e r e  then 
w a s  se lec ted  for comparison. 
The program were written i n  Fortran and run i n  double prec is ion  
Elun times t h a t  are given w e r e  obtained through a c a l l  
The t r u e  answer 
on t h e  IBM 7094. 
clock command and do not include program compile time. 
as w e l l  as t h e  estimated answer w a e  computed and compared f o r  each 
point used i n  t h e  computational rou t ines  . 
Error values are given a t  se lec ted  poin ts .  The e r r o r s  given are 
t h e  computed value of the known so lu t ion  minus the ssc.itaated so lu t ion ,  
The s t e p  s i z e  h, t h e  run time t ,  i n  seconds, and t h e  convergence 
c r i t e r i o n  E are given. 
The iterative process w a s  discontinued when at the  rightmost 
po in t  v 
j 
became less than E .  
I n  each ins tance  reported a nine  poin t  Lobatto quadrature w a s  
9 
used with the i terat ive  process. 
The numbers 2.6.) aqd W.(x.) are given €or 5 ,  9 ,  and 13 point 
1 3  1 3  
Gauss and Gauss-Lobatto quadrature. 
precision on the IBM 7094 and can serve a s  input data for computer 
programs designed for using t h e s e  i terat ive  methods f o r  solving 
di f ferent ia l  equations. 
They w e r e  computed i n  double 
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APPENDIX I 
The following t a b l e s  give t h e  e r r o r s  i n  estimates t o  t h e  
so lu t ion  of sample d i f f e r e n t i a l  equations when obtained by a f i f t h  
order Runge-Kutta method (R K Error) as compared t o  t h e  e r r o r s  ob- 
ta ined  when an iterative process (I Error) was used. 
Table 1 
D i f f e r e n t i a l  equation 
1 3  2 2 3  - 1 < x I-+ 1 6.5 
e 
y'  = - [y +3xy +4x y*x 1 
3 e 
X 
X Y =  - x. 
44-2 log  x e 
Runge-Kutta 
Step s i z e  h = . W 5  
Run time t = 20.00 sec. 
I t e r a t i v e  Method 
Step s i z e  h = 0.05 
Run time t = 15.13 see. 
-11 
Convergence constant E = 1.0 x 10 
1 2  
Table 2 
D i f f e r e n t i a l  equation 
y' = -5Oy + y s i n  x + e - 8 ~  (42-sin x), 0 < x 5 1 
-8x y = e  
Piiii@2-kitts : 
Step s i z e  h = 0.001 
Run time t = 31.93 sec. 
I t e r a t i v e  method : 
Step s i z e ,  h = 0.05 
Run time t = 35.22 sec. 
Convergence constant E = 1.0 x 10 -13 
Table 3 
y" = 9y - 20 s i n  x, 0 < x 53.0 
-3x y = e  + 2 s i n x  
Runge-Kutta: 
Step s i z e  h = 0.01 
Run time t = 7.77 sec. 
I t e r a t i v e  method: 
Step s i z e  h = 0.25 
Run t i m e  t = 7.63 sec .  
Convergence constant E = 1.0 x 10 -11 
TABLE 1 
R K Error 
13  
l/e + 0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1 7  
L e  I
1.8 
1.9 
2.0 
2.1 
2.2 
2.3 
2.4 
2.5 
2.6 
2.7 
2.8 
2.9 
3 .0  
3.1 
3.2 
-0.202865~42 
-0.356825 
-0.503402 
-0.655614 
-0.819205 
-0.101588D-11 
-0.119160 
-0.140382 
-0,163546 
-0.188765 
-0.216204 
-0.245992 
-0.278271 
-0.313260 
-0.351146 
-0.932108 
-!J.43631;2 
-0.484184 
-0.535821 
-0.591576 
-0.651761 
-0.716826 
-0.787120 
-0 863048 
-0.945066 
-00102912D-10 
-0.112962 
-0.123338 
-0.134575 
-0.146752 
-0.159964 
-0 174312 
I Error 
-0.174860D-14 
-0.280331 
-0.352495 
-0.413558 
-0.610622 
-0.765482 
-0.960342 
-0.112687D-13 
-0.128785 
-0 (I 146549 
-0 a 164868 
-0.184297 
-0.204281 
-0.227040 
-0.251465 
-0.277555 
-ne  307531 
-0.336397 
-0.369704 
-0 401900 
-0.439648 
-0.482391 
-0.532351 
-0.587307 
-0.647815 
-0 e 713318 
-0.779376 
-0.856537 
-0.939248 
-0.102695D-12 
-0 111854 
-0 122790 
' .  
- .  1 4  
X -
3.3 
3.4 
3.5 
3.6 
3.7 
3.8 
3.9 
4.0 
4.1 
4.2 
4.3 
4.4 
4.5 
4.6 
4.7 
4.8 
4 ; 9  
5.0 
5.1 
5.2 
5.3 
5.4 
5.5 
5.6 
5.7 
5.8 
5.9 
6.0 
6.1 
6.2 
6.3 
6.4 
6.5 
R K E r r o r  
-0.189910 
-0.206829 
-0.225404 
-0.245602 
-0.267706 
-0.291964 
-0.318488 
-0.347707 
-0,379920 
-0.415536 
-0.454994 
-0.498867 
-0.547771 
-0.602495 
-0.663981 
-0.733312 
-n - 81 1897 
-0.901365 
-0.100384D-09 
-0.112194 
-0.125900 
-0.141933 
-0.160842 
-0.183375 
-0.210539 
-0.243708 
-0.284853 
-0.336834 
-0,403955 
-0.492985 
-0.615131 
-0.790129 
-0.1055851)-08 
I E r r o r  
-0.133726 
-0.146216 
-0.159150 
-0.173111 
-0.187960 
-0.204530 
-0.223931 
-0.243347 
-0 a 265633 
-0 289809 
-0.316482 
-0.346639 
-0,379501 
-0.417998 
-0.461797 
-0.510480 
-n - 563882 
-0.627164 
-0.698330 
-0 779820 
-0,875299 
-0,992761 
-0.112532D-11 
-0.128763 
-0.147837 
-0,171374 
-0 e 200550 
-0.238786 
-0 288924 
-0 359445 
-0,464961 
-0,655564 
-0.11112OD-10 
. .  
. .  
15 
TABLE 2 
X - 
0.05 
0.10 
0.15 
0.20 
0.25 
0.30 
0.35 
0.40 
0.45 
0.50 
0.55 
0.60 
0.65 
0.70 
0.75 
0.80 
0.95  
0.90 
0.95 
1.00 
R K Error 
-0.43092913-10 
-0.323417 
-0.219075 
-0.146663 
-0 e 980460D-11 
-0.655379 
-0.438074 
-0.292833 
-0.197339 
-0.130868 
-0.875007D-12 
-0.585052 
-0.391213 
-0.261617 
-0.174968 
-0.117029 
A 7090a7n 1 2  
- v *  I VLLJl, Y -*-I 
-0.523726 
-0.350413 
-0.234483 
I Error 
-0.260902D-14 
-0.205391 
-0 133226 
-0.929811D-15 
-0.596744 
-0.402455 
-0.270616 
-0.121430 
-0,780625D-16 
-0.503063 
-0.390312 
-0-197758D-15 
-0.149186 
-0.100397 
-0.678710D-16 
-0 - 448859 
-n 3 1  a i  i 7n  -15 
v .  & & , i l l  u 
0 167509 
0 113841 
0.764362D-16 
. 
. *  
X 
0.25 
- 
0.50 
0.75 
1.00 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
2.75 
3.00 
TABLE 3 
R K Error 
-0.248001D-10 
-0.193078D-11 
0.541772D-10 
0.162107D-09 
0.377101 
0.8ZOZ36 
0.174841D-08 
0.370493 
0.783976 
0.165871D-07 
0.361689 
0.742893 
I Error  
-0.657918D-12 
-0.577315 
-0.325961 
-0.2475791)-13 
0.376143D-12 
O . i O 4 8 i i i j - i i  
0.232425 
0.496280 
0.105229D-10 
0.222832 
0.4717 61 
0.998713 
. .  
. .  
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