This paper presents and assesses an inverse heat conduction problem (IHCP
Introduction
The contactless measurement of either the heat transfer coefficient or the heat sources distribution using an imaging system is a notably challenging research task. Several suc− cessful approaches are available in the scientific literature, most of which are based on the use of high−resolution infra− red temperature maps as input data of the inverse heat con− duction problem (IHCP) in the solid wall, the boundary sur− face of which must be optically accessible at least in some portion (for example, [1] [2] [3] ). The applications of infrared imaging systems to the IHCPs are mostly based on the use of focal−plane array infrared cameras with cryogenic cool− ing because they are characterised with a notably good per− formance in terms of noise−equivalent temperature diffe− rence [4, 5] .
IHCPs present some complications because they are ill−posed which implies that they are significantly sensitive to fluctuations in the input data, such as those caused by experimental noise. To bypass these difficulties, which are particularly critical when infrared thermography is used as the temperature−measuring technique, many methods based on experimental−data processing have been suggested and validated in the literature. Among these techniques are the conjugate gradient iterative method; Laplace transform method; sequential function specification method; regulari− sation methods, such as Tikhonov regularisation; mollifica− tion method; truncated singular value decomposition method; and filtering technique method [6] [7] [8] [9] [10] [11] [12] .
It is important to observe that the last referred method, i.e., the filtering approach, is particularly suitable for prob− lems with a high number of unknown variables and for input signal that are represented by spatially and/or temporally highly resolved temperature maps such as the infrared tem− perature maps which are now available because of the recent generation of infrared cameras [13, 14] .
Moreover, this approach avoids the formulation of com− plex algorithms because the desired information (heat trans− fer coefficient or heat source distribution) can be derived by directly solving the heat conduction equation which uses as input data the de−noised temperature field that is obtained by filtering the raw infrared maps.
Noise reduction techniques of infrared images have been the object of several studies (for example, [10, 15, 16] ), al− though the lack of practical applications of these approaches to engineering problems remains.
A promising application of these approaches is related to the assessment of the performance of the passive heat trans− fer enhancement techniques, such as coiled tubes that intro− duce incomparable benefits, particularly in the laminar−flow regime [17] [18] [19] .
Although many authors have investigated the forced convective heat transfer in coiled tubes, most presented the results only in terms of the Nusselt number, which is periph− erally averaged, whereas only a few authors studied the local phenomenon [20] [21] .
However, the local convective heat transfer coefficient re− quires knowledge of the local heat flux at the wall to fluid in− terface, in addition to the local wall and bulk fluid temperatu− res, can be restored by solving the IHCP in the tube wall [20] .
This paper intends to assess a filtering technique to han− dle the IHCP that was formulated to determine the local convective heat transfer coefficient along the circumfer− ential coordinate at the internal wall of a coiled pipe. The fil− tering technique approach is based on the Gaussian filter and is applied here to infrared temperature maps, which were acquired on the outer wall of the tube. It is worth not− ing that the implementation of the regularisation approach using a Gaussian filter has several practical advantages be− cause this type of filter is already available in many data− −processing environments with notably moderate compu− tational costs [14] .
The data de−noising procedure that was applied in the present paper to infrared temperature maps, which were acquired on the outer wall surface of a coiled tube, is aimed to filter out the unwanted noise from the raw temperature data to enable the direct calculation of its Laplacian, which is embedded in the formulation of the inverse heat conduc− tion problem.
Problem's definition
The subject of the present investigation is in the field of pas− sive forced convection heat transfer enhancement. In partic− ular, the coiled−tube technique is considered here, where the heat transfer augmentation effect with respect to the straight−tube behaviour occurs because of the distortion of the velocity and temperature profiles, which are induced by the centrifugal force that acts with different intensities on the tube cross section. Centrifugal force also produces a sec− ondary flow pattern which provides an additional fluid mix− ing over the tube cross−section [22] and is responsible for further enhancement of the forced convection mechanism.
By increasing the Reynolds number and, therefore, for a given curvature ratio value by increasing the Dean num− ber, the secondary flow shifts the axial−momentum peak significantly away from the centre of the cross−section. Consequently, the radial gradients of both velocity and tem− perature assume much greater values at the outer side of the bend than at the inner one. This phenomenon causes a non− −uniform distribution of the convective heat transfer coeffi− cient at the fluid−wall interface along the tube circumference [20] [21] [22] [23] , where the maximum is located at the outer side of the coil, and the minimum is at the inner side [24] .
This non−uniform distribution may be critical in some industrial applications, such as those that involve a thermal process. For example, in food pasteurisation, the asymmet− rical temperature field induced by the wall curvature may reduce the bacteria heat−killing or locally overheat the prod− uct. Therefore, to predict the overall performance of heat transfer apparatuses that involve using curved tubes, the local distribution of the convective heat transfer coefficient must be known along the axis of the heat transfer section and the boundary of each tube cross section.
Curved tubes are typically tested when uniform heating is generated in the tube wall. To obtain this condition in the present investigation, a heat flux was dissipated using the Joule effect directly within the tube wall.
The data−processing procedure that is described and val− idated in the following paragraphs was aimed to determine the convective heat transfer coefficient distribution on a given cross section of the coiled tube, as schematically shown in Fig. 1. 
Estimation procedure
To evaluate the local value of the convective heat transfer coefficient at the fluid internal wall interface on a given cross section, the following procedure was followed: the temperature distribution is acquired on the external wall sur− face of the test section; then, the IHCP in the wall domain was solved by considering that the convective heat transfer coefficient distribution on the internal wall surface was unknown.
The temperature on the external side can be acquired using thermocouples that are located along the circumfer− ence of the text section or by adopting an infrared thermo− graphic system, which is a more suitable method.
The previously described parameter estimation proce− dure was implemented using a simplified numerical model of the test section (sketched in Fig. 2 is fully acceptable when the Biot number, which is defined as the convective heat transfer coefficient multiplied by the tube thickness and divided by the tube thermal conductivity, is smaller than 0.1. This condition was verified for the cases in this study [25] . Considering this assumption, the temperature on the external surface was considered equal to that on the internal surface
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Consequently, the wall temperature in the test section was a function of only the angular coordinate a.
Moreover, in coiled tubes, the wall heat flux is expected to vary significantly along the circumferential coordinate, whereas its variations should be negligible along the tube's axis. This expectation allows for further simplification of the model based on the estimation procedure by assuming negligible axial heat conduction in the pipe wall.
Then, considering the infinitesimal circular sector in Fig. 3 , where r int and r ext are the inside and the outside pipe radii, respectively, the steady−state local energy balance equation becomes
where 
T b is the bulk fluid temperature; R env is the overall heat transfer resistance between the external tube wall and the sur− rounding environment, the temperature of which is T ¥ ; q g is the heat generated per unit volume in the tube wall with ther− mal conductivity k; and h int is the convective heat transfer coefficient distribution at the fluid−internal wall interface.
Substituting Eqs. (3)- (7) into Eq. (2), the energy balance equation becomes -ae
Consequently, the convective heat transfer coefficient on the internal wall surface is
Filtering technique
To obtain the convective heat transfer coefficient from Eq. (9), the second derivative of the temperature distribution, which was obtained using the thermographic technique, must be computed. The n th derivative is a linear operator that behaves as a fil− tering operator with a gain that amplifies the high−frequency components of a given set of input data more than the low−frequency ones. In almost all practical situations regard− ing heat transfer, the frequency components of the exact sig− nal concentrate in the low spatial frequency range of the spec− trum, whereas the noise, which is usually Gaussian, is uni− formly distributed in the spatial frequency domain. Conse− quently, the Laplacian of the raw data cannot be directly cal− culated because the noise strongly affects them. A competi− tive and challenging approach to handle the ill−posed nature of the IHCP is represented by the possibility of treating the raw input temperature data using a suitable filtering tech− nique. This approach can be regarded as a regularization method because it is based on computing the smoothest ap− proximated solution that is consistent with the available data. To reconstruct the second derivative of the signal, the Gaussi− an filter was used, which is a filter that has an impulse re− sponse that is a Gaussian function. Because the Fourier trans− form of a Gaussian is a Gaussian function, the application of a Gaussian filter reduces the data high−frequency compo− nents. Thus, it is widely used to enhance image quality in graphics software. To smooth the noisy temperature data, the averaging property of the Gaussian kernel was experimented by Murio [11] , Bozzoli et al. [13] and Delpueyo et al. [10] . The transfer function of the Gaussian filter in the 1−D frequency domain is expressed as follows where u is the frequency and u c is the cutoff frequency value as shown in Fig. 4 . Thus, the problem becomes the appropriate choice of the cut−off frequency, which is considered a critical issue [1, 13] .
In the present investigation, to properly choose the cut− −off frequency, the criterion provided by the discrepancy principle, which was originally formulated by Morozov [26] and later implemented by many authors [27] [28] [29] [30] , was ado− pted. According to this criterion, the solution of the inverse problem is considered sufficiently accurate when the differ− ence between the filtered and the measured temperature dis− tributions (T filt and T exp , respectively) is close to the standard deviation of the raw data, s b . Therefore, the cut−off fre− quency was selected by checking the following function and varying the cut−off frequency value
where × 2 is the Euclidean norm and N is the size of the vec− tor T exp . The noise level of the temperature distribution was iden− tified using preliminary measurements while maintaining the surface of the pipe wall at isothermal conditions. From the isothermal−data analysis, the value of s b K = 0 04 . was found for the considered experimental conditions. The cut−off frequency was determined as the frequency where
In other words, the discrepancy principle adjusts the filter according to the noise level, which implies that the best ex− pected approximation is in the order of the data random error.
Experimental setup
A smooth−wall helically coiled stainless−steel (type AISI 304) tube with eight coils, which were wound along the tube axis, was tested. The helix diameter and the pitch were approximately 310 mm and 200 mm, respectively; thus, the coiled pipe length L was approximately 10 m. The mea− sured thickness of the tube wall was 1.0 mm.
The working fluid was carried to a holding tank using a volumetric pump and entered the coiled test section equi− pped with stainless−steel fin electrodes, which were con− nected to a power supply of the type HP 6671A. This setup allowed the investigation of the heat transfer performance of the tube under the prescribed condition of uniform heat flux, which was generated based on the Joule effect in the wall. The coiled section was inserted horizontally in a loop, which was completed with a secondary heat exchanger, and fed with city water to maintain the constant working fluid temperature at the tube inlet.
To minimize the heat exchange to the environment, the heated section was thermally insulated using a cellular rub− ber layer, which was 40 mm thick. A small portion of the external tube wall was made accessible to a thermal imaging camera by removing the thermally insulating layer, and the wall portion was coated with a thin film of high emissivity paint. This thin paint layer changes the surface emissivity without affecting the heat conduction problem in the tube wall [31] .
Then, the surface temperature distribution was obtained using a FLIR SC7000 infrared camera with a 640×512 pixel sensor. As reported by the instrument manufacturer, its ther− mal sensitivity is 20 mK at 303 K, and its accuracy is ±1 K. A schematic view of the experimental setup is shown in Fig. 5 .
The inlet fluid bulk temperature was measured through a type−T thermocouple, which was previously calibrated and connected to a multichannel ice point reference of type KAYE K170-50C. The bulk temperature at any location in the heat transfer section was calculated from the net power supplied to the tube wall. The outlet fluid bulk temperature was also verified using a further thermocouple that was placed downstream of the heated section. The volumetric flow rate was obtained by measuring the required time to fill a volumetric flask at the outlet of the test section.
Ethylene Glycol was used as the working fluid in the Reynolds number range of 100-1100. In the temperature range of the experimental conditions, the Prandtl number of the working fluid varied in the range of 170 to 200, whereas the wall−to−bulk−fluid temperature difference was limited within 5 K. Therefore, the fluid property variation effect through the thermal boundary layer was considered negligible.
In the present experimental investigation, the fully deve− loped thermal condition was considered. Therefore, the test section was taken near the end of the heated section where both hydrodynamic and thermal boundary layers reached the asymptotic profile [17] [18] [19] .
Results and discussion
An infrared image of the pipe wall surface for Reynolds number of 665 is shown in Fig. 6 . The temperature distribu− tion clearly exhibits a significant variation along the circum− ference, whereas the temperature second derivative along the tube axis is almost negligible. This observation confirms the appropriateness of neglecting the axial heat conduction in the pipe wall in the energy balance of the test section.
When an infrared scanner is used, the measurements must be carefully performed if the scanned surface is not locally normal to the viewed rays because of the directional emissivity of the surface. Therefore, in the present experi− mental setup, multiple images were obtained by moving the infrared camera around the tube axis to acquire the tempera− ture distribution on the entire surface of the heat transfer test section. Accordingly, the viewing angle was limited to less than ±30°and the surface was considered to be a diffuse grey emitter in this condition. The effective emissivity of the coating was estimated in situ as 0.99 by shooting a target at different known temperatures [32] . This value accounts for the emissivity of the surface and the behaviour of the infrared camera.
Because of a fixed position reference on the tube wall, the obtained images were conveniently cropped, scaled and merged together to provide a continuous temperature distri− bution of the tube wall surface.
The corresponding temperature distribution over the entire outer boundary of the tube cross section is shown in Fig. 7 , where the angular coordinate origin was taken at the inner side of the coil.
To estimate the convective heat transfer coefficient from Eq. (9), the overall heat−transfer resistance between the tube wall and the surrounding environment R env was taken as 0.2 m 2 K/W, which is a representative value for natural convec− tion in air with radiative heat transfer with the environment. The wall thermal conductivity k was certified by the manu− facture as 15.0 W/m K; the heat generated by the Joule effect in the wall q g was calculated from the ratio of the power sup− plied and the volume of the tube wall. All necessary parame− ters values to calculate the heat transfer coefficient from Eq. (9) and their 95% confidence interval values are shown in Table 1 for the representative Reynolds number of 665.
The uncertainty associated with the estimated heat trans− fer coefficient was determined using Kline−McClintock method [33] and was approximately ±8% for this experi− mental run. Moreover, the uncertainty analysis indicates that the main contributions to the uncertainty are the k and q g measurements, whereas the uncertainties of R env and T env have an almost insignificant effect.
The 2nd derivative of this temperature distribution, which is included in Eq. (8) provided the local convection coefficient in Fig. 8 . The noise of the rough data prevented the reconstruction of the sought function. Therefore, a care− ful filtration of the acquired temperature was mandatory. In the application of the Gauss filtering technique to the wall temperature map, the cut−off frequency was identified using Eq. (12) Figures 10-12 show the reconstructed temperature dis− tribution with the optimal cut−off frequency compared to the experimental rough data, the residuals between two temper− ature distributions and the heat transfer coefficient distribu− tion along the circumferential coordinate, which was resto− red from Eq. (9) after applying the filtering technique for the case of Re = 665.
To better understand the effect of the cut−off frequency, the heat transfer coefficient distributions obtained by filter− ing the temperature map with two other cut−off frequencies, which were 0.25 and 4 times the optimal value, are pre− sented in Fig. 13 . The results show that the cut−off frequency selection is a critical task in the filtering technique. If it is too large, the raw−signal filtering is too weak and the noise is not suffi− ciently removed, whereas if it is too small, the regularised solution is over−smoothed.
In the dimensional analysis approach, the experimental data can be suitably reported in terms of the Nusselt and the Dean numbers, which are defined as follows
where G is the dimensionless curvature of the tube, i.e., the ratio of the tube diameter to the coil diameter; k f is the fluid thermal conductivity which is evaluated at the bulk temper− ature; and Re is the Reynolds number.
The variation of the convective heat transfer coefficient along the boundary of the duct section shows that in the fully developed heat transfer region h int is minimal near the intrados surface of the coil, whereas it reaches its maximum at the extrados surface because of the centrifugal force, which decreases the thickness of the thermal boundary layer [22] . The entire estimation procedure was repeated for dif− ferent experimental conditions.
To locally compare the estimated Nusselt number distri− butions for different De values, the shifting effect of the tor− sion was compensated by introducing a relative angle a* in the analysis, the origin of which was taken at the maximum temperature. Figure 14 reports the Nu/Nu max ratio for differ− ent Dean number values. Within the experimental uncer− tainty, it can be stated that this ratio is almost independent from the Dean number. Jayakumar et al. [21] made a similar observation for turbulent heat transfer in helical pipes.
From these data the best fit of the experimental distribu− tions can be derived which is compared to the theoretical solution presented by Yang et al. [24] in Fig. 15 . The com− parison shows satisfactory consistency, although some dis− crepancies are registered particularly close to the intrados wall surface. This discrepancy may occur because Yang et al. derived their data for a coiled tube with similar torsion value to that of the investigated tube here but for a fluid with a Prandtl number of 5.
Conclusions
A procedure to estimate the local convective heat transfer coefficient in coiled tubes has been presented and verified. To this aim, the temperature distribution on the external sur− face of a coiled wall was obtained using a high−precision infrared camera and used as input data to the inverse heat conduction problem in the wall with a filtering approach. To reconstruct the second derivative of the signal, a Gaussian filter was used because it was proven to be the most effec tive filter for this type of application [9] [10] [11] . The choice of the cut−off frequency, which is fundamental to the success of the estimation procedure, was based on the discrepancy principle. The presented estimation technique was experimentally assessed considering a fully developed laminar flow regime in coiled tubes in the Reynolds number range of 100-1100 and the Prandtl number range of 170-200. The results show that the convective heat transfer coefficient significantly varies along the boundary of the duct cross section. In fact, in the considered range for the dimensionless parameters, the Nusselt number at the extrados surface of the coil was approximately five times that at the intrados surface. This result is satisfactorily consistent with the available numeri− cal data in the scientific literature. 
