ABSTRACT. We present a local convergence analysis of generalized Newton methods for singular smooth and nonsmooth operator equations using adaptive constructs of outer inverses. We prove that for a solution x of F(x) = 0, there exists a ball S = S(x ; r), r > 0 such that for any starting point x 0 2 S the method converges to a solution x 2 S of ?F (x) = 0, where ? is a bounded linear operator that depends on the Fr echet derivative of F at x 0 or on a generalized Jacobian of F at x 0 . Point x may be di erent from x when x is not an isolated solution. Moreover, we prove that the convergence is quadratic if the operator is smooth, and superlinear if the operator is locally Lipschitz. These results are sharp in the sense that they reduce in the case of an invertible derivative or generalized derivative to earlier theorems with no additional assumptions. The results are illustrated by a system of smooth equations and a system of nonsmooth equations, each of which is equivalent to a nonlinear complementarity problem.
Introduction
Let X and Y be Banach spaces and let L(X; Y ) denote the set of all bounded linear operators on X into Y . Let F : X ! Y be a continuous function. We consider the nonlinear operator equation F(x) = 0; x 2 X:
(1:1) When X = Y , it is well-known that if F is Fr echet di erentiable and F 0 is locally Lipschitz and invertible at a solution x , then there exists a ball S(x ; r); r > 0 such that for any x 0 2 S(x ; r), the Newton method x k+1 = x k ? F 0 (x k ) ?1 F(x k )
(1:2) is quadratically convergent to x . See, e.g., 9, 27, 34] .
In the nonsmooth case, F 0 (x k ) may not exist. The generalized Newton method proposes to use generalized Jacobians of F to play the role of F 0 in the Newton method (1.2) in the nite dimensional case. Let F be a locally Lipschitzian mapping from R n into R m . Then Rademacher's theorem implies that F is almost everywhere di erentiable. Let D F be the set where F is di erentiable. Denote @ B F(x) = f lim x i !x x i 2D F rF(x i )g:
The generalized Jacobian of F at x 2 R n in the sense of Clarke 8 ] is equal to the convex hull of @ B F(x), @F(x) = conv@ B F(x); which is a nonempty convex compact set. The Newton method for nonsingular nonsmooth equations using the generalized Jacobian is de ned by x k+1 = x k ? V ?1 k F(x k ); V k 2 @F(x k ):
(1:3) A local superlinear convergence theorem is given in 33], where it is assumed that all V 2 @F(x ) are nonsingular. (1:4) and gave a local superlinear convergence theorem for method (1.4) . His theorem reduced the nonsingularity requirement on all members of @F(x ) to all members of @ B F(x ).
Another modi cation is an iteration function method introduced by Han, Pang and Rangaraj 13] using an iteration function G( ; ) : R n R n ! R n . If F has a one-sided directional derivative F 0 (x; d) := lim t#0
F(x + td) ? F(x) t (1:5) and G(x; d) = F 0 (x; d), a variant of the iteration function method can be de ned by ( solve F(x k ) + F 0 (x k ; d) = 0; set x k+1 = x k + d: (1:6) See also Pang 28] and Qi 31] . Methods (1.2), (1.3), (1.4) and (1.6) are very useful, but they are not applicable to the singular case. At each step in (1.2), (1.3) and (1.4) , the inverse of a Jacobian or a generalized Jacobian is required; in (1.6) a nonlinear equation is solved at each step (in the singular case, it may have no solutions). Often the inverse cannot be guaranteed to exist; singularity occurs in many applications. For example, we consider the nonlinear complementarity problem(NCP): For a given f : R n ! R n , nd x 2 R n such that x 0; f(x) 0 and x T f(x) = 0: Mangasarian 19] formulated the NCP in the case when f is Fr echet di erentiable as an equivalent system of smooth equations: F i (x) = (f i (x) ? x i ) 2 ? f i (x)jf i (x)j ? x i jx i j = 0; i = 1; 2; :::; n; (1:7) where f = (f 1 ; :::; f n ) T and let ij denote the Kronecker function. It is easy to show that the Jacobian of F := (F 1 ; :::;F n ) T at x is given by:
(1 ? sgn(f i (x))) + 2x i ij (1 ? sgn(x i )) ? 2f i (x) ij ? 2x i @f i (x) @x j i; j = 1; 2; :::; n:
The Jacobian rF(x) is singular when there is some degeneracy, i.e. x i = f i (x) = 0 for some i.
The NCP can also be formulated as a system of nonsmooth equations 28] :
F(x) = min(f(x); x) = 0; (1:8) where the \min" operator denotes the componentwise minimum of two vectors. It is hard to guarantee that all members of @ B F(x) are nonsingular when there is some nonsmoothness, i.e. x i = f i (x) and e i 6 = rf i (x) for some i, where e i is the i-th row of the identity matrix I 2 R n n .
In 5], Chen and Qi studied a parameterized Newton method:
where k is a parameter to ensure the existence of the inverse of V k + k I: The local superlinear convergence theorem in 5] requires all V 2 @ B F(x ) to be nonsingular.
In Newton-like methods for solving smooth and nonsmooth equations, e.g. quasiNewton methods and splitting methods, the Jacobian is often required to be nonsingular at a solution x to which the method is supposed to converge 4, 5, 6, 9, 15, 16, 27, 28, 32, 40] In this paper, for X = R n and Y = R m , we consider a generalized Newton method
where V k 2 @ B F(x k ) and V ] k denotes an outer inverse of V k . Newton's method for singular smooth equations using outer inverses
(1 :10) has been considered by Ben-Israel 2], Deu hard and Heindl 10] and Nashed 25] and more recently by Nashed and Chen 26] . Paper 26] presented a Kantorovichtype theorem (semilocal convergence) for Newton-like methods for singular smooth equations using outer inverses : if some conditions hold at the starting point x 0 , method (1.10) converges to a solution of F 0 (x 0 ) ] F(x) = 0. This paper establishes new results on Newton's method for smooth and nonsmooth equations. In particular we consider the behavior of methods (1.9) and (1.10) when the singularity occurs at a solution x which is close to the starting point.
In Section 2 we state the de nitions and properties of generalized gradients, semismooth functions and outer inverses. These results are used to analyze convergence of methods (1.9) and (1.10).
In Section 3 by using a Kantorovich-type theorem, we give a locally quadratic convergence theorem for Newton's method (1.10) in the following sense: for a solution x of (1.1), there is a ball S(x ; r) with r > 0 such that for any x 0 2 S(x ; r); Newton's method (1.10) with F 0 (x k ) ] = (I + F 0 (x 0 ) ] (F 0 (x k ) ? F 0 (x 0 ))) ?1 F 0 (x 0 ) ] converges quadratically to a solution x of F 0 (x 0 ) ] F(x) = 0. Here, x may be di erent from x , because of singularity, there is no guarantee for uniqueness of the solutions. This is a major di erence between singular and nonsingular equations.
In Section 4 by using a Mysovskii-type theorem we prove the superlinear convergence of method (1.9) for nonsmooth equations. Di culties in the analysis of method (1.9) for singular nonsmooth equations that have not been previously resolved in the literature arise from the fact that there are some singular elements V x 2 @ B F(x), so rank(V x ) are di erent and V ]
x V x 6 = I. Previous results for nonsingular equations require that all V x 2 @ B F(x) have full rank and V x V ?1 x = V ?1
x V x = I. We develop new techniques for considering singular nonsmooth equations. It is noteworthy that the solution to which our method converges (in both smooth and nonsmooth cases) need not be the original solution, and our method applies even when the solution set is locally a manifold of positive dimension.
In Section 5 we illustrate the singularity issue by numerical examples. We give numerical results for computing three examples of the NCP by methods (1.9) and (1.10) via a system of smooth equations (1.7) and a system of nonsmooth equations (1.8), respectively.
De nitions and lemmas on outer inverses and semismooth functions
Outer inverses of linear operators play a pivotal role in the formulation and convergence analysis of the iterative methods studied in this paper. Their role is derived from projectional properties of outer inverses and more importantly from perturbation and stability analysis of outer inverses. The strategy is based on Banach-type lemmas and perturbation bounds for outer inverses which show that the set of outer inverses (to a given bounded linear operator) admits selections that behave like bounded linear inverses, in contrast to inner inverses or generalized inverses which do not depend continuously on perturbations of the operators. This strategy was rst used in 26] to generate adaptive constructs of outer inverses that would lead to sharp convergence results. Lemmas 2.1-2.4 below summarize important perturbation bounds and projectional properties of outer inverses which are used in the convergence analysis. For detailed proofs and related properties and references, For nonsmooth problems, we consider functions which are semismooth. We now recall two de nitions and an important property related to this class of functions.
De nition 2.5. A function F : R n ! R m is said to be B-di erentiable at a point x if F has a one-sided directional derivative F 0 (x; h) at x (see (1.5)) and
We may write (2.1) as F( In this section we give two local convergence theorems for method (1.10) by using the following Kantorovich-type theorem (semilocal convergence). Since F is continuous at x , there exists a ball S(x ; r) D; 0 < r r, such that for any x 2 S(x ; r), jjF(x)jj < :
By Lemma 2.1, we have that
is an outer inverse of F 0 (x) and jjF 0 ( 
Now we prove that the convergence rate is quadratic.
we have 
; we obtain F 0 (x k ) ] F( x ) = 0 and Remark 3.6. Rall 34] 
Local convergence for nonsmooth equations
In this section, we consider method (1.9) for singular nonsmooth equations with X = R n and Y = R m . The discussion in this section is presented in nite dimensional spaces since for technical reasons we wish to con ne ourselves to the notion of the generalized derivative of locally Lipschitzian mappings. Furthermore, because we could not restrict jjV x ? V y jj by jjx ? yjj for nonsmooth operators, Lemma 2.1 could not be used to construct V k from V 0 . A Kantorovich-type theorem is di cult to establish for local analysis of singular nonsmooth equations. For overcoming the di culty, we use a Mysovskii-type theorem 27] to give a local convergence theorem for singular nonsmooth equations.
First, we give a Mysovskii theorem(semilocal convergence) for singular nonsmooth equations. 
Examples and numerical experiments
In this section we give methods for constructing outer inverses which are needed in the theorems and illustrate our results with three examples from nonlinear complementarity problems. The rst example compares the theorems given in this paper with earlier results. The second example shows how outer inverses apply while generalized inverses fail for Newton's method. The third example tests the methods (1.9) and (1.10) for problems with di erent dimensions. The performance of algorithms is given by using Matlab 4.2c on a Sun 2000 workstation.
Calculation of outer inverses
Methods for constructing outer inverses of a given matrix or a linear operator are given in 2, 23, 24, 26] . For the case of an m n matrix A with rank r > 0, we have a method using singular value decomposition (SVD). Let A = V U T , where is a diagonal matrix of the same size as A and with nonnegative diagonal elements in decreasing order, V and U are m m and n n orthogonal matrices, respectively. Let 
Numerical examples
As we stated in Section 1, a nonlinear complementarity problem (NCP) can be formulated as a system of smooth equations by (1.7) and also as a system of nonsmooth equations by (1.8) . We can solve the smooth equations (1.7) by method (1.10) and the nonsmooth equations (1.8) by method (1.9). The singularity occurs very often in solving these two systems. It is interesting to see how to overcome the singularity by methods (1.9) and (1.10) where A and B are n n matrices, c 2 R n is a vector and x 2 = (x 2 i ) 2 R n .
We rst randomly generate singular matrices A and B, and a nonnegative vector x which has some zero elements. Then we choose c such that x is a solution of a NCP with f(x) = Ax 2 +Bx+c: The problem is randomly generated but with known solution characteristic and singularity, so we can test the e ciency of methods (1.9) and (1.10). Table 1 summarizes computational results with di erent n. Also we choose n = 100, x 0 = x +random vector and show jjF 0 (x k ) ] F(x k )jj; jjV ] k F(x k )jj and convergence rate jjF(x k+1 )jj=jjx k+1 ? x k jj in Figure 1 .
Concluding Remarks.
In this paper, we discussed local convergence of Newton's method for singular smooth and nonsmooth equations, respectively. These results generalize and extend earlier results on nonsingular smooth and nonsmooth equations. Singularity occurs in many areas of optimization and numerical analysis. mentioned that the singularity badly a ected the convergence of the NE/SQP method for the nonlinear complementarity problem in a number of numerical examples. The results in this paper present a strategy to treat singularity and to guarantee convergence of Newton's method and related iterative methods. Some of our results are also stronger than earlier results in the nonsingular case since they involve weaker assumptions. 
