Caselles, Morel and Sbert [8] , the transportation process [6] (the first high-order PDE model), the diffusion process [12] , and their combination [5, 11] . The second category includes all variational models simulating the unique macro-inpainting mechanism: "best guess," or the Bayesian framework [17, 24, 36] . The latter includes the total variation model [13, 10, 40, 41] , the functionalized elastica model [9, 33] , the value-and-direction joint model [4] , and the active contour model based on Mumford and Shah's segmentation [43] . The Bayesian view on this category is also explained in the recent work of Chan, Kang, and Shen [9] , and the underlying philosophy is indeed simple and intuitive: the way we (human inpainters) inpaint an incomplete picture mostly depends on two factors -how we read the existing part of the picture (i.e. data model), and what class of images we believe the picture belongs to (i.e.
image model).
For the latter, for examples, most windows and buildings have rectangular outlines, while tomatoes, potatoes, apples, and bottles in a kitchen are mostly round and smooth [38] . Such prior knowledge (or image model) is crucial for effectual inpainting.
The present work belongs to the latter category, and is intended to contribute to the further development of a key idea that first appeared in the recent works of Chan and Shen [10] , and Tsai, Yezzi, and Willsky [43] .
We propose two inpainting schemes based on the Mumford-Shah image model [37] , and its high-order correction, the Mumford-Shah-Euler image model. The latter improves the former by replacing the embedded straight-line curve model with Euler's elastica [29] . Euler's elastica was first introduced by Mumford [35] into computer vision as a curve model, and has recently found its effective application in image inpainting through direct functionalization [9, 33] .
The news about inpainting based on the Mumford-Shah image model (as first proposed in [10, 43] ) is mixed. The positive side is its lower order of complexity in terms of approximation and computation (Section 2). But unlike its effectiveness in the conventional application of segmentation and denoising (March and Dozio [30, 31] , and Chan and Vese [14] , for examples), the Mumford-Shah image model has its inherent deficiency for inpainting, as will be explained in Section 3 through two typical examples. The inpainting model based on the Mumford-Shah-Euler image model is designed to remedy such deficiency, and produce more natural visual effect (Section 4).
To turn these models to practical digital schemes, we seek help from the -convergence results of Ambrosio and Tortorelli [1, 2] for the Mumford-Shah image model, and De Giorgi [18] for Euler's elastica. We explain why the -convergence approximations appear to be more natural for inpainting than for segmentation and denoising. We also discuss the stable and efficient numerical implementation of the elliptic systems derived from these approximate models, as inspired by March and Dozio's similar earlier works on segmentation [30, 31] .
These are written into Section 2 and 4.
Parallel to the level-set formulation in [14, 43] for Mumford-Shah segmentation, in Section 4, we present the level-set formulation for inpainting based on the Mumford-Shah-Euler image model, and discuss some of the related computational issues.
The summary and conclusion consist into Section 5. This completes our introduction to the main content and organization of the paper. 
, but with # fixed as known. This is to imitate the symbol of conditional probability or expectation in probability theory (but without normalization).
It is our best wish, that the current work, together with the efforts of all the authors whose works have been just mentioned, can generate further attention and interest from the applied mathematics community. 
Inpainting via Mumford-Shah
. Then the data model can be written as:
The image model that Mumford and Shah [37] proposed for segmentation is the object-edge model:
where denotes the edge collection, y the one dimensional Hausdorff measure, which generalizes the length notion for regular curves. In fact, in most segmentation applications, especially in numerical computation [14, 43] 
The idea first appeared in the recent works of Tsai, Yezzi, Willsky [43] , and Chan and Shen [10] . In [10] , it was introduced as an alternative to the TV inpainting model. In [43] , it serves as one of the major examples and applications for the numerical active contour algorithm.
In the current section, we propose to apply the -convergence approximation of
to inpainting (2.3), as initially studied by Ambrosio and Tortorelli in the context of image segmentation. We shall explain why such approximation becomes more ideal for inpainting than for the original segmentation task. More importantly, the Ambrosio-Tortorelli approximation leads to a very simple inpainting algorithm, and its rapid numerical convergence.
In the Ambrosio-Tortorelli's -convergence approximation, the edge set is approximated by its "signature" function ¢ ¡ :
is an approximation to the Dirac delta measure of -
where is the arc-length parameter. Therefore,
const.
In fact, in Ambrosio-Tortorelli's approximation [1, 2] , is taken to be 2, and 
The disadvantage of the approximation is that the edges in the image are represented by diffuse interfaces as opposed to sharp ones. As mentioned above, the transition bandwidth of the edge signature is of order . Even though needs to be small in theory, the numerical grid size imposes a lower bound -we found that for a reliable approximation and a stable scheme, the transition band must be sufficiently resolved. As a result, numerically feasible 's lead to quite diffuse transitions and increase the uncertainty of the edge locations.
But the enormous gain of the approximate model lies in that it is an elliptic integral of and , and can be easily solved numerically using either the finite element or the finite difference methods (March [30] , for example).
For segmentation, the disadvantage can sometimes be influential since high resolution of the edge layout is indeed needed (such as in the disocclusion application of Nitzberg,
Mumford, and Shiota [38] , and for accurately estimating the growth rate of a certain species of cells under a fixed microscopic view in medical image processing). For inpainting, however, the only concern is the restored image Another notable advantage over the level-set algorithm is that the function makes it unnecessary to assign multiphase level-set functions, or equivalently, it does not need to deal with the four-color problem mentioned in [14] .
In summary, we propose to carry out inpainting by minimizing the -convergence approximation of the exact model (2.3)
Taking variations on and separately yields the Euler-Lagrange system:
with the natural adiabatic boundary conditions (due to the boundary integrals coming from integration-by-parts):
Define two differential operators acting on and separately: This coupled system can be solved easily by any efficient elliptic solver and an iterative scheme such as the sequential strategy:
and the parallel strategy:
Compared with March's approach for segmentation [30] , this scheme is more stable and converges faster.
We have included in this section two numerical examples based on model (2.5) and its associated elliptic system (2.11). Figure 2 .1 is a typical example in the inpainting literature [6, 10] , of which the inpainting domain carries complicated topology (e.g., non-convex and not simply connected). The advantage of the numerical PDE approach, as compared with the dynamic programming algorithm of Masnou and Morel [33] , is its capability of automatic filling regardless the shape and topology of the inpainting domain. The second example in Shen [10] , and are parallel to those of the TV inpainting model [10] .
In Mumford and Shah's object-edge image model:
the preferable edge curves are those which have the shortest length. Therefore, without other types of constraints, it favors straight edges. In the classical segmentation and denoising application, the straight-line curve model is well balanced by the data model (or the fidelity term):
For examples, we are still able to observe smoothly curved edges for blood cells in medical image processing, or for images with apples or tomatoes (check the top row of Figure 3 .1).
The situation changes for inpainting, of which the image model is solely responsible for the reconstruction on the inpainting domain © . We explain the resulting defects through two typical phenomena and examples in the inpainting literature. In Chan, Kang and Shen's work [9, 12] , this phenomenon is said to violate the Connec- [38] ) shows that human observers mostly seem to prefer the connected outputs, and are not so sensitive to the aspect ratio.
(ii) In applications, an image often contains "objects" with a large dynamic range of scales.
Thus in most inpainting problems [5, 10] , it is commonly observed that "slim" objects such as decorating lines, thin stripes, or simple fiber-like textures are broken by an inpainting domain even though the latter has a moderate size to human observers. Thus connection should be generally encouraged.
Though the two artifacts ( 
2). Our next image model thus
incorporates an improved curve model -Euler's elastica [9, 35] , and is called the Mumford-
Shah-Euler image model for the ease of reference.
Finally, we must point out that, despite the artifacts that the Mumford-Shah image model may produce, it is still an attractive one for digital inpainting due to the lower complexity of the associated differential equations and their fast computational schemes. It can at least supply high-quality initial guesses for computationally more costly inpainting schemes. On the other hand, for the recent noval applications in digital zooming and super-resolution [10] , such lower order model is indeed already sufficient due to the local nature of these problems. model the shape of a thin and torsion-free rod [29] . In approximation theory, Birkhoff and
Inpainting via
De Boor [7] referred to it as "nonlinear spline" for data fitting or interpolation, as compared to the classical polynomial based (linear) splines. Recently, Masnou and Morel [33] , and Chan, Kang, and Shen [9] "lifted" the elastica curve model to an image model by direct functionalization, and applied it to disocclusion and image inpainting.
We shall call the modified energy
the Mumford-Shah-Euler image model in this paper. The corresponding inpainting model becomes:
For a given edge layout , the Euler-Lagrange equation for can be worked out to be [9, 35, 28] : 
For simplicity, we have assumed that the edge layout is smooth enough.
Computationally, the elliptic equation Due to the presence of the curvature term and its second derivative, the numerical implementation of (4.6) is much more involved than the conventional mean curvature motion. In what follows, we discuss two approaches: the level-set method of Osher and Sethian [39] , and the method similar to Section 2 based on the -convergence approximation of De Giorgi [18] . 
The level-set formulation of Osher and
For the elastica curve model, according to the similar idea of the co-area formula in the space of bounded variations (Giusti [19] ), we have (as applied to the BV function
Here is the Dirac delta function, and the derivatives are understood formally, or in the weak-limit sense via the Gaussian convolution (denoted by ) kernel
. In numerical implementation, as Chan and Vese [14] practiced, the Dirac delta function is replaced by its -approximation
for any numerically friendly positive function © with a bell-shape and normalized total integral.
Therefore, the level-set representation of
as assembled from (4.7), (4.8), and the original fidelity term, which is now expressed by . Various computational techniques are available to carry out the extension, as discussed in detail in [14] . For the flux flow £ , one can benefit from the numerical (finite differencing) techniques described in [9] .
We refer to Chan and Vese's recent works [14] for further detail regarding other computational issues such as the re-initialization process. Due to the less common fourth-order (nonlinear) term related to the curvature, the level-set computation is however costly and slow.
Thus, in the coming subsection, we seek an alternative computational strategy that is based on the "elliptic" approximation of the curvature term, as initially proposed by De
Giorgi [18] . 
Remarkably, the computational challenge does not end in the ! th order Eq. Therefore, in the subsequent future sibling work, we shall discuss in much detail and more systematically how to computationally overcome such energy barriers. The potential techniques include: Gaussian-smoothing (as in Molecular Dynamics [34] ), the multiresolution approach (as in Tsai, Yezzi, and Willsky [43] ), the re-initialization or sharpening technique (as in the level-set method of Osher and Sethian [39] ), and the CDD technique (curvature driven diffusion, as in Chan and Shen [12] ). based on the Mumford-Shah image model [37] , and its high-order correction, the MumfordShah-Euler image model. Our work extends and deepens the recent works of Tsai, Yezzi, and
Willsky [43] , and Chan and Shen [10] .
We have explained from the viewpoint of image processing and vision analysis why the Mumford-Shah image model performs very well for segmentation and denoising, yet is insufficient for the inpainting application. Following Mumford's proposal of Euler's elastica curve model in computer vision [35] , and its recent applications by Masnou and Morel [33] , and Chan, Kang, and Shen [9] , we propose to incorporate the elastica curve model into the
Mumford-Shah image model to have a more effective image model for inpainting, for which we have coined the name -the Mumford-Shah-Euler image model.
We have introduced computational schemes for our inpainting models, based on the level-set method of Osher and Sethian [39] , and the -convergence approximation of Ambrosio and Tortorelli [1, 2] , and De Giorgi [18] . We have explained why working with an edge signature function , instead of directly with the edge set itself, is more suitable for inpainting than for segmentation. Numerical schemes based on the -convergence approximation are much simpler and converge faster. We thus have found a natural application for the high order -convergence theory of De Giorgi, and its recent numerical implementation by March and Dozio [30, 31] .
Our future research along this direction will be mainly targeted at solving the problem of energy wells of the inpainting energy, as discussed in the end of Section 4.
