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LOCAL REGULARITY OF THE BERGMAN PROJECTION ON A CLASS OF
PSEUDOCONVEX DOMAINS OF FINITE TYPE
TRAN VU KHANH AND ANDREW RAICH
Abstract. The purpose of this paper is to prove Lp-Sobolev and Ho¨lder estimates for the Bergman
projection on a class of pseudoconvex domains that admit a “good” dilation and satisfy Bell-
Ligocka’s Condition R. We prove that this class of domains includes the h-extendible domains, a
large class of weakly pseudoconvex domains of finite type.
1. Introduction
Let Ω be a bounded pseudoconvex domain in Cn with smooth boundary bΩ. The Bergman
projection B = BΩ is one of the fundamental objects associated to Ω; it is the orthogonal projection
of L2(Ω) onto the closed subspace of square-integrable holomorphic functions on Ω. We can express
the Bergman projection via the integral representation
Bv(z) =
∫
Ω
B(z, w)v(w) dw,
where dw is the Lebesgue measure on Ω, and the integral kernel B is called the Bergman kernel.
Since the Bergman projection is defined abstractly on L2(Ω), basic questions about B are the
local and global regularity and estimates in other spaces, namely
(1) C∞ and L2s, and
(2) Lps (p 6= 2) and the Ho¨lder continuous functions Λs.
Although when Ω is of finite type (see [D’A82]), Question 1 has been completely answered
[Cat83, Cat87, KN65, FK72], we focus on aspects of the problem that relate directly to the Bergman
projection and tools that we can apply in Lps(Ω) and Ho¨lder spaces. Condition R is a well known
property introduced by Bell and Ligocka [BL80] to study the smoothness of biholomorphic mappings
and is intimately connected with Question 1. We will introduce a local version and refer to original
as global Condition R. Specifically, for a domain Ω ⊂ Cn, we say that Ω satisfies global Condition
R if for any s ≥ 0 there is M =Ms such that
‖Bu‖L2s(Ω) ≤ cs‖u‖L2s+M (Ω)
for any u ∈ L2s+M(Ω).
Global Condition R suggests the following local version. For a domain Ω ⊂ Cn with z0 ∈ Ω, we
say that Ω satisfies local Condition R at z0 if there exists a neighborhood U of z0 such that for any
s,m ≥ 0 there is M =Ms,m and a constant c = cs,M > 0 such that
‖χ1Bu‖
2
L2s(Ω)
≤ c‖χ2u‖
2
L2
s+M (Ω)
+ ‖χ3Bu‖
2
L2−m(Ω)
(1.1)
for any u ∈ L2s+M(V ∩ Ω) ∩ L
2(Ω), where χj ∈ C
∞
c (U), j = 1, 2, 3 and χj ≺ χj+1.
We will use the following notation throughout this paper. For cutoff functions χ, χ′ ∈ C∞c (U),
we write χ ≺ χ′ if χ′ = 1 on supp(χ). We use the notation a . b (respectively, a & b) if there
exists a global constant c > 0 so that a ≤ cb (respectively, a ≥ cb). Moreover, we will use ≈ for the
combination of . and &. Also, Lps(Ω) are the usual Lp-Sobolev spaces of order s on Ω. The space
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Lp
′
−s(Ω) is the dual space of (L
p
s(Ω))0, which is the closure of C
∞
c (Ω) in L
p
s(Ω). Here, p and p′ are
Ho¨lder conjugates.
Global Condition R often arises as a consequence of estimates used to prove global regularity for
the ∂¯-Neumann operator. In particular, compactness estimates (which themselves are a consequence
of Catlin’s Property (P) or McNeal’s Property (P˜ ) or the existence of a plurisubharmonic defining
functions both imply the global regularity of the ∂¯-Neumann operator [Cat84, McN02, BS91]. See
[Str08, Har11] for more general sufficient conditions for global regularity.
Similarly, local Condition R is a consequence of the local regularity theory for the ∂¯-Neumann
problem. It is classical that subelliptic estimate for the ∂¯-Neumann problem implies this local
property [KN65, FK72]. Subellipticity itself is equivalent to a finite type condition on the boundary
[Cat83, Cat87].
The positive answer of (2) has been obtained when Ω is of finite type and satisfies the one of the
following settings:
1. strongly pseudoconvex [FS74, PS77].
2. pseudoconvex in C2 [Chr88, FK88a, FK88b, McN89, NRSW89, CNS92]
3. pseudoconvex in Cn whose Levi-form has comparable eigenvalues [Koe02], or one degenerate
eigenvalue [Mac88].
4. decoupled [FKM90, CD06, NS06].
5. convex in Cn [McN94, MS94, MS97].
The purpose of this paper is to give a full answer to Question 2 for a class of pseudoconvex
domains of finite type that admit a good anisotropic dilation, and these scalings turn out to be
closely related to Catlin’s multitype. This class of domains includes h-extendible domains (defined
below) as well as types 1-4 above [Yu94, Yu95].
Recall that a defining function ρ for a domain Ω ⊂ Cn is a C1 function defined on a neighborhood
of Ω¯ so that Ω = {z ∈ Cn : ρ(z) < 0}, bΩ = {z ∈ Cn : ρ(z) = 0}, and ∇ρ 6= 0 on bΩ. In this paper,
we reserve r = rΩ for the signed distance to the boundary function.
Definition 1.1. Let Ω be a pseudoconvex domain in Cn with smooth boundary bΩ. Let z0 ∈ bΩ
and z = (z1, . . . , zn) be coordinates so that z0 is the origin and Re z1 is the real normal direction
to bΩ at z0. We say that Ω has a good anisotropic dilation at z0 if there exist smooth, increasing
functions φj : (0, 1)→ R
+, j = 1, . . . , n, so that
φj(δ)
δ is decreasing and φ1(δ) := δ and for any small
δ > 0, the anisotropic dilation
zˆ = Φδ(z) =
( z1
φ1(δ)
, . . . ,
zn
φn(δ)
)
: Cn → Cn
satisfies two conditions:
(1) For each j, the inequality ∣∣∣∣ ∂r∂zj (z)
∣∣∣∣ . δφj(δ)
holds for all z ∈ Φ−1δ (B(0, 1)).
(2) The Bergman operator Bδ of the scaled domain Ωδ := Φδ(Ω) satisfies the local Condition
R at zˆ0 = Φδ(z0) with uniform estimates on δ. This means that there exist a neighborhood
U of zˆ0 (independence of δ) such that for any χj ∈ C
∞
c (U) such that χ1 ≺ χ2 ≺ χ3 and for
any s,m > 0 there exists M =Ms,m such that
‖χ1Bδu‖
2
L2s(Ωδ)
≤ cs
(
‖χ2u‖
2
L2
s+M (Ωδ)
+ ‖χ3Bδu‖
2
L2−m(Ωδ)
)
(1.2)
holds for any u ∈ L2s+M(U ∩Ωδ) ∩ L
2(Ωδ), where the constant cs is independent of δ.
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The non-isotropic distance from z to w with respect to this dilation is defined by
δNI(z, w) := max{φ
∗
1(|z1 − w1|), . . . , φ
∗
n(|zn − wn|), |r(z)|, r(w)},
where ∗ denotes the function inversion operator, i.e., φ∗(φ(z)) = z. Our first goal of this paper is
the estimates for derivatives of the Bergman kernel.
Theorem 1.2. Let Ω be a pseudoconvex domain in Cn and z0 be a boundary point. Assume that
Ω has a good anisotropic dilation Φδ(z) = (
z1
φ1(δ)
, . . . , znφn(δ) ) at z0. Then there exists a neighborhood
U of z0 such that ∣∣∣(Πnj=1Dαjzj ,w¯j)B(z, w)∣∣∣ ≤ c
n∏
j=1
(φj(δNI(z, w)))
−2−αj
for any (z, w) ∈ (Ω¯∩U)×(Ω¯∩U)\{diagonal} and any nonnegative integers α1, . . . αn. The constant
c is independent of z, w.
The second goal of this paper is to establish local Lp-Sobolev and Ho¨lder estimates for the
Bergman projection.
Theorem 1.3. Let Ω be a smooth, bounded, pseudoconvex domain in Cn and let z0 ∈ bΩ. Assume
that Ω has a good anisotropic dilation and satisfies global Condition R. Then the Bergman projection
B is locally regular in both Lps with s ≥ 0, p ∈ (1,∞) and Λs with s > 0 near z0.
Namely, there exists U ⊂ Cn so that whenever χ0, χ1 ∈ C
∞
c (U) with χ0 ≺ χ1 and χ0 ≡ 1 near
z0, there exists constants cs, cs,p > 0 so that
‖χ0Bv‖Lps(Ω) ≤ cs,p
(
‖χ1v‖Lps(Ω) + ‖v‖Lp0(Ω)
)
for any v ∈ Lps(Ω ∩ U) ∩ Lp(Ω), s ≥ 0 and p ∈ (1,∞); and
‖χ0Bv‖Λs(Ω) ≤ cs
(
‖χ1v‖Λs(Ω) + ‖v‖L∞(Ω)
)
for any v ∈ Λs(Ω ∩ U) ∩ L
∞(Ω) and s > 0.
We remind the reader of the definition of the Ho¨lder spaces Λs(Ω) below (Definition 4.3).
We now turn to applications of Theorem 1.3. Let Ω be a pseudoconvex domain in Cn and p
be a boundary point. There are several notions of the “type” of a point that aim to measure the
curvature of bΩ at p. Two of the most widely known are the
• D’Angelo (multi)-type, ∆(p) = (∆n(p), . . . ,∆1(p)) where ∆k(p) is the k-type, which mea-
sures the maximal order of contact of k-dimensional varieties with bΩ at p; and
• Catlin multitype, M = (m1, . . . ,mn), where mk is the optimal weight assigned to the
coordinate direction zk.
With these definitions, ∆n(p) = m1 = 1. In [Cat87], Catlin proved that M(p) ≤ ∆(p) in the sense
that mn−k+1(p) ≤ ∆k(p) <∞ for 1 ≤ k ≤ n. The following definition is given by Yu:
Definition 1.4. A pseudoconvex domain is called to be an h-extendible domain at p if ∆(p) =
M(p). If Ω is h-extendible at p, M(p) is called the multitype at p.
In [Yu94], Yu proves h-extendibility at p is equivalent to the existence of coordinates z = (z1, z
′)
centered at p and a defining function ρ that can be expanded near 0 as follows:
ρ(z) = Re z1 + P (z
′) +R(z).
Here P is a ( 1m2 , . . . ,
1
mn
)-homogeneous plurisubharmonic polynomial, i.e.,
P (δ1/m2z2, . . . , δ
1/mnzn) = δP (z2, . . . , zn) (1.3)
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and contains no pluriharmonic terms. The function R is smooth and satisfies
R(z) = o

 n∑
j=1
|zj |
mj+η

 (1.4)
for some η > 0.
The h-extendible property allows for a pseudoconvex domain Ω to be approximated by a pseu-
doconvex domain from the outside. See [BSY95, Yu94, Yu95] for a discussion.
Corollary 1.5. Let Ω be a pseudoconvex domain in Cn and z0 be a boundary point. Assume that
Ω satisfies the global Condition R is h-extendible at z0. Then the conclusion of Theorem 1.3 holds.
The paper is organized as follows. In Section 2, we recall results on local L2s estimates and C
∞-
regularity for the ∂¯-Neumann operator and the Bergman projection. In Section 3, we give a proof
of Theorem 1.2. In Section 4, we prove Theorem 1.3. In Section 5, we prove Corollary 1.5.
Acknowledgements
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2. Uniform estimates on the Bergman kernel
2.1. The smoothness of kernels: local behavior. In this section, Ω is a smooth, bounded
pseudoconvex domain and z0 ∈ bΩ is a point at which the local Condition R holds. We start our
estimate of the Bergman kernel by proving that B(z, w) is smooth near the diagonal and satisfies
uniform estimates when the points z and w are a uniform distance apart.
Theorem 2.1. Let Ω ⊂ Cn be a smooth, bounded pseudoconvex domain satisfies local Condition R
at z0 ∈ bΩ. Then the Bergman kernel is smooth on ((Ω¯ ∩ U) × (Ω¯ ∩ U)) \ {Diagonal of bΩ ∩ U}.
Moreover, for any (z, w) ∈ ((Ω¯ ∩ U)× (Ω¯ ∩ U)) if the isotropic distance of Ω
δI(z, w) := max{|r(z)|, |r(w)|, |z − w|} & 1
then
|DαzD
β
w¯B(z, w)| ≤ cα,β,U
where cα,β,U is independent of z, w.
Proof. We wish to apply B to a smoothly approximated Dirac delta function, so we let ψ ∈
C∞c (B(0, 1)) where ψ ≥ 0, radial, and
∫
Cn
ψ dw = 1. Fix w ∈ Ω and set ψt(ζ) = t
−2nψ((ζ − w)/t).
When z 6= w, the fact that B(z, w) is harmonic in w means that for t small enough
Dβw¯B(z, w) =
∫
Cn
B(z, ζ)Dβw¯ψt(ζ) dζ = (−1)
|β|
∫
Cn
B(z, ζ)Dβ
ζ¯
ψt(ζ) dζ = (−1)
|β|(BDβψt)(z).
Since the Bergman operator is locally C∞ regularity,
DαzD
β
w¯B(z, w) = (−1)
|β|(DαBDβψt)(z) ∈ C
∞(Ω¯ ∩ U)
The hypothesis δI(z, w) ≈ 1 implies that either |z − w| ≈ 1, |r(z)| ≈ 1, or |r(z)| ≈ 1.
Case 1: |z − w| ≈ 1. We choose ǫ sufficiently small such that B(z, 2ǫ) ∩ B(w, 2ǫ) = ∅ and
B(z, 2ǫ), B(w, 2ǫ) ⊂ U . Let χ1 ≺ χ2 ≺ χ3 such that χ1 = 1 on B(z, ǫ) and supp(χ3) ⊂ B(z, 2ǫ). By
Sobolev Lemma, we have (for t < ǫ/2)
|DαzD
β
w¯B(z, w)| ≤ sup
ξ∈B(z,ǫ)∩Ω¯
|DαzD
β
w¯B(ξ, w)| . ‖χ1BD
βψt‖L2
2n+|α|
(Ω). (2.1)
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Using (1.1) for u = Dβψt, we obtain
‖χ1BD
βψt‖L2
2n+|α|
(Ω) . ‖χ2D
βψt‖L2s(Ω) + ‖χ3BD
βψt‖L2(Ω)
= ‖χ3BD
βψt‖L2(Ω)
where s depends on 2n + |α|. Here the equality follows by supp(χj) ∩ supp(ψt) = ∅. On the other
hand, by the density of smooth, compactly supported forms in L2(Ω)(0,1),
‖χ3BD
βψt‖L2(Ω) = sup{|(χ3BD
βψt, v)L2(Ω)| : ‖v‖L2(Ω) ≤ 1, v ∈ C
∞
c (Ω)
(0,1)}.
Using the self-adjointness of B and the pairing of (L22n(Ω))0 with its dual L
2
−2n(Ω), we have
|(χ3BD
βψt, v)L2(Ω)| =|(ψt,D
βBχ3v)L2(Ω)|
=|(ψt, χ˜1D
βBχ3v)L2(Ω)|
=‖ψt‖L2−2n(Ω)‖χ˜1D
βBχ3v‖L22n(Ω),
where χ˜1 is chosen such that χ˜1 = 1 on B(w, ǫ) and χ˜1 ≺ χ˜2 ≺ χ˜3 with supp(χ˜3) ⊂ B(w, 2ǫ);
in particular, supp(χ˜2) ∩ supp(χ3) = ∅. Since ψt → δw in (C
0(Cn))∗ and L22n(C
n) ⊂ C00 (C
n) by
Sobolev’s Lemma, it follows from duality that
‖ψt‖L2−2n(Ω) . 1.
By a second application of the inequality (1.1) for cut-off functions χ˜1, χ˜2 and χ˜3 and the fact that
χ˜2χ3 = 0 by support considerations, we obtain
‖χ˜1D
βBχ3v‖L22n(Ω) . ‖χ˜2χ3v‖L2s˜(Ω) + ‖χ˜3Bχ3v‖L2(Ω)
= ‖χ˜3Bχ3v‖L2(Ω) ≤ ‖Bχ3v‖L2(Ω) ≤ ‖χ3v‖L2(Ω) ≤ 1,
(2.2)
since B is an orthogonal projection on L2(Ω).
Case 2: |r(z)| ≈ 1 or |r(w)| ≈ 1. Assume |r(z)| ≈ 1. If w is near the boundary then |z−w| ≈ 1,
and the conclusion follows from Case 1. Otherwise z is near w, and we can use the interior elliptic
regularity of the ∂¯-Neumann problem to obtain
|DαzD
β
w¯B(z, w)| ≤ cα,β
where cα,β is independent of both z, w and the diameter of Ω when |r(z)| ≈ |r(w)| ≈ 1 (see [Ker72,
Theorem 1]).
This completes the proof of Theorem 2.1. 
2.2. The smoothness of kernels: local/nonlocal. In this subsection we state and prove the
smoothness of the Bergman kernel in the case that one point is in a neighborhood of the point
at which the f -property holds and the other is not. In this subsection, we observe that our esti-
mates may depend on diameter of Ω, however, we will only apply these estimates for a fixed domain.
Theorem 2.2. Let Ω be a pseudoconvex domain. Assume that local Condition R holds at z0 ∈ bΩ,
and global Condition R holds for Ω. Then there exists a neighborhood U of z0 such that the Bergman
kernel is smooth on ((Ω¯∩U)× Ω¯)\{Diagonal of bΩ ∩ U}. Moreover, for any (z, w) ∈ ((Ω¯∩U)× Ω¯)
if
|z − w| & 1,
then we have
|DαzD
β
w¯B(z, w)| ≤ cα,β
where cα,β is independent of z, w.
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Proof. Adopting the notation and argument from the first part of the proof of Theorem 2.1, we
have
|DαzD
β
w¯B(z, w)| ≤ ‖χ1BD
βψt‖L2
2n+|α|
(Ω)
. ‖χ2D
βψt‖L2s(Ω) + ‖χ3BD
βψt‖L2−m(Ω)
= ‖χ3BD
βψt‖L2−m(Ω)
where m will be chosen later. However,
‖BDβψt‖L2−m(Ω) = sup{|(BD
βψt, v)L2(Ω)| : ‖v‖L2m(Ω) ≤ 1}
= sup{|(ψt,D
βBv)L2(Ω)| : ‖v‖L2m(Ω) ≤ 1}
≤ sup{‖ψt‖L2−2n(Ω)‖Bv‖L22n+|β|(Ω)
: ‖v‖L2m(Ω) ≤ 1}
. sup{‖v‖L2
2n+|β|+M
(Ω) : ‖v‖L2m(Ω) ≤ 1}
. 1,
where the second inequality follows from the facts that ‖ψt‖L2−2n(Ω) . 1 and the global Condition
R with the choice m ≥ 2n+ |β|+M . 
Remark 2.3. In [Boa87], Boas proved a result similar to Theorem 2.2 with stronger hypothesis that
z ∈ bΩ is a point of finite type and Catlin’s Property (P ) holds.
3. Proof of Theorem 1.2
The following lemma follows easily by the definitions.
Lemma 3.1. Let zˆ := Φδ(z), uˆ(zˆ) := u(z). Then, any z ∈ U
(
Πnj=1D
αj
zj
)
u(z) =

 n∏
j=1
(φj(δ))
−αj

(Πnj=1Dαjzˆj
)
uˆ(zˆ).
Proof of Theorem 1.2 for the Bergman kernel. For z, w ∈ Ω¯∩U , denote zˆ = Φδ(z), wˆ = Φδ(w). By
the transformation law for the Bergman kernel under biholomorphic mappings, we have
BΩ(z, w) = detJCΦδ(z)BΩˆ(zˆ, wˆ)detJCΦδ(w) =
n∏
j=1
(φj(δ))
−2 BΩˆ(zˆ, wˆ). (3.1)
Next, fix (z, w) ∈ ((Ω¯ ∩ U)× (Ω¯ ∩ U)) \ {diagonal of bΩ} and choose
δ = δNI,Ω(z, w) = max{φ
∗
1(|z1 − w1|), . . . , φ
∗
n(|zn − wn|), |r(z)|, r(w)}.
the non-isotropic distance of Ω from z to w. Combining (3.1) with Lemma 3.1, we obtain
(Πnj=1D
αj
zj ,w¯j)B(z, w) =
n∏
j=1
(φj(δNI(z, w)))
−2−αj
(
Πnj=1D
αj
zˆj ,wˆj
)
BΩˆ(zˆ, wˆ).
Define rδ(zˆ) :=
1
δ r(Φ
−1
δ (zˆ)) for zˆ ∈ C
n . Then the function rδ is a defining function of Ωδ. Moreover,
for any j = 1, . . . , n we have∣∣∣∣∂rδ∂zˆj
∣∣∣∣ =
∣∣∣∣∣φj(δ)δ ∂r(Φ
−1
δ (zˆ))
∂zj
∣∣∣∣∣ . 1, for any zˆ ∈ B(0, 1),
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where the inequality follows by Definition 1.1, part 1. In fact, when j = 1, the inequality . can be
replaced by the equality ≈ since Re z1 is the normal direction to bΩ at z0 (see Definition 1.1). Thus
|∇zˆrδ(zˆ)| ≈ 1, for any zˆ ∈ B(0, 1),
uniformly in δ. This means that rδ(zˆ) can be considered as a distance function from Ωδ ∩ B(0, 1)
to bΩδ. It then follows the isotropic distance δI,Ωˆ(zˆ, wˆ) satisfies
δI,Ωˆ(zˆ, wˆ) =max{|zˆ − wˆ|, |rˆ(zˆ)|, |rˆ(wˆ)|}
≈|rδ(zˆ)|+ |rδ(wˆ)|+
n∑
j=1
|zˆj − wˆj |
=
|r(z)|
δNI,Ω(z, w)
+
|r(w)|
δNI,Ω(z, w)
+
|zn − wn|
δNI,Ω(z, w)
+
n−1∑
j=1
|zj − wj|
φ(δNI,Ω(z, w))
≥ 1.
(3.2)
Since the scaled distance between zˆ and wˆ is large, local Condition R is exactly what we need
to apply Theorem 2.1 and obtain
|Dγzˆ,wˆBΩˆ(zˆ, wˆ)| ≤ Cγ .
This completes the proof of Theorem 1.2 for the Bergman kernel. 
4. Proof of Theorem 1.3
The proof of Theorem 1.3 is motivated by the work of McNeal and Stein [MS94].
4.1. Local Lps estimates. Let s ≥ 0 be an integer. Let {ζm : m = 0, 1, . . . , s} be a sequence of
cutoff functions in C∞c (U) so that ζ0 = χ1, ζs = χ0, and ζm ≺ ζm−1 for all m = 1, . . . , s. For ǫ > 0,
we define ψǫ ∈ C
∞(Cn × Cn) so that
ψǫ(z, w) =
{
1 if |z − w| < ǫ,
0 if |z − w| > 2ǫ.
.
We may choose ǫ sufficiently small such that
ζ0 = 1 on
⋃
z∈supp(ζm)
supp(ψǫ(z, ·)), for any 1 ≤ m ≤ s. (4.1)
We observe that
‖ζmBv‖
p
Lpm
.
∑
|α|=m
‖ζmD
αBv‖p
Lp0
+ ‖ζm−1Bv‖
p
Lpm−1
=
∑
|α|=m
∫
Ω
∣∣∣∣
∫
Ω
ζmD
α
z B(z, w)v(w) dw
∣∣∣∣
p
dz + ‖ζm−1Bv‖
p
Lpm−1
.
∑
|α|=m
[∫
Ω
∣∣∣∣
∫
Ω
ζm(z) (D
α
z B(z, w))ψǫ(z, w)v(w)dw
∣∣∣∣
p
dz
+
∫
Ω
∣∣∣∣∣
∫
Ω∩{|z−w|>ǫ}
|ζm(z)D
α
z B(z, w)||v(w)|dw
∣∣∣∣∣
p
dz
]
+ ‖ζm−1Bv‖
p
Lpm−1
.
∑
|α|=m
‖Bαǫ v‖
p
Lp0
+ ‖v‖p
Lp0
+ ‖ζm−1Bv‖
p
Lpm−1
(4.2)
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where Bαǫ is the operator of the kernel ζm(z)(D
α
z B(z, w))ψǫ(z, w). Here the last inequality follows
by Theorem 2.2 and consequently the constant hidden in the final . depends on ǫ. To complete
the proof of theorem, we need to show that for any multiindex α with |α| = m,
‖Bαǫ v‖Lp0 . ‖ζ0v‖L
p
m
. (4.3)
Let B0 be the operator associated with the kernel
B0(z, w) = ζ0(z)
∏
φj(δNI(z, w))
−2ζ0(w).
The proof of (4.3) follows immediately from Lemma 4.1 and Lemma 4.2.
Lemma 4.1. Let α be a multiindex of length m. Then for any z ∈ Ω,
|(Bαǫ )v(z)| .
m∑
j=0
(B0|(D
jζ0v)|)(z).
Lemma 4.2. The operator
B0 : L
p
0(Ω)→ L
p
0(Ω)
for any 1 < p <∞.
Proof of Lemma 4.1. We can write
Bαǫ v(z) =
∫
Ω
(ζm(z)D
α
z B(z, w))ψǫ(z, w)v(w)dw
= I + II
where
I = (−1)m
∫
Ω
∫ 3ǫ
0
· · ·
∫ 3ǫ
0
d
dtm
· · ·
d
dt1
(
ζm(z)D
α
z B
(
z, (w′, wn−(t1+· · ·+tm))
))
ψǫ(z, w)v(w) dt1 · · · dtm dw
and
II =
m∑
j=1
∫
Ω
ζm(z)D
α
z B(z, (w
′, wn − 3ǫj))ψǫ(z, w)v(w)dw.
For II, since |z − (w′, wn − 3ǫj)| ≥ 3ǫj − |z − w| ≥ ǫ for any j ≥ 1 and w ∈ suppψǫ(z, ·), we can
use Theorem 2.1 to obtain
|II| .
∫
Ω
|ζm(z)ψǫ(z, w)v(w)| dw .
∫
Ω
|ζ0(w)v(w)| dw . (B0|ζ0v|)(z),
where the second inequality follows by (4.1) and the last one by the bound 1 . B0(z, w).
To estimate I, we notice that
d
dtm
· · ·
d
dt1
B(z, wt) = (−1)
m ∂
m
∂(Rewn)m
B(z, wt)
where wt = (w
′, wn −
∑m
j=1 t). We can write
∂
∂Rewn
= T + aLn,
where a ∈ C∞ and T is a tangent to bΩ acting in w. On other hand we know that B(z, w) is
anti-holomorphic in w, so LnB(z, wt) = 0 (here Ln acts w). Thus, we have
(−1)m
∂m
∂(Rewn)m
B(z, wt) =
m∑
j=0
ajT
jB(z, wt)
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where each aj is a C
∞-function in w. Using integration by parts, we obtain
I =
m∑
j=0
∫
Ω
∫ 3ǫ
0
· · ·
∫ 3ǫ
0
(Dαz B(z, wt))
(
ζm(z)(T
∗)j(aj(w)ψǫ(z, w)v(w))
)
dt1 · · · dtm dw
where T ∗ is the L2(Ω)-adjoint of T .
To start the estimate of the integrand on I, we use Taylor’s theorem and observe
r(wt) = r(w
′, wn − t) = r(w)−
∂r(w)
∂(Rewn)
t+
∂2r(w˜)
∂2(Rewn)
t2
where w˜ lies in the segment [w,wt]. Since
∂r(w)
∂(Rewn)
> 0 and t ∈ [0, 3mǫ], for small ǫ, it follows
|r(wt)| ≈ |r(w)|+ t.
Since φ1(δ) = δ and δ ≤ φ(δ) for any j = 2, . . . , n and any small δ,
|Dαz B(z, wt)| ≤ (δNI(z, wt))
−2−m
n∏
j=2
φj(δNI(z, wt))
−2.
By the definition of δNI(z, wt) and the fact that (wt)j = wj for j = 2, . . . , n, we have
δNI(z, wt) ≈ |r(z)|+ |r(wt)|+ |z1 − (wt)1|+
n∑
j=2
φ∗j (|zj − (wt)j |)
≈ |r(z)|+ |r(w)|+ t+ |z1 − (wt)1|+
n∑
j=2
φ∗j(|zj − wj |)
≈ |r(z)|+ |r(w)|+ t+ |z1 − w1|+
n∑
j=2
φ∗j (|zj − wj|)
≈ δNI(z, w) + t.
Hence, φj(δNI(z, wt)) & φj(δNI(z, w)) for j = 2, . . . , n.
Next, by Theorem 1.2,∫ 3ǫ
0
· · ·
∫ 3ǫ
0
|Dαz B(z, wt)|dt1 · · · dtm .
n∏
j=2
φj(δNI(z, wt))
−2
∫ 3ǫ
0
· · ·
∫ 3ǫ
0
dt1 · · · dtm
(δNI(z, w) +
∑m
j=1 tj)
m+2
. (δNI(z, w))
−2
n∏
j=2
φj(δNI(z, wt))
−2 =
n∏
j=1
φj(δNI(z, wt))
−2.
Moreover, from (4.1) we have
m∑
j=0
|ζm(z)(T
∗)j(aj(w)ψǫ(z, w)v(w))| .
m∑
j=0
|Djwζ0(w)v(w)|.
Therefore,
|I| .
∫
Ω
m∑
j=0
B0(z, w)|(D
jζ0v)(w))| dw =
m∑
j=0
(B0|D
jζ0v)|)(z).

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Proof of Lemma 4.2. From the fact that φj(a+ b) ≥
1
2 (φj(a) + φj(b)), it follows
φj(δNI(z, w)) & |zj − wj |+ φj
(
|r(z)|+ |r(w)| +
j−1∑
k=2
φ∗k(|zk − wk|)
)
for j = 2, . . . , n. Thus, for 0 < η < 1 we have
Iη(z) =
∫
Ω
|B0(z, w)||r(w)|
−ηdw
.
∫
Ω∩U
dw
|r(w)|ηδ2NI(z, w)
∏n
j=2 (φj(δNI(z, w)))
2
.
∫ δ0
0
. . .
∫ δ0
0
ρ2 . . . ρndr dρ2 . . . dρn dyn
rη(yn + r + |r(z)|+
∑n
j=2 φ
∗
j (ρj))
2
∏n
j=2
(
ρj + φj(r + |r(z)|+
∑j−1
k=2 φ
∗
k(ρk))
)2
.
∫ δ0
0
. . .
∫ δ0
0
dr dρ2 . . . dρn
rη(r + |r(z)| +
∑n
j=2 φ
∗
j (ρj))
2
∏n
j=2 φj(r + |r(z)|+
∑j−1
k=2 φ
∗
k(ρk))
where the second inequality follows by using polar coordinates in wj − zj for j = 2, . . . , n with
ρj := |wj − zj | and the variable changes r := −r(w), yn = |Im zn − Imwn|. Using the hypothesis
φj(δ)
δ decreasing is equivalent to
φ∗j (δ)
δ increasing for δ sufficiently small. So we may use the argument
of Lemma 3.2 in [Kha13] to establish∫ δ0
0
dρ
Aj + φ
∗
j (ρj)
.
φj(Aj)
Aj
(4.4)
where Aj = r + |r(z)| +
∑j−1
k=2 φ
∗
k(ρk). Thus,
Iη(z) .
∫ δ0
0
. . .
∫ δ0
0
dr dρ2 . . . dρn−1
rη(r + |r(z)| +
∑n−1
j=2 φ
∗
j(ρj))
∏n−1
j=2 φj(r + |r(z)|+
∑j−1
k=2 φ
∗
k(ρk))
. · · · .
∫ δ0
0
dr
rη(r + |r(z)|)
≈
1
|r(w)|η
.
Let q be the conjugate exponent of p and v ∈ Lp(Ω). An application of Ho¨lder’s inequality establishes
|(B0v)(z)|
p =
(∫
Ω
B0(z, w)v(w)dw
)p
≤
(∫
Ω
|B0(z, w)||v(w)|
p|r(w)|ηp/qdw
)(∫
Ω
|B0(z, w)||r(w)|
−ηdw
)p/q
.
(∫
Ω
|B0(z, w)||v(w)|
p|r(w)|ηp/qdw
)
|r(z)|−ηp/q .
Therefore,
‖B0v‖
p
p .
∫
Ω
∫
Ω
|B0(z, w)||v(w)|
p |r(w)|ηp/q |r(z)|−ηp/q dw dz.
.
∫
Ω
Iηp/q(w)|v(w)|
p|r(w)|ηp/qdw
.
∫
Ω
|v(w)|pdw = ‖v‖pp
if η < q/p. This completes the proof of this lemma. 
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4.2. Local Ho¨lder estimates. We consider the classical Ho¨lder spaces.
Definition 4.3. The space Λs(Ω) is defined by:
1. For 0 < s < 1,
Λs(Ω) =
{
u : ‖u‖Λs := ‖u‖L∞ + sup
z,z+h∈Ω
|u(z + h)− u(z)|
|h|α
<∞
}
.
2. For s > 1 and non-integer,
Λs(Ω) =
{
u : ‖u‖Λs := ‖D
αu‖Λs−[s] <∞, for all α such that |α| ≤ [s]
}
.
Here [s] is the greatest integer less than s.
3. For s = 1,
Λ1(Ω) =
{
u : ‖u‖Λ1 := ‖u‖L∞ + sup
z,z+h,z−h∈Ω
|u(z + h) + u(z − h)− 2u(z)|
|h|
<∞
}
.
4. For s > 1 and integer,
Λs(Ω) = {u : ‖u‖Λs := ‖D
αu‖Λ1 <∞, for all α such that |α| ≤ s− 1} .
From [MS97, §3], we have the following equivalent formulation of the Ho¨lder spaces.
Proposition 4.4. Let s > 0. A function u ∈ Λs if and only if for every k ∈ N with k > s, there
are functions uk so that u =
∑∞
k=1 uk and
(i) ‖uk‖L∞(Ω) . 2
−ks‖u‖Λs
(ii) ‖Dmuk‖L∞(Ω) . 2
mk2−ks‖u‖Λs .
The existence of {uk} is equivalent to the decomposition u = gk + bk where
(1) ‖bk‖L∞ . 2
−ks‖u‖Λs
(2) ‖Djgk‖L∞ . 2
k(j−s)‖u‖Λs , for any j ≤ m.
Proof. In the case that Ω = Rd for some d ∈ N, Stein proves the equivalence of u ∈ Λs with (i)
and (ii) holding as a consequence of the pseudodifferential calculus [Ste93, §VI.5]. Essentially, u is
decomposed into
∑
uk using the standard dyadic difference operators. When Ω ⊂ R
d, McNeal and
Stein point out that the extension theorems in Stein [Ste70, Chapter VI] allow us to pass from Ω
to Rn.
The equivalence of (i) and (ii) with (1) and (2) is straight forward. Given u =
∑∞
ℓ=1 uk, take
bk =
∑∞
ℓ=k uk and gk =
∑k−1
ℓ=1 uk. Conversely, given u = gk+ bk, observe that gk− gk+1 = bk+1− bk.
Consequently, if we take uk = gk − gk+1, then uk satisfies the desired estimates. 
The following proposition is essentially due to Hardy and Littlewood. For a proof, see Nagel and
Stein [NS79, Chapter III, Proposition 3]
Proposition 4.5. Let s > 0. If u ∈ C∞(Ω) ∩ L∞(Ω) satisfies
|∇mu(z)| ≤ A|r(z)|−(m−s) for every z ∈ Ω
for every m > s, then u ∈ Λs(Ω) and ‖u‖Λs(Ω) . A+ ‖u‖L∞(Ω).
Proof of Theorem 1.3 for local Ho¨lder estimates. Our goal is to establish the estimate
‖χ0Bv‖Λs . ‖χ1v‖Λs + ‖v‖L∞ (4.5)
Let m = [s] + 1. An application of Proposition 4.5 reduces the proof of (4.5) to showing
|∇mχ0Bv(z)| . |r(z)|
−(m−s) (‖χ1v‖Λs + ‖v‖L∞)
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We let {ζj}
m
j=0 and ψǫ(z, w) be as in Theorem 1.2 so that We choose ǫ sufficiently small such that
ζ0 = 1 on
⋃
z∈supp(ζj)
supp(ψǫ(z, ·)), for any 1 ≤ j ≤ m.
Then
|∇mζmBv(z)| .
∑
|α|=m
|ζmD
αBv(z)|+ |∇m−1ζm−1Bv(z)|
.
∑
|α|=m
|
∫
Ω
ζm(z)D
α
z B(z, w)ψǫ(z, w)v(w)dw| +
∫
Ω
|v(w)|dw + |∇m−1ζm−1Bv(z)|
.
∑
|α|=m
|Bαǫ v(z)| + |∇
m−1ζm−1Bv(z)| + ‖v‖L∞
To estimate |Bαǫ v(z)|, we use the following lemmas:
Lemma 4.6. For any z ∈ U and multiindex α of length m, we have
|Bαǫ v(z)| . |r(z)|
−m‖ζ0v‖L∞(Ω).
Proof. It follows from the definition of Bαǫ and the fact that ζ0 ≡ 1 on supp ζm that
Bαǫ v(z)| . ‖ζ0v‖L∞(Ω)
∫
Ω∩U
ζ0(w)|D
α
z B(z, w)| dw.
Next, we estimate
|Dαz B(z, w)| .(δNI(z, w))
−m−2
n∏
j=2
φj(δNI(z, w)))
−2
. |r(z)|−m+η |r(w)|−η(δNI(z, w))
−2
n∏
j=2
φj(δNI(z, w)))
−2
for any z, w ∈ Ω ∩ U , where 0 < η < 1. Thus,∫
Ω∩U
|Dαz B(z, w)|dw . |r(z)|
−m+ηIη(z) . |r(z)|
−m
Here the last inequality follows the estimate of Iη in the proof of Lemma 4.2. 
Lemma 4.7. For any z ∈ U and multiindex α of length m, we have
|Bαǫ v(z)| . |r(z)|
−1
m−1∑
j=0
‖Djζ0v‖L∞(Ω).
Proof. Repeating the argument of Lemma 4.1 leads to the inequality
|Bαǫ v(z)| .
m−1∑
j=0
‖Djζ0v‖L∞(Ω)
∫
Ω∩U
ζ0(z)dw
(δNI(z, w))3
∏n
j=2(φj(δNI(z, w)))
2
.
Also, the proof of Lemma 4.6 immediately yields∫
Ω∩U
ζ0(z) dw
(δNI(z, w))3
∏n
j=2(φj(δNI(z, w)))
2
. |r(z)|−1.

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We now return to the proof of Theorem 1.3. Choose k such that 2−k = |r(z)|. Since ζ0v ∈ Λ
s(Ω),
by Proposition 4.4 there exists gk and bk such that
ζ0v = gk + bk, on Ω,
where
‖bk‖L∞(Ω) . 2
−ks‖ζ0v‖Λs(Ω) = |r(z)|
s‖ζ0v‖Λs(Ω)
and
‖Djgk‖L∞(Ω) . 2
k(j−s)‖ζ0v‖Λs(Ω) = |r(z)|
−(j−s)‖ζ0v‖Λs(Ω), for any j ≤ m.
Then
|Bαǫ v(z)| ≤ |B
α
ǫ ζ
−1
0 bk(z)|+ |B
α
ǫ ζ
−1
0 gk(z)|
. |r(z)|−m‖bk‖L∞ + |r(z)|
−1
m−1∑
j=0
‖Djgk‖L∞
. ‖ζ0v‖Λs

|r(z)|−m|r(z)|s + |r(z)|−1 m−1∑
j=0
|r(z)|−(j−s)


. ‖ζ0v‖Λs |r(z)|
−(m−s).
An application of Proposition 4.5 completes the proof. 
5. Proof of Corollary 1.5
Our main theorem in this subsection is
Theorem 5.1. Let Ω be a pseudoconvex domain in Cn and p be a boundary point. Assume that
Ω is h-extendible at p with multitype M(p) = (m1, . . . ,mn). Then the dilation Φδ(z) with each
component φk(δ) = δ
1/mk is a good dilation.
Proof. Since | ∂r∂z1 (z)| ≈ 1 =
δ
δ for any z ∈ U . We only need to check the condition A for j = 2, . . . , n.
Let z = Φ−1δ (zˆ) = (δzˆ1, δ
1/m2 zˆ2, . . . δ
1/mn zˆn) ∈ Φ
−1
δ (B(0, 1)) ⊂ U where zˆ = (zˆ1, . . . zˆn) ∈ B(0, 1).
From (1.3) and (1.4), it follows
|
∂P
∂zj
(Φ−1δ (zˆ))| = |
δ
δ1/mj
P (zˆ)| . δ1−1/mj ,
and
|
∂R
∂zj
(Φ−1δ (zˆ))| . o(δ
1−1/mj ).
Hence,
|
∂r
∂zj
(z)| . δ1−1/mj
for any z ∈ Φ−1δ (B(0, 1)). Let
rˆδ(zˆ) :=
1
δ
r(Φ−1δ (zˆ)) = Re zˆ1 + P (zˆ
′) + o(δη/mj |zˆj |
mj+η).
When δ → 0, Ωδ → D where D is an associated model for Ω at p. Then Ωδ is also an h-extendible
domain with multitypeM(p) = (m1, . . . ,mn) uniformly in δ. In [Cat87], Catlin constructs a family
of plurisubharmonic functions that for some ǫ > 0 that only depends on M(p) and any η > 0
there exists a plurisubharmonic function ψη such that |ψη| . 1 and i∂∂¯ψη & η−2ǫId on the strip
B(0, 1) ∩ {zˆ ∈ Cn : −η < rˆδ(zˆ) < 0}, uniformly in δ and η. That implies that an ǫ-subelliptic
estimate for the ∂¯-Neumann problem holds uniformly in η. Therefore, the ∂¯-Neumann operator
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associated to Ωδ is locally regular with uniform estimates in δ. Consequently, the local Condition
R holds at Φδ(p) of Ωδ. 
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