Messaging platforms like WhatsApp, Facebook Messenger and Twitter have gained recently much popularity owing to their ability in connecting users in real-time. The content of these textual messages can be a useful resource for text mining to discover and unhide various aspects, including emotions. In this paper we present our submission for SemEval 2019 task 'EmoContext'. The task consists of classifying a given textual dialogue into one of four emotion classes : Angry, Happy, Sad and Others. Our proposed system is based on the combination of different deep neural networks techniques. In particular, we use Recurrent Neural Networks (LSTM, B-LSTM, GRU, B-GRU), Convolutional Neural Network (CNN) and Transfer Learning (TL) methods. Our final system, achieves an F 1µ score of 74.51% on the subtask evaluation dataset.
Introduction
The world of text conversations has undergone drastic changes during the last few years. The generation and sharing of such information have become much easier than before with the advent of popular social media platforms such as Twitter, Facebook, etc. According to Statistica 1 WhatsApp is the most popular mobile messaging app in the world with one billion monthly active users. Facebook Messenger closely follows with 900 million monthly active users. The content of these messages can be useful resource for text mining to discover and unhide various aspects, including emotions (Chatterjee et al., 2019a) .
Capturing and analysing these emotions from peoples conversations has raised growing interest within the scientific community in varied fields like cognitive and social psychology, signal pro-1. https://www.statista.com/topics/ 1145/internet-usage-worldwide/ cessing and natural language processing (Gupta et al., 2017; Majumder et al., 2018) . The goal of detecting emotions in SemEval2019 task3 described in (Chatterjee et al., 2019b) is to classify a given conversation into one of four classes -happy, sad, angry and others, that best represents the mental state of the users. This can be seen as a multiclass classification problem.
In this paper, we propose an approach to detect emotions like happy, sad or angry in textual messages using a combination of deep learning models. We apply, also, a transfer learning approach, from a model trained on a similar task consists on the prediction of the sentiment of the conversation, i.e. positive, negative or neutral. Then, the pretrained model is re-used to classify the dialogue into one of four classes : happy, sad, angry and others.
The rest of the paper is organized as follows. Section 2 provides a brief literature review on emotion detection in textual datasets. The description of our proposed system is presented in Section 3. The experimental set-up and results are described in Section 4. Finally, a conclusion is given with a discussion of future works in Section 5.
Related Work
Emotions are closely related to sentiment with more analysis of the inferred polarity. For example, a negative sentiment can be caused by sadness or anger, while a positive sentiment can be caused by happiness or anticipation. Thus, following the way in sentiment analysis, many deep learning models are applied to detect emotions Poria et al., 2017) . (Zhou et al., 2018) proposed an Emotional Chatting Machine (ECM) that can generate appropriate responses grammatically relevant and emotionally consistent based on GRU. Their system is modeling the emotion factor, using emotion category embedding, internal emotion memory, and external memory. A bilingual attention network model was proposed by (Wang et al., 2016) for code-switched emotion prediction. The authors used a LSTM model to construct a document level representation of each post, and an attention mechanism to capture the informative words from bilingual and monolingual contexts. (Abdul-Mageed and Ungar, 2017) built a large, automatically curated dataset for emotion detection using distant supervision and then used GRNNs to model finegrained emotion. They extended the classification to model (Plutchik, 2001 )'s 8 primary emotion dimensions. (Felbo et al., 2017) show how millions of readily available emoji occurrences on Social Media can be used to pre-train models to learn a richer emotional representation. They transfer this knowledge to emotion, sarcasm and sentiment detection tasks using a new layer-wise fine-tuning method. In (Daval-Frerot et al., 2018 ) the authors used a transfer learning approach, from a model trained on a similar task. They propose to pre-train a model to predict if a tweet is positive, negative or neutral by applying a B-LSTM on an external dataset. Then, they used the pre-trained model to classify a tweet according to the seven-point (range from 5 to +5 respectively from very negative to very positive) scale of positive and negative sentiment intensity.
Proposed System
Figure 1 provides a high-level overview of our system, which consists of three steps :
1. First step applies the basic text processing (Tokenisation, lemmatisation, filtering the noise from the raw text data, etc) and represents words in textual dialogue as vectors.
2. In the second step, we learn a model for each one of the emotions : angry, happy and sad.
3. The last step does the prediction based on the probabilities of our three models. The system classifies the dialogue in one of four classes (angry, happy, sad and others).
In this work, we consider each conversation as one single input, i.e. we didn't take into account the writing turn (utterance). Our decision was based on the fact that the language and the size of these conversations are similar to the standard user generated content type of data sets. 
Pre-processing and word representation
The textual dialogues are processed using ekphrasis 2 tool which allows performing the following tasks : tokenization, word normalization, word segmentation (for splitting hashtags) and spell correction (i.e replace a misspelled word with the most probable candidate word). All words are lowercased. E-mails, URLs and user handles are normalized. A detailed description of this tool is given in (Baziotis et al., 2017) . Each word in the text is represented by a vector of real numbers capturing the semantic meanings of words. We used datastories embeddings (Baziotis et al., 2017 ) trained on 330M english twitter messages posted from 12/2012 to 07/2016. The embeddings used in this work are 300 dimensional.
Neural Networks
With the recent advances in deep learning, the ability to analyse sentiments has considerably improved. Indeed, many experiments have used state-of-the-art systems to achieve high performance. For example, (Baziotis et al., 2017) use Bidirectional Long Short-Term Memory (B-LSTM) with attention mechanisms while (Deriu et al., 2016) use Convolutional Neural Networks (CNN). Both systems obtained the best performance at the the 2016 and 2017 SemEval 4-A task respecti-vely. In this work, we use Long Short-Term Memory (LSTM), B-LSTM, Gated Recurrent Unit (GRU), Bidirectional-GRU (B-GRU) and CNN models and we, also, apply a Transfer Learning (TL) approach.
LSTM, GRU 1 and GRU 2 models
LSTM (Schuster and Paliwal, 1997) and GRU (Cho et al., 2014 ) are a special kind of RNN, capable of learning long-term dependencies. This ability comes from LSTM cells, that can decide which information to add and remove to the cell state regulated by gates (input gate, output gate and forget gate). The GRU cell is a simplified version of the LSTM cell. LSTM and GRU 1 contain 2 layers of 128 neurons each. Similarly to (Baziotis et al., 2017) , we added a Gaussian noise at the embedding layer with σ = 0.3 and dropout of 0.3 at LSTM/GRU layers. GRU 2 is similar to GRU 1, with some little differences where GRU 2 contains 3 layers of 100 neurons and dropout of 0.2 at the embedding layer.
B-LSTM and B-GRU models
The B-LSTM become a standard for deep sentiment analysis (Baziotis et al., 2017; Daval-Frerot et al., 2018; Moore and Rayson, 2017) . B-LSTM and B-GRU consists of two LSTMs and two GRUs respectively in different directions running in parallel : the first forward network reads the input sequence from left to right and the second backward network reads the sequence from right to left. Each LSTM / GRU yields a hidden representation : h (left to right vector) and ← − h (right-to-left vector) which are then combined to compute the output sequence. For our problem, capturing the context of words from both directions allows to better understand the textual conversations semantic. We use the same parameters of LSTM and GRU 1 models.
CNN model
The application of CNN models started with visual imagery. Many works apply CNN for sentiment analysis and obtained interesting results (Kim, 2014; Ouyang et al., 2015; Deriu et al., 2016) . CNN is typically composed of three types of layers : convolution, pooling, and fully connected layers. Each neuron in the convolutional layer is connected only to a local region. In this work, we use multiple convolutional filters of sizes 3, 4 and 5.
TL-BLSTM model
In this work, we apply a TL, which allows to avoid learning from scratch. TL consists of transferring the knowledge learned on one task to a second related task. We start by training a first model to predict the sentiment of the dialogue : positive, negative or neutral. For this, we added a dense layer of 3 neurons to our B-LSTM (see subsection 3.2.2) . The model is learned using an external dataset 3 composed of 50333 tweets (7840 negatives, 19903 positives and 22590 neutrals). Then, the first model is re-used as the starting point to train a new model that classifies the dialogue into one of four classes : happy, sad, angry and others. For this, we remove the last layer of the pre-trained model and we add a fully-connected layer of 128 neurons followed by an output layer of 3 neurons (similar to our previous work (Daval-Frerot et al., 2018) ).
Experimental settings and results
For each emotion, we use only the best models which maximizes the F 1µ score. Table 2 presents the selected models for each emotion. Then, we combine these models using the soft voting approach considering only the probability of the selected emotion : happy, sad or angry.
For example, suppose that the CNN model gives 0.7, 0.1, 0.2 and 0.0 respectively for happy, sad, angry and others. And the GRU 1 model gives 0.6, 0.2, 0.0 and 0.2 for the same classes. We know, based on our results in table 2, that the CNN and GRU 1 are the best models for the emotion happy. So the soft voting combination is the average probability of 0.7 and 0.6, i.e 0.65.
In the last step we are applying a threshold after getting all prediction probabilities for our three classes. We choose threshold scores of 0.75 for angry and sad, and 0.67 for happy based on our experiments on the development set. These scores were high in order to avoid any possible confusion with the class others. This confusing can be caused by the fact that our training data is unbalanced. Table 1 illustrates the performances of our system on Dev and Test sets. We can see an overall similarity in term of performance the system in both data sets. Indeed, the system achieves 74.4% and 74.5% on Dev and test sets respectively. The re- sults shows a good performance for the happy and Angry and a better detection for the class Sad with a score around 78%. Our final combination system, achieves an F 1µ score of 74.51% on the test set gaining more than 3.5% compared to the best model before the combination which is B-GRU. This improvement comes from the fact that all systems used for the combination are using different methods that allows the diversification of their results and maximise the effect the soft voting.
Finally we can mention that after analysing our results, we have seen that most of errors came from the confusion between the class Others and the rest (Happy, Angry and Sad) which will be investigated in our future work.
Conclusion
In this paper, we propose to use a combination of different deep neural networks techniques including LSTM, B-LSTM, GRU, B-GRU, CNN and TL methods for the SemEval2019 task 3 of Emotions detection in textual conversations. Our system achieves a final F 1µ of 74.51% on the subtask evaluation dataset.
As future work, we plan to develop an attention model to determine the importance of each part of the conversation (utterance) and its specific contribution to the emotion classification. We plan, also, to extend our work to other modalities such as audio emotions classification.
