We describe attempts to have robots behave as embodied knowledge media that will permit knowledge to be communicated through embodied interactions in the real world. The key issue here is to give robots the ability to associate interactions with information content while interacting with a communication partner. Toward this end, we present two contributions in this paper. The first concerns the formation and maintenance of joint intention, which is needed to sustain the communication of knowledge between humans and robots. We describe an architecture consisting of multiple layers that enables interaction with people at different speeds. We propose the use of an affordance-based method for fast interactions. For medium-speed interactions, we propose basing control on an entrainment mechanism. For slow interactions, we propose employing defeasible interaction patterns based on probabilistic reasoning. The second contribution is concerned with the design and implementation of a robot that can listen to a human instructor to elicit knowledge, and present the content of this knowledge to a person who needs it in an appropriate situation. In addition, we discuss future research agenda toward achieving robots serving as embodied knowledge media, and fit the robots-as-embodied-knowledgemedia view in a larger perspective of Conversational Informatics.
Introduction
Knowledge in the 21st century keeps evolving faster than ever. As a result, it is much harder for individuals to receive its full benefits. This hinders the penetration of knowledge for avoiding life's dangers and pitfalls which should serve as the basis of leading a peaceful existence, threatening the safety of society. We certainly need an effective means of helping people create and share knowledge.
The long term goal of this research was to develop robots that could serve as embodied knowledge media to help people communicate with one another. We focused on conversation because it is a natural means for people to communicate, and in fact knowledge is most effectively created, extended, consumed, and criticized in actual conversations. In this paper, we address issues with building a robot that can participate in conversations on the spot in the real world and can communicate knowledge through embodied interactions.
Conversation is a sophisticated intellectual process where meaning is associated with complex and dynamic interactions resulting from collaboration between the speaker and listener. Building artifacts that can be involved in the conversation process and produce useful interactions at the knowledge level is quite challenging.
Communication behaviors can generally be classified into those that are verbal and nonverbal. Roughly speaking, verbal communication means slow and logical communication. In contrast, nonverbal communication means fast and sophisticated coordination of conversational behaviors, playing an important role in forming and maintaining joint intentions in real time.
Nonverbal communication is considered to underlie and therefore precede verbal communication in forming and maintaining intentions, which is considered to be a fundamental capability of a real robot. Forming and maintaining intentions at the nonverbal communication level is used to interactively determine intentions at varying levels. For example, a listener may look away from an object in focus and look at the speaker's face when s/he does not follow the explanation [1] . This demonstrates how eye contact is used in ordinary conversations to signal the speaker to repeat the utterance so that the listener may be able to understand it. The process normally takes a short time and is carried out almost unconsciously in daily situations.
Nonverbal interaction makes up a significant portion of human-human interactions [2] . McNeill suggests that verbal and nonverbal expressions occur in parallel for some psychological entities called growth points [3] .
Robots that can merely exchange verbal information with humans might fail to participate in human conversations in the real world, for people extensively use nonverbal information to coordinate their conversational behaviors. Robots should be able to detect various signs of nonverbal communications that participants produce, capture the meaning associated with interactions, and coordinate their behavior during the discourse. In other words, robots should be able to play the role of active and sensible participants in the conversation, rather than standing still listening to the speaker, or continuing to speak without regarding the listener.
We took an ecological approach to overcome these difficulties. We attempted to give robots the ability of behaving according to the surface discourse of the conversation to capture or present information content, rather than exchanging meaning based on deep understanding. In other words, it appears feasible to aim at building robots that can mimic conversational behavior at least on the surface and act quickly to meet temporal requirements in nonverbal communication. For example, our robots will move eye gaze on the object when the partner has been recognized as paying attention to that object, successfully creating joint attention. The media equation theory [4] suggests that superficial similarities might allow people to coordinate behavior. In addition, it is also reasonable to expect that a robot will be able to infer that an object has a respective role in the conversation, which will enable it to add a proper discourse label to the record of the object.
Robots as Embodied Knowledge Media
This section overviews ecological approaches to implementing robots as embodied knowledge media. The key issue here is how to give robots the ability of associating interactions with information content while they are interacting with a communication partner. Conversation quantization gives the basis for associating interaction-oriented and content-oriented views with conversation. We point out that the ability of forming and maintaining joint intentions constitutes the foundation for making robots act as a communicative artifact. We introduce listener and presenter robots as prototypes of the idea of robots acting as embodied knowledge media.
Conversation Quantization as Implementation of Ecological Approach
Conversational quantization introduces conversation quanta to describe quantized segments of conversation. Each conversation quantum integrates conversation-as-interaction and conversation-as-content views.
The conversation-as-interaction view sheds light on how each conversation partner coordinates her/his behaviors to communicate with the other. Joint attention is a typical example. When the speaker looks at some object and starts talking about it, the listener should also look at it to demonstrate that the listener is paying attention to the explanation. When the listener loses the trail of discourse during the speaker's explanation of the object, s/he may look at the speaker's face and probably murmur to signal that s/he has lost the point (Fig. 1 ). The speaker should be able to recognize the flaw in communication, and take an appropriate action such as suspending the flow of explanation and supplementing it with more information. Thus, the conversation as a process is sustained and ceased as the result of collaboration between the speaker and listener.
The conversation-as-content view, on the other hand, focuses on how meaning emerges from interaction. Con- sider the situation where the speaker is telling the listener how to disassemble a device, saying "turn the lever this way to remove the component" (Fig. 2) . Nonverbal behavior, such as the eye contact and gestures of the speaker, will associate the utterance with its information content as a sequence in the speaker's actions.
The role of the conversation quantum is to represent the association between information content and interaction within minimal units of conversation. For example, we can create the conversation quantum in Fig. 3 for the situation in Fig. 2 . It contains a description of a visual scene where the speaker provides an answer to the hearer in response to the question raised by the hearer. It also contains a description of an interaction where the speaker is explaining by pointing out a component to the listener who is listening to her/him while paying attention to an object.
The approach to conversation quantization is to acquire, accumulate, and reuse conversation quanta (Fig. 4) . In addition to the basic cycle of acquiring conversation quanta from a conversational situation and reusing them in the presentation through embodied conversational agents, conversation quanta may be aggregated and visually presented to the user, or some manipulation such as summarization may be added to transform one or more conversation quanta into another, or converted to and from various kinds of information archives [5] .
The role of a robot is to acquire or present information and knowledge situated within the discourse, by engaging in appropriate behavior as a result of recognizing the other participants' conversational behaviors. In future, the aggregated collection of conversation quanta will serve as a knowledge base for driving robots.
Our current research focuses on establishing robust nonverbal communication that can serve as a basis for associating content with interaction.
Formation and Maintenance of Joint Intentions
We attempted to realize a communication schema that would allow two or more participants to repeat observations and reactions at varying speeds to form and maintain joint intentions to coordinate behavior, which may be called a "coordination search loop."
We propose an architecture consisting of layers to deal with interactions at different speeds to achieve this coordination search loop (Fig. 5) [6] .
The lowest layer is responsible for fast interaction. We based the design of this level on affordance [7] , which refers to the bundle of cues the environment provides the actor. We relied on people's capabilities of utilizing various kinds of affordances even though these are subtle. We designed the layer at this level so that a robot could suggest its capabilities to the human, coordinate its behavior with her/him, establish a joint intention, and provide the required service.
The intermediate layer is responsible for interactions at medium-speed. We introduced an entrainment-based alignment mechanism so that the robots could coordinate their behaviors with the interaction partner by varying rhythms of nonverbal behaviors.
The upper layer is responsible for slow and deliberate interactions such as those based on social conventions and knowledge to communicate more complex ideas based on the shared background. We introduced defeasible interaction patterns to describe typical sequences of behaviors actors are expected to undertake in conversational situations. A probabilistic description was used to cope with the vagueness of the communication protocol used in human society.
Listener Robot and Presenter Robot as Prototypes of Embodied Knowledge Media
We built listener and presenter robots on top of the three layer model, aiming at prototyping the idea of robots as embodied knowledge media. The pair of robots serves as a means of communicating embodied knowledge (Fig.6 ). The listener robot first interacts with the human with knowledge to acquire knowledge quanta. The presenter robot, equipped with a small display, will then interact with a human to show the appropriate video in appropriate situations where this knowledge is considered to be needed. Conversation quanta are used to encode knowledge transferred from the listener to the presenter robot. We elaborate on these ideas and present some preliminary work in two sections that follow.
Architecture of Robots that Can Form and Maintain Joint Intentions with Humans
This section describes attempts to achieve robots that can form and maintain joint intentions to coordinate appropriate conversational behaviors with people. Some of the resulting techniques are incorporated in the listener and presenter robots described in the next section.
Elicitation and Maximization of Affordance
Affordance encompasses various kinds of information that the environment provides an actor attempting to achieve goals [7] . We considered that the robots could exhibit cooperative behaviors by maximizing the affordance they were expected to produce. The key issue was to define affordance as a simple collection of measurable physical features so that we can implement algorithms for recognizing/ producing it. To further investigate this idea, we developed an autonomous mobile chair that could dynamically produce a means of allowing a person to get a place to sit down [8] . The autonomous mobile chair perceives the relation between the surface of the actor's body and the surface of the environment, i.e., a measure called the affordance distance that is characterized as the minimal distance between the surface of the autonomous mobile chair and human body. The affordance distance decreases as the autonomous mobile chair approaches the human. The optimal action sequence depends on multiple factors such as the shape and locomotive ability of the autonomous mobile agent and the relative angle of the two surfaces.
We designed the autonomous mobile chair so that it could learn to move to a configuration where the affordance distance was minimal. The affordance distance is computed using a utility function † :
where R(i) is a reward function that will return the value of the reward in state i. M a ss is the transition probability of reaching state s if action a is done in state s. M a ss is obtained by repeating the same action in the same state:
where n a s is the number of times action a is undertaken in state s, and n s is the number of states, s , reached then. We provide a reward when a certain point of the artifact's body touches a certain point of the human's body. The goal can be specified as:
where (x, y, z) p and (x, y, z) q are the coordinates for the points of the human's and artifact's bodies. (θ, φ, ϕ) p and (θ, φ, ϕ) q are the angles of the normal vector for points of the human's and artifact's bodies, respectively. To calculate the utility value of each state, we used a simple iterative algorithm
where U t (s) is the utility value of s after t iterations. We implemented the autonomous mobile chair. Its shape, the utility function, and typical behaviors are shown in Fig. 7 . We carried out several experiments. Interactions with several users are shown in Fig. 8 . Although the users were all able to sit down on the chair as a result of coordinating behaviors, some users pointed out that the autonomous mobile chair should have communicated its intentions more explicitly. 
Entrainment-Based Interaction
Entrainment-based interaction allows a joint intention to be established in two steps (Fig. 9 ) [9] . The first step is called the synchronization phase. Assume one actor A wants to establish a joint intention with another actor B. First, A engages in rhythmic behavior, signaling an intention to establish a joint intention with B. When B recognizes this, B will change behavior so as to synchronize with the observed rhythm. The second step is called the modulation phase. Once A observes that B is acting with the same rhythm, A may gradually change her/his rhythm so that B's behavior may become more desirable to A. This will cause B to modify her/his intention to converge to A's behavior.
From a theoretical point of view, synchronization and modulation are characterized as a means of bridging dynamical systems for A and B. Let us represent the state of A and B as vectors x and y, and assume the intrinsic behaviors of A and B are governed by functions f ( x) and g( y). Then, the behaviors of A and B are presented as:
where terms α( x, y) and β( x, y) are connecting the dynamical systems for A and B. Suppose the human and the robot play the roles of A and B, and the human's behavior is given as time series i(t) (which is assumed to be in the same vector space as x and y). We pursue synchronization and modulation operations, when necessary to reflect the user's intention manifesting as i(t) on β( x, y). We first store the time series of i(t) for a certain period, W. When the amount of stored data reaches W, we calculate the autocorrelation function to compute cycle T after noise has been eliminated and power has been normalized. When the peak exceeds the threshold, we assume that the behavior is periodic and estimate the average pattern for the repeated behavior. High frequency segments are removed at this stage.
We then perform a method based on [10] to define (dx/dt, dy/dt) in the phase space so that the repeated behavioral pattern becomes an attractor that asymptotically attracts nearby orbits.
We now proceed to the modulation phase when synchronization is detected. We calculate the deviation in input in this phase from the expected cyclic behavior. Once this is completed, we modify the basic repetitive behavior by adding the difference.
We implemented a simulated floor cleaning robot system. A human can interact with multiple robots with hand gestures captured by a motion capture device. We carried out some experiments to compare the amount of time it took to complete a cleaning task and the amount of the time required to manipulate the cleaning robot. We found that the method we propose falls between fully manual control by a remote controller and a fully automated cleaning algorithm based on a random walk, as plotted in Fig. 10 .
Defeasible Interaction Patterns
We employed Bayesian networks to describe typical patterns of social conventions for conversational interactions. We used a probabilistic framework to cope with the fact that the social protocols are not rigid [11] . To investigate the issue further, we implemented a simplified version of a waiter robot that approached or stayed away depending on demands by a human. The waiter robot attempted to detect the human's intentions and the situation within the environment, by collecting and interpreting information about the inter-personal distance, direction of the gaze and the acknowledgment (ACK), in addition to the history record of human-robot interaction and the current action of the robot, based on knowledge encoded as defeasible interaction patterns.
In our experimental settings for evaluating the performance of a waiter robot interacting with a customer, we assumed that the customer had three tasks, i.e., asking for a drink, asking for an empty glass to be removed, and approaching the robot to get a drink. A typical sequence of interactions between the customer and the waiter robot was:
-the customer wanted to call the waiter robot; -the customer raised or waved her/his hand at a distance; -the robot approached the customer; -the robot started to communicate with the customer.
Defeasible interaction patterns were implemented with a Bayesian network based on Bayes' principle:
A portion of the Bayesian network we employed is shown 
Given the values of a priori probability P(CS),
we can calculate the value of P(ACK = NA): Consider that CA = U (the customer has lifted her/his arm) is observed. Then, we obtain:
P(ACK=NA) = P(ACK = NA|CS = IDL)·P(CS = IDL) +P(ACK = NA|CS = OPN)·P(CS = OPN) +P(ACK = NA|CS =CNV)·P(CS =CNV) +P(ACK = NA|CS =CLS )·P(CS =CLS
which implies that the ACK = NA ("the customer does not acknowledge") becomes less probable. On the other hand, we also obtain:
which implies that ACK = CA ("the customer acknowledges") becomes more probable. The method was implemented using Robovie2 as a platform. Figure 12 shows how the implemented waiter robot could distinguish subtle differences resulting in a course of interaction with the customer. We carried out small-scale experiments and found that the waiter robot worked as designed. 
Listener and Presenter Robots
We describe the listener and presenter robots as prototypes of the embodied knowledge medium paradigm in this section.
Listener Robot
The listener robot is designed to undertake appropriate nonverbal behavior while the presenter is explaining and producing a series of conversation quanta as records of the conversation. When the listener robot was first implemented, the subject domain was furniture assembly [12] . Later, we also applied the framework to bicycle assembly and disassembly. We observed the conversation in detail to obtain a precise model of the behavior of the listener, where the instructor explained the procedure for assembling furniture to the listener.
We videotaped some scenes where a person as instructor was explaining how to assemble a piece of furniture (a metal rack, see Fig. 13 ) to another person as listener, and analyzed the video in detail using a video annotation tool, Anvil † . Table 1 lists the result of analysis. We found that when the instructor attended to an object, the listener attended to it more than 75% of the time. Thus, joint attention between the instructor and the listener was achieved very frequently. Moreover, when the instructor turned his gaze to the listener, he turned his gaze back to the instructor for more than 70% of occasions. In many cases, the listener nodded in concurrence with his gaze, but the frequency differed greatly depending on individuals. Of the exchanges occurring during communication, the following sequence of events was most frequently observed during short periods: the instructor turned his gaze toward the listener, the listener turned his gaze back to the instructor, the listener nodded (or did nothing), the instructor looked at the object to be explained, and the listener looked at it.
We suspect that the above sequence took place when the instructor wanted to confirm the listener was paying attention. We also obtained additional observations:
-Showing the object with his hand and turning his gaze frequently attracted the listener's attention, -the listener usually attended to the object after the instructor exhibited multiple behaviors (e.g. showing and gazing), and -when the instructor moved or changed his posture, the listener paid attention to the instructor himself instead of the object.
Based on the observation that attention behaviors were frequently represented with more than one modality or in repeating fashion, we propose that redundancy of attention behaviors should be applied to the design of a natural communication environment using a listener robot. The instructor's redundant behaviors strongly suggest the intention of his behaviors. Recognizing redundancy enables the listener robot to easily understand the instructor's intention. The effectiveness of applying informative redundancies to an agent's sensors and actuators is also suggested by [13] .
We assumed that there were two types of redundancy in instructor-listener communication:
-Redundancy of modality: Simultaneously using multiple modalities of behaviors. -Redundancy of time: Using repetitive or persistent behaviors.
We designed the behavior of the listener robot so that it could distinguish four modes of communication, i.e., the talking-to, talking-about, confirming, and busy modes.
In the talking-to mode, the instructor (the human) is mainly watching the listener (the robot) and is involved in the cognitive space based on the relation between them. As the instructor in the talking-to mode expects the listener to be involved in the same conversation, s/he should pay attention to her/him. In the talking-about mode, the instructor is mainly watching the target to be explained, expecting the listener to cognitively share the target. Whenever the listener recognizes that the instructor is in the talking-about mode, the listener will attend to the target in turn.
In the confirmation mode, the instructor alternately looks at the listener and the target, suggesting that s/he is interested in whether or not the listener is paying attention to the target. The listener should sensitively react to the behaviors of the instructor.
In the busy mode, the instructor is devoting himself to his work without talking to the listener. The instructor is attending more to the target than in the talking-about mode, and tends to ignore the listener. This situation is not favorable for any explanatory task, but it frequently occurs when the instructor is not skillful. The listener robot can keep attending to the target during the busy mode.
We used a humanoid robot, called Robovie2 ( Fig. 14 (a) ) as the robot platform. Robovie2 is almost as tall as a human and can move its hands, head, and eyes. The motions of the instructor and the location of significant objects are captured by a motion capture system called MotionStar. The motion capture system's ten 3D position sensors are attached to the human's body (Fig. 14 (b) ). In addition, several more 3D position sensors are attached to the salient objects in the environment, which will be referred to during the course of explanation. Although we sensed the speech of the human, only its power was utilized and no speech recognition facilities were employed.
The attention behaviors of the instructor were recognized in two steps.
First, the basic communicative behaviors of the human, such as eye gaze (head direction), pointing, holding, repetitive hand gestures (e.g., tapping), physical relationship to objects (i.e., distance and body direction), were recognized from the sensory data and attention toward each target was inferred. The confidence of each behavior was calculated using simple algorithms, except for the repetitive behaviors. For example, the direction of the gaze was estimated from the directions of two markers attached to the instructor's head. Holding was recognized by calculating the distance between the hand and object. However, we did not infer the precise direction of the eyes, for this was difficult to recognize from motion capture information. Repetitive gestures of the hands were recognized by employing the methods described in Sect. 3.2.
The confidence values of respective behaviors were regarded as scores, and the redundancy of attention behaviors toward the target (redundancy of modality) was inferred by summing up the confidence values with respective weights.
Each weight depended on the current communication mode and the duration of behaviors (redundancy of time). For example, in the talking-to mode, the weights were less than in any other mode, for gazing attention at the target did not frequently occur in the talking-to mode.
The communication mode was inferred based on the recognition of target attention (with the largest redundancies), gaze at the listener robot, body direction toward the listener robot, attention behavior (e.g., posture change), speech (power, duration), and preceding communication mode. For example, the talking-to mode was inferred when frequent speech, and the instructor's body and face toward the listener were recognized, while the confirming mode was inferred if momentary gaze toward the listener was observed during target attention.
The listener robot's behaviors were determined based on the redundancy of attention behavior and the communication mode, as described in Fig. 15 . The object with the largest redundancy was selected as the target for the listener robot's attention.
We implemented a listener robot. Figure 16 shows how the listener robot interacts with the human instructor. Figure 17 shows critical scenes captured during interaction between the human instructor and listener robot. 
Presenter Robot
The presenter robot is designed to approach the task area when it detects the human listener's need for help [14] . It will then adjust the position and angle of the display according to the listener's position and posture, and show the video to the listener. To approach the listener's work area and play suitable explanatory videos as shown in Fig. 18 , the robot will determine distance D and direction F to the listener, based on location information obtained from motion capture. Let the 
The robot will move to the listener and face to her/him if D is larger than a predetermined threshold and F deviates from zero (the robot is not appropriately faced to the listener).
To select an appropriate explanatory video for the listener, the robot will search for one with features that match the current situation. To determine the zoom ratio, the presenter robot will measure how much time s/he spends on attending to the target object. The longer s/he looks at the target object, the more zoomed in the video will be.
We allow the listener to adjust the display's position so that s/he can clearly see the display. The robot will calculate the height of the listener's head and waist based on data from sensors attached to her/his body. Parameters H (that denotes the default height of an average user), α and β (the user's feedback parameters with an initial value of 0) will be used to determine the display's height, H + α, the display's direction, β, from which the robot arm's axis, roll and pitch will be derived to adjust to the listener. The display will keep still if it is likely that the listener is working on the object. The display's optimal position depends on her/him. It will be adjusted according to her/his height and posture. The robot will also permit her/him to adjust the display's position directly by touching the tactile sensors on the robot's arm.
The architecture of the presenter robot is outlined in Fig. 19 . The implementation of the presenter robot is currently in progress with the bicycle assembly as the subject domain. According to the change in task, we also reimplemented the listener robot in this domain.
Future Work
To complete the work on listener and presenter robots, we need to solve a handful of remaining problems. The major problem is to automate the acquisition of conversation quanta. We are currently implementing an algorithm based on analysis of nonverbal communication means and intelligent annotation. In addition, we are addressing the following problems.
(1) Intention detection using signal processing The robot should be able to behave efficiently, to establish robust communication between itself and the humans even in noisy environments. We consider low-level intention detection using signal processing is promising and propose interactive and active perception that can serve as an amplifier of intended behavior [15] . (2) Learning Interaction is a complex behavior, and the construction of a knowledge base for creating complex interactive behaviors is a bottleneck. Preliminary work toward modeling and acquiring knowledge for alignment is in progress. We are employing dynamic Bayesian networks as the basis and are working on implementing a learning algorithm [16] . (3) Mutual adaptation To achieve a robust communication robot, we need to implement mutual adaptation not only by giving the robot the ability of adapting to its partner's behaviors, but also by making the learning capabilities comprehensible by the communication partner.
To collect detailed observations about humans' mutual adaptation, we devised an experiment environment [17] . We are currently carrying out extensive studies on analyzing and modeling human behavior.
Conversational Informatics -Communicative Robots in a Larger Perspective
The robots-as-embodied-knowledge-media view discussed in this paper fits in a larger perspective of Conversational Informatics [18] , which is a field of research aiming at investigating human conversational behaviors as well as designing conversational artifacts that can interact with people in a conversational fashion. Conversational Informatics attempts to establish a new technology consisting of environmental media, embodied conversational agents, and management of conversational contents, based on the foundation of Artificial Intelligence, Pattern Recognition, and Cogni- tive Science. The major application areas of Conversational Informatics involve knowledge management and e-learning. Although Conversational Informatics covers a broad field of research encompassing linguistics, psychology and humancomputer interaction and interdisciplinary approaches are truly important, the engineering aspects are emphasized that are more prominent in recent novel technical developments such as conversational content acquisition, conversation environment design and quantitative conversational modeling. The current technical development of Conversational Informatics centers around four subjects (Fig. 20) .
The first subject is conversational artifacts. We address how to build artifacts, synthetic characters on the computer screen or intelligent robots that can help the user by making a conversation not only with natural language but also with eye gaze, facial expressions, gestures, or other nonverbal communication means. Example of the major technological contributions is knowledgeable embodied conversation agents that can automatically produce emotional and socially proper communication behaviors in human-computer interaction [19] , [20] .
The second subject is conversational contents. We address building a suite of techniques for acquiring, editing, distributing, and utilizing the contents that can be produced and applied in the conversation. Example of the major contributions to this subject is Sustainable Knowledge Globe (SKG), which supports people to manage conversational content by using geographical arrangement, topological connection, contextual relation, and a zooming interface. By using SKG, a user can construct his content in the virtual landscape, and then explore the landscape along a conversational context. [21] .
The third subject is conversation environment design. We address designing an intelligent environment that can sense the conversational behaviors to either help participants be involved in collaboration even though they may be acting at distant places or record conversation accompanying the atmosphere of the conversational behavior for later use or review. Example of contributions to this subject is a ubiquitous sensor room that can be used to measure and capture conversational behaviors [22] .
The last subject is conversation measurement, analysis and modeling. Motivated by scientific interest, we take a data-driven quantitative approach to understanding conversational behaviors by measuring conversational behaviors with advanced technologies and building detailed quantitative models about various aspects of conversation. Example of contributions to this subject include is analysis of synchrony tendency, which is nonverbal behaviors such as body movement and speech interval that tend to synchronize and become mutually similar [23] .
The robots-as-embodied-knowledge-media view fits in multiple issues in the perspective of Conversational Informatics. Obviously, the presenter and listener robots can be discussed in the context of conversational artifacts. An important future challenge is to build a full-fledged conversational robot that can communicate humans with verbal and nonverbal communication means. In this paper, we placed much emphasis on integration of the conversationas-interaction and conversation-as-content views. Conversation quantization is proposed as a major framework for it, and is discussed in the context of conversational contents where conversational robots may be characterized as a device that can produce association between interaction and content. The viewpoints of Conversational Environment Design should be taken into account when we actually design an artificially augmented environment where humans and robots co-habit (Fig. 21) . As the perceptual and communicative abilities of robots might be limited, the entire environment should be carefully designed so that humans and artifacts may produce useful interactions. An ecological approach is considered to be promising in the current state-of-the-art. Conversation Measurement, Analysis and Modeling constitute the basis of designing the artificial environment, especially when an ecological approach is taken. Fig. 21 Robots-as-embodied-knowledge-media in a larger perspective.
Conclusion
Building a system of conceptualization grounded on real world situations has been a long-term goal of Artificial Intelligence and Human Computer Interaction. In this paper, we have presented the robots-as-embodied-knowledgemedia view, and described work with a layered approach to allow robots to form and maintain joint intention with humans, and a listener and presenter robot pair to create associations of information content and interaction, as a step toward achieving this goal.
