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In this paper, we will establish the existence and nonexistence of
traveling waves for nonlinear cellular neural networks with ﬁnite
or inﬁnite distributed delays. The dynamics of each given cell
depends on itself and its nearest m left or l right neighborhood cells
where delays exist in self-feedback and left or right neighborhood
interactions. Our approach is to use Schauder’s ﬁxed point theorem
coupled with upper and lower solutions of the integral equation
in a suitable Banach space. Further, we obtain the exponential
asymptotic behavior in the negative inﬁnity and the existence
of traveling waves for the minimal wave speed by the limiting
argument. Our results improve and cover some previous works.
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1. Introduction
In recent years, cellular neural networks have been widely investigated in both the engineering
and mathematics communities owing to the advantage that they can be applied to a broad scope of
ﬁelds such as image and video signal processing, robotic and biological versions, and higher brain
functions (see [1] for more details). The methodology of cellular neural networks (for short, CNN) was
ﬁrst proposed by Chua and Yang [1–3] as an achievable alternative to fully-connected neural networks
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CNN is connected only to its neighboring cells.
The inﬁnite system of ordinary differential equations for CNN distributed in an one-dimensional
integer lattice without inputs is given by
dxn(t)
dt
= −xn(t) + z +
m∑
i=1
ai f
(
xn−i(t)
)+ α f (xn(t))+ m∑
i=1
βi f
(
xn+i(t)
)
, (1.1)
for n ∈ Z, m ∈ N. The quantity z is called a threshold or bias term and is related to independent
voltage sources in electric circuits. The real constant coeﬃcients ai , α and βi of the output function f
constitute the so-called space-invariant template that measures the synaptic weights of self-feedback
and with its nearest m left-right neighbors. We refer to the readers to the surveys [1–3,6–8] for more
details about the model (1.1). For a piecewise-linear output function given by
f (x) =
⎧⎨
⎩
1, if x 1,
x, if |x| 1,
−1, if x−1,
(1.2)
authors in [8] obtained the existence of monotone traveling waves for (1.1) with m = 1, a1 = 0, α > 0
and β1 > 0 by using the monotone iteration scheme. The investigation of traveling wave solutions has
attracted much attention due to its signiﬁcant nature in biology, chemistry, epidemiology and physics,
such as, for reaction–diffusion equations [5,15–17,19,20,23,22,24–26], integral equations [4,18] and
lattice equations [2,7,13]. In [7], authors further considered the lattice differential equation and ap-
plied it to CNN (1.1) with m = 1.
Note that neural networks usually have spatial extent due to the presence of a multitude of parallel
pathways with a variety of axon sizes and lengths. Thus, there will be a distribution of propagation
delays. This means that the signal propagation is no longer instantaneous and is better represented by
a model with continuously distributed delays. In models of electronic neural networks, the dynamics
of each given cell depends on itself and its nearest m left-right neighbors where delays exist in left-
right neighborhood interactions due to, for example, ﬁnite switching speed and ﬁnite velocity of signal
transmission (see [1]). More precisely, authors in [6] investigated the CNN model with a piecewise-
linear output function (1.2) and distributed delays present in left-right neighborhood interactions (for
short, DCNN model):
x′n(t) = −xn(t) +
m∑
i=1
ai
τ∫
0
k(y) f
(
xn−i(t − y)
)
dy + α f (xn(t))
+
m∑
i=1
βi
τ∫
0
k(y) f
(
xn+i(t − y)
)
dy, (1.3)
for n ∈ Z, m ∈ N. Here ai , α, βi are nonnegative constants, τ > 0 is a constant and k : [0, τ ] → [0,∞)
is a prescribed piecewise continuous function which satisﬁes
∫ τ
0 k(y)dy = 1. The function k is called
the density function for delay effect of left-right neighbors. Especially, letting a1,am = 0, ai = 0, i =
2, . . . ,m − 1, βi = 0, i = 1, . . . ,m and k(y) = δ(y), where δ(·) is the Dirac function, then (1.3) can
reduce to the following DCNN model
dxn(t)
dt
= −xn(t) + a1 f
(
xn−1(t)
)+ α f (xn(t))+ am
τ∫
0
k(y) f
(
xn−m(t − y)
)
dy, (1.4)
for n ∈ Z, m ∈ N, which has been investigated in [9].
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x′n(t) = −xn(t) + α
τ∫
0
k1(y) f
(
xn(t − y)
)
dy + β
τ∫
0
k2(y) f
(
xn+1(t − y)
)
dy, (1.5)
for n ∈ Z. Here τ is also a positive constant, ki : [0, τ ] → [0,+∞) are piecewise continuous functions
satisfying
∫ τ
0 ki(y)dy = 1, i = 1,2. The dynamics of each given cell for (1.5) depends on itself and its
nearest right neighborhood cell where delays exist in self-feedback and right neighborhood interaction.
Authors in [21] considered traveling wave solutions of (1.5) with the output function deﬁned by (1.2).
Authors in [14] investigated traveling wave solutions of (1.5) for a general output function f which
is nonlinear, nondecreasing and odd on [−1,1]. For example, f (x) can be nonlinear output functions
given by
f (x) =
⎧⎨
⎩
1, if x 1,
sin π2 x, if |x| 1,
−1, if x−1,
(1.6)
and
f (x) =
⎧⎪⎪⎨
⎪⎪⎩
1, if x 1,
2x− x2, if 0 x 1,
2x+ x2, if − 1 x 0,
−1, if x−1,
(1.7)
respectively, (see [14]).
It is well known that authors in [6,9,21] only investigated CNN models with ﬁnite distributed
delays and piecewise-linear output functions. In [14], authors further considered CNN model (1.4)
with ﬁnite distributed delays and a nonlinear nondecreasing output function. Existence of traveling
waves for (1.1), (1.3)–(1.5) could be reduced to the existence of a pair of upper and lower solutions by
the monotone iteration method, but it is important that τ is ﬁnite in their proofs of upper and lower
solutions. Moreover, the proofs seem to be very complicated. This is the reasons why they could not
establish the existence of traveling waves for models with inﬁnite distributed delays. In the present
work, we will focus on the study of traveling wave solutions of neural networks with ﬁnite or inﬁnite
distributed delays and a more general nonlinear nondecreasing output function. More precisely, we
consider the CNN model with delays present in both self-feedback and m left or l right neighborhood
interactions:
x′n(t) = −xn(t) +
m∑
i=1
ai
τ∫
0
J i(y) f
(
xn−i(t − y)
)
dy + α
τ∫
0
Jm+1(y) f
(
xn(t − y)
)
dy
+
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f
(
xn+ j(t − y)
)
dy, (1.8)
for n ∈ Z, m, l ∈ N. Here ai (i = 1, . . . ,m), α,β j ( j = 1, . . . , l) are nonnegative constants and τ may be
a positive constant or an inﬁnity. Further, we point out, in the sequel, that the discrete delays or no
delays case can be included in our models by choosing suitable kernel functions.
• If J i(y) = δ(y) and m = l, i = 1, . . . ,2m, then (1.8) can reduce to (1.1) with no delays.
• Let J i(y) = k(y), i =m + 1, m = l and Jm+1(y) = δ(y), then (1.8) can reduce to (1.3).
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reduce to the following discrete delays CNN model:
x′n(t) = −xn(t) +
m∑
i=1
ai f
(
xn−i(t − τi)
)+ α f (xn(t)). (1.9)
The structure of traveling waves for the case 0 τ1  τ2  · · · τm  τ < +∞ was investigated
in [10]. When m = l = 1 and a1 = 0, the model (1.8) can reduce to (1.5).
Throughout this article, we shall make the following assumptions.
(F1) f ∈ C([0, ∞), [0, ∞)) is an odd function, f (0) = 0, and there exist K > 0 and L > 0 such that
(a + α + β) f (K ) = K and ∣∣ f (u)− f (v)∣∣ L|u − v| for u, v ∈ [0, K ],
where α  0, ai  0, i = 1, . . . ,m, β j  0, j = 1, . . . , l, a :=∑mi=1 ai and β :=∑lj=1 β j .
(F2) f ′(0)u  f (u) > 0 and f (u) is nondecreasing for u ∈ (0, K ], (a + α + β) f (u) > u for u ∈ (0, K )
and (a + α + β) f (u) < u for u ∈ (K ,+∞).
(F3) There exists σ ∈ (0,1] such that
limsup
u→0+
[
f ′(0) − f (u)/u]u−σ < +∞.
(J) J i : [0, τ ] → [0,+∞) are piecewise continuous functions satisfying
τ∫
0
J i(y)dy = 1, i = 1, . . . ,m + l + 1,
where 0< τ < ∞. If τ = ∞, we further assume that
∞∫
0
J i(y)e
κ y dy < ∞ for any κ ∈ [0,∞), i = 1, . . . ,m + l + 1. (1.10)
Remark 1.1. It is obvious that output functions (1.2), (1.6) and (1.7) do satisfy the conditions (F1)–(F3).
Furthermore, if we choose a special output function f satisfying the following hypotheses:
(H1) f is a continuous odd function, f (0) = 0, f (x) = 1 for x 1, ∑mi=1 ai +∑lj=1 β j > 0, α f ′(0) 1,
and there exists L > 0 such that | f (u) − f (v)| L|u − v| for u, v ∈ [0,1];
(H2) f ′(0)u  f (u) > 0 and f (u) is nondecreasing for u ∈ (0,1]. In addition, f ′′(0) exists and
(α + a + β) f (u) > u for u ∈ (0,1).
Then it’s obvious to see that (F1)–(F3) hold and 0, K = ∑mi=1 ai + α + ∑lj=1 β j and −K are three
equilibria of (1.11).
The purpose of this work is to investigate the existence, nonexistence and asymptotic behaviors of
traveling wave for (1.8) no matter whether τ > 0 is ﬁnite or inﬁnite. A traveling wave solution of (1.8)
is a special translation invariant solution of (1.8) with the form xn(t) = φ(n − ct), n ∈ Z and t ∈ R for
a wave proﬁle φ(ξ), ξ = n − ct ∈ R, with a given wave speed c ∈ R. Letting ξ = n − ct , it follows that
φ must be a solution of the following wave proﬁle equation
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m∑
i=1
ai
τ∫
0
J i(y) f
(
φ(ξ − i + cy))dy + α
τ∫
0
Jm+1(y) f
(
φ(ξ + cy))dy
+
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f
(
φ(ξ + j + cy))dy. (1.11)
Under the assumptions (F1)–(F2), it is easily seen that 0 and ±K are three equilibria of (1.11). We
are mainly interested in the existence of traveling waves satisfying one of the following asymptotic
boundary conditions:
(BC1) lim
ξ→−∞φ(ξ) = 0 and limξ→+∞φ(ξ) = K ; (1.12)
(BC2) lim
ξ→−∞φ(ξ) = K and limξ→+∞φ(ξ) = 0; (1.13)
(BC3) lim
ξ→−∞φ(ξ) = 0 and limξ→+∞φ(ξ) = −K ; (1.14)
(BC4) lim
ξ→−∞φ(ξ) = −K and limξ→+∞φ(ξ) = 0. (1.15)
Now we state our main results.
Theorem1.1. Assume β > 0 and (α+β) f ′(0) > 1. Then there exists c∗1 < 0 such that the following statements
hold.
(i) For each c  c∗1 , (1.8) has a nondecreasing traveling wave φ(n− ct) of speed c such that φ ∈ C(R, [0, K ])
satisﬁes (BC1). Moreover, for c < c∗1 ,
lim
ξ→−∞φ(ξ)e
−λ1ξ = 1 and lim
ξ→−∞φ
′(ξ)e−λ1ξ = λ1,
where λ1 is the smallest positive roots of characteristic function of (1.11) at 0 and for c < 0.
(ii) For each c  c∗1 , (1.8) has a nonincreasing traveling wave ψ(n − ct) of speed c such that ψ ∈
C(R, [−K ,0]) satisﬁes (BC3). Moreover, for c < c∗1 ,
lim
ξ→−∞ψ(ξ)e
−λ1ξ = −1 and lim
ξ→−∞ψ
′(ξ)e−λ1ξ = −λ1.
(iii) For c > c∗1 , (1.8) has no traveling wave φ(n − ct) satisfying one of the asymptotic conditions:
limξ→−∞ φ(ξ)e−λξ = 1 and limξ→−∞ φ(ξ)e−λξ = −1 with λ > 0.
Theorem 1.2. Assume a > 0 and (a+α) f ′(0) > 1. Then there exists c∗2 > 0 such that the following statements
hold.
(i) For each c  c∗2 , (1.8) has a nonincreasing traveling wave φ(n− ct) of speed c such that φ ∈ C(R, [0, K ])
satisﬁes (BC2). Moreover, for c > c∗2 ,
lim
ξ→+∞φ(ξ)e
−λ2ξ = 1 and lim
ξ→+∞φ
′(ξ)e−λ2ξ = λ2,
where λ2 is the largest negative roots of characteristic function of (1.11) at 0 and for c > 0.
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C(R, [−K ,0]) satisﬁes (BC4). Moreover, for c > c∗2 ,
lim
ξ→+∞ψ(ξ)e
−λ2ξ = −1 and lim
ξ→+∞ψ
′(ξ)e−λ2ξ = −λ2.
(iii) For c < c∗2 , (1.8) has no traveling wave φ(n−ct) satisfying one of the conditions: limξ→−∞ φ(ξ)e−λξ = 1
and limξ→−∞ φ(ξ)e−λξ = −1, with λ < 0.
Theorem 1.3. Assume β = 0 and (a + α) f ′(0) > 1. We have
(i) for any c < 0, (1.8) has a nondecreasing traveling wave φ(n − ct) of speed c such that φ ∈ C(R, [0, K ])
satisﬁes (BC1) and
lim
ξ→−∞φ(ξ)e
−λ3ξ = 1 and lim
ξ→−∞φ
′(ξ)e−λ3ξ = λ3,
where λ3 > 0 is a unique real roots of characteristic function of (1.11) at 0 and for c < 0.
(ii) for any c < 0, (1.8) has a nonincreasing traveling wave ψ(n− ct) of speed c such that ψ ∈ C(R, [−K ,0])
satisﬁes (BC3) and
lim
ξ→−∞ψ(ξ)e
−λ3ξ = −1 and lim
ξ→−∞ψ
′(ξ)e−λ3ξ = −λ3.
(iii) for any c  0, (1.8) has no traveling wave φ(n − ct) satisfying one of the asymptotic conditions:
limξ→−∞ φ(ξ)e−λξ = 1 and limξ→−∞ φ(ξ)e−λξ = −1, with λ > 0.
Theorem 1.4. Assume a = 0 and (α + β) f ′(0) > 1. We have
(i) for any c > 0, (1.8) has a nonincreasing traveling wave φ(n − ct) of speed c such that φ ∈ C(R, [0, K ])
satisﬁes (BC2) and
lim
ξ→+∞φ(ξ)e
−λ4ξ = 1 and lim
ξ→+∞φ
′(ξ)e−λ4ξ = λ4,
where λ4 < 0 is a unique real roots of characteristic function of (1.11) at 0 and c > 0.
(ii) for any c > 0, (1.8) has a nondecreasing traveling wave ψ(n− ct) of speed c such that ψ ∈ C(R, [−K ,0])
satisﬁes (BC4) and
lim
ξ→+∞ψ(ξ)e
−λ4ξ = −1 and lim
ξ→+∞ψ
′(ξ)e−λ4ξ = −λ4.
(iii) for any c  0, (1.8) has no traveling wave φ(n − ct) satisfying one of the asymptotic conditions:
limξ→+∞ φ(ξ)e−λξ = 1 and limξ→+∞ φ(ξ)e−λξ = −1, with λ < 0.
According to the results of Theorems 1.1–1.4, we then give some conclusions in the following
remark.
Remark 1.2.
(1) Theorems 1.1–1.4 are established through the signs of a and β . The reasons are the following.
For example, the conditions in Theorem 1.1 include two cases: (i) a > 0 and β > 0, (ii) a = 0 and
β > 0. In Theorem 1.1, we can obtain the existence of traveling waves with (BC1) for c  c∗1 < 0
and nonexistence of traveling waves with limξ→−∞ φ(ξ)e−λξ = 1 for λ > 0 and c > c∗1, but we do
not know whether there exists other traveling waves for c > c∗1. For β > 0 and a > 0, Theorem 1.2
answers this problem, that is, there exists a traveling wave with (BC2) for c  c∗2 > 0, but for
c∗1 < c < c∗2, the existence of traveling waves is still unknown. For β > 0 and a = 0, Theorem 1.4
also answers this problem, that is, there exists a traveling wave with (BC2) for any c > 0, but for
c∗1 < c  0, the existence of traveling waves is still unknown.
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tion (1.2), Theorem 1.3(i) in the present paper covers and improves Theorem 1.4(i) in [8].
(3) Authors in [14] only considered m = l = 1 and a1 = 0 in (1.8), and obtained the existence of
monotone traveling waves, but did not report the exponential asymptotic behavior of traveling
waves for the special output function in Remark 1.1. Note that (α + β1) f ′(0) > 1 is weaker than
α  1, α + β1 > 1 and f ′(0)  1 in [14]. In addition, large enough a + β1 and f ′(0)  1 in [14]
imply that our condition (α+β1) f (u) > u for u ∈ (0,1) holds. Thus, Theorems 1.1 and 1.4 improve
and cover Theorems 3.1 and 3.2 in [14].
(4) Authors in [6] investigated the existence of traveling waves of (1.3) with a piecewise-linear output
function (1.2), that is, take J i(y) = k(y) (i =m + 1), m = l and Jm+1(y) = δ(y) in (1.8) under the
conditions α  1 and ai  0, βi  0 with
∑m
i=1(ai + βi) > 0, so that the assumptions (H1) and
(H2) hold. To the best of our knowledge, the existence of traveling waves for the critical wave
speed and the exponential asymptotic behavior have not been reported. Thus our results improve
and cover Theorem A in [10].
(5) Letting J i(y) = δ(y − τi) (i = 1, . . . ,m), Jm+1(y) = δ(y) in (1.8), where 0 τ1  τ2  · · · τm 
τ < ∞ or 0 τ1  τ2  · · · τm < τ = ∞, then (1.8) reduces to the following CNN model with
mixed delays (that is, discrete and continuously distributed delays)
x′n(t) = −xn(t) +
m∑
i=1
ai f
(
xn−i(t − τi)
)+ α f (xn(t))
+
l∑
j=1
β j
τ∫
0
J j(y) f
(
xn+ j(t − y)
)
dy, (1.16)
where n ∈ Z. Thus, no delays, discrete delays or mixed delays case can be included in our mod-
els by choosing suitable kernel functions and Theorems 1.1–1.4 still hold for (1.16) under the
assumptions (F1)–(F3) and (J).
The remainder of this paper is organized as follows. Section 2 is devoted to the characteristic
function of the proﬁle Eq. (1.11) at 0. In Section 3, we establish the existence and nonexistence of
traveling waves for (1.8) with nonlinear output function. Our approach is to use Schauder’s ﬁxed point
theorem by constructing a closed convex subset in an appropriate Banach space, which is different
from the method in [7,8,11,9,14]. Moreover, we obtain the exponential asymptotic behavior in the
negative inﬁnity and the existence of traveling waves for the minimal wave speed by the limiting
argument. The proofs of upper–lower solutions seem to be more brief and our approach can deal
with inﬁnite distributed delays.
2. Properties of the characteristic function
In this section, We will study the characteristic function of the proﬁle Eq. (1.11) at 0. First, we
deﬁne the characteristic function of (1.11) at 0 by
(λ, c) := −cλ + 1− f ′(0)
m∑
i=1
ai
τ∫
0
J i(y)e
λ(−i+cy) dy − f ′(0)α
τ∫
0
Jm+1(y)eλcy dy
− f ′(0)
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)eλ( j+cy) dy. (2.1)
Some properties of the characteristic function are stated in the following lemma.
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(i) if c  c∗1 , then there exist two positive numbers λ1(c) and λˆ1(c)with λ1 := λ1(c) λˆ1 := λˆ1(c) such that
(λ1, c) = (λˆ1, c) = 0;
(ii) if c = c∗1 , then λ1 = λˆ1 = λ∗1 , and if c < c∗1 , then λ1 < λ∗1 < λˆ1 ,
(·, c) > 0 in (λ1, λˆ1) and (·, c) < 0 in R \ [λ1, λˆ1];
(iii) if c > c∗1 , then (λ, c) < 0 for all λ 0.
Proof. For c < 0, it is easily seen that
lim
λ→+∞
[
m∑
i=1
ai
τ∫
0
J i(y)e
λ(−i+cy) dy + α
τ∫
0
Jm+1(y)eλcy dy
]
= 0
and
lim
λ→+∞
l∑
j=1
β j
τ∫
− jc
Jm+1+ j(y)eλ( j+cy) dy = 0.
Since β > 0 and
l∑
j=1
β j
− jc∫
0
Jm+1+ j(y)eλ( j+cy) dy 
[
1
2
l∑
j=1
β j
− jc∫
0
Jm+1+ j(y)( j + cy)2 dy
]
λ2,
it follows that
lim
λ→+∞
[
−cλ − f ′(0)
l∑
j=1
β j
− jc∫
0
Jm+1+ j(y)eλ( j+cy) dy
]
= −∞.
Thus, we can obtain that limλ→+∞ (λ, c) = −∞ for any c < 0.
On the other hand, it is easily checked that limc→−∞ (λ, c) = +∞ for any λ > 0, (0, c) =
1 − f ′(0)(a + α + β) < 0 and (λ, c) is a concave function of λ ∈ R for any c ∈ R. According to
(α + β) f ′(0) > 1, then
(λ,0) = 1− f ′(0)
m∑
i=1
aie
−λi − f ′(0)α − f ′(0)
l∑
j=1
β je
λ j < 1− f ′(0)(α + β) < 0.
For λ > 0,
∂
∂c
(λ, c) = −λ
[
1+ f ′(0)
m∑
i=1
ai
τ∫
0
y J i(y)e
λ(−i+cy) dy + f ′(0)α
τ∫
0
y Jm+1(y)eλcy dy
+ f ′(0)
l∑
j=1
β j
τ∫
0
y Jm+1+ j(y)eλ( j+cy) dy
]
< 0.
By the above argument, we can obtain our conclusions (i)–(iii). This completes the proof. 
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condition (α + β) f ′(0) > 1.
Similar to the proof of Lemma 2.1, the following lemma holds.
Lemma 2.2. Assume that a > 0 and (a + α) f ′(0) > 1. Then there exists a unique c∗2 > 0 such that
(i) if c  c∗2 , then there exist λ2 < 0 and λˆ2 < 0 with (λ2, c) = (λˆ2, c) = 0;
(ii) if c = c∗2 , then λ2 = λˆ2 = λ∗2 , and if c > c∗2 , then λˆ2 < λ∗2 < λ2 ,
(·, c) > 0 in (λˆ2, λ2) and (·, c) < 0 in R \ [λˆ2, λ2];
(iii) if c < c∗2 , then (λ, c) < 0 for all λ 0.
Proof. It is easily seen that limλ→−∞ (λ, c) = −∞ for any c > 0, limc→+∞ (λ, c) = +∞ for any
λ < 0, (0, c) < 0 and (λ, c) is a concave function of λ ∈ R for any c ∈ R, (λ,0)  0. For λ < 0,
∂
∂c(λ, c) > 0. This completes the proof. 
Remark 2.2. From the proof of Lemma 2.2, if a > 0 and β > 0, (a+α) f ′(0) 1 can be in place of the
condition (a + α) f ′(0) > 1.
Lemma 2.3. Assume that β = 0 and (a + α) f ′(0) > 1. Then we have
(i) for any c < 0, there exists a unique λ3 := λ3(c) > 0 such that (λ3, c) = 0. Moreover, for c < 0, there
exists  > 0 such that (λ3 + , c) > 0 for  ∈ (0, ) and (λ, c) > 0 for λ ∈ (λ3, λ3 + ).
(ii) for c  0, (λ, c) < 0 for all λ > 0.
Proof. For c < 0, we have (0, c) = 1− f ′(0)(α + β) < 0, limλ→+∞ (λ, c) = +∞ and
∂(λ, c)
∂λ
= −c − f ′(0)
m∑
i=1
ai
τ∫
0
(−i + cy)eλ(−i+cy) dy − cf ′(0)α
τ∫
0
Jm+1(y)yeλcy dy > 0
for all λ ∈ R. Furthermore, it is easily seen that
∂2(λ, c)
∂λ2
< 0.
Since ∂(λ,c)
∂c < 0 for λ > 0, (λ, c) < (λ,0) < 0 for c  0 and λ > 0. This completes the proof. 
Similarly, we easily obtain the following conclusion.
Lemma 2.4. Assume that a = 0 and (α + β) f ′(0) > 1. Then we have
(i) for any c > 0, there exists a unique λ4 := λ4(c) < 0 such that(λ4, c) = 0. Moreover, for any c > 0, there
exists ˆ > 0 such that (λ4 − , c) > 0 for  ∈ (0, ˆ) and (λ, c) > 0 for λ ∈ (λ4 − ,λ4).
(ii) for c  0, (λ, c) < 0 for all λ < 0.
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(λ, c) = +∞ and
∂(λ, c)
∂λ
= −c − cf ′(0)α
τ∫
0
Jm+1(y)yeλcy dy − f ′(0)
l∑
j=1
β j
τ∫
0
( j + cy)eλ( j+cy) dy < 0
for all λ ∈ R. Similarly, it is easily seen that
∂2(λ, c)
∂λ2
< 0.
Since (λ,c)
∂c > 0 for λ < 0, (λ, c) < (λ,0) < 0 for c  0 and λ < 0. This completes the proof. 
3. Existence of traveling waves
In this section, we will investigate the existence of traveling waves of (1.8) with (BC1)–(BC4).
Making use of the real roots of the characteristic functions, we can construct a pair of upper–lower
solutions and then prove our results by using Schauder’s ﬁxed point theorem in a suitable Banach
space. Further, we obtain the exponential asymptotic behavior in the negative inﬁnity and the exis-
tence of traveling waves for the minimal wave speed by the limiting argument.
3.1. Existence of traveling waves with (BC1) and (BC3)
In this subsection, we will ﬁnd a solution φ of (1.10) with (BC1) and (BC3). Once there exists a
solution with (BC1), we easily obtain that (1.8) admits a traveling wave satisfying (BC3)
lim
ξ→−∞ψ(ξ) = 0 and limξ→+∞ψ(ξ) = −K . (3.1)
In the following, we mainly consider the existence of traveling waves for (1.8) with (BC1).
Let’s deﬁne the operator T : C(R, [0, K ]) → C(R, [0, K ]) by
T (φ)(ξ) = e−γ ξ
ξ∫
−∞
eγ y F (φ)(y)dy, (3.2)
where
F (φ)(ξ) =
(
γ + 1
c
)
φ(ξ) − 1
c
m∑
i=1
ai
τ∫
0
J i(y) f
(
φ(ξ − i + cy))dy
− α
c
τ∫
0
Jm+1(y) f
(
φ(ξ + cy))dy
− 1
c
l∑
j=1
β j
τ∫
Jm+1+ j(y) f
(
φ(ξ + j + cy))dy. (3.3)0
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φ of T or a solution of the equation
φ(ξ) = T (φ)(ξ), ξ ∈ R (3.4)
is a traveling wave solution of (1.8).
Now we introduce the concept of upper and lower solutions of the integral equation (3.4).
Deﬁnition 3.1. A continuous function φ : R → [0, K ] is called an upper solution of (3.4) if
T (φ)(ξ) φ(ξ), for all ξ ∈ R. (3.5)
A lower solution of (3.4) is deﬁned in a similar way by reversing the inequality in (3.5).
First of all, we consider β > 0 and (α + β) f ′(0) > 1. For the above constants c < c∗1 and λ1, λˆ1
given in Lemma 2.1, we deﬁne the continuous functions as follows:
φ(ξ) := min{K , eλ1ξ} and φ(ξ) := max{0, eλ1ξ − qeηλ1ξ}, ξ ∈ R, (3.6)
where η ∈ (1,min{1 + σ , λˆ1
λ1
}). Clearly, for suﬃciently large q, we have 0  φ(ξ)  φ(ξ)  K and
φ(ξ) ≡ 0 for ξ ∈ R. Since f is nondecreasing and γ > − 1c > 0, we have F (φ)(ξ) F (ψ)(ξ) provided
that φ(ξ)ψ(ξ) for φ,ψ ∈ C(R, [0, K ]) and ξ ∈ R.
Lemma 3.1. Assume β > 0 and (α + β) f ′(0) > 1. For any c < c∗1 , φ(ξ) is an upper solution of (3.4).
Proof. Since γ > − 1c > 0, f (u) is nondecreasing in u and 0 φ(ξ) K for ξ ∈ R, we can obtain
F (φ)(ξ)
(
γ + 1
c
)
K − 1
c
m∑
i=1
ai
τ∫
0
J i(y) f (K )dy − α
c
τ∫
0
Jm+1(y) f (K )dy
− 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f (K )dy = γ K
and
T (φ)(ξ) = e−γ ξ
ξ∫
−∞
eγ y F (φ)(y)dy  e−γ ξ
ξ∫
−∞
eγ yγ K dy = K . (3.7)
On the other hand, noting that f (u) f ′(0)u for u ∈ [0, K ] and 0 φ(ξ) eλ1ξ for ξ ∈ R, it follows
that
F (φ)(ξ) =
(
γ + 1
c
)
φ(ξ) − 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f
(
φ(ξ + j + cy))dy
− α
c
τ∫
Jm+1(y) f
(
φ(ξ + cy))dy − 1
c
m∑
i=1
ai
τ∫
J i(y) f
(
φ(ξ − i + cy))dy0 0
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(
γ + 1
c
)
φ(ξ) − 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f ′(0)φ(ξ + j + cy)dy
− α
c
τ∫
0
Jm+1(y) f ′(0)φ(ξ + cy)dy − 1
c
m∑
i=1
ai
τ∫
0
J i(y) f
′(0)φ(ξ − i + cy)dy

(
γ + 1
c
)
eλ1ξ − 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f ′(0)eλ1(ξ+ j+cy) dy
− α
c
τ∫
0
Jm+1(y) f ′(0)eλ1(ξ+cy) dy − 1
c
m∑
i=1
ai
τ∫
0
J i(y) f
′(0)eλ1(ξ−i+cy) dy
= (γ + λ1)eλ1ξ
and
T (φ)(ξ) = e−γ ξ
ξ∫
−∞
eγ y F (φ)(y)dy  e−γ ξ
ξ∫
−∞
eγ y(γ + λ1)eλ1ξ dy = eλ1ξ . (3.8)
According to the deﬁnition of φ(ξ) and (3.7) and (3.8), it is obvious to see that
T (φ)(ξ) φ(ξ), for all ξ ∈ R.
This completes the proof. 
Lemma 3.2. Assume β > 0 and (α + β) f ′(0) > 1. For any c < c∗1 , φ(ξ) is a lower solution of (3.4).
Proof. Letting ξ0 = − lnqλ1(η−1) , then we have
φ(ξ) = 0 for ξ  ξ0 and φ(ξ) = eλ1ξ − qeηλ1ξ for ξ  ξ0.
Obviously, it follows that
T (φ)(ξ) 0 for ξ ∈ R. (3.9)
By (F3), there exist δ > 0 and 0< M < ∞ such that
f (u) f ′(0)u − Mu1+σ for u ∈ [0, δ]. (3.10)
It is easily seen that there exists Q 1(η) > 1 such that
eλ1ξ − qeηλ1ξ  δ for q Q 1(η).
Therefore, 0 φ(ξ) δ. Since ξ0 < 0 and 1+ σ > η, it is easy to see that
φ(ξ) φ(ξ) eλ1ξ − qeηλ1ξ for ξ ∈ R (3.11)
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φ(ξ)
]1+σ  eηλ1ξ for ξ ∈ R. (3.12)
Thus, according to (3.10)–(3.12), we can obtain
f ′(0)φ(ξ) − M[φ(ξ)]1+σ  f ′(0)eλ1ξ − f ′(0)qeηλ1ξ − Meηλ1ξ for ξ ∈ R
and
F (φ)(ξ) =
(
γ + 1
c
)
φ(ξ) − 1
c
m∑
i=1
ai
τ∫
0
J i(y) f
(
φ(ξ − i + cy))dy
− α
c
τ∫
0
Jm+1(y) f
(
φ(ξ + cy))dy − 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f
(
φ(ξ + j + cy))dy

(
γ + 1
c
)
φ(ξ) − 1
c
m∑
i=1
ai
τ∫
0
J i(y)
{
f ′(0)φ(ξ − i + cy) − M[φ(ξ − i + cy)]1+σ }dy
− α
c
τ∫
0
Jm+1(y)
{
f ′(0)φ(ξ + cy) − M[φ(ξ + cy)]1+σ }dy
− 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)
{
f ′(0)φ(ξ + j + cy) − M[φ(ξ + j + cy)]1+σ }dy

(
γ + 1
c
)(
eλ1ξ − qeηλ1ξ )
− 1
c
m∑
i=1
ai
τ∫
0
J i(y)
[
f ′(0)eλ1(ξ−i+cy) − f ′(0)qeηλ1(ξ−i+cy) − Meηλ1(ξ−i+cy)]dy
− α
c
τ∫
0
Jm+1(y)
[
f ′(0)eλ1(ξ+cy) − f ′(0)qeηλ1(ξ+cy) − Meηλ1(ξ+cy)]dy
− 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)
[
f ′(0)eλ1(ξ+ j+cy) − f ′(0)qeγ λ1(ξ+ j+cy) − Meηλ1(ξ+1+cy)]dy
= (γ + λ1)eλ1ξ −
(
γ + ηλ1 + (ηλ1, c)
c
)
qeηλ1ξ
+ Me
ηλ1ξ
c
[
m∑
i=1
ai
τ∫
0
J i(y)e
ηλ1(−i+cy) dy + α
τ∫
0
Jm+1(y)eηλ1cy dy
+
l∑
j=1
β j
τ∫
Jm+1+ j(y)eηλ1( j+cy) dy
]
.0
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Q 2(η) := M
(ηλ1, c)
[
m∑
i=1
ai
τ∫
0
J i(y)e
ηλ1(−i+cy) dy
+ α
τ∫
0
Jm+1(y)eηλ1cy dy +
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)eηλ1( j+cy) dy
]
we have
F (φ)(ξ) (γ + λ1)eλ1ξ − (γ + ηλ1)qeηλ1ξ . (3.13)
It follows from (3.13) that
T (φ)(ξ) e−γ ξ
ξ∫
−∞
eγ y
[
(γ + λ1)eλ1 y − (γ + ηλ1)qeηλ1 y
]
dy = eλ1ξ − qeηλ1ξ . (3.14)
According to (3.9), (3.14) and the deﬁnition of φ(ξ), we have
T (φ)(ξ) φ(ξ), for all ξ ∈ R.
This completes the proof. 
For a given number λ ∈ R, let
Xλ :=
{
φ ∈ C(R, R) ∣∣ sup
ξ∈R
∣∣φ(ξ)∣∣e−λξ < ∞}, ‖φ‖Xλ = sup
ξ∈R
∣∣φ(ξ)∣∣e−λξ .
Then it is easy to see that (Xλ,‖ · ‖Xλ ) is a Banach space. Now we ﬁx a number λ ∈ (0, λ1). Since
φ ∈ Xλ and φ is nondecreasing, it easily follows that the set
Γ :=
{
φ ∈ Xλ
∣∣∣∣ (i) φ(ξ) is nondecreasing on R;(ii) φ(ξ) φ(ξ) φ(ξ), for ξ ∈ R
}
is a nonempty, closed and convex subset of Xλ . For the operator T deﬁned by (3.2), we have the
following lemma.
Lemma 3.3. Assume β > 0 and (α + β) f ′(0) > 1. The following assertions hold.
(i) T (Γ ) ⊂ Γ ;
(ii) T : Γ → Γ is compact with respect to the norm ‖ · ‖Xλ in Xλ .
Proof. According to Lemmas 3.1–3.2 and the monotonicity of f , it is easily seen that for any φ ∈ Γ ,
φ(ξ) T (φ)(ξ) T (φ)(ξ) T (φ)(ξ) φ(ξ),
and T (φ)(ξ) is nondecreasing on R. Thus, T (Γ ) ⊂ Γ . For φ, ψ ∈ Γ , it follows from (F1) that
644 Z.-X. Yu et al. / J. Differential Equations 251 (2011) 630–650∣∣F (φ)(ξ) − F (ψ)(ξ)∣∣ (γ + 1
c
)∣∣φ(ξ) − ψ(ξ)∣∣− α
c
τ∫
0
Jm+1(y)
∣∣ f (φ(ξ + cy))− f (ψ(ξ + cy))∣∣dy
− 1
c
m∑
i=1
ai
τ∫
0
J i(y)
∣∣ f (φ(ξ − i + cy))− f (ψ(ξ − i + cy))∣∣dy
− 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)
∣∣ f (φ(ξ + j + cy))− f (ψ(ξ + j + cy))∣∣dy

(
γ + 1
c
)∣∣φ(ξ) − ψ(ξ)∣∣− f ′(0)α
c
τ∫
0
Jm+1(y)
∣∣φ(ξ + cy) − ψ(ξ + cy)∣∣dy
− f
′(0)
c
m∑
i=1
ai
τ∫
0
J i(y)
∣∣φ(ξ − i + cy) − ψ(ξ − i + cy)∣∣dy
− f
′(0)
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)
∣∣φ(ξ + j + cy) − ψ(ξ + j + cy)∣∣dy.
Thus, we have
∥∥T (φ) − T (ψ)∥∥Xλ = sup
ξ∈R
∣∣T (φ)(ξ) − T (ψ)(ξ)∣∣e−λξ  sup
ξ∈R
e−(γ+λ)ξ
ξ∫
−∞
∣∣F (φ)(s) − F (ψ)(s)∣∣eγ s ds
 1
λ + γ
[
γ + 1
c
− f
′(0)
c
m∑
i=1
ai
τ∫
0
J i(y)e
λ(cy−i) dy − f
′(0)α
c
τ∫
0
Jm+1(y)ecλy dy
− f
′(0)
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)eλ(cy+ j) dy
]
‖φ − ψ‖Xλ ,
which implies that T : Γ → Γ is continuous. On the other hand, for any φ ∈ Γ , ξ ∈ R, we have
F (φ)(ξ) γ K
and for ξ1  ξ2, ξ1, ξ2 ∈ R,
∣∣T (φ)(ξ1) − T (φ)(ξ2)∣∣ γ K
[
e−γ ξ1
ξ1∫
−∞
eγ s ds − e−γ ξ2
ξ2∫
−∞
eγ s ds
]
 γ K
[
e−γ ξ1
ξ1∫
ξ2
eγ s ds + ∣∣e−γ ξ2 − e−γ ξ1 ∣∣
ξ2∫
−∞
eγ s ds
]
= 2K [1− e−γ (ξ1−ξ2)].
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bounded and equicontinuous in ξ ∈ R. Thus, by Arzela–Ascoli theorem, for any given sequence
{ψn}n∈N+ in T (Γ ), there exist nk → ∞ and ψ ∈ C(R,R) such that limk→∞ ψnk (ξ) = ψ(ξ) uni-
formly for ξ in any compact subset of R. Since φ(ξ)  ψnk (ξ)  φ(ξ) for any ξ ∈ R, we have
φ(ξ)ψ(ξ) φ(ξ) for any ξ ∈ R, and therefore ψ(ξ) ∈ Γ . Note that
lim
ξ→±∞
(
φ(ξ) − φ(ξ))e−λξ = 0.
Thus, for any  > 0, we can ﬁnd M0 > 0 such that∣∣ψnk (ξ) − ψ(ξ)∣∣e−λξ  (φ(ξ) − φ(ξ))e−λξ <  for any |ξ | > M0.
Since limk→∞(ψnk (ξ) − ψ(ξ))e−λξ = 0 uniformly for ξ ∈ [−M0,M0], there exists K ′ > 0 such that for
k K ′ , ∣∣ψnk (ξ) − ψ(ξ)∣∣e−λξ <  for any |ξ | M0.
It follows that ‖ψnk −ψ‖Xλ → 0 as k → ∞. Thus, we can see that T : Γ → Γ is compact with respect
to the norm ‖ · ‖Xλ in Xλ . This completes the proof. 
3.1.1. Proof of Theorem 1.1
(i). By Lemma 3.3, Schauder’s ﬁxed point theorem implies that there exists φ ∈ Γ such that
φ = T (φ). Hence φ is a nondecreasing traveling wave of (1.8) for c < c∗1. Since
0 φ(ξ) φ(ξ) φ(ξ) K
for ξ ∈ R, we can easily obtain that for c < c∗1,
lim
ξ→−∞φ(ξ) = 0 and limξ→−∞φ(ξ)e
−λ1ξ = 1. (3.15)
According to (3.15), it is easily seen that
lim
ξ→−∞
∣∣ f (φ(ξ))− f ′(0)φ(ξ)∣∣e−λ1ξ  lim
ξ→−∞M
[
φ(ξ)
]1+σ
e−λ1ξ = 0, (3.16)
where M is deﬁned in (3.10). By (1.11), (3.15) and (3.16) and Lemma 2.1, we then have
lim
ξ→−∞φ
′(ξ)e−λ1ξ = lim
ξ→−∞ e
−λ1ξ 1
c
[
φ(ξ) −
m∑
i=1
ai
τ∫
0
J i(y) f
(
φ(ξ − i + cy))dy
− α
τ∫
0
Jm+1(y) f
(
φ(ξ + cy))dy − l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f
(
φ(ξ + j + cy))dy
]
= 1
c
− f
′(0)
c
m∑
i=1
ai
τ∫
0
J i(y)e
λ1(cy−i) dy − f
′(0)α
c
τ∫
0
Jm+1(y)ecλ1 y dy
− f
′(0)
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)eλ1(cy+ j) dy
= λ1.
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if κ = 0, φ(ξ) ≡ 0 which is a contradiction). Since
φ(ξ) = e−γ ξ
ξ∫
−∞
eγ y F (φ)(y)dy, (3.17)
according to L’Hospital’s rule, we can obtain κ = (α + β) f (κ). By (F2), it is obvious that κ = K .
The remainder is to consider the existence of traveling waves when c = c∗1. In fact, it could
be obtained by limiting argument similar to the proof in [12,18]. Let {cm′ } ⊂ [−1 + c∗1, c∗1) with
limm′→∞ cm′ = c∗1. Since cm′ < c∗1, (3.17) with c = cm′ admits a nondecreasing solution φm′ ∈
C(R, [0, K ]) such that
lim
ξ→−∞φm
′(ξ) = 0 and lim
ξ→∞φm
′(ξ) = K .
Without loss of generality, we may assume that φm′ (0) = 12 K , for m′ ∈ N+ . It is easy to see that
∣∣φm′(ξ1) − φm′(ξ2)∣∣ 2K [1− e−γ (ξ1−ξ2)].
Therefore, {φm′(ξ)} is uniformly bounded and equicontinuous in ξ ∈ R. By the Arzela–Ascoli theorem,
we can obtain a subsequence {φm′k } and φ such that limk→∞ φm′k (ξ) = φ(ξ) uniformly for ξ in any
compact subset of R. Clearly, φ(0) = 12 K and φ ∈ C(R, [0, K ]) is also nondecreasing. By the dominated
convergence theorem and (3.17) with c =m′k , we have (3.17) with c = c∗1, where
F (φ)(ξ) =
(
γ + 1
c∗1
)
φ(ξ) − 1
c∗1
m∑
i=1
ai
τ∫
0
J i(y) f
(
φ
(
ξ − i + c∗1 y
))
dy
− α
c∗1
τ∫
0
Jm+1(y) f
(
φ
(
ξ + c∗1 y
))
dy − 1
c∗1
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f
(
φ
(
ξ + j + c∗1 y
))
dy.
and hence, φ(n − c∗1t) is a traveling wave of (1.8). Since φ(0) = K2 and φ is nondecreasing, apply-
ing L’Hospital’s rule to (3.17) with c = c∗1, we can also obtain the asymptotic behavior (BC1). This
completes the proof of part (i). 
(ii). Since f is an odd function, letting ψ = −φ, then (1.11) becomes
−cψ ′(ξ) = −ψ(ξ) +
m∑
i=1
ai
τ∫
0
J i(y) f
(
ψ(ξ − i + cy))dy + α
τ∫
0
Jm+1(y) f
(
ψ(ξ + cy))dy
+
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f
(
ψ(ξ + j + cy))dy. (3.18)
It is obvious that (3.18) is the same form as (1.11) and hence we easily obtain (ii). The proof of this
part is complete. 
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φ satisﬁes (3.17). Multiplying (3.17) by e−λξ , we have
e−λξφ(ξ) = e−λξ e−γ ξ
ξ∫
−∞
eγ y F (φ)(y)dy.
Letting ξ → −∞ and according to L’Hospital’s rule, it follows that
1= lim
ξ→−∞
F (φ)(ξ)
(λ + γ )eλξ
= lim
ξ→−∞ e
−λξ 1
(λ + γ )
[(
γ + 1
c
)
φ(ξ) − 1
c
m∑
i=1
ai
τ∫
0
J i(y) f
(
φ(ξ − i + cy))dy
− α
c
τ∫
0
Jm+1(y) f
(
φ(ξ + cy))dy − 1
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y) f
(
φ(ξ + j + cy))dy
]
= 1
(λ + γ )
[(
γ + 1
c
)
− f
′(0)
c
m∑
i=1
ai
τ∫
0
J i(y)e
λ(cy−i) dy
− f
′(0)α
c
τ∫
0
Jm+1(y)ecλy dy − f
′(0)
c
l∑
j=1
β j
τ∫
0
Jm+1+ j(y)eλ(cy+ j) dy
]
,
which implies that (λ, c) = 0. By (iii) in Lemma 2.1, (λ, c) < 0 for any λ > 0 and c > c∗1. This leads
to a contradiction. Similarly, (1.8) has no traveling wave φ(n− ct) satisfying limξ→−∞ ψ(ξ)e−λξ = −1
with λ > 0. This completes the proof. 
Next, we assume that β = 0 and (a + α) f ′(0) > 1. By Lemma 2.3, for any c < 0, it follows that
(λ3, c) = 0 and (λ3 + , c) > 0 for  ∈ (0, ). Similar to the deﬁnitions of (3.6), we deﬁne the
continuous functions as follows:
φ(ξ) := min{K , eλ3ξ} and φ(ξ) := max{0, eλ3ξ − qeηλ3ξ}, ξ ∈ R, (3.19)
where η ∈ (1,min{1+ σ , λ3+
λ3
}).
3.1.2. Proof of Theorem 1.3
Similar to proofs of Lemmas 3.1–3.3, it is easily seen that T (Γ ) ⊂ Γ and T : Γ → Γ is compact
with respect to the norm ‖ · ‖Xλ in Xλ . Similar to proofs of Theorem 1.1, we can obtain our results.
This completes the proof. 
3.2. Existence of traveling waves with (BC2) and (BC4)
In this subsection, we will ﬁnd a solution of (1.10) satisfying (BC2) and (BC4). Once there exists a
solution with (BC2), it is easily seen that (1.8) admits a traveling wave satisfying (BC4). Let
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(
1
c
− γ
)
φ(ξ) − 1
c
m∑
i=1
ai
τ∫
0
J i(y) f
(
φ(ξ − i + cy))dy
− α
c
τ∫
0
Jm+1(y) f
(
φ(ξ + cy))dy
− 1
c
l∑
j=1
τ∫
0
Jm+1+ j(y) f
(
φ(ξ + j + cy))dy. (3.20)
We choose γ > 1c such that H(φ)(s) H(ψ)(s) provided that φ(s) ψ(s) for s ∈ R. Note that (1.10)
is equivalent to
φ(ξ) = −eγ ξ
∞∫
ξ
e−γ yH(φ)(y)dy, (3.21)
which is well deﬁned if φ ∈ C(R, [0, K ]).
First, we consider a > 0 and (a + α) f ′(0) > 1. Deﬁne the continuous functions by
w(ξ) := min{K , eλ2ξ} and w(ξ) := max{0, eλ2ξ − qeηλ2ξ}, ξ ∈ R, (3.22)
where η ∈ (1,min{1+σ , λˆ2
λ2
}). Now we ﬁx a number λ ∈ (λ2,0). Since φ ∈ Xλ and φ is nonincreasing,
it easily follows that the set
Γ :=
{
φ ∈ Xλ
∣∣∣∣ (i) φ(ξ) is nonincreasing on R;(ii) w(ξ) φ(ξ) w(ξ), for ξ ∈ R
}
is a nonempty, closed and convex subset of Xλ . Deﬁne the operator T : C(R, [0, K ]) → C(R, [0, K ]) by
T (φ)(ξ) = −eγ ξ
∞∫
ξ
e−γ yH(φ)(y)dy. (3.23)
Similar to the proofs of Lemmas 3.1–3.3, we have the following lemma.
Lemma 3.4. Assume a > 0 and (a + α) f ′(0) > 1. The following assertions hold.
(i) T (Γ ) ⊂ Γ ;
(ii) T : Γ → Γ is compact with respect to the norm ‖ · ‖Xλ in Xλ .
3.2.1. Proof of Theorem 1.2
According to Lemma 3.4 and Schauder’s ﬁxed point theorem, there exists φ ∈ Γ such that
φ = T (φ). Hence φ is a nonincreasing traveling wave of (1.8) for c > c∗2. Since 0  w(ξ)  φ(ξ) 
w(ξ) K for ξ ∈ R and λ2 < 0, we can easily obtain
lim
ξ→−∞φ(ξ) = 0, limξ→−∞φ(ξ)e
−λ2ξ = 1.
The rest is similar to the proofs of Theorem 1.1, so we omit the details. This completes the proof. 
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(λ4, c) = 0 and (λ4 − , c) > 0 for  ∈ (0, ˆ). Similar to the deﬁnitions of (3.22), we deﬁne the
continuous functions as follows:
w(ξ) := min{K , eλ4ξ} and w(ξ) := max{0, eλ4ξ − qeηλ4ξ}, ξ ∈ R (3.24)
where η ∈ (1,min{1+ σ , λ4−
λ4
}).
3.2.2. Proof of Theorem 1.4
The proof is similar to that of Theorem 1.3, we omit it. 
Finally we have the following remark.
Remark 3.1.
(1) Note that Theorems 1.1–1.4 can be proved by the monotone iteration technique. This approach has
been used for some special output functions (e.g. a piecewise-linear output function (1.2) (see, [7,
8,11,6,10,21]) and nonlinear nondecreasing output functions (1.5)–(1.6) (see, [14])). In the present
paper, our approach is to use Schauder’s ﬁxed point theorem combining upper–lower solutions,
which is different from the monotone iteration technique. Especially, the proofs of upper–lower
solutions in [6,7,14,21] depend on a positive constant τ . The proofs in the present paper do not
depend on τ and are more brief.
(2) According to Remarks 2.1–2.2, if a > 0 and β > 0, (α + β) f ′(0) 1 and (a+α) f ′(0) 1 can take
place of the conditions (α + β) f ′(0) > 1 and (a + α) f ′(0) > 1 in Theorems 1.1–1.2, respectively.
(3) In the future work, we will investigate the existence of traveling waves of DCNN model (1.8) with
non-monotone output functions.
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