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Unconventional Superconductivity in the Layered Iron
Germanide YFe2Ge2
Jiasheng Chen
Since the discovery of superconductivity in LaFePO, numerous iron-based superconduc-
tors have been identified within diverse structure families. Superconductivity in the layered
iron germanide YFe2Ge2 was first reported in 2014. It stands out from the commonly known
iron- based superconductor families for not containing either Group-V or Group-VI elements
and has since been predicted to be an unconventional superconductor.
The intermetallic d-electron system YFe2Ge2 exhibits an unusually high Sommerfeld
coefficient of ≈ 100mJ/molK2, signalling strong electronic correlations. Its low-temperature
normal-state resistivity displays a T 1.5 power-law temperature dependence, which is an
indication of non-Fermi-liquid behaviour. While superconductivity in YFe2Ge2 has been
widely observed below Tc ≈ 1.9K in electric transport measurements, evidence of a bulk
superconducting transition has proved elusive. This has prompted significant efforts into
improving the crystal quality.
In this thesis, I present the crystal growth methods which have successfully produced
high-quality poly- and single-crystal YFe2Ge2 samples. Measurements on these samples have
led to conclusive evidence that superconductivity is an intrinsic property of this compound.
Disorder effects on both the poly- and single-crystals have been studied through structural
investigations, in which anti-site disorder of germanium substitution on the iron site was found
to be the dominant factor. The fast suppression of the superconducting transition temperature,
Tc, of YFe2Ge2 by disorder suggests an unconventional pairing mechanism. Using a liquid
transport flux method, single crystals with residual resistivity ratios (RRR = ρ300K/ρ2K)
reaching 470 have been synthesised. These crystals exhibit clear bulk superconducting
transitions. Low-temperature specific heat and µSR measurements performed on these
crystals provided evidence for multi-gap superconductivity, most likely of the s±-wave
nature, which is compatible with theoretical predictions. Moreover, quantum oscillations
have been detected for the first time in dHvA susceptibility and tunnel-diode oscillation
measurements of high-quality YFe2Ge2 single crystals. Although unable to account fully
for the high Sommerfeld coefficient, the current results have confirmed significant mass
enhancements in the detected Fermi surface sheets.
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Chapter 1
Introduction
1.1 Unconventional superconductivity and the iron-based
superconductors
Superconductivity is a fascinating macroscopic quantum phenomenon found in an ever-
expanding set of materials. Since its first demonstration by Heike Kamerlingh Onnes
in 1911 in the element of mercury, a tremendous amount of effort has been devoted to
discovering novel superconductors with an ever increasing critical temperature Tc and to
better understanding the underlying mechanisms. Among these research efforts was the great
success by Bardeen, Cooper and Schrieffer (BCS) in the 1950s for formulating a microscopic
theory of the pairing mechanism which explains the physics behind what are now known
as ‘conventional’ superconductors. In these materials, an effective attraction between the
electrons is achieved through interactions of these electrons with the crystal lattice vibrations,
or phonons. This allows the electrons to overcome their electrostatic Coulomb repulsion and
form the so-called Cooper pairs, enabling the formation of a superconducting condensate at
low temperatures. Traditionally, the BCS theory is believed to support an upper limit for Tc
below 30K, based on the known strength of the electron-phonon interaction in these materials.
But recent demonstrations of superconductivity in high-pressure hydrogen sulfide H2S at
203K [1] and LaH10 at 250K [2] showed that the technological benefits of superconductivity,
in particular dissipationless electrical current flow with its enormous potential for super-
efficient electric motors and generators, are not fundamentally limited to low temperatures.
In LaH10 and other hydrogen-rich materials, superconductivity is again conventional and
mediated by deformations of the crystal lattice which, however, reach to very high energies.
This is thanks to the light mass of the hydrogen atoms and the large spring constants caused
by strong compression under pressure of nearly 2 million atmospheres. Unfortunately, this
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Fig. 1.1 Structure of different iron-based superconductor families, showing the
common building block of the iron pnictogen/chalcogen trilayer. Iron atoms are
represented by the red spheres. (Figure credit: [3])
mechanism probably cannot be extended straightforwardly to ambient pressure. Instead,
unconventional superconductors harness the ultra-strong direct electronic interactions which
are known in some cases to reach coupling energies equivalent to several thousand Kelvin, and
can stabilise magnetism far above room temperature. Beginning in the late 1980s, excitement
was brought about by the discoveries of a series of layered copper-based superconductors
(cuprates), with some of these materials demonstrating transition temperatures much above
the boiling point of liquid nitrogen (T = 77K), making them functionally more useful. More
recently, the discovery of superconductivity with relatively high Tc in wide structural families
of layered iron-based compounds has again fuelled the interests of many researchers. High Tc
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in the iron-based superconductors (FeSCs) came as a surprise, since iron, being a ferromagnet,
was customarily believed to be detrimental to superconductivity based on the BCS theory.
Since the discovery of superconductivity at 5K in LaFePO in 2006 [6], diverse structural
families of FeSCs have been found, almost all of which combine iron with a group-V
(pnictogen) or a group-VI (chalcogen) element. A common building block to these materials
is an Fe-X (X being a pnictogen or chalcogen element) trilayer (Fig. 1.1), where the Fe atoms
form a square planar lattice with each Fe atom at the centre of a distorted tetrahedron formed
by the X atoms. Different crystal structures can be derived by the insertion of different
"bridging layers" between the Fe-X trilayers. These structural families include the 11-type
(FeSe, FeTe) with no bridging layer, the 111-type (LiFeAs, NaFeAs), the 122-type (KFe2As2,
BaFe2As2), the 1111-type (LaFeAsO, SmFeAsO) and the more exotic compounds such as
(Sr4Sc2O6)Fe2P2 [7] and (Ca3Al2O5−y)Fe2As2 [8]. Apart from the similar basic structure,
Fig. 1.2 Schematic phase diagram of iron pnictides on hole- or electron-doping.
In the red region, the system shows a spin-density-wave (SDW) magnetic order.
Upon doping, regions of superconducting (SC) order develop. Superconductivity
can also be induced by applying pressure and/or isovalent chemical substitution.
The nematic phase at T > TN is a subject of strong current interest for FeSCs, but is
not a topic of focus in this thesis. (Figure adapted from [4, 5])
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another common feature shared by the FeSCs is their proximity to an antiferromagnetic
order. Fig. 1.2 shows a typical phase diagram for an FeSC. The undoped parent compound is
usually an antiferromagnet. Superconductivity can be induced by suppressing this magnetic
order in various ways. These include electron or hole doping [9], application of hydrostatic
pressure [10], and isovalent substitution which creates “chemical pressure” [11].
Despite the very similar crystal structures exhibited by different FeSCs, there is a large
variability in their electronic structures [12]. The electronic structures of FeSCs generally
comprise several Fe d-bands near the Fermi energy, with small electron- and hole-like pockets,
which are quite sensitive to external perturbations, such as pressure or chemical doping. The
Fermi surfaces of iron pnictides typically consist of hole pockets in the middle of the Brillouin
zone and electron pockets at the zone boundaries. But in several iron chalcogenides, only
electron Fermi surfaces are present. Moreover, in the extremely hole-doped iron pnictides,
such as KFe2As2, the electron Fermi surface at the zone-boundary is absent, and is instead
replaced with tiny hole pockets.
It is widely believed that a phonon-mediated pairing mechanism in the original form of
the BCS theory cannot account for the high Tc observed in many of the FeSCs. Determining
the symmetry and structure of the superconducting order parameter, or in other words the
superconducting energy gap function, in momentum space provides important clues for
understanding the mechanism by which superconductivity arises. Although there is yet to be
a first-principle microscopic theory that fully describes the origin of superconductivity in
FeSCs, the majority of experiments support a spin-singlet s-wave state with sign-changing
superconducting gaps on different part of the Fermi surfaces [5, 12]. In particular, a spin
resonance has been observed by inelastic neutron scattering in a wide range of FeSCs
below their superconducting transitions [13–15], implying that the superconducting gap
∆k has opposite signs at the hole pocket relative to the electron pockets, which have been
taken as evidence for an s± gap structure. However, alternative pairing states have also
been proposed, most notably for the heavily hole- and electron-doped systems where the
low-energy electronic structures deviate most significantly from the weakly to moderately
doped FeSCs. Theoretical studies have shown that the attractive electron interactions in
the dx2−y2 channel may have comparable strength to that in the s
± channel [16], and in the
electron-doped FeSCs, this can become the dominant superconducting instability. In d-wave
superconductors, nodes are expected on the hole pockets due to symmetry, which gives rise to
low-energy quasiparticle excitation and can be detected through thermodynamic and thermal
transport measurements. Evidence for nodal gaps has been found in thermal conductivity
measurements of the highly hole-doped superconductor KFe2As2 and was interpreted in
favour of d-wave superconductivity [17, 18]. However, later ARPES measurements reported
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an s-wave gap with eight line nodes on the intermediate hole band [19] and further heat
capacity measurement have revealed qualitative agreement to the ARPES results by fitting
the specific heat data to a self-consistent four-band model with s-wave gap functions [20].
Therefore the pairing state in KFe2As2 remains controversial.
The diverse electronic structures and potentially non-universal superconducting states
of the FeSCs provide a useful testbed for different theories of pairing. The variability
of superconducting properties of the different systems when tuned by doping or pressure
allows the detailed refinements of material-specific theories. On the other hand, the apparent
commonality between all iron-based superconductors, such as their structural similarities,
strong electronic correlations and closeness to the border of magnetism, can provide important
clues for the search for superconductors with higher Tc.
1.2 The layered iron germanide YFe2Ge2
Isostructural to the 122-family of FeSCs, the layered iron germanide YFe2Ge2 stands out
from the commonly known FeSCs for not containing group-V and group-VI elements. The
only other such example of layered FeSC is the recently discovered iron silicide LaFeSiH
[21]. In 2014, Zou et al. reported the observation of superconductivity in YFe2Ge2 for
the first time [22]. Full resistive transitions and partial DC diamagnetic screening of up
to 80% were shown for polycrystalline YFe2Ge2 samples with residual resistivity ratio
(RRR = ρ300K/ρ2K) reaching 50. Although the onset of superconductivity was observed at
1.8K in resistivity (for a sample with RRR = 41), a complete transition was only reached
at 0.6K. Despite the high diamagnetic fraction, no signature of bulk superconductivity
was observed for these samples in heat capacity measurements. Meanwhile, in this initial
study, single crystals grown by flux method were reported to have a substantially lower RRR
exhibiting only partial transitions even in resistivity measurements.
Following the initial report of superconductivity in YFe2Ge2, Kim et al. [24] at the
Ames Laboratory carried out a systematic investigation into the growth of YFe2Ge2 single
crystals using a Sn-flux method. In their study, they investigated the effects of varying
the growth protocols, such as changing the decanting temperatures, and the effects of
polishing and annealing on the sample properties. They found resistive superconducting
transitions in samples with RRR ≈ 34. Their best samples had RRRs up to 65. However,
similar to Zou’s initial study on the polycrystals, none of their samples showed signatures
of bulk superconductivity in heat capacity measurements. It was hence concluded that the
observed superconductivity is either filamentary and strain-stabilised in small regions of the
sample or from a secondary alien phase present at undetectable quantity. Similar doubt that
6 Introduction
Fig. 1.3 Crystal structure and Fermi surface calculated within DFT for YFe2Ge2
and for KFe2As2 in the uncollapsed and collapsed tetragonal structure. (Figure
credit: [23])
superconductivity was extrinsic to YFe2Ge2 also advanced in a later study [25]. The studies
described in this thesis built on these initial investigations of superconducting properties in
YFe2Ge2. As will be shown later in Chapter 4 and 5, conclusive evidence has been established
for bulk superconductivity in YFe2Ge2 samples with RRR above about 70 [23, 26].
YFe2Ge2 shares key properties with the alkali metal iron arsenides (K/Rb/Cs)Fe2As2
[20, 30–32]: it has the same ThCr2Si2 structure, featuring square lattice iron layers, its low
temperature heat capacity Sommerfeld coefficient is similarly enhanced, and antiferromag-
netic order can be induced by chemical substitution [28]. There is an important difference,
however: although YFe2Ge2 appears at first sight to be isoelectronic to the alkali metal iron
arsenide superconductors, the existence of Ge-Ge bonds in YFe2Ge2, contrasting with the
absence of As-As bonds in the arsenides, causes the Fe oxidation state to differ from that
of the arsenides [25]. On the other hand, the calculated Fermi surface in YFe2Ge2 is very
similar to that expected for KFe2As2 in the pressure-induced collapsed tetragonal phase
(Fig. 1.3) [33].
While YFe2Ge2 is a paramagnet, its sibling compound LuFe2Ge2 exhibits an antifer-
romagnetic transition at TN ≈ 9K [34, 29]. In its ordered state, the iron moments are
ferromagnetically ordered in the basal plane while coupling antiferromagnetically along the
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Fig. 1.4 Dependence of the magnetic transition temperature TN of LuFe2Ge2 with
hydrostatic pressure and of Lu1−xYxFe2Ge2 with doping. (Figure credit: [27], data
obtained from [28, 29])
c-direction. Hydrostatic pressure on LuFe2Ge2 was found to move the transition to higher
temperatures [29], whereas another study revealed that substituting lutetium with yttrium
leads to the suppression of TN [28]. Fig. 1.4 summarises the effect of pressure and chemical
substitution on TN . When 20% of Lu are replaced by Y, the Néel temperature extroplates to
zero. This suggests the potential occurrence of a quantum critical point (QCP), near which
one may expect to find a dome of superconducting phase. However, no superconductivity has
so far been detected near the critical composition down to 2K, possibly because of strong
disorder scattering.
YFe2Ge2 further exhibits various interesting normal-state properties. Measurements of
resistivity and heat capacity down to 2K were first reported in [34]. An unusually high
Sommerfeld coefficient C/T ≈ 100mJ/molK2 was observed. This is around 8 times higher
than the band-structure calculated value [22], indicating the presence of strong electronic
correlations. In addition, the low-temperature resistivity of YFe2Ge2 shows an anomalous
T 3/2 temperature dependence [22, 23], suggesting non-Fermi liquid behaviour.
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After the initial discovery of superconductivity, density functional theory (DFT) studies
put forward by Subedi [35] and Singh [36] suggested two potential scenarios for unconven-
tional superconductivity in YFe2Ge2. Subedi argued that the presence of an electron pocket
at the Brillouin zone corner and hole pockets near the zone centre favours antiferromagnetic
spin fluctuations and an s± order parameter wave function. On the other hand, Singh put
forward a more radical proposal: noting that magnetism with ordering wave vector (0, 0,
1/2) can be induced in YFe2Ge2 by alloying with isoelectronic Lu [28, 29], ferromagnetic
correlations within the plane could induce a triplet superconducting state.
Although experimentally observed to be paramagnetic, YFe2Ge2 appears to be on the
threshold of magnetism. DFT calculations [35, 36] indicated that various types of magnetic
order, including a ferromagnetic order and antiferromagnetic orders with different waveve-
cotrs, all have energies lower than the non-spin-polarised state. Among the various magnetic
states, the A-type order of the Fe atoms, same as that observed in LuFe2Ge2, was found to
be the most favourable state according to the DFT studies. On the experimental side, X-ray
absorption and photoemission studies have demonstrated the presence of large fluctuating
Fe moments in YFe2Ge2 [37], also suggesting its closeness to the border of magnetism.
Furthermore, a recent inelastic neutron scattering experiment [38] has revealed the presence
of both ferromagnetic and antiferromagnetic in-plane fluctuations.
Despite having a relatively low transition temperature, YFe2Ge2 presents a special case of
iron-based superconductors with a three-dimensional Fermi surface as a result of the Ge-Ge
bonding. By comparing and contrasting the superconducting and normal state properties of
YFe2Ge2 with other known iron-based superconductors, we can improve our understanding
of the microscopic mechanism of the FeSC as a whole and possibly provide new directions
for the search of superconductors with higher Tc, e.g. by exploring the nearby QCP.
1.3 Thesis layout
In Chapter 2, I start with a brief overview of the key theoretical concepts underpinning the
experimental results discussed in the later chapters. These include theory of superconductivity,
impurity effects in superconductors, the theory behind muon spin spectroscopy and the theory
of de Haas-van Alphen effect. Chapter 3 describes the growth techniques employed for
synthesising both poly- and single-crystal YFe2Ge2 and the range of experimental methods
used to measure the physical properties of these crystals.
In Chapter 4, I present the results obtained during a systematic programme to optimise the
growth parameters for synthesising high-quality, polycrystalline YFe2Ge2 samples. Thermo-
dynamic, magnetic and transport measurements of these samples provided the first conclusive
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evidence for bulk superconductivity in this compound. Potential causes of disorder, which is
detrimental to superconductivity, are further discussed in light of results from both powder
X-ray diffraction (XRD) and energy dispersive spectroscopy (EDS) measurements. Materials
presented in this chapter have been published in [23, 26].
In Chapter 5, I describe the modified Sn-flux and the liquid transport methods which
have allowed the growth of ultra-pure YFe2Fe2 single crystals with drastically improved
sample quality. Samples grown with these methods have displayed RRRs up to 200 and
470, respectively. In the latter case, samples have shown notably sharper superconducting
transitions than our best polycrystals. Beyond the initial sample characterisations, in the
later sections of this chapter, I present results from low-temperature heat capacity, muon spin
rotation and quantum oscillation measurements on these new generations of high-quality
single crystals and discuss their implications for the superconducting pairing state and the
electronic structure of YFe2Ge2.
Finally, in Chapter 6, a short summary is given where I discuss the broader relevance of
the study on YFe2Ge2 for understanding the physics of FeSCs as a whole. I also provide






Without going into details of the underlying microscopic mechanisms for the formation of a
superconducting state, a phenomenological description given by the Ginzburg-Landau theory
captures the key features of a superconducting phase transition. Near a phase transition from
a normal state to a superconducting state, the free energy density can be expressed as an
expansion of a complex order parameter ψ =
√
ns exp(iθ), where ns is the superfluid density
and θ gives the phase of the order parameter [39, 40]:








where α and β are constants, ms is the superfluid mass, qs is the superfluid charge, A is the
magnetic vector potential, B = ∇×A is the magnetic field, and µ0 is the permeability of free
space. Two Ginzburg-Landau equations are obtained by minimising the free energy with
respect to ψ and A:
1
2ms











where Js is the supercurrent density and ψ∗ is the complex conjugate of ψ . These equations
reveal two characteristic length scales [40], namely the penetration depth λ and the coherence
length ξ , which are important for classifying the superconducting behaviour. λ is a measure
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of how far the magnetic field can penetrate into a superconductor, while ξ is associated with
the spatial variation of ψ .






For κ < 1/
√
2, we have a "type-I" superconductor, in which magnetic flux is expelled under
external applied field until superconductivity is suddenly destroyed at a single critical field
Bc. When κ > 1/
√
2, we have a "type-II" superconductor where, instead of a sudden change
from a Meissner state (which excludes magnetic flux completely) to a normal state, a vortex
state with periodical arrangement of quantised magnetic flux lines is reached above a lower
critical field Bc1. To destroy the vortex phase, an upper critical field Bc2 is required.
2.1.2 BCS theory
The modern understanding of the microscopic mechanism of superconductivity started with
the formalism proposed by Bardeen, Cooper and Schrieffer (BCS) [41]. They showed that
an arbitrarily weak attractive interaction between electrons can result in the formation of a
coherent many-body state which could be seen as a condensate of Cooper pairs. An energy
gap ∆ separates the excitations of this condensate from its ground state energy.
The formation of Cooper pairs, for example in an elemental superconductor, most
commonly arises from an attractive interaction mediated through the vibrations of the ionic
lattice (phonons). This can be understood in a classical picture as follows. An electron
moving in a conductor will attract the nearby positively charged lattice ions, which due to
their higher masses move slower than the electrons. It hence leaves behind a region with a
larger density of positive charges. Another electron, with an opposite spin, is attracted to
such a region, resulting in an effective attraction between the two electrons. This type of
phonon-mediated superconductivity is often termed conventional superconductivity.
While a variational approach was used in the original BCS paper to derive the ground
state properties, a self-consistent field method is more intuitive when dealing with excited


















where c+kσ and ckσ are electron creation and annihilation operators with wavevector k and
spin σ , εk is the single-particle energy relative to the Fermi energy, Vkl is the scattering
amplitude between a state with (l ↑,−l ↓) to one with (k ↑,−k ↓). The second equation is




avg and neglecting small fluctuation terms. An










By diagonalising Eq. 2.6 using a Bogoliubov transformation and solving the equation using
the BCS coherent ground state, we arrive at the energy spectrum of the excited states:
Ek =
√
ε2k + |∆k|2, (2.8)







Fig. 2.1 (Left panel) The temperature dependence of the BCS gap function obtained
from numerical solution to Equ. 2.13 (red solid dots) [43] and the approximate
formula Equ. 2.15 (blue line). (Right panel) Comparision between superconducting
(Ces) and normal (Cen) state electronic heat capacity of a BCS-type superconductor.
A jump in the heat capacity ∆C occurs at the transition from normal to supercond-
cuting state.
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In the BCS theory, the approximation Vkl =−V is taken for k and l states out to a cutoff
energy h̄ωc away from the Fermi energy EF , whereas beyond h̄ωc Vkl is taken to be zero. We
hence find that the energy gap function satisfies
∆k =
∆, for |εk|< h̄ωc0, for |εk|> h̄ωc . (2.10)
Replacing the summation in Equ. 2.9 by an integration from −h̄ωc to h̄ωc, and noting the

















where N(0) denotes the density of state at the Fermi level for electrons of one spin orientation,
and the last step is justified in the weak-coupling limit where the dimensionless electron-
phonon coupling parameter, λep = N(0)V ≪ 1.
At finite temperatures, we have to consider the quasiparticle excitations and their prob-
ability distribution. The temperature dependence of the BCS gap function, ∆(T ), can be








ε2 + |∆(T )|2
tanh(
√
ε2 + |∆(T )|2
2kBT
). (2.13)
In the limit T → 0,
∆(0) = 1.764kBTc. (2.14)
While the BCS gap function can be solved numerically from Equ. 2.13, an approximation
to the solution exists which can be written as
∆(T ) = 1.76tanh{1.82[1.018(Tc
T
−1)]0.51}. (2.15)
The temperature dependence of the BCS gap function, ∆(T ) is shown in Fig. 2.1. The
presence of the energy gap causes a modification to the electronic specific heat from its
normal state value. As a result, the electronic specific heat diminishes exponentially at lowest
temperatures, while a jump in specific heat of ∆C(Tc) = 1.43Cen(Tc), where Cen is the normal
state electronic specific heat, is expected at T = Tc (Fig. 2.1).
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A popular empirical model adapted from the BCS theory is the α-model of supercon-
ductivity [44]. By allowing the value of the zero temperature energy gap, ∆(0) to be a
variable, with α ≡ ∆(0)/kBTc and assuming the normalised form of the superconducting
order parameter ∆(T )/∆(0) from the BCS theory, the α-model can be used to fit the mea-
sured electronic heat capacity versus temperature to quantify the magnitude of any deviation
from the BCS theory. For example, in superconductors where the discontinuous increase at
transition temperature ∆Ce(Tc)> 1.43γnTc, a value of α > αBCS = 1.764 may be obtained
which is viewed as a sign for strong coupling.
2.1.3 Destruction of superconducting state by magnetic field
In a type-II superconductor, superconductivity is destroyed as magnetic field is increased
above the upper critical point Bc2. This process can happen in two ways: either the gradual
increase of the density of magnetic flux lines causes the normal state regions of the vortex
cores to overlap, or the Zeeman-splitting between the up- and down-spin electrons becomes
so great that it destroys electron pairing. The former effect is termed ’orbital limiting’ and
the latter ’Pauli limiting’.
The orbital limiting process is modeled by Werthamer, Helfand and Hohenber (WHH)
[45], where the zero-temperature limit of the orbital limited upper critical field at critical
temperature Tc is given by:
B(O)c2 (0) = δTc|dBc2/dT |Tc, (2.16)
where δ is a numerical factor which takes on the value 0.69 in the dirty limit (mean free path
l ≪ ξ ) or 0.73 in clean limit (l ≫ ξ ).
In the Pauli limiting case, the critical field BPc2 results from the balancing between the






for a BCS superconductor, where µB is the Bohr magneton and g is the Lande g factor.
2.1.4 Unconventional superconductivity
In the BCS theory, the gap function ∆k is assumed to be isotropic in momentum space. The
Cooper pairs responsible for superconductivity are bound states of electrons with opposite
spins, giving an angular momentum l = 0, and the attractive interactions between the electrons
are phonon-mediated. Soon after the proposal of the BCS theory, it was realised that, by
fully accounting for both the charge and spin degrees of freedom of the electron, attractive
16 Theoretical concepts
components of the effective interaction between electrons can arise even in the absence of
lattice vibrations. In these unconventional superconductors, the driving force for electron
pairing may come from the more direct electronic interactions, e.g. from exchange of
excitations corresponding to spin fluctuations. Unlike the phonons, which are typically
limited to low energies, the strong interactions of the electron spin degrees of freedom can
reach energies up to several thousand Kelvins. While the microscopic mechanisms behind
conventional superconductivity have been successfully formulated by the BCS theory, no
equivalent first-principle microscopic theory exists for unconventional superconductivity,
due to difficulties in dealing with the inherently strong correlations involved.
As described in Section 2.1.2, electron pairings in conventional superconductors rely on
the retardation effects due to the slow motions of the lattice ions. Electronic fluctuations,
in the contrary, occur on the same time scales as the electron motions. In unconventional
superconductors, to partially negate the effects of Coulomb repulsion, electrons therefore
avoid each other in space rather than in time. As a result, pairing correlations develop between
electrons from different sites and the orbital part of the superconducting order parameter,
namely the superconducting gap function, tends to be orthogonal to the conventional s-wave
type. In momentum space, the gap functions tend to be highly anisotropic and sign change
can often occur resulting in gap nodes at certain positions on the Fermi surface. Determining
the symmetry and structure of the gap function in momentum space is thus often the first step
in identifying an unconventional superconductor. It also provides important clue regarding
the superconducting pairing mechanism.
Examples of known unconventional superconductors include Sr2RuO4 (assumed to adopt
a p-wave pairing state [47]), the iron-based superconductors (generally thought to have
an s±-wave state [16]), the cuprates (with a dx2−y2 pairing symmetry [48]) and a range of
heavy-fermion superconductors [49]. In many iron-based superconductors, despite most
likely having an s-wave gap state, sign changes of the order parameter can occur between the
different Fermi surfaces thanks to its multi-band nature. This is analogous to the isotropic,
single-band dx2−y2 state in the cuprates, except that the sign changes do not occur on the
same band.
2.2 Multiband superconductivity
BCS theory describes a single-band superconductor, in which all the electrons on the isotropic
Fermi surface contribute equally to the superconducting pairing, resulting in a constant
superconducting gap ∆. However, when the FS of a material contains multiple sheets
associated with different bands, different scenarios may occur, where each band develops its
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own gap. The simplest form of multiband superconductivity occurs, when the electrons on
the different bands experience different electron-phonon coupling strengths, giving rise to
superconducting energy gaps of different sizes on the different bands.





























νk, with εk the
single-particle dispersion measured with respect to the Fermi energy. In the second equation
above, constant density of states Nν for each Fermi surface sheet ν and isotropic interactions
Vµν are assumed, and the dimensionless interaction matrix λµν =VµνNν . Generally, due to
the presence of inter-band coupling, all bands display the same transition temperature. The
temperature dependence of the order parameters on the different bands is determined from the
different inter- and intra-band coupling constants, λµν . The typical temperature dependence
of the gap functions of a two-band superconductor for various inter-band coupling strengths
is illustrated in Fig. 2.2.
Fig. 2.2 Superconducting gap functions for a two-band superconductor with (a)
weak, (b) intermediate and (c) relatively strong inter-band coupling. The blue and
red lines represent the larger and the smaller gaps, respectively.
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Specific heat
Knowing the temperature dependence of the superconducting gap function ∆(T ), thermody-
namic properties, such as entropy S and specific heat C, can be calculated as for a system of

















where f = [1+ exp( EkBT )]
−1 is the Fermi-Dirac distribution function and t = T/Tc. The
energy of the quasiparticles is given by E =
√
ε2 +∆(t)2, and the integration variable
y = ε/∆(0). For a multi-band system, the contributions from each band can be summed up
to obtain the total specific heat, in which each band is characterised by a partial Sommerfeld
coefficient γi with γ1 + γ2 = γn.
The reverse procedure can also be used where the experimentally measured specific
heat data is fitted to infer information regarding gap functions. For practical purposes, the
empirical α-model [51] can often be used to simplify the fitting of experimentally measured
heat capacity data. In a two-gap superconductor, by assuming the temperature dependence
of the normalised BCS gap δ (t) = ∆(t)/∆(0) for both gaps, the ratios of 2∆i(0)/kBTc are
then considered to be fitting parameters, together with the ratio of the partial Sommerfeld
coefficients γ1 and γ2. More realistic calculations can be performed where the influence of
inter-band interaction is taken into account and the gap functions are solved self-consistently
rather than assumed to be of the BCS phenomenological form [20].
Penetration depth











where λ−2(0) and ∆0,i are is the values of the penetration depth and the i-th (i = 1 or 2)
superconducting gap at T = 0K, respectively, and ω is a weighting factor denoting the
relative contribution of the two bands.
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where ∆i(T,φ) = ∆0,iδ (T/Tc)g(φ) and g(φ) gives the angular dependence of the gap.




is again an approximation to the temperature
dependence of the gap function in the BCS form. For s-wave and s+ s-wave gaps g(φ) is 1,
whereas for a d-wave gap it is |cos(2φ)|.
2.3 Impurity effects in superconductors
Real materials inevitably contain impurities and lattice defects. According to Anderson’s
theorem [56], non-magnetic impurities in a BCS superconductor have a negligible effect on
Tc due to time-reversal invariance. In contrast, magnetic impurities are known to strongly
suppress both Tc and the superconducting energy gap ∆(0) in a singlet s-wave superconductor.
The dependence of Tc on the scattering rate Γ has been derived by Abrikosov and Gor’kov
using the Green’s function method [57] (see also later in Section 4.3).
Anderson’s theorem requires the pair potential to be varying only weakly in momentum
space, which is violated in unconventional superconductors with a higher orbital momentum
pairing state, such as in a d–wave superconductor. The pair-breaking theory was later
generalised [58, 59] and non-magnetic impurities were shown to act also as pair-breakers in
an unconventional superconductor just as magnetic impurities in a s-wave superconductor.
The s±-wave superconducting state, having sign-changing order parameters, is also expected
to have a similar Tc-suppression rate with point-like defects as in the d-wave case [60, 61].
Fig. 2.3 Schematic illustrations of the impurity bound states (red lines) in (a)
s-wave, (b) d-wave and (c) s±-wave states. (Figure credit: [55])
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Fig. 2.4 Systematic evolution of the impurity bound states (red lines) in the s±-wave
state with an increasing impurity concentration nimp relative to the critical value
ncritimp, from (a) nimp < n
crit
imp, (b) nimp = n
crit
imp to (c) nimp > n
crit
imp. (Figure credit: [55])
Understanding of the effect of impurity scattering in superconductors was further extended
by considering T -matrix theory [62, 63]. In the low-density limit of impurity concentration,
the T -matrix theory includes certain multiple scattering process to infinite order. This
enables the prediction of material properties with impurity scattering in the strong coupling
(unitary) limit, capturing the physics of the impurity resonance, which is not possible when
weak coupling (Born) approximation is assumed. The T -matrix theory of impurity scattering
has been successfully applied to different classes of unconventional superconductors, such as
the heavy-fermion, high-Tc cuprate and iron-base superconductors [55, 62, 63].
Fig. 2.3 shows schematic diagrams of the impurity bound states for three different
superconducting states with non-magnetic unitary impurities [55]. In a conventional s-
wave superconductor, an in-gap state is not induced by non-magnetic impurities, so there
is little change of the superconducting properties. In contrast, in a d-wave superconductor,
Fig. 2.3(b) shows the formation of a bound state at zero energy. In the presence of a finite
density of non-magnetic impurities, this in-gap state forms an impurity band leading to
a finite density of state around zero energy. The accurate prediction of superconducting
properties with increasing impurity level has played an important role in understanding the
puzzling experimental results in heavy-fermion superconductors and the cuprates and in
identifying the d-wave gap symmetry [62, 63]. Qualitatively, the effect of impurities on the
s±-wave superconductor can be understood as an intermediate case between the s-wave and
the d-wave superconductors (e.g. Fig. 2.3(c)) [55].
Fig. 2.4 illustrates how the impurity band evolves in an s±-wave superconductor. With
a small amount of impurity, the low-energy density of state (DOS) of the system remained
gapped. As the concentration of impurity increases through a critical value nimp = ncrit ,
the bound state DOS develops into a V-shape. Thermodynamically, this is similar to the
d-wave DOS. Eventually, at high impurity concentration, the impurity bound states show
a finite Nimp(0)+V-shape DOS. Therefore, the presence of these impurity bound states
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Fig. 2.5 Normalised specific heat coefficient γs(T )/γn calculated for the s±-wave
and d-wave superconductors with various impurity scattering rates Γ. (a) The two-
band s±-wave case for Γ/∆e = 0,0.045 and 0.12, 2∆e/Tc = 7.5 and |∆e/∆h|= 2.5,
where ∆e and ∆h are the gap sizes at zero temperature for the hole and electron band
respectively. (b) The d-wave case for Γ/∆0 = 0, 0.032 and 0.0064, where ∆0 = 10Tc
is the maximum amplitude of the gap at zero temperature. (Figure credit: [55])
can, above certain concentrations, significantly alter the physical properties of an s±-wave
superconductor at low temperatures. For example, Fig. 2.5 shows the theoretical calculations
of the normalised specific heat coefficients γs(T )/γn for the s±-wave and d-wave cases under
varying impurity scattering rates Γ. In the clean limit of Γ/∆= 0, the s±-wave superconductor
shows the usual exponential behaviour as in a conventional s-wave superconductor while
a linear-T dependence is observed in the d-wave case. However, with increasing impurity
scattering above the critical level, γs(T )/γn in the s±-wave develops a T -linear behaviour at
low temperature. By contrast, in the d-wave superconductor a flat T -dependence is observed.
Such non-trivial and distinct developments of the low-temperature thermodynamic properties
provide a means of discerning the two gap states through experimental investigations.
2.4 Theory of muon spin relaxation spectroscopy
Muon spin spectroscopy is commonly abbreviated as µSR, which stands for muon spin
rotation, relaxation or resonance, with R corresponding to the specific application of the
muon. Being charged spin-12 particles with magnetic moments around 3.18 times larger than
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those of protons, muons can be an extremely sensitive microscopic probe of magnetism.
Although they have the same magnitude of charge and spin as an electron, muons are about
207 times heavier than electrons. In condensed matter physics, positive muons (µ+s) rather
than negative muons (µ−s) are mainly used for material investigations, because µ−s tend to
be attracted by the atomic nuclei in the host materials while µ+s avoid them so they can sit
at interstitial positions in the crystal structure.
To produce low energy muons (4.1 MeV) for µSR experiments, high-energy protons
(produced in a synchrotron) collide with a light target (e.g. graphite or beryllium) and
produce pions (π+s) which are at rest in the surface layer of the target via
p+ p → π++ p+n. (2.24)
The decay of π+ then produces µ+ via
π
+ → µ++νµ , (2.25)
where νµ is a muon-neutrino.
Parity violation in the weak interaction ensures that the µ+ has its spin pointing along
the opposite direction of its momentum, resulting in a perfectly spin-polarised beam of
low-energy µ+s. This feature is one of the key prerequisites of the µSR technique. These
µ+s are then implanted in pulses into the bulk of the material. They lose their kinetic energy
through ionisation of atoms, scattering of electrons, and Muonium formation over a timescale
of a few nanoseconds.
Once implanted, the µ+ experiencing the local magnetic field will precess about the field
direction until it decays via
µ
+ → e++νe + ν̄µ (2.26)
The probability of this decay is proportional to exp(−t/τµ), where τµ = 2.2µs is the lifetime
of the muon. In this three-body decay, the decay positrons can be emitted with a spectrum of
different energies and momenta. Weak interaction conserves parity and results in the emitted
positrons emerging predominantly along the direction of the muon spin, with an angular
distribution given by the probability function
P(φ) ∝ 1+Acos(φ) (2.27)
where φ is the angle between the direction of the muon spin and that of the positron
momentum. The parameter A describes the asymmetry, which increases monotonically with
the energy of the emitted positron.
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Fig. 2.6 Detector groupings for TF-µSR experiment. The muon spin initially points
towards the B detector, and a magnetic field is applied along the y-axis. The spin
vector precesses in the x-z plane, and the detectors are grouped into the BUFD
directions, where the BF pair monitors the spin polarisation in the z direction, and
the UD pair monitors the polarisation in the x direction.
It is the positrons which are detected in the µSR measurements, and the orientation of the
positron spin encodes the information about the orientation of the muon spin when it decays.
While a single positron decay cannot reveal the direction of the muon spin, by measuring the
anisotropic distribution of the decay positrons from a collection of muons implanted under
the same conditions, it is possible to calculate the statistical average of the spin-polarisation
direction of the muon ensemble. Experimentally, this distribution of positrons is detected
using scintillation detectors placed around the sample.
Various configurations of µSR experiments exist depending on the direction of the applied
magnetic field. Here we will only describe the transverse field Muon spin rotation (TF-µSR),
which is typically used for studying the vortex phase of type-II superconductors. For further
information on the other µSR techniques, the reader is referred to the following references:
[64–66].
In the transverse field (TF) configuration, the experiment is carried out with an external
field applied perpendicular to the initial direction of the muon spin polarisation. Fig.2.6
shows a schematic diagram of this configuration. In the applied field, the spin of the muon
which has settled at an interstitial site in the lattice precesses about the field direction with
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Fig. 2.7 The typical spatial distribution function of magnetic field B(r) and the
corresponding local magnetic field distribution Pid(B) in a vortex lattice. (Figure
credit: [67])
a frequency proportional to the strength of the field at the local site in the material. If the
internal field profile of the material is uniform, the implanted muons will retain polarisation
over the course of a measurement, as the presence of a transverse magnetic field cause the
spins to all precess at the same Larmor precession frequency
ωµ = γµB, (2.28)
where γµ/2π = 135.5342MHz/T is the muon gyromagnetic ratio. On the other hand, if
there exists a significant site-to-site field variation, the muon ensemble will progressively
become depolarised. By observing this depolarisation and measuring the precession rate, the
profile of the internal magnetic field may be inferred.
Information regarding the depolarisation of the muon spins can be detected using the
time-dependence of the asymmetry of the muon ensemble, which is in turn extracted by
grouping the positron detectors into appropriate directions (e.g. BFUD for TF geometry as
shown in Fig 2.6) and summing the counting histograms from the detectors in each group.
As an example, here we consider the B and F groups. The number of counts NB,F detected in
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where α measures the relative efficiencies between the F and B detectors, A0 = A(t = 0) is
the initial asymmetry assumed to be the same for each set of detectors, N0 is a constant which
normalises the equation, and GZ(t) is the (unknown) time evolution of the muon polarisation
along the field direction. The term A0GZ(t) is called the asymmetry function and contains
information about the magnetic environment in the sample of interest. The decay of muons
is described by the exponential term.
The experimental asymmetry A(t) can then be calculated by combining the equations of
NB and NF :




In a type-II superconductor, under an applied magnetic field (Bc1 < B ≪ Bc2) the shape
of the asymmetry function A(t) in the TF configuration is primarily influenced by two effects:
(1) Precession of spins due to the applied magnetic field gives a sinusoidal time dependence;
(2) Additional effects come from magnetic vortices and nuclear magnetic moments, which
create a spatially inhomogeneous local field, causing the muon spins to become depolarised.
If the probability distribution of the z-component of the local magnetic field within the




where φ is the initial phase given by the initial polarisation of spins. This equation shows
that Px(t) and p(Bz) are related by a Fourier transform. Fig. 2.7 shows the typical shape
of the distribution of magnetic field strength in the vortex phase under a low external field.
Oftentimes, the external field applied in a TF-µSR experiment is high enough that p(Bz)
can be approximated as a Gaussian distribution. This allows us to describe the polarisation
function Px(t) as a product of a cosine and a Gaussian component:
Px(t) ∝ exp(−σ2t2/2)cos(γµ⟨Bz⟩t +φ), (2.33)
where ⟨Bz⟩ is the average magnetic field strength in z direction at the muon site and σ is the
muon spin depolarisation rate.
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Different regions exist in a sample in which muons experience different local environment,
it may be possible to fit the polarisation function as a sum of the given functions with
different σ and ⟨Bz⟩. In a non-superconducting phase, the depolarisation rate, σn will be
mostly determined by the nuclear magnetic moments and can be regarded as temperature-
independent. This may be the case if the sample is mounted on a silver sample holder with
part of the silver surface exposed to the muon beam. The muons implanted on the silver
holder will experience little depolarisation of spin, in which case even σn can be taken as
zero and we are left with the oscillation term. In the superconducting state of the measured
sample, the vortex lattice contributes an additional σsc term, which varies as temperature is
changed below the transition temperature. The overall depolarisation rate is hence obtained
by adding the individual contributions in quadrature: σ2(T ) = σ2sc(T )+σ
2
n .
The depolarisation rate due to the presence of a vortex lattice can be related to the variance
of the local magnetic field strength, which can be further expressed in terms of the London
penetration depth λ [68]:
σ
2
sc(T ) = γ
2
µ⟨∆B2⟩, ⟨∆B2⟩= 0.00371Φ20/λ 4, (2.34)





where λ is in nm and σsc is in µs−1.
Since the penetration depth λ , and therefore σsc, is related to the superfluid electron
density ns, the experimentally determined temperature dependence of σsc(T ) can therefore
be used to obtain information about the superconducting gap function, for example to check
for existence of multigap superconductivity [53].
2.5 Quantum Oscillations
The observation of quantum oscillations provides a set of powerful experimental techniques
for mapping out the Fermi surface of metallic materials using a strong magnetic field. Since
the first demonstration of quantum oscillations in magnetoresistance and magnetisation of
bismuth by Shubnikov and de Haas [69] and de Haas and van Alphen [70] in 1930, the
theory behind these measurements has been well developed and has become instrumental
in understanding of crucial aspects of the electronic structures and physical properties of
many materials [71]. In this section, I provide a brief account of the theory behind these
measurement techniques.
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In a semi-classical picture, a free electron travelling at speed v in a homogeneous magnetic
field B experiences the Lorentz force and undergoes a helical motion along the field direction
in real space. In momentum space, this motion of the electron forms a circular orbit, which
is constrained by the Bohr-Sommerfeld quantisation condition,∮
p ·dr = 2π h̄(n+1/2), (2.36)
where r is projection of the electron position vector on the perpendicular plane to the magnetic
field, n is an integer, and the canonical momentum of the electron
p = mv− eA, (2.37)
where A is the magnetic vector potential. Given the Lorenz force
F =−eṙ×B = mv̇ = h̄k̇ (2.38)
Fig. 2.8 Schematic sketch of Landau tubes indicating electronic k-states within
a spherical Fermi surface (dash line) for electrons in an applied magnetic field B.
(Figure credit: [71])
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= eBArn = 2π h̄(n+1/2), (2.41)
where Arn is the orbital area in real space of the cyclotron motion. From 2.38, we expect the










where kn is the orbital radius in momentum space. These orbits form the so-called Landau
tubes. For a free electron gas, the Landau tubes are straight coaxial cylinders around the
axis of the applied magnetic field. If we assume the independent electron approximation, in
a real material, the eigenstates of the system in an applied magnetic field change from the
coarse-grained lattice within the Fermi surface to “rings” around the Landau tubes (Fig. 2.8).
Each of these rings then holds ∼ BL2-fold degenerate states, where L is the sample size.
This picture also survives in Fermi liquid theory, namely if the electron-electron interactions
are slowly “turned on”. This allows the application of our simple picture of ring-like states
around Landau tubes to real materials.
As the strength of magnetic field is increased, the radii kns of the orbital states in the
momentum space grow as
√
B, and their energies Ens as B. This causes them to cross the
Fermi surface one by one. As a Landau level crosses the Fermi energy, it abruptly becomes
vacant. Therefore, every time the ring-like states cross the Fermi surface, there will be a
peak in the density of states (DOS) at the Fermi energy, leading to an oscillatory behaviour.
This behaviour peaks each time the Fermi surface is tangential to a Landau tube. Given that
the DOS at the Fermi energy determines the low-temperature thermodynamic and transport
properties of the material, we expect all these properties to oscillate with changing magnetic
field. This is the basic principle behind all the quantum oscillation measurement techniques.
In this thesis, we are concerned mainly with the field dependence and oscillatory be-
haviour of magnetisation, which is also known as the de Haas van Alphen (dHvA) effect. The
Lifshitz-Kosevich (LK) equation, developed in the 1950s, gives a comprehensive expression
for the total magnetisation M of a sample in terms of the applied magnetic field B and the
extremal cross-sectional areas of the Fermi surface. The oscillatory part of the magnetisation
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The detailed derivation of the above equation can be found in Shoenberg’s book [71].
Here, F = F(AF) = h̄AF/2πe is the de Haas-van Alphen frequency corresponding to an
extremal Fermi surface cross-section AF , and the phase shift in the sine function is positive
for minima and negative for maxima in AF(kz). m∗ is the renormalised quasiparticle mass
h̄2/2π(∂AF/∂ µ) for a particular extremal cross-section (µ is the chemical potential), p is
the order of the harmonic (with p = 1 for the fundamental frequency) and γ ≃ 1/2.
In Equation 2.43, we have neglected the effects of finite temperature, finite relaxation
time (or impurity scattering) and electron spin. All these factors lead to damping of the
oscillation amplitude from the idealised model and must be accounted for. These reduction
factors are as follows





• The Dingle factor:
RD = exp(−π pm∗/eBτ) = exp(−2π2 pkBTDm∗/eh̄B), (2.45)
which is inversely related to the impurity scattering lifetime of the electrons τ in the
sample. The Dingle temperature TD = h̄/2πkBτ can be used for estimating the mean
free path l =
√
2eh̄3F/(2πm∗kBTD).











is due to the effect of the Zeeman splitting, which induces a phase difference betweeen
oscillations from electrons with opposite spins. g ≈ 2 is the electron g-factor.
As revealed by Equations 2.44 and 2.45, the magnitudes of the oscillations are severely
damped unless high-purity samples are used, and a strong and homogeneous magnetic field
is applied at low temperatures.
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The relation between the dHvA frequencies and the extremal Fermi surface cross-
sectional areas provides a tool for the accurate determination of the shape of the Fermi
surface. However, the inverse mapping to infer the shape of the Fermi surface sheets from
their cross-sectional areas is not necessarily unique – usually, one has to combine the dHvA
measurements with band structure calculation predictions to obtain the correct topology of
the surface. For more information and the detailed derivations of the equations in this section,




High quality samples are key to the success of any condensed matter research project. The
discovery of new physical phenomena in the realm of low-temperature condensed-matter
physics often goes hand-in-hand with the success in improvements or refinements of crystal
sample qualities.
In general, large, homogenous and pure crystals are highly desirable, because they enable
a broad range of experiments. Single crystals are often more useful than polycrystalline
ones, mostly because they allow the investigation of orientation-dependent anisotropic
material properties. They also facilitate better refinement of crystal-structural information
in diffraction experiments. However, the growth of single crystals with reasonable quality
and sizes is not always straightforward, and innovation in growth procedures or techniques
may be required. Sometimes, polycrystals are all that can be obtained, and they usually
offer a more easily-accessible alternative to study isotropic properties. Polycrystals also
provide easier access to off-stoichiometric compositions for compounds which form as solid
solutions. In this section, I describe the main crystal growth techniques which have been
employed to produce the poly- and single-crystal YFe2Ge2 samples described in this thesis.
3.1.1 Induction heating
The main growth technique I have used for synthesising polycrystalline YFe2Ge2 is induc-
tion heating. The radio frequency (RF) induction furnace (Fig. 3.1) provides a means of
contactless heating. By inducing eddy currents, it allows direct heating of metallic materials,
such as yttrium and iron, to temperatures beyond their melting and reaction temperatures.
Alternating currents with frequency ranging between 50 and 120 kHz are passed through a
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Fig. 3.1 (Left panel) Photo of a radio-frequency induction furnace during sample
growth. (Right panel) Schematic sketch of a radio frequency induction furnace
showing the essential components. (Figure credit: [72])
copper coil, as shown in the right panel in Fig. 3.1, creating a rapidly changing magnetic
field in the coil space. Through electromagnetic induction, eddy currents are induced within
the metallic samples, which gradually heat up due to resistive dissipation as the output power
on the copper coil increases.
Growth takes place on a water-cooled copper boat, which is composed of several depres-
sions. Materials to be melted can be placed inside such depressions. The copper boat is
then enclosed and sealed off from the atmosphere by a large quartz tube during growth. For
prevention of contamination and oxidation, we connect the growth space to a vacuum system
which consists of a sorption pump for rough pumping (e.g. down to 10−3 mbar) and an ion
pump for further pumping to ultra-high vacuum (e.g. down to 10−8 mbar). The system is also
connected to a high-purity pressurised argon (99.999% pure) bottle, allowing growth in an
inert atmosphere. For further purification of the argon gas, a titanium ingot is usually placed
in one of the depressions on the copper boat, and is heated up in the argon environment
before growth for gettering (absorbing) any residual oxygen or nitrogen gas contents.
To perform a growth, high-purity starting materials of carefully weighted amounts are
placed on one of the depressions on the copper boat. After pumping the system to high
vacuum of around 10−7 mbar, the starting materials are baked out by heating them to a few
hundred degrees Celsius for outgassing any moisture absorbed on the surface. During the
outgassing process, the ion pump continuously pumps on the quartz tube section. Once all
moisture is baked out and the pressure inside the chamber drops back down, argon gas with
pressure of slightly above 1bar is introduced into the system. The titanium getter is then
heated until it becomes slightly red hot and the power is held for more than 30 minutes to
purify the argon gas.
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With a clean argon environment, the starting materials can be heated gradually to start a
reaction. Iron is usually the easiest to heat up as it couples best to the magnetic field produced
by the copper coil. Once the iron pieces are melted, they quickly dissolve and react with the
other input materials. Before all the starting materials are molten together, there is usually a
sudden exothermal reaction, at which point the shape of the lump of material changes rapidly,
and slightly expands. After the sample is completely molten, further increases in power
result in a pronounced stirring of the melt, which allows thorough mixing of the materials to
produce a more homogeneous mixture. Such effect is called electromagnetic stirring. During
the growth, the temperatures of the materials can be monitored using a Marathon Infrared
Thermometer MR1S. This provides a quick and convenient measurement of temperatures
above ≈ 1000◦C, provided that the visual path to the measured object is not badly obstructed.
After complete melting and mixing of the input materials, the melt gets quenched by
switching off or quickly lowering the power to the copper coil. Samples grown using the
RF induction furnace are typically polycrystalline. Such as-grown crystals usually contain
significant amount of crystal defects, caused by the sudden quenching and the prominent
thermal gradient inside the samples due to the cold boat system. To reduce the amount
of defects, annealing of the grown samples at elevated temperatures is often necessary.
Annealing of the sample can be performed directly inside the RF induction furnace. However,
when longer period of annealing is required, a box furnace with samples sealed in a quartz
ampoule may be a better option. Further description of the annealing process is given in
Section 3.1.4.
3.1.2 Flux growth
The technique of growing single crystals using metallic fluxes is probably one that requires
the least resources in terms of equipment set-ups. The method of flux growth is analogous
to precipitating sea salt from sea water, or, more accurately, making rock candy by cooling
down hot sugar-saturated water solution. The "flux" selected is often a metallic element with
a relatively low melting point, such as bismuth, tin, indium and antimony, etc, although more
complex flux materials are also widely used in special cases.
Flux growth exploits the temperature-dependent solubilities of different elements and
the differences in stability of the compound materials in the molten flux. To create a
protective atmosphere for the reaction to take place, a setup illustrated in the sketch Fig. 3.2
is commonly used, whereby the starting materials are placed in an alumina crucible which is
in turn enclosed inside a quartz ampoule. On top of the first crucible, an alumina disc filter
and another empty crucible can be placed up-side-down for catching the molten flux at the
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Fig. 3.2 Schematic pictures showing two flux-growth setups which allows centrifu-
gation of molten flux at the end of the growths.
end of a growth. The ampoule is then placed inside a larger crucible holder and put into a
box furnace, for which a temperature-versus-time profile will be programmed.
The quartz ampoule is usually filled with argon gas with a partial atmospheric pressure,
e.g. around 0.1bar, to allow for pressure balance with the ambience when heated to high
temperatures. This is because quartz tends to soften when heated above 1000◦C and, if a
large pressure imbalance exists, the quartz ampoule may explode or implode. Quartz shards
or quartz wool placed below the crucible, as shown in Fig. 3.2, are necessary for avoiding
firm contacts of the crucible to the inner wall of the quartz ampoule. This prevents a build-up
of stress on the ampoule due to differential thermal expansions with the alumina crucible,
stopping cracking at high temperatures.
Inside the bottom crucible, starting materials with higher melting points are generally
packed underneath ones with lower melting points to ensure the complete submersion of
all starting materials when the flux is molten. Once the desired crystals have precipitated
and grown from the flux, they have to be separated from the flux. A centrifuge is often used
for removing the excess flux. At the end of the growth, the ampoule is kept at an elevated
temperature above the melting point of the flux. By quickly taking the hot ampoule out of
the box furnace and loading it up-side-down into the centrifuge holder, we can use the large
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centrifugal force from the spinning to detach the flux from the alumina crucible, leaving
only the crystals behind. An alumina filter disc is very useful at catching the crystals, while
allowing the flux to flow through. Alternatively, chemical etchants which react with the flux
but do not attack the product crystals can also be used for removing the flux. Often the two
methods are used together, where the latter is used for removing a small residual of flux on
the crystal surfaces.
For further information about the flux growth technique and the comparisons between
different fluxes, I refer to [73–75].
Fig. 3.3 (Upper panel) Temperature profile along the horizontal axis in a liquid
transport growth. (Lower panel) Schematic picture of a liquid transport growth.
3.1.3 Liquid transport growth
Conventional flux growths adopt an upright configuration with a uniform temperature profile
inside the quartz ampoule which gradually changes as a function of time. While requiring
minimal set-up, this method may present two major drawbacks:
• In a conventional flux growth, the yield tends to be limited to only a few hundred
milligrams of crystals per growth. This is due to the combination of the constrained
crucible sizes, the need for high concentrations of flux for ensuring complete dissolution
and the need for relatively high centrifugation temperatures.
• Precipitation and growth of crystals tends to occur at continuously varying temperatures.
This can be detrimental for certain material families, as the thermodynamically stable
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composition which precipitates may be different at different temperatures. This can
cause the growth of undesirable secondary phases and/or inhomogeneous crystals.
Inhomogeneity can appear both within each crystal and also across different crystals in
a single batch.
The modified flux technique used for improving YFe2Ge2 single-crystal qualities, which
is discussed later in Section 5.1, has similar problems. In those growths, the growth tempera-
tures have to be kept below the point of complete dissolution of the charge materials, which
led to an even lower yield.
One way to tackle the above weaknesses of a conventional flux method is to instead
perform a flux growth in a horizontal configuration with a temperature gradient along the
horizontal axis. This method has been tested for growth of a wide range of materials in both
self-flux and halide flux growths [76]. The flux growth in the horizontal configuration can
be effectively thought of as a liquid analogue to the vapour transport technique, in which
the flux becomes the transport agent. In these liquid transport growths, the charge-to-flux
ratio is no longer constrained by the solubility of the charge materials in the flux at any
given temperature. This allows a much larger yield in each growth. Furthermore, both the
growth temperature and the composition of the charge at the growth site can be kept constant,
allowing the most homogeneous conditions.
Fig. 3.3 shows the temperature profile and schematic diagram of a liquid transport growth.
The charge materials together with the flux are placed at one end of a sealed quartz ampoule.
Fig. 3.4 Pictures showing an ampoule enclosing crystal-containing Sn flux before
(upper panel) and after (lower panel) centrifugation.
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When temperature is increased, the flux then spreads evenly across the ampoule. The length
of the ampoule is around 20cm, allowing its ends to be positioned at the zone centres of a
two-zone furnace. In order to ensure the diffusion of the charge across the length, a large
amount of flux is needed to partially fill the ampoule. The charge dissolves at the hot end and
is then transferred to the cold end driven by a composition gradient. When the composition of
the charge reaches the solubility limit at the cold end, precipitation of the thermodynamically
stable phase occurs. During a growth the temperature profile along the quartz ampoule is
kept constant. Therefore, until the charge at the hot end dissolves completely, the growth
at the cold end takes place at a nearly constant temperature and composition. As discussed
later in Section 5.1, this has a significantly positive effect on improving the sample quality of
YFe2Ge2 crystals.
Since the growth takes place in a long quartz ampoule, extracting the crystals from the
flux has to be done in a separate step. After breaking off the quartz ampoule, the cold end of
the flux, where the crystals are embedded, is sawed off and resealed under vacuum in another
quartz ampoule (see Fig. 3.4). The ampoule is heated to above the melting point of the flux
and the majority of the flux is separated from the crystals in a centrifuge. The thin neck and
the quartz wool (Fig. 3.4) helps trap the crystals in place while allowing the hot flux to flow
towards the upper compartment during the centrifuge. The excess flux coating the surface of
the extracted crystals is further removed by soaking the crystals in diluted hydrochloric acid.
3.1.4 Annealing
As mentioned in Section 3.1.1, the as-grown samples produced in the induction furnace may
contain significant levels of disorder. Broadly speaking, lattice disorder can be understood
as the absence of perfect long-range order of atoms from their equilibrium crystal lattice
sites. When the effect of disorder is pronounced, it can significantly change the measured
properties of the crystalline samples. For samples produced in the induction furnace, such
disorder can easily result from the rapid cooling when the melt gets in direct contact with
the cold copper boat during quenching. Crystal defects, such as interstitial point defects,
vacancies and anti-site disorder, can form during solidification when rapidly cooling from
high temperatures. Annealing, namely a heat treatment of a sample at elevated temperatures
below its melting point, can be an effective method for partially removing lattice disorder.
The optimum annealing conditions are difficult to predict and are usually dependent on
problems of concern. So far, we have been relying on empirical experience for finding the
best annealing procedures. The RF induction furnace allows for annealing at a relatively
high temperature for metallic samples (up to their melting point), but it is relatively unsafe
for keeping it running for a long time while unattended. An alternate way of annealing is to
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use a box furnace. With the samples sealed inside a quartz ampoule, which is either pumped
to low vacuum or filled with partial argon atmosphere, it can be safely left in a box furnace
and heated for a prolonged period of time to temperatures as high as 1000◦C. The problem
of increasing the temperature further (the highest temperature for our box furnace is around
1300◦C) is that the quartz ampoule becomes soft as its melting temperature is approached
and may break as a result. Another advantage of using the box furnace is that multiple
samples can be annealed at the same time if they are sealed in several quartz ampoules and/or
separated by placing them within different alumina crucibles.
3.2 Physical property characterisations
3.2.1 Cryostats
Quantum Design Physical Property Measurement System
The commercially available Quantum Design (QD) Physical Property Measurement System
(PPMS) is an easy-to-operate and versatile platform on which resistivity, heat capacity and
other measurements can be carried out down to low temperature and in high magnetic fields.
The PPMS used in this work operates through the use of liquid 4He. By evaporative cooling
through pumping on the vapour above the 4He bath and using a heater, this 4He cryostat
allows reliable temperature control to within ±0.005K at sweep rates from 0.01Kmin−1 to
20Kmin−1 between 1.9K and 400K. With an installed superconducting magnet, magnetic
fields between −9T and 9T can be applied to the samples.
One of the defining features of the PPMS is its use of a standardised "puck" for each
measurement option. Fig. 3.5 shows the schematic of the PPMS cryostat insert design.
Electrical access to the measurement hardware is conducted through a 12-pin connector at
the base of the PPMS sample chamber. Different measurement options are accessed by using
specific measurement pucks, on which the samples are mounted.
To enable a lower base temperature than the standard 1.9K limit, an additional helium-3
refrigerator option can be added. This includes a closed-cycle 3He probe which extends the
minimum experimental temperature to below 0.4K, thanks to the lower boiling point of 3He.
The 12-pin connector again plugs into the base of the 3He probe. Along the probe, thermal
anchoring contact fingers help keep the probe cool and maintain its temperature at 1.9K.
Through the length of the probe, there are two gas-handling lines: one pump line and one
return line. Near the base of the probe is a reservoir, into which 3He gas, which flows down
the return line, condenses. The reservoir and the thermally linked sample stage are cooled
when a turbo pump pumps on the liquid 3He. The sample stage consists of a thermometer,
3.2 Physical property characterisations 39
Fig. 3.5 Schematic diagrams showing (on the left) the Quantum Design PPMS
insert which includes a vacuum sample space and a superconducting magnet, and
(on the right) the detailed components of the probe. (Figure credit: [77])
a heater and the interface of the sample-mounting platform. Only eight connections are
available for sample measurements in the 3He probe, since the thermometer and heater take
up the other four. Similarly, various standardised pucks can be swapped and attached to the
sample stage for different types of measurements.
Cryogenic SQUID
DC magnetisation measurements described in this thesis have been performed using a
Cryogenics S700X magnetotometer. Fig. 3.6 shows a schematic diagram of its cross-section.
Measurements are taken inside the variable temperature insert (VTI) which is connected to a
4He reservoir via a needle valve. The combination of helium flow and a heater control allows
measurements across a temperature range from 300 to 1.8K. This can be further extended
down to < 350mK using a 3He insert. The system is equipped with a superconducting
magnet, which can apply magnetic fields up to ±7T. Two operating modes for the applied
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field are available, namely the “low-field” and “high-field” modes which operate with the
more and less sensitive power supplies respectively. In the low-field mode, it is possible to
operate at a resolution of ∼ 0.05mT.
The 3He insert (Fig. 3.7) allows the extension of our measurements down to < 350mK.
It consists of an enclosed 3He space, which couples to the sample through a silver sample
holder. The sample space is further enclosed in an evacuated copper can and is therefore
only coupled to the VTI via a weak thermal link. Fig. 3.7 shows schematically the operating
procedure for reaching the base temperature. This comprises the following steps:
• The 3He probe is inserted into the VTI space after the sample is mounted and the
vacuum can evacuated. As the insert is cooled, 3He gas is drawn and absorbed onto
the internal surfaces of the charcoal sorb.
• As the temperature of the charcoal sorb is cooled to 1.8K, it absorbs most of the 3He
gas.
Fig. 3.6 Schematic view of the cross-section of the S700X magnetometer. (Figure
credit: [78])
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Fig. 3.7 Schematic diagram showing the operation cycle of the 3He probe to the
Cryogenic S700X magnetometer. (Figure credit: [78, 79])
• By heating the charcoal up to 50K, the 3He is released. As the sample holder and the
gas is cooled to the VTI temperature, the gas starts to condense onto the cold surfaces.
A puddle of liquid 3He aggregates at the bottom of the enclosed space.
• Finally the heater is ramped back down, such that the charcoal re-absorbs the 3He gas.
This causes the pressure to drop, hence reducing the boiling point of 3He and further
reducing the temperature of the sample holder until the base temperature.
3.2.2 Resistivity measurement
Electrical resistivity is one of the most commonly studied material properties. The tempera-
ture dependence of the resistivity allows the detection of various phase transitions, a typical
example being the superconducting transition, in which a sudden drop of the resistivity value
to zero can be observed.
A common way for measuring resistivity ρ is by a four-point method, where the resistance
R of a rod-shaped sample with known geometry (e.g. length l and cross-section A) is
measured by passing a known current I through the current-contacts and measuring the
voltage V across the voltage-contacts. The four wire contacts are placed along the length of
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the sample so that the current contacts are nearer to the two ends and the voltage contacts are











Compared to a two-point measurement, the four-point method has the advantage that it pre-
vents the pickup of contact resistance. Additionally, to circumvent the effect of thermoelectric
voltages, low-frequency (e.g. 23Hz) AC-currents, rather than DC-currents are used.
On the 3He probe of the PPMS, two samples can be mounted on a detachable 8-pin puck
which is then plugged onto the sample stage on the probe. AC-currents between 0.1 and
3mA are passed through the samples and the in-phase voltages are measured via an inbuilt
lock-in amplifier. Thin gold wires (e.g. 25µm in diameter) are typically used for electrical
connections between the samples and the measurement puck. To attach the gold wires to the
samples and to ensure low-resistance point contacts, precision spot-welding is used. During
spot-welding, the gold wire is trapped between the sample and a sharp tungsten tip. By
discharging a sharp current through the tungsten tip and the sample, the wire is heated up
and bonded to the sample. This method allows contact resistance of less than 0.1Ω at room
temperature.
3.2.3 Heat capacity measurement
Heat capacity is a bulk property of a material which, at low temperatures, is closely related
to the electronic properties of a metallic sample and provides a measure of the quasi-particle
mass for a Fermi-liquid material.
Fig. 3.8 (a) PPMS 3He heat capacity puck. (b) Schematic showing the bottom view
of the sample platform with wires connecting to the puck pins. (Figure credit: [77])
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Measurements of the heat capacity can be carried out in the PPMS 3He probe down
to around 370mK. Fig. 3.8 shows the PPMS 3He heat capacity puck. Usually, a sample
with mass ranging from 0.4 to 12mg is mounted onto the sample platform using Apiezon
N grease. Four wires suspend the sample platform, which serve as the electrical leads for
the attached heater and thermometer. The four wires also provide a well-defined thermal
connection between the platform and the puck, which allows a quasi-adiabatic environment of
the platform. During a measurement, the PPMS high-vacuum system maintains the pressure
in the sample chamber to below 0.01µbar.
A pulse-relaxation method is used for measuring sample heat capacity. Taking each data
point involves several steps. The sample platform temperature is first stabilised towards
the set puck temperature. With a current passed through the sample platform heater for a
predetermined time period, the platform temperature rises and then relaxes back when the
current is terminated. By monitoring the sample platform temperature and the heater power
throughout the process, heat capacity of the sample can be calculated.
Two fully automated algorithms are performed by the PPMS software for analysis of
the raw data. The general analysis, called the two-tau model [80], assumes a non-ideal
thermal contact between the sample and the platform. By optimising a least-square fitting of
measured data to the two-tau model, the values of heat capacity and other parameters, such










where Cp is the heat capacity of the sample platform, Cs is the heat capacity of the sample,
and Kg is the thermal conductance between the two due to the presence of the grease, whereas
Kw is the thermal conductance of the supporting wires. The respective temperatures of the
platform and sample are given by Tp(t) and Ts(t). Tb denotes the temperature of the thermal
bath (puck frame). P(t) is the power applied to the heater.
The second analysis (one-tau method) involves a simpler model which assumes perfect







where Ctot is the total heat capacity of the sample and the platform. Before each run, heat
capacity of addenda (i.e. the sample platform with the added grease) is measured. This is then
treated as the background and is later subtracted from the data for accurate measurement of
the sample heat capacity. The one-tau method is primarily used for determining the addenda
heat capacity.
3.2.4 Magnetisation measurement
The Meissner effect, namely the expulsion of magnetic flux in the superconducting state, is
one of the key characteristics exhibited by a superconductor. The measurement of a sample’s
magnetisation as it transitions from the superconducting to normal state can provide both
strong evidence for bulk superconductivity and an estimate for the superconducting volume
fraction.
Fig. 3.9 Schematic diagram showing the coil sets of the detection circuit and the
SQUID in the Cryogenic S700X magnetometer. (Figure credit: [78, 79])
The Cryogenic S700X magnetometer has been used for precision measurement of sample
magnetisation. A key component of this magnetometer is a set of coils arranged in a second-
order gradiometer configuration shown on the left-side of Fig. 3.9, whereby a two-turn coil is
sandwiched between two counter-wound single coils. The pick-up coils form a closed loop
with the input coil, which couples the flux in the pickup coil to the superconducting quantum
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interference device (SQUID). A bias current larger than the critical current is applied to the
SQUID, which allows a voltage to develop across the device. This voltage is dependent
both on the current and the magnetic flux. It is a periodic function of the flux through the
SQUID ring. During operation, the SQUID is put in “locked mode”, in which the feedback
system provides a flux which is applied in the opposite direction, keeping the output from
the SQUID constant. The voltage across a resistor in the feedback loop is then read out [78].
As a sample is pulled through the set of counter-wound coils, magnetic flux through the coils
changes as a result of the sample’s magnetization, which in turn triggers the SQUID and
the feedback circuits. The measurement of voltage V (z) across the feedback loop resistor as
a function of sample position z can then be compared to that expected for an ideal dipole,
providing an absolute value of the sample’s dipole moment. Three different resistors are
present in the feedback loop, corresponding to the three standard sensitivity range settings.
The typical sensitivity of such a magnetometer is 10−12 Am2.
The output voltage for an ideal dipolar point-like sample V I(z) can be modelled exactly
[78]. A common approach for determining the sample magnetic moment is to perform a
least-square fit to the voltage output of the SQUID V R(z) to match the closest resembling
V I(z). However, the S700X magnetometer use an alternative approach, in which the voltage










where the coefficients ci are determined via singular value decomposition (SVD). Such a
“multi-pole” fitting has the advantage over the traditional fitting method in that it is less
sensitive to influence of the sample geometry [78].
3.3 Muon spin rotation spectroscopy
Muon spin rotation is particularly useful for studying the mixed state of a type-II supercon-
ductors. As a microscopic probe, µSR is advantageous compared with macroscopic methods,
such as SQUID magnetisation measurements, in that it provides additional structural in-
formation. However, it should still be regarded as a bulk measurement, as the muons can
typically penetrate around 100 to 200µm into the sample. Transverse-field (TF)-µSR can be
used for measuring the internal magnetic field distribution and determine the temperature
dependence of the London penetration depth λ in the vortex state of a type-II superconductor
as described in Section 2.4.
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Fig. 3.10 (Left panel) Photo showing one half of the MuSR instrument at the ISIS
Neutron and Muon Source. (Right panel) Side-view of the same instrument showing
the sample space in the centre of two Helmholtz coils and the cryostat which is
craned in from above. The black cylinders are the detectors.
Fig. 3.11 Samples of YFe2Ge2 mounted on a silver sample holder using GE varnish,
prepared for a µSR experiment.
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The TF-µSR experiment on YFe2Ge2 took place at the ISIS Neutron and Muon Source,
Rutherford Appleton Laboratory. The MuSR instrument at ISIS, RAL is a 64-detector
spectrometer. Each detector consists of a piece of plastic scintillator joined by an acrylic
light-guide to a photomultiplier tube. The detectors are arranged into two circular arrays (see
Fig.3.10) which are centred around a hollow sample space where the muon beam is focused.
MuSR is fitted with an active zero-field system made up of three pairs of compensation coils
aligned in the x-, y- and z-direction correspondingly. This allows the cancellation of any
stray fields from the Earth magnetic field and other nearby instruments. It is possible to
achieve a zero-field stable to within 1µT. There is also a primary magnet on MuSR, which is
a water-cooled, conventional electromagnet, cable of producing a magnetic field of 0.25T.
The MuSR spectrometer can be rotated through 90°, which changes whether the primary
magnetic field is applied parallel or perpendicular to the initial spin polarisation direction,
allowing either a longitudinal-field or a transverse-field µSR experiment.
Samples are mounted on a high-purity silver sample holder using small amount of GE
varnish, as shown in Fig. 3.11. The silver holder adds a non-depolarising background
signal to the measured asymmetry, which can be easily accounted for in the data processing
procedure as discussed later in Section 5.3. The sample holder can then be mounted onto
various cryostats and inserted into the hollow sample space. In our case, a dilution refrigerator
was used, which allowed a base temperature of around 50mK.
3.4 Powder X-ray diffraction
Solid crystalline materials are formed from an ordered arrangement of atoms which can be
described by their crystal structures. Powder X-ray diffraction is a common experimental
technique employed for determining the structural characteristics of crystalline solids. It is
also a useful tool for identifying impurity phases in crystalline samples.
The basis for all X-ray diffraction techniques is the scattering of X-ray beams from
uniformly spaced planes of atoms as illustrated in Fig. 3.12. When the interplanar spacing,
d, between the atomic layers satisfies the Bragg condition nλ = 2dsinθ , where λ is the
wavelength of the incident X-ray, constructive interference occurs leading to a high intensity
of the outgoing beams at the diffraction angle θ . Here θ is the angle between the incident
beam and the crystallographic plane. The Miller indices, h, k and l, can be used to describe
the families of parallel planes within the lattice. The values of the three indices correspond
to the reciprocal of the planes which intercept on the a, b and c axis respectively.
In a powder X-ray diffraction (PXRD) measurement, a sample is powderized into small
crystallites typically of a few microns in size and spread across a glass coverslip. A thin
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Fig. 3.12 Figure showing elementary derivation of Bragg’s Law, with incident
radiation beams reflecting off the lattice points whose path length difference equals
to 2dsinθ . Constructive interference occurs when the path difference is equal to an
integer number of the wavelength. (Figure credit: [81])
layer of vacuum grease can be used to hold the crystallites in place to prevent preferential
alignment of the flat facets with the coverslip. When illuminated with an X-ray beam, the
random orientations of these small crystallites allow the Bragg condition to be met by a
proportion of the different spacing d’s present in the lattice structure. Bragg condition
further ensures that for a beam of constant λ , diffraction spots are only observed for certain
discrete angles related to the lattice structure and lattice parameters. In a typical PXRD
instrument, the detector is moved through different values of the scattering angle 2θ along a
constant azimuthal angle φ . And the intensity of the scattering radiation is collected at each
position for a set duration. By comparing to the expected theoretical XRD spectra, structural
information can be extracted for a particular sample.
PXRD studies described in this thesis have been carried out using a Bruker D8 X-ray
diffractometer (Cu Kα radiation, Bragg-Brentano geometry, 40mA and 40kV beam). In the
Bragg-Brentano geometry, the diffraction vector, which bisects the angle between the incident
and scattered beam, is always normal to the surface of the sample holder. This is achieved
by keeping the sample fixed in the horizontal position while rotating the X-ray source and
detector by θ and −θ respectively. A Cu Kα source (λKα1 = 1.54056Å, λKα2 = 1.54439Å)
is used due to the closeness of the atomic spacings dhkl to the wavelengths.
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A PXRD pattern carries two sets of crucial information. Firstly, the positions of the peaks
at 2θhkl provide information regarding the lattice parameters and space group symmetry.
Secondly, the intensity and the shape of the peaks encode knowledge of the different atoms,
including their positions, the lattice site occupancies and the thermal vibration parameters.
Once the powder diffraction pattern was obtained, Rietveld analysis [82], which is a least
square fitting method, was used to extract information of the crystal structure. Such fitting
method is well incorporated into analysis softwares such as FullProf [83], which has been
used for the analysis shown in this thesis. Starting with a pre-existing trial structure (either
from prior knowledge or from an educated guess of the crystal structure), the program
calculates a powder diffraction profile and compares it to the experimentally obtained data,
which then allows it to iteratively refine for the selected parameters, such as lattice constants,
atomic positions, site occupancies, etc. The good-ness of the fit to the modelled trial structure
is then measured numerically using a R values [84]. The presence of additional unintended
peaks in the PXRD pattern is often an indication of secondary phases. Further refinement
can be performed simultaneously for multiple phases once the peaks for the major phase
have been identified.
When the modelled intensities in the diffraction pattern deviate significantly from the
actual data or only a partial structural model is available, it is possible to carry out a “structure-
free” LeBail refinement [85]. In this analysis, the intensities of the individual peaks are not
treated as least-square parameters and are not refined. This allows us to obtain the profile
parameters, such as unit cell parameters, peak shapes, etc, which can serve as initial values
for a complete structural Rietveld refinement. This analysis is also very useful when the
accurate determination of lattice parameters is the main objective of the experiment.
In order to carry out a Rietveld or a LeBail refinement, the background contribution to the
diffraction pattern is estimated and subtrated using linear interpolation between background
data points. The peak shapes observed depend on both the instrument parameters (such
as apparatus geometry, type of radiation source, etc) and the sample (due to size or strain
effects). For the analysis in this thesis, a pseudo-Voigt function, which is the convolution of
a Gaussian and a Lorentzian function, was used to model the peak shape. The full-width at
half maximum (FWHM) for the Gaussian component was modelled by a Caglioti function:
FWHM =U tan2θ +V tanθ +W (3.6)
and that for the Lorentzian component was modelled by:





The initial values of U , V , W , X and Y were obtained from an instrument resolution function
(IRF) file, generated by collecting the diffraction pattern for a well-characterised highly
crystalline sample on the instrument (e.g. Al2O3).
Chapter 4
Bulk superconductivity in YFe2Ge2
polycrystals
The study of superconductivity in YFe2Ge2 has proceeded similarly to early work on the ex-
emplary unconventional superconductors CeCu2Si2 and Sr2RuO4 [86, 87]: improved sample
quality achieved via modification of growth methods has over time enabled more probing
experiments, which in turn have led to a more thorough understanding of superconductivity
in these materials. The highly detrimental effect of disorder on superconductivity in YFe2Ge2
complicated the growth of adequate crystals for the study of its superconducting properties,
and, in the early days, caused controversies regarding the intrinsic nature of superconductivity
in this compound [24, 25].
In this chapter, I present the results obtained during a systematic attempt to optimise the
growth parameters for synthesising high-quality, polycrystalline YFe2Ge2 samples. Ther-
modynamic, magnetic and transport measurements provide the first conclusive evidence for
bulk superconductivity in this compound. Potential causes of disorder, which are detrimental
to its superconductivity, are further discussed in light of results from both powder X-ray
diffraction (XRD) and energy dispersive spectroscopy (EDS) measurements.
4.1 Crystal growth and characterisation of
Y1+x(Fe1+yGe1+z)2 polycrystals
Background
Resistive and magnetic evidence for superconductivity in YFe2Ge2 was first reported by the
Cambridge Quantum Matter group in 2014 [22]. However, the lack of thermodynamic evi-
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dence brought about controversies and raised the possibility of filamentary superconductivity
caused by alien phases [24, 25]. Measurements in [22] were collected in polycrystalline
samples with a maximum residual resistivity ratio (RRR = ρ300K/ρ2K) of around 50. It was
noted that samples with lower RRRs did not show superconductivity. This suggests that
disorder may play a role in limiting superconductivity in this compound.
Isostructural to YFe2Ge2, the famous heavy-fermion superconductor CeCu2Si2 is known
to exhibit magnetic and superconducting properties which are extremely sensitive to small
changes in sample composition. Minor increases in the Cu concentration can change it from
the A type (antiferromagnetic with no superconducting transition) to the A/S type (AFM
competes with SC without microscopic coexistence), or to the S type (superconducting with
no AFM transition) [88]. Anticipating the existence of a narrow homogeneity range of the
‘122’ phase in the ternary Y-Fe-Ge phase diagram, similar to that observed for Ce-Cu-Si,
we decided to experiment with systematically changing the nominal composition in the
polycrystalline samples of YFe2Ge2.
Crystal growth
Polycrystalline Y1+x(Fe1+yGe1+z)2 ingots (with −0.1 < x,y,z < 0.1) were grown in a radio-
frequency induction furnace on a water-cooled copper boat under a high-purity Ti-gettered
Ar atmosphere. To limit the precipitation of stable Y-Ge alloys, Y (3N, Alfa Aesar) and Fe
(4N, vacuum remelted, Alfa Aesar) were melted first and thoroughly mixed to form ingots of
YFe2. Ge (6N, Alfa Aesar), and Y or Fe were then added and melted together with YFe2
to obtain the desired nominal composition. The mass losses due to evaporation were less
than 0.3%, and homogeneity was ensured by electromagnetic stirring and repeated flipping
and remelting of the ingots. The ingots were quenched to the cooling water temperature
within seconds and then heated up again to near 1250◦C for a first annealing step in the
induction furnace, which was again followed by rapid quenching. Each of the resulting
ingots was mechanically broken up into two halves, one of which was subsequently annealed
at 800◦C in an evacuated quartz ampoule for 7 days ("annealed"), whereas the other half
was investigated without prior annealing ("as-grown"). More than 20 ingots with varying
nominal compositions have been prepared for this study.
Characterisation
Heat capacity and electrical resistivity were measured with the helium-3 option of the
Quantum Design Physical Properties Measurement System (PPMS) from 300 K to 0.4 K
using the pulse-relaxation technique and a standard four-wire ac technique, respectively.
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Fig. 4.1 Electrical resistivities versus temperature of a representative set of YFe2Ge2
as-grown and annealed polycrystalline samples, showing a wide variation in super-
conducting transition temperature Tc and residual resistivity ρ0 and a T 1.5 normal-
state temperature dependence.
The resistivity data were scaled at 300K to the published value of 190µΩcm [34]. All the
annealed samples and a selection of as-grown samples were measured to check for evidence
of bulk superconductivity.
A representative set of resistivity data of both as-grown and annealed samples with
different nominal compositions is shown in Fig. 4.1. At temperatures below 10K, the normal-
state resistivity of all samples displays an anomalous power-law temperature dependence of
ρ(T ) = ρ0+AT 3/2, suggesting Fermi liquid breakdown. This is similar to those seen in other
transition metal compounds such as MnSi, ZrZn2, and NbFe2 near the threshold of magnetic
order [89–92]. It might be attributed to the proximity of YFe2Ge2 to an antiferromagnetic
quantum critical point [22, 28]. To quantify the variations in sample quality, we use the
residual resistivity ratio (RRR) and the resistive transition temperature Tc (50% point of the
transition) as measures. As seen in Fig. 4.1, significant variations in both RRRs and Tcs exist
between different samples which differ by their nominal compositions and histories of heat
54 Bulk superconductivity in YFe2Ge2 polycrystals
Fig. 4.2 Electrical resistivity ρ (upper panels a-c) and Sommerfeld coefficient of
the heat capacity C/T (lower panels d-f) for three typical samples of YFe2Ge2
with different residual resistivity ρ0. Sample #34 (as-grown) derives from the same
ingot as a bulk superconducting annealed sample, for which the data is presented
in Fig. 4.5. All three samples show resistive superconducting transitions, but a
heat capacity anomaly indicating bulk superconductivity only appears in the purer
samples #37 and #73. While a supserconducting heat capacity anomaly is absent,
C/T of sample #34 (as-grown) displays a slow increase even in magnetic fields
sufficient to suppress Tc fully, suggesting an underlying magnetic contribution.
treatment. Full resistive transitions are observed in most samples with RRR values exceeding
20.
Key features of resistivity and heat capacity data are further illustrated in Fig. 4.2. The
as-grown (unannealed) sample (#34) shows a resistive superconducting transition, but no
superconducting anomaly in the heat capacity (see Fig. 4.2 (a, d)). This sample derives from
the same ingot as the annealed sample that shows the superconducting heat capacity anomaly
in Fig. 4.5. We find more generally that unannealed samples have low RRR values, and
while some show a resistive transition all lack superconducting heat capacity anomalies. By
contrast, all of the annealed samples show resistive superconducting transitions with varying
Tc, but not all exhibit signatures of bulk superconductivity in their specific heat (e.g. [22]).
Distinct heat capacity anomalies, namely broad jumps in C(T )/T near 1K, peaking at about
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Fig. 4.3 a) Residual resistivity ratio RRR= ρ(300K)/ρ(2K) and b) Resis-
tive superconducting transition temperature (mid-point) T 50%c of polycrystalline
Y1+x(Fe1+yGe1+z)2 on ternary diagrams. Positions of circles on the diagrams indi-
cate the nominal compositions, with labels corresponding to batch numbers. The
colours of the left semi-circles represent RRR or Tc of as-grown samples and those
on the right semi-circles correspond to the annealed samples. White colour indicates
that no transition is observed. Data plotted in this figure have been summarised in
Table B.1 in Appendix B.
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20% above the normal state values, are observed in high-quality samples with RRR above
120 (see Fig. 4.2 (c, f) and Fig. 4.5). Less prominent anomalies with peaks roughly 10%
above the normal-state C(T )/T can be found in samples with RRR ranging from 60 to 120,
as illustrated in Fig. 4.2 (b, e).
To visualise the dependence of sample quality on compositions and heat treatment, we
summarise the results of RRRs and resistive T 50%c s for 20 ingots in ternary diagrams Fig. 4.3.
The position of each coloured circle on the ternary axes represent the investigated nominal
composition. The colours of the left half circles correspond to the as-grown samples, while
the right halves give values for the annealed samples. A white half-circle on the Tc plot
suggests that the sample did not show superconductivity. Since variations also occur amongst
samples selected from the same ingot, all data shown in the ternary plots represent the highest
values (of RRR or Tc) observed for the corresponding compositions. Data used for plotting
Fig. 4.3 have been summarised in Table B.1 in Appendix B.
The striking effect of heat treatment at 800◦C is illustrated by both the appreciable
increases in RRRs and Tcs with annealing and the appearance of superconductivity in
samples that did not superconduct (down to 0.4K) prior to annealing. These improvements
in sample quality can be understood in terms of the reduction of disorder, created due to fast
quenching during growth. Further annealing at 800◦C for an additional 7 days did not result
in noticeable improvements in sample quality of the already annealed samples. It should also
be noted that no specific heat superconducting anomalies are found in any of the as-grown
samples.
Besides the effectiveness of annealing, Fig. 4.3 also indicates that the primary cause of
the differences in sample quality is the ratio of Fe vs. Ge content in the melt: along the line
of constant Y content (running diagonally to the top-right of the figure), both RRR and Tc
show the largest variation, and growth from an Fe-rich, Ge-poor melt results in higher RRRs
and Tcs. In particular, the highest RRR of 211 was observed in a sample selected from the
annealed Y(Fe1.05Ge)2 ingot (# 34) which also exhibits an enhanced Tc of 1.87K (Fig. 4.5).
4.2 Superconductivity in YFe2Ge2
Once the best nominal composition (YFe2.1Ge2) was identified, samples from this annealed
ingot were taken for further investigation. The electrical resistance of the sample with
RRR = 211 was measured using a standard four-terminal ac technique in an adiabatic
demagnetisation refrigerator to 0.1 K and in a QD PPMS to below 0.4K (measurements
performed by Dr. Konstantin Semeniuk). The magnetisation data of a sample with RRR =
185 were acquired using a Cryogenic SQUID magnetometer to below 0.31K (measurement
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Fig. 4.4 Electrical resistivity of high-quality YFe2Ge2 polycrystal versus temper-
ature, displaying a sharp superconducting drop of the resistivity with midpoint at
1.83K below a T 1.5 normal state temperature dependence. (inset) Temperature
dependence of the resistivity up to room temperature. (Figure credit: [23])
by Dr. Philip Brown). The data were corrected for the effect of demagnetising fields by
approximating an ellipsoidal sample shape. The specific heat of the same sample was
measured in a PPMS to below 0.4K.
A sharp resistive transition is observed below 1.87K for the sample shown in Fig. 4.4
(# 34, annealed). Under applied fields, the transition is suppressed to lower temperature
and diminishes above 2.5T. Only an insignificant positive magnetoresistivity is observed in
the normal state while the resistivity maintains the T 3/2 anomalous power-law dependence.
Fig. 4.5 shows C/T versus temperature for the sample with second highest RRR of 185. The
Sommerfeld ratio C/T , which is enhanced by an order of magnitude over the band structure
value of ≃ 10 mJ/molK2 [35, 36], rises below Tc, peaks at about 20% above the normal
state value near 0.9K and then decreases rapidly. Applying magnetic field (B = 2.5T) fully
suppresses the heat capacity anomaly, allowing a view of the underlying normal state, which
is nearly constant below 2K. SQUID magnetometry on the same sample (Fig. 4.5) reveals a
superconducting volume fraction approaching 100%.
More information about the superconducting state can be inferred from its response to
applied magnetic field. In these samples, the initial slope of the resistive upper critical field
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Fig. 4.5 C/T and magnetisation of YFe2Ge2 versus temperature showing anomalies
characteristic of bulk superconductivity. The background-subtracted zero-field-
cooled low temperature dc magnetisation ∆M divided by the applied field µ0H =
0.5mT of the same sample displays a step with midpoint at ≃ 0.95K, which
coincides with the steepest descent in C/T . The size of the step corresponds to
(95± 5)% diamagnetic screening. (inset) Temperature dependence of the upper
critical field determined from the midpoint of resistive transitions (labeled ρ) and
from the peak in C/T (labeled C). (Figure credit: [23])
is determined as |dBc2/dT | ≃ 1.75T/K (inset of Fig. 4.5). This corresponds to an extrapo-
lated clean-limit weak-coupling orbital-limited critical field B(o)c2 ≃ 0.73Tc |dBc2/dT | ≃ 2.3T,
slightly below the value reported in Ref. [22] for a sample with a lower Tc. In the stan-
dard treatment (e.g.[40]), the orbital-limited resistive critical field in YFe2Ge2 of ≃ 2.3T
corresponds to a superconducting coherence length ξ0 = (Φ0/(2πB
(o)
c2 ))
1/2 ≃ 120Å, where
Φ0 = h/(2e) is the flux quantum. By following the peak in C/T with applied field, which
has an initial slope of ≃ 1.7T/K, we can similarly extract an estimate of ξC0 ≃ 180Å for the
coherence length associated with the bulk transition. Such a short coherence length might be
expected to result from the enhanced quasiparticle mass and consequently low Fermi velocity
indicated by the high Sommerfeld coefficient.
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4.3 Disorder effect on Tc
The influence of disorder scattering on superconductivity in YFe2Ge2 can be examined
quantitatively using the large number of samples (annealed and as-grown) prepared from
more than 20 ingots grown for this study. The dependence of the resistive Tc on residual
resistivity ρ0 is summarised in Fig. 4.6, which illustrates that the data can be modelled by the




















where Tc and Tc0 are the actual transition temperature and the optimal transition temperature
without impurity scattering, respectively, α ∝ ρ0 measures the pair-breaking effect of impurity
Fig. 4.6 Resistive superconducting transition temperature Tc (50%-point) and
the transition width (80%/20% criterion) versus the residual resistivity ρ0 for all
YFe2Ge2 polycrystalline samples characterised. Tcs below 0.4K (blue dotted line)
are shown as zero on the plot but not used in the curve fitting. The grey solid,
dash and dash-dot curves are least-square fits of the Abrikosov-Gor’kov function,
described in the main texts, to the 50%, 80% and 20% Tc points correspondingly.
Data points marked by the green crosses are excluded in the fittings.
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scattering and Ψ(z) is the digamma function. This approach has been found to describe the
experimental data on cuprates [59, 93], the spin-triplet superconductor Sr2RuO4 [94, 87] and
the heavy fermion superconductor CeCoIn5 [95]. Impurity scattering is expected to suppress




[59, 96, 58], where, τ−1 is the quasiparticle scattering rate. Our data suggest an optimal Tc0
of 1.87K and show a clear trend for Tc to diminish with increasing ρ0 and superconductivity
to be suppressed when ρ0 > 10.7µΩcm.
The scattering rate can be estimated from ρ0 using the Drude result τ−1 = ε0Ω2pρ0,
where Ωp is the renormalised plasma frequency, which is reduced with respect to the
bare plasma frequency obtained from a DFT calculation, Ω(0)p , by the ratio of effective

















2)/3 ≃ (3.43eV/h̄)2 on the basis of DFT calculations [36], and taking the mass en-
hancement from the ratio of experimental Sommerfeld coefficient γexp ≃ 100mJ/molK2 over
its DFT counterpart γ0 ≃ 12.4mJ/molK2 [36] to be m
∗
m0
≃ 8, we find that h̄τ−1 = ρ0ε0h̄Ω2p =
0.197meV(ρ0/µΩcm). For an optimum Tc0 ≃ 1.87K, this gives α = 0.62(ρ0/µΩcm),
which would suggest that superconductivity should already be fully suppressed when ρ0
exceeds about 1.6µΩcm. This contrasts with the threshold of 10µΩcm for full resistive
transitions. The resistive transition, although eventually suppressed, is therefore more robust
than might be expected, which may indicate that percolating superconducting paths through
high purity regions of a sample can be found even in samples in which the averaged resistivity
ratio is comparatively low. The experimental observation that residual resistivities of less
than 2µΩcm are required to observe thermodynamic signatures of the superconducting phase
transition, by contrast, is fully in line with this analysis.
An independent criterion for the limiting disorder scattering can be obtained by consider-
ing the mean free path rather than the scattering rate, and comparing it to the superconducting
coherence length: the BCS coherence length ξBCS = h̄vFπ∆ [40, 97], where vF is the quasiparti-
cle (renormalised) Fermi velocity and ∆ = ηkBTc0 (with η = 1.76 in weak-coupling BCS








Taking the critical value for the pair-breaking parameter α to be ∼ 1 and η ≃ 2 then implies
that ℓ has to be about four times larger than ξ for superconductivity to be observed. As the
experimental value for the coherence length based on the observed upper critical field for
bulk superconductivity is ξ ≃ 180Å (see Section 4.2), bulk superconductivity would then
require ℓ > 600Å. An estimate can be obtained for vF by combining the density of states
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(e.g. [98]) as vF ≃ 3.3×104 m/s. With the expression for τ given above,








= 1100Å(ρ0/µΩcm)−1 . (4.3)
For a required mean free path of 600Å, this translates to a critical resistivity ρ0 = 1.8µΩcm,
slightly larger than the value found by comparing the relaxation rate to kBTc0 directly.
4.4 Structural investigation
Powder X-ray diffraction (XRD)
For determining the lattice parameters and identifying secondary phases, powder X-ray
diffraction (XRD) pattern for all annealed ingots were collected in the Bragg-Brentano
geometry with a Cu Kα radiation at 40kV and 40mA on a Bruker D8 diffractometer equipped
with a Lynxeye XE detector to reduce the effects of Fe fluorescence and Kβ radiation. The
XRD spectrum was obtained from 10° to 120° in 2θ with 0.005° step size, 0.5 seconds/step.
The FULLPROF program was used for performing Rietveld refinements on the X-ray powder
intensity patterns. Quantitative analysis of alien phases’ weight-percentages were carried out
on patterns obtained without internal standards, while lattice parameters were determined by
referring to an internal Ge standard and using the Le Bail method. Multiple measurements
were performed on selected batches of samples for determining the typical uncertainties on
lattice parameters. Furthermore, energy dispersive spectroscopy (EDS) was used for probing
the actual compositions of the highest- and lowest-quality samples. This was performed with
an Oxford X-Max detector in an FEI/Philips XL-30 ESEM at 30kV and analysed with the
INCA software.
To sample the ternary phase diagram near the stoichiometric composition of YFe2Ge2,
we varied the nominal stoichiometry by approximately ±2%, ±5% and ±10% in each of
the elements, and also prepared some nominally stoichiometric ingots. Table. 4.1 lists the
ingot numbers, their nominal compositions and the impurity phase contents estimated from
powder X-ray diffraction. The formation of impurity phases from off-stoichiometric melts is
a natural consequence of the narrow homogeneity range of YFe2Ge2.
The partial ternary phase diagram Fig. 4.7 shows the secondary phases found in ingots
of different nominal compositions. Away from the 1-2-2 composition, five main secondary
phases have been found and only three of them were identifiable from the database of known
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Table 4.1 Nominal compositions of all ingots with corresponding labels shown in
Figs. 4.3 and 4.7. For each ingot, the table lists the alien phase content as estimated











26 10.1 0 0.3 - - - 10 - 20 10 - 20
29 5.2 0 -1 - < 1 - - -
37 2.1 0 -0.1 - - - - -
45 -2.1 0 0 - 17.5 - - -
23 -3.4 0 0 8.1 21.7 - - -
44 -10 0 0 - 32.4 - - -
32 0 10.3 0 - - 2.7 - -
34 0 5.3 0 - - 1.5 - -
25 0 1.9 0 - - < 1 - -
35 0 -2 0 2.7 4.3 - - -
42 0 -5.1 -0.1 8.1 4.6 - - -
27 0 -9.1 0.2 13.1 - - - -
43 0 -0.1 9 10.8 19 - - -
57 0 0 4.9 13.1 44 - - -
36 0 -0.1 2 1.8 7.3 - -
24 0 0 -2.1 - - < 1 < 1 < 1
22 0 0 -5.2 - - 1.1 < 1 -
33 0 0 -10.1 - - - 10 - 20 10 - 20
66 0 0 0 - 6.1 - - -
72a 0 0 0 - 1.4 - - -
73a 0 5.0 0 - - < 1 < 1 -
aSamples grown with 4N yttrium
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Fig. 4.7 Putative phase diagram of Y-Fe-Ge near stoichiometric YFe2Ge2 in-
ferred from powder X-Ray diffraction measurements (Table. 4.1) of polycrystalline
Y1+x(Fe1+yGe1+z)2 samples. Phases (A) and (B) have not been successfully identi-
fied.
compounds, namely YFe6Ge6, YFe1−xGe2 and Fe (bcc). We denote the two unknown phases
(A) and (B). Phase (A) shows spectrum peak positions close to those of YFe4Ge2 [99] but
with mismatching ratios of peak intensities, whereas phase (B) is likely to be a compound
with higher yttrium concentration than YFe2Ge2 according to our EDS studies. No potential
candidate for phase (B) can be found in the literature. While no clear correlation can be
deduced between the amount of impurity phases and the superconducting properties, the best
samples featured by their high RRRs and Tcs are mainly located in the nearly single-phased
region and the region for which Fe (bcc) is the main impurity phase.
In Fig. 4.8, the lattice parameters of the main phase in the annealed ingots were plotted
against their corresponding RRRs (we use the highest measured value for each ingot), with
red errorbars indicating the typical scatter observed in selectively repeated measurements.
This scatter results mainly from small variations in experimental conditions and sample
inhomogeneities. There is a strong correlation between the c-lattice-parameters and the RRRs.
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Fig. 4.8 Lattice constants c (upper panel) and a (lower panel) of the majority phase
in each annealed batch of sample as obtained by XRD refinement, versus the corre-
sponding RRR values. Green circles (red triangles) indicate that superconducting
heat capacity anomalies have (have not) been observed. Errorbars are estimated
from repeated measurements on the selected batches. The pink and blue shades are
guide to the eyes. Data plotted in this figure have been summarised in Table B.2 in
Appendix B.
Larger c-parameter is observed for the higher-quality samples, which show signatures of bulk
superconductivity. On the other hand, no clear change is seen in the a-lattice-parameters.
Energy-dispersive spectroscopy (EDS)
To gain further understanding of the cause of varying c-parameters and RRRs, EDS measure-
ments on samples showing the smallest (# 27 and 57) and largest (# 34 and 73) c-parameters
were performed. Caution was taken in identifying regions free of secondary phases. Spectra
were then obtained at spots of size ∼ 400µm2 over a few surface sites of each polished
sample. Measurements were calibrated against elemental standards, so deviations from
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Table 4.2 EDS analysis of four annealed polycrystalline YFe2Ge2 samples and
polycrystalline FeGe2 and Y5Ge3.
Ingot No. # EDS measured composition [at.%]b Atomic ratiosc
(Spots probed) Y Fe Ge Fe:Ge Fe:Y Ge:Y
27 (N=88) 20.01(5) 38.50(5) 41.50(3) 0.928(2) 1.924(5) 2.074(5)
57 (N=71) 19.95(5) 38.56(4) 41.50(4) 0.930(1) 1.933(6) 2.080(6)
34 (N=66) 19.92(5) 38.92(5) 41.17(4) 0.945(2) 1.954(5) 2.067(6)
73 (N=59) 19.85(5) 38.98(5) 41.17(6) 0.947(2) 1.964(7) 2.074(7)
FeGe2 (N=27) - 32.46(3) 67.54(3) 0.961(1)×12 - -
Y5Ge3 (N=39) 60.56(6) - 39.44(6) - - 2.171(4)× 310
bValues in brackets denote standard error of mean in the last digit.
cValues in brackets denote uncertainty in the last two digits estimated using propagation of error formula.
the actual composition are of the order of 2 at.%, as illustrated by EDS measurements on
polycrystalline FeGe2 and Y5Ge3 samples (Table. 4.2). However, relative differences in
compositions can be measured to a much higher precision.
As shown in Table. 4.2, all four samples have similar Ge:Y ratios, while the Fe:Ge and
Fe:Y ratios are noticeably higher in # 34 and 73. Knowing that both # 34 and 73 have
relatively higher RRRs and larger c-parameters and assuming they are nearly stoichiometric,
the EDS results point towards the presence of Fe-vacancies in samples with lower RRRs.
Normalising the Fe:Y and Fe:Ge ratios of # 27 and 57 against the average of # 34 and 73, we
estimate the Fe-vacancies to be about 2 to 3%.
4.5 Summary
Our study demonstrates that polycrystals of YFe2Ge2 with the lowest level of disorder can
be grown by shifting the Fe/Ge ratio in the melt to favour full Fe occupancy on the Fe sites.
Followed by annealing, which minimises anti-site disorder, this method produces samples
with residual resistivities as low as ∼ 1µΩcm, which exhibit superconducting anomalies in
the heat capacity as well as in the resistivity. The strong correlation between the residual
resistivity and Tc (Fig. 4.6) found by studying dozens of samples with a wide range of nominal
compositions, both as-grown and annealed, is reminiscent of well-known unconventional
superconductors such as Sr2RuO4 [94], CeCoIn5 [95] and YBa2Cu3O7−δ [100].
Varying the Fe/Ge ratio opens up the possibility of tuning the electronic and magnetic
properties of YFe2Ge2, which according to DFT calculations [35, 36, 101] and recent
neutron scattering experiments [38] is finely balanced close to several types of magnetic
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order. However, in contrast to the situation of CeCu2Si2, which can be tuned between
magnetically ordered and fully superconducting low temperature states by varying the sample
composition [102], no magnetic transitions have been observed in any of our samples of
YFe2Ge2. This is consistent with the comparatively high RRR observed in all annealed
samples, which points towards a rather narrow homogeneity range that is probably too narrow
to allow access to the magnetic sector of the low temperature phase diagram. A putative
quantum critical point can be accessed by doping, as in the alloying series (Lu/Y)Fe2Ge2
[28], but no doped samples have shown any signatures of superconductivity, consistent with
the view that disorder scattering rapidly suppresses superconductivity in YFe2Ge2.
Even the purest samples, as measured by ρ0, display a striking separation between
resistive Tc, which is as high as ≃ 1.87K, and the heat capacity anomaly, which occurs below
about 1.1K. This separation may be attributed to spatial inhomogeneity within the sample, but
it will require further investigation to clarify whether the disorder level is inhomogeneously
distributed or whether inhomogeneity of the sample strain may cause an enhanced Tc in small
parts of the sample, contrasting with a much lower bulk Tc. Strain dependence of Tc and the
presence of strained regions at the cut surface of single crystals has recently been shown to
underlie the similar separation of resistive and bulk Tc in CeIrIn5 [103].
Chapter 5
High-quality YFe2Ge2 single crystals
Previous studies on high-quality YFe2Ge2 polycrystals [23, 26] have established evidence
of bulk superconductivity in this compound. However, polycrystalline samples are often
disadvantageous for detailed investigations of the electronic properties and the supercon-
ducting pairing mechanisms, since the direction-dependent information is inherently lost
due to the random orientations of the crystallites. Advanced experiments probing the low
temperature state of YFe2Ge2, such as muon spin rotation, inelastic neutron scattering, and
quantum oscillation measurements, had been held back by the lack of bulk superconducting,
high-purity single crystals.
An early comprehensive growth study produced flux-grown single crystals [24] with
comparatively high residual resistivity ratios RRR ≃ 60 which displayed sharp resistive
superconducting transitions. However, no bulk superconducting transition was observed
in these crystals. Nevertheless, this growth study provided crucial clues regarding the
importance of low growth temperature for the improvement of sample quality. Furthermore,
the successful compositional study of YFe2Ge2 polycrystals (presented in Chapter 4) has
illustrated the significance of controlling Fe concentration. We therefore devised new growth
protocols for the flux growth of YFe2Ge2, which aimed at maintaining a high Fe concentration
and a low growth temperature in the flux melt throughout the growth process.
In this chapter, I describe two flux growth methods which have allowed the growths of
YFe2Ge2 single crystals with drastically improved sample qualities. Signatures of bulk super-
conductivity have been observed in thermodynamic, magnetisation and electrical transport
measurements of these crystals. The best samples grown display residual resistivity ratios
(RRR = ρ300K/ρ2K) up to 470 and show notably sharper superconducting specific-heat
anomalies than our best polycrystals. Beyond the initial sample characterisations, in the
later sections I present results of low-temperature specific heat, muon spin rotation and
quantum oscillation measurements on this new generation of single crystals and discuss
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their implications for the superconducting order parameter and the electronic structure of
YFe2Ge2.
5.1 Crystal Growth and Characterisation
5.1.1 Background
Early literature on YFe2Ge2 [34] showed that single crystals can be produced using the
standard method of flux growth as described in Section 3.1.2. The authors started with the
elements in an atomic ratio of Y : Fe : Ge : Sn = 1 : 2.4 : 2 : 30. By first heating to 1200◦C
and then slowly cooling to between 500◦C and 800◦C over 3-6 days, they were able to obtain
sizeable YFe2Ge2 single crystals. However, their study on the properties of this compound
was limited to temperatures above 2K, so superconductivity was not investigated.
After the initial discovery of superconductivity in polycrystalline YFe2Ge2 [22], the flux
growth method was revisited by H. Kim and others [24]. They attempted the growth by
systematically varying the cooling rates, decanting temperatures and annealing procedures.
However, they found no signatures of bulk superconducting transitions in specific heat
measurements on any of their samples. Furthermore, a strong sample dependence of the
resistive superconducting transition temperature Tc on the residual resistance ratio was
observed, similar to what we found in the polycrystalline samples (e.g. in Section 4.3). Our
early attempts in using the same flux method yielded similar conclusions.
As noted in Chapter 4, in order to observe the clear signature of bulk superconductivity in
specific heat, samples with RRRs higher than ≈ 100 are required. However, the best samples
produced with the standard flux method, either in our own attempts or those described in
[24], showed highest RRRs of only ≈ 70. The lack of a bulk superconducting transition was
hence not so surprising.
In order to devise a better scheme for growing high-quality single crystals, we have
further scrutinised the procedures and results of our flux growths. Based on our studies of
the polycrystals, YFe2Ge2 tends to grow with an iron-deficient composition, which appears
to be detrimental to its superconductivity. Meanwhile, in all the flux growths of YFe2Ge2
performed up to this point, there were always secondary phases present in the products of
the growths, most notably YFe6Ge6. This means that, despite having a higher concentration
of Fe in the melt to start with, the actual ratio of Y : Fe : Ge in the Sn melt, when YFe2Ge2
crystals start to precipitate, may no longer be Fe-rich. This might have caused a slight change
in the crystal composition, leading to their poor quality. With this idea in mind, a modified
Sn-flux growth protocol was carried out. Later on, the partial success of this new protocol
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also motivated us to perform a horizontal liquid transport growth which resulted in the highest
quality single crystals.
5.1.2 Modified flux method
With the expectation that an undesirable change of composition inside the flux melt was
the main obstacle to producing high-quality samples, our first objective was to maintain a
relatively high Fe-concentration in the melt throughout the growth. To achieve this, the charge,
namely the starting materials besides the Sn flux, was replaced with pre-reacted polycrystals,
whose compositions were known to produce samples displaying bulk superconductivity.
Furthermore, to avoid precipitation of secondary phases, the maximum temperatures of the
growths were limited to 1000◦C. This avoids complete dissolution of the polycrystals in the
Sn flux. In fact, if the temperature is raised to 1200◦C, as was the case in a standard flux
method, the result would be the same as if separate elements were used as the charge.
Polycrystalline ingots with iron-rich nominal compositions were first grown using the
induction furnace and annealed at 800◦C as described in Section 4.1. These polycrystals
were then powderised, added with additional iron powder, and placed together with Sn in
a crucible. The crucible was further sealed in a quartz ampoule as in a normal flux growth.
Powderising the polycrystals helps better dissolution in the flux and has the additional benefit
that the highly-ordered tiny YFe2Ge2 crystals may act as seed crystals to facilitate the growth.
In a similar spirit, repeated cooling and heating was carried out during the growth, with the
hope that smaller crystals would dissolve during the heating phase, while the larger crystals
Fig. 5.1 Pictures showing (a) YFe2Ge2 single crystals grown with the conventional
Sn-flux method using separate element as charge and (b) crystals grown with the









Table 5.1 Starting materials and temperature profiles for YFe2Ge2 sample batches grown using the conventional and modified Sn-flux
methods.
Batch Composition Temperature Profile
SR1703 Y : Fe : Ge : Sn
= 1.4 : 1.4 : 1 : 34
SR1704 Y : Fe : Ge : Sn
= 1.75 : 2.55 : 2 : 47
SR1726 YFe2+xGe2 : Fe(powder) : Sn
= 1 : 0.19 : 31
SR1727 YFe2+xGe2 : Fe(powder) : Sn
= 1 : 0.14 : 25
SR1728 YFe2+xGe2 : Fe(powder) : Sn
= 1 : 0.38 : 39
SR1730 YFe2+xGe2 : Fe(powder) : Sn
= 1 : 0.2 : 35
SR1732 YFe2+xGe2 : Y : Fe(powder) : Sn
= 1 : 0.1 : 0.1 : 29
SR1823 YFe2+xGe2 : Fe(powder) : Sn
= 1 : 0.4 : 39
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would remain and act as seeds in the cooling segments of the growth. Further details of the
growths using this modified flux method are summarised in Table 5.1. This table also shows
details of two flux growths using separate elements with atomic compositions significantly
different from Y : Fe : Ge : Sn = 1 : 2.4 : 2 : 30. These were attempts to test the role of initial
composition for the crystal quality. Throughout this chapter, we use sample labels composed
of the growth batch label followed by additional numbers or letters which identify a particular
piece of crystal from the corresponding growth batch.
Comparing visually the single crystals grown with the normal flux method using separate
elements and the modified method (Fig. 5.1), we see that both methods produce platelet
crystals, but the growth using the polycrystal charge results in crystals with nicer square
edges and flat surfaces. In addition, no secondary phases appear in the growths using the
modified method when the maximum temperatures were set ≤ 1000◦C.
Characterisation
The electrical resistivity and specific heat of samples from the different growth batches listed
in Table 5.1 were measured in the PPMS down to 400mK (see Fig. 5.2). Resistivity was
measured with current running parallel to the crystallographic ab-plane. The resistivity data
were scaled at 300K to the published high-temperature resistivity of 190µΩcm [34] for ease
of comparison with past results on polycrystals. (The same has been done in later sections for
samples grown with liquid transport method.) Looking at the resistivity data, these samples
exhibit a large variation in RRRs. Samples with a higher RRR generally also show a sharper
superconducting transition and a higher resistive Tc. This is consistent with the study on
polycrystalline samples in Chapter 4. Significant variations are also observed in specific heat
below 2.5K for crystals from different growth batches. Clear superconducting anomalies are
observed for samples from the batches SR1726, SR1730 and SR1823, while samples from
the batches SR1728 and SR1732 show less prominent C/T jumps. On the other hand, C/T
of samples from the batches SR1703, SR1704 and SR1727 show only a small upturn down
to 400mK without an obvious transition. While samples within the same batch also display
variations in both RRRs and heights of the C/T jump (see e.g. Fig. 5.3), the differences
are much less significant than those between samples from different batches, for example,
between SR1726 and SR1732.
By viewing the C/T and resistivity data together (Fig. 5.2), it is clear that a sample
with a lower residual resistivity, or equivalently a higher RRR, exhibits a more prominent
specific heat anomaly. This is again in accordance with the studies on polycrystal YFe2Ge2
in Chapter 4, where superconductivity is found to be strongly suppressed by impurity and
lattice disorder.
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Fig. 5.2 C/T (upper panel) and electrical resistivity (lower panel) of a selection of
single-crystal YFe2Ge2 samples produced using the conventional and modified flux
methods. These samples show a wide variations in their specific heat superconduct-
ing anomalies and residual resistivities. The vertical dashed lines are guide to the
eye, indicating the temperatures at which resistivities drop to zero.
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Looking at the lower panel of Fig. 5.2, we see that resistivities of all measured samples
show either a relatively broad or a two-step superconducting transition. As indicated by
the dash lines, the temperatures at which resistivity drops to zero for the intermediate and
higher-quality samples coincide roughly with the onsets of the bulk transitions.
Similar to the resistivity of samples SR1732-01 and SR1726-02, two-step features of
resistive transitions have also been observed previously in high-quality polycrystals, but only
in small samples with dimensions of the order 200µm×100µm×50µm [104]. In the case
of these single crystals, the sample dimensions are of the order 2mm×1mm×0.1mm or
larger, suggesting that the proportions of the single crystals showing the higher-than-bulk
Tc are much smaller than in those polycrystals. This casts some doubt on the validity of
Fig. 4.6 as the intrinsic dependence of Tc on impurity and disorder scatterings. These higher-
temperature transitions may come from filamentary, strain-stabilised superconductivity as
initially suggested in [24] for explaining the lack of bulk transitions in poorer YFe2Ge2
samples.
Fig. 5.3 C/T of three YFe2Ge2 samples from the growth batch SR1726 versus
temperature. (Data for sample SR1726-01 has been scaled to account for a small
amount of Sn inclusions.)
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Fig. 5.4 C/T , magnetisation and resistivity (insets) of single-crystal YFe2Ge2 from
growth batches SR1726 (left panel) and SR1823 (right panel) versus temperature
showing signatures of bulk superconductivity. The field-cooled and zero-field-
cooled dc magnetisations ∆M were measured for an applied field µ0H = 0.2mT.
The broadness of the C/T anomalies as shown in the upper panel of Fig. 5.2 is most likely
a result of an inhomogeneous distribution of disorder. Compared to YFe2Ge2 polycrystals
with RRR ≈ 200 (e.g. Fig. 4.5), the C/T jumps in samples from batches SR1726 and
SR1730, which exhibit similar values of RRR, show much narrower widths and lower onset
temperatures, suggesting a narrower distribution of disorder.
To further characterise the superconducting properties of the crystals grown using this
modified flux method, magnetisation measurements were taken in the Cryogenic SQUID
magnetometer with a helium-3 probe. The magnetisation curves ∆M(T ) for samples from
batches SR1726 and SR1823 are shown in Fig. 5.4. These data were collected on warm up
from base temperature for both a field-cooled (FC) and a zero-field-cooled (ZFC) procedure.
In the former case, a magnetic field of 2 G was applied before cooling the samples from
2K, whereas in the latter case the same magnetic field was applied after reaching the base
temperature of around 430mK. Small effects of the demagnetising fields were corrected
for both samples by approximating the sample shapes as rectangular prisms [105] – the
dimension of SR1726-06-S1 is roughly 3.5mm×0.5mm×0.25mm and the dimension of
SR1823-03 is roughly 3.5mm× 3.0mm× 0.035mm - with the largest side aligned in the
direction of the applied magnetic field. To further account for a small background caused by a
remnant field of the order of 0.5 Gauss, the zero-field cooling curve M(T ) is subtracted from
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the warmup curves. The discrepancies between the ZFC and FC runs are generic features of
type-II superconductivity when flux-pinning is present within the sample [106].
As seen in Fig. 5.4, samples from both batches show clear diamagnetic features with com-
plete Meissner screening at the lowest temperatures. This suggests that the superconducting
volume fractions reach 100% in both samples, at least below the bulk transition temperatures.
Furthermore, the diamagnetic transitions are consistent with the bulk transitions observed
in specific heat, with full screening at a temperature just below the peak of the specific heat
jump. Comparing between data collected on samples from SR1726 and SR1823, we further
notice that, while the RRR and the height of the specific heat jump are smaller in SR1823,
the bulk transitions shown by the specific heat and magnetisation data are both much sharper.
This may be a combined result of the differences both in the amount and in the distribution
of disorder in the two batches.
Finally, in light of the varying specific heat and resistivity data shown in Fig. 5.2, we
review the crystal growth conditions for all growth batches shown in Table 5.1. It appears that
the key growth parameter which affects the crystal quality is the maximum temperature
reached during the growth. This may be due to the combination of two factors. Firstly, the
lower temperature stops precipitation of secondary phases and allows an Fe-rich concentration
to be maintained throughout. Secondly, it is likely that the stoichiometric composition
becomes thermodynamically more stable at lower temperatures, resulting in a more ordered
lattice.
5.1.3 Liquid transport growth
The successful growth of bulk-superconducting YFe2Ge2 single crystals using the modified
flux method has demonstrated the importance of controlling the charge composition in the
flux melt and the growth temperatures. However, further adjustments of growth conditions in
the same method, for examples the cooling rate, maximum temperatures and centrifugation
(and hence dwelling) temperatures, did not improve the quality of the grown samples much
further. Moreover, the need to stay below the temperature of complete dissolution of the
charge meant that the quantity of yield in each growth was rather limited. The inherently
continuous variation of the precipitation and growth temperatures also resulted in a relatively
wide distribution in sample qualities even within each batch, illustrated by the differences in
broadness of their bulk Tcs.
Encouraged by the partial success of the modified flux method and with an aim to produce
a larger quantity of single crystals, an attempt was made to grow YFe2Ge2 using the liquid
transport method introduced in Section 3.1.3. Knowing that the Fe-Ge composition plays an









Table 5.2 Starting materials and temperature profiles for YFe2Ge2 sample batches grown using the liquid
transport method. The upper temperature curve shows the profile of the hot zone of the two-zone furnace,
whereas the lower curve shows the profile for the cold zone.
Batch Composition Temperature Profile
JT1901 YFe2+xGe2 : Fe(powder) : Sn
= 1 : 0.2 : 41
JT1902 YFe2+xGe2 : Fe(powder) : Sn
= 1 : 0.13 : 103
JC1904 Y : Fe : Ge : Sn
= 1 : 2.5 : 2 : 80
JC1908 YFe2+xGe2 : Fe(powder) : Sn
= 1 : 0.43 : 122
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Fig. 5.5 Pictures showing the liquid transport growth ampoule for batch JT1901
before (upper panel) and after (lower panel) the growth. The flux is discontinued
during growth due to the low growth temperatures and its insufficient volume.
in Section 5.1.4), annealed polycrystals, grown with the induction furnace, were again used
as charge in the initial liquid transport growth. These polycrystals were known to show a
broad bulk superconducting transition in specific heat measurements which peaks at around
1.1K (e.g. in Chapter 4). Extra Fe powder was also added to further ensure an Fe-rich
composition in the flux melt. However it was found later that the polycrystal precursors were
not necessary for growing high quality samples and that using the separate elements as the
charge gave the same results. Table 5.2 summarises three attempts using the polycrystal
precursors and one attempt using separate elements as the charge. The first two growths were
carried out with the help of James Tarrant, who was a Part-III project student in our group at
the time.
In the initial attempt (batch JT1901), partially-powderised YFe2.06Ge2 polycrystals and
Fe powder was loaded to one end of the quartz ampoule, and lumps of Sn were added to fill
the length of the ampoule. The materials were then sealed under vacuum, as shown in the
upper panel in Fig. 5.5. According to [24] and our previous experience with the modified
flux-growths, a lower growth temperature tends to allow better quality single crystals, so the
two zones of the tube furnace were set at 650◦C and 400◦C respectively. Due to the irregular
shapes of the Sn lumps, the amount of Sn, when melted, only covers about 30% of the quartz
ampoule volume. This has caused a disruption of the transport of charge halfway during the
growth. In the lower panel of Fig. 5.5, it can be seen that the flux was discontinued near
the cold end. As a result, most of the charge was unreacted and remained in the "hot end".
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Fig. 5.6 Pictures showing YFe2Ge2 single crystals from the liquid transport growth
batches JT1901 (left panel) and JT1902 (right panel). A significant amount of the
secondary phase YFe6Ge6 are found in batch JT1901.
Crystals of YFe6Ge6 and a small amount of partially grown YFe2Ge2 crystals were found in
the "cold end".
The undesirable outcomes of the first growth prompted us to set up a second attempt (batch
JT1902) with a significantly increased amount of Sn flux and higher growth temperatures for
ensuring continuous dissolution and transport of the charge. At the procedure of adding Sn
into the quartz tube, Sn lumps were first loaded, up to the desired length, then the quartz tube
was pumped out and heated with a flame torch to slightly above the melting point of Sn. This
allowed close-packing of the Sn flux, freeing space for additional Sn to be added. Repeating
this procedure enabled the increased volume of Sn in the second attempt. This procedure
was also performed for the subsequent liquid transport growths.
Fig. 5.6 shows the resulted crystals from the two liquid transport growths. In JT1901,
due to the disruption of the flux during growth, only part of the charge managed to diffuse
to the cold end, resulting in a rather low yield. This most likely also caused an alteration of
the charge composition in the melt. As a result, a large proportion of the crystals produced
were YFe6Ge6. On the other hand, large crystals were produced in the batch JT1902, in
which no YFe6Ge6 secondary phase was found. In a single growth, JT1902 yielded more
than 1.5g of YFe2Ge2 single crystals. Most of the larger crystals in JT1902 visually appear
to be composed of multiple “grains” stacked together. However X-ray Laue imaging showed
that the orientations of the “grains” within each crystal were indistinguishable within the
resolution of our apparatus, suggesting that they are indeed single crystals.
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The growths of batches JC1904 and JC1908 were carried out at the same time by placing
both ampoules side-by-side in the tube furnace. The cold-zone temperature was set at 350◦C
while the hot zone was kept at 700◦C. The key difference between these two batches is the
charge materials. For batch JC1904, separate Y, Fe and Ge elements were used as charge,
whereas JC1908 started with polycrystals with nominal composition of YFe2.06Ge2. Samples
from batches JC1904 and JC1908 have similar appearance to those from JT1902 as shown in
the right panel of Fig. 5.6.
Characterisation
Specific heat measurements were taken for samples from all four growth batches listed
in Table 5.2. Fig. 5.7 provides a direct comparison of the specific heat superconducting
anomalies of four samples - one from each batch. Comparing data shown in Fig. 5.7 with
those in Figs. 4.5 and 5.2, it is immediately obvious that samples grown with the liquid
transport method display significantly shaper bulk transitions than previous samples. In
addition, the jump heights at the transitions are around twice as large as those displayed
by the best polycrystal samples and the best single crystals grown with the modified flux
Fig. 5.7 C/T of YFe2Ge2 samples from four different batches grown using the
liquid transport method, displaying differences in their bulk superconducting prop-
erties. (Data for sample JT1901-01 has been scaled to account for a small amount
of Sn inclusions.)
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Fig. 5.8 Electrical resistivity ρ of multiple YFe2Ge2 samples from growth batches
JT1902 and JC1904, displaying sample-dependence of electrical properties within
each batch. (Inset) Typical high-temperature resistivity of YFe2Ge2 samples grown
with the liquid transport method.
method. Surprisingly, samples from batch JT1901 show the highest Tc at around 1.2K, while
the batch JT1902 gives the lowest bulk transition temperature at around 1.1K. This would
suggest that, similar to the modified flux method described in the earlier sections, a low
growth temperature may be the most crucial factor for producing high-quality samples.
Fig. 5.8 shows the results of resistivity measurements on a number of samples from
batches JT1902 and JC1904. Again, when comparing with Fig. 5.2, it is easy to notice
that samples grown with the liquid transport method exhibit a significantly lower residual
resistivity. For example, the RRR of samples from JT1902 reaches as high as 330, whereas
those from JC1904 is around 450 which is more than twice those shown by samples from
SR1726. Both the specific heat and resistivity results indicate a drastic improvement in
sample quality of crystals grown using the liquid transport method.
Magnetisation measurements (Fig. 5.9) also show very sharp superconducting transitions
in the bulk of samples from batches JT1902 and JC1904. Full Meissner screening is observed
at temperatures below the peak of the respective specific heat anomaly. Note that the applied
magnetic field for the ZFC curve on the right panel in Fig. 5.9 is 5 G, rather than the 2 G field
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Fig. 5.9 C/T , magnetisation and resistivity (insets) of single-crystal YFe2Ge2 from
growth batches JT1902 (left panel) and JC1904 (right penal) versus temperature
showing clear signatures of bulk superconductivity. For sample JT1902-13, the
field-cooled and zero-field-cooled dc magnetisations ∆M were measured with an
applied field µ0H = 0.2mT, while for sample JC1904-15 ZFC ∆M was measured
with an applied field µ0H = 0.5mT.
Fig. 5.10 C/T of multiple YFe2Ge2 samples from growth batches JT1902 (left
panel) and JC1904 (right panel), displaying a slight sample-dependence of specific
heat properties within each batch.
used in the measurements of the other samples. This may have caused the magnetisation
transition to shift slightly to a lower temperature in the sample JC1904-15.
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To check the homogeneity of samples grown using the liquid transport method, specific
heat measurements were taken on multiple crystals from the batches JT1902 and JC1904.
Fig. 5.10 show the results of these measurements. We see that only small variations occur in
the specific heat anomalies displayed by the different samples in the batch JT1902, whereas
data match up very well for samples taken from batch JC1904.
Due to the use of Sn flux in the liquid transport growths, it is rather common for the grown
samples to enclose a small amount of Sn inclusions. For the specific heat measurements
using the pulse-relaxation method, it is important to use samples with relatively large masses
(e.g. above 5mg) in order to reduce the measurement error due to the addenda. Therefore it
can sometimes be difficult to avoid measuring samples which contain some Sn inclusions.
From the specific heat data, the presence of Sn inclusions can be easily spotted, since the
calculated normal-state C/T values per mole will be reduced. In cases where Sn inclusions
are unavoidable (for example, all YFe2Ge2 samples in batch JT1901 contain trapped Sn), I
have rescaled the C/T data by a constant factor to account for its reduction. This is justified
for samples containing less than 5% of Sn inclusion, because even in the normal state, C/T
of Sn is only ≈ 2mJ/molK2 below 2K [107]. Its contribution to the total specific heat
is therefore much less than the systematic error expected for the pulse-relaxation method,
which is around 2%. In the magnetisation and resistivity measurements, samples have been
carefully chosen, then cut or polished before measurement to remove any Sn inclusions.
5.1.4 Structural investigation
Single-crystal X-ray diffraction measurement
Obtaining single crystals with considerably different superconducting properties allows us
to probe the structural causes of these differences through single crystal X-ray diffraction
(SXRD) measurements. These measurements have been carried out on samples both showing
and not showing signatures of bulk superconductivity. The measurements and analyses were
performed by Dr. Monika Gamza from University of Central Lancashire. By the time this
thesis is written, only samples grown with the standard and modified flux method, but not the
ones from the liquid transport growth, have been probed with SXRD. Fig. 5.11 shows the
typical single crystal diffraction pattern collected for two samples. For each pattern, over
95% of the reflections belonging to a single I4/mmm lattice can be indexed after neglecting
Bragg peaks originating from the obviously different orientations.
The isotropic atomic displacement factor Biso = 8π2⟨µ2⟩, where ⟨µ2⟩ is the root mean
square displacement of the atoms from their average position, can be related to reductions in
intensity of the diffraction peaks due to atomic vibrations. It is expected that atoms with larger
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Fig. 5.11 Typical single-crystal XRD patterns in the reciprocal a∗− b∗ plane of
YFe2Ge2 crystals, showing reflections mainly belonging to the I4/mmm lattice.
masses will exhibit lower values of Biso at a given temperature. During the refinement of
X-ray diffraction data, one method of checking whether a material has a near-stoichiometric
composition is to allow the refinement of Biso while setting all lattice sites at full occupancy.
If there exists anti-site disorder or vacancies at certain site, Biso for the element site will show
an anomaly, which suggests the need for further refinement of the site occupancy. Therefore,
through refinement of Biso, the actual compositions of the crystals can be estimated. For
example, for YFe2Ge2 samples with RRR ≈ 60 (from batch SR1704), initial refinement
assuming full site occupancy results in Biso factors which are nearly the same for Ge site
with 0.3448(20) and Fe site with 0.3439(21), whereas that for the Y site has a smaller value
of 0.3096(24), which is reasonable. A further refinement to achieve the lowest R value and
more realistic ratios of Biso for all sites is obtained when allowing a mixed but full occupancy
of the Fe site by Fe and Ge atoms.
Table 5.3 shows the refined parameters for samples from four different batches. The
refinement reveals a significant anti-site disorder with Ge occupying the Fe sites in the sample
Table 5.3 Results of refinement to single-crystal XRD data.
Sample R(%) Biso for Y Biso for Fe Biso for Ge Composition
SR1704 3.76 0.3029(25) 0.3562(25) 0.3362(21) YFe1.93(1)Ge2.07(1)
SR1726 3.93 0.3422(19) 0.3762(18) 0.3537(17) YFe2Ge2
SR1728 5.76 0.4451(27) 0.4997(26) 0.4747(23) YFe2Ge2
SR1730 3.63 0.3817(27) 0.4322(20) 0.4015(18) Y0.991(2)Fe2Ge2
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from batch SR1704 which is known to have a relatively low RRR ≈ 60, whereas no indication
of such anti-site disorder is observed for the other samples from batches showing RRRs
above 100. On the other hand, refinement on the sample from SR1730 shows a 1% yttrium
vacancy. This is likely to be the result of the etching process for removing Sn-flux, which has
inevitably reacted with the surface layer of the sample. Since only very thin samples were
obtained from the batch SR1730, it was unavoidable that the surface layer would contribute
significantly to the X-ray data.
Powder X-ray diffraction measurement
Powder XRD measurements have also been taken for single-crystal samples from different
growth batches, which include samples grown with the liquid transport method. The lattice
Fig. 5.12 Lattice constants c (upper panel) and a (lower panel) of both poly-crystal
YFe2Ge2 (open symbols) and single-crystal YFe2Ge2 (solid symbols) samples, as
obtained by powder XRD refinement, versus the corresponding RRR values. Green
circles (red triangles) indicate that superconducting heat capacity anomalies have
(have not) been observed. Errorbars are estimated from repeated measurements on
the selected batches. The pink and blue shades are guide to the eyes. Data for the
single crystal samples are summarised in Table B.3 in Appendix B.
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constants against the typical RRR measured for the corresponding single-crystal batch are
plotted in Fig. 5.12, together with earlier data obtained for the polycrystalline samples.
We see that the c lattice parameter follows the general trend found in the study of the
polycrystals [26]: larger c lattice constants are observed for samples with higher RRRs which
are also more likely to show bulk superconductivity, whereas the a lattice parameter remains
largely constant at 3.9535(5)Å.
Setting aside the fact that yttrium vacancy seems to be more significant in the sample
from SR1730, the refined compositions from SXRD shown in Table 5.3 suggest that the
dominant disorder effect which is detrimental to superconductivity in YFe2Ge2 results from
anti-site disorder, in which the Fe-sites are partially occupied by Ge ions. This conforms
with the trend observed in Fig. 5.12, in which samples with lower RRR have smaller c-lattice
constants, since Fe-ions are larger in size than Ge-ions. The fact that samples with higher
RRRs seem to have closer-to-stoichiometric compositions also further enhances confidence
in the intrinsic nature of superconductivity in YFe2Ge2.
5.1.5 Critical fields
The upper and lower critical fields, Bc1 and Bc2, are important fundamental parameters charac-
terising a type-II superconductor. These values describe the field regime in which Abrikosov
vortices are present inside the superconductor. In this subsection, we will investigate both of
these quantities in the YFe2Ge2 samples grown by the liquid transport method.
The field dependence of the magnetisation in the superconducting state of a sample
from the batch JT1902 was measured at a range of temperatures, with the external magnetic
field applied along the crystallographic ab-plane. The left panel in Fig. 5.13 shows the
different magnetisation isotherms. In the low-field region, a clear linear variation of the
magnetisation (blue dash line) is seen, which is a signature of the Meissner state. The
deviations of the magnetisation isotherms from this linear response are plotted in the right
panel of Fig. 5.13. (Small kinks in the lower temperature data between 1.3mT and 2.2mT
were due to saturation of the measured signal when using the high sensitivity setting on the
magnetometer.) Estimates of the lower critical field Bc1 at each temperature were determined
by taking the fields at which such deviations cross ∆M = 10Am−1 (as shown by the yellow
dash line). The extracted field values are plotted against the corresponding temperatures
in Fig. 5.14. Bc1(T ) shows an upward curvature just below Tc and continues to increase as
temperature is dropped. With the currently available data, it is difficult to predict the lower
temperature behaviour of Bc1(T ) and estimate Bc1(0).
Resistivity and specific heat below 2.5K have been measured under applied magnetic
field for several samples from batch JC1904 to investigate the temperature dependence of
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Fig. 5.13 (Left panel) The field dependence of the magnetic moment isotherms at
different temperatures. Measurements were taken after zero-field-cooling to the
corresponding temperatures. (Right panel) Deviation of magnetisation from the
linear low-field M-H slope at different temperatures. The fields at which the curves
cross 10Am−1 are taken as estimates for µ0Hc1 for the respective temperatures.
Fig. 5.14 Temperature dependence of the lower critical field µ0Hc1 of YFe2Ge2
extracted from the right panel in Fig. 5.13.
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the upper critical field Bc2(T ) in YFe2Ge2. These measurements have been carried out with
the help of our summer project student Yue Tang. Fig. 5.15 shows the behaviour of the
resistive transition with magnetic field applied both parallel and perpendicular to the crystal
c-axis. This particular sample (JC1904-PC01-S1) shows one of the highest zero-field resistive
transition temperature among all measured samples from batch JC1904 with Tc ≈ 1.8K. In
contrast with the resistive transition temperatures which vary noticeably between different
samples from the growth batch (see e.g. Fig. 5.8), the bulk specific heat transition temperature
remains relatively constant across samples. In Fig. 5.16, we see the gradual suppression of
the superconducting specific heat anomalies of two different samples by the applied magnetic
field.
The applied magnetic field is plotted against the resistive transition temperature (deter-
mined by an 80%/20% criterion) for JC1904-PC01-S1 as shown in Fig. 5.17. The inset of
the figure is a zoom-in plot of the 50% resistive Tc at low fields, which reveals an upward
curvature of the upper critical field Bc2(T ). Similar behaviours near Tc have been observed
for other superconductors and have been taken as evidence for two-gap superconductivity
[108]. Here, due to the obvious discrepancy between the resistive and bulk Tc in YFe2Ge2,
whose origin is still unclear, and the lack of a similar upward curvature in Bc2(T ) of the
bulk transition, we did not attempt to fit any model to Bc2(T ) of the resistive transition. We
should, however, note the rather isotropic temperature dependence of Bc2 with magnetic field
applied in both orientations for the resistive transition, which is consistent with the fairly
isotropic Fermi surface of YFe2Ge2.
Fig. 5.15 Electrical resistivity of YFe2Ge2 versus temperature under various applied
magnetic fields with H ∥ c (left panel) and H ∥ ab (left panel).
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Fig. 5.16 C/T of two YFe2Ge2 samples versus temperature under various applied
magnetic fields with H ∥ c, showing the gradual suppression of the superconducting
anomaly.
Fig. 5.17 also shows Bc2(T ) against the onset temperatures of the specific heat su-
perconducting anomalies for three samples (JC1904-02, 06 and 15) with magnetic field
applied along the crystal c-axis. The onset temperature is extracted by extending the nor-
mal state and the sharpest ascent of C/T and finding the temperature at which they cross.
The transition temperatures extracted from the three samples show little deviation from
one another. The initial slope of the upper critical field |dBc2/dT | ≈ 1.34TK−1, which
corresponds to an extrapolated clean-limit weak-coupling orbital-limited critical field of
B(0)c2 ≈ 0.73Tc|dBc2/dT | ≈ 1.2T.
The lower critical field, Bc1 can be related to the characteristic length scales, the London








Since the coherence length ξ can be estimated from the orbital limited upper critical field
B(o)c2 = Φ0/(2πξ
2), we can further obtain an estimate of the London penetration depth λ from
Bc1. From B
(o)
c2 ≈ 1.2T, we found ξ ≃ 167Å, similar to those obtained from polycrystalline
samples in Section 4.2. Bc1(T = 0.45K) ≈ 1.12mT therefore sets an upper bound for the
London penetration depth λ at around 800nm.
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Fig. 5.17 Temperature dependence of Hc2 of YFe2Ge2 samples from batch JC1904
for the resistive transition with H ∥ c and H ∥ ab and for specific heat transition
with H ∥ c. (inset) Zoomed in plot of the resistive Hc2 near Tc at 50% transition.
5.1.6 Summary
In this section, I have introduced two flux methods for growing single-crystal YFe2Ge2. Both
of these methods have produced high-quality crystals which showed signatures of bulk super-
conductivity in thermodynamic and magnetisation measurements. Using polycrystals as the
charge materials and changing the temperature protocols, samples showing varying degrees
of disorder were produced with the modified Sn-flux method. SXRD measurements indicated
Fe-Ge antisite defects as the main source of disorder, which suppresses superconductivity in
the lower quality samples. On the other hand, by adopting a horizontal configuration and
using a two-zone furnace, the liquid transport method has allowed the growth of samples
not only with significantly improved quality but also in larger quantities. Both of these
growth methods have demonstrated that, at least in Sn-flux growths, the key to producing
high-quality YFe2Ge2 is the lowering of the precipitation and growth temperature.
One recurring and puzzling feature of YFe2Ge2 is the discrepancy between the bulk and
resistive Tc. In the early days, this feature led to the doubt of intrinsic superconductivity in
this material when bulk transitions were absent. However, even in our best single crystals,
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this feature still remains. Currently, we do not have a detailed explanation for the origin of the
higher resistive Tc. Evidence from the single crystals suggests that these higher-temperature
transitions only occur in small regions of the samples. Given the strong dependence of
its superconductivity on disorder, one possibility maybe that the optimum Tc intrinsic to
YFe2Ge2 is actually at a higher temperature, e.g. 1.9K as measured in the polycrystals, and
that only part of the sample contains low enough concentration of disorder for this to occur.
Alternatively, it could be due to a filamentary strain-stabilising effect, which increases Tc
in small regions of the samples. Furthermore, it is possible that the resistive transition is
sensitive to properties of the surface of the sample, while the heat capacity transition is more
robust as it is a bulk property. Further investigation is needed to elucidate the real cause of
the discrepancy between the resistive and bulk Tc.
5.2 Low-temperature specific heat
Specific heat measurement is one of the most widely used experimental probes for investigat-
ing superconducting properties of materials. In Section 5.1, we have seen specific heat data
for a range of single-crystal YFe2Ge2 samples at temperatures above 0.4K. To further study
the superconducting gap structure in this material requires measurements into much lower
temperatures.
Thanks to our collaborators Jacintha Banda and Dr. Manuel Brando at the Max Planck
Institute in Dresden, Germany, the low-temperature specific heat of two single-crystal samples
(SR1726-02 and JT1902-11) have been measured down to 100mK in a dilution refrigerator.
(In fact, specific heat data were originally measured down to 30mK. However, below 100mK,
there appeared to be an anomalous field-dependent upturn in the measured C/T , which can
not be simply explained by nuclear Schottky anomalies and may be due to systematic errors
in the measurement. We therefore only focus on the more reliable data above 100mK. Plots
of the original data can be found in Appendix B.) The specific heat measurements were
performed using a compensated heat pulse method [110] on a customised silver platform
with a RuO2 thermometer.
Fig. 5.18 and Fig. 5.19 show the the measured C/T of the two samples at various magnetic
fields. At this temperature range, the contribution of the phonon specific heat is negligible.
For both samples, we observe that the low-temperature C(B = 0)/T appears to extrapolate to
a non-zero value at zero temperature. This is not normally expected for a superconductor
with a 100% superconducting volume fraction. Under zero applied field, both samples show a
nearly linear C/T at low temperatures. Extrapolating the linear behaviour below 100mK, we
obtain a residual Sommerfeld coefficient γres of around 69mJ/molK2 for sample SR1726-02
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Fig. 5.18 C/T of YFe2Ge2 single crystal sample SR1726-02 versus temperture at
zero field and at various applied magnetic fields. Black dash line shows a linear
extrapolation of the zero-field low-temperature C/T to zero temperature.
Fig. 5.19 C/T of YFe2Ge2 single crystal sample JT1902-11 versus temperature at
zero field and at various applied magnetic fields. Black dash line (left panel) shows
a linear extrapolation of the zero-field low-temperature C/T to zero temperature.
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and around 42mJ/molK2 for sample JT1902-11. Both of these values account for significant
fractions of the normal-state Sommerfeld coefficient, γnorm ≈ 100mJ/molK2.
As we have seen so-far both in Section 5.1 and in Fig. 5.19, despite the sharp supercon-
ducting anomaly observed in the specific heat of samples from batch JT1902, the height of
the specific heat jump, ∆C(Tc) is only around 40% that of the normal state value at Tc, Cnorm.
This is significantly smaller than ∆C(Tc) = 1.43Cnorm expected for a conventional s-wave
superconductor in the weak-coupling regime. The jump height is even less pronounced for
sample SR1726-02, although in this case, the superconducting anomaly is also much broader.
At first glance, especially at the specific heat data of SR1726-02, one may turn to a simple
explanation that there exists a significant non-superconducting volume fraction in the sample.
However, evidence from other measurements argues against such an explanation. First of all,
we can rule out the possibility that the superconducting anomaly is attributed to an alien phase:
powder X-ray diffraction has excluded the presence of secondary phases in these crystals,
besides the occasional Sn inclusions. From the normal-state C/T , we can easily exclude
the possibility of more than 5% Sn inclusion. Therefore, any non-superconducting volume
fraction would have to be intrinsic to YFe2Ge2. Secondly, even for samples from batch
SR1726, which show relatively broad specific heat transitions, magnetisation measurements
showed a complete Meissner screening of magnetic field at low temperatures, suggesting
a full superconducting volume fraction (Fig. 5.4). To allow the full diamagnetic screening
while containing a significant non-superconducting volume, the normal-state volume must be
enclosed inside the sample. However, in the liquid transport growth method, the temperature
Fig. 5.20 C/T of alkali-metal iron arsenides K/Rb/CsFe2As2 versus temperature.
(Figure and data from [111, 112].)
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Fig. 5.21 (a) Temperature dependence of normalised heat capacity of KFe2As2 and
the fitting to a 4-band BCS model (black lines) described in [20]. The colored curves
represent contributions from the individual bands. The inset shows data below
0.2Tc. (b) Angular dependence of the individual gaps at T = 0K. (c) Temperature
dependence of the individual gaps for θ = 0. (Figures credit: [20])
and concentration conditions are maintained throughout the growth, except when cooling
down to room temperature at the end of the growth. Therefore, any significant difference
in lattice composition is likely to occur at the surface rather than inside the crystals. Given
the sharp transitions shown in specific heat and magnetisation measurements, it is unlikely
that samples grown with the liquid transport method contain a large non-superconducting
fraction.
In fact, the combination of a low ∆C(Tc)/Cnorm and a large apparent residual C/T down to
low temperatures is a common feature of the alkali-metal iron arsenides, K/Rb/CsFe2As2 [20,
111, 112]. Fig. 5.20 shows C/T data of these hole-doped 122 iron-based superconductors.
For all three materials, the normal-state Sommerfeld coefficient γnorm is similarly enhanced
as observed in YFe2Ge2 [111] and ∆C(Tc)/(γnormTc) shows a similar value between 0.4
and 0.5. Among these compounds, KFe2As2 has been studied in the greatest detail. Its
specific heat has been measured to below 100mK, revealing a kink in C/T at around 300mK,
below which it sharply reduces towards zero [20]. The interpretation for such a feature is
the presence of multiple superconducting gaps on different Fermi surface sheets. Fig 5.21
shows the fitting of the specific heat data of KFe2As2 to a four-gap model described in [20],
in which it shows how each gap influences the temperature dependence of Ce(T ) separately.
In particular, the presence of a ’Lilliputian’ gap on the β Fermi surface sheet (i.e. the largest
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Fig. 5.22 Simulated normalised specific heat of an s±-wave superconductor with
impurity scattering. The red circles and blue triangles indicate the hole and electron
band contributions respectively. Common parameters used for the simulation of (A)
and (B) are: (1) the electron to hole gap ratio at zero temperature |∆e/∆h|= 2.5, (2)
the density of state ratio Nh/Ne = 2.5, and (3) the scattering rate Γimp = 0.1∆e. For
(A) R = 2∆e/Tc = 3.5, and for (B) R = 7.5. (Figure credit: [55])
hole sheet around the Γ point of the Brillouin zone - see Fig. 1.3) contributes significantly to
Ce, causing its high value to low temperatures before the downturn at around 300mK. In the
right panel of Fig. 5.20, we observe the onset of a similar downturn in C/T of CsFe2As2.
This downturn appears to shift to a lower temperature in a sample with a lower transition
temperature Tc.
YFe2Ge2 also hosts multiple Fermi surfaces. The similarities in the specific heat prop-
erties between YFe2Ge2 and the alkali-metal iron arsenides raise the possibility of a sim-
ilar pairing mechanism. In YFe2Ge2, because of the lower bulk-transition temperature
at Tc ≈ 1.1K, a similar downturn in C/T , if it exists, would occur at temperatures below
100mK. Therefore, accurate measurements to lower temperatures are necessary for testing
this idea.
A theoretical study by A. Subedi [35] has pointed out the possibility of an s± supercon-
ducting pairing state in YFe2Ge2 as a result of the nesting between the hole sheet around the
Z point and the electron cylinder around the X point (see Fig. 1.3). An alternative explanation
for the residual γ may come from the consideration of impurity and disorder scattering. In a
review article by Y. Bang and G. R. Stewart [55], the influence of impurity scattering on the
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superconducting properties of s±-wave superconductors has been investigated theoretically
for a two-gap model. It was pointed out that non-magnetic impurities can cause the develop-
ment of impurity bound states inside the energy gap (e.g. Fig. 2.4). Beyond a critical level of
impurity scattering, the zero-energy density of state becomes non-zero due to the presence of
these bound states, which can lead to quasi-particle excitations even at very low temperatures.
Similar conclusions have been made by other theoretical studies [113, 114]. Furthermore,
C/T can display a linear T dependence at low temperatures in an s±-wave superconductor
beyond a critical impurity scattering level [55]. Fig. 5.22 shows the calculated normalised
specific heat for different gap parameters of modelled systems with significant impurity
scattering. The figure on the left panel is qualitatively very similar to the specific heat of
YFe2Ge2 at low temperatures. This suggests the possibility of s±-wave pairing in YFe2Ge2,
which is affected by disorder.
5.3 Low-temperature µSR study
The temperature dependence of the superconducting gap function dictates the low-temperature
behaviour of experimental properties in superconductors. It determines the amount of thermal
excitations which may break the Cooper pairs. In this section we investigate one of these
Fig. 5.23 Muon spin relaxation asymmetry signals collected in zero field, above
and below the superconducting transition temperature of YFe2Ge2.
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properties, namely the London penetration depth, in the superconducting state of YFe2Ge2
using the technique of muon spin rotation. From the penetration depth data, we will try and
infer information regarding the superconducting gap structure.
The µSR experiment was carried out on the MuSR spectrometer in the ISIS pulsed muon
facility in collaborations with Dr. Devashibhai T. Adroja and our local contact Dr. Pabitra
K. Biswas. Details of this technique are described in Sections 2.4 and 3.3. Single-crystal
YFe2Ge2 samples used in this experiment have been selected from the batch JT1902, which
show bulk Tc ≃ 1.1K. These samples were aligned by eye under an optical microscope and
glued down onto a silver holder using a small amount of GE varnish. The alignments of
the crystals were further checked, adjusted and confirmed using a Laue X-ray camera. The
crystallographic ab-plane of the samples was aligned parallel to the surface plane of the silver
holder while the c-axis was in the perpendicular direction. As a result, in the transverse-field
µSR (TF-µSR) measurements, the magnetic field was applied in the a-direction of the
crystals. Fig. 3.11 shows the samples used in the experiment, glued on the silver holder.
A thin sheet of silver film was further glued onto the sample holder to prevent accidental
detachment of samples. The holder was then secured at the end of the measurement probe
which monitors the temperature and inserted into an Oxford Instrument dilution refrigerator
(King Triton).
Zero-field µSR (ZF-µSR) was first performed both above (2.5K) and below (100mK)
the superconducting transition Tc of YFe2Ge2 to detect the presence of any weak internal
magnetism. Fig. 5.23 shows the ZF-µSR signals measured at the two temperatures respec-
tively. Data taken above and below Tc both show very little relaxation of the asymmetry,
indicating the absence of an internal field. This is consistent with the fact that YFe2Ge2 is a
paramagnetic metal. The lack of noticeable changes in the asymmetry signal as the samples
are cooled below Tc also indicates the absence of any spontaneous internal field at the muon
sites and hence suggests that time-reversal symmetry is preserved.
The TF-µSR experiment was conducted with an applied field of 200Oe which was first
applied well above Tc (i.e. field-cooled), allowing the investigation of the sample in the
vortex state. TF-µSR precession signals above and below Tc are shown in Fig. 5.24. In
the normal state the signal decays very slowly, while the decay is significantly faster in
the superconducting state due to the inhomogeneous field distribution from the flux-line
lattice. The behaviour of the asymmetry time spectrum can be modelled using an oscillatory
decaying Gaussian function:
AT F(T ) = A0exp(−σ2t2/2)cos(γµBsct +φ)+Abgcos(γµBbgt +φ). (5.2)
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Fig. 5.24 Representative TF-µSR signals collected above (upper panel) and below
(lower panel) Tc in YFe2Ge2 under an applied magnetic field of 200 Oe. The dash
lines are fits to the signals using Eq. 5.2.
Fig. 5.25 (Left panel) Temperature dependence of the Gaussian depolarisation
rate σ extracted from the transverse-field µSR asymmetry signals collected in an
applied magnetic field H = 200Oe. (Inset in left panel) C/T of YFe2Ge2 showing
the onset of bulk transition temperature. (Right panel) Temperature dependence of
the associated field parameters Bsc and Bbg. Bbg has been fitted to data at 50mK
and taken to be temperature-independent.
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The two terms on the right-hand-side of the above equation represent contributions from
muons implanted in the YFe2Ge2 samples and from those on the silver holder respectively.
A0 and Abg are the amplitudes of the oscillations, γµ/2π is the muon gyromagnetic ratio, Bsc
and Bbg represent the average internal fields in the sample and the silver holder respectively,
φ is the initial phase offset, and σ is the Gaussian muon spin relaxation rate.
The asymmetry signal at 50mK was used as the reference (starting point) for a sequential
least-square fitting of Equ. 5.2 using the software Mantidplot. After all parameters were
fitted for the data at 50mK, the oscillation amplitudes, A0 and Abg, the phase factor, φ , and
the internal field at the silver holder, Bbg, were fixed for the fittings of data at the other
temperatures. The fitted values for the rest of the parameters at each temperature were then
used as starting values for the subsequent fitting at a higher temperature.
Fig. 5.25 shows how the fitted values of σ and Bsc vary as a function of temperature. Bbg,
whose value is taken from the fitting for data at 50mK, has been assumed to be temperature-
independent. As expected, σ(T ) increases noticeably as temperature drops below Tc. The
small and nearly constant relaxation rate σnm between 1.3 and 2K arises mainly from the
temperature-independent background field distribution due to the nuclear dipole moments.
An additional kink in σ above 2K is caused by the presence of a small amount of tin
inclusions inside the YFe2Ge2 samples. The superconducting transition temperature of tin
under a 200Oe applied field is around 2K [115].
The superconducting Gaussian muon-spin depolarisation rate σsc caused by the flux-line
lattice can be further extracted as σsc(T ) =
√
σ2(T )−σ2nm. The temperature dependence
of the London magnetic penetration depth, λ (T ), is related to the σsc(T ) by the Equ. 2.35:
λ = 327.5/
√
σsc. In order to infer information on the superconducting gap structure, λ (T )
was fitted using either a single- or a two-gap model on the basis of the α-model [51, 53]
which is described in Section 2.2. Fits to the data using four different gap models are shown in
Fig. 5.26, with the best fitted parameters summarised in Table 5.4. The poor fit of the s-wave
model to the data at low temperature provides strong evidence that the superconducting
gap function differs significantly from the conventional single-band s-wave type in the BCS
theory. The data also deviates noticeably at the lowest temperatures from the fitting to the
single-gap d-wave model. On the other hand, the two-gap models provide much better
fitting to the low-temperature penetration depth data, suggesting a multi-gap nature of the
superconductivity in YFe2Ge2. From this analysis, phase information between two gaps
cannot be inferred.
Due to the constraint imposed by the shape of the crystals, it was much easier to mount
samples with c-axis perpendicular to the silver holder than the alternatives, which meant that
London penetration depth in the ac plane was probed (a- and b-axes are equivalent). Given
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Fig. 5.26 Temperature dependence of λ−2ac for magnetic field applied along the
a-axis of YFe2Ge2. The four curves are fits to λ−2ac (T ) using different single- and
two-gap models. (inset) Zoom in of the low-temperature region, showing a poor
fitting of the single-gap s-wave model to the data.
Table 5.4 Fitted parameters to the λ−2ac (T ) data of YFe2Ge2 using four different
models for the superconducting gap function. The respective meaning of the
parameters: ∆: zero-temperature value of superconducting gap, Tc: transition
temperature; λ (0): zero-temperature value of magnetic penetration depth; and ω is
the relative weight of the larger gap.
Model Gap value (meV) ω λ (0) (nm) Tc
s-wave ∆ = 0.134 445 1.24
d-wave ∆ = 0.212 497 1.16
s+s-wave ∆1 = 0.158, ∆2 = 0.057 0.795 462 1.19
s+d-wave ∆1 = 0.160, ∆2 = 0.010 0.72 476 1.19
100 High-quality YFe2Ge2 single crystals
that λ−2ac (T ) consists of both an in-plane and an out-of-plane component of the magentic
penetration depth [116], this calls for caution on any conclusions based solely on λac, as
large anisotropy may exist between these two components. Further experiments will be
needed to investigate the temperature dependence of λab (with H ∥ c) to disentangle these
two components.
5.4 Quantum Oscillations
One of the many interesting and puzzling properties of YFe2Ge2 is its sizeable normal-state
Sommerfeld coefficient C/T ≃ 100mJ/molK2 at low temperatures. To investigate the origin
of the strong electronic correlations which cause the enhancement of the specific heat, we set
out to probe its Fermi-surface structures through quantum oscillation (QO) measurements.
As discussed in Section 2.5, high-purity crystals are essential for the observation of
quantum oscillations. Multiple previous attempts at detecting QO in both poly- and single-
crystal YFe2Ge2 with RRR up to 200 have failed - the Dingle factor dominates and suppresses
the oscillation amplitude. Fortunately, the new generation of single crystals obtained from
Fig. 5.27 Pictures showing the side (top left panel) and top (bottom left panel)
views of the plastic rotation mechanism for the dilution refrigerator, which contains
three rotatable bobbins, and (right panel) the top view of the coil sets which contain
the YFe2Ge2 single crystal sample used in the dHvA measurements.
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Fig. 5.28 The typical background-subtracted de Haas-van Alphen signal in YFe2Ge2
and its Fourier spectrum in 1/B. The oscillatory signal is clear even at magnetic
field as low as 6T, demonstrating the high quality of the crystal.
the liquid transport method described in Section 5.1.3 showed even higher RRR between 300
and 470. The significantly improved quasi-particle mean free paths in these crystals have
finally enabled the detection of quantum oscillations.
Quantum oscillation measurements on YFe2Ge2 were carried out in the dilution refriger-
ator in the Quantum Matter group. It is equipped with a superconducting magnet capable
of producing a 20.4T magnetic field. So far, the experiments have been performed with
the lambda point refrigerator off, limiting the maximum field to below 18.4T. Preliminary
measurement of de Haas-van Alphen (dHvA) effect in ac susceptibility and the tunnel-diode
oscillation (TDO) measurement at fixed angles with magnetic field B ∥ c (dHvA) and B ∥ a
(TDO) were performed on samples from growth batch JT1902 for initial testing. The results
of these early measurements have been summarised in Appendix A. More recently, further
dHvA measurements have been performed on a rotation mechanism, which allowed the
angle dependence of the oscillation frequencies to be investigated. Besides winding of the
dHvA coils, all credit for setting up and performing the dHvA and TDO experiments go to
Dr. Jordan Baglo and fellow PhD student Keiron Murphy.
The rotation mechanism of the dilution refrigerator measurement probe is shown in
Fig. 5.27. On the third bobbin of the rotation mechanism, a pair of cylindrical dHvA pickup
coils (each with around 1500 turns, and resistance of ≈ 400Ω at room temperature) was
mounted. The two coils are connected with opposite polarity, and care was taken to adjust
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Fig. 5.29 The FFT spectra in 1/B between 12 and 17.2T of the background-
subtracted dHvA signals at base temperature obtained for different rotation angle θ .
The axis of each spectrum has been shifted upwards by (θ/1°) and to the right by
(θ/30°)kT for clarity. θ is the angle between the magnetic field direction and the
c-axis within the crystal ac-plane.
Fig. 5.30 The extracted peak positions from the FFT spectra at different angles and
(right panel) the groupings of the peaks according to the DFT calculations.
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the windings of the two coils so that they are well compensated when no sample was present.
Inside the lower coil, a single-crystal YFe2Ge2 sample (JC1904-08, 31.3mg) was placed
with its crystal c-axis parallel to the axes of the pickup coils. The a- and b-axes of the crystal
are aligned to the rectangular edges of the bobbin, so that as it rotates, the applied magnetic
field points within the ac-plane of the crystal lattice during the measurement. To provide
good thermal conduction between the sample and the dilution refrigerator, a 50µm silver
wire was spot welded to the sample (see right panel in Fig. 5.27) and the contact was further
reinforced by a droplet of silver epoxy H20E cured at 80◦C. The other end of the silver wire
was subsequently soldered onto another thicker silver wire which was heat sunk to the mixing
chamber of the dilution refrigerator. To measure the susceptibility signals, a modulation
field with amplitude around 3.6G and frequency of 28.64Hz was used. The signal from the
coil set was fed to a room-temperature transformer and a preamplifier for a ×500 gain and
measured by an SR830 lock-in amplifier.
Fig. 5.28 shows the typical background-subtracted dHvA signal and its fast-Fourier-
transform (FFT) spectrum in 1/B. The signal was collected with magnetic field applied along
the crystal c-axis direction. The background subtraction was performed by fitting a low-order
polynomial to the measured voltage data as a function of magnetic field. The polynomial fit
was chosen as to not interfere with the low-frequency oscillations. As seen in the figure, clear
quantum oscillations were detected even down to 6T, indicating very high sample purity.
Fig. 5.31 The five Fermi surfaces of YFe2Ge2 obtained from DFT calculations by
D. J. Singh [36].
104 High-quality YFe2Ge2 single crystals
Fig. 5.32 The four Fermi surfaces of YFe2Ge2 obtained from an updated DFT
calculation using the experimentally measured z-parameter of Ge.
Fig. 5.33 The dHvA frequency (left panel) and quasi-particle mass (right panel)
for the four Fermi surface sheets of YFe2Ge2 versus θ , estimated using the SKEAF
program based on the DFT calculations using experimentally obtained z-parameter.
5.4 Quantum Oscillations 105
To obtain information regarding the Fermi surface topology, the angle dependence of the
dHvA oscillations was probed between θ = 0° and θ = 89° in field sweeps between 17.2T
and 12T, where θ is the angle between the magnetic field direction and the crystallographic
c-axis in the ac-plane. Corrections to the magnetic field values have been applied according
to the pre-determined field profile of the magnet and the distance of the coil from the field
center at each angle. The FFT spectra of the background-subtracted dHvA signals in 1/B
at the base temperature at various angles of rotation have been plotted in Fig. 5.29. For
visual clarification, the spectra have been shifted with respect to one another according to the
angle θ . Frequency peaks in the FFT spectrum at each orientation were identified when they
exceeded the (frequency dependent) background noise level by at least a factor of two. The
left panel in Fig. 5.30 shows the identified frequency peaks for all angles. The size of each
black circle indicates qualitatively the significance of the frequency peak in the corresponding
FFT spectrum.
According to DFT calculations from [23] and [36], we expect there to be five Fermi
surfaces (FS) in YFe2Ge2 (see Figs. 5.31 and 1.3). Centred at the Z point are two small hole
pockets (‘1’ and ‘2’), a truncated hole cylinder (‘3’) and a large hole disk (‘4’) which extends
to the edges of the zone. At the zone corners around the X point, we see an extended electron
cylinder. Recently, an updated DFT calculation was performed by Prof. Malte Grosche using
the input z-parameter for the Ge atoms (z = 0.3783) obtained from the refinement of single-
crystal X-ray diffraction data on a sample with RRR ≈ 170. In this updated calculation, only
four Fermi surfaces are obtained, with one of the small hole pocket (sheet ”1”) absent. These
Fermi surfaces are shown in Fig. 5.32. They are qualitatively similar to results from previous
calculations except for the missing hole pocket. From the updated Fermi surfaces, quantum
oscillation frequencies for the extremal orbits and band masses were further calculated using
the Supercell K-space Extremal Area Finder (SKEAF) program [117]. Fig. 5.33 shows the
expected quantum oscillation frequencies and band-masses (in electron masses, me) of each
of the four Fermi surfaces against the angle θ . Due to the extrusion of the electron pocket
towards the Γ point, many additional extremal orbits are present for this pocket.
By comparing the angular dependence of the experimentally obtained oscillation fre-
quencies shown in the left panel of Fig. 5.30 and those estimated based on DFT calculations
shown in the left panel of Fig. 5.33, we can assign the different measured frequencies to the
corresponding Fermi surfaces. In particular, as shown in the right panel of Fig. 5.30, the
β and γ peaks can be matched to the hole-like Band 33 and Band 34 respectively, due to
their closely resembling angular dependence and magnitudes to the calculations. We see that
the frequencies of the γ peaks are fast decreasing towards θ = 90°, whereas those of the β
peaks show a hump at around 40°. Moreover, although the measured frequencies are only
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Fig. 5.34 FFT spectra for various field orientations showing the temperature depen-
dence of a range of frequency peaks.
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Fig. 5.35 Temperature dependence of the amplitudes of the α , β and γ oscilla-
tions and their harmonics (markers), and fits to the Lifshitz-Kosevich form for the
temperature smearing factor (solid lines).
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around half as high as those expected from the SKEAF calculation, we have assigned the
α peaks (Fig. 5.30) to the hole-like Band 32 rather than the electron-like Band 35, because
of the slow but smooth increase of the frequency towards θ = 90°. The peaks which have
double or triple the frequencies of those of the α and β fundamental peaks can be identified
as harmonics. As we will see later, the extracted masses for these harmonic peaks share
roughly the same multiplicity as the frequency ratios. In addition, there are also a range of
unidentifiable peaks. Particularly at low frequencies of around 400T, there exist multiple
peaks (δ ) which are weakly visible from the FFT spectra at different angles.
The temperature dependence of the dHvA amplitudes of the frequency peaks provides
a means of estimating the quasi-particle masses on the different Fermi surfaces. Fig. 5.34
shows the FFT spectra in 1/B of the background-subtracted signals at varying temperatures
for five different angles θ . The extracted oscillation amplitudes of the frequency peaks
from the FFT spectra enable fittings of the thermal smearing factor RT (Equ. 2.44) and
hence allow us to estimate the renormalised quasiparticle masses. Here, we focus on the
frequency peaks corresponding to the hole-like Fermi surface sheets. The low-frequency
peaks at around 400T and the occasionally visible peaks at higher frequencies do not show a
strong reduction in oscillation amplitude at increased temperatures, at least at the investigated
angles, suggesting low quasi-particle masses.
The normalised dHvA peak amplitudes (calculated as the areas under the peaks in the
FFT spectrum by fitting each peak shape to a Gaussian function) as a function of temperature
at θ = 0°, 7.8°, 12.5°, 30.1° and 45° and the fittings of RT of the Lifshitz-Kosevich theory
are plotted in Fig. 5.35. The experimentally obtained QO frequencies of the three hole sheets
and the fitted quasi-particle masses are further summarised in Table 5.5, and are compared
with theoretical predictions from the DFT calculations.
The updated DFT calculations using the experimentally determined z-parameter suggests
a bare Sommerfeld electronic specific heat coefficient γ ≈ 16mJ/molK2, slightly higher
than that predicted by [36]. The measured normal-state γnorm ≈ 100mJ/molK2 is hence
around 6 times larger than the band-structure-calculated value. We therefore expect the
quasi-particle masses to be similarly enhanced. However, as shown in the last column of
Table 5.5, mass enhancement for the detected Fermi surface sheets appear to be between
3 and 5. This suggests that the hole sheets alone may not account for the specific heat
enhancement and that there may be heavier Fermi surface sheets which are currently not
observed, e.g. the electron sheet. Alternatively, electron correlations may be reduced at large
applied fields. As shown in Fig 5.19 in Section 5.2, the heat capacity of YFe2Ge2 at 10T
appears to show a small reduction compared to the heat capacity measured at lower fields. It
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Table 5.5 Comparison of experimentally observed orbit frequencies and quasi-particle masses





Band Freq. (kT) Mass (me) Orbit Freq. (kT) Mass (me)
0°
32
2.89 1.58 α 1.19 5.4±0.6 3.4±0.4
Harmonic 2α 2.38 9.0±1.2
33 4.10 2.24 β 6.47 11.1±0.6 5.0±0.3
34 28.29 8.89 γ - - -
7.8°
32
2.90 1.59 α 1.19 4.9±2.9 3.1±1.8
Harmonic 2α 2.39 8.9±1.1
33
4.15 2.25 β 6.5 11.5±1.1 5.1±0.5
Harmonic 2β 12.99 21.1±7.5
34 24.13 5.54 γ 22.18 19.4±6.8 3.5±1.2
12.5°
32






β 6.57 10.8±1.4 4.7±0.6
β ′ 6.63 13.5±1.8 5.9±0.8
Harmonic 2β 13.19 16.7±7.4
34 22.21 4.44 γ 20.48 14.2±2.9 3.2±0.7
30.1°
32
3.04 1.66 α 1.3 5.9±0.2 3.6±0.1
Harmonic 2α 2.59 10.4±1.4
33 4.76 2.56 β 7.41 11.7±0.7 4.6±0.3
34 17.39 2.74 γ 15.93 9.8±0.6 3.6±0.2
45°
32
3.25 1.76 α 1.43 6.2±1.2 3.5±0.7
Harmonic 2α 2.87 9.9±3.2
33 5.75 3.01 β 7.84 10.8±0.7 3.6±0.2
34 14.71 2.45 γ 14.13 12.1±1.0 4.9±0.4
110 High-quality YFe2Ge2 single crystals
is possible that under an even higher field C/T continues to be suppressed, which may bring
the enhancement factor closer to that estimated for the effective masses.
5.5 Summary
Through modifications of the conventional Sn-flux method, in particular by changing the
growth protocols and the geometry of the growth set-up, we have successfully grown
YFe2Ge2 single crystals which exhibit an order of magnitude improvement in residual
resistivity ratio. Clear and sharp signatures of bulk superconductivity have been observed
in these high-quality crystals. Low-temperature specific heat and muon spin rotation mea-
surements have been performed on this new generation of single crystals. Results from both
measurements revealed evidence for multi-gap superconductivity in YFe2Ge2, possibly of
the s±-wave state.
Quantum oscillations have been observed for the first time for YFe2Ge2 in this new
generation of single-crystal samples. Three out of the four main Fermi surface sheets have
been successfully identified. The angular dependence of the oscillation frequencies matches
qualitatively with theoretical predictions from DFT calculations, proving the 3D electronic
structure of YFe2Ge2. QO measurements revealed quasi-particle mass enhancements be-
tween 3 and 5 compared to the band-structure calculated values, less than the factor of 6
indicated by the enhancement of the normal-state Sommerfeld coefficient. This points to
the possibility of a strongly renormalised heavy electron sheet, which is so far undetected.
Further measurements at higher fields and lower temperatures may be required to clarify the
missing masses.
Chapter 6
Summary and future prospects
The strong suppression of superconductivity by disorder has been the main obstacle in the
investigation of unconventional superconductivity exhibited by the iron-based superconductor
YFe2Ge2. Our persistent pursuit in improving the crystal growth techniques has led to signif-
icantly improved YFe2Ge2 sample quality. The availability of increasingly higher-quality
crystals has gradually allowed the collection of experimental data on the intrinsic properties
of both its normal and superconducting states. A clearer picture has thus begun to emerge
regarding the position of YFe2Ge2 in the wider context of the iron-based superconductors.
At first sight, YFe2Ge2 appears to be an outlier among the layered iron-based supercon-
ductors. From the very beginning, the inclusion of a Group-IV element, Ge, into its building
block sets it apart from the commonly studied pnictide and chalcogenide families. The
bonding between the nearest germanium layers leads to its rather isotropic three-dimensional
(3D) electronic structure, distinctive from the quasi-two-dimensional Fermi surfaces observed
in other FeSCs. However, despite the apparent disparity in Fermiology, a closer inspection
revealed many pronounced similarities between the physical properties of YFe2Ge2 with
the isostructural alkali-metal iron arsenides K/Cs/RbFe2As2. It is also interesting to note
that, although the electronic structures of these heavily hole-doped iron arsenides are very
two-dimensional, their Fermi surfaces contain only hole sheets, which are again different
from most other iron pnictides, in which a cylindrical electron sheet can be found in the
Brillouin Zone corner.
In Section 5.2, we have already discussed the close resemblance of key features in the
thermodynamic properties between YFe2Ge2 and the alkali-metal iron arsenides. To reiterate:
(1) The normal-state low-temperature Sommerfeld coefficients are similarly enhanced in both
systems compared to their respective band-structure calculated values and reach the order
of 100mJ/molK2; (2) The specific heat jumps ∆C(Tc)/Tc at the superconducting transition
temperature are all around 50% or less of that of the normal state Sommerfeld coefficient
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γnorm just above the transition; (3) C/T in all samples maintains a sizeable fraction (around
50%) of γnorm down to about 0.1Tc. These features and the similarly strong suppression of Tc
by the presence of impurities and disorder [17, 26] hint at an unconventional and possibly
universal pairing mechanism among all four materials.
Moderate to strong electronic correlations are ubiquitously observed in FeSCs and have
been thought to be important for understanding both their normal and superconducting state
properties. In the alkali metal arsenides, evidence for strong electronic correlations stems
from the large Sommerfeld coefficients and the sizeable quasi-particle mass enhancements
[111]. In other iron pnictides, signatures of strong electron correlations were revealed by the
significant reduction in the spectral weight of the Drude peak in optical conductivity compared
to those expected from non-interacting electrons [118, 119], and mass renormalisation has
been observed in angle-resolved photoemission spectroscopy (ARPES) in some systems
where the effective masses were seen to be 3 to 4 times larger than the calculated band mass
[120, 121]. On the other hand, mass enhancement as high as 20 has been observed in the iron
chalcogenides [122, 123]. Furthermore, many, if not all, layered FeSCs can be characterised
as “bad metals”, according to the Mott-Ioffe-Regel criterion [124, 125] with their room
temperature resistivity ≈ 1mΩcm. Electron-phonon scattering alone is expected to only give
a much smaller contribution to resistivity (of the order µΩcm) [125], which again implies
strong electron-electron interactions in the FeSCs. In this respect, YFe2Ge2, with an effective
mass renormalisation factor (compared to the band mass) of 3-5 and ρ(300K)≈ 200µΩcm,
falls in the same category.
The presence of strong electronic correlations is important partly because it suggests
that the traditional approach in terms of the standard single-particle schemes may not be
sufficient for understanding the electronic properties in FeSCs. While results from DFT
calculations are able to capture the key features of the bandstructure and the topology of
the Fermi surfaces, magnetism in FeSCs has, in this approach, been understood in terms
of the nesting between Fermi surfaces, whose effects alone can not account for the large
integrated spin spectral weight observed, for example, by inelastic neutron experiment in the
iron pnictides [126]. At the opposite end of the spectrum, by postulating the closeness to a
Mott insulating state, the magnetism of these materials can be successfully modelled, but the
metallic behaviour and spin-fluctuation mediated superconductivity have to be considered
as resulting from charge doping [127]. A middle ground to this dichotomy is to place
FeSCs in the intermediate correlation regime and to consider the multi-orbital nature of
their electronic states. In this view, Hund’s coupling JH , namely the energy scale associated
with intra-atomic exchange becomes important. It lowers the cost of Coulomb repulsion
when two electrons with parallel spins are placed in different orbitals on the same Fe-site, as
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opposed to them being in the same orbital. The interplay between the Hubbard interaction
(associated with direct Coulomb repulsion), U , and JH can lead to different behaviours for the
different orbitals, causing “orbital decoupling” [128]. Correlations may therefore be tuned
independently on the separate orbitals, resulting in a subset of the orbitals undergoing Mott
localisation, which is termed selective Mottness or orbitally selective Mott physics (OSMP)
[127]. Support for this coexistence of both strongly and weakly correlated electrons has
been found in both experiments and realistic calculations which considers correlations on top
of DFT. ARPES measurements have revealed strong orbital-dependent correlation effects
in iron chalcogenides [123], and analyses of the experimental results from thermodynamic
and quantum oscillation measurements of the hole-doped 122 iron arsenides in parallel
with DFT + slave spin calculations also support the OSMP scenario [111]. In view of the
widely varying electronic structures displayed by the FeSCs, for example the 3D Fermi
surfaces of YFe2Ge2 versus the quasi-2D ones of the other compounds, OSMP, whose tuning
Fig. 6.1 Electrical resistivity of a range of single-crystal YFe2Ge2 with varying
sample quality showing a T 1.5 power-law temperature dependence. Electrical
current has been applied along the ab-plane for these measurements.
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parameter is the doping of each orbital with respect to half filling, may be more suitable for
understanding their physical properties than the traditional weak-coupling description.
Although similarities exist between YFe2Ge2 and the wider classes of FeSCs, there are
certain features, apart from its unusual 3D electronic structure, which appear to be unique in
this system. So far, all YFe2Ge2 samples, regardless of their RRRs, display an anomalous
T 1.5 power-law temperature dependence in their low-temperature normal-state resistivity
(see e.g. Fig. 6.1), signalling non-Fermi liquid behaviour. Although an early study of
KFe2As2 claimed a similar T 1.5 behaviour in resistivity [129], a T 2 temperature dependence
was showed by most other studies on samples with varying RRRs [130, 131]. Similar
observations have been reported in RbFe2As2 as well [31, 132]. Meanwhile, in the doping
series BaFe2(As1−xPx)2, non-Fermi liquid behaviour has been observed where resistivity
shows a T α power-law behaviour with α varying between 1 and 2 depending on the doping
level [133]. This has been suggested to originate from an underlying antiferromagnetic
quantum critical point at x ≈ 0.33 [134]. Besides this doping series, the T 1.5 resistivity
Fig. 6.2 C/T against T 2 of a YFe2Ge2 sample from growth batch JT1902. (inset)
C/T versus temperature showing an unusual upturn below around 6K.
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behaviour has not been found in other FeSCs. This unusual temperature dependence may be
a hint of another quantum critical point (QCP) in the proximity of YFe2Ge2, for instance,
in the phase space of Lu1−xYxFe2Ge2 [22, 28]. Furthermore, the robustness of non-Fermi
liquid (NFL) behaviour even in the highest quality sample of YFe2Ge2 is surprising, because
such behaviour is only expected very close to the QCP and tends to quickly recover to Fermi
Fig. 6.3 Electrical resistivity of YFe2Ge2 under three different applied magnetic
fields, with (a, c) H ∥ c and (b, d) H ∥ ab. (insets) Zoomed in plots at low temperature
parts of the data. There appears to be a transition from T 1.5 to T 2 behaviour of the
electrical resistivity at low temperature at high fields. The dashed lines in (a) and
(b) are linear fittings to data of corresponding colours between 2 and 4 K, and those
in (c) and (d) are linear fittings to data below 1K. The arrows in the insets indicate
roughly the temperatures at which the resistivity data start to deviate from the T 1.5
or T 2 power-law behaviour at 9T. Some of the data have been shifted as indicated
in the legend for clarity.
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liquid (FL) bahaviour away from the QCP. This material is thus reminiscent of β -YbAlB4,
where quantum criticality is reached without any external tuning [135, 136].
Magnetic field may be used to tune a system closer to or away from a quantum critical
point. Fig. 6.3 shows the result of a prelimiary study of the effect of magnetic field (large
enough to completely suppress superconductivity) on the low-temperature normal-state
resistivity in YFe2Ge2. While the signal-to-noise ratio is not good enough to allow a detailed
investigation of the temperature-dependent exponent of the power-law behaviour, Fig. 6.3
reveals a crossover from T 1.5 to T 2 behaviour of the resistivity at low temperature. This is
most clearly seen in the insets of Fig. 6.3(b) and (d) for resistivity data measured at magnetic
field of 9T applied in along the crystallographic a-direction. This transition from non-Fermi
liquid to Fermi liquid behaviour at low temperatures is typical of materials in the proximity
of a QCP and on the opposite side to a magnetic transition [137–139]. The inset of Fig. 6.3(b)
also indicates a gradual increase of the crossover temperature between NFL and FL behaviour
with increasing magnetic field. Further measurements with better signal optimisation are
needed to map out this field dependence, which will help locate YFe2Ge2 in relation to the
QCP.
Apart from the anomalous temperature dependence of the resistivity, the normal-state
electronic specific heat of YFe2Ge2 also displays an unusual feature at low temperature.
Fig. 6.2 shows C/T of a YFe2Ge2 single crystal. A small upturn in the normal-state C/T
is clearly observed below 6K in the inset of this figure. While the origin of such a C/T
upturn is currently unclear, one may suspect an association with the presence of magnetic
fluctuations, similar to those observed in compounds in proximity to magnetic order, such as
CeCu2Si2 [140]. In fact, both a stripe-type antiferromagnetic and an in-plane ferromagnetic
spin fluctuation have been detected in a recent inelastic neutron experiment of the normal
state of YFe2Ge2 [38]. The competition of ferromagnetic and stripe magnetic instabilities is
not unique to YFe2Ge2. In the Co-doped iron arsenides AFe2−xCoxAs2, nuclear magnetic
resonance (NMR) measurements have showed evidence of a similar coexistence of both types
of magnetic spin fluctuations [141], which has been suggested to be a cause of the suppression
of superconductivity in the Co-overdoped samples. It is most likely that the competition of
the magnetic instabilities underpins much of the normal-state and superconducting properties
in YFe2Ge2 and deserves further scrutiny.
In summary, YFe2Ge2 presents a special case in the slowly growing family of FeSCs
with its very isotropic electronic structure, but also shares a number of key characteristics
with the other Fe-based compounds, in particular, the alkali metal iron arsenides. The
rich chemistry and variety of possible electronic structures exhibited by the FeSCs make it
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possible to test both material-specific and unified theories of strong electronic correlation
and superconductivity.
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Future prospects
Superconducting order parameter in YFe2Ge2
Although low-temperature µSR and specific heat measurements have provided hints for pos-
sible pairing states of the superconducting order parameter in YFe2Ge2, further experimental
investigations will be needed to decide between the various possible scenarios. Many of
these experiments are currently under way or have been planned:
• Thermal conductivity κ(T ) is a useful probe of low energy thermal excitations. In a
superconductor, at temperatures far below Tc, both the specific heat C(T ) and κ(T )
are expected to contain only electronic contributions. The temperature dependence
of C(T ) and κ(T ) at these low temperatures therefore can reveal crucial information
regarding the structure of the superconducting gap function, in particular, the presence
of nodal structures. The measurement of thermal conductivity is advantageous over
specific heat at the lowest temperatures in that it does not suffer from nuclear Schottky
anomalies. Furthermore, under applied magnetic field H below the upper critical field
Hc2, κ(H,T → 0) encodes information about how the low energy density of state
(DOS) changes in the vortex state as a function of H, which again depends sensitively
on the superconducting gap structure.
Thermal conductivity measurements of YFe2Ge2 down to 50mK are currently being
carried out by Prof. Robert Hill’s group in University of Waterloo. Both poly- and
single crystal samples with varying RRRs above 170 will be investigated. Given the
striking similarities between thermodynamic properties in heat capacity of YFe2Ge2
and KFe2As2, it will be interesting to compare their thermal conductivity data. This
may also provide new insights for resolving the controversy regarding the gap structure
in KFe2As2 [17, 20].
• The London penetration depth λ (T ) is closely linked to the superfluid density ρs(T )
below Tc. While our µSR experiment has allowed the determination of an overall
form of λ (T ) below Tc, the accurate behaviour at lowest temperatures is difficult to
discern due to the scarce data points from the measurement. An alternative method
of measuring λ (T ) is provided by the tunnel-diode resonance (TDR) technique, in
which the gradual variation of the penetration depth can be tracked with much finer
temperature steps. In collaboration with Prof. Huiqiu Yuan’s group in the Centre of
Correlated Matter in Hangzhou, the temperature dependence of the penetration depth
in the new YFe2Ge2 samples will be measured down to 50mK.
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• From nuclear magnetic resonance (NMR) measurements, one may obtain three major
quantities, namely Knight shift K(T ), T1 and T2 relaxation times, in which K(T ) and
1/T1 are directly related to the DOS of a metal and can therefore also provide informa-
tion of the superconducting gap function of a superconductor. NMR measurements on
YFe2Ge2 will be carried out by Prof. Kenji Ishida’s group in Kyoto University.
• Inelastic neutron scattering (INS) experiments can provide crucial information about
magnetic excitations in a material. A characteristic resonance within the supercon-
ducting state has been observed by INS in a wide range of iron-based superconductors
[13–15]. This resonance mode is believed to arise from sign reversed quasi-particle
excitations, which is consistent with an s± or a d-wave pairing state. With a resonance
energy Er ≈ 4.9kBTc, this spin resonance is generally observed at a wavevector com-
patible with the anti-ferromagnetic ordering wavevector of the non-superconducting
parent compound. Collaborating with Dr. Devashibhai Adroja, we will be searching
for the presence of spin resonance in single-crystal YFe2Ge2 in an upcoming INS
experiment on the LET instrument at the ISIS neutron and muon source. Measurement
time for this experiment has already been granted.
Origin of the unusual normal state in YFe2Ge2
The intermetallic compound YFe2Ge2, with its unusually strong electronic correlations,
appears to be a unique case among a number of isostructural transition-metal compounds,
for examples LuTE2Si2, LaTE2Ge2 and YTE2Si2 where TE are d-electron transition metals
[142–145]. Although some of these compound also show superconductivity, they all appear
to be of the conventional kind. Among these different 122 transition-metal compounds, the
Fe-based compounds again show a comparatively higher Sommerfeld coefficient C/T of
between 20 and 60mJ/molK2 at the lowest temperatures.
In order to investigate the unusual normal state of YFe2Ge2, such as the origin of the
unusually high electronic heat capacity and the cause of the non-Fermi liquid behaviour of its
resistivity, it will be instructive to study the various related compounds, in particular, YFe2Si2
and LuFe2Ge2. Similar to YFe2Ge2, DFT calculations suggest competition between multiple
magnetic orders in YFe2Si2 [146]. Although not as significantly enhanced, YFe2Si2 also
displays a sizeable Sommerfeld coefficient C/T ≈ 65mJ/molK2 (from our measurement
on poly-crystalline samples) which is around 5 times the band-structure value. So far, no
superconducting transition has been observed in YFe2Si2, but that may change with improved
sample quality, as was found in YFe2Ge2. By comparing and contrasting the various physical
properties of YFe2Ge2 and YFe2Si2, one may be able to understand the cause of their
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electronic correlations. On the other hand, A-type magnetic order is realised in LuFe2Ge2
below 9K [34, 147]. This transition temperature can be suppressed by replacing lutetium
with yttrium [28], raising the possibility of a QCP, which may be linked to the unusual
normal-state properties in YFe2Ge2. Since the doping series Lu1−xYxFe2Ge2 can be grown
using traditional Sn-flux method, it is natural to adopt the liquid transport method for growing
the same composition series to obtain high-quality crystals near to the critical composition.
One may expect magnetic fluctuations associated with A-type order to be amplified near the
critical point. It will therefore be interesting to investigate how the T 1.5 resistivity behaviour
evolves as we approach the critical composition. If superconductivity in YFe2Ge2 is mediated
by these magnetic fluctuations, we may also expect to observe an increase in Tc as the system
is tuned towards LuFe2Ge2 by chemical substitution. However, it is likely that disorder from
chemical substition and anti-site defects will act to suppress Tc, instead.
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Before the rotational study of the dHvA oscillations described in Section 5.4 was carried
out, a preliminary investigation to detect quantum oscillations in crystals grown using the
liquid transport method was first performed at a fixed angle in the dilution refrigerator. Two
measurement methods were used in this initial study, namely the measurement of dHvA
effect in ac susceptibility and the tunnel-diode oscillation (TDO) technique.
For optimising productivity in each fridge run, the initial QO measurements were carried
out in parallel with other experiments. In particular two pressure-cells were mounted on the
same measurement probe (see e.g. Fig. A.1) during the same run. This has limited the base
temperature achievable in the case of the dHvA measurements, because of induction heating
in the cell bodies by the ac modulation field. Meanwhile, the base temperature in the TDO
measurements was itself affected by the heating from its circuitry during operation. Despite
these limitations, clear oscillatory signals have been observed.
For the dHvA measurement, a YFe2Ge2 sample (JT1902-06, 18.7mg) was placed inside
the pick-up coils situated on the platform. The platform was then mounted to the lower end
of the probe. The right panel in Fig. A.1 shows the coils on this platform on the right-hand
side. The sample was oriented with the crystallographic a-axis parallel to the central axis of
the pickup coils, which was in turn parallel to the AC-modulation and DC field direction. The
two pick-up coils, each having around 900 turns with a resistance of around 210Ω at room
temperature, are counterwound. Care was taken to adjust the windings of the two coils so that
they are well compensated when no sample was present. To provide good thermal conduction
of the sample to the dilution refrigerator, a 50µm silver wire was spot welded to the sample,
and the contact was further reinforced by a droplet of silver epoxy H20E cured at 80◦C.
The other end of the silver wire was subsequently soldered onto another thicker silver wire
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Fig. A.1 (Left) Picture showing the end of the dilution refrigerator sample probe
where two diamond-anvil pressure cells are mounted on top of the sample platform
for the dHvA and TDO coils. (Right) Picture showing the sample platform with a
small TDO coil on the bottom left and a dHvA coil-set on the right.
which was heat sunk against the mixing chamber of the dilution refrigerator. A modulation
frequency of 34Hz was used to obtain a good signal-to-noise ratio. The oscillatory voltage
was amplified by a low-temperature transformer at 1:30 ratio and measured by an SR830
lock-in amplifier.
As for the TDO technique, two small samples of YFe2Ge2 (from batch JT1902) were
glued on top of one another with their ab-planes in parallel and placed inside a coil (18
turns; 40µm copper wires; inner diameter 1.2mm) which formed the main inductance of a
resonant LCR tank circuit. A tunnel diode which was DC-biased into its negative differential
resistance regime (dV/dI < 0) drove oscillation near the resonant frequency ω0 ≃ 1/
√
LC
of the tank circuit. Changes in both conductivity and susceptibility of the samples (e.g.
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Fig. A.2 The de Haas-van Alphen effects (upper and middle panels) and tunnel-
diode oscillation (lower panel) of YFe2Ge2. Background signals, approximated
as low-order polynomials, have been subtracted from these data. For the dHvA
measurements, magnetic field is applied along the crystallographic a-axis, while
magnetic field is along the c-axis for samples measured in the TDO technique.
These measurements were performed on samples from batch JT1902.
from Shubnikov-de Haas or dHvA oscillations, respectively) were detected as shifts in the
TDO frequency. The samples were aligned with their c-axes parallel to both the coil axis
and the main DC magnetic field. In order to reduce sample heating, the low-power 100µA
tunnel diode was operated in a pulsed mode (100ms on and 900ms off). In zero field at low
temperatures, the oscillator frequency was ∼ 74MHz, with a typical standard deviation in
frequency of the order of several hertz.
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Fig. A.3 Fast-Fourier-transform spectra of the de Haas-van Alphen (upper and
middle panel) and TDO (lower panel) signals at different temperatures. In order
to observe the 390 T peak, dHvA data at a lower field interval has been taken for
obtaining the FFT spectra in the middle panel.
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Fig. A.4 The temperature dependences of three frequencies shown in the FFT
spectra in Fig. A.3 are fitted to the thermal smearing factor RT of the Lifshitz-
Kosevich theory to obtain estimates of the effective masses.
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Table A.1 Table comparing the frequencies and quasiparticle masses for different Fermi-
surface orbits between the DFT-calculated and experimentally measured values. The Band




Freq. (kT) Mass (m∗/me) Freq. (kT) Mass (m∗/me)
33 (B//a) 5.73 2.63 6.03 10.71±1.5 4.1±0.6
34 (B//a) 12.0 2.66 11.54 7.5±1.3 2.8±0.5
32 (B//c) 2.89 1.58 1.2 4.1±0.4 2.6±0.3
The typical field-dependence of the measured in-phase voltage signal from the suscep-
tibility coil and the measured shift in TDO frequency are shown in Fig. A.2. Low-order
polynomial backgrounds have been subtracted from the data. In Fig. A.2, the top and middle
panel are data taken at two different magnetic field sweep rates and in different field ranges.
As discussed below, the lower field range is needed to resolve the low frequency oscillation.
A fast Fourier transform (FFT) procedure was performed on the background-subtracted data
in 1/B for both the dHvA signals and the TDO frequency signals measured at different
temperatures. From the FFT spectra of the dHvA signals (top and middle panels in Fig. A.3)
three distinct frequency peaks can be observed, whereas the FFT spectra of the TDO signals
(bottom panel in Fig. A.3) reveal a single frequency.
Fig. A.5 Low-frequency region of the fast-Fourier-transform spectra produced using
the low-field (left panel) and higher-field (right panel) intervals of the de Haas-van
Alphen signals. Although the background noise levels appear the same in both
spectra, the peak at around 391T is not detected for the signal at the higher-field
interval.
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The temperature dependence of the oscillation amplitudes extracted from these FFT
spectra enables the fitting of the Lifshitz-Kosevich (L-K) formula (Equ. 2.44) and hence
estimates of the effective quasiparticle masses on each corresponding Fermi surface. Fig. A.4
shows the L-K fits of the peak amplitudes (integrated over the area under the peaks in the
FFT spectrum taking into account the overlap with neighbouring peaks) for three frequency
peaks. Little suppression with increasing temperature was observed for the low-frequency
peak at around ∼ 390T. This suggests a low quasiparticle mass for this particular frequency.
The slow suppression with increasing temperature and the relatively weak amplitude com-
pared to background noise make the fitting to the available data difficult for this frequency.
Furthermore, the oscillation amplitude of this peak seems to be suppressed as magnetic field
is increased so that at the field ranges higher than 14T, the oscillation corresponding to this
frequency cannot be resolved. This is illustrated by the difference between the spectra in
the left and right panels of Fig. A.5. Although the noise level is similar in both figures, by
including data at the lower field range, the amplitudes of this low frequency peak appear
to be significantly larger. This suggests that there may be a change of the Fermi surface
topology at high fields.
Table A.1 summarises the experimentally obtained QO frequencies and quasi-particle
masses from the dHvA and TDO measurements. Results from these early measurements
matched reasonably well with those obtained from the rotational study in Section 5.4,
although the obtained mass enhancements are slightly lowered.

Appendix B
Supplementary tables and figures
Tables B.1 to B.3 list the sets of data which have been used for plotting Fig. 4.3 and Fig. 4.8
in Chapter 4 and Fig. 5.12 in Chapter 5.
Figs. B.1 to B.3 show the original heat capacity data of YFe2Ge2 sampels SR1726-02 and
JT1902-11 measured down to 30mK, which display the anomalous field-dependent upturn at
low temperatures.
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N 7.8 - - -
RF66A01 Y 43 1.49 1.26 1.01
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Table B.2 Lattice parameters a and c from refinements of the powder X-ray diffraction data
for a range of polycrystalline ingots and the highest measured RRR for each annealed ingot.
These data have been used for plotting Fig. 4.8.
Ingot # a (Å) c (Å) RRR
22 3.96338(1) 10.45627(4) 109
23 3.96333(1) 10.45489(5) 33
24 3.96353(1) 10.45557(4) 68
















32 3.96353(1) 10.45580(4) 143
34 3.96325(1) 10.45605(4) 211
35 3.96340(1) 10.45473(4) 78
36 3.96346(1) 10.45475(4) 56
37 3.96344(1) 10.45544(5) 80
42 3.96333(1) 10.45414(4) 60
43 3.96355(1) 10.45373(4) 37
44 3.96352(1) 10.45369(4) 42
45 3.96341(1) 10.45401(4) 39
57 3.96336(1) 10.45168(6) 30
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Table B.3 Lattice parameters a and c from refinements of the powder X-ray diffraction data
for a range of single crystal batches and the typical RRR measured for each batch. These
data have been used for plotting Fig. 5.12.
Batch label a (Å) c (Å) RRR
SR1703 3.96351(1) 10.45359(5) 50
SR1704 3.96302(1) 10.45197(4) 56
SR1726 3.96369(2) 10.45489(9) 172
SR1727 3.96347(1) 10.45554(5) 66
SR1728 3.96350(1) 10.45555(5) 106
SR1730 3.96328(2) 10.45779(10) 200
SR1732 3.96349(1) 10.45611(4) 88
JT1902 3.96344(1) 10.45699(4) 328
JC1904 3.96364(1) 10.45785(5) 463
Fig. B.1 C/T of YFe2Ge2 single crystal sample SR1726-02.
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Fig. B.2 C/T of YFe2Ge2 single crystal sample JT1902-11 both in zero field and
at low applied magnetic fields.
Fig. B.3 C/T of YFe2Ge2 single crystal sample JT1902-11 both in zero field and
at relatively high applied magnetic fields.

