The three-point fully implicit block methods are developed for solving large systems of ordinary differential equations using variable step size on a parallel shared memory computer. The methods calculate the numerical solution at three points simultaneously and are suitable for parallelization across the method. The methods are in a simple form as Adams Moulton method with the specific aim of gaining efficiency. For large problems, the parallel implementation produced a good speed-up with respect to the sequential timing and hence better efficiency for the methods developed.
Introduction
This work is concerned with the development of parallel codes for the numerical solution of IVPs for systems of ordinary differential equations (ODEs) of the form
This equation arises from physical phenomena in a wide variety of applications such as fluid dynamic and weather prediction. The numerical solution of large ODE systems requires a large amount of computing power and since the advancement in computer technology has fulfilled the need for a faster solution using parallel computation. Gear [7] , Krogh [9] and Suleiman [13] have developed a robust sequential code for the multistep method. Shampine and Gordon [12] and Krogh [9] used modified divided difference in computing the integration coefficients, whereas Suleiman [13] and Omar [11] used the standard divided difference in formulating the method. Both methods above will involve tedious calculation of variable integration coefficients during the implementation of the code.
In the literature, several parallel methods have been investigated such as in Burrage and Suhartanto [1] [2] [3] , Garcia et al. [6] , Cong, et al. [5] , Majid and Suleiman [10] and Omar [11] .
In Figure 1 , the three solutions of y n+1 , y n+2 and y n+3 at x n+1 , x n+2 and x n+3 , respectively, are simultaneously computed in a block using the same back values. The three points will be computed by using one previous block with step size rh.
The formulae of the three-point one-block fully implicit method were derived using the Lagrange interpolation polynomial with the interpolation points (x n−3 , f n−3 ), . . . , (x n+3 , f n+3 ).
The three values of y n+1 , y n+2 and y n+3 can be obtained by integrating over the interval [x n , x n+1 ], [x n , x n+2 ] and [x n , x n+3 ], respectively, using MAPLE V, refer to Char et al. [4] and the following corrector formulae can be obtained: 
The method is a combination of predictor of order six and the corrector of order seven. The predictor formulae were similarly derived, where the interpolation points involved are (x n−5 , f n−5 ), . . . , (x n , f n ).
Three-point two-block method
The three-point two-block method will calculate three points simultaneously in a block by using two previous blocks that have three steps in each block. In Figure 2 , the computed block has the step size 3h but the step size for the previous back blocks are 3rh and 3qh. Since the derivation of the three-point two-block method is very tedious, the MAPLE function is used to get the first, second and third points of the method. All the points of the method will use the MAPLE V functions such as factor, interp and int. The function interp will interpolate a polynomial through the points (x n−6 , f n−6 ), . . . , (x n+3 , f n+3 ) as in Figure 2 . The first point can be found by integrating over the interval [x n , x n+1 ] as follows: [2] , K [3] , K [4] , K [5] , K [6] , K [7] , K [8] , K [9] ], t), t = 3 * (q * h + r * h)..3 * (q * h + r * h) + h)).
The second and third points will be similarly derived as in Equation (5) by integrating over the interval [x n , x n+2 ] and [x n , x n+3 ] respectively. The predictor formulae were also derived by using MAPLE V where the interpolation points involved are (x n−8 , f n−8 ), . . . , (x n , f n ). 
Implementation
During the implementation of the method, the choices of the next step size will be restricted to half, double or the same as the previous step size, and the successful step size will remain constant for at least two blocks before being considered for the step size to be doubled. This will minimize the number of formulae required to be stored. The code starts by finding the initial points in the starting block for both methods. Initially we use the sequential Euler method to find the three additional points for the one-block case and the six additional points for the two-block case. One could use the one-block method, once we find the points for the second block. Similarly, the two-block method can be applied after we find the points for the third block.
In the three-point one-block method, when the next step size is doubled, the ratio r is 0.5 and if subsequently the next step size remains constant, r is 1. In case of step failure, r is 2. Hence, the values of r required are 1, 2 and 0.5. Using these values of r in Equations (2)-(4) will produce the corrector formulae for the three-point one-block fully implicit method. For example, taking r = 1 in Equations (2)-(4) will produce the following corrector formulae:
The same step size strategy will also be adapted in the three-point two-block method. The choices of r and q depend on the step size use. In case of successful step, if the step size remains constant then we have (r = 1, q = 1), (r = 1, q = 2) or (r = 1, q = 0.5). Whenever the step size is double, the possible ratio are (r = 0.5, q = 1.0) or (r = 0.5, q = 0.5). In case of step size failure, the possible values are (r = 2, q = 1) or (r = 2, q = 2). The corrector formulae of the first point in three-point two-block method can be obtained by substituting the ratios of r and q in Equation (5) and by solving using MAPLE V. The second and third points of the method are obtained similarly. For example, taking (r = 1, q = 1) in Equation (5) will produce the following corrector formulae:
Double step size failure in both codes are very rare and for this case the ratio in three-point one-block will be r = 4, whereas the three-point two-block will be (r = 4, q = 2) or (r = 4, q = 4). The codes did not store the formulae for three step failures constitutively but if it happens the code will exit or one can start at the last successful step. The errors calculated in the code are defined as (
correspond to the mixed test and finally A = 0, B = 1 correspond to the relative error test. The absolute error test is used for Problems 1 and 2. The maximum error is defined as follows:
where N is the number of equations in the system and SSTEP is the number of successful steps. In the code, we iterate the corrector to convergence.
At each step of integration, a test for checking the end of the interval is made. If b denotes the end of the interval then
otherwise h remains as calculated. The technique above helped to reach the end point of the interval.
The convergence test employed was
and s is the number of iteration. After the successful convergence test, local errors estimate Est at the point x n+3 will be performed to control the error for the block. We obtained the Est by comparing the absolute difference of the corrector formula derived of order k and a similar corrector formula of order k − 1. The error controls for the developed methods are at the third point in the block because in general it had given us better results.
Parallel iterated technique
Each point in the predictor and the corrector formulae can be assigned to a single processor within a block and performed the computations simultaneously in parallel as they are independent of each other. Below are given the parallel algorithm of the block method in the codes.
Step 1: 
Absolute stability
The method is computational practical if it has a region of absolute stability which will unsure that the method will be able to solve at least the mildly stiff problems. Here we will discuss the absolute stability of both methods derived using a linear first-order test problem,
The stability is investigated when the step size is constant, doubled and halved for each method. The test equation (6) is substituted into the equations formulae of 3P1F after we replace the value of r. The stability polynomial of the 3P1F at r = 1, 2, 0.5 are as follows, where h = hλ, 
At r = 2,
At r = 0.5, 
The closed regions in Figures 3-5 are the absolute stability regions. The stability polynomial of the three-point two-block fully implicit method (3P2F) at (r = 1, q = 1), (r = 2, q = 2) and (r = 1.0, q = 0.5) is as follows, where h = hλ. At (r = 1, q = 1), t 9 
At (r = 1.0, q = 0.5), 
The closed regions in Figures 6-8 are the absolute stability regions. The closed regions in Figures 3-8 are the absolute stability regions for the methods derived in the previous section. The stability region is inside the boundary of the dotted points. It is observed that the absolute stability region for both methods when the step size is halved is larger compared with the step size being doubled or kept constant. This is expected since the region should improve with smaller step sizes. The absolute stability region is the smallest when the step size is doubled for both the methods. 
Results and discussion
In order to study the efficiency of the block methods, we present some numerical experiments for the following two problems. Tested problem:
Problem 2 A parabolic partial differential equations. Speedup ratio on three processors P3P1F Parallel implementation of the three-point one-block fully implicit method of variable step size developed earlier P3P2F
Parallel implementation of the three-point two-block fully implicit method of variable step size developed earlier P3PBVSO
Parallel implementation of the three-point implicit block method of variable step size and order in Omar [11] .
Speed-up is the measure of relative benefit of parallelizing a given application over sequential implementation. The speed-up ratio on three processors that we used is defined as
where T 0 is the time for the fastest serial algorithm for a given problem, and T 3 is the execution time of a parallel program on three processors. The speed-up shows the speed gain of parallel method developed. In an ideal parallel system, speed-up is equal to the number of processor (P ) used and efficiency is equal to 100%. In practice, speed-up is less than P and efficiency is between 0% and 100% percentages, depending on the degree of effectiveness with which the processors are utilized. Problems 1 and 2 are solved without exact reference solution. To measure the accuracy of the code, the true solutions are estimated by solving the problem using tolerance at two order higher from the current tolerance in a separate program.
The performance of the code was measured by implementing both the sequential and parallel versions in C with parallel library. The parallel programs of the methods employed were run on a shared memory Sequent Symmetry parallel computer with five processors.
In order to see the advantage of the sequential and parallel execution times of 3P1F and 3P2F codes compared with 3PBVSO, we performed the tests at N = 9 and 18 for Problem 1. The results are presented in histogram charts and are displayed in Figures 9 and 10 . Figures 9 and 10 consists of results of the sequential and parallel execution times achieved at the end of the range for 3P1F, 3P2F and 3PBVSO codes for solving Problem 1 when N = 9 and 18. In both figures, it is obvious that the 3P1F and 3P2F codes are superior compared with the 3PBVSO code in both the sequential and parallel timing.
We can conclude that the cost of computing the divided differences and integration coefficients in the 3PBVSO code is the major disadvantage when permitting random variations in the step size; therefore the computational cost increases when the code is implemented in variable step size and order. It is obvious that all the parallel execution times and most of the sequential process of the 3P1F and 3P2F codes are more efficient than 3PBVSO code.
Notice that the parallel execution times for smaller equations in Figures 9 and 10 are not competent to the sequential times because of high initial overhead during communication among the processors. Therefore, in order to see the speed-up and efficiency of the 3P1F and 3P2F codes, we increase the number of equations on both the radioactive chain problem and parabolic partial differential equations problem when N = 120, 3000 and 18,000. Both results are displayed in Tables 1 and 2. In Tables 1 and 2 , the parallel execution time is better when the equations are larger. The total function calls are lesser by almost one-third in the parallel mode compared with the sequential results. The maximum errors are within the given tolerances. The speed-up and efficiency of both methods for the parallel execution times in Tables 1 and 2 are displayed in Table 3 .
It is noted that the speed-up and efficiency achieved by the three processors improved as the number of equations increased. For example, in solving Problem 1 the maximum speed-up and , respectively, at TOL = 10 −10 . The result shows that as the number of equations increased the maximum speed-up approaches 3.0 and the efficiency is closer to 100%. Hence, the performance of the parallel system had improved for large systems of ODEs. In Problem 2, the speed-up and efficiency for the parallel performance of the 3P2F code also improved when N = 120, 3000 and 18,000 and the result is 1.01 [34%], 1.62 [54%] and 2.44 [81%], respectively, at TOL = 10 −4 .
The advantage of the parallel codes over the sequential codes becomes more distinct as the workload increases. Therefore, the strategy of using three processors to estimate the numerical solutions at three points concurrently could speed up the process and is the best alternative for large system.
Conclusion
In this paper, we have considered the performances of the parallel codes based on the three-point block fully implicit method in the form of Adams Moulton type method. By using large problems and by implementing these codes on the shared memory computer, we have shown the superiority of the parallel codes. The codes achieved better speed up and efficiency when the dimension of ODE systems increased and hence the parallel codes developed are suitable for solving large problems of ODEs.
