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Machine learning has been a topic in academia and industry for decades. Performance of
machine learning heavily relies on efficiency of its underlying algorithms. Optimization is one of
the core components in machine learning algorithms. This thesis focuses on decomposition and
subsampled optimization methods that can be used in various machine learning problems.
The first two chapters aim to solve the constrained optimization problems with block structures.
In Chapter 2, we propose the ADA algorithm which optimizes in parallel. The global convergence
and local convergence rate are established. The inexact version of the ADA is introduced and
studied. In Chapter 3, we develop the two-level ADMM which can remedy the divergence of multi-
block ADMM. Both theoretical convergence and numerical experiments show the advantages of the
new algorithms over classical methods.
In Chapter 4, We consider the composite convex minimization problem of a finite sum and a
nonsmooth convex regularizer which covers various machine learning and statistics applications.
We develop a novel subsampled proximal Newton method under the generalized self-concordant as-
sumption on the loss function.
In the final chapter, we focus on the hyperparameter tuning optimization for machine learning.
Based on the ideas from the well-known Bayesian optimization and DIRECT algorithms, we pro-
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CHAPTER 1: Introduction
Machine learning is the study of computer algorithms that improve automatically through
experience. With wide applications in daily life, machine learning has been a hot research topic
among the academia society and the industries. The performance of machine learning algorithms
heavily relies on the underlying optimization algorithms. Mathematical optimization serves as the
engine for machine learning and receives more attentions in research.
This thesis focuses on a variety of optimization algorithms designed for machine learning prob-
lems. It covers three different topics: optimization for multi-block problems, Newton method for
generalized self-concordant functions, and black-box optimization for hyperparameter tuning prob-
lems.
1.1 Optimization for multi-block problems










xi ∈ χi, i = 1, . . . ,K.
(1.1)
with x := (x1, . . . , xK) ∈ Rn1 × · · · × RnK = Rn, A := (A1, . . . , AK) ∈ Rm×n and χi, i = 1, . . . ,K
being simple convex sets. The objective functions fi are not necessary convex or smooth.
Multi-block optimization problems arise in many areas such as signal processing, statistics and
machine learning. The authors in [65] summarizes a list of applications arising from many areas.
Many numerical algorithms have been proposed to solve them; see [15, 16, 18, 27, 69, 89, 101]
and references therein. Among these methods, the ADMM method is perhaps the most popular
approach due to its suitable parallel implementation and outstanding computational performance.
The alternating direction method of multipliers (ADMM) [27] is a popular algorithm that solves
convex optimization problems by breaking them into smaller pieces, each of which is then easier to
handle. The algorithm originally solves (1.1) with K = 2 and convex target functions f1 and f2.
As in the method of multipliers, we form the augmented Lagrangian
Lβ(x1, x2, y) = f1(x1) + f2(x2) + yT (A1x1 +A2x2 − b) + β/2 ‖A1x1 +A2x2 − b‖2 . (1.2)
The ADMM is given as follows:
Algorithm 1.1 Alternating direction method of multipliers
1: Given x01, x
0
2, y
0, k ← 0.
2: while not converged do




4: xk+12 := argminx2∈χ2 Lβ(x
k+1
1 , x2, y
k)





6: k ← k + 1




It has recently found wide application in the form of (1.1) in a number of areas, including
statistics, machine learning, computer science and engineering. Numerous work has been done in
terms of both the theoretical convergence results and empirical applications [11, 15, 36, 37, 42, 103].
The success of applying Algorithm 1.1 in the convex and two-block decomposition problem has
inspired researcher to extend ADMM to a more general setting. We let x<i := [x1; . . . ;xi−1] ∈
Rn1+···+ni−1 and x>i := [xi+1; . . . ;xK ] ∈ Rni+1+···+nK (clearly, x<1 and x>K are null variables,
which may be used for notational ease). Subvectors x≤i := [x<i, xi] and x≥i are defined similarly.





















The direct extension of ADMM to the multi-block problem is given in Algorithm 1.2. However, it
has been shown in [17] that the above extension may not converge even in the convex case when
K > 2. In many applications, the target functions fi are also not necessary convex which poses
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Algorithm 1.2 Multi-block ADMM
1: Given x0, y0, k ← 0.
2: while not converged do
3: for i = 1, . . . ,K do
4: xk+1i ← argminxi∈χi Lβ(x
k+1




5: yk+1 ← yk + β(Axk+1 − b);
6: k ← k + 1;
7: Output xk, yk.
another challenge for the applications of Algorithm 1.2.
We summarize the our contributions in this topic as follows. In Chapter 2, we propose the
Augmented Decomposition Algorithm (ADA) to solve problem (1.1) in parallel. Different from
the sequential update in ADMM, ADA decomposes the original problem into K blocks and solves
them individually. The dual step collects information from each local solver and updates the dual
parameters in parallel. Numerical examples in machine learning problems illustrate the stability
and efficiency of ADA.
In Chapter 3, in order to resolve the difficulty of ADMM in multi-block problems, we develop a
two-level ADMM algorithm with theoretical guarantee. It relaxes two crucial assumptions for the
classical ADMM and achieves fast convergence results in practical applications.
1.2 Stochastic Newton method for empirical risk minimization problem
Unconstrained optimization problems receive even more attention in the machine learning com-
munity as more models belong to this category. Many machine learning algorithms aim to solve












where fi(·) represents the loss induced by each data point and g(·) is the regularization term which
prevents model overfitting. Due to the large sample size n, researchers are more interested in
the stochastic method. The stochastic gradient descent (SGD) [9] has become a standard tool to
optimize (1.4). However, SGD suffers heavily from the high variance and cannot produce high
quality solutions. Recently, many variance reduction methods have been proposed to mitigate the
3
drawbacks of SGD, including SVRG [109], SDCA [87], SARAH [73], and SAGA [22]. All of these
algorithms relies on the first order information ∇fi(w) and the convergence results are based on
the assumption of Lipschitz continuous gradient of fi.
We start from a different point view of (1.4) and make use of the second order information of
fi. Unlike the first order methods, the second order method can achieve highly accurate solutions
and converge quadratically in the local region. However, each iteration of the second order method
is prohibitively expensive due to the evaluation of the Hessian matrix. On the other hand, line-
search is often used to select the learning rate. It is unrealistic for the empirical risk minimization
problems as each function evaluation needs to loop all data points.
In Chapter 4, we propose a stochastic newton method under the generalized self-concordant
assumption on the loss function fi. By utilizing the special property of generalized self-concordant func-
tions, the new algorithm is able to determine an optimal learning rate in the global optimization
steps. In the local region, the new method can converge in the linear-quadratical rate even with
the stochastic approximation for the Hessian matrix and gradients.
1.3 Black-box optimization for hyper-parameter tuning
Finally, we consider a class of optimization problems, which often arise in hyper-parameter




where Ω is a bounded hyper-rectangle, i.e., Ω = {x ∈ Rp : l ≤ x ≤ u} for some given l,u ∈ Rp.
The Bayesian Optimization (BO) is a popular algorithm in the machine learning community and
builds a surrogate for the objective and quantifies the uncertainty in that surrogate using a Bayesian
machine learning technique, Gaussian process regression, and then uses an acquisition function
defined from this surrogate to decide where to sample. On the other hand, the DIRECT algorithm in
[53] is well-known for its simplicity and effectiveness in black-box optimization. However, it requires
extensive function evaluations which makes it unsuitable in the machine learning application.
In Chapter 5, a new sampling efficient algorithm named Bayesian DIRECT (BD) is proposed by
combining the benefits from the BO and the DIRECT algorithm. We conduct numerical experiments
4
on benchmark synthetic functions and machine learning algorithms including hyperparameter tun-
ing for random forest, logistic regression and neural network. BD shows the faster convergence than
the BO and DIRECT in most examples.
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CHAPTER 2: Augmented Decomposition Algorithm
2.1 Introduction
Consider the following convex optimization problem of minimizing the sum of K separable,
potentially nonsmooth convex functions subject to the linear constraints
min
x
f(x) = f1(x1) + · · ·+ fK(xK)
s.t. Ex = E1x1 + · · ·+ EKxK = q,
xk ∈ Xk, k = 1, 2, . . . ,K,
(2.1)
where every fk is a closed proper convex function (possibly nonsmooth) and each Xk is a closed
convex set in Rnk . Let x = (x1, . . . , xK) ∈ Rn be a partition of the variable x and X = X1 × · · · ×
XK ⊂ Rn1 × · · · × RnK = Rn be the domain of x. For the linear constraint, E = (E1, . . . , EK) ∈
Rm×n is a partition of the matrix E consistent with the partition of x and q ∈ Rm is a column
vector. A linear inequality constraint of the form Ex ≤ q can be easily transformed to the equality
case by introducing a slack variable xK+1 ≥ 0.
Optimization problems in the form of (2.1) arise in many application areas such as signal
processing, statistics and machine learning. [65] summarizes a list of applications arising from
many areas when more than two blocks are involved (K ≥ 3).
Many decomposition algorithms have been proposed to solve the above optimization problem;
see [15, 16, 18, 27, 69, 89, 101] and references therein. Among them, the ADMM method is
perhaps the most popular approach to solve the decomposition problem due to its suitable parallel
implementation and outstanding computational performance. When K = 2, the convergence of the
ADMM was well studied in the framework of Douglas-Rachford splitting method [27]. The paper
[24] proved the linear convergence of the ADMM when at least one of fi(·) is strongly convex and
E satisfies some additional assumptions. For the K ≥ 3 case, it was shown in [37] that the global
convergence is guaranteed if all objective functions fk are strongly convex. However, for general
convex objective functions, it is acknowledged that the direct extension of the original ADMM may
diverge [17]. Therefore, most recent researches have been focused on either analyzing problems
with additional assumptions or showing the convergence results for variants of the ADMM; see
[47, 103].
As an alternative to the ADMM algorithm for multi-block convex optimization problems, a
new primal-dual algorithm called the augmented decomposition algorithm (ADA) was introduced
in [82]. This method is closely related to the decomposition algorithm based on the partial inverses
proposed in [89] but is derived from the proximal saddle point algorithm (PSPA) which is associated
with a special primal-dual saddle function. It was shown in [82] that the algorithm is guaranteed to
converge on the basis of convergence results of the proximal point algorithm (PPA) in [80]. What
is more exciting is that the calculation of each iteration in PSPA can be carried out in parallel and
its parallel implementation leads to the ADA.
Although the global convergence result for the ADA has been well studied under a general
condition, the convergence rate result remained unknown. In the first part of this chapter, we focus
on the convergence analysis of the ADA applied to problem (2.1). For that, we first provide a
detailed proof for its convergence. Then, we show the O(1/ν) convergence rate in an ergodic sense.
Finally, we improve the convergence result from O(1/ν) to o(1/ν) in a non-ergodic sense. These
ideas are inspired by recent works on the ADMM and variants of the proximal method of multiplier
[23, 43, 88].
Then, we consider the inexact ADA (iADA) in the second part. We first establish the global
convergence result under certain approximation criteria. Then, under some mild assumptions on
the function fk and the structure of feasible set Xk, we show the local linear convergence of the
iADA. This work is invoked by recent convergence rate results for the ADMM algorithm in [24, 47].
However, our proof is different from them in which we show the stability of a maximal monotone
operator associated with the saddle function for a variant of (2.1). Denote the Lagrangian function
by L for (2.1):
L(x, y) =

f(x) + 〈Ex− q, y〉, ∀(x, y) ∈ X × Rm,
∞, ∀x /∈ X.
(2.2)
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The corresponding maximal monotone operator TL [80] is defined by
TL(x, y) = {(u, v)|(u,−v) ∈ ∂L(x, y)} (2.3)
where ∂L(x, y) denotes the subgradient of the convex-concave function L. The inverse of TL is
given by
T −1L (u, v) = {(x, y)|(u,−v) ∈ ∂L(x, y)}. (2.4)
A solution to (0, 0) ∈ TL(x, y) is a saddle point of L. Classical convergence rate results for PPA
[81] rely on the assumption that T −1L is Lipschitz continuous at (0, 0). This result was extended in
[64] for situations in which T −1L (0, 0) is not a singleton and the following holds:
∃a > 0, ∃δ > 0 : ∀w ∈ B((0, 0), δ), ∀z ∈ T −1L w, dist(z, T
−1
L (0, 0)) ≤ a||w||. (2.5)
It has been pointed out in many works that understanding the Lipschitzian behavior of T −1L at the
origin is crucial to the study of the local convergence results for algorithms in the PPA framework;
see [21, 35, 54, 58]. For instance, [54] showed the metric subregularity defined in [26] of TL which
is closely related to (2.5) under the so-called second order sufficient condition. However, this result
inherently requires the solution uniqueness for problem (2.1). Compared with those assumptions,
our assumptions in this part mainly rely on the polyhedral property of the feasible set X and
the optimal solution set for (2.1) needs not to be a singleton. Our proof is based on Robinson’s
celebrated work on the error bound result for polyhedral multifunctions [78] and uses some ideas
in the analysis for the satisfaction of a certain error bound condition in [47, 63].
Organization The remainder of this chapter is organized as follows. Section 2.2 first sum-
marizes the basic idea of the proximal saddle point algorithm and its implementation, the ADA.
Then, we show the convergence result for the ADA and compare it with the ADMM. In Section
2.3, we introduce the iADA and make some basic assumptions on the problem (2.1) for further
discussion. Section 2.4 studies the stability results of the maximal monotone operator TL̄. Section
2.5 establishes the global convergence and local linear convergence rate results of the iADA. Finally,
some numerical examples are presented in Section 2.6 to demonstrate the performance the ADA
and iADA.
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Notation We use 〈·, ·〉 and || · || to denote the standard inner product and L2-norm in the
Euclidean space respectively. For any positive definite matrix G ∈ Sn++ and x, y ∈ Rn, the inner
product 〈x, y〉G is defined by xTGy and its induced norm is denoted by || · ||G. For 1 ≤ q ≤ ∞,
|| · ||q represents the Lq-norm. For any E ∈ Rm×n, ||E|| denotes the spectral norm, i.e., the largest
singular value of E. For any function f , let domf be the effective domain of the function f and
int(domf) be the interior of domf . For any point x ∈ Rn and a closed convex set C ⊂ Rn,
dist(x,C) = miny∈C ||y − x||.
2.2 Global convergence of the ADA
In this chapter, we make the following standard assumption.
Assumption 2.1. The global minimum of (2.1) is attainable and
int(X) ∩ domf ∩ {x|Ex = q} 6= ∅. (2.6)
If X is polyhedral, an alternative assumption for (2.6) can be that
X ∩ int(domf) ∩ {x|Ex = q} 6= ∅. (2.7)




L(x, ȳ), ȳ ∈ argmax
y∈Rm
L(x̄, y). (2.8)
The dual function for problem (2.1) is
d(y) = min
x∈X
L(x, y) = min
x∈X
{f(x) + 〈y,Ex− q〉} (2.9)




Let X∗ and Y ∗ be the optimal solution sets of (2.1) and (2.10) respectively. The set of saddle
points for the Lagrangian (2.2) is given by X∗ × Y ∗.
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2.2.1 Augmented Decomposition Algorithm
Here, we first summarize the basic idea of PSPA and its parallel implementation, the ADA. For
that, the original problem (2.1) is equivalently transformed into
min
x,w
f(x) = f1(x1) + · · ·+ fK(xK)
s.t. Ejxj − wj = 0, j = 1, . . . ,K − 1,
EKxK − q − wK = 0,
w1 + · · ·+ wK = 0,
xk ∈ Xk, k = 1, 2, . . . ,K.
(2.11)
If x = (x1, . . . , xK) ∈ Rn is an optimal solution of (2.1), then
(x,w) = (x1, . . . , xK , E1x1, . . . , EK−1xK−1, EKxK − q)
will be an optimal solution to (2.11). Instead of adding a multiplier vector for w1 + · · ·+ wK = 0,
[82] introduced W as a subspace of (Rm)K which is defined as
W = {w = (w1, . . . , wK)|w1 + · · ·+ wK = 0} ⊂ (Rm)K . (2.12)
The orthogonal complement subspace of W is given by
W⊥ = {w = (w1, . . . , wK)|w1 = · · · = wK} ⊂ (Rm)K . (2.13)
For any w = (w1, . . . , wK) ∈ (Rm)K , we use PW⊥(w) to denote the projection of w onto the
subspace W⊥. In [82], the author proposed to add increments ui ∈ Rm, i = 1, . . . ,K to the first K
linear constraints in (2.11) and in addition, add to w ∈W a perturbation v ∈W⊥. The Lagrangian
function associated with this perturbation finally works out in terms of the subspace
S = {(η, ζ)|PW⊥(η) = ζ} ⊆ (Rm)K ×W⊥, (2.14)
10
and the functions
Lj(xj , ηj) =

fj(xj) + ηj · Ejxj , if j = 1, . . . ,K − 1,
fK(xK) + ηK · (EKxK − q), o.w.
(2.15)
to mean that
L̄(w, x, η, ζ) =

∑K
j=1[Lj(xj , ηj)− ηj · wj ], if (w, x) ∈W ×X, (η, ζ) ∈ S,
−∞, if (w, x) ∈W ×X, (η, ζ) /∈ S,
+∞, if (w, x) /∈W ×X.
(2.16)
The next lemma shows the relationship between L(x, y) and L̄(w, x, η, ζ).
Lemma 2.1. If (w̄, x̄, η̄, ζ̄) is a saddle point of the Lagrangian function in (2.16), then η̄1 = η̄2 =
· = η̄K and (x̄, η̄1) is a saddle point of (2.2). Conversely, let (x̄, ȳ) be a saddle point of (2.2), and
define w̄ = (E1x̄1, . . . , EK−1x̄K−1, EK x̄K − q) ∈ (Rm)K , η̄ = (ȳ, . . . , ȳ) ∈ (Rm)K and ζ̄ = η̄. Then
(w̄, x̄, η̄, ζ̄) is a saddle point of (2.16).
Proof. The dual problem associated with (2.16) is
max
(η,ζ)∈S
{ḡ(η, ζ) = inf
(w,x)∈W×X
L̄(w, x, η, ζ)} (2.17)
with its feasible set given by
{(η, ζ)|ḡ(η, ζ) > −∞} ⊂ S.




{ḡ(η, ζ) = inf
x∈X
f(x) + 〈η1, Ex− q〉} (2.18)
which is equivalent to the dual problem corresponding to (2.2). So we can conclude the first part.
The second part is similarly based on the above observation for the dual whose proof is omitted
here. 2
11
Based on [80], the proximal method of multipliers is derived by adding both primal and dual
proximal terms into the Lagrangian (2.16). More explicitly, the proximal saddle point algorithm in
[82] can be described as the following:
Generate a sequence of elements (wν , xν) ∈W ×X and (ην , ζν) ∈ S by letting
L̄ν(w, x, η, ζ) = L̄(w, x, η, ζ) +
ρ
2
||w − wν ||2 +
1
2c
||x− xν ||2 −
1
2ρ
||η − ην ||2 −
1
2ρ
||ζ − ζν ||2 (2.19)
and calculating
(wν+1, xν+1, ην+1, ζν+1) = unique saddle point of L̄ν(w, x, η, ζ)
with respect to minimizing over (w, x) ∈W ×X and maximizing over (η, ζ) ∈ S. According to [80],
the sequence (wν , xν , ην , ζν) generated by the above algorithm from any initial (w1, x1) ∈ W ×X
and (η1, ζ1) ∈ S is certain to converge to some saddle point (w̄, x̄, η̄, ζ̄) of the Lagrangian L̄. With
the special structure of the saddle point problem, the calculation of the saddle point in (2.19) can











k ||22 + 12c ||xk − x
ν
k||22, k = 1, . . . ,K − 1,
fK(xK) +
ρ






K ||22 + 12c ||xK − x
ν
K ||22, k = K.
(2.20)
Algorithm 2.1 Augmented decomposition algorithm
1: Given w0 ∈W,x0 ∈ X, y0 ∈ (Rm)K
2: for ν = 0, 1, . . . do
3: xν+1k = argminxk∈Xk φ
ν














K − q − wνK ], if k = K

























2.2.2 Convergence of the ADA
In this subsection, we assume q = 0 for notational simplicity which will not influence the proofs












Hence G  0 and || · ||G defines a norm. Let û = (ŵ, x̂, η̂, ζ̂) and uν = (wν , xν , ην , ζν) where
û is a saddle point of the Lagrangian function (2.16) and uν is the current iteration point. The
convergence result for ADA was established in [82] on the basis of convergence results for the classic
PPA. Here, we import the result and provide an alternative proof for it.
Theorem 2.1. Under Assumption 2.1, for any ρ > 0 and c > 0, the sequence {(wν , xν , yν)}∞ν=1
generated in W ×X × (Rm)K by the ADA from any starting point converges to some (w̄, x̄, ȳ) such
that
(a) (w̄, x̄) solves (2.11), hence x̄ solves (2.1),
(b) ȳ1 = · · · = ȳq ∈ Rm, and this common multiplier vector solves (2.10).
Proof. From Assumption 2.1 and Lemma 2.1, there exists a saddle point (ŵ, x̂, η̂, ζ̂) ∈W ×X×S of
the Lagrangian function (2.16). For each iteration ν + 1, due to the minimax operation on (2.19),
























〈xk − xν+1k , x
ν




〈wk − wν+1k , w
ν
k − wν+1k 〉
(2.22)
for any x ∈ X and w ∈ W . Applying (w, x) = (ŵ, x̂) to (2.22) and noticing that Ex̂k = ŵk, k =
13





















〈xν+1k − x̂k, x
ν
k − xν+1k 〉 − ρ
K∑
k=1
〈wν+1k − ŵk, w
ν
k − wν+1k 〉.
(2.23)


































〈ην+1k − η̂k, η
ν





〈ζν+1k − ζ̂k, ζ
ν
k − ζν+1k 〉
(2.24)
holds. Combining the above two inequalities with the following identity







||xνk − x̂k||22 + ρ||wνk − ŵk||22 +
1
ρ













































which is equivalent with
||uν − û||2G − ||uν+1 − û||2G ≥ ||uν − uν+1||2G. (2.27)




ν=0 ||uν − uν+1||2G <∞;
(ii) {uν = (wν , xν , ην , ζν)} lies in a compact region;
(iii) ||uν − û||G is a monotonically non-increasing sequence and thus converges.
From (ii), by passing to a subsequence if necessary, there exists at least one limiting point of
{(wν , xν , ην , ζν)}, denoted as ū = (w̄, x̄, η̄, ζ̄). It follows from (i) that xν−xν+1 → 0, wν−wν+1 → 0
and ην−ην+1 → 0. The update rule for w implies that η̄1 = · · · = η̄K and thus ȳ1 = · · · = ȳK = η̄1.








k ], Ekx̄k = w̄k holds and thus Ex̄ = 0 which implies the feasibility
of x̄. Due to the optimality condition for each block in iteration ν + 1, we have











k ), k = 1, . . . ,K.
By passing to the limit, we obtain
0 ∈ ∂f(x̄) + ET η̄1 +NX(x̄).
As a result, (w̄, x̄, η̄, ζ̄) is a saddle point of the Lagrangian function (2.16). Next, we show the unique-
ness of the limit point to complete the proof. Let ū1 = (w̄1, x̄1, η̄1, ζ̄1) and ū2 = (w̄2, x̄2, η̄2, ζ̄2) be
any two different limit points of uν = (wν , xν , ην , ζν). By the previous argument, both of them are
saddle points of (2.16). From (iii), we know the existence of the following limits
lim
ν→∞
||uν − ūi||G = βi, i = 1, 2.
With the following equality
||uν − ū1||2G − ||uν − ū2||2G = −2〈uν , ū1 − ū2〉G + ||ū1||2G − ||ū2||2G
and by passing to the limit, we have
β21 − β22 = −2〈ū1, ū1 − ū2〉G + ||ū1||2G − ||ū2||2G = −||ū1 − ū2||2G
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and
β21 − β22 = −2〈ū2, ū1 − ū2〉G + ||ū1||2G − ||ū2||2G = ||ū1 − ū2||2G.
Thus we obtain ||ū1 − ū2||G = 0 which implies that the sequence (wν , xν , ην , ζν) converges to some
saddle point of the Lagrangian function (2.16) and hence (a) and (b) hold. 2
2.2.3 Rate of Convergence
In this subsection, we study the global convergence rate for the ADA. We first show the sublinear
convergence result of the ADA in an ergodic sense. The proof follows the same idea as that in [88].
Theorem 2.2. Let {uν = (wν , xν , ην , ζν)} in W ×X × S be the infinite sequence generated by the







Then for any saddle point û = (ŵ, x̂, η̂, ζ̂) ∈W ×X × S of (2.16),




Proof. For any saddle point (ŵ, x̂, η̂, ζ̂) ∈ W ×X × S of the Lagrangian function (2.16), it follows
from (2.23) and (2.24) that
||uν − û||2G − ||uν+1 − û||2G

















〈η̂k, Ekxν+1k 〉 −minP.
(2.28)
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〈η̂k, Ekxν+1k 〉} −N minP
≥N [f(x̃N ) + 〈η̂1, Ex̃N 〉 −minP ]
(2.29)
where the second inequality results from the convexity of f(·) and the fact η̂1 = η̂2 = · · · = η̂K .
The assertion (2.2) follows immediately from the above inequality. 2
Next, we shall prove the o(1/ν) convergence of the ADA. Motivated by [23, 44], we use the
quantity ||uν − uν+1||2G as a measure of the convergence rate. In fact, if ||uν − uν+1||2G = 0, then
uν+1 is an optimal solution, i.e., (xν+1, ην+11 ) ∈ X∗×Y ∗. More explicitly, ||uν−uν+1||2G = 0 implies
the following:
xν = xν+1 and wν = wν+1. (2.30)
By the update step for w, we can conclude ην+11 = · · · = η
ν+1
K . Combining this with x
ν = xν+1, we
obtain
0 ∈ ∂f(xν+1) + ET ην+11 +NX(x
ν+1), (2.31)
or equivalently, (xν+1, ην+11 ) ∈ X∗×Y ∗. Conversely, if the quantity ||uν−uν+1||2G is relatively large,
uν+1 should not be close to the optimal solution set. Based on previous analysis, ||uν − uν+1||2G is
a reasonable measure to quantify the distance between uν+1 and the optimal solution set.
To show the convergence rate, we first prove the following lemma on the monotonicity property
of the iterations:
Lemma 2.2. Let uν be defined as in Theorem 2.2. Then
||uν − uν+1||2G ≤ ||uν−1 − uν ||2G.
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By the optimality of xν+1k in iteration ν + 1 and the update rule of η
ν+1
k , we have
1
c








k ), k = 1, . . . ,K. (2.33)









k 〉 ≥ 0, k = 1, . . . ,K. (2.34)
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Applying the equality (2.25) to (a), (b) and (c) and combining them with the above transformation
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for term (d), the inequality (2.34) yields
























(||ηνk − ην+1k ||
2













and CauchySchwarz inequality. Hence the inequality (2.2) holds. 2
The following elementary lemma helps to improve the convergence rate from O(1/ν) to o(1/ν).
Lemma 2.3. Suppose a sequence {aν}∞ν=0 ⊆ R satisfies the following: (a) aν ≥ 0; (b)
∑∞
ν=0 aν <
∞; and (c) aν is monotonically non-increasing. Then, we have aν = o(1/ν).
Proof. See Lemma 1.1 in [23]. 2
Combining the results from previous two lemmas, we present the o(1/ν) convergence of the
ADA.
Theorem 2.3. Let {uν = (wν , xν , ην , ζν)} in W ×X × S be the infinite sequence generated by the
ADA, then
||uν − uν+1||2G = o(1/ν) (2.38)
holds and thus









2 = o(1/ν). (2.40)
Proof. In the proof of Theorem 2.1, we have shown that
∞∑
ν=0
||uν − uν+1||2G <∞.
On the other hand, Lemma 2.2 proved the non-increasing property of ||uν −uν+1||2G. Hence, (2.38)






















































||ην+1 − ην ||22 + 3K||wν+1 − wν ||22 +
3K
ρ2
||ζν+1 − ζν ||22 = o(1/ν),
(2.41)
where the first two equalities result from wν ∈W and the updating rule for ην+1. This finishes the
proof for (2.40). 2








for some given tolerance ε.
2.2.4 Relation to the ADMM
The ADA is closely related to the ADMM. Here, we compare the ADA with two variants of
ADMM, namely, the Variable Splitting ADMM and the Proximal Jacobian ADMM. For simplicity
of notation, we assume q = 0.
Applying the classical two-block ADMM to the transformation in (2.11), [103] proposed the
following Variable Splitting ADMM (VSADMM), see Algorithm 2.2. The convergence result for
Algorithm 2.2 Variable Splitting ADMM
1: Given w0 ∈W,x0 ∈ X, y0 ∈ (Rm)K , β > 0
2: for ν = 0, 1, . . . do
3: xν+1k = argminxk∈Xk fk(xk) +
β






2, k = 1, . . . ,K,

















k ], k = 1, . . . ,K.
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VSADMM was established on the basis of the classical two-block ADMM. Compared to the ADA,
we notice that no proximal terms exist during the x-update in the VSADMM. Therefore, the full
column rank assumption of Ek is necessary for the VSADMM to guarantee the solution uniqueness
in each iteration. The w-update step in the VSADMM also differs from that in the ADA as it does
not use the information on the previous iteration explicitly.
The Proximal Jacobian ADMM (Prox-JADMM) provided in [23] solves problem (2.1) directly
by adding a proximal term in the Jacobian-type ADMM, see Algorithm 2.3. It is worth noting
Algorithm 2.3 Proximal Jacobian ADMM
1: Given x0 ∈ X,λ0 ∈ Rm, β > 0
2: for ν = 0, 1, . . . do
3: for k = 1, . . . ,K do












2 ||xk − x
ν
k||2Pk ,





that the ADA shares the same o(1/ν) convergence rate as the Prox-JADMM. However, the Prox-
JADMM requires the constraints Ek, the proximal terms Pk and the damping parameter γ to satisfy
certain relationships to guarantee the convergence. Because the convergence results for the ADA
are established using a very different approach, we impose no restriction on the proximal terms.
2.3 The Inexact Augmented Decomposition Algorithm
Here, we first review the general convergence theory of the (inexact-)proximal point algorithm
(PPA) developed in [80, 81]. Let T : X ⇒ X be a maximally monotone operator. In order to solve
the inclusion problem:
0 ∈ T (z), (2.44)
PPA takes the form of
zk+1 ≈ (I + ckT )−1(zk), ∀k ≥ 0, (2.45)
in the (k+ 1)-th iteration with a given sequence ck ↑ c∞ ≤ ∞. The convergence result of PPA can
be guaranteed as long as the approximation computation satisfies certain criteria; see [80, 81]. In
addition, the local linear convergence result could be established when T −1 is Lipschitz continuous
at the origin. In accordance with the PPA, the inexact version of the ADA comes out naturally as
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follows in Algorithm 2.4. The iADA allows the subproblems to be solved inexactly which is very
important in many applications as it might be very expensive to solve these subproblems exactly.
Algorithm 2.4 Inexact augmented decomposition algorithm
1: Given w0 ∈W,x0 ∈ X, y0 ∈ (Rm)K
2: for ν = 0, 1, . . . do
3: xν+1k ≈ argminxk∈Xk φ
ν














K − q − wνK ], if k = K
























Two natural concerns arise for the iADA: (1) the global convergence and (2) the local conver-
gence rate. For that, we make the following assumptions on f for the rest of the paper:
Assumption 2.2. (a) f = f1(x1) + · · ·+ fK(xK), with each fk given by
fk(xk) = gk(Akxk) + hk(xk) (2.46)
where gk and hk are both closed proper convex functions and Ak’s are some given matrices.
(b) Every gk is strongly convex and continuously differentiable on int(domgk) with a Lipschitz
continuous gradient
||ATk∇gk(Akxk)−ATk∇gk(Akx′k)|| ≤ Lkg ||Ak(xk − x′k)||, ∀xk, x′k ∈ Xk (2.47)
where Lkg ≥ 0, k = 1, . . . ,K.
(c) The epigraph of each hk is a polyhedral convex set.
(d) The feasible sets Xk, k = 1, . . . ,K are polyhedral convex sets.
(e) The feasible sets Xk, k = 1, . . . ,K are compact sets.
Here are several comments on the above assumptions.
• Either gk or hk can be absent in fk. Although gk is assumed to be strongly convex, we do
not impose any condition on Ak. Therefore, fk is not necessarily strongly convex in general
23
and the optimal solution is not necessarily unique.
• We do not assume any condition for the rank of Ek, k = 1, . . . ,K which is required to have
full column rank in [47]. For the ADMM, this assumption is necessary to ensure that in
each iteration, the subproblem for the k-th block is strongly convex. But for the iADA, this
assumption is no longer required as there exists a proximal term in each subproblem which
makes its optimality attainable and unique.
• The compactness assumption of Xk, k = 1, . . . ,K will facilitate the proof in Section 2.4 and is
not necessary for the convergence result in Section 2.5 due to the boundedness of the sequence
generated by the iADA.
Based on these assumptions, we can simply write f as









k=1 gk(Akxk) and h(x) =
∑K
k=1 hk(xk) represent the smooth and nonsmooth parts
respectively. In addition, g(·) is strongly convex and h(·) is convex with a polyhedral epigraph.
The strong convexity of g(·) implies the following proposition, whose proof is omitted.
Proposition 2.1. For any x in the solution set X∗, Akxk, k = 1, . . . ,K are constant and hence
Ax is constant.
In the next section, we will discuss the stability result of the Lagrangian function under some
perturbations which is essential to the local linear convergence result.
2.4 On the stability results of maximal monotone operator
In this section, we establish the stability result of the maximal monotone operator TL̄ defined
in (2.50) corresponding to the perturbations of both primal and dual solutions under Assumption
2.2. This property serves the key ingredient for the local convergence rate analysis of the iADA.
Recall the definition of L̄(w, x, η, ζ) in (2.16). For each (w, x, η, ζ) ∈W ×X × S, TL̄(w, x, η, ζ)
is defined as
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TL̄(w, x, η, ζ) = {(v1, v2, v3, v4)|(v1, v2,−v3,−v4) ∈ ∂L̄(w, x, η, ζ)}, (2.49)
or equivalently, TL̄(w, x, η, ζ) is the set of v = (v1, v2, v3, v4) ∈ (Rm)K ×Rn× (Rm)K × (Rm)K such
that
L̄(w′, x′, η, ζ)− 〈w′, v1〉 − 〈x′, v2〉+ 〈η, v3〉+ 〈ζ, v4〉
≥L̄(w, x, η, ζ)− 〈w, v1〉 − 〈x, v2〉+ 〈η, v3〉+ 〈ζ, v4〉
≥L̄(w, x, η′, ζ ′)− 〈w, v1〉 − 〈x, v2〉+ 〈η′, v3〉+ 〈ζ ′, v4〉
for all (w′, x′) ∈W ×X, (η′, ζ ′) ∈ S.
(2.50)
Any solution to (0, 0, 0, 0) ∈ TL̄(w, x, η, ζ) is a saddle point of L̄. Denote v1 = (v1,1, . . . , v1,K) ∈
(Rm)K , v2 = (v2,1, . . . , v2,K) ∈ Rn1 × · · · × RnK , v3 = (v3,1, . . . , v3,K) ∈ (Rm)K and PW⊥(v4) =
(v⊥4 , . . . , v
⊥
4 ) ∈ (Rm)K . We consider the following perturbed form of problem (2.11):
min
x,w
f1(x1) + · · ·+ fK(xK)− 〈w, v1〉 − 〈x, v2〉
s.t. Ekxk − wk + v3,k + v⊥4 = 0, k = 1, . . . ,K − 1,
EKxK − q − wK + v3,K + v⊥4 = 0,
w1 + · · ·+ wK = 0,
xk ∈ Xk, k = 1, 2, . . . ,K
(2.51)
Its corresponding KKT conditions are given by
−ETk ηk + v2,k ∈ ∂fk(xk) +NXk(xk), k = 1, . . . ,K
−ηk + µ = v1,k, k = 1, . . . ,K
Ekxk − wk + v3,k + v⊥4 = 0, k = 1, . . . ,K − 1
EKxK − q − wK + v3,K + v⊥4 = 0,
w1 + · · ·+ wK = 0.
(2.52)
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One can easily check that
T −1
L̄
(v1, v2, v3, v4) = set of all (w, x, η, PW⊥(η)) ∈W ×X × S
such that there exists µ ∈ Rm satisfying that (w, x, η, µ)
is a solution of the KKT conditions (2.52).
(2.53)
Based on the above observation, we first study the stability results of the KKT system (2.52)
under perturbations considered above. Under Assumption 2.2, every fk(xk) is the sum of a smooth
function gk(Akxk) and a nonsmooth function hk(xk) with a polyhedral epigraph. By introducing
a variable s = (s1, . . . , sK) ∈ RK , for each k, we can rewrite the polyhedral set {(xk, sk) : xk ∈
Xk, hk(xk) ≤ sk} compactly as Ckxxk +Cks sk ≥ ck for some matrices Ckx ∈ Rjk×nk , Cks ∈ Rjk×1 and
ck ∈ Rjk×1, where jks are some positive integers with
∑K







s.t. Ekxk − wk = 0, k = 1, . . . ,K − 1,
EKxK − q − wK = 0,
w1 + · · ·+ wK = 0,
Ckxxk + C
k
s sk − ck ≥ 0, k = 1, 2, . . . ,K.
(2.54)





gk(Akxk) + sk − 〈w, v1〉 − 〈x, v2〉
s.t. Ekxk − wk + v3,k + v⊥4 = 0, k = 1, . . . ,K − 1,
EKxK − q − wK + v3,K + v⊥4 = 0,
w1 + · · ·+ wK = 0,
Ckxxk + C
k
s sk − ck ≥ 0, k = 1, 2, . . . ,K.
(2.55)
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The canonical Lagrangian function for (2.55) is given by
Lv(w, x, s, η, λ, µ) =
K∑
k=1








〈Ckxxk + Cks sk − ck, λk〉+ 〈w1 + · · ·+ wK , µ〉.
We use Sol(P (v1, v2, v3, v4)) to denote the set of saddle points for the Lagrangian function L
v(w, x, s, η, λ, µ)
defined above corresponding to the perturbed problem (2.55). Let (v1, v2, v3, v4) = (0, 0, 0, 0), then
Sol(P (0, 0, 0, 0)) represents the set of saddle points for the Lagrangian function of problem (2.54).
In order to show the stability results for the KKT system (2.52), we define a set-valued map-
ping M that assigns the vector (d, e, f) ∈ Rn × (Rm)K × (Rm)K to the set of (w, x, s, η, λ, µ) ∈
(Rm)K × Rn × RK × (Rm)K × Rj × Rm that satisfy the following equations
−ETk ηk + (Ckx)Tλk = dk, k = 1, . . . ,K
−ηk + µ = ek, k = 1, . . . ,K
wk − Ekxk = fk, k = 1, . . . ,K − 1
wK − EKxK + q = fK ,
w1 + · · ·+ wK = 0,
0 ≤ λk ⊥ Ckxxk + Cks sk − ck ≥ 0, k = 1, . . . ,K
(Cks )
Tλk = 1, k = 1, . . . ,K.
(2.56)
One can easily verify that
(w, x, s, η, λ, µ) ∈M(AT∇g(Ax)− v2, v1, v3 + PW⊥(v4))
if and only if (w, x, s, η, λ, µ) ∈ Sol(P (v1, v2, v3, v4)),
(2.57)
i.e., a solution of the KKT system of (2.55) is also a saddle point of the Lagrangian function (2.4).
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By taking (v1, v2, v3, v4) = (0, 0, 0, 0), we see that
(w∗, x∗, s∗, η∗, λ∗, µ∗) ∈M(AT∇g(Ax∗), 0, 0)
if and only if
(w∗, x∗, s∗, η∗, λ∗, µ∗) ∈ Sol(P (0, 0, 0, 0)).
It is easily seen thatM is a polyhedral multifunction; i.e., the graph ofM is the union of a finitely
many polyhedral convex sets. In [78], Robinson established the following proposition thatM enjoys
the local upper Lipschitzian continuity property; see also [45].
Proposition 2.2. There exists a positive scalar θ that depends on A,E,Cx, Cs only, such that for
each (d̄, ē, f̄) there is a positive δ′ satisfying
M(d, e, f) ⊆M(d̄, ē, f̄) + θ||(d, e, f)− (d̄, ē, f̄)||B whenever ||(d, e, f)− (d̄, ē, f̄)|| ≤ δ′ (2.58)
where B is the unit Euclidean ball in (Rm)K × Rn × Rk × (Rm)K × Rj × Rm.
Based on this proposition, we claim that
Lemma 2.4. Suppose Assumptions 2.1 and 2.2 hold. Then there exist positive scalars δ, τ depend-
ing on A,E,Cx, Cs only, such that for all v = (v1, v2, v3, v4) ∈ (Rm)K ×Rn × (Rm)K × (Rm)K and
||v|| ≤ δ, any (w(v), x(v), s(v), η(v), λ(v), µ(v)) ∈ Sol(P (v1, v2, v3, v4)), we have
dist((w(v), x(v), s(v), η(v), λ(v), µ(v)), Sol(P (0, 0, 0, 0))) ≤ τ ||v||. (2.59)
Proof. By the previous proposition,M is locally upper Lipschtizian with modulus θ at (AT∇g(Ax∗), 0, 0)
for any x∗ ∈ X∗. First we show that as v → 0, AT∇g(Ax(v)) → AT∇g(Ax∗). For that, take a






4) ∈ (Rm)K × Rn × (Rm)K × (Rm)K , i = 1, 2, · · · , such that ||vi|| → 0.
Based on Assumption 2.2(e), the sequence x(vi), i = 1, 2, · · · lies in a compact set and so the
other sequence s(vi) and w(vi) also belong to some compact sets, given the fact s(vi) = h(x(vi))
and the linear relationship among x(vi), vi and w(vi). By passing to a subsequence if neces-
sary, let (w∞, x∞, s∞) be a cluster point of {(w(vi), x(vi), s(vi)}. Due to the continuity of ∇g(·),
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(AT∇g(Ax(vi)) − vi2, vi1, vi3 + PW⊥(vi4)) converges to (AT∇g(Ax∞), 0, 0) as i → ∞. For all i,
{(w(vi), x(vi), s(vi), AT∇g(Ax(vi))− vi2, vi1, vi3 + PW⊥(vi4))} lies in the set
{(w, x, s, d, e, f)|(w, x, s, η, λ, µ) ∈M(d, e, f) for some (η, λ, µ)}
which is a closed polyhedral set. By passing to the limit, we can conclude
(w∞, x∞, s∞, η∞, λ∞, µ∞) ∈M(AT∇g(Ax∞), 0, 0)
for some (η∞, λ∞, µ∞) ∈ (Rm)K × Rj × Rm. From Proposition 2.1, we know Ax∞ = Ax∗ for any
x∗ ∈ X∗ which further implies that AT∇g(Ax(v)) → AT∇g(Ax∗). Then there exists a positive
scalar δ such that for all v satisfying ||v|| ≤ δ, the following inequality
||AT∇g(Ax(v))−AT∇g(Ax∗)||+ ||v|| ≤ δ′
holds. Based on Proposition 2.2, there exists (w∗, x∗, s∗, η∗, λ∗, µ∗) ∈M(AT∇g(Ax∗), 0, 0), satisfy-
ing
||(w(v), x(v), s(v), η(v), λ(v), µ(v))− (w∗, x∗, s∗, η∗, λ∗, µ∗)||
≤ θ(||AT∇g(Ax(v))−AT∇g(Ax∗)||+ ||v||).
Since (w(v), x(v), s(v), η(v), λ(v), µ(v)) ∈ M(AT∇g(Ax) − v2, v1, v3 + PW⊥(v4)), by the definition
of M we have
−ETk ηk(v) + (Ckx)Tλk(v) = ATk∇gk(Akxk(v))− v2, k = 1, . . . ,K
−ηk(v) + µ(v) = v1,k, k = 1, . . . ,K
wk(v)− Ekxk(v) = v3,k + v⊥4 , k = 1, . . . ,K − 1
wK(v)− EKxK(v) + q = v3,K + v⊥4 ,
w1(v) + · · ·+ wK(v) = 0,
0 ≤ λk(v) ⊥ Ckxxk(v) + Cks sk(v)− ck ≥ 0, k = 1, . . . ,K
(Cks )
Tλk(v) = 1, k = 1, . . . ,K.
(2.60)
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Similarly, since (w∗, x∗, s∗, η∗, λ∗, µ∗) ∈M(AT∇g(Ax∗), 0, 0), it follows that
−ETk η∗k + (Ckx)Tλ∗k = ATk∇gk(Akx∗k), k = 1, . . . ,K
−η∗k + µ∗ = 0, k = 1, . . . ,K
w∗k − Ekx∗k = 0, k = 1, . . . ,K − 1
w∗K − EKx∗K + q = 0,
w∗1 + · · ·+ w∗K = 0,
0 ≤ λ∗k ⊥ Ckxx∗k + Cks s∗k − ck ≥ 0, k = 1, . . . ,K
(Cks )
Tλ∗k = 1, k = 1, . . . ,K.
(2.61)
Due to the strong convexity of gk(·) and the Lipschitzian continuity of its derivative ∇gk(·) in
Assumption 2.2, there exist positive scalars σkg , L
k





〈ATk∇gk(Akxk1)−ATk∇gk(Akxk2), xk1 − xk2〉 ≥ σkg ||Akxk1 −Akxk2||2,
and
||ATk∇gk(Akxk1)−ATk∇gk(Akxk2)|| ≤ Lkg ||Akxk1 −Akxk2||.
Define σg = mink σ
k
g and Lg = maxk L
k

















〈λ(v)k − λ∗k, Ckxx(v)k − Ckxx∗k〉+
K∑
k=1




〈v2,k, x(v)k − x∗k〉









〈λ(v)k − λ∗k, Ckxx(v)k − Ckxx∗k〉+ 〈
K∑
k=1








[〈λ∗k, Ckxx(v)k + Cks s(v)k − ck〉+ 〈λ(v)k, Ckxx∗k + Cks s∗k − ck〉] ≤ 0




Tλ∗k = 1, k = 1, . . . ,K and the
last equality and inequality both result from the complementary conditions in (2.60) and (2.61).








〈η(v)k − η∗k,−Ekx(v)k + Ekx∗k〉+
K∑
k=1




〈µ(v) + v1,k − µ∗,−w(v)k + w∗k + v3,k + v⊥4 〉+
K∑
k=1




〈µ(v)− µ∗, v3,k + v⊥4 〉+
K∑
k=1





〈v1,k,−w(v)k + w∗k + v3,k + v⊥4 〉+
K∑
k=1
〈v2,k, x(v)k − x∗k〉
≤ ||µ(v)− µ∗||(||v3||+ ||v4||) + ||w(v)− w∗||||v1||+ ||v1||(||v3||+ ||v4||) + ||(x(v)− x∗)||||v2||
≤ ||(w(v), x(v), µ(v))− (w∗, x∗, µ∗)||||v||+ ||v||2.
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Finally, based on Proposition 2.2 and the above inequality, we have
























, 1}(||(w(v), x(v), s(v), η(v), λ(v), µ(v))− (w∗, x∗, s∗, η∗, λ∗, µ∗)||||v||+ 2||v||2)
.
We see the above inequality is quadratic in
||(w(v), x(v), s(v), η(v), λ(v), µ(v))− (w∗, x∗, s∗, η∗, λ∗, µ∗)||/||v||,
so we have
||(w(v), x(v), s(v), η(v), λ(v), µ(v))− (w∗, x∗, s∗, η∗, λ∗, µ∗)||/||v|| ≤ τ
for some scalar τ depending on θ, Lg, σg only. We conclude that
dist((w(v), x(v), s(v), η(v), λ(v), µ(v)), Sol(P (0, 0, 0, 0))) ≤ τ ||v||.
2
In view of the operator TL̄, combining Lemma 2.4 with the observation in (2.53), we have the
following corollary.
Corollary 2.1. Suppose Assumptions 2.1 and 2.2 hold. Then there exist positive scalars δ, τ
depending on A,E,Cx, Cs only, such that for all v = (v1, v2, v3, v4) ∈ (Rm)K×Rn×(Rm)K×(Rm)K
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and ||v|| ≤ δ, any (w(v), x(v), η(v), ζ(v)) ∈ T −1
L̄
(v) satisfies
dist((w(v), x(v), η(v), ζ(v)), T −1
L̄
(0, 0, 0, 0)) ≤ 2τ ||v||. (2.62)
Proof. From Lemma 2.4 and observation in (2.53) , we know that for any
(w(v), x(v), η(v), ζ(v)) ∈ T −1
L̄
(v), there exists a (w∗, x∗, η∗, ζ∗) ∈ T −1
L̄
(0, 0, 0, 0) satisfying that
||(w(v), x(v), η(v))− (w∗, x∗, η∗)|| ≤ τ ||v||.
Since ζ(v) = PW⊥(η(v)) and ζ
∗ = PW⊥(η
∗), then
||(w(v), x(v), η(v), ζ(v))− (w∗, x∗, η∗, ζ∗)|| ≤ 2τ ||v||
holds which leads to (2.62). 2
The compactness assumption of Xk is indeed necessary for Corollary 2.1. However, if the
generated sequence {x(vi)} lies in a compact set for a sequence {vi}∞i=1 converging to the origin,
we claim the following result: under Assumptions 2.1 and 2.2(a)-(d), there exist positive scalars
δ, τ depending on A,E,Cx, Cs only, when ||vi|| ≤ δ the following
dist((w(vi), x(vi), η(vi), ζ(vi)), T −1
L̄
(0, 0, 0, 0)) ≤ 2τ ||vi||
holds. This observation relaxes the compactness assumption for Xk, k = 1, . . . ,K (Assumption
2.2(e)) when we show the local linear convergence in Theorem 2.5 for the iADA in Section 2.5.
2.5 Convergence analysis of the inexact ADA
In this section, we study the convergence results of the inexact ADA for solving the problem
(2.1). For that, we first need to adopt the following stopping criterion developed in [80, 81] for











Theorem 2.4. Suppose Assumption 2.1 holds and let {(wν , xν , ην , ζν)} in W×X×S be the infinite
sequence generated by the ADA with the stopping criterion (A). Then (wν , xν , ην , ζν) converges to
some saddle point (w̄, x̄, η̄, ζ̄) of (2.16) such that
(a) (w̄, x̄) solves (2.11), hence x̄ solves (2.1),
(b) η̄1 = · · · = η̄K ∈ Rm, and this common multiplier vector solves (2.10).






0 ) = Pν(w
ν , xν , ην , ζν) as the exact
saddle point of L̄ν(w, x, η, ζ) and (wν+1, xν+1, ην+1, ζν+1) as the inexact saddle point generated













ν+1|| ≤ ||E||||xν+10 − x
ν+1||.
Thus, we can obtain
||(wν+1, xν+1, ην+1, ζν+1)− Pν(wν , xν , ην , ζν)|| ≤ (ρ||E||+ ||E||+ 1)||xν+1 − xν+10 ||. (2.63)












Combining criterion (A), (2.63) and (2.64), we have




From Assumption 2.1, there exists a saddle point of the Lagrangian (2.2). Therefore based on the
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relationship between (2.2) and (2.16) in Lemma 2.1, there exists at least one saddle point of the
Lagrangian function L̄. On the basis of [81], the sequence of elements (wν , xν , ην , ζν) generated in
this manner from any initial (w1, x1) ∈ W × X and (η1, ζ1) ∈ S converges to some saddle point
(w̄, x̄, η̄, ζ̄) of the L̄. Then (w̄, x̄) solves (2.11) and (η̄, ζ̄) solves (2.17). By Lemma 2.1, both (a) and
(b) hold. 2












The iADA does not impose any condition on the choice of c. We set c = ρ for simplicity of the
following analysis. The coefficient ρ/2 for the primal proximal term ||w − wν ||2 in (2.19) can be
changed to 1/2ρ after the rescaling w′ = ρw and such rescaling only applies to the magnitude of w
and does not bring any other changes to the iADA. So this distinction from the standard proximal
point method for minimax problems in [80, Section 5] will not influence the following convergence
results.
Theorem 2.5. Suppose Assumptions 2.1 and 2.2 hold and let {(wν , xν , ην , ζν)} in W ×X × S be
the infinite sequence generated by the ADA with the stopping criterion (B). Then, (wν , xν , ην , ζν)
converges to some saddle point (w̄, x̄, η̄, ζ̄) of (2.16) and there exists {θν} such that
dist((wν+1, xν+1, ην+1, ζν+1), T −1
L̄
((0, 0, 0, 0))) ≤ θνdist((wν , xν , ην , ζν), T −1L̄ ((0, 0, 0, 0)))
for sufficient large ν and limν→∞ θν =
2τ√
(4τ2+ρ2)
< 1 for some τ .
Proof. From Corollary 2.62, we have shown that there exist τ, δ > 0 such that for all v =
(v1, v2, v3, v4) ∈ (Rm)K ×Rn × (Rm)K × (Rm)K and ||v|| ≤ δ, any (w(v), x(v), η(v), ζ(v)) ∈ T −1L̄ (v)
satisfies
dist((w(v), x(v), η(v), ζ(v)), T −1
L̄
((0, 0, 0, 0))) ≤ 2τ ||v||. (2.66)
So this theorem follows from [64, Theorem 2.1]. 2
Remark 1. In Theorem 2.4, we have shown that the sequence {uν = (wν , xν , ην , ζν)} converges
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to some saddle point (w̄, x̄, η̄, ζ̄) of (2.16) and hence {uν} lies in a compact set. Based on the
observation in (2.4) and the proof of [64, Theorem 2.1], the compactness of assumption of Xk
(Assumption 2.2(e)) is no longer needed for Theorem 2.5.
Remark 2. When c 6= ρ, the local linear convergence still holds while the convergence rate
(limν→∞ θν) changes.
Next, we provide some well-known examples on which the iADA enjoys the local linear conver-
gence.
Convex regularization. Many problems from empirical risk minimization and variable selec-
tion can be written as the following:
min
x
f(x; (A, b)) + r(x) (2.67)
where A ∈ Rn×d and b ∈ Rn, f(·) is the loss function which is often strongly convex with Lipschitz
continuous gradient and r(·) is a convex regularization term which is possibly nonsmooth (e.g., the




f(x; (A, b)) + r(z)
s.t. x− z = 0.
(2.68)
Exchange problem. Consider a network with K agents exchanging n commodities. Let
xk ∈ Rn be the amount of commodities in each agent k and fk : Rn → R be its corresponding cost









which minimizes the total cost subject to the equilibrium constraint on all K agents. In this special
case, Ek = I and q = 0. Optimization problems in this form arise in many areas such as resource
allocation [6, 108], multi-agent system [112] and image processing [106]. When the cost function
fk in each agent satisfies Assumption 2.2(a)-(c), based on Theorem 2.5, local linear convergence
result is valid for the iADA under certain approximation criteria.
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2.6 Numerical Examples
In this section, we demonstrate the linear convergence of both the exact ADA and the inexact
ADA by some simple numerical examples. All the computational tasks for numerical experiments
are implemented in Matlab 2017b running on a MacBook Pro. Retina, 2.6 GHz Intel Core i7 with
16Gb 2133 MHz LPDDR3 memory.
2.6.1 The lasso problem






||Ax− b||22 + λ1||x||1 (2.69)
where A ∈ Rn×d, b ∈ Rn and λ1 is the regularization parameter. By introducing an auxiliary





||Ax− b||22 + λ1||z||1
s.t. x− z = 0.
(2.70)
Clearly, (2.70) is a two-block decomposition problem with f1(x1) =
1
2 ||Ax1 − b||
2
2 and f2(x2) =
λ1||x2||1 by replacing x and z with x1 and x2. Notice that f1 and f2 are not necessarily strongly




||Ax1 − b||22 +
ρ
4






||x1 − xν1 ||22,
φν2,ρ,c(x2) = λ1||x2||1 +
ρ
4






||x2 − xν2 ||22.
(2.71)















− yν1 ). (2.72)
Though it may be time consuming to compute [ATA+(ρ2 +
1
c )Id]
−1 when d is large, we only need to
compute it at the initialization stage. The special structure of ATA+(ρ2 +
1
c )Id can be exploited and
substantially improve performance, see [11, Section 4.2]. For the second block, the exact solution
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where the soft thresholding operator S is defined in [11].
We generate the matrix A and 0.05d nonzero entries of the sparse vector x0 ∈ Rd from the
standard Gaussian distribution N (0, 1). We then let the response vector b ∈ Rn be given by
b = Ax0 + ε where ε ∼ N (0, 10−3In) and let the regularization parameter λ1 be 0.1||AT b||∞. We
test the algorithm on two different sets of (n, d): (1000, 4000), (2000, 20000).
In our test, we compare the result of ADA with two other methods for the lasso problem:
ADMM[11] and P-PPA[5]. For the implementation of ADMM, we take a widely-used step-length
1.618 and a fixed penalty parameter 1. For P-PPA, we used the parameters suggested in [5] for
solving the lasso. For the ADA, we choose the following three pairs of (ρ, c): (1, 1), (5, 5), (10, 10).
In each iteration, we solve both subproblems exactly and the computational time for all three
algorithms is nearly the same. For all algorithms, we use the same initial point (x0, y0) = (0,0)




1 − b||2 + λ1||xν2 ||1, and the residual norm ||xν1 − xν2 ||. The convergence results are presented
in Figures 2.1 and 2.2. From Figure 2.1, we notice that ADMM performs best in the case
Figure 2.1: Convergence results of ADA, ADMM and P-PPA for the lasso: (n, d) = (1000, 4000).
(n, d) = (1000, 4000) while ADA achieves comparable performance with P-PPA when (ρ, c) = (5, 5).
This suggests that the convergence of ADA becomes slow if the proximal parameter is either too
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Figure 2.2: Convergence results of ADA, ADMM and P-PPA for the lasso: (n, d) = (2000, 20000).
big or too small. When (n, d) = (2000, 20000), P-PPA shows the best convergence and ADA
with (ρ, c) = (10, 10) converges a little bit slower. Both ADMM and P-PPA methods use the
Gauss-Seidel style update which tends to converge faster in terms of iterations, since it is able to
incorporate information from the other coordinates more quickly. However, the Jacobi style update
of ADA is more amenable for parallelization.
2.6.2 The exchange problem
For the exchange problem in (2.5), we consider the quadratic cost function
fk(xk) =
1
2 ||Akxk − bk||
2 where Ak ∈ Rp×n and bk ∈ Rp, k = 1, . . . ,K. Then, the subproblems in





||Akxk − bk||2 + r||xk − dνk||2, ∀k = 1, . . . ,K,
for some r ∈ R+ and dνk ∈ Rn. Notice that the matrices ATkAk + 2rIn, k = 1, . . . ,K are positive
definite since r > 0. We only have to compute (ATkAk + 2rIn)
−1 for one time before the iterations
start. In the experiments, we randomly generate the optimal solution x∗k, k = 1, . . . ,K − 1 by




k. The matrices Ak, k = 1, . . . ,K are
generated from standard Gaussian distribution and we let bk = Akx
∗
k. In this setting, x
∗ is an
optimal solution to (2.5) but not necessarily the unique one, and the optimal value is 0. We set
K = 20, n = 1000, p = 800 , and none of fk(xk), k = 1, . . . ,K is strongly convex. We compare
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the performance of ADA with VSADMM and Prox-JADMM mentioned in Section 2.2.4. For the
implementation of VSADMM and Prox-JADMM, we use codes provided in [23]. For the proximal
parameters of ADA, we set (ρ, c) = (10, 10) in the experiment.
For all of the algorithms, we start from the same initial point (x0, y0) = (0,0) and run 500
iterations. Figure 2.3 shows the objective function value
∑K
k=1 fk(xk) and the residual ||
∑K
k=1 xk||
of each iteration for the average outcome of 10 random simulations. We can see that ADA shows
a better convergence of the objective value compared with VSADMM and is slower than Prox-
JADMM in terms of iterations. However, Prox-JADMM requires extra computational time to
update the proximal parameters which is shown in Figure 2.4. Overall, ADA shows competitive
convergence results in this experiment compared with two variants of the classical ADMM method
which facilitate parallelization.
Figure 2.3: Exchange Problem: K = 20, n = 1000, p = 800. Convergence results versus iteration.
Figure 2.4: Exchange Problem: K = 20, n = 1000, p = 800. Convergence results versus time.
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2.6.3 Distributed sparse logistic regression
Here, we use iADA to solve the convex regularization problem (2.68) with a modest number of
features but a relative large number of training examples. Many statistical problems belong to this







`(x; (aj , bj)) + λ||x||1 (2.74)
where (aj , bj) ∈ Rd+1, j = 1, . . . , n and `(x; (aj , bj)) = log(1 + exp(−bjaTj x)). For the purpose of












with Ai ∈ Rni×d and bi ∈ Rni . Define n̄i =
∑i
j=1 nj and we notice n̄0 = 0 and n̄N =
∑N
j=1 nj = n.







s.t. xi − z = 0, i = 1, . . . , N.
(2.75)




log(1 + exp(−bjaTj xi)). In our experiment, we use two publicly
available datasets: (1) the w8a dataset (49749 examples and 300 features) and (2) the ijcnn1





























||z − zν ||22,
(2.76)
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where wνx = (w
ν
x,1, . . . , w
ν
x,N ) ∈ RNd, yνx = (yνx,1, . . . , yνx,N ) ∈ RNd and wνz , yνz ∈ RNd. The xi update
involves an `2 regularized logistic regression which cannot be solved exactly. Here, we use the L-
BFGS algorithm to solve them until the inexact criteria (A) and (B) are satisfied. Such criteria can
be checked by identifying the norm of the gradient ||∇φνi,ρ,c(xi)||. For the z update, exact solutions
can be derived by the soft threshold operator.
For comparison, we consider the inexact ADMM (iADMM) method proposed in [27, 39]. Similar
subproblems as (2.76) will arise for xi and z updates. An analogous inexact criterion as (A) are
proposed in [27, 39] to guarantee the convergence of the inexact ADMM and can also be verified
by examining the norm of the gradient in the xi updates.
In the experiment, we set εν =
1
νγ with γ = 1.0, 1.5, 2.0 to control the inexactness of the
xi updates in both algorithms. We also consider different partitions with N = 20, 50. For the
implementation of iADMM, we use a step-length 1.618 and a fixed penalty parameter 10 after
tuning. For iADA, we choose the proximal parameters (ρ, c) = (10, 10). Both algorithms terminated
when ∑N
i=1 ||xνi − zν ||2
N ||zν ||2




are satisfied. F (z∗) is the optimal solution of (2.75) derived by running iADMM for 2000 iterations.
The computational results are presented in Table 2.1. The datasets are listed in the first column.
The numbers of partitions N and the inexactness parameter γ are given in columns two and three
separately. The ∞ symbol in the third column represents the exact xi updates achieved by setting
εν = 1e − 10 in all iterations. The average number of iterations (upon round off) for iADA and
iADMM are given in the next two columns. The total amount of L-BFGS updates for both methods
are presented in columns 6-7 and the average CPU time (in seconds) for these methods are given
in the last two columns.
From Table 2.1, we see that when γ = 1.5 or 2.0, iADA shows better performance in the case
N = 20 while iADMM converges faster when N = 50. For both algorithms, the CPU time is much
longer in the case of γ = 1.0 when the convergence is not guaranteed in theory. Finally, compared
with the exact update, it takes more iterations for the inexact version of both algorithms to converge
but with shorter CPU time. This phenomenon results from the large number of L-BFGS updates
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Table 2.1: Comparison of iADA and iADMM for solving (2.75).
Dataset N γ
Iteration L-BFGS CPU time
iADA iADMM iADA iADMM iADA iADMM
w8a
20
1.0 274 380 70361 83703 24.00 30.00
1.5 169 197 41089 58199 14.18 19.15
2.0 164 195 44616 65647 15.02 20.87
∞ 150 133 49945 54928 15.70 17.78
50
1.0 172 211 88460 127538 16.00 22.34
1.5 140 120 78594 72673 13.10 10.66
2.0 99 88 67909 60368 11.75 10.10
∞ 106 70 77627 62893 13.19 10.50
ijcnn1
20
1.0 202 276 49378 79120 17.02 26.80
1.5 114 135 29741 42142 10.16 14.10
2.0 112 134 31308 46742 10.50 15.11
∞ 190 186 73111 73193 23.02 22.15
50
1.0 106 228 68001 115891 11.74 22.05
1.5 107 112 58093 64195 10.97 11.58
2.0 99 88 57777 50099 10.69 9.27
∞ 95 83 68652 69291 11.32 11.21
in each iteration of exact ADA and ADMM.
2.7 Conclusions
In this chapter, we study the convergence results of the ADA and its inexact version, the
iADA, for solving multi-block separable convex minimization problems subject to linear constraints.
First, we prove the global convergence and the o(1/ν) rate for the exact ADA when there exists a
saddle point for the corresponding Lagrangian function. Next, global convergence and local linear
convergence for the iADA are established under some mild assumptions and certain approximation
criteria.
Before ending this chapter, we would like to discuss two possible directions related to the ADA.
Firstly, we notice that both the primal PPA [34] and the Augmented Lagrangian Method [42] can
be accelerated by utilizing the idea from Nesterov’s seminal work [72]. It is natural to ask whether
we can accelerate the ADA based on similar techniques since all of them belong to the general
PPA framework. Secondly, the applicability of the approximation criteria in (A) and (B) is limited
in practice due to the summable requirement and more implementable approximation criteria are
needed for practical problems.
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CHAPTER 3: Convergence of Multi-Block ADMM
3.1 Introduction
The alternating direction method of multipliers (ADMM) is widely used in statistics, machine
learning and engineering while classical convergence results only work for convex and two-block
optimization problems. The extension of ADMM to multi-block and nonconvex problems receive
more attentions not only because of wide applications in statistics and machine learning but also
its theoretical interests. In this chapter, we propose a multi-block two-level ADMM algorithm that
solves nonconvex and nonsmooth linearly constrained optimization problem. We will discuss some
intrinsic drawbacks of multi-block ADMM. Later, we will provide a two-level algorithm as a remedy
to solve multi-block problems. Finally, some extensions will be further explored.
3.1.1 Problem










Aixi = b, (3.1b)
xi ∈ χi, i = 0, . . . ,K (3.1c)
where fi : Rni → R ∪ {∞} is a continuous function, xi ∈ χi ⊂ Rni with the coefficient matrix
Ai ∈ Rm×ni . We set b = 0 throughout the paper to simplify the analysis and all of our results still
hold if b 6= 0.
Our variable is x := [x0; . . . ;xK ] ∈ Rn where n =
∑K
i=0 ni. Let A := [A0 · · · AK ] ∈ Rm×n,
Ax :=
∑K
i=0Aixi ∈ Rm, and χ := ΠKi=0χi. To present the multi-block ADMM for the above
Algorithm 3.1 Multi-block ADMM for (3.1)




while stopping criteria not satisfied do
for i = 0, . . . ,K do
xk+1i ← argminxi∈χi Lβ(x
k+1




wk+1 ← wk + βAxk+1;
k ← k + 1;
return xk0 , . . . , x
k
K .
problem, we define the augmented Lagrangian:




The Algorithm 3.1 extends the standard ADMM to multiple variable blocks. It also extends
the coordinate descent algorithms dealing with linear constraints. We let x<i := [x0; . . . ;xi−1] ∈
Rn0+n1+···+ni−1 and x>i := [xi+1; . . . ;xK ] ∈ Rni+1+···+nK (clearly, x<0 and x>K are null variables,
which may be used for notational ease). Subvectors x≤i := [x<i, xi] and x≥i are defined similarly.
In spite of the success of ADMM on convex problems with two blocks (K=1), the behavior of
multi-block ADMM on nonconvex problems has been largely a mystery, especially when there are
also nonsmooth functions and nonconvex functions in the problems. It has been noticed that the
direct extension of ADMM for the multi-block problem is not necessarily convergent even in the
convex case [17]. The authors in [92] pointed out that two crucial conditions are needed for the
global subsequential convergence of ADMM to a stationary point of (3.1)
• Condition 1: Im[A0, A1, . . . , AK−1] ⊆ ImAK .
• Condition 2: The last block objective function fK(xK) needs to be Lipschitz differentiable.
If any of the above conditions is violated, divergent examples of ADMM can be found in [47, 104].
We present two examples when these two conditions are not satisfied and ADMM diverges.
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3.1.2 Two counter examples




s.t. x1 + x2 + x3 = 0
x1 + x2 + 2x3 = 0
x1 + 2x2 + 2x3 = 0.
(3.3)
Clearly, the only optimal solution is (0, 0, 0) with optimal value 0. However, if we apply the three-
block ADMM, the output will diverge for any β > 0. The following figure shows that the sequence
generated by ADMM diverges to ∞ when β = 1. Even if we impose a compact constraint on the
variables, the sequence still cannot converge to the optimal solution (0, 0, 0). In this example, we












Figure 3.1: Counter example: condition 1 is violated.
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Example 2: Consider the following nonconvex and nonsmooth problem in R3,
min
x∈R3
− |x1|+ |x2|+ |x3|
s.t. x1 − x2 − x3 = 0.
(3.4)
The optimal value of the above problem is 0 and can be attained with infinite optimal solu-
tions. However, for any penalty parameter β > 0, if we apply the three-block ADMM with


















2k+1) = (2/β, 0, 0, 1)
for sufficiently large k. The nonsmoothness of the final block |x3| which violates Condition 2 makes
the algorithm unable to control the dual updates and therefore Algorithm 3.1 outputs jump between
two points.
3.1.3 Our contributions
The authors in [92] firstly proposed the two-level idea to solve the two-block problem using
ADMM. The two-level ADMM in this chapter is significantly different from their algorithm and we
summarize our contributions as follows:
• We propose a novel two-level ADMM algorithm to solve the multi-block problem without
assuming Condition 1 or 2. Notice that the theoretical development from two-block to multi-
block is nontrivial.
• In our framework, the target function is no longer restricted in smooth functions while the
theoretical results in [92] only apply to the smooth function. This indicates our algorithm
can include important applications in statistics and machine learning, e.g., the `1-regularized
problem.
• We evaluate the performance of the two-level ADMM by solving robust principal component
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analysis and compress sensing. The two-level ADMM performs more robust than Algo-
rithm 3.1 while not losing the convergence speed.
3.2 Prior work on multi-block ADMM
In the context of convex problems, the author in [47] studied problem (3.1) when each fi is
a (possibly nonsmooth) convex function. They prove that the multi-block ADMM will converge
linearly to the global minimum assuming that a certain error bound condition holds true and the
dual stepsize is sufficiently small. The numerical efficiency of Algorithm 3.1 has been demonstrated
empirically in the literature, see e.g. [95, 75]. In [40, 41], the authors proposed some algorithms
whose common feature is generating a new iterate by correcting the output of Algorithm 3.1 with
some correction steps, instead of using the output of Algorithm 3.1. However, these algorithms
are less numerically efficient than Algorithm 3.1 mainly because their correction steps need to
determine step sizes iteratively with nonnegligible computation.
In the nonconvex world, one of the most general frameworks for proving convergence of ADMM
on nonconvex problems is proposed by Wang et al. [104], where the following multi-block linearly





fi(xi) + h(z) s.t. A0x0 +A1x1 + · · ·+AKxK +Bz = b. (3.5)
Variables x0, x1, . . . , xp and z are the blocks and are updated in this order in the multi-block ADMM
algorithm. Objective functions fi’s are continuous and possibly nonsmooth. Both fi and h can be
nonconvex. Not surprisingly, Condition 1 and 2 are crucial assumptions under this framework in
order to show the convergence results.





gk(xk) s.t. xi = x0, i = 1, . . . ,K, (3.6)
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Akxk = x0. (3.7)
Condition 1 is naturally inherited from the problem structure and the analysis relies on the as-
sumption that gi(·) is Lipschitz differentiable which is stronger than condition 2.
Other researches [56, 67] consider the variants of multi-block ADMM by linearizing the La-
grangian function in each block minimization step. While these variants may save the computa-
tional efforts in minimization steps, the theoretical analysis cannot avoid the Conditions 1 and
2.
3.3 The two-level ADMM: a remedy for the multi-block ADMM
3.3.1 A key reformulation and relaxation




s.t. Ax + z = 0 (3.8b)
z = 0. (3.8c)
There is no doubt that problems (3.1) and (3.8) are equivalent to each other. The idea of adding
a slack variable z ∈ Rm has two significant consequences. The first consequence is that the linear
coupling constraint (3.8b) has K + 2 blocks, and the last block is an identity matrix Im, whose
image is the whole space Rm. Given any x, there always exists z such that (3.8b) is satisfied. The
second consequence is that constraint (3.8c) can be treated separately from (3.8b). If we ignore
(3.8c) for a while, existing techniques in ADMM analysis can be applied to the rest of the problem.
Since we want to utilize the unconstrained optimality condition of the last block, we can relax
(3.8c). This observation motivates us to choose the classic powerful augmented Lagrangian method
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(ALM). To be more specific, consider the problem
min
x∈χ, z




s.t. Ax + z = 0 (3.9b)






can be viewed as an objective function in variable z, which is not only Lipschitz differentiable but
also strongly convex. Problem (3.9) can be solved by a K + 2-block ADMM sequentially. Notice
that the first order optimality condition of problem (3.9) at a stationary solution (xk, zk, wk) is
0 ∈ ∂f(xk) + A>wk + Nχ(xk) (3.11a)
µk + ρkzk + wk = 0 (3.11b)
Axk + zk = 0. (3.11c)
However, such a solution may not necessarily satisfy constraint (3.8c), since we have intentionally
forgotten it in the relaxation (3.9). Fortunately, the ALM offers a scheme to drive the slack variable
z to zero by updating µ as follows:
µk+1 ← µk + ρkzk. (3.12)
We can expect iterates to converge to a stationary point of the original problem (3.1). In summary,
reformulation (3.8) separates the complication of the original problem into two levels, where the
first level (3.9) provides a formulation that simultaneously satisfies Conditions 1 and 2, and the
outer level ALM update will drive z to zero. Based on this idea, we propose a two-level ADMM to
solve the original multi-block problem.
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3.3.2 The two-level ADMM
The proposed algorithm consists of two levels, both of which are based on the augmented
Lagrangian framework. The inner-level (indexed by t) uses multi-block ADMM to solve problem
(3.9). Given w ∈ Rm and β > 0, the augmented Lagrangian function associated with the k-th
inner-level problem (3.9) is defined as
Lkβ(x, z, w) := f(x) + gk(z) + 〈w,Ax + z〉+
β
2
‖Ax + z‖2 . (3.13)
See Algorithm 3.2 for the implementation fo the inner-level ADMM. Algorithm 3.2 will terminate





i)‖ ≤ εk1, (3.14a)
‖zt−1 − zt‖ ≤ εk2. (3.14b)
‖Axt + zt‖ ≤ εk3. (3.14c)
The above stopping criteria quantify the optimality and feasibility for an approximate stationary
solution to the inner-level problem (3.9).
Algorithm 3.2 The k-th inner-level ADMM for (3.9)
Initialize x00, x
0
1, . . . , x
0
K , z
0, w0 such that µk + ρkz0 + w0 = 0, tolerance εki , i ∈ [3]; index t← 1;
while stopping criteria (3.14) is not satisfied do
for i = 0, . . . ,K do








zt+1 ← argminz Lkβ(xt+1, z, wt);






return (xt, zt, wt).
We will prove in the next section that such criteria for Algorithm 3.2 is guaranteed to be met
under certain conditions for the original problem (3.1). While the output of the inner-level ADMM
will not satisfy the constraint (3.8c), the following outer-level ALM algorithm attempts to update
the dual variables (µk, ρk) and finally push zk to 0. See Algorithm 3.3 below.
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Algorithm 3.3 Outer-level ALM
1: Initialize starting points x0 ∈ Rn, z0 ∈ Rm;
2: dual variable and bounds µ0 ∈ [µ, µ̄] where µ, µ̄ ∈ Rm and µ̄− µ ∈ Rm++;
3: initial penalty parameter (µ1, ρ1), constants η ∈ [0, 1) and τ > 1;
4: sequences of tolerance {εki } ⊂ R+ with limk→∞ εki = 0 for i ∈ [3]; index k ← 1;
5: while some stopping criterion is not satisfied do
6: /* Inner level problem */
7: given (µk, ρk), initialize Algorithm 3.2 with (xk−1, zk−1) and denote the output by (xk, zk,
wk);
8: /* Outer dual variable update */
9: if ‖zk‖ ≥ η‖zk−1‖ then
10: µk+1 ← µk, ρk+1 ← τρk;
11: else
12: µk+1 ← proj[µ,µ̄](µk + ρkzk), ρk+1 ← ρk;
13: k ← k + 1;
Remark: For Algorithm 3.3, to avoid the extremely large penalty parameter ρk in practice,
one can increase the ρk only if ‖zk‖ ≥ max{η‖zk−1‖, δ} for some small tolerance δ of zk.
3.4 Convergence results of the inner-level ADMM
In this section, we will show that by applying Algorithm 3.2, we are able to obtain an approxi-
mate stationary solution (xk, zk, wk) satisfying
dk1 ∈ ∇f(xk) + A>wk + Nχ(xk) (3.15a)
µk + ρkzk + wk = 0 (3.15b)
Axk + zk = dk2. (3.15c)
such that
∥∥dki ∥∥→ 0, i = 1, 2. We consider the k-th inner-level problem, where the outer-level dual
variables (µk, ρk) and the augmented Lagrangian function Lkβ are abbreviated as (µ, ρ) and Lβ
respectively, if not specified explicitly. To save space, throughout this section we let
(x+, z+, w+) := (xt+1, zt+1, wt+1). (3.16)
To ensure the convergence of the sequence (xt, zt, wt), we need to following assumption.
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Assumption 3.1. The feasible sets χi, i = 0, . . . ,K, are compact convex sets.
Assumption 3.2. For i = 0, . . . ,K,As has full column rank so that σi := σmin(A
T
i Ai) > 0 where
σmin denotes the minimum eigenvalue of a matrix..
Assumption 3.3 (objective f regularity). (a) f0 is continuous and the supremum sup{‖d‖ :
x0 ∈ χ0, d ∈ ∂f0(x0)} is bounded.




γi, if fi is γi − smooth
0, if fi is convex.
We have the following remarks regarding to the assumptions made.
• Assumption 3.1 requires the feasible set of the variables to be compact. This condition is not
needed in conventional analysis of ADMM, but is required here to ensure the boundedness of
the outputs. This assumption is usually satisfied in practical applications (e.g. the consensus
problems) whenever a priori knowledge on the variable domain is available.
• Assumption 3.2 is standard and made to ensure the subproblems has a unique minimizer. It
can be relaxed if we can guarantee the Lipschitz sub-minimization paths defined in [104].
• Assumption 3.3 discusses the regularity of the objective function. We notice that the first
block f0 is more flexible compared with the following K blocks. Our framework include broad
practical problems including penalized regression, classification, compressed sensing and more
as the functions fi’s can be nonconvex and nonsmooth.
Lemma 3.1 (bound dual by primal). For all t ∈ N, it holds that
(a) µ+ ρzt + wt = 0.
(b) ‖w+ − wt‖ = ρ‖z+ − zt‖.
Proof. Notice that ∇g(z) = µ + ρz. Part (a) follows directly from the optimality condition




. For Part (b). Since
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w+ − wt = β(Ax+ + z+), we get
‖w+ − wt‖ = ‖∇g(z+)−∇g(zt)‖ = ρ‖z+ − zt‖.
2
The next lemma provides estimations for the descent of the augmented Lagrangian function
Lβ(x, z, w). Because of the optimality of xti, we can introduce the following subgradient dti,










Lemma 3.2 (descent of Lβ during xi update). The iterates in Algorithm 3.2 satisfy







t, wt), i = 0, . . . ,K;
2. Lβ(xt, zt, wt) ≥ Lβ(x+, zt, wt);















2 ≥ 0, (3.18)






Proof. Part 1 follows directly from the minimization subproblems, which give x+i .
Part 2 is a result of




















































































where the first equality follows from the cosine rule: ‖b+ c‖2−‖a+ c‖2 = ‖b−a‖2 + 2 〈a+ c, b− a〉
with b = Aix
t
i, a = Aix
+





t. Let dti be defined in (3.17). From




















i ‖2 holds trivially. 2
Lemma 3.3. (descent of Lβ due to z and w updates) For any t ∈ N






)‖z+ − zt‖2. (3.23)
Proof. It follows from Lemma 3.1 that
Lβ(x+, zt, wt)− Lβ(x+, z+, w+)
= g(zt)− g(z+) +
〈









‖z+ − zt‖2 + β
2










The first equality is due to −β(a+ b)>(a+ c) + β
2
‖a+ c‖2 − β
2
‖a+ b‖ = β
2
‖c− b‖2 − β ‖a+ b‖2
with a = Ax+, b = z+, and c = zt; the second inequality is a result of the fact that g(z) is a
quadratic function. 2
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Lemma 3.4 (Monotone, lower–bounded Lβ and bounded sequence). Suppose that β > ρ, then the
sequence (xt, zt, wt) generated by Algorithm 3.2 satisfies
1. Lβ(xt, zt, wt) ≥ Lβ(x+, z+, w+).
2. Lβ(xt, zt, wt) is lower bounded for all t ∈ N and converges as t→∞.
3. {xt, zt, wt} is bounded.
Proof. Part 1. It is a direct result of Lemma 3.2 part 2, and Lemma 3.3.
Part 2. Let z′ = −Axt, by Assumption 3.1 and ρ > 0, we have
f(xt) + g(z′) > −∞.
Then we have
Lβ(xt, zt, wt) = f(xt) + g(zt) +
〈






= f(xt) + g(zt) +
〈






(g is quadratic) = f(xt) + g(z′)− ρ
2
∥∥z′ − zt∥∥2 + β
2
∥∥Axt + zt∥∥2
(β > ρ) = f(xt) + g(z′) +
β − ρ
2
∥∥Axt + zt∥∥2 > −∞.
Part 3. From parts 1 and 2, Lβ(xt, zt, wt) is upper bounded by Lβ(x0, z0, w0) and so are f(xt) +
g(z′) and ‖Axt + zt‖2. By Assumption 3.1, {xt} is bounded and, therefore {zt} is also bounded.
By Lemma 3.1, {wt} is also bounded. 2
Lemma 3.5 (Asymptotic regularity). limk→∞ ‖zt − z+‖ = 0 and limt→∞ ‖wt − w+‖ = 0.
Proof. The first result follows directly from Lemmas 3.2, 3.3, and 3.4 part (2), and the second
limit results from Lemma 3.1 part (b). 2
Lemma 3.6 (Sufficient descent property). Suppose that
β > max{ρ, γ̃1/σ1, . . . , γ̃K/σK}+ 2.
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Then, Algorithm 3.2 satisfies the sufficient descent property




2 + ‖z+ − zt‖2. (3.24)
Proof. From Lemmas 3.2 and 3.3, we can obtain












)‖z+ − zt‖2. (3.25)













(3.24) follows directly from above. 2
Lemma 3.7 (subgradient bound property). There exists C(β, ρ) > 0 and d ∈ ∂Lβ(x+, z+, w+)
such that










Proof. Recall that f(x) =
∑K
i=0 fi(xi), we know









In order to prove the lemma, we only need to show that each block of ∂Lβ can be controlled




(x+, z+, w+) such that














‖∇wLβ(x+, z+, w+)‖ ≤
ρ
β
‖z+ − zt‖, (3.28)
‖∇zLβ(x+, z+, w+)‖ ≤ ρ‖z+ − zt‖. (3.29)
In order to prove (3.28), we notice that









In order to prove (3.29), we have ∇zLβ(x+, z+, w+) = w+ −wt and apply Lemma 3.1. In order to
prove (3.27), observe that for s = 0, . . . ,K,
∂Lβ
∂xs
(x+, z+, w+) (3.30)
=∂fs(x
+






























>s −A>sxt>s + z+ − zt
)
.
By the optimality condition for x+s ,

























We notice that ds does not involve with x
t
0 for any s. w






i −Aixti‖+ ‖z+ − zt‖
)
. Let σmax(As) be the largest singular value of
As, we can bound ds by









i‖+ ‖z+ − zt‖
)
.
This completes the proof. 2
We have established the following properties regarding the updates of Algorithm 3.2.
P1 (Boundedness) {xt, zt, wt} is bounded, and Lβ(xt, zt, wt) is lower bounded.
P2 (Sufficient descent) There is a constant C1(β, ρ) > 0 such that for all sufficiently large t,
we have
Lβ(xt, zt, wt)− Lβ(xt+1, zt+1, wt+1) ≥ C1(β, ρ)
(
‖zt+1 − zt‖2 +
K∑
i=1





P3 (Subgradient bound) There exists C2(β, ρ) > 0 and d
t+1 ∈ ∂Lβ(xt+1, zt+1, wt+1) such that










It is our intention to start i at 1, thus skipping the x0-block, in (3.32) and (3.33).
Theorem 3.1. Suppose that Assumptions 3.1-3.3 hold. Then, if
β > max{ρ, γ̃1/σ1, . . . , γ̃K/σK}+ 2,
Algorithm 3.2 converges subsequently. And each limit point (x∗, z∗, w∗) is a stationary point of






∥∥dt+1∥∥} are o(1t ) and o( 1√t), respectively.
Proof. Let (x∗, z∗, w∗) be the limit point of a sub-sequence (xts , zts , wts) for s ∈ N. By Assumption
3.3, Lβ(x∗, z∗, w∗) = lims→∞ Lβ(xts , zts , wts).
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By P1, the sequence (xt, zt, wt) is bounded and therefore there exists a convergent subsequence
{ts}∞s=1,
(xts , zts , wts)→ (x∗, z∗, w∗)
as s → ∞. By P1 and P2, Lβ(xt, zt, wt) is monotonically nonincreasing and lower bounded, and
so






as t → ∞. From P3, there exists dt ∈ Lβ(xt, zt, wt) such that
∥∥dt∥∥ → 0. Then we have 0 ∈
∂Lβ(x∗, z∗, w∗).
The running best rate of the sequence {‖zt+1 − zt‖2 +
∑K
i=1 ‖Ai(xti − x
t+1
i )‖2} can be obtained
via [55, Lemma 3]. By P3 the running best rate for {
∥∥dt+1∥∥} is o( 1√
t
). 2
By Theorem 3.1, The above theorem indicates our stopping criteria in (3.14) is guaranteed to
be satisfied by Algorithm 3.2 and the best running rate is o( 1√
t
).
3.5 Convergence results of the outer-level ALM
In this section, we prove the convergence results of the outer-level updates.
Theorem 3.2. Suppose that Assumptions 3.1-3.3 hold. Let (xk, zk, wk) be the sequence of inner-
level iterates satisfying condition (3.15). Then the iterates of primal solutions {(xk, zk)} are bounded
and every cluster point (x∗, z∗) of {(xk, zk)} satisfies either one of the following:
(1) x∗ is feasible for problem (3.1), i.e., z∗ = 0.






Proof. Since xk ∈ χ and χ is bounded. From (3.15) and
∥∥Axk + zk∥∥ ≤ εk2 → 0, {zk} is also
bounded. Therefore we may assume that the sequence {(xk, zk)} converges to (x∗, z∗). As χ is a
compact set, the point x∗ ∈ χ and Ax∗ + z∗ = limk→∞Axk + zk = 0. If ρk is bounded, we have
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zk → 0 based on the update rule in the outer-level ALM. It follows that Ax∗ = 0 which implies
that x∗ is feasible. Otherwise, if that ρk is unbounded, limk→∞ ρ








From the update of µk in the outer level, {µk} is bounded and therefore we may assume µk → µ∗.




} converges to some point ŵ∗ where
ŵ∗ + z∗ = 0.
By (3.15a), we obtain
dk1 ∈ ∂f(xk) + A>wk + Nχ(xk).
Since the normal cone Nχ(x











It is easy to see that ∂f(xk) = ΠKi=0∂fi(x
k
i ). From Assumption 3.3(a), we know there exists a
constant M0 > 0 such that
∂f0(x
k
0) ⊂ [−M0,M0]n0 , ∀k > 0.
For i = 1, . . . ,K, if fi is γi-smooth, ∂fi(x
k
i ) coincides with ∇fi(xki ). Since χi is bounded, there
exists a constant Mi > 0 such that
∥∥∇fi(xki )∥∥ ≤Mi. Otherwise, if fi is a general convex function,
from [79, Theorem 24.5], given any ε > 0, there exists an index ki such that
∂fi(x
k
i ) ⊂ ∂fi(x∗i ) + εB, ∀k > ki,
as xki → x∗i . Similarly, we can find a positive constant Mi > 0 such that
∂fi(x
k
i ) ⊂ [−Mi,Mi]ni , ∀k > ki.
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under Assumption 3.3. Taking the limit of (3.35) , we have
0 ∈ Nχ(x∗) + A>ŵ∗ (3.36a)
ŵ∗ + z∗ = 0 (3.36b)
Ax∗ + z∗ = 0 (3.36c)
which implies that x∗ is a stationary point of the quadratic optimization problem (3.34). 2
Theorem 3.3. Suppose that Assumptions 3.1-3.3 hold. Let (x∗, z∗) be a limit point of outer-level
iterates {(xk, zk)}. If {wk} has a limit point w∗ along the subsequence converging to (x∗, z∗). Then
(x∗, w∗) is a stationary point of problem (3.1) satisfying the stationary condition
0 ∈ ∂f(x∗) + A>w∗ + Nχ(x∗) (3.37a)
Ax∗ = 0. (3.37b)
Proof. Without the loss of generosity, we assume that the whole sequence {(xk, zk, wk)} converges
to a limit point (x∗, z∗, w∗). Applying a similar argument in the proof of Theorem 3.2, we obtain
that the limit x∗ ∈ χ and Ax∗ + z∗ = 0. In order to prove the feasibility (3.37b), we need to show
that z∗ = 0. If ρk is bounded, we have zk → 0 and thus z∗ = 0. Otherwise, ρk is unbounded. By







we can also derive the fact that z∗ = 0, since µk and wk are bounded. As dk1 → 0, by taking the
limit on both sides of (3.15a), we can get (3.37a). 2
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3.6 Numerical experiments
3.6.1 Counter examples revisited
Now, let’s use the proposed two-level ADMM algorithm to solve the two counter examples and
verify the theoretical convergence results provided in the previous sections.
Example 1: For problem (3.3), we initialize the two-level ADMM with parameter (ρ0, β) =
(1, 3) as suggested by Lemma 3.6. The following figure shows the output of the outer-level ALM.
Clearly, we can see the algorithm converges to the optimal solution (x1, x2, x3) = (0, 0, 0) after a
few iterations.
Figure 3.2: Counter example 1 converges with the two-level ADMM.
Example 2: For problem (3.4), we notice that the objective function −|x1| + |x2| + |x3| is
nonsmooth but still under the framework of Assumption 3.3. We discover that the two-level ADMM
will converge to the optimal value 0 while different initializations lead to different optimal solutions.
This result is in line with our theoretical analysis in the previous section as there exist infinitely
many solutions to the original problem.
3.6.2 Robust principle component analysis (RPCA)





‖X1‖2F + γ2 ‖X2‖1 + γ3 ‖X3‖∗ s.t. A = X1 + X2 + X3. (3.38)
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Figure 3.3: Counter example 2 converges with the two-level ADMM.
where A ∈ Rm×n, X1 is a noise matrix, X2 is a sparse matrix and X3 is a low rank matrix.
A = X1 + X2 + X3 is generated in the same way as [74]. Given the multiplier B ∈ Rm×n and




‖X1‖2F + γ2 ‖X2‖1 + γ3 ‖X3‖∗ (3.39)
+ 〈B,X1 + X2 + X3 −A〉+
β
2
‖X1 + X2 + X3 −A‖2F .
Here, we provide the three-block ADMM updates and the two-level ADMM works similarly. The
following two lemmas [74] are essential in the sequential updates of block minimization.







is given by Sµ(Y), which is defined componentwisely by
(Sµ(Y))ij := max{|Yij | − µ, 0} · sign(Yij). (3.40)








is given by Dµ(Y), which is defined by
Dµ(Y) := Udiag (Sµ(Σ)) VT , (3.41)
where U ∈ Rm×r, V ∈ Rn×r and Σ ∈ Rr×r are obtained by the singular value decomposition (SVD)
of Y:
Y = UΣVT , and Σ = diag (σ1, . . . , σr) .







































Figure 3.4 compares the convergence results of the two-level ADMM with multi-block ADMM
in terms of the objective value and feasibility. Notice that the problem is convex and the optimal
value fopt is achieved by running the two-level ADMM until convergence. For the two-level ADMM,
we choose (τ, η, ρ1) = (0.5, 1.5,max{1, γ2, γ3}) to start with. In the k-th inner-level ADMM, we
terminate our inner updates either the condition (3.14) is satisfied with εki = 0.001/k ∗ ‖A‖∗ , i =
1, 2, 3 or the maximum number of ADMM loops 20 is reached. For both algorithms, we choose
three different penalty parameters β: 1, 5, and 10. For β = 1, the multi-block ADMM converges
faster than the two-level ADMM while the two-level ADMM shows better convergence results when
β = 5 or 10.
To test the effect of ρ1, we choose β = 1 and keep other parameters the same as above. Figure
3.5 plots the convergence results for ρ1 = 1, 10, 100, 1000, and 10000. Except ρ1 = 1, all other
four scenarios almost converge with the same speed. It indicates that the two-level ADMM is very
robust with respective to the selection of ρ1.
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Figure 3.4: Multi-block ADMM and two-level ADMM on RPCA. Left Figure: Comparison on objective
value |f − fopt|. Right Figure: Comparison on feasibility ‖X1 + X2 + X3 −A‖∗.
Figure 3.5: The effect of ρ1. Left Figure: Comparison on objective value |f−fopt|. Right Figure: Comparison
on feasibility ‖X1 + X2 + X3 −A‖∗.
3.6.3 Compressed sensing problem












where x = (x1, . . . , xm) ∈ Rm, Ai ∈ Rn and P(x) represents a penalty function. We consider the
following options for the penalty function:





λ|x| if |x| ≤ λ,
2γλ|x| − x2 − λ2
2(γ − 1)
if λ < |x| < γλ,
λ2(γ + 1)
2











2 − x2 − λ2
2(γ − 1)





if (x2 + ε)
1
2 ≥ γλ.
Both options (a) and (b) are capable of finding sparse solutions. If we take the `1 penalty, (3.43)
turns out to be the basis pursuit problem in [19]. The SCAD penalty was proposed in [29] to select
variables efficiently in high dimension statistics while the function is nonconvex and nonsmooth.
To fit into our framework, in option (c), we bypass the nonsmooth problem at x = 0 by using a
small positive number ε to obtain the smooth approximation of the SCAD penalty.
The numerical experiments are performed on some randomly generated data sets of size (m,n) =
(1000, 100). The entries of A are generated from i.i.d N (0, 1) and components of the ground truth
x0 are i.i.d N (0, 1) with sparsity level 0.1. The remaining variables of x0 are set to 0 and b = Ax0.
For the (smoothed)-SCAD penalty, the parameters are (λ, γ, ε) = (2, 4, 1e− 3).
For the two-level ADMM, we choose (τ, η, β) = (0.5, 1.5, 1) to start with. In the k-th inner-level
ADMM, we terminate our inner updates either the condition (3.14) is satisfied with εki = 0.1/k, i =
1, 2, 3 or the maximum number of ADMM loops 100 is reached. Here, one ADMM loop represents
consecutive updates from x1 to xm for one time. The update for z has a closed form solution and
the computational effort can be ignored compared with the ADMM loop update. We compare
the performance of the Algorithm 3.1 with the two-level ADMM in all three cases in the following
figures.
We choose three different options for β: 0.01, 0.1 and 1 in Algorithms 3.1 and 3.2. From Figure
3.6, the two-level ADMM shows comparable convergence results with the multi-block ADMM. We
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Figure 3.6: Multi-block ADMM and two-level ADMM on `1 penalty. Left Figure: Comparison on objective
value f − fopt. Right Figure: Comparison on feasibility ‖Ax− b‖.
notice that the choice the regularization parameter β in Algorithms 3.1 and 3.2 plays an important
role in the convergence speed. It’s not a surprise that the Algorithm 3.1 converges for this multi-
block problem as it has been shown in [47] that the multi-block ADMM is guaranteed to converge
for this particular problem.
For the (smoothed)-SCAD penalty, we select three different options for for β: 0.1, 1 and 10 in
Algorithms 3.1 and 3.2. In these two penalties, there is no theoretical guarantee that Algorithm 3.1
will still converge. In Figure 3.7, the two-level ADMM converges nearly the same as the multi-block
ADMM in terms of objective values while our algorithm obtains a more stable output regarding
the feasibility ‖Ax− b‖. In Figure 3.8, we see that the multi-block ADMM often oscillates both in
function values and constraints. This indicates that the multi-block ADMM may diverge in certain
cases. Clearly, Condition 2 is not satisfied in this problem as
Im[A1:(m−1); b] * ImAm.
On the other hand, the two-level ADMM shows robust convergence results in both objective val-
ues and feasibilities. The above results show that the two-level ADMM can achieve the same
convergence speed with multi-block ADMM with a robust convergence guarantee.
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Figure 3.7: Multi-block ADMM and two-level ADMM on SCAD penalty. Left Figures: Comparison on
objective value f . Right Figures: Comparison on feasibility ‖Ax− b‖.
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Figure 3.8: Multi-block ADMM and two-level ADMM on the smoothed-SCAD penalty. Left Figures: Com-
parison on objective value f . Right Figures: Comparison on feasibility ‖Ax− b‖.
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3.7 Future research directions
Here, we discuss a few possible directions for future works based on the two-level ADMM.
(a) From our assumptions, we notice that our convergence results require the compactness of the
feasible set. Even though this condition is often satisfied in practical problems, we hope to
remove this assumption and replace it with a weaker assumption.
(b) In the numerical part, we keep the inner-level ADMM penalty parameter β fixed in the two-
level ADMM while our theoretical analysis implies we need to update β based on ρ. A more
sophisticated analysis may help bridge the gap between experiments and theories.
(c) We notice that the two-level ADMM works well in the SCAD penalty which indicates that
we may extend the our analysis to a broader class of functions.
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CHAPTER 4: A Stochastic Newton Method for Self-Concordant Funtions
4.1 Introduction
We consider the following composite convex minimization problem of a finite sum and a nons-
mooth convex regularizer which covers various machine learning and statistics applications [10, 90]:











Here, f(w) := 1n
∑n
i=1 fi(w) is a convex function that is a finite average of n smooth convex functions
fi(w) and g(w) is a proper, closed, and convex function but possibly nonsmooth. Very often, g is
referred to as a regularizer or penalty. While existing methods rely on Lipschitz gradient/Hessian
and/or strong convexity of the f or g, we instead exploit the following assumption:
Assumption 4.1. f(·) is (Mf , 2)-generalized self-concordant as defined in Definition 4.1 below.
This class of functions intersects with Lipschitz gradient/Hessian functions but not a subset
of those. Therefore, it covers other problems whose objective functions do not have Lipschitz
gradient/Hessian. We will discuss more details about this class of functions in the next section,
and give concrete examples.
4.1.1 Motivation and objectives
Although many machine learning problems often require low accurate solutions which are per-
fectly suitable to solve by first-order methods such as stochastic gradient descent-type methods
including variance reduction and dual coordinate descent [2, 22, 85, 109]. However, various ap-
plications also require high accurate solutions due to some hard constraints such as feasibility.
Example of these hard constraints include nonnegativity constraints in nonnegative matrix factor-
ization, positive semidefiniteness in semidefinite programming, or simplex constraints in portfolio
optimization. If we recast problems with these constraints into the setting (4.1), then it is natu-
ral to solve them with a high accuracy to likely satisfy these hard constraints. This requirement
motivates the use of second-order methods which can achieve high accurate solutions after a few
dozens of iterations. Another reason is that second-order methods often require a small number
of iterations, but the per-iteration complexity may be high. A good trade-off between iteration-
complexity and per-iteration complexity can make second-order methods win first-order methods
in many applications.
In recent years, there has been an emerging trend in developing second-order methods for convex
optimization, including (4.1). Among different approaches, subsampling [1, 28, 110] and sketching
[76] seem to be the most popular ones. These ideas have been integrated into both pure Newton
and quasi-Newton-type methods in different ways. Started from [13], several methods have been
proposed to solve different instances of (4.1) such as [1, 8, 28, 76, 83, 84, 110]. The main assumption
standing out these works is the global boundedness of the Hessian µI  ∇2f(x)  LI for all
x in a given sublevel set in some sense. Unfortunately, this assumption excludes some important
applications such as problems involving self-concordant functions [71], reciprocal functions, and
exponential objectives [66]. Moreover, in some cases, if this assumption is satisfies, its condition
number may still be very large if the bounds are conservative. Hence, the universal learning rate
computed from this bound can be too small for practical purpose, which leads to a poor performance
of the algorithm. Note that Newton-type methods often have a fast local convergence, but their
global convergence rates remains sublinear. Existing methods often rely on linesearch procedures or
trust-region strategies to guarantee a descent property which are not well-understood in stochastic
variants. Therefore, existing analysis often assumes the above universal boundedness assumption
to derive a learning rate.
Our goal is to exploit a recent concept called “generalized self-concordance” in [93] to develop
a class of subsampled proximal-Newton-type methods for solving (4.1) under Assumption 4.1. We
show that our assumption intersects with the boundedness assumption, and hence covers other
applications that cannot be solved by existing subsampled Newton-type methods (at least in terms
of theoretical guarantees). While our theory can be extended to a more general class of functions
studied in [93], we will focus on the case of generalized self-concordant with ν = 2 for sake of
presentation.
4.1.2 Contribution
Our contribution can be summarized as follows:
(a) We exploit a new concept called “generalized self-concordance” for smooth convex functions
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to develop a novel inexact subsampled proximal-Newton algorithm to solve (4.1) under As-
sumption 4.1. One of our main contribution is an explicit learning rate (or step-size) without
any globalization procedure such as linesearch or trust-region.
(b) Our second main contribution is a new analysis of both global convergence and local linear-
quadratic convergence of our method under Assumption 4.1. We analyze local convergence
rate of both variants: damped-step and full-step schemes.
(c) We also analyze convergence results for the case where both Hessian and the gradients are
subsampled. We prove both global convergence and local linear-quadratic convergence rate
of this variant.
(d) To scale up to high-dimensional problems, we propose to combine with coordinate descent
strategies to obtain new variants. Due to space limit, we briefly present one variant in Sub-
section 4.3.7. The full algorithm and its convergence analysis can be found in Supplementary
Document.
(e) We provide two representative examples to illustrate two cases. The first example is a sparse
logistic regression to demonstrate our methods over existing methods. We show that our
algorithm is much faster than exact proximal-Newton methods and comparable with the
current state-of-the-art algorithms on several real datasets. The second problem is a sparse
Poisson regression which shows that our methods are applicable to other models where existing
methods do not have theoretical guarantees due to the lack of bounds on Hessian.
As we stated, we only focus on a particular class of “generalized self-concordant functions” studied
in [93] with ν = 2. However, our analysis can be easily extended to cover more broader class of
convex functions without much effort.
4.1.3 Notations and terminologies
Given a proper, closed, and convex function f : Rp → R ∪ {+∞}, we use dom(f) and ∂f to
denote its domain and subdifferential, respectively. We use C3(domf) to denote the class of three
times continuously differentiable functions on its open domain domf . If ∇2f(x)  0 at a given
x ∈ domf , then we define a local norm ‖u‖x := 〈∇2f(x)u, u〉1/2 as a weighted norm of u with respect
to ∇2f(x). The corresponding dual norm ‖v‖∗x, is defined as ‖v‖
∗
x := max {〈v, u〉 | ‖u‖x ≤ 1} =〈
∇2f(x)−1v, v
〉1/2
for v ∈ Rp. For any A = (A1, · · · ,An) ∈ Rp×n, we use ‖A‖2 to denote its
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to define its Frobenius norm. The stable rank of




, where 1 ≤ sr(A) ≤ rank(A). We say that a differentiable
function f is L-smooth or f ∈ FL if
‖∇f(x)−∇f(y)‖ ≤ L ‖x− y‖ , ∀x, y ∈ dom(f).
Throughout the paper, we make use of the following standard assumptions:
A.1 Locally Strong Regularity: f(w) is locally strongly convex, i.e.,
σmin(w
?) = λmin(∇2f(w?)) > 0,
where w? is any optimal solution of (4.1).
A.2 Hessian Decomposition: For each fi in (4.1), define ∇2fi(w) := Ai(w)Ai(w)> where
Ai(w) ∈ Rp and denote A(w) = (A1(w), · · · ,An(w)) ∈ Rp×n. Note that ∇2f(w) =
A(w)A(w)>. Since ∇2f(w)  0, this assumption is very natural.
Given a sequence {at} ⊂ R, we say that {at} linear-quadratically converges to zero if there exists
t0 ≥ 0 such that for all t ≥ t0, we have |at+1| ≤ C1a2t + C0 |at| for some C1 > 0 and C0 ∈ (0, 1).
Paper organization: The rest of this chapter is organized as follows. Section 4.2 introduces the
definition of generalized self-concordant functions and provides key properties of this function class.
Some representative examples are also given. Section 4.3 proposes an inexact subsampled proximal-
Newton method, its variants, and investigates its convergence guarantees. Numerical experiments
are presented in Section 4.4 to demonstrate the effectiveness and robustness of our algorithms.
4.2 Background
Let f : Rp → R be a C3(domf) smooth and convex function with open dom(f). Given ∇2f
the Hessian of f , x ∈ dom(f), and u, v ∈ Rp, we consider the function ψ(t) := 〈∇2f(x + tv)u, u〉.
Then, it is obvious to show that ψ′(t) := 〈∇3f(x + tv)[v]u, u〉 for t ∈ R such that x + tv ∈ domf ,
where ∇3f is the third-order derivative of f . It is clear that ψ(0) = 〈∇2f(x)u, u〉 = ‖u‖2x.
Definition 4.1 ([93]). A C3-convex function f is said to be an (Mf , ν)-generalized self-concordant
function of order 2≤ν≤3 if for any w ∈ Rp and u, v ∈ Rp, then
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|〈∇3f(w)[v]u, u〉| ≤Mf‖u‖2w‖v‖ν−2w ‖v‖3−ν2 . (4.2)
Note that if ν = 3 and u = v, (4.2) reduces to |〈∇3f(w)[u]u, u〉| ≤ Mf‖u‖3w, Definition 4.1
defines the standard self-concordant concept introduced in [70, 71]. In this chapter, we consider the
composite convex optimization problem (4.1) in which f is (Mf , 2)-generalized self-concordant . The
following proposition shows that if a generalized self-concordant function has a Lipschitz gradient,
then it can be cast into the special case ν = 2.
Proposition 4.1 ([93]). Let f be (Mf , ν)-generalized self-concordant with ν ∈ (2, 3]. If, in addition,





Now, we provide some representative empirical loss functions using in regression and classifi-
cation that are (Mf , 2)-generalized self-concordant . In such problems, we are given n training
examples {(x1, y1), · · · (xn, yn)} where each xi ∈ Rp is the feature vector of example i, and each
yi ∈ R is the label of example i.





F (w) = f(w) + λ ‖w‖1
}
, (4.3)
where f(x) := 1n
∑n
i=1(yie
−0.5x>i w + e0.5x
>
i w), xi ∈ Rp, yi ∈ Z+, and λ ∈ R+. The following lemma
shows that f is (Mf , 2)-generalized self-concordant .















where xi ∈ Rp, yi ∈ {−1, 1}, λ ∈ R+, f(x) := 1n
∑n
i=1 ϕ(yiw
>xi) is a empirical loss function, and
g is a regularizer, e.g., g(w) := λ‖w‖1 for sparse settings, or g(w) = λ2‖w‖
2
2 for ridge settings.
Commonly used loss functions include:
• Logistic loss: ϕ(s) := log(1 + e−s)
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• Hinge loss: ϕ(s) := max{0, 1− s} and its smoothed version






for some smoothness parameter γ > 0.
The following lemma shows that these loss functions are (Mf , 2)-generalized self-concordant .
Lemma 4.2. For logistic regression, the empirical loss f is (Mf , 2)-generalized self-concordant with
Mf := max1≤i≤n ‖xi‖2. For smoothed hinge regression, the empirical loss f is (Mf , 2)-generalized
self-concordant with Mf :=
2
γ max1≤i≤n ‖xi‖2.
The proof for previous lemmas can be found in Supplementary Document. The following
theorem guarantees that problem (4.1) has a unique solution w?.
Theorem 4.1 (Theorem 4 in [93]). Suppose that the function f of (4.1) is (Mf , 2)-generalized
self-concordant with Mf > 0. Denote σmin(w) := λmin(∇2f(w)) and λ(w) := ‖∇f(w) + v‖∗w for
some v ∈ ∂g(w). Suppose further that there exists x ∈ dom(F ) such that σmin(w) > 0 and
λ(w) < M−1f
√
σmin(w). Then, problem (4.1) has a unique solution w
? ∈ dom(F ).
4.3 The inexact subsampled proximal-Newton algorithm
We develop an inexact subsampled proximal-Newton (PN) method, and establish its global and
local convergence. Then, we present its variants.
4.3.1 Derivation of the algorithm
At each iteration t ≥ 0 of our method for solving (4.1), we compute an inexact proximal-Newton





>Htv + g(wt + v)
}
, (4.5)
where ∇̃f(wt) is a stochastic approximation of ∇f(wt) at wt and Ht  0 is a subsampled approxi-
mation to ∇2f(wt) which satisfies the following condition:
‖Ht −∇2f(wt)‖2 ≤ βt‖∇2f(wt)‖2. (C1)
Note that (C1) is a common guarantee for matrix approximation problems [110, 111].
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In our algorithm, the following criterion will be used for accepting a vector vt as an inexact
proximal-Newton step at wt: there exists an error rt such that
rt ∈ ∇̃f(wt) + Htvt + ∂g(wt + vt),
‖rt‖∗Ht ≤ (1− θt) ‖vt‖Ht
(4.6)
for some θt ∈ (0.9, 1]. One can view 1−θt as a bound on the relative error for solving the subproblem
(4.5). If θt = 1, then we have an exact solution of (4.5). Once vt is computed, we define
λt := ‖vt‖wt , d2(vt) := Mf‖vt‖2 (4.7)
and
γt = (1 + βt)(1− θt) + βt.
Then, we update the new iteration using the following damped step-size ηt:




For simplicity of analysis, we divide it into two cases: Exact gradient ∇̃f(wt) = ∇f(wt), and
subsampled-gradient ∇̃f(wt) ≈ ∇f(wt).
4.3.2 Convergence analysis: Exact gradient
We now present convergence results of the damped-step Newton scheme (4.8) in the following
theorem whose proof can be found in Supplementary Document.
Theorem 4.2. Let {wt} be the sequence generated by the scheme (4.8) with exact gradient estimate
∇̃f(wt) = ∇f(wt). If we solve the subproblem (4.5) until (4.6) and (C1) are met, then the following
statements hold:
(i) The step-size ηt in (4.8) guarantees:
F (wt+1) ≤ F (wt)−∆t, (4.9)




(ii) There exists a neighborhood N (w?) of the solution w? of (4.1) such that if we choose w0 ∈
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N (w?)∩dom(F ) and assume supt {γt} ≤ 0.2, then {wt} converges to w? at a linear-quadratic
rate.
Next, we study a full-step proximal-Newton scheme derived from (4.8) by letting the step-size
ηt = 1 for all t ≥ 0. Let σt be the smallest eigenvalue of ∇2f(wt). Since ∇2f(wt)  0, we have
σt > 0. The following theorem shows a local linear-quadratic convergence of the full-step inexact
proximal-Newton scheme, whose proof can be found in Supplementary Document.
Theorem 4.3. Let {wt} be the sequence generated by the full-step inexact proximal-Newton scheme
with ηt = 1. Suppose that we solve (4.5) until (4.6) and (C1) are met. If the starting point w0
satisfies λ0√σ0






and {d2(vt)} decrease and
linear-quadratically converge to zero. Consequently, {‖wt − w?‖2} also locally converges to zero at
a linear-quadratic rate.
4.3.3 The full algorithm
Combining the results of Theorem 4.2 and Theorem 4.3, we can design a new inexact subsampled
proximal-Newton algorithm for solving (4.1) under the structural assumption, Assumption 4.1, as
follows:
— Phase 1 : Starting from an arbitrary initial point w0 ∈ dom(F ), we perform the damped-step
proximal-Newton scheme (4.8) until the condition in Theorem 4.3 is satisfied.
— Phase 2 (optional): Using the output wt of Phase 1 as an initial point for the full-step
proximal-Newton scheme (4.8) with ηt = 1, and perform this scheme until it converges.
Note that Phase 2 is only optional. We can only run Phase 1 until we achieve a desired solution.
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Algorithm 4.1 (Inexact subsampled proximal-Newton (iSSPN) algorithm for solving (4.1) under
Assumption 4.1)
1: Input: w0 ∈ dom(F ), a number of iterations T , θt ∈ (0.9, 1], βt ∈ (0, 0.08], sampling size c.
2: Output: an approximation wT of w
? of (4.1).
3: for t = 0, 1, · · · , T − 1 do
4: Construct an approximation ∇̃f(wt) of ∇f(wt).
5: Construct the sampling distribution {pi}ni=1 that is independent of ∇̃f(wt).
6: for i = 1, · · · , n do





qi, with probability qi,
0, with probability 1− qi






9: Solve (4.5) approximately until (4.6) is met.





, if Phase 1 is used
1, if Phase 2 is used.
(4.10)
11: Update wt+1 = wt + ηtvt
12: return wT .
Conceptually, the two-phase option of Algorithm 4.1 requires the smallest eigenvalue of ∇2f(wt)
to terminate Phase 1. However, switching from Phase 1 to Phase 2 can be done automatically
allowing some tolerance in the step-size ηt or equivalently d2(vt). Indeed, the step-size ηt given in
(4.10) converges to 1−γt as t→∞. Hence, when ηt is close enough to 1−γt, we can automatically
set it to 1 and remove the computation of λt to reduce computational time.
4.3.4 Inexactness of subproblems
To check the inexact stopping criterion in (4.6), we need a tractable formulation of rt. In the
experiment, we use the FISTA algorithm [7] to minimize the function (4.5) in the subproblems. At
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the k-th iteration of FISTA, it follows the update
vk = proxαg (w + u− α(∇f(w) + Htu))− w, (4.11)
where u is related to vk−1 and vk−2 as following:






From the definition of the proximal operator proxαg, the following inclusion holds:
1
α(u− v
k) ∈ ∇f(w) + Htu+ ∂g(w + vk).
This implies that the vector
r = 1α(u− v
k) + Ht(v






satisfies r ∈ ∇f(w) + Htvk + ∂g(w + vk). In our experiment, r = ( 1αI −Ht)(u − v
k) was used to
check whether the condition (4.6) has been satisfied.








The above update suggests that the full Hessian matrix is not required in practice.
4.3.5 Sufficient sampling size
The following theorem [46, 110] shows the approximation error bound for the Gram matrix in
different sampling themes. The results guarantee that (C1) can be satisfied with high probability
with a certain sampling size. We give a short proof in Supplementary Document.
Theorem 4.4. Given any βt ∈ (0, 1), the following statements hold:
(i) (Uniform sampling) Let Ht be constructed by Algorithm 4.1 with the probability pi :=
1
n ,









, then, with probability at least 1− δ,
(C1) holds.











probability at least 1− δ, condition (C1) holds.
From Theorem 4.4, we might need Ω(n) samples in the extreme case when we implement the
uniform sampling method. However, the non-uniform sampling method only requires O(p log p)
samples which is independent of the number of samples n. In the context of Theorem 4.4, the
convergence results in Theorems 4.2 and 4.3 are guaranteed with high probability, i.e., at least
1− δ.
4.3.6 Convergence analysis: Subsampled-gradient
In the second case, we subsample both gradient and Hessian. Let S and |S| denote a random






be the sub-sampled gradient of ∇f(w), which is independent of the subsample in the Hessian. We
require the approximate gradient ∇̃f(wt) to satisfy the following condition:
‖∇f(wt)− ∇̃f(wt)‖∗wt ≤ ξtλt and ξt ≤ 0.05. (C2)
Here, we provide both global and local convergence guarantee of this variant in the following
theorem whose proof is given in Supplementary Document.
Theorem 4.5. Let {wt} be the sequence generated by (4.8) with subsampled-gradient estimate
(4.12). If we solve subproblem (4.5) until (4.6), (C1), and (C2) are met, then the following state-
ments hold:
(i) The step-size ηt in (4.5) guarantees:
F (wt+1) ≤ F (wt)− ∆̃t, (4.13)
where ∆̃t :=
(
ηt(1− γ̃t)− η2t ω2(ηtd2(vt))
)
λ2t > 0 with γ̃t := γt + ξt.
(ii) There exists a neighborhood N (w?) of w? of (4.1) such that if we initialize at w0 ∈ N (w?) ∩
dom(F ) and assume supt {γ̃t} ≤ 0.25, then {wt} converges to w? at a linear-quadratic rate.
(iii) Let {wt} be the sequence generated by the full-step iSSPN scheme by setting the step-size
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ηt = 1. If the starting point w0 satisfies
λ0√
σ0







and {d2(vt)} decrease and linear-quadratically converge to zero. Consequently,
{‖wt − w?‖} also locally converges to zero at a linear-quadratic rate.
The following lemma probabilistically controls the error for the approximation ∇̃f(w) of ∇f(w).
Proposition 4.2. For a given wt ∈ dom(F ) satisfying ‖wt−w?‖ ≤ 12Mf , let ‖∇fi(wt)‖ ≤ G(wt), i =
















defined by (4.12) satisfies
Pr
(
‖∇f(wt)− ∇̃f(wt)‖∗wt ≤ ξtλt
)
≥ 1− δ. (4.14)
Compared with the result in [84] which associates with the local conditional number, the sample
size needed in the above proposition only relies on the local regularity. As λt decreases to 0, the
above bound shows that estimation of the gradient must be done progressively and more accurately
while the sample size needed for Hessian approximation can remain unchanged. This is in line with
the common knowledge whereas wt gets closer to the optimal solution w
?, the accuracy of gradient
estimation is more significant than that of Hessian.
4.3.7 Block-coordinate iSSPN variant
When the problem dimension p is large, the computational efforts in each iteration of iSSPN
is relatively high. In this case, we propose to combine our iSSPN scheme with a block coordinate
descent strategy. Let w = (w1, · · · , wk) ∈ RN1 × · · · × RNk , where each wi denotes a subvector of
dimension Ni, form a partition of the components w and
∑k
i=1Ni = p. Given the current iterate

















≤ (1− θt) ‖vιt‖(Ht)ιι ,
(4.16)
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and ∇̃ιf(wt) and (Ht)ιι are respectively the subvector and submatrix of ∇̃f(wt) and Ht corre-
sponding to wι. Let us assume that we choose the block coordinate ι ∈ [k] with a probability
p̄i > 0 for i = 1, · · · , k. That is for i = 1, · · · , k:
Pr (ι = i) = p̄i > 0, with
k∑
i=1
p̄i = 1. (4.17)
The full algorithm is presented as in Algorithm 4.2.
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Algorithm 4.2 (Block-coordinate iSSPN variant)
1: Input: w0 ∈ dom(F ), number of epochs T , θt ∈ (0.9, 1], βt ∈ (0, 0.08], sampling size c.
2: Output: an approximation wT of the true solution w
? of (4.1).
3: for t = 0, 1, · · · , T − 1 do
4: Randomly choose ι ∈ [k] with probability p̄ι.
5: Construct ∇̃ιf(wt) as an approximation of ∇fι(wt).
6: Construct the sampling distribution {pi}ni=1.
7: for i = 1, · · · , n do





qi, with probability qi,
0, with probability 1− qi










10: Solve the subproblem (4.15) approximately until satisfying criterion (4.16).
11: Compute d2(v
ι





, if Phase 1 is used









t , j = ι
wjt , j 6= ι
13: return wT .
The following lemma shows a descent property of this block-coordinate iSSPN variant,
Lemma 4.3. Let {wt} be generated by the block-coordinate iSSPN variant. Then











Proof. Recall that ι ∈ [k] is randomly chosen at iteration t with probability p̄ι. Since f is an
(Mf , 2)-generalized self-concordant function, it is not hard to observe that
f(w1t , . . . , w
ι−1
t , z, w
ι+1
t , . . . , w
k
t )
is also an (Mf , 2)-generalized self-concordant function of z. In view of this and the proof of Theorem
4.2, one can obtain that
F (wt+1) ≤ F (wt)−∆ιt.
Taking expectation with respect to ι, one has






This completes the proof. 2
This lemma is key to analyze global convergence of our block-coordinate iSSPN variant. Its
global convergence guarantee is very similar to Theorem 4.5 and we skip here without proof. We
believe that by utilizing the same technique as in [62], one can also achieve a local linear convergence
rate of our block-coordinate iSSPN variant.
4.4 Numerical experiments
We provide two representative numerical examples to demonstrate the performance of our al-
gorithms compared to existing state-of-the-art methods.
4.4.1 Sparse Logistic Regression
Given a training dataset (x1, y1), · · · , (xn, yn) where xi ∈ Rp and yi ∈ {+1,−1}, we use Algo-

















Clearly, F is non-strongly convex in general. We confirm our theoretical results using several
publicly available data sets: (1) the W8a dataset (49749 examples and 300 features), (2) the Adult
86
dataset (32,561 examples and 123 feature), (3) the Covtype dataset (581,012 examples and 54
feature), and (4) the MNIST dataset with 4th and 9th classes (100,000 examples and 784 feature).
Each example in these data sets has been normalized so that ‖xi‖2 = 1 for all i = 1, · · · , n. We




as often used in
existing literature.
We implement our iSSPN algorithm, Algorithm 4.1, and compare it with the following methods:
• Proximal-Newton [93]: this is the standard proximal-Newton method under generalized self-
concordance.
• OWLQN [3]: this is a popular limited-memory quasi-Newton method which can handle the
`1-regularized empirical risk minimization problems.
• Prox-SVRG [109]: we use the epoch length m = 2n as they suggested. (Recall that Prox-
SVRG is designed for strongly convex objectives and a dummy regularizer needs to be added
in theory. However, in our experiments, we observed that this dummy regularizer is not
necessary, so we have neglected it for a clean comparison.)
• SVRG++ [2]: we use the initial epoch length m0 = n4 as they suggested.
• Prox-SAG [85]: this is a proximal version of the SAG method. We note that the convergence
of this Prox-SAG method has not been established in general. Nevertheless it demonstrates
good performance in practice [109].
• SAGA [22]: this method requires an additional n×p matrix to store the gradient information.
In all the above algorithms except for Proximal-Newton and OWLQN, we tuned the step length
carefully from the set {a × 10−k | a ∈ {1, 5}, k ∈ Z}. All algorithms are initialized with a zero
vector. For iSSPN, we implement both uniform and non-uniform sampling methods with the same
sample size and try both damped and full step-size. In the subproblems, we set θt = 0.99 as the
inexactness parameter in (4.6). We check this criterion every 20 iterations in the FISTA. In Figure
4.1, (N)UD represents the damped-step iSSPN with (non-)uniform sampling theme while (N)UF is
short for the full-step iSSPN with (non-)uniform sampling theme.
From our experiments, we observe the following facts:
• iSSPN with damped step-size converges faster than Proximal-Newton and OWLQN in all
cases, indicating that they do improve over these second-order methods in the n p regime.
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• The local convergence of iSSPN is comparable with these state-of-the-art first-order methods
as we can see that iSSPN with full step-size consistently outperforms them in all datasets
with different regularization terms.
• The non-uniform sampling scheme is more robust in terms of sample sizes needed to guaran-
tee convergence and shows better convergence results compared with the uniform sampling
scheme in all examples.
88












































































































































































































































Figure 4.1: `1-regularized logistic regression: comparison of different methods on four datasets.
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Effects of the inexactness: θt. Figure 4.2 shows the convergence of Algorithm 4.1 with different,
constant values of the parameter θt when we solve problem (4.21) with λ = 10
−4, 10−5 on the MNIST
dataset. These figures confirm our conclusions about the effect of θt in the theoretical analysis.




















































































































Figure 4.2: iSSPN on the MNIST dataset with different accuracy level θt in the subproblem (4.5).
It also shows that iSSPN can reach a high accuracy, even with very inaccurate solutions of the
subproblems. In addition, the plots suggest there is an optimal value of θt that gives the fastest
convergence.
Inexact gradient estimates. We further investigate the performance of iSSPN with subsampled
gradient estimates on the Covtype dataset. Here, we fix the sample size 5500 for the Hessian
estimate and choose a set of sample sizes {0.01n, 0.02n, 0.05n} to approximate the gradient in the
first few iterations of iSSPN. The performance is shown in Figure 4.3. In general, the inexact
gradient estimate speeds up iSSPN even though more iterations are needed compared with iSSPN
using exact gradient.
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Figure 4.3: iSSPN on the Covtype dataset with inexact gradient estimate ∇̃f(wt).
The performance of iSSPN in high-dimension case. To test the effectiveness of iSSPN in
high dimension settings, we use the Real-Sim dataset (n, p) = (72, 309, 20, 958) and simulate two
other datasets with (n, p) = (50, 000, 5, 000) and (100, 000, 10, 000). In all cases, we the variable
w ∈ Rp is divided into k = 20 blocks sequentially and equally. At each iteration, we take two
different ways to select the block: cyclic and uniformly random, and use the uniform sampling
strategy to select c = min(0.05n, 20 pk ) samples from the datasets. We compare it with SVRG,
SAGA with the best tuned step-size and the randomized block proximal damped Newton (RBPDN)
proposed in [62] and the results are shown in Figure 4.4. Overall, the performance of iSSPN with
block coordinate descent is competitive with SVRG and SAGA in both real and synthetic datasets.
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Figure 4.4: iSSPN with block coordinate descent in the high dimension setting.
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4.4.2 Sparse Poisson Regression
We consider the sparse Poisson regression with penalized weighted score function proposed in
[51] and use Algorithm 4.1 to solve the sparse Poisson regression problem in (4.3).
To perform the test, we generate matrix X ∈ Rn×p using standard sparse Gaussian distribution
with 5% nonzero entries, i.e., X = sprandn(n, p, 0.05). We set the number of nonzero elements of w\
as d0.2pe and each of element randomly distributed from N (0, 1). Finally, we generate the data yi ∼






and take α = 0.05 as normal cases. For the size of problem (4.3), we choose the following four
different sets of (n, p): (50000,500), (200000,500), (200000,1000) and (500000,1000).
We compare iSSPN using the damped step-size with four first-order methods and the proximal-
Newton method mentioned before measured by relative-error of the loss function vs. running
time. We notice that the loss function f /∈ FL which indicates these first-order methods are not
guaranteed to converge in theory. In the experiment, we tuned the step-size carefully from the set{
a× 10−k | a ∈ {1, 5}, k ∈ Z
}
.
From Figure 4.5, it can be seen that the damped-step iSSPN makes significant improvement
over the Proximal-Newton method and is comparable with all other state-of-the-art first-order
algorithms in all experiments. Using the theory of generalized self-concordance, we can choose a
good step-size in the global region which guarantees sufficient decrease in function values and then
switch from Phase 1 to Phase 2 automatically when the step-size ηt is sufficiently large (Figure
4.6).
The performance of iSSPN in high-dimension case. Here, we provide more numerical
examples related to Sparse Poisson regression when p is large. We simulate two datasets with
(n, p) = (50, 000, 10, 000) and (100, 000, 10, 000). In all cases, we the variable w ∈ Rp is divided
into k = 20 blocks and we use the uniform sampling strategy to select c = min(0.05n, 20 pk ) samples
from the datasets. We compare it with SVRG, SAGA with the best tuned step-size and RBPDN,
and the results are shown as follows. Overall, the performance of iSSPN with block coordinate
descent is better than RBPDN and competitive with SVRG and SAGA in practice.
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Figure 4.5: Sparse Poisson regression: comparison of different methods on synthetic datasets.



















Figure 4.6: Sparse Poisson regression: a progress of step-size ηt over iterations.
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4.5 Proofs of technical results
This supplementary document provides the full proof of our technical results presented in the
main text. We also provide the details of how to approximately solve the subproblem (4.5) in
practice.
4.5.1 Useful bounds for generalized self-concordant functions
Let f be a (Mf , 2)-generalized self-concordant function. For any x, y ∈ dom(f), we define the
following quantities
d2(x, y) := Mf‖y − x‖2. (4.22)
We first import some useful bounds for the class of (Mf , 2)-generalized self-concordant function,
see [93].









B.1 e−d2(x,y)∇2f(x)  ∇2f(y)  ed2(x,y)∇2f(x).
B.2 ω̄2 (−d2(x, y)) ‖y − x‖2x ≤ 〈∇f(y)−∇f(x), y − x〉 ≤ ω̄2 (d2(x, y)) ‖y − x‖
2
x .
B.3 ω2(−d2(x, y))||y − x||2x ≤ f(y)− f(x)− 〈∇f(x), y − x〉 ≤ ω2(d2(x, y))||y − x||2x.
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4.5.2 The proof of Lemmas 4.1 and 4.2
Given ϕi : R → R and ai ∈ Rp and bi ∈ R, i = 1, · · · , n, we consider the function f : Rp → R








i w + bi). (4.23)
Then the following propositions [93] holds:
Proposition 4.4. (a) If ϕi in (4.23) are (Mϕi , 2)-generalized self-concordant for i = 1, · · · , n
and Mϕi ≥ 0, then f defined in (4.23) is also (Mf , 2)-generalized self-concordant with the
constant Mf := max{Mϕi ‖ai‖ |1 ≤ i ≤ n}.
(b) If g and h are (Mg, 2)- and (Mh, 2)-generalized self-concordant , respectively. Then for any
α, β > 0, f := αg+βh is also (Mf , 2)−generalized self-concordant with Mf := max{Mg,Mh}.
Proof. [The proof of Lemma 4.1 and 4.2] Firstly, we notice that both log(1 + e−s) and es are
(1, 2)-generalized self-concordant . The results in Lemma 4.1 and 4.2 can be derived by directly
applying Proposition 4.4. 2
4.5.3 The proof of Theorem 4.2
Before proving the above theorem, we first introduce the following operator and corresponding
lemma which will be useful later. Given H ∈ Sp++ and a proper, closed and convex function
g : Rp → R ∪ {+∞}, we define
PgH(u) := (H + ∂g)
−1 (u) = argmin
w
{
g(w) + 12〈Hw,w〉 − 〈u,w〉
}
.
If H = ∇2f(w) is the Hessian mapping of a strictly convex function f , then we can also write
P∇2f(w)(u) shortly as Pw(u) for our notational convenience. The following lemma will be used in
the sequel, whose proof can be found in [99].
Lemma 4.4. Let g : Rp → R ∪ {+∞} be a proper, closed, and convex function, and H ∈ Sp++.
Then, the mapping PgH defined above is non-expansive with respect to the weighted norm defined by
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H, i.e., for any u, v ∈ Rp, we have
‖PgH(u)− P
g








(v − u), (4.24)
for any vectors w, u ∈ domf and v ∈ Rp.
Proof. [The proof of Theorem 4.2] At iteration t, there exist rt and st ∈ ∂g(wt + vt) such that
rt = ∇f(wt) + Htvt + st, ‖rt‖∗Ht ≤ (1− θt) ‖vt‖Ht .
Define
r′t := rt + (∇2f(wt)−Ht)vt = ∇f(wt) +∇2f(wt)vt + st,




∥∥r′t∥∥∗wt ≤ ‖rt‖∗wt + ∥∥(∇2f(wt)−Ht)vt∥∥∗wt
≤
√
1 + βt ‖rt‖∗Ht + βt ‖vt‖wt
≤
√
1 + βt(1− θt) ‖vt‖Ht + βt ‖vt‖wt
≤ (1 + βt)(1− θt) ‖vt‖wt + βt ‖vt‖wt
= γtλt.
(4.25)
Using Proposition 4.3, we obtain
f(wt+1) ≤ f(wt) + ηt∇f(wt)>vt + η2t ω2(ηtd2(vt))λ2t .
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In view of convexity of g, we can derive
g(wt+1) ≤ g(wt) + ηt (g(wt + vt)− g(wt))









vt − ηtλ2t .
Summing up the two last inequalities, we obtain the following estimate







≤ F (wt) + ηt(||r′t||∗wtλt − λ
2









ηt(γt − 1) + η2t ω2(ηtd2(vt))
)
λ2t > 0 and the maximum attained at
ηt :=
ln(1 + (1− γt)d2(vt))
d2(vt)
after a few elementary calculations.
For the second part, we consider the distance between wt+1 and w
?, e.g., ‖wt+1 − w?‖w? . By
the definition of wt+1, we have
‖wt+1 − w?‖w? ≤ (1− ηt) ‖wt − w
?‖w? + ηt ‖w̄t − w
?‖w? (4.26)
Let w̄t = wt+vt and use the notations in (4.24), then from the optimality condition of (4.1) and the




By Lemma 4.4 and the triangle inequality, one can show that
‖w̄t − w?‖w? ≤ ‖Sw?(wt)− Sw?(w?)‖∗w? + ‖ew?(wt, w̄t)‖∗w? + ‖rt‖∗w?. (4.27)
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From the same argument of the proof in [93, Theorem 5], we can derive
‖Sw?(wt)− Sw?(w?)‖∗w? ≤ R(Mf ‖wt − w
?‖2)(Mf ‖wt − w









et. For notational simplicity, we denote d?t := Mf ‖wt − w?‖2. Then, the
above inequality reduces to




t ‖wt − w?‖w? . (4.28)
Next, using the same proof in [93, Theorem 6], we can bound the second term ‖ew?(wt, w̄t)‖∗w? of
(4.27) as
‖ew?(wt, w̄t)‖∗w? ≤ (e
d?t − 1) ‖w̄t − wt‖w? . (4.29)
For the last term in (4.27), with the same argument in (4.25), we have the following bound
‖rt‖∗w? ≤ e
0.5d?t ‖rt‖∗wt
≤ e0.5d?t (1− θt)(1 + βt)‖w̄t − wt‖wt
≤ ed?t (1− θt)(1 + βt)‖w̄t − wt‖w?
(4.30)
where the first and last inequalities result from the Hessian bound. Combining (4.27) with (4.28),
(4.29), (4.30), we obtain
‖w̄t − w?‖w? ≤ (e




t ‖wt − w?‖w? .
With the triangle inequality ‖w̄t − w?‖w? ≥ ‖w̄t − wt‖w? − ‖wt − w?‖w? , we can conclude




(2− ed?t (γt + 1))︸ ︷︷ ︸
R̂t,1(d?t )
‖wt − w?‖w? (4.31)
and




d?t (γt + 1)− 1)
(2− ed?t (γt + 1))︸ ︷︷ ︸
R̂t,2(d?t )
‖wt − w?‖w? . (4.32)
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Using this above bound, (4.26) and the fact ηt ≤ 1, we can bound
‖wt+1 − w?‖w? ≤ [(1− ηt) + R̂t,2(d
?
t )] ‖wt − w?‖w? . (4.33)
With the step-size ηt =
ln(1+(1−γt)d2(vt))
d2(vt)
, we can bound 1− ηt as
1− ηt = 1−
ln (1 + (1− γt)d2(vt))
d2(vt)







(1− γt)2Mf ‖w̄t − wt‖2
2
≤ γt +Mf

















) ‖wt − w?‖2w? + R̂t,2(d
?
t ) ‖wt − w?‖w? . (4.34)
Notice that both R̂t,1(d
?
t ) and R̂t,2(d
?
t ) are increasing function with respect to d
?
t and R̂t,1(0) =
1
1−γt , R̂t,2(0) =
γt
1−γt . With supt {γt} ≤ 0.2, there exists a constant d̄ such that if 0 ≤ d
?
t ≤









}, then {‖wt − w?‖w?} converges to zero in a linear-quadratic rate.
On the other hand, by the definition of σ?, we have
√
σ? ‖wt − w?‖2 ≤ ‖wt − w?‖w? which implies
that {‖wt − w?‖2} also converges to zero in a linear-quadratic rate. 2
4.5.4 The proof of Theorem 4.3: The full-step variant of Algorithm 4.1
At iteration t + 1, we define st+1 := rt+1 − ∇f(wt+1) −Ht+1vt+1 ∈ ∂g(wt+1 + vt+1). By the
monotonicity of the subdifferential ∂g, we have
(st+1 − st)>vt+1 = (st+1 − st)>(wt+1 + vt+1 − wt − vt) ≥ 0.
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This observation applies to the first inequality of the following derivation:
‖vt+1‖wt+1 ≤ ‖vt+1 +∇2f(wt+1)−1(st+1 − st)‖wt+1
= ‖∇2f(wt+1)−1(∇2f(wt+1)vt+1 + st+1 − st)‖wt+1
= ‖r′t+1 − r′t +∇f(wt+1)−∇f(wt)−∇2f(wt)vt‖∗wt+1




≤ γt+1‖vt+1‖wt+1 + ‖r′t‖∗wt+1 + ‖∇f(wt+1)−∇f(wt)−∇
2f(wt)vt‖∗wt+1 .
Rearranging the above inequality, we have












































holds when d2(vt) ≤ 1. If
‖v0‖w0√
σ0













converges to zero at a linear-quadratic rate. Consequently, d2(vt) also converges linear-quadratically
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to zero since d2(vt) ≤Mf
‖vt‖wt√
σt
. For the second part, based on B.2 in Proposition 4.3, we have
ω̄(−d?t ) ‖wt − w?‖
2
wt
≤ 〈∇f(wt)−∇f(w?), wt − w?〉.
By the optimality condition of (4.1), we have
s? +∇f(w?) = 0
for some s? ∈ ∂g(w?). Combining this with ∇f(wt) = rt −Htvt − st for some st ∈ ∂g(wt + vt), we
obtain
〈∇f(wt)−∇f(w?), wt − w?〉 = 〈rt −Htvt, wt − w?〉 − 〈st − s?, wt − w?〉︸ ︷︷ ︸
≥0
≤ 〈r′t −∇2f(wt)vt, wt − w?〉
≤
(∥∥r′t∥∥?wt + ∥∥∇2f(wt)vt∥∥∗wt) ‖wt − w?‖wt
≤ (γt + 1) ‖vt‖wt ‖wt − w
?‖wt .
Hence, we obtain
ω̄(−d?t ) ‖wt − w?‖wt ≤ (γt + 1) ‖vt‖wt .
By the definition of ω̄, one can show that ω̄(−d?t ) = 1−e
−d?t
d?t
≥ 1 − d
?
t
2 ≥ 1 −
1
2 , whenever d
?
t ≤ 1.
Using above inequality, we have ‖wt − w?‖wt ≤ 2(γt + 1) ‖vt‖wt . On the other hand, by the
definition of σt, we have
√
σt ‖wt − w?‖2 ≤ ‖wt − w?‖wt . With the last two inequalities, we obtain











to zero, the last relation also shows that {‖wt − w?‖2} converges to zero in a linear-quadratic rate.
2
4.5.5 The proof of Theorem 4.5: Convergence of the second variant
Similar to the proof in Appendix 4.5.3, at iteration t, there exist r̃t and st ∈ ∂g(wt + vt) such
that
r̃t = ∇̃f(wt) + Htvt + st, ‖r̃t‖∗Ht ≤ (1− θt)‖vt‖Ht .
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Define
r̃′t := r̃t + (∇2f(wt)−Ht)vt + (∇f(wt)− ∇̃f(wt)) = ∇f(wt) +∇2f(wt)vt + st,
and we can derive the following bound for ‖r̃′t‖∗wt :
∥∥r̃′t∥∥∗wt ≤‖r̃t‖∗wt + ∥∥(∇2f(wt)−Ht)vt∥∥∗wt + ‖∇f(wt)− ∇̃f(wt)‖∗wt




where the second inequality follows from the same observation in (4.25) and condition (C2). By
replacing r′t, γt with r̃
′
t, γ̃t respectively in the first part of Appendix 4.5.3, we obtain the following
estimate







≤ F (wt) + ηt(||r̃′t||∗wtλt − λ
2





≤ F (wt) + ηt(γ̃tλ2t − λ2t ) + η2t ω2(ηtd2(vt))λ2t
≤ F (wt)− ∆̃t,
where ∆̃t :=
(
ηt(1− γ̃t)− η2t ω2(ηtd2(vt))
)
λ2t > 0 and the maximum attained at
ηt :=
ln(1 + (1− γ̃t)d2(vt))
d2(vt)
after a few elementary calculations.
Following the same idea, the local linear-quadratic convergence rate of the damped-step iSSPN
can be obtained by the same argument in the second part of Appendix 4.5.3 with r′t, γt replaced by
r̃′t, γ̃t.
For the last part, by the same argument in Appendix 4.5.4, one can show that
λt+1 ≤ γ̃t+1λt+1 + ‖r̃′t‖∗wt+1 + ‖∇f(wt+1)−∇f(wt)−∇
2f(wt)vt‖∗wt+1
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Rearranging the above inequality, under condition (C2), we have















The rest of the proof follows the same argument as in the proof of Theorem 4.3 and we omit the
details here. 2
4.5.6 The proof of Proposition 4.2: Bounds on subsampled gradient
Before proving Proposition 4.2, we first import the following basic result from [84].
Lemma 4.5. For a given w ∈ dom(F ), let ‖∇fi(w)‖ ≤ G(w), i = 1, · · · , n. For any 0 < ε < 1








, then for ∇̃f(w) defined in (4.12), we have
Pr
(
‖∇f(w)− ∇̃f(w)‖ ≤ ε
)
≥ 1− δ.
Proof. [The proof of Proposition 4.2] Since ‖wt − w?‖ ≤ 12Mf , from Proposition 4.3(B.1), the
smallest eigenvalue of∇2f(wt) defined by σmin(wt) = λmin(∇2f(wt)) satisfying the following bound:
σmin(wt) ≥ e−0.25σmin(w?).











From the above inequality, we have the following bound
Pr
(















Therefore, Proposition 4.2 follows from the above estimate and Lemma 4.5. 2
4.5.7 The proof of Theorem 4.4: Sufficient sampling size
Here, we omit the uniform sampling and present the detailed proof of the non-uniform sampling.










i , with probability qi,
−AiA>i , with probability 1− qi,
(4.37)
and let Y =
∑n
i=1 Xi = H −AA>. We have E[Xi] = 0. Let I = {i | qi = 1}, then if i ∈ I, then


















Next, we bound E[Y2] =
∑n





















































Given (4.38), (4.40), and Theorem 1.4 in [100], ‖
∑n
i=1 Xi‖ ≤ ε holds with probability at least 1−δ,
where






Solving for ε gives


















τ1τ2 (6 + τ1τ2)
)
.
Let γ0 = τ1τ2 and divide by ‖A‖22, then we can conclude that for any δ > 0, with probability at









This completes the proof. 2
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CHAPTER 5: Hybrid Bayesian Optimization with DIRECT
5.1 Introduction
In this chapter, we aim to work on the black-box optimization with application in hyper-
parameter optimization (HPO) for machine learning models. Many HPO problems come in the




The feasible set and objective function typically have the following properties:
• The input x ∈ Rp is a low dimensional vector, e.g., p ≤ 10.
• f is expensive to evaluate and often, the number of evaluations is typically limited to a few
hundred. Such limitation arises when the function evaluation takes a significant amount of
time (in hours) and bears a budget limitation (e.g., from purchasing cloud computing power).
• f lacks the special structure like concavity or linearity which makes many efficient algorithms
unavailable. We refer such function f as black-box.
• Only function value of f can be accessed while no first-order or second-order information can
be used. This is often called derivative-free optimization.
• We aim to find a global rather than the local optimum.
Black-box optimization has a long history and can be traced back to the deterministic direct-
search (DDS) method proposed in [49]. Subsequently, many variants of DDS have been proposed,
including the generalized pattern-search (GPS) method [97, 98], DIRECT [53] and the mesh adap-
tive direct search (MADS) method [4]. In addition, evolution strategy [86] is a class of black-box
optimization that are heuristic search procedures inspired by natural evolution, including the dif-
ferential evolution (DE) [77] and the covariance matrix adaptation evolution strategy (CMA-ES)
[38]. Another important class of black-box optimization is the local model-based methods in which
the updates are based primarily on the predictions of a model that serves as a surrogate of the
objective function or of a related merit function. For instance, RBFOpt [20] utilizes the radial basis
function as the surrogate model.
However, most of the methods above can require extensive function evaluations which makes
them not applicable in many situations as f is expensive to evaluate and often, the number of
evaluations is typically limited to a few hundred. DIRECT [53] and Bayesian optimization [31, 68]
are two powerful black-box optimization algorithms for global optimization. Each of them uses a
different assumption on the unknown function, and they exploit different techniques to search the
feasible domain. DIRECT is based on a space-partitioning strategy which is designed to adaptively
perform local and global exploration at each iteration under the Lipschitz-continuity condition.
A compelling benefit of DIRECT is the ability to quickly locate regions that potentially contain
a global optimum [60, 59, 25]. However, the performance of DIRECT can deteriorate when the
assumption is loosely satisfied. A Bayesian optimization method frequently assumes a smooth
Gaussian process prior on the objective function. A closed-form posterior distribution is computed
using the observed function evaluations. The algorithm uses an acquisition function to choose the
next point to evaluate the function value. When the feasible domain is large, the BO assumption
can be absent. As a result, its convergence can be slow. We propose a framework to combine two
algorithms in order to take advantage of their strength.
5.2 Related Work
There are two main steps in a DIRECT-type algorithm: 1) selecting a sub-region within Ω, the so-
called potentially optimal hyper-rectangle, in order to get a new sample point over the sub-region,
and 2) splitting the potentially optimal hyper-rectangle. In the literature, a number of variants of
DIRECT algorithms have been proposed to improve the performance of DIRECT, most of them are
devoted to the first step [32, 30, 61, 50, 96, 57]. There are a limited number of papers working
on the second step, for example [33]. Another line of research direction to speed up DIRECT is to
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incorporate a local search strategy in the framework [60, 59, 25]. These local searches are mainly
based on a surrogate model for the objective function, and do not use any prior knowledge of the
function.
Recently, Bayesian Optimization, especially by making use of a Gaussian process (GP) generated
using a Gaussian or Matérn kernel, is widely used in hyper-parameter tuning for machine learning
models [31, 68]. The classical implementation of BO methods for some acquisition functions includes
GP-UCB [91], and GP-EI [102]. Knowledge gradient [107] and max-value entropy search [105] are
recently proposed to speed up the practical performance of BO.
We summarize our contributions as follows:
• We propose a sample-efficient hybrid Bayesian Optimization algorithm with DIRECT to solve
(5.1) which combines strengths from BO and DIRECT .
• The global convergence of the new algorithm is developed.
• We demonstrate the practical performance of the new algorithm by solving synthetic functions
and benchmark hyper-parameter tuning problems in machine learning.
5.3 Background
In this section, we review basic steps for designing the original DIRECT and Bayesian optimization
methods. We can leverage them to show how we modify these steps to derive a hybrid algorithm.
5.3.1 DIRECT Algorithm
We consider the well-known DIRECT algorithm [53] for solving global optimization problems
with box constraint. The name DIRECT comes from the shortening of the phrase ”DIviding RECT-
angles, which describes the way the algorithm partitions the feasible domain by a number of hyper-
rectangles in order to move towards the optimum. In the literature, a number of variants of DIRECT
algorithms have been proposed for a general objective function [30, 50, 57, 25, 59] .
The DIRECT algorithm begins the optimization by transforming the domain of the problem (5.1)
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linearly into the unit hyper-cube. Therefore, we assume for the rest of the paper that
Ω = {x ∈ Rp : 0 ≤ xi ≤ 1}. (5.2)
In each iteration, Algorithm 5.1 consists of three main steps. First, we identify a set of potentially
optimal hyper-rectangles based on a criterion. We expect that the sub-regions have a high chance
to contain a global optimal solution. The second step is perform a local search over the potentially
optimal hyper-rectangles. Thirdly, we divide the selected hyper-rectangles into smaller hyper-
rectangles.
At the k-th iteration, let Pk define the set of the current hyper-rectangles associated with the
index set Ik
Pk = {Hi : i ∈ Ik}
where
Hi = {x ∈ Rp : 0 ≤ li ≤ x ≤ ui ≤ 1}
is a hyper-rectangle in the partition. The set Ck denotes the set of centers ck of hyper-rectangles
in Pk. Denote fi by the function value evaluated at the centre of Hi by evaluating at the current
sampled points in the sub-region including its center ci. We use m to count the number of function
evaluations and fmaxeval is the maximal number of function evaluations. We present the our main
algorithm DIRECT in Algorithm 5.1.
Algorithm 5.1 DIRECT
Define c1 = (0.5, . . . , 0.5) ∈ Rp and set xmax = c1, fmax = f(c1), k = m = 1
Run the Initialization Step to get P1, I1, C1, fi(∀i ∈ P1), fmax and xmax
while m ≤ fmaxeval do
Identify the set S of all potentially optimal hyper-rectangles in Pk
for j ∈ S do
a) (Optional) Perform a local search over Hj
b) Identify the sides of the rectangle Hj and divide Hj into smaller hyper-rectangles along
these directions
c) Evaluate f at centers of new hyper-rectangles
d) Update fmax, xmax, and m
k ← k + 1 and update Pk, Ik, Ck, fi(∀i ∈ Pk)
Every hyper-rectangle i is represented by a pair (fi, di), where fi is the function value evaluated
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at the centre of Hi and di is the size of the hyper-rectangle. The criterion to select hyper-rectangles,
the so-called potentially optimal hyper-rectangles, for further divided is based on a score computed
from (fi, di). A pure local strategy would select the hyper-rectangle with the largest value for fi,
while a pure global search strategy would choose one of the hyper-rectangles with the biggest size
di in each iteration. The main idea of the DIRECT algorithm is to balance between the local and
global search, which can achieve by using a score weighting the two search strategies: fi +K × di
for some K > 0. The potentially optimal hyper-rectangles for DIRECT are defined as follows [53]:
Definition 5.1. Let ε > 0 be a small positive constant and fmax be the current best function value
over Ω. We denote fi by the function value at the centre of the hyper-rectangle Hi. A hyper-rectangle
j is said to be potentially optimal if there exists K > 0 such that
fj +K × dj ≥ fi +K × di, ∀i ∈ [m] (5.3)
fj +K × dj ≥ fmax + ε, (5.4)
where dj is one half of the diameter of the hyper-rectangle Hj.
The global convergence of Algorithm 5.1 is well established as DIRECT keeps splitting large
hyper-rectangles into smaller ones. However, DIRECT is not sample-efficient because it needs to
evaluate the target function for many times in each step. In addition, DIRECT only evaluates at the
center of the hyper-rectangles which may not be optimal for searching better candidates.
5.3.2 Bayesian Optimization
Bayesian optimization is a sample-efficient global optimization method for solving (5.1). BO
builds a surrogate function to approximate the unknown target function f using the Bayesian ideas.
At iteration t, given Dt = {(x1, y1), . . . , (xt, yt)} where yi = f(xi), the objective function is dis-
tributed according to a Gaussian process (GP) prior: f(x) ∼ GP (µ(x), k(x, x′)). For convenience,
the mean function µ(x) is often assumed as a zero function. The covariance matrix k(x, x′) is used
to model the covariance between any two function values f(x) and f(x′). Here, we describe two
examples that are widely used in practice.
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• Power exponential kernel:

















where d = x − x′, and Kν is the modified Bessel function. One common selection for the
parameter is ν = 5/2, where the kernel function is reduced to








Under the GP prior and the data Dt, the predictive distribution for f(x) at any point x is again a




σ2t (x) = k(x, x)− kTK−1k, (5.6)
where K ∈ Rt×t has entries k(xi, xj) and
k = [k(x1, x), . . . , k(xt, x)]
T .
In the sequential decision making setting, the next query point is chosen by optimizing the
acquisition function. Typically, the acquisition function α(x|Dt) is defined such that peak values
would correspond to potentially high values of the objective function due to either high prediction
or high uncertainty. We present two widely used acquisition functions in the BO setting:
• Expected improvement (EI): The expected improvement with respect to the best function
value yet seen f∗t = max{f(x1), . . . , f(xt)} is defined by
EI(x) = E[f(x)− f∗t ]+ (5.7)
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where a+ = max(a, 0). Based on the GP posterior, one can easily compute such expectation,
yielding:






and φ(·), Φ(·) represent the pdf and cdf of the standard normal distribution respectively.
• Upper confidence bound (UCB): UCB considers the combination of mean and variance
UCB(x) = µ(x) + κσ(x) (5.9)
as the acquisition function.
5.4 Algorithm derivation
The DIRECT requires extensive function evaluations of the unknown target function f(x). How-
ever, such requirement is unrealistic in the HPO setting as each function evaluation may take
minutes even hours. This drawback prevents the practical application of DIRECT and motivates us
to propose the new algorithm Bayesian DIRECT (BD) which can substantially reduce the function
evaluations with the help of Bayesian models over the unknown target functions. The BD algorithm
is described in Algorithm 5.2.
Algorithm 5.2 Bayesian DIRECT (BD)
Initialize with m points to get P1, I1,D1, and fmax; k ← 1
while m ≤ fmaxeval do
Identify the set S of all potentially optimal hyper-rectangles in Pk
for j ∈ S do
a) Find xj = argmaxx∈Hj α(x|Dk) and evaluate f(xj)
b) Identify the sides of the rectangle Hj and divide Hj into smaller hyper-rectangles along
these directions
c) Update fmax, and m
k ← k + 1 and update Pk, Ik,Dk and α(x|Dk)
In the following subsections, we explain the details of the initialization step, and how to identify
and split potentially optimal hyper-rectangles.
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Figure 5.1: Initialization of BD
5.4.1 Initialization
In the initialization step, we randomly sample m points D1 = {x1, . . . ,xm} ⊂ [0, 1]p using the
Latin Hypercube sampling (LHS) algorithm and evaluate f(xi), i ∈ [m]. The posterior function
P (f(x)|D1) and the acquisition function α(x|D1) are computed under the GP prior. Then, BD
divides the hyper-cube Ω by maximizing the acquisition function in 2d hyper-cubes centering at
c1 + δei and c1 − δei with c1 = (0.5, . . . , 0.5) ∈ Rp and width δ = 13 and denote these hyper-cubes
as Ωi,+ and Ωi,− for i ∈ [p]. Let
αi,+ = argmax
x∈Ωi,+
α(x|D) and αi,− = argmax
x∈Ωi,−
α(x|D)
for i ∈ [p]. Following the idea of DIRECT, BD select a hyper-rectangle with a large acquisition
function value in the search space; hence let us define
αi = max{αi,+, αi,−}, i ∈ [p]
and the dimension with largest α is partitioned into thirds. Once this is done, split the hyper-
rectangle into thirds along the dimension with next largest α value. Continue in this way until we
have split on all dimensions. By doing so, c1 ± δei are the center of the newly generated hyper-
rectangles and we can initialize the sets P1, I1 simultaneously. Figure 5.1 shows the way of splitting
the hyper-rectangle for the case p = 2.
5.4.2 Potentially Optimal Hyper-rectangles
In each iteration, we use a new criteria for BD to select the next potentially optimal hyper-
rectangles which should be divided. Suppose that we use the UCB as the acquisition function, BD
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searches locally and globally by dividing all hyper-rectangles that meet the criteria in Definition
5.2.
Definition 5.2. Let αi is the best acquisition function value over the hyper-rectangle Hi. A hyper-
rectangle j is said to be potentially optimal if there exists K ≥ 0 such that
αj +K × dj ≥ αi +K × di, for all i ∈ [m] (5.10)
αj +K × dj ≥ fmax (5.11)
where dj represents the center-vertex distance of the hyper-rectangle j.
Here, we use the definition for dj as the same one used in [52]. Instead of using the exact
function value in each hyper-rectangle, we replace fj by the best acquisition function value αj over
the hyper-rectangles. By doing so, BD provides a sample-efficient approach to detect the potentially
optimal hyper-rectangle for the next iteration.
Lemma 5.1. Let I be the set of all indices of all existing hyper-rectangles and for each j ∈ I,
define
I1 = {i ∈ I : di < dj}
I2 = {i ∈ I : di > dj}





, ∀i ∈ I1 ∪ I2.
If the hyper-rectangle j is potentially optimal, then
αj ≥ αi, ∀i ∈ I3, (5.12)
there exists K > 0 such that
max
i∈I1







gi × dj ≥ fmax. (5.14)
Proof. For i ∈ I3, the inequality αj ≥ αi follows directly from (5.10). For i ∈ I1, we have
K ≥ αj − αi
di − dj
,
and for i ∈ I2, it implies that
K ≤ αj − αi
di − dj
.
Hence, (5.13) directly follows from above by taking the maximum over I1 and taking the minimum
over I2. If mini∈I2 gi ≥ max{0,maxi∈I1 gi}, taking the maximum for K gives the result in (5.14).
2
The following figure illustrates the selection process given the pairs (αi, di), ∀i ∈ I. Each point
represents a hyper-rectangle in the current iteration.
Figure 5.2: Identifying potentially optimal hyper-rectangles for BD
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If we use the EI as the acquisition function in BD, the potentially optimal hyper-rectangle is
defined in the following statement.
Definition 5.3. Let ε > 0 be a small positive constant and αi is the best acquisition function value
over the hyper-rectangle Hi. A hyper-rectangle j is said to be potentially optimal if there exists
K ≥ 0 such that
αj +K × dj ≥ αi +K × di, for all i ∈ [m] (5.15)
αj +K × dj ≥ ε|fmax − fmedian| (5.16)
where dj represents the center-vertex distance of the hyper-rectangle j.
The small positive constant ε is used to balance between global search (exploration) and local
search (exploitation). A common choice for ε is 0.001 and we will use it as the default value when
using EI acquisition function in BD. fmedian is the median of all previous evaluated target function
values in BD.
5.4.3 Splitting Potentially Optimal Hyper-rectangles
Once a hyper-rectangle has been identified potentially optimal, BD divides this hyper-rectangle
into smaller hyper-rectangles. The algorithm only splits the dimension with the longest width. In
k-th iteration, for any potentially optimal hyper-rectangle H ∈ Pk with center c, let J ⊂ [p] be
the index set such that the j-th dimension has the longest width w for any j ∈ J . Following the
same idea in the initialization step, BD divides the selected hyper-rectangle H by maximizing the
acquisition function in 2|J | hyper-cubes centering at c + w3 ej and c−
w
3 ej with width
w
3 for j ∈ J .
The dimension with largest acquisition function value will be selected and is partitioned into thirds.
Continue in this way until all dimensions in J are split. Figure 5.3 gives an example of how to split
the Potentially Optimal Hyper-rectangles in R2.
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Figure 5.3: Splitting Hyper-rectangles in BD
5.5 Convergence results
In this section, we analyze the theoretical convergence of BD using the UCB acquisition func-
tion. The following theorem proves that the sequence generated by the BD is dense in the feasible
region and the global convergence of BD follows directly from such observation as long as the target
function is continuous.
Theorem 5.1. The set ∪∞k=1Dk generated by Algorithm 5.2 is dense in Ω.
Proof. In iteration k of BD, let Imaxk ⊂ Ik be the index set for the hyper-rectangles with the largest
value d. Let ik ∈ Imaxk be the index such that
αik ≥ αj , ∀j ∈ I
max
k .
From the definition of 5.2, the hyper-rectangle Hik will be selected as potentially optimal and a
new point x∗ik ∈ Hik will be evaluated. Based on this observation, we can conclude at least one of
the hyper-rectangles with largest value d will be split in each iteration. Thus, the points generated
by BD are dense in Ω. 2
The next Lemma claims BD will select the point with the largest acquisition function value α
which coincides with the BO algorithm.
Lemma 5.2. In each iteration, the hyper-rectangle with the largest acquisition function value α
will be selected as a potentially optimal hyper-rectangle.
Proof. In iteration k, let Ik be the set of all indices of all existing hyper-rectangles and
x∗i = argmax
x∈Hi










Recall the definition of UCB acquisition function that α(x|Dk) = µk(x) + κσk(x). Then
αik = max
x∈Ω





As a result, (5.11) holds for any K ≥ 0. Since αik = maxi∈Ik αi. There exists a sufficient small
ε0 > 0 such that for any 0 ≤ K ≤ ε0
αik +K × dik ≥ αi +K × di, ∀i ∈ Ik.
Combining the above two observations, we can conclude that the hyper-rectangle ik will be selected
as potentially optimal. 2
We have proved that BD will select at least two new points (they might overlap) in each iteration.
However, it doesn’t mean only these two points will be included and there might be some other
hyper-rectangles selected by BD as long as they satisfy the requirements by Definition 5.2. Figure
5.2 gives a good visualization of the selection process.
5.6 Numerical examples
We evaluate the performance of the proposed algorithm on several synthetic benchmarks. More-
over, we examine its ability to tune the hyper-parameters for the random forest, logistic regression,
and deep learning on some well-known datasets.
5.6.1 Synthetic Test Functions
We evaluate BD and BO on five test functions chosen from [94], including the 2D Branin function
on [−5, 15]× [0, 15], 3D Hartmann function on [0, 1]3, 3D Rosenbrock function on [−2, 2]3, 4D Levy
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function on [−10, 10]4, and 5D Ackley on [−2, 2]5. For the acquisition function, we test both
EI and UCB on BD and BO. We run the algorithms for 50 trials and report the average of best
observed target function values in Figure 5.4. BO often outperforms in the early 20-40 function
evaluations while BD shows a better convergence in later updates. This phenomenon is in line with
our expectation as BD needs more function evaluations in the early iterations to discover potentially
optimal regions while BO makes greedy progress from the beginning.
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Figure 5.4: EI and UCB (from left to right). Branin, Hartmann, Rosenbrock, Levy, and Ackley (from top
to bottom)
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5.6.2 Random Forest for Binary Classification
Random Forest [12] is a tree ensemble method which utilizes the bagging strategy. We run a ran-
dom forest classifier on four benchmark binary classification datasets 1, including a1a, mushrooms,
svmguide3, and w1a. We tune 3 hyperparameters for random forest: n estimators, min samples split,
and max features. The n estimators determines the number of trees in the classifier and is selected
from 10 to 250. The min samples split represents the minimum number of samples required to split
an internal node and takes values between 3 and 25. The max features chooses the percentage of
features from 0.01 to 0.99 to consider when looking for the best split. The output is defined as the




Figure 5.5: EI and UCB (from left to right). a1a, mushrooms, svmguide3, and w1a datasets (from top to
bottom).
5.6.3 Logistic Regression and Deep Learning
We tune logistic regression and a feedforward neural network with 2 hidden layers on the
MNIST dataset, a standard classification task for handwritten digits. The training set contains
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60000 images, and the test set 10000. We tune 4 hyperparameters for logistic regression: the `2
regularization parameter from 1e−6 to 1, learning rate from 1e−6 to 1, mini batch size from 10 to
1000 and training epochs from 5 to 20. For the neural network, we additionally tune the number
of hidden units in [100, 1000]. For all of the 5 hyperparameters, the training epoch uses the regular
scale while the other 4 parameters are selected in the log10 scale. Figure 5.6 reports the average
for 20 times run of both algorithms.
Figure 5.6: EI and UCB (from left to right). Logistic regression and deep learning (from top to bottom).
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