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1, EINLEITUNG 
Auf dem Gebiet des maschinellen Lernens wurden vor allem in den letzten zehn Jahren 
entscheidende Fortschritte erzielt, die sowohl für das Gebiet der kognitiven Psychologie als 
auch bei der Erstellung von Expertensystemen erhebliche Auswirkungen zeigen. Die Idee des 
maschinellen Lernens selbst ist jedoch bereits in der Anfangsphase der Forschungen zur 
Künstlichen Intelligenz vorhanden. So hat Alan Turing schon in den vierziger Jahren postuliert, 
daß Computersysteme, die als digitale informationsverarbeitende Maschinen anzusehen sind, 
lernfahig sein müßten, um intelligentes Verhalten zeigen zu können. Lange vor dem praktischen 
Einsatz von Computersystemen hat er dazu theoretische Überlegungen angestellt (Turing, 
1947). In den fünfziger Jahren entstanden dann Computerprogramme, die in klar deflnierten 
Mikrowelten, (z.B. in einfachen Spielen wie Checkers) ihr Verhalten durch Lernen verbessern 
konnten (Samuel, 1959). 
Nachdem es in den nächsten Jahrzehnten wegen der zu hoch gesteckten Erwartungen und den 
darauffolgenden Enttäuschungen auf dem Gebiet des maschinellen Lernens etwas ruhiger 
geworden war, werden seit Anfang der achtziger Jahre sowohl in theoretischer als auch in 
praktischer Hinsicht wieder vielfältige Fortschritte erzielt. So können nun auch Lernprogramme 
erstellt werden, die den Einsatz in sehr komplexen Situationen des realen Lebens ermöglichen. 
Dabei zeigt sich allerdings auch, daß unser Verständnis von maschinellem Lernen .dem Wandel 
unterliegt. 
Bei der Entwicklung von Lernprogrammen wurden vielfach Erkenntnisse der Psychologie 
genutzt. Es ist daher vielleicht nicht besonders überraschend, daß diese Programme ihrerseits 
nun auch wiederum als Modelle des menschlichen Lernens betrachtet werden können. In 
manchen Fällen wurden maschinelle Lernverfahren bereits mit Verhaltensdaten verglichen. 
Dadurch kann eine Prüfung der psychologischen Validität dieser Computermodelle erfolgen. 
Solche Computermodelle werden dann als kognitive Modellierungen des menschlichen Lernens 
bezeichnet (Opwis, 1992; Schmalbofer & Wetter, 1988; Strobe et al., 1993). 
Mit diesem Beitrag soll nun ein erster Einblick in das sehr aktive Forschungsgebiet des 
maschinellen Lernens gegeben werden. Dabei werden zunächst verschiedene Lernverfahren 
exemplarisch dargestellt. Am Beispiel des JUDGE-Systems (Bain, 1986) wird veranschaulicht, 
wie Erfahrungen über komplexe Zusammenhänge der Rechtsprechung durch fallbasiertes 
Schließen aufbereitet und dann wiederverwendet werden können. Die Funktionsweise von 
induktiven Lernverfahren wird anhand des INDUCE-Systems (Michalski, 1983) erläutert, das 
bereits als psychologisches Lernmodell evaluiert wurde. Zum Lernen aus Texten werden zwei 
Systeme vorgestellt, nämlich das GENESIS-System (Mooney & DeJong, 1985) und das C-I-
Modell (Kintsch, 1988; Mross & Roberts, 1992). 
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· Im dritten Abschnitt wird eine Klassiftkation von Lemsystemen auf der Wissensebene (vgl. 
Newell, 1982) erarbeitet, und es werden daraufhin weitere Lernsysteme vorgestellt, die für die 
einzelnen Klassen von Lernsystemen (mehr oder weniger) prototypisch und/oder für die 
Modellierung menschlicher Lernprozesse bedeutsam sind. In dem darauffolgenden Abschnitt 
wollen wir dann maschinelles Lernen in komplexen Bereichen der realen Welt diskutieren. Im 
Gegensatz zu der Modellierung von Lernprozessen in gut verstandenen und klar beschriebenen 
Laborsituationen (Mikrowelten) wird hier nun der praktische (und auch kommerzielle) Nutzen 
von Lernmodellen . thematisiert. In der abschließenden Diskussion wird die Beziehung von 
maschinellem Lernen und Künstlicher Intelligenz zur psychologischen Lernforschung und der 
Kognitiven Psychologie erläutert 
2. EXEMPLARISCHE DARSTELLUNG VON 
LERNVERFAHREN 
In diesem Abschnitt werden anhand von ausgewählten Systemen drei Lernverfahren 
vorgestellt, die unterschiedliche Leistungen erbringen: Mit dem JUDGE-System werden 
Erfahrungen in einer objektiven Weise als Fälle auf Rechnern abgelegt, um sie später 
wiederverwenden zu können. Mit INDUCE werden aus einer Menge von klassiftzierten 
Beispielen (z. B. positive und negative Beispiele) allgemeingültige Regeln gefunden, mit Hilfe 
derer alle Beispiele einer Klasse von den Beispielen der anderen Klassen unterschieden werden 
können. Die Systeme GENESIS und C-I beschreiben schließlich, wie aus Texten ein 
allgemeingültiges Schema und Sachkenntnisse erworben werden können. 
2.1 Lernen aus Fällen 
Unter dem Thema Lernen aus Fällen und fallbasiertes Schließen werden Arbeiten 
zusammengefaßt, die Anfang der 80er lahre in der Arbeitsgruppe von Roger Schank begonnen . 
wurden und in den letzten lahren zunehmend auch in Europa und Deutschland an Bedeutung 
gewonnen haben (Aamodt, 1991; Althoff et al., 1992; Hesse, 1991; Janetzko & Strohe, 1992; 
Kolodner, 1993; Schmalhofer & Thoben, 1992; Weber et al., 1988; Weber, 1993). Diese 
Lernverfahren sollen nun am Beispiel der Rech~prechung mit Hilfe des JUDGE-Systems 
vorgestellt werden. JUDGE (Bain, 1986; Riesbeck & Schank, 1989) ist nämlich ein typisches 
fallbasiertes System, das aufgrund einer Modellierung der Informationsverarbeitungsprozesse 
bei der amerikanischen Rechtsprechung entwickelt wurde. 
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· 2.1.1 F allbasiertes Schließen in der Rechtssprechung 
Die Entwicklung von JUDGE begann mit einer umfangreichen Wissensak:quisition bei 
Rechtsexperten. In dieser Phase wurden mehreren amerikanischen Richtern sexuelle 
Mißhandlungen von Kindern geschildert. Jeder Fall wurde nur sehr dürftig beschrieben, so daß 
die Richter durch Nachfragen die für die Rechtsprechung relevanten Informationen erst 
erkunden mußten. Dabei wurde festgestellt, daß amerikanische Richter vergleichsweise wenig 
Paragraphen der Strafgesetzbücher verwenden, sondern vielmehr aufgrund ihres (reic~tigen) 
Erfahrungsschatzes urteilen. Sie entscheiden dabei oft auf grund besonders typischer Merkmale. 
Von dem dargestellten Tatbestand werden so vor allem die Vorstrafen des Täters, mögliche 
Erklärungungen im sein kriminelles Verhalten, und die Größe des Schadens beim Opfer 
berücksichtigt. So wird beispielsweise eine sexuelle Mißhandlung für schwerwiegender 
erachtet als eine einfache Körperverletzung. Ferner wird ein Urteil nicht unmittelbar gefällt, 
sondern es werden eine Reihe- möglicher Urteile aufgezählt und die an sie geknüpften 
Bedingungen genannt. Dann wird geprüft, welche dieser Bedingungen durch weitere 
Zeugenaussagen gestützt wird, und anschließend ein endgültiges Urteil gefällt Das Verhalten 
eines amerikanischen Richters kann so als fallbasiertes Schließen modelliert werden. 
Fallbasiertes Schließen (engL: Case-Based Reasoning) beinhaltet im wesentlichen die folgenden 
Schritte: erst sucht der Urteilssuchende (oder allgemeiner, der Problemlöser) in seinem 
Gedächtnis nach einem ähnlichen Fall, den er in der Vergangenheitbe8ibeitet hat. Seine 
Erinnerung ist dabei nicht auf den Fall alleine beschränkt, sondern er kann sich auch an die 
früher verwendeten Strategien erinnern. Dann paßt er seine Strategie an die Anforderungen des 
neuen Problems an und merkt sich das so entstandene Paar, das aus der Problemstellung und 
der Problemlösung besteht (u.U. mit den aufgetretenen Unterschieden zu dem früheren Fall). 
2.1.2 Das JUDGE-System 
Das JUDGE-System ist in der Lage, zu einem vorgelegten Tatbestand einer kriminellen 
Handlung aufgrund der Erfahrungen der bisherigen Rechtsprechung ein Urteil über Schuld und 
Unschuld des Täters, den es zunächst vom Opfer zu unterscheiden gilt, zu fällen, sowie ein 
angemessenes Strafmaß zu bestimmen. 
Ein typischer Fall, der JUOOE vorgegeben wird, ist beispielsweise FALLI: 
"First, Randy struck Chuck with his fislS several times. Chuck was only slightly hurt. Next, 
Chuck struck Randy with his fislS several times. Randy Wt only slightly hurt. Theo, Randy 
slashed at Chuck with a lmife one time. Chuck's skin was cut Next, Chuck slashed at Randy with 
a lmife one time. Randy's skin was cut Fmally, Randy stabbed Chuck with a mife seveml times. 
Chuck died. " 
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. JUDGEI versucht nun zunächst, die Motivationen der Täter für die einzelnen Handlungen zu 
erklären, versucht daraufhin, sich an einen ähnlichen Fall zu erinnern, und paßt schließlich das 
erinnerte Strafmaß an den vorgegebenen aktuellen Fall an. 
Beschreibung der Verarbeitungs phasen: Das System JUDGE realisiert ein fallbasiertes Modell 
der Rechtsprechung. Es beginnt mit einer Menge einfacher Strategien, um Urteile zu fällen. 
Aber bereits nach wenigen Fällen erinnert sich IUDGE an die bereits gelösten Fälle und 
versucht diese wiederzuverwenden. Das JUDGE System hat fünf Phasen: 1. die 
Interpretationsphase, 2. die Erinnerungsphase, 3. die Vergleichsphase, 4. die Anwendungs-
und Modifikationsphase und schließlich 5. die Generalisierungsphase. 
In der Interpretationsphase inferiert IUDGE die Motivationen der handelnden Personen, die in 
der Fallbeschreibung vorkommen. Die Eingabe in das Programm besteht nur aus den Aktionen, 
wie z.B. eine Person schlägt eine andere, und den daraus entstandenen direkten und indirekten 
Folgen, z.B. die andere Person wird niedergestreckt oder verliert ihr Bewußtsein. 
IUDGE kennt drei Arten von Interpretationen: initiale Interpretationen motivieren den Beginn 
eines Kampfes, intentionale Interpretationen beurteilen die darauf folgenden Aktionen (die 
relative Kraft der Handlung als Antwort auf die Aktion des anderen (stärker, ähnlich stark, oder 
weniger stark) und den eigentlichen Grund für die Aktion (Selbstverteidigung oder Rache», 
und schließlich die Ergebnis-Interpretation, die das Resultat einer Aktion relativ zu der 
beabsichtigten Konsequenz •. bewertet (stärker als beabsichtigt, wie beabsichtigt oder schwächer 
als beabsichtigt). Dabei bleibt IUDGE möglichst unvoreingenommen und objektiv. 
Bei der initialen Interpretation des oben beschriebenen Falles (FALLl) wird zunächst ein 
. einzelnes Ereignis (bestehend aus einer Aktion und deren Konsequenz) betrachtet "First, 
Randy struck Chuck with his fists several times. Chuck was only slightly hurt." wird so als 
erstes Einzelereignis (engl.: EVEN1) oder Episode bezeichnet IUDGE sucht und findet dann 
eine EPISODE in seinem Gedächtnis, die mit der dargestellten Beschreibung weitgehend 
übereinstimmt. In dem speziellen Beispiel wird der Beginn des Kampfes dadurch also als 
unprovozierte Verletzung des Gegenübers eingestuft. 
In der folgenden Erinnerungsphase sucht JUDGE nun mit Hilfe der bereits gefundenen Episode 
nach einem ähnlichen Fall in seinem Gedächtnis und fmdet dabei den folgenden als FALLO 
bezeichneten Eintrag: 
1 Bei einer Betrachtung auf I..~r Wissensebene ist es in der Infonnatik und dec Kognitionswissenschaft üblich, 
informatioosvenubeitenden Systemen Ziele und Wissen zuzuschreiben (NeweIl, 1982; Clancey, 1989) und sie 
dadurch als Akteure zu charakterisieren (vgl. Abschnitt 3 und Fußnoten 8 bis 12, sowie Dennetts (1987) 
"intentional stance"). Auf der untec der Wissensebene liegenden Symbolebene (NeweIl, 1980) sollten 
Informationsverarbeitungssysteme dagegen nur als Systeme und nicht als Akteure dargestellt werden (vgl. 
Hemnann, 1982). Der Begriff dec Wissensrepräsentation gehört dabei ebenfalls zur Symbolebene (vgl. Hemnann, 
1988). 
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"First, Ted slashed at Al with a knife one time. Al's skin was slightly cut. Next, Al slashed at Ted 
with a knife one time. Ted's skin was slightly cut Finally, Ted stabbed Al with a knife several 
times. Al died." 
Zum Auffinden dieses Falles mußte zunächt entschieden werden, welches die wichtigsten 
Merkmale der Situations beschreibung sind, die bei einer Bewertung der Ähnlichkeit die 
vorherrschende Rolle einnehmen. Zu diesem Zweck ist das System mit einer Reihe von 
Kriterien ausgestattet. Das wichtigste Merkmal ist etwa, ob der Täter als Erwachsener oder als 
Jugendlicher eingestuft wird, denn demzufolge ist entweder das normale Strafgesetz oder das 
Jugendstrafgesetz maßgeblich. Darüber hinaus ist entscheidend, wer den Kampf begonnen hat 
(der Täter oder das Opfer). 
Der im Gedächtnis abgelegte Fall kann dem neu zu beurteilenden Fall mehr oder weniger 
ähnlich sein. Es muß daher ein Mindestmaß an Ähnlichkeit gewährleistet werden, bevor ein 
bereits abgelegter Fall zur Beurteilung des neuen Falles herangezogen wird. Findet JUDGE 
keinen hinreichend ähnlichen Fall, so muß das System versuchen, ein Urteil aufgrund einer der 
vorhandenen Strategien zu fällen, die auch bei einer leeren Fallbasis angewendet werden. 
Stehen mehrere geeignete Fälle zur Verfügung, so muß das System aufgrund eines 
Präferenzkriteriums einen auswählen. Ein solches Kriterium ist z.B. die Aktualität eines Falles 
oder eine besonders hohe Übereinstimmung in den entscheidenden Merkmalen. 
In der Vergleichsphase ermittelt JUDGE nun die Unterschiede zwischen dem aktuellen Fall und 
dem Fall aus der Fallbasis. Wenn sich keinerlei Unterschiede fänden, würde das Urteil aus dem 
alten Fall unverändert übernommen. Im allgemeinen sind aber Unterschiede gegeben, und es 
werden Modifikationsstrategien eingesetzt, um das Urteil des alten Falles angemessen an den 
neuen Fall anzupassen. 
Bei dem Vergleich von FALLt mit FALLO stellt sich bezüglich des Schadens am Opfer kein 
Unterschied heraus: 
IN Born CRIMES, TIIE VICTIM WAS KllLED. NOT ONL Y WERE BOrn OF THESE 
OUTCOMES TIIE DIRECT INTENTIONS, BUT TIIE ACOORS INTENDED AND CAUSED 
nIE SAME AMOUNT OF HARM. 
Grundsätzlich vergleicht JUnGE zwei Ereignisse solange, bis merkliche Unterschiede 
gefunden sind, oder eines der beiden (oder beide) Ereignisse vollständig geprüft ist2 
In der Anwendungs-· und M odijikationsphase wendet JUDGE mehrere Modifikationsregeln auf 
das Ergebnis der Vergleichsphase an. Das alte Urteil wird dadurch so verändert, daß daraus das 
2 Es handelt sich hierbei im Prinzip um einen kriteriumsabhängigen Vergleichsprozeß, der auch bei vielen 
psychologischen Prozeßmodellen eine wichtige Rolle spielt (z.B. Schmalhofer, Albert, Aschenbrenner, Gertzen, 
1986). 
5 
Urteil für den neuen Fall entsteht. Wenn die Fälle beispielsweise nicht identisch, aber doch sehr 
ähnlich sind, so wird das ausgesprochene Urteil in Bezug auf das Mindest- und Höchstmaß der 
Strafdauer proportional skaliert. Sonst wird je nach Grad der Ähnlichkeit beispielsweise eine 
Regel der Art "IF comparison = AGREED or SIMll..AR-RESULT and the crimes are not 
immediately different THEN increase or decrease the old sentence by 25% as appropriate." 
angewendet. 
In der Generalisierungsphase schließlich formt JUDGE aus mehreren ähnlichen Fällen 
allgemeine Regeln tlir die Rechtsprechung. Bei einer ersten Generalisierung, die auf zwei 
Fällen beruht, wird das Urteil einfach als Konklusion der Regel übernommen, und die 
gemeinsamen Merkmale der beiden Fälle dienen als Prämissen. Eine solche Generalisierung 
von Einzelbeobachtungen zu einer allgemeinen Regel wird als induktiver Schritt bezeichnet. 
Induktive Lernprozesse werden im folgenden Abschnitt anhand des INDUCE Systems noch 
ausführlich dargestellt. 
Bei der Erstimplementierung von JUDGE kOlUlte verständlicherweise nicht sämtliches WlSsen, 
das einerseits zum bereichsunabhängigen Schließen und andererseits zur Rechtsprechung selbst 
benötigt wird, vollständig repräsentiert werden. JUDGE wurde so für Delikte wie Mord und 
Totschlag implementiert und mit 55 Fällen von Kampfeshandlungen geprüft. Dabei 
berücksichtigte JUDGE aber nur die relative Abscheulichkeit der Tat, die z.B. am persönlichen 
Schaden und an der mangelnden moralischen Handlungsrechtfertigung gemessen wird. 
2.2 Lernen durch Induktion 
Ein wichtiger Lemvorgang besteht darin, aus einer begrenzten Anzahl von speziellen Vorgaben 
das allgemein Gültige zu erkennen. Wenn bei mehreren vorgegebenen Beispielen die 
unwesentlichen Merkmale außer acht gelassen, und die allgemeingültigen Regeln erkannt 
werden, so wird dadurch ganz sicherlich neues Wissen erworben und nicht nur eine 
andersartige aber doch gleichwertige Darstellung von bereits vorltandenem Wissen erzeugt. Im 
Gegensatz zu Lernvorgängen die nur die Effizienz der Wissensnutzung steigern (Etzioni, . 
1992), findet beim induktiven Lernen ein Wissenserwerb im engeren Sinne des Wortes statt 
(Dietterich, 1986). Es gibt eine Vielzahl von maschinellen Lernverfahren, bei denen induktiv 
gelernt wird. Hier sollen nun zuerst einige Probleme des induktiven Lernens dargestellt werden 
um dann anschließend das System INDUCE (Michalski, 1983) vorzustellen. Dieses System ist 
auch deshalb besonders interessant, weil es von Medin, Wattenmaker & Michalski (1987) als 
psychologisches Prozeßmodell aufgefaßt und durch psychologische Experimente evaluiert 
wurde. 
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22.1 Induktives Schließen 
Die Fertigkeit des induktiven Schließens wird beispielsweise in Intelligenztests geprüft. Wenn 
bei der Vervollständigung von Zahlenreihen ein Proband das nächste Element der Sequenz 
"1,2,4" bestimmen soll, so erfordert dies eine induktive Generalisierung (vgl. 
Induktionsproblem, Waldmann, 1994). Dabei könnte als nächstes Element beispielsweise "5" 
genannt werden, nämlich dann, wenn als allgemeine Regel "ansteigende Sequenz von 
ganzzahligen Zahlen, die nicht durch 3 teilbar sind", induziert wurde. Alternativ dazu könnte 
aber das nächste Element auch 8 lauten (allgemeine Regel: an+l = 2*an; al = 1) oder 14 
(allgemeine Regel: 8.n+l = 8.n2-an + 2, al = 1). Sogar "A" könnte als nächstes Element in der 
Sequenz genannt werden, denn es wurde ja keineswegs gesagt, daß es sich um Zahlen aus dem 
dezimalen System handelt, und "1,2,4,A,B,D" ist ohne weitergehende Einschränkungen 
genauso eine zulässige Sequenz wie die zuvor genannten Sequenzen oder beliebig andere. 
Zum induktiven Lernen werden daher zusätzliche Restriktionen oder Randbedingungen 
benötigt, so daß von den (unbegrenzt) vielen Generalisierungen nur eine einzige entsteht (oder 
wenigstens nur begrenzt viele) . Man bezeichnet diese Randbedingungen als 
Lernbevorzugungen (leaming bias). Diese Lernbevorzugungen werden bei induktiven 
Lernverfahren durch die zur Darstellung der Beispiele und Hypothesen gewählten 
Repräsentationsformen3 (representational bias oder restricled hypothesis space bias) und durch 
die Verfahren zur Erzeugung und Priifung von Hypothesen (search bias oder preference bias) 
bestimmt (Rendell, 1986). 
Nun erscheinen manche Lembevorzugungen sicherlich natürlicher und zweckmäßiger als 
andere. Nach dem Prinzip von Occam (Einfachheitskriterium) kann man beispielsweise 
fordern, daß Lembevorzugungen, die einfachere Regeln erzeugen, gegenüber denjenigen 
vorzuziehen sind, die komplexe Regeln erzeugen (vgl. Blumer et al., 1987). In ähnlicher Weise 
können Lernverfahren bevorzugt konjunktive Verknüpfungen erzeugen und disjunktive 
Verknüpfungen vermeiden.4 
Generalisierungen können auch so gebildet werden, daß man aufgrund eines Merkmals 
möglichst gut die Klassenzugehörigkeit des Objekts (d.h. möglichst große cue validity) oder 
auf grund der Klassenzugehörigkeit möglichst gut die Merkmale des Objekts (möglichst große 
category validity) bestimmen kann. Diese Kriterien spielen bei der Kategorienbildung eine 
wichtige Rolle und werden von Anderson (1990) und Eckes (dieser Band) weitergehend 
erläutert. Des weiteren kann die Verwendung von Negationen erlaubt oder vermieden werden 
3 Einen Überblick über verschiedene Wissensreprasentatioosformen und die damit verbundenen Methoden und 
Ziele geben Opwis & LOez (1994) sowie Tack (1987). 
4 Beispielsweise würden deshalb die V t'ZÖffentlichungen eines Autors bev<rmgt beschrieben als "Objekte, die den 
Namen des Autors tragen lUld.. aus Text bestehen lU1Il allgemein zugänglich sind", und nicltt als 
"Zeitschriftenartikel 0Jkr Beiträge zu herausgegebenen Büchern 0JkJ:. selbstverfaßte Bücher". 
7 
(z. B. der Mensch wird definiert als ni.c.h1 gefiederter Zweibeiner versus der Mensch als 
aufrecht gehender Säuger). Schließlich lassen sich solche und andere Lernbevorzugungen 
durch das angestrebte und oft domänenspezifisch beschriebene Lernergebnis (Keil, 1981) oder 
durch vermutlich allgemeingültige und domänenunabhängige Eigenschaften des Lernprozesses 
(Mitchell, 1982) charakterisieren. 
222 Das INDUCE-System 
Das INDUCE System kann aus gegebenen (positiven und negativen) BeispielenS allgemeine 
Beschreibungen eines Zielkonzepts erzeugen, das durch die Klasse der positiven Beispiele 
bestimmt ist Die erzeugten Beschreibungen können dann zur Klassifkation weiterer Beispiele 
verwendet werden (vgl. Bruner, Goodnow & Austin, 1956; Haygood & Bourne, 1965). Als 
Eingabedaten erhält das INDUCE System Beschreibungen von Beispielen, die apriori ein oder 
mehreren Zielkonzepten zugeordnet sind (d.h. klassifizierte Beispiele). So können etwa zwei 
Gruppen von Zügen, die den Zielkonzepten Ost-Züge und West-Züge zugeordnet sind, als 
solche Beispiele fungieren (siehe Abbildung 1). Jedes Beispiel (d.h. ein Zug) wird dabei durch 
mehrere Eigenschaften beschrieben. So werden die Wagen der Züge als kurz oder lang, durch 
ihre Form, und/oder durch die Anzahl der Räder charakterisiert. Dabei kÖnnen sowohl 
nominale (z. B. links, rechts), ordinale (z. B. kurz, . mittel, lang), metrische (z. B. 
Längenangaben in cm) als auch hierarchisch strukturierte Attribute verwendet werden (z. B. ein 
Zug besteht aus einer Lokomotive und meheren Waggons; jeder Waggon wi~ besteht aus 
Rädern, dem Fahrgestell, Aufsatz und Dach; Dächer haben die Ausprägung Farbe, etc.). 
Allgemeine Beschreibung INDUCE wendet nun verschiedene Regeln an, um dadurch 
allgemeinere Beschreibungen für die jeweiligen Zielkonzepte zu erzeugen. Solche 
Generalisierungen können auf unterschiedliche Weise erfolgen: 1) Ersetzen von Konstanten 
durch Variablen (z. B. "rot" wird ersetzt durch "beliebige Farbe"); 2) BeSchreibungsmerkmale 
werden ersatzlos gestrichen ( d.h. es wird davon ausgegangen, daß dieses Merkmal irrelevant 
ist); 3) Bei metrischen Bezeichnungen werden aus den vorliegenden Werten ganze Intervalle 
erzeugt. Die Beschreibung, daß ein West-Zug 2 aIkI:. 4 Waggons hat, wird so generalisiert zu 
"zwischen 2 und 4 Waggons". 4) Bei hierarchisch strukturierten Beschreibungen erfolgt eine 
Generalisierung oft dadurch, daß man in dem Generalisierungsbaum eine Stufe höher steigt 
Aus VW mkJ:. OPEL 0JkL. BMW kann so die Bezeichung "deutsches Auto" entstehen. 5) Um 
kürzere Beschreibungen zu erhalten kann in besonderen Fällen die Negation eingesetzt werden. 
S Der Unterschied zwischen einem Beipiel und einem Fall besteht eigentlich darin. daß ein Beispiel immer auch 
ein Beispiel für etwas ist, (wie etwa für eine allgemeine Regel). Ein Fall kann dagegen für sich alleine stehen. 
Wenn wir von einem Beispiel für Erpressung sprechen. unterstellen wir, daß es allgemeine Regelmäßigkeiten 
gäbe fUrdiedie vorliegende Erpressung ein Beipiel ist, für einen Fall von Erpressung muß dies dagegen nicht 
gelten. In der englischsprachigen Literatur werden die Bezeichnungen Beispiel und Fall oft aber auch anders 
gebraucht (vgl. Reimann & Schult, 1992). 
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· Aus der Beschreibung "Dreieck f2JkL Fünfeck Q..[/Q Elypse f2JkL Kreis" ergibt sich so 
beispielsweise die Bezeichnung "kdn. Quadrat". 6) Wenn ein Beispiel des Zielkonzepts (z. B. 
Ost-Zug) und ein Gegenbeispiel (z. B. West-Zug) gegeben sind, kann durch eine 
Generalisierungsregel die Negation aller Eigenschaften der Gegenbeispiele, die bei dem 
Beispiel selbst nicht vorliegen, erzeugt werden. In dieser Situation erhält man die allgemeinste 
Beschreibung des Zielkonzepts, welche die Gegenbeispiele ausschließt (Michalski, 1983). 
lAH···WJt=5 o 0 
~oo~ 
~ ... ~ 
East Trains West Trains 
Abbildune I: Zwei Gruppen von Zügen (Ost- und West-Züge), die als positive und negative 
Beipiele von dem INDUCE-Verjahren bearbeitet werden. In insgesamt 4 Experimenten wurden 
diese Züge von Versuchspersonen als Lernmateria/ verwendet (nach Medin et al., 1987). 
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· Darüberhinaus gibt es die konstruktive Generalisierung. Ein Beispiel dafür ist die sogenannte 
Zählregel, die eine Auszählung der Merkmale durchfUhrt und bei mehrmaligem Vorliegen eines 
Merkmals eine Häufigkeitsangabe erzeugt. Aus "Lokomotive und Waggon Imfi. Waggon W1d 
Waggon und Waggon" wird so "Lokomotive l11i1 (d.h.lIJJti) 4 Waggons". In ähnlicher Weise 
werden mit einer anderen konstruktiven Generalisierungsregel aus einer Sequenz von Entitäten 
Bezeichnungen wie das erste Element, das mittlere Element oder das letzte Element erzeugt. 
Induktionsalgorithmus: Als Induktionsverfahren wird von INDUCE die sogenannte "Stem-
Methode" (englisch: star algorithm) (Michalski, 1983; Morik, 1993, S. 2660 verwendet. Dabei 
wird zuerst zufällig ein positives Beispiel aus der Menge der Beispiele für das Zielkonzept 
ausgewählt (z.B. der erste Ost-Zug aus Abbildung 1) und als Kern (englisch: seed) bezeichnet. 
Dieses Beispiel wird dann mit Hilfe von Generalisierungsprozessen auf unterschiedliche 
Weisen so beschrieben, daß die erzeugten Beschreibungen dabei aber nicht auf die 
Gegenbeispiele (d.h. hier die West-Züge) zutreffen (z. B. langer Zug mit Sechseck-Ladung). 
Die Gesamtheit der so erzeugten Beschreibungen wird als "Stern" bezeichnet In einem dritten 
Schritt werden diese Beschreibungen nun hinsichtlich verschiedener Kriterien (z. B. 
Konjunktionen werden bevorzugt) beurteilt (vgl. hierzu die eingangs besprochene 
Lernbevorzugung) und es wird dann mit der bestbewerteten Beschreibung weitergearbeitet 
Falls die so erzeugte Beschreibung bereits alle (positiven) Beispiele umfaßt, ist der 
Lernvorgang nun mit der konjunktiven Verknüpfung von Beschreibungtermen (z. B. langer 
Zug mit Sechseck-Ladung) schon beendet Ansonsten wird von den positiven Beispielen,die 
nicht unter die bisherige Konzeptbeschreibung fallen, ein Beispiel als weiterer Kern 
hinzugenommen (z. B. der zweite Ost-Zug; er hat keine Sechseck-Ladung). Das Verfahren 
wird so mit diesem Kern wiederholt und die aus · beiden Kernen entstandenen 
Konzeptbeschreibungen werden dann disjunktiv verknüpft Als Lemergebnis erzeugt INDUCE 
dadurch eine Disjunktion, deren Terme selbst wiederum aus Konjunktionen bestehen (z. B. 
West-Züge haben 2 Waggons mit. schwarzen Ladungen 01kr. ein gezacktes Dach) .. 
Aus der Beschreibung des Algorithmus wird ersichtlich, wie das Lernergebnis von INDUCE 
von den speziellen Lernbevorzugungen abhängt: Der induktive Schluß hängt also sowohl von 
den für die Beispiele gewählten Beschreibungen (representational bias) als auch von der 
speziellen Reihenfolge der Beispielauswahl und der Anwendung der einzelnen 
Verallgemeinerungsregeln ab (search bias). 
223 Lernsysteme als Grundlage psychologischer Modelle 
Von Medin et al. (1987) wurde nun gezeigt, wie ein solches Lernsystem als Grundlage für die 
Entwicklung psychologischer Lemmodelle verwendet werden kann. Diese Autoren führten 
mehrere Experimente mit den in Abbildung 1 gezeigten Lernmaterialien durch. In einem 
Experiment mußten Versuchspersonen die einzelnen Züge beschreiben. Dadurch konnte die von 
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Personen in der speziellen Lemsituation benutzte Repräsenationsbevorzugung erfaßt werden. 
Darüberhinaus mußten die Versuchspersonen die Beispiele in Klassen aufteilen und Regeln für 
die Klassenzugehörigkeit aufstellen. Es zeigte sich, daß es in verschiedener Hinsicht 
Übereinstimmungen zwischen INDUCE und der menschlichen Vorgehensweise gibt. So 
wurden auch von den Versuchspersonen einfache Merkmale und konjunktive Verknüpfungen 
von Merkmalen bevorzugt verwendet. Ebenso waren die von den Versuchspersonen erstellten 
Beschreibungen der Beispiele mit den von INDUCE verwendeten Beschreibungen durchaus 
vergleichbar. 
Zwischen INDUCE und dem Verhalten der Versuchspersonen ergab sich jedoch auch eine 
wesentliche Abweichung: Versuchspersonen benutzten oft vollständige 
Konzeptbeschreibungen, die aber insgesamt widersprüchlich waren. INDUCE erzeugt dagegen 
zuerst Beschreibungen, die zwar unvollständig dafUr aber immer konsistent sind. Die Tatsache, 
daß Menschen sehr viel besser mit Widersprüchen leben und arbeiten können, ist auch aus 
anderen Untersuchungen bekannt und ist ein Anreiz für neuere Entwicklungen auf dem Gebiet 
des maschinellen Lemens. 
Des weiteren zeigte sich, daß die Versuchspersonen spezifischere Konzeptbeschreibungen 
erzeugten (z. B. zwei Räder u.a.d. Dreiecksladung u.a.d. langer Zug) als aufgrund des 
Einfachheitskriteriums erwartet würde (z. B. langer Zug). Die durchgeführten Experimente 
ergaben auch, daß für die Versuchspersonen "category validity" ein wichtigeres Kriterium war 
als "cue-validity" (vgl. Eckes, dieser Band). Insgesamt konnten Medio et al. aber zeigen, wie 
maschinelle Lernverfahren als Grundlage zur Modellierung psychologischer Lernprozesse 
eingesetzt werden können. Dafür waren mehrere psychologische Experimente erforderlich. Mit 
Hilfe der experimentellen Ergebnisse konnte dann eine neue Version von INDUCE erzeugt 
werden, die nun eine höhere psychologische Validität aufweist. 
2.3 Lernen aus Texten 
In dem vorausgegangenen Abschnitt wurde bereits gezeigt, wie das Lernresultat ganz 
entscheidend von den gewählten Wissensrepräsentationen beeinflußt wird. Beim Lernen aus 
Texten wird nun als wichtigster Teil des Lernprozesses die Erstellung von geeigneten 
Repräsentationen unmittelbar thematisiert. Es sollen hier zwei Lernverfahren vorgestellt 
werden, die sich in vielerlei Hinsicht ähneln, in einigen wichtigen Annahmen aber ganz 
grundsätzlich unterscheiden. Das GENESIS-System lernt aus Texten, indem es durch die 
Erwartung einer wohldefinierten Kette von Verknüpfungen (z. B. Kausalbeziehungen) geleitet 
wird, wodurch eine systematisch aufgebaute Wissensstruktur erzeugt wird. Das C-I Modell 
dagegen geht davon aus, daß in einer sog. Konstruktionsphase zunächst völlig planlos 
verschiedene Repräsentationseinheiten konstruiert und mit dem Lernmaterial sowie 
untereinander verknüpft werden. Das so konstruierte Wissen ist oft redundant und kann auch in 
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sich widersprüchlich sein. Erst in einer darauffolgenden Integrationsphase wird dann aufgrund 
der vorliegenden Verknüpfungen und Beziehungen eine für den speziellen Kontext 
angemessene Repräsentation bestimmt. Die beiden Systeme sollen im folgenden einander 
gegenüber gestellt werden. 
2.3.1 Das GENESIS-System 
GENESIS steht IUr "GENeralizing Explanations of Stories Into Schemata" (Mooney & 
DeJong, 1985) und ist ein System, das englischsprachige Geschichten analysiert und das 
zugrundeliegende Handlungsschema erzeugt Der dabei verwendete Verallgemeinerungsprozess 
ist eine wissens basierte Analyse der kausalen Zusammenhänge der einzelnen Ereignisse 
innerhalb der Geschichte. Die folgende Geschichte, die GENESIS als Eingabe dient, handelt 
von einer Entführung mit Lösegelderpressung. Nach der Verarbeitung der Geschichte kann 
GENESIS auch Fragen, z.B. nach dem Grund für die Gefangennahme Marys und dem dabei 
verfolgten Ziel, beantworten. 
"Fred is the father of Mary and is a millionaite. John approached Mary. She was wearing blue 
jeans. lohn pointed a gun at her and told her he wanted her to get into bis car. He drove her to bis 
hotel and locked her in bis room. lohn called Fred and told him John was holding Mary captive. 
John told Fred ifFred gave him $ 250000 at Trenos then lohn would release Mary. Fred gave him 
the money and John released Mary." 
Texteingabe 
Konzeptuelle 
Repräsentation 
Konzeptuelle 
Repräsentation 
Textausgabe 
Sammlung 
).tI . I von 
Schemata 
1... I Kausales I ~ I 
Modell 
Abbildung 2.· Architektur des GENESIS-Systems (nach Mooney & DeJong, 1985). 
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· Die Architektur des GENESIS-Systems ist in Abbildung 2 dargestellt. Die englische 
Texteingabe wird zunächst von einem Parser (Dyer, 1983) in eine konzeptuelle Representation 
mit semantischen Primitiven übersetzt (vgl. Schank, 1982; Schank & Abelson 1977; Kapitell). 
Die Hauptaufgabe der Verstehenskomponente besteht darin, eine vollständige Repräsentation 
der kausalen Zusammenhänge innerhalb der Geschichte zu erzeugen. Um die Aussagen des 
Textes in einen ursächlichen Zusammenhang zu bringen, sind verschiedene Inferenzschritte 
erforderlich (vgl. van den Broek, 1990; Singer et al., 1992). DarUr ist Hintergrundwissen 
erforderlich, das in einer (Schema-)Bibliothek verwaltet wird. Eine einfache Frage-Antwort-
Komponente dient dazu, unterschiedliche Fragen zu beantworten. 
Die von GENESIS verwendete Methode des Erklärens und Verallgemeinems ist eine Form des 
'Erklärungs-Basierten Lemens' (EBL; DeJong & Mooney, 1986), die auch im EBG-System 
(Mitchell et al., 1986) verwendet wird. Bei EBL und EBG wird die Zugehörigkeit eines 
vorgelegten Beispiels (hier im Text beschrieben) zu einem ebenfalls vorgegebenen Zielkonzept 
mit Hilfe einer sogenannten Domänentheorie erklärt (Erklärungsphase). Anschließend wird 
mittels der so erzeugten Erklärung eine operationale Beschreibung erzeugt. Es sind dies 
Beschreibungen, die einerseits allgemeiner als das Beispiel sind, andererseits aber viel 
spezieller als das vorgegebene Zielkonzept (Verallgemeinerung des Beispiels). 
Die Domänentheorie, die der Verstehenskomponente von GENESIS zur Verfügung steht, 
enthält eine Spezifikation der Objekte und ihrer Eigenschaften, die in den Geschichten auftreten 
können, allgemeine Inferenzregeln zum Ableiten weiterer Eigenschaften und Relationen, sowie 
eine Sammlung von Problemlösungsoperatoren und bereits bekannten Schemata. 
Zur Bearbeitung der vorliegenden Entführungsgeschichte muß die Domänentheorie 
beispielsweise Schemata für Handlungen wie FAHREN, GEFANGENNAHME und 
TELEFONIEREN sowie Inferenzregeln wie VATER(x,y) -> ELTERNTEIL(x,y) enthalten. 
Das Ziel(konzept) ist die Beschreibung einer Folge von Handlungen, durch die das in der 
Geschichte beschriebene Ergebnis erzielt wird. Als Resultat erhält man dann ein 
Handlungsschema zur Erpressung von Lösegeld. Die Eingabe für die Verstehenskomponente 
ist eine Sequenz von Operatoren und Zuständen, die aus dem natürlich-sprachlichen Text 
mittels des Parsers extrahiert wurde.6 
Erklärungsphase: Zunächst erzeugt GENESIS eine vollständige Erklärungsstruktur für die 
einzelnen Aktionen der Geschichte. Dabei wird eine Rechtfertigung generiert, wie das Ergebnis 
insgesamt erreicht wird und wie die Vorbedingungen jedes einzelnen Operators erfüllt werden. 
GENESIS verwaltet für jede Erklärungsstruktur zwei Substitutionen. In SPECIFIC werden 
Substitutionen gesammelt, die bei ihrer Verwendung eine Erklärung des konkreten Beispieles 
6 Die Vorgabe eines konkreten Beispieles ist bei GENESIS nicht einmal zwingend notwendig. GENESIS kann 
sich die Sequenz von Operatoren zum Erreichen des vorgegebenen Ergebnisses auch selbsUindig erzeugen. Diese 
Sequenz dient dann für den weiteren Lemvorgang als konkretes Beispiel 
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ergeben, während GENERAL die Substitutionen so allgemein wie möglich hält, ohne wichtige 
Bedingungen für die Anwendbarkeit der Operatoren zu verletzen. Tabelle 1 und Abbildung 3 
zeigen auszugsweise die vollständige Erklärungsstruktur (alle Knoten und Kanten) der 
Entflihrungsgeschichte in Form eines Baumes. 
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Abbildung J.' Gezeigt ist die vollständige Erklärungsstruktur der Entjührungsgeschichte (alle 
Kanten und Knoten), als auch die generalisierte ErldärungsstruJaur (nur fettgedruckte Kantne 
und Knoten). Die Beschreibungen der einzelnen Knoten sind in Tabelle 1 angebeben (nach 
DeJong & Mooney, 1986). 
Im zweiten Schritt der Erklärungsphase werden Operatoren entfernt, die für die Erreichung des 
eigentlichen verfolgten Zieles irrelevant sind. In der Entftihrungsgeschichte dient alles dem Ziel 
des Lösegeldgewinns mit Ausnahme der Tatsache, daß Mary Bluejeans trägt, Dieser Knoten 
wird demzufolge aus der Erklärungsstruktur entfernt. 
Verallgemeinerungssphase: Instantiierungen bereits bekannter allgemeiner Schemata werden 
entfernt, Anschließend werden Aktionen und Zustände entfernt, die nur zur Herleitung 
abstrakter Aktionen und Zustände dienten. Dadurch werden z. B. die Knoten FATIIERI und 
P ARENTI entfernt. Das bis dahin generierte Schema wird dann noch optimiert. Zuletzt wird 
nun die allgemeinste Substitution GENERAL, die während der Erklärung erzeugt wurde, 
angewendet. So ergibt sich das Handlungsschema, das in Tabelle 1 und Abbildung 3 durch die 
fettgedruckten Eintragungen gekennzeichnet ist 
14 
POSSESS9 
BARGAIN1 
MTRANS3 
RELEASE1 
ATRANS1 
POSSESS14 
POSSESS1 
GOAL-PRIORITY5 
POSITIVE-IPT1 
PARENT1 
FATHER1 
HELD-CAPTIVE1 
CAPTURE1 
D-KNOW1 
PTRANS1 
DRNE1 
THREA1EN1 
AIM1 
MTRANS1 
Art 
CONFINE1 
FREE1 
. 
• 
• 
BELlEF14 
• 
• 
• 
GOAL-PRIORITY4 
GOALG 
ATTIRE1 
John hat 250000 $. (Person1 hat Geld1.) 
John macht einen Handel mit Fred, bei dem John Mary 
freiläßt und Fred 250000 $ an John gibt. (Person1 
macht einen Handel mit Person2, bei dem Person1 
Person3 freiläßt und Person2 Geld1 , an Person1 gibt.) 
John sagt Fred, daß er Mary freilassen wird, wenn er ihm 
250000 $ gibt. 
Fred läßt Mary frei. 
Fred gibt John 250000 $. 
Fred hat 250000 $. (Person2 hat Geld1.) 
, Fred hat mehrere Millionen Dollar. 
Fred bevorzugt, daß Mary frei ist, als 250000 $ 
zu haben. (Person2 bevorzugt daß Person3 frei ist, 
als Geld1 zu haben.) 
Fred hat eine positive zwischenmenschliche Beziehung zu 
Mary. (Person2 hat eine positive zwischenmenschliche 
Beziehung zu Person3.) 
Fred ist ein Elternteil von Mary. 
Fred ist Marys Vater. 
John hält Mary gefangen. (Person1 hält Person3 
gefangen.) 
John fängt Mary. (Person1 fängt Person3.) 
John findet heraus, wo Mary Ist 
John bringt Mary zu seinem Hotelzimmer. 
John fährt Mary zu seinem Hotelzimmer. 
John droht Mary zu erschlessen, wenn sie nicht In sein 
Auto steigt. 
John zielt mit einer Waffe auf Mary. 
John sagt Mary, er möchte, daß sie in sein Auto steigt. 
Mary befindet sich in Johns Hotelzimmer. 
John schließt Mary in seinem Hotelzimmer ein. 
Mary Ist frei. (Person3 Ist frei.) 
John glaubt, daß Fred Marys Vater Ist (Person1 glaubt, 
daß Person2 der Vater von Person3 ist.) 
John möchte lieber 250000 $ haben als Mary 
gefangenhalten. (Person1 möchte lieber Geld1 haben als 
Person3 gefangen halten.) 
John möchte 250000 $ haben. (Person1 möchte Geld1 
haben.) 
Mary trägt Blue Jeans. 
Tabelle /.' Beschreibung der Knoten der in Abbildung 3 gezeigten Erklärungsstruktur des 
GENESIS-Systems. Die fettgedruckten Eintragungen zeigen in Klammern die 
Knotenbeschreibungen die durch die Substitution GENERAL entstehen. 
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· 2.32 Das C-I-Modell 
Das C-I-Modell wurde nicht so sehr zum Zweck der Untersuchung von Lernkompetenzen, 
sondern vielmehr als psychologisches Prozeßmodell entwickelt. Deshalb wurden bei seiner 
Implementierung auch die wichtigsten empirischen und theoretischen Erkenntnisse aus der 
Gedächtnispsychologie und der Textforschung berücksichtigt (vgl. van Dijk & Kintsch, 1983). 
Um einen besseren Vergleich mit dem GENESIS-System zu ermöglichen, wollen wir das C-I-
Modell auf eine ähnliche Weise beschreiben. C-I steht für Construction-Integration. Das C-I-
Modell kann auf verschiedene Arten von Texten (Kintsch, 1988, Mannes & Kintsch, 1991) 
und andere Lemmaterialien (Mannes & Doane, 1994; Schmalhofer, 1994) angewendet werden. 
Beispielsweise beschreiben Kintsch et al. (1990), wie Geschichten, denen ein 
Handlungsschema zugrundeliegt, mit dem C-IModell bearbeitet werden. Der Text, der mit dem 
C-I-Modell bearbeitet wurde, war ca. 200 Worte lang und folgte einem Handlungsschema, das 
hier als Skriptnorm bezeichnet wird (z. B. dem Skript "Going to Movies", Galambos, 1983). 
Die beiden ersten Sätze der Geschichte lauteten: "Nick decided to go to the movies. He looked 
at the newspaper to see what was playing." Mit dem C-I-Modell kann auch die Beantwortung 
von Gedächtnis und Sachfragen (z. B. ''Did Nick pay forbis movie ticket?'') simuliert werden. 
Texteingabe 
i'Iopositionen ~ 
pluralistische 
Erstkonzeption 
mit wörtlichen, 
propositionalen 
und situativen 
Einheiten 
Abbildunf 4,' Allgemeine Inferenzstruktur des C-I Modells. 
kognitive Reprä-
sentation von Text 
und Situation 
Langzeit-
speicher 
Die Architektur des C-I-Systems ist in Abbildung 4 dargestellt. Beim C-I-Modell besteht das 
Parsen eines Textes darin, daß ein Text interaktiv in seine Propositionen zerlegt wird (Turner, 
1987; Perfetti, 1994). Als Proposition.en werden hier die psychologischen Gedächtniseinheiten 
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· bezeichnet. durch die die Bedeutung von Texten dargestellt wird (vgl. McKoon & Ratcliff. 
1980). Durch weitgehend unkontrollierte Inferenzprozesse wird dann mit dem im 
Langzeitspeicher abgelegten Sprach- und Sachwissen. eine vemetzte Struktur von wörtlichen. 
propositionalen und situativen Einheiten konstruiert. die man als eine pluralistische 
Erstkonzeption bezeichnen könnte. Dabei werden insbesondere drei Repräsentationen 
unterschieden. nämlich wörtliche. propositionale und situative (Fletcher. 1994). 
Durch einen Integrationsprozeß. der mittels eines spreading activation process simuliert wird, 
entsteht dann eine im Sinne des Konnektionsmus verteilte Repräsentation von Text und 
Situation (siehe Mangold. dieser Band). Die Beantwortung von Testsätzen erfolgt im Prinzip 
auf die gleiche Weise wie das Verstehen eines Satzes im Text. so daß im Gegensatz zu 
GENESIS hier keine separate Antwortkomponente erforderlich wird 
Nick declded to go to the movies 
U L2 L3 L4 
(NICK) (DECIDE, P1, P3) (GO, P1, P4) (MOVIES) 
P1 P2 P3 P4 
M1 M2 M3 M4 
He looked at the newspape to S88 what was playlng. 
uo l..5 L6 L8 L11 L9 
(LOOK, P1, P6) (NEWSPAPER) (CAUSE, P5, PS) (SEE, P1, P9) (PLA Y, IN MOVIES) 
PS P6 Pl PB P9 
M5 M6 M7 MB M9 
Tabelle 2.' Beschreibung der einzelnen Knoten der in Abbildung 6 dargestellten Repräsentation 
von Text und Situation im C-/ Modell. 
Beim Bearbeiten der Geschichte über Nick werden in der Konstruktionsphase für die ersten 
beiden Sätze die in Tabelle 2 aufgeführten Oberflächensegmente des Textes (LI bis Lll). 
Propositionen (pI bis P9). Und Situationseinheiten (MI bisMlO) konstruiert und durch Kanten 
miteinander verknüpft. Die Verknüpfung der Oberflächen segmente erfolgt gemäß der 
syntaktischen Satzstruktur und ergibt das in Abbildung 5 (unten) dargestellte Resultat. Ähnlich 
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werden die Propositionen aufgrund ihrer referentiellen Beziehungen miteinander verknüpft 
(Kintsch, 1974). Daraus ergibt sich der in Abbildung 5 (Mitte) dargestellte Textbasisausschnitt 
Auch die Situationseinheiten werden verknüpft. Diese Verknüpfungen richten sich nach den 
sächlichen Abhängigkeiten zwischen den einzelnen Einheiten (ähnlich wie in GENESIS; z. B. 
kausale, zeitliche, motivationale Zusammenhänge etc.), die gemäß der betreffenden Skriptnonn 
gelten. So erhält man den in Abbildung 5 (oben) dargestellten Ausschnitt eines 
Situationsmodells. 
situativ 
propositional 
wöttOch 
Abbildung 5: Drei-Ebenen DartsteIlung der vom C-I Modell eneugten Repräsentation von Text 
und Situation. Die unterschiedlichen Schwärzungen der einzelnen Knoten zeigen die jeweiligen 
Aktivierungsgrade der Knoten nach der Integrationsphase. Die Beschreibungen der einzelnen 
Knoten sind in Tablle 2 angegeben (nach Kintsch et al. (1990) Abb. 3, 4, und 5). 
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· In dem letzten Schritt der Konstruktionsphase werden korrespondierende Knoten der drei 
Repräsentationsebenen miteinander verbunden (z. B. die linguistische Einheit LI mit der 
Proposition PI und die Proposition PI mit der situativen Einheit MI). Dabei zeigt sich 
einerseits, daß die linguistischen Einheiten L6, LW und Ll1, sowie alle S-Knoten keine 
Entsprechung auf den übergeordneten Ebenen haben. Andererseits wurden die Einheiten P7 
und M7 konstruiert, ohne daß dafür eine entsprechende linguistische Einheit vorlag. 
Damit wird nun ein konnektionistisches Netz etabliert in dem die selbstreferenziellen 
Verknüpfungen (die Verbindung eines Knotens mit sich selbst) jeweils am stärksten sind. Auf 
jeder Ebene nehmen die VerbindungsstärkeIl im konnektionistischen Netz mit zunehmender 
Distanz der Knoten graduell ab. In der darauffolgenden Integrationsphase wird dann mit Hilfe 
eines spreading activation Mechanismus eine im Sinne des Konnektionismus verteilte 
Repräsentation des durch das Textstudium erworbenen Wissens erstellt.? 
Indem es einen Text Satz für Satz in mehreren sequentiellen Input-Zyklen bearbeitet, arbeitet 
das C-I-Modell inkrementell. Es ist also nicht erforderlich, daß der Text in seiner Gesamtheit 
vorliegen müßte bevor der erste Bearbeitungsschritt erfolgen kann. Mit dieser zyklischen 
Bearbeitung wurde auch der begrenzten Informationsverarbeitungskapazität des Menschen 
(Miller, 1956) Rechnung getragen. Darüber hinaus wurden die Repräsentations- und 
Verarbeitungsann~men des, C-I-Modells durch die Ergebnisse gezielter experimenteller 
Untersuchen unmittelbar bestätigt und zu weitergehenden Analysen eingesetzt (Schief eIe, 1991; 
Schmalhofer, 1986; Zwaan, im Druck). 
3. EINE VEREINHEITLICHENDE BETRACHTUNG VON 
LERNSYSTEMEN 
Im letzten Abschnitt wurden drei. Arten von Lernverfahren durch die Beschreibung 
entsprechender Lernsysteme exemplarisch vorgestellt. Darüber hinaus gibt es eine nahezu 
unüberschaubar gewordene Anzahl von theoretischen und empirischen Arbeiten sowie 
Systembeschreibungen. Die Forschungen zum maschinellen Lernen haben sich nämlich seit 
Anfang der 80er Jahre als ein sehr wichtiges (und vielleicht auch als das größte) Teilgebiet der 
Künstlichen Intelligenz etabliert. Der erste Workshop zum maschinellen Lernen, der 1980 an 
der Carnegie Mellon University stattfand, das Buch 'Machine Learning: An Artificial 
Intelligence Approach' (Michalski et al., 1983) und die Herausgabe der inzwischen monatlich 
7 In technischer Hinsicht wird dabei mit einem iterativen Verfahren durch eine mehnnalige Multiplikation eine 
Aktivationsvektors(du die augenblicklichen Aktivierungsstärken der einzelnen Knoten repräsentiert) mit der 
Vedmtlpfungsmattix (Repräsentation des Netzes) und zwischengelagenen Renonnalisierungen eine Art Fixpunkt 
bestimmt (Rodenhausen, 1992). Zwischendurch werden Knoten mit einer negativen oder geringen 
AktivierungsstJlrke innerhalb des Netzes diskreditiert (z. B. ihre Aktivierungen und die damit verbundenen 
.. AusstrahWlgen" werden auf Null gesetzt). . 
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erscheinenden Fachzeitschrift 'Machine Leaming' im Jahre 1986 waren dafür entscheidende 
Meilensteine. Inzwischen gibt es neben verschiedenen Jahrestagungen, bei denen maschinelle 
Lemverfahren U.a. vorgestellt werden (e.g. Wetter et al., 1992; Musen & Gaines, 1994), eine 
einschlägige europäische Jahrestagung mit ca. 50 Beiträgen (e.g. Kodratoff, 1991), eine 
jährlich stattfmdende internationale Konferenz zum maschinellen Lernen mit ca. 120 Beiträgen 
(e.g. Birnmaum & Collins, 1991) und die internationale KI-Tagung (s.u.), bei denen jährlich 
neue Lemverfahren und Lemsysteme vorgestellt, vergleichend evaluiert und Fragen der 
prinzipiellen Erlernbarkeit diskutiert werden. Mit 36 Publikationen war "Maschinelles Lernen" 
1993 auch auf der internationalen Konferenz für Künstliche Intelligenz (Bajcsy, 1993) 
wiederum das am stärksten vertretene Teilgebiet 
Um sich überhaupt einen aktuellen Überblick über das Gebiet des maschinellen Lernens 
verschaffen zu können, ist es daher erforderlich, Ordnungsgesichtspunkte und KlassifIkationen 
einzuführen. So haben beispielsweise Habel und Rollinger (1984) Lernen als Erinnern, Lernen 
aus Instruktionen, Lernen durch Analogien, Lernen aus Beispielen, und Lernen durch 
Beobachtung differenziert 
Carbonell (1989) unterscheidet ebenfalls zwischen fünf verschiedenen Lemparadigmen: Beim 
induktiven Lernparadigma wird die Induktion einer allgemeinen Begriffsbeschreibung aus 
positiven und negativen Beispielen beschrieben (vgl. INDUCE). Das analytische Paradigma 
umfasst Lernen aus wenigen (oft nur einem einzigen) Beispielen und einer umfangreichen 
Hintergrundtheorie (vgl. GENESIS). Das genetische Paradigma entstand in Anlehnung an die 
Beschreibungen der Mutation in biologischen Systemen und in Anlehnung an die Darwinschen 
Auswahlstrategien (z.B. 'survival of the fittest'). Daskonnektionistische Paradigma (auch: 
Neoronale Netze oder parallel verteilte Systeme) beschreibt Verbindungsstrukturen vieler 
kleiner autonomer Einheiten, die jede fUr sich eine Teilaufgabe übernehmen, und insgesamt 
zum Beispiel bestimmte Muster darstellen können (vgl. C-I-Modell; Mangold, dieser Band). 
Die Idee konnektionistischer Ansätze entstammt dem Versuch, Computermodelle in Anlehnung 
an die neuronale Informationsverarbeitung m entwickeln (vgl. McOelland & Rumelhart, 1986; 
Strobe, 1990). Die genetischen und konnektionistischen Techniken werden auch als 
subsymbolische Methoden zusammengefaßt und gegen die anderen symbolischen Verfahren 
abgegrenzt. 
Eine schon nahezu klassisch zu bezeichnende Einteilung in drei Gruppen nehmen Michalski 
und Kodratoff (1990) vor. Sie unterscheiden auf Analogie beruhende Techniken (vgl. JUDGE) 
von synthetischen (v gl. INDUCE) und analytischen Techniken (vgl. GENESIS). Diese 
Unterscheidung, in der die bei dem Lernverfahren zugrunde liegende Inferenzmethode im 
Vordergrund steht, wurde auch von Morik (1993) und Richter und Wendel (1993) 
aufgegriffen. Dabei differenziert Morik etwas feiner zwischen Lernen als Suche (z. B. Mitchel1, 
1982), induktivem Lernen (z. B. INDUCE), deduktivem Lernen (z. B. GENESIS), Logik-
orientiertem induktivem Lernen (Muggleton, 1992), Lernen als nicht-monotonem Schluß 
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(Helft, 1989) und beschreibt auch die Theorie des Erlernbaren (siehe Hoffmann, 1991), 
während Richter und Wendel lediglich die auf Analogie beruhenden Verfahren abweichend als 
/allbasiertes Lernen bezeichnen. 
Unter dem Aspekt des praktischen Einsatzes von Lernsystemen (z. B. zur Entwicklung und 
Wartung von Expertensystemen; vgl. Buchanan, 1989) wird oft die Art des Aufgabenwissens 
(vgl. Breuker & Wieliilga, 1989), das erlernt oder erweitert werden soll als Ordnungskriterium 
herangezogen. So können Lernsysteme zur qualitativen Verbesserung der Planung, der 
Diagnose, der Klassifikation, der Erklärung oder zur reinen Efjizienzsteigerung eingesetzt 
werden. Zusätzlich werden bei der Diskussion des praktischen Einsatzes von Lernsystemen 
meist vollständig automatisch ablaufende Lemverfahren von den sog. Lehrlingslernsystemen 
(Tecuci & Kodratoff, 1990) unterschieden, bei denen System und Benutzer gemeinsam ein 
Lemresultat erarbeiten. Anhand der aufgeführten Kategorisierungen kann man leicht erkennen, 
daß eine Systematisierung entweder mehr vom grundlagen wissenschaftlichen Interesse der 
Erforschung von Lemvorgängen oder aber von praktischen Zielsetzungen geleitet sein kann. 
3.1 Betrachtung auf der Wissensebene 
Lemsysteme sind in der Regel sehr komplexe Computerprogramme, die in einer spezifischen 
Sprache (z. B. LISP, PROLOO oder C) implementiert sind und nur in einer bestimmten Hard-
und Softwareumgebung ausgeführt werden können. Ähnlich wie bei anderen KI-Programmen 
und kognitiven Modellierungen sind viele technische Einzelheiten für die Lauffähigkeit eines 
Systems erforderlich. Für die eigentlichen Fragen des maschinellen Lernens sind diese 
Implementierungsdetails aber meist von geringem Interesse. Auch eine Beschreibung der 
verschiedenen Algorithmen auf der Symbolebene (Newe~ · 1980) kann manchm31 wegen der 
damit verbundenen großen Komplexität die wesentlichsten Unterschiede zwischen den 
einzelnen Systemen noch verbergen. Man würde sozusagen den Wald vor lauter Bäumen nicht 
erkennen können. 
Aus diesem Grund wurde von Newell (1982) vorgeschlagen, künstliche wie auch natürliche 
Informationsverarbeitungssysteme zusätzlich zur Symbolebene auf einer sog. Wissensebene 
(engl.: knowledge level) zu beschreiben. Im Prinzip werden bei einer Betrachtung auf der 
Wissensebene einem System Wissen und Ziele zugeschrieben, wobei die folgenden 
Bedingungen erfüllt sein müssen.8 
8 Dies ist durchaus vergleichbar mit den Zuschreibungen von Eigenschaften und Motiven an Tiere, die 
beispielsweise von dem Autor einer Fabel vorgenommen wezden. · In dem für eine Fabel gegebenen Rahmen 
weroen Tiere dadurch zu Akteuren. Die Person, die solche Zuschreibungen vornimmt, wird auch als "theoreucian 
observer" bezeichnet (Clancey, 1993). . . 
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Nach Newell werden im einzelnen folgende Zuschreibungen gemacht: 1) Ein (Wissens-)System 
ist ein Akteur, der die Fähigkeit hat, eine Menge von Aktionen in einer bestimmten Umgebung 
auszuführen. 2) Das (Wissens-)System verfolgt Ziele, die sich auf eine gewünschte 
Beschaffenheit seiner Umgebung beziehen. 3) Das System hat einen Wissenskörper (englisch: 
"a body of knowledge"). Dieses Wissen bezieht sich auf die Umgebung, seine Ziele, seine 
Aktionen und deren Beziehungen zueinander. Darüber hinaus kennt das System auch alles. Was 
aus seinem Wissen abgeleitet werden kann. (D.h. die inferentielle Hülle seines explizit 
angegebenen Wissens, also alle logisch möglichen Deduktionen, zäW.en ebenfalls zum 
Wissenskärper.9 4) Das Rationalitätsprinzip ist das einzige Gesetz seines Verhaltens. Es besagt: 
"11 an agent has Jcnowledge that one 01 its actions will lead to one 01 its goals, tben tbe agent 
will select that action." (Newell, 1982, S. 102). Im Prinzip handelt es sich .bei Beschreibungen 
auf der Wissensebene um Beschreibungen von Computersystemen (oder der menschlichen 
Informationsverarbeitung), die von einem sogenannten "theoretician observer" (Clancey, 1993) 
vorgenommen werden, der das System als einen "idealized rational agent" betrachtet. Ein 
System "is viewed as having a body 0/ Jcnowledge and a set 0/ goals, so that it takes actions in 
tbe environment that its Jcnowledge indicates will attain its goals" (NeweIl, 1992, S. 426). 
Dietterich (1986) hat nun versucht, Lemsysteme auf der Wissensebene zu charakterisieren. 
Zunächst könnte man vermuten, daß sich hierbei Lernen als ein Wissens zuwachs darstellen 
würde. Die Beschreibung eines Systems vor einem Lemvorgang würde s~ch von der 
Beschreibung des Systems nach dem Lernvorgang dadurch unterscheiden, daß dem System 
nach dem Lemvorgang mehr Wissen zugeschrieben wird (vgl. Kaelbling, 1987). Doch 
Dietterichs Analysen ergaben ein anderes Resultat 
Einer großen Anzahl von Lemsystemen wie z. B. LEX (Mitchell, Utgoff & Banjerji, 1983) 
oder EBG (Mitchell et al., 1986) wurde nach dem Lemvorgang das gleiche Wissen 
zugeschrieben wie vor dem Lemvorgang. lO Eine so wichtige Veränderung wie der Übergang 
9 Wie späler noch ausgeführt werden wird, bedeutet dies, daß auf der Wissensebene die Kenntnis der Spielregeln 
als Beschreibung des Wissens von Schachexperten schon hinreichend ist und auf der Wissensebene kein 
Wissensunaerschied zwischen Schacbexperten und Schachnovizen bestehL Dieses Manko nimmt Newell (1982~ 
S. 105) mit dem folgenden Argument in Kauf: "Sometimes behavior can be predicted by the knowledge level 
description; often it canoot. The incompleteness is not just a failure in certain special situations oe in some 
small departures. The term radical is used to indicale that entire ranges of behavior may not be describable at the 
knowledge level, but only in terms of systems at a lower level (namely, the symboUc level). However, the 
necessity of accepting this incompleteness is an essential aspect of this level." 
10 Warum dies so ist, läßt sich leicht an dem folgenden Beispiel vm:leutlichen: Vergleichen wird beispielsweise 
einen Schachcomputeri, der nur die Spielregeln beherrscht und nur durch Suche einen Zug auswllhlt mit einem 
SchachcomputeL2, der sich Ihnlich wie ein Schachmeister verhält und extrem viele Brettkonstellationen und 
Zugfolgen gespeichert hat. Auch wenn der Schachcomputel2 in der Realität unvergleichbar besser spielt. so 
untencheidet er sich wegen dcz dabei vorgenommenen Idealisierung in seM Beschreibung auf der Wissensebene 
in keinster Weise von dem Schachcomputerl. Da angenommen wird. daß der Schachcomputer I alles weiß, was 
aus den Spielregeln deduziert werden kann (s.o. Abschnitt 3), weiß er auch alles was man Ober das Spiel 
Oberhaupt wissen kann. Nach dem RationaliWSprinzip wird er daher das perfekte Schachspiel spielen und sich 
nicht von dem Schachcomputer2 unterscheiden. Die Unterschiede zwischen Schachcomputer I und 
SchachcompuUrl treten also erst bei der Beschreibung auf dcz Symbolebene zutage. 
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von einem Schachnovizen zu einem Schachmeister stellt nach Dietterichs Analysen keinerlei 
Wissenszuwachs dar. 
Bei einer zweiten Gruppe von Lernverfahren konnte wegen der spezifischen Abhängigkeiten 
von der darunterliegenden Symbolebene (vgl. representational bias und search bias) die beim 
Lernen auftretenden Veränderungen nicht auf der Wissensebene beschrieben werden: Da die 
Wissensveränderungen hier von der Symbolebene abhängt, die Symbolebene aber nicht 
Bestandteil der zulässigen Beschreibungsmittel ist, können diese Veränderungen auf der 
Wissensebene nicht dargestellt werden.ll In diese Gruppe fielen die induktiven Lernverfahren 
wie z. B. ID3 (QuinIan, 1986) oder INDUCE. Diese Ergebnisse sind durchaus unerwünscht 
und scheinen auf eine Fehlkonzeption der Wissensebene hinzuweisen (vgl. Bourne, 1969; 
Bourne, Ekstrand & Dominowski, 1971; Schmalhofer, Aitken & Bourne, 1994). 
Nur bei der dritten und letzten Gruppe konnte die Veränderung durch den Lernvorgang als 
Wissenszuwachs beschrieben werden. In diese Gruppe fallen Systeme, die völlig neue 
Informationen aufnehmen.l2 Zu dieser dritten Gruppe zählen deduktive Datenbanksysteme, wie 
z. B. MRS (RusselI, 1985). Auch fallbasierte Systeme (vgl. JUDGE) , die durch die 
Speicherung eines neuen Falles neues Wissen aufnehmen, könnte man dieser Gruppe 
zuordnen. 
Insgesamt zeigten Dietterichs Analysen, daß bei der Verwe.ndung von Newell's Wissensebene 
Lernen nur in sehr wenigen Fällen durch den Zuwachs von Wissen charakterisiert werden 
kann. Dies liegt daran, daß Newell's Wissensebene auf einer unrealistischen Idealisierung 
beruht. Deshalb sind selbst essentielle Wissensunterschiede (wie z. B. zwischen dem Wissen 
von Schachnovizen und Schachexperten, vgl. Chase & Simon, 1973) auf einer so konzipierten 
Wissensebene nicht darstellbar. 
Zur besseren Charakterisierung von intelligenten Systemen wurden daher von Schmalhofer, 
Aitken & Boume (1994) eine Erweiterung der Wissensebene vorgeschlagen, die als 
Verhaltensbeschreibung (engl.: behaviordescriptions) bezeichnet wird. Wie Newell gehen auch 
diese Autoren davon aus, daß einem intelligenten System Wissen und Ziele zugeschrieben 
werden sollten. Darüber hinaus sind aber mindestens zwei weitere Parameter erforderlich, um 
intelligentes Verhalten angemessen zu charakterisieren, nämlich entsprechende Fertigkeiten 
11 Dabei wird von Dieuerich definiert" A system is said to be deduetively describable at the knowledge level if 
ilS behavior can be captured (and predicled) as dedueb.ve inference over a set of sentences that do not refa to 
symbol level entities." 
12 Wenn ein System beispielsweise bisher weiß" AUe Menschen sind stelblich", und nun in einem Lemvorgang 
"Sokrates ist ein Mensch" aufnimmt, so stellt dies einen Zuwachs an Wissen dar. Das darauffolgende Leinen von 
"Sokrates ist sterblich" würde dagegen keine Vedlnderung auf der Wissensebene bewirken, wdl sich dieser Satz 
bereits durch Deduktion ergibt (Da die inferenzielle Haue bereits zum Wissen geh(kt, kann diese nicht ~r neu 
gelernt werden). 
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· 3.1.1 Parameterausprägungen 
Die Ausprägungen der Parameter von Verhaltensbeschreibungen können selbst wieder 
komplexe Symbolstrukturen sein (vgl. Schmalhofer et al., 1994). Da wir hier aber nur an recht 
globalen Verhaltensbeschreibungen interessiert sind, sollen diese Symbolstrukturen nicht 
dargestellt, sondern nur benannt werden; auf diese Weise ergeben sich als 
Parameterausprägungen verschiedene Bezeichnungen. Diese Ausprägungen lassen sich durch 
die Beantwortung von parameterspezifischen Fragen bestimmen: 1. Durch die Beantwortung 
der Frage 'Woraus wird was gelernt?' wird der Zweck eines Lemsystems und damit der G-
Parameter bestimmt. 2. Das Wissens eines Systems (d.h. der K-Parameter) wird durch die 
Frage 'Womit wird gelernt?' ermittelt. 3. Die Frage 'Wie wird gelernt?' bestimmt die 
Fertigkeiten und damit den S-Parameter. Nachdem durch diese Parameter das 
Verhaltenspotential eingegrenzt ist, wird mit der Frage 'Wo wird gelernt?' die tatsächliche 
Aktionsausfiihrung und damit das Einsatzgebiet (p-Parameter) bestimmt 
WORAUS? 
(ElrQabl) 
WOMIT? 
(Wilsert 
WIE? 
(Fert tI kella n) 
CHEF 
JIDGE 
F" Basplele wkla&&ilizlll rt 
DA-PRODIGY COBWEB 
PUPS WBL 
SHE 
BP 
IM:lUCE 
ID3 
VR 
ßlIlipIeIe 
einer 1<1as88 
AC'r-R/WiKo EBG 
BACON GENESIS 
SOAR 
Bel8ple1& 
ThIlOfle 
C-I-Modell 
CASCA,DE 
KDfi!PABS 
TR 
Abbildun~ 6.' Beschreibungen von verschiedenen Lernsystemen auf der erweiterten 
Wissensebene (vgl. Fußnote 14). 
Die Verhaltensbeschreibungen und die Relation R, die sich aufgrund unserer Analysen der 
ausgewählten Lemsysteme ergaben, sind in Abbildung 6 dargestellt. Zur übersichtlicheren 
Darstellung wurden dabei die Ausprägungen des P-Parameters nicht aufgenommen und der G-
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Parameter wurde in seine Komponenten Eingabe und Ausgabe untergliedert Abbildung 6 kaI1I1 
im Prinzip wie das Streckennetz von JC-Zügen gelesen werden.l4 
Woraus wird was gelernt? - Zweck 
Hinsichtlich des Zwecks von Lernsystemen ergaben sich sechs verschiedene Ausprägungen. 
Systeme wie JUOOE oder DA-PRODIGY lernen aus Fällen komplette Lösungen. So lernt 
JUDGE in dem Bereich der Rechtsprechung aus alten, bekannten und bereits beurteilten Fällen, 
die als eine Menge von Präzedenzrällen eingesetzt werden. Mittels dieser bekannten 
Erfahrungen wird ein Urteil für einen neu vorgelegten Tatbestand gefällt. Die so entstandenen 
neuen Fälle können wiederum gemerkt werden, so daß sich das Wissen des Systems 
sukzessive vergrößert (closed-loop-learning, vgl. Wrobel, 1989). In ähnlicher Weise, 
allerdings mehr domänenunabhängig, verwendet DA-PRODIGY konkrete Erfahrungen aus 
selbst erzeugten Fällen, um Lösungen für neue Probleme zu erstellen. Die SME lernt aus dem 
Aufbau des Sonnensystems wie Atome aufgebaut sein könnten und welche strukturellen 
Beziehungen zwischen den einzelnen Elektronenschalen und dem Atomkern bestehen. 
Eine zweite Gruppe von Systemen wie z. B. COBWEB oder WBL lernen aus Beispielen ein 
oder mehrere Regeln, die zur Klassifikation von Objekten eingesetzt werden können. Die 
Beispielmenge für COBWEB ist eine unstrukturierte Menge von Objekten, die in Form von 
Merkmalsbeschreibungen repräsentiert sind. Die Ausgabe des COBWEB Systems ist eine mit 
Regeln beschreibbare Begriffshierarchie, in der die einzelnen Gruppierungen in Unter-
Obermengen-Beziehungen zueinander stehen. Beim WBL werden bestimmte Eingabemuster (= 
Aktivitätszustände der Eingabeneuronen) vorgegeben. Anschließend werden die Gewichte der 
Verbindungen einzelner Neuronen so eingestellt, daß bei Vorlage eines Eingabe-Musters die 
relevanten Merkmale (als Menge von Aktivitäten in der Ausgabeschicht) herausgefIltert werden 
können, was sich wiederum mit Regeln beschreiben läßt. 
Eine dritte Gruppe erzeugt Regeln aus Beispielen, die von Anfang an bereits klassifiziert 
vorliegen. So erhält INDUCE eine Menge von Objektbeschreibungen in Form von Attribut-
Wert-Paaren, die jeweils einer bestimmten Klasse (z.B. der Klasse der OST- oder WEST-
ZÜGE) zugeordnet sind. Ähnlich verhält es sich bei den Eingaben von ID3 und VR. Der 
Unterschied zwischen INDUCE, ID3 und VR liegt einerseits darin, daß bei den ersten beiden 
Systemen die Beispiele nicht-inkrementell und bei VR inkrementell vorgegeben werden, und 
andererseits darin, daß INDUCE und ID3 mehrere Klassen gleichzeitig betrachten können, 
14 Für ein bestimmtes System (wie z. B. INDUCE) erhält man seine Verhaltensparameter. indem man den 
entsprechend markierten Pfad verfolgt und dabei die Ausprägungen (also. Regeln, Suche. Hypothesen und 
lnformationsrnaß kJassifiziene Beispiele) abliest. Umgekehrt kann man einen beliebigen Pfad verfolgen um dann 
zu erfahren. auf welche Systeme die entsprechenden Ausprägungen zutreffen (z.B. 
{({Fälle},{Problemlösung})[Heuristiken}{Analogie} ... ) trifft aufSME, DA-PRODIGY, und PUPS zu. 
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· während VR immer nur einen Begriff erkennt. 15 INDUCE erzeugt ähnlich wie VR mit Regeln 
eine Konzeptbeschreibung aufgrund der entdeckten relevanten Attributausprägungen. 103 
erzeugt ebenfalls Konzeptbeschreibungen, allerdings in Form eines sogenannten 
Entscheidungsbaumes, dessen Knoten Attribute und dessen Äste Verzweigungen gemäß der 
verschiedenen Attributausprägungen sind. Solche Entscheidungsbäume sind im'Prinzip eine 
Sammlung von Regeln (vgl. Quinlan, 1987). An den Blättern steht der Name einer Klasse, so 
daß sich aus jedem Pfad eine Konzeptbeschreibung ergibt. BP lernt aus einer vorgegebenen . 
Menge von Ein-/Ausgabe-Paaren für gewünschte Aktivierungszustände der entsprechenden 
Neuronen. Die dargebotenen Beispiele können auch zu einem Begriff gehören, ohne daß dies 
explizit angegeben ist. BP ist nach dem Lernprozess (ähnlich wie das WBL durch Einstellen der 
Gewichte) dazu in der Lage. zu einem Eingabemuster das gewünschte Ausgabemuster zu 
erzeugen. Auch dies läßt sich bei einer Betrachtung auf der Wissensebene durch Regeln 
charakterisieren (vgl. McMillan & Smolenski, 1988). 
Systeme wie BACON oder SOAR erhalten nur einheitliche Beispiele (d.h. Beispiele einer 
einzigen Klasse) als Eingabe. aus denen sie dann Regeln erzeugen. So erhält BACON als 
Eingabe die Paare einer Wertetabelle aus einem Physik-Experiment. BACON erkennt dann 
funktionale Abhängigkeiten und eneugt so eine Funktionsvorschrift zur Berechnung weiterer 
Werte. SOAR lernt neben der Lösung des gegebenen Problems. die sich · als Pfad im 
Zustandsraum ergibt. neue Operatoren hinzu. die mehrere Einzelschritte einer Lösung 
zusammenfassen. 
Eine fünfte Gruppe von Lernsystemen erzeugen aus Beispielen Schemata. Zu diesen Systemen 
gehören GENESIS, das aus einer Beispielenählung und einfachen Regelzusammenhängen 
lernt, EBG. das aus einem Beispiel eines Konzeptes und einer Hintergrundtheorie über den 
betrachteten Problembereich neues Wissen erwirbt. und schließlich das C-I-Model. das aus 
einem Text eine Textrepräsentation und ein Situationsmodell erstellt. GENESIS erzeugt ein 
allgemeines Handlungsschema zu dem in der Beispielerzählung enthaltenen Geschehen. In 
ähnlicher Weise generiert EBG eine allgemeine Konzeptbeschreibung. die effizienter eingesetzt 
werden kann.16 
Die verschiedenen Ausprägungen lassen sich partiell ordnen. So ist beispielsweise die 
Erzeugung von Regeln aus unldassifizierten Beispielen ein ehrgeizigeres Lernziel als die 
Regelerzeugung aus Beispielen. wenn dabei die richtige Klassifikation bereits vorgegeben ist. 
15 Eine entsprechende Erweiterung der VR-Methode zur gleichzeitigen Bettachtung von mehreren Begriffen ist 
die AQ-Methode. 
16 Die in der literatur getroffene Untezscheidung von EBG (MilChell et al., 1986) und EBL (Dejong & Moon,y, 
1986) ist hier nicht von Belang. 
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Womit wird gelernt? - Wissen 
Dies ist die Frage welches Wissen beim Lernen eingesetzt wird, also welche Ausprägungen der 
K-Parameter annimmt. Dabei ergaben sich vier verschiedene Ausprägungen. 1) Systeme wie 
JUDGE verwenden neben den bereits bekannten Fällen allgemeine Grundsätze und 
Verordnungen der Gesetzgebung, um gegebenenfalls ohne Vorlage eines Präzedenzfalles ein 
Urteil fällen zu können. Sie besitzen also Domänenwissen. 
2) Systeme wie SME und PRODIGY lernen mit Hilfe von Heuristiken, die ggf. 
bereichsspezifisch erweitert werden können und die Erinnerung an eine bekannte Struktur oder 
ein bereits gelöstes Problem leiten. 
3) Eine weitere Gruppe von Lernsystemen, zu der SOAR, COBWEB, WBL, INDUCE und 
ID3 zählen, setzen unterschiedliche Hypothesenräume ein, in denen eine Art von 
Informationsmaß defIniert ist (z.B. Kennwerte für die Parsimonie einer Hypothese, oder das 
Informationsmaß von ID3). SOAR kennt einen Raum von Zuständen, die durch Operatoren 
verbunden sind Der Hypothesenraum von COBWEB ist durch alle möglichen Einteilungen der 
vorgelegten Objekte in verschiedene Begriffe gegeben. WBL verwendet eine Menge von 
Verbindungsstärken zwischen einzelnen Neuronen, um geeignete Gewichte für die einzelnen 
Merkmale der vorgelegten Muster zu finden. INDUCE, ID3 und VR steht ein Raum möglicher 
Konzeptbeschreibungen in Form von konjunktiv verknüpften Attribut-Wert-Paaren zur 
Verfügung. BP lernt (ähnlich wie WBL) geeignete Verbindungsstärken durch eine Minimierung 
einer Fehlerfunktion. 
4) Lernsystemen wie z. B. GENESIS, EBG, C-I-Modell, CASCADE, KIWi/PABS und TR 
stehen teils Domänenwissen und teils Heuristiken zur Verfügung. GENESIS und EBG 
verfügen über eine Domänentheorie, die aus Fakten und Regeln des behandelten 
Problembereiches besteht. Auch hier lassen sich die einzelnen Ausprägungen partiell ordnen. 
So können wir beispielsweise feststellen, daß ein System, dem nur Heuristiken zur Verfügung 
stehen, weniger Wissen hat als ein System, dem bereichsspezifisches Domänenwissen und 
Heuristiken zur Verfügung stehen. 
Wie wird gelernt? - Fertigkeiten 
Die Beantwortung dieser Frage ergab insgesamt drei Ausprägungen für die Fertigkeiten von 
maschinellen Lernverfahren (S-Parameter): 1. Eine erste Gruppe erkennt Analogien zwischen 
bekannten und neuen Aufgaben. So lernen JUDGE, SME und PRODIGY durch das Auffinden 
einer vergleichbaren bereits bekannten Situation und einer Modifikation dieser alten Lösung 
(falls erforderlich). 
2. Eine andere Gruppe (z. B. COBWEB, WBL) sucht in dem gegebenen Hypothesenraum 
nach einer hinsichtlich des Informationsmaßes optimalen Lösung. So versuchen COBWEB und 
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· WBL Gemeinsamkeiten der verschiedenen dargebotenen Beispiele zu finden, und die Objekte 
werden dann aufgrund dieser entdeckten Merkmale gruppiert. Bei COBWEB werden diese 
Gruppen so gebildet, daß sich zwischen den Objekten einer Gruppe eine möglichst große 
Ähnlichkeit und zwischen Objekten verschiedener Gruppen eine möglichst geringe Ähnlichkeit 
ergibt. Dagegen werden die Gruppen beim WBL nicht explizit erstellt, sondern das neuronale 
Netz stellt nach dem Lernvorgang nur einen Merkmalsdetektor dar. INDUCE sucht 
gemeinsame Genemlisierungen der Beispiele, so daß sich eine allgemeine Charakterisierung der 
einzelnen Beispiele ergibt. ID3 bewertet den Informationsgehalt eines jeden Attributes, und legt 
eine Reihenfolge fest, in der die Attribute eines neuen Objektes getestet werden können, indem 
es den noch zu erwartenden Informationsgewinn nach Testen des Attributes minimiert. Die VR 
durchläuft den Raum möglicher Konzeptbeschreibungen gleichzeitig aus der Richtung des 
allgemeinsten und des speziellsten Begriffes kommend. Nach Vorlage eines neuen Beispiels 
wird die Menge der noch mit den bisherigen Beispielen verträglichen Begriffe sukzessive 
eingeschränkt, bis schließlich nur noch ein Begriff übrig bleibt. BP verwendet ebenso wie ID3 
eine Minimumsuche zum Lernen. Im Gegensatz zu ID3 wird bei BP allerdings die 
Fehlerabweichung zwischen tatsächlicher aktueller Ausgabe und der vorgegebenen 
gewünschten Ausgabe minimiert. Diese allgemein auch als 'Hill-Climbing' bezeichnete Technik 
der Suche nach einem Optimum stellt auch eine der (verschiedenen) Heuristiken dar, die 
BACON verwendet 
3. Eine dritte Fertigkeit ist die Erstellung von Erklärungen unter Verwendung des vorhandenen 
Wissens. So begrilndet GENESIS mit Hilfe des Hintergrundwissens die verschiedenen 
Zusammenhänge einer Erzählung, während EBG die Zugehörigkeit des dargebotenen 
Beispieles zu dem Begriff mit Hilfe der Hintergrundtheorie erklärt (beispielsweise wird erklärt, 
daß ein vorgegebenes Objekt eine Tasse ist). Und schließlich dient das Verständnis der 
dargebotenen Beispiele aufgrund des vorhandenen Wissens dem C-I-Modell dazu, eine 
kohärente Struktur in der Form einer Textbasis und eines Situationsmodells aufzubauen. 
Selbstverständlich kann ein System auch mehrere dieser Fertigkeiten haben. Wir würden dann 
sagen, daß ein System, welches alle Lernfertigkeiten eines anderen Systems . umfaßt, mehr 
Lerndispositionen besitzt. Ein "multistrategy learning system" (Michalski, 1993), das sowohl 
Analogien finden als auch einen Hypothesenraum absuchen kann, hätte somit umfassendere 
Lerndispositionen als ein System, das nur Analogien finden kann. 
Wo wird gelernt? - Einsatzgebiet 
Bei der Beantwortung dieser Frage ergaben sich viele unterschiedliche Anwendungen von 
Lernsystemen. Daher soll hier keine vollständige Aufzählung der Parameterausprägungen 
gegeben werden, sondern nur einige genannt werden. IUDGE lernt auf dem Gebiet der 
Rechtsprechung. Die SME erkennt physikalische Zusammenhänge zwischen Elektronen und 
dem Atomkern. DA-PRODIGY lernt Kontrollregeln für die Fertigungsplanung im 
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· Maschinenbau. SOAR wurde hauptsächlich in Mikrowelten wie z. B. dem 8-Puzzle oder dem 
Tower-of-Hanoi-Problem eingesetzt. BACON entdeckt aus Experimentaldaten klassische 
Gesetze, wie z.B. das dritte Keplersche Gesetz und die (chemischen Gesetze von Dalton und 
Gay-Lussac. 
3.12 Verhalrensbeschreibung 
In dem vorausgegangenen Abschnitt wurden die verschiedenen Ausprägungen der Parameter 
G, K, Sund P aufgezählt, die sich bei einer globalen Beschreibung von ausgewählten 
Lemsystemen ergaben. Die Paramterausprägungen lassen sich wie folgt notieren: 
G = { ( {Fälle}, {Problemlösung } ),( {Beispiele} , (Regeln}), 
({ Beispiele Klassifikation) Regeln), ({Beispiele Selektion} Regeln), 
Selektion} Schema), ({ Beispiele Theorie } Theorie)} 
({Beispiele 
K = {{Domänenwissen}, {Heurlstiken}, {Hypothesenraum, Informationsmaß} 
{Domänenwissen Heuristiken} } 
S = {{Analogie}, {Suche}, {Erklärung}} 
P = {{Rechtsprechung}, {Atommodell}, {Turm_vonJlanoi}, 
{Fertigungsplanung im Maschinenbau}, {physikalische Gesetze} ... }. 
Das kartesische Produkt der Parameter (d-h. GxKxSxP) und die für jeden Parameter mögliCh, 
Ausprägungen definieren nun einen Raum für mögliche Verhaltensbeschreibungen. Dabei is~ 
allerdings nicht jede beliebige Kombination von Parameterausprllgungen sinnvoll. Eine: 
Kombination wird erst dann als sinnvoll erachtet, wenn bereits ein implementiertes System' 
vorliegt, auf das die entsprechenden Ausprägungen zutreffen. Um die sinnvollenl 
Ausprägungskombinationen von den bedeutungslosen zu unterscheiden wird die Relation RI 
benötigt (die als Teilmenge von GxKxSxP defmiert ist). Wir sagen, daß die Relation RI 
zwischen den Ausprägungen gi, ki, Si und Pi einer Verhaltensbeschreibug Bi erfilllt ist, falls ein
l 
System i implementiert vorliegt, dem diese Ausprägungen zugeschrieben werden, so daß sic~ 
daraus eine kohärente und ~ollständige Systembeschreibung auf einer (mehr oder weniger) 
abstrakten Ebene (d.h. der erweiterten Wissensebene) ergibt. Darüber hinaus sollten zwischen 
der Symbolebene des Systems und der Beschreibung auf der Wissensebene Zustands- undl 
Sequenzabstraktionsabbildungen definierbar sein (vgl. Schmalhoferet al., 1993, S. 213-215). 
Durch die vorliegenden Beschreibungen auf der erweiterten Wissensebene werden
' 
Äquivalenzklassen von Lemsystemen bestimmt Die einzelnen Systeme einer Äquivalenzklasse 
mögen sich zwar aufgrund einer Beschreibung auf der Symbolebene unterscheiden, hinsichtlich 
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. der Beschreibung auf der Wissensebene sind sie aber identisch. Durch die weiter oben 
angegebenen Ordnungsbeziehungen auf den verschiedenen Parameterausprägungen lassen sich 
nach den Verfahren der neueren Wissensdiagnostik: (vgl. Lukas & Albert, 1993; Irtel & 
Schmalhofer, 1981/82) die einzelnen Lemsysteme anhand ihrer Verhaltensbeschreibungen auch 
partiell ordnen)7 
Auf der erweiterten Wissensebene konnten so Beschreibungen für alle Lernsysteme erstellt 
werden. Bei diesen Verhaltensbeschreibungen zählt die inferentielle Hülle des Wissens (s.o.) 
nur insoweit zum Wissen, als die Inferenzen von den angegebenen Fertigkeiten (S-Parameter) 
erzeugt werden können. Das Wissen eines 3chachexperten unterscheidet sich daher so sehr 
wohl von dem Wissen eines Schachnovizen. Auch induktive Lernverfahren wie ID3 konnten so 
auf der Wissensebene beschrieben werden. Selbst bei Lemverfahren wie EBG und CASCADE 
erkennt man, daß hier Lernen durch einen Zuwachs an Wissen darstellt und somit Lernen auf 
der Wissensebene stattfindet. 
3.2 Fall-, such- und verstehensorientierte Lernsysteme 
Die in Abbildung 6 dargestellten Beschreibungen der verschiedenen Lemsysteme zeigten, daß 
sich auch auf der Wissensebene ohne Beachtung des P-Parameters bereits sieben verschiedene 
Lernsysteme ergaben. (Jeder Pfad charakterisiert einen Typ von Lemsystem). Die sieben 
Lemsysteme lassen sich aber leicht in drei Gruppen einteilen, nämlich 1) Systeme, die aus 
Fällen durch analoges Schließen Lösoogen erstellen, 2) Systeme die aus verschieden gearteten 
Mengen von Beipielen durch Suche geeignete allgemeine Regeln fmden und 3) Systeme die 
durch die Erzeugung kohärenter Erklärungen Regeln, Schemata oder revidierte Theorien 
konstruieren. Diese drei Gruppen bezeichnen wir im folgenden als fallorientierte, 
suchorientierte bzw. verstehensorientierte Lernsysteme. Um die Funktionsweise solcher 
Systeme zu veranschaulichen, werden nun für jede dieser drei Gruppen einige typische 
Lernsysteme vorgestellt: CHEF und DA-PRODIGY als fallorientierte Systeme, SOAR und VR 
als suchorientierte Systeme und CASCADE, KIWi/PABS und TR als verstehensorientierte 
. Systeme. Darüber hinaus haben wir noch entsprechende Komponenten des ACf-R-Systems 
mit aufgenommen. Da ACf-R als integrative kognitive Architektur mehrere Lernverfahren 
umfaßt, läßt sich dieses System, ähnlich wie das PRODIGY-System, nicht eindeutig zuordnen, 
sondern verwendet selbst wieder mehrere unterschiedliche Lernverfahren. 
17 Die umweltbezogene Signiftlamz eines Lernsystems könnte beispielsweise folgendermaßen definiert werden 
(vgl. Wrobel, 1991). Ein System Si hat eine gleichgro8e oder größere umweltbezogene Signifikanz (also U(Sj) 
~ U(Sj», falls die folgende lexikographische Oi:dnungsrelation erfüllt ist: <Pi, gi. ki, si> ~ (Pj, gJ.. kj, Sj). Die 
einzelnen Parameterausprllgungen (z.B. Pi und Pj) sind dabei Elemente einet Potenzmenge. so daß ihre Ordnung 
auf einfache Weise durch die Mengeninklusion defmiert ist (vgl. Lukas & Albert. 1993, S. l46). 
31 
32.1 Fallorientierte Systeme 
Die Grundidee aller fallorientierten Lernverfahren besteht im wesentlichen darin, bei der 
Lösung neuer Probleme alte Erfahrungen einzusetzen, um eine vollständige neue Erarbeitung 
einer Lösung (z.B. mit Hilfe allgemeiner Regeln) zu venneiden (vgl. auch JUDGE). Dazu ist es 
notwendig, sich bereits gelöste Probleme geeignet zu merken, und für die Lösung eines neuen 
Problems angemessen anzupassen. Existierende fallorientierte Systeme unterscheiden sich in 
diesen grundlegenden Komponenten, die auch als 'Indizieren', 'Erinnern' (Retrieval) und 
'Modifikation' bezeichnet werden. Diese Vorgehensweise entspricht in gewisser Hinsicht dem 
menschlichen Problemlöseverhalten, denn auch der Mensch versucht, alte Erfahrungen in sich 
neu ergebenden Situationen einzusetzen. 
CHEF 
CHEF (Hammond, 1986; Hammond, 1989) ist ein fallorientiertes Planungssystem, das nach 
gegebenen Wünschen (etwa Geschmack, bestimmte Zutaten o.ä.) Kochrezepte erzeugt, indem 
es alte Rezepte aufbewahrt und diese versucht an die neuen Ansprüche anzupassen. CHEF 
arbeitet in sechs Phasen: 1. Problemvorhersage, 2. Planerinnerung, 3. Planmodifikation, 4. 
Planreparatur, 5. Fehleranalyse und 6. Planspeicherung. Bei der Problemvorhersage versucht 
CHEF, aufgrund der gestellten Ansprüche und alter Erfahrungen zu erwartende Probleme 
aufzudecken, und Itigt die Vermeidung dieser als zusätzliche Ziele hinzu. Die Planerinnnerung 
sucht daraufhin in der Fallbasis alter Erfahrungen · nach einem geeigneten Rezept, das iJ 
möglichst vielen Anfonierungen mit dem neuen gesuchten Rezept übereinstimmt Dabei werden: 
sowohl die Ziele als auch die zu erwartenden Fehler zur Indizierung der Rezepte genutztJ 
Während der P lanmodijikation wird dann das geeigneteste alte Rezept so verändert, daß auc 
die noch nicht erreichten Ziele erfiillt werden. Die Ausführung dieses neuen Rezeptes wird nunl 
mittels allgemeiner Regeln aus dem Bereich des Kochens simuliert. Treten . dabei keine' 
Schwierigkeiten auf, so kann das neue Rezept abgespeichert werden. Ergeben sich jedoc 
fehlerhafte Teile des Rezeptes, so sucht CHEF bei der Planreperatur und der Fehleranalyse 
nach den Ursachen für die aufgetretenen Probleme, und behebt diese mit Hilfe allgemeinerl 
Repararurregeln. Das funktionsfähige Rezept wird anschließend abgespeichert 
PRODIGY 
PRODIGY (Carbonell, 1986; Minton 1986; Minton et al. 1989) ist ein domänenunabhäDgigerl 
Problemlöser, der neues Wissen durch Analyse seiner Erfahrungen und Interaktion mit einem 
I 
Benutzer erwirbt. Während sich CHEF lediglich ganze Problemlösungen merkt, versuchtl 
PRODIGY zusätzlich aus einer Problemlösung, durch Erldärungsbasiertes Lernen (vgl. 
GENESIS) allgemeine (Kontroll)Regeln zu extrahieren, die bei neuen Problemen, 
efflZienzsteigemd eingesetzt werden können. Die eigentliche Problemlösung geschieht mittelsi 
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einer heuristischen Suche im Problemraum, die durch ~ine Reihe von Lernmethoden unterstützt 
wird. Abbildung 7 zeigt die Gesamtarchitektur des PRODIGY Systems. 
PROBLEM 
SOLVER 
( ~Ian )_ I>eriv. Multi .. L.brary Ilf'play Level -
Abstraction 
Builder 
j 
I ----~ 
Derivation 
Exlractor 
Experimenter 
Exlerllal 
P rOC"f'fillN! 
Abbildun~ 7.' Die Gesamtarchitektur des PRODIGY-Systems (nach Minton et al. 1989). 
Der Problemlöser baut sukzessive einen Suchraum auf, dessen Wurzel einen Initialzustand 
darstellt, und dessen Kanten durch Operatoren beschriftet sind, die einen Zustand in einen 
anderen (Folge)Zustand überführen. Das Ziel ist es, zu einem Blatt des Suchraumes zu 
gelangen, das dem vorgegebenen Zielzustand entspricht Eine Benutzerschnittstelle ermöglicht 
die Interaktion mit einem Experten, der Hilfestellungen anbieten soa wenn PRODIGY alleine 
nicht weiterkommt Eine Erldärungsbasiene LernJcomponente erzeugt aus einer Problemlösung 
allgemeine (Kontroll) Regeln , die im folgenden (wieder)verwendetwerden können, um die 
Suche nach einem geeigneten Pfad im Problemraum zu beschleunigen. Die ('derivational') 
Analogie-Komponente (CarboneIl, 1986) unterstützt den Problemlöser, indem a1te 
(Teil)Lösungen vollständig genutzt werden können. Die Möglichkeit der (Multi-Level) 
Abstraktion erweitert diese Wiederverwendung, so daß nicht nur konkrete, sondern auch 
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allgemeinere (Teil)Lösungen benutzt werden können. Durch Experimentieren kann PRODIGY 
schließlich Fehler in der bisherigen (feil)Lösung ermitteln (und gegebenenfalls korrigieren). 
3.22 Suchorientierte Systeme 
Newell (1990, S. 111) zählt neben Repräsentation, Wissen und Symbolen auch Suchen zu den 
Grundlagen intelligenten Verhaltens. Um eine bestimmte Aufgabe zu bewältigen, oder 
allgemeiner ein gegebenes Problem zu lösen, muß insbesondere auch ein System einen Weg 
suchen, um ein gewünschtes Ziel zu erreichen. Diese Suche vollzieht sich in einem 
Problemrawn, der mögliche Situationen enthält, und Verbindungen zwischen verschiedenen 
Situationen, wenn diese auf die eine oder andere Weise auseinander hervorgehen können. 
Bestimmte Situationen in diesem Raum entsprechen dann einem gestellten Problem, und andere 
Situationen korrespondieren zu Situationen, in denen das Problem gelöst ist. Die Suche besteht 
nun im wesentlichen darin, einen Weg zwischen diesen Situationen zu fmden (vgl. Dömer, 
1979). 
Das eine Extrem dieser Suche ist die blinde Suche. Ohne jegliches Wissen einzusetzen oder eine 
Strategie zu verwenden, bewegt das System sich in dem Problemraum, bis es (eher zufällig) die 
Lösung gefunden hat. Tiejen- und Breitensuche sind typische Beispiele solch uninformierter 
Suche. Das andere Extrem ist im Grunde keine Suche mehr. Das System hat so viel Wissen, 
daß es direkt den richtigen Weg im Problemraum findet. 
Zwischen diesen beiden Extremen bewegen sich sogenannte informierte Suchverjahren. Die 
Information, die ein System bei der Suche durch den Problemraum verwendet, stellt 
(Hintergrund)Wissen dar, und so ergibt sich ein zweiter Suchprozeß, der mit der Suche nach 
einem Lösungsweg unmittelbar verbunden ist. Es ist die Suche nach dem in der aktuellen 
Situation sinnvoll einzusetzenden Wissen. Die Qualität des eingesetzten (oder überhaupt 
verfügbaren) Wissens, durch das die Problemlösungssuche gesteuert wird, bestimmt 
maßgeblich die Geschwindigkeit oder EffIzienz der Suche. So unterscheiden sich existierende 
Systeme der Künstlichen Intelligenz erstens nach dem zu durchsuchenden Problemraum, 
zweitens nach der verwendeten Suche und schließlich drittens nach dem dabei eingesetzten 
Wissen. 
Suchorientierte Lemverfahren gehen nun davon aus, daß (sämtliches) Lernen durch das 
Auffinden einer Lösung in einem Problemraum und eine anschließende Zusammenfassung der 
gefundenen Lösung erfolgt. Auf diese Weise bildet SOAR chunks, und chunking wird von 
Newell als globales Lemverfahren betrachtet. Bei Mitchells VR-Methode findet die Suche in 
einem Versionenraum statt, der als Problemraum fungiert. Als Suchergebnis erhält man dann 
die gewünschte KonzeptbeSchreibung. Während die Erzeugung von Produktionsregeln durch 
Wissenskompilation in ACf-R mit der Erzeugung von chunks in SOAR durchaus vergleichbar 
ist, ist das PUPS-Verfahren von ACf-R eher den fallorientierten Lernverfahren zuzurechnen. 
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· Als integriene kognitive Architektur ist ACf-R somit ein multi-strategy-Lernsystem, das über 
Lernverfahren aus verschiedenen Klassen verfügt 
SOAR 
SOAR (Laird et al., 1984; Rosenbloom et al., 1986) ist eigentlich ein Problemlösesystem, das 
auf heuristischer Suche in Problemräumen basiert, in dem bei jeder Problemlösung aber auch 
Lernen stattfindet Der zugrunde liegende Problemraum besteht aus Zuständen und Operatoren, 
die einen Zustand in einen anderen überführen. Ausgehend von einem Initialzustand sucht 
SOAR nach einem bestimmten Zielzustand. Im Idealfall kann dabei immer unmittelbar eindeutig 
ein bestimmter Operator angewendet werden. In Situationen, in denen eine eindeutige Wahl 
eines Operators nicht möglich ist, wird ein Teilziel erzeugt, um den richtigen Operator zu 
finden. Die (generalisiene) Lösung dieses Teilziels merkt sich SOAR in . Form eines 
sogenannten 'chunks'. 'Chunks' sind im Prinzip Produktionsregeln, d.h. Regeln der Form 
'WENN Bedingungl & ... & Bedingungo' DANN Aktionxy'. Die Erzeugung der 'chunks' ist 
also letztlich nichts anderes als das Speichern einer zielorientienen sequentiellen 
Strukturbildung (vgI. Hoffmann, 1994). Diese 'chunks' können dann in Zukunft bei der 
Lösung desselben oder ähnlicher Probleme eingesetzt werden, und erhöhen somit die 
Performanz des Problemlösers. Die Menge der gelernten 'Chunks' stellt eine Art 
Langzeitgedächtnis dar und bildet das bei der Suche vorwiegend eingesetzte WlSsen. 
Die Versionenrawnmethode (VR) 
Bei der Versionenraummethode (Mitchell, 1982; Morik, 1993, S. 256-262) ist das einsetzbare 
Wissen in Form von positiven und negativen Beispielen eines bestimmten Konzeptes gegeben. 
Die Aufgabe besteht darin, eine konsistente (d.h. kein negatives Beispiel umfassende) und 
vollständige (d.h. jedes positive Beispiel umfassende) Konzeptbeschreibung zu finden. Der 
Problemraum ist durch die Menge der möglichen Konzeptbeschreibungen (z.B. in Form von 
konjunktiv verknüpften Attribut-Wen-Paaren) gegeben. Bei der Suche wird der Problemraum 
auf den Versionenraum eingeschränkt, der lediglich die Menge konsistenter und vollständiger 
Konzeptbeschreibungen umfasst. Dabei wird nicht der ganze Versionenraum verwaltet, 
sondern lediglich eine obere Grenze G und eine untere Grenze S. G umfasst die allgemeinsten 
und S die speziellsten konsistenten und vollständigen Konzepte. Die Versionenraummethode 
versucht nun durch eine bidirektionale Suche diese beiden Mengen inkrementeIl (d.h. durch 
sukzessive Vorlage eines der gegebenen Beispiele) miteinander zu identifizieren. Sind G und S 
gleich und einelementig, so ist diese gefundene Konzeptbeschreibung konsistent und 
vollständig für alle vorgegebenen Beispiele. 
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ACI'-R: Wissenskompilation und Analogien 
Anderson (1993) hat vor kurzem das System ACT-R vorgestellt, das einerseits auf dem 
Vorgänger Acr* (Anderson, 1983) aufbaut und andererseits zur Erstellung von Analogien um 
das PUPS Verfahren (Anderson & Thompson, 1989) erweitert wurde. ACf-R und Acr* sind 
umfassende psychologische Theorien über die Entstehung menschlichen Wissens (Anderson, 
1989). Die Architektur des ACf-R Systems besteht im wesentlichen aus drei Komponenten: 
der deklarative Speicher enthält Wissen in einer nicht unmittelbar ausf"ührbaren Form; der 
prozedurale Speicher enthält dagegen Produktionsregeln, und der Arbeitsspeicher beinhaltet 
aktuelle Probleme und Instantiierungen des aktuell eingesetzten Wissens. In ACf-R werden 
durch Wissenskompilation (ACf-RIWiKo) vergleichbar mit SOAR neue Produktionsregeln 
erzeugt. Während bei SOAR aber diese Erzeugung eher ein Nebenprodukt einer suchbasierten 
Problemlösung ist, werden bei der Wissenskompilation deklarativ gespeicherte 
Problemlösungen (die z. B. von PUPS erzeugt wurden, s. u.) als Produktionsregeln 
abgespeichert. Die ACT -R Produktionsregeln sind aber grobkörniger als die SOAR . 
Produktionsregeln (Anderson, 1993, S. 118). 
PUPS führt eine Analogie-basierte Induktion durch. Dazu werden Vergleiche zwischen Form 
und Funktion von (z.B. LISP-) Ausdrucken, sowie Elaboration dieser Formen und Funktionen 
erstellt. In PUPS wurden die Generalisierungen so gestaltet, daß (a) jede Konstante, die 
generalisiert wird, sowohl in der Bedingung als auch in der Aktion der Produktionsregel 
auftritt, (b) die Produktionsregel nach dieser Generalisierung den gegebenen Kontext des 
Arbeitsspeichers erfüllt, und (c) nicht weiter generalisiert wird als dies zur Erreichung von (b) 
notwendig ist. Neben der Generalisierung gibt es die Diskriminierung, die verhindert, daß 
Übecgeneralisierungen stattfinden. 
3.2 3 Verstehensorientierte Systeme 
Beim verstehensorientierten Lernen wird nicht so sehr in einem vorgegebenen Problemraum 
nach einer konkreten Lösung gesucht, sondern es werden vornehmlich geeignete 
Repräsentationen aufgebaut. Es wird also ein Strukturierungsprozeß durchgeführt, der zu 
neuen Repräsentationen und einer kohärenten Erklärung rubren kann. Während bei 
fallorientierten Systemen die ursprüngliche Beschreibung eines Beispiels (Falles) konkret 
gemerkt wird und bei suchorientierten Verfahren lediglich Generalisierungen innerhalb einer 
Beschreibungssprache vorgenommen werden, erstellen die verstehensorientierten Verfahren 
neue Repräsentationen, die dun;h Abstraktionsprozesse entstehen. Bei einer Abstraktion findet 
ein Übergang von einer konkreten Begriffswelt in eine abstrakte Begriffswelt statt (vgL 
Schmalhofer et al., 1993). Der entscheidende Unterschied zwischen Generalisierung und 
Abstraktion besteht also darin, daß eine Generalisierung in einer vorgegebenen konkreten 
Begriffswelt erfolgt (es findet eine Verallgemeinerung aufgrund von Untermengen-
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· /Obermengen-Relationen statt), während bei einer Abstraktion eine Übersetzung von einer 
konkreten in eine abstrakte Begriffswelt stattfindet. (Michalski & Kodratoff, 1990). Bei den 
verstehensorientierten Verfahren wird dabei die abstrakte Begriffswelt aus den 
unterschiedlichsten Vorkenntnissen erst strukturiert. So wird beispielsweise beim C-I-Modell 
aus dem im Langzeitspeicher abgelegten Hintergrundwissen durch Konstruktions- und 
Interpretationsprozesse ein allgemeines Situationsmodell erstellt Auf eine vergleichbare Weise 
erstellt CASCADE eine kohärente Erklärung von Beispielen. Anders formuliert erstellen oder 
verändern verstehensbasierte Lernverfahren eine (abstrakte) Theorie aus Hintergrundwissen 
und den gegebenen (konkreten) Erfahrungen (vgl. Schmalhofer & Tschaitschian, 1993). 
CASCADE 
Verschiedene empirische Untersuchungen zeigen, daß Studenten besser lernen, wenn sie beim 
Studium von Beispielen Erklärungen erzeugen (Chi, Bassok, Lewis, Reimann & Glaser, 
1989). Die besseren Studenten versuchen also, Problemlösungen zu verstehen, 'wenn sie ein 
Problem betrachten. CASCADE (VanLehn et al., 1991; VanLehn et al., 1992) simuliert dieses 
als Selbsterklärungseffekt bezeichnete Phänomen. Dieses Lernverfahren basiert auf der 
Annahme, daß bei dem Selbsterklätungseffekt Lernen auf der Wissensebene stattfindet Dabei 
erwirbt CASCADE zwei Arten von neuem Wissen: einerseits neue domänenspezifische Regeln 
(in diesem Falle aus dem Bereich der Mechanik), und andererseits aber auch neu es 
Problemlöseverhalten, indem es sich eingesetzte Lösungswege merkt. Im wesentlichen besteht 
CASCADE aus zwei Phasen: 1. die Erldärungsphase, und 2. die Problemlösungsphase. 
CASCADE verwendet einen regelbasierten, rückwärts verketteten Theorembeweiser (ähnlich zu 
PROLOG). Als Eingabe dient ein Beispiel aus der Mechanik mit den zugehörigen Fakten der 
Problembeschreibung, und eine Reihe von Aussagen, die das zugrunde liegende 
Kräftediagramm und die Problemlösung repräsentieren. In der Erklärungsphase beweist 
CASCADE nun jede dieser Aussagen mittels der gegebenen Fakten und der bis dahin 
bewiesenen Aussagen. In der Problemlösungsphase wird CASCADE eine Reihe von Fakten 
und eine Aussage vorgelegt, und die Erklärung wird benutzt, um einen Beweis der Aussage 
herzuleiten. Für den Fall, daß während des Beweises mehrere Regeln anwendbar sind oder gar 
keine Regel angemessen ist, verwendet CASCADE Analogie-basierte Methoden, um trotzdem 
eine nützliche Regel zu fmden (Carbonell, 1986). Obgleich diese Vorgehensweise für viele 
komplexere Anwendungsgebiete zu einfach ist, reicht sie für den betrachteten Bereich der 
Mechanik und ähnlich einfache Domänen mit monotonen Schlußweisen18 aus. Die in 
CASCADE eingesetzte Methode wird auch mit Erklärungsbasiertem Lernen von Korrektheit 
bezeichnet (VanLehn, Ball & Kowalski, 1990). 
18 Eine Schlußweise heißt monoton. wenn durch neues Wissen früher bewiesene Aussagen gültig bleiben. 
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KIWi! PABS 
Im KIWi-Modell (Konstruktion und Integrationn von Wissen) (Bergmann et al., 1992; 
Schmalhofer et al., 1990) wird die Unterscheidung zwischen konkreter und abstrakter 
Repräsentationsebene explizit gemacht. So erzeugen Versuchspersonen beispielsweise aus 
Assembler-Code (auf der Ebene der Register und elementarer Registeroperationen) zunächst 
eine Beschreibung der dadurch realisierten Funktion (auf der Ebene einer höheren 
Programmiersprache) (etwa Addition oder Mittelwertbildung). Hier wird der Unterschied 
zwischen Generalisierung und Abstraktion besonders deutlich: Eine höhere 
Programmiersprache enthält neue (Sprach)Konstrukte, die auf der Maschinenebene nicht 
existieren (Schmalhofer et al. 1993). Abbildung 8 zeigt das KIWi-Modell zur Akquisition von 
Domänen- und Aufgabenwissen. 
" 
Abbildung 8.' Allgemeine Inferenzstruktzu des KIWi-Modells (nach Schmalhofer er aI., 1993). 
Ausgehend von Texten oder konkreten Beispielen werden drei Arten der WlSsensrepräsentation 
unterschieden: 1. eine Textbasis. 2. eine Musterbasis, und 3. ein konzeptuelles Modell, das 
sich in Domänen- und Aufgabenwissen unterteilen läßt Während die Text- und Musterbasis 
jeweils direkte Bezüge zu den Lemmaterialien haben, ist das daraus schließlich gewonnene 
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konzeptuelle Modell von den ursprünglichen Materialien unabhängig. Die Bildung von 
Domänen- und Aufgabenwissen erfolgt wie beim C-I-Modell in zwei Schritten: 1. einem 
Konstruktionsprozess und 2. einem Integrationsprozess. In dem Konstruktionsprozess wird 
zunächst neues. unter Umständen aber noch inkonsistentes Wissen erzeugt, das in dem 
Integrationsprozess zu kohärentem und konsistentem Wissen gefonnt wird (konzeptuelles 
Modell); Das Ziel des gesamten Lernprozesses ist also die Erzeugung neuen. · und leicht auf 
zukünftige Probleme anwendbaren Wissens in allgemeinerer und von den konkreten Texten 
und/oder Beispielen abstrahierender Form. Diese resultierende Form des Wissens wird auch als 
Prozedurschema bezeichnet (vgl. Vorberg & Goebel. 1991). Eine formale Charakterisierung 
des Konstruktionsprozesses als Erzeugung (konkreter und abstrakter) Zustände. sowie 
(konkreter und abstrakter) Operatoren. die diese Zustände ineinander Uberführen. und des 
Integrationsprozesses als Abhängigkeitsanalyse zwischen einzelnen Zuständen und Operatoren, 
sowie einer Generalisierung der abstrakten Operatoren zu einem Prozedurschema führte 
schließlich zu einer prototypischen Implementierung des PABS (Plan oder Pro gram 
ABStraction) Systems. PABS realisiert eine Erklärungsbasiene Abstraktion (vgl. Schmalhofer 
et al .• 1995). 
Theorie-Revision (IR) 
Die sogenannte Theorie-Revision (z.B. Richards & Mooney. 1991) ist ein weiteres Beispiel für 
verstehensorientiertes Lernen. Ausgehend von (einer unter Umständen leeren) Theorie (im 
wesentlichen einer Menge von Formeln) der Domäne und konkreten Beispielen wird durch 
Revision der alten Theorie eine neue Theorie erzeugt. die für die gegebenen Beispiele 
vollständig und konsistent ist, d.h. die neue Theorie stellt ein globales und abstraktes 
Verständnis der Domäne dar. das ausreicht, um die konkreten Beispiele zu erklären. 
4. WISSENSAKQUISITION 
In der Künstlichen Intelligenz versteht man unter Wissensakquisition den Prozeß der 
Konstruktion eines Expertensystems (vgl. Clancey. 1989). Zur Entwicklung von 
Expertensystemen wurden bisher drei Methodiken erarbeitet: 1) In den 70er Jahren wurden 
Expertensysteme zunächst prototypisch implementiert (Shortliffe & Buchanan. 1975; Buchanan 
& Shortliffe. 1984).2) In den 80er Jahren wurden dann allgemeine Inferenzmechanismen als 
Expertensystemschalen (Barstowet al.. 1983) und in der Form von generischen 
Aufgabenlösern (Breuker & Wielinga, 1989; Chandrasekaran. 1986) bereitgestellt Bei diesem 
Ansatz wird die explizite Wissensmodellierung betont. 3) 10 den 90er Jahren (Neches. Fikes, 
Finin. Grober. Patil. Senator. & Swartout, 1991) wird nun die gemeinschaftliche Nutzung und 
die Wiederverwendung der Wissensbasen von Expertensystemen (englisch: "knowledge 
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sharing and reuse effort") untersucht. Bei dem Einsatz von Expertensystemen soll so eine 
größere Kompatibilität und Interoperabilität erreicht werden. 
Der Einsatz von den in Forschungslaboren entwickelten maschinellen Lernverfahren (s.o.) soll 
nun hauptsächlich in Bezug auf den "Knowledge Sharing and Reuse Effort" diskutiert werden. 
Insbesondere interessiert uns dabei die Frage, ob ähnlich zu der Entwicklung der menschlichen 
Expertise (vgl. Mandl & Grober, 1994; Ericsson, Krampe & Tesch-Römer, 1993) auch 
Expertensysteme mittels Lernen aus den zunächst laienhaften Kenntnissen eines 
Wissensbasiskerns ein Verhaltenspotential aufbauen können, das dem eines menschlichen 
Experten entspricht. 
Durch einen solchen Einsatz von maschinellen Lernverfahren wird darüber hinaus geprüft, ob 
die bisher nur in Mikrowelten geprüften Verfahren auch für reale komplexe Domänen brauchbar 
sind. Von wenigen Ausnahmen abgesehen (z.B. 103), benutzen kommerzielle Expertensysteme 
derzeit keine maschinellen Lerntechniken (Buchanan, 1989). Es stellt sich also die Frage, ob 
maschinelle Lernverfahren in komplexeren Bereichen der realen Welt generell versagen 
müssen. Da KI -Verfahren sehr gut in Mikrowelten funktionieren, bei einem praktischen Einsatz 
in realen komplexen Domänen aber oft Schwierigkeiten auftreten, ist diese Prüfung in der KI 
auch als das Skalierungsproblem (englisch: scaling-up problem) bekannt geworden (Schank, 
1991). Die komplexen Anwendungsdomänen von Expertensystemen bieten daher eine wichtige 
Testumgebung für die tatsächliche Leistungsfähigkeit und den praktischen Nutzen von 
maschinellen Lernverfahren. 
Trotz der vorerst negativen Bilanz ist der Einsatz von maschinellen Lernverfahren in 
komplexeren Bereichen erstrebenswert und bei einer Anpassung der einzelnen Verfahren an die 
jeweilige Domäne sowie die Wünsche des Systembenutzers auch erfolgversprechend (Schank, 
1991; Schmalhofer et al., 1995). In den letzten Jahren wurden zwei grundsätzlich verschiedene 
Ansätze verfolgt, nämlich Lernen unter Verwendung von umfangreichem Alltagswissen (CYC-
Ansatz) und gemeinsames Lernen eines Systems mit seinem Benutzer (z.B. kooperative 
Wissensevolution). 
-4.1 Lernen mit Alltagswissen: Der CYC-Ansatz 
Dieser hauptsächlich in den USA verfolgte Ansatz postuliert, daß automatisches Lernen in 
komplexen Bereichen ohne ein sehr umfangreiches Alltagswissen nicht möglich ist. Deshalb 
wird zunächst von Hand (d.h. mit den gewöhnlichen Methoden des Knowledge Engineering) 
eine Wissens basis mit A Utagswissen erstellt. Danach soll sich die so aufgebaute Wissensbasis 
durch maschinelles Lernen dann automatisch erweitern. 
Dieser Weg wird in dem auf zwanzig Jahre angelegten CYC-Projekt beschritten (Lenat, 
Prakash & Shepard, 19861). Von 1984 bis 1994 wird dabei eine Wissensbasis aufgebaut, die 
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· neben Fakten, Algorithmen, Heuristiken, Geschichten, Repräsentationen U.S.w. auch die 
Methoden zum effizienten Ableiten neuer Erkenntnisse umfaßt. Im Jahre 1989 enthielt die 
Wissensbasis bereits fünfhunderttausend Einträge; bis Mitte 1994 sollen es ca. 100 Millionen 
sein. Danach soll das CYC-System dann selbsttätig weiterlernen. Folgerichtig lautet Lenats 
präzise Antwort auf die Frage, wann Maschinen endlich lernen werden: " ... since eye started 
in September 1984, and the crossover to automated KA was and still is scheduled 10 occur ten 
years later than that, a tongue in check ans wer .... is ... September, 1, 1994." (Lenat, 1989; 
S.257). 
4.2 Gemeinsames Lernen 
Der Ansatz des gemeinsamen Lernens bezieht dagegen den menschlichen Benutzer in den 
Lernprozeß mit ein (Lajoie & Lesgold, 1989; Lesgold, Lajoie, Bunzo & Eggan, 1992; Wilkins, 
1991). Beim Lehrlingslernen kann ein Lernsystem beispielswiese die Rolle eines Lehrlings und 
der menschliche Experte die Rolle des Lehrmeisters übernehmen. Die kooperative 
Wissensevolution ist eine Weiterentwicklung des Lehrlingslernens, bei dem der Experte und 
das Lernsystem ein Tandem bilden und gemeinsam voneinander lernen. 
4.2.1 Lehrlingslernen 
Lehrlingslernen wird beim Lösen von konkreten AufgabensteIlungen eingesetzt. Unterschieden 
werden häufig drei Varianten. Die erste ist das ''Lernen durch Handeln"; das System bearbeitet . 
die Aufgabe selbständig und die vorgeschlagene Lösung wird durch den Experten begutachtet 
und ggf. korrigiert. Die zweite Variante ist "Lernen durch Beobachten"; die Lösung wird durch 
den Lehrmeister vorgeführt und vom System übernommen. Dies ist immer dann von Vorteil, 
wenn Erklärungen für die Lösungsfmdung schlecht zu vermitteln sind. Eine dritte Möglichkeit, . 
gewissermaßen ein Mittelweg, ist das "Lernen aus Ratschlägen"; das System löstdie Aufgabe 
selbst, verwendet jedoch allgemeine, im Aufgaben-Kontext stehende Ratschläge des 
Lehrmeisters. Um Lehrlingslernen durchführen zu können muß im Gegensatz zum 
automatischen Lernen bei CYC nur eine rudimentäre Wissensbasis vorhanden sein, die dann 
auch als WlSsensbasiskern bezeichnet wird 
4.2.2 Kooperative Wissensevolution 
Die kooperative Wissensevolution ist ein Ansatz, bei dem maschinelle Lernverfahren zum 
gemeinsamen Problemlösen und Lernen (von Benutzer und System) eingesetzt werden. Sie 
baut damit auf dem Lehrlingslernen auf, betont jedoch, daß sowohl das System als auch der 
Benutzer in einer gemeinsamen Lernumgebung Probleme lösen und lernen (vgl. Nathan et al., 
1992; Tecuci, 1992). Dabei kommen vorzugsweise wissensintensive Lernverfahren zum 
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Einsatz (Reinartz & Schmalhofer, 1994). Der Benutzer denkt und lernt meist auf der 
informellen, abstrakten Ebene, während das System eher mit formalisiertem Wissen arbeitet 
Ein zentrales Anliegen dieses Ansatzes ist die Verbesserung der Koordination zwischen beiden 
Partnern. So soll dem Problem Rechnung getragen werden, daß es für den menschlichen 
Experten zumeist schwierig und unpraktisch ist, sich auf einer stark formalen Ebene mit der 
Maschine zu verständigen. 
In der Wissensakquisitionsphase übernimmt ein Fachmann oder Experte der 
Anwendungsdomäne (z. B. ein Arzt für eine medizinische Wissensbasis) die Rolle eines 
Autors, der sein Wissen mit Hilfe des Expertensystems dokumentiert, und verschiedene 
maschinelle Lemverfahren übernehmen die Rolle eines Lektors (englisch: editorial assistant), 
der das Wissen in die richtige Form bringt und auf bestimmte Konventionen beim Ablegen des 
Wissens achtet. 
Nach diesem Ansatz werden drei Phasen unterschieden (vgl. Fischer, McCall, Oswald, Reeves 
& Shipman, 1994), die auch in Abbildung 9 unten, dargestellt sind. Zunächst wird der 
Wissensbasiskern eines Expertensystems von einem Experten und einem Wissensingenieur 
gemeinsam erstellt. Zur Vermeidung des Kommunikationsproblems werden neben dem 
formalen Wissen dabei auch natürlich sprachliche Informationen in einem mit dem formalen 
Wissen verknüpften Hypertextsystem abgelegt (Schmalhofer, Reinartz & Tschaitschian, 1992); 
formales und nicht-formales Wissen sind also nicht künstlich voneinander getrennt, sondern 
ergänzen einander. In der anschließenden Wissensnutzungs- und Wachstumsphase wird das 
System in der ersten Generation praktisch eingesetzt. Dabei wird die Wissensbasis teils 
automatisch und teils vom Anwender um fehlendes Wissen erweitert Hier kommen u.a. auch 
Verfahren des Lehrlingslernens zum Tragen. Im Laufe der weiteren Nutzung muß die 
Wissensbasis in periodischen Abständen auch vom Wissensingenieur "gewartet" werden, 
wobei eine Reorganisation und Erneuerung der Wissensbasis stattfindet 
Da die darauf folgende Wissensnutzung auf den vorausgegangenen Erfahrungen aufbaut, sind 
Benutzer und System in den Folgegenerationen nun besser aufeinander abgestimmt Dadurch 
wird das Anwender-System-Tandem zunehmend effizienter. An diesem Wechselspiel von 
Wissensnutzung, -wachstum und Reorganisation wird ein wesentlicher Vorteil der 
kooperativen Wissensevolution deutlich: die Möglichkeit, sich an veränderte 
Umweltbedingungen anzupassen (vgl. Clancey, 1991; Fischer et al., 1994). Dieser Ansatz 
wird bei der Entwicklung des IDEAS-Systems verfolgt (Birlc et al., 1994). 
4.3 Vergleichende Betrachtung 
Mit dem CYC-Ansatz wie auch mit dem Ansatz des kooperativen Lemens wird das Ziel 
verfolgt, in der Praxis einsetzbare Expertensysteme für komplexe Anwendungen zu entwickeln 
und die~ Entwicklung soweit wie möglich durch Verfahren des maschinellen Lernens zu 
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unterstützen. Die beiden Ansätze unterscheiden sich hauptsächlich darin, wie die Arbeit 
zwischen den maschinellen Lerntechniken und dem Menschen aufgeteilt ist 
Der CYC-Ansatz geht von der Annahme aus, daß den bisher entwickelten maschinellen 
Lernverfahren für einen erfolgreichen Einsatz in komplexen Bereichen nur ein ausreichend 
großer Grundstock an Alltagswissen fehlt. Indem man zuerst umfangreiches Alltagswissen 
formalisiert, können die maschinellen Lerntechniken damit dann auch in komplexen Domänen 
selbsttätig lernen. 
Akquisition von A6tagswissen automatisches Lernen 
gemeinsames Problem/ösen und Lernen 
Abbildun~ 9.· Die Grundannalunen des Lernens mit Alltagswissen und der kooperative 
Wissensevolution sind mit Hilfe einer Metapher veranschaulicht. 
Der Ansatz des gemeinsamen Lernens und der kooperativen Wissensevolution beruht auf der 
Erfahrung, daß in komplexen Bereichen maschinelles Lernen ohne menschliche l!nterstützung 
weder möglich noch wünschenswert ist (vgl. Lesgold, 1993). Vielmehr können sich 
maschinelles und menschliches Lernen wechselseitig beeinflussen und ergänzen. Die 
Effektivität von maschinellen Lernverfahren könnte so auch durch die Meta-Kognitionen seiner 
. Benutzer erhöht werden (vgl. Weinert, 1984). Dabei kommt es mit fortlaufender Zeit zu einer 
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zunehmend besseren Anpassung der beiden Partner. Während Lenat vermutet, daß ähnlich 
einem Auto, das man über längere Zeit hin anschiebt, auch maschinelle Lemverfahren, nach 
Zuführung von Alltagswissen schließlich "anspringen" werden (vgl. Abbildung 9), ist die 
kooperative Wissensevolution mit einer Person vergleichbar, die sich zur Fortbewegung eines 
Fahrrades bedient, das nie von alleine fahren wird, aber von Anfang an ein nützliches 
Fortbewegungsmittel darstellt. 
5. DISKUSSION 
Die Modellierung von menschlichem Lernen (und Verhalten) mit Computersimulationen hat im 
letzten Jahrzehnt auch in Deutschland stark an Bedeutung gewonnen (vgl. Mangold, dieser 
Band; Strobe & Wender, 1993). So werden in der Kognitionswissenschaft (Collins & Smith, 
1988; Habei, Kanngießer & Strube, 1990) Computermodelle entwickelt und in 
psychologischen Experimenten geprüft (z. B. Möbus, 1988; Tack, Wallach, Unz, Henss & 
Egler, 1993; Schmalhofer, Kühn & Boschert, 1994; Schmalhofer & Polson, 1986). 
In diesem Beitrag wurden nun mehrere computerlmplementierte Lemsysteme vorgestellt, die 
sich für verschiedene Lemaufgaben und mehr oder weniger gut auch als Grundlage für 
psychologische Lemmodelle eignen. Wie von Herrmann vor kurzem dargelegt wurde, spielen 
psychologische Experimente mit einer systematischen Bedingungsvariation auch für die 
empirische Prüfung solcher Prozeßmodelle eine entscheidende Rolle (Hemnann, 1990; Kluwe, 
1993). Dabei kann die Bedingungsvariation ganz gezielt auf die theoretischen Konzepte der 
Prozeßmodellierungen abgestimmt werden. So haben z.B. Schmalhofer & Glavanov (1986) die 
Drei-Ebenen-Repräsentationsannahme des C-I-Modells (vgl. Abb. 5) herangezogen, um 
Bedingungsmanipulationen in ihren Experimenten festzulegen. Mit Hilfe von 
Lesezeitmessungen (Experiment 1) und Gedächtnismaßen (Experimente 2 und 3) konnten die 
Repräsentationsannahmen des C-I-Modells dadurch dann bestätigt werden. Beim Einsatz von 
Computermodellen wird sich so die Experlmentiennethodik eher weiterentwickeln, als daß sie 
an Bedeutung verlöre. 
Einige der dargestellten Lernsysteme sind von einer detaillierten empirischen Prüfung aber noch 
weit entfernt. Manche Systeme sollte man zunächst auch eher als rein theoretische 
Ausarbeitungen betrachten (z.B. Mitchells VR-Methode oder Richards & Mooney~ TR-
System). An dieser Stelle kann aber vennutlich jeder Leser schon selbst entscheiden, wo 
Computersysteme zu psychologischen Prozeßmodellen ausgearbeitet und erweitert werden 
können und wo die eingesetzten Techniken einer Prüfung in psychologischen Experimenten 
kaum standhalten würden. 
Jedenfalls steht das Gebiet des maschinellen Lernens zu den Lern- und Gedächtnisforschungen 
der allgemeinen experimentellen Psychologie in einer sehr viel engeren und harmonischeren 
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· Beziehung, als dies von den Vertretern der Künstlichen Intelligenz und der experimentellen 
Psychologie zur Zeit vermutet wird. Es handelt sich dabei nämlich um die zwei Seiten einer 
Medaille, die man als Kognitionswissenschaft bezeichnet. Da die ersten KI-Systeme dadurch 
entstanden, daß man versuchte, menschliche Verhaltensweisen nachzubilden, und andererseits 
die so entstandenen Techniken und Werkzeuge wieder herangezogen werden, um menschliches 
Verhalten zu beschreiben (Gigerenzer, 1988; 1991), ist diese enge Beziehung vielleicht gar 
nicht einmal so überraschend 
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