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RESUME
Connaître mieux l'intérieur de la Terre néessite d'améliorer les méthodes d'investigation
géophysique. Cette thèse s'est intéressée à une lasse importante de es méthodes : la to-
mographie sismique. La tomographie sismique lassique utilise des temps d'arrivée d'ondes
sismiques, dont la préision dépend du pas d'éhantillonnage et du pointé de l'onde. Lorsque
les trains d'onde sont similaires, 'est-à-dire lorsque les soures et/ou les réepteurs sont
prohes, on peut aluler, ave une préision inférieure au pas d'éhantillonnage, le dé-
alage temporel entre les trains d'ondes. Cette thèse a eu pour objetif l'utilisation de
telles données en tomographie sismique. Utiliser pleinement la préision de es données a
néessité une revisite omplète des algorithmes de tomographie, tant du point de vue du
problème diret que du point de vue du problème inverse. Une solution robuste et préise a
été trouvée au problème diret (alul du temps de propagation des ondes dans un milieu
hétérogène). Une attention partiulière a été portée au problème inverse : une approhe
Tarantola-Valette a été utilisée, de façon a trouver le modèle de norme minimale qui ajuste
les données. La minimisation de ette norme est obtenue par l'introdution d'une fontion
de orrélation des paramètres du modèle, dont la longueur et l'amplitude sont ajustées
en suivant une proédure d'optimisation. De ette façon, toute utuation du modèle est
ontrainte par les données. L'algorithme mis au point a été utilisé ave des données pro-
venant de séismes du volan Kilauea (Hawaii) enregistrés par le réseau loal USGS-HVO
(50 stations). Il a permis de retrouver le modèle de vitesse à deux éhelles : (1) une éhelle
régionale, où l'on retrouve le système magmatique profond, sous les alderas et les rifts du
Mauna Loa et du Kilauea ; le modèle trouvé permet d'expliquer les déformations mises en
évidene dans la roûte oéanique, la distribution onnée de la sismiité et les déforma-
tions intenses du an Sud du Kilauea ; (2) une éhelle loale, où l'on met en évidene un
onduit magmatique sub-vertial sous la aldera et le rift Est du Kilauea, indétetable ave
d'autres données. Cette méthode, préise, permet de hoisir un modèle unique et stable à
l'aide un ritère d'optimisation objetif.
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NOTATIONS
 At, tranposée de la matrie A.
 γ˙ (ζ) , veteur dérivé de la ourbe paramétrée ζ 7→ γ (ζ) par rapport au paramètre ζ.
 ∇f =
(
∂f
∂x
, ∂f
∂y
, ∂f
∂z
)T
, gradient de la fontion f : Rn → R.
 ∇2f, Hessien de la fontion f : Rn → R.
 Dxof , matrie jaobienne de la fontion f : R
n → Rm, alulée en xo.
 〈., .〉 ,produit salaire usuel sur Rn, (n≥1).
 ‖x‖ , norme L2 du veteur x de Rn, (n≥1).
 |x| , norme L1 du veteur x de Rn, (n≥1).
 tki temps de propagation réel de la soure i à la station k (lorsqu'il n'y a qu'un seul
séisme (resp - station), l'indie i (resp - j ) est ommis.)
 tki (m) temps de propagation théorique dans le modèle m de la soure i à la station k
(lorsqu'il n'y a qu'un seul séisme (resp - station), l'indie i (resp - j ) est ommis.)
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INTRODUCTION.
1) Position du problème. La onnaissane des strutures, tant passives qu'atives
est une quête de longue haleine des sismologues, notamment après les premiers travaux de
Geiger [14℄ onernant la loalisation des séismes, et eux de Aki et Lee [1℄, onernant
la tomographie. De très nombreux travaux ont depuis été réalisés en tomographie, que e
soit à l'aide des temps d'arrivée des ondes de volumes, ou par inversion des ourbes de
dispersion des ondes de surfaes, et ei à des éhelles variées.
Dans les dernières déennies, les méthodes de loalisation maintenant dites en doubles
diérenes (Jordan et Sverdrup, [22℄ ; Poupinet et oll., [38℄ ; Ito, [21℄ ; Fréhet, [13℄ ; Got
et oll., [15℄ ; Slunga et oll., [44℄ ; Shearer, [43℄ ; Rubin et oll., [41℄ ; Waldhauser et Ells-
worth, [52℄ ; voir Wolfe, [54℄ pour une revue, ainsi que Menke et Sha, [27℄) ont montré
que la onnaissane des strutures atives de la roûte supérieure pouvait être profondé-
ment hangée par la reloalisation préise de séismes. Cette préision arue provient de
la prise en ompte des relations entre séismes voisins dans le proessus de la loalisation.
Elle provient (1) de la grande préision de la mesure direte de la diérene de temps d'ar-
rivée des ondes par une méthode de traitement du signal performante lorsque les signaux
enregistrés sont semblables, et (2) de la linéarisation naturelle du problème de loalisation
oerte par la loalisation relative des séismes. Ces deux aratéristiques sont plus fortes
lorsque les séismes sont plus prohes et montrent des formes d'ondes similaires. Le gain en
préision sur les positions relatives peut atteindre un fateur 10.
Utiliser une tehnique de doubles diérenes en tomographie paraît don a priori orir
une perspetive intéressante : un tel gain en préision serait-il envisageable en tomographie,
si l'on utilisait des déalages temporels interspetraux alulés à l'aide d'essaims susam-
ment denses et étendus de séismes aux formes d'ondes semblables ? la néessaire proximité
des évènements séletionnés n'est-elle pas ontraditoire ave les onditions requises pour
une tomographie ? quel est le niveau de préision requis dans les problèmes diret et in-
verse pour pouvoir obtenir des résultats ables et interprétables ? peut-on améliorer la
tomographie par l'inversion de simples diérenes de temps d'arrivée ? de façon plus géné-
rale, peut-on améliorer la onnaissane des strutures atives et passives dans un milieu
(très) hétérogène en inversant des mesures diérentielles (éventuellement très préises) ?
ette thèse a pour objetif de répondre, au moins partiellement, à es quelques questions.
2) Démarhe suivie. Les résidus de reloalisation en doubles diérenes, lorsque les
données sont des déalages temporels interspetraux (d'une préision moyenne d'environ
5 ms), sont en moyenne inférieurs à 10 ms. On omprend don que si l'on veut prétendre
interpréter les 5 à 10 ms du résidu qui peuvent être attribués à l'erreur de modélisation,
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il faut être apable de produire des aluls diret et inverse très préis et stables. La
préision et la robustesse néessaires au alul diret sera atteinte grâe à une amélioration
du alul du hamp des temps de parours fait en diérenes nies par l'algorithme de
Podvin et Leomte [37℄. On peut don penser que les diérenes de temps de parours
théoriques n'entaheront pas les déalages alulés d'une erreur qui rendraient les résidus
ininterprétables.
Il est très important de traiter orretement le problème inverse, de façon à e que
la solution en soit stable. Le risque est en eet grand, en tomographie, de trouver tout
une lasse de modèles solutions qui ajustent également bien les données tout en montrant
des variations très diérentes qui peuvent sembler signiatives, simplement pare qu'une
ombinaison linéaire des paramètres ajustés appartient au noyau et n'est pas ontrainte par
les données. Comment hoisir un modèle parmi une lasse de modèles possibles et garantir
qu'il ne ontient pas de utuations non ontraintes par les données ? Répondre à ette
question néessitera une revisite de la tomographie lassique, et la dénition d'une stratégie
d'optimisation omplète. Elle se situera dans le adre général de la théorie probabiliste
développée par Tarantola et Valette [47℄ : il ne s'agit pas seulement de trouver un modèle
qui ajuste les données, mais plutt le modèle de norme minimale, 'est-à-dire qui omporte
le moins de degrés de liberté (le plus lisse ou le plus simple ou le moins haute fréquene
possible), qui ajuste les données. Il s'agit don de déterminer le nombre de degrés de liberté
optimal, e qui sera fait en introduisant une fontion de orrélation des paramètres dans
l'inversion. Inverser la matrie de ovariane omportant ette fontion de orrélation est
impossible de par la dimension de l'espae modèle : une approximation préise et pratique
de et inverse sera donnée, e qui rendra possible une approhe omplète d'optimisation
en tomographie. Proéder ainsi garantit un bon onditionnement du problème inverse, et
une topologie de la fontionnelle à minimiser favorable aux algorithmes d'optimisation (à
diretions de desente) qui seront utilisés. On peut ainsi espérer trouver un modèle unique,
dont on sait justier le hoix, et dont les paramètres auront des valeurs interprétables.
Une appliation de et algorithme sera faite à l'aide des séismes enregistrés sur le vol-
an Kilauea, situé sur l'île de Hawaii. Elle permet d'abord de déterminer un modèle de
vitesse régional, unique et justiable, par tomographie des temps d'arrivée ; il servira de
modèle de référene pour l'étude loale plus préise, faite à l'aide de déalages temporels.
Ce modèle régional est stable et montre bien les prinipales strutures volaniques de l'île.
Une tomographie des déalages temporels est ensuite eetuée, permettant de déterminer
un modèle unique, justiable et stable toujours hoisi suivant le même approhe d'optimi-
sation. Le modèle trouvé montre des variations stables et ohérentes des vitesses sismiques
dans l'espae, qui peuvent être interprétées omme étant dues au système d'approvisonne-
ment magmatique du Kilauea.
CHAPITRE 1
Eléments théoriques.
Ce hapitre introduit la notion générale de problème inverse. C'est une démarhe met-
tant en jeu des méthodes théoriques et numériques, permettant d'estimer les paramètres
ajustant au mieux un ensemble de mesures, eetuées lors d'une expériene de physique.
On expose ii, des éléments théoriques utiles à la ompréhension et à la formulation de
méthodes tomographiques. Nous verrons qu'un problème inverse se pose en terme d'op-
timisation. Nous donnerons alors quelques notions onernant les méthodes numériques
d'optimisation à diretion de desente.
1.1. Problème inverse.
Pour ommener dénissons quelques notations. Soit P l'espae des paramètres dont p
sera un élément générique. Soit une fontion g : P → Rn modélisant le phénomène physique
onsidéré. Dans la terminologie des Sienes de la Terre, modèle désigne un ensemble de
paramètres aratérisant le milieu, qui en général ne sont pas diretement mesurables.
Le terme données, quant à lui, est onsaré aux paramètres mesurés instrumentalement.
Ainsi on pourra déomposer P = D ×M , où D est l'espae des données et M l'espae
des paramètres du modèle ; un élément générique s'érira don p =(d,m), ave d ∈ D et
m ∈M . La relation théorique modélisant le phénomène physique étudié s'érira,
(1.1.1) g (d,m) = 0.
Par la suite nous supposerons qu'elle s'exprime sous forme expliite,
(1.1.2) d= g (m) .
Le problème diret onsiste à aluler le veteur d onnaissant le modèle m, en utilisant la
relation (1.1.2). Dans le problème inverse, au ontraire, il s'agit de trouver un modèle m
orrespondant à un jeu de données mesurés dobs,
(1.1.3) dobs= g (m) .
Le prinipe du problème inverse peut paraitre simple mais, en général, la relation (1.1.2)
ne peut pas être inversée, 'est à dire qu'il n'existe pas de formule permettant de alu-
ler diretement le modèle m étant donné un veteur d. Il faut y ajouter une diulté
supplémentaire : il faut généralement tenir ompte des erreurs de mesures sur dobs et les
erreurs de modélisations de g. Il est alors impossible de trouver un modèle m qui satisfasse
exatement (1.1.3). Pour répondre à e problème, les géophysiiens ont déni une méthode
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d'analyse de données, devenue lassique en sismologie. Considérons, en premier lieu le as
le plus simple : un problème diret (1.1.2) linéaire,
(1.1.4) d = Gm.
Le problème inverse revient à herher un modèle m vériant le système linéaire suivant,
(1.1.5) dobs = Gm.
Un tel modèle, impliquant l'égalité strite (1.1.5) n'existe que si le veteur dobs est dans
l'image de l'appliation linéaire m 7→ Gm. En général ette ondition n'est pas vériée.
Il est don néessaire de dénir une notion de solution généralisée d'un système linéaire.
L'idée est de herher un modèle m tel que le veteur Gm soit le plus prohe possible de
dobs. Pour mesurer la distane entre es deux veteurs, plusieurs normes sont disponibles,
mais le hoix le plus simple est d'utiliser la norme L2 (qui orrespond à l'appellation
moindres arrés). Autrement dit, un problème aux moindres arrés onsiste à trouver la
(ou les) solution(s) du problème de minimisation suivant,
(1.1.6)
min
∥∥dobs −Gm∥∥ .
m ∈M
Lorsque le problème diret n'est plus linéaire, une approhe lassique onsiste à linéariser
au voisinage d'un modèle m0,
(1.1.7) g (m0 + δ) ≃ g (m0) +Gδ.
Comme préédemment, l'idée est de aluler une perturbation δ telle que les données dobs
et g (m0 + δ) soient les plus prohes possible au sens de la norme L2. En utilisant (1.1.7),
on obtient un problème aux moindres arrés omparable à (1.1.6),
(1.1.8)
min
∥∥dobs − g (m0)−Gδ∥∥ .
δ ∈M
Dans e as, on ajuste une quantité r (m0) = d
obs − g (m0) , appelée résidu, en fontion
d'une perturbation δ minimisant (1.1.8). Une solution du problème inverse se alule don
en faisant m=m0+ δ. Cette méthode est utilisable lorsque le modèle m0 se trouve dans un
voisinage de la solutionm de sorte que la relation (1.1.7) reste valide. Si e n'est pas le as, il
faut proéder itérativement. On alule un modèle m1 solution du problème (1.1.8), ensuite
on linéarise le problème diret autour de m1 et on alule un modèle m2. En ontinuant
de la sorte, on dénit une suite de modèles {mk}k=1,..,n. Dans les as favorables, la suite
onverge vers une solution au problème inverse. Mais si le problème diret est fortement non
linéaire, ette méthode peut diverger, il est nééssaire alors de stabiliser numériquement
le problème. De plus ette méthode ne prend pas en ompte la statistique des erreurs de
mesures sur les données, e qui peut entrainer des biais importants sur la solution. Pour
es raisons il est préférable d'aborder l'inversion d'un problème non-linéaire d'un point
de vue probabiliste. La suite de e hapitre reprend, de manière suinte, ertaines idées
défendues notamment par Tarantola et Valette [47℄ dans le but de dénir orretement un
problème inverse sismologique répondant aux préoupations exposées en introdution.
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1.1.1. Modélisation. Lorsque l'on onsidère un paramètre physique on s'attend à
pouvoir le quantier à l'aide d'une valeur numérique. Mais dans bien des as l'information
disponible sur e paramètre ne permet pas de onnaitre préisément la valeur de elui-
i (erreurs de mesure, d'instrumentation, ou bien absene de mesure,...). Il est alors plus
adapté de représenter un paramètre par une loi de probabilité, 'est à dire par une variable
aléatoire réelle X. La probabilité qu'un paramètre p soit dans l'ensemble I est noté PX (I).
Si ette variable aléatoire admet une densité ρ par rapport à une mesure µ,
(1.1.9) PX (I)=
∫
I
ρdµ.
Cette façon de faire très générale permet, par exemple, de onsidérer un paramètre p0
dont la valeur est parfaitement déterminée. La mesure µ dans e as est la mesure de Dira
δp0 ,
(1.1.10) PX (I)=
∫
I
dδp0 ,
ave,
(1.1.11) δp0 (p) = 1 sip=p0, 0 sinon.
Cette représentation des paramètres modélise aussi les erreurs de mesures eetuées
par un opérateur. Si on eetue n mesures d'un paramètre physique, on obtient m valeurs
diérentes. En reportant es résultats sur un histogramme, on peut se demander si la
distribution orrespond à une loi de probabilité onnue. Si tel est le as il est parfois
possible de trouver une densité de probabilité dérivant es erreurs. L'expériene de la
gure (1.1.1) montre l'histogramme des valeurs mesurées d'un paramètre. Au vu de sa
répartition, l'hypothèse d'une loi gaussienne semble onvenir. Il sut alors de aluler
la valeur moyenne d0 et l'éart-type σ de la fontion densité, supposée gaussienne, pour
exprimer la probabilité
(1.1.12) PX (I)=
∫
I
1√
2πσ
exp
(
−(x− d0)
2
2σ2
)
dx.
Une densité de probabilité permet aussi de transrire l'information que l'on obtient sur
un paramètre en l'absene de mesure direte. Le ontexte physique permet bien souvent de
ibler une plage de valeurs admissibles pour le paramètre. Par exemple on peut s'attendre
à e qu'un paramètre reste dans un intervalle J de R, dans e as la probabilité s'érira,
(1.1.13) PX (I)=
∫
I
ν χJdλ,
où
χ
J
est la fontion aratéristique de l'intervalle J et λ est la mesure de Lebesgue sur R,
et
1
ν
=
∫
R
χ
J
dλ.
Nous venons de voir qu'une densité de probabilité modélise en quelque sorte l'informa-
tion que l'on a sur un paramètre. Si e paramètre est mesuré instrumentalement, la densité
de probabilité représente la statistique des erreurs de mesures (s'il y en a), si le paramètre
n'est pas diretement mesuré, la densité de probabilité dérit une plage dans laquelle on
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Fig. 1.1.1. Modélisation des erreurs de mesures.
Histogramme des mesures d'un paramètre et modélisation de elles-i par une densité de probabilité
(ourbe rouge).
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s'attend a voir évoluer le paramètre. Adopter e point de vu probabiliste nous onduit à
faire quelques modiations dans la dénition des données et des paramètres du modèle.
1.1.2. Données et modèles. Nous supposerons que l'information que l'on possède
sur les paramètres s'exprime par l'intermédiaire d'une densité de probabilité ρ dénie sur
P . Nous noterons les densités de probabilités marginales de ρ : ρD sur D et ρM sur M . Par
exemple, en l'absene de orrélations entre les données et le modèle nous avons,
(1.1.14) ρ (d,m) = ρD (d) ρM (m) .
L'information ontenue dans le problème diret sera aussi repprésentée par une densité
de probabilité Θ dénie sur P . Cette densité de probabilité modélise la relation physique
théorique par des orrélations entre modèles et données. On dénit sur D, la densité de
probabilité onditionnelle noté Θ (d | m) ; 'est la loi de la donnée d quand on onnait le
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modèle m. Par exemple, si on onnait la statistique ǫ des erreurs de modélisation,
(1.1.15) d+ǫ= g (m) ,
par sa densité de probabilité fǫ alors,
(1.1.16) Θ (d | m) = fǫ (d−g (m)) .
Dans le as d'une théorie exate (sans erreurs de modélisation, ela revient à onsidérer le
problème diret omme en (1.1.2)),
(1.1.17) fǫ=δd−g(m).
Si l'information sur le modèle est representée par la probabilité µ sur M , la densité de
probabilité Θ dénie sur P s'érit alors1,
(1.1.18) Θ (d,m) = Θ (d | m)µ (m) .
La densité de probabilitéΘ est une façon générale de dénir le problème diret ; elle englobe
le as lassique, relation (1.1.2), et elle permet en plus de onsidérer, si besoin est, des
erreurs de modélisation.
1.1.3. Dénition du problème inverse. Pour dénir le problème inverse il faut
d'abord onsidérer de deux types d'informations sur l'espae des paramètres P :
 l'information a priori, ρ (d,m) qui représente les mesures des données et l'information
a priori que l'on a sur le modèle ;
 l'informationΘ (d,m) qui modélise la relation théorique physique par des orrélations
entre données et modèles (Problème diret).
L'idée est de reouper les deux informations préédentes en dénissant une nouvelle densité
de probabilité σ sur P . Tarantola [45℄ propose une méthode pour aluler ette densité de
probabilité σ ombinant les deux informations provenant de ρ et Θ. Dans le as où l'espae
P est de dimension nie, il pose deux postulats :
(1) L'état de l'information sur les paramètres physiques est modélisé par une proba-
bilité (plus généralement une mesure) sur P.
1
Si ρ est une densité de probabilité sur A × B, ρA et ρB les lois marginales sur, respetivement A et B.
On a les relations
ρ (a,b) = ρ (a | b) ρB (b) ,
et
ρ (a,b) = ρ (b | a) ρA (a) .
Lorsque les lois ρA et ρB sont indépendantes,
ρA (a) = ρ (a | b) , ∀b ∈ B,
et
ρB (b) = ρ (b | a) , ∀a ∈ A,
ainsi
ρ (a,b) = ρA (a) ρB (b) .
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(2) Il existe un état de référene pour l'information sur les paramètres, appelé aussi
état de totale ignorane. Cet état est modélisé par une probabilité (ou mesure) en
vertu du postulat préédent.
Tarantola [45℄ dénit ensuite la ombinaison de deux états de l'information : si P1 et P2
sont deux probabilités sur P dérivant deux états diérents de l'information sur les para-
mètres, il dénit la probabilité (P1 et P2) qui modélise l'état de l'information réunissant les
informations provenant de P1 et P2. Il démontre que si P1 admet une densité de probabilité
f1, P2 admet une densité f2 et que l'état de totale ignorane admet une densité µ, alors
(P1 et P2) a pour densité,
(1.1.19) σ (p) =
f1 (p) f2 (p)
µ (p)
.
Cet outil permet de ombiner les informations de ρ et Θ pour dénir la densité de
probabilité a posteriori, (gure(1.1.2)),
(1.1.20) σ (d,m) =
ρ (d,m)Θ (d,m)
µ (d,m)
.
Utilisons ette formule dans les as où, (hypothèses (H))
 L'information a priori s'érit : ρ (d,m) = ρD (d) ρM (m).
 Le problème diret est : Θ (d,m) = Θ (d | m)µM (m) .
 L'état de l'information nulle est : µ (d,m) = µD (d)µM (m) .
On peut alors exprimer les lois marginales de σ, d'abord sur D,
(1.1.21) σD (d) =
ρD (d)
µD (d)
∫
M
ρM (m)Θ (d | m) dm,
et puis sur M ,
(1.1.22) σM (m) = ρM (m)
∫
D
ρD (d)Θ (d | m)
µD (d)
dd.
On peut préiser un peu plus es lois en alulant l'intégrale (1.1.22) dans des as partiu-
liers mais très importants pour les appliations.
1.1.3.1. Cas d'une théorie exate ave des erreurs de mesures. Dans le as d'une théorie
exate,
(1.1.23) Θ (d | m) = δd−g(m),
et la relation (1.1.22) devient,
(1.1.24) σM (m) = ρM (m)
ρD (g (m))
µD (g (m))
.
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Fig. 1.1.2. Problème inverse général en dimension nie.
Représentation shématique d'un problème inverse. La gure en haut à gauhe montre dans l'espae
D×M, la densité de probabitité Θ(d,m) modélisant le problème diret. La gure en haut à droite montre
dans D×M, la densité de probabilité ρ (d,m) représentant l'information a priori. La gure en bas à
gauhe montre dans D×M, la densité de probabilité a posteriori, σ (d,m) regroupant les informations
modélisées par Θ(d,m) et ρ (d,m) (formule (1.1.20)). La gure en bas à droite montre dans M, la
densité de probabilité marginale σM (m) de σ (d,m) (formule (1.1.22)).
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Si on note ρǫ les erreurs de mesures sur un veteur do alors
2
,
(1.1.25)
ρD (d)
µD (d)
= ρǫ (do−d)
et la formule (1.1.24) devient,
(1.1.26) σM (m) = ρM (m) ρǫ (do−g (m)) .
2
Pour une démonstration de ette formule, se reporter à Tarantola [45℄ p37 et p38.
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1.1.3.2. Cas d'une théorie inexate ave des erreurs de mesures. Si on onsidère des
erreurs de modélisation,
(1.1.27) Θ (d | m) = fǫ (d−g (m)) ,
la formule (1.1.22) devient,
(1.1.28) σM (m) = ρM (m)
∫
D
ρǫ (do−d) fǫ (d−g (m)) dd.
C'est une relation de onvolution de la densité de probabilité ρǫ par fǫ.
(1.1.29) f = ρǫ ⋆ fǫ,
il est faile de voir que la densité de probabilité a posteriori sur M s'érit alors,
(1.1.30) σM (m) = ρM (m) f (do − g (m)) .
La densité de probabilité f représente à la fois, les erreurs de mesures sur les données do
et les erreurs de modélisation du problème diret.
1.1.4. Statistique Gaussienne des erreurs de mesures. L'hypothèse Gaussienne
sur l'information a priori, onduit à une formulation simple du problème inverse. En eet,
nous verrons que ela revient à résoudre un problème aux moindres arrés. De plus, il
existe des méthodes éprouvées résolvant e type de problème. Cela explique que dans les
appliations, de nombreux problèmes inverses sont posés en es termes. Dans ette partie
nous supposerons que l'information sur les données se ramène à une loi Gaussienne notée,
(1.1.31) ρǫ (do−d) = ((2π) det (Cd))−
1
2 exp
(
−1
2
(do−d)t C−1d (do−d)
)
,
où Cd est la matrie de variane-ovariane (matrie symétrique dénie positive) aratéri-
sant la loi ρǫ. Nous allons voir omment s'exprime le problème inverse quand l'information
a priori sur le modèle est Gaussienne. Ensuite nous étudirons le as d'une densité de
probabilité a priori égale à une fontion aratéristique d'un sous-ensemble I de M (équi-
probabilité pour tous les modèles appartenant à I).
1.1.4.1. Information a priori Gaussienne. Reprenons la formule (1.1.26) et supposons
Gaussienne la densité de probabilité ρM ,
(1.1.32) ρM (m) = ((2π) det (Cm))
− 1
2 exp
(
−1
2
(m−m0)t C−1m (m−m0)
)
,
où Cm est la matrie de variane-ovariane aratérisant la loi ρM . La formule (1.1.26)
devient alors,
(1.1.33) σM (m) ∝ exp
(
−1
2
(m−m0)t C−1m (m−m0)−
1
2
(do−g (m))t C−1d (do − g (m))
)
.
Supposons maintenant que les erreurs de modélisation fǫ suivent une loi Gaussienne de
matrie de variane-ovariane Cǫ,
(1.1.34) Θ (d | m) = fǫ (d−g (m)) ∝ exp
(
−1
2
(d−g (m))t C−1ǫ (d− g (m))
)
.
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La densité de probabilité a posteriori σM s'exprime par l'intermédiaire de la formule
(1.1.30), il faut aluler la onvolution entre ρǫ et fǫ omme indiqué par la formule (1.1.29).
On doit faire la onvolution entre deux lois Gaussiennes de matries de variane-ovariane
Cd et Cǫ. On peut démontrer
3
qu'il en résulte une loi Gaussienne de variane-ovariane
CD = Cd +Cǫ. Finalement la densité de probabilité a posteriori s'érit,
(1.1.35) σM (m) ∝ exp
(
−1
2
(m−m0)t C−1m (m−m0)−
1
2
(do−g (m))t C−1D (do−g (m))
)
.
Les formules (1.1.33) et (1.1.35) nous montrent que la densité de probabilité a posteriori
σM s'exprime de la même façon, aussi bien dans le adre d'une théorie exate qu'ave
des erreurs de modélisation Gaussiennes. Par onséquent, la démarhe pour étudier e
type de problème sera la même dans les deux as. Nous utiliserons la formule (1.1.35),
où la matrie CD sera identiée soit à la somme Cd + Cǫ, dans le adre d'une théorie
inexate, soit à la matrie Cd dans le adre d'une théorie exate. Cet abus de notation
n'aura auune inidene sur les raisonnement généraux. Dans les appliations partiulières
il faudra prendre garde à interpréter onvenablement la matrie CD.
Il s'agit maintenant d'exploiter la fontion σM . Le as le plus favorable est elui d'une
densité de probabilité unimodale, e qui arrive lorsque le problème diret n'est pas trop
fortement non linéaire. On peut alors herher le maximum de vraisemblane qui se trouve
être le minimum de la fontion Eg dénie par,
(1.1.36) Eg (m)=
1
2
(m−m0)t C−1m (m−m0) +
1
2
(do−g (m))t C−1D (do−g (m)) .
Les matries C
−1
2
m et C
−1
2
D existent puisque, par hypothèse, les matries Cm et CD sont
symétriques dénies positives, nous pouvons alors réérire (1.1.36) sous la forme suivante,
(1.1.37)
Eg (m) =
1
2
〈
C
−1
2
m (m−m0) ,C−
1
2
m (m−m0)
〉
+
1
2
〈
C
−1
2
D (do−g (m)) ,C
−1
2
D (do−g (m))
〉
.
On peut reformuler l'expression préédente (1.1.37) en faisant apparaitre le produit salaire
sur D ×M ,
(1.1.38)
Eg (m)=
1
2
〈[
C
−1
2
D do
−C−
1
2
m m0
]
−
[
C
−1
2
D g (m)
−C−
1
2
m m
]
,
[
C
−1
2
D do
−C−
1
2
m m0
]
−
[
C
−1
2
D g (m)
−C−
1
2
m m
]〉
.
Ainsi sous l'hypothèse Gaussienne, le problème inverse revient à résoudre un problème aux
moindres arrés :
(1.1.39) minimiser
1
2
∥∥∥∥∥
[
C
−1
2
D do
−C−
1
2
m m0
]
−
[
C
−1
2
D g (m)
−C−
1
2
m m
]∥∥∥∥∥
2
lorsquem ∈M.
3
Tarantola [45℄ p58 et p158 pour une démonstration omplète.
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Fig. 1.1.3. Information a priori gaussienne.
Sur les quatre gures sont représentés, dans l'espae D×M, l'information a priori (zone en ouleur) et le
problème diret (Courbe bleue). La ourbe noire est la loi de probabilité a posteriori σM (m) . Lorsque le
problème diret est faiblement non linéaire (gure en haut à gauhe), la loi σM (m) est prohe d'une loi
gaussienne, il est alors légitime de herher le maximum de vraisemblane par une méthode numérique
appropriée, et de modéliser les erreurs par la loi gaussienne tangente. Lorsque le problème diret est
fortement non linéaire (gure en haut à droite), il devient diile de répondre au problème inverse en
fournissant un modèle m̂ et en estimant des erreurs sur elui-i. En eet, la loi σM (m) est trop éloignée
d'une loi gaussienne. Néanmoins, on peut dans ertains as, en jouant sur l'information a priori sur le
modèle, transformer une loi σM (m) quelonque en une loi prohe d'une gaussienne. C'est e que l'on voit
sur les deux gures du bas. A droite, sans a priori sur le modèle, on observe quatre maxima de
vraisemblane. A gauhe, en donnant un a priori physiquement aeptable, on obtient une loi σM (m)
presque gaussiennne. Dans e as, un algorithme lassique fournit le maximum de σM (m) , et donne des
erreurs sur le modèle ainsi estimé. La méthode d'ajustement des données aux moindres arrés est très
fréquemment employée dans les problèmes sismologiques (gure en bas à droite). Elle devient
numériquement instable dans les problèmes non linéaire à ause des minima seondaires.
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1.1.4.2. Equiprobabilité. Considérons maintenant une densité de probabilité a priori
dénie par une fontion aratéristique d'un ensemble I ⊂M,
(1.1.40) ρM (m) =
{
cte pourm ∈ I,
0 pourm /∈ I.
D'après la formule (1.1.30) ,
(1.1.41) σM (m) ∝
{
ctef (do − g (m)) pourm ∈ I,
0 pourm /∈ I.
En utilisant les résultats vus au paragraphe préédent,
(1.1.42) σM (m) ∝
{
cte exp
(−1
2
(do−g (m))t C−1D (do−g (m))
)
pourm ∈ I,
0 pourm /∈ I.
Supposons que le maximum de vraisemblane soit dans I, le problème se ramène alors à
un problème de moindres arrés sans modèle a priori,
(1.1.43) minimiser
1
2
∥∥∥C−12D do −C−12D g (m)∥∥∥2 lorsquem ∈M.
Cette formulation du problème inverse est ouramment employée en géophysique pour les
problèmes d'ajustement de données.
1.1.4.3. Conlusion. La forme de la densité σM dépend du problème diret : plus il
est linéaire, plus on est prohe d'une loi Gaussienne ; à ontrario, si le problème diret
est fortement non linéaire, la loi a posteriori peut être multimodale (gure (1.1.3)). Nous
verrons plus loin que les méthodes numériques herhant les maxima de vraisemblane se
omportent beauoup mieux ave des problèmes direts prohes de la linéarité. Néanmoins,
ave des problèmes direts non linéaires, l'information a priori tend à rendre la densité a
posteriori unimodale et presque gaussienne, don failement exploitable numériquement.
Minimiser la fontion Eg plutt que la fontion
1
2
(do − g (m))t C−
1
2
D (do−g (m)) permet
une régularisation du modèle ; ette régularisation est eetuée en prenant en ompte l'in-
formation a priori, grâe à la matrie de ovariane a priori des paramètres du modèle. On
peut ainsi suivre une approhe numérique d'optimisation en herhant le modèle le plus
simple possible (omportant le moins de degrés de liberté) ajustant le mieux possible les
données, et non pas seulement le modèle qui ajuste le mieux les données.
1.1.5. Statistique non Gaussienne des erreurs de mesures. L'hypothèse Gaus-
sienne est ouramment utilisée en sismologie, e qui est prinipalement dû à l'expression
mathématique du problème inverse. En eet, dans e as le problème inverse se ramène à
un problème de moindres arrés. Il est alors possible d'utiliser des algorithmes lassiques
(de type Gauss-Newton) pour aluler les maxima de vraisemblane. Mais en ontrepartie,
ela nous amène à optimiser une fontion qui n'est pas très robuste vis à vis de grandes
erreurs de mesures sur ertaines données (En anglais : blunders ou outliers). Il est souvent
préonisé dans e as d'utiliser la norme L1, omme l'illustre l'exemple de la gure(1.1.4).
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Fig. 1.1.4. Inuene des erreurs de mesure.
Pour illustrer l'inuene des erreurs de mesure sur les données dans le adre de problèmes inverses, nous
avons onduit une expériene numérique. Dans un milieu de vitesse homogène à 5 km/s, 31 stations
enregistrent le temps de première arrivée d'une onde sismique. Le paramètre herhé est la profondeur du
séisme. Les gures suivantes montrent la densité de probabilité a posteriori σM , sans a priori sur le
modèle, pour diérentes lois modélisant les erreurs de mesure sur les données. En bleu, nous avons utilisé
la norme L1 (formule (1.1.45)), ave une erreur aratéristique sur les données de 0,4 s. En noir, 'est
l'hypothèse gaussienne qui modélise l'erreur (formule (1.1.35)), ave un éart-type de 0,4 s. Enn en
rouge, 'est la loi seh qui dérit les erreurs de mesures (formule (1.1.50)), ave une erreur aratéristique
de 0,4 s. Sur la gure du haut à gauhe les données sont enregistrées sans bruit, et l'optimum orrespond
au séisme herhé (profondeur de 5 km). Lorsque que l'on ajoute du bruit gausssien (gure en haut à
droite), l'optimum se déplae peu si bien que les 3 lois semblent onvenir. Sur la gure du bas à gauhe,
on a généré une erreur de 3 seondes sur une donnée. Dans e as l'hypothèse gaussienne est prise en
défaut alors que les deux autres lois ne sont pas aetées par ette erreur de mesure grossière. Enn sur
le dernier dessin, on a umulé les erreurs du deuxième et troisième as. Là enore, l'hypothèse gaussienne
ne onvient plus et génère une erreur sur la solution plus importante qu'ave les autres lois. On voit
qu'une distribution non-gaussienne de l'erreur peut biaiser profondément la position de l'optimum de σM .
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1.1.5.1. Norme L1. L'information sur les données s'exprime de la façon suivante,
(1.1.44) ρǫ (d) ∝ exp
(
−
(
i=m∑
i=1
∣∣di − dobsi ∣∣
σDi
))
,
ainsi la densité de probabilité a posteriori s'érit,
(1.1.45) σM (m) ∝ exp
(
−
(
i=m∑
i=1
∣∣gi (m)− dobsi ∣∣
σDi
))
ρM (m) .
Une telle fontion n'étant pas partout diérentiable
4
, ela néessite d'utiliser des méthodes
d'optimisation numérique qui ne vont pas aluler des dérivées partielles. Les méthodes
explorant de manière statistique
5
l'espae des modèles sont souvent utilisées mais elles
supposent de gros moyens de aluls et ne sont appliables que dans les problèmes de
petite taille. En tomographie l'espae des modèles est trop grand pour utiliser de telles
méthodes sur les mahines atuelles.
La loi L1 n'est pas totalement adaptée aux données sismologiques ar elle suppose
des mesures préises tout en admettant quelques données aberrantes. Il est préférable
de onsidérer un bruit gaussien sur les données ave la possibilité de quelques données
aberrantes. La loi Seh suit ette hypothèse, de plus nous verrons qu'elle est numériqument
implémentable dans le adre tomographique.
1.1.5.2. Loi Seh. E. Crase [8℄, Valette et Lesage [50℄ proposent de modéliser les erreurs
de mesures par
(1.1.46) ρǫ
(
d− dobs) = 1
πσ
1
cosh
(
d−dobs
σ
) .
Cette loi se omporte omme la norme L1 envers les blunders (gure (1.1.5)) et omme la
norme L2 vis à vis d'un bruit gaussien,
(1.1.47) ρǫ
(
d− dobs) ∼ 2
πσ
exp
(
−
∣∣d− dobs∣∣
σ
)
si
∣∣d− dobs∣∣
σ
→ +∞,
(1.1.48) ρǫ
(
d− dobs) ∼ 2
πσ
exp
(
−1
2
(
d− dobs
σ
)2)
si
∣∣d− dobs∣∣
σ
→ 0.
En supposant les données indépendantes, l'information sur elles-i est modélisée par
(1.1.49)
ρD (d)
µD (d)
=
i=n∏
i=1
1
πσDi
1
cosh
(
di−dobsi
σDi
) ,
4
Nous verrons plus loin que par un hangement de variable, la norme L1 est malgé tout utilisable
ave un algorithme lassique de type Gauss-Newton (f 1.3.2)
5
Les méthodes les plus onnues sont monte arlo, le reuit-simulé et les algorithmes génétiques.
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Fig. 1.1.5. Loi Seh et données aberrantes.
L'expériene synthétique onsiste à générer des temps de parours à partir d'un séisme situé à 10 km de
profondeur dans un milieu homogène à 5 km/s. Six stations en surfae enregistrent les données, une
erreur de mesure de 3 seondes est ommise sur l'une des stations. Les ourbes montrent la forme prise
par la densité de probabilité a posteriori en utilisant la loi Seh selon diérentes valeurs de σ (f relation
(1.1.46)). Nous remarquons que lorsque σ est petit, la loi a posterori se rapprohe d'une loi L1 (f
relation (1.1.47)) et au ontraire quand σ est grand, la loi se rapprohe de l'hypothèse gaussienne (f
relation (1.1.48)). La loi Seh permet par l'intermédiaire du paramètre σ de tester plusieurs hypothèses
sur les erreurs de mesures : la loi L1 et la loi Gaussienne.
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e qui onduit à la densité de probabilité a posteriori,
(1.1.50) σM (m) ∝
i=n∏
i=1
1
πσDi
1
cosh
(
dobsi −gi(m)
σDi
)ρM (m) .
Cette formule se réérit,
(1.1.51) σM (m) ∝ exp
−1
2
i=n∑
i=1
−2 log
 1
πσDi
1
cosh
(
dobsi −gi(m)
σDi
)
 ρM (m) ,
(1.1.52) σM (m) ∝ exp
(
−1
2
i=n∑
i=1
log
(
πσDi cosh
(
dobsi − gi (m)
σDi
))2)
ρM (m) .
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Lorsque l'information a priori sur le modèle est supposée Gaussienne, la densité de proba-
bilité a posteriori s'érit, σM (m) ∝ exp (−Es (m)) , ave
(1.1.53) Es (m)=
1
2
(
i=n∑
i=1
log
(
πσDi cosh
(
dobsi − gi (m)
σDi
))2
+ (m−m0)t C−1m (m−m0)
)
.
Sur la gure (1.1.4), on peut voir la forme que prend le graphe de σM , en fontion de dié-
rentes hypothèses sur la modélisation des erreurs de mesure. L'exemple hoisi est simple :
il s'agit d'ajuster la profondeur
6
d'un séisme dans un milieu dont le modèle de vitesse est
homogène. Le but de l'expériene est de tester l'adéquation entre la loi utilisée pour modé-
liser les erreurs de mesure et les erreurs eetives sur les données. Nous avons généré des
données d'abord sans bruit, ensuite ave un bruit gaussien. Dans es deux as les normes
L1, L2 et la loi Seh se omportent de la même façon. Par ontre, si on génère une erreur de
mesure grossière, l'hypothèse gaussienne n'est plus valide et le maximum de vraisemblane
est plus éloigné de la solution qu'ave les deux autres lois. La loi seh onvient dans tous
les as, il est don intéressant de l'utiliser en tomographie. D'autant plus que dans un jeu
de données onstitué par des temps d'arrivée pointés manuellement sur des sismogrammes,
un petit pourentage de pointés sont entahés d'une importante erreur de mesure. Cela
arrive quand la station se situe dans un plan nodal pour les ondes P : dans e as il est
possible de prendre la phase S pour la première arrivée P. Une telle erreur peut entraî-
ner un biais important dans la position du maximum de vraisemblane sous l'hypothèse
gaussienne alors qu'il n'en est rien pour la norme L1 et la loi Seh. On peut avaner un
autre argument en faveur de la loi Seh : elle-i peut par un hangement de variable dans
l'espae des données, se ramener à un problème de moindres arrés. Il est alors possible
d'utiliser les méthodes numériques lassiques de moindres arrés pour résoudre le problème
inverse. Nous verrons plus loin omment proéder en pratique (f partie 1.3).
1.1.6. Résoudre le problème inverse. Résoudre le problème inverse, 'est étudier
la fontion m 7→ σM (m) (gure (1.1.6)). Le as le plus favorable est lorsque la dimension
de l'espae des paramètresM est inférieure ou égale à 4. On peut alors explorer entièrement
l'espae des modèles admissibles physiquement en onstruisant le graphe de σM . Il est ainsi
possible de aluler la probabilité de présene du paramètre dans un sous ensemble donné.
Par exemple, la probabilité de présene du modèle m dans l'ensemble A ⊂ M , est donnée
par
7
;
(1.1.54) PσM (m ∈ A) =
∫
A
σM (m) dm∫
M
σM (m) dm
.
On peut ainsi artographier dans M les zones où la solution au problème inverse a le plus
de hane d'être présente. On omprend aisément que pour utiliser ette méthode on doit
pouvoir aluler σM (m) très rapidement (le alul du problème diret doit don être très
rapide).
6
Les autres paramètres sont onnus.
7
Il est nééssaire de normaliser par
∫
M
σM (m) dm, ar dans la pratique on alule une fontion propor-
tionnelle à σM .
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Malheureusement, les problèmes sismologiques réels sont souvent de dimension trop
grande
8
pour qu'il soit possible de représenter σM . On peut alors faire appel à des méthodes
statistiques d'exploration de σM , et ainsi se faire une idée de la forme du graphe. Là
enore es méthodes ne sont vraiment utilisables que dans le as d'espaes de dimension
relativement réduite.
Néanmoins, si la fontion σM n'a pas une forme trop ompliquée ; si elle possède un
unique maximum, appelé aussi maximum de vraisemblane, on peut herher à le aluler
et faire une approximation de σM au voisinage de elui-i. Ainsi on peut se faire une idée
de la forme de la densité de probabilité a posteriori.
Dans les appliations qui nous intéressent, la dimension de l'espae des modèles est telle
qu'il faudra utiliser ette dernière démarhe. Elle est partiulièrement adaptée lorsque ρ
suit une loi Gaussienne.
1.1.7. Etude de la loi gaussienne tangente : ellipsoïde des erreurs. La densité
de probabilité a posteriori dans l'espae des modèles s'érit,
(1.1.55) σM (m) ∝ exp (−E (m))
aussi bien sous l'hypothèse gaussienne (1.1.36) qu'ave la loi seh (1.1.53). Notons m̂ un
maximum de vraisemblane de (1.1.55), érivons le développement de Taylor à l'ordre deux
de la fontion E au voisinage de m̂, en utilisant le fait que ▽E (m̂) ≡ 0,
(1.1.56) E (m) = E (m̂)+
1
2
〈
▽
2E (m̂) (m− m̂) ,m− m̂〉+o (‖m− m̂‖2) .
En insérant (1.1.56) dans (1.1.55) la densité de probabilité a posteriori devient,
(1.1.57)
σM (m) ∝ exp
(
−1
2
E (m̂)
)
exp
(
o
(‖m− m̂‖2)) exp(−1
2
(m− m̂)t▽2E (m̂) (m− m̂)
)
.
Ainsi au voisinage d'une solution m̂, la densité de probabilité a posteriori se omporte
omme une loi gaussienne de moyenne m̂ et de matrie de variane-ovariane ▽2E (m̂)−1 ,
(1.1.58) σM (m) ≃ Cte exp
(
−1
2
(m− m̂)t▽2E (m̂) (m− m̂)
)
.
Cette dernière relation induit une méthode pour modéliser les erreurs sur le modèle estimé
par le biais de l'étude de la matrie ▽
2E (m̂)−1 . Il est très oûteux numériquement de
aluler ette matrie ; en pratique nous allons faire l'approximation suivante,
(1.1.59) ▽
2E (m̂) ≃ GtC−1D G+C−1m ,
où G est la matrie jaobienne de l'appliation m 7→ g (m) alulée en m̂. Cela revient à
linéariser le problème diret autour de m̂ ; la densité de probabilité a posteriori est une loi
gaussienne qui a pour matrie de ovariane
(
GtC−1D G+C
−1
m
)−1
. La relation (1.1.59) est
valable sous l'hypothèse Gaussienne mais aussi ave la loi Seh omme le justie l'equivalent
8
Sauf dans le as de la loalisation d'un unique séisme où l'espae des modèles est de dimension 4, il est
alors possible de représenter σM , tout du moins ses lois marginales.
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Fig. 1.1.6. Résoudre un problème inverse.
La résolution d'un problème inverse passe par l'étude de la fontion σM . Le as le plus favorable est le
as 1, où on peut traer entièrement la fontion. Si e n'est pas possible, on peut explorer σM de façon
statistique (Monte-arlo, reuit-simulé, algorithmes génétiques). On ne onnaitra la fontion qu'au
voisinages des maxima de vrasimblane (as 2). En général les deux méthodes préédentes ne sont pas
appliables, pour des raisons de oût en temps de alul. Néanmoins, si σM est unimodale on peut
herher le maximum de vraisemblane par des méthodes d'optimisations numériques et étudier la
fontion au voisinage de l'optimum. Cette tehnique est utilisable dans ertains problèmes de grande taille
(as 3).
de probabilité entièrement, il est possible 
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(1.1.48). Nous étudierons don le omportement loal de σM autour d'une solution m̂ en
exploitant l'expression,
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Fig. 1.1.7. Loi gaussienne tangente.
Pour étudier le omportement la loi de probabilité à postériori σM (ourbe rouge) autour d'un maximum
de vraisemblane mest, il est pratique de l'approximer par sa loi gaussienne tangente (ourbe noire).
espace des modeles
σM 
mest 
loi gaussienne tangente 
(1.1.60) σM (m) ≃ Cte exp
(
−1
2
(m− m̂)t (GtC−1D G+C−1m ) (m− m̂)) .
La loi (1.1.60) est appelée loi gaussienne tangente (gure (1.1.7)). On peut, en premier
lieu, interpréter la diagonale de
(
GtC−1D G+C
−1
m
)−1
en terme d'erreur sur les paramètres
estimés. En eet, on lit la variane de haque paramètre sur ette diagonale. Pour une
analyse plus ne, il est possible de déomposer,
(1.1.61)
(
GtC−1D G+C
−1
m
)
= USUt,
où S est une matrie diagonale qui ontient les valeurs propres de
(
GtC−1D G+C
−1
m
)
et
U est une matrie orthogonale dont les olonnes sont omposées des veteurs propres de(
GtC−1D G+C
−1
m
)
. Ainsi on détermine un ellipsoïde d'erreur dont les diretions des demi-
axes sont les veteurs propres ; les valeurs propres assoiées nous informent sur la valeur de
l'inertitude suivant es diretions. Lorsque une valeur propre est faible vis à vis des autres,
ela indique que les paramètres du veteur propre assoié sont moins bien déterminés que
les autres. La notion de onditionnement d'une matrie permet aussi de faire une analyse
dans le même sens. En eet, le onditionnement de la matrie
(
GtC−1D G+C
−1
m
)
est par
dénition le rapport entre la valeur propre la plus élevée et la plus faible, une forte valeur
de onditionnement nous indique qu'il existe des paramètres moins bien déterminés, a
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ontrario une valeur de onditionnement prohe de 1 indique que tous les paramètres sont
déterminés de la même façon. Notons que l'on peut déomposer la matrie,
(1.1.62)
(
GtC−1D G+C
−1
m
)
=
(
C
−1
2
D G
C
−1
2
m
)t(
C
−1
2
D G
C
−1
2
m
)
,
nous pourrons don mener sur la matrie
(
C
−1
2
D G
C
−1
2
m
)
un raisonnement identique à elui
fait sur
(
GtC−1D G+C
−1
m
)
en utilisant la déomposition SVD (f Annexe 4),
(1.1.63)
(
C
−1
2
D G
C
−1
2
m
)
= VSUt.
Le hoix d'étudier l'une ou l'autre matrie est fait en fontion du problème inverse onsi-
déré, dans ertains as il est plus faile d'étudier
(
C
−1
2
D G
C
−1
2
m
)
alors que dans d'autres
types de problèmes il sera préférable de raisonner ave
(
GtC−1D G+C
−1
m
)
. Dans les ap-
pliations tomographiques, nous utiliserons la matrie
(
C
−1
2
D G
C
−1
2
m
)
ar elle a la propriété
d'être reuse.
1.2. Résultats généraux en optimisation.
Le problème inverse tel que nous l'avons déni onduit à optimiser une fontionnelle.
On énone dans ette partie des résultats mathématiques généraux, dans le but de dénir
les notions essentielles utilisées dans les algorithmes d'optimisation. Les résultats ne seront
pas démontrés. Le leteur intéressé par une approhe mathématique rigoureuse pourra se
reporter à l'ouvrage [6℄.
Considérons le problème d'optimisation,
(P)
{
min f (x)
x ∈ Rn,
dans lequel on minimise une fontion oût (ou de mérite) f :Rn → R. Un minimum global
de e problème est un point x∗ ∈ Rn tel que,
(1.2.1) f (x∗) ≤ f (x) , ∀x ∈ Rn.
On dit que x∗ est un minimum loal s'il existe un voisinage V de x∗tel que,
(1.2.2) f (x∗) ≤ f (x) ,∀x ∈ V.
Résoudre le problème (P) 'est trouver x∗. Il faut d'abord se persuader de l'existene d'un
optimum (loal ou global), e qui dépend des propriétés de f.
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1.2.1. Question d'existene. Une première ondition pour que le problème (P) ait
un sens est que f soit minorée, 'est à dire qu'il existe une onstante  telle que,
(1.2.3) f (x) ≥ c, ∀x ∈ Rn.
Mais ela ne sut pas pour onlure à l'existene d'un minimum global (onsidérer la
fontion x 7→ exp (x).). Il existe une propriété qui est habituellement vériée dans les
problèmes d'optimisation, f ontinue et f (x) → +∞ si |x| → +∞. Une fontion vériant
ette propriété est dite inf-ompate. Dans e as on peut onlure à l'existene d'un
minimum global (pas forément unique).
1.2.2. Conditions d'optimalité. Les onditions d'optimalité sont des propriétés que
vérient les solutions de (P). Ces onditions sont utiles pour :
 Vérier l'optimalité éventuelle d'un point x.
 Mettre en oeuvre des méthodes pour résoudre numériquement (P)
On parle de onditions du premier ordre lorsque elles-i ne font intervenir que les dérivées
premières de f. Les onditions du seond ordre font intervenir les dérivées du premier et du
seond ordre. Il y a des onditions néessaires, et des onditions susantes :
⊲Conditions néessaires : si x∗ est optimal alors :
(1) Condition néessaire du premier ordre : le gradient f ′ (x∗) est nul.
(2) Condition néessaire du seond ordre : le hessien f ′′ (x∗) est semi-déni positif.
⊲Condition susante : si x∗ est tel que f ′ (x∗) = 0 et f ′′ (x∗) est déni positif, alors x∗ est
un minimum loal.
Les algorithmes d'optimisation que nous verrons ii visent à trouver un point station-
naire (ie : vériant la ondition néessaire (1)). On doit résoudre un sytème d'équations
non linéaire,
(1.2.4) f ′ (x) = g (x)= 0.
Remarquons que si x∗ est solution de la relation préédente (1.2.4) alors il vérie,
(1.2.5) x∗=x∗−M−1g (x∗)
où M est une matrie arré inversible quelonque. On utilise la méthode itérative suivante
pour résoudre (1.2.5),
(1.2.6)
{
x0, point initial connu,
xk+1=xk−M−1k g (xk) .
Dans les as favorables
9
, on peut appliquer le théorème du point xe et onlure à la
onvergene de la suite {xk} vers x∗. Par exemple, la méthode de Newton pour résoudre
un système d'équations non linéaires onsiste à dénir Mk = g
′ (xk). La formulation (1.2.5)
nous laisse une importante latitude pour hoisir les matriesMk. Or, nous devons optimiser
la fontion oût f (ave f'=g), nous allons utiliser ette information pour dénir la suite
{Mk}. C'est l'objet d'une lasse d'algorithmes que l'on nomme méthodes à diretion de
desente.
9
On doit avoir ertaines propriétés sur g, et la suite {Mk} pour assurer la onvergene (f [6℄).
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1.2.3. Méthodes à diretion de desente.
1.2.3.1. Dénition de la méthode. Il s'agit de trouver le minimum d'une fontion,
f :Rn → R. Dans le as où l'on ne onnait pas de formules expliites donnant le résultat, il
faut appliquer une méthode numérique alulant (bien souvent de manière approhée) le
veteur herhé. Une idée possible est de hoisir un veteur x0 et de dénir une suite {xk}
telle que
(1.2.7) f (xk+1)< f (xk) .
On génère une suite qui à haque étape fait diminuer la fontion, dans les as favorables on
peut espérer que ette suite onverge vers le minimum. Il onvient de dénir une méthode
permettant de aluler l'itéré k+1 étant donné l'itéré k. Pour ela érivons le développement
de Taylor au premier ordre en xk,
(1.2.8) f (xk+δ)= f (xk)+ 〈∇f (xk) , δ〉+o (|δ|) ,
supposons que δ soit assez petit pour que l'on néglige le terme o (|δ|),
(1.2.9) f (xk+δ)− f (xk) = 〈∇f (xk) , δ〉 .
Etant donné la relation (1.2.7), la perturbation δ à apporter à xk doit vérier,
(1.2.10) 〈∇f (xk) , δ〉 < 0.
Un veteur δ vériant la formule (1.2.10) est par dénition appelé diretion de desente. Un
algorithme d'optimisation doit don aluler pour haque itéré k, une diretion de desente
δ qui perturbe l'itéré ourant pour trouver le point suivant de la suite. Une fois la diretion
de desente déterminée, il s'agit alors de hoisir le meilleur pas possible le long de elle-i.
Cette étape est eetuée par un algorithme appelé reherhe linéaire. Conrètement on
érit δ = td où t est un réel positif et d la diretion de desente. La reherhe linéaire
hoisit un réel t qui vise à améliorer les propriétés de la suite.
Préisons un peu plus la struture d'un algorithme d'optimisation à diretion de des-
ente. En utilisant les résultats préédents on peut dérire shématiquement un tel algo-
rithme. Notons x l'itéré ourant,
(1) Si x vérie le ritère d'arrêt
10
alors stop, sinon aller en (2).
(2) Caluler la diretion de desente d.
(3) Reherhe linéaire : aluler t.
(4) faire x=x+td et retourner en (1).
Il existe plusieurs manières (lassiques) de dénir les diretions de desentes en (2), nous
verrons plus loin les méthodes du gradient, du gradient onjugué, de Newton, de quasi-
Newton et de Gauss-Newton. Ces méthodes dénissent loalement les diretions de des-
ente, en utilisant une approximation de la fontion à optimiser. Cela implique en général
qu'il n'y a que onvergene loale. C'est à dire qu'il faut que le premier itéré soit prohe
de la solution pour dénir une suite onvergente. Ces méthodes sont nettement améliorées
10
Les onditions d'optimalité permettent de dénir un ritère d'arrêt. On utilise les propriétés de
la solution pour tester si x en est une.
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lorsqu'on leur adjoint une reherhe linéaire (3) qui a pour rle de forer la onvergene
globalement. Les premiers itérés peuvent être loin de la solution, dans e as la reherhe
linéaire doit dénir des pas de grande taille. Lorsqu'on se rapprohe de la solution, l'ap-
proximation de la fontion est valable, alors on va privilégier des pas restant autour de
1.
1.2.3.2. Quelques méthodes lassiques à diretion de desente. Il existe plusieurs mé-
thodes lassiques pour aluler une diretion de desente. En général on minimise loale-
ment une approximation de la fontion oût au voisinage de l'itéré ourant. L'idée la plus
naturelle est de remplaer f par son appliation linéaire tangente, ela onduit à dénir
omme diretion de desente, l'opposé du gradient.
Méthode du gradient. Erivons l'approximation linéaire de f au voisinage d'un itéré
xk,
(1.2.11) f (xk+δ) ≃ f (xk)+ 〈∇f (xk) ,δ〉 ,
notons
(1.2.12) φ (δ) = f (xk) + 〈∇f (xk) ,δ〉 .
Comme nous l'avons vu plus haut (1.2.7), on veut dénir δ tel que
(1.2.13) f (xk+δ) < f (xk) ,
'est à dire que l'on veut minimiser la fontion δ 7→ f (xk+δ) . Pour simplier remplaçons
f (xk+δ) par φ et alulons δ tel qu'il minimise φ (au lieu de f) dans un voisinage de xk. Il
alors sut de poser δ = −t∇f (xk), où t est un réel positif. C'est une diretion de desente
puisque −∇f (xk) vérie la onditon (1.2.10). Une diretion de desente dénie ainsi est
mauvaise ar en général un tel algorithme onverge en un temps inni ou pas du tout, et
même la onvergene loale n'est pas garantie (lorsque le premier itéré est prohe de la
solution).
Méthode du gradient onjugué. L'algorithme du gradient onjugué s'inspire de la
méthode du gradient en améliorant les diretions de desente par les formules,
(1.2.14) dk=
{ −∇f (x0) si k = 1,
−∇f (xk)+βkdk−1 si k > 1.
où le salaire βk peut prendre diérentes valeurs.
Méthode de Newton. La méthode de Newton utilise une approximation quadratique
de f, ela permet de prendre en onsidération la ourbure de la fontion, e que l'approxi-
mation linéaire ne fait pas. Cette façon de faire a pour but d'obtenir une meilleure onver-
gene de la suite des approximations suessives de la solution. On érit le développement
de Taylor de f au seond ordre,
(1.2.15) f (xk+δ) ≃ f (xk)+ 〈∇f (xk) ,δ〉+ 1
2
〈
δ,∇2f (xk) δ
〉
,
on alule alors δ de manière à minimiser l'approximation quadratique de f. On obtient,
(1.2.16) δ = −∇2f (xk)−1∇f (xk) .
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Cette méthode onstruit une suite qui possède des propriétés de onvergene plus favorables
que elle de la méthode du gradient. Mais elle est beauoup plus diile à mettre en oeuvre.
Il faut d'abord aluler le gradient ∇f (xk) et ensuite le hessien ∇2f (xk) et enn résoudre
le système linéaire,
(1.2.17) ∇2f (xk) δ = −∇f (xk) ,
pour aluler δ. Dans ertains problèmes, surtout lorsqu'ils sont de grande taille, la mé-
thode de Newton peut devenir très lourde, voire impossible à mettre en oeuvre. Il est
alors néessaire de l'alléger pour dénir un algorithme pratiquable, 'est ainsi qu'ont été
introduites les méthodes dites de quasi-Newton.
Méthodes de quasi-Newton. Le prinipe reste le même qu'ave la méthode de New-
ton, remplaer f loalement par une approximation quadratique,
(1.2.18) f (xk+δ) ≃ f (xk)+ 〈∇f (xk) ,δ〉+ 1
2
〈δ,Mkδ〉 ,
la diretion de desente est alors,
(1.2.19) dk = −M−1k ∇f (xk) .
Au lieu de aluler expliitement le Hessien de f, on préfère ii utiliser une matrie Mk qui
est plus faile à aluler et à utiliser. Mais ette matrie doit vérier ertaines propriétés
pour onserver la onvergene de la suite {xk}. Il y a deux idées à respeter, Mk est ensée
approximer le Hessien de f, on doit alors imposer à Mk d'être symétrique dénie positive.
Ensuite il faut que les diretions de desente dénies en (1.2.19) soient prohes de elles
dénies par la formule (1.2.16). Cela laisse beauoup de latitude quant au hoix de Mk.
C'est pourquoi il existe de nombreuses méthodes de quasi-Newton, itons pour mémoire
les méthodes
11
BFGS, DFP,...
Méthode de Gauss-Newton. C'est une méthode de quasi-Newton appliquée au pro-
blème partiulier des moindres arrés. La fontion oût s'érit,
(1.2.20) f (x)=
1
2
‖r (x)‖2 ,
où x 7→ r (x) est une fontion de Rn valeurs dansRm. En notant G (x) la matrie jaobienne
de r en x, On peut failement voir que (f Annexe 5)
(1.2.21) ∇f (x)=G (x)t r (x)
et
(1.2.22) ∇2f (x)=G (x)t G (x)+
i=m∑
i=1
ri (x)∇2ri (x) .
11
Dans es méthodes (BFGS, DFP) on approxime diretement M−1k , ela évite d'avoir à résoudre un
système linéaire à haques itérations.
1.3. SCHÉMAS NUMÉRIQUES. 31
Pour éviter de aluler les dérivées seondes de r, la méthode de Gauss-Newton dénit les
diretions de desente par
(1.2.23) dk= −
(
G (xk)
t
G (xk)
)−1
G (xk)
t r (xk) .
En reprenant les notations du paragraphe préédent, Mk = G (xk)
t
G (xk) .
1.2.4. Conlusion. Un algorithme d'optimisation à diretions de desente dénit une
suite {xk}k qui, dans les as favorables, onverge vers un veteur x∗ vériant f ′ (x∗) = 0.
Cette ondition ne sut pas pour onlure que x∗ est le minimum herhé. Il faut étudier
le omportement de f au voisinage de x∗, en utilisant par exemple une approximation au
seond ordre de elle-i, pour déterminer si la solution est un minimim loal. Il n'existe
pas de méthode générale permettant de dénir des diretions de desente garantissant la
onvergene de la suite. En eet, la pratique montre que le hoix des diretions de desente
dépend du problème posé. Une méthode éprouvée sur un type de problème ne fontionnera
pas forément dans un autre as. Toute la diulté onsiste à trouver les diretions de
desente adaptées an de faire onverger la suite. Dans les problèmes réels, la onvergene
ne garantit absolument pas que la solution obtenue soit la solution au sens physique. En
eet, il faut distinguer plusieurs soures d'erreurs suseptibles de biaiser la solution :
(1) Erreurs d'approximation ou de disrétisation de la fontion f.
(2) Erreurs dûes aux approximations d'un algorithme itératif (erreurs de la méthode).
(3) Erreurs de alul dûes à l'ordinateur (approximation des réels par les nombres
ottants ; préision nie.).
(4) Erreurs sur les données.
Dénir un algorithme d'optimisation performant pour résoudre un problème physique,
passe d'abord par la prise en ompte de es quatre soures d'erreurs. L'étude de elles-
i permet d'apporter une réponse adaptée à la nature du problème et de ontrler la
qualité de la solution. La démarhe suivie dans ette thèse va dans e sens ; nous nous
sommes partiulièrement attahés aux points (1), (3) et (4) dans le adre de problèmes
tomographiques. Ainsi, nous avons implémenté un problème diret préis et robuste
12
(point
(1)). Nous avons utilisé une méthode d'inversion de matrie adaptée aux as de matries
de grande taille et mal onditionnées
13
(point (3)). Enn nous avons utilisé des données
adaptées et préises
14
(point (4)).
1.3. Shémas numériques.
Nous allons dénir les shémas numériques permettant de aluler les maxima de vrai-
semblane des densités de probabilité a posteriori dénies dans la partie 1.1. Ces méthodes
sont de simples appliations de l'algorithme de Gauss-Newton aux as partiuliers qui nous
intéressent.
12
f partie [2.2℄, nous utilisons l'algorithme Podvin-Leomte [37℄ pour aluler les temps de pre-
mière arrivée. Ensuite, nous améliorons le temps de trajet soure-station par un alul d'intégrale.
13
f partie [1.3℄, nous avons hoisi la méthode LSQR de Paige et Saunders [36℄.
14
Un point important est l'utilisation de déalages temporels interspetraux [13℄.
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1.3.1. Information a priori gaussienne. Reprenons la formule (1.1.35) de la den-
sité de probabilité a posteriori sous l'hypothèse gaussienne,
(1.3.1) σM (m) ∝ exp
(
−1
2
(do − g (m))t C−1D (do − g (m))+ (m−m0)t C−1m (m−m0)
)
.
Nous herhons à aluler un maximum de vraisemblane de σM , 'est à dire minimiser la
fontion oût,
(1.3.2) Eg (m)=
1
2
(do − g (m))t C−1D (do − g (m))+ (m−m0)t C−1m (m−m0) .
Il est possible d'utiliser l'algorithme de Gauss-Newton (1.2.23) pour eetuer ette optimi-
sation. Pour ela, il faut en premier lieu aluler le gradient de la fontion Eg, (f Annexe
5),
(1.3.3) ∇Eg (mk) = −GtkC−1D (do − g (mk))−C−1m (m0 −mk) ,
en notant Gk la martie jaobienne de l'appliation m 7→ g (m) alulée en mk. Comme
nous l'avons vu au paragraphe 1.1.4, équation (1.1.39), la fontion oût s'érit omme un
problème aux moindres arrés non linéaire,
(1.3.4) Eg (m)=
1
2
∥∥∥∥∥
[
C
−1
2
D do
−C−
1
2
m m0
]
−
[
C
−1
2
D g (m)
−C−
1
2
m m
]∥∥∥∥∥
2
,
la matrie jaobienne de l'appliation m 7→
[
C
−1
2
D do
−C−
1
2
m m0
]
−
[
C
−1
2
D g (m)
−C−
1
2
m m
]
, alulée en
mk s'érit,
(1.3.5) Ak=
[
−C−
1
2
D Gk
C
−1
2
m
]
.
Tous les éléments sont réunis pour appliquer l'algorithme de Gauss-Newton (1.2.23),
(1.3.6) mk+1 = mk+
(
AtkAk
)−1 {−∇Eg (mk)} ,
ainsi, en injetant (1.3.5) et (1.3.3) dans (1.3.6) on obtient la relation
(1.3.7) mk+1=mk+
(
GtkC
−1
D Gk+C
−1
m
)−1 (
GtkC
−1
D (do − g (mk)) +C−1m (m0 −mk)
)
.
Nous remarquons aussi que,
(1.3.8) ∇Eg (mk) = Atk
[
C
−1
2
D (do − g (mk))
C
−1
2
m (mk −m0)
]
,
ainsi en reformulant (1.3.6), la perturbation δk à apporter au modèle mk vérife,
(1.3.9)
(
AtkAk
)
δk = A
t
k
[
C
−1
2
D (g (mk)− do)
C
−1
2
m (m0 −mk)
]
,
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e sont les équations normales du problème de moindres arrés linéaire,
(1.3.10) minimiser
1
2
∥∥∥∥∥Akδ −
[
C
−1
2
D (g (mk)− do)
C
−1
2
m (m0 −mk)
]∥∥∥∥∥
2
.
Nous érirons e problème de manière formelle de la façon suivante,
(1.3.11) Akδ ∼
[
C
−1
2
D (g (mk)− do)
C
−1
2
m (m0 −mk)
]
.
Nous aboutissons enn au shéma numérique qui sera appliqué aux méthodes tomogra-
phiques,
(shéma gn)
[
−C−
1
2
D Gk
C
−1
2
m
]
δk ∼
[
C
−1
2
D (g (mk)− do)
C
−1
2
m (m0 −mk)
]
, au sens des moindres arrés.
1.3.2. Loi Seh. Le shéma numérique de Gauss-Newton est faile à implémenter
quand on sait aluler les dérivées partielles du problème diret m 7→ g (m). Cette mé-
thode est dénie pour des erreurs de mesure Gaussiennes sur des données do= (d
o
i )i∈ℑ.
Or, en pratique ette hypothèse n'est pas toujours valide. On peut malgré tout adapter
un algorithme de Gauss-Newton au as d'erreurs de mesure non Gaussiennes. En eet,
en théorie on peut toujours ramener une densité de probabilité a posteriori σ à une loi
Gaussienne. L'idée est de dénir une fontion ϕ,
(1.3.12)
D ×M σ−→ R
+
ϕ ↓ ր σ¯ = σ◦ϕ−1
Da ×M
,
telle que la densité a posteriori σ¯ suive une loi Gaussienne dans l'espae Da ×M . Plus
préisément, supposons que la donnée di suive une loi quelonque de densité ρi et de
médiane doi . Dénissons une nouvelle donnée d¯i par la formule suivante,
(1.3.13) d¯i (di) = Erf
−1
(
2
∫ di
doi
ρi (x) dx
)
,
où Erf (x)= 2√
π
∫ x
0
exp (−ξ2) dξ. On peut montrer que la variable d¯i suit une loi Gaussienne
de moyenne 0 et de variane
1
2
. Ainsi, par e hangement de variable, le problème d'ajuste-
ment des données di revient à ajuster les nouvelles données d¯i au sens des moindres arrés.
Notons que l'on ne travaille plus dans l'espae des données physiques D, mais dans un
espae de données auxiliaires Da qui n'a pas de signiation physique. Le problème diret
est alors diérent, il s'exprime en fontion du problème diret physique,
(1.3.14) g¯i (m) = d¯i (gi (m)) .
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Pour appliquer la méthode de Gauss-Newton au nouveau problème il faut aluler les
dérivées partielles du problème diret (1.3.14). En dérivant (1.3.13) on exprime les dérivées
partielles en fontion de la donnée physique di,
(1.3.15)
∂d¯i
∂di
(di) =
√
π exp
(
d¯i
2
)
ρi (di) ,
ette dernière expression est utilisée pour aluler les dérivées partielles du nouveau pro-
blème diret,
(1.3.16)
∂d¯i
∂mk
(gi (m)) =
∂d¯i
∂di
(gi (m))
∂gi
∂mk
(m) =
√
π exp
(
d¯i
2
)
ρi (di)
∂gi
∂mk
(m) .
Les formules (1.3.13) et (1.3.16) permettent d'implémenter la méthode de Gauss-Newton
sur des données qui ne satisfont pas l'hypothèse Gaussienne. Par exemple, dans le as où
ρi est une loi Seh, la formule (1.3.13) se réérit,
(1.3.17) d¯i (di) = Erf
−1
(
2
π
arctan
(
sinh
(
di − doi
σi
)))
,
et la formule (1.3.15) devient,
(1.3.18)
∂d¯i
∂di
(di) =
exp
(
d¯i
2
)
σ
√
π cosh
(
di−doi
σi
) .
Dans e as, la fontion ϕ mentionnée i-dessus s'érit,
(1.3.19) ϕ (d,m) =
(
d¯,m
)
,
où d¯ =
(
Erf−1
(
2
π
arctan
(
sinh
(
di−doi
σi
))))
i∈ℑ
. L'algorithme de Gauss-Newton appliqué
aux données d¯ s'érit,
(1.3.20) mk+1=mk+
(
C−1m +
(
G
′
k
)t
G
′
k
)−1{(
G
′
k
)t
(g¯ (mk)) +C
−1
m (m0 −mk)
}
,
où g¯ (mk) =
(
Erf−1
(
2
π
arctan
(
sinh
(
gi(mk)−doi
σi
))))
i∈ℑ
. En utilisant la formule (1.3.16) et
(1.3.14) on voit que la matrie G¯k se déompose omme produit de matries,
(1.3.21) G¯k =
(
Dg(mk)d¯
)
Gk
où Dg(mk)d¯ est la matrie (diagonale dans e as préis) jaobienne de l'appliation d 7→
d (d), alulée en g (mk) . Autrement dit, on doit aluler la perturbation δk vériant,
(1.3.22)
[
G¯k
C
−1
2
m
]
δk ∼
[
g¯ (mk)
C
−1
2
m (m0 −mk)
]
,
'est à dire,
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(shéma se)
[ (
Dg(mk)d¯
)
Gk
C
−1
2
m
]
δk ∼
[
g¯ (mk)
C
−1
2
m (m0 −mk)
]
, au sens des moindres arrés.
Ce shéma s'implémente failemment à partir de l'algorithme (gn) : il sut de pondé-
rer haque ligne de Gk par la matrie (diagonale) Dg(mk)d¯, et de transformer les résidus
par la relation non linéaire (1.3.17). Le point de vue probabiliste permet de dénir des
tranformations plus générales et mieux adaptés (f Tarantola [45℄ pour d'autres exemples)
du système d'équation que la simple pondération généralement utilisée dans la onep-
tion lassique du problème inverse (f début de la partie 1.1). En eet, les géophysiiens
pondèrent les équations linéarisée de manière à favoriser les bonnes données (aetées
par de forts oeients) par rapport aux mauvaises données (aetées par des faibles
oeients) dans le but d'éliminer les données aberrantes qui risquent d'avoir une forte
inuene en norme L2. Il est parfois diile de savoir a priori si une donnée est bonne ou
mauvaise. Le risque est alors grand d'aeter des oeients erronés à ertaines données.
Cela risque de biaiser la solution, d'autant plus que la norme L2 n'est pas robuste vis
à vis des mauvaises données. Cette diulté est ontournée en utilisant une statistique
appropriée des erreurs de mesures telle que la loi Seh.
Dans la suite de e doument les shémas numériques (gn) et (se) servirons de base à la
oneption de méthodes d'inversions de données. Nous ferons don régulièrement référene
aux shémas (gn) et (se) dans les problèmes partiuliers issus de as réels.
1.3.3. Calul de la perturbation. Comme nous venons de le voir, à haque itération
l'algorithme (shémas (gn) et (se)) doit aluler une perturbation vériant un système
linéaire au sens des moindres arrés,
(1.3.23) Ax ∼ b.
Cela revient à poser le problème d'optimisation suivant,
(1.3.24) trouverxminimisant la fonctionx 7→ 1
2
‖Ax− b‖2 ,
Nous avons hoisi l'algorithme LSQR développé par Paige et Saunders [36℄ pour résoudre
e problème. C'est une méthode de gradients onjugués ave un shéma numérique plus
favorable dans le as où les matries sont mal onditionnées. L'implémentation du ode
LSQR onvient partiulièrement bien aux as où la matrie A est reuse, e qui est le
as pour les matries inversées lors d'une tomographie sismique. LSQR génère une suite
(xn)n=1,...,nmaxd'approximations suessives de la solution ; l'algorithme suit shématique-
ment les étapes :
(1) . Initialisation : x = 0.
(2) . Constrution d'un veteur δ, à partir de l'itéré ourant x, A et b.
(3) . Calul de l'itéré suivant : x = x+δ.
(4) . Test : x vérie les ritères d'arrêt alors stop, sinon retour en (2).
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C'est une méthode d'optimisation à diretion de desente, la perturbation est alulée
ave des formules de réurrene dérites en détail dans [36℄. Le test d'arrêt (étape (4)) se
fait selon deux ritères pour les problèmes de moindres arrés. Le premier fait intervenir
la préision relative atol obtenue sur la matrie A,
(1.3.25) atol =
∥∥∥A− A˜∥∥∥
‖A‖ ,
où A˜ représente la vraie matrie. La suite d'itérations de LSQR s'arrête lorsque,
(1.3.26)
‖Atrk‖
‖A‖ ‖rk‖ ≤ atol,
où rk = b−Axk. D'après [36℄ e ritère est susant pour garantir que xk est une solution
aeptable du problème aux moindres arrés (1.3.24). Le seond ritère d'arrêt est utile
dans le as de problèmes mal onditionnés. Pour haque itéré xk, on dénit une valeur ck
qui tend vers la valeur ond(A) lorsque xk tend vers une solution du problème. La solution
retenue pour le problème (1.3.24) est la solution à l'itéré k si ck > conlim, où conlim est
une valeur founie par l'utilisateur (voir i-dessous). Ce ritère onstitue une régularisation
du problème. On peut se représenter e ritère en utilisant la déomposition SVD de A.
Supposons que la matrie A possède r valeurs singulières µi non nulles, la déomposition
SVD s'érit, A = VS˜U
∗
. Soit Ak la matrie Ak = VS˜kU
∗
, où S˜k ontient les k premières
valeurs singulières de S˜. On dénit xsk la solution de norme minimale du problème aux
moindres arrés, Akx ∼ b. Ii la valeur ck peut se dénir omme le onditionnement de
Ak,
(1.3.27) ck =
µ1
µk
→ µ1
µr
= ond (A) .
Si ck > conlim < ond (A), la solution retenue est alulée en oupant les valeurs singu-
lières les plus faibles, e qui tend à régulariser les problèmes mal onditionnés. En réalité
l'algorithme LSQR ne alule pas les itérés en fontion des valeurs singulières et veteurs
propres (gure (1.3.1)). La valeur ck est alulée par l'algorithme en fontion de A, b et
xk, la relation (1.3.27) n'est pas utilisée dans l'algorithme mais on peut s'y référer pour
dénir un ordre de grandeur de la valeur conlim.
Nous allons à présent explorer quelques propriétés de LSQR sur des exemples numé-
riques. Considérons une matrie A0n ∈ Mn (R) de struture tri-diagonale, omposée de 4
sur la diagonale, de -1 sur la diagonale supérieure et de -2 sur la diagonale inférieure. Par
exemple pour n=5,
(1.3.28) A05=

4 −1 0 0 0
−2 4 −1 0 0
0 −2 4 −1 0
0 0 −2 4 −1
0 0 0 −2 4
 .
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Soit la matrie An ∈ Mn+1,n (R) onstituée par la matrie A0n à laquelle on ajoute une
ligne onstituée de 0, et un dernier élément égal à 1 ; par exemple pour n=5,
A5 =

4 −1 0 0 0
−2 4 −1 0 0
0 −2 4 −1 0
0 0 −2 4 −1
0 0 0 −2 4
0 0 0 0 1
 .
Soit xn ∈ Rn un veteur omposé de 1. Notons bn = Anxn ; pour n=5, nous avons,
(1.3.29) x5=

1
1
1
1
1
 ,b5=

3
1
1
1
2
1
 .
Nous allons résoudre numériquement le système Anx = bn, dont nous onnaissons la so-
lution xn. Nous utiliserons LSQR et une déomposition SVD an de omparer les deux
méthodes. L'algorithme LSQR génère une suite (lk)k d'approximations suessives de la
solution du système. La gure (1.3.1) montre la quantité elsqrk = ‖lk − xn‖, en fontion de
l'itération k. Déomposons la matrie An en valeurs singulières, An= VSU
t
, et dénissons
une famille de pseudo-inverses A
†
n,k= USkV
t
, où Sk est une matrie diagonale onstituée
des inverses des k premières valeurs singulières de An. Soit sk = A
†
n,kbn, la solution du
système alulée par SVD en utilisant les k premières valeurs singulières de An. La gure
(1.3.1) montre la quantité esvdk = ‖sk − xn‖. Nous remarquons que les ourbes orrespondant
à LSQR et à SVD sont diérentes, e qui montre que les itérations de LSQR ne progressent
pas dans la diretion des veteurs propres de la matrie An. De plus, dans et exemple
préis, pour obtenir une solution satisfaisante par SVD, il faut utiliser toutes les valeurs
singulières : omme nous le voyons sur la ourbe, l'erreur esvd99 est enore importante alors
que s100= x100. Quant à l'algorithme LSQR, il trouve la solution en 60 itérations. L'ex-
ploration de l'espae des paramètres du modèle par LSQR, ne se fait pas veteur propre
après veteur propre mais de manière plus eae, en utilisant une ombinaison linéaire de
veteurs propres
15
à haque itération, e qui permet de onverger plus vite vers la solution.
15
Sans les aluler individuellemment e qui est trop long et trop omplexe.
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Fig. 1.3.1. Résolution d'un système linéaire.
Pour n=100, nous avons résolu le système linéaire A100x = b100(f texte) par LSQR (en bleu) et par
SVD (en rouge). LSQR onverge plus rapidement vers la solution, alors que dans et exemple la méthode
SVD a besoin de toutes les valeurs singulières pour trouver la solution. La gure du bas montre l'angle
(en degés) que fait haque diretion de desente d généré par LSQR ave haun des veteurs propres. Les
diretions de desentes de LSQR ne oïnident pas ave les veteurs propres pusique auun des angles
n'est nul. L'avantage de LSQR réside dans le temps de alul nééssaire pour trouver la solution : il ne
alule pas de veteurs propres (e qui est trop long et trop omplexe), il onverge vite vers la solution en
utilisant des diretions de desentes inspirées par la méthode des gradients onjugés, il partiulièrement
eae ave des matries reuses (omme dans et exemple).
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Considérons maintenant un autre exemple,
(1.3.30) A =

−7 −6 6 7 1 −1
−5 −8 3 9 1 −1
−2 −9 1 9 1 −1
−1 −9 −1 9 1 −1
−1 −9 −3 8 1 −1
3 −9 −5 8 1 −1
6 −7 −7 6 1 −1

, xs =

1
1
1
1
1
1
 , b =

0
−1
−1
−2
−4
−3
−2

,
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xsvérie le système
(1.3.31) Axs = b.
la matrie A possède une seule valeur singulière nulle, le noyau est don une droite
vetorielle ave, par exemple, omme veteur de base,
(1.3.32) v =

0
0
0
0
1√
2
1√
2
 ,
nous avons don
(1.3.33) Av = 0.
Il en s'ensuit que quelque soit le réel λ, nous avons la relation suivante,
(1.3.34) A (xs + λv) = b,
en eet, si on développe,
(1.3.35) Axs +A (λv) = Axs + λAv = Axs = b.
Les solutions du système
(1.3.36) Ax = b,
sont
(1.3.37) S = {xs + λv, λ ∈ R}.
Nous sommes en présene d'un système sous-déterminé, 'est à dire que ertains paramètres
ne sont pas ontraints par les équations, e qui explique l'innité de solutions vériant le
système. Dans les appliations tomographiques, l'algorithme itératif alule une perturba-
tion à apporter aux paramètres pour trouver le modèle suivant. Si ertaines perturbations
ne sont pas ontraintes par les équations, il faut que la résolution du système laisse es va-
leurs à zéro. En eet il n'est pas néessaire d'aeter une valeur arbitraire aux paramètres
indéterminés, il sut de les laisser à la valeur a priori. Lorsqu'on résout le système ave le
ode LSQR, la solution produite est :
(1.3.38) xlsqr =

1
1
1
1
0
0
 ,
'est la solution de norme minimale puisque sa omposante est nulle sur le noyau. LSQR
laisse don les paramètres non ontraints à zéro. C'est un avantage dans les appliations
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sismologiques, par exemple, lors de la loalisation d'un essaim de séismes en ajustant les dé-
alages temporels. Dans ertains as, le baryentre de l'essaim en question peut ne pas être
ontraint par les équations, dans e as, l'algorithme LSQR laisse le baryentre invariant et
ajuste les positions relatives entre les séismes. Il serait problématique que l'algorithme d'in-
version aete une valeur quelonque au baryentre. En eet il est préférable, en l'absene
d'information sur elui-i de le laisser à la valeur a priori, qui est issue d'une loalisation
préliminaire ave les temps de première arrivée.
L'algorithme LSQR est partiulièrement adapté aux appliations sismologiques, en eet,
(1) Il est rapide.
(2) Il alule la solution de norme minimale.
De plus il permet le stokage de matries reuses en évitant de surharger la apaité
mémoire des mahines ave des zéros inutiles.
1.4. Conlusion.
Dans e hapitre, nous avons déni le problème inverse en tant que problème de mini-
misation d'une fontion oût, et nous avons montré que la prise en ompte des erreurs de
mesures ainsi que des erreurs sur les paramètres ontrlait la forme de la fontion oût :
la fontion oût doit permettre de trouver le modèle de norme minimale qui ajuste le
mieux possible les données. Ainsi dénie, ette fontion oût possède des aratéristiques
optimales pour pouvoir être explorée à l'aide d'une méthode à diretion de desente. Un
algorithme de Gauss-Newton a été hoisi pour réaliser ette minimisation de la fontion
oût. La résolution du système linéaire qui résulte de et algorithme à haque étape est
eetuée à l'aide du moteur d'inversion LSQR.
Nous allons voir dans le hapitre suivant, omment se formule notre problème d'inver-
sion partiulier (tomographie des temps de première arrivée et tomographie des déalages
temporels) et quelle forme partiulière prendra la fontion oût à minimiser et l'algorithme
d'inversion orrespondant.
CHAPITRE 2
Appliation à la tomographie sismique.
Ce hapitre présente en détail la méthodologie des tomographies utilisant les temps de
première arrivée et les déalages temporels. Ces méthodes implémentés seront appliquées
ultérieurement à l'île de Hawaii. Les méthodes sont présentées de manière formelle et nous
étudierons quelques as synthétiques. En eet, il est pratiquement impossible de mener
une étude mathématique omplète de es problèmes. Les tests numériques permettent la
maîtrise de tous les parmètres expérimentaux an de aratériser le omportement des
méthodes. Les as synthétiques présentés dans e hapitre sont, à et eet, volontairement
simples an d'exlure d'éventuels artefats dus à une onjontion de plusieurs fateurs qui
risqueraient de se produire sur des exemples trop omplexes.
2.1. Modélisation.
2.1.1. Données et terminologie. Dans le adre de e travail, nous aurons à traiter
des données enregistrées par un réseau sismique loal implanté sur l'île de Hawaii. Nous
avons aès à deux types de données : les temps de première arrivée des ondes P pour
haque séisme, et les déalages temporels interspetraux (pour les ondes P) alulés pour
deux séismes semblables. Ces données seront inversées an de dérire les strutures du
sous-sol. Le hapitre préédent dérit de manière générale une démarhe possible pour
étudier un problème inverse. Dans ette partie, nous allons appliquer ette démarhe sur
les donnnées onsidérées. Nous avons hoisi d'utiliser un proessus spéique selon la na-
ture des données. Nous aurons à traiter séparément les temps de première arrivée et les
déalages temporels interspetraux. Pour éviter toute ambiguïté, nous allons dénir une
terminologie faisant référene aux méthodes. Le terme tomographie désignera une méthode
visant à retrouver simultanément le modèle de vitesse des ondes P et les hypoentres des
séismes. Lorsque les données inversées seront des temps de première arrivée d'onde P, nous
parlerons de tomographie des temps de première arrivée. Lorsque nous inverserons les dé-
alages temporels, nous utiliserons le terme tomographie des déalages temporels. Dans e
doument nous étudierons aussi les méthodes de loalisation ; elles visent à aluler les hy-
poentres des séismes à partir des temps de première arrivées ou bien à partir de déalages
temporels. Comme en tomographie, pour es méthodes, nous parlerons de loalisation à
l'aide des temps de première arrivée et de loalisation à l'aide des déalages temporels.
2.1.2. Disrétisation du milieu géophysique. An de mener des aluls numé-
riques, le milieu doit être disrétisé. Considérons nx mailles dans la diretion de la latitude
espaées de dx mètres, ny mailles selon la longitude espaées de dy mètres et enn nz
mailles selon la profondeur espaées de dz mètres, nous obtenons ainsi un maillage ni
41
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mi, de dimension ((nx − 1) dx × (ny − 1) dy × (nz − 1) dz). Etant donné une fontion (par
ex : vitesse ou lenteur) x 7→ f (x) où x est un point appartenant au volume délimité par
le maillage, étant donné une famille de nϕ fontions de base (ϕk)k=1,...,n dénies sur les
pavés du maillage, on peut disrétiser le modèle f en l'exprimant omme une ombinaison
linéaire des fontions de base,
(2.1.1) f˜ (x)=
l=nϕ∑
l=1
λlϕl (x) .
Nous hoisirons ii d'utiliser les formules d'interpolation trilinéaires ; pour ela nous devons
onnaitre la valeur du modèle en haque noeud
(
xi, yj , zk
)
du maillage. Nous pouvons
aluler la valeur en un point (x, y, z) situé dans le parallélépipède retangle ℘i,j,k délimité
par les deux noeuds
(
xi, yj, zk
)
et
(
xi+1, yj+1, zk+1
)
en utilisant la relation [39℄
(2.1.2)
f˜ (x, y, z)= ...
...(1− x−xi
xi+1−xi ) (1−
y−yj
yj+1−yj ) (1−
z−zk
zk+1−zk ) f (xi, yj, zk)+...
...( x−xi
xi+1−xi ) (1−
y−yj
yj+1−yj ) (1−
z−zk
zk+1−zk ) f (xi+1, yj, zk)+...
...( x−xi
xi+1−xi ) (
y−yj
yj+1−yj ) (1−
z−zk
zk+1−zk ) f (xi+1, yj+1, zk)+...
...(1− x−xi
xi+1−xi ) (
y−yj
yj+1−yj ) (1−
z−zk
zk+1−zk ) f (xi, yj+1, zk)+...
...(1− x−xi
xi+1−xi ) (1−
y−yj
yj+1−yj ) (
z−zk
zk+1−zk ) f (xi, yj, zk+1)+...
...( x−xi
xi+1−xi ) (1−
y−yj
yj+1−yj ) (
z−zk
zk+1−zk ) f (xi+1, yj, zk+1)+...
...( x−xi
xi+1−xi ) (
y−yj
yj+1−yj ) (
z−zk
zk+1−zk ) f (xi+1, yj+1, zk+1)+...
...(1− x−xi
xi+1−xi ) (
y−yj
yj+1−yj ) (
z−zk
zk+1−zk ) f (xi, yj+1, zk+1) .
On dénit ainsi une famille de fontions de base ϕijk indexée par les noeuds (i,j,k) de la
grille,
(2.1.3)
ϕijk (x, y, z)= ...
(1− x−xi
xi+1−xi ) (1−
y−yj
yj+1−yj ) (1−
z−zk
zk+1−zk ), dans℘i,j,k
(1− x−xi
xi−1−xi ) (1−
y−yj
yj+1−yj ) (1−
z−zk
zk+1−zk ), dans℘i−1,j,k
(1− x−xi
xi+1−xi ) (1−
y−yj
yj−1−yj ) (1−
z−zk
zk+1−zk ), dans℘i,j−1,k
(1− x−xi
xi−1−xi ) (1−
y−yj
yj−1−yj ) (1−
z−zk
zk+1−zk ), dans℘i−1,j−1,k
(1− x−xi
xi+1−xi ) (1−
y−yj
yj+1−yj ) (1−
z−zk
zk−1−zk ), dans℘i,j,k−1
(1− x−xi
xi−1−xi ) (1−
y−yj
yj+1−yj ) (1−
z−zk
zk−1−zk ), dans℘i−1,j,k−1
(1− x−xi
xi+1−xi ) (1−
y−yj
yj−1−yj ) (1−
z−zk
zk−1−zk ), dans℘i,j−1,k−1
(1− x−xi
xi−1−xi ) (1−
y−yj
yj−1−yj ) (1−
z−zk
zk−1−zk ), dans℘i−1,j−1,k−1.
ϕijk (x, y, z)= 0 dans les autres cellules.
Ainsi nous utiliserons la formule de disrétisation,
(2.1.4) f˜ (x, y, z) =
∑
i,j,k
f (xi, yj, zk)ϕijk (x, y, z) .
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Il faut prendre en ompte les eets de bord du domaine disrétisé : dans les formules (2.1.2)
et (2.1.3) si le noeud (u,v,w) [resp. le pavé (u,v,w)℄ n'existe pas, il faut éliminer les lignes qui
n'ont pas de sens. Par exemple pour le noeud i=1, j=1, k=1, les lignes où apparaissent les
termes i -1, j -1 et k -1 ne doivent pas être prises en ompte. Ces onsidérations permettent de
représenter un modèle f omme un veteur
(
f (x1, y1, z1) , ...,f (xi, yj, zk) , ...,f
(
xnx , yny , znz
))t
.
Dans la suite de e doument, les oordonnées seront noté λijk [ou bien λi℄ pour les len-
teurs et νijk [ou bien νi ℄ pour les vitesses. Lorsque qu'il ne sera pas néessaire de préiser
expliitement l'indie du noeud i,j,k nous pourrons pour simplier indiquer seulement un
indie i=(i, j, k) .
Fig. 2.1.1. Traé d'un rai.
Une fois la fontion temps de parours alulée, on trae le rai joignant la soure et le réepteur en
utilisant une méthode d'optimisation de gradient à pas onstant.
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2.1.3. Problème diret : alul du temps de propagation. La première étape
onsiste à aluler la fontion temps de parours de l'onde sismique x 7→ T (x) , émise
par une soure xs. Cette tâhe est dévolue à l'algorithme de Podvin-Leomte [37℄ résolvant
l'équation de l'Eikonale par la méthode des diérenes nie. Ensuite, il s'agit de traer le rai
joignant la soure xs à un réepteur xr. Pour ela on va utiliser une méthode d'optimisation :
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la méthode du gradient. Nous allons implémenter ette méthode sur la fontion T, en
utilisant xr omme point initial. Nous dénissons ainsi la suite,
(2.1.5)
{
x0 = xr,
xk+1 = −λ ∇T(xk)‖∇T(xk)‖
où λ est un réel positif dénissant le pas de la suite. La fontion T est :
(1) inf-ompate ar plus on s'éloigne de la soure plus le temps de propagation est
long.
(2) Elle est minorée ar le temps de propagation est toujours positif ou nul.
(3) Elle possède un minimum unique xs ar 'est le seul point où le temps de propa-
gation est nul.
La suite onverge néessairement vers le point xs. Si nous relions tous les points de la suite
nous obtenons un trajet allant de xr à xs. De plus, en haque point, e hemin est tangent
au gradient de la fontion T ; le hemin ainsi déni est don le rai [xr,xs].
La méthode de diérenes nies de Podvin-Leomte [37℄ néessite une maille de disé-
tisation ubique la plus ne possible pour minimiser les erreurs de alul sur la fontion
T. Nous allons don en premier lieu raner le maillage mi pour dénir un maillage mf de
pas df et de dimension ((nfx − 1) df × (nfy − 1) df × (nfz − 1) df). Sur haun des noeuds
nous dénissons une valeur de vitesse par l'intermédaire de la formule d'interpolation tri-
linéaire (2.1.2). L'algorithme Podvin-Leomte [37℄ alule le temps de parours de l'onde
sismique en haque noeud du maillage mf . Pour traer un rai ave la méthode (2.1.5), il
est néessaire de pouvoir aluler le gradient de la fontion T en tout point x= (x, y, z)t du
domaine. Pour ela, nous repérons le pavé qui ontient e point et nous eetuons le alul
des dérivées partielles de T aux 8 noeuds dénissant les sommets du ube en question par
les formules suivantes,
(2.1.6)
∂T
∂x
(xi, yj, zk) ≃ T (xi+1, yj, zk)−T (xi−1, yj, zk)
2df
,
(2.1.7)
∂T
∂y
(xi, yj, zk) ≃ T (xi, yj+1, zk)−T (xi, yj−1, zk)
2df
,
(2.1.8)
∂T
∂z
(xi, yj, zk) ≃ T (xi, yj, zk+1)−T (xi, yj, zk−1)
2df
,
où les indies i, j et k parourent les 8 sommets du pavé onsidéré. Le gradient au point x est
alulé en utilisant la formule d'interpolation trilinéaire (2.1.2) et en utilisant les dérivées
partielles aux 8 noeuds alulées par les formules (2.1.6)-(2.1.7)-(2.1.8). L'expériene nous
a montré que ette méthode de traé de rai donne de bons résultats lorsque le pas de
marhe λ le long du rai est égal à
df√
2
.
Nous onnaissons le temps de parours de l'onde sismique aux noeuds de la grille mf ,
néanmoins il est possible d'aroître la préision du temps de parours le long d'un rai γ
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en eetuant numériquement l'intégration suivante
(2.1.9) t =
∫
γ
dσ
v˜
.
La formule de Simpson permet le alul de (2.1.9),
(2.1.10) t ≃
k=nr−1∑
k=1
δσ
 1
3v˜ (γk)
+
4
3v˜
(
γk+ 1
2
) + 1
3v˜ (γk+1)
 ,
lorsque le rai γ est subdivisé en nr points (γk)k=1,...,nr distants de 2δσ, où γk+ 12
désigne le
milieu du segment [γk, γk+1]. Dans la pratique, nous utilisons δσ =
λ
2
, où λ est déni dans
la méthode (2.1.5).
Exemple dans un milieu à 2 dimensions. Considérons un milieu à gradient à deux
dimensions, dans lequel on plae une soure et un réepteur (gure (2.1.2)). Il existe des
formules analytiques [12℄ donnant la fontion temps de parours pour de tels milieux, nous
pouvons don les omparer aux résultats numériques. La gure (2.1.2) montre en fontion
de la taille de la maille de disrétisation l'erreur, ommise sur le temps de parours le long
du rai joingant la soure et le réepteur : (1) par la méthode de Podvin-Leomte seule
(P&L) et (2) par la méthode de Podvin-Leomte suivie de l'intégration numérique le long
du rai (INT). La gure (2.1.3) montre que la préision du rai dépend de la taille de maille
utilisée, le rai étant mieux alulé lorsque que la maille est ne. Cette erreur de trajet
du rai se réperute sur l'intégrale (2.1.10) et fausse le alul du temps de parours. Nous
remarquons que dans les deux méthodes la préision sur le alul du temps de propagation
s'aroit lorsque la maille diminue, et que la méthode INT est toujours meilleure. Il onvient
don de hoisir une maille adaptée en tenant ompte des ressoures matérielles dont on
dispose. En eet le temps de alul sur mahine peut devenir très long si la maille est
trop ne
1
. Dans notre exemple une maille de 250 mètres semble tout indiquée ar nous
obtenons une erreur de l'ordre de 10−3 seonde et le temps de alul est de 0,3 seonde sur
notre mahine, alors qu'ave une maille de 50 m le temps de alul est de 6 s pour une
erreur de l'ordre de 10−4 s. Pour gagner un ordre de grandeur sur la préision, nous avons
multiplié le temps de alul par 20. Pour nir, la gure (2.1.4) montre l'erreur pour les
deux méthodes, pour une maille de 250 m ; l'erreur n'est pas distribuée de façon homogène
mais la méthode INT est toujours plus performante.
2.2. Loalisations.
Le problème diret déni, nous allons à présent l'utiliser dans un proessus d'inversion
de données. Dans un premier temps, nous allons supposer que l'on onnait le modèle
de vitesse des ondes P. On déni alors des méthodes visant à loaliser les hypoentres
des séismes. Nous allons détailler deux méthodes de loalisation ; une première méthode
onsiste à ajuster les temps de première arrivée des ondes P, dans une deuxième méthode
nous verrons qu'il est possible de aluler les hypoentres à partir des déalages temporels.
1
Surtout dans les milieux à trois dimensions.
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Fig. 2.1.2. Calul du temps de parours.
La gure de gauhe montre le milieu dans lequel est alulé le temps de parours d'une onde sismique. En
premier lieu on alule le temps de parours par résolution de l'équation de l'eikonale par diérenes
nies (Podvin-Leonte [37℄, ette méthode est désignée ii par :P&L)). Ensuite, on trae le rai joignant la
soure et le reepteur et on alule le temps de parours par intégraiton le long du rai ( ette méthode est
désignée ii par : INT). Tout ela est fait pour diérentes tailles de mailles de disrétisation. La gure de
droite montre les erreurs numériques des deux méthodes en omparant le alul ave des formules
analytiques [12℄.
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Fig. 2.1.3. Rais selon le maillage.
Sur la gure de gauhe, le rai en rouge est elui alulé ave une maille de 20 m , le rai en bleu est
alulé ave une maille de 1 Km. Sur la gure de droite la ourbe représente l'erreur sur le rai en
fontion du pas de disétisation.
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2.2.1. Loalisation ave les temps de première arrivée. Considérons un en-
semble de p stations et un ensemble de q soures sismiques, notons J={1,...,p} et I={1,...,q}.
Chaque séisme émet des ondes qui se propagent dans le milieu jusqu'aux stations. Chaque
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Fig. 2.1.4. Préision des temps de parours.
Erreurs sur les temps de parours des deux méthodes (les éhelles de ouleur sont en seondes),
Podvin-Leomte (P&L) à gauhe et intégration à droite (INT).
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station sismique enregistre les mouvements du sol en fontion du temps, sous la forme d'un
sismogramme. Un opérateur pointe alors sur elui-i le temps de première arrivée du train
d'onde émis par un séisme. Notons tobsij le temps de première arrivée de l'onde, pointé à
la station j ∈ J et produite par la soure i ∈ I. Les enregistrements du réseau sismique
permettent d'exploiter un atalogue tobs =
(
tobsij
)
(i,j)∈ℑ, ave ℑ ⊂ I× J. L'instant d'arrivée
théorique est la somme de l'instant de délenhement du séisme et du temps de propagation
le long du rai allant de la soure à la station,
(2.2.1) tji (s,xi, t
o
i ) = t
o
i+
∫
γij
sdσ,
où toi est le temps origine du séisme i, xi= (xi, yi, zi) sa position et γij est le rai joignant la
soure i à la station j dans le modèle de lenteur s. Il est maintenant possible de dénir un
problème inverse ajustant les données tobs. Le veteur m est un ensemble de paramètres,
onsidérés omme inonnus, pris parmi l'ensemble de tous les paramètres {toi ,xi, s}i∈I. En
faisant l'hypothèse gaussienne, la densité de probabilité a posteriori s'érit, (ref (1.1.35))
(2.2.2) σM (m) ∝ exp (−Eg (m)) ,
en notant t (m)=
(
tji (m)
)
(i,j)∈ℑ,
(2.2.3) Eg (m)=
1
2
(
tobs−t (m))t C−1D (tobs−t (m))+ 12 (m−m0)t C−1m (m−m0) .
Nous pouvons aussi donner la formulation de la densité a posteriori lorsque les erreurs de
mesures suivent une loi Seh,
(2.2.4) σM (m) ∝ exp (−Es (m)) ,
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ave (en utilisant (1.1.53))
(2.2.5)
Es (m)=
1
2
 ∑
(i,j)∈ℑ
log
(
πσij cosh
(
tobsij − tji (m)
σij
))2
+ (m−m0)t C−1m (m−m0)
 ,
où σij représente l'erreur aratéristique sur la donnée orrespondant au séisme i et à la
station j.
Nous allons étudier en détail ette lasse de problèmes en ommençant par le plus
simple, la reherhe de l'hypoentre d'un séisme, lorsque l'information a priori sur le mo-
dèle de vitesse est modélisée par une mesure de Dira. Ensuite nous verrons le as d'une
information a priori moins ontraignante, e qui nous amènera naturellemment à onsi-
dérer les hypoentres, les temps origines et la vitesse des ondes du milieu de propagation
omme des paramètres à ajuster.
2.2.1.1. Loalisation d'un séisme : faisabilité. Dans e problème, les paramètres inon-
nus sont les oordonnées (x,y,z ) d'un séisme et son instant de délanhement to. En général,
une station enregistre une trae du séisme, permettant de onnaître l'instant d'arrivée du
premier train d'onde ave une ertaine inertitude (typiquement de l'ordre de quelques
entièmes à quelques dizièmes de seonde, pour un séisme loal enregistré par un réseau
loal). Nous allons d'abord voir s'il est possible de retouver les paramètres du séisme à
partir de telles données.
Commençons par onsidérer le as le plus simple ; supposons que l'on onnaisse l'instant
de délenhement du séisme et la loi de vitesse des ondes P en profondeur. Il est alors
possible de déterminer la zone dans laquelle doit se trouver le séisme. En eet, si l'onde
parourt le trajet soure-station en tp seondes ave une inertitude de δtp seondes, le
séisme se trouve entre les deux fronts d'ondes, T−1 (tp−δtp) etT−1 (tp + δtp) où (x, y, z) 7→
T (x, y, z) est la fontion temps de propagation, en onsidérant la station omme soure
émettrie d'ondes sismiques tives se propageant dans le sous sol. En utilisant plusieurs
stations, on détermine le domaine géographique qui ontient le séisme (gure (2.2.1)).
Lorsque le modèle de vitesse est lisse, les fronts d'ondes sont onvexes, il est alors ertain que
le séisme se trouve dans une zone onnexe. Mais si les fronts d'ondes sont trop omplexes,
'est le as dans des modèles de vitesse très hétérogènes, il n'est pas possible de garantir
qu'il existe une zone unique suseptible de ontenir le séisme. La onnaissane du temps
origine et la régularité du modèle de vitesse onstituent une ondition susante pour
assurer l'existene et l'uniité de la solution du problème de loalisation. On peut ajouter
qu'un modèle de vitesse lisse est une ondition néessaire pour bien poser le problème.
Est-il possible de déterminer un hypoentre simultanément ave son temps origine dans
un modèle de vitesse onnu et susamment régulier ? Comme nous venons de le voir, si
le temps origine est onnu les fronts des ondes tives issues des stations se roisent sur
la position du séisme. Supposons que l'on délenhe le séisme avant le temps origine vrai.
Les temps de propagation résultants sont alors sur-estimés. L'intersetion (gure (2.2.1)
(d)) des front d'ondes issues des stations est alors vide. En eet, le temps de propagation
étant trop grand, les fronts d'ondes ont dépassé la position du séisme et ils ne se roisent
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Fig. 2.2.1. Loalisation d'un séisme (1).
La gure (a) montre un séisme et les fronts d'ondes qui en sont issus. Connaissant l'instant de
délenhement du séisme, on peut en déduire le temps tp de propagation le long du rai. Si l'on onsidère
une onde tive (gure (b)) partant de la station et se propageant dans le milieu, le séisme doit
obligatoirement se trouver entre les deux fronts d'ondes T−1 (tp−δtp) etT−1 (tp + δtp). En
reommençant l'opération pour diérentes stations (gure ()), il est possible de loaliser le séisme dans
la zone formée de l'intersetion des volumes délimités par les fronts d'ondes.
Lorsque le temps origine est faux, l'intersetion des fronts d'ondes est vide. La gure (d) montre le as
où le séisme est délenhé trop tt (le temps de propagation est surestimé), et la gure (e) montre les
fronts d'ondes lorsqu'on délenhe le séisme trop tard (le temps de propagation est sous-estimé). Il est
don possible dans un milieu de vitesse onnu de déterminer les oordonnées d'un évènement en
simultanéité ave le temps origine.
Lorsque le modèle de vitesse est mal onnu, la position du séisme en est aetée. La gure (f) montre
les fronts d'ondes pour le temps origine exat dans un modèle de vitesse trop lent, leur intersetion est
vide. Pour arriver à loaliser, il faut faire une erreur négative sur le temps origine (gure (g)) qui à pour
eet de plaer le séisme trop bas. L'eet inverse se produit pour un modèle de vitesse trop rapide (gures
(h) et (j)), on doit délenher le séisme plus tard pour arriver à faire oïnider les fronts d'ondes :
l'évènement est loalisé trop haut.
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
3000
3500
4000
4500
5000
5500
6000
6500
7000
7500
δ δ
δ
δv=0 δt=0
δv=0 t<0 v=0
δ δt<0 δ
δ
δ δ
δδt>0 v<0 t=0
v<0 v>0 t=0 v>0 t>0
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
2.2. LOCALISATIONS. 50
pas simultanément. Lorsque le délenhement du séisme se fait trop tard (gure (2.2.1)
(e)), les temps de propagation sont alors trop ourt, les fronts d'ondes n'ont pas enore
atteint la zone du séisme et leur intersetion est vide. Finalement, l'intersetion est non
vide seulement quand le temps origine est orret. Cela prouve qu'il existe une solution
unique au problème de la loalisation d'un séisme dans un modèle de vitesse susamment
régulier. Ainsi on peut espérer trouver la position et le temps origine d'un séisme à l'aide
d'une méthode numérique, du moins lorsque les stations sont bien réparties et lorsque l'on
onnait le modèle de vitesse.
Nous allons voir maintenant l'eet de la méonnaissane du modèle de vitesse sur la
loalisation du séisme. La gure (2.2.1) ((f) (g) (h) (i)) montre des expérienes numériques
de loalisation d'un séisme dans un modèle de vitesse trop lent ou trop rapide. Dans le
as d'un modèle de vitesse trop lent, ave le temps origine exat, les fronts d'ondes ne se
sont pas enore roisés. On obtient l'intersetion en augmentant le temps de parours, 'est
à dire en délenhant le séisme plus tt. De ette manière les fronts d'ondes se roisent
mais trop profondément par rapport à la position exate. Lorsque le modèle de vitesse est
trop rapide, il se produit l'eet inverse, on parvient à faire oinider les fronts d'ondes en
délenhant le séisme après le temps origine exat, e qui positionne l'évènement moins
profondément qu'il ne l'est en réalité. On peut résumer ainsi,{
δv > 0 => δt > 0 et δp < 0,
δv < 0 => δt < 0 et δp > 0.
Ainsi une erreur sur le modèle de vitesse induira une erreur sur le alul de la loalisation
d'un séisme, quelle que soit la méthode numérique utilisée. Il existe également un artefat
de loalisation dû à la géométrie du réseau. La gure (2.2.2) montre une géométrie qui
plae le séisme loin du réseau, la distane entre les stations est faible par rapport à la
distane au séisme. Comme préédemment si on utilise le vrai temps origine, les fronts
d'ondes tifs issus des stations se roisent sur le séisme. Or, en faisant une erreur (aussi
bien positive que négative) sur le temps origine de l'évènement, ontrairement à e qui se
passait pour un réseau orretement réparti (gure (2.2.1)), nous observons une intersetion
des fronts d'onde non vide. La zone géographique des solutions potentielles est plus vaste
que préédemment, l'inertitude sur la loalisation est plus importante. Cela se traduit ii
par un phénomène de dépendane (e que les géophysiiens appellent un trade-o) entre
la diretion soure-réseau et le temps origine ; une erreur sur le temps origine induit une
erreur de loalisation suivant la diretion soure-réseau et réiproquement.
Il est don envisageable de déterminer numériquement les paramètres d'un séisme,
position et temps origine. Il faut pour ela vérier ertaines onditions,
 le modèle de vitesse doit être régulier et lisse,
 le modèle de vitesse doit être exat,
 la géométrie du réseau doit être favorable.
Ces onditions sont rarement réunies dans les as réels, on doit alors avoir reours à de
l'information a priori pour régulariser le problème an de pouvoir le traiter numériquement.
Pour appliquer les shémas numériques généraux (gn) et (se), dans le adre de la loa-
lisation d'un séisme à l'aide des temps de première arrivée, nous supposerons la matrie de
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Fig. 2.2.2. Stations trop prohes.
Si la distane entre les stations est faible vis à vis de la distane du réseau au séisme, il est impossible de
loaliser elui-i ave préision. Nous avons représenté les fronts d'ondes pour diérents temps origines,
en haut à droite on a utilisé le temps origine exat, en bas à gauhe le séisme est délanhé ave une
avane de 1 seonde et enn en bas à droite le séisme explose ave un retard de 1 seondes. Dans les trois
as l'intersetion des fronts d'ondes est non vide. Les données admettent plusieurs solutions ela se
traduit par la dépendane de ertains paramètres (trade o) ; ii entre la diretion soure réseau et le
temps origine.
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variane-ovariane sur les données CD diagonale. Cela revient à onsidérer les données non
orrélées entre elles. Nous supposerons aussi diagonale la matrie de variane-ovariane
Cm dérivant la densité de probabilité a priori sur les hypoentres et les temps origine. Cela
revient à supposer qu'a priori il n'y a auune orrélation entre les diérents paramètres.
Nous allons à présent dénir la matrie Gk.
2.2.1.2. Matrie jaobienne dans le as gaussien. Nous devons aluler les dérivées par-
tielles du problème diret. Dérivons l'expression (2.2.6) suivante,
(2.2.6) tji (t
o
i ,xi) = t
o
i+
∫
γij
sdσ,
nous en déduisons immédiatemment la dérivée partielle par rapport au temps origine,
(2.2.7)
∂t
∂toi
(toi ,xi) = 1.
Considérons maintenant la fontion x 7→ τ (x), le temps de propagation de l'onde du
réepteur j au point x du domaine. Nous avons
(2.2.8) τ (xi) = t
j
i (0,xi) ,
nous pouvons alors érire,
(2.2.9) ∇τ (xi) =

∂t
j
i
∂x1i
(0,xi)
∂t
j
i
∂x2i
(0,xi)
∂t
j
i
∂x3i
(0,xi)
 .
∇τ (xi) est un veteur tangent au rai γij au point xi ; d'après l'équation de l'Eikonale, le
module de e veteur est la valeur de la lenteur s (xi). Nous savons aussi que ∇τ (xi) suit
la diretion de plus grande pente dans le sens montant, 'est à dire le sens réepteur-
soure (on tire à partir du réepteur). Nous en déduisons alors que ∇τ (xi) est l'opposé
du veteur lenteur s
j
i=
(
sij1 , s
ij
2 , s
ij
3
)t
au point xi,
(2.2.10)
∂t
j
i
∂x1i
(0,xi) = −sij1 ,
∂t
j
i
∂x2i
(0,xi) = −sij2 ,
∂t
j
i
∂x3
i
(0,xi) = −sij3 .
Nous avons ainsi tous les éléments omposant la matrie Gk pour le problème de loalisa-
tion. La ligne de la matrie orrespondant au rai γij s'érit,
(2.2.11) (Gkδm)ij =− sij1 δxi − sij2 δyi − sij3 δzi + δti0.
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2.2.1.3. Matrie jaobienne ave la loi seh. Comme nous l'avons vu plus haut, si les
erreurs de mesure se distribuent suivant une loi Seh, il sut d'une modiation minime
de l'algorithme de Gauss-Newton pour prendre en ompte ette distribution. Il sut en
eet de pondérer haque ligne de la matrie Gk ; on obtient ainsi
(2.2.12)
(
Gkδm
)
ij
=
exp
(
Erf−1
(
2
π
arctan
(
sinh
(
t
j
i (mk)−tobsij
σij
))))
√
π cosh
(
t
j
i (mk)−tobsij
σij
) (−sij1 δxi − sij2 δyi − sij3 δzi + δti0) .
2.2.1.4. Loi gaussienne tangente. La méthode de Gauss-Newton permet de aluler un
maximum de vraisemblane de la loi de probabilité a posteriori. Elle fournit un modèle
moyen, l'hypoentre du séisme et son temps origine. Pour ompléter l'étude du problème
inverse, il onvient de quantier l'erreur sur e modèle. On pourrait artographier la loi de
probabilité a posteriori, e qui requiert un volume de alul important. On peut simplier
e alul en utilisant la loi Gaussienne tangente. Lorsqu'on ne onsidère pas de modèle a
priori elle s'érit,
(2.2.13) σt (m) = exp
(
−1
2
(m−m̂)t GtC−1d G (m−m̂)
)
,
'est une loi gaussienne de matrie de variane-ovariane
(
GtC−1d G
)−1
. La base des ve-
teurs propres de ette matrie dénit les diretions prinipales de l'ellipsoïde d'erreur sur
les paramètres. Les valeurs propres quantient l'erreur aratéristique sur haque axe de
l'ellipsoïde. La gure (2.2.3) montre un test synthétique de problème de loalisation. La
géométrie du réseau impose les veteurs d'ondes ontenus dans la matrie de variane-
ovariane a posteriori (gure (2.2.3)-(b)) qui une fois diagonalisée, nous permet de traer
un ellipsoïde d'erreur. An de vérier expérimentalement la pertinene de ette démarhe,
nous avons dessiné les lois marginales de la densité de probabilité a posteriori (gure
(2.2.3)-()-(e)-(g)) que l'on peut omparer aux projetions de l'ellipsoïde d'erreur sur les
diérents plans (gure (2.2.3)-(d)-(f)-(h)). Le problème diret étant non linéaire, la densité
a posteriori n'est évidemment pas gaussienne mais la loi gaussienne tangente peut onvenir
au alul d'erreur. En eet, les deux lois (Figure 2.2.3) sont susamment prohes l'une de
l'autre pour permettre ette approximation.
L'étude de la matrie de ovariane a posteriori permet de voir l'inuene de la géo-
métrie du réseau sur les erreurs de loalisation. La gure (2.2.4) (a1-a2) montre que des
stations équi-réparties azimutalement ne privilégient auun paramètre, tous sont détermi-
nés ave la même préision, alors qu'un réseau de surfae (gure (2.2.4) (b1-b2)) détermine
moins bien la profondeur que la latitude et la longitude. Il en est de même ave un séisme
superiel (gure (2.2.4) (1-2)), la profondeur n'est pas très bien ontrainte. Lorsque
deux stations sont trop prohes (gure (2.2.4) (d1-d2)), la profondeur est enore moins
bien ontrainte. Lorsque l'ellipsoïde d'erreur est très allongé dans ertaines diretions, le
onditionnement de la matrie des dérivées partielles G est mauvais (gure (2.2.5)). Cela
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peut entrainer des instablités numériques dans le proessus de Gauss-Newton. On peut y
remédier en dénissant un modèle a priori.
2.2.1.5. Information a priori gaussienne. Nous supposerons qu'a priori les paramètres
hypoentraux et le temps origine ne sont pas orrélés. L'information a priori se ramène don
à onsidérer des valeurs de paramètres et des erreurs sur elles-i. En notant (x, y, z, to) les
paramètres d'un séisme, nous noterons σx σy σz et σto les éart-types a priori. La matrie
de variane-ovariane a priori s'érit don,
(2.2.14) Cm=

σ2x 0 0 0
0 σ2y 0 0
0 0 σ2z 0
0 0 0 σ2to
 ,
la matrie C
−1
2
m utilisée dans les shémas (gn) et (se) s'érit alors,
(2.2.15) C
−1
2
m =

1
σx
0 0 0
0 1
σy
0 0
0 0 1
σz
0
0 0 0 1
σto
 .
2.2.2. Loalisation ave les déalages temporels. Quant on onnait la position
d'un séisme, il est possible de positionner relativement un autre évènement par rapport
à e dernier. Lorsque les deux évènements sont prohes, le problème diret posé par la
loalisation relative est quasi-linéaire, e qui d'un point de vue numérique est très favorable.
Les hypothèses sur la physique du problème sont alors (gure (2.2.6)) :
 Les deux évènements sont supposés susament prohes pour que :
(1) La vitesse au voisinage des foyers soit onstante.
(2) Les rais partent dans la même diretion aux deux points soures.
 La diérene de temps de propagation est uniquement due à la diérene de position
entre les deux séismes.
Si on approxime le parours de l'onde du point B au point M par le segment [BM], le temps
de parours sur e segment est
1
V
∥∥∥−−→BM∥∥∥, e qui se réérit stu (en notant u =−→AB et s le
veteur lenteur ommun aux deux rais). En notant γ1 la ourbe paramétrée du rai R1 et
γ2 elle du rai R2, on peut érire
(2.2.16)
∫
γ2
sdσ ≃
∫
γ1
sdσ+stu.
Pour dénir le problème diret, on utilise ette dernière relation (2.2.16),
(2.2.17)
∫
γ2
sdσ−
∫
γ1
sdσ=stu.
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Fig. 2.2.3. Loalisation d'un séisme : loi gausienne tangente.
Des données sont générés synthétiquement dans le modèle (a). La matie de ovariane a posteriori
permet de dénir l'ellipsoïde d'erreur (b). Cette façon de faire est justiée ar la loi a posteriori
()-(e)-(g) et la loi Gaussienne tangente (d)-(f)-(h) sont très prohes.
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Fig. 2.2.4. Loalisation d'un séisme : inuene du réseau.
La répartition du réseau sismique inuene la forme de l'ellispoïde d'erreur par l'intermédaire de la
matrie de ovaraine a posteriori . Voii quelques géométries et les erreurs orrespondantes. Nous avons
dessiné la forme de l'ellipsoïde en normalisant le grand axe puisque l'étendue de elui-i ne dépend que
du bruit sur les données.
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Fig. 2.2.5. Loalisation d'un séisme : onditionnemment de G.
Le onditionnemment de la matrie G est le rapport entre la longueur du plus grand axe de l'ellipsoïde
d'erreur et le plus petit. Nous voyons qu'il dépend de l'ouverture azimutale du réseau.
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Fig. 2.2.6. Loalisation relative de deux séismes.
Un séisme à lieu au point A, les ondes se propagent jusqu'à la station le long du rai R1. Il s'agit de
retouver la position de l'évènement B
(
xB, yB, zB, t
B
o
)t
relativement à A
(
xA, yA, zA, t
A
o
)t
en utilisant la
diérene des temps de propagation. Notons M la projetion orthogonale de A sur le rai R2. On suppose
que B est dans un voisinage E de A, que les temps de propagation sur R2\[BM℄ et sur R1 sont égaux et
que la diretion de départ des rais R1 et R2 est suivant le veteur lenteur s.
Station
Surface
 de valeur V.
E A
B
M s
u
R2
R1
La vitesse des ondes dans le voisinage E est constante, 
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Le alul de la diérene des temps de propagation est eetuée en onsidérant un temps
origine (inonnu) pour haque séisme,
(2.2.18) tobs2 − tobs1 =
∫
γ2
sdσ + t2o−
∫
γ1
sdσ − t1o
En utilisant (2.2.17), et en notant δto = t
2
o − t1o, on dénit le résidu
(2.2.19) r (δx, δy, δz, δto) = t
obs
2 − tobs1 −stu−δto,
ave u = (δx, δy, δz)t. Ainsi on dénit un problème inverse linéaire qui permet de aluler la
position relative des évènements entre eux (Fréhet, [13℄ ; Got et oll., [15℄). Si on dispose
d'une mesure direte dobs21 du déalage temporel (par exemple par méthode interspetrale
[13℄), le résidu peut s'érire
(2.2.20) r (δx, δy, δz, δto) = d
obs
12 −stu−δto,
Pour généraliser au as d'un essaim d'au moins trois séismes, on peut dénir un veteur
s unique par station plaé au baryentre supposé de l'essaim. Cette méthode suppose que
l'essaim est regroupé dans une zone de faible extension vis à vis de la distane au réseau.
Si e n'est pas le as, il faut onsidérer un problème diret non linéaire, où haque séisme
est aeté d'un veteur lenteur s. C'est l'objet de la partie suivante.
2.2.2.1. Dénition générale du problème. La dénition d'un problème inverse partiu-
lier néessite, en premier lieu, la modélisation des données à ajuster. Dans ette partie
nous onsidérerons les déalages temporels. Le déalage temporel peut être déni omme
la diérene de temps de propagation entre deux séismes i et j en une station k,
(2.2.21) dkij (m) = t
k
j (m)− tki (m)
Il s'agit alors de perturber le modèle m, pour ajuster un ensemble de déalages temporels
observés, dobs =
(
dkij
)
(i,j,k)∈ℑ, où ℑ est un ensemble d'indie (i,j,k) qui désigne le ouple
de séismes et la station, assoié à haque déalage temporel. Remarquons d'abord que la
notion de déalage temporel a été dénie omme une diérene de temps de propagation
(2.2.21), et qu'il n'est pas possible d'aéder diretement à e type d'information. Il existe
néanmoins au moins deux façons de les approximer, soit on eetue des diérenes de
temps pointés manuellement sur des sismogrammes, soit il sont alulés diretement en
utilisant la méthode interspetrale (f Annexe 2 et [20℄ ou [13℄).
2.2.2.2. Loalisation en Double Diérene. Le terme double diérene à été introduit
pour aratériser une généralisation du problème de reloalisation relative (Waldhauser et
Ellsworth [52℄). Ces auteurs onsidèrent un jeu de données onstitué à partir de diérenes
de temps d'arrivées pointés sur des sismogrammes, et éventuellement des déalages tem-
porels alulés par interorrélation. En perturbant les hypoentres et les temps origine des
séismes, dans un modèle de vitesse unidimensionnel, Waldhauser et Ellsworth [52℄ ajustent
es données au sens des moindres arrés, tout en imposant une ondition de onservation
de la position du baryentre des essaims reloalisés. La position moyenne de l'essaim est
ontrlée par ette ontrainte. La méthode de loalisation double diérene de Waldhauser
et Ellsworth [52℄ est don, dans la mesure où la ontrainte de onservation de la position
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du baryentre est appliquée, une méthode de loalisation relative au même titre que elle
de Fréhet, [13℄, Got et oll., [15℄ si e n'est qu'elle est dénie ave un problème diret non
linéaire.
Nous allons dans e hapitre dénir une méthode de loalisation utilisant les déalages
temporels dans laquelle :
 nous n'utiliserons pas de ontraintes sur le baryentre des évènements
2
, ar omme
nous le verrons il est parfois possible de déterminer les positions absolues en utilisant
des données relatives. Dans le as partiulier où le baryentre ne sera pas ontraint
par le problème, l'information a priori va naturellement stabiliser l'algorithme. Il
faut don utiliser une approhe d'optimisation pour déterminer la quantité (optimale)
d'information a priori à apporter ;
 nous loaliserons les séismes dans un modèle de vitesse à trois dimensions représentant
au mieux les variations de vitesse.
2.2.2.3. Paramétrage du problème. Les données que l'on herhe à ajuster sont les déa-
lages temporels entre séismes mesurés par un ensemble de stations. Le déalage temporel dkij
entre deux séismes i et j obtenu en une station k est la diérene de temps de propagation,
(2.2.22) dkij = t
k
j − tki .
En général, on pointe sur les traes l'instant d'arrivée ti,ka d'un séisme i en une station k,
et par un premier alul de loalisation absolue, on estime les paramètres hypoentraux xi
du séisme et son temps origine tio. On peut obtenir une première approximation de d
k
ij en
faisant,
(2.2.23) dkij ≃ d˜kij=
(
tj,ka − tjo
)− (ti,ka − tio) .
Les temps origine n'étant onnus qu'ave une ertaine erreur,
(2.2.24) dkij =
(
tj,ka − tjo + δtjo
)− (ti,ka − tio + δtio)=d˜kij+δtjo − δtio,
en notant δtio l'erreur sur le temps origine t
i
o et d˜
k
ij le déalage temporel estimé. Il est
alors néessaire de aluler ette erreur lors du proessus d'inversion. Ainsi, les paramètres
herhés sont l'hypoentre et la orretion du temps origine de haque évènement. Cela
nous onduit à dénir les résidus de la façon suivante,
(2.2.25) rk
(
xi,xj, δt
i
o, δt
j
o
)
= dkij−
(
tk (xj)− tk (xi) + δtjo − δtio
)
.
Nous allons ommener par onsidérer le problème inverse dans le as gaussien ave une
information a priori modélisée par la fontion aratéristique d'un ensemble de paramètres
(f partie 1.1.1). Cela est équivalent à ajuster les données au sens des moindres arrés. Il
s'agit de minimiser la fontion,
(2.2.26) f
(
xi,xj , δt
i
o, δt
j
o
)
=
∑
k
∑
i
∑
j>i
(
1
αkij
rk
(
xi,xj, δt
i
o, δt
j
o
))2
,
2
En utilisant l'algorithme LSQR ette ontainte est inutile, en eet si le baryentre n'est pas ontraint par
les équations, il reste à sa valeur a priori ar LSQR alule la solution de norme minimale.
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en notant
(
αkij
)1≤k≤nst
1≤i<nse,i<j≤nse les éart-types des erreurs sur les données. Appelons me ={(
xi,δtio
)
1≤i≤nse
}
la solution
3
de (2.2.26), et notons δl la diérene des orretions de
temps origine entre les séismes l et l+1,
(2.2.27) δl = δtl+1o − δtlo.
Considérons les évènements mλ =
{(
xi, λ−
∑l=nse−1
l=i δl
)
1≤i<nse
, (xnse, λ)
}
, où λ est un
réel quelonque xé a priori. Il est faile de vérier que
(2.2.28)
rk
(
xj ,xi, λ−
l=nse−1∑
l=j
δl, λ−
l=nse−1∑
l=i
δl
)
= rk
(
xj ,xi, δt
j
o, δtio
)
, pour tous j < nse, j < i ≤ nse, k ≤ nst.
Il s'en suit
4
, f (me) = f (mλ), pour tous λ (noter que lorsque λ = δtnseo alors me = mλ). A
partir d'une solution partiulière (en l'ourene la solution exate) on vient de onstruire
une famille de solutions paramétrée par le réel λ. Cette famille onserve les mêmes posi-
tions absolues mais haque solution dière par les orretions sur les temps origines, sans
hanger le résultat de l'ajustement des données. Il est don mathématiquement impossible
de déterminer la orretion du temps origine de haque évènement, qui n'est onnue qu'à
une onstante additive près. Cette remarque permet de proposer une autre paramétrisa-
tion, m˜ = {xi, δl | i = 1, ..., nse et l = 1, ..., nse− 1}. Dans e as, le paramètre λ n'est pas
herhé. Les résidus s'érivent alors
(2.2.29) rk
(
xi,xj , (δl)l=1,...,nse−1
)
= dkij−
(
tk (xj)− tk (xi) +
q=j−1∑
q=i
δq
)
,
et le problème onsiste à minimiser la fontion suivante,
(2.2.30) f
(
xi,xj, (δl)l=1,...,nse−1
)
=
∑
k
∑
i
∑
j>i
(
1
αkij
rk
(
xi,xj , (δl)l=1,...,nse−1
))2
.
Nous allons appliquer l'algorithme de Gauss-Newton au problème (2.2.30). Etant donné
l'itéré mn, nous alulons l'itéré suivant mn+1 par
(2.2.31) mn+1=mn+
(
GtnC
−1
d Gn
)−1
GtnC
−1
d r (mn) ,
où r (mn) désigne le veteur résidu à l'itération n et Gn représente la matrie jaobienne,
alulée à l'itération n, du problème diret m 7→ d (m) qui modélise le veteur déalage
3
Il s'agit ii de la solution au sens physique.
4
Il est très faile de voir que les orretions sur les temps origines sont indéterminées, en remarquant
que les deux évènements suivants ajustent les données de la même façon,
m0=
{(
xi, δt
i
o
)
i=1,...,nse
}
etmλ=
{(
xi, δt
i
o + λ
)
i=1,...,nse
, λ ∈ R
}
.
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temporel théorique. Plus préisément, la dérivée partielle par rapport à un paramètre ξ
s'érit,
(2.2.32)
∂dkij
∂ξ
(m) =
∂tkj
∂ξ
(m)− ∂t
k
i
∂ξ
(m) +
∂
∑q=j−1
q=i δq
∂ξ
.
Il sut alors d'utiliser les relations onstruites pour la loalisation d'un séisme à l'aide
des temps de première arrivée pour aluler (2.2.32). La ligne de Gn appliquée à une
perturbation δm = (δxi, δxj, δ1, ..., δnse−1) orrespondant au ouple de séismes i, j et à la
station k, s'érit,
(2.2.33) (Gnδm)ijk = −skj .δxj+ski .δxi+
q=j−1∑
q=i
δq.
Cette relation (2.2.33) est à omparer ave les équations obtenues par Waldauser et Ells-
worth [52℄ (f Annexe 3). Ii, le paramètrage est diérent. En eet, nous ne herhons pas
le temps origine de haque sésime puisque il est indéterminé. Ainsi, dans (2.2.33), nous
avons un terme
∑q=j−1
q=i δq qui dière par rapport aux équations Doubles Diérenes de
Waldauser et Ellsworth [52℄ .
Montrons qu'il est possible de résoudre le problème (2.2.30) dans un as numérique
synthétique. Considérons un milieu homogène et inq séismes enregistrés par un réseau de
inq stations situées en surfae omme shématisé sur la gure (2.2.7). La gure (2.2.7)
nous montre l'évolution des paramètres hypoentraux au ours du proessus itératif. En
inq itérations tous les paramètres sont parfaitement retrouvés, e qui montre que les dé-
alages temporels (2.2.30) peuvent dans ertaines onditions ontraindre omplètement la
solution. Il est don inutile de rajouter à la ontrainte apportée par les données de déalages
temporels, une ontrainte onernant la onservation du baryentre des séismes reloalisés
(ontrairement à e qui est fait dans [52℄). On atteind don à e point la onlusion a
priori étonnante que des données, relatives, de déalages temporels, permettent de dé-
terminer des paramètres de position absolue hypoentraux. Seule la orretion de temps
origine n'est onnue que relativement, 'est-à-dire que e problème ne permet de trouver
qu'une hronologie relative des événements. Nous allons examiner i-dessous dans quelles
onditions ette solution peut être obtenue.
2.2.2.4. Inuene de la distane inter-évènements. Reprenons la formulation (2.2.30)
du problème de loalisation utilisant les déalages temporels. Nous allons montrer à l'aide
d'un exemple synthétique qu'il n'est pas toujours possible de déterminer les paramètres
hypoentraux. Nous allons aussi voir quelles sont les prinipales auses qui peuvent amener
à une divergene de l'algorithme de Gauss-Newton pour e problème. La gure (2.2.8)
montre une expériene similaire à (2.2.7), dans le as où les séismes synthétiques sont
plus prohes les uns des autres : la distane inter-évènement est petite devant la distane
hypoentrale. La gure (2.2.8) montre que la méthode ne permet plus de résoudre les
positions absolues ; seules les positions relatives sont retrouvées. Au ours d'un proessus
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Fig. 2.2.7. Loalisation à l'aide des déalages temporels dans un milieu 2d homogène.
Les données sont générées synthétiquement (sans erreur de mesure) dans un milieu homogène (5 km/s).
Les 5 séismes sont régulièrement répartis sur un erle. Il s'agit de retrouver leur position exate (en
rouge) en minimisant (2.2.30) par la méthode de Gauss-Newton. En inq itérations on retouve bien les
hypoentes. Le type de problème posé en (2.2.30) résoud, dans e as ,tous les paramètres hypoentraux.
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itératif onvergent nous avons,
(2.2.34)
{
mn → m¯ quandn→∞,
Gn → G¯ quandn→∞.
Lorsque la matrie Gn se rapprohe de G¯, ond(G¯) tend vers ond(G¯). Si les positions
vraies des séismes sont trop prohes, le onditionnement de G¯ est grand (gure(2.2.9)) ; à
partir d'une ertaine itération le système linéaire assoié ne peut plus être résolu orrete-
ment numériquement , e qui entraine l'éhe de la méthode. Le mauvais onditionnement
de G¯ provient de la faible distane inter-évènements vis à vis de la distane au réseau. Vus
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d'une station les veteurs d'ondes pour deux séismes semblent identiques, si bien que leur
diérene est négligeable numériquement, s=ski= s
k
j , nous aurons alors dans la matrie Gn,
(2.2.35) (Gnδm)ijk = −s.δxj+s.δxi+
q=j−1∑
q=i
δq,
autrement dit,
(2.2.36) (Gnδm)ijk = −s. (δxj − δxi)+
q=j−1∑
q=i
δq.
Une telle équation ne permet pas de aluler indépendamment les positions xi et xj ; elle
permet seulement de trouver la position relative entre les deux séismes δxij=xj−xi. Les
inonnues du systèmes ne sont plus linéairement indépendantes e qui provoque le mauvais
onditionnement de la matrie Gn. On voit don que les équations (2.2.33) ne permettent
de trouver omplètement les paramètres hypoentraux (position absolue et relative) que si
la distane inter-évènements est susante. Pour remédier à e problème, deux possibilités
(non exlusives) peuvent être exploitées :
(1) Introduire de l'information a priori pour stabiliser le problème. En eet, ave ette
méthode lorsque les équations ne ontraingnent pas le baryentre, sa valeur restera
automatiquement à l'a priori. En revanhe, lorsque les équations ontraingnent le
baryentre, elui-i est estimé en ajustant les données. Il est inutile de ondraindre
le baryentre par des équations supplémentaires omme ela est fait par Waldhau-
ser et Ellsworth [52℄ (f Annexe 3).
(2) Ajouter des séismes supplémentaires situés loin de l'ensemble de séismes trop re-
groupés.
La gure (2.2.10) montre que si on ajoute un troisième séisme éloigné, le onditionnement
de la matrie des dérivées partielles devient aeptable. Nous pouvons alors aluler tous les
paramètres hypoentraux des 3 séismes, alors qu'il n'est pas toujours possible de déterminer
les positions absolues des séismes 1 et 2 sans utiliser le troisième omme le montre la ourbe
rouge.
2.2.2.5. Inuene du modèle de vitesse. Une autre soure d'erreur possible sur les loali-
sations provient de la méonnaissane du modèle de vitesse. Les relations entre hypoentres
et loi de distribution des vitesses sont omplexes. Nous allons essayer d'illustrer ertains
aspets des orrélations existant entre es paramètres (orrélations soures-struture) en
utilisant des as synthétiques. L'étude de la loi gaussienne tangente permet de représenter
les erreurs par un ellipsoïde dans l'espae des paramètres. La déomposition en valeurs
propres et veteurs propres de l'inverse de la matrie variane-ovariane indique les dire-
tions prinipales de et ellipsoïde, dont les veteurs propres assoiées aux valeurs propres
les plus faibles sont les axes les plus allongés. La gure (2.2.11) montre un exemple de
spetre de valeurs propres et la base propre dans un as synthétique de loalisation à l'aide
des déalages temporels. Le test numérique onsiste à générer des déalages temporels
entre deux séismes dans un milieu homogène, et à aluler les valeurs propres et veteurs
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Fig. 2.2.8. Condition d'éhe de la loalisation utilisant les déalages temporels.
Les onditions sont les mêmes qu'en (2.2.7), ave une taille de luster diminuée. On ne retrouve plus les
positions absolues des évènements. La distane inter-évènements étant petite devant la distane au
reseau, les veteurs d'ondes sont quasi-parallèles. Ainsi on ne retrouve que la position relative des
séismes. Celle-i est retrouvée en 2 itérations mais il est impossible de déterminer les positions absolues.
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propres issues de la loi gaussienne tangente. Quand les séismes sont loin l'un de l'autre le
onditionnement de l'ordre de 1000 représente le rapport entre le gand axe et le petit axe
de l'ellispoïde. On peut lire es axes sur la matrie V dont les olonnes sont les veteurs
propres. L'ellipsoïde s'allonge au fur et à mesure que les séismes se rapprohent l'un de
l'autre. En eet le onditionnement est de l'ordre de 1 000 000 quand le rapport
r
δ
est de 0.1
et plus pour
r
δ
= 0.01. On remarque alors que le 5ième et 6ième veteur propre orrespond
aux oordonnées du baryentre des évènements ave des valeurs propres assoiées de plus
en plus basses. Cette quantité est d'autant plus diile à aluler que la distane inter-
évènement est faible. Le dernier veteur propre fait intervenir la distane entre les séismes,
et la vitesse du milieu. On peut l'interpréter omme une orrélation (un trade-o) entre
es deux quantités. Une erreur positive (resp. négative) sur la vitesse induit une distane
plus (resp. moins) importante entre les évènements.
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Fig. 2.2.9. Conditionnement en fontion de la taille du luster.
Dans un milieu homogène, 5 stations équidistantes sont réparties sur un erle de rayon ∆, qui
représente la distane hypoentrale. Deux séismes sont situé à une distane r l'un de l'autre, leur
baryentre orrespondant au entre du erle. Notons θ l'angle sous lequel les stations sont vues du entre
du erle. Les deux gures du bas montrent, en éhelle logarithmique, le onditionnement en fontion de θ
et de r. On en déduit le omportement du onditionnement,
cond(G) ∼ θ−4
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∆
)
−1
.
−3.5 −3 −2.5 −2 −1.5 −1 −0.5 0
2
4
6
8
10
12
14
16
18
20
log(θ/pi)
 
lo
g(c
on
d(G
))
r/∆=0.001
r/∆=0.01
r/∆=0.1
r/∆=1
r 
∆ 
θ 
−6 −5 −4 −3 −2 −1 0
2
3
4
5
6
7
8
9
10
11
12
log(r/∆)
 
lo
g(c
on
d(G
))
θ=pi
θ=pi/2
θ=pi/4
θ=pi/10
θ 
−4 (r/  )cond ~ ∆ −1
pente ~ −4
pente ~ −1
Une première expériene (gure (2.2.12)) a été menée dans un modèle de vitesse homo-
gène, l'erreur de modélisation étant elle-même homogène. Ave la méthode de loalisation à
l'aide des temps de première arrivée, l'erreur est essentiellement reportée sur la omposante
vertiale du baryentre des évènements, alors que leur distane est peu aetée ; une erreur
de vitesse positive applique une translation du baryentre vers le haut, alors qu'une vitesse
trop faible plae les séismes trop profondément. Le fait que l'erreur de loalisation absolue
soit surtout vertiale est dû à la distribution superielle des réepteurs. Ave la méthode
de loalisation à l'aide des déalages temporels (gure (2.2.12)), une erreur homogène sur la
vitesse est simplement ompensée par l'ajustement de la distane entre les soures. Cette
erreur est fontion de l'erreur de modélisation et olinéaire au veteur position relative.
Par ontre on onstate que le baryentre des séismes n'est pas aeté par ette erreur de
modélisation homogène, e qui s'explique par le fait que les veteurs d'ondes ne sont pas
déviés par l'erreur de modélisation ommise. Le baryentre des séismes loalisés ave une
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Fig. 2.2.10. Conditionnement ave 3 séismes.
La gure de gauhe montre la géométrie du problème de loalisation. La gure de droite montre le
onditionnement de la matrie des dérivées partielles G. La ourbe bleue orrespond au problème de
loalisation des 3 séismes et la ourbe rouge orrespond au problème de loalisation des séismes 1 et 2.
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méthode utilisant les déalages temporels est don laissé invariant par une erreur sur la
vitesse moyenne du modèle. Une omparaison de l'amplitude de l'erreur sur les hypoentres
ave les deux méthodes montre qu'elle est plus faible dans le as de la loalisation à l'aide
des déalages temporels que dans le as de la loalisation à l'aide des temps de première
arrivées, e qui tendrait à faire penser intuitivement que les loalisations alulées à partir
des déalages temporels sont moins aetées par les erreurs de modélisation du milieu que
la méthode de loalisation utilisant les temps de première arrivées.
Cependant l'erreur de modélisation ne se limite pas à une erreur homogène sur tout le
modèle. Pour étudier l'inuene d'une erreur de modélisation non homogène sur les deux
méthodes de loalisation, nous avons hoisi d'appliquer diérentes perturbations gaus-
siennes de moyennes, éart-types et amplitudes variés (Figures (2.2.14)-(2.2.15)) à un mo-
dèle de référene à gradient. La gure (2.2.13) montre la façon dont nous déomposerons
l'erreur de loalisation. On distingue une erreur sur le baryentre, une rotation moyenne
de la struture géométrique de l'ensemble des séismes et enn une erreur sur les positions
relatives (erreur relative). Cette erreur relative est la variane de l'ensemble de la stru-
ture par rapport aux loalisations exates, une fois tées les ontributions dues à l'erreur
baryentrique et à la rotation moyenne. Les gures (2.2.14)-(2.2.15) montrent la déom-
position de l'erreur de loalisation en fontion d'une erreur de modèle de vitesse. Notons
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Fig. 2.2.11. Veteurs propres et spetre.
Le problème onsidéré est le même que pour la gure (2.2.9) en aujoutant la vitesse omme paramètre.
La matrie des dérivées partielles G est déomposée en valeurs singulières,
G = USVt.
Les gures à gauhe montrent le spetre des valeurs singulières ; à droite la matrie des veteurs propres
V est représentée dans la base des paramètres(v, x1, y1, x2, y2, δ) .
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Fig. 2.2.12. Erreur due au modèle de vitesse.
Des données synthétiques (temps de première arrivée et déalages temporels) sont générés dans un milieu
homogène de vitesse 5 km/s, les positions vraies des séismes étant représentées par les erles rouges, et
les stations (triangles bleus) ayant une disposition simulant une distribution superielle. Des inversions
de temps de première arrivée (gure de gauhe) et des déalges temporels (gures de droite) sont
eetuées en onsidérant des modèles de vitesse faux (de 3 km/s à 8 Km/s ave un pas de 0.5 km/s,
l'erreur étant homogène). Les résultats des inversions sont indiqués par un ouple de points de même
ouleur. Notons que les deux méthodes onvergent vers la solution exate ave le modèle de vitesse vrai.
L'eet de l'erreur de vitesse est diérent selon la méthode utilisée. Pour la loalisation à partir des temps
de première arrivée, si l'erreur sur la vitesse est positive (resp. négative), les séismes sont loalisés plus
haut (resp. plus bas) que les positions vraies, la distane entre les deux séismes varie peu. On onstate
que l'erreur sur le modèle de vitesse provoque essentiellement une erreur sur la omposante vertiale de la
position, pour une distribution superielle de stations. Pour la loalisation utilisant les déalages
temporels, on onstate que le baryentre est peu aeté par une erreur sur la vitesse moyenne, par ontre
la distane inter-évènements l'est. Si l'erreur sur la vitesse est positive (resp. négative), la distane entre
les positions estimées est plus grande (resp. petite) que la distane entre les positions vraies.
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d'abord que dans tous les as, les deux algorithmes d'inversion onvergent en un nombre
ni d'itérations et que le onditionnement des matries des dérivées partielles reste dans des
plages de valeurs permettant de résoudre orretement les systèmes linéaires en question,
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Fig. 2.2.13. Déompositon de l'erreur de loalisation.
L'erreur de loalisation se déompose en trois transformations géométriques : une translation, une
rotation et un ajustement résiduel orrespondant à l'erreur relative.
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les erreurs sur les solutions alulées ne sont don pas dues à des artefats numériques.
Nous remarquons en premier lieu que les deux méthodes ompensent l'erreur de vitesse
par une erreur de loalisation. Lorsque le modèle de vitesse est exat nous retrouvons les
mêmes solutions dans tous les as : la solution exate. Si on porte notre attention sur
les ourbes gurant la rms, on remarque un minimum qui orrespond à la onnaissane
exate du modèle. Lorque l'erreur sur le modèle est non nulle, la valeur de la rms est plus
importante. Cela veut dire qu'en jouant uniquement sur les hypoentres, on ne peut pas
expliquer totalement le résidu. Il reste potentiellement dans e résidu de l'information por-
tant sur le modèle de vitesse. La méthode de loalisation à l'aide des temps de première
arrivée perturbe le baryentre quand les erreurs sur le modèle de vitesse sont à grande
longueur d'onde alors que la méthode utilisant les déalages temporels est sensible aux
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Fig. 2.2.14. Erreur Gaussienne sur le modèle de vitesse : eet de l'amplitude
de l'erreur.
Dans un modèle de référene à gradient, on alule des données synthétiques (temps de première arrivées
et déalages temporels) pour les séismes gurés en bleu. On inverse es données dans un modèle faux, qui
est le modèle de référene perturbé par une gaussienne de rayon aratéristique 2 km. Les résultats de
l'inversion sont en noir pour la loalisation utilisant les temps de première arrivées et en rouge pour la
loalisation utilisant les déalages temporels. Le résultat est présenté pour une perturbation d'amplitude de
500 m/s (gures de gauhe). On teste la sensibilité des loalisations en fontion de l'amplitude et la
position de l'erreur gaussienne sur le modèle de vitesse utilisé. Les résultats sont reportés sur les
diérentes ourbes.
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Fig. 2.2.15. Erreur Gaussienne sur le modèle de vitesse : eet de la taille
aratéristique de la zone mal modélisée.
Expériene similaire à (2.2.14) ; l'amplitude de l'erreur gaussienne est xée 500 m/s et le diamètre du
disque mal modélisé varie. On reporte les diérentes erreurs en fontion de la longueur aratétristique
du disque mal modélisé.
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longueurs d'ondes plus faibles (2.2.15). Même une perturbation située loin des soures per-
turbe fortement le baryentre dans ette dernière méthode : faire des diérenes de temps
de propagation entre deux rais n'élimine don pas néessairement les erreurs du modèle de
vitesse omme on aurait pu le penser intuitivement. Une perturbation du modèle de vitesse
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dévie en eet la trajetoire des rais et induit une rotation de l'ensemble de la struture
reloalisée, modiant son orientation, e qui peut entraîner des onséquenes importantes
pour les interprétations méaniques. Elle modie également le lieu où les rais onvergent,
'est-à-dire le baryentre. La méthode de loalisation utilisant les déalges temporels est
sensible aux variations du hamp de veteur k, et la struture reloalisée est don sensible
aux erreurs du modèle de vitesse ; ette observation a déjà été faite par Mihelini et Lomax
[28℄ dans le as d'un modèle stratié horizontal, omportant une erreur de modélisation
dans une ouhe : on observe alors une foalisation plus ou moins forte de la struture
reloalisée. Il est don néessaire de disposer d'un modèle de vitesse orret si l'on veut
pouvoir interpréter les résultats de loalisation à partir de déalges temporels. On peut
penser qu'un modèle tomographique peut permettre de progresser dans ette diretion. On
peut également se poser la question de l'inversion simultanée des paramètres hypoentraux
et des paramètres de vitesse ave des données de déalages temporels.
2.3. Tomographies.
Dans e paragraphe nous allons onsidérer, en plus des séismes, le modèle de vitesse
omme inonnu. La valeur de la vitesse v˜ des ondes P sur les noeuds de ontrle du modèle
disrétisé de la grille mi, sont les paramètres supplémentaire onsidérés. Comme pour les
méthodes de loalisations, nous dénirons deux méthodes tomographiques, l'une utilisant
omme données des temps de première arrivée et l'autre des déalages temporels. D'un
point de vue pratique, es deux méthodes sont prohe l'une de l'autre. En eet, dans un
algorithme de type Gauss-Newton, le shéma (gn) appliqué à la tomographie des déalages
temporels produit une matrie diretement issue (par ombinaison linéaire) de la matrie
générée lors de la méthode de tomographie des temps de première arrivée. Cette remarque
nous permet de mener onjointement l'étude des deux méthodes dans la partie suivante.
2.3.0.6. Tomographie en doubles diérenes. Un premier travail onernant l'apport des
déalages temporels dans un proessus tomographique a été mené par Zhang et Thurber
[55℄. Ils ont proposé une solution des équations en doubles diérenes, pour la tomographie
(f Annexe 3). Cela onsiste à ajuster simultanément des temps de première arrivée et
des déalages temporels au sens des moindres arrés. Les auteurs mélangent les données
absolues et relatives dans un proessus unique, il est de e fait diile d'appréier la
ontribution de haque type de données. Ainsi nous avons hoisi de onduire deux proessus
distints. En premier lieu une tomographie des temps de première arrivée nous fournit
un premier modèle, qui ensuite sera utilisé omme a priori dans une tomographie des
déalages temporels. Nous pourrons ainsi aisément omparer les deux solutions et mettre
en évidene l'apport des déalages temporels dans une méthode tomographique. La suite
de ette setion dérit les éléments utilisées dans les shémas numérique ((gn) ou (se))
appliqués au problème de la tomographie des temps de première arrivée et de la tomographie
des déalages temporels.
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2.3.1. Matrie Jaobienne dans le as Gaussien. Pour aluler les dérivées par-
tielles par rapport aux paramètres du modèle de lenteur s, onsidérons le temps de propa-
gation le long d'un rai (d'après Tarantola [46℄),
(2.3.1) t (s)=
∫
γ(s)
sdσ,
et le temps de propagation dans un modèle perturbé,
(2.3.2) t (s+ δs)=
∫
γ(s+δs)
(s+ δs) dσ.
Le théorème de Fermat permet d'érire (Prinipe de stationnarité du rai γ),
(2.3.3)
∫
γ(s+δs)
(s+ δs) dσ=
∫
γ(s)
(s+ δs) dσ + o
(‖δs‖2) ,
ainsi
(2.3.4)
∫
γ(s+δs)
(s+ δs) dσ=
∫
γ(s)
sdσ +
∫
γ(s)
δsdσ + o
(‖δs‖2) ,
autrement dit,
(2.3.5) t (s+ δs)− t (s)=
∫
γ(s)
δsdσ + o
(‖δs‖2) .
Appliquons e résultat au modèle de lenteur disrétisé, s˜ (x)=
∑
k λkϕk (x), en prenant
omme perturbation δs= λϕi,
(2.3.6) t (λ1, ..., λi + λ, ..., λn)− t (λ1, ..., λi, ..., λn) = λ
∫
γ
ϕidσ + o
(
λ2
)
,
on en déduit aisément,
(2.3.7)
∂t
∂λi
=
∫
γ
ϕidσ.
Nous pouvons également exprimer ette dérivée par rapport à la vitesse ; posons νi =
1
λi
,
(2.3.7) se réérit
(2.3.8)
∂t
∂νi
= − 1
ν2i
∫
γ
ϕidσ.
La fontion ϕi ayant pour support tous les pavés du maillage ontenant le noeud i, pour
aluler (2.3.7) il sut d'intéger numériquement le long du trajet du rai inlus dans les (au
plus 8) pavés onernés. De plus l'expression numérique de la fontion de base hange ave
les pavés, nous intégrerons sur haun des pavés avant de faire la somme totale. Pour ela
nous repérons les intersetions du rai ave les faes des diérents pavés par une méthode
de dihotomie. Conrètement nous utilisons l'algorithme suivant :
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 Le rai est stoké omme une suite de points (γk)k=1,nr . La valeur de l'intégrale, notée
S, est initialisée à zéro.
 boule k = 1, ..., nr−1,
 Faire X =γk,Y =γk+1,
 tant que TEST[X,Y℄=vrai, faire :
 I=DICHOTOMIE[X,Y℄,
 S=S+INTEGRER[X,I℄,
 Faire X=I
 n tant que
 S=S+INTEGRER[X,Y℄
 n boule ,
en notant TEST[X,Y℄ la fontion qui renvoie la variable booléenne vrai lorsque le segment
[X,Y℄ traverse la frontière d'au moins une ellule. DICHOTOMIE[X,Y℄ fournit le premier
point d'intersetion du segment [X,Y℄ ave la première frontière de pavé renontrée. La
fontion INTEGRER[X,Y℄ alule l'intégrale de la fontion de base dans le pavé onerné.
Une fois alulé l'ensemble des dérivées partielles des temps par rapport à haun des
paramètres du modèle, il est trivial de aluler la matrie jaobienne pour le problème
de tomographie des déalages temporels en utilisant la formule (2.3.8) ; en eet pour un
déalage d entre deux rais γ1 et γ2, il sut de faire une simple diérene :
(2.3.9)
∂d
∂νi
= − 1
ν2i
∫
γ2
ϕidσ +
1
ν2i
∫
γ1
ϕidσ.
Chaque ligne de la matrie jaobienne G est alulée à partir d'un rai pour la tomo-
graphie des temps de première arrivée et de deux rais pour la tomographie des déalages
temporels. Les élements non nuls de haque ligne orrespondent aux paramètres intereptés
par le (ou les) rai(s). Or, le rai étant une ourbe traversant un milieu à trois dimensions,
nous pouvons estimer que le nombre de ellues renontré par ette ourbe est inférieur à
ctenmax, où c
te
est une onstante et nmax =max(nx, ny, nz) . Si on note nd le nombre de
données alors la matrie jaobienne G possède au plus ctenmaxnd éléments non nuls sur
un nombre total de nd × nx × ny × nz éléments. Or, en pratique dans les appliations
tomographiques, nous avons observé que ctenmax ≪ nx×ny ×nz , autrement dit G est très
reuse. Par ailleurs, la matrie GtG possède (nx × ny × nz)2 éléments et n'est pas reuse.
De plus, dans les appliations tomographiques la taille de la grille d'éhantillonnage est
telle que : nd < nx × ny × nz (problème sous-déterminé). Ainsi, le nombre d'éléments non
nul de G est bien inférieur aux nombre d'éléments de GtG. Il est don préférable dans les
appliations tomographiques d'utiliser un shéma numérique utilisant la matrie G sans
avoir à aluler et stoker la matrie GtG. C'est ainsi que nous avons hoisi d'implémenter
les shémas (gn) et (se). La apaité de stokage ainsi gagné permet d'utiliser un plus grand
nombre de données dans le proessus d'inversion. De plus, nous avons hoisi l'algorithme
LSQR qui est partiulièrement adapté pour gérer des matries reuses et de grande taille.
2.3.2. information a priori Gaussienne. Nous supposerons que l'information a
priori sur le modèle de vitesse est représentée par une variable aléatoire Gaussienne de
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moyenne m0 et de matrie de variane-ovariane Cm. Les shémas numériques ((se) et
(gn)) donnés dans la partie 1.3 utilisent expliitement la matrie C
−1
2
m . Cette matrie
est failement alulable en supposant qu'il n'y a pas de orrélations entre les diérents
paramètres de vitesses, dans e as elle est diagonale. Dès que l'on suppose des orrélations
entre les paramètres, le alul de C
−1
2
m n'est plus trivial, on peut par exemple utiliser
la méthode de Lanzos pour diagonaliser Cm et aluler C
−1
2
m . Cette méthode demande
beauoup de ressoures informatiques et n'est pas diretement appliable dans un proessus
tomographique en raison de la dimension très importante de l'espae des modèles (de
l'ordre de 106 paramètres pour une tomographie à l'éhelle régionale de l'île de Hawaii).
Ainsi nous sommes amenés à proposer une méthode d'approximation de C
−1
2
m eiente
pour les méthodes tomographiques, utilisant aussi bien les temps de première arrivée que
les déalages temporels.
2.3.2.1. Calul de C
−1
2
m . Lors du proessus d'inversion du modèle de vitesse
5
, nous uti-
liserons une matrie de variane-ovariane a priori sur le modèle omme dérite en [46℄,
Cm=

σ1,1 · · · σ1,n
.
.
. σi,j
.
.
. σi,i
.
.
.
σj,i
.
.
.
σn,1 · · · σn,n
 ,
ave
(2.3.10) σi,j = σ (vi) σ (vj) exp
(
−
√
〈C−1 (Xi−Xj) ,Xi−Xj〉
)
,
où σ (vi) est l'éart-type a priori sur le paramètre de vitesse vi et Xi est le noeud orres-
pondant au paramètre vi ; pour simplier nous utiliserons, par la suite, une valeur unique
d'éart-type σv = σ (vi) , pour tout i. La matrie C apparaissant dans (2.3.10) sera prise
diagonale,
(2.3.11) C =
 λx 0 00 λy 0
0 0 λz
 ,
les quantités λx, λy et λz étant les longueurs de orrélation entre paramètres du modèle
dans les diretions x, y et z du modèle. La matrie Cm ainsi dénie dépend :
 des longueurs de orrélation : λx, λy etλz,
 de la valeur de l'éart-type a priori sur le modèle de vitesse : σv,
 de la taille de la grille de disrétisation : n = nx × ny × nz.
Dans les shémas numériques d'inversion utilisés dans ette thèse -érits dans l'espae
modèle-, 'est la matrie C
−1
2
m qui apparait expliitement et non pas Cm. En raison de
5
Le même raisonement pourrait être appliqué au modèle de lenteur.
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la dimension trop importante de l'espae modèle
6
, le alul de C
−1
2
m ave les méthodes
numériques lassiques est impossible. Nous sommes alors dans l'obligation de proposer
une méthode d'approximation (f Annexe 6), numériquement exploitable, an d'approher
C
−1
2
m par une matrie noté C˜
−1
2
m .
La matrie Cm est diagonalisable :
(2.3.12) Cm= USU
t,
ainsi
(2.3.13) C
−1
2
m = US
− 1
2 Ut.
Il est possible de aluler C
−1
2
m dans le as de modèles à deux dimensions pour des valeurs
de nx et ny raisonnables (de l'ordre de la entaine). La gure (2.3.1) montre la matrie
C
−1
2
m lorsque C est trois fois l'identité et lorsque σv est égal à un. En faisant varier la
taille de nx et ny, on s'aperçoit que la struture de C
−1
2
m d'une part, que la valeur des
oeients d'autre part, ne dépendent pas de nx et ny, au sens où la diérene entre les
oeients reste de l'ordre du bruit numérique lorsque les dimensions du modèle varient.
En eet, on peut diviser nx et ny par inq sans hanger la valeur des oeients
7
. La
gure (2.3.2) montre, pour nx et ny xés, diérentes matries obtenues en faisant varier
les oeients λx etλy de la diagonale de la matrie C. On remarque que seules les valeurs
des oeients de C
−1
2
m hangent ave les longueurs de orrélation, alors que la struture
de la matrie reste la même. En extrapolant es propriétés dans le as de modèles à trois
dimensions, on peut proposer une méthode pour aluler une approximation de C
−1
2
m en
vue des appliations tomographiques réelles. On dénit d'abord une grille auxiliaire plus
lâhe, de taille n0,x × n0,y × n0,z ; la matrie C−
1
2
0,m est alulée dans ette grille, et ses
oeients sont redistribués dans une matrie C˜
−1
2
m , à taille réelle, en suivant la struture
partiulière de C
−1
2
0,m . Il est diile de donner à trois dimensions des exemples similaires au
as à deux dimensions, ar la taille des grilles devient très vite trop importante pour être
traitée informatiquement. Dans les appliations tomographiques de ette thèse, les grilles
des modèles de vitesse ne dépasseront jamais 200x200x50 noeuds. On peut alors penser
aluler les oeients de C˜
−1
2
m en divisant par dix haune des dimensions de la grille. Le
alul, via la méthode de Lanzos, d'une telle matrie sur une grille de 20x20x5 ne prend
que quelques minutes. Il ne reste plus qu'à plaer les oeients obtenus dans la matrie
C˜
−1
2
m herhée. Pour plus de préautions il est possible de vérier, a posteriori, la validité
6
La matrie Cm est de dimension n
2
.
7
Nous avons eetué le même alul ave nx=101 et ny=101, le resultat reste identique, nous pouvons diviser par
dix sans aeter l'approximation C
−
1
2
m .
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Fig. 2.3.1. Matrie de ovariane selon les noeuds.
Un exemple de C
−1
2
m alulée ave des valeurs de nombre de noeuds de disrétisation diérents. La
struture et les oeients de la matrie sont invariants.
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numérique de l'approximation en utilisant la majoration,
(2.3.14)
∥∥∥C−1m − C˜−1m ∥∥∥
‖C−1m ‖
≤
∥∥∥I−CmC˜−1m ∥∥∥
en notant C˜−1m le arré de l'approximation de C
−1
2
m . Si, par exemple, on utilisait la norme
L∞ sur l'espae des matries, il faudrait aluler la norme L1 de haque ligne de I−CmC˜−1m
et prendre le maximum des valeurs obtenues pour estimer l'erreur relative. En pratique on
se bornera à aluler la norme L1 de ertaines lignes pour onlure que l'erreur relative est
aeptable ou pas. Si l'approximation n'est pas satisfaisante, il faudra augmenter la dimen-
sion de l'espae auxiliaire de alul et refaire le test et ainsi de suite, jusqu'à l'obtention
d'une approximation satisfaisante. Dans la pratique, il n'est pas néessaire de realuler la
matrie C˜
−1
2
m à haque nouvelle inversion : nous pouvons faire un alul pour des longueurs
de orrélation données et stoker le résultat dans un hier réutilisable pour haque alul
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Fig. 2.3.2. Matrie de ovariane selon les longueurs de orrélations.
Un exemple de C
−1
2
m alulée ave des valeurs de longueurs de orrélations diérentes. La struture reste
la même, seules les valeurs des oeients hangent.
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tomographique, e qui aélère enore le proessus. Nous onstituons ainsi une bibliothèque
de matrie C˜
−1
2
m lassées en fontion des valeurs λx, λy, λz, toutes alulées ave σv = 1.
Pour pouvoir faire varier l'éart-type σv sur les vitesses, il sura de diviser haque oe-
ient de C˜
−1
2
m par σv. Remarquons enn que la matrie C˜
−1
2
m est reuse, son utilisation ne
onsomme pas beauoup de ressoures informatiques. Ainsi, ette matrie est bien adapté
à la mise en oeuvre pratique des shémas (gn) et (se).
2.3.3. Quelques tests synthétiques à 2D. La onvergene de l'inversion tomo-
graphique va être ontrlée par la quantité d'information a priori, et notamment par la
longueur de orrélation. Nous présentons ii quelques tests synthétiques an de omprendre
le rle du modèle a priori dans l'inversion et ainsi appréhender une manière de hoisir les
paramètres les plus adaptés lors d'inversions de données réelles.
2.3.3.1. Eet de la longueur de orrélation. Le premier test est eetué dans un as
idéal. Soures et stations sont hoisies de façon à obtenir une ouverture optimale du milieu
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en rais. Nous testons don les apaités de l'algorithme à retrouver les paramètres dans
un as très bien ontraint, et nous faisons varier ertains paramètres pour omprendre leur
inuene sur le résultat. La gure (2.3.3) montre le milieu synthétique, modèle à deux
dimensions disrétisé sur une grille 101×101 noeuds, ave une taille de maille de 200m,
dans lequel nous alulons un jeu de temps de première arrivée synthétiques. Une douzaine
d'inversions tomographiques sont eetuées en faisant varier la longueur de orrélation λ
pour l'essentiel par pas de 200m. La gure (2.3.3) montre la variation du oût en fontion
de λ : à partir d'une valeur, optimale, de λ le oût est minimal. Le modèle reonstitué pour
ette valeur est prohe du modèle vrai. On remarque que ette façon de proéder
permet de hoisir un modèle suivant un ritère objetif, et apporte une réponse
au problème lassique du hoix d'un modèle solution en tomographie. Les autres
paramètres de l'inversion ; les éart-types sur les positions, les temps origne et les vitesses
sont xés à :
(2.3.15)
 σv = 100 km/sσp = 100 km
σt = 100 s
.
Ces valeurs sont au delà de la variation physiquement admissible des paramètres par rap-
port au modèle a priori. Cela indique que les données ontraingent bien les paramètres et
qu'il n'est pas néessaire d'aporter une quantité d'information a priori importante pour
stabiliser l'inversion. Cela provient de la répartion du réseau et des séismes qui permet de
ontraindre parfaitement tous les paramètres. En eet, le réseau situé sur les quatre otés
du modèle permet de ontraindre l'hypoentre de haque séisme. Les soures réparties dans
tout le milieu et la densité des reepteurs permettent de ouvrir en rais, de façon optimale,
la zone investigué.
Une autre tomographie (gure (2.3.4)) est eetuée sur un grille plus ne de 401×401
mailles de 50m de té. Les résultats montrent que le sur-éhantillonnage de la fontion ne
gène en auun as le proessus d'inversion pourvu que l'on utilise la longueur de orrélation
adéquate. On reporte don le problème du hoix du maillage à elui de la longueur de or-
rélation, la longueur de orrélation en unités physiques étant déterminée par les données. Il
ne faut ependant pas utiliser un maillage trop n, à l'instar des méthodes aux diérenes
nies : si les noeuds sont trop prohes, des artefats numériques (dus à la préision limi-
tée de la mahine) pourraient apparaître. La quantité d'information doit également rester
traitable en mahine. Les données ont don un rle important dans le hoix du maillage,
le pouvoir de résolution étant limité par la densité et de la divergene des rais. Il est don
inutile de sur-éhantillonner le modèle de vitesse au point que les données ne ontraignent
pas le modèle, même si l'utilisation d'une longueur de orrélation adaptée permet la onver-
gene de l'inversion et une estimation orrete, puisque e sur-éhantillonage n'apportera
auune information supplémentaire sur le milieu tout en onsommant plus de ressoures in-
formatiques. A ontrario, il ne faut surtout pas sous-éhatillonner, dans e as on n'exploite
pas toute l'information ontenue dans les données et ela aete l'image tomographique.
Pour résumer il faut hoisir la grille la plus ne que l'on puisse traiter et ajuster la lon-
gueur de orrélation. La gure (2.3.4) montre qu'une longueur de orrélation trop faible ne
2.4. CONCLUSION. 80
permet pas de olleter l'information ohérente utile. Notons également qu'une longueur
de orrélation trop grande (au-dela de l'optimum) permet de bien retrouver le modèle
notamment de retrouver des variations de faible longueur d'onde pourvu que les données
ontraignent susamment le modèle : la quantité d'information a priori, néessaire pour
éventuellement forer la onvergene pour ertains paramètres, est toujours faible par rap-
port à la quantité d'information ontenue dans les données. Il faut don privilégier des
grilles nes et reherher la longueur de orrélation optimale par rapport aux grilles lâhes
et longueurs de orrélation faibles.
2.3.3.2. Reonstrution d'une anomalie gaussienne. La gure (2.3.5) montre un milieu
synthétique onstruit à l'aide d'une perturbation gaussienne de 10 % d'un modèle homogène
de 5 km/s. Les soures sont situées en profondeur et les stations en surfae. Le modèle de
vitesse a priori est homogène à 5 km/s. Les soures a priori sont générées aléatoirement
en prennant un éart-type de 1 km par rapport aux soures exates. Une loalisation des
soures est eetuée dans le modèle de vitesse a priori, la solution est biaisée par l'erreur
de vitesse. Les solutions sont très prohes ave les deux méthodes, utilisant soit les temps
de première arrivée, soit les déalages temporels. Nous avons vu préédemment que les
deux méthodes intègrent de manière diérente les erreurs de vitesse sur les hypoentres.
Ii l'erreur de vitesse est trop faible pour que ette diérene soit signiative. On eetue
ensuite une tomographie : les modèles sont reonstitués presque identiquement ave les deux
méthodes. On ne retrouve pas exatement l'anomalie gaussienne ar les rais ne ouvrent pas
de façon homogène le milieu, e qui engendre des déformations de l'image tomograhique par
rapport à l'image vraie. Enn la dernière expériene onsisite à retouver simultanément
les hypoentres et l'anomalie gaussienne : les deux méthodes présentent également des
résultats très prohes. Nous pouvons onlure, qu'en théorie et ave des données exates
les deux méthodes produisent des résultats identiques lorsque le modèle a priori est prohe
de la solution, 'est-à-dire lorque l'on doit retrouver une perturbation du modèle autour
de 10 %.
2.4. Conlusion.
Dans e hapitre, on s'est intéressé à un problème inverse partiulier : elui de la
tomographie sismique - omprenant le problème de la loalisation d'un séisme. Ce problème
est résolu à partir de deux types de données diérentes : les temps de première arrivées tobs,
et les déalages temporels dobs. Ces deux types de données donnent lieu à des algorithmes
d'inversion tomographique très semblables, ave une paramétrisation légèrement diérente.
Nous avons mis en oeuvre un alul robuste et préis des temps de parours théoriques
t (m) et des déalages temporels théoriques d (m) ; d (m) peut se déduire de t (m) par
simple diérene, 'est-à-dire par ombinaison linéaire. Cette partiularité est exploitée
pour dénir un algorithme unique apable de traiter aussi bien les temps de première
arrivée que les déalages temporels. Nous avons ensuite hoisi le shéma numérique de
Gauss- Newton ((gn) ou (se)) pour aluler un minimum de la fontion oût,
(2.4.1) E (m)=
1
2
(m−m0)t C−1m (m−m0) +
1
2
(r (m))t C−1D (r (m)) ,
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Fig. 2.3.3. Choix de la longueur de orrélation.
Une inversion tomographique des temps de première arrivée est eetuée en utilisant le modèle a priori
guré en haut à droite. Les paramètres de l'inversion sont : σv = 100 km/s,σp = 100 km,
σt = 100 s.
Le hoix de la longueur de orrélation λ se fait en eetuant des inversions suessives pour diérents λ.
On reporte ensuite le oût en fontion de λ omme on le voit sur la gure en bas à gauhe. La valeur du
oût se stabilise sur un minimum à partir de λ=0.8 km. Le résultat orrespondant est en bas à droite.
Comme attendu, le modèle estimé est très prohe du modèle exat ompte tenu de la répartition optimale
des rais.
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Fig. 2.3.4. Longueur de orrélation insusante
Une inversion des temps de première arrivée synthétiques alulés dans le modèle de la gure (2.3.3) ave
un longueur de orrélation de 100 m. On voit des tubes de rais apparaître, qui sont des indies d'une
longueur de orrélation insusante : le modèle est reonstruit le long des rais, les noeuds non
éhantillonés par les rais ne sont pas perturbés.
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en notant r (m) le résidu, ave r (m) = tobs − t (m) pour le problème des temps de première
arrivée et r (m) = dobs − d (m) pour les déalages temporels. L'algorithme d'optimisation
de la fontion E débute par le hoix de l'itéré initial qui, par simpliité, est pris égal au
modèle a priori. Les étapes importantes de la méthode sont :
(1) modèle a priori m0 donné, faire m = m0.
(2) Caluler les temps de propagation théoriques t (m), la matrie jaobienne G et
les résidus r (m) = tobs − t (m).
(3) Dans le as de déalages temporels, former les diérenes à partir de G et t (m)
pour obtenir la matrie jaobienne enore notée G et les déalages théoriques
d (m), former ensuite les résidus r (m) = dobs − d (m).
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Fig. 2.3.5. Perturbation gaussienne.
La gure du haut montre le milieu de référene dans lequel sont alulées des données synthétiques ; des
temps de première arrivées et des déalages temporels. Les deux olonnes montrent des résultats
d'inversion (1) en utilisant les temps et (2) en utilisant les déalages. Le modèle de vitesse a priori est
hoisi homogène à 5 km/s. Les positions des soures a priori sont les soures exates perturbées
aléatoirement par une loi uniforme. Plusieurs expérienes sont eetuées. En premier lieu, nous
loalisons dans le modèle de vitesse a priori (hoisi homogène à 5 km/s), ensuite nous inversons le
modèle de vitesse ave les soures exates, enn nous eetuons une tomographie omplète. Dans les deux
as les résultats sont très prohes, en théorie, les deux méthodes semblent produire les mêmes résultats.
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(4) Résoudre au sens des moindes arrés,
(2.4.2)
[
C
−1
2
D G
C
−1
2
m
]
δ ∼
[
C
−1
2
D r (m)
C
−1
2
m (m0 −m)
]
.
(5) Faire m = m+ δ, si m est solution alors stop, sinon retourner en 2 et suivre les
étapes 2, 3, 4 et 5.
Les deux méthodes dièrent seulement au niveau du point 3. Les autres étapes sont tou-
jours suivies quelles que soient les données onsidérées. La réalisation de et algorithme
suppose notamment la onnaissane de la matrie C
−1
2
m . Lorsque haque élément de Cm
est représenté par une fontion de orrélation, d'un point de vue pratique il est diile
de aluler exatement C
−1
2
m . Ainsi, une approximation de elle-i a été proposée dans e
hapitre. Cette approximation rend possible l'utilisation du shéma numérique présenté au
hapitre préédent, ainsi qu'une démarhe d'optimisation, au ours de laquelle la longueur
de orrélation et l'amplitude optimale de la fontion de orrélation sont déterminées. Cette
démarhe permet le hoix d'un modèle tomographique unique et stable, de norme mini-
male et ajustant les données, en suivant des ritères objetifs et reprodutibles. Elle permet
d'obtenir un modèle dont les utuations sont ontraintes par les données.
CHAPITRE 3
Tomographie de l'île de Hawaii.
L'arhipel Hawaiien est situé dans le Paique nord. Diérentes îles le omposent dont
l'île de Hawaii, la plus grande. Elle est formée de plusieurs volans, notamment au sud le
Kilauea qui a la partiularité d'être en éruption permanente depuis 1983 (Figure(3.0.1)).
Depuis les années soixante-dix, il existe un réseau permanent maintenu par le Hawaiian
Volano Observatory (HVO) qui enregistre la sismiité abondante générée par l'intrusion
de magma en fore dans les volans de l'île. Ainsi, es onditions favorables onstituent
un terrain d'expériene idéal pour la mise au point d'une nouvelle méthode. En eet,
l'abondane et la diversité des enregistrements sismiques donnent aès à des données de
bonne qualité ; d'autre part ette zone a été très étudiée par de nombeux auteurs, e qui
proure des points de repère essentiels pour l'interprétation des résultats de tomographie.
An d'imager la struture de vitesse des ondes P de l'île de Hawaii, nous disposons
d'un atalogue de données enregistrées par le réseau permanent du HVO. La sismiité très
dense du an Sud du Kilauea a permis d'identier plusieurs milliers de séismes susam-
ment semblables pour pouvoir en déduire un très grand nombre de déalages temporels
par méthode interspetrale. La préision de es données est de l'ordre de inq millièmes
de seonde, alors que la préision des temps de première arrivée pointés manuellement est
de l'ordre de inq entièmes de seonde. Peut-on mettre à prot ette préision supérieure
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Fig. 3.0.1. L'île de Hawaii, zone d'étude.
La sismiité abondante dans le an sud du Kilauea et dans la zone du rift Est permet d'identier des
essaims de séismes semblables qui prourent un jeu de données de grande qualité pour eetuer une
tomographie des déalages temporels.
pour obtenir une image tomographique de plus grande qualité ? Peut-on espérer une avan-
ée omparable au domaine des loalisations de séismes ? Pour apporter des éléments de
réponse, nous allons proéder en plusieurs étapes. La première étape débute par le hoix
du modèle de vitesse a priori. Il s'agit ensuite de hoisir des séismes répartis au mieux sur
l'île (délustérisés) pour eetuer une tomographie des temps de première arrivée. Nous
obtiendrons un modèle tomographique régional lassique, à l'éhelle de l'île de Hawaii,
qui servira de référene. La deuxième étape fait enn intervenir les déalages temporels.
Nous séletionnerons des essaims de séismes dans le an Sud du Kilauea an d'eetuer
une tomographie des déalages temporels dans ette région (éhelle loale). Le modèle a
priori sera onstitué par la restriition du modèle tomographique alulé lors de la pre-
mière étape au volume loal d'inversion. En omparant le modèle a priori, elui obtenu
par tomographie lassique des temps de première d'arrivée dans le volume loal et le
modèle inversé à partir des déalages temporels, nous aurons des éléments de réponses aux
questions posées.
3.1. TOMOGRAPHIE À L'ÉCHELLE RÉGIONALE. 87
3.1. Tomographie à l'éhelle régionale.
Nous nous intéressons ii à la struture de l'île de Hawaii an de déterminer un modèle
a priori pour l'étude tomographique ultérieure du an Sud du Kilauea.
3.1.1. Connaissane a priori. Le point de départ de la méthode d'inversion onsiste
à olleter et à modéliser l'information a priori.
3.1.1.1. Modèle a priori. De nombreux travaux ont été menés sur l'île de Hawaii, e qui
onstitue un avantage lors du hoix du modèle a priori. Kissling [24℄ a proposé une struture
stratiée du modèle de vitesse à partir d'une inversion de temps d'arrivée d'ondes sismiques.
Ce type de struture 1D a également été étudié par Eaton [11℄, Ryall and Bennett [42℄, Hill
[19℄, Ward et Gregersen [53℄, Crosson et Koyanagi [9℄, Klein [23℄. Des modèles à gradient
ont été proposés par Klein [23℄, Okubo et oll. [35℄ et Benz et oll. [5℄. Ce type de modèle
(à gradient) semble bien adapté pour fournir un modèle a priori onvenable sur un volan.
Nous avons hoisi d'utiliser le modèle proposé par Okubo et oll. [35℄ et Benz et oll. [5℄.
(Figure (3.1.1)). Quant aux loalisations a priori, elles seront issues d'un premier alul
d'inversion dans le modèle de vitesse hoisi omme a priori.
Fig. 3.1.1. Modèle de vitesse a priori pour la tomographie à l'éhelle régionale.
Le modèle a priori est un modèle à gradient suivant la profondeur, il été hoisi d'après les travaux de
Okubo et oll. (1997) et Benz et oll. (2003).
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3.1.1.2. Données. Les données sont issues de ∼30000 miroséismes enregistrés de 1988
à 1999 par l'USGS - Hawaiian Volano Observatory (HVO) à l'aide d'un réseau permanent
de 50 stations. En utilisant les loalisations préliminaires de e atalogue, nous avons hoisi
1358 séismes (Figure (3.1.2)) en veillant à e qu'ils ouvrent au mieux la zone d'étude. Les
séismes hoisis ont été enregistrés par au moins 30 stations, le jeu de données ainsi onstitué
omporte 41886 pointés de première arrivée d'ondes P de très bonne qualité. Néanmoins,
pour un petit nombre de pointés, l'opérateur peut onfondre la phase des ondes P ave les
ondes S. Cela risque de survenir lorsque la station se trouve dans un plan nodal pour les
ondes P. Dans e as, sur le sismogramme, il est diile de reonnaitre la première arrivée
des ondes P et on pointe par erreur la phase S qui arrive après les ondes P. Ainsi le jeu de
données onsititué peut ontenir des pointés aberrants. Il est alors souhaitable d'utiliser
la loi Seh pour inverser de telles données. Nous utiliserons don ette loi sur les données
issues de pointés manuels ave une erreur aratéristique σ que l'on estime à 5 dixièmes
de seonde (ordre de grandeur). Pour quantier
1
l'ajustement des données par un modèle,
nous alulerons une rms pondérée par la formule suivante,
(3.1.1) rms =
√√√√∑
i,k
(
wki∑
i,k w
k
i
1
σ
rki
)2
où rki est le résidu du temps d'arrivée du séisme i à la station k. Les oeients w
k
i sont
des poids dénies par Mosteller et Tukey [31℄ de la façon suivante,
(3.1.2) wki = max
0,
(
1−
(
rki
αrmed
)2)2 ,
où rmed est la médiane des résidus, et α est un oeient ompris entre 4 et 6, nous
utiliserons la valeur 5. Cette pondération (3.1.2) permet de produire une valeur de rms,
minimisant les eets des données aberrantes.
3.1.1.3. Loalisation préliminaire. Nous eetuons une loalisation des séismes hoisi
dans le modèle de vitesse à gradient an d'obtenir un modèle a priori (vitesse des ondes
P + loalisations) ohérent. L'information a priori pour ette loalisation préliminaire
est puisée dans le atalogue des loalisations du HVO. Nous utilisons le temps d'arrivée,
la loalisation et le temps origine onsigné dans les données fournies par le HVO. Cette
première loalisation donne lieu aux hoix des paramètres d'inversion, l'éart-type a priori
sur les temps origines σt et l'éart-type a priori sur les hypoentres σh. Le paramètre σt est
xé à valeur physiquement aeptable de 10 seondes, σh est hoisi en eetuant plusieurs
aluls. La gure (3.1.3) montre qu'il existe un seuil en σh à partir duquel la solution ne
hange plus ; ette valeur de σh sera retenue pour le alul des paramètres hypoentraux.
1
Les données auxiliaires dénies par le hangement de variable dans le shéma (se) ne peuvent
pas être interprétés d'un point de vue physique, nous dénissons alors une fontion d'ajustement
(rms pondérée) exprimée en seondes pour quantier l'ajustement des données.
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Fig. 3.1.2. Sismiite utilisée pour la tomographie à l'éhelle régionale.
Les points rouges représentent les hypoentres des séismes, les triangles bleus les stations.
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3.1.2. Test synthétique. La qualité de l'image tomographique dépend en premier
lieu de la répartition des rais dans le volume investigué - une zone peu ou pas ouverte ne
pourra pas être reonstituée orretement. Il est ensuite très important que les rais tra-
versent les ellules ave des diretions diérentes pour apporter un maximum d'information
ontraignant le modèle. La matrie de résolution (f [45℄ et [3℄) est un outil théorique tes-
tant ette propriété. Cette méthode néessite d'inverser une matrie de très grande taille,
un alul impossible dans notre as. Nous proposons alors de tester la géométrie des rais
par une inversion synthétique onsistant à retrouver un damier (Figure (3.1.4)). Une per-
turbation sinusoïdale d'amplitude 200 m/s et de 12 km de longueur d'onde en arte et
6 km en profondeur est appliquée au modèle à gradient d'Okubo et oll. [35℄. Dans e
modèle les temps de propagation synthétiques entre les soures et réepteurs onstituent
les données à inverser. L'information a priori pour e alul est : (1) le modèle à gradient,
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Fig. 3.1.3. Choix de l'éart-type a priori sur les positions.
Les loalisations des événements utilisés dans l'inversion sont eetuées à l'aide des temps de
propagation, dans le modèle de vitesse a priori, en faisant varier l'éart-type σh sur les positions a priori.
On reporte ensuite la rms (tirets) et la fontion oût (trait ontinu) en fontion de σh. Le hoix de
l'éart-type a priori est le point qui débute la partie onstante basse de la ourbe, en l'ourrene σh=10
km.
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(2) les soures du modèle synthétique. Le meilleur résultat a été obtenu en prenant omme
paramètres d'inversion :
(1) λ = 1.5 km,
(2) σv= 10 km/s,
(3) σh= 1 km.
(4) σt= 10 s.
La valeur σv= 10 km/s est au delà de la plage de variation admissible, ela signie que pour
stabiliser l'inversion synthétique il n'est pas néessaire de ontraindre fortement le modèle
par de l'information a priori. La gure (3.1.4) montre le résultat du test, l'algorithme
reonstruit le milieu dans une zone située du Mauna Loa au Kilauea, de 5 à 10 km de
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Fig. 3.1.4. Damier à l'éhelle régionale .
Test de reonstrution d'un damier synthétique dans la géométrie des soures alulées lors de l'inversion
tomographique.
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profondeur. Ce volume est ouvert de façon optimale par les rais, 'est le lieu où le modèle
sera le mieux reonstitué. Cette information nous sera utile pour interpréter le résultat
tomographique avenir.
3.1.3. Tomographie des temps de première arrivée.
3.1.3.1. Tomographie. La zone investigué est un domaine ontenant l'île de Hawaii,
éhantillonnée par une grille de 160 × 160 × 37 noeuds ubiques de 1 km. Le alul des
temps de parours par la méthode Podvin-Leomte [37℄, est fait sur une grille de ellules
ubiques ramenés à 0,5 km de té. Nous avons également utilisé une grille de 0,25 km de
té, les résultats sont restés omparables ave les deux pas. Pour des raisons de temps de
alul, nous avons préféré utiliser le pas de 0,5 km. Le modèle a priori étant déterminé,
nous pouvons eetuer la tomographie à l'éhelle régionale. An de hoisir les oeients
d'inversion les mieux adaptés nous eetuons quelques aluls en faisant varier la longueur
de orrélation λ et l'éart-type sur les paramètres de vitesses σv. La gure (3.1.5) montre la
fontion oût et la rms pondérée pour diérents λ et σv. Les valeurs λ=5 km et σv = 3 km/s
minimisent la fontion oût. Les valeurs λ=3 km et σv = 3 km/s minimisent la rms mais
omme on peut le voir sur la gure (3.1.6) les modèles obtenus sont presque identiques.
Nous hoisirons le modèle minimisant la fontion oût, qui est la fontionnelle optimisée
par l'algorithme, plutt que la rms. La gure (3.1.7) montre le résultat tomographique
sous forme de perturbation par rapport à l'a priori en fontion de σv. Une valeur trop
importante de σv ne permet plus de stabiliser numériquement l'algorithme et des artefats
apparaissent sur les images à partir de σv = 4 km/s. Pour les valeurs de σv allant de 0.5 à 3
km/s, les images sont prohes, mais pour les faibles valeurs le modèle est moins perturbé,
la solution est ontrainte par l'information a priori. La valeur optimale est le meilleur
ompromis sur σv, de manière à ajuster les données, sans que l'a priori domine, tout en
évitant des artefats numériques. Le rle de σv peut être onsidéré omme un poids qui
joue sur l'importane relative de l'a priori dans la fontion à optimiser. La gure (3.1.8)
montre le résultat de l'inversion en faisant varier λ. Pour λ = 1 km et λ = 2 km, le modèle
possède des utuations plus hautes fréquene et des amplitudes plus faibles que pour les
autres longueurs de orrélations utilisées. Lorsque l'on allonge λ, les utuations sont à plus
grande longueur d'onde et de plus forte amplitude tout en ajustant mieux les données. La
longueur de orrélation permet d'améliorer le onditionnement de la matrie à inverser, en
regroupant l'information pertinente provenant de rais voisins. Quand λ est trop faible, le
valeur de onditionnement trop forte ne permet pas d'inverser onvenablement la matrie
e qui engendre des utuations numériques dans la solution.
3.1.3.2. Interprétation des résultats. La gure (3.1.9) montre le modèle de vitesse des
ondes P obtenu après inversion ave les paramètres hoisis préédemment. Pour les pro-
fondeurs de 7 km à 9 km, nous remarquons une zone plus rapide s'étendant du Mauna Loa
au Kilauea, le long de e qui onstitue géologiquement les rifts et les alderas de es deux
volans. Cette anomalie positive se prolonge aux profondeurs 5 km et 6 km, mais elle est
déoupée par une zone à moindre vitesse qui apparait nettement entre les deux alderas.
Sur toutes les planhes, autour de la zone entrale plus rapide, on remarque des régions
de moindre vitesse. Ces aratéristiques sont présentes dans les images obtenues par des
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Fig. 3.1.5. Choix de σv et λ.
Plusieurs tomographies sont eetuées de manière à explorer diérents λ et σv admissibles, ave
σh = 10 km xé à partir du graphique (3.1.3). Les ourbes i-dessous montrent pour σv = 1,2 et 3 km/s,
la valeur de la fontion oût et de la rms pour diérents λ variant de 1 à 10 km. La valeur λ = 5km
onstitue un minimum de la fontion oût sur haque graphique. Le graphique en bas à droite montre la
fontion oût et la rms en fontion de σv. Les deux ourbes atteignent leur minimum respetif pour le
même éart-type, σv = 3 km/s. Les paramètres optimaux pour la tomographie des temps de première
arrivée sont : 
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inversions réalisées ave d'autres longueurs de orrélation et éarts-types. En fait, pour un
ensemble de paramètres les résultats sont très prohes. Les paramètres ne onvenant pas
orrespondent sur les ourbes (3.1.5), aux as où la fontion oût a une valeur importante,
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Fig. 3.1.6. Modèles obtenus ave des oeients d'inversion diérents.
Résultats d'inversion ave des paramètres diérents, artes à 6 km de profondeur.
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par exemple lorsque la longueur de orrélation est trop ourte, en deça de 2 km ou dans
le as où σv dépasse 4 km/s. Les autres modèles sont équivalents. Ces zones à vitesse plus
élevée, entourées de régions à vitesse moins élevée, sont situées dans les volumes bien re-
onstruits lors de l'inversion, étant donné la géométrie des rais prourés par les données
(Figure (3.1.4)). On peut don extraire une information pertinente des diérentes tendanes
ommunes observées sur les images obtenues ave les paramètres d'inversion admissibles.
Ces images sont par ailleurs omparables à elles obtenues par Okubo et oll. [35℄ et Benz
et oll. [5℄. Thurber [48℄ a également mis en évidene l'existene d'une zone rapide au
voisinage de la aldera du Kilauea, et Haslinger et oll. [18℄, Hansen et oll. [17℄ ont fait
de même pour le rift Est. La zone rapide du entre est l'indie de la présene de matériaux
denses, du magma remonté des profondeurs étant resté, sous forme d'intrusion et don
non déomprimé, à l'intérieur de l'édie. Les zones lentes proviennent probablement du
magma déomprimé sorti de l'édie sous forme de lave, qui s'est répandue à l'extérieur
du noyau dense que onstitue la zone rapide entrale. La roissane de l'édie se fait don
selon deux méanismes : une roissane interne intrusive et une roissane externe eusive.
L'existene d'un noyau dense -et plus rigide- à l'intérieur de l'édie volanique, entouré
par une ouverture moins dense et moins rigide -plus plastique-, à une onséquene très
importante pour la ompréhension des déformations du volan et leur modélisation. On
peut en eet montrer (Monteux et oll., [30℄) que ette distribution de la densité et des
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Fig. 3.1.7. Exemples de tomographies pour diérents σv .
Résultats d'inversion exprimés sous forme de perturbation par rapport à l'a priori ave λ = 5 km,
σh = 10 km, σt = 10 s. Diérentes artes à 6 km de profondeur sont représentées en fontion de en
fontion σv.
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Fig. 3.1.8. Exemples de tomographies en fontion de λ .
Résultats d'inversion exprimés sous forme de perturbation par rapport à l'a priori ave σv = 3 km/s,
σh = 10 km, σt = 10 s. Diérentes artes à 6 km de profondeur sont représentées en fontion de en
fontion λ.
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Fig. 3.1.9. Tomographie à l'éhelle régionale .
Résultats d'inversion, arte de 5 km à 10 km de profondeur ave,
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paramètres rhéologiques induit la rupture de la roûte oéanique sous-jaente et la défor-
mation intense de la ouverture plastique, au niveau des ans des volans Hawaiiens. Elle
permet notamment d'expliquer la distribution onnée de la sismiité et de la déformation
intense du an Sud du Kilauea.
3.2. Tomographie à l'éhelle loale.
L'étape préédente avait pour rle de fournir une information la plus préise possible
à l'éhelle régionale de l'île de Hawaii. Le modèle obtenu va à présent être utilisé omme
point de départ pour la tomographie utilisant des déalages temporels interspetraux.
3.2.1. Données, estimation de la résolution, modèle a priori .
3.2.1.1. Données. Notre objetif est de onnaître mieux le modèle de vitesse de la zone
omprenant la aldera et la raine du rift Est. Pour ela nous disposons d'un ensemble d'es-
saims denses de séismes omportant de très nombreux séismes similaires, dans le an Sud
du Kilauea, ainsi que d'un réseau dense de stations sismiques HVO, autour de la aldera
et du rift Est. La sismiité du an Sud a la partiularité de omporter plusieurs essaims
de séismes semblables. Parmis es évènements nous avons séletionné 416 séismes (gure
(3.2.1)) issus de 5 essaims (dont 4 peuvent être interorrélés gure (3.2.2)) pour lesquels
la méthode interspetrale a permis de aluler plus de 500 000 déalages temporels ave
une erreur moyenne de 5 milliseondes (Got et Okubo, [16℄). Cette valeur dépend de la
ohérene entre les signaux. Elle atteint 10 milliseondes pour les ouples de séismes les
moins ohérents que nous ayons séletionnés. Nous avons une idée a priori de la qualité
de haque déalage temporel, par l'intermédiaire de la fontion de ohérene (f [13℄ et
Annexe 2) dont les valeurs sont omprises entre 0 et 1 et vaut 1 pour des signaux sem-
blables. Pour dérire la statistique des erreurs de mesure que nous supposerons gaussienne,
nous utiliserons la formule (4.0.17) (Annexe 2), ave Cmax=0.995 et σ = 5.10
−4
seondes.
Nous obtenons ainsi pour haque donnée un éart-type dénissant la matrie CD. L'erreur
d'ajustement des données sera quantié par la fontion rms pondérée,
(3.2.1) rms =
√√√√∑
i,j,k
(∑
i,j,k σ
k
ij
σkij
rkij
)2
,
où rkij est le résidu du déalage temporel entre les séismes i et j pour la station k et σ
k
ij est
l'inertitude pour e même déalage temporel.
L'ensemble des séismes orrélés ouvre un volume d'environ 7 km × 7 km × 4 km ; la
station la plus prohe est à une distane de 10 à 15 km de es séismes, les nombreuses (7)
stations de la aldera et des rifts du Kilauea sont situées à une distane de 15 à 25 km.
La onguration est don a priori favorable à une détermination omplète des paramètres
hypoentraux. On peut penser que le problème de la loalisation des déalages temporels
sera bien onditionné, et don bien ontraint par les données ; de même la résolution des
équations de tomographie des déalages temporels ne devrait pas être beauoup moins bien
onditionnée que la résolution des équations lassiques, les problèmes de onditionnement
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du système d'équations provenant plutt des paramètres de vitesse non éhantillonnés par
les rais que par les paramètres hypoentraux mal déterminés.
Fig. 3.2.1. Sismiité pour la tomographie des déalages temporels.
Sur la arte de Hawaii, la zone d'étude est représentée par un adre rouge. Un agrandissement de elle-i
montre les essaims de séismes semblables dans le an Sud du Kilauea utilisées pour l'étude
tomographique.
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3.2.1.2. Modèle a priori. La première question onerne le volume à inverser. Etant
donné la distribution des soures et des stations, il est probable que la distribution des rais
sera favorable dans un volume situé au Sud de la aldera et à la raine du rift Est. Une fois
la position moyenne du volume à inverser déterminée, sa dimension sera essentiellement
(dans notre as) ontrlée par les ressoures informatiques disponibles. La tomographie
des temps de première arrivée nous a fourni un modèle de vitesse régional optimal pour
les ondes P. C'est une partie de e modèle, orrespondant au volume à inverser, qui sera
retenue omme modèle a priori pour la tomographie loale.
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Fig. 3.2.2. Couples de séismes retenus pour la tomographie des déalages temporels.
Les ouples de séismes seletionnés permettent de aluler des déalages temporels interspetraux de
ohérene supérieure à 0,8. Le nombre de stations montrant des signaux semblables par ouple de séismes
est guré par diérentes ouleurs. Nous avons séletionné les ouples de séismes (1) en veillant à la
répartition de eux-i an de bien éhantillonner le milieu par les rais et (2) en utilisant les ouples dont
les signaux sont susamment similaires an de aluler des déalages temporels interspetraux les plus
préis possibles. On voit que les orrélations entre séismes peuvent être à grande longueur d'onde. Les
ouples de séismes les plus éloignés atteignent une ohérene susante à basse fréquene lorsqu'ils sont
enregistrés par des stations lointaines.
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En premier lieu nous eetuons une loalisation des séismes à l'aide des déalages tem-
porels dans le modèle hoisi an d'obtenir un a priori (séismes + modèle de vitesse) ohé-
rent. Nous devons déterminer l'éart-type sur les hypoentres σh adéquat (gure (3.2.3)).
Fig. 3.2.3. Choix de l'éart-type a priori sur les positions.
Plusieurs loalisations ave les déalages temporels sont eetuées an de hoisir l'éart-type σh adapté.
σh= 1km onstitue le point à partir duquel les résultats sont indentiques, ette valeur sera utilisée dans
tous les aluls.
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La valeur σh = 1km est le seuil à partir duquel la fontion oût et la rms ne diminuent
presque plus et onvergent vers la même solution. Pour les paramètres de valeur inférieure,
la solution est trop ontrlée par l'a priori. De plus, l'erreur estimée sur les positions a
priori étant de l'ordre de 1 km, il est satisfaisant de voir que ette valeur est admissible
pour le proessus d'inversion. De la même façon l'éart-type σt montre omme σh un seuil,
situé à une valeur de 10 seondes.
3.2.1.3. Tests synthétiques. Le test du damier permet de tester le pouvoir de résolution
de la géométrie des rais. Le modèle synthétique est le modèle à gradient de Okubo et oll.
[35℄ et Benz et oll. [5℄ perturbé par une fontion sinusoïdale de longueur d'onde 4 km en
arte et 3 km selon la profondeur ave une amplitude maximale de 200 m/s. L'expériene
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onsiste à générer des déalages synthétiques dans le damier et ensuite à inverser es
données en prenant le modèle à gradient omme a priori. L'objetif de e test synthétique
étant de déterminer la qualité de la ouverture en rais du volume investigué, les soures
peuvent être ontraintes au voisinage de leur position exate par le biais d'un a priori
fort. L'idée est de xer une géométrie de rais prohes de elle utilisée dans le proessus
tomographique des déalages temporels. L'inversion permet de déterminer les zones où
la géométrie des rais est optimale, 'est le lieu où le modèle de vitesse sera le mieux
reonstitué. Il faut ependant noter que le test du damier est très diile à satisfaire ;
ertaines zones où le damier est mal reonstruit peuvent malgré tout ontenir ertaines
anomalies de vitesse à plus grande longueur d'onde estimables ave les mêmes données. Il
faudrait en fait produire toute une série de damiers de longueurs d'onde diérentes, pour
onstruire littéralement le spetre de la fontion de transfert en haque ellule. On peut
omprendre le résultat d'un test de damier individuel omme indiquant le volume dans
lequel on peut reonstruire la longueur d'onde testée. Les gures (3.2.4)-(3.2.5) montrent
le modèle résultant du test, ave une longueur d'onde de 4 km horizontalement et 3 km
vertialement, selon 12 artes de 4 km à 9.5 km de profondeur représentées ave un pas
vertial de 500 m. Notons que sur haque gure il existe une zone où de nombreuses ases
ontigües du damier sont reonstituées à ette longueur d'onde. On peut mettre en évidene
la zone la mieux résolue par les rais, qui est un volume débutant à 4 km de profondeur
au Nord-Ouest de la arte, traversant le domaine pour nir à 9.5 km de profondeur au
Sud-Est de la arte. Au voisinage de e volume, on distingue une zone où le damier est
moins bien reonstitué, mais qui peut éventuellement ontenir des informations pertinentes
à plus grande longeur d'onde.
3.2.2. Tomographie des déalages temporels.
3.2.2.1. Tomographie. La zone investigué est un domaine situé au sud de la aldera
du Kilauea (gure (3.2.1)), éhantillonnée par une grille omprenant 33× 25× 25 mailles
espaées de 0,5 km. Le alul diret (Podvin-Leomte [37℄) est fait ave un pas d'éhan-
tillonnage de 0,25 km. Il s'est avéré inutile de prendre des mailles plus nes, les résultats
obtenus alors sont resté omparables. Comme pour la tomographie des temps de première
arrivée, nous devons hoisir les paramètres d'inversion appropriés an d'exploiter au mieux
les données hoisies. Les éart-types hoisis sur les positions et les temps origines sont va-
leurs optimales trouvées lors de la loalisation en doubles diérenes préliminaire. Pour les
paramètres de vitesse, les ourbes de la gure (3.2.6), nous onduisent à hoisir λ = 1km
et σv = 2km/s. Dans e as la valeur de la rms passe de ∼0.0147 s à ∼0.0098 s (gure
(3.2.7)) en 4 itérations au ours du proessus d'inversion, e qui représente une diminution
de l'ordre de 30 %. Les gures (3.2.8)-(3.2.9) montrent la perturbation par rapport au
modèle a priori. On observe une variation signiative de +/- 5% des vitesses des ondes
P.
3.2.2.2. Interprétation des résultats. Le modèle de vitesse estimé par tomographie des
déalages temporels est déoupé en 12 artes tous les 500 m de 4 à 9,5 km de profondeur
(Figures (3.2.10)-(3.2.11)). Nous distinguons sur haque arte une zone où la vitesse est
plus rapide. Pour la mettre en évidene nous avons traé la frontière de e qui onstitue ette
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Fig. 3.2.4. Test du damier (1).
Résultat du test du damier pour la tomographie des déalges temporels, profondeur de 4 à 6.5 km.
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Fig. 3.2.5. Test du damier (2).
Résultat du test du damier pour la tomographie des déalges temporels, profondeur de 7 à 9.5 km.
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Fig. 3.2.6. Choix des paramètres d'inversion.
Plusieurs tomographies des déalages temporels sont eetuées an de déterminer les paramètres adaptés,
on hoisi, 
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anomalie positive. Elle est située dans le volume le mieux résolu par les rais ; elle onstitue
don l'information prinipale que ontient l'image tomographique. Cet objet est l'indie
de la présene d'un orps partiulièrement dense sous la aldera et le rift Est du Kilauea.
Une reonstitution 3D de sa géométrie (Figure (3.2.12)), montre qu'il a un développement
surtout vertial ; il peut être représenté à partir de 8.5 km de profondeur, montre deux
onduits qui remontent au Sud de la aldera jusqu'à 5 km de profondeur, puis bifurque
vers le rift Est à environ 4.5 - 4 km de profondeur. Ce orps dense doit se prolonger en
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Fig. 3.2.7. Résidus pour la tomographie loale.
Histogramme des résidus des déalages temporels après loalisation à l'aide des déalages temporels dans
le modèle tomographique régional et après tomographie des déalages temporels.
profondeur et en surfae, au delà des zones ouvertes par la tomographie. On peut penser
que e orps dense donne une indiation sur le trajet du magma dans l'édie volanique :
en eet lorsque le magma remonte, une partie reste prisonnière dans l'édie et se ompate
sous l'eet de la pression autour des onduits pour former une oque dense. Sur le Kilauea,
le magma est extrêmement uide et peut progresser dans l'édie par des onduits (dykes,
sills, tubes) très étroits. Cette aratéristique les rend très diiles (voire impossible) à
déteter par des moyens sismologiques direts, à moins qu'il existe des volumes dans le
volan omportant de très nombreux onduits voisins simultanément atifs. Or e n'est
pas le as en surfae ; les strutures atives pour le transport de magma -dykes et tubes-
reoupent la surfae suivant des géométries très simples : généralement un seul plan pour
les dykes, un point pour les tubes. Les observations géologiques faites dans les alderas
ouvertes par l'érosion montrent un hevelu de fratures ouvertes et remplies de magma,
mais il est maintenant lair que es fratures ne fontionnent pas toutes simultanément.
Une raison majeure s'oppose alors à l'identiation de strutures planaires ou tubulaires
nes : plus enore que la résolution limitée de l'inversion (qui pourrait être améliorée en
introduisant des données supplémentaires), 'est la limitation haute fréquene du spetre
des séismes enregistrés en surfae qui ne permet pas de déteter le transport du magma
dans un dyke d'épaisseur métrique ave un signal de 500 m de longueur d'onde. Ce que
nous observons n'est don probablement que la signature de e transport, elle est une bonne
indiation onernant le système d'approvisionnement magmatique mais elle ne signie pas
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Fig. 3.2.8. Tomgraphie des déalages temporels, perturbation (1).
Résultat de la tomographie des déalages temporels sous forme de perturbation par rapport au modèle a
priori, artes de 4 à 6.5 km.
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Fig. 3.2.9. Tomgraphie des déalages temporels, perturbation (2).
Résultat de la tomographie des déalages temporels sous forme de perturbation par rapport au modèle a
priori, artes de 7 à 9.5 km.
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Fig. 3.2.10. Modèle de vitesse (1).
Résultat de la tomographie des déalges temporels, profondeur de 4 à 6.5 km. La ourbe bleu indique
l'anomalie positive qui onstitue la prinipale information du résultat.
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Fig. 3.2.11. Modèle de vitesse (2).
Résultat de la tomographie des déalges temporels, profondeur de 7 à 9.5 km. La ourbe bleu indique
l'anomalie positive qui onstitue la prinipale information du résultat.
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Fig. 3.2.12. Visualisation 3D de l'anomalie positive.
Représentation à 3 dimensions de l'anomalie positive mise en évidene par la tomographie des déalages
temporels. La volume guré ii est une isosurfae matérialisant la frontière de la zone perturbée à plus de
7 % par rapport au modèle à gradient de Okubo et oll. [35℄.
que e système soit atif pendant la durée éhantillonnée par les données utilisées dans ette
tomographie.
Seuls les résultats de Dawson et oll. [10℄ semblent pouvoir être omparés ave le modèle
de vitesse loal obtenu dans le adre de ette étude. En eet, es auteurs ont déployé
un réseau dense de 67 stations ourte période dans la aldera du Kilauea, obtenant un
espaement moyen des stations de 650 m. Ils enregistrèrent environ 200 séismes de la aldera
(z < 3 km) pendant une période de un mois. Le modèle, onstitués de ellules ubiques de
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500 m de té a été alulé jusqu'à une profondeur de 2,5 km. Ils trouvent un volume de 27
km3 montrant une vitesse plus lente de 10%, dans le seteur Sud-Est de la aldera, entre la
surfae et 2,5 km de profondeur. De par leurs aratérisitiques géométriques diérentes, les
deux expérienes fournissent des résultats qui ne se hevauhent pas. Les deux approhes
(réseau de stations dense / essaim de séismes dense) sont omplémentaires et ont le potentiel
d'atteindre la même résolution. Une autre onlusion que l'on peut tirer de notre étude
est que le volume investigué ne ontient probablement pas de zone étendue de stokage
de magma uide. En eet, les gures (3.2.4)-(3.2.5) montrent qu'un volume de 27 km3
montrant une anomalie de vitesse négative de 10% ne pourrait passer inaperçue dans les
zones les mieux résolues et reonstituées.
3.3. Comparaison ave d'autres méthodes.
Les méthodes tomographiques présentées dans e travail sont basées sur une théorie
probabiliste du problème inverse. Nous avons également investigué les méthodes tomogra-
phiques plus lassiques en sienes de la terre. Nous allons omparer les résultats obtenus
ave les méthodes lassiques d'une part et les méthodes dérites dans e doument d'autre
part.
3.3.1. Méthodes lassiques en tomographie sismique. En reprenant les nota-
tions de la partie 1, setion 3 onernant les shémas numériques, érivons le shéma
typique utilisé en tomographie lassique (voir à e sujet Nolet, [33℄) : étant donné un
modèle initial m0, on dénit un proessus itératif par la formule de réurrene suivante,
(3.3.1)
[
−C−
1
2
D Gk
λI
]
δk ∼
[
C
−1
2
D (g (mk)− do)
0
]
,
l'itéré k+1 est alulé en faisant : mk+1 = mk + δk. La matrie C
−1
2
D est interprétée
ii, omme une matrie de poids permettant de favoriser les bonnes données qui seront
aetées de fortes valeurs au détriment de mauvaises données qui seront aetées de
valeurs plus faibles. Le terme λ est un fateur d'amortissement permettant de régulariser
la résolution de (3.3.1). Dans le as d'inversion onjointe des paramètres hypoentraux,
des temps origine et des paramètres de vitesse, e terme d'amortissement ne sut pas à
stabiliser le problème. Il faut, en plus, faire un hangement de variable en multipliant la
matrie Gk par une matrie diagonale (préonditionnement à droite) P. La matrie Gk se
présente de la façon suivante,
(3.3.2) Gk = (Gv,Gp,Gt) ,
où Gv est une sous matrie ontenant les dérivées partielles par rapport aux paramètres de
vitesse, Gp ontient les dérivées partielles par rapport aux hypoentres et Gt ontient les
dérivées partielles par rapport aux temps origine. Notons ηv, ηpet ηt , les valeurs maximales
de la norme L2 des olonnes des matries Gv,Gp et Gt. La matrie Pest dénie de la façon
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suivante,
(3.3.3) P =

αv
ηv
0 · · · 0
0
.
.
.
αv
ηv
0
.
.
.
.
.
. 0 αp
ηp
.
.
. 0
0 · · · 0 αt
ηt

,
où αv,αp et αt sont des paramètres ompris en général entre 0 et 1. La perturbation δk se
alule en résolvant,
(3.3.4)

[
−C−
1
2
D GkP
λI
]
∆k ∼
[
C
−1
2
D (g (mk)− do)
0
]
,
δk = P∆k.
En résumé, nous avons une méthode d'inversion ontrlée par quatre paramètres ; λ, αv,αp
et αt.
Le shéma numérique (3.3.4) a été utilisé pour implémenter deux méthodes ; la pre-
mière utilisant omme données des temps de première arrivée et la seonde utilisant des
déalages temporels. Les problèmes direts assoiés sont les mêmes que eux présentés dans
e doument : alul des temps de parours par la méthode de Podvin-Leomte [37℄ puis
traé du rai plus realul du temps de parours par intégration numérique pour aroître la
préision (f hapitre 2 partie 1). La résolution de (3.3.4) est faite ave l'algorithme LSQR.
3.3.2. Tomographie à l'éhelle régionale. L'ensemble des temps de première arri-
vée utilisé pour la tomographie à l'éhelle régionale (f hapitre 3 partie 1), est utilisé ii
pour faire une tomographie basée sur le shéma (3.3.4). Le pas d'éhantillonnage du modèle
est important dans ette méthode lassique. En eet, haque ellule doit être traversée par
un nombre susant de rais pour ontraindre les paramètres de vitesse. Nous allons ii utili-
ser une approhe multigrille ; des inversions suessives sont eetuées en diminuant le pas
d'éhantillonage du modèle de vitesse. Cela revient à déomposer la solution en fontion
des fréquenes des perturbations du modèle de vitesse ; on herhe d'abord les utua-
tions basse fréquene en utilisant une maille de grande taille, et on diminue ette maille
au ours du proessus an d'ajouter des omposantes à plus haute fréquene. On réalise,
en utilisant les mailles de grande taille, un préonditionnement du problème. On ne peut
pas diretement utiliser la maille la plus ne ar on ne retrouve pas ainsi les utuations
basse fréquene. La gure (3.3.2) montre une tomographie basée sur le shéma (3.3.4). Le
proessus débute ave une ellule de taille 16 km ×16 km ×1 km en hoisissant le modèle
à gradient utilisé dans la partie (3.1.3) (d'après Okubo et oll. [35℄, gure (3.1.1)) omme
modèle initial. Le proessus onverge en 5 itérations. Le modèle obtenu est ré-éhantillonné
ave une ellule de taille 8 km ×8 km ×1 km, et sert de modèle initial pour inverser à
nouveau les mêmes données. Cette démarhe est appliquée suessivement ave une ellule
de taille 4 km ×4 km ×1 km et 2 km ×2 km ×1 km. On obtient le modèle nal après 25
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itérations. Les paramètres d'inversion utilisés dans et exemple sont :
(3.3.5)

λ = 0.1,
αv = 0.1,
αp = 1,
αt = 0.5.
Ces paramètres ont été hoisis en testant plusieurs ombinaisons. Nous avons fait varier
αv de 0,1 à 0,5 par pas de 0,1. Les données sont ajustées de la même façon ave es
diérents paramètres. Les images tomographiques obtenues se ressemblent mais les varia-
tions de vitesse sont plus importantes ave des oeients αv forts. Ce omportement se
retrouve ave les autres oeients ; la variation des paramètres orrespondant à un o-
eient α. est une fontion roissante de elui-i. Les oeients αv, αp, etαt agissent en
quelque sorte omme des poids qui guident l'inversion en favorisant ertains groupes de
paramètres par rapport aux autres. Le fateur d'amortissement λ est hoisi une fois les
autres oeients xés. Si la valeur est trop faible, l'algorithme diverge, si la valeur est
trop forte la solution n'ajuste plus les données. En pratique nous essayons λ=0, 1, 10,
102, 103, ... , nous déterminons ainsi deux valeurs λ0 et λ1 telles que pour λ0 la méthode
diverge et onverge pour λ1. Nous hoisissons ensuite un pas δλ et nous essayons les valeurs
λ = λ1−δλ, λ1−2δλ, λ1−3δλ, ..., λ1−nδλ, nous obtenons de la sorte d'autres valeurs λ0 et
λ1. On peut reommener la proédure, ou bien hoisir λ = λ1. On hoisit ainsi le fateur
d'amortissement le plus petit possible (ompte-tenu du temps disponible, étant donnée la
durée du proessus d'inversion).
Les oeients d'inversion αv, αp, etαt dépendent du modèle initial et le hoix de
l'ensemble nal de oeients dépend de l'idée a priori que nous nous faisons de la solution.
En eet, es ritères permettent de dénir les poids αv, αp, etαt an de guider la méthode
vers une solution physiquement admissible. On peut don obtenir une innité de résultats
en faisant varier es oeients sans qu'il soit possible de distinguer leur RMS. On peut
ainsi privilégier ertains paramètres du modèle par rapport à d'autres. Parmi les résultats
possibles on peut obtenir des résultats omparables (gure (3.3.2)) ave eux obtenus par
ailleurs ave la méthode probabiliste (gure (3.1.8)). On reonnaît dans les deux as les
zones rapides sous le Mauna Loa, le Kilauea et le rift Est. L'intérêt premier de la méthode
probabiliste est de founir un ritère objetif permettant le hoix justié du modèle nal
(f 3.1.3). La méthode probabiliste est par ailleurs plus faile à mettre en oeuvre et plus
éonome en temps de alul.
3.3.3. Tomographie à l'éhelle loale. A partir du shéma numérique (3.3.4), nous
avons développé une méthode tomographique utilisant des déalages temporels. Cette mé-
thode a été utilisée ave les données du an sud du Kilauea. Les paramètres d'inversion
sont hoisis en proédant de la même façon que préédemment, lors de la tomographie à
l'éhelle régionale. Les gures (3.3.3)-(3.3.4) montrent le résultat obtenu ave ette méthode
ave les oeients :
(3.3.6)

λ = 0.01,
αv = 0.1,
αp = 1,
αt = 1.
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Fig. 3.3.1. RMS en fontion des itérations pour la méthode multigrille.
Le proessus ommene par une loalisation préliniaire des séismes dans le modèle à gradient. Ensuite
débute la tomographique multigrille ave des tailles de ellules : 1 :16×16×1 ; 2 : 8×8×1 ; 3 : 4×4×1 ; 4 :
2×2×1 kilomètres. Les paramètres de l'inversion sont :
λ = 0.1
αv = 0.1
αp = 1
αt = 0.5
0 5 10 15 20 25
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
Iterations
R
M
S 
(s)
Localisation 16 − 16 − 1 8 − 8 − 1 4 − 4 − 1 2 − 2 − 1
Ces résultats sont à omparer ave les gures (3.2.10)-(3.2.11). Contrairement à la tomo-
graphie à l'éhelle régionale, nous n'avons pas d'idée a priori du résultat nal ; l'utilisation
des oeients donnés onduit à un résultat montrant de nombreuses utuations haute
fréquene dont on ne peut appréier la signiation physique, et qui sont don ininterpré-
tables. Il n'y a don pas plus d'information dans e modèle que dans le modèle initial. Une
solution serait d'introduire une ontrainte de lissage à l'intérieur du système 3.3.4 (voir
par exemple Nolet, [34℄). Mais quelle support de lissage hoisir ? pour répondre à ette
question orretement, il semble opportun d'adopter une approhe probabiliste.
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Fig. 3.3.2. Modèle tomographique ave la méthode multigrille.
En partant du haut à gauhe, les quatres premières gures montrent une arte de l'île de Hawaii à la
profondeur 6 km au ours du proessus tomographique multigrille. La taille des mailles sont
respetivement : 1 :16×16×1 ; 2 : 8×8×1 ; 3 : 4×4×1 ; 4 : 2×2×1 kilomètres. Les deux dernières gures
représntent le modèle nal aux profondeurs 7 et 8 km. Les paramètres de l'inversion sont :
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Fig. 3.3.3. Tomographie à l'éhelle loale (1).
Modèle du vitesse dans le an sud du Kilauea, arte de 4 à 6.5 km de profondeur. Les paramètres de
l'inversion sont : 
λ = 0.1
αv = 0.1
αp = 1
αt = 0.5
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Fig. 3.3.4. Tomographie à l'éhelle loale (2).
Modèle du vitesse dans le an sud du Kilauea, arte de 7 à 9.5 km de profondeur. Les paramètres de
l'inversion sont : 
λ = 0.1
αv = 0.1
αp = 1
αt = 0.5
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3.3.4. Tomographie des temps de première arrivée à l'éhelle loale. Dans
la partie 3.2, nous avons séletionné un ensemble de séismes dans le an Sud du Kilauea
qui a permis de aluler les déalages temporels inversés par la méthode probabiliste. Cet
ensemble de séismes fournit aussi des temps de première arrivée que l'on peut également
inverser. Les gures (3.3.5)-(3.3.6) montrent les résultats obtenus par une tomographie
probabiliste des temps de première arrivée à l'éhelle loale du an Sud du Kilauea. Les
paramètres d'inversion utilisés sont :
(3.3.7)

λ = 1 km
σv = 1 km/s
σp = 0.02 km
σt = 0.01 s.
Pour obtenir des utuations du modèle de vitesse nous avons été obligé de ontraindre
les soures vers les positions a priori en utilisant des valeurs σp et σt faibles. Ces résultats
sont à omparer ave les gures (3.2.10)-(3.2.11). Les solutions sont diérentes :
(1) La sismiité est mieux loalisé ave les déalages temporels.
(2) La zone dense n'est pas retrouvée ave les temps de première arrivée.
La diérene entre les deux résultats peut s'expliquer par la diérene de qualité des don-
nées. En eet, l'estimation des déalages temporels par méthode intespetrale est environ
dix fois plus préise (lorsque les signaux sont semblables) que la leture direte des temps de
première arrivée pointés manuellement. Nous essayons ii d'expliquer des données (pointés
manuels des temps de première arrivée) par des perturbations du modèle qui vont générer
des utuations du résidu se onfondant ave le bruit sur les données. Dans e as, l'in-
version ne peut pas produire un modèle pertinent quelle que soit la valeur des paramètres
d'inversion. Dans le as où la valeur de σp est prohe de l'a priori physique (1 km), la valeur
des paramètres de vitesse reste inhangée. On n'obtient une perturbation des paramètres
de vitesse que si les positions des séismes sont fortement ontraintes (3.3.7) et ne sont don
elles-mêmes pas perturbées. Les données ne ontiennent pas d'information qui permette de
perturber le modèle de manière ohérente, 'est don l'information a priori qui guide l'in-
version. Nous ne pouvons don pas interpréter les résultats des gures (3.3.5)-(3.3.6). Cela
montre la néessité de disposer, à ette éhelle de données susamment préises omme le
sont les déalages temporels utilisés dans le paragraphe 3.2.
3.3.5. Conlusion. On peut mettre en avant plusieurs diérenes essentielles entre
la oneption lassique et le point de vue probabiliste :
(1) Les méthodes lassiques ne herhent pas un modèle de norme minimale (ad qui
minimise à la fois les utuations et le nombre de paramètres indépendants du
modèle), qui ajuste les données.
(2) Elles ne permettent pas de hoisir un modèle sur un ritère objetif d'optimisation.
(3) Elles néessitent la onstrution d'un ensemble de oeients de préondition-
nement (paramètres d'inversion), e qui est un proessus long et dépendant du
modèle initial.
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Fig. 3.3.5. Tomographie des temps de première arrivée à l'éhelle loale (1).
Modèle du vitesse dans le an sud du Kilauea, arte de 4 à 6.5 km de profondeur.
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Fig. 3.3.6. Tomographie des temps de prmière arrivée à l'éhelle loale (2).
Modèle du vitesse dans le an sud du Kilauea, arte de 7 à 9.5 km de profondeur.
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(4) Elles ne permettent pas d'utiliser une loi statistique spéique des erreurs de me-
sures (par ex. la loi Seh).
(5) Dans les méthodes lassiques, le hoix du pas d'éhantillonnage est important et
rend néessaire une approhe multigrille, e qui n'est pas le as pour la méthode
probabiliste.
Si les deux méthodes peuvent produire des solutions omparables à l'éhelle régionale, e
n'est plus le as à l'éhelle loale. La solution alulée par la méthode lassique n'est pas
interprétable, même si elle ajuste bien les données. Le shéma numérique (3.3.4) ne onvient
don pas pour une tomographie préise utilisant les déalages temporels. Ce onstat nous
a onduit à explorer d'autres shémas numériques d'inversions et à utiliser nalement une
approhe probabiliste. Par ailleurs, on onstate que la préision des déalages temporels
interspetraux est néessaire pour préiser de façon ohérente les modèles de vitesse à
l'éhelle loale.
3.4. Conlusion.
Cette thèse avait pour objetif de mettre au point un algorithme de tomographie des
déalages temporels (ou de tomographie en doubles diérenes) dans un milieu fortement
hétérogène omme peut l'être un volan. Les données utilisées par et algorithme sont des
déalages temporels interspetraux mesurés ave une préision moyenne de l'ordre de 5
ms. Il est don lair que haque élément de l'algorithme doit atteindre une préision bien
inférieure à 5 ms pour pouvoir utiliser pleinement l'information ontenue dans les données.
Nous avons d'abord exploré systématiquement les algorithmes des problèmes direts et
inverses an de les optimiser. Le problème diret (alul des temps de première arrivée) a
été résolu de façon robuste dans un milieu hétérogène en alulant le hamp des temps de
parours par résolution de l'équation de l'Eikonale en diérenes nies (Podvin et Leomte,
[37℄). La préision du alul est améliorée d'un ordre de grandeur par retraé du rai et
realul du temps de parours le long du rai. Une préision de 1 ms est atteinte pour une
disrétisation de 500 m.
Trouver une solution stable au problème inverse a été l'un des objetifs majeurs de e
travail : s'agissant d'améliorer les modèles existants, il faut s'assurer que le modèle résultant
ontient le moins possible de utuations numériques non résolues par les données. Pour
ette raison, il a été hoisi de suivre l'approhe de Tarantola et Valette [47℄ et de minimi-
ser non seulement l'éart aux données mais aussi la norme du modèle. On herhe ainsi le
modèle le plus lisse, le plus simple possible qui ajuste le mieux possible les données. Cette
stratégie permet de ne pas introduire de hautes fréquenes non ontraintes par les données
- s'il existe des hautes fréquenes dans le modèle, 'est qu'elles sont ontraintes par les don-
nées. Pour ela, la matrie de ovariane a priori du modèle a été onstruite à l'aide d'une
fontion de orrélation dont on peut faire varier l'amplitude et la longueur de orrélation.
Une approximation orrete de la raine arré de l'inverse de ette matrie de ovariane
a été trouvée. Une approhe d'optimisation a été utilisée, qui permet de déterminer les
longueurs de orrélation et amplitudes optimales de la fontion de orrélation.
Cet algorithme a été utilisé à deux éhelles :
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- une éhelle régionale, ave des données lassiques de temps d'arrivée ; le modèle trouvé
montre les grands traits de l'appareil magmatique en profondeur, sous les alderas et les
rifts, sous la forme de orps plus rapides (don plus denses et plus rigides) entourés d'un
remplissage lent (moins denses et moins rigides). Cette distribution de la densité et des
aratéristiques rhéologiques permet d'expliquer les déformations de la roûte oéanique
sous-jaente, le onnement de la sismiité et les déformations intenses dans le an Sud
du Kilauea. Ce modèle fournit un a priori pour une inversion tomographique à l'éhelle
loale ;
- une éhelle loale, ave des données de déalages temporels interspetraux ; le modèle
trouvé montre un détail de l'appareil magmatique du Kilauea, sous la forme d'un onduit
magmatique vertial qui s'oriente suivant le rift Est vers 4 km de profondeur. On obtient
ainsi une rms inférieure à un entième de seonde.
Dans les deux as, la résolution de l'inversion est estimée à l'aide de tests synthétiques
(damiers) ; ils permettent de délimiter les volumes où les résultats peuvent être interprétés.
CHAPITRE 4
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Annexe 1
Modélisation du milieu géophysique.
Dans le adre de ette thèse, nous supposerons que les soures sismiques enegendrent des
déformations faibles du milieu vis à vis de la taille du domaine onsidéré, de sorte que l'on
puisse supposer que le sous-sol obéit aux lois de l'élastiité linéaire. Une soure sismique
sera alors vue omme un point géométrique du milieu en lequel une petite déformation
engendre une propagation d'ondes élastiques dans le milieu.
Équation des ondes élastiques. Le milieu géophysique peut être représenté par Ω,
ouvert de R
3
, et par deux fontions vP et vS de Ω dans R
+
. vP est la vitesse des ondes P
et vS est la vitesse des ondes S. L'équation des ondes peut alors s'érire :
(4.0.1)
1
v2
∂2u
∂t2
−△u= 0 surQ
(4.0.2) u (x, 0)= u0δxo (x) sur Ω
(4.0.3)
∂u
∂t
(x, 0) = 0 surΩ
où Q =Ω × [0,∞[, v (=vP ou =vS) est la vitesse de propagation des ondes, u est une
fontion de Q dans R+ dans le as des ondes P , de Q dans R3 dans le as des ondes
S (gure(4.0.1)) . La soure pontuelle en xo est représentée par la fontion de Dira
u0δxO , où u0 est une onstante donnée. La résolution de es équations peut être longue et
déliate, 'est pourquoi il est ourant dans les appliations tomographiques de faire des
hypothèses simpliatries dans le but de dénir des modèles numériquement exploitables.
Ces hypothèses portent généralement sur les longueurs d'ondes et sur le milieu de manière
à pouvoir négliger les phénomènes de diration.
Notion de rai sismique. Soit une ourbe γ : ζ ∈ ]a, b[ 7→ γ (ζ) ∈ Ω, on appelle temps
de propagation le long de γ l'intégrale :
(4.0.4) τ (γ)=
∫
γ
dσ
v
,
où σ est la longueur de la ourbe. σ est l'absisse urviligne dénie par σ:=
∫ b
a
‖γ˙ (ζ)‖ dζ .
Soit A =γ (a) et B =γ (b), notons CAB l'ensemble des ourbes joignant le point A au point
B. Le prinipe de Fermat permet de dénir une ourbe partiulière de CAB appelé rai
sismique : 'est la ourbe γ ∈ CAB telle que l'intégrale dénie en (4.0.4) soit minimale
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Fig. 4.0.1. Propagation des ondes élastiques.
Les ondes P sont modélisées par une fontion réelle qui donne la valeur de la pression en tout point du
domaine.
Les ondes S sont modélisées par une fontion vetorielle qui donne le déplaement du milieu en tout point.
sur CAB. En utilisant le alul variationnel, on démontre que le rai satisfait les équations
d'Euler (f : [2℄ vol 1 p 94) :
(4.0.5)
d
dζ
(
1
v (γ)
γ˙
‖γ˙‖
)
= ‖γ˙‖∇
(
1
v (γ)
)
,
ave les onditions aux limites γ (a) = A et γ (b) = B.
On peut donner une autre dénition des rais en utilisant l'équation des ondes (4.0.1)-
(4.0.3). Si on suppose que la vitesse des ondes varie faiblement loalement, la longueur
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d'onde est faible en regard des hétérogénéités de vitesse et les ondes sont loalement planes.
On peut alors simplier les équations (4.0.1)-(4.0.3), pour obtenir l'équation de l'eikonale ;
(4.0.6) ∇T2= 1
v2
.
où T est une fontion de Ω dans R+qui représente le temps de première arrivée de l'onde
sismique. On appelle fronts d'ondes les surfaes T−1(t) : 'est la frontière qui, à l'instant
t, sépare la partie du milieu qui a été aetée par l'onde de elle qui ne l'est pas enore.
On démontre (théorème de Malus) que les rais sismiques sont perpendiulaires aux fronts
d'ondes (gure(4.0.2)). Autrement dit en tout point, le rai est tangent au gradient de la
Fig. 4.0.2. Fronts d'ondes et rai.
Les surfaes rouges représentent les fronts d'ondes, produits par une soure pontuelle, à diérents temps.
La ourbe noire est un rai sismique issue de la soure.
fontion T (gure (4.0.3)). Le rai doit don vérier le système d'équation diérentielle
ordinaire (f : [2℄ vol 1 p 91),
(4.0.7) γ˙ (ζ) = g (γ (ζ))∇T (γ (ζ)) ,
ave pour ondition initiale, γ (ζ0) = γ0, où g est une fontion réelle qui est déterminée par
le hoix du paramètrage ζ . Par exemple si on hoisit de paramétrer le rai par son absisse
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urviligne σ, le système (4.0.7) devient,
(4.0.8)
dγ
dσ
= −v (γ (σ))∇T (γ (σ)) ,
ou bien,
(4.0.9)
dγ
dσ
= v (γ (σ))∇T (γ (σ)) ,
selon le sens de parours hoisi le long du rai.
Fig. 4.0.3. Champs de veteur et rais.
Les èhes noires représentent le hamp de veteur g∇T, (ave les notations de la relation 4.0.7). Les
ourbes rouges sont les trajetoires de e hamp, en sismologie elles sont appelées rais sismiques.
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Lorsque on ne onnait pas le gradient de T en tout point du domaine, on peut introduire
une nouvelle inonnue : le paramètre du rai,
p (σ)=∇T (γ (σ)) .
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En dérivant ette expression et en utilisant l'équation de l'eikonale on obtient,
dp
dσ
=∇s,
où s est l'inverse de la vitesse, enore appelée lenteur. En reprenant (4.0.9) le rai doit
vérier le système d'équations diérentielles du premier ordre (f : [7℄),
(4.0.10)
γ˙ (σ) = v (γ (σ)) p (σ) ,
p˙ (σ)=∇s (σ) ,
γ (0) = x0, p (0)= p0.
Comme on l'a déni plus haut (4.0.4), le temps de parours de l'onde le long d'un rai
γ s'érit,
τ (γ)=
∫
γ
dσ
v
,
don d'après la dénition de σ,
(4.0.11) τ (γ) =
∫ b
a
‖γ˙ (t)‖
v (γ (t))
dt.
Méthodes numériques. Le paragraphe préédent a introduit la notion de rai sis-
mique. Ces rais ont été aratérisés par 3 dénitions (4.0.5), (4.0.7) et (4.0.10). Ces for-
mulations sont à l'origine des diérentes méthodes de traé de rais utilisées en sismologie
(gure(4.0.4)).
Tout d'abord la méthode du bending résout numériquement le problème aux limites
d'Euler (4.0.5). C'est une méthode d'optimisation numérique ; on part d'un rai initial γ0,
on dénit une suite de rais (γn)n∈N qui onverge vers le rai γ qui minimise (4.0.4). Le
alul de la perturbation δγk à apporter à l'itéré k se fait par l'intermédaire des équations
d'Euler linéarisées. Des problèmes de onvergene peuvent apparaître lorsque le milieu de
propagation est hétérogène.
La méthode du shooting onsiste à résoudre numériqument le problème de Cauhy
(4.0.10) à partir de onditions initiales données. Cette formulation n'est pas très pratique
dans les appliations sismologiques, ar en général on herhe le rai joignant deux points
du domaine. On onnait don la position initiale, mais on ne onnait pas le paramètre du
rai initial qui va assurer que le rai rejoindra le deuxième point du domaine. On résoud
les équations ave plusieurs paramètres initiaux diérents jusqu'à e que le rai tombe
susament près du deuxième point. On peut ne pas trouver de paramètre de rai satisfaisant,
et dans e as on ne peut pas traer le rai orrespondant.
La méthode de traé de rais hoisie pour traiter le problème diret dans ette thèse
utilise la formulation (4.0.7). Pour ela il faut résoudre l'équation de l'Eikonale (4.0.6).
Cette résolution suit l'algorithme dû à P.Podvin et I.Leomte ([37℄) qui résout numéri-
quement, en diérenes nies, l'équation de l'Eikonale en propageant loalement le front
d'onde, suivant le prinipe de Huygens. Cet algorithme permet don de trouver le hamp
des temps de parours du premier train d'onde émis par une soure pontuelle donnée ; il
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est très stable, et une fois la solution trouvée, il est faile et toujours possible de traer le
rai joignant la soure à un point quelonque du domaine
1
.
Fig. 4.0.4. Diagramme réapitulant diérentes façons de onevoir le pro-
blème diret.
Le phénomène physique de propagation des ondes est simplifé, il est modélisé par théorie des rais. Il
existe pluisieurs dénitions mathématiques d'un rai, qui donnent toutes lieu à une méthode numérique.
1
La méthode est détaillée au hapitre 2, paragraphe 1.
Annexe 2
Déalages temporels interspetraux.
Soient deux signaux x1 et x2 , notons x̂1 la transformée de Fourier de x1 et x̂2 la
transformée de Fourier de x2 ; on peut érire
x̂1 (ω) = a1 (ω) e
−i(ωt+ϕ1),
et
x̂2 (ω) = a2 (ω) e
−i(ωt+ϕ2).
don
x̂2 (ω) = a (ω) x̂1 (ω) e
−i(ϕ2−ϕ1),
où a (ω) e−i(ϕ2−ϕ1) est la fontion de transfert qui permet de passer de x̂1 à x̂2. La quantité
ϕ = ϕ2−ϕ1 est le déphasage entre x2 et x1 ; 'est aussi la phase de l'interspetre x̂1x̂2∗. Le
modèle du ltre de Wiener (qui s'applique lorsque les signaux x1 et x2 sont très semblables),
qui est un ltre linéaire, implique que la phase est une fontion linéaire de la fréquene,
ϕ = ωθ=2πfθ. Pratiquement, le alul du déalage temporel θ s'eetue par ajustement
linéaire au sens des moindres arrés de la phase ϕ de l'interspetre. On déduit θ de la pente
p de ette phase : θ = p
2π
.
La méthode interspetrale appliquée aux signaux sismologiques met en oeuvre le prin-
ipe exposé i-dessus pour deux signaux semblables enregistrés par une station. Considé-
rons deux séismes, notons t1a et t
2
a les temps d'arrivée des séismes 1 et 2, t
1
o et t
2
o leur temps
origine. Nous devons positionner une fenêtre d'étude dénie pour haque signal. Notons
t1f et t
2
f le début de haque fenêtre. Le déalage temporel θ12 entre les séismes 1 et 2 se
déompose (gure (4.0.5)),
(4.0.12) θ12 =
(
t2a − t1a
)− (t2f − t1f) .
En introduisant le temps origine,
(4.0.13) θ12 =
(
t2a − t2o − t1a + t1o
)− (t2f − t2o − t1f + t1o) .
En notant tip le temps de parours de l'onde du séisme i,
(4.0.14) θ12 =
(
t2p − t1p
)− (t2f − t2o − (t1f − t1o)) .
Nous remarquons que si l'origine des fenêtres oïnide ave le temps origine, le déalage
temporel θ12 est égal à la diérene de temps de propagation θ
p
12 =
(
t2p − t1p
)
. En pratique,
dans le as d'un essaim de séismes, le positionnement des fenêtres se fait en utilisant un
temps origine estimé t˜io pour haque séisme. On alule ensuite un temps de propagation
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Fig. 4.0.5. Appliation de la méthode interspetrale aux signaux sismologiques.
La gure montre deux signaux semblables enregistrés par une station. Une origine est hoisie pour haque
signal, notée tif ; le temps de délenhement du séisme (inonnu) est noté t
i
oet le temps d'arrivée est noté
tia . La méthode interspetrale mesure le déalage temporel θ entre deux signaux semblables, qui est la
quantité,
θ =
(
t2a − t2f
)− (t1a − t1f) .
t
o
1 t
a
1
t
o
2 t
a
2
tf
1
tf
2
θ
moyen tcp =
1
n
∑i=n
i=1 t˜
i
p, où t˜
i
p est le temps de parours estimé du séisme i. Le début de
la fenêtre se positionne à l'instant tif = t˜
i
o + t
c
p. Nous devons alors onsidérer le déalage
temporel omme la somme,
(4.0.15) θ12 = θ
p
12 + δτ12,
où δτ12 =
(
t2f − t1f
)− (t2o − t1o) = (t˜2o − t˜1o)− (t2o − t1o) est un terme orretif dû aux erreurs
de positionnement des fenêtres, qui sera onsidéré omme un paramètre à herher dans
un proessus d'inversion. Ce terme représente l'erreur sur la diérene de temps origine.
On dénit la fontion de ohérene des signaux x1 et x2,
(4.0.16) C (ω) =
x̂1 (ω) x̂2
∗ (ω)√
x̂1 (ω) x̂1
∗ (ω)
√
x̂2 (ω) x̂2
∗ (ω)
,
où x̂1 (ω) x̂2
∗ (ω) est l'interspetre lissé de x̂1 et x̂2 , et
√
x̂1 (ω) x̂1
∗ (ω) l'autospetre lissé
de x̂1. On alule la moyenne C de ette fontion de ohérene sur un support ontenant le
maximum d'énergie. Nous dénissons ainsi pour haque déalage temporel θ12 une valeur de
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ohérene qui est omprise entre 0 et 1 ; ette quantité vaut 1 pour des signaux semblables
et 0 pour des signaux totalement déorrélés. Cette valeur de ohérene est utilisée pour
estimer une inertitude σ12 sur le déalage temporel par la formule suivante,
(4.0.17) σ12 =
{
σ C
2
1−C2
1−C2max
C2max
siC < Cmax
σ si C ≥ Cmax
,
où Cmax est une valeur de ohérene prise prohe de 1 (Cmax = 0.995 dans nos exemples
sur l'île de Hawaii) et σ (σ = 5.10−4 seondes dans nos exemples sur l'île de Hawaii (gure
(4.0.6))) est l'erreur estimé sur les déalages temporels présentant une ohérene de valeur
Cmax. Cette valeur de σ indique que l'erreur ne peut être nulle, même pour une valeur unité
de C , ar ette quantité est elle-même estimée ave une inertitude ('est-à-dire qu'une
valeur unité de C ne peut être que fortuite pour des signaux réels entahés de bruit, et
il n'y pas de raison de leur donner un poids inni). La valeur σ sert de réferene pour
établir la statistique des erreurs de mesure d'un ensemble de déalages temporels dont les
inertitudes seront alulées par la formule (4.0.17).
Fig. 4.0.6. Signaux semblables.
Signaux semblables engeristrés par une station du réseau du HVO.
Annexe 3
Equations en doubles diérenes.
Ces dernières années, les méthodes de loalisation qualiées de doubles diérenes (e.g.
Jordan and Sverdrup [22℄, Poupinet et oll. [38℄, Got et oll. [15℄, Shearer [43℄, Wald-
hauser et Ellsworth [52℄, voir Wolfe [54℄ pour une revue.) ont permis dans ertains as
d'améliorer la onnaissane de la position des séismes. Le terme doubles diérenes est uti-
lisé en référene au système d'équations linéaires résolu à haque itération de l'algorithme.
Nous allons expliiter es équations. Posons d'abord le problème de loalisation lassique.
Il s'agit de aluler les hypoentres de ns séismes, enregistrées par nt stations. Le séisme
i est représenté par ses oordonnées hypoentriques (xi1, x
i
2, x
i
3) et son temps origine τ
i
.
L'ajustement des données se fait aux sens des moindres arrés. On utilise un algorithme
itératif, qui alule la perturbation (∆xi1,∆x
i
2,∆x
i
3,∆τ
i) à appliquer sur haque séisme i
en résolvant les équations,
(4.0.18) rik =
l=3∑
l=1
∂T ik
∂xil
∆xi +∆τ
i, i = 1, .., ns; k = 1, ..., nt,
en notant T ik le temps de parours de l'onde émise par la soure i et enregistrée par station
k. Le résidu rik est la diérene entre la donnée observée et le temps théorique,
(4.0.19) rik =
(
T ik
)obs − T ik.
Pour une station k, il est possible de former la diérene entre les équations (4.0.18)
orrespondantes aux séismes i et j,
(4.0.20) rik − rjk =
l=3∑
l=1
∂T ik
∂xil
∆xi +∆τ
i −
l=3∑
l=1
∂T jk
∂xjl
∆xi −∆τ j .
Le terme de gauhe de l'équation préédente (4.0.20) est qualié de double diérene,
puisque on peut le réérire omme une diérene de diérenes,
(4.0.21) rik − rjk =
(
T ik − T jk
)obs − (T ik − T jk ) .
Waldhauser et Ellsworth [52℄ dénissent à partir de l'équation (4.0.20) un système d'équa-
tions en doubles diérenes,
(4.0.22)
{
rik − rjk =
∑l=3
l=1
∂T i
k
∂xi
l
∆xi +∆τ
i −∑l=3l=1 ∂T jk∂xj
l
∆xi −∆τ j ,
avec (i, j, k) ∈ ℑ ⊂ {1, ..., ns} × {1, ..., ns} × {1, ..., nt} .
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qu'ils résolvent en ajoutant à (4.0.22) quatre lignes supplémentaires dénissant une ontrainte
de onservation baryentrique,
(4.0.23)

∑i=ns
i=1 ∆x
i
1 = 0∑i=ns
i=1 ∆x
i
2 = 0∑i=ns
i=1 ∆x
i
3 = 0∑i=ns
i=1 ∆τ
i = 0
,
en suivant un algorithme itératif.
Le prinipe de faire des diérenes est appliqué par Zhang et Thurber [56℄ pour dénir
une tomographie en doubles diérenes. Supposons que le modèle de vitesse soit divisé en
nv blos de vitesse onstantes (v1, ..., vnv). Le système d'équations de tomographie lassique
s'érit alors,
(4.0.24) rik =
l=3∑
l=1
∂T ik
∂xil
∆xi +∆τ
i +
m=nv∑
m=1
∂T ik
∂vm
, i = 1, .., ns; k = 1, ..., nt.
En formant des diérenes, on obtient,
(4.0.25){
rik − rjk =
∑l=3
l=1
∂T i
k
∂xi
l
∆xi +∆τ
i −∑l=3l=1 ∂T jk∂xj
l
∆xi −∆τ j +
∑m=nv
m=1
(
∂T i
k
∂vm
− ∂T
j
k
∂vm
)
,
avec (i, j, k) ∈ ℑ ⊂ {1, ..., ns} × {1, ..., ns} × {1, ..., nt} .
La solution proposée par Zhang et Thurber [55℄ ombine les systèmes d'équations (4.0.24)
et (4.0.25) pour onstruire un algorithme itératif ajustant les temps et diérenes de temps
de propagation.
Annexe 4
Eléments d'algèbre linéaire.
Notations. Nous noteronsMm,n (R) l'ensemble des matries à oeients réels ayant
m lignes et n olonnes. L'image d'une matrie A ∈Mm,n (R) est un sous espae vetoriel
de Rm, noté im (A), est l'ensemble
(4.0.26) im (A) = {y ∈ Rm, tel que ∃x ∈ Rn ave y = Ax} .
Le noyau de la matrie A est un sous espae vetoriel de Rn, noté ker (A), est l'ensemble
(4.0.27) ker (A) = {x ∈ Rn, tel que, Ax = 0} .
Moindres arrés. Soit une matrie A dans Mm,n (R) et un veteur b dans Rm. Le
système linéaire
(4.0.28) Ax = b,
possède une solution au sens lassique lorsque b est dans l'image de A, im (A). Dans le as
ontraire, si b n'est pas dans im (A), il n'existe pas de veteur x dans Rn, tel que (4.0.28)
soit vériée. L'idée est alors de herher les veteurs x tels que Ax soit le plus prohe
possible de b. En utilisant la norme L2, nous dénissons ainsi le problème de moindres
arrés,
(4.0.29)
min ‖Ax− b‖ ,
x ∈ Rn
que l'on notera aussi,
(4.0.30) Ax ∼ b.
Les solutions de (4.0.29) et (4.0.30) vérient les équations normales
(4.0.31) AtAx = Atb.
Si ker (A) = {0} , le problème possède une solution unique, xs. Si ker (A) 6= {0} , il existe
une innité de solutions xs + ker (A) = {xs + v, v ∈ ker (A)}, les paramètres de ker (A)
ne sont pas ontraints par les équations.
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Déomposition SVD.
Theorem. Soit A une matrie de Mm,n (C) (m>n) ayant r valeurs singulières stri-
tement positives. Il existe deux matries unitaires U ∈ Mn,n (C) et V ∈ Mm,m (C)et une
matrie diagonale S˜ ∈Mm,n (R) telles que
A = VS˜U∗, S˜ =
(
S 0
0 0
)
,
où S ∈ Mr,r (R) est une matrie diagonale, formée des r valeurs singulières de A strite-
ment positives. Par onvention, es valeurs singulières seront lassées ainsi :
µ1 ≥ µ2 ≥ ... ≥ µr > 0.
On a A∗A = US˜tS˜U∗. Les olonnes de la matrie U sont don les veteurs propres de
la matie hermitienne A∗A et les éléments diagonaux de la matrie arrée S˜tS˜ ∈ Mn,n (R)
sont les valeurs propres de A∗A, 'est à dire les arrés des valeurs singulières de la matrie
A. D'autre part AA∗ = VS˜S˜tV∗. Les olonnes de la matrie V sont don les valeurs
propres de la matrie hermitienne AA∗et les éléments diagonaux de la matrie arrée
S˜S˜t ∈ Mm,m (R) sont les valeurs propres de AA∗. Comme on a supposé m > n, les m
valeurs propres de AA∗ sont les n valeurs µ2i et (m− n) fois la valeur propre nulle.
Le problème de moindres arrés (4.0.29) se réérit en utilisant la déomposition SVD,
(4.0.32)
min
∥∥∥VS˜U∗x− b∥∥∥ .
x ∈ Rn
Or, nous savons que la matrie Vest unitaire (V∗V = VV∗ = I) ainsi,
(4.0.33)
∥∥∥VS˜U∗x− b∥∥∥ = ∥∥∥S˜U∗x−V∗b∥∥∥ .
En posant y = U∗x et d = V∗b, le problème (4.0.29) se ramène à trouver les solutions de
(4.0.34)
min
∥∥∥S˜y− d∥∥∥ ,
y ∈ Rn
et faire le hangement de variable x = Uy. Si nous déomposons le veteur y =
(
y1
y2
)
, où
y1 représente les r premières oordonnées. De la même façon, on déompose d =
(
d1
d2
)
.
Ave es notations,
(4.0.35)
∥∥∥S˜y − d∥∥∥ = ∥∥∥∥( Sy10
)
−
(
d1
d2
)∥∥∥∥ ,
le minimum de l'expression préédente est atteint lorsque Sy1 = d1. Nous remarquons de
plus que le problème ne ontraint pas y2. Ainsi, les solutions du problème (4.0.34) sont
de la forme
(
S−1d1
y2
)
, où y2 est un élément arbitraire. Les solutions de (4.0.29) sont
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don de la forme,
(
US−1d1
y2
)
. On appelle solution de norme minimale, la solution de
omposante nulle sur le noyau de A,
(4.0.36) xs =
(
US−1d1
0
)
.
.
Pseudo-inverse. On appele matrie pseudo-inverse de A, la matrie A† ∈ Mn,m (C)
dénie par A†=US˜†V∗, ave
S˜† =
(
S−1 0
0 0
)
∈ Mn,m (R) .
On vérie aisément que la solution de norme minimale (4.0.36) s'exprime grâe au pseudo-
inverse,
(4.0.37) xs = A
†b.
Dans ertaines appliations, la matrie A est onnue ave une préision nie, ela pose
des problèmes pour les valeurs singulières les plus faibles. En eet, le bruit numérique de
la matrie A ne permet pas de aluler les plus petites valeurs singulières ave susament
de préision. Il faut alors xer es valeurs singulières à zéro. Cela revient en quelque sorte
à dénir un noyau numérique destiné à stabiliser la solution. Pour aluler la solution de
norme minimale, nous dénissons alors un pseudo-inverse, A†,k=US˜k
†
V∗ , ave
S˜
†
k =
(
S−1k 0
0 0
)
∈Mn,m (R) ,
où S−1k ∈Mk,k (R) est une matrie diagonale onstituée des inverses des k premières valeurs
singulières. La solution de norme minimale s'érit alors,
xks = A
†,kb.
En eet si la valeur singulière µk+1 est très faible et mal onnue, la solution x
k+1
s peut alors
être erronée ar la valeur
1
µk+1
est grande et fausse, si bien qu'elle peut générer de fortes
utuations dans le alul de la solution
xk+1s = A
†,k+1b.
Annexe 5
Eléments de Calul diérentiel.
Le problème inverse déni dans ette thèse onsiste à minimiser une fontion aux
moindres arrés non linéaire, qui s'érit, en notant les résidus r (m) = (r1 (m) , ..., ri (m) , ..., rn (m))
t ,
f (m) =
1
2
‖r (m)‖2 =
m∑
i=1
1
2
r2i (m) ,
ave m = (m1, ..., ml, ..., mn)
t , le veteur représentant le modèle. Les algorithmes d'opti-
misation à diretions de desente néessitent de onnaitre le gradient, ∇f et le hessien,
∇2f . Nous allons expliiter ii es quantités.
Gradient. Le gradient de f alulé en m se déompose en fontion des gradient des
résidus,
(4.0.38) ∇f (m) =
m∑
i=1
∇
{
1
2
r2i (m)
}
,
or,
(4.0.39) ∇
{
1
2
r2i (m)
}
= ri (m)∇ri (m) ,
ainsi,
(4.0.40) ∇f (m) =
m∑
i=1
ri (m)∇ri (m) .
Sous forme matriielle, en notant G la matrie jaobienne de m 7→ r (m), le gradient de f
s'exprime,
(4.0.41) ∇f (m) = Gtr (m) .
Hessien. Le hessien de f alulé en m se déompose en fontion des hessiens des
résidus,
(4.0.42) ∇2f (m) =
m∑
i=1
∇2
{
1
2
r2i (m)
}
,
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or,
(4.0.43)
∂2
(
1
2
r2i (m)
)
∂mk∂ml
=
∂
∂mk
(
∂
(
1
2
r2i (m)
)
∂ml
)
=
∂ri (m)
∂mk
∂ri (m)
∂ml
+
∂2ri (m)
∂mk∂ml
,
anisi,
(4.0.44) ∇2
{
1
2
r2i (m)
}
= ∇ri (m) (∇ri (m))t + ri (m)∇2ri (m) .
Sous forme matriielle le hessien de f s'érit,
(4.0.45) ∇2f (m) = GtG+
i=m∑
i=1
ri (m)∇2ri (m) .
Appliation. La méthode de Newton pour optimiser la fontion f , onsiste à aluler
une perturbation δ de l'itéré ourant m en résolvant le système suivant,
(4.0.46) ∇2f (m) δ = −∇f (m) ,
'est à dire,
(4.0.47)
(
GtG+
i=m∑
i=1
ri (m)∇2ri (m)
)
δ = −Gtr (m) .
L'algorithme de Gauss-Newton est une variante qui nous évite de aluler les termes
∇2ri (m), en eet la perturbation δ vérie,
(4.0.48)
(
GtG
)
δ = −Gtr (m) .
Dans ette thèse la fontion utilisée ontient en plus un terme inluant un modèle a priori
m0,
(4.0.49) E (m) = f (m)+
1
2
∥∥∥C−12m (m−m0)∥∥∥2 = 1
2
∥∥∥C−12d r (m)∥∥∥2+12 ∥∥∥C−12m (m−m0)∥∥∥2 ,
où Cd est la matrie de variane-ovariane (supposée diagonale) sur les données et Cm est
la matrie de variane-ovariane sur le modèle a priori m0. D'après la formule (4.0.41),
(4.0.50) ∇E (m) = GtC−1d r (m) +C−1m (m−m0) .
De la même façon, le hessien se alule en utilisant la formule (4.0.47),
(4.0.51) ∇2E (m) = GtC−1d G +
i=m∑
i=1
1
σi
ri (m)∇2ri (m) +C−1m (m−m0),
où σi sont les éléments diagonaux de la matrieCd. L'algorithme de Gauss-Newton appliqué
à la fontion E, nous amène don à résoudre,
(4.0.52)
(
GtC−1d G+C
−1
m (m−m0)
)
δ = GtC−1d r (m) +C
−1
m (m−m0) .
Annexe 6
Matrie de ovariane.
Dans ette thèse, le shéma d'inversion tomographique utilise expliitement une matrie
C
−1
2
m qui est la raine arrée de l'inverse de la matrie de ovariane a priori Cm dénie
au paragraphe (2.5.4). Elle s'érit de la façon suivante,
(4.0.53) Cm=

σ1,1 · · · σ1,n
.
.
. σi,j
.
.
. σi,i
.
.
.
σj,i
.
.
.
σn,1 · · · σn,n
 .
La ovariane σi,j entre les noeuds i et j de oordonnées Xi etXj s'érit,
(4.0.54) σi,j = σ (vi) σ (vj) exp
(
−
√
〈C−1 (Xi−Xj) ,Xi−Xj〉
)
,
où C est une matrie diagonale,
(4.0.55) C =
 λx 0 00 λy 0
0 0 λz

Pour des raisons de ressoures informatiques, il n'est pas possible de aluler C
−1
2
m par des
méthodes lassiques d'analyse numérique (par exemple, Lanzos,...). En eet, le modèle
de vitesse utilisé pour la tomographie de l'île de Hawaii, omprend 161×161×37= 959077
mailles, la matrie Cm est don omposée de l'ordre 10
12
éléments (Cmouperait don
4 To). A l'heure atuelle on ne peut pas traiter informatiquement de telles matries pour
aluler C
−1
2
m . Néanmoins en exploitant quelques propirétés de la matrie Cm, on peut
proposer un algorithme qui alule une approximation de C
−1
2
m . Nous allons voir omment
proéder dans le as de modèles à une dimension d'espae et nous extrapolerons au as à
trois dimensions d'espae.
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1) Struture de la matrie C
−1
2
m . Considérons un milieu à une dimension disrétisé
ave n mailles. Les oeients de Cm s'érivent,
(4.0.56) σi,j = σ (vi) σ (vj) exp
(
−|xi − xj |
λ
)
.
Nous supposerons que pour tous les noeuds i et j,
(4.0.57) σ (vi) = σ (vj) = σ,
ainsi (4.0.56) devient,
(4.0.58) σi,j = σ
2 exp
(
−|xi − xj |
λ
)
.
Pour des valeurs de n inférieures à 1000 et dans le as unidimensionel, il est possible de
aluler C
−1
2
m par la méthode de Lanzos. On érit la déomposotion en valeurs propres et
veteurs propres,
(4.0.59) Cm = USU
t,
ainsi,
(4.0.60) C
−1
2
m = US
−1
2U
t
.
Cette méthode a été appliquée sur de nombreux exemples, ela nous a permis de tirer de
manière empirique des propriétés remarquables de C
−1
2
m . Sur la gure (4.0.7), nous voyons
que la matrie C
−1
2
m possède des éléments de grande valeur absolue près de la diagonale ;
en s'éloignant de elle-i, les oeients tendent vers zéro. D'un point de vue numérique,
nous approximerons les éléments éloignés de la diagonale par des zéros, ainsi nous obtenons
une matrie reuse. Cette propriété est favorable puisque nous n'aurons à stoker qu'un
petit nombre de oeients. De plus, nous remarquons (gure (4.0.7)) que la struture de
la matrie ne dépend pas de λ ainsi nous savons a priori où se trouvent les oeients non
nuls. Il s'agit maintenant de dénir les valeurs que prennent les oeients de C
−1
2
m .
2) Coeients de C
−1
2
m .
Quelques notations. Nous noterons la matrie C
−1
2
m de la façon suivante,
(4.0.61) C
−1
2
m =

α1 · · · α1,n
.
.
. αi,j
.
.
. αi
.
.
.
αj,i
.
.
.
αn,1 · · · αn
 .
Nous appelerons diagonale supérieure nd, les éléments de C
−1
2
m vériant,
(4.0.62) {αi,j tel que i ∈ {1, ..., n− nd} et j = i+ nd} .
MATRICE DE COVARIANCE. 143
Nous examinerons la matrie C
−1
2
m selon ses diagonales supérieures, la matrie étant symé-
trique e point de vue sut à son étude.
Strutures des diagonales supérieures. La gure (4.0.8) montre les oeients de la
diagonale, nous pouvons distinguer inq valeurs diérentes :
Fig. 4.0.7. Struture de C
−
1
2
m .
Quelques matries Cm (à gauhe) et C
−
1
2
m (à droite) en fontion de λ. Nous remarquons que C
−
1
2
m est
une matrie reuse dont la struture ne dépend pas de λ. Seules les valeurs des oeients varient ave λ.
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Fig. 4.0.8. Diagonale de C
−
1
2
m .
Diagonale de la matrie C
−
1
2
m pour λ = 20, σ = 1 et n=50. La valeur des oeients est représentée en
ordonnée, en absisse on lit la ligne (égale à la olonne) orrespondant au oeient. Chaque ligne de la
matrie orrespond à un noeud du modèle.
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(4.0.63)

α1 pour i = 1, i = n,
α2 pour i = 2, i = n− 1,
α3 pour i = 3, i = n− 2,
α4 pour i = 4, i = n− 3,
α5 pour i ∈ {5, ..., n− 4} .
La gure (4.0.9) montre la diagonale supérieure nd =1, on distingue enore inq oeients
diérents,
(4.0.64)

α1,2 pour i = 1, i = n− 1, et j = i+ 1
α2,3 pour i = 2, i = n− 2, et j = i+ 1
α3,4 pour i = 3, i = n− 3, et j = i+ 1
α4,5 pour i = 4, i = n− 4, et j = i+ 1
α5,6 pour i ∈ {5, ..., n− 5} , et j = i+ 1.
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Fig. 4.0.9. Diagonale supérieure nd = 1 de C
−
1
2
m .
Diagonale supérieure nd = 1de la matrie C
−
1
2
m pour λ = 20, σ = 1 et n=50. La valeur des oeients
est représentée en ordonnée, en absisse on lit la ligne (égale à la olonne-1) orrespondant au oeient.
Chaque ligne de la matrie orrespond à un noeud du modèle.
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En ontinuant de la sorte, la diagonale supérieure nd a aussi la même struture, inq
oeients diérents ordonnés de la même manière :
(4.0.65)

α1,1+nd pour i = 1, i = n− nd, et j = i+ nd
α2,2+nd pour i = 2, i = n− nd − 1, et j = i+ nd
α3,3+nd pour i = 3, i = n− nd − 2, et j = i+ nd
α4,4+nd pour i = 4, i = n− nd − 3, et j = i+ nd
α5,5+nd pour i ∈ {5, ..., n− nd − 4} , et j = i+ nd.
De nombreux autres aluls eetués ave diverses valeurs de n et λ, nous ont montré
des ongurations similaires à l'exemple onsidéré ii. En général, sur haque diagonale
supérieure, il ya entre 5 et 10 valeurs diérentes. Au entre toutes les valeurs sont identiques,
αc . Une valeur partiulière αe est dénie sur les extrémités. On observe un eet de bord
matérialisé par des oeients {α1b , ..., α8b} de valeurs diérentes tendant vers la valeur
entrale αc en s'éloignant de l'extrémité. Selon les as nous avons observé entre 3 et 8
valeurs dûes aux eets de bords.
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3) Propiétés de C
−1
2
m . Une autre observation importante a été faite. La gure (4.0.10)
montre quatre matries C
−1
2
m alulées numériquement ave λ = 20 et σ = 1,et n =
10, 20, 50 et 100. On remarque que, dans une plage de valeur assez large (voir 5)), la valeur
des oeients ne dépend pas de n : il existe une plage de valeurs de n dans laquelle, les
oeients observé ne dépendent que de λ et σ. En résumé, nous supposerons vraies les
Fig. 4.0.10. Coeients de C
−
1
2
m .
Matries et C
−
1
2
m en fontion du nombre n de noeuds du modèle. Les aluls sont eetués pour
λ = 20, σ = 1 et n=10, 20, 50 et 100. On remarque que la valeur des oeients ne dépend pas de n.
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propriétés
2
suivantes : il existe deux entiers nmin et nmax tels que pour nmin ≤ n≤ nmax ,
C
−1
2
m vérie ,
(1) la struture de C
−1
2
m est diagonale par bandes, indépendante de n ;
(2) la valeur des oeients non nuls ne dépend que de λ et σ ;
(3) sur la diagonale et sur les diagonales supérieures et inférieures le nombre de oef-
ients diérents est de l'ordre de 5 à 10 selon les as.
4) Prinipe de l'algorithme. Le but de l'algorithme est de aluler une approxima-
tion de C
−1
2
m , pour λ, σ et n donnés. Supposons que n soit trop grand pour être traité infor-
matiquement. Nous allons don onsidérer une matrie C
−1
2
0,m pour une valeur de n0 ≪ n de
manière à pouvoir la aluler numériquement par l'algorithme de Lanzos. Les oeients
de C
−1
2
0,m sont a priori les mêmes que eux de C
−1
2
m (Propriété 2) . La propriété (1) indique
où se trouvent les oeients non nuls de C
−1
2
m . Nous allons don extraire de haque diago-
nale supérieure de C
−1
2
0,m, les oeients (Propriété 3) et nous les redistribuerons dans une
matrie C˜
−1
2
m , approximation de C
−1
2
m . Ainsi, le alul des oeients est rapide (n0 ≪ n),
ainsi que la distribution des oeients dans C˜
−1
2
m puisque ette matrie est reuse et que
nous savons où se trouvent les oeients non nuls.
5) Validité de l'approximation. Notons C˜m =
(
C˜
−1
2
m C˜
−1
2
m
)−1
; à partir de ette
matrie, nous pouvons extraire la fontion de orrélation utilisée. La gure (4.0.11) montre
ette fontion de orrélation omparée ave la fontion de référene (4.0.58). Pour des va-
leurs de n0 supérieures à 25, les deux fontions peuvent être onsidérées omme égales.
Pour n0 inférieur, la diérene entre les deux fontions est trop importante. Il existe don
un seuil nmin0 à partir duquel la matrie C˜
−1
2
m peut être onsidérée omme une approxi-
mation valide de C
−1
2
m . De nous remarquons que l'approximation devient valide lorsque
l'erreur relative, er =
‚
‚
‚
‚
‚
C
−
1
2
m −
˜
C
−
1
2
m
‚
‚
‚
‚
‚
‚
‚
‚
‚
‚
˜
C
−
1
2
m
‚
‚
‚
‚
‚
est inférieure à 10−2. Nous pouvons dénir un riètre ;
l'approximation C˜
−1
2
m est valide lorsque l'erreur est inférieure à 10−2. Ce ritère est utilisé
sur la gure (4.0.11) pour traer une ourbe nmin0 en fontion de λ. Nous remarquons que
nmin0 roît en fontion de λ. Cette ourbe sera utilisée dans les appliations tomographiques
pour hoisir n0 (gure (4.0.12)) an d'obtenir une matrie C˜
−1
2
m approximant orretement
C
−1
2
m .
2
Ce sont des propriétés numériques, mises en évidene empiriquement
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Fig. 4.0.11. Choix de n0.
Plusieurs aluls de C˜
−1
2
m sont eetués ave λ = 10, σ = 1 et n0 =15, 20, 25 et 30. La matrie C
−1
2
m de
référene est alulée ave n=100. Pour déider si l'approximation C˜
−1
2
m est valide, on forme
C˜m =
(
C˜
−1
2
m C˜
−1
2
m
)−1
, on en extrait la fontion de orrélation (en rouge) et on la ompare à la
fontion de orrélation de référene (en bleu). On peut onsidérer que l'approximation est valide quand
n0 est supérieur à 25, 'est à dire pour une erreur er =
‚
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‚
‚
‚
C
−
1
2
m −
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C
−
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2
m
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∞‚
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‚
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∞
inférieure à 10−2. On dénit ainsi
un ritère pour hoisir une approximation valide.
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Fig. 4.0.12. Erreur d'approximation de C
−
1
2
m .
Erreur d'approximation
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en fontion de λ , pour n=100 et n0 = 30. A gauhe est traée
l'erreur en fontion de λ. A droite on peut lire diretement nmin
0
en fontion de λ, une fontionnalité
utile en tomographie.
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6) Cas à 2D et 3D.. Nous supposerons que nous pouvons extrapoler les propriétés
dénies en 3) au as à deux et trois dimensions d'espae. Néanmoins il faut tenir ompte
des eets de bords spéiques à es as. Ces eets de bord apparaissent haque fois qu'un
sommet ou une arête font partie du support de la fontion de orrélation. La gure (4.0.13)
montre la diagonale prinipale d'une matrie C
−1
2
m alulée ave nx = 5, ny = 5, λ = 1, et
σ = 1. Nous voyons que les oeients prennent diérentes valeurs. On distingue, sur la
gure 4.0.13 les valeurs des oeients orrespondant :
 aux 4 sommets (noeuds en noir sur la grille de la gure (4.0.13))
 aux 4 arêtes (noeuds en bleu, gris, vert et bleu lair sur la gure (4.0.13))
 aux autres points situés à l'intérieur du milieu (en rouge sur la gure (4.0.13)).
Ces eets de bords existent sur haque diagonale supérieure. Dans le as à deux dimensions
d'espae, l'algorithme d'approximation de C
−1
2
m est implémenté suivant un shéma identique
à une dimension d'espae, mais en tenant ompte des eets de bords spéiques. Pour le
as à trois dimensions d'espae, il faut également onsidérer l'ensemble des eets de bords ;
on distingue alors les valeurs des oeients orrespondant :
 aux 8 sommets,
 aux 12 arêtes,
 aux 6 faes,
 aux autres points situés à l'intérieur du milieu.
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Cela nous permet d'implémenter un algorithme d'approximation de C
−1
2
m tenant ompte
des eets de bords spéiques au as à trois dimensions d'espae.
Fig. 4.0.13. Diagonale à 2D.
Diagonale de C
−
1
2
m dans un milieu à deux dimensions d'espae (à gauhe). Le alul est fait pour
λx = λy = 1, nx = ny = 5 et σ = 1. Le ode de ouleurs permet de relier la valeur des oeients lue sur
la gure de gauhe, ave le noeud orrespondant sur la grille représentée sur la gure de droite. Les eets
de bords spéique aux deux dimensions d'espae, induisent une struture diérente de la diagonale par
rapport au as à une dimension. Les sommets sont représentés en noir, les noeuds du entre en rouge, les
autres ouleurs orrespondent aux 4 arêtes.
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7) Utilisation pour la tomographie. Dans les appliations tomographiques, nous
aurons à aluler une matrie C˜
−1
2
m approximant C
−1
2
m , de longueur de orrélation λx, λy
et λz km et σ km/s, dans un milieu à trois dimensions disrétisé par nx, ny et nz noeuds,
ave des pas de hx, hy et hz km. Il s'agit de hoisir une grille n0,x, n0,y et n0,z et des pas
h0,x, h0,y et h0,z pour aluler les oeients de C˜
−1
2
m . Nous allons normaliser en utilisant
la valeur des pas ; ainsi nous poserons ; λ0,x =
λx
hx
, λ0,y =
λy
hy
et λ0,z =
λz
hz
. Nous avons alors
à aluler les oeients de C˜
−1
2
m ave n0,x, n0,y, n0,z, λ0,x, λ0,y, λ0,z et σ0 = 1. Pour hoisir
les paramètres n0,i=1,2,3 nous pouvons alors nous référer à la ourbe (4.0.12) qui donne en
fontion de λ le paramètre n0 minimal pour obtenir une approximation valide. On utilise
e ritère pour hoisir λ0,x, λ0,y et λ0,z en fontion de n0,x, n0,y et n0,z. Les oeients
alulés sont nalement divisés par σ, pour revenir en unité physique puisque le alul a
été fait ave σ0 = 1. Cette façon de faire permet de aluler les oeients, de les stoker
dans un hier et ainsi d'éviter de realuler la matrie à haque nouvelle tomographie. On
onstitue ainsi une bibliothèque de hiers ontenant les oeients, rangée en fontion de
λ0,x, λ0,y et λ0,z. Par exemple dans la tomographie des déalages temporels nous avons fait
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une inversion pour λx=λy=λz = 1.25 km et σ = 2 km/s. Nous avons disrétisé le milieu par
nx=25, ny = 33 et nz = 25 noeuds et hx=hy=hz=0.5 km. Pour aluler l'approximation
nous avons λ0,x= λ0,y=λ0,z=2.5, la ourbe (4.0.12) nous indique qu'il faut hoisir n0,x= n0,y
= n0,z=16 pour aluler les oeients de C˜
−1
2
m . Dans et exemple, le alul se fait par une
déomposition de Lanzos sur une matrie de taille de l'ordre de 4000×4000, que l'on peut
traiter informatiquement, alors que le vrai alul exige une matrie de taille 20000×20000.
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