Introduction and preliminaries
In this section we introduce some basic definitions and notions of general Dunkl theory (see, e.g., [2] [3] [4] [5] [6] ); for a background on reflection groups and root systems the reader is referred to [6, 8] .
Let N 0 be the set of nonnegative integers, let R 
is called a root system if the following conditions are satisfied:
(
which is generated by the reflections {s v : v ∈ R} is called the reflection group associated with R. It is known that the reflection group G is finite and the set of reflections contained in G is exactly {s v : v ∈ R}.
Each root system R can be written as a disjoint union R = R + ∪ (−R + ), where R + and −R + are separated by a hyperplane through the origin. Such a set R + is called a positive subsystem. Its choice in not unique.
A nonnegative function κ on a root system R is called a multiplicity function if it is
Note that definitions given below do not depend on the special choice of R + , thanks to the G-invariance of κ.
The Dunkl operators are defined by
In case κ = 0, the Dunkl operators reduce to the corresponding partial derivatives. These operators were introduced and first studied by C. F. Dunkl. Let
let w κ denote the weight function on S d−1 defined by
The weight function w κ is a positively homogeneous G-invariant function of degree 2γ κ . In case κ = 0, w κ is identically equal to 1. Suppose Π d is the space of all polynomials in d variables with complex coefficients, P d n is the subspace of homogeneous polynomials of degree n ∈ N 0 in d variables.
C. F. Dunkl has proved in [5] that there exists a unique linear isomorphism
This operator is called the Dunkl intertwining operator. The operator V κ was studied by many mathematicians (for example, C. F. Dunkl, M. Rösler, K. Trimèche, Y. Xu). If κ = 0, then V κ is the identity operator. Throughout this paper, we assume that p ∈ [1, ∞) and λ κ > 0. In particular, it follows that
To explain our main result of the present paper, we need to introduce some weighted L p -spaces and one family of linear operators.
Denote by L κ,p (S d−1 ) the space of complex-valued Lebesgue measurable functions f on S d−1 with finite norm
where the normalizing constant a κ satisfies a
is a complex Hilbert space with the inner product
We also introduce the space L κ,∞ (S d−1 ) composed of all complex-valued Lebesgue measurable functions defined on S d−1 which are σ κ -measurable and σ κ -essentially bounded. Because w κ is ω-a.e. nonzero on S d−1 , the above notions coincides with the one of w κ -measurable and w κ -essentially bounded function, respectively. 
The Gegenbauer polynomials C λ n (see, e.g., [1, p. 302] 
Let us now consider the operators
depending on x ∈ S d−1 which are defined by the following rule:
They are linear bounded operators with operator norm 1. It follows from the properties of V κ known from the general Dunkl theory (see especially the proof of Theorem 7.4.2 in [2] ) that these operators are well defined. The main result of this paper is a generalization of Theorem 2.4 in [10] . More precisely, we establish a necessary and sufficient condition for a function g ∈ L p,λκ [−1, 1] such that the family of functions
is fundamental in the space L κ,p (S d−1 ). This fact is formulated and proved in section 3. Recall that a set F in a Banach space E is said to be fundamental if the linear span of F is dense in E. To prove the main result, we use a consequence of the Hahn-Banach theorem related to fundamentality of sets in normed linear spaces. We include it as a separate lemma for convenience. Lemma 1. Let F be a subset of a Banach space E. In order that F be fundamental in E, it is necessary and sufficient that F not be annihilated by a nonzero bounded linear functional on E.
Some facts of Dunkl harmonic analysis on the unit sphere
The Dunkl Laplacian ∆ κ is defined by
and it plays the role similar to that of the ordinary Laplacian. It reduces to the ordinary Laplacian provided that κ = 0.
A κ-harmonic polynomial P of degree n ∈ N 0 in d variables is a homogeneous polynomial P ∈ P Lemma 2. The set
P r o o f. Theorem 3.14 in [11] states that the space
By the Weierstrass approximation theorem, if f is continuous on S d−1 , then it can be uniformly approximated by polynomials restricted to S d−1 . According to [3, Theorem 1.7] , these restrictions belong to the linear span of
The above proof is analogous to that of Corollary 2.3 in [12] .
where the constant Λ n,λκ (g) is defined from (1).
Equality (3) 
Main result: proof and its consequence
We can now state and prove the main theorem. 
