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Let X be a real linear space. We characterize continuous on rays solutions f , g : X → R
of the equation f (x+ g(x)y) = f (x) f (y). Our result refers to papers of J. Chudziak (2006)
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In 1966 E. Vincze introduced in [26] the following functional equation:
f
(
x+ g(x)y)= L(h(x),k(y)).
Forty years later J. Chudziak [14] considered a particular case of the equation, i.e.:
f
(
x+ g(x)y)= f (x) ◦ f (y),
where (S,◦) is a semigroup and f : R → S , g : R → R are both unknown functions. He determined all solutions of this
equation under the assumption that g is continuous. Here we characterize solutions of the equation
f
(
x+ g(x)y)= f (x) f (y) (1)
in the class of continuous on rays unknown functions f , g : X →R mapping a real linear space X into reals.
Eq. (1) generalizes the well-known exponential equation
f (x+ y) = f (x) f (y) (2)
(for information on it we refer the reader to [22, Chapter XIII, §1] or [1, pp. 25–33, 52–57]), as well as two equations of the
Goła¸b–Schinzel-type:
f
(
x+ f (x)n y)= f (x) f (y) for some n ∈N (3)
with a one unknown function, and
f
(
x+ M( f (x))y)= f (x) f (y) (4)
with two unknown functions.
The Goła¸b–Schinzel-type equations have been introduced in [15] in connection with looking for subgroups of the cen-
troaﬃne group of the ﬁeld. Within half century a lot of papers devoted them has been published (see e.g. [2–11,13,16–21,
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224 E. Jabłon´ska / J. Math. Anal. Appl. 375 (2011) 223–22923–27]). It turned out that such equations are one of the most important composite type functional equations because
of their applications in the determination of substructures of algebraic structures, in the theory of geometric objects, in
classiﬁcation of near-rings and quasialgebras, as well as in differential equations in meteorology and ﬂuid mechanics. The
extensive bibliography concerning the Goła¸b–Schinzel-type functional equations and their applications can be found in [12].
Our paper refer to the paper [11], where J. Brzde¸k determined solutions of the equation
f
(
x+ M( f (x))y)= H( f (x), f (y)),
under assumptions that f : X → J mapping a real linear space X into a real interval J is continuous on rays, M : J → R is
continuous and H : J2 →R is symmetric.
In the whole paper we use the following notation:
A = f −1({1}), W = f (X) \ {0}, F = {x ∈ X: f (x) = 0}, B = g−1({1}).
First we prove some basic properties of functions satisfying (1).
Lemma 1. Let X be a real linear space, f , g : X →R, f = 1 and f = 0. If f and g satisfy Eq. (1), then:
(i) f (0) = 1 and g(0) = 0;
(ii) F = {x ∈ X: g(x) = 0};
(iii) f (g(x)−1(z − x)) = f (x)−1 f (z) for every x ∈ F and z ∈ X ;
(iv) y − x ∈ g(x)A for every x, y ∈ F with f (x) = f (y);
(v) (g(x)−1 − 1)z ∈ A for every x ∈ F and z ∈ B;
(vi) f and g¯ satisfy (1), where
g¯(x) = g(x)
g(0)
for each x ∈ X . (5)
Proof. (i) Since f = 0, putting y = 0 in (1) we have f (0) = 1. Moreover, since f = 1, it suﬃces to put x = 0 in (1).
(ii) First ﬁx x ∈ X with f (x) = 0. Then f (x+ g(x)y) = 0 for each y ∈ X . Hence g(x) = 0, because otherwise f = 0.
Now, ﬁx x ∈ X with g(x) = 0. Then f (x) f (y) = f (x+ g(x)y) = f (x). Since f = 1, f (x) = 0.
(iii) According to (ii), putting x+ g(x)y = z in (1) we have the thesis.
(iv) Fix x, y ∈ F with f (x) = f (y). For the proof it suﬃces to apply (iii).
(v) Take z ∈ B and x ∈ F . Then, by (1) and (iii),
f
(
g(x)−1z
)= f (z + x) f (x)−1 = f (z + g(z)x) f (x)−1 = f (z) f (x) f (x)−1 = f (z)
and consequently, in view of (iv), (g(x)−1 − 1)z ∈ A.
(vi) Putting x = 0 in (1), in view of (i), we have f (g(0)y) = f (y) for each y ∈ X , where g(0) = 0. Put y = g(0)−1z for
each z ∈ X . Then f (z) = f (g(0)−1z) for z ∈ X and consequently, for every x, z ∈ X , we have
f
(
x+ g¯(x)z)= f(x+ g(x)
g(0)
z
)
= f (x) f
(
z
g(0)
)
= f (x) f (z). 
Lemma 2. Let X be a real linear space, f , g : X →R, f (X) \ {0,1} = ∅ and g(X) \ {0,1} = ∅. If f and g satisfy (1) and A is a linear
space, then:
(i) A = B;
(ii) A \ {0} is the set of periods of f (i.e. f (x+ z) = f (x) for every x ∈ X and z ∈ A \ {0});
(iii) there exists an x0 ∈ X \ A such that
f −1
({
f (x)
})= (g(x) − 1)x0 + A for each x ∈ F . (6)
Proof. (i) Take z ∈ B and x ∈ F with g(x) = 1. Then, by Lemma 1(v), z ∈ (g(x)−1 − 1)−1A = A. Hence B ⊂ A.
Now, take z ∈ A and any x ∈ F \ {0}. By Lemma 1(iii),
f (x+ z) = f (z)−1 f (x+ z) = f (g(z)−1x)
and hence, according to Lemma 1(iv), (g(z)−1 − 1)x ∈ A + z ⊂ A. Since F ⊂ A, g(z) = 1. Thus A ⊂ B .
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1= f (0) = f (0+ w) = f (w) for each w ∈ P .
Consequently P ⊂ A \ {0}.
Now, let z ∈ A \ {0} = B \ {0}. Then, for each x ∈ X we obtain
f (x+ z) = f (z + g(z)x)= f (z) f (x) = f (x),
what ends the proof of (ii).
(iii) Let w : W → X be a function such that w(a) ∈ f −1({a}) for a ∈ W . Then
a ∈ W \ {1} ⇒ w(a) /∈ A. (7)
Moreover, on account of (ii) and Lemma 1(iv),
f −1
({a})= w(a) + A for a ∈ W . (8)
By (1), for every a,b ∈ W ,
f
(
w(ab)
)= ab = f (w(a)) f (w(b))= f (w(a) + g(w(a))w(b)).
Thus, in view of Lemma 1(iv),
w(ab) − w(a) − g(w(a))w(b) ∈ A, w(ab) − w(b) − g(w(b))w(a) ∈ A
and hence
g
(
w(a)
)
w(b) − w(b) + w(a) − g(w(b))w(a) ∈ A − A = A (9)
for a,b ∈ W .
Now, let f (x1) = a1 /∈ {0,1}. By (7) w(a1) /∈ A = B . Put x0 = (g(w(a1))−1)−1w(a1). Clearly x0 /∈ A. Thus, according to (9),
w(b) + (1− g(w(b)))x0 ∈ (g(w(a1))− 1)−1A = A
for each b ∈ W . Hence
w(b) ∈ (g(w(b))− 1)x0 + A for b ∈ W
and consequently, by (8),
f −1
({b})= (g(w(b))− 1)x0 + A for b ∈ W .
Take x ∈ f −1({a}) for some a ∈ W . Then, by (8) and (ii), for each y ∈ F ,
f
(
x+ g(x)y)= f (x) f (y) = f (w(a)) f (y) = f (w(a) + g(w(a))y).
Hence, in view of Lemma 1(iv),
x− w(a) + (g(x) − g(w(a)))y ∈ A for y ∈ F
and thus, by (8), we obtain(
g(x) − g(w(a)))F ⊂ A + w(a) − x ⊂ A.
Consequently g(x) = g(w(a)) (because F ⊂ A) and (6) holds, what ends the proof. 
Let X be a real linear space. Let us recall that function k : X → R is continuous on rays if and only if kx : R → R given
by kx(a) := k(ax) is continuous for each x ∈ X \ {0}.
Lemma 3. Let f , g : X →R be continuous on rays nonconstant functions and g(0) = 1. If f and g satisfy (1), then 0 ∈ f (X).
Proof. For the proof by contradiction suppose that 0 /∈ f (X); i.e. X = F . Then, for each x ∈ X \ {0}, 0 /∈ fx(R). Clearly
functions fx, gx :R→R satisfy (1) and, by [14, Theorem 1],
fx = 1 or gx = 1 for each x ∈ X \ {0}. (10)
Consequently, for each x ∈ X \ {0}, f (x) = fx(1) = 1 or g(x) = 1. Hence X = A ∪ B.
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Moreover, there is y ∈ X with g(y) = a = 1 (because g is nonconstant), g(0) = 1 and gy is continuous. Thus
either g(X) ⊃ gy
([0,1])⊃ [1,a] or g(X) ⊃ [a,1].
By Lemma 1(ii) 0 /∈ gy(R), so a > 0. In view of Lemma 1(v), (g(X)−1 − 1) ⊂ Az = f −1z ({1}). Hence the set Az includes a
closed interval. Consequently, since f z is a continuous exponential function, f z = 1 (see e.g. [22, p. 311, Theorem 4]). This
contradiction ends the proof. 
Now we are in a position to prove our main result.
Theorem 1. Let X be a real linear space and let f , g : X →R be continuous on rays. Functions f and g satisfy (1) if and only if one of
the following conditions holds:
(i) f = 0 or f = 1;
(ii) g = 1 and there is a linear functional L : X →R such that f = exp L;
(iii) there are a nontrivial linear functional L : X →R and some r > 0 such that f and g have one of the following form:
g(x) = L(x) + 1 for x ∈ X, f (x) = ∣∣L(x) + 1∣∣r sgn(L(x) + 1) for x ∈ X, (11)
g(x) = L(x) + 1 for x ∈ X, f (x) = ∣∣L(x) + 1∣∣r for x ∈ X, (12)
g(x) = max{0, L(x) + 1} for x ∈ X, f (x) = (max{L(x) + 1,0})r for x ∈ X . (13)
Proof. Let f and g satisfy (1). Clearly, according to (1), if f is constant, then f = 1 or f = 0. So assume that f is a
nonconstant function. Then, by Lemma 1(vi), f with g¯ given by (5) also fulﬁll (1) and g¯(0) = 1.
If g = c for some c ∈ R, then g¯ = 1. Using Eq. (1) we ﬁnd that f is a nonconstant exponential function and hence,
according to [22, p. 308, Theorem 1], f = exp L, where L : X →R is a continuous on rays nonzero additive function. Clearly
then Lx : R → R is continuous and additive for each x ∈ X \ {0}. Hence Lx(a) = cxa for some cx ∈ R and each a ∈ R (see e.g.
[22, p. 121, Theorem 1]). Thus Lx(1) = cx and L(ax) = Lx(a) = cxa = Lx(1)a = L(x)a for x ∈ X \ {0} and a ∈ R. It means that
L is a nontrivial linear functional. Now, putting x = 0 in (1), we have f (cy) = f (y) for each y ∈ X . Consequently, since f is
exponential, f ((c − 1)y) = f (cy) f (y)−1 = 1 and hence c = 1. In this way we proved that (ii) holds.
Now assume that g is nonconstant. Then g¯ = 1 and, by Lemma 1(i) and Lemma 3, f (0) = 1 and f (y) = 0 for some
y ∈ X . Since f and g¯ are continuous on rays, g¯ y(0) = 1 = f y(0) and, by Lemma 1(ii), g¯ y(1) = 0= f y(1), we have
[0,1] ⊂ g¯([0,1]y)⊂ g¯(X) and [0,1] ⊂ f ([0,1]y)⊂ f (X). (14)
Hence [0,∞) ⊂ (g¯(X) \ {0})−1 − 1. Thus, in view of Lemma 1(v),
[0,∞)z ∈ A for each z ∈ B¯ = g¯−1({1}). (15)
Consequently B¯ ⊂ A. Moreover, according to Lemma 1(iv), y − z ∈ A for every y ∈ A and z ∈ B¯ . Hence A − z ⊂ A for each
z ∈ B¯ and thus, in view of (15), using induction we obtain
[−n,∞)z = [−(n − 1),∞)z − z ⊂ A − z ⊂ A for n ∈N∪ {0}, z ∈ B¯.
In this way we proved that
RB¯ =
⋃
n∈N
[−n,∞)B¯ ⊂ A. (16)
Take any x ∈ F and z ∈ A. Then, according to Lemma 1(iii),
f
(
g¯(x)−1z
)= f (g¯(x)−1((z + x) − x))= f (x)−1 f (x+ z).
It means that
F + A ⊂ F ⇔ g¯(F )−1A ⊂ F . (17)
Now we show that
g¯(F )−1A ⊂ F . (18)
For the proof by contradiction suppose that there are x ∈ F and z ∈ A such that f (g¯(x)−1z) = 0. Since f z(1) = 1 = g¯z(0)
and, by Lemma 1(ii) f z(g¯(x)−1) = 0 = g¯z(g¯(x)−1), f z and g¯z are continuous functions satisfying (1). Consequently, by [14,
Theorem 1], g¯z and f z have one of the following forms:
E. Jabłon´ska / J. Math. Anal. Appl. 375 (2011) 223–229 227{
g¯z(a) = ca + 1 for a ∈R,
f z(a) = φ(ca + 1) for a ∈R, (19)
where c ∈R \ {0} and φ :R→R is nonconstant, multiplicative and continuous, or{
g¯z(a) = max{ca+ 1,0} for a ∈R,
f z(a) = φ(ca + 1) for a ∈R such that ca + 1 0 (20)
with c ∈R \ {0} and a nonconstant multiplicative continuous function φ : [0,∞) → [0,∞).
Suppose that f z and gz are given by (19). Since f z(1) = 1, then, by Lemma 1(ii), gz(1) = 0 and thus, in view of (1), using
induction we obtain
f z
(
n∑
i=0
(
gz(1)
)i)= 1 for each n ∈N.
It means that the set Az = f −1z ({1}) is inﬁnite. On the other hand, φ is continuous and multiplicative on R. Thus φ−1({1}) ⊂
{−1,1} (see e.g. [22, p. 311, Theorem 6]) and consequently Az ⊂ {0,− 2c }. This is a contradiction. Hence f z and gz are given
by (20). But then φ−1({1}) ∩ [0,∞) = {1} (see e.g. [22, p. 311, Theorem 6]). Moreover, in view of Lemma 1(ii),
f −1z
({0})= g¯−1z ({0})= {a ∈R: ca + 1 0}.
Hence, by f z(1) = 1, c+1 > 0 (otherwise f z(1) = 0). Thus c+1 ∈ φ−1({1})∩[0,∞) = {1} and hence c = 0. This contradiction
ends the proof of (18).
Now, using induction, we prove that A is a linear subspace of X ; i.e.
∑n
i=1RA ⊂ A for each n ∈N.
In the ﬁrst step consider the case n = 1. In view of (14), g¯(F ) ⊃ (0,1]. Take any z ∈ A \ {0}. Thus, according to (18),
[1,∞)z ⊂ g¯(F )−1z ⊂ F . Moreover, by Lemma 1(iii), g¯(z)−1(F − z) ⊂ F . Hence
g¯(z)−1[0,∞)z ⊂ F .
Putting y = 0 in Lemma 1(iv) we obtain −g¯(z)−1z ∈ A. Consequently, in view of (17) and (18), by induction,
g¯(z)−1[−n,∞)z = g¯(z)−1[−(n − 1),∞)z − g¯(z)−1z ⊂ F + A ⊂ F
for each n ∈N∪ {0}. Hence
Rz =
⋃
n∈N
g¯(z)−1[−n,∞)z ⊂ F .
It means that 0 /∈ f z(R). If g¯(z) = 1, since g¯(0) = 1, then g¯z is nonconstant and, by [14, Theorem 1], f z = 1. Thus Rz ⊂ A.
If g¯(z) = 1, then z ∈ B¯ and, in view of (16), Rz ⊂RB¯ ⊂ A. Now, by Lemma 1(i), RA ⊂ A.
Next, assume that
∑n
i=1RA ⊂ A for some n 2. Then, by (1) and the ﬁrst step of induction, for every zi ∈ A and ai ∈R,
where i ∈ {1, . . . ,n + 1}, we obtain
f
(
n+1∑
i=1
ai zi
)
= f
(
n∑
i=1
ai zi + an+1zn+1
)
= f
(
an+1zn+1 + g(an+1zn+1)g(an+1zn+1)−1
n∑
i=1
ai zi
)
= f (an+1zn+1) f
(
n∑
i=1
ai g(an+1zn+1)−1zi
)
= 1.
This ends the proof of lin A ⊂ A.
Since (14) holds and A is a linear subspace of X , in view of Lemma 2(i) g(0) = 1 and thus, in view of (5), g = g¯ .
Moreover, by Lemma 2(iii), the equality (6) holds for some x0 ∈ X \ A. Denote Y = Rx0 + A. Clearly Y is a linear subspace
of X . Suppose that there is a y ∈ X \ Y . Then, according to (6), (R \ {0})y ⊂ X \ Y ⊂ X \ F . Thus f y(a) = 0 for each a ∈R \ {0}
and, by Lemma 1(i), f y(0) = 1, what contradicts the continuity of f y . Hence
X =Rx0 + A. (21)
Now, take any x, y ∈ F . Then x ∈ f −1({ f (x)}), y ∈ f −1({ f (y)}) and, by (1), x + g(x)y ∈ f −1({ f (x + g(x)y)}) ⊂ F . Hence,
according to (6), there are z1, z2, z ∈ A such that
x = (g(x) − 1)x0 + z1, y = (g(y) − 1)x0 + z2, x+ g(x)y = (g(x+ g(x)y)− 1)x0 + z.
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f
(
x+ g(x)y)= f ((g(x) − 1)x0 + z1 + g(x)[(g(y) − 1)x0 + z2])= f ((g(x)g(y) − 1)x0).
On the other hand, once again by Lemma 2(ii),
f
(
x+ g(x)y)= f ((g(x+ g(x)y)− 1)x0 + z)= f ((g(x+ g(x)y)− 1)x0).
Thus we obtain f ((g(x)g(y) − 1)x0) = f ((g(x+ g(x)y) − 1)x0) for every x, y ∈ F and consequently, in view of Lemma 1(iv),[
g(x)g(y) − g(x+ g(x)y)]x0 ∈ A for x, y ∈ F .
But x0 /∈ A. Hence
g
(
x+ g(x)y)= g(x)g(y) for x, y ∈ F . (22)
Let x ∈ X \ F or y ∈ X \ F . Then, by (1), f (x+ g(x)y) = 0 = f (y + g(y)x). Thus, according to Lemma 1(ii), g(x+ g(x)y) =
0 = g(y + g(y)x) and g(x) = 0 or g(y) = 0. Hence g(x + g(x)y) = g(x)g(y) = 0 and, in view of (22), g satisﬁes Goła¸b–
Schinzel functional equation. Since g is continuous on rays, according to [11, Corollary 4], there is a nontrivial linear
functional L : X →R such that either
g(x) = L(x) + 1 for each x ∈ X, (23)
or
g(x) = max{L(x) + 1,0} for each x ∈ X . (24)
First consider the case, when g is given by (23). Then, by Lemma 1(ii) and (21), f −1({0}) = L−1({−1}). Hence, in view
of (6) and Lemma 3,
f −1
({
f (x)
})= L(x)x0 + A for x ∈ F , f −1({0})= −x0 + A. (25)
Then, by Lemma 2(ii), f (x) = f (L(x)x0) = fx0 (L(x)) for x ∈ X . Since x0 /∈ A, according to Lemma 2(i), fx0 and gx0 are
nonconstant continuous solutions of (1). Thus, by [14, Theorem 1], fx0 and gx0 are given by (19) or (20). But φ is continuous
and multiplicative on its domain. Hence, by Lemma 1(ii), either f −1x0 ({0})g−1x0 ({0}) = {− 1c } (if (19) holds) or f −1x0 ({0}) =
{a ∈ R: ca + 1  0} (if (20) holds). In view of (25) and Lemma 2(ii), f −1x0 ({0}) = {−1}. Thus fx0 and gx0 are given by (19)
with c = 1. Then
f (x) = fx0
(
L(x)
)= φ(L(x) + 1) for x ∈ X,
where φ :R →R is continuous and multiplicative, and consequently there is an r > 0 such that one of conditions (11), (12)
holds (see [22, p. 311, Theorem 6]).
Now consider the case, when g is given by (24). Then, by Lemma 1(ii) and (21), f −1({0}) = {x ∈ X: L(x)−1}. According
to (6) and Lemma 3,
f −1
({
f (x)
})= L(x)x0 + A for x ∈ F , f −1({0})= (−∞,−1]x0 + A. (26)
Then, by Lemma 2(ii), f (x) = fx0 (L(x)) for x ∈ X and fx0 and gx0 are nonconstant continuous solutions of (1). By [14,
Theorem 1], fx0 and gx0 are given by (19) or (20), where either f
−1
x0 ({0}) = {− 1c } or f −1x0 ({0}) = {a ∈R: ca+ 1 0}. In view
of (26) and Lemma 2(ii), f −1x0 ({0}) = (−∞,−1]. Hence fx0 and gx0 are given by (20) with c = 1. Consequently
f (x) = fx0
(
L(x)
)= φ(max{0, L(x) + 1}) for x ∈ X,
where φ : [0,∞) → R is continuous and multiplicative, and consequently there is an r > 0 such that condition (13) holds
(see [22, p. 311, Theorem 6]).
It is easy to check that functions f and g given by one of conditions (i)–(iv) satisfy (1), what ends the proof. 
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