Measurements of the cross sections for the production of single top quarks and antiquarks in the t channel, and their ratio, are presented for proton-proton collisions at a center-of-mass energy of 13 TeV. The data set used was recorded in 2016 by the CMS detector at the LHC and corresponds to an integrated luminosity of 35.9 fb −1 .
Introduction
The study of single top quark production provides important insight into the electroweak processes of the standard model (SM) of elementary particles and into the structure of the proton. It also enables a direct measurement of the magnitude of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element V tb . Among the production channels, the t-channel process is the dominant mechanism in proton-proton (pp) collisions at the CERN LHC accounting for approximately 70% of the total single top quark production cross section at √ s = 13 TeV [1]. The t channel has a very distinct signature with a light quark, which is predominantly produced in the forward direction, and a top quark. Figure 1 illustrates the production of a single top quark and a single top antiquark. The flavor of the initial light quark defines the charge of the produced top quark; up quarks in the initial state result in top quarks, while down quarks produce top antiquarks. The ratio of the cross sections of these two processes provides insight into the inner structure of the proton as described by the parton distribution functions (PDFs). The ATLAS and CMS Collaborations have performed several measurements of the cross section for single top quark production in the t channel using LHC data collected at √ s = 7, 8, and 13 TeV [2-9]. With a data set corresponding to an integrated luminosity of 35.9 fb −1 , the analysis described in this letter uses about 18 times more data compared to the previous analysis at 13 TeV [9] and also exploits the electron final state. The 13 TeV t-channel single top quark cross section has been calculated to next-to-leading-order (NLO) accuracy in quantum chromodynamics (QCD) using HATHOR 2.1 [10, 11] . Assuming a top quark mass of 172.5 GeV [12] and V tb = 1, the calculation yields cross section values of σ t-ch,t = 136.0
−2.9 (scale) ± 3.5(PDF+α S ) pb, σ t-ch,t = 81.0 +2.5 −1.7 (scale) ± 3.2(PDF+α S ) pb, σ t-ch,t+t = 217.0 +6.6 −4.6 (scale) ± 6.2(PDF+α S ) pb,
for the t-channel production of single top quarks (σ t-ch,t ), single top antiquarks (σ t-ch,t ), and the sum of both subprocesses (σ t-ch,t+t ), respectively, where α S is the strong coupling constant. The cross sections are evaluated in the five-flavor scheme (5FS), where the b quark is described by the PDF of the incoming protons. The quoted uncertainties are associated with the renormalization and factorization scales, as well as α S at the mass of the Z boson, and PDFs. The PDF and α S (m Z ) uncertainties were calculated with the MSTW2008 68% confidence level NLO [13, 14] , CT10 NLO [15] , and NNPDF2.3 [16] PDF sets, using the PDF4LHC prescription [17, 18] . A prediction at full next-to-next-to-leading-order (NNLO) accuracy [19] is also available for single top quark production in the t channel at 13 TeV. In this analysis, the NLO prediction is used for the normalization of the signal process as the NNLO calculation does not provide all required systematic uncertainty sources. Depending on the PDF set used, the predicted values for the cross sections for the two processes and their ratio may differ, rendering the measurement sensitive to various PDF parameterizations. Using the cross section values and the PDF sets given above, the predicted value for the ratio R t-ch = σ t-ch,t /σ t-ch,t is 1.68 ± 0.08, where the uncertainty includes contributions due to variations of the renormalization and the factorization scales, the top quark mass, and the PDF and α S .
The analysis uses events containing a single isolated muon or electron in the final state. The muon or electron originates from the decay of the W boson from the top quark decay, either directly or via W → τν and the following τ → ν decay, where refers to either a muon or an electron. The main backgrounds come from the production of top quark-antiquark pairs (tt) and from the production of W bosons in association with jets (W+jets). The separation between signal and background is achieved using boosted decision trees (BDTs), which combine the discriminating power of several kinematic distributions into a single classifier. The cross sections of t-channel single top quark and single top antiquark production, as well as the ratio of the two processes, are determined from a fit to the distributions of this single classifier.
The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity (η) coverage provided by the barrel and endcap detectors. Muons are measured in the range |η| < 2.4, with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers, embedded in the steel flux-return yoke outside the solenoid. The electron momentum is estimated by combining the energy measurement in the ECAL with the momentum measurement in the tracker. Events of interest are selected using a two-tiered trigger system [20] . The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events. The second level, known as the high-level trigger, consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [21] .
ronization. The underlying event is modeled for all samples using the tune CUETP8M1 [32] , except for the tt sample, for which the tune CUETP8M2T4 [33] is used, which provides a more accurate description of the kinematic distributions of the top quark pair and of the jets in tt events. The parameterization of the PDFs used in all simulations is NNPDF3.0 NLO. All of the generated events undergo a full simulation of the detector response using a model of the CMS detector implemented in GEANT4 [34] . Additional pp interactions within the same or nearby bunch crossing (pileup) are included in the simulation with the same distribution as observed in data.
Event selection and top quark reconstruction
In this analysis, the signature of the single top quark t-channel production process consists of a charged lepton, a neutrino, which is observed as p T imbalance, a light-quark jet, which is often produced in the forward direction, and a jet arising from the hadronization of a bottom quark (b jet) from the top quark decay. A second b jet, arising in the production process via gluon splitting, generally has a softer p T spectrum and a broader η distribution compared to the b jet originating from the top quark decay, and therefore often escapes detection. The event selection criteria are chosen according to this signature and events must contain one muon or electron candidate and at least two jets. Events in the muon channel are selected online using a trigger that requires an isolated muon with p T > 24 GeV and |η| < 2.4. In the electron channel, a trigger is used that requires electrons with p T > 32 GeV and |η| < 2.1. Only events for which at least one primary vertex is reconstructed are considered in the analysis. The primary vertex must be reconstructed from at least four tracks that have a longitudinal distance |d z | < 24 cm and a radial distance |d xy | < 2 cm from the interaction point. If more than one primary vertex is found in an event, the reconstructed vertex with the largest value of summed physics-object p 2 T is taken to be the primary pp interaction vertex. The physics objects are the jets, clustered using the jet finding algorithm [35, 36] with the tracks assigned to the vertex as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the p T of those jets.
The particle-flow (PF) algorithm [37] , which optimally combines information from all subdetectors, is used for the reconstruction of the individual particles. Muon candidates must have at least one hit in the muon detector and at least five hits in the silicon tracker. They are then reconstructed by a global fit to the information from the silicon tracker and the muon spectrometer. Selected muons must fulfill the criteria p T > 26 GeV, |η| < 2.4, and relative isolation, I rel < 0.06. The I rel of a charged lepton candidate is calculated by summing the transverse energy deposited by photons and charged and neutral hadrons within a cone of size √ (∆η) 2 + (∆φ) 2 < 0.4 (where φ is the azimuthal angle in radians) for muons and 0.3 for electrons around its direction, corrected for contributions from pileup [38] , relative to its p T .
Electron candidates are reconstructed by fitting tracks in the silicon tracker using the Gaussiansum filter [39] and matching the tracks to energy clusters in the ECAL. The electron identification is performed using nine different variables and various selection criteria, including a requirement on the relative isolation I rel < 0.06. Electrons are required to have p T > 35 GeV and |η| < 2.1, while electrons falling in the gap between the ECAL barrel and endcap regions (1.44 < |η| < 1.57) are rejected. Events containing additional muons with p T > 10 GeV and |η| < 2.4 or additional electrons with p T > 15 GeV and |η| < 2.5 are rejected. In both cases, the criteria on the lepton identification and isolation are relaxed (I rel < 0.2 for muons; I rel < 0.18 for electrons in the ECAL barrel and I rel < 0.16 for electrons in the ECAL endcaps). Lepton p Tand η-dependent scale factors are applied to correct for differences in the lepton reconstruction efficiencies between data and simulation.
Jets are clustered using the anti-k T clustering algorithm [35] with a distance parameter of 0.4, as implemented in the FASTJET package [36] . The effect of additional tracks and calorimetric energy deposits from pileup on the jet momentum is mitigated by discarding tracks identified to be originating from pileup vertices and applying an offset correction to account for remaining contributions. Jet energy corrections are derived from simulation to bring the measured average response of jets to that of particle-level jets. In situ measurements of the momentum balance in dijet, γ+jet, Z+jet, and multijet events are used to account for any residual differences in the jet energy scale in data and simulation [40] . In this analysis, jets with p T > 40 GeV and |η| < 4.7 are selected. The combined secondary vertex algorithm (CSVv2) [41] is used to identify b jets, which are required to have p T > 40 GeV and |η| < 2.4. The efficiency to identify jets from b quarks is about 40% at the chosen working point, while the probability to misidentify jets from light quarks or gluons as b jets is 0.1%. Corrections to the simulation are applied in order to account for the difference in the b tagging efficiency in data and simulation.
To suppress the background from QCD multijet processes in the electron channel, events must fulfill p miss T > 30 GeV. For events in the muon channel this variable is not sufficiently well modelled, and a requirement on the transverse mass of the W boson is imposed instead. The transverse mass of the W boson is defined as
Here, p miss T is the magnitude of the transverse momentum vector p miss T . This vector is defined as the projection onto the plane perpendicular to the beam axis of the negative vector sum of the momenta of all reconstructed PF objects in an event. The energy scale corrections applied to jets are propagated to p miss T [42] . The angle between the directions of the momentum vector of the muon and p miss T is ∆φ.
The selected events are divided into four different categories, depending on the number of selected jets and the number of b-tagged jets (njets-mtags). The category with two selected jets, one of which is identified as originating from a bottom quark, i.e., 2jets-1tag category, provides the largest contribution of signal events constituting the signal category. Events with three selected jets with one or two of them b-tagged, namely events in the 3jets-1tag and 3jets-2tags categories, are dominated by tt production. These serve as control categories that are used in the fit to constrain the contribution from this dominant background process. Besides these categories, which are used to determine the signal and background contributions, a fourth category containing events with two selected jets and no identified b jets, the 2jets-0tags category, is defined to validate the estimation of the QCD multijet background contribution in data.
The numbers of selected events are shown in Fig. 2 for the muon and electron channels. In both channels, the event yields are shown separately for events with positively and negatively charged muons (electrons). Positively charged leptons stem from top quarks and negatively charged leptons from top antiquarks. The contribution from the QCD multijet background is determined directly from data as described in Section 5. For the other processes, the event yields are derived from simulation.
The momentum four-vector of the top quark is reconstructed from the momenta of its decay products: the charged lepton, the reconstructed neutrino, and the b jet. The ambiguity of the assignment of one of the two b-tagged jets to the b quark from the top quark decay in the 3jets-2tags category is solved by choosing the b jet that leads to a reconstructed top quark mass closer to the top quark mass in the simulation. In the 3jets-1tag category, two untagged jets exist, of which the one with the highest |η| is assigned to the light-quark jet in forward direction. The transverse momentum of the neutrino, p T,ν , can be obtained from p miss T . Assuming energymomentum conservation at the W ν vertex and setting the W boson mass to m W = 80.4 GeV, the longitudinal momentum of the neutrino, p z,ν , can be calculated as
where
and p 2 = p 2 T, + p 2 z, denotes the squared momentum of the charged lepton. In general, this procedure results in two possible solutions for p z,ν , which can have either real or complex values. If both solutions take real values, the one with the smallest absolute value is chosen [43, 44] . In the case of complex solutions, the transverse components of the neutrino momentum are modified such that the algebraic discriminant in Eq. (3) becomes null, while still fulfilling the constraint on the W boson mass. Of the possible solutions for p x,ν and p y,ν that resolve the problem of the negative discriminant, the coordinate pair that is closest to the corresponding components of p miss T is chosen.
Modeling and normalization of the QCD multijet background
Because of the theoretically challenging simulation of QCD multijet processes, this background contribution is suppressed as much as possible and the remaining contamination is modeled from data. As described in Section 4, requirements on m W T or p miss T are applied on the events in the muon and electron channels to suppress events from QCD multijet production. Different variables have been chosen for the two channels as m W T is found to be better modeled compared to p miss T in the muon channel and vice versa in the electron channel. These variables provide the highest separation power between QCD multijet events and other processes, including the t-channel single top quark production, for the respective lepton final state. The remaining QCD contribution is modeled with samples of events derived from sideband regions in data enriched in QCD multijet events. These sideband regions are defined by inverting the muon or electron isolation requirements, while all other selection criteria described in Section 4 remain the same. As no reliable prediction for the QCD contribution to the selected data is available, the normalization for the QCD modeling samples are estimated from data. For that purpose, the same variables that are used to suppress this background contributions are explored by fitting their distributions over the entire range. A maximum likelihood fit is performed on the m W T or p miss T distribution using two probability density functions, one for the QCD multijet process and one for all other non-QCD processes. The latter distribution is obtained by adding the different non-QCD contributions from simulation, including the t-channel signal, according to their theory predictions, while the former is modeled using events from the sideband regions described above. The fit is performed separately in the 2jets-1tag and the 3jets-1tag categories. The contribution from QCD multijet events to the 3jets-2tags category is only minor and is neglected. To validate the QCD estimation procedure, this fit is also performed in the 2jets-0tags category, a signal-depleted category that provides a number of background events of this source larger by factors of 10 and 28 for the muon and electron channel, respectively. Good agreement between the results of the fit and the data is found. Figure 3 shows the fitted m W T and p miss T distributions in the 2jets-1tag, 3jets-1tag, and 2jets-0tags categories. The entire range of the distributions is fitted and the resulting yields of the QCD multijet contribution are then used in the signal regions in which the requirements m W T > 50 GeV or p miss T > 30 GeV are applied. In this extrapolation, an uncertainty of 50% is applied to cover all effects from variations in the shape and rate of this background process.
Signal extraction
BDT algorithms, implemented in the TMVA package [45] are employed to combine multiple variables into single discriminators, and thus enhance the separation between signal and background processes. Kinematic variables that are suitable to distinguish the single top quark t-channel signal process from the main background contributions are used for the BDT training. Each of these variables is required to be modeled reasonably in the simulation. The list of variables used for discrimination can be found in Table 1 . The five most important variables are the light-quark jet |η|, the reconstructed top quark mass, which has high discrimination power against background processes where no top quarks are produced, the invariant mass of the dijet system consisting of the light-quark jet and the b-tagged jet from the top quark decay, the distance in the η-φ plane (∆R) between the charged lepton and the b jet, and the cosine of the angle between the charged lepton and the light-quark jet in the rest frame of the top quark (cos θ * ). Figures 4 and 5 show the distributions of these five input variables from data compared to the simulation.
The BDTs are trained in the 2jets-1tag category, separately for muons and electrons. The lepton |η| and m W T distributions are only considered in events with muons, while the p miss T variable is only used in the electron sample. The samples of simulated signal and background events, as well as the QCD multijet sample from sideband data, are normalized according to the respective predictions, with each sample split into two parts. One half is used for the training, while the other half serves for validation purposes and the actual measurement. The trained BDTs are then applied to the 2jets-1tag, 3jets-1tag, and 3jets-2tags categories, separately for the two different flavors and charges of the lepton.
A maximum likelihood fit is performed simultaneously on twelve different BDT output distributions (two lepton charges, two lepton flavors, three njets-mtags categories). By including the categories with three selected jets in the fit, the tt background, which dominates these categories, is constrained. The results of this fit are the cross sections for the production of single top quarks (σ t-ch,t ) and antiquarks (σ t-ch,t ). The ratio of the two cross sections can be calculated from these two results propagating their uncertainties to the ratio using the covariance matrix of the fit. However, a more elegant and straightforward way of properly accounting for the correlations between the uncertainties in the two cross sections is to repeat the fit with one of the two cross sections replaced by their ratio. This way, potential cancellations of uncertainties are taken into account directly in the fit and do not need to be calculated afterwards. The fitted distributions of the BDT output distributions are shown in Figs. 6 and 7. To verify the quality of the fit, for each distribution, the pull is also shown. The pull is defined as the difference between the distribution in data and the fitted one, divided by the uncertainty ∆ = √ ∆ 2 data − ∆ 2 fit , where ∆ data is the Poisson uncertainty in the data and ∆ fit is the uncertainty of the fit, including the statistical component and all uncertainties that have been included as nuisance parameters. As a cross-check, this fit is also performed separately for each lepton flavor. The obtained values are consistent within their uncertainties compared to the main results in the combined muon and electron channel. The simulation is normalized to the total number of events in data. Also shown is the relative difference between the distributions in data and simulation in the lower panels. Here, the shaded areas correspond to the statistical uncertainties in the simulation (MC stat). The fourth and fifth most discriminating input variables for the training of the BDTs in the muon channel (left) and in the electron channel (right): the ∆R between the momentum vectors of the lepton and the b-tagged jet associated with the top quark decay, the cosine of the angle between the lepton and the light-quark jet in the rest frame of the top quark. The simulation is normalized to the total number of events in data. Also shown is the relative difference between the distributions in data and simulation in the lower panels. Here, the shaded areas correspond to the statistical uncertainties in the simulation (MC stat). tainties. The latter category includes the uncertainty sources related to the modeling of the signal process, which cannot be constrained from the measurement as they apply to the full phase space and not only to the region in which the measurement is performed. Their impact is determined by repeating the analysis using varied templates according to the systematic uncertainty sources under study in the fit instead of the nominal templates. The larger absolute shift in the parameter of interest, either caused by "down" or "up" variation of the systematic source under study, is taken as symmetric uncertainty in both directions. In the following, the different uncertainty sources that are considered in the analysis are briefly described. They are grouped in categories of related sources. It is indicated whether the uncertainty sources are implemented via shape morphing ("shape") or via normalization ("rate").
Nonprofiled uncertainties
• Signal modeling (shape): The following uncertainty sources cover potential mismodeling of the single top quark t-channel signal process. They are not considered as nuisance parameters in the fit but evaluated by repeating the full analysis using samples of simulated signal events that feature variations in the modeling parameters covering the systematic uncertainty sources under study.
• Renormalization and factorization scales (shape): The uncertainties caused by variations in the renormalization and factorization scales (µ R /µ F ) are considered by applying weights [46] , corresponding to simultaneously doubled or halved renormalization and factorization scales with the nominal value set to 172.5 GeV, on the BDT output distributions.
• Matching of matrix element and parton shower (shape): The parameter h damp = 1.581
+0.658
−0.585 m t (with m t = 172.5 GeV) [33] , which controls the matching between the matrix-element level calculation and the parton shower (ME-PS matching) and regulates the high-p T radiation in the simulation, is varied within its uncertainties.
• Parton shower scale (shape): The renormalization scales of the initial-state and final-state parton shower (PS) are varied by factors of two and one half with the nominal value set to 172.5 GeV.
• Signal PDFs (shape): The impact due to the choice of PDFs is studied by replacing the nominal signal templates with reweighted distributions derived from the eigenvector variations of NNPDF3.0 NLO [47] . The full envelope of the eigenvector variations is used.
• Integrated luminosity (rate): The relative uncertainty in the integrated luminosity is determined to be ±2.5% [48] . This uncertainty is added to the total uncertainties of the measured cross sections.
Profiled uncertainties
• Jet energy scale (shape): All reconstructed jet four-momenta are simultaneously varied in simulation according to the p T -and η-dependent uncertainties in the jet energy scale (JES) [49] . These variations are also propagated to p miss T .
• Jet energy resolution (shape): To account for the difference in the jet energy resolution (JER) between data and simulation, a dedicated smearing is applied to the simulated jets [49] , and the resolutions are varied within their uncertainties.
• Unclustered energy (shape): The contributions of unclustered PF candidates to p miss T are varied within their respective energy resolutions [50] .
• b tagging (shape): The scale factors that are used to calculate the efficiency corrections of the CSVv2 b tagging algorithm are varied up and down within their uncertainties [41] . From these up and down varied scale factors, up and down shifted efficiency corrections are calculated and applied to the simulation.
• Muon and electron efficiencies (shape): The efficiencies of the lepton identification and isolation, of the trigger paths, and of the detector response are determined with a "tag-and-probe" method [51] from Drell-Yan events falling into the Z boson mass window. The efficiency correction factors are varied according to the p T -and η-dependent uncertainties.
• Pileup (shape): The uncertainty in the average expected number of pileup interactions is propagated as a systematic uncertainty to this measurement by varying the total inelastic cross section by ±4.6% [52] .
• QCD background normalization (rate): As described in Section 5, an uncertainty of ±50% is applied to the QCD background estimate to cover all effects from variations in the shape and rate of this process.
• Limited size of samples of simulated events (shape): The limited number of available simulated events is considered by performing the fit using the Barlow-Beeston method [53].
• tt background modeling (shape) and normalization (rate): Multiple systematic effects on the tt background prediction are studied: the influence of the parton shower scale and of the matching between the NLO calculation and the parton shower, the impact of variations in the initial-and final-state radiation-depending on the choice of α S -and the effect of uncertainties on the modeling of the underlying event. Dedicated tt simulation samples are used to study each effect individually, where the corresponding parameters are varied within their uncertainties. To account for the uncertainty in the inclusive tt cross section, a rate uncertainty of ±5%, corresponding to the most precise measurement [54], is applied.
• Top quark p T (shape): In differential measurements of the top quark p T in tt events, the predicted p T spectrum is found to be harder than the observed spectrum [55, 56] . To account for this mismodeling, the results derived using the default simulation for tt are compared to the results using simulated tt events that are reweighted according to the observed difference between data and simulation. This results in one-sided variations of the nominal template.
• tW background normalization (rate): To account for the uncertainty in the cross section of tW production, a rate uncertainty of ±11%, corresponding to the most precise measurement [57], is applied. One additional rate uncertainty is included in the fit to account for the impact from the choice of PDFs and their specific variation (±4%). To determine the influence of possible mismodeling of the tW process, the nominal sample is compared to samples generated with a parton shower scale shifted by ±1 standard deviation.
• W/Z+jets background normalization (rate): To take the uncertainty in the cross sections of the W+jets and Z +jets contributions into account, rate uncertainties of ±4%, corresponding to the most precise measurements [58] , are applied.
• Renormalization and factorization scales (shape): For the background contributions from tt, tW, and W/Z+jets production, the uncertainties caused by variations in the renormalization and factorization scales (µ R /µ F ) are considered by reweighting [46] the BDT output distributions according to simultaneously doubled or halved renormalization and factorization scales. In the case of the tt and tW processes, the nominal value of the scales is set to 172.5 GeV, while dynamic scales, defined as
) 2 , are used for W/Z+jets production. This uncertainty is estimated for each process separately.
• Background PDFs (shape): By reweighting distributions derived from the eigenvector variations of NNPDF3.0 NLO [47] , the impact due to the choice of PDFs is studied for the tt and W/Z+jets background processes. The full envelope of the eigenvector variations is used. The variations in the background PDFs are treated as uncorrelated to the variations in the signal PDFs, because the dominant contributions to the signal PDFs stem from up and down quarks, whereas the background PDFs are dominated by gluons.
The impact of the individual systematic uncertainties on the measured cross sections and their ratio are listed in Table 2 . For nonprofiled uncertainties, the change of the result due to the respective variation is listed. The impact of each profiled uncertainty is defined as the shift in the parameter of interest that is induced by repeating the fit with the corresponding nuisance parameter fixed at either one standard deviation above or below its post-fit value, with all other nuisance parameters treated as usual. Of the two resulting shifts always the larger one is taken as the impact. For Table 2 several nuisance parameters are grouped together by adding their impacts in quadrature.
The dominant uncertainties for the cross section measurements come from variations of the parton shower scale and PDF employed in the signal modeling. The various uncertainties affect the two cross section measurements in a correlated way, which leads to a significant reduction of their impact when calculating the ratio. The strength of the cancellation depends on the correlation of the respective uncertainties and their impact on the two cross sections. For instance, the nonprofiled signal modeling uncertainties are highly correlated between the two cross sections and the only remaining uncertainty contribution in the ratio comes from the differences in the size of the impacts on the individual cross sections. The dominant uncertainty contributions in the ratio measurement are the uncertainty due to the choice of the PDF set for the t-channel signal model and the uncertainty due to the size of the simulation samples.
Results
The measured cross sections for the t-channel production of single top quarks and antiquarks are
Here, the uncertainty sources that are profiled in the fit, are labeled as "prof", the uncertainties on the signal modeling are labeled as "sig-mod", and the uncertainty due to the integrated luminosity measurement is labeled as "lumi". The total systematic uncertainty is obtained by adding the three uncertainty contributions in quadrature. Adding the σ t-ch,t and σ t-ch,t results, the total cross section is found to be σ t-ch,t+t = 219 ± 2 (stat) ± 6 (prof) ± 35 (sig-mod) ± 6 (lumi) pb = 219 ± 2 (stat) ± 36 (syst) pb = 219 ± 36 pb, where the statistical uncertainties are treated as uncorrelated and the systematic uncertainties as correlated between the σ t-ch,t and σ t-ch,t measurements. The total cross section is used to calculate the absolute value of the CKM matrix element V tb , neglecting |V td | and |V ts | as they are significantly smaller than |V tb |, as
, with the predicted SM value σ theo t-ch,t+t = 217.0 +6.6 −4.6 (scale) ± 6.2 (PDF+α S ) pb [10, 11, 17] assuming |V tb | = 1. The anomalous form factor f LV takes the possible presence of an anomalous Wtb coupling into account, with f LV = 1 for the SM and f LV = 1 for physics beyond the SM [59] . The measured cross section translates to | f LV V tb | = 1.00 ± 0.08 (exp) ± 0.02 (theo).
The first uncertainty considers all uncertainties of the cross section measurement, while the second uncertainty is derived from the uncertainty of the theoretical SM prediction. Assuming the unitarity of the CKM matrix, a lower limit of 0.83 is determined in the Feldman-Cousins unified approach [60] for |V tb | at 95% confidence level. [63] , CT14 [64] , ABMP16 [65, 66] , MMHT2014 [67] , HERAPDF2.0 [68] . The HATHOR 5FS calculation is used with the nominal values for the top quark pole mass and α S set to the best values of each PDF set. The uncertainty bars for the different PDF sets include the uncertainty due to the factorization and renormalization scales, the uncertainty in the top quark pole mass, and the combined internal PDF+α S uncertainty. For the measurement, the statistical and total uncertainties are indicated individually by the inner and outer uncertainty bars.
The ratio of the cross sections for the production of single top quarks and antiquarks in the t channel is measured as R t-ch = 1.66 ± 0.02 (stat) ± 0.03 (prof) ± 0.04 (sig-mod) = 1.66 ± 0.02 (stat) ± 0.05 (syst) = 1.66 ± 0.05.
The measured ratio is compared to the predictions using different PDF sets as shown in Fig. 8 . Good agreement between the measurement and most predictions is found.
Summary
Events with one muon or electron and multiple jets in the final state are used to measure the cross sections for the t-channel production of single top quarks and antiquarks, and their ratio. The measured cross sections are 136 ± 1 (stat) ± 22 (syst) pb for the production of single top quarks, 82 ± 1 (stat) ± 14 (syst) pb for the production of single top antiquarks, and 219 ± 2 (stat) ± 36 (syst) pb for the total production. The latter result is used to calculate the absolute value of the Cabibbo-Kobayashi-Maskawa matrix element | f LV V tb | = 1.00 ± 0.08 (exp) ± 0.02 (theo), including an anomalous form factor f LV . The measured ratio of the cross sections of the two processes R t-ch = 1.66 ± 0.02 (stat) ± 0.05 (syst) is compared to recent predictions using different parton distribution functions (PDFs) to describe the inner structure of the proton. Good agreement with most PDF sets is found within the uncertainties of the measurement.
The statistical uncertainty plays only a minor role for the achieved precision of the measurements, which are limited by the systematic uncertainties in the modeling of the signal process.
Deeper understanding of these effects and improved procedures to estimate the uncertainty are therefore crucial to further decrease the systematic uncertainty. Because of the cancellation of systematic effects when measuring the ratio of cross sections R t-ch , its precision, reported in this letter, is significantly improved with respect to the results of previous measurements. The value of R t-ch can be used to test the predictions from different PDF sets for their compatibility with the data.
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