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Cold dark matter subhalos are expected to populate galaxies in numbers. If dark matter self-
annihilates, these objects turn into prime targets for indirect searches, in particular with gamma-ray
telescopes. Incidentally, the Fermi-LAT catalog already contains many unidentified sources that
might be associated with subhalos. In this paper, we infer the statistics of those subhalos which
could be identified as gamma-ray point-like sources from their predicted distribution properties. We
use a semi-analytical model for the Galactic subhalo population, which, in contrast to cosmological
simulations, can be made fully consistent with current kinematic constraints in the Milky Way
and has no resolution limit. The model incorporates tidal stripping, predicted from a realistic
distribution of baryons in the Milky Way. The same baryonic distribution contributes a diffuse
gamma-ray foreground, which adds up to that, often neglected, induced by the smooth dark matter
and the unresolved subhalos. This idealized configuration, as viewed by an idealized telescope a` la
Fermi-LAT, implies a correlation between point-like subhalo signals and diffuse background. Based
on this modeling, we compute the full statistics semi-analytically, and accurately determine the
distribution properties of the most luminous subhalos in the sky (relative to background). We
find a number of visible subhalos of order O(0 − 1) for optimistic model parameters and a WIMP
mass of 100 GeV, maximized for a cored host halo. This barely provides support to the current
interpretation of several Fermi unidentified sources as subhalos. We also find that it is more likely
to detect the smooth Galactic halo itself before subhalos, should dark matter in the GeV-TeV mass
range self-annihilate through s-wave processes.
PACS numbers: 12.60.-i,95.35.+d,98.35.Gi
I. INTRODUCTION
While under experimental or observational pressure,
the thermal dark matter (DM) scenario is still consid-
ered as appealing owing to its simple production mech-
anism and to the fact that it is within reach of current
experiments. A typical realization amounts to assum-
ing that DM is made of exotic particles with masses and
couplings to standard model particles such that they can
be produced from the hot plasma in the early universe,
and to selecting model parameters for which DM is cold
[1–3] and with a predicted cosmological abundance that
matches with the one measured by cosmological probes
[4–7]. If there is no matter-antimatter asymmetry in the
dark sector, and if DM is driven to chemical equilib-
rium before freezing out, then weakly-interacting massive
particles (WIMPs) arise as prototypical self-annihilating
DM candidates, leading to a diversity of potentially ob-
servable signatures1 [11–16]. In this article, we focus
on indirect DM searches [16–18] with gamma-rays, and
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1One of the main theoretical supports for WIMPs was that it was
independently motivated by solutions to the so-called electroweak
hierarchy problem in particle physics. The fact that no new par-
therefore assume that DM self-annihilates in DM halos
nearly at rest and into standard model particles, pro-
ducing gamma-rays through direct emission, hadroniza-
tion of the final states, or Bremsstrahlung [19]. This
implicitly restricts the available WIMP parameter space
to s-wave annihilation processes (typically mediated by
pseudo-scalar interactions if DM is made of fermions),
for which the annihilation rate does not depend on DM
particle velocities. Other parts of the WIMP parame-
ter space (e.g. scalar interactions) can still be probed
by indirect detection techniques [20, 21], but are more
efficiently so with direct detection [15, 22, 23] and at col-
liders [9, 24, 25]. We also restrict the target space by
focusing on searches in the Milky Way (MW) only [26].
The generically rather small scattering rate between
WIMPs and the hot plasma in the early universe leads
to a very small cutoff scale in the matter power spectrum,
implying a typical mass ranging from 10−3-10−12 M for
the first DM structures to collapse in the matter cosmo-
logical era [27–34]. In the standard hierarchical picture
of structure formation [35–37], these first minihalos, or
subhalos, merge into larger DM halos, but a significant
fraction of them survives tidal disruption and populates
ticles has been discovered at the LHC has strongly affected ap-
proaches to that issue, see e.g. [8], and motivations for WIMPs are
now mostly phenomenological [9, 10].
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2galactic halos in numbers today [38–42]. These DM in-
homogeneities have long be invoked as potential boosters
of the DM annihilation rate in galaxies, enhancing the
production of gamma-rays and antimatter cosmic rays
[43–47]. They could also enhance the gamma-ray power
spectrum on specific angular scales [48, 49]. They ac-
tually also represent interesting point-source targets for
gamma-ray telescopes [47, 50–56], with essentially no X-
ray nor radio counterparts (but see [57]). This possi-
bility has generated a particular attention in the recent
years as the Fermi-LAT satellite has enriched its catalog
with many unidentified and unassociated sources [58, 59],
some being interpreted as potential DM subhalos [60–69].
In this study, we take advantage of the recent ana-
lytical Galactic subhalo population model developed in
Ref. [41] (SL17 henceforth)—see complementary analyt-
ical approaches in e.g. Refs [42, 70–74]. This model was
built to be consistent with both structure formation the-
ory [40, 75] and kinematic constraints on the MW similar
to those discussed in Ref. [76]. Some gamma-ray prop-
erties of this model were already derived in Ref. [77] us-
ing the Clumpy code [78, 79], which aimed at comparing
them with predictions from cosmological simulations [80]
(so-called MW-like simulations, but obviously with DM
and baryonic distributions that may significantly depart
from the real MW), but without fully addressing the de-
tectability of individual objects in a realistic diffuse fore-
ground. This issue was partly covered in [66]. Here, we
want to inspect the potential of Fermi-like gamma-ray
telescopes to detect subhalos in such a model, but going
farther than previous studies in the attention given to
the contribution of DM annihilation itself to the diffuse
background. The model includes a subhalo population,
a smooth dark matter halo, and a baryonic distribution,
all made consistent with kinematic constraints, and the
gravitational tides that prune or disrupt subhalos are cal-
culated from the very same components (see SL17 for de-
tails). This internal self-consistency leads to a spatial cor-
relation between the subhalos, the smooth DM, and the
baryonic content, which affects the observational proper-
ties of the former through the contribution to the diffuse
emission of the latter. Baryons induce gravitational tides
that deplete the subhalo population and select the most
concentrated objects. Besides, they set the intensity of
the Galactic gamma-ray foreground (mostly the pionic
component), which also plays a role in the balance be-
tween diffuse emission and potential point-like emissions
from subhalos. Finally, assessing the detectability of sub-
halos should also account for the fact that the diffuse DM
emission is also bounded by current constraints to be less
than the level of Galactic foreground statistical fluctua-
tions [19, 81–88]. This means that part of the naively
available parameter space is actually already excluded,
and this can be fully characterized in a complete model.
We will show that self-consistently combining all these
ingredients leads to interesting, though not necessarily
optimistic, consequences in terms of subhalo detectabil-
ity.
The paper develops according to a very pedestrian
approach and is organized as follows. We begin by
quickly reviewing our global Galactic model in Sect. II.
In Sect. III, we describe the parameter space of subhalos
and the related statistical ensemble, from which derive
the statistical properties of their gamma-ray emissivity
presented in Sect. IV. We further discuss the detectabil-
ity of DM subhalos in Sect. V, which is the main part
of the paper, and where we pay a particular attention
to the possible background configurations. In particu-
lar, we exploit a simplified statistical method and derive
useful analytical results showing e.g. the consequence of
imposing to detect subhalos before the smooth halo on
the sensitivity, which we further confirm with a more so-
phisticated analysis based on a full likelihood method ap-
plied to mock data. In that way, we can place ourselves in
the context of an idealized experiment resembling Fermi-
LAT, and derive predictions for both current and future
observations. We summarize our results and draw our
conclusions Sect. VI, to which we invite the expert reader
to go directly, and provide additional technical details in
the appendix sections.
II. REVIEW OF THE SUBHALO POPULATION
MODEL
In this section, we motivate the need for a dynam-
ically consistent model for the DM distribution in the
MW which globally include both the subhalo population
and the smooth Galactic halo–see a more detailed dis-
cussion in SL17.
It is well known that in the cold DM scenario, struc-
ture formation leads to a high level of self-similarity that
translates into an almost universal shape for the dark
halos over a large range of scales, close to a paramet-
ric Navarro-Frenk-White (NFW henceforth) profile, as
found in cosmological simulations [89, 90]. Such a (spher-
ical) halo shape should characterize systems like the MW
down to all pre-existing layers of inhomogeneities like
subhalos, the latter also glabally contributing to shap-
ing the former. Increasing the spatial/mass resolution
of cosmological simulations does not modify this picture,
it only uncovers a larger population of smaller subha-
los in their host halos, sharing similar morphologies [91–
93]—the overall profiles of the host halos remaining un-
affected. Consistency therefore demands that the sum of
the smooth DM component and its substructure be glob-
ally following an NFW profile (or any variant motivated
by improved fitting formulae [94–96], with possible al-
terations in the central regions due to baryonic feedback
[97–99]).
This actually implies a spatial correlation between the
smooth halo and its substructure, the details of which are
related to the accretion history and more importantly to
the tidal stripping experienced by subhalos and induced
both by the total gravitational potential of the host halo
and by baryons (disk shocking, stellar encounters, etc.).
3This spatial correlation is expected to have some impact
on the gamma-ray observability properties of subhalos
as point-like sources, because it translates into a corre-
lation between the hunted sources and the background
in which they lurk. Such a correlation was partly ac-
counted for in e.g. Refs. [47, 78], but without realistic
treatment of gravitational tides. At this stage, it is worth
recalling that the global DM content of the MW is better
and better constrained as the quality of stellar kinematic
data improves. This implicitly translates into limits on
the distribution of dark subhalos—except for those “visi-
ble” subhalos hosting stars and already identified as MW
satellites.
Here, we take advantage of the SL17 analytical subhalo
population model for the MW. This model is consistent
with recent kinematic constraints on the MW, as it is
constructed to recover the best-fit Galactic mass model
found in [76] (McM17). Note that the McM17 best-fit
model (which includes both DM and baryons) is itself
consistent with more recent results (e.g. Refs. [100, 101])
based on analyses of big samples of RR Lyrae or red-
giant stars with accurate proper motions inferred from
the Gaia survey [102–104]. In the SL17 subhalo popu-
lation model, subhalo tidal stripping is determined from
the detailed distributions of both DM and baryons de-
rived in McM17. The total DM density profile ρtot is
assumed to be spherical and a mixture of two compo-
nents:
ρtot(R) = ρsm(R) + ρsub(R) , (1)
where R is here the distance to the Galactic center (GC),
ρsm describes the smooth DM component, and ρsub de-
scribes the average mass density in the form of subhalos.
More precisely, the latter can formally be expressed as
ρsub(R) =
∫
dmtmt
dn(R)
dmt
, (2)
where n(R) is the number density of subhalos and the
integral runs over the tidal mass mt—all this will be
properly defined later. Kinematic data set constraints
on ρtot, and therefore, though more indirectly, on n. The
SL17 model assumes that if subhalos were hard spheres,
they would simply track the smooth component, and then
ρsub would be proportional to ρsm. Further calculating
the effect of tidal stripping allows to determine how DM
initially in ρsub migrates to ρsm, a leakage that increases
in strength toward the inner parts of the MW where the
gravitational potential gets deeper and where the bary-
onic disk is located. The SL17 model also predicts the
spatial dependence of the subhalo concentration distribu-
tion function and of the mass function as a consequence
of gravitational tides. All this is in perfect qualitative
agreement with what is found in cosmological simulations
with [105, 106] and without baryons [92, 93, 107].
The main modeling aspects to bear in mind before dis-
cussing the gamma-ray properties of subhalos are the fol-
lowing:
• The total DM halo of Eq. (2) is described either
as a spherical NFW halo or as a cored halo, whose
parameters are given in Sect. A, and which are both
consistent with current kinematic constraints.
• We assume inner NFW profiles for subhalos, and
consider initial mass and concentration functions
inferred from standard cosmology (before tidal
stripping).
• The final spatial distribution of subhalos follows
the overall DM profile in the outskirts of the MW,
but gets suppressed in the central regions of the
MW as an effect of gravitational stripping—there
is no simple parametric form to describe the smooth
and subhalo components together, since the latter
depend on the details of tidal stripping: they are
predicted from the model.
• Tidal effects make the final mass and concentration
functions fully intricate and spatially dependent;
they cannot be factorized out and the SL17 model
accounts for this physical intrication.
• Gravitational tides prune more efficiently the less
concentrated subhalos, hence the more massive ob-
jects.
• The tidal subhalo massmt (tidal radius rt) is gener-
ically much smaller than the mass m200 (the virial
radius r200) it would have in a flat cosmological
background—the actual minimal mass can there-
fore be much smaller than the minimal mass consid-
ered for subhalos in terms of m200 (this will depend
on the tidal disruption criterion discussed around
Eq. 7).
• the baryonic content of the model comprises a
multi-component axisymmetric disk (thick and thin
disks of stars and gas) and a spherical bulge; all
these components are taken into account for the
gravitational tides, but only the gaseous compo-
nent is considered to model the regular Galactic
diffuse gamma-ray emission.
In the next section, we discuss the statistical properties
of subhalos, which are inherited from their cosmological
origin.
III. THE SUBHALO POPULATION
STATISTICAL ENSEMBLE
In this section, we review the internal properties of
subhalos and fully characterize their statistical ensem-
ble. This will later translate into statistical gamma-ray
properties.
4A. Structural properties of subhalos and
distribution functions
Here, we introduce the basic definitions inherent to
subhalos, which are rather standard [46, 78]. We assume
a spherical NFW inner profile for subhalos, defined as
ρ(x) = ρs ×
{
g(x) ≡ x−1(1 + x)−2} , (3)
where ρs is the scale density, and the scale variable
x ≡ r/rs expresses the distance r to the subhalo center in
units of the scale radius rs, and where the dimensionless
parametric function g is explicitly defined as an NFW
profile, though it needs not be the case. Note that g en-
codes all the details of the profile, such that switching to
another profile simply amounts to changing g. In the fol-
lowing, we use ρ(x) and ρ(r) interchangeably, letting the
reader adapt the definition accordingly. The integrated
mass reads
m(x) = 4pi rs
3 ρs
{
µ(x) ≡
∫ x
0
dx′ x′2 g(x′)
}
, (4)
where we define the dimensionless mass µ(x) that encodes
the morphological details of the inner profile. Again, we
use m(x) and m(r) interchangeably in the following.
A subhalo is conventionally defined from its mass on
top of a flat background density and its concentration.
It is common practice to adopt m200 ≡ m(r200) for the
initial subhalo mass definition. This corresponds to the
mass contained inside a radius r200, often called virial ra-
dius, over which the subhalo has an average density of 200
times the critical density ρc ≡ 3H20 M2P/8pi, where H0 is
the Hubble parameter value today, and MP is the Planck
mass 2. In the following, we use H0 = 68 km/s/Mpc.
The scale parameters of subhalos are then entirely de-
fined once the concentration parameter c200 ≡ r200/rs is
fixed. The latter is not really a physical parameter since
it formally depends on the cosmological background den-
sity, but tells us how dense the subhalo is inside rs. Since
smaller subhalos have formed first in a denser universe,
the concentration is a decreasing function of the mass.
In this paper, we use the SL17 model as derived from the
concentration-mass relation given in Ref. [108], to which
we associate a log-normal distribution function (pc(c200),
used below in e.g. Eq. (9)), with a variance set (in dex)
to σdexc = 0.14. To simplify the notations, we further use
m for m200 and c for c200, unless specified otherwise.
2The use of “virial” quantities m200 and r200 can be misleading in
the context of subhalo phenomenology. Indeed, the actual mass
and radius of a subhalo embedded in the gravitational potential
of the MW (assuming spherical symmetry still holds) are the tidal
ones, which depend on the tidal stripping it has experienced along
its orbit—roughly speaking, the local gravitational potential and
the number of disk crossings and stellar encounters along the orbit.
Therefore, these virial quantities are only useful to determine the
subhalo inner properties, once the mass-concentration relation is
fixed.
Although the mass m and the concentration c fix the
internal properties of a subhalo, the only relevant phys-
ical parameters are actually ρs and rs, and more impor-
tantly the tidal radius rt. We also introduce
xt ≡ rt/rs , (5)
its dimensionless version. Subhalos are indeed not mov-
ing in a flat background. Tidal radii are actually difficult
to determine since they depend on the details of all grav-
itational effects felt by subhalos along their orbits in the
host halo. The SL17 model precisely provides us with a
prediction of subhalos’ tidal radii which depend on their
structural properties, their position in the halo, and on
the details of the DM and baryonic components featur-
ing the MW. Therefore, the real mass and extension of a
subhalo are not m200 nor r200, but instead
the tidal radius rt(m, c,R) ≤ r200 , (6a)
and the tidal mass mt = m(rt) ≤ m, (6b)
where the dependence of the tidal radius on the subhalo
structural properties and on its average position R in
the MW has been made explicit. It is important to keep
in mind that the tidal extension of a subhalo is usually
much smaller than r200, which may strongly decrease the
subhalo gamma-ray luminosity with respect to a naive
estimate using r200. The SL17 model further proposes
a criterion for tidal disruption, which is expressed as a
lower limit in xt. This can be understood as the fact
that tidal stripping can be so efficient that the remaining
subhalo core has not enough binding energy left to sur-
vive, and gets disrupted. In the following, we will mainly
use two different disruption thresholds according to the
following rule:
tidal disruption ∀xt < t =
{
1 (fragile subhalos)
0.01 (resilient subhalos)
.(7)
The fragile case refers to a criterion found in early simu-
lation studies of tidal stripping [109], while the latter case
accounts for the fact that the disruption efficiency found
in simulations is very likely overestimated due to the lack
of resolution and to spurious numerical effects [110]. It
can actually be reasonably conceived that the very inner
parts of subhalos, which are also very dense, could actu-
ally survive tidal stripping for a very long time, simply
as a consequence of adiabatic invariance [111, 112]. One
of the advantage of the SL17 model is that we can really
check the impact of the disruption efficiency on gamma-
ray predictions by tuning the disruption parameter t.
Including further evolution of the structural properties
themselves is possible in principle [113, 114], but it is
actually not straightforward to scale that up to a pop-
ulation study. We will therefore just assume a hard cut
of the subhalo density profile at the tidal radius, which
can be considered as an optimistic assumption in terms
of gamma-ray emissivity. Self-consistently accounting for
tidal stripping is anyway already a significant improve-
ment with respect to many past studies.
5Beside the individual properties of subhalos, the SL17
model also provides the population’s global properties,
which amounts to define a probability distribution func-
tion (pdf henceforth) for subhalos. Assuming subhalos
are independent from each other, the subhalo number
density per unit of (virial) mass can be expressed as
dn(R,m)
dm
= Ntot
∫ ∞
1
dc pˆt(R,m, c) , (8)
where the integral runs over concentration, Ntot is the
total number of subhalos in the MW, which will be dis-
cussed later below Eq. (14), and the global pdf pˆt is given
by
pˆt(R,m, c) =
θ(xt(R,m, c)− t)
Kt
(9)
× pV (R)× pm(m)× pc(c) .
In these equations, m = m200 stands for the virial (ficti-
tious) mass in a flat background, c = c200 is the concen-
tration parameter, and Kt allows for the normalization
to unity over the whole parameter space defined by the
product of the volume element 4pi R2dR with the concen-
tration element dc, the reference mass element dm, and
the associated pdfs. All pdfs p’s above are normalized to
unity over their own individual range. Tidal disruption,
despite its quite simple implementation in the form of a
step function θ(), induces an intrication of the individ-
ual pdfs. Moreover, since the dimensionless tidal radius
xt depends on all parameters, the same holds true for
the tidal mass: a subhalo with a given m can obviously
have a different mt depending on its concentration and
position in the MW.
For the “fictitious-mass” function pm(m), we adopt a
power law for simplicity,
pm(m) = Km(m/m0)
−α , (10)
where Km and m0 are dimensionful constants that allow
us to normalize the mass function to unity over the full
subhalo mass range. More involved functions can actu-
ally be used, but it turns out that the extended Press-
Schechter formalism, reflecting the state-of-the-art an-
alytical formalism in this framework [35–37, 115, 116],
gives a mass function close to a power law of index
α ∼ 1.95—see Fig. 1 for illustration. We will therefore
use values of 1.9 and 2 as reference cases. The real(tidal)-
mass function, in contrast, also depends on position, and
can be written
pˆmt(mt, R) =
∫
dmpm(m)
∫
dc pc(c) (11)
×θ(xt(R,m, c)− t)
×δ(m−mt(R,m, c)) .
This expression makes it clear that the tidal mass func-
tion is spatial dependent not only because of tidal dis-
ruption (in the step function), but also because of tidal
stripping (in the delta function). In the SL17 model,
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FIG. 1. “Fictitious” virial mass function rescaled by m2200
as a function of m200 at redshift z = 0, assuming a cutoff
mass mmin = 10
−12 M. The Press-Schechter and Sheth-
Tormen mass functions are calculated using Planck best-fit
cosmological parameters [117] for different window filters and
fall in all cases between the power-law functions of indices
α = 1.9 and α = 2.0. The gray band corresponds to halos too
massive to be accounted for MW subhalos.
surviving subhalos are more stripped and more concen-
trated as they are found closer to the central regions of
the MW. More precisely, tidal stripping acts as a high-
pass filter by moving upward a threshold in the concen-
tration distribution function (for a given mass), leading
to a strong depletion of the subhalo population as one
approaches the central Galactic regions. This effect is
genuinely observed in cosmological simulations, and usu-
ally parametrically modeled as an additional radial de-
pendence in the median mass-concentration relation (see
e.g. Refs. [47, 107]). In the SL17 model it is not parame-
terized but predicted from the constrained distributions
of the Galactic components.
The SL17 subhalo spatial distribution is built upon
assuming that if subhalos were hard spheres, they would
simply follow the global DM profile, as is the case for
“particles” in cosmological simulations. Therefore, the
hard-sphere spatial distribution of the total population
of subhalos (including the disrupted ones) is simply
pV (R) =
ρtot(R)
Mhalo
, (12)
where Mhalo is the total DM mass in the assumed extent
of the MW halo. However, tidal stripping and disrup-
tion strongly distorts that hard-sphere distribution, and
the actual one only describing surviving subhalos has to
integrate the disrupted ones out. It can be written as
pˆV (R) =
∫
dm
∫
dc pˆt(R,m, c) (13)
6= pV (R) ,
6where pˆt is the global pdf that includes tidal stripping,
given in Eq. (9). The whole population of subhalos is
then described from its number density per unit (tidal)
mass as follows,
dn(R,mt)
dmt
= Ntot
∫
dm
∫
dc pˆt(R,m, c)
× δ(m−mt(R,m, c)) . (14)
Note that Ntot, the total number of subhalos, can be
normalized according to different choices. A possibility
is to normalized it from the number of dwarf galaxy satel-
lites in the relevant mass range [46] (correcting for sky
and efficiency completion), from merger-tree arguments
[37, 118], or similarly from a global subhalo mass frac-
tion also in a given mass range ∆m [47]. We adopt the
normalization of SL17 that matches the Via Lactea II
DM-only simulation results [92], and conventionally sets
the fictitious mass fraction 3 to f˜sub ∼ 10% (for ∆m taken
in the heavy tail of the subhalo mass range, which is very
well resolved in simulations). Then
Ntot =
Kt
K˜t
f˜subMhalo
〈˜m〉∆m
, (15)
where Kt is the global pdf normalization introduced in
Eq. (9), and the tilde indicates quantities for which bary-
onic tides are unplugged—see Ref. [41] for details.
It is instructive to calculate the expected number of
subhalos that might fall in the mass range of satellite
dwarf galaxies in this model, which we give in Tab. I for
different assumptions in the mass function index and in
the tidal disruption efficiency. We see that the number of
objects more massive than a typical threshold of 108M
[113] is of order ∼ 100, consistent with current observa-
tions.
Finally, we show the radial distribution of the number
density of subhalos for a mass function index α = 1.9 in
the left panel of Fig. 2, where we have considered both the
fragile and resilient subhalos, several values of minimal
cutoff mass, and started from two different assumptions
for the global Galactic halo—an NFW or a cored halo,
both consistent with kinematic constraints [76].
TABLE I. Number of subhalos with a virial mass m/physical
mass mt greater than 10
8M inside a Galactic radius Rmax =
250 kpc, for fragile (t = 1) and resilient (t = 10
−2) subhalos.
Nsub(m200/mt > 10
8M)
Initial mass index t = 10
−2 t = 1
α = 1.9 322/133 268/130
α = 2.0 278/108 232/106
3It is called fictitious mass fraction because it was calibrated in such
a way that each surviving subhalo should carry its full fictitious
mass m in the mass intregral, even though its real mass mt is
generically smaller.
IV. GAMMA RAYS FROM SUBHALOS: A
STATISTICAL DESCRIPTION
In this section, we relate the gamma-ray properties
of subhalos to their internal properties. This will fully
characterize the statistical properties of their gamma-ray
emission, an important step before rigorously determin-
ing their detectability properties.
A. Subhalo luminosity
Since we consider DM annihilation in subhalos, it is
convenient to define an intrinsic luminosity or emissivity
function (in units of squared mass per volume),
ξ(r,m, c) = 3
{
ξ∞ ≡ 4pi
3
rs
3 ρ2s
}
(16)
×
∫ x
0
dx′ x′2 g2(x′) ,
where x′ = r′/rs, and where we have introduced a refer-
ence luminosity ξ∞ which is such that for an NFW profile
ξ∞ = limr→∞ ξ(r) and
ξ(2 rs) =
26
27
ξ∞ = 0.963 ξ∞ ≈ ξ∞ . (17)
The tidal luminosity of a given object depends only on
its position, viral mass, and concentration, which we can
express as
ξt(R,m, c) = ξ(rt(R,m, c),m, c) . (18)
For simplicity, we fix the “luminosity” size of a subhalo
to {
rt if rt < 2 rs
2 rs if rt ≥ 2 rs . (19)
This defines the spatial/angular extension of a subhalo
in the gamma-ray sky. It will be used when discussing
point-like subhalos in Sect. IV D.
B. Gamma-ray fluxes and J-factors
Here we introduce our conventions to deal with
gamma-ray fluxes. For a target seen by an observer on
Earth, we use the common distance-longitude-latitude
triplet (Galactic coordinates), ~s = (s, l, b), such that in
the direct Cartesian frame attached to the observer and
defined by the unit vectors (~ex, ~ey, ~ez), where ~ey points
to the GC and ~ex is also attached to the Galactic plane,
~s = s (cos b sin l ~ex + cos b cos l ~ey + sin b~ez) . (20)
The GC is therefore located at ~R = (0, R, 0), where
R is the distance of the Sun to the GC, such that the
target distance R to the GC is simply
R2(s, l, b) = (~s− ~R)2 (21)
= s2 +R2 − 2 sR {cosψ ≡ cos b cos l} ,
7where we have introduced the angle ψ = (~s, ~R) between
the line of sight sustaining the target and the observer-
GC axis. Since the SL17 model is spherically symmetric,
the averaged amplitude of the gamma-ray flux induced
by DM annihilation is fully specified by ψ.
Gamma rays accumulate inside a cone characterized by
the angular resolution of the telescope, so the spherical
MW volume element associated with the spatial distri-
bution of subhalos 4pi R2dR (see Sect. III A) has to be
replaced by the conical volume element about the line of
sight
s2dΩ ds = s2 sin θ dθ dφ ds , (22)
where θ is the polar angle defining the aperture about
the line of sight, and φ the azimuthal angle. The dis-
tance R of the target to the GC then acquires an extra
dependence in θ and φ which amounts to replace
cosψ −→ (cosψ cos θ − sinψ cos θ sinφ) (23)
in Eq. (21). In practice, conical volume integrals are
performed over the resolution angle under consideration.
We can now write the gamma-ray flux induced by DM
annihilation along the line of sight of angle ψ (equiv-
alently all corresponding pairs (l, b) in Galactic coordi-
nates):
dφγ,χ(E,ψ)
dEdΩ
=
Sχ(mχ, E)
4pi
∫ smax(ψ)
0
ds ρ2χ(s, ψ) ,
(24)
where ρχ denotes any DM mass density profile under con-
sideration, and smax(ψ) ≈ R200+R cosψ is the distance
to the virial border of the halo in the ψ direction. We
have introduced a spectral function,
Sχ(mχ, E) ≡ δχ 〈σv〉
2m2χ
dNγ(E)
dE
, (25)
that carries all the WIMP-model-dependent information,
namely the particle mass mχ, its total s-wave annihila-
tion cross section into photons 〈σv〉, and the differential
photon spectrum dNγ/dE, which sums up the contribu-
tions of all relevant annihilation channels to the photon
budget. The parameter δχ = 1 (1/2) for scalar DM or
Majorana (Dirac) fermionic DM.
Integrating this flux over a solid angle δΩr = δΩ(θr),
where θr is a fixed resolution angle, we can define a first
version of the usual J-factor [119] as follows:
dφγ,χ(E,ψ, θr)
dE
= Sχ(mχ, E) Jψ(θr) , (26)
that is
Jψ(θr) ≡ 1
4pi
∫
δΩr
dΩ jψ(ψ, θ, φ) (27)
with jψ(ψ, θ, φ) ≡
∫ smax
0
ds ρ2χ(s, ψ, θ, φ)
This J-factor carries the dimensions of a squared mass
per (length)5 and may slightly differ from other conven-
tions found in the literature. Note that in the general
case, an experimental resolution angle θr depends on en-
ergy, hence the J-factor as defined above. We will ac-
count for this energy dependence whenever relevant.
Following up with practical declensions, the flux av-
eraged over the resolution angle θr in the ψ direction is
simply 〈
dφγ,χ(E,ψ)
dE dΩ
〉
δΩr
= Sχ(mχ, E)Jψ(θr) (28)
with Jψ(θr) ≡ Jψ(θr)
δΩr
, (29)
where we implicitly assume a flat and maximal collection
efficiency over θr. This angular average of the J-factor,
Jψ, is directly related to the gamma-ray flux per solid
angle provided by experimental collaborations in diffuse
gamma-ray studies.
Finally, we introduce a last variant of the J-factor,
more directly related to the real measurements performed
by experiments:
Jψ(∆E) ≡
∫
∆E
dEA(E)Sχ(E) Jψ(θr(E))
∆EASχ
, (30a)
Jψ(∆E) ≡
∫
∆E
dEA(E)Sχ(E)Jψ(θr(E))
∆EASχ
, (30b)
ASχ(∆E) ≡ 1
∆E
∫
dEA(E)Sχ(E) (30c)
=
〈σv〉
2m2χ
〈NγA〉∆E
∆E
,
where ∆E is an energy range to be specified and A is an
effective experimental collection area. The latter should
depend both on the energy and the angle with respect
to the pointing direction, but for simplicity we assume a
flat and maximal angular acceptance within the resolu-
tion angle θr, which can itself depend on energy. We have
also introduced the number of photons per annihilation
Nγ in the energy range ∆E. These experiment-averaged
definitions will allow us to formulate the observational
sensitivity more accurately. Note that when the resolu-
tion angle does not depend much on energy within ∆E,
then J ' J and J ' J . Independently, if the line-of-
sight integral does not vary much within the resolution
angle, whatever large may the latter be, then J ' J—
this is typically the case at reasonable angular distance
from the Galactic center. Finally, one can easily con-
vince oneself that for a point-like object, J pt = J pt (see
Sect. IV D 3).
C. Diffuse emission from the smooth and subhalo
components
The total averaged DM contribution to the gamma-ray
flux is the sum of the smooth contribution, the global
8subhalo contribution, and the cross-product (e.g. [41,
78]). It can be expressed as
dφγ,χ(E,ψ, θr)
dE
= Sχ(E)
{
Jdiffψ ≡ J smψ + J subψ + Jcrossψ
}
,(31)
where we have introduced the total diffuse contribution
Jdiffψ , which is the sum of
J smψ =
1
4pi
∫
δΩr
dΩ
∫ smax(ψ)
0
ds ρ2(s, ψ) (32a)
J subψ =
1
4pi
∫
δΩr
dΩ
∫ smax(ψ)
0
ds
∫
dm
dn(s, ψ)
dm
×
∫
dc ξt θ(xt − t) (32b)
Jcrossψ =
1
2pi
∫
δΩr
dΩ
∫ smax(ψ)
0
ds
∫
dm
dn(s, ψ)
dm
×
∫
dcmt ρsm(s, ψ) θ(xt − t) . (32c)
All these terms characterize the DM contribution to dif-
fuse gamma rays. Note that in the averaged subhalo con-
tribution J subψ , featuring the differential subhalo number
density dn given in Eq. (8), we have actually integrated
the contribution of all subhalos assuming that they are
point-like (i.e. their tidal radii are contained in the solid
angle characterized by the resolution θr)—hence the pres-
ence of the full ξt luminosity function. This is formally an
approximation, but a very accurate one in fact because
the number of point-like objects is much larger than the
extended ones in the resolution angles we will consider
(see Sect. IV D 2). The Heaviside function allows us to
integrate only over those subhalos which have not been
destroyed by gravitational tides in our model.
D. Point-like subhalos
Here we give a practical definition to the concept of
point-like subhalo. To avoid any confusion, we empha-
size here that this notion applies to both resolved and
unresolved sources, in the observational sense (i.e. above
and below background).
1. Definition
We start with a geometric definition (see e.g. Refs. [78,
120]). A subhalo located at a distance s from the ob-
server is considered as point-like if most of its luminosity
is contained in the resolution angle θr assumed for the
telescope, i.e.
min(rt, 2 rs)
s
≤ sin(θr) , (33)
where we have used the luminosity radius introduced in
Eq. (19), and based on that 96% of the luminosity is
contained within 2 rs for NFW (sub)halos [see Eq. (17)].
Trading the scale radius for a combination of the virtual
(virial) mass m and the concentration c, this inequality
relation for the tidal radius becomes an inequality rela-
tion for the (virial, not tidal) mass, reading
m ≤ mmaxpt (s, c, xt) ≡
4pi
3
(200 ρc)
{
c s sin(θr)
min(xt, 2)
}3
.(34)
This relation only tells us that the probability for a sub-
halo to be point-like increases with its concentration, its
distance to the observer increases, or a combination of
both. It allows us to define a maximal mass mmaxpt that
depends on that distance and on the subhalo proper-
ties. Remember that the dimensionless tidal radius xt
is a function of position and concentration in our model,
xt(R(s, ψ), c). That can further be rephrased in terms of
virial (virtual) radius as
r200(m) ≤ c s sin(θr)
min(xt, 2)
≈ c s θr
2
⇔ rs(m, c) . s θr
2
, (35)
Since we only consider resolution angles such that
sin(θr) ∼ θr  1, we see that the size of a point-like
subhalo is always much smaller than its distance to the
observer.
2. Number of point-like subhalos
It is instructive to compute the fraction fptψ of point-
like subhalos lying in the solid resolution angle δΩr in
any direction ψ in the sky. Given the subhalo parameter
space introduced in Sect. III A and the definition intro-
duced in the previous paragraph, then
fptψ =
∫
{m≤mmaxpt (s,c)} dσˆ pˆt(R(s, ψ),m, c)∫
{m≤mmax} dσˆ pˆt(R(s, ψ),m, c)
(36)
with dσˆ ≡ s2 ds sin θ dθ dφ dmdc . (37)
We have used Eq. (22) to define the full phase-space vol-
ume element dσˆ about the line of sight. It is easy to
understand that fptψ ' 1 for all angles ψ and for the res-
olution angles we consider, just because the volume where
most subhalos would appear as extended is strongly con-
fined around the observer. This is shown in the right
panel of Fig. 2, where we have evaluated this fraction
(more precisely 1− fptψ ) numerically as a function of the
line-of-sight angle ψ for different assumptions on the min-
imal subhalo mass, the initial mass index α, and the tidal
disruption efficiency εt.
3. J-factor for a single object
If a subhalo of mass mt,i is point-like, located at a dis-
tance si  rt, its J-factor Jptψ,i should actually account
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for the fact that its occupancy volume δVi, assumed cen-
tered about the line of sight and characterized by an
angular radius equal to or smaller than the considered
experimental resolution angle, contains both the subhalo
density and the smooth halo density. This should lead to
J
pt/δVi
ψ,i = J
pt
ψ,i + J
sm
ψ,i + J
cross
ψ,i , (38)
where
Jptψ,i ≡ Jptψ,i(m, c, si) =
ξt
4pi s2i
(39a)
J smψ,i ≡
1
4pi
∫
dΩ
∫
~s∈δVi
ds ρ2sm(R(s, ψ))
' ρ
2
sm(R(si, ψ))δVi
4pi s2i
(39b)
Jcrossψ,i ≡ Jcrossψ,i (m, c, si)
=
1
2pi
∫
dΩ
∫
~s∈δVi
ds ρsm(R(s, ψ)) ρ(s)
' ρsm(R(si, ψ))mt,i
2pi s2i
. (39c)
The smooth contribution J smψ,i is actually already included
in the foreground contribution of the smooth halo, so
we can formally remove it. Besides, since the DM mass
density at the border of the subhalo is always such that
ρ(rt,i) > ρsm(R(si, ψ)) as a consequence of tidal stripping
[41], we always have Jptψ,i  Jcrossψ,i  J smψ,i. Therefore, in
the following, we only consider
Jpt/δVi = Jptψ,i = J
pt
i (40)
for the J-factor associated with a point-like subhalo,
which is precise at the sub-percent level. Note that for a
point source, we also have Jpti = J
pt
i , where J , defined in
Eq. (30), involves an average over the experimental ac-
ceptance. The associated gamma-ray flux is simply given
by
dφγ,i(E)
dE
= Sχ(mχ, E) Jpti , (41)
consistently with Eq. (26).
4. Statistical properties of point-like subhalo J-factors
In order to assess the possibility of detecting subhalos
as point-like sources, we have to derive the full statistical
properties of Jptψ . They are obviously related to the prop-
erties of subhalos themselves, which are encoded in the
global pdf pˆt introduced in Eq. (11). However, now, the
parameter space becomes limited by the maximal mass
mmaxpt attainable by a point-like object, and defined in
Eq. (34). Actually, given a resolution angle θr and a line-
of-sight angle ψ, the differential probability dPptJ for a
subhalo to have a J-factor equal to J0 can be formally
expressed as
dPptJ
dJψ
(J0ψ) =
∫
{m≤mmaxpt (s,c)}
dσˆ pˆt(R(s, ψ),m, c)
× δ(Jψ(s(R,ψ),m, c)− J0ψ) . (42)
The volume element dσˆ about the line of sight was in-
troduced in Eq. (37). One can then define the integrated
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probability to have a J-factor larger than some value as
PptJ (Jptψ ≥ J0ψ) =
∫
{m≤mmaxpt (s,c)}
dσˆ pˆt(R(s, ψ),m, c)
× θ(Jptψ (s(R,ψ),m, c)− J0ψ)
=
∫ ∞
J0ψ
dJ ′
dPptJ
dJψ
(J ′) . (43)
Note that PptJ (Jptψ ≥ 0) < 1 because it defines the prob-
ability in the ψ direction only. It normalizes to unity
only after integration over the full sky. In the left panel
of Fig. 3, we show the shapes of these pdf’s assuming
line-of-sight angles of ψ = 20◦ and 90◦, the former being
optimal for subhalo searches and the later possibly mini-
mizing the foreground. We also considering two minimal
virial subhalo masses, mmin = 10
−10M and 10−4M,
for a conservative initial mass function index α = 1.9.
Here, the subhalo population is embedded in a global
NFW halo. We also anticipate as a green vertical band a
range of threshold J-factors that expresses the sensitiv-
ity of a Fermi-like experiment for 100 GeV DM particles
annihilating in τ+τ− in an observation time of 10 yr.
This will be discussed extensively in Sect. V, notably in
Sect. V C.
This plot illustrates the non-trivial dependence of the
PptJ on the pointing angle, characterized by a sharp de-
crease beyond a given J at small angles, which can be
asociated with the ring structure arising within ∼ 50◦
from the GC (we shall discuss this in more details later
when reaching Fig. 5). This transition just reflects the
position of the peak in the number density arising the
inner regions of the MW, close to the solar circle, as
shown in Fig. 2. This peak corresponds to the region
where tidal effects start depleting the subhalo popula-
tion beyond the peak of the concentration pdf associated
with the smallest objects, hence the dramatic decline of
subhalos inward. On the other hand, around this peak
is where subhalos are still both numerous enough and
highly concentrated. One can integrate subhalos over
this peak within ∼ 50◦ from the GC (corresponding to
a height of ∼ 10 kpc from the GC), which explains this
particular feature in PptJ . Much less important than it
seems is the difference of probability amplitude between
mmin = 10
−10M and 10−4M, which only comes from
the fact that the total number of subhalos scales like
∝ 1/mmin (hence the 6 orders of magnitude between the
amplitudes); once rescaled by the total number of subha-
los, the pdfs actually match with one another very well
(except, obviously, for the very low J0ψ tail, not appearing
in the plot).
The right panel of Fig. 3 shows the same results in
terms of the number of point-like subhalos with J-factors
larger than a threshold J0 as a function of J0, still for a
subhalo population embedded in a global NFW halo. We
report the number distributions obtained with different
line-of-sight angles ψ, and in the bottom frame, we also
indicate the relative difference when assuming subhalos
embedded either in an NFW or in a cored global DM
halo. We see that the global cored DM halo configuration
generically leads to more visible subhalos, Except in the
range of J ∈∼ [1018, 1019] GeV2/cm5, which just reflects
the fact that the sharp decrease in PptJ for a cored host
halo occurs at lower values of J .
From these pdf’s, one can also calculate the nth mo-
ments of the J-factors (including the mean value with
n = 1) using
〈(Jptψ )n〉 =
∫ ∞
0
dJ (J)n
dPptJ
dJψ
(J) . (44)
V. DETECTABILITY OF SUBHALOS AS
POINT-LIKE SOURCES
This section enters the prevailing discussion of the
paper: assessing the detectability of point-like subha-
los. To proceed, we need to carefully define what are
the main foregrounds or backgrounds (generically back-
ground henceforth) to any potential detection. In most
past studies, the main background considered was the
“baryonic” contribution to the γ-ray flux. This com-
prises the diffuse Galactic emission induced by interac-
tions of cosmic rays with the interstellar gas or radiation
(pion production, Bremsstrahlung, and inverse Comp-
ton processes) and by unresolved conventional Galac-
tic sources, and the isotropic diffuse extragalactic back-
ground. A lot of effort has been invested in describing
the sensitivity of current gamma-ray experiments to ex-
otic point-like sources based on as accurate as possible
models of such Galactic and extragalactic backgrounds,
inferred from both phenomenological cosmic-ray mod-
eling, or from more agnostic template fitting methods
[58, 59, 62, 65, 66]. Here, by contrast, we consider a very
simplified model of baryonic background, and instead fo-
cus our attention onto another background component
often neglected, i.e. the one induced by DM annihila-
tion itself, which is made up of contributions from the
smooth halo and from unresolved subhalos. That DM
background has already been defined in Sect. IV C.
We further want to place ourselves within the frame-
work of an idealized Fermi-LAT-like experiment, in which
we assume that a diffuse emission has been measured in
pre-defined regions of interest (RoI’s), which is consis-
tent, while not perfectly, with the baryonic foreground
(hence limiting the diffuse DM contribution to statistical
or systematic fluctuations at maximum). This will allow
us to set limits on the contribution of DM annihilation
to the diffuse emission, hence on the annihilation cross
section, which also impacts on the detectability of DM
subhalos.
In Sect. V A, we provide the details of our background
model. In Sect. V B, we describe the statistics of the
number of point-like subhalos contributing a flux above
a given threshold. In Sect. V C, we review the full statis-
tical analysis we perform to infer the sensitivity to point-
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like subhalos in our idealized framework. We start with
a simplified statistical reasoning (see Sect. V C 2), which
allows us to derive useful analytical results for the thresh-
old flux of subhalo detection as a function of time and
annihilation cross section. Most notably, we derive useful
time-independent asymptotic limits arising in the case
of infinite observational time, which correspond to the
most optimistic case for the detection of DM subhalos.
Finally, we generate mock data and apply a complete
likelihood analysis (i) to mimic the current Fermi data
analysis, (ii) to qualitatively validate the aforementioned
simplified statistical reasoning, and (iii) to get more def-
inite results for the detectability of subhalos. We discuss
these results in Sect. V C 4.
A. Baryonic background model
We consider two types of contributions to the diffuse
background that may shield DM subhalos as individual
sources: one coming from DM annihilation itself, al-
ready discussed in Sect. IV C, and another one coming
from conventional astrophysical processes, dubbed bary-
onic background. To maximize the self-consistency of
our study, we base our baryonic background model on
the same ingredients used to determine the tidal strip-
ping induced by the baryonic disk, i.e. those included in
the Galactic mass model derived from kinematic data in
Ref. [76]. They consist of the spatial distributions for
the atomic and molecular interstellar gas. We remind
the reader that our goal is to have a realistic modeling
of the background, though not necessarily a precise one.
Indeed, we shall not discuss the Fermi data themselves,
but instead provide a realistic insight as to what to ex-
pect to find in them in terms of any putative subhalo
contribution.
For space-borne observatories like Fermi-LAT [121],
the genuine background includes many different astro-
physical contributions, as shortly stated above. However,
for simplicity, we restrict ourselves to the pion decay con-
tribution induced by the interactions of cosmic rays with
the interstellar gas, which is the dominant one in the 1-
100 GeV energy range we consider [122]. There are of
course other contirbutions, but the spatial distribution
of their amplitudes should not change much with respect
to the pion decay one—we will leave some freedom in the
overall normalization, but this will anyway not be criti-
cal in our analysis. We add by hand the isotropic diffuse
emission assumed to be of extragalactic origin, for which
we simply consider the spectrum derived in Ref. [122]. In
the following, we only consider gamma-ray energies above
1 GeV, to avoid modeling issues with the pion bump at
∼ 100 MeV.
Consistently with our Galactic mass model, we can
predict the relative intensity of the pionic emission by
convoluting of a cosmic-ray flux, assumed homogeneous
in the MW for simplicity, and the spatial-dependent hy-
drogen number density, nism. The latter can be expressed
as
nism(~x) = nH(~x) + 2nH2(~x) =
ρH(~x)
mH
+ 2
ρH2(~x)
mH2
,
(45)
12
where indices H and H2 refer to atomic and molecular
hydrogen, respectively, mH/H2 being their masses, and
where, consistently with the SL17 subhalo model, we take
the associated gas mass densities ρ’s from McM17. Fur-
ther integrating this density along the line of sight, within
a resolution solid angle δΩr, we get〈
dφpi(E, l, b)
dE dΩ
〉
δΩr
=
fpi(E)
4pi δΩr
∫
δΩr
dΩ
∫
ds nism(s, l, b)
' fpi(E)
4pi
∫
ds nism(s, l, b) , (46)
where l and b are the longitude and latitude, respectively.
The spectral function fpi(E) is taken as a power law,
fpi(E) = f0
(
E
1 MeV
)−2.72
, (47)
where the normalization f0 = 1.2 × 10−21 MeV−1s−1 is
tuned to give a decent fit to the pionic contribution es-
timated in Ref. [122]. The latitudinal profiles of this pi-
onic gamma-ray flux background model integrated over
two energy ranges, [1.6-13] GeV and [13-100] GeV are
shown in Fig. 4 (left and central panels), and are com-
pared with the observed profiles provided in Ref. [122].
We see that the shapes are nicely recovered both in the
central regions and in the outskirts of the MW, with er-
rors in amplitude fluctuating by a factor of 2 at most.
This angular gradient is realistic enough for our study.
The full baryonic background flux is then given by〈
dφb(E, l, b)
dE dΩ
〉
δΩr
= αb
〈
dφpi(E, l, b)
dE dΩ
〉
δΩr
(48)
+
〈
dφiso(E, l, b)
dE dΩ
〉
δΩr
,
where φiso is the isotropic component that we extract
from Ref. [122]. We have introduced a tuning parameter
αb, which will later allow us to mimic additional sys-
tematic uncertainties or missing sources of background;
for the moment, we assume αb = 1 unless specified other-
wise. In the right panel of Fig. 4, we show the full skymap
obtained for this baryonic background. It shines at low
latitudes, as expected, but these regions will actually be
discarded when looking for DM subhalos.
B. Number of subhalos above threshold and
associated probability
Before entering the details of the determination of the
sensitivity to point-like subhalos in our idealized model,
hence of the detection threshold in terms of gamma-ray
flux, it is useful to describe how we can translate a sensi-
tivity estimate into a number of observable subhalos and
associated probability. For given DM particle mass, anni-
hilation cross section and channel, the gamma-ray flux is
fully determined by the J-factor (see Eq. 41). Therefore
the sensitivity to point-like subhalos can be expressed in
terms of a minimal J-factor, that we call Jmin. Since the
background is not isotropic, Jmin = Jmin(l, b) = J
(l,b)
min .
The integrated probability for a point-like subhalo to
have a J-factor larger than J
(l,b)
min in the direction charac-
terized by the angle ψ(l, b) such that cosψ = cos b cos l
is given in Eq. (43), for a resolution solid angle δΩr—see
also Fig. 3. We can further integrate this probability over
the full sky, accounting for the fact that Jmin depends on
the pointing angle. We then get
P ptvis =
∫
db cos b
∫
dl P ptJ (J
pt
ψ ≥ J (l,b)min ) (49)
Here, P ptvis is normalized by construction in such a way
that it is 1 for J
(l,b)
min = 0. From now on, we denote this
probability p for short.
Given a total number of point-like subhalos Npt '
Ntot, the probability to detect k subhalos is given by
the binomial probability
P (k|Npt) =
(
Npt
k
)
pk (1− p)Npt−k . (50)
Using the fact that in realistic situations we expect k 
Npt and Npt  1, we can use the Poissonian limit of the
previous equation,
P (k|Npt) ' ν
k
k!
e−ν with ν ≡ Npt p . (51)
Therefore the probability to observe at least n objects is
given by
P (≥ n|Npt) ' 1−
n−1∑
i=0
P (i|Npt) . (52)
We can further consider the cumulative of the proba-
bility given in Eq. (51) by promoting k to a real number
x, such that
Px(x|Npt) = e−ν
dxe−1∑
k=0
νk
k!
=
Γ(dxe, ν)
Γ(dxe) , (53)
where the Γ functions in the denominator and in the nu-
merator are the standard and incomplete gamma func-
tions, respectively. We can then define a confidence in-
terval at 100(1 − c)% that x be measured in the range
[N−c , N
+
c ] by solving
c
2
=
Γ(N−c + 1, ν)
Γ(N−c + 1)
= 1− Γ(N
+
c , ν)
Γ(N+c )
. (54)
In the following, we use this formalism to determine
the number of subhalos that could be observed with a
Fermi-LAT-like observatory. The fundamental quantity
that should now be characterized is the minimal J-factor,
J
(l,b)
min , that we address below.
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FIG. 4. Left panel: Latitudinal profiles calculated from the flux given Eq. (46) and integrated in two energy ranges, [1.6-13]
GeV (top plain curves) and [13-100] GeV (bottom dot-dashed curves), and averaged in the longitudinal range −30◦ ≤ l ≤ 30◦.
The model (blue curves) is compared with the Fermi data (red curves). Middle panel: Same as in the left panel, but averaged
in the longitudinal range 90◦ ≤ l ≤ 270◦. Right panel: Full skymap the the background flux integrated in the [1.6-13] GeV
energy range, which also contains the isotropic component—see Eq. (48).
C. Sensitivity to point-like subhalos
1. Specifications of our virtual Fermi-LAT-like instrument
and of our DM benchmarks
Since we wish to address the potential of Fermi-LAT or
any other similar experiment to detect subhalos, we first
have to fix the main specifications that will be used to
make predictions. These specifications need not match
exactly those of Fermi-LAT, but need to be close enough
to be quantitatively realistic4. We do not seek for per-
cent precision, but rather order 1 precision in terms of
subhalo searches. We can therefore simplify the experi-
mental characteristics such that they can be manipulated
with ease at the level of calculations. Consequently, in
the following, unless specified otherwise, we assume:
• a search energy window5 of [1-100] GeV with a flat
effective area A of 0.9 m2, and a field of view of
1/5 of the sky (consistent with the acceptance of ∼
2.3 m2sr quoted in [124, 125], and with the exposure
of 2.7-4.5 × 1011 cm2s = 0.86-1.43 m2yr quoted in
the fourth Fermi catalog and corresponding to 8 yr
of data taking [59]);
• two benchmark resolution angles of θr = 0.1◦ and
1◦, with the latter to very roughly address the
search for extended subhalos;
• a uniform coverage of the sky.
For WIMP DM, we assume a default canonical s-
wave thermal annihilation cross section fixed to 〈σv〉 =
4Details can be found on the dedicated Fermi-LAT webpage.
5We restrict ourselves to a limited energy range where the effective
area is constant. A maximum of 100 GeV allows a reach in WIM
mass of ∼ 300 GeV (∼ 2 TeV) for an annihilation in τ+τ− (bb¯)
[65, 119, 123].
3 × 10−26 cm3/s (neglecting changes with the WIMP
mass, see e.g. [126, 127]), and consider the bb¯ or τ+τ−
annihilation channels using the spectral tables provided
in Ref. [123].
2. A simplified but helpful warm-up statistical analysis
We start with a very simple statistical method based on
On-Off event number counting [128]. Given the gamma-
ray fluxes for a point-like source and associated back-
ground, we can very roughly define the sensitivity in
terms of rudimentary Poisson statistics [128–131]. For a
subhalo of index i located at position ~si in the observer’s
frame, and characterized by an angle ψi and Galactic
coordinates (si, li, bi), with cosψi = cos bi cos li, we can
estimate the number of gamma-ray events N iγ collected in
an arbitrary energy range ∆E by a telescope of time-area
efficiency set by the effective collection area A and and
observation time Tobs. Neglecting for simplicity depen-
dencies other than on energy for the effective collection
area, this event number reads
N iγ(li, bi,∆E) = ∆E
〈
dRi
dE
〉
T iobs , (55)
with 〈
dRi
dE
〉
≡ ASχ(mχ, 〈σv〉,∆E) Ji (56)
=
〈NγA〉∆E
∆E
Ji .
We have introduced the differential event rate dR/dE.
The flux factor Ji is given by Eq. (40), and the spectral
function Sχ by Eq. (25), with the effective collection area
A. Since this expression is for a point source, Ji needs
not be modified by the average over the experimental
acceptance [see discussion below Eq. (39)].
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Similarly, the background event number is given by
Nbgγ (li, bi,∆E) = ∆E
〈
dRbg
dE
〉
T bgobs , (57)
with the background rate averaged over ∆E〈
dRbg
dE
〉
≡ 1
∆E
∫
∆E
dE
∫
δΩr(E)
dΩ
dφbgγ (E, li, bi)
dE dΩ
A(E)
' pi θ
2
r
∆E
∫
∆E
dE
dφbgγ (E, li, bi)
dE dΩ
A(E) . (58)
Again, we have assumed that the angular efficiency is flat
and maximal within the energy-dependent angular reso-
lution θr(E) of the instrument, such that Θ(θr(E) − θ)
can be traded for the solid angle domain δΩr(E). The lat-
est approximated equation assumes a vanishingly small
energy-independent resolution angle and that the back-
ground flux varies by less than a statistical fluctuation
within this angle. In that case the angular integral fac-
torizes out, giving 2pi(1−cos θr) ' pi θ2r . In the following,
we actually neglect the energy dependence of θr for the
sake of simplicity, and because it has negligible impact
on our results (it would have impact in studies of the
Galactic center emission).
Without loss of generality, a point-like source can be
detected (or resolved, equivalently) when the number of
signal events becomes larger than some threshold num-
ber nσ times the Poissonian fluctuation of background
events, assuming the same exposure for both the signal
and background. This is expressed as
N iγ(li, bi,∆E)√
Nbgγ (li, bi,∆E)
> nσ . (59)
We can actually artificially absorb any exposure differ-
ence between the target and reference background in the
number of fluctuations nσ, which should then be thought
of as an effective threshold number of order ∼ 1-10 [128].
In the classical case of exact Poisson statistics with equal
on- and off-source exposure, a detection threshold cor-
responds to nσ ≥ 5. From the above equation, we can
define a minimal J-factor for a point-like subhalo to be
detected as follows:
J
(l,b)
min (∆E,mχ, 〈σv〉) =
nσ
Tobs
√
Nbgγ (l, b,∆E)
ASχ(mχ, 〈σv〉,∆E)
(60)
=
nσ√Tobs
2m2χ
〈σv〉
√
∆E
〈
dRbg
dE
〉
〈NγA〉∆E .
This equation explicitly shows that the pointing-direction
dependence of J
(l,b)
min is only set by that of the background.
This is important to realize, because in essence, this
means that the most visible point-source subhalos (rela-
tive to background) may have different internal proper-
ties depending on the pointing direction, and are not nec-
essarily the most intrinsically luminous. The dependence
in 〈σv〉 is rather trivial at first sight since, obviously, J (l,b)min
increases as the annihilation cross section decreases. A
quick inspection of the right panel of Fig. 3 already tells
us that increasing a bit J
(l,b)
min can have a dramatic impact
on the number of visible subhalos: if constraints on 〈σv〉
get stronger and stronger, the probability to detect sub-
halos is going to shrink accordingly. However, we will see
below that this is less trivial if the constraint is set from
the analysis of the diffuse Galactic emission, and if one
insists on detecting subhalos before the smooth halo.
Eventually, one can translate J
(l,b)
min in terms of a thresh-
old flux
φ
(l,b)
min (∆E) =
∫
∆E
dE Sχ(mχ, E) J (l,b)min (61)
∝ 〈σv〉 J (l,b)min ,
where the integral is performed over an arbitrary energy
range ∆E.
3. Impact of different background configurations
The composite nature of the background affects the
behavior of the sensitivity to point-like subhalos. Here
we inspect several background configurations still in the
framework of the simplified statistical method introduced
above. We first consider subhalo searches neglecting the
baryonic foreground and accounting only for the smooth
DM and unresolved subhalos background emission. Then
we do the contrary, i.e. neglecting the diffuse DM contri-
bution and considering only baryons. Finally, we study a
more realistic background case including both the bary-
onic and diffuse DM contributions, and further derive the
conditions for a subhalo to be detected before the diffuse
DM component. As we will see, the latter configura-
tion gives rise to asymptotic conditions that do depend
neither on the annihilation cross section nor on the ob-
servation time. That result will actually be recovered by
means of a more sophisticated statistical analysis resem-
bling that used by the Fermi Collaboration.
a. DM-only background model: Neglecting the
baryonic background is obviously not realistic, but this
allows us to figure out quickly where the most visible sub-
halos should concentrate in the sky, notably if the smooth
halo were to be discovered first. These are not necessar-
ily the most intrinsically luminous, since they still have
to contrast with the background. However, in this case,
the background is the lowest possible, i.e. induced by
DM itself (both the smooth halo and unresolved sub-
halos). That background configuration also leads to a
dependence of the sensitivity to point-like subhalos on
the annihilation cross section different from the baryonic
background case, which characterizes the case of subhalo
searches after the detection of the smooth halo. In the
DM-only case, the number of background events is given
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by
Nbgγ (l, b,∆E) = N
bg/dm
γ (l, b,∆E) = N
diff
γ (l, b,∆E)
=
〈σv〉
2m2χ
〈NγA〉 Jdiffψ T diffobs , (62)
which implies
J
(l,b)
min = J
ψ
min ∝
θr√〈σv〉Tobs ⇔ φψmin ∝ θr
√
〈σv〉
Tobs
.(63)
The number of background events is therefore similar to
that of signal events defined in Eq. (55), except for the
J-factor of the diffuse DM component Jdiffψ , defined in
Eqs. (31) and (30). Note that for an energy-independent
resolution angle and a flat angular acceptance J
diff
ψ =
Jdiffψ . Since the diffuse DM background is itself pro-
portional to 〈σv〉, the threshold J-factor Jmin given in
Eq. (60) scales like 1/
√〈σv〉T , not like 1/(〈σv〉√T ),
which only holds when the background is independent
of the DM annihilation rate. Consequently, itnerestingly
enough, although the sensitivity to point-like subhalos
increases as 〈σv〉 increases (Jmin decreases—see the right
panel of Fig. 3), the point-like flux sensitivity φmin actu-
ally degrades because of the brighter background. The
additional factor of θr arises from the assumption that
the diffuse background varies by less than a statistical
fluctuation within the resolution angle of the instrument,
see Eq. (58). That assumption essentially holds while not
pointing toward the Galactic center, and shows that both
the subhalo and flux sensitivities degrade (Jmin and φmin
increases) when the resolution angle increases simply as
a consequence of collecting more background photons.
In the left panels of Fig. 5, we show skymaps of the
effective number of visible subhalos per solid angle unit.
They are computed using the nominal subhalo popula-
tion model self-consistently embedded either within an
NFW Galactic halo (top panels) or in a cored one (mid-
dle panels), and point-like subhalos were defined by tak-
ing a resolution angle of θr = 0.1
◦. Although we consider
the DM-only induced diffuse gamma-ray background for
the moment, the subhalo population model still includes
baryonic tidal stripping. The model parameters are set
to (α,mmin/M, t) = (1.9, 10−10, 0.01). We further as-
sume WIMPs of 100 GeV annihilating into τ+τ− with
the canonical annihilation cross section, and restrict the
spectral gamma-ray window to the [1-100] GeV energy
range—we define “visible” by demanding nσ ≥ 3 in
Eq. (60), and taking an observation time of 10 yr. With
this setup, we get < 1 photon in the virtual detector, so
the discussion here is only to be taken at the qualitative
level, and numbers to be compared only relatively be-
tween one another. We see that visible subhalos concen-
trate in a ring around the Galactic center, whose width
and peak actually depend on the subhalo sensitivity Jψmin.
The right panels of Fig. 5 show the corresponding an-
gular distributions as a function of the line-of-sight angle
ψ, and also show the results obtained with a broader
resolution angle of θr = 1
◦, as well as the impact of
changing the mass slope α (1.9 or 2) and the minimal
virial mass (10−10 or 10−4 M)—the shaded areas corre-
spond to the 68% and 95% statistical uncertainties, and
are derived according to Eq. (54). It appears from these
angular projections that in both NFW and cored Galac-
tic halos, potentially visible subhalos for θr = 0.1
◦ are
concentrated in a ring about the GC extending up to
ψ ∼ 50◦ with a peak around ψ ∼ 30◦ (reddish curves). It
also appears that a larger resolution angle of θr = 1
◦ dras-
tically changes this angular distribution (blueish curves)
due to two different effects: (i) as seen from Eq. (63),
the sensitivity degrades simply as the detector integrates
more background photons; (ii) changing the resolution
angle allows bigger (hence intrinsically more luminous)
subhalos to become point sources, and bigger subhalos
are more suppressed by gravitational tides in the central
Galactic regions. As an outcome, increasing the angular
window for individual subhalo searches has the effect of
shifting the angular distribution to much larger values of
ψ (larger latitude, longitude, or both)—with a very flat-
tened peak now around ψ ∼ 70◦. The precise angular
distribution of visible subhalos strongly depends on that
of the diffuse background. The latter is affected by unre-
solved subhalos at large angles, which makes it important
to include them in the background.
In contrast, changing the global DM halo from an
NFW (top panels) to a cored profile (middle panels) does
not significantly affect these features, except for enlarging
the peaks toward low angles and slightly flattening them
as well (less diffuse background in the central regions, but
also slightly less subhalos within the halo scale radius).
Notice that in the DM-only background configuration,
there are more visible subhalos in an NFW Galactic halo
than in a cored one. This will actually be reversed when
the baryonic foreground is added, which will degrade the
sensitivity toward the central Galactic regions. A sum-
mary plot of the DM-only background case is presented
in the bottom panel of Fig. 5, where the level of back-
ground and subhalo sensitivity are varied by tuning 〈σv〉
instead—see Eq. (63).
Such trends are consistent with the Monte Carlo re-
sults obtained in [77], which instead describe the distri-
bution of the brightest point-source subhalos as a func-
tion of distance to the observer. We stress that these are
not necessarily the most visible when contrasted with the
diffuse background. Our analytical calculations have the
advantage of very easily covering the full dynamical range
and as many model configurations as necessary, in a very
short CPU time.
In the right panels of Fig. 5, we also explore the im-
pact of changing the main subhalo population model
parameters by taking different combinations within
(α,mmin/M, t) = (1.9 − 2, 10−10 − 10−4, 0.01). It is
well known that varying the minimal virial subhalo mass
mmin has only significant (non-logarithmic) impact for
α > 1.9 (see e.g. [46, 47, 78]). Therefore, we vary mmin
only for α = 2. This self-consistently keeps the global
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FIG. 5. Top left panel: Skymap of the effective number of subhalos per solid angle unit in a DM-only background—assuming
a WIMP mass of 100 GeV annihilating to τ+τ− with 〈σv〉 = 3 × 10−26 cm3/s, a gamma-ray energy range 1-100 GeV, and
a subhalo population configuration (α,mmin/M, t) = (1.9, 10−10, 0.01) embedded in an NFW Galactic halo. Top right
panel: Associated angular distribution (with 95% confidence band), with two angular resolutions θr = 0.1
◦ and 1◦, and several
configurations for the subhalo population ranging in (α,mmin/M) ∈ (1.9− 2, 10−10− 10−4). Middle left and right panels:
Same as above for subhalos embedded in a cored Galactic halo. Bottom panel: Same as upper right panels, summarizing the
angular distribution behavior for both the NFW (upper half) and cored Galactic halo (lower half), and for several annihilation
cross sections around the canonical baseline 〈σv〉th = 3× 10−26cm3/s.
Galactic halo profile (sum of all components) unchanged once it has been fixed (NFW or cored halo) in the SL17
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model, and therefore remains consistent with kinematic
constraints by construction. We see that α = 1.9 re-
sults in significantly more visible point-like subhalos than
α = 2. This might look surprising because the number
of subhalos is much larger in the latter case, for a given
mmin. However, there are two compensating effects: (i)
there are relatively bigger subhalos (hence more lumi-
nous) in the α = 1.9 case because the mass function is
less steep, and (ii) the diffuse background induced by un-
resolved subhalos (equivalently the boost factor) is larger
in the α = 2 case. The impact of the unresolved subhalo
contribution to the diffuse background can actually be
evaluated by changing mmin from 10
−10 to 10−4M, in
the α = 2 case. This shrinks the total number of sub-
halos (hence that of unresolved) by orders of magnitude
(Ntot ∝ m1−αmin ), but that depletion concerns only subha-
los in the range 10−10-10−4M, which are not massive
enough to detach from the background. Therefore, in-
creasing mmin in this mass range only reduces the DM-
induced diffuse background emission, leading to more vis-
ible subhalos. On general grounds, increasing mmin cor-
responds to decreasing mχ [32, 34].
Finally, it would be tempting to discuss the absolute
numbers of detectable subhalos read off from the angu-
lar distribution plots. Caution is of order though, since
these numbers are for the moment based on the very
rudimentary statistical analysis defined in Eq. (59), and
the observation configuration used is such that there is
< 1 photon detected. A more refined statistical method
will be presented later, but will actually not qualitatively
change these results. Anyway, we already see from the
right panels of Fig. 5 that even when turning the baryonic
background off, the expected number of visible subhalos
is or order O(1), which only slowly varies with 〈σv〉 and
time, as shown in Eq. (63).
b. Baryon-only background model: Consider-
ing only the baryonic foreground is a common prac-
tice to estimate the sensitivity to point-like subhalos
(e.g. [64, 66]), and amounts here to plug the foreground
fluxes defined in Sect. V A into Eq. (57), such that
Nbgγ (l, b,∆E) = N
bg/cr
γ (l, b,∆E) , (64)
where the subscript “cr” stands for “cosmic rays” (we ne-
glect unresolved conventional astrophysical sources here).
In this simplified analysis, we use αb = 1 in Eq. (48).
In the absence of DM-induced background, the sensi-
tivity to point-like subhalos simply scales like
J
(l,b)
min ∝
θr
〈σv〉√Tobs
⇔ φ(l,b)min ∝
θr√
Tobs
, (65)
where we see that the flux sensitivity (φ
(l,b)
min ) has the stan-
dard scaling in time, and does not depend on 〈σv〉 any-
more as expected (it is fixed by the baryonic background
within ∆E); as for the sensitivity to subhalos (J
(l,b)
min ),
it does obviously depend on 〈σv〉. Therefore, the reach
in terms of J
(l,b)
min improves faster with 〈σv〉 than in the
DM-only background case—see Eq. (63). This has con-
sequences in the determination of the number of visible
subhalos, since the pdf of the J-factor is a sharp func-
tion of J—see Fig. 3. However, one should bear in mind
the preliminary result obtained in the previous paragraph
that if detected after the diffuse DM component, the de-
pendency in 〈σv〉 becomes much shallower.
The corresponding sensitivity map of visible subhalos
is shown in Fig. 6 (top left panel). To increase the con-
trast, we have masked a region defined by ψ < 40◦ in the
middle top panel. In the right top panel, we show the
skymap obtained for J
(l,b)
min , which defines the sensitiv-
ity map to point-like subhalos, after masking the region
|b| < 5◦ where most of the conventional diffuse Galac-
tic emission and of the Galactic sources concentrate, and
which is less suited for subhalo searches. These maps
have been derived from a full likelihood analysis per-
formed on mock data, which will be extensively discussed
later, but would be qualitatively the same if derived from
the simplified statistical analysis introduced above. Fur-
ther comparing with the maps of Fig. 5 still on the quali-
tative level (they have been inferred from a different map
of J
(l,b)
min set by the DM-only background), we see a sim-
ilar concentration of visible subhalos in the central re-
gions of the MW, except for the degraded sensitivity in
the disk. The sensitivity to subhalos is less attenuated
toward the very center because the increasing smooth
halo contribution to the background is unplugged. The
angular distribution of visible subhalos is not shown, but
has similar trends as in Fig. 5, except for the different
angular dependence of the background, and the fact that
it is independent from 〈σv〉 (the angular peak would be
at lower angle).
c. Complete DM+baryon background model:
Finally, we consider a more realistic background model
in which both the diffuse DM contribution and the bary-
onic foreground are included. The number of background
events is now given by
Nbgγ (l, b,∆E) = N
bg/cr
γ (l, b,∆E) +N
bg/dm
γ (l, b,∆E) ,
(66)
where the number of DM-induced background events has
been defined in Eq. (62), and that of standard astrophys-
ical processes in Eq. (64).
To make this configuration even more realistic, we need
to account for the fact that in the absence of departure
from the background hypothesis, which is the current sit-
uation [84, 87, 88], there are actually independent con-
straints on 〈σv〉. Therefore, especially in the context of
a consistent subhalo model in which all components of
the MW are dynamically linked together, the sensitivity
to subhalos inherently correlates with the sensitivity to
the diffuse DM contribution. This needs to be properly
considered.
The constraint on the diffuse DM contribution can be
expressed as a limit on the annihilation cross section that
derives, in this preliminary simplified statistical analysis,
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FIG. 6. Skymaps of the visible subhalos assuming a WIMP mass of 100 GeV annihilating into τ+τ−, and a subhalo population
embedded in an NFW halo with parameters (α,mmin/M, t) = (1.9, 10−10, 0.01). The annihilation cross section is fixed to
the 3-σ limit associated with the diffuse DM contribution. The detector configuration assumes a resolution angle of 0.1◦, an
observation time of 10 yr. The point-source sensitivity derives from a full likelihood analysis performed on mock data with
parameters (αb, σb) = (1.3, 0.1) in RoIs of 0.2
◦ × 0.2◦, covering a region of 2.2◦ × 2.2◦, and run over 5 logarithmic bins in the
[1-100] GeV energy range. Lines on maps indicate latitudes of |b| = 30◦, 60◦. Top panels: Baryonic background only. Bottom
panels: Baryonic background only. Left panels: Full sky. Middle panels: Same skymap with central region ψ < 20◦ masked
to increase contrast. Right panels: skymap of J
(l,b)
min —sensitivity to point-like subhalos—with |b| < 5◦ masked.
from the condition
Ndiffγ (l, b,∆E)√
Nbgγ (l, b,∆E)
< n˜σ , (67)
where n˜σ = O(1) can be considered as an effective num-
ber of background fluctuations below which the number
of diffuse signal events must confined to remain consistent
with the background-only hypothesis. In the classical
case of Poisson statistics, a ∼95% (∼99%) confidence-
level (CL) limit is usually set with n˜σ = 2 (3). Since
current statistical tools in gamma-ray data analyses are
well more advanced, as we shall see later, this number
is only to be taken as indicative here. Assuming that
N
bg/cr
γ  n˜2σ > 1, and that the diffuse DM-induced sig-
nal remains unseen after an observational time T˜ , the
above inequality becomes
ASχ Jdiffψ T˜ < n˜σ
√
T˜ ∆E
〈
dRbg/cr
dE
〉
, (68)
where we have used Eqs. (30,31, and 58). This translates
into an upper bound on the cross section:
〈σv〉max =
2m2χ n˜σ√
T˜ 〈NγA〉
min
(lc,bc)

√
∆E
〈
dRbg/cr
dE
〉
Jdiffψ
 .(69)
We emphasize that the minimum appearing above within
braces is uniquely determined for a given configuration
of DM and baryonic foreground. It is found at Galactic
coordinates (lc, bc) (and may have replicates by symme-
try). The scaling with mχ is not fully explicit here, since
the number of photons Nγ also depends on mχ, almost
∝ √mχ for a large variety of annihilation final states
[119]; hence 〈σv〉max ∝∼ m3/2χ .
In Fig. 7, we show the results obtained using Eq. (69)
for the determination of 〈σv〉max as a function of the
WIMP mass mχ, after integration of the gamma-ray
fluxes in the 1-100 GeV energy range and using typical ef-
ficiency parameters for Fermi, recalled at the beginning of
Sect. V C 3. We report the limits derived from the simpli-
fied statistical analysis as dashed (θr = 0.1
◦) and dotted
curves (θr = 1
◦, respectively), which have been obtained
in a pointing direction (lc, bc) = (0
◦, 10◦)—“approx.” in
the legends. We assume DM annihilation into bb¯ (left
panels) and τ+τ− pairs (right panels), use n˜σ = 3, and
take two values for the observation time T˜ : 2 (blue), and
10 yr (red curves, respectively). We have consider both
an NFW Galactic halo (top panels) and a cored halo
(bottom panels). We compare our results with the limits
obtained by the Fermi Collaboration from the analysis of
the diffuse Galactic emission [84] (dark gray area), using
two years of data, and, for the sake of completeness, from
19
satellite dwarf galaxies [132, 133] (light gray area). We
also report results from a more complete likelihood analy-
sis that will be discussed later (solid curves). We see that
the simplified approach underestimates the real experi-
mental sensitivity by almost an order of magnitude, but
has a rather similar dependence in WIMP mass. The dif-
ference in sensitivity mostly comes from the fact that we
use a single angular and energy bin, and therefore neglect
a significant amount of available information. However, it
is interesting to note that once we correctly rescale our ef-
fective sensitivity number n˜σ, we can grossly match with
the correct limit. This means that this simplified for-
malism may help capture the asymptotic behavior of the
sensitivity to DM subhalos.
Assuming that the limit on 〈σv〉 reaches the upper
bound 〈σv〉max, i.e. the diffuse DM component is at the
verge of being detected but is still not so, we can replace
〈σv〉 by 〈σv〉max in Eq. (60). This provides us with a crit-
ical value for the point-like subhalo detection threshold:
Jcritmin(l, b,∆E) = η
eff
σ
√
∆E
〈
dRbg/cr
dE
〉
(70)
×max
(lc,bc)
{
Jdiffψ√
∆E 〈dRbg/cr/dE〉
}
,
where
ηeffσ ≡
nσ
n˜σ
√
T˜
T ≈
nσ
n˜σ
. (71)
Interestingly, this critical J-factor does not depend on the
annihilation cross section anymore. Note that the back-
ground event rate 〈dRbg/cr/dE〉 is calculated at Galactic
coordinates (lc, bc) in the max term, while it is calcu-
lated at the target coordinates (l, b) outside from the max
term—all this is therefore fixed for a Galactic emission
model. This critical J-factor actually depends on the ra-
tio of the observation time T˜ used to set the limit on 〈σv〉,
to the observation time T allocated to subhalo searches;
on the ratio of the corresponding effective numbers of
statistical fluctuations n˜σ and nσ as well. It is therefore
convenient to define an effective sensitivity parameter ηeffσ
in terms of these ratios (with nσ/n˜σ ≈ 5/2 or 5/3 in clas-
sical Poisson statistics). For non-pointing experiments,
like Fermi, T˜ ≈ T , and Jcritmin further becomes time-
independent (this holds in the large-event-number limit,
or equivalently large-time limit, when Poisson statistics
can safely be applied). To connect with more advanced
statistical analysis methods which use more complete in-
formation, we can reasonably allow ηeffσ to vary between
∼1 and ∼10 per energy bin. Such a range should cover
most of realistic cases.
The fact that Jcritmin is independent from both the an-
nihilation cross section and the observation time (in the
infinite-time limit) is, though readily derived here, a very
important result. It is actually recovered when using a
more sophisticated statistical analysis as we will see later.
It means that we can rigorously answer the question of
whether or not subhalos can be detected before the dif-
fuse DM component, should DM self-annihilate and pro-
duce gamma-ray photons. Indeed, the derivation of Jcritmin
is based upon requiring the diffuse DM contribution to
remain below the baryonic background. Therefore, irre-
spective of the annihilation cross section, one can sim-
ply infer the number of observable subhalos by integrat-
ing the probability distribution function of the J-factor
shown in Fig. 3 above Jcritmin. If one finds the minimal
J-factor needs to be lower than this critical value to
get a sizable number of observable subhalos, then that
means that subhalos could hardly be detected as individ-
ual sources before the smooth Galactic DM halo itself.
The fact that Jcritmin does not depend on time needs fur-
ther explanation. Indeed, there is actually a time de-
pendence which is somewhat hidden in that is is calcu-
lated from a very specific cross section: the upper bound
〈σv〉max, which does depend on time. Consequently, fol-
lowing the evolution of Jcritmin as a function of time T im-
plicitly assumes that in the meantime, one has to set the
annihilation cross section to 〈σv〉max(T ).
In Fig. 8, we trace Jcritmin as a function of observation
time from both Eq. (70) (with a conveniently rescaled
ηeffσ —blue dashed curve) and a more sophisticated like-
lihood analysis of mock data (blue solid curve). When
inferred from the simplified analysis, Jcritmin is a flat func-
tion of time, as explained above; it becomes flat only after
a time of several years with the full likelihood analysis,
because the latter correctly deals with the statistics of
small numbers, but still confirms the prediction obtained
from the simplified method. The left and right panels
differ only by the resolution angle (see caption). We also
report the sensitivity to point-like subhalos Jmin (in the
direction where it is minimized) as a function of time,
assuming an annihilation cross section set by a 3-σ limit
on the diffuse DM flux after 10 yr (red curves) or 20 yr
(green curves)—the latter being ∼ √2 smaller. The Jmin
curves cross the flattish Jcritmin ones at corresponding times,
as they should. Beyond these special times, the decrease
of Jmin with time as ∝ 1/
√
T implicitly hides the fact
that the diffuse DM-induced emission should have been
detected at these times. If not, then one should keep
on following the blue lines until the detection of the dif-
fuse emission (time from which Jmin scales like ∝ 1/
√
T
again). Therefore, if the values of Jmin needed to detect
a sizable number of subhalos lie below Jcritmin, that means
that one should detect the diffuse DM-induced emission
first.
4. A full likelihood analysis of mock data
In order to validate the previous results, we upgrade
our statistical analysis method to get closer to the stan-
dards employed in the Fermi collaboration for both the
smooth Galactic DM searches [84, 87, 88] and the sub-
halo or point-like source searches [58–69]. We therefore
set up a full likelihood analysis.
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FIG. 7. Limits on 〈σv〉, i.e. 〈σv〉max, as a function of the WIMP mass mχ for a Fermi-LAT-like telescope and for different
observation times. Limits are set from: (i) the simplified statistical method presented in Sect. V C 3 c, with n˜σ = 3, an angular
resolution θr = 0.1
◦ (dashed lines) or θr = 1◦ (dotted lines), pointing to Galactic coordinates (lc, bc) = (0◦, 10◦); (ii) a full
likelihood analysis performed on mock data, discussed in Sect. V C 4, and using background parameters (α¯b, σb) = (1.3, 0.1).
The likelihood limits correspond to 3-σ exclusion curves (solid curves). Top panels: Limits for both our reference NFW
halo and the halo shape used in the Fermi-LAT analysis (dubbed “diffuse+12”—the dotted-dashed curve), together with the
Fermi-LAT limits obtained from the diffuse Galactic emission [84] (dark gray area), and from dwarf galaxies [132, 133] (light
gray area). Bottom panels: Same for our reference cored halo profile. Left/right panels: Full annihilation to bb¯/τ+τ− is
assumed.
a. Mock data generation : We first generate
mock data based on the signal and background config-
urations discussed above. However, here, we need to add
a layer of subtlety. Indeed, to be as realistic as possible,
we want to artificially reproduce the fact that like in the
Fermi data analysis, our background model be not per-
fect, and that positive fluctuations arising from uncon-
trolled systematic effects degrade the sensitivity to DM
searches. We also want to implement the fact that so
far the smooth DM has not been convincingly detected.
Therefore, our mock data will be based on a biased ver-
sion of our baryonic diffuse emission model introduced in
Sect. V A, which will leave room for positive fluctuations
possibly interpreted as DM annihilation in the absence
of systematic uncertainties. To make it simple, the bias
will simply amount to a systematic shift by 30% of the
Galactic baryonic foreground.
We divide the sky into Nθ angular bins each divided
into NE energy bins. We denote bi the averaged number
of photons expected from our emission model an instru-
mental specifications [see Sect. V A, Sect. V C 1, Eqs. (57)
and (58)] in a bin of index i, and we build our mock data
by drawing a corresponding number of gamma-ray pho-
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FIG. 8. Minimal J-factor (sensitivity to point-like subhalos) as a function of time, assuming a subhalo population embedded
in an NFW Galactic halo, and a WIMP of 100 GeV annihilating into τ+τ−. Plain curves show the results obtained with
the full likelihood analysis of mock data, and dashed curves show the results obtained with the simplified statistical analysis,
with a rescaled effective sensitivity parameter ηeffσ . Red curves assume an annihilation cross section set from the 3-σ limit
(non-detection of the smooth DM contribution) obtained from the likelihood analysis for 10 yr of observation, while green
curves assume a lower annihilation cross section set from the limit corresponding to 20 yr (see Fig. 7). Blue curves indicate
the critical J-factor Jcritmin obtained by demanding that the smooth DM contribution remain at its 3-σ limit (blue curves cross
the red ones at 10 yr and the green ones at 20 yr, as expected). Left panel: θr = 0.1
◦. Right panel: θr = 1◦ (mimicking the
sensitivity to extended sources).
tons ni in that bin according to the distribution
p(ni | bi; σ¯b,i) = 1
ni!
√
2
pi
[
1 + erf
(
bi√
2σ¯i
)]−1
(72)
× 1
σ¯i
∫ ∞
0
dxxni exp
{
−x− (x− α¯bbi)
2
2σ¯2b,i
}
,
where α¯b represents the systematic shift in the back-
ground model and σ¯b,i the associated dispersion. Such a
shift was actually already introduced in Eq. (48) where
we anticipated a possible mismodeling of the background.
It is meant to affect only the diffuse Galactic emission
here, not the isotropic background that we treat with
standard Poisson statistics. In practice we use σ¯b,i = ηbi,
i.e. a dispersion proportional to the expected number of
counts without shift. When that dispersion vanishes, we
recover, as expected, a shifted Poisson draw given by
p(ni | bi; σ¯b,i → 0)→ 1
ni!
∫ ∞
0
dxxnie−xδ (x− α¯bbi)
=
(α¯bbi)
ni
ni!
e−α¯bbi . (73)
In Fig. 9, we show an example of such mock data,
generated with α¯b = 1.3 and σ¯b = 0, for a collection
time of 2 yr. This kind of mock data will be processed
through a likelihood analysis which will consist of two
different steps: (i) setting the limit on 〈σv〉 from the
diffuse emission; (ii) defining the sensitivity to point-like
subhalos.
b. Likelihood analysis of the diffuse emission:
limits on 〈σv〉 : In order to analyze our mock data, we
set up a likelihood analysis similar to the one performed
by the Fermi-LAT collaboration to get limits on the dif-
fuse Galactic DM-induced emission. We wish to calibrate
our bias parameters α¯b and σ¯b to get results in reason-
ably good agreement with the actual ones, in spite of the
simplicity of our background model. We construct a sim-
ple likelihood function that should allow us to describe
our signal and background models with a limited number
of parameters: the annihilation cross section 〈σv〉 and the
background bias parameter αb. The chance of getting a
number ni of photons in bin i can be estimated from the
likelihood function
Li(ni | 〈σv〉, αb) = (ai〈σv〉+ αbbi)
ni
ni!
e−(ai〈σv〉+αbi)
×
Lsys(αb) ≡ e
− (αb−1)2
2σ2
b√
2piσ2b
 , (74)
where ai is defined such that the averaged number of
photons expected from DM annihilation in bin i be
si = 〈σv〉ai. Lsys is a nuisance sub-function that adds
up a Gaussian penalty of σb if the bias parameter αb
departs from 1. This helps the model get closer to
the biased mock data (generated with α¯b), while not
too close to leave room for a possible DM contribu-
tion. This is our trick to mimic a mismodeling of the
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FIG. 9. Mock photon count map of biased background photons received in bins of size 1◦ × 1◦ in the range 1-100 GeV. We
used bias parameters α¯b = 1.3 and η = 0. The contour areas correspond to the RoI used to set constraints on 〈σv〉.
background, which typically leads to 30% fluctuations
around the background-only hypothesis in the Fermi data
[84, 87, 88]. This parameterizes our uncertainty in the
background model, and allows us to calibrate our likeli-
hood analysis to get results close enough to past or cur-
rent data analyses, and then to more confidently extrapo-
late it to future times. Such a likelihood function is often
called a profiled likelihood, because it is not normalized
to unity with respect to the data. The total profiled like-
lihood associated with all bins is given by
L(〈σv〉, α) =
∏
i
Li(ni | 〈σv〉, αb) . (75)
Equipped with this improved statistical setup, the first
step is to find the best-fitting parameters of the model
(including both the signal and the background), which
we denote (〈̂σv〉, α̂b) for a given WIMP mass and given
annihilation channels. We proceed semi-analytically, as
explained in App. B 1.
Eventually, to set a conservative upper bound on 〈σv〉
without trying to compare the background-only and the
signal-and-background hypotheses, we standardly define
our null hypothesis as our signal-and-background best-
fitting model characterized by (〈̂σv〉, α̂b), and compute
the likelihood ratio to that null hypothesis,
R(〈σv〉) ≡ L(〈σv〉, α˜b(〈σv〉))
L(〈̂σv〉, α̂b)
. (76)
Here, α˜b(〈σv〉) characterizes the best-fitting model for
which 〈σv〉 is now a fixed parameter, and is obtained by
solving the implicit equation∑
i
bi
(
ni
〈σv〉ai+α˜b(〈σv〉)bi − 1
)
(77)
− NSNE α˜b(〈σv〉)−1σ2b = 0 .
Let us now present as clearly as possible the way we
set a limit, and its precise statistical meaning. Wilks’
theorem [134, 135] tells us that when the number of data
points goes to infinity, on condition that the null hy-
pothesis holds true, the log-likelihood ratio defined as
−2 lnR(〈σv〉) satisfies a χ2(1) distribution [136], where
the probability density of χ2(k) is given by
fχ2(k)(x) ≡ 1
2k/2Γ(k/2)
xk/2−1e−x/2 . (78)
If we denote p0 the probability to have −2 lnR(〈σv〉) > t
under the null hypothesis, then t is implicitly defined by
p0 =
∫ ∞
t
dy fχ2(1)(y)
=
∫ ∞
t
dy
1√
2piy
e−y/2
=
√
2
pi
∫ ∞
√
t
dx e−x
2/2 . (79)
Therefore, if we demand a constraint at n˜σσ, then this
translates into
p0 = 1− 1√
2pi
∫ +n˜σ
−n˜σ
dx e−x
2/2
=
√
2
pi
∫ ∞
n˜σ
dx e−x
2/2 , (80)
which implies from the previous equation that t = n˜2σ.
To summarize, a limit at n˜σσ can be set by looking for
the value of 〈σv〉 such that −2 lnR(〈σv〉) = t = n˜2σ. If
instead we want to define the limit from the probability
itself, for example p0 = 0.05 (equivalently a limit at 95%
confidence level), then we just have to solve
erfc
[√
t
2
]
= 0.05 , (81)
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which has solution t ' 3.85. Actually, parameter t rep-
resents here what is generically called the Test Statistics
(TS) [130] in Fermi-LAT data analyses.
We use this likelihood approach to derive limits on
〈σv〉 from the analysis of our mock data. This limit is
important to assess whether point-like subhalos can be
detected before or after the DM-induced diffuse emission
itself. It is the likelihood equivalent to 〈σv〉max, defined
in Eq. (69) and derived from our simplified statistical
analysis. It fully determines Jcritmin (see Eq. 70), the critical
threshold J-factor for subhalos, below which the DM-
induced diffuse emission should have been detected first.
We first check whether the limit we get is consistent
with the one derived by the Fermi-LAT collaboration in
Ref. [84], calculated with two years of data. In fact, this
comparison will help us tune both α¯b, which fixes the
bias of the mock data with respect to the background
model, and σb, which is the Gaussian penalty the like-
lihood function has to pay to depart from the unbiased
background model. This trick injects a tunable system-
atic error which degrades the limit on 〈σv〉.
We select the same RoI as in Ref. [84], i.e. 5◦ < |b| <
15◦ and |l| < 80◦, which we divide into 160 angular bins
of size 1◦ × 1◦. We collect photons in an energy range
of 1-100 GeV further split into 5 logarithmic bins, us-
ing the experimental specifications listed in Sect. V C 1,
and setting a flat angular resolution of θr = 0.1
◦. By
setting the bias parameter α¯b = 1.3 in the generation of
the mock data, we reach a total of ∼ 270, 000 collected
photons in the RoI after two years, similar to the statis-
tics found in Ref. [84] after subtraction of conventional
gamma-ray point sources. Further setting the Gaussian
width of systematic error to σb = 0.1 in the likelihood
function, we derive the limits shown as solid curves in
Fig. 7 (using our Galactic halo model). We also report
the likelihood limit inferred from the very same NFW
halo parameters as in Ref. [84] as the dotted-dashed curve
(top right panel, τ+τ− channel), which can more directly
be compared with the limit derived in Ref. [84] (dark
gray shaded area). We see that the “spectral” agree-
ment is quite reasonable up to WIMP masses of . 1 TeV
for the τ+τ− channel, as expected (we cut the analysis
above 100 GeV). The agreement is also very good for the
bb¯ channel (top left panel), up to higher masses also as
expected.
These very good qualitative matching and reasonably
good quantitative agreement with a real data analysis
validate the method, and make us confident to extrapo-
late our results to longer observation times. This is what
we show also in Fig. 7, by extracting limits for 10 and 20
years of observation (red and green curves, respectively).
Since our mock data are generated without DM signal,
we see that the limits improve as ∼ √T , as expected.
The next step is to figure out whether point-like subha-
los could be detected.
c. Likelihood analysis to set the sensitivity to
point-like subhalos :
To determine the sensitivity to point-like subhalos, we
have to implement a statistical method similar to the
standards used in the Fermi collaboration [58, 59], which
are also based on a likelihood approach. In the following,
the search for point-like subhalos is performed over the
full sky, except for for the disk region |b| < 5◦ which is
masked.
In the case of point-like subhalo searches, the likelihood
function should have the same form as the one used to
set constraints on the diffuse emission model, at variance
of the model itself. Indeed, the model is now based on
the insertion of a point-like subhalo in a pixel whose size
is defined from the angular resolution.
Focusing on a specific direction in the sky and slightly
around, we explicitly label by the letter i the angular bins
and by letter j the energy bins. For a resolution angle
θr = 0.1
◦, we define the point-source search window as a
region of 2.2◦×2.2◦ about the pointing direction, divided
in angular bins of 0.2◦ × 0.2◦ (for θr = 1◦ we extend the
region to 6◦× 6◦ divided in bins of 2◦× 2◦). We still use
5 logarithmic energy bins covering the 1-100 GeV energy
range. The null hypothesis amounts to having no point
source at all. We want to quantify the likelihood ratio
change if we introduce a source in pixel i0. We therefore
generate new mock data in the same way as for the diffuse
emission for i 6= i0, with the probability
p(nij | bij ; α¯b) = (α¯bbij + aij〈σv〉)
nij
nij !
e−(α¯bbij+aij〈σv〉) ,
(82)
where we know that 〈σv〉 ≤ 〈σv〉max(T = 2 yr) since we
consider cases for which we had not detected DM through
the diffuse component at that time (we could use ∼ 8 yr
[88] instead, but this would not qualitatively change our
results). In the central pixel i0 we simply set
nij = α¯bbij + aij〈σv〉+ J〈σv〉cij , (83)
where J〈σv〉cij represents the number of photons re-
ceived from a point subhalo in pixel i = i0 with J-factor
J and an annihilation cross section 〈σv〉. The factor cij
obviously satisfies cij = c
0
ijδi,i0 . We stress that here 〈σv〉
has to be considered as a fixed parameter of the model.
Remind also that J is the true J-factor injected in the
mock data.
The likelihood function to consider should then be
characterized by two free parameters: J , i.e. the J-factor
of the point-like subhalo to estimate, and αb, which rep-
resents the departure from central value of the back-
ground model. That likelihood function reads
Lij(ni | J, α ; 〈σv〉) =
(
c0ij〈σv〉Jδi,i0 + aij〈σv〉+ αbij
)nij
nij !
× e−(c0ij〈σv〉Jδi,i0+aij〈σv〉+αbij)
× 1√
2piσ2b
e
− (α−1)2
2σ2
b . (84)
Again, we see that departing from αb = 1 to better match
with the mock data costs a Gaussian penalty of width
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σb, which allows to artificially account for background
mismodeling, as in the diffuse emission analysis.
The total likelihood function is then simply given by
L(J, α ; 〈σv〉) =
∏
ij
Lij(ni | J, α ; 〈σv〉) . (85)
We first want to determine the bias parameter α˜b that
maximizes the likelihood function in the null hypothesis
(no point source). This can be done semi-analytically.
However, contrary to the previous case, the signal hy-
pothesis is characterized by two maximizing parameters
(α̂b, Ĵ), which are solutions to a system of equations
hardly solvable by semi-analytical methods. Therefore,
in the signal hypothesis, we have to resort to the Newton-
Ralphson algorithm, as explained in App. B 2.
We can eventually write down the likelihood ratio of
the signal-to-null hypotheses
R ≡ L(Ĵ , α̂b ; 〈σv〉)L(0, α˜b ; 〈σv〉) , (86)
and unambiguously define a 5-σ detection by demanding
2 lnR > 25. It is clear that the higher J¯ in the generated
mock data the higher R in the analysis, as it drives the
likelihood ratio further and further away from the null
hypothesis. We denote Jmin the value of J¯ such that in
average 2 lnR = 25, similarly to Eq. (60) in the simplified
statistical analysis. More formally:
J
(l,b)
min = J¯ | lnR(l, b) =
25
2
. (87)
This time, the sensitivity to point-like subhalos Jmin, still
a function of Galactic coordinates (l, b), is determined
from a much more rigorous statistical likelihood analy-
sis of mock data, which is aimed at resembling the ones
currently used on real data. It obviously still depends on
the pointing direction coordinates.
Skymaps of Jmin are shown in the right panels of
Fig. 6 (baryonic background only in the top panel, and
both baryonic and diffuse DM background in the bot-
tom panel, setting 〈σv〉 to its 3-σ limit in the latter case,
∼ 5 × 10−26cm3s−1, which can be read off from Fig. 7).
We see that the angular distribution strongly depends
on the background, with a stronger contrast toward the
central regions of the MW when the diffuse DM contribu-
tion is included. This obviously affects the angular dis-
tribution of visible objects, as we will discuss later. We
note that we get values of Jmin ≈ 1018GeV2/cm5, which
provide a rather generic order of magnitude for the sub-
halo detection threshold, which can be compared w ith
the probability density function of subhalo J-factors in
Fig. 3.
The time dependence of Jmin is further shown in Fig. 8
as the red and green solid curves (while the dashed curves
illustrate the simplified analysis). The former is obtained
by setting the annihilation cross section to its limit after
10 yr of (virtual) observation without detection of the
smooth halo, while the latter is based on the 20-yr limit
(hence a 〈σv〉 value smaller by a factor of ∼ √2). The
left (right) panel assumes an experimental angular res-
olution of θr = 0.1
◦ (1◦, respectively). We see that the
prediction from the simplified analysis Jmin ∝ 1/
√
T is
only recovered in the large θr case, while for nominal an-
gular resolution Jmin decreases slightly faster with time.
This is a purely statistical effect which derives from the
fact that some energy bins are empty or almost so in the
latter case. This cannot be captured with our simplified
analysis, while it is properly addressed with the likelihood
method. In particular, we see that the values obtained
for Jmin in that case are much more conservative at small
observation time with the likelihood determination.
By combining the sensitivity Jmin with the 3-σ limit
on 〈σv〉 obtained from the diffuse emission analysis in the
absence of DM-induced signal found in the (mock) data,
we can determine the critical sensitivity Jcritmin by setting
〈σv〉 = 〈σv〉max(T ) in the mock data generated for point-
like source searches, and compute the corresponding Jmin
from the likelihood analysis presented just above. This
can be formulated as
Jcritmin(T ) = Jmin (T, 〈σv〉max(T )) . (88)
Like in the simplified statistical analysis [see Eq. (70)],
Jcritmin is the critical J-factor sensitivity below which the
DM-induced diffuse emission should have already been
detected. Therefore, integrating the pdf of point-like
subhalos’ J-factor above Jcritmin (see Fig. 3) formally al-
lows us to determine whether subhalos can be detected
as point-like objects before the smooth DM itself. With
the involved statistical method described above, we can
already check one of the main predictions of the earlier
simplified statistical treatment: the fact that Jcritmin be-
comes asymptotically constant with time, and indepen-
dent of annihilation cross section (as long as it sticks to
its 3-σ limit, which does depend on observation time).
Values of Jcritmin computed from the likelihood analysis
are reported in Fig. 8 as the solid blue curves (the dashed
blue curves show the results obtained with the simplified
analysis). The left (right) panel assumes an angular reso-
lution of θr = 0.1
◦ (1◦, respectively). Note that the Jcritmin
curves cross the Jmin red (green) ones at 10 yr (20 yr,
respectively), as expected. Indeed, the Jmin curves have
been derived assuming 〈σv〉max(10/20 yr). These final
results for Jcritmin do confirm the prediction: J
crit
min flattens
and tends to a constant value at large observation time,
which can be more accurately determined from a like-
lihood analysis. It might look surprising that Jcritmin is
independent of time, but recall that it is build by plug-
ging in 〈σv〉max(T ) which does depend on time. The deep
meaning of this time independence is that not detecting
the diffuse component intrinsically limits the luminosity
of subhalos, which is proportional to 〈σv〉. Hence, this
parameter self-consistently accounts for all the physical
degeneracies of the problem.
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VI. SUMMARY RESULTS AND CONCLUSION
After this pedestrian exploration of the issue of subhalo
searches with Fermi-LAT-like gamma-ray experiments, it
is worth trying to summarize our main results.
First of all, the way we have adopted in this study is
complementary to many other similar works in that (i)
it does not rely on a real data analysis, only on educated
modeling, (ii) it is based on subhalo population mod-
els self-consistently embedded in full kinematically con-
strained Galactic mass models, and (iii) it relies on semi-
analytical calculations that allow us to integrate over the
full available phase space that describes subhalos. The
subhalo population model accounts for tidal stripping in-
duced by both the DM component and the baryonic disk,
which is properly evaluated from the actual distributions
of DM and baryons. It is therefore not based on ad hoc
formulations. This induces a tight dynamical correlation
between the subhalo properties and the other Galactic
components which has to be considered for a proper es-
timate of the detectability of subhalos, since this cor-
relation strongly affects the angular distribution of the
signal-to-noise ratio.
We have tried to address two different questions: (i)
can have subhalos been plausibly detected and
are they already present in the Fermi catalog as
unidentified sources? (ii) how probable is it to de-
tect subhalos without having detected the smooth
halo first? We have not fully answered these questions
yet but shall do so below. However, we have introduced
the physical and statistical quantities designed to help us
answer. As well known in the field, the physical quantity
that best defines the gamma-ray flux of a dark matter
object for an observer on Earth is the J-factor, first in-
troduced in [119].
The probability density function of subhalo J-factors,
which is fully determined from the main subhalo char-
acteristics (effective6 mass and concentration functions,
and spatial distribution after tidal stripping), provides
the most important piece of statistical information [see
Eq. (42) and Fig. 3]. This was already noticed in e.g. [56],
but our probability function differs significantly from
theirs because we account for tidal effects, which mod-
ifies the naive scaling relations. This probability distri-
bution of J-factors actually combines a complex mixture
of different elements, each weighted by a specific though
intricate probability: apparent size of a subhalo (fixed
by angular resolution, position, mass and concentration),
its intrinsic luminosity (mass and concentration), and its
distance to the observer—all these distorted by tidal ef-
fects.
This is of course not enough, since one also needs to
figure out what the gamma-ray background is as pre-
cisely as possible, in particular its angular distribution.
6Effective because they depend both on cosmological input functions
(initial conditions) and on tidal stripping.
A rather sound model for the background allows us to
define the sensitivity to point-like subhalos, which has a
statistical meaning and can be expressed as a threshold
J-factor. It is denoted J
(l,b)
min in this paper [see a simplified
definition Eq. (60), and a more statistically rigorous one
in Eq. (87)], and depends on Galactic coordinates (l, b)
via the background. It defines the J-factor necessary for
a point-like subhalo to fluctuate above the background
emission significantly enough to be detected. That sen-
sitivity to point-like subhalos is closely related to the
point-source flux sensitivity, more familiar to gamma-ray
astronomers and defined in Eq. (61). The accurate cal-
culation of J
(l,b)
min is the key element to answer to question
(i) above. Once it is calculated over the full sky (see the
right panels of Fig. 6), one can easily derive the expected
number of visible subhalos by integrating the probability
density of subhalo J-factors above J
(l,b)
min over the full sky
(see Fig. 3, where the green vertical thick line piles up
the values of Jmin in all directions).
We have explored the dependence of Jmin on the main
physical parameters with a simplified statistical method
in Sect. V C 2, and confirmed our results from a full like-
lihood analysis performed on mock data in Sect. V C 4.
We can summarize the main dependencies as follows:
• 〈σv〉: The sensitivity to subhalos increases lin-
early with 〈σv〉 (i.e. Jmin ∼∝ 1/〈σv〉) in a bary-
onic background domination, but only
∼∝ √〈σv〉
when the DM-induced diffuse background becomes
important as well. In contrast, the point-source
flux sensitivity φmin is independent of 〈σv〉 in a
baryonic background domination, and degrades like
∼∝√〈σv〉 when the DM-induced diffuse background
takes over. These scaling relations assume that the
Poissonian regime is reached.
• α: Interestingly enough, the sensitivity to subhalos
slightly degrades if the initial mass function slope
α > 1.9, because this increases the relative fraction
of light (hence faint) subhalos with respect to heav-
ier (hence brighter) ones, and thereby increases the
contribution of unresolved subhalos to the diffuse
emission (said differently, this increases the annihi-
lation boost factor). See an illustration in Fig. 5.
• mmin: The impact of the cutoff virial mass mmin
is only important for α > 1.9. Then, decreasing
mmin degrades the sensitivity to point-like subhalos
because this increases the diffuse emission induced
by unresolved subhalos, as explained just above.
Some other characteristics (most probable distances,
masses, concentrations) are further illustrated in the ap-
pendix, see App. C. They significantly depend on the an-
gular resolution considered to define the point-like char-
acter. By the way, extending the angular resolution be-
yond its nominal value of θr = 0.1
◦ in our calculations
might be a way to address the sensitivity to extended
objects.
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FIG. 10. Angular profile of visible point-like subhalos (J > J
(l,b)
min ) assuming θr = 0.1
◦ for a global NFW (left panels) or
cored halo (right panels). Subhalo parameters are set to (α,mmin/M, t) = (1.9, 10−10, 0.01). The Jmin curves assume 〈σv〉
fixed to its 3-σ limit for 10 yr or to an already excluded value of 10−24cm3/s for a 100 GeV WIMP annihilating into τ+τ−.
Observation times of 10 and 20 yr are considered. Top panels: Angular distribution of subhalo J-factors (colored), J
(l,b=ψ)
min
curves (l = 0◦, 180◦), and iso-log10 Nvis. Middle panels: Zoom in the ψ ∈ [0◦ − 40◦] range. Bottom panels: 2-dimensional
projection.
We provide final summary results in Fig. 10, in which the left (right) panels regard a subhalo population model
27
Global NFW Galactic halo (θr = 1
◦) Global cored Galactic halo (θr = 1◦)
Angular distribution of subhalos above a given Jmin (colored), predicted Jmin (curves), and iso-log10(Nvis)
Same as above zoomed in the range ψ ∈ [0◦, 40◦]
0 5 10 15 20 25 30 35 40
ψ [◦]
1018
1019
J
m
in
[G
eV
2
cm
−5
]
〈σv〉max (10 yr), T = 10 yr
〈σv〉max (10 yr), T = 20 yr
〈σv〉 = 10−24 cm3 s−1, T = 10 yr
−6
0
log10(Nvis(ψ, Jmin)/(δΩr/sr))
DM + baryons bkg.
baryons bkg. only
−2.0
−1.5
−1.0
−0.5
0.0
0.5
1.0
0 5 10 15 20 25 30 35 40
ψ [◦]
1018
1019
J
m
in
[G
eV
2
cm
−5
]
〈σv〉max (10 yr), T = 10 yr
〈σv〉max (10 yr), T = 20 yr
〈σv〉 = 10−24 cm3 s−1, T = 10 yr
−6
0
log10(Nvis(ψ, Jmin)/(δΩr/sr))
DM + baryons bkg.
baryons bkg. only
−1.5
−1.0
−0.5
0.0
0.5
1.0
Corresponding angular distributions of visible subhalos
0 20 40 60 80 100 120 140 160 180
ψ [◦]
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
N
v
is
(ψ
)/
δΩ
r
[s
r−
1
]
DM + baryons bkg.
baryons bkg. only
NFW, θr = 1
◦
0 20 40 60 80 100 120 140 160 180
ψ [◦]
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
N
v
is
(ψ
)/
δΩ
r
[s
r−
1
]
DM + baryons bkg.
baryons bkg. only
Core, θr = 1
◦
FIG. 11. Same as Fig. 10 for an angular resolution of θr = 1
◦.
embedded within a global NFW (cored, respectively)
Galactic halo. The top panels show sensitivity curves
J
(l,b)
min [with (l, b) = (0
◦, ψ)||(180◦, ψ − 180◦)] as functions
of the line-of-sight angle to the Galactic center ψ, on
top of the angular distribution of subhalos above a given
threshold Jmin (colored vertical scale and iso-lines). The
J
(l,b)
min curves are calculated from different assumptions
for the annihilation cross section and for the observation
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FIG. 12. Predicted number of visible subhalos based on likelihood analyses on mock data generated for an observation time of
10 yr. Top (bottom) parts of the plots show the integrated (differential) number as a function of the line-of-sight angle ψ, for
different WIMP benchmark models. The annihilation cross section is fixed to its 3-σ limit assuming the non detection of the
smooth halo (see Fig. 7). Left panel: τ+τ− annihilation channel. Right panel: bb¯ channel.
time— 〈σv〉max(10 yr) (dark blue and brownish curves),
which corresponds to the 3-σ limit on 〈σv〉 derived from
Eq. (80) (≈ 6×10−26cm3/s, see Fig. 7), and an unrealisti-
cally large 〈σv〉 = 10−24cm3/s (cyan curves); for T = 10
(dark blue and cyan curves) or 20 yr (brownish curves).
Two background configurations are assumed: baryonic
background only (the DM contribution to the diffuse
emission is unplugged–dot-dashed curves), and the com-
plete background comprising both the baryonic and the
DM-induced diffuse emissions (solid curves). All results
consider WIMPs of 100 GeV annihilating into τ+τ−.
These curves are inferred from the full likelihood method
introduced in Sect. V C 4, with a likelihood fixed parame-
ter σb = 0.1 and a mock data parameter α¯b = 1.3. These
parameters artificially introduce systematic uncertainties
in the baryonic background and are tuned to match the
limits obtained by the Fermi collaboration on real data
[84] reasonably well. The experimental angular resolu-
tion is fixed to θr = 0.1
◦—see the corresponding plots
for θr = 1
◦ in Fig. 11. Middle panels are just zoomed
versions of the top panels in the range ψ ∈ [0◦, 40◦].
Bottom panels show the corresponding average angular
distributions of point-like subhalos above J
(l,b)
min , i.e. the
visible subhalos (provided the integrated number exceeds
1). These angular distributions can be read off from the
upper panels by looking at the background color gradient
along the J
(l,b)
min curves.
Varying the background has almost no effect because
the DM parameters are such that the baryonic back-
ground always dominate (sizable differences can only be
seen in the case on the unrealistically large 〈σv〉). For
reasonable values of 〈σv〉, we also see that the global
halo shape has no strong impact on the angular profile,
with a peak found around ∼ 20◦ falling sharply at larger
angles, which strongly limits the angular search window.
Still, the global halo shape has slightly more impact on
the global distribution amplitude, making it slightly more
probable to detect subhalos if they are embedded in cored
Galactic halo. As seen in Fig. 11 though, increasing the
angular resolution to 1◦ has a more spectacular impact,
since this strongly extends the angular distribution of
visible point-like subhalos, and also increases the associ-
ated amplitude in both the NFW and the cored Galactic
halo cases. This might tend to indicate that searches of
extended objects have slightly more chance to be success-
ful.
We further quantify our results in Tab. II, where we
fully integrate over the statistical ensemble. We provide
our predictions for the total number of visible subhalos
and its 95% confidence-level range assuming several con-
figurations for DM, the background, and the observation
time. DM is taken in the form of WIMPs of 100 GeV or
1 TeV, annihilating into bb¯ or τ+τ−, with a cross section
set by the corresponding 3-σ limit at 10 yr (see Fig. 7).
An observation time of 10 yr is assumed, as well as 20 yr
but sticking to the same cross section (assuming the 20
or 10 yr limit of the cross section, hence assuming the
discovery of the diffuse DM in the latter case). We adopt
nominal parameters for the (resilient) subhalo population
model, and use not only the nominal angular resolution
of θr = 0.1
◦, but also a more extended one of θr = 1◦
to try to capture the reach of extended source searches.
Our main results, which are illustrated in Fig. 12 in terms
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TABLE II. Number of visible subhalos and 95% confidence interval assuming angular resolutions of θr = 0.1
◦ and 1◦, and
different WIMP models. Mock data are generated with α¯ = 1.3, and the subhalo sensitivity is evaluated using σb = 0.1. and
α¯ = 1.3 in the 1-100 GeV energy range (5 logarithmic bins). The subhalo configuration is (α,mmin/M, t) = (1.9, 10−10, 0.01),
i.e. it describes a population of subhalos resilient to tidal stripping.
mχ
[GeV] channel bkg.
T
[yr]
θr = 0.1
◦ θr = 1◦
NFW Core NFW Core
N−95% Nvis N
+
95% N
−
95% Nvis N
+
95% N
−
95% Nvis N
+
95% N
−
95% Nvis N
+
95%
100 τ+τ− DM+b 10? 0 3.1× 10−3 0.65 0 1.5× 10−2 0.89 0 8.2× 10−2 1.38 0 0.26 2.01
100 τ+τ− b only 10? 0 4.0× 10−3 0.68 0 2.1× 10−2 0.95 0 9.1× 10−2 1.42 0 0.29 2.14
100 bb¯ DM+b 10? 0 0.26 2.1 0 1.21 4.2 0 1.62 5 0.49 4.65 9.78
1000 bb¯ DM+b 10? 0 2.3× 10−2 0.97 0 0.1 1.47 0 0.28 2.13 0 0.79 3.39
1000 τ+τ− DM+b 10? 0 2.5× 10−5 0.36 0 2.1× 10−4 0.45 0 1.2× 10−2 0.84 0 4.0× 10−2 1.12
100 bb¯ DM+ b 20† . . . . . . . . . 0 2.2 6.0 . . . . . . . . . 0.49 4.66 9.78
100 bb¯ DM+ b 20? . . . . . . . . . 0 3.5 8.1 . . . . . . . . . 1.49 6.40 12.27
? Using 〈σv〉max(10 yr) for the corresponding channel.
† Using 〈σv〉max(20 yr) for the corresponding channel.
of angular distributions of visible subhalos for different
model configurations, can be summarized as follows:
• In most cases, the number of visible subhalos is
presently Nvis < 1 at 95% confidence level.
• The most optimistic case is found for mχ =
100 GeV annihilating into bb¯, for which Nvis < 4.2
(2.1) at 95% confidence level for a cored (NFW)
Galactic halo. In that case Nvis = 0 is still part of
the 95% confidence-level range.
• Extrapolating our 10-yr results to 20 yr (same anni-
hilation cross section) from a complete mock data
generation and associated likelihood analysis, we
find a minor improvement with Nvis < 6 (cored
halo), though still consistent with 0 at 95% confi-
dence level.
• Increasing the angular resolution to θr = 1◦ slightly
increases the statitistics by adding bigger objects,
which tends to show that there is a little bonus to
be gained from extended source searches.
• If to be hunted somewhere, subhalos should bet-
ter be looked for in a latitude band extending from
∼ ±10◦ to ∼ ±40◦, and in a longitude band cen-
tered about 0◦. With an angular resolution of 0.1◦
(1◦), visible subhalos should have tidal masses of
∼ 104-105M ( ∼ 106-107M) and be located at a
distance of ∼ 10 kpc (∼ 10-20 kpc) from Earth—
see App. C.
Based on these results, we conclude that it is unlikely that
some of the unidentified sources of the Fermi catalog ac-
tually be Galactic subhalos in which DM self-annihilates;
this might also hold for extended subhalo searches, if our
large angular resolution example is confirmed to be a
reasonable proxy for this complementary search window.
The only configuration which may allow for subhalo de-
tection is the cored halo case (detecting ≥ 1 subhalo has
a p-value of ∼ 0.7 from Eq. (52)). We can also rea-
sonably conclude that further including subhalos in the
modeling, though necessary for self-consistency reasons,
will not help significantly improve the limit on 〈σv〉 de-
rived from the analysis of the diffuse Galactic emission
at latitudes ∼ 10◦− 15◦; neither from the absence of any
individual detection, nor from their contribution to this
diffuse emission which is lower than that of the smooth
halo component there. This answers to the question (i)
raised above.
Finally, we have also defined a quantity, Jcritmin [see
Eq. (70) for the definition in the simplified statistical
analysis, and Eq. (88) for the more rigorous one], which
is simply J
(l,b)
min calculated with the 3-σ limit cross sec-
tion, which formally allows us to answer to the question
(ii). By comparing the flattish curves obtained for Jcritmin
in Fig. 8 with the probability density function of subhalo
J-factors in Fig. 3, we can readily claim that it is much
more likely to detect the smooth halo before the subha-
los. Indeed, if the threshold J
(l,b)
min curves in Fig. 8 cross
the Jcritmin ones, that means that the smooth halo should
have already been detected. We see from our results that
J
(l,b)
min should definitely decrease below J
crit
min in order to get
a guaranteed sizable number of detectable subhalos.
What kind of physical effects could we think of to more
optimistically change these conclusions? First of all, let
us recall that our subhalo population model is on the
optimistic side, since it is based on assuming a strong re-
silience to tidal effects (subhalo masses are still depleted
by tides, but inner subhalo cusps survive). A systematic
increase of the subhalo concentration could make them
brighter without changing the more constrained smooth
halo contribution. However, increasing the luminosity by
a factor of ∼ 2 would imply an aggressive change at the
level of the width of the concentration distribution func-
tion (fully accounted for in our analysis), about 0.15 dex
(log-normal distribution), which is not theoretically fa-
vored (e.g. [137–140]). Moreover, this change would have
to mostly affect the mass range of visible subhalos, oth-
erwise it would increase the relative contribution of unre-
solved subhalos to the diffuse emission, and thereby tem-
per the decrease of J
(l,b)
min . Finally, one could also think
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about a distorted primordial spectrum that would inject
additional power on the relevant subhalo mass scale, as
is the case in the formation of primordial black holes
or ultra-compact mini-halos (e.g. [141, 142]). However,
even if possible, that would drive us in the study of a
more fine-tuned model, which goes beyond the scope of
this paper.
ACKNOWLEDGMENTS
This work is partly supported by the ANR project
ANR-18-CE31-0006, the OCEVU Labex (ANR-11-
LABX-0060), the national CNRS-INSU programs PNHE
and PNCG, and European Union’s Horizon 2020 research
and innovation program under the Marie Sk lodowska-
Curie grant agreements No 690575 and No 674896 – in
addition to recurrent funding by CNRS-IN2P3 and the
University of Montpellier.
31
Appendix A: Subhalo model description
Here we provide the details of the global galactic halos
derived from fits on stellar kinematic data in Ref. [76].
They are based on the following spherical profile:
ρtot(R) = ρ
tot

{
R
R
}−γ {
1 +X
1 +X
}γ−3
, (A1)
with X = R/Rtots , R
tot
s the scale radius, ρ
tot
 the total
average DM density in the solar system (including subha-
los), and R = 8.2 kpc the Sun’s distance to the GC. We
give additional details on the subhalo population models
in Tab. III.
Appendix B: Best-fitting solutions to the likelihood
function
1. Semi-analytical solution (limit on 〈σv〉)
The best-fit couple of parameters (〈˜σv〉, α˜b) that max-
imizes the likelihood L(〈σv〉, αb) [see Eq. (75)] is given
as a solution to the following system of equations:
∂L(〈σv〉,αb)
∂〈σv〉
∣∣∣∣∣
(〈̂σv〉,α̂b)
= 0
∂L(〈σv〉,αb)
∂αb
∣∣∣∣∣
(〈̂σv〉,α̂b)
= 0
. (B1)
Since L(〈σv〉, αb) > 0 these equations are equivalent to
much simpler ones involving the log-likelihood:
∂ lnL(〈σv〉,αb)
∂〈σv〉
∣∣∣∣∣
(〈̂σv〉,α̂b)
= 0
∂ lnL(〈σv〉,αb)
∂αb
∣∣∣∣∣
(〈̂σv〉,α̂b)
= 0
. (B2)
Inserting the expression of L given in Eqs. (75) and (74),
we get
∑
i ai
(
ni
〈̂σv〉ai+α̂bbi
− 1
)
= 0∑
i bi
(
ni
〈̂σv〉ai+α̂bbi
− 1
)
−NSNE α̂b−1σ2b = 0
.(B3)
By a linear combination of these equations, we arrive to∑
i
ni −
∑
i
(
〈̂σv〉ai + α̂bbi
)
−NSNE α̂b(α̂b − 1)
σ2b
= 0 ,
(B4)
which allows us to compute the value of 〈̂σv〉 in terms of
α̂b analytically from the following expression
〈̂σv〉 = 1∑
i ai
[∑
i
(ni − α̂bbi)−NSNE α̂b(α̂b − 1)
σ2b
]
.
(B5)
The best fit is then evaluated numerically by combining
Eq. (B5) with one of the two expressions in Eq. (B3).
2. Solution to define the sensitivity to point-like
subhalos
In the case of point-like subhalo searches, the best-fit
value of the null hypothesis (no point source) is obtained
by solving
∂ lnL(0, αb ; 〈σv〉)
∂αb
∣∣∣∣∣
α˜b
= 0 , (B6)
which, in this case, corresponds to the solution to the
equation ∑
ij
bij
(
nij
〈σv〉aij+α˜bbij − 1
)
− NSNE α˜b−1σ2b = 0 . (B7)
Then we need to find the global best-fit model denoted
(Ĵ , α̂b) that is given as a solution of the two combined
equations on the derivative of the log-likelihood,
∂ lnL(J,αb ;〈σv〉)
∂J
∣∣∣∣∣
(Ĵ,α̂b)
= 0
∂ lnL(J,αb ;〈σv〉)
∂αb
∣∣∣∣∣
(Ĵ,α̂b)
= 0
. (B8)
Inserting the expression of L, we get
∑
ij bij
(
nij
〈σv〉aij+α̂bbij+c0ij〈σv〉Ĵδi0,i
− 1
)
−NSNE α̂b−1σ2b = 0∑
ij c
0
ij〈σv〉
(
nij
〈σv〉aij+α̂bbij+c0ij〈σv〉Ĵδi0,i
− 1
)
= 0
.(B9)
This system of coupled equations is actually very hard
to solve. A way out is to use the Newton-Ralphson al-
gorithm (see below), which is well suited for this kind of
problems.
3. The Newton-Ralphson algorithm
Here, we summarize our implementation of the
Newton-Ralphson algorithm, which is a standard likeli-
hood maximization procedure in gamma-ray astronomy
[130]. Let us assume a likelihood function given by
L(Θ,Ξ) where Θ is a set of parameters, from which we
are seeking the one, Θ̂, that maximizes L— Ξ is another
set of fixed parameters. Let λ(Θ,Ξ) = lnL(Θ,Ξ) be the
corresponding log-likelihood function, and let us seek for
the maximum of λ. To proceed, we introduce the gra-
dient vector of λ defined as D(Θ,Ξ) = ∇Θλ(Θ,Ξ) such
that, by definition, D(Θ̂,Ξ) = 0. We can now Taylor-
expand D around the best-fit point of coordinates Θ̂ as
follows:
D(Θ,Ξ) = D(Θ̂,Ξ) +
[
(Θ− Θ̂).∇Θ
]
(Θ,Ξ) + . . .
=
[
(Θ− Θ̂).∇Θ
]
D(Θ,Ξ) + . . . . (B10)
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TABLE III. Main characteristics of the subhalo population models used in this paper. Numbers are calculated using a minimal
cutoff mass of mmin = 10
−10M, and for tidally resilient subhalos with t = 0.01. Are provided: Ntot the total number of
surviving subhalos, and ftot, the total DM mass fraction they contain within the virial radius of the host halo.
ρtot R
tot
s Ntot ftot
Galactic model [M/pc3] [kpc] α = 1.9 α = 2 α = 1.9 α = 2
NFW (γ = 1) 0.0101 18.6 4.58× 1018 2.45× 1020 0.16 0.52
Cored (γ = 0) 0.0103 7.7 4.27× 1018 2.25× 1020 0.15 0.49
By massaging this expression—and making explicit in the
notation the dependence in (Θ,Ξ)—we find that
D = HT (Θ− Θ̂) + . . . , (B11)
with Hk` ≡ ∂
2λ(Θ,Ξ)
∂θk∂θ`
the Hessian matrix defined using the elements Θ =
(θ0, θ1, ...). Since the Hessian matrix is real-symmetric
by definition, by inverting the previous expression we get
at first order
Θ̂ ' Θ−H−1D . (B12)
Like in the 1-dimensional Newton algorithm, it is possible
(provided D is well behaved) to find Θ̂ simply by starting
from a value Θ0 and defining an iterating procedure as
follows
Θ̂n+1 ' Θn −H−1(Θn,Ξ)D(Θn,Ξ)
such that Θ̂ = lim
n→∞Θn . (B13)
In practice, this converges very fast.
Appendix C: Internal properties of visible subhalos
The most probable tidal masses, concentrations, and
distances of visible subhalos are shown in Fig. 13, Fig. 14
and in Fig. 15.
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