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1. Introduction
A quiver is a directed graph. A quiver representation is an assignment to each vertex a vector
space, and to each directed edge a linear transformation. We recall the fundamental theorem of
Gabriel.
Theorem 1.1 [3]. A quiver without relation is of finite representation type if and only if the
underlying undirected graph is one of ADE Dynkin diagram. Moreover, there is a one-to-one
correspondence between the indecomposable representations of ADE quiver and the positive
roots of the corresponding finite-dimensional simple Lie algebras.
After Gabriel’s theorem, the study of quiver representations has become a successful way
to study group representations and Lie groups. We refer to the interested reader to (e.g. [1]).
Physically, quiver theory is an important tool in the study of D-branes [2].
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To get an N = 1 ADE quiver from the usual ADE quiver, one associates to each vertex of an
ADE quiver a loop, and replaces each edge of the ADE Dynkin diagram by a pair of oppositely
directed edges, and the resulting directed graph satisfies certain relations (see (2.1)).
In this note, we prove that under certain conditions, the N = 1 type Dn quiver is of finite
representation type. Only linear algebra is used in our proof. Since we can consider an N = 1 type
An quiver as a sub-quiver of an N = 1 type Dn quiver, we get that under the same conditions,
the N = 1 type An quiver also is of finite representation type. This provides a mathematical
confirmation for a physics prediction about D-branes [2].
The representations of the quiver are constructed explicitly, and hence could be useful in
geometric and algebraic applications (cf. [2,4,5]).
This paper is organized as follows. In Section 2, we give the definition of N = 1 ADE quivers,
their representations and state the Main Theorem. In Section 3, we give a proof of the Main
Theorem.
2. A description of N = 1 ADE quivers and the statement of the Main Theorem
2.1. Describing N = 1 ADE quivers
We briefly recall some definitions and established facts. (Here all vector spaces are over a field
k.)
A quiver  = (V, E)—without relations—is a directed graph.
A representation (V , f ) of a quiver  is an assignment of a vector space V (i) to each vertex
i ∈ V, and a linear transformation fji : V (i) → V (j) to each directed edge ij ∈ E.
A morphism h : (V , f ) → (V ′, f ′) between representations of  over k is a collection {hi :
V (i) → V ′(i)}i∈V of k-linear maps such that for each edge ij ∈ E the obvious diagram com-
mutes. Compositions of morphisms are defined in the usual way. For a path p : i1 → i2 → · · · →
ir in , and a representation (V , f ), we let fp be the composition of the linear transformations
fik+1ik : V (ik) → V (ik+1), 1  k < r . Given vertices i, j in V, and paths p1, . . . , pn from i to
j , a relation σ on the quiver  is a linear combination σ = a1p1 + · · · + anpn, ai ∈ k. If (V , f )
is a representation of, we extend the f -notation by setting fσ = a1fp1 + · · · + anfpn : V (i) →
V (j). A quiver with relations is a pair (, ρ), where ρ = (σt )t∈T is a set of relations on , and a
representation (V , f ) of (, ρ) is a representation (V , f ) of  for which fσ = 0 for all relations
σ ∈ ρ. We then define, in the obvious way, sub-representations (V ′, f ′) of (V , f ), the sum of
representations, and when a representation (V , f ) of (, ρ) is indecomposable or is simple.
Definition 2.1. (, ρ) is said to have finite representation type if there are only finitely many
nonisomorphic indecomposable representations.
Henceforth, we let k = C, the field of complex numbers.
Definition 2.2. Given an ADE Dynkin diagram D = (VD, ED)—an undirected graph—we let
the associated quiver D be D = (VD , ED) with VD := VD, and
ED = {(i, j), (j, i)|{i, j} ∈ ED} ∪ {(i, i)|i ∈ VD}.
In other words, this is the standard digraph associated to the graph D, except that we add a
loop at each vertex. To illustrate this, we take the Dn case as an example. Recall that the Dynkin
diagram for Dn is
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thus, the associated quiver for Dn is
For each vertex i, fix a polynomial pi(x). Consider the relations∑
i
sij ejieij + pj (ej ) = 0, eij ej = eieij , (2.1)
such that i /= j , and
sij =
⎧⎨⎩
0 if i and j are not adjacent,
1 if i and j are adjacent and i > j,
−1 if i and j are adjacent and i < j.
Define the N = 1 ADE quiver to be the above quiver  with relations (2.1).
If (V , f ) is a representation of an N = 1 ADE quiver, the corresponding structures are
where we have written Qij = feij ,j = fej . Then for all vertices i, j with i /= j , the relations
(2.1) become∑
i
sijQjiQij + pj (j ) = 0, Qijj = iQij . (2.2)
Remark 2.1. The relations (2.2) have their origins in physics [2].
Remark 2.2. Henceforth, we use (, {pj }) to denote an N = 1 ADE quiver satisfying relations
(2.1).
The following formulas define an action of the Weyl group on the space of polynomials
generated by {pj }.
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Definition 2.3. LetW be the Weyl group of the Dynkin diagram  and let ri ∈W (1  i  n)
be a set of generators of reflections. If j is distinct from i and not adjacent to i, then ri(pj (x)) =
pj (x). If j is adjacent to i and j /= i, then ri(pj (x)) = pj (x) + pi(x). Finally, ri(pi(x)) =
−pi(x).
Given p ∈A = {rpi(x)|r ∈W}, we can write p =∑ aipi(x). We call p positive if ai  0
for all i ∈ V and there exists i0 ∈ V such that ai0 > 0. We call p ∈A negative if −p is positive.
Since each element p ∈A is actually a polynomial with complex coefficients, we can talk about
the zeros or roots of p. We are now ready to state our Main Theorem.
Main Theorem. Let (, {pj }) be an N = 1 type An or Dn quiver. LetA = {rpi(x)|r ∈W},
where pi(x) are the polynomials in relation (2.2) andW the Weyl group of . If no two positive
elements inA have a common root and none of the polynomials inA are identically zero, then
(, {pj }) is of finite representation type.
Remark 2.3. In [6], via applying modified reflection functors from [1], we proved that under
certain conditions, the N = 1 ADE quiver has only a finite number of nonisomorphic simple
representations.
3. Finite representation type
Definition 3.1. Let (, {pj }) be an N = 1Dn (resp. An) quiver. If no two positive elements in
A = {rpi(x)|r ∈W} have a common root, we say that (, {pj }) has property (∗).
Lemma 3.1 [6, Lemma 3.1]. Let V be a representation of an N = 1 ADE quiver (, {pj }), let
vj be a λ-eigenvector of j . Then Qijvj is either a λ-eigenvector of i or is 0.
Lemma 3.2 [6, Lemma 3.2]. Let V be a simple representation of an N = 1 ADE quiver (, {pj }).
Then there exists λ such that if vi ∈ V (i) /= 0, then ivi = λvi.
Lemma 3.3 [6, Lemma 3.8]. If V is a representation of an N = 1 ADE quiver (, {pj }), then∑
i
Trpi(i ) = 0.
Consequently, if V is a simple representation of an N = 1 ADE quiver, we have∑
i
dim(V (i)) · pi(λ) = 0.
Lemma 3.4. If V is a simple representation of an N = 1 type Dn (resp.An) quiver (, {pj }),
then dim V = (dim V (i))i∈V is a positive root of Dn (resp. An), where V denotes the set of
vertices of .
Proof. The positive root (ai) of Dn can be written in one of the following ways:
ai =
{
1,
0, where {i|ai = 1} is a connected set
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or there exist a and b such that 1  a < b < n − 2 and
ai =
⎧⎪⎪⎨⎪⎪⎩
0, i < a,
1, 1  a < i < b < n − 2,
2, b  i  n − 2,
1, i ∈ {n − 1, n}.
The first case is essentially the same as An case.
In the following proof, we treat the N = 1 type A quiver as a sub-quiver of N = 1 type D
quiver without the trivalent vertex.
We can assume that B = {m|V (m) /= 0} is connected, since otherwise V is decomposable.
For the type A case, we get that B is a connected subset of one of the following sets:
S1 = {1, 2, . . . , n − 1},
S2 = {1, 2, . . . , n − 2, n},
or
S3 = {n − 2, n − 1, n}.
If V is a representation of an N = 1 type D quiver but not a representation of an N = 1 type
A quiver, then we have
{n − 3, n − 2, n − 1, n} ⊂ B.
An case:
Case 1: Suppose B = {n − 2, n − 1, n}. Let vn be a λ-eigenvector of n. Define vn−2 =
Qn−2,nvn, and vn−1 = Qn−1,n−2Qn−2,nvn. Then from
−Qn,n−2Qn−2,n + pn(n) = 0,
we get
Qn,n−2vn−2 = pn(λ)vn.
Notice in this case, we have Qn−3,n−2 = 0. It follows that
Qn−2,nQn,n−2 + Qn−2,n−1Qn−1,n−2 + pn−2(n−2) = 0,
and
Qn−2,n−1vn−1 = −(pn(λ) + pn−2(λ))vn−2.
Hence we get
dim V (i) =
{
1, i ∈ B,
0, i /∈ B.
It follows that dim(V ) is a positive root of An−1 and also a positive root of Dn.
Case 2: Suppose B is a connected subset of S1, S2 or S3, but B /= S3. Let a = minB.
Case 2a: If a = n − 1 or a = n, we get V is simple representation concentrated at vertex a.
Denote by va the λ-eigenvector of a . We obtain dim (V ) is a positive root of An−1 and also a
positive root of Dn.
Case 2b: Suppose a  n − 2. Let va ∈ V (a) be a λ-eigenvector of a . Let
vi =
{
Qi,i−1Qi−1,i−2 · · ·Qa+1,ava if a < i  n − 1,
Qn,n−2Qn−2,n−3 · · ·Qa+1,ava if i = n.
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Since V (a − 1) = 0, we get Qa−1,a = 0. Hence we have
Qa,a+1Qa+1,a + pa(a) = 0. (3.1)
It follows that
Qa,a+1va+1 = −pa(λ)va.
Suppose for all j  k < k + 1  n − 2, we have
Qj−1,j vj = −(pa(λ) + · · · + pj (λ))vj−1.
Then from
−Qk,k−1Qk−1,kvk + Qk,k+1Qk+1,kvk + pk(λ)vk = 0,
we get
Qk,k+1vk+1 = −(pa(λ) + · · · + pk(λ))vk. (3.2)
Let
un−2 = Qn−2,n−1vn−1 and wn−2 = Qn−2,nvn.
Then from
− Qn−2,n−3Qn−3,n−2 + Qn−2,n−1Qn−1,n−2 + Qn−2,nQn,n−2 + pn−2(n−2) = 0,
(3.3)
we get
(pa(λ) + · · · + pn−2(λ))vn−2 + un−2 + wn−2 = 0. (3.4)
Since we assumed that B /= S3, we get V (n − 1) = 0 or V (n) = 0. Hence we get un−2 = 0
or wn−2 = 0. It follows from (3.4) that
un−2 = −(pa(λ) + · · · + pn−2(λ))vn−2
or
wn−2 = −(pa(λ) + · · · + pn−2(λ))vn−2.
From (3.2) and the assumption that V is simple, we get
dim V (i) =
{
1, i ∈ B,
0, i /∈ B.
Hence dim(V ) is a positive root of An and also a positive root of Dn.
Dn case: In this case, we have {n − 3, n − 2, n − 1, n} ⊂ B. Hence a < n − 2.
Case I: un−2 = A(λ)vn−2, and wn−2 = B(λ)vn−2, where A(λ) and B(λ) are constant and
A(l) + B(l) = −(pa(λ) + · · · + pn−2(λ)) by (3.4). Then exactly as An case, we get
dim V (i) =
{
1, i ∈ B,
0, i /∈ B,
and dim(V ) is a positive root of Dn.
Case II: un−2 is not a multiple of vn−2.
From
−Qn−1,n−2Qn−2,n−1 + pn−1(n−1) = 0 and − Qn,n−2Qn−2,n + pn(n) = 0,
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we get
Qn−1,n−2un−2 = pn−1(λ)vn−1 and Qn,n−2wn−2 = pn(λ)vn. (3.5)
It follows from (3.4) and (3.5) that
Qn−1,n−2wn−2 = −(pa(λ) + · · · + pn−1(λ))vn−1. (3.6)
Similarly, we get
Qn,n−2un−2 = −(pa(λ) + · · · + pn−2(λ) + pn(λ))vn. (3.7)
More generally, define
un−b = Qn−b,n−b+1Qn−b+1,n−b+2 · · ·Qn−3,n−2un−2
and
wn−b = Qn−b,n−b+1Qn−b+1,n−b+2 · · ·Qn−3,n−2wn−2.
From (3.3) and (3.7), we get
Qn−2,n−3un−3 = (pn−1(λ) + pn−2(λ))un−2 − (pa(λ) + · · · + pn−2(λ) + pn(λ))wn−2,
and from (3.3) and (3.6), we get
Qn−2,n−3wn−3 = (pn(λ) + pn−2(λ))wn−2 − (pa(λ) + · · · + pn−2(λ) + pn−1(λ))un−2.
Suppose ∀t satisfying 3  t  l, we have
Qn−t+1,n−t un−t = (pn−1(λ) + · · · + pn−t+1(λ))un−t+1
− (pa(λ) + · · · + pn−2(λ) + pn(λ))wn−t+1,
and
Qn−t+1,n−twn−t = (pn(λ) + pn−2(λ) + · · · + pn−t+1(λ))wn−t+1
− (pa(λ) + · · · + pn−2(λ) + pn−1(λ))un−t+1.
Then from
−Qn−l,n−l−1Qn−l−1,n−l + Qn−l,n−l+1Qn−l+1,n−l + pn−l (n−l ) = 0,
we get
Qn−l,n−l−1un−l−1 = Qn−l,n−l+1Qn−l+1,n−lun−l + pn−l (λ)un−l
= (pn−1(λ) + · · · + pn−l (λ))un−l
− (pa(λ) + · · · + pn−2(λ) + pn(λ))wn−l ,
and
Qn−l,n−l−1wn−l−1 = Qn−l,n−l+1Qn−l+1,n−lwn−l + pn−l (λ)wn−l
= (pn(λ) + pn−2(λ) + · · · + pn−l (λ))wn−l
− (pa(λ) + · · · + pn−2(λ) + pn−1(λ))un−l .
From (3.1), we get that there exists some s, such that un−s = 0, or wn−s = 0. Without loss of
generality, assume un−s+1 /= 0, but un−s = 0. Then for all m > s, we have un−m = 0. From
−Qn−s+1,n−sQn−s,n−s+1un−s+1 + Qn−s+1,n−s+2Qn−s+2,n−s+1un−s+1
+ pn−s+1(λ)un−s+1 = 0,
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we get
Qn−s+1,n−s+2Qn−s+2,n−s+1un−s+1 + pn−s+1(λ)un−s+1 = 0.
That is
(pn−1(λ) + · · · + pn−s+1(λ))un−s+1
− (p1(λ) + · · · + pn−2(λ) + pn(λ))wn−s+1 = 0. (3.8)
From Eqs. (3.2) and (3.4), one can easily get(
(−1)s−1
s−1∏
d=2
n−d∑
t=a
pt (λ)
)
vn−s+1 + un−s+1 + wn−s+1 = 0. (3.9)
From Eqs. (3.8) and (3.9), we get
dim V (a) = · · · = dim V (n − s + 1) = 1,
dim V (n − s + 2) = · · · = dim V (n − 2) = 2,
and
dim V (n − 1) = dim V (n) = 1.
Hence dim V is a positive root of Dn. 
Corollary 3.1. There is a finite-to-one correspondence between the simple representations of the
N = 1 type Dn (resp. An) quiver (, {pj }) and the positive elements ofA = {rpi(x)|r ∈W}.
More precisely, if p ∈A is positive and degp = n, then there are n simple representations
corresponding to p.
Proof. If f (x) =∑ aipi(x) ∈A is positive and f (λ) = 0, then the proof of Lemma 3.4 gives
us a way to construct a simple representation V of (, {pj }) satisfying dim V (i) = ai and λ
is a i-eigenvalue for all V (i) /= 0. Conversely, if V is a simple representation of (, {pj })
and λ is a i-eigenvalue for all V (i) /= 0, then by Lemma 3.3, we get∑ dim V (i) · pi(λ) = 0.
But the proof of Lemma 3.4 tells us that (dim V (i)) is a positive root of Dn (resp. An) hence∑
dim V (i) · pi(x) ∈A. 
Lemma 3.5. Let a and b be the adjacent vertices of the N = 1 ADE quiver. Let V be a represen-
tation of . Suppose V (a) = C[x]/(x − λa)n, V (b) = C[x]/(x − λb)m and i =multiplication
by x on V (i) for i = a, b. If λa /= λb, then Qba = 0 and Qab = 0.
Proof. From b((x − λb)m−1) = x(x − λb)m−1 = λb(x − λb)m−1, we have
Qabb((x − λb)m−1) = Qabλb(x − λb)m−1 = λbQab((x − λ)m−1).
Since Qabb = aQab, we get
aQab((x − λb)m−1) = λbQab((x − λb)m−1).
Since the only eigenvalue for a is λa , and λa /= λb, therefore we get
Qab((x − λb)m−1) = 0.
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Since
b((x − λb)m−2) = λb(x − λb)m−2 + (x − λb)m−1,
and Qabb = aQab, we get
aQab((x − λb)m−2) = λbQab((x − λb)m−2).
As before, we get Qab((x − λb)m−2) = 0. Doing this recursively, we get Qab((x − λb)i) = 0 for
0  i  m − 1. Therefore, we get Qab = 0. Similarly, we get Qba = 0. 
Lemma 3.6. Given a representation V of an N = 1 ADE quiver (, {pj }), we can decompose
V as the direct sum of sub-representations Vs of V, such that if i on Vs(i) is not zero, then i
has a single eigenvalue λ.
Proof. By the Jordan decomposition theorem, for each V (i), we can choose a basis of V (i), such
that i on V (i) has the Jordan Canonical form⎛⎜⎜⎜⎝
J1
J2
.
.
.
Jk
⎞⎟⎟⎟⎠ ,
where each
Jl =
⎛⎜⎜⎜⎝
Bl1
Bl2
.
.
.
Blrl
⎞⎟⎟⎟⎠
and where Bl1, . . . , Blrl are basic Jordan blocks belonging to λi . Notice
pi(i ) =
⎛⎜⎜⎜⎝
pi(J1)
pi(J2)
.
.
.
pi(Jk)
⎞⎟⎟⎟⎠
and
pi(Jl) =
⎛⎜⎜⎜⎝
pi(Bl1)
pi(Bl2)
.
.
.
pi(Blrl )
⎞⎟⎟⎟⎠ .
We know∑
j
sjiQijQji + pi(i ) = 0
iff ⎛⎝∑
j
sjiQijQji + pi(i )
⎞⎠∣∣∣∣∣∣
V ′(i)
= 0
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for all i invariant subspaces V ′(i) ⊂ V (i) such that i |V ′(i) is a basic Jordan block belonging
to a single eigenvalue λi . We know
Qi,i+1Qi+1,i |V ′(i) =
∑
t
Qi,(i+1)tQ(i+1)t ,i ,
whereQ(i+1)t ,i : V ′(i) ↪→ V (i) → V (i + 1) → (V (i + 1))t , and (V (i + 1))t is anyi+1 invari-
ant subspace such that i+1|(V (i+1))t is a Jordan block belonging to a single eigenvalue λ′i+1. To
conclude, notice that if i |V ′(i) and i+1|(V (i+1))t have different eigenvalues, then by Lemma
3.5, Q(i+1)t ,i = 0. 
Lemma 3.7. GivenV, a representation of anN = 1 ADE quiver (, {pj }), letB = {i|V (i) /= 0}.
Then it is clear that a necessary pair of conditions for V to be indecomposable is
(1) B is a connected subgraph of .
(2) There exists a constant λ, such that λ is an eigenvalue of i for all i ∈ B. Moreover, for
all i ∈ B, the only eigenvalue of i is λ.
Lemma 3.8. Assume property (∗) is satisfied. Let V be an indecomposable representation of
the N = 1 type Dn (resp. An) quiver (, {pj }). For each i, let W(i) ⊂ V (i) be a λ-eigenspace
of i . Then W = {W(i)} forms a sub-representation of V and we will call this sub-represen-
tation the eigen-sub-representation of V. Moreover, W corresponds to a positive element of
A = {rpi(x)|r ∈W}.
Proof. By Lemmas 3.6 and 3.7, we can assume that V satisfies
V (i) =
⊕
k
C[x]/(x − λ)ik ,
and i : V (i) → V (i) being defined by i (f ) = xf .
Let d = minB. By Lemma 3.4, We can construct simple representations Si such that W =⊕
Si , where each Si is a simple representation and all Si correspond to the same element p of
A. Then the assertion is immediate from Lemma 3.4 and Corollary 3.1. 
Lemma 3.9. Assume property (∗) is satisfied. Let V be an indecomposable representation of an
N = 1 type Dn (resp. An) quiver (, {pj }). Then dim(V ) = (dim V (i)) = c(ai), where c is a
positive integer and (ai) is a positive root of Dn (resp. An).
Proof. Let W be the eigen-sub-representation of V . By Lemma 3.8, W corresponds to an element
p ofA.
We consider the representation V/W . Since V (i) =⊕C[x]/(x − λ)ki for each i, the (∗)
condition forces that the eigen-sub-representation W˜ of V/W corresponds to the same element
p ofA and W˜∼=W .
Since the dimension of each V (i) is finite, this procedure will terminate in finitely many steps.
Notice that a necessary condition for V to be indecomposable is that W is a simple sub-
representation. Our assertion follows. 
Proof of the Main Theorem. This follows from Lemma 3.9 and the fact that each element in
A has only finite number of roots. Explicitly, if for p ∈A, p(x) = (x − λ)kg(x) and g(λ) /= 0,
then the indecomposable representation V corresponding to p must satisfy
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V (i) = C[x]/(x − λ)c ⊕ C[x]/(x − λ)c
or
V (i) = C[x]/(x − λ)c
for each i, and where c is defined as in Lemma 3.9 and satisfies 1  c  k. 
Remark 3.1. A open problem is to determine whether the Main Theorem is still true for the
N = 1 type En quiver.
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