The theory of conditional copulas provides a means of constructing°exible multivariate density models, allowing for time-varying conditional densities of each individual variable, and for timevarying conditional dependence between the variables. Further, the use of copulas in constructing these models often allows for the partitioning of the parameter vector into elements relating only to a marginal distribution, and elements relating to the copula. This paper presents a two-stage (or multi-stage) maximum likelihood estimator for the case that such a partition is possible. We extend the existing statistics literature on the estimation of copula models to consider data that exhibit temporal dependence and heterogeneity. The estimator is°exible enough that the case that unequal amounts of data are available on each variable is easily handled. We investigate the small sample properties of the estimator in a Monte Carlo study, and¯nd that it performs well in comparisons with the standard (one-stage) maximum likelihood estimator. Finally, we present an application of the estimator to a model of the joint distribution of daily Japanese yen -U.S. dollar and euro -U.S. dollar exchange rates. We¯nd some evidence that a copula that captures asymmetric dependence performs better than those that assume symmetric dependence.
Introduction
This paper presents a two-stage (or multi-stage) maximum likelihood estimator for multivariate density models of time series data, and we allow for cases where the amount of data on each variable di®ers. We focus on the case that the multivariate density model is constructed using the theory of copulas, and that the parameter vector is such that it may be partitioned into elements that relate only to a marginal distribution and elements that relate only to the copula. If such a partition is not possible, the familiar one-stage maximum likelihood estimator is the natural estimator to employ. When this partitioning is possible however, great computational savings may be achieved by employing a two-stage estimator.
Evidence of non-normality of the distribution of many interesting economic variables grows each year. One of the¯rst papers to report such evidence was Mandelbrot (1963) , who found that the returns on¯nancial assets exhibit too much kurtosis to be adequately described as Gaussian, and numerous studies 1 have since reported further evidence. The implication of these papers is that the multivariate normal distribution is simply not a good model for the joint distribution of many interesting economic variables. This leads us to the problem of¯nding more appropriate multivariate models. Copula theory is perfectly suited to help us in this quest.
The theory of copulas dates back to Sklar (1959) , but its application in statistical modelling is a more recent phenomenon. Sklar (1959) showed that we may decompose a joint distribution into its k marginal distributions, and a copula, which describes the dependence between the variables.
One of the uses of this theorem to the researcher is in the construction of°exible multivariate distributions 2 : we may combine k marginal distributions of any form (normal, Student's t, exponential, log-normal, etcetera) with any copula to form a valid multivariate distribution. Most existing multivariate distributions are simple extensions of univariate distributions, and often have the restrictive property that all of the marginal distributions are of the same type (all marginal distributions of a multivariate normal are normal, all marginal distributions of a multivariate Student's t 6 are univariate Student's t 6 , and so on). If the individual variables of interest were known to be best¯tted by di®erent univariate distributions, the choice of a suitable joint distribution was di±cult. Copula theory resolves this di±culty.
The application of copula theory to the analysis of economic problems is a new and fast-growinḡ eld. Some examples of work in this¯eld (though this list will surely be out-of-date within a month 1 See, inter alia, Fama (1965) , Bollerslev (1987) , Richardson and Smith (1993) , Erb, et al. (1994) , Bae, et al.
(2000), Campbell, et al. (2000) , and most recently, Ang and Chen (2001) and Longin and Solnik (2001) . 2 As recently as Farebrother (1992) , for example, it was a considerable challenge in econometric theory to construct an asymmetric bivariate density with common marginal densities. Employing copula theory renders the task almost trivial: simply select any asymmetric copula and use it to link any two marginal distributions of the same type.
Suitable copulas include the Clayton and the Gumbel copulas, see Joe (1997) or Nelsen (1999) for more on these copulas. Rosenberg (1999) and (2000) There is a quite large body of work on the estimation theory underlying the numerous applications of copula theory that have appeared in the statistics literature 3 , see Oakes (1982) , Genest and Rivest (1993), Genest, et al., (1995) , Shih and Louis (1995) , Joe and Xu (1996) , Xu (1996) , Cap ¶ eraµ a, et al., (1997) and Glidden (2000) . This theory, however, was developed for applications where the data could be assumed to be independent and identically distributed (i:i:d:), an assumption that is rejected for almost every economic time series. The¯rst contribution of this paper is to extend the theory on the estimation of parametric copula models to allow for data that may exhibit both temporal dependence and heterogeneity, employing the two-stage maximum likelihood framework of Newey and McFadden (1994) and White (1994) . Thus our estimator can be used in the estimation of time-varying conditional density models, that allow for time-varying conditional marginal distributions and a time-varying conditional copula. A nonparametric copula estimator for time series data has recently been proposed by Scaillet (2000) , however, as for all nonparametric procedures, the marginal distributions and copula must be assumed to be constant in this framework.
of writing) includes
A further contribution is that we also present results for this estimator in the case that the amount of data available on each variable di®ers. These results may be interpreted as an extension of some of the results presented by Anderson (1957) , Little and Rubin (1987) and Stambaugh (1997) . The case of unequal amounts of data arises in a number of interesting applications, such as the analysis of: developed markets and emerging markets, which may have only recently begun maintaining data sets; market returns and the returns on a recently°oated company; market returns and the returns on a company that went bankrupt; any pair of assets where one is denominated in euros and the other is not. The latter example is the one examined in this paper. Stambaugh (1997) showed the importance of making use of all available data in a simple asset allocation example. It should be pointed out that the theory presented in this paper is only applicable in the case that the starting date(s) (or ending date(s), as applicable) of the truncated series do not contain any information for the parameters of interest that is not contained in the observed data. The`missingdata mechanism', in the terminology of Little and Rubin (1987) , must be ignorable. Examples in economics where the missing-data mechanism is not ignorable are to be found in Brown, et al.
(1995), Goetzmann and Jorion (1999) , and Kofman and Sharpe (2000) , inter alia.
. The small sample properties of the estimator are investigated and compared with existing techniques in a Monte Carlo study. We simulate processes with characteristics common to manȳ nancial time series at the daily frequency and compare the mean squared error (MSE) of the estimator with that of the standard maximum likelihood estimator. The two-stage estimator is found to have lower small sample MSE than the one-stage estimator in a number of situations, and only moderately greater MSE in the remaining cases.
Finally, we present an application of the estimator to a model of the joint distribution of daily Japanese yen -U.S. dollar and euro -U.S. dollar exchange rates. These rates are the two most frequently traded exchange rates, and su®er from the problem that we have much less data available on the euro than we do on the yen. We consider three di®erent copula models, the Gaussian, Plackett and Clayton copulas, and¯nd evidence that a copula that captures asymmetric dependence performs better than those that assume symmetric dependence.
The remainder of the paper is organised as follows. In Section 2 we provide a brief introduction to copula theory. In Section 3 we present the two-stage estimator and discuss the consistent estimation of its asymptotic covariance matrix. We also discuss a modi¯cation of the two-stage estimator that achieves full e±ciency. In Section 4 we present the results of a Monte Carlo study of the small sample properties of the estimator and in Section 5 we apply the estimator to a model of the joint distribution of daily Japanese yen -U.S. dollar and euro -U.S. dollar exchange rates. Finally, in Section 6 we conclude and present some of the many challenges that remain for future research. The assumptions required for the maximum likelihood estimator and all proofs are contained in the appendix.
Notation
We have two (scalar) random variables of interest, X and Y , and possibly some conditioning variables W. The variables' conditional distribution is: (X t ; Y t ) jF t¡1 s H t´Ct (F t ; G t ), where H t is some bivariate distribution function, the marginal distributions of X t and Y t are F t and G t , and the copula is C t . (The notation`H´C (F; G)' will become clear in the next section.) We will assume that all distributions are continuous, though this assumption may be relaxed at the expense of further complication. The information set is de¯ned as F t´¾ (X t ; Y t ; W t+1 ; X t¡1 ; Y t¡1 ; W t ; :::) :
As usual, we will denote random variables in upper case, X t , and realisations of random variables in lower case, x t . We will often need to refer to the history of the random variables, which will be denoted Z t´¡ X t ; Y t ; W 0 t+1 ; X t¡1 ; Y t¡1 ; W 0 t ; ::: ¢ 0 . Throughout this paper we will denote the distribution (or c:d:f:) of a random variable using an upper case letter, and the corresponding density (or p:d:f:) using the lower case letter. We will denote the extended real line as ¹ RŔ
[ f §1g. Convergence in probability is denoted as p ¡!, and convergence in distribution as
We denote a k £ k identity matrix as I k .
It should be pointed out that although we focus on the bivariate case in this paper, both the theory of copulas and the estimation methods presented here extend quite naturally to the general multivariate case.
An introduction to copula theory
The introduction to copula theory presented below follows closely that of Patton (2001a) . We will¯rstly present the probability integral transformation, and will then introduce the copula via standard theory on the distribution of transformations of random variables. Following that, the more general theory of conditional copulas is presented. A very readable and thorough introduction to the theory of copulas may be found in Nelsen (1999) .
The¯rst analysis of the distribution of the probability integral transformation is quite old, dating back to Fisher (1932) . For a more recent reference see, for example, Casella and Berger (1990) . Let U t´Ft (X t ) and V t´Gt (Y t ). We then say that U t and V t are the`probability integral transforms of X t and Y t '. The distribution of the probability integral transform is given in Theorem 1 below.
With this result in hand, we may introduce the copula using basic statistical theory.
The copula and transformations of random variables
In this section we will suppress the dependence of the random variables and their distributions on t, for the sake of simplicity. Let U´F (X) and V´G(Y ), as above. We will now attempt to¯nd the joint density of U and V according to basic results in mathematical statistics on the distribution of transformations of random variables. We will denote the joint density of U and V as c, which turns out to be the`copula density'.
Since F and G are strictly increasing and continuous, we have that X = F ¡1 (U) and Y = G ¡1 (V ), and
Note that
Equation (1) shows that the copula density of X and Y is equal to the ratio of the joint density, h, to the product of the marginal densities, f and g. From this expression we can obtain a¯rst result on the properties of copulas: if X and Y are independent, then the copula density takes the value 1 everywhere, since in that case the joint density is equal to the product of the marginal densities. Since we know that the marginal densities of U and V are uniform, by Theorem 1 above, we thus have that if X and Y are independent the joint distribution of U and V is the bivariate Uniform(0; 1) distribution.
We can also use equation (1) to derive an expression for h as a function of x and y instead:
Equation (2) is the`density version' of Sklar's (1959) theorem: the joint density, h, can be decomposed into product of the marginal densities, f and g, and the copula density, c. Sklar's theorem holds under more general conditions than the ones we imposed for this illustration, and below we discuss the general proof.
The theory of the conditional copula
For an introduction to the general theory of copulas the reader is referred to Nelsen (1999) 
for all x 1 ; x 2 ; y 1 ; y 2 2 ¹ R, and
where F t¡1 is some conditioning set.
The¯rst condition simply provides the upper and lower bounds on the distribution function.
The second condition ensures that the probability of observing a point in the region [
is non-negative 4 . We now de¯ne the conditional copula. 4 If we set x2 = x1 + " and y2 = y1 + " and let " ! 0 + , then it becomes clear that this de¯nition is just the generalisation of the condition that if the bivariate density exists, it must be non-negative on the domain of Ht.
De¯nition 2 (Conditional copula) A two-dimensional conditional copula is a function C t :
with the following properties:
1. C t (u; 0jF t¡1 ) = C t (0; vjF t¡1 ) = 0, and C t (u; 1jF t¡1 ) = u and C t (1; vjF t¡1 ) = v, for every
The¯rst condition of De¯nition 2 provides the lower bound on the distribution function, and ensures that the marginal distributions, C t (u; 1jF t¡1 ) and C t (1; vjF t¡1 ), are uniform. The condition that V C t is non-negative has the same interpretation as the second condition of De¯nition 1: it simply ensures that the probability of observing a point in the region [
By drawing on the above conditions for the conditional copula, and extending its domain to ¹ R 2 , we may alternatively de¯ne a conditional copula as the conditional bivariate distribution of a pair of random variables (U t ; V t ) having margins that are Unif (0; 1). The extension of the domain to ¹ R 2 is accomplished as follows:
The link between the probability integral transformation and the theory of copulas now becomes clear: the copula is the joint distribution function of the probability integral transforms of each of the variables X t and Y t with respect to their marginal distributions, F t and G t . We now move on to an extension of the the key result in the theory of copulas: Sklar's (1959) theorem for conditional distributions:
Theorem 2 (Sklar's Theorem for Continuous Conditional Distributions) Let H t be a conditional bivariate distribution function with continuous margins F t and G t , and let F t¡1 be some conditioning set. Then there exists a unique conditional copula
Conversely, if C t is a conditional copula and F t and G t are the conditional distribution functions of two random variables X t and Y t , then the function H t de¯ned by equation (4) is a bivariate conditional distribution function with margins F t and G t .
The density function equivalent of (4) is useful for maximum likelihood analysis, and is obtained quite easily, provided that F t and G t are di®erentiable, and H t and C t are twice di®erentiable.
where u´F t (xjF t¡1 ), and v´G t (yjF t¡1 ). The expression in equation (5) is precisely the same as that in equation (2), which we obtained using the theory on the distribution of transformations of random variables. Taking logs of both sides we obtain:
and so the joint log-likelihood is equal to the sum of the marginal log-likelihoods and the copula log-likelihood.
We can also obtain a corollary to Theorem 2, analogous to that of Nelson's (1999) corollary to Sklar's Theorem, which enables us to extract the conditional copula from any conditional bivariate distribution function, but¯rst we need the de¯nition of the`quasi-inverse' of a function.
De¯nition 3 (Quasi-inverse of a distribution function) The quasi-inverse, F (¡1) , of a distribution function F is de¯ned as:
If F is strictly increasing then the above de¯nition returns the usual functional inverse of F , but more importantly it allows us to consider inverses of non-strictly increasing functions. 
This corollary completes the idea that a bivariate distribution function may be decomposed into three parts. Given any two marginal distributions and any copula we have a joint distribution, and from any given joint distribution we can extract the implied marginal distributions and copula.
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3 Two-stage estimation of copula models
Let the conditional distribution (X t ; Y t ) jF t¡1 be parameterised as
where int (A) is the interior of the set A. As F, G and C are conditional on F t¡1 , they will be written as functions of the entire information set and the appropriate parameter:
and C t ¡ Z t ; µ ¢ , although of course not all of the elements of Z t will in general be required.
It will not always be the case that the parameter vector µ 0 decomposes so neatly into three components, associated with the¯rst margin, second margin and the copula. Cross-marginal distribution restrictions are one example where this condition would fail to hold. We discuss this scenario in Section 3.3. In the interim sections we will assume that the decomposition is possible.
In this paper we allow for the situation that the amount of data available on X is possibly di®erent to that available on Y , which is also possibly di®erent to the amount of overlapping data on both X and Y . This scenario is depicted in Figure 1 . For simplicity, let X be the variable with the most data available. We will denote the number of observations on X, Y and the common sample as n x ; n y and n c respectively. All data lengths are assumed to be (¯xed) functions of n, and we will set n x = n. We consider cases where 
The estimator
Our two-stage (or more accurately,`three-stage') maximum likelihood estimator is denotedμ n , and its components are given below.
We show that this estimator is consistent for µ 0 , and that it is asymptotically normal. The asymptotic variance-covariance matrix of this estimator is slightly di®erent that of the standard two-stage MLE, and below it is discussed in some detail.
The method of estimation presented in this paper relies on the copula decomposition of a joint distribution, repeated in equations (13) and (14) (15) and (16) below.
For the multivariate normal distribution, Anderson (1957) showed that one could obtain an estimate of µ 0 by¯rst maximising L X using all n x observations to obtain an estimate of ' 0 , and then maximising L Y jX using n y = n c observations, conditioning on the estimate of ' 0 . Our estimator applies to any joint distribution, subject to satisfying regularity conditions presented in Appendix 2, and simpli¯es estimation one step further, by decomposing the conditional likelihood function, It must be pointed out that all of the following results rely on the assumption that the data generating process of the variables is known up to a vector of undetermined parameters, µ 0 . This is obviously quite a restrictive assumption. The econometrics literature contains some work on the estimation of models of the conditional mean that are robust to misspeci¯cation of the conditional 5 The method of Anderson (1957) and Little Rubin (1987) cannot deal with the data situation presented in Figure   1 ; they require that ny = nc .
variance and/or the conditional density, see Gourieroux, et al., (1984) for example, and on the estimation of models of the conditional mean and variance that are robust to misspeci¯cation of the conditional density, see Bollerslev and Wooldridge (1992) . To the author's knowledge, corresponding results for the estimation of conditional densities are not available, though such results would be of great interest. We leave this for future work.
We now present the consistency and asymptotic normality results for the two-stage estimator presented above. These results are based on the work of Newey and McFadden (1994) and White (1994), both of which provide thorough reviews of two-stage maximum likelihood estimation theory.
All assumptions for this section are collected in Appendix 2, and all proofs are in Appendix 3. Theorem 5 (Asymptotic normality ofμ n ) Let the assumptions of the previous theorems hold, and let assumption 8 hold in addition. Then
where
Remark 1
If n x = n y = n c´n , then the result of the above proposition simpli¯es to
with B 0 n and A 0 n as de¯ned above.
n is also known in the theory of estimating equations (or inference functions) as the`Godambe information matrix', named for Godambe (1960) who introduced the theory of estimating equations, if we take the right-hand sides of equations (9) to (11) and method more common in econometrics. Joe and Xu (1996) and Xu (1996) use the estimating equations framework for their two-stage estimator of copula models, however we elected to use the maximum likelihood framework owing to its familiarity to econometricians, and the large body of econometric theory already existing on this estimator.
Estimation of the covariance matrix
We discuss in this section the consistent estimation of the covariance matrix of the two-stage estimator presented above. Following White (1994), we say that if Ä V
then the asymptotic covariance matrix of the estimator Ä µ n is Ä V n , or that avar( Ä µ n ) = Ä V n . For the two-stage estimator we have that B 0
Notice that the root n scaling factor is wedged between the Hessian and the inverse square root of the outer product of the scores. We can modify it as follows
hus the asymptotic covariance matrix is A 0
The form of N ¤ 1 will depend on the relationship between n x ; n y and n c as n ! 1. If it is assumed that the di®erence between n c and n x and n y is constant as n ! 1, then N ¤ 1 = I s , and so avar(μ n ) takes the same form as the standard two-stage maximum likelihood estimator. If instead the ratio between n c and n x , and n c and n y is assumed constant, then N ¤ 1 = n . In the following two lemmas, we provide conditions under which sample analogues of these matrices are consistent. 
Lemma 2 (Consistency ofB n ) Given assumptions 1, 2, and 9, thenB n ¡ B 0 n p ¡! 0, where B 0 n is given in Theorem 5 and
Theorem 6 (Consistency of the covariance matrix estimator) Given assumptions 1 to 3,
5, 6 and 9 thenÂ
is a consistent estimator of the asymptotic covariance matrix ofμ n .
Remark 2
The consideration of the case that n x 6 = n y 6 = n c lead to a slightly more complicated form for the covariance matrix of the two-stage maximum likelihood estimator. In the case that n x = n y = n c´n , the appropriate covariance matrix estimator isÂ ¡1 n ¢B n ¢Â ¡1 0 n .
In¯nite samples we use the asymptotic covariance matrix of the estimator as an approximation to the true¯nite sample covariance matrix. For the estimator presented above the covariance matrix estimate is:
in the case that n x = n y = n c´n .
Cross-marginal distribution restrictions
Consider now the case that we cannot separate the parameters of the two marginal distributions from each other. One possible cause of this is the presence of cross-marginal distribution restrictions, or the dependence of one marginal on some function of the residual of the other marginal (such as a multivariate moving average model, or a multivariate GARCH model, for example). In this section we show how to adapt the estimator presented above when we cannot separate the parameters of the marginal distributions from each other, but we can separate them from the parameters of the copula.
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Assume now that H (µ) = C (F (';°) ; G (';°) ; ·), and so 
In the¯rst stage of this method we assume that X t and Y t are independent, and so maximising the joint likelihood is equivalent to maximising the sum of the marginal likelihoods. In the second stage we model the dependence of X t and Y t directly, by maximising the copula likelihood, conditioning on the marginal parameter estimates. In the case that X t and Y t truly are independent, the two-stage method is fully e±cient.
The consistency results of the previous section hold, and the asymptotic normality results need just a minor modi¯cation:
Theorem 7 (Asymptotic normality ofμ nc ) Let the assumptions of Theorem 5 hold. Then
where s 0 12t´"
The estimator of the covariance matrix ofμ nc is an obvious adjustment of that forμ n . We now turn to an analysis of the e±ciency of the two-stage estimator.
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E±ciency of the estimator
In the situation that we have the same amount of data available for all three estimators,',°and·, it is well known (see Le Cam, 1956 , for example) that the one-stage maximum likelihood estimator is the most e±cient estimator, in that it attains the minimum asymptotic variance bound. In this section we compare the asymptotic e±ciency of the two-stage estimator discussed in Section 3.1 with the one-stage maximum likelihood estimator. The asymptotic e±ciency of two asymptotically normal estimators are compared by examining the di®erence of their asymptotic covariance matrices. The small sample e±ciency of these estimators is compared in the next section.
In this section we also discuss the one-step adjusted two-stage maximum likelihood estimator, see Newey and McFadden (1994) or White (1994) , for our case. The adjusted estimator is a single step modi¯cation of the two-stage estimator requiring no maximisations, which achieves the minimum asymptotic variance bound.
The one-stage maximum likelihood estimator is denotedμ eff nc , as it is known to be the most e±cient estimator when n x = n y = n c . It is based by necessity on the common sample period. Let 
n . As presented in the previous section, the asymptotic covariance matrix of the two-stage estimator is A 0
n . If the di®erence between the sample sizes is constant, then A This is made clear in the following proposition.
Proposition 1 Let our two-stage estimator be denotedμ n and let the one-stage maximum likelihood estimator be denotedμ eff nc . The asymptotic covariance matrices of these two estimators are A 0
ny nc´d y > 1 and if d x or d y is`su±ciently large', then the two-stage maximum likelihood estimator is not less e±cient than the one-stage estimator. If we let M ij denote the (i; j) th element of the matrix M 0 nc and similarly for C 0 n ; then a su±cient condition is that
The intuition behind this is that we must have enough extra observations on the marginal distributions to o®set the loss of information incurred by estimating each marginal distribution separately. If this is the case then the two-stage estimator will be more e±cient in the estimation of the marginal parameters. Regardless of the amount of extra information available on the marginal distributions, the two-stage estimates of the copula parameters will always be less asymptotically e±cient than the one-stage estimates. It is this fact that leads us now to consider a modi¯cation of the two-stage estimator that improves its e±ciency. 
whereμ n is de¯ned in equation (12) andÂ n , s 1t , s 2t and s 3t are as de¯ned in Lemmas 1 and 2.
Thenμ ¤ n attains the minimum asymptotic variance bound.
The above result is very powerful, in that it shows that we may employ the computationally simpler two-stage estimator presented above, modify it without need of further optimisation, and achieve a fully e±cient maximum likelihood estimator. An estimator for the asymptotic covariance matrix ofμ ¤ n is given below.
Proposition 2 (Covariance matrix estimator forμ
¤ n ) Given assumptions 1 to 3, 5, 6 and 9 then the asymptotic covariance matrix ofμ ¤ n de¯ned in Theorem 8 may be consistently estimated bŷ M nc , whereM
Estimation of even moderately-sized bivariate time-varying conditional density models is quite a computational burden, and the estimation of time-varying conditional density models of higher dimension may be near impossible. The methods presented in this section allow for the fully e±cient estimation of the parameters of a time-varying conditional density model in a less computationally 16 burdensome manner. If the unknown parameters may be separated into those associated with a particular marginal distribution or with the copula, then we may estimate the elements of the parameter vector separately. These estimates are still consistent and asymptotically normal, under some conditions, though are not e±cient. By applying the one-step adjustment of the estimator presented above, we obtain a fully e±cient estimator. It is hoped that the methods presented here enable future researchers to more easily estimate multivariate models of higher dimensions than the current standard of two.
Small sample properties
In this section we present the results of a Monte Carlo study of the small sample properties of the estimators discussed above. A general study of the small sample properties of these estimators is not possible; each particular data generating process (DGP) must be considered separately.
Simulation design
We consider three di®erent DGPs, with speci¯cations that were constructed to resemble those commonly found in models of daily¯nancial data: weak dependence in the conditional mean, and highly persistent conditional variance. All three DGPs are bivariate distributions, with both marginals being conditionally normal with the same AR(1)-GARCH(1,1) speci¯cations:
X t = 0:01 + 0:05X t¡1 + " t ; " t s N (0; h The DGPs di®er in the amount of dependence between the two variables. We examine the case that the variables have the Clayton copula, with the copula parameter chosen so as to imply rank correlations of 0:25, 0:50 and 0:75; low, medium and high dependence. We do not consider DGPs with time-varying conditional dependence, nor time-varying higher order marginal moments, in order to keep the simulation tractable: we compare the two-stage estimator with the one-stage estimator, the latter estimator being quite computationally di±cult even for relatively simple models such as the one above.
In addition to the three DGPs, we consider six possible data situations: n x = 1500 and 3000, and 
whereμ is the estimator, µ 0 is the true parameter,μ i is the estimate based on the i th Monte Carlo replication and N = 1000 is the number of Monte Carlo replications.
Results
Let us¯rstly contemplate what we expect to¯nd. We expect that' nx has a lower MSE than ' eff n c for small n y =n x and for low dependence cases. This is because the cost of using only the common sample is higher, and the gains from using information on Y are lower. In no case would we expect that°n y is better than°e ff n c , given the above set-up. For· nc versus· eff n c it is not clear what to expect: theoretically we know that the one-stage estimator is more e±cient, but in small samples there may be gains from using a better estimate of ' 0 than obtainable from the one-stage estimator. If the gains exist at all, we would expect them to be greatest for small n y =n x and low levels of dependence. For small samples it is also not clear howμ ¤ n will compare toμ eff n c , as both are asymptotically fully e±cient. The fact thatμ ¤ n requires an estimate of the covariance matrix of µ n may lead to some di®erences, however.
We computed the ratio of MSEs of the two-stage estimator to the one-stage estimator, and the one-step e±cient estimator to the one-stage estimator for each of the eleven parameters of the model. A ratio of less than one indicates that the estimator has a lower MSE than the one-stage estimator. To simplify interpretation, we discuss only a summary of the complete results, presented in Tables 1 to 3. The complete results are in Tables 4 to 6 . For the summary results, we present the average of the¯rst marginal distribution's¯ve parameter MSE ratios, and similarly for the second marginal distribution 6 . The copula contains only one parameter, and so we present the actual ratio of MSEs in this case. Table 1 presents the results for the two-stage estimator and Table 2 presents the results for the one-step e±cient two-stage estimator.
[ INSERT TABLE 1 HERE ] For the low dependence case (rank correlation of 0:25) we can see that for none of the combinations of n x and n y considered was the one-stage estimator as good as the two-stage estimator for the parameters of the¯rst margin; all MSE ratios are less than one. The two-stage estimator was slightly worse than the one-stage estimator for the parameters of the second margin, with the MSE ratios ranging from 1:07 to 1:51. For the copula parameter the two-stage estimator was slightly better than the one-stage estimator in all but one case, and was much better than the one-stage parameter in the case that n x = 1500 and n y =n x = 0:25. Thus we see that although asymptotically the two-stage estimator is known to be less e±cient than the one-stage estimator for the copula parameter, in small samples the improved estimates of the¯rst margin parameters outweigh the loss of information incurred through multi-stage estimation.
As expected, greater dependence generally leads to higher MSE ratios -the loss of information from using the two-stage estimator rather than the one-stage estimator is greater for rank correlations of 0:50 and 0:75. Notice, however, that the MSE ratio of the copula parameters do not change very much with the level of dependence. In most cases this ratio is close to one, indicating that in terms of this parameter the two estimators are equally good.
Overall the results presented in Table 1 While the results for the two-stage estimator were surprisingly good, the results for the one-step e±cient estimator are surprisingly bad. In only a couple of cases did the one-step e±cient estimator outperform the one-stage estimator, and in numerous cases the ratio of MSEs was very large, in some cases greater than 100. Asymptotically we know that the one-step e±cient estimator is fully e±cient, and so is better, asymptotically, than the two-stage estimator. It appears, however, that the use of an estimated Hessian and vector of scores leads to poor small sample properties in the one-step e±cient estimator 7;8 . The MSE ratios for the parameters of the¯rst margin are generally good, presumably owing to the larger amount of data and the better Hessian and score vector estimates. The MSE ratios for the copula parameter are also moderate for the larger data sets and higher n y =n x ratios for the same reason.
[ INSERT TABLE 2 HERE ]
7 There are two potential sources of error here: the¯rst is the standard small sample variability of estimates, and the second is the possible numerical error introduced by using numerical derivatives rather than analytical derivatives. Analytical derivatives for the model considered would be very cumbersome to derive and program due to the probability integral transformations that are employed. Given this, it seems likely that most researchers estimating a copula model would use numerical derivatives rather than analytical derivatives, making our use of numerical derivatives appropriate. 8 The small sample properties of the one-step e±cient estimator may be improved by employing a modi¯cation of this estimator proposed by Newey (1987) . We do not investigate this possibility here. That Newey's modi¯cation still requires the use of estimates of the hessian and scores suggests the possibility that the modi¯ed one-step e±cient estimator would merely match the performance of the two-stage estimator, rather than outperform it.
The very high MSE ratios for the one-step e±cient estimator are driven by the fact that the parameter estimates are in many cases outside of the feasible region. As n ! 1 this problem does not arise, but clearly in¯nite samples one needs to be conscious of it. In Table 3 below we present the MSE ratios for a`modi¯ed' one-step e±cient estimator: we set the parameter estimate to be just inside the boundary of the feasible region in the case that the one-step e±cient estimator is outside the boundary 9 .
[
INSERT TABLE 3 HERE ]
The results presented in Table 3 indicate that the modi¯ed one-step e±cient estimator has better small sample properties than the original one-step e±cient estimator, however it is still worse than the two-stage estimator.
On the whole, these results suggest that the two-stage estimator is a reasonable alternative to the fully e±cient one-stage estimator. There were numerous situations where the two-stage estimator actually outperformed the one-stage estimator, as the two-stage estimator is able to exploit all available information on both variables. In the cases where a loss of e±ciency was incurred this loss was moderate. Our simulation results also suggest that the two-stage estimator is preferable to the one-step e±cient two-stage estimator. The need for estimates of the Hessian and scores for the one-step e±cient estimator induces greater mean squared error in the¯nite samples considered.
A model of the euro and yen exchange rates
In this section we apply the methods discussed above to a model of the conditional joint distribution of daily Japanese yen -U.S. dollar and euro -U.S. dollar exchange rates. The data set employed runs from January 1991 to June 2001 for the yen, and from January 1999 to June 2001 for the euro, so that n x = 2695 and n y = n c = 643. The data are plotted in Figure 2 . It is possible that the fact that the euro came out on January 1, 1999, rather than some other date, carries useful information on the conditional distribution of the euro/dollar exchange rate, i.e. that the missingdata mechanism cannot be ignored. We will assume, however, that we can ignore the missing-data mechanism 10 .
9 For the GARCH inequality constraint, ® +¯< 1, we do the following. Let® ¤ n and^¤ n be the one-step e±cient parameter estimates. The modi¯ed one-step e±cient parameter estimates are set to:®
10 For example, if enough countries now using the euro had failed to meet the requirements laid down for joining, it is conceivable that the emergence of the euro would have been delayed. Thus, the fact that such a delay did not occur may carry information on the economic performance of the countries now using the euro, and possibly also on the conditional distribution of the euro itself. This possibility is left for future research.
[ INSERT FIGURE 2 HERE]
The yen/dollar and euro/dollar rates are the two most frequently traded exchange rates, representing over 50% of total foreign exchange turnover 11 in 1998. The signi¯cance of these two exchange rates in the global foreign exchange market and the fact that there exist quite di®erent amounts of data on each of these variables make them a prime application for the estimator introduced above: market participants can neither wait for more euro data to arrive, nor are they willing to throw away the additional information they have on the yen. Using the estimator from Section 3, we can use all available data on each exchange rate.
The Student's t distribution has previously been found to provide a good¯t to individual exchange rates, see Bollerslev (1987) and Patton (2001a) for example, and so we employ it for the marginal distributions of both the yen and the euro exchange rates. For the yen margin an AR(1,10) model was estimated for the conditional mean, and a GARCH(1,1) model was estimated for the variance. The euro data exhibited no signi¯cant time variation in either the conditional mean or the conditional variance, and so these conditional moments were set to constants 12 . The estimated parameters and standard errors for these marginal distributions are presented in Table   7 below.
INSERT TABLE 7 HERE ]
The¯gures under the heading`e±cient two-stage' are the parameter estimates found by applying the one-step adjustment to the standard two-stage estimates, as discussed in Section 3.4.1. These estimates require a speci¯cation for the copula, and above we present the results obtained using
Clayton's copula 13 , which is discussed below. The reader can see that the parameter estimates do not di®er greatly between the standard two-stage and the e±cient two-stage methods, though the standard errors are quite di®erent: speci¯cally, the standard errors on the yen parameters are much greater for the e±cient two-stage estimator than the standard two-stage estimator. Clearly in our case the gains from using a fully e±cient estimator are outweighed by the fact that we cannot use all available data on the yen. Given this fact, and the¯nding in Section 4 that the two-stage estimator has better small sample properties than the one-step e±cient estimator, we will concentrate below on the results from the standard two-stage estimator.
11 Source: Bank for International Settlements (1999). The BIS only produces this report every three years, and so no¯gures for the euro itself are yet available. The 1998¯gure for the individual currencies now in the euro is approximately 30:8%. The corresponding¯gure for the yen -U.S. dollar exchange rate is 20:9%. 12 The absence of signi¯cant time variation in the conditional mean and variance is almost certainly due to the small amount of data available. With time, and more data, we expect that this hypothesis will be rejected. 13 The results obtained using the other two copulas considered in this paper were not substantially di®erent, and so are not presented. They are available from the author upon request.
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The evaluation of the goodness-of-¯t of the models for the marginal distributions is of critical importance: the joint distribution of the transformed variables, U t´Ft (Z t ;' nx ) and V t´Gt (Z t ;°n y ), will be modelled with a copula, which has by construction margins that are Uniform(0; 1). If the marginal distribution models are misspeci¯ed then the variables U t and V t will not be uniform and the copula will be misspeci¯ed. In light of this, we employ a number of tests of the marginal speci¯cations. It should be pointed out that all of the tests we employ ignore the impact of sampling variability in the parameter estimates on the distributions of fU t g n t=1 and fV t g 
on twenty lags of both variables for k = 1; 2; 3; 4. We test the U nif (0; 1) hypothesis via the wellknown Kolmogorov-Smirnov test. The results of these tests are presented in Table 8 below. As this table shows, both marginal distribution models pass both tests.
INSERT TABLE 8 HERE ]
We employ two further tests, suggested in Patton (2001a) . These tests jointly test the hy- . We may also test the joint hypothesis that all¯ve regions are well speci¯ed via a multinomial test, also described in Patton (2001a) . We perform these tests, including as regressors the number of hits in the last day, week and month to test for serial dependence, and a constant to test for misspeci¯cation of the conditional density. The results are presented in Table 9 below.
[ INSERT and proceed to the modelling of the copula.
There is a vast literature in statistics on the generation of families of copulas, though only a few have been used in modelling. For the purposes of comparison we will estimate three of the more 22 common copulas: the Gaussian, or normal, copula, the Plackett copula and the Clayton 14 copula.
The functional forms of these three copulas are presented in Appendix 4, and further details on them may be found in Nelsen (1999) or Joe (1997) . The normal copula is the copula associated with the bivariate normal distribution, and thus is the dependence function implicitly assumed whenever the bivariate normal distribution is used. Plackett's (1965) copula is symmetric, like the normal copula, but exhibits less dependence in the (bivariate) tails of the distribution. Clayton's (1978) copula is an asymmetric copula, exhibiting greater dependence in the negative tail than in the positive tail. In Figure 3 we present diagrams to help illustrate the three copulas. Copulas themselves are di±cult to develop intuition for graphically, and so we present instead the joint distributions formed by using particular copulas to link together two standard normal random variables. In all cases the parameter of the copula is calibrated to yield a linear correlation coe±cient of 0. conditional copula models of exchange rates and stock returns, respectively. Speci¯cation tests, discussed below, indicate that the assumption of a constant conditional copula could not be rejected for this data set. The estimated copula parameters and copula likelihoods are presented in Table   10 below.
[ INSERT TABLE 10 HERE ] This table shows that the Clayton copula had the best¯t, in terms of the likelihood function.
As these copulas are non-nested, however, we cannot conduct standard likelihood ratio tests to determine whether the improvement in the copula likelihood was signi¯cant. Joe (1997) refers to this copula as the Kimeldorf and Sampson copula. 15 As for the euro margin, we expect that this is due to the small amount of data available. It should be noted that although the copula and the euro margin are both assumed constant, the presence of time variation in the yen margin makes our model a time-varying conditional density model.
`reality check'. This test may be used to determine whether a particular model is as good as the best alternative model considered, according to some performance measure. We used the likelihood ratio as our performance measure. The reality check was originally developed to control for data snooping, where researchers search over thousands of models to¯nd a good¯t, but it can be equally well applied in our situation with just three models. We employed the bootstrap version of this test, and used the stationary bootstrap of Politis and Romano (1994) to deal with our non-i:i:d:
data. The reader is referred to White (2000) for a detailed description of the implementation of this test. We performed the test three times, once with each model as the null, and found that the normal copula was the only one that could be rejected: the p-value for this test was 0:08 indicating that at the 10% alpha level we had evidence that the normal copula was not as good as the best alternative. Neither the Plackett nor the Clayton copulas could be rejected as being equal to the best, with p-values of 0:23 and 0:57 respectively.
Finally, we conducted speci¯cation tests on the three copulas, using the bivariate extension of the hit tests used for the marginal models. We de¯ned seven regions of interest in the support of the copula, depicted in Figure 4 , and tested the goodness-of-¯t in the individual regions and in all regions simultaneously for all three copula models.
INSERT FIGURE 4 HERE ]
In Table 11 below we present the results of the speci¯cation tests for the three copula models.
These results show that all three copulas passed the joint test of correct speci¯cation in all regions, but only the Clayton copula passed all seven individual region tests; the normal and the Plackett copulas failed at the 10% alpha level in region 1, the extreme negative bivariate tail. This is precisely the region where the Clayton copula di®ers most from the other two copulas, in that the Clayton copula suggests strong dependence in the lower tail, while the normal and Plackett copulas do not. It appears that the dependence between the yen-dollar and euro-dollar exchange rates is better modelled by a copula that captures the increased dependence in this negative tail, such as the Clayton copula.
INSERT TABLE 11 HERE ]
The increased dependence in the lower (joint) tail of the bivariate distribution of the yen/dollar and euro/dollar exchange rates suggests that these variables are more dependent during depreciations of the dollar than during appreciations of the dollar. This is in contrast with the results of Patton (2001a) , who found that the yen/dollar and German mark/dollar exchange rates were more dependent during appreciations of the dollar than depreciations. The implication of these two results is that the type of asymmetry (greater dependence in the lower joint tail than the upper joint tail, or vice versa) in the dependence function of exchange rates may be time-varying. In our 24 short sample on the euro we did not detect any time-variation in dependence, however for longer time series switches in the type of asymmetry may be important, and need to be captured in the copula model.
Conclusion
This paper proposed a two-stage maximum likelihood estimator for parametric copula models for time series, in the framework of Newey and McFadden (1994) and White (1994) . The use of this estimator greatly eases the computational burden associated with the estimation of timevarying multivariate density models. We showed in this paper that the estimator is consistent and asymptotically normal, under standard conditions, and provided a consistent estimator of its covariance matrix.
The estimator is also°exible enough that the case that unequal amounts of data are available on each variable is easily handled. Numerous situations exists where we have di®ering amounts of data on the variables of interest: models of developed and emerging markets, models of recently°o ated stocks and the market portfolio, and models involving the euro. Our estimator may be interpreted as an extension of that of Anderson (1957) and Stambaugh (1997) to more irregular data sets, and to non-normal, serially dependent random variables.
A bene¯t of this estimator is that, when adjusted as in equation (23), it attains the minimum asymptotic variance bound, and so is fully e±cient. A simulation study also showed that the unadjusted two-stage estimator has good¯nite sample properties. Possibly the main drawback of this method is that a complete speci¯cation of the conditional density is required, and that this specication must be assumed to be correct. Many of the copula estimators in the statistics literature, see Genest and Rivest (1993), Genest, et al., (1995) and Cap ¶ eraµ a, et al., (1997), were developed so that the researcher was able to obtain an estimate of the copula without specifying the marginal distributions. The extension of these methods to the time series case is not straightforward: even if we abstract from the shape of the marginal distributions we must still model the dynamics, and this is not easily done in a nonparametric fashion. The impact of misspeci¯cation of one or more marginal distributions is an important problem, and will be addressed in future research.
We applied our estimator to a model of the joint distribution of daily Japanese yen -U.S. dollar and euro -U.S. dollar exchange rates. These rates are the two most frequently traded exchange rates, and have the characteristic that we have much more data available on the yen than we do on the euro. We estimated three di®erent copula models and found some evidence that the Clayton copula, which allows for asymmetry in the dependence structure, provided a better¯t than the other two copulas, which impose symmetric dependence. Applications of the theory of copulas appears fertile ground for research. We hope that the results presented in this paper provide some assistance in its application to the modelling of economic time series. 
Appendix 2: Assumptions for Section 3
Presented below are the assumptions required at some stage in the proofs of the theorems. They are collected here for convenience and ease of reference. Most of these assumptions are based on those presented in White (1994) . In addition to the assumptions below we make the usual assumptions that observed data are a realisation of a stochastic process on a complete probability space and that all functions are measurable.
Assumption 1 (Conditions on the log-likelihoods) (a)(i)
exists and is¯nite, t = 1; 2; :::;
(ii) For each°2 ¡, E £ log g ¡ Z t ;°¢ ¤ exists and is¯nite, t = 1; 2; :::;
(iii) For each µ 2 £, E £ log c ¡ Z t ; µ ¢¤ exists and is¯nite, t = 1; 2; :::;
is continuous on ©, t = 1; 2; :::;
(ii) E £ log g ¡ Z t ; ¢ ¢¤ is continuous on ¡, t = 1; 2; :::;
¢ ¢¤ is continuous on £, t = 1; 2; :::;
obey the weak uniform law of large numbers.
on © and ¡ respectively, and
unique maximisers ' 0 and°0 interior to © and ¡.
and £ respectively almost surely, t = 1; 2; :::.
Assumption 4 (Conditions on the scores) (a)(i)
¢¤ is continuous on © uniformly in n x = 1; 2; :::.
is continuous on ¡ uniformly in n y = 1; 2; :::. 
are the vectors of scores.
Assumption 5 (Conditions on the hessians)
1, n x = 1; 2; :::.
(ii) For all°2 ¡, E £ n ¡1 y P n y t=1 r°°log g ¡ Z t ;°¢ ¤ < 1, n y = 1; 2; :::.
' ¢¤ is continuous on © uniformly in n x = 1; 2; :::.
is continuous on ¡ uniformly in n y = 1; 2; :::.
© r°· log c ¡ Z t ; µ ¢ª obey the weak uniform law of large numbers.
and negative de¯nite uniformly in n.
has a unique maximiser · 0 interior to K.
Let us simplify notation for the following assumption:
Similarly for s 2t and s 3t . Let us de¯ne log g ¡ Z t ;°¢ = r°log g ¡ Z t ;°¢ = 0 for t > n y and log c ¡ Z t ; µ ¢ = r · log c ¡ Z t ; µ ¢ = 0 for t > n c to deal with time indices beyond the sample sizes available. 
Assumption 8 The double array
½ h n
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The above de¯nition of the covariance matrix B 0 n is the natural extension of the standard de¯nition to the case of unequal amounts of data, and reduces to the standard case when n x = n y = n c . To see where the unusual scaling¯gures come from, recall that the covariance matrix is oting that the expectation of the scores are zero at the true parameter, and expanding the above expression for the variance yields equation (24) .
Let B n (µ) be the matrix B n evaluated at the point µ, and so B 0 n de¯ned above equals B n (µ 0 ). We use this de¯nition in the following assumption.
Assumption 9 (a) The elements of B n are¯nite and continuous on £ uniformly in n = 1; 2; :::. Firstly, some more notation: A (µ) = 2 6 6 4
so A (µ 0 ) = A 0 n .
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As usual, the proof starts by taking a Taylor series expansion of the scores evaluated at the estimated parameters about the scores evaluated at the true parameters, which equal zero due to the assumption that the true parameters lie in the interior of £. 0 = 2 6 6 4
by assumption 8 and Theorem 8.10 of Lehmann and Casella (1998, p58 ).
Proof of Lemma 1. See the proof of Corollary 3.8 of White (1994) .
Proof of Lemma 2. See the proof of Theorem 8.26 (i) of White (1994) .
Proof of Theorem 6. We must show thatÂ 
Consider the case that
. Notice that we may write the¯rst (p £ p)
, where 0 is a column vector of p + q + r ¡ 1 zeros and¸2 Rn f0g. Then the quadratic form
Whereas if we let _ = [0;¸] then we¯nd:
by the e±ciency of the one-stage estimator Thus we¯nd that the di®erence between the asymptotic covariance matrices under the above assumption is inde¯nite: neither estimator is more e±cient than the other. The two-stage estimator is a more e±cient estimator of the parameters in the marginal distribution (in the above case, for thē rst parameter of the¯rst marginal distribution) while the one-stage estimator is a more e±cient estimator of the copula parameters. wheres 0 1t´r ' log h t
mator maximises the complete joint likelihood, rather than the individual components of the like-
what we have assumed.
Under the conditions given we have that the above scores evaluated at the true parameter µ 0 may be consistently estimated by the scores evaluated at the estimated parameterμ ¤ n . It follows then thatB ¤ n is consistent forB 0 n , and thus thatM n c is consistent for M 0 nc .
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where © ¡1 is the inverse of a univariate standard normal c:d:f:, for ½ 2 (¡1; 1).
Plackett's copula
Clayton's copula We present the average ratios for each marginal distribution, and the actual ratio for the (single) copula parameter.`n x ' refers to the amount of data on the¯rst margin, while`n y =n x ' is the ratio of the amount of data on the second margin to that on the¯rst. We set n c = n y . Carlo replications. We present the average ratios for each marginal distribution, and the actual ratio for the (single) copula parameter.`n x ' refers to the amount of data on the¯rst margin, while`n y =n x ' is the ratio of the amount of data on the second margin to that on the¯rst. We set n c = n y . Monte Carlo replications. We present the average ratios for each marginal distribution, and the actual ratio for the (single) copula parameter.`n x ' refers to the amount of data on the¯rst margin, while`n y =n x ' is the ratio of the amount of data on the second margin to that on the¯rst. We set n c = n y . Tables 4, 5 and 6: These tables present the ratio of the mean-squared error of the twostage estimator and the one-step e±cient estimator of a given parameter to the one-stage estimator of that parameter. A value less than (greater than) one indicates that the estimator has lower (higher) MSE than the one-stage estimator. ¹ x ; Á x ; ! x ; ® x and¯x correspond to the mean, AR parameter, GARCH constant, GARCH innovation and GARCH smoothing parameters for the¯rst margin. These are similarly de¯ned for the second margin. · c indicates the parameter of the copula. n x is the number of observations on the¯rst margin, and n y =n x is the ratio of the number of observations on the second margin to those on the¯rst. We set n c = n y . Tables 4, 5 and 6 present the results for rank correlations of 0.25, 0.50 and 0.75 respectively.
All simulations were done with 1000 replications. 
