Abstract We present methane (CH 4 ) emissions for East Asia from a Bayesian inversion of CH 4 mole fraction and stable isotope (δ 13 C-CH 4 ) measurements. Emissions were estimated at monthly resolution from 2000 to 2011. A posteriori, the total emission for East Asia increased from 43 ± 4 to 59 ± 4 Tg yr À1 between 2000 and 2011, owing largely to the increase in emissions from China, from 39 ± 4 to 54 ± 4 Tg yr À1 , while emissions in other East Asian countries remained relatively stable. For China, South Korea, and Japan, the total emissions were smaller than the prior estimates (i.e., Emission Database for Global Atmospheric Research 4.2 FT2010 for anthropogenic emissions) by an average of 29%, 20%, and 23%, respectively. For Mongolia, Taiwan, and North Korea, the total emission was less than 2 Tg yr À1 and was not significantly different from the prior. The largest reductions in emissions, compared to the prior, occurred in summer in regions important for rice agriculture suggesting that this source is overestimated in the prior. Furthermore, an analysis of the isotope data suggests that the prior underestimates emissions from landfills and ruminant animals for winter 2010 to spring 2011 (no data available for other times). The inversion also found a lower average emission trend for China, 1.2 Tg yr À1 compared to 2.8 Tg yr À1 in the prior. This trend was not constant, however, and increased significantly after 2005, up to 2.0 Tg yr À1 . Overall, the changes in emissions from China explain up to 40% of the increase in global emissions in the 2000s.
Introduction
Methane (CH 4 ) is an important greenhouse gas (GHG) contributing 0.48 Wm À2 to radiative forcing [Myhre et al., 2013] . In recent years, CH 4 has been discussed as an appealing target for global warming mitigation strategies. This is because CH 4 has a relatively short atmospheric lifetime,~10 years, which means that reducing CH 4 emissions would result in reductions in radiative forcing after only a few years. Furthermore, CH 4 has a much larger global warming potential (GWP) than CO 2 (a GWP of 28 on a 100 year time horizon), meaning that for an equal mass emission of CH 4 and CO 2 , CH 4 contributes much more to radiative forcing than CO 2 [Myhre et al., 2013] .
The budget of CH 4 was close to steady state in the early 2000s, with the sum of emissions being almost balanced by the sum of the sinks, that is oxidation by the OH radical in the troposphere and, to a lesser extent, reaction with chlorine radicals in the marine boundary layer and with O(
In this study, we estimate total CH 4 emissions in East Asia using atmospheric observations of CH 4 mole fractions in a Bayesian inversion. Emissions are estimated monthly from 2000 to 2011 and over the domain from 70°E to 150°E and 10°N to 55°N. Atmospheric transport is modeled using the Lagrangian Particle Dispersion Model (LPDM), FLEXible PARTicle dispersion model (FLEXPART) [Stohl et al., 1998 [Stohl et al., , 2005 , and the inversion framework, FLEXINVERT, developed by Thompson and Stohl [2014] . LPDMs represent an advantage in atmospheric tracer transport over Eulerian models, as they can have quasi-infinite resolution and they are not subject to numerical diffusion, which in Eulerian models can lead to "smearing" of the calculated fields of concentrations and/or source-receptor relationships (SRRs). (In this paper, SRRs refer to the relationship between sensitivity of a "receptor" element or observation, y, to a "source" element, x, following Seibert and Frank [2004] .) The emissions are solved on a grid of varying resolution, which has been optimized based on the SRRs to give maximum resolution (1.0°× 1.0°) in regions where there is strong contribution from emissions to the change in CH 4 mole fractions and minimum resolution (8.0°× 8.0°) where there is only weak contribution, following the method of Stohl et al. [2010] . In this way, we can achieve a much higher spatial resolution where there is a good constraint from atmospheric observations, and aggregating grid cells only where there is a weak constraint does not significantly increase the aggregation error.
In this paper, we first outline the Bayesian inversion method as well as provide details about the prior information and observations used. Second, we present the results for the total CH 4 emissions using measurements of CH 4 mole fractions and the results from an inversion of CH 4 stable isotope fractions to estimate the emissions from different source types. Lastly, we discuss these results in comparison to independent estimates. fractions measured at several sites), x is the state vector (i.e., CH 4 surface fluxes), H is the transport operator, and ε is the model and observation error.
Since the LPDM only accounts for transport backward in time over a few days, the history of the air mass previous to this (the so-called background) needs to be accounted for in y obs or H (the background definition is discussed in detail in section 2.7). It is not possible to solve equation (1) for the state vector, x, because H is ill-conditioned and has no unique inverse. Bayes' theorem offers a method for determining x by regularizing the problem using prior information, i.e., a prior estimate of the fluxes. In this way, the posterior distribution of the fluxes can be found from the distribution of the observations and the prior fluxes leading to the cost function in equation (2) (for a full description of Bayesian inversion refer to, e.g., Tarantola [2005] ).
where x b is the prior state vector, B is the prior error covariance matrix, and R is the observation error covariance matrix. The observation error also contains the model errors that are not related to the surface fluxes. Minimizing equation (2), the following equation can be derived for the optimal state vector, x:
In this study, the state vector contains the monthly unknown surface fluxes on the grid of variable resolution (see Figure 1 ) and has resolution of between 1.0°× 1.0°and 8.0°× 8.0°(for a full description of how the grid is defined, refer to Thompson and Stohl [2014] and Stohl et al. [2010] ). For each month, the number of flux variables to be solved was 1276. The posterior error covariance matrix, A, is equivalent to the inverse of the second derivative of the cost function.
Since negative values for the fluxes are within the range of probability but are physically unlikely (the soil sink is expected to be close to negligible for the region of interest), we applied a subsequent inequality constraint on the fluxes following the method of Thacker [2007] . This is a truncated Gaussian approach in which inequality constraints are applied as error-free "observations":
where A is the posterior error covariance matrix, P is a matrix operator to select the variables that violate the inequality constraint, and c is a vector of the inequality constraint, which in this case is zero. The influence of this constraint is discussed in section 3.1.
Estimation of the Contribution From Different CH 4 Source Types
The Bayesian inversion method described in section 2.1 was adapted to estimate the contribution from different source types to the total CH 4 emission from China. For this, we use measurements of atmospheric CH 4 mole fractions and methane stable isotope ratios (written as δ 13 C-CH 4 ). The δ 13 C-CH 4 is the fractional deviation of the isotopic ratio of a sample from a standard and is expressed in units of per mil (‰). One can write an equation for the CH 4 sources in terms of CH 4 and δ 
where δ j obs and y j obs are, respectively, the δ 13 C-CH 4 and CH 4 mole fractions of the jth observation and δ j bg and y j bg are, respectively, the δ 13 C-CH 4 and CH 4 mole fractions of the background for the jth observation.
H ji is the source-receptor relationship for the jth observation and the ith source, and δ i src and x i are, respectively, the δ 13 C-CH 4 and the magnitude of the source. We calculate the change in δ 13 C-CH 4 and CH 4 mole fractions from Chinese emissions and compare these in the Bayesian inversion framework with the observations to optimize the emissions by source type. The state vector in this case is a vector of scalars for N = 7 different source types in China. For the prior values of the scalars, we used a vector of ones, and we assumed an uncertainty of 10%. (This is approximately half the uncertainty of the total source in the domain. Since the true uncertainty of the different sources is unknown, we considered a value that was smaller than the total uncertainty of all sources to be appropriate.) We chose to restrict the inversion to Journal of Geophysical Research: Atmospheres 10.1002/2014JD022394 seven source categories as the amount of information provided from the few observations is limited, and furthermore, we found that using larger numbers of source categories prevented the algorithm from converging. Since the time period of the observations is also short (December 2010 to April 2011), we   30   32   34   36   38   40   42   44   70°E  85°E  100°E  115°E  130°E  145°E   10°N   15°N   20°N   25°N   30°N   35°N   40°N   45°N   50°N   70°E  85°E  100°E  115°E  130°E  145°E   10°N   15°N   20°N   25°N   30°N   35°N   40°N   45°N 
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calculate only the mean emissions over this time period, i.e., winter to spring. Given the limited data available, we present this estimation of the source types using δ 13 C-CH 4 only as a "proof of concept."
Atmospheric Transport
The SRRs were calculated using the backward mode of FLEXPART, in which virtual particles are followed backward in time from the observation sites (or receptors). This is more efficient than forward calculations as the number of observation sites is smaller than the number of unknown flux grid cells. Furthermore, particle releases in the backward mode can be made exactly at the measurement point, which avoids initial diffusion of information into a grid cell. This is an important advantage of LPDMs, which facilitate high spatial resolution of the model output around the measurement sites. FLEXPART simulations were made using European Centre for Medium-Range Weather Forecasts ERA-Interim meteorological analyses, and retroplumes were calculated at 3-hourly intervals at each of the receptors. We released 10,000 particles for each retroplume, which were followed backward in time for 20 days. Given the atmospheric lifetime of CH 4 (approximately 10 years), the oxidative loss of CH 4 during such a short period is not substantial; however, it was accounted for using monthly climatological OH fields taken from the atmospheric chemistry transport model, Goddard Earth Observing System-Chemistry model (http://acmg. seas.harvard.edu/geos/). For computational efficiency, the inversions were performed for each year in parallel (i.e., using 12 month windows) over the period from 2000 to 2011.
Atmospheric Mole Fractions
Atmospheric observations of CH 4 dry-air mole fractions (units of nmol mol
À1
, abbreviated as ppb) were pooled from four networks plus a number of independent sites (for the full list, see Table 1 ). In the East Asian domain, 16 sites were included with 16 additional sites outside the domain. Of the additional sites, those that are downstream of the domain provide some constraint on the fluxes inside the domain, while the other sites were included only as a check on the background calculation and had negligible impact on the fluxes found in the inversion (the background calculation is described in section 2.7). We include approximately weekly data from discrete flask samples from the National Oceanic and Atmospheric Administration Carbon Cycle and Greenhouse Gases (NOAA CCGG) network, which are measured using a gas chromatograph fitted with a flame ionization detector (GC-FID) and reported on the NOAA-X2004 scale [Dlugokencky et al., 2005] . Additionally, we include approximately hourly data from the Advanced Global Atmospheric Gases Experiment (AGAGE), which are made using in situ GC-FID and are reported on the Tohoku University scale [Cunnold et al., 2002] . In East Asia, we use approximately hourly data from the National Institute for Environmental Sciences (NIES) and Japanese Meteorological Agency (JMA) networks, which are also made using in situ GC-FID and are reported on the NIES and NOAA-X2004 scales, respectively. In 2009, four new in situ sites were established by the Chinese Academy of Meteorological Sciences (CAMS). Measurements at these sites are made using Cavity ring-down spectroscopy and are reported approximately hourly on the NOAA-X2004 scale [Fang et al., 2013] . These data were only available to us for 2009. A further two independent sites were included, Anmyeon-do and Gosan, both using in situ GC-FID. Anmyeon-do is operated by the Korean Meteorological Administration (KMA) and uses the Korea Research Institute of Standards and Science scale, and Gosan is operated by the Korean National Institute of Environmental Research (NIER) and uses the NOAA-X2004 scale.
The calibrations of all these stations and networks were compared using the results of intercomparisons of NOAA gas standards (http://www.esrl.noaa.gov/gmd/ccgg/wmorr/). The regression coefficients (and intercepts) for the given station/network compared to the NOAA-X2004 scale at NOAA were KMA = 0.9998 (32.8 ppb), NIES = 1.0087 (À12.3 ppb), JMA = 0.9998 (0.6 ppb), and CAMS = 1.0085 (À15.5 ppb). The Tohoku University scale (used by AGAGE) is nondistinguishable from the NOAA-X2004 scale at NOAA, so no correction was made to the AGAGE data.
All data were filtered for suspicious values using the flagging given by the data providers. In addition, the data were filtered for outliers, which were defined as values outside 2 standard deviations of the running mean using 90 days for flask and 3 days for in situ data. For the flask data, at most sites, no data were discarded; however, in a few cases, up to 6% of the data were discarded, including both data below and above 2 standard deviations around the running mean. For the in situ data, less than 4% of the data were discarded at each site. The flask data were then used in the inversion with no further filtering or averaging.
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In situ data were averaged to daily mean values, selecting afternoon values (12:00 to 18:00 LT) for low-altitude sites (to avoid times when there are potentially large errors in the modeled mole fractions from errors in the boundary layer heights) and nighttime values (00:00 to 06:00 LT) for the three mountain sites, KZM, WLG, and LLN, located at 2519, 3816, and 2867 m above sea level, respectively (to avoid times when there might be large errors due to upslope winds, which cannot be resolved at the resolution of the model).
Based on the average repeatability of the measurements, we assumed a constant measurement error of 5 ppb for all observations. We also included an estimate of the uncertainty for how representative the observations are; that is, we used the 1 sigma standard deviation of the observations that were averaged for each daily value. Values for this uncertainty varied considerably from site to site but were in the range of about 1 to 10 ppb. We do not specifically include an estimate for the model transport error, as this is extremely difficult to estimate. Lastly, we included an estimate of the aggregation error (i.e., the error from aggregating the fluxes), which was projected into the observation space, following the method of Kaminski et al. [2001] . The total uncertainty in the observation space was calculated as the quadratic sum of all these errors and was used to form the observation error covariance matrix R. Since the data used were daytime averages (nighttime averages for mountain sites), the observation errors were assumed to be uncorrelated. However, the aggregation errors are correlated; thus, R has off-diagonal elements.
Atmospheric δ 13 C-CH 4
Between December 2010 and April 2011, in a proof of concept study, the Royal Holloway University of London (RHUL) took approximately weekly discrete samples for δ 13 C-CH 4 analysis from a high-rise In the winter NE monsoon season, the prevailing wind is easterly at around 10 to 12 km h À1 . Sea breezes are also easterly, flowing along the harbor [Liu et al., 2001] . Methane δ
13
C was analyzed at RHUL using a gas chromatograph isotope ratio mass spectrometer (GC-IRMS, Trace Gas and Isoprime mass spectrometer, Isoprime Ltd.) with a repeatability of 0.05‰ [Fisher et al., 2006] . Retroplumes simulated using FLEXPART show that the Kennedy Town site is well situated for capturing air masses that have passed over eastern China (see section 3). A total of 13 measurements were available. These measurements were complemented by approximately weekly samples at Mount Waliguan, China (36.3°N, 100.9°E), which were used to determine the background. These samples were analyzed for Intercomparison between the two laboratories is provided by parallel records at Alert and Ascension. In the inversion, we use the product of the mole fraction and δ 13 C-CH 4 (see equation (5)), and for this, we chose an uncertainty of 200 (ppb ‰), equivalent to approximately 2.5%.
Prior Information
Prior estimates for total CH 4 emission (i.e., from all known sources) were compiled from models and inventories for natural and anthropogenic sources (see Table 2 ). For natural wetland emissions, we used estimates from the Lund-Potsdam-Jena Dynamic Global Vegetation Model, which are provided as a monthly climatology [Bergamaschi et al., 2007] . For ocean emissions, we used the estimate of Lambert and Schmidt [1993] provided as an annual climatology. Geological emissions occur from volcanoes and other geothermal activity as well as from marine and land seepage [Etiope et al., 2008] . For these, we used the emission rates of Etiope [2009] for geological seeps distributed according to the Global Onshore Gas-Oil Seepage map (http://www.searchanddiscovery.com/documents/2009/090806etiope/). The emissions were then scaled to give a global total of 53 Tg yr À1 commensurate with the estimate of Etiope et al. [2008] . For termite and wild animal emissions, we used the estimates from Sanderson [1996] and Houweling et al. [1999] , respectively, both annual climatologies. Soil uptake of CH 4 was prescribed by the estimate of Ridgwell et al. [1999] provided as a monthly climatology. All these data sets were provided at 1.0°× 1.0°resolution. Anthropogenic emissions (including rice cultivation but excluding biomass burning) were taken from the Emission Database for Global Atmospheric Research (EDGAR-4.2 FT2010, abbreviated from hereon as EDGAR), which are provided annually at 0.1°× 0.1°resolution. Since EDGAR contains no information about the seasonality of the source, which is particularly important for rice cultivation emissions, we applied the seasonality of Matthews et al. [1991] to this source type while maintaining the same annual total emission as in EDGAR. Biomass-burning emissions (natural and anthropogenic) were used from the Global Fire Emission Database (GFED-3), which are provided monthly at 0.5°×0.5°resolution. In total, our prior CH 4 emission estimate ranged from 541 to 610 Tg yr À1 over 2000-2011 and is broadly consistent with recent global top-down estimates [Kirschke et al., 2013] . For 2011, we used the anthropogenic emissions estimate from 2010 as no value was available from EDGAR for this year. 
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Prior flux uncertainties were determined for each grid cell by taking the maximum flux value of the grid cell of interest plus the eight surrounding ones. This was done to increase the uncertainty for grid cells with only very small prior fluxes, especially where the prior flux pattern is very heterogeneous. Correlations between uncertainties were determined using an exponential decay function with a scale length of 500 km on land and 1000 km over ocean and of 90 days. The spatial correlation length on land was loosely based on the correlation length between ecosystem types but was also a compromise between allowing enough degrees of freedom for the inversion to adjust the spatial pattern of the fluxes and having a well-conditioned matrix for inversion. The full error covariance matrix for the domain, B, was found as the Kronecker product of the temporal and spatial covariance matrices. Lastly, the matrix B was scaled so that the sum of B was equivalent to a total uncertainty of 10 Tg yr À1 for the whole East Asian domain.
Background Mole Fraction Calculation
The background accounts for the mole fraction changes at each observation site that are not accounted for by the transport of CH 4 from fluxes within the domain (shown in Figure 1 ). There are two components to the background: (1) the initial mole fraction of the retroplume when it terminates 20 days in the past (note that the retroplumes are calculated globally) and (2) the contribution from fluxes outside the domain but within the 20 day retroplume calculation. The initial mole fractions of CH 4 were estimated by coupling FLEXPART retroplumes to global coarse resolution CH 4 simulations from the TM5 chemistry transport model using CH 4 fluxes optimized using NOAA CCGG observations [Bergamaschi et al., 2013] . At the termination of the virtual particles (i.e., after 20 days backward in time), FLEXPART calculates the sensitivity at the receptor to the mole fraction at termination (units of ppb ppb À1 ) in every grid cell. These sensitivity fields were output for 12 vertical layers with layer tops at 100, 500, 1000, 2000, 3000, 5000, 7000, 9000, 12,000, 15,000, 20,000, and 50,000 m above sea level. The initial mole fraction for each retroplume can then be found by multiplying the sensitivity with the 3-D coarse resolution fields of CH 4 mole fraction and integrating the product over the whole globe [Thompson and Stohl, 2014] . The initial mole fractions account for spatiotemporal variations due to surface fluxes and chemical reactions occurring further back in time than the 20 days of the FLEXPART retroplumes, projected by FLEXPART onto the observation locations and times. The contribution to the change in mole fraction from fluxes outside the domain was calculated by multiplying the SRRs for outside the domain with the prior flux estimate. This component is added to the initial mole fractions to give the total background for each observation.
Although FLEXINVERT allows for the background to be optimized in the inversion, in this study we chose not to optimize it, as we found that there was insufficient constraint on the background to avoid so-called "cross talk" between the background and the fluxes. However, based on the comparison of the simulated CH 4 mole fraction from TM5 with observations at sites, which were remote from strong emissions (Table 3) , we do not consider that there is a significant bias in the background. The mean TM5-observation biases for 2000 to 2011 for the different sites, varied between À5.7 and 8.4 ppb (mean of 2.2 ppb over all sites). Considering that the background is not taken directly from TM5 at each given site, but is calculated by coupling the end points of the FLEXPART trajectories to 3-D concentration fields, the final bias in the background is likely to be closer to the average bias over the northern hemisphere and in the order of the mean bias over all sites. 3. Results
Evaluation of the Inversion
To assess the assumptions made about the uncertainties and error correlation scales used in B and R, we use the reduced χ 2 statistic, which has the value of the cost function at the optimum (equivalently the weighted sum of squares divided by the number of observations). Ideally, χ 2 would be equal to 1, indicating that the posterior solution is within the limits of the prescribed uncertainties. For each of the 12 month inversions, we find χ 2 values of slightly larger than 1, i.e., between 2.6 and 3.9, indicating that the chosen uncertainty parameters are close to the ideal uncertainties. The number of observations used in each year varied from 2766 in 2000 to 4493 in 2009, when the CAMS data were available.
In all the inversions in this study, we have applied an inequality constraint, i.e., that the fluxes should not be less than zero, as described in section 2.1. Without this constraint, some small areas of negative fluxes (up to À0.05 g m À2 d À1 ) appeared in the posterior fluxes and were located in parts of the grid with 1.0°× 1.0°r
esolution and adjacent to areas with large positive fluxes. This dipolar pattern indicates that there was insufficient information to properly resolve the fluxes at 1.0°× 1.0°resolution in these regions. Applying the inequality constraint brought the negative fluxes to zero (within the range of uncertainty) and effectively smoothed the fluxes in these dipolar regions. The total fluxes for the domain with and without the constraint were similar, within 4 Tg yr
À1
. Figure 2 shows 
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observations in terms of the root-mean-square error (RMSE), normalized standard deviation (NSD), and correlation (R) a posteriori compared to a priori (see Table 4 ). A number of sites (AMY, LAN, LFS, and SDZ) are strongly influenced by local emissions and thus have mole fractions well above the calculated background, while the remaining sites, which are more remote from the emissions, have mixing ratios close to the background. This shows that using a global Eulerian model to define the background mixing ratios can be more reliable than using a statistical baseline extraction method on the observations at each site, which in cases where the sites are strongly influenced by local emissions would lead to an overestimate of the background and, thus, an underestimate of the emissions.
The error reduction, calculated as one minus the ratio of the posterior to prior uncertainty, is a useful indication of how well the fluxes are constrained. (Figure 3 ). This pattern reflects strongly the distribution of the observation sites and, thus, the emission sensitivities. Since the error reduction is small for South Asia, we do not discuss this region further but instead focus on East Asia (i.e., China, Mongolia, North Korea, South Korea, Taiwan, and Japan) in the following sections. Figure 5 shows the mean a posteriori emission and mean increment, i.e., the posterior minus the prior emissions, for 2000 to 2011. Several hot spots were found in the posterior fluxes, which were also present in prior fluxes, specifically in the provinces of Shaanxi, Shanxi, Hebei, and Henan, in central eastern China, as well as in Heilongjiang, in northeastern China. In the prior (i.e., EDGAR), these hot spots are due to emissions related to oil, gas, and/or coal production and transport. Generally, the emissions are higher in eastern China, notably around Beijing and Shanghai, and in the southeast around Hong Kong and Macau. 
Total Emissions
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Relative to the prior, the inversion found lower emissions in eastern and southern China and in Japan but slightly higher emissions in Qinghai. In 2009, higher emissions were also found in the provinces of Beijing and Hebei, which are likely owing to the better constraint on emissions in this year (due to the availability of CAMS data) and cannot therefore be ruled out as a possibility in other years too.
For all years, we found lower total emissions from East Asia a posteriori compared to a priori, by 29% on average ( Figure 6 ). This was largely owing to a reduction in emissions from China, which were also found to be 29% lower than in the prior.
Emissions from South Korea and Japan were found to be lower than in the prior as well (by 20% and 23%, respectively), but this made only a small difference to the overall East Asian budget, as the South Korean and Japanese emissions are small (total of 2.4 Tg yr À1 for the average over 2000-2011) compared to the Chinese emissions (average total of 43.9 Tg yr À1 ). We do not discuss the national emissions of Mongolia, North Korea, and Taiwan as the total emission for all of these countries is less than 2 Tg yr À1 and the relative uncertainty is in the order of 50%; however, these are included in the East Asian total.
We find a significant trend in the emissions from the inversion for East Asia, 1.23 ± 0. ) with the largest difference occurring in summer, i.e., in the maximum.
Emissions by Source Type
Measurements of CH 4 mole fractions and δ 13 C-CH 4 from Kennedy Town, Hong Kong (Figure 9 ), and from Mount Waliguan, China (for winter 2010 to spring 2011), were used to constrain CH 4 emissions by source type in a proof of concept study. The Hong Kong site is well located for observing air masses that pass over eastern China in winter to spring, as shown by the FLEXPART emission sensitivity footprint calculated for the observations (Figure 10 ), while Mount Waliguan is more representative of the well-mixed troposphere and was therefore used for determining the background. ) owing largely the difference in rice agriculture emissions, which are at a minimum in the winter and spring. A posteriori, the emission is larger (58.3 ± 3.0 Tg yr À1 ) and is possibly an overestimate as it is also larger than that found from the inversion using all observation sites for the same period (51.8 ± 3.7 Tg yr
À1
). The increase in emission a posteriori compared to a priori is due to increases in the landfill and ruminant animal sources; however, both these results were associated with only minor error reductions (26% and 10%, respectively). Although the error reduction is small, this result is relatively robust with respect to the choice of background mole fraction and δ 13 C-CH 4 . We tested the influence of the background by using constant values for the mole fraction and δ 13 C-CH 4 (of 1857 ppb and À47.3‰, the mean of the Mount Waliguan measurements, respectively). The results were not significantly different to those of the control inversion. Another consideration is the uncertainty in the source signatures used in the inversion. Owing to the limited data available, we allocated the sources to seven categories each with its own source signature, but the signature can vary significantly within each of these categories, which could influence the results. However, until more data are available, it is not possible to adequately account for these variations in the source signatures.
Discussion
Emissions by Region and Source Type
The mean a posteriori CH 4 emission for China for 2000 to 2011 (44 ± 3.5 Tg yr
À1
) was significantly lower than that a priori (62 ± 6.1 Tg yr
) but close to top-down estimates from global models for the 2000s (approximately 50 Tg yr À1 [Kirschke et al., 2013] ). For every year of our inversion, the spatial pattern of emissions was similar, indicating persistent areas of high emissions in eastern China and, especially, in densely populated areas. Also similar for every year was the pattern of emission increments (i.e., posterior minus prior emissions) indicating that the prior persistently overestimates emissions in eastern and southern China. In particular, the largest emission reductions, with respect to the prior, were found in summer and autumn in the provinces of Henan, Hubei, Anhui, Jiangsu, and Zhejiang, in the east, and Hunan, Jiangxi, Guangdong, and Guangxi, in the south. Based on bottom-up estimates, Hunan and Jiangxi are expected to be the two most important provinces for CH 4 emissions from rice cultivation in China, while the other provinces are moderately important [Chen et al., 2013] . On the other hand, these provinces have low emissions from coal mining [Cheng et al., 2011] . Since rice cultivation is an important source for these regions, and considering that the biggest emission reductions are in summer to autumn, when rice emissions are expected to be at a maximum, it is likely that it is the rice cultivation source that is Particularly, high emissions were found a priori and a posteriori in Shanxi, in eastern China, which is the province thought to have the largest emissions of CH 4 from coal mining [Cheng et al., 2011] . High emissions were also found in the provinces of Heilongjiang and Hebei, in northeast and eastern China, respectively, which are also important regions for coal production and, hence, coal mining emissions [Cheng et al., 2011] . For China as a whole, we found 32.0 ± 2.2 Tg yr À1 from coal mining and industry in winter 2010 to spring 2011 (based on the inversion of the isotopic data), which was not significantly different from the prior estimate in EDGAR. Our estimate is lower than that of Zhang and Chen [2010] for 2007 from the inversion, it is unlikely that the coal mining and industrial emission is as low as 13.8 Tg yr À1 , since this would require emissions from the other major sources, such as rice cultivation, to be unrealistically high, i. e., equivalent to about 3 times current bottom-up estimates.
Emission Trends
The inversion found a significantly lower trend in emissions for China, of 1.2 ± 0.2 Tg yr
À1
, than in the prior estimate, 2.8 ± 0.2 Tg yr . This rate is higher than that of the CH 4 emission increase over the same period, which we calculate to be approximately 3% per year. However, improvements in mining technology and mitigation policies may mean that the CH 4 emission from coal mining does not necessarily scale one-to-one with coal production [Cheng et al., 2011] . Furthermore, the fact that coal production has been increasing quasiexponentially may explain the appearance of a lower absolute annual CH 4 emission rate for 2000-2005 compared to 2006-2011.
Our results agree well with those of the global inversion of Bergamaschi et al. [2013] , who found a mean trend for China of 1.1 Tg yr À1 over 2000-2010. On one hand, this agreement is not unexpected considering that the background mole fractions for the inversion in this study were from the same inversion model as that used by Bergamaschi et al. [2013] . On the other hand, it is reassuring that both the Bergamaschi et al. [2013] and our inversion produce consistent results, considering that the transport functions (SRRs) over East Asia are completely independent and are susceptible to different errors depending on, e.g., the transport model and meteorology used, and that our study included East Asian sites not used by Bergamaschi et al. [2013] . Table 6 ).
Comparison to Other Regional Top-Down Estimates
We compare our inversion estimates for the total CH 4 emission in East Asia to the regional top-down estimates of Wada et al. [2013] , based on the radon tracer method, and Tohjima et al. [2014] , based on CH 4 to CO 2 ratios. Tohjima et al. [2014] estimate the nonseasonal component of the emissions, i.e., excluding wetlands and rice cultivation, to be 46 ± 8 Tg yr À1 for northern and eastern China in 2009 and 2010.
Assuming that the bottom-up estimates for rice and wetland emissions are in the order of 8 and 2 Tg yr À1 , respectively, then the total from Tohjima et al. [2014] is consistent within the range of uncertainty with our estimate of 49 ± 3 Tg yr À1 . Wada et al. [2013] estimate the total CH 4 emission, for a catchment area that includes northern and southern China, Korea, and Japan, to be 30 ± 10 Tg yr À1 for 2007. This is considerably lower than our estimate for East Asia, of 47 ± 3 Tg yr À1 for the same year. The emissions from western China are low and cannot explain the difference between the two estimates. Rather, the difference is likely owing in part to the selection of mole fraction and radon enhancements above the background, which meant that only data from December to April were included [Wada et al., 2013] ; thus, their estimate is more valid as an estimate of the winter to spring emissions only and as such, are more consistent, within the range of uncertainty, with our estimate of the 2007 emissions for January to April of 42 ± 3 Tg yr À1 . 
Summary and Conclusions
We have estimated CH 4 emissions from East Asia for 2000-2011 using a Bayesian inversion approach. The total emission for East Asia increased from 43 ± 4 Tg yr À1 to 59 ± 4 Tg yr À1 , while that for China increased from 39 ± 4 Tg yr À1 to 54 ± 4 Tg yr À1 from 2000 to 2011. For Japan and South Korea, the mean emissions were 0.7 ± 0.3 Tg yr À1 and 1.8 ± 0.5 Tg yr
À1
, respectively, and did not display any significant trends. Emissions from Mongolia, North Korea, and Taiwan together totaled 1.7 ± 0.6 Tg yr À1 and, likewise, did not display any detectable trend. Compared to the prior estimate, the emissions were significantly lower in China, Japan, and South Korea by 29%, 23%, and 20%, respectively, for the average over 2000-2011. The greatest difference in emissions, a posteriori with respect to a priori, was found in eastern China, especially in regions important for rice agriculture and, in particular, in the summer months. This suggests that it is largely the rice emissions in EDGAR-4.2 FT2010 that are overestimated in the prior.
The largest emissions in East Asia were found in eastern China, with hot spots in the provinces of Shaanxi, Shanxi, Hebei, Henan, and Heilongjiang, as well as high emissions around Beijing, Shanghai, Hong Kong, and Macau. High emissions were also found in Japan. Shanxi, Hebei, and Heilongjiang provinces are important regions for coal mining. Based on our methane isotope inversion for source types (winter 2010 to spring 2011 only), we estimate total coal mining emissions to be 32 ± 2 Tg yr
, which was not significantly different from the prior estimate. Moreover, we found larger landfill and ruminant animal emissions compared to EDGAR-4.2 FT2010, by 56% and 28%, respectively; however, this result is not well constrained owing to the limited number of isotope observations and to the uncertainty in the source signatures.
We found a significant trend in emissions from China of 3.0 ± 1.0%/yr over 2000-2011, which was substantially smaller than that in the prior estimate, of 4.5 ± 1.0%. The trend is likely driven by increases in coal production, which increased at a rate of 10%/yr throughout the 2000s. The trend in Chinese emissions amounts to a difference in the mean emission of 6 Tg yr mole fraction measurements from Kennedy Town offer a strong potential to constrain the emission sources from China, and our analysis of these data was only limited by the small number of observations available.
