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ABSTRACT Analysis of known protein crystal structures reveals that interaction energies between monomer pairs alone are
not sufficient to overcome entropy loss related to fixing monomers in the crystal lattice. Interactions with several neighbors
in the crystal are required for stabilization of monomers in the lattice. A microscopic model of nucleation and early growth
stages of protein crystals, based on the above observations, is presented. Anisotropy of protein molecules is taken into
account by assigning free energies of association (proportional to the buried surface area) to individual monomer-monomer
contacts in the lattice. Lattice simulations of the tetragonal lysozyme crystal based on the model correctly reproduce
structural features of the movement of dislocation on the (110) crystal face. The dislocation shifts with the speed equal to the
one determined experimentally if the geometric probabilty of correct orientation is set to 10-5, in agreement with previously
published estimates. At this value of orientational probability, the first nuclei, the critical size of which for lysozyme is four
monomers, appear in 1 ml of supersaturated solution on a time scale of microseconds. Formation of the ordered phase
proceeds through the growth of nuclei (rather then their association) and requires nucleations on the surface at certain stages.
INTRODUCTION
A lack of methods that are able to predict protein crystal-
lization conditions or at least help in the automated search
for them is the bottleneck in protein structure determination.
Knowledge about the mechanism of crystallization of al-
ready crystallized molecules would not only help to design
crystallization conditions for others, but also strongly con-
tribute to our understanding of protein aggregation, which is
ubiquitous in the cell and biotechnological applications. For
these reasons, several sophisticated experimental techniques
have been applied to investigate protein crystallization.
Electron microscopy (Durbin and Feher, 1990) and atomic
force microscopy (Konnert et al., 1994; Malkin et al., 1995)
have been used to study the growth of crystal faces in
several proteins. Light scattering and neutron scattering
experiments have been performed to study aggregation phe-
nomena in protein solutions under crystallization conditions
(Eberstein et al., 1994; Georgalis et al., 1995; Muschol and
Rosenberger, 1995; Niimura et al., 1995).
To date the experimental techniques are unable to provide
insights into the very early stages of the crystallization
process. Thus for studying nucleation and early stages of
growth, theoretical approaches and computer simulations
must be applied. The huge body of analytical approaches
resulting from the classical nucleation theory describe the
crystallization process on the mesoscopic/macroscopic
scale. The vast majority of computer simulations were per-
formed on ionic or small molecular systems. Representative
examples are simulations performed by Meakin (1988). He
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used diffusion-limited cluster aggregation and reaction-lim-
ited cluster aggregation for colloidal gold particles. The
main disadvantage of those methods, including the classical
nucleation theory, is that they assume isotropicity and a
spherical shape of the modeled species. Contrary to that
assumption, protein molecules are highly anisotropic.
Therefore, one of the most important properties to be con-
sidered during the simulation of protein aggregation is the
mutual orientation of individual protein molecules. The
numerical parameter that accounts for this feature is called
orientational probability. It simply describes the probability
that two molecules of a certain shape are aligned in proper
orientation to form a defined interface when they meet in
space. For large molecular systems like proteins, the values
of orientational probabilities are low and strongly affect
aggregation kinetics.
To the best of our knowledge, there are only two reports
in the literature on theoretical models that have been applied
to the study of protein crystallization and in which the shape
of protein molecules has been taken into consideration.
Tissen et al. (1994) developed a model to study protein
crystallization on the basis of the 3D structure of a particular
protein. They applied Stokesian dynamics and continuum
hydrodynamics to protein molecules, which were repre-
sented as rigid bodies. The model correctly predicted dif-
fusion coefficients of various proteins. Possible applications
to the study of nucleation and crystal growth have been
suggested. Recently, Patro and Przybycien (1996) simulated
the structure of reversible protein aggregates as a function
of protein surface characteristics. The protein-protein inter-
action energies and the entropic penalty were responsible
for immobilization of the protein molecule in the solid
phase. To perform Monte Carlo simulations on a 2D lattice,
the real molecules were idealized by hexagons. Very gen-
eral aspects of protein crystallization and aggregation were
discussed.
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The model presented in this paper attempts to describe
nucleation and the early stages of growth of a model protein
of known crystal structure. It is assumed that the protein-
protein interactions leading to crystal formation can be
described within the same formalism as the one developed
for the protein-protein recognition process. Chothia and
Janin (1975) have shown that the major negative term in the
free energy of association comes from the (de)solvation
contribution, which can be estimated as proportional to the
surface area buried upon complex formation. The empirical
dependence of the free energies of association on the sur-
face areas buried when expressed with the use of atomic
solvation parameters (Eisenberg and McLachlan, 1986)
gives very good agreement with experimentally measured
association constants (Horton and Lewis, 1992). Therefore
we assume that the free energy of association can be eval-
uated as a sum of two terms of opposite signs: one (favoring
association) proportional to the surface area buried on the
interface, and the constant term related to the rotational and
translational entropy loss of subunits upon their aggrega-
tion. We observe one important difference between protein
crystal growth and protein-protein interaction leading to the
formation of functional complexes: the surface areas buried
on the interface between two monomers in the crystal are
small (Janin and Rodier, 1995) and the calculated interac-
tion energy is smaller than the value of the entropic term.
However, in the crystal environment, a single molecule is
surrounded by several symmetry-related molecules. Inter-
actions with many neighbors allows the molecule to over-
come the entropy loss and fixes the molecule in the crystal
lattice. Adding molecules to neighboring positions in the
lattice increases the surface area of this molecule buried in
interfaces with surrounding molecules and leads to its sta-
bilization in the lattice.
In this paper we present lattice simulations based on the
above mechanism, which reproduce the experimentally ob-
served behavior of the dislocation on the (110) face of
tetragonal lysozyme crystal. The method is then used to
study nucleation and the early stages of growth of this
crystal.
FORMULATION OF THE MODEL
In the first stage of our simulation, we generate the complex
of protein molecules that reproduces the full set of the
intermolecular interactions in the crystal form under inves-
tigation. The complex contains a single protein monomer
surrounded by the monomers in the crystal lattice, which
form with it at least one intermolecular distance shorter than
4.5 A. The starting monomer in the generation of that
complex will subsequently be referred to as the central
molecule. The energy of interaction of each of surrounding
monomers with the central one is estimated as proportional
to the surface area buried on the interface upon complex
formation.
In the second stage of simulation, the three-dimensional
points occupying nodes of the lattice. Each node, together
with its neighbors, represents a cluster of molecules built
around the central molecule, as calculated at the beginning
of the simulation. Edges connecting nodes filled in with
molecules describe intermolecular interfaces. An integer
variable representing discrete orientational states is assigned
to each molecule. Two molecules are considered to be
interacting if they occupy neighboring nodes and have the
same orientational state. The edge between neighboring
nodes represents one of the interfaces in the crystal. The
interaction energy of that pair of molecules is assigned half
of the value calculated for the corresponding pair of mole-
cules in the crystal environment. The interaction energy is
then subtracted from the entropic penalty and assigned to
each of the interacting monomers as its free energy of
association. A schematic diagram of the model is shown in
Fig. 1.
By using this representation of the system, several fea-
tures of protein crystallization can be studied. Sizes and
shapes of the first stable nuclei can be studied by random
generation of aggregates in the center of the lattice. Behav-
ior of the dislocation on the crystal face and kinetics of
nucleation can be analyzed by simulating diffusion as the
random walk of points in the lattice. The following sections
will describe this approach in detail.
Generation of the crystal environment
The Protein Data Bank (Bernstein et al., 1977) entry file
was carefully examined and edited to exclude all atoms that
do not belong directly to the protein, i.e., all water, sub-
strate, and cofactor molecules as well as ions were not taken
into consideration. Then the "pure" protein molecule was
transformed into the crystallographic coordinate frame-
work. All interatomic distances between this molecule and
molecules surrounding it in the crystal were generated and
examined. For that purpose, 26 crystallographic unit cells
having a face or edge in common with the original unit cell
as well as the crystallographic and noncrystallographic (if
applicable) symmetry operators have been generated and
applied. If any of the intermolecular distances between the
central and surrounding molecules were shorter than 4.5 A,
the latter was regarded as significantly contributing to the
association energy and included in the initial complex.
Calculations were performed using the in-house-developed
program MICELL (written by W. M. Wolf with the use of
libraries from the CCP4 suite; Collaborative Computational
Project, 1994).
Energy calculations
For each surrounding molecule, its interaction energy with
the central one was assumed to be proportional to the
change of accessible surface area upon formation of the
interface between the molecules. Accessible surface areas
for monomers and each of the dimers were calculated using
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FIGURE 1 (A) Two-dimensional schematic diagram of the lattice set-up. Graphics primitives portray protein molecules in the crystal. Each node of the
lattice represents a position of the molecule. Edges represent "protein bonds," i.e., interfaces between molecules that have at least one intermolecular
distance shorter than 4.5 A. (B) During simulations, protein molecules are simplified to points with randomly assigned orientational states (circles with
numbers). For the hexamer labeled as "stable complex," 1) all six molecules have the same orientational state, which means that they are properly oriented
to form interactions; and 2) each monomer forms many interactions, which lets it overcome the entropic cost of aggregation. The node of the lattice that
is the neighbor of at least one molecule belonging to the hexamer is considered a site on the surface of that complex. One of the sites has the property that
when a molecule arrives at that site, with proper orientational state, it forms enough interactions to overcome the entropic cost of aggregation. This site
is labeled a "good site." There are two "unstable complexes" shown on the picture. In the trimer, all molecules have different orientational states, so they
are considered to be improperly oriented to form any interactions. The dimer is considered unstable because single interaction is not sufficient to overcome
the entropic penalty of aggregation. All monomers that do not belong to stable complexes are moved randomly to unoccupied neighboring nodes. During
the moves, orientational states are randomly changed.
the analytical approach of Richmond (1984), with a probe
radius of 1.4 A. Energy was calculated according to the
equation
AGiteraction = > (Ji(Aid- Aim) (1)
atoms i
where Aid and Aim are the accessible surface areas of the ith
atom in the dimer and monomer, respectively, and o-i is the
atomic solvation parameter specified for the type of ith
atom. Values of atomic solvation parameters fitted to repro-
duce free energies of transfer of amino acid side-chain
analogs from octanol to water were taken from the work of
Eisenberg and McLachlan (1986).
Lattice coordinate system
The principle of the system that was used to define positions
of the nodes in the lattice is based on the very well known
feature that the crystals are built from a huge number of
repetitive unit cells. Within the unit cell, molecules are
related to each other by symmetry operators. The minimum
set of symmetry operators required to build contents of the
unit cell starting from an asymmetrical unit is called a
crystallographic space group. Therefore, four integer-type
coordinates are sufficient to unequivocally describe the po-
sition of a particular molecule in the crystal. The first three
numbers define the origin of the unit cell in which the
molecule is located, and the fourth number represents the
symmetry operator. Thus the symbol (na, nb, nc' n5,) means
that the particular molecule is related to the starting one by
the symmetry element represented by the symmetry opera-
tor nz and is located in the unit cell, the origin of which is
defined by vector r = naa + nbb + ncc. Starting from the
initial orthonormal Protein Data Bank-type atomic parame-
ters and knowing the coordinates of the Nth molecule de-
fined by (na, b' nc, n,), it is possible to generate Cartesian
(x, y, z) coordinates of the atoms of that molecule. Further-
more, it is possible to derive four-dimensional vectors de-
fining, for any molecule in the lattice, coordinates of all its
neighbors with at least one intermolecular distance shorter
than 4.5 A. These vectors can be found by analysis of
complexes built, as described in the previous section,
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around each molecule in the unit cell. Table 1 shows the
vectors derived for the tetragonal form of lysozyme crystal.
To obtain coordinates of the ith neighboring node of the
lattice node with coordinates (na, nb, nc, nz), one should find
in the table the ith vector for the molecule defined by
coordinates (0, 0, 0, nz). Values of the first three coordinates
of the vector should be than added to na, nb, nc, respectively.
The operator number of the node being calculated is simply
taken from the vector in the table. Using this algorithm, it is
possible to find lattice coordinates of all neighboring nodes
of any node in the lattice.
Lattice simulations
For any configuration of monomers in the lattice, free
energy of association for any monomer can be calculated
according to the following equation:
AGa°ssoc(k) = AGr°ot,trans- 8(k, j)AGinter(j) (2)
where AGa'ss,(k) is the free energy of association of the kth
monomer; AGP,ottrans is the entropic penalty related to the
loss of rotational and translational degrees of freedom;
S(k, j) is equal to 1 if the jth neighboring node of molecule
k is occupied by the monomer with the same orientational
state as k, and to 0 otherwise; AGQnter(j) is half of the value
of the interaction energy between the central molecule and
its jth neighbor in the crystal environment.
For a complex of monomers, a node that is a neighbor of
at least one node occupied by the monomer of that complex
will be referred to as a site on the surface of this complex.
It is convenient to introduce the term "fixing potential" of
the site. For a given site of the particular complex, its fixing
potential is equal to the value of the free energy that the
molecule added at this site with the same orientational state
as monomers in the complex would have. The sites that
have negative values of fixing potential will be referred to
as good sites.
Diffusion of the protein molecules in the solution was
simulated by the random walk of points in the lattice. At the
beginning of simulation, the defined number of monomers
were assigned to random nodes in the lattice. The ratio of
the number of monomers and the number of nodes in the
lattice was equal to the volume fraction of the protein
studied under crystallization conditions. In the given simu-
lation step, the free energy of all monomers was evaluated.
Then each monomer with a positive value of free energy
was moved to a random neighboring node of the lattice (if
that node was not occupied), and its orientational state was
randomly changed. Monomers with negative energies were
considered immobilized in the solid phase and were not
moved. As the distances between the central molecule and
surrounding ones are approximately equal to the diameter of
the molecule, the time step of the simulation was calculated
as the time required by the molecule to move a distance
equal to its diameter, using the equation for mean squared
TABLE I Four-dimensional vectors defining positions and
orientations of the neighboring molecules in the lattice
Coordination of the neighboring
molecules which, with the
respective central molecule, form
Coordinates of the starting molecule* distances shorter than 4.5 A
(0, 0, 0, 1)
[X, Y, Z]
(0, 0, 0, 2)
[-X, -Y, Z + 0.5]
(0, 0, 0, 3)
[-Y + 0.5, X + 0.5, Z + 0.75]
(0, 0, 0, 4)
[Y + 0.5, -X + 0.5, Z + 0.25]
(0, 0, 0, 5)
[-X + 0.5, Y + 0.5, -Z + 0.75]
(0, 0, 0, 6)
[X + 0.5, -Y + 0.5, -Z + 0.25]
(0, 0, 0, 7)
[Y, X, -Z]
(0, 0, 0, 8)
[-Y, -X, -Z + 0.51
a.(0,0, -1, 1)
b.(0,0, 1, 1)
c.(0,0, -1,3)
d. (0,0,0, 3)
e. (-1, 0, - 1, 4)
f. (-1, 0, 0, 4)
g.(0,0, 1,7)
h. (0, 0, 0, 8)
a. (0, 0, - 1, 2)
b.(0,0, 1,2)
c. (-1, - 1, 0, 4)
d. (-1, -1, 1, 4)
e. (0, -1, -1, 3)
f.(0, -1,0,3)
g. (0, 0, 1, 8)
h.(0,0, 1,7)
a. (0, 0, - 1, 3)
b.(0,0, 1,3)
c.(0, 1,0,2)
d. (0, 1, 1,2)
e.(0,0,0, 1)
f. (0, 0, 1, 1)
g.(0,0, 1,5)
h.(0,0, 1,6)
a. (0,0, -1,4)
b. (0,0, 1,4)
c.(1,0,0, 1)
d. (1, 0, 1, 1)
e. (1, 1, -1,2)
f.(1, 1,0,2)
g.(0,0, 1,6)
h. (0, 0, 0, 5)
a.(0,0, 1,5)
b. (0, 0,-1, 5)
c. (0, 1, 1, 7)
d.(0, 1,0,7)
e. (l, 1, 1, 8)
f.(1, 1,0,8)
g.(0,0, -1,3)
h. (0, 0, 0, 4)
a.(0,0, 1,6)
b. (0, 0, -1, 6)
c. (1, 0, 0, 8)
d. (1, 0, -1, 8)
e.(0,0, 1,7)
f. (0, 0, 0, 7)
g. (0, 0, -1, 4)
h. (0, 0, -1, 3)
a.(0,0, 1,7)
b. (0, 0, -1, 7)
c. (0, 0, 0, 6)
d. (0, 0, -1, 6)
e. (0, -1, 0, 5)
f. (0, -1, -1, 5)
g.(0,0, -1, 1)
h. (0, 0, -1, 2)
a.(0,0, 1,8)
b. (0, 0, -1, 8)
c. (-1, -1, O, S)
d. (1, -1, -1, 5)
e. (-1, 0, 1, 6)
f.(-1,0,0,6)
g.(0,0, -1,2)
h.(0,0,0, 1)
* Crystallographic symmetry operators like in space group P43212 are
given in square brackets.
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displacement of a Brownian particle:
At = ((x)2)/6D (3)
The values of the diffusion constant D (102 Aum2 s-1) and
the corresponding hydrodynamic radius a (2.09 nm) were
taken from Eberstein et al. (1994). The mean square dis-
placement ((x)2) was assumed to be equal to 4a2. The
hydrodynamic radius was used instead of the average radius
of a molecule, as determined according to the crystal struc-
ture. The rationale is that the actual Brownian particle that
moves in the solvent is a protein molecule surrounded by
the hydratation shell. The calculated time step of our sim-
ulation is 28 ns.
Periodic boundary conditions were set by simply "wrap-
ping the lattice around." This means that nodes occupying
one side of the lattice were connected to the nodes occupy-
ing the opposite side.
APPLICATION OF THE MODEL AND RESULTS
The tetragonal crystal form of hen egg white lysozyme has
been chosen as a model system. The crystal environment
was generated using coordinates stored in the 5LYZ entry
(Diamond et al., 1974) of the Protein Data Bank. In the
complex obtained, the central molecule was surrounded by
eight neighbors. Table 2 lists values of accessible surface
areas buried in the interfaces and corresponding interaction
energies. In all simulations, the value of the entropic penalty
was arbitrarily set to 12 kcallmol. The value of entropy loss
upon complex formation is a subject of debate among
different authors. Experimental studies suggest values vary-
ing between 7 and 15 kcal/mol at room temperature (Erick-
son and Pantaloni, 1981; Erickson, 1989). The calculations
using methods of statistical mechanics estimate the entropy
loss at - 15 kcal/mol (Janin, 1995). In general, values rang-
ing from 0 up to 30 kcal/mol are used in the literature. The
choice of 12 kcal/mol will also be discussed later.
Behavior of the dislocation on the crystal face
To test the model, we attempted to reproduce the movement
of the dislocation on the (110) face of the crystal, which was
TABLE 2 Surface areas buried in the interfaces and
calculated association free energies
Surface area buried Calculated free energy
Letter code of in the interface of association
the interface* (A2) (kcal/mol)
a 37.5 -0.6
b 37.5 -0.6
c 548.5 -12.0
d 341.3 -7.6
e 341.3 -7.6
f 548.5 -12.0
g 1104.4 -21.9
h 657.0 -16.5
* The letter codes of interfaces correspond to letter codes of neighboring
nodes in Table 1.
observed in detail by the atomic force microscopy method
of Konnert et al. (1994). The authors reported that the face
grows by the movement of the dislocation, which is two
molecules high. The lower layer of monomers was observed
to be more extended than the upper one. We have measured
the positions of the step edge on the pictures made by
Konnert et al. at 1-min intervals. The constant speed esti-
mated according to these measurements is equal to 0.3
,tm/min.
In the lattice with the size 15 X 15 X 15 unit cells, the
layer of unit cells parallel to the (110) face was filled with
monomers. Then an additional layer of unit cells with di-
mensions 2 X 15 was added to the surface of the previous
one. As can be seen in Fig. 2, the height of a step built in
such a way is two molecules.
At the start of the simulation, 216 monomers were added
at random positions of the lattice, reproducing the protein
concentration of 5 mg/ml that Konnert et al. used in their
experiments. In the course of the simulation, whenever the
monomer was immobilized in the solid phase, a new one
was added randomly to the lattice to keep the concentration
constant.
As the simulations proceeded, points representing mono-
mers aggregated at the edge of the step but not on the flat
surface of the crystal. Fig. 2 shows the configuration of the
monomers in the lattice after simulation. As can be seen, the
lower layer is more extended than the upper one. Thus we
conclude that our model qualitatively reproduces the behav-
ior of the (110) face of a tetragonal lysozyme crystal.
Several simulations were performed with different num-
bers of orientational states. We have found that in our
simulations, the step moves with reasonable speed if the
number of orientational states is set to i05. After 9.7 X i07
iterations of this simulation, 160 monomers were fixed at
the edge of the step. The maximum range of the step is three
unit cells. The distance between corresponding atoms in the
unit cells in the direction of the step movement is 112 A.
Thus the dislocation moved -336 A during the simulation.
As the step moved with the constant speed, we simply
divided this distance by the number of program iterations
multiplied by the time step of the simulation. We obtained
the value 0.7 ,tm/min.
We believe that agreement within the order of magnitude
with the experimentally determined speed of the step (0.3
,um/min) is sufficient to conclude that our model reproduces
the kinetics of movement of the dislocation on the (110)
face of tetragonal lysozyme crystals.
Nucleation
It was not possible to obtain in a reasonable time any stable
nuclei in the lattice, by using the random-walk approach
with the number of orientational states equal to 105. To find
the size of the smallest stable complex and to estimate the
time of its appearance, the following calculations were
executed.
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FIGURE 2 Configuration of the points in the lattice before and after simulation of the behavior of the dislocation on the (110) face of the crystal. (B)
Top view of the configuration shown in A. The positions of the protein molecules in the lattice are represented by spheres. Green spheres represent the (1 10)
face of the crystal with a two-molecule-high dislocation, which was built into the lattice before simulation. Positions of all molecules that had negative
energies after simulation are represented by blue and red spheres. Red was used for molecules that aggregated in the lower layer; blue was used for
molecules that aggregated in the upper layer. Molecules that were not immobilized in the solid face are not shown.
First, random 3-mers, 4-mers, . . ., 10-mers were gener-
ated in the following way. The first monomer (k = 1) was
added at the center of the lattice. Then a complex of the size
k + 1 was created by adding the monomer at a random site
of the complex of the size k. A total of 107 3-mers,
4-mers, . . ., 10-mers were built. For each complex gener-
ated, the free energies were evaluated. If all molecules had
negative energies, the aggregate was considered stable and
its number of good sites was evaluated. The fraction of
complexes with good sites was then calculated as the ratio
of the number of complexes with at least one good site on
its surface to the number of stable complexes.
We have not found any complex with a size smaller than
four molecules that met the condition that all monomers
have negative energy. To further support this result, all
possible trimers were generated and examined. None of
them were stable. None of the stable tetramers had any good
sites on its surface. There were no stable pentamers. The
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good sites could be found on the surfaces of the stable
hexamers and the greater complexes. For 6-mers, 7-mers,
8-mers, 9-mers, and 10-mers, the fractions of complexes
with good sites were 0.15, 0.35, 0.51, 0.82, and 0.74,
respectively. Thus the smallest stable complex is the tet-
ramer, but it cannot grow further without the additional
nucleation of two monomers on its surface.
To estimate the time scale of appearance of the first stable
complex, we ran random-walk simulations, with the number
of orientational states set to 1. The number of molecules put
into the lattice of the size 15 X 15 X 15 was set to 1000 to
reproduce the volume fraction 0.037, which has been found
by Georgalis et al. (1995) to be optimal for lysozyme
crystallization in 0.54 M NaCl and 0.1 M Na-acetate buffer
(pH 4.2). Then random-walk steps were performed until the
stable tetramer was obtained. This experiment was repeated
1000 times. The average number of iterations required to
obtain a stable tetramer was 26. The time scale of nucleation
was then estimated in the following way. If the number of
orientational states is set to N, any k-mer formed in the
lattice is stable if all of its monomers have chosen the same
of all N orientational states. Furthermore, if the volume of
the system is increased n times, the expected time of oc-
currence of the stable k-mer becomes n times shorter. Thus
we estimate the expected time of occurrence of the stable
k-mer in the lattice with the V nodes and number of orien-
tational states set to N, denoted as T(k, V, N), using
T(k, V, N) = jNk-1 tVO/V (4)
where j is the average number of program iterations re-
quired to obtain a stable k-mer in the lattice with V0 nodes,
the number of orientational states is set to 1, and t is the time
step of the simulation.
As we assume that one node of our lattice corresponds to
the volume of a sphere with a radius equal to the hydrody-
namic radius of a lysozyme molecule (9.1293 nm3), 1 ml of
solution is represented by a lattice having 2.62 X 1019
nodes. Using the results of the simulations described above
and setting the number of orientational states to 105, we
estimate the time required for the stable tetramer to appear
in a 1-ml drop of solution as 0.76 ,us.
Early stages of growth
Simulations of the early stages of growth started from the
stable tetramer placed in the center of the lattice and were
carried out using the random-walk scheme. The size of the
lattice was set to 15 X 15 X 15 unit cells, and the number
of molecules was set to 1000, which corresponds to volume
fraction 0.037. Because of the fact that nucleations on the
surfaces of small complexes are required for growth, it was
not possible to perform simulations on a reasonable time
scale when the number of orientational states was set to 105.
For that reason, simulations were executed for the number
of orientational states set to 100. This value was high
enough to ensure that new tetramers are not formed in the
lattice and that nucleation of the two monomers occurs only
on the surfaces of complexes without good sites.
During calculations, the size of the growing complex and
the number of simulation steps were recorded whenever a
new molecule(s) was immobilized on the surface of the
growing nuclei. Then the number of simulation steps re-
quired to obtain a complex of the given size, if the orien-
tational probability is 105, was calculated using the follow-
ing expression:
t(N) = E Atsim(O/Osim)As (5)
The summation runs over all first N observations of the
size and time collected during simulation, Atsim and AS are
the time and size differences between subsequent observa-
tions, and °/°sim is the ratio of the true number of orien-
tational states (105) and the value applied in the simulation.
The expression simply says that as the true number of
orientational states is 0/Osim times higher than the value
applied in the calculations, the time required for the attach-
ment of AS monomers will be (O/Osim)As times longer that
the time observed during simulation. As we considered the
growth of single nuclei, the volume of the crystallization
batch was not included in the expression.
According to our results, the time required for the tet-
ramer to grow to the complex of 50 molecules was 8 X 1012
simulation steps, which corresponds to 228 X 103 s. The
time scale was determined by the requirement for nucle-
ations on the surfaces of complexes that lack good sites. On
the "growth trajectory" leading from the tetramer to the
complex of size 50, there were, on the average, about eight
complexes lacking good sites.
DISCUSSION
Parameters of the model
Except for the experimentally known diffusion constant and
protein radius, the parameters of our model are interaction
energies, entropic penalty, and the number of orientational
states.
As written above, interaction energies were calculated
assuming that the free energy of association of protein
monomers is proportional to the area buried in the interface
between monomers. The validity of this approach applied to
calculations of the free energy of specific protein complexes
was discussed in detail by other authors (Horton and Lewis,
1992; Juffer et al., 1995). The question that should be asked
here is whether the approach is still valid when we consider
the solution under crystallization conditions. To answer this
question, we must consider the dependence of the model on
its parameters.
It is clear that parameters that determine the size of the
smallest stable complex and the number of good sites on the
surfaces of complexes are not values of interaction energies
alone, but the differences between interaction energies and
the entropic penalty. For the values of these differences that
correspond to entropic penalties lower than 11 kcal/mol, the
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dimers become stable. There is evidence which suggests
that the dimer intermediate is not formed during the nucle-
ation and growth of a tetragonal lysozyme crystal. First, in
the light-scattering experiments (Georgalis et al., 1995), the
most populated fraction observed in the solution is mono-
mers. This simply shows that lysozyme is not a dimer under
crystallization conditions.
The other evidence is provided by the observation of
growth of the (110) face. If all kinds of dimers were inter-
mediates on the lysozyme crystallization path, the single
molecules could form favorable interactions on the flat
surfaces of the (110) crystal face. If that is true, the atomic
force microscopy observations would show that the face is
rough as it incorporates single molecules and the growth of
the step would not be observed. It is also possible that only
the most stable dimer is the intermediate on the crystalliza-
tion pathway. Stability of this dimer does not imply incor-
poration of single monomers on the (110) face, as the
patches of lysozyme surface that are required to form the
interface of this dimer (interface g in Table 2) are not
exposed on the surface of the face. In this case the step
would grow by the incorporation of such dimers. Fig. 3
shows the dimer on the edge of the step. One molecule lies
in the lower layer, and a second in the upper one. Thus, in
the case of growth by incorporation of this kind of dimers,
the two layers would have equal lengths, which is not the
case, according to atomic force microscopy observations.
There are also other observations that strongly suggest
that dimers are not formed during lysozyme crystallization.
Janin and Rodier (1995) analyzed surfaces of protein-pro-
tein interfaces found in 152 crystals and compared them
with the surfaces of interfaces in the randomly generated
complexes. They have shown that in many crystals interface
FIGURE 3 Dimer with the largest monomer-monomer interface area
placed on the edge of the dislocation. Molecules of the crystal face are
represented by the traces of the main chains. Molecules of the dimer are
shown in an "all-atom" representation.
areas were in the same range as in the random complexes
(i.e., below 1200 A2). As can be seen in Table 2, the
tetragonal lysozyme crystal falls into this category. It is very
unlikely that the dimers with interface surface areas com-
parable to the random ones are stable in solution. This is
further justified by the random energy model concept,
which was recently applied by Janin (1996) to an analysis of
protein complexes.
The largest differences between interaction energies and
the entropic penalty at which qualitative behavior of the step
is in agreement with experimental data corresponds to the
entropic penalty value of 19 kcallmol. Above this value, the
step requires nucleation of two molecules to grow, as there
are no good sites on its edge. To check how this alters the
behavior of the step, additional simulations of its movement
were performed. Entropic penalties were set at 20 kcallmol
in both cases, and numbers of orientational states were set to
100 and 1000. In the simulation with the number of orien-
tational states set to 100, the face grew because of nucle-
ations on the flat surfaces. The second simulation was
stopped after no stable nuclei were observed on the flat
surface of the face or on the edge of the step after 5.6 X 107
iterations of the program. As one can see in this case, the
time scale of the process is inconsistent with experimental
data. If the number of iterations reaches 107, at least one
layer of monomers is expected to appear on the edge of the
step to reproduce the experimentally determined speed of
the step movement.
As shown above, our model reproduces qualitative be-
havior of the step for the values of differences between
interactions and entropic penalty corresponding to entropic
penalties in the range of 11-19 kcal/mol. The speed of the
movement of the step for this parameter is governed by the
number of orientational states. The value of this parameter
for which the model reproduces experimental speed of
dislocation, within the order of magnitude, is 105. The value
of 105 lies within the range of orientational probabilities
calculated from the Brownian dynamics simulations by
Northrup and Erickson, 1992.
An additional constraint on the parameters is provided by
the analysis of the time scales of nucleation. For the entropic
penalty value of 13 kcal/mol, the smallest stable complex is
the hexamer. If the number of orientational states is set to 1,
the average number of program iterations required to nu-
cleate a hexamer is 2476. For the number of orientational
states set to 105, Eq. 4 yields a time of nucleation equal to
7.2 x 109 s, which is longer than the time of lysozyme
crystal growth. Thus for the interaction energies listed in
Table 2, the entropic penalty cannot exceed the value of 12
kcal/mol.
As follows from the above discussion that the applied,
arbitrary values of energetic parameters are within the range
adequately describing the experimentally known facts.
Moreover, application of different parameters from this
range does not significantly affect conclusions about the
early events in crystallizing protein solutions.
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Mechanisms of lysozyme crystallization
The size of the first complex that has the crystal order and
in which interaction energies overcome entropic penalties
for immobilization of molecules is four monomers. Appear-
ance of this complex requires the encounter of four properly
oriented molecules in space. As the number of distinct
mutual orientations is large (105), the probability of tetramer
formation is very small. Thus the rate-limiting factor during
nucleation is the anisotropy of protein molecules. Despite
the very low probability of their formation, the first stable
nuclei appear on a time scale of 10-7 s. This time scale is
dependent on the volume of the crystallization batch. In
greater volumes, the number of "attempts" to form the first
stable complex is higher. The time scale of 10-7 s is the
result for a volume of 1 ml.
The tetramer has no sites at its surface at which a single
monomer could form interactions that allow it to overcome
the entropic penalty of aggregation. Thus the tetramer can
grow only by additional nucleation of the two monomers on
its surface.
Several simulations of growth performed by us show that
the time scales of formation of larger complexes are not
critically dependent on which particular aggregates in the
growth pathway require nucleation on the surface. It should
also be noted that larger complexes, on the average, have a
higher probability of possessing good sites on their surface.
At present we cannot exclude the possibility of existence of
pathways that are much faster than those obtained in our
simulations, i.e., pathways in which, for geometrical rea-
sons, each complex has a good site. Examining this possi-
bility will be the subject of further study in our laboratory.
Let us note, however, that the picture obtained in our
simulations is consistent with the interpretation of Bessho et
al. (1994), based on fitting equations from the polynuclear
growth theory to experimental data on lysozyme crystalli-
zation. The predicted sizes of the smallest stable nuclei were
three or four molecules, and the value of the parameter
describing the order of growth kinetics suggested surface
nucleations or dimer adhesions. The sizes of compact nuclei
present in crystallizing lysozyme solutions on the minute
time scale determined by Georgalis et al. (1995) are also in
at least qualitative agreement with the model presented in
this paper.
In the very early stages of growth described here, the
fraction of higher order aggregates in solution is so low that
the possibility of their direct interaction can be excluded.
The mechanism of intermediate stages of crystal growth is
probably more complex and will be the subject of further
development of the model.
CONCLUSIONS
The model presented in this paper concentrates on specific
protein-protein interactions leading to the formation of
structured nuclei in crystallizing protein solutions. We have
intentionally excluded the nonspecific aggregation phenom-
ena leading to, e.g., fractal formation in solution (Georgalis
et al., 1995), as the possibility of such structures rearranging
to highly ordered crystals seems unlikely. It has been shown
that accounting for specific interactions alone can describe
both the experimentally known behavior of the face growth
as well as predict the size of the critical nucleus. Moreover,
the very early stages of growth of the nuclei can be quali-
tatively described. It is suggested that the early stages of
growth of the ordered phase are strongly determined by the
geometrical constraints. If so, one can expect the differently
ordered crystals of various protein molecules to have dif-
ferent scenarios of growth. We believe that analyzing this
diversity of mechanisms for known crystal molecules and
relating these data to the solution content affecting mono-
mer-monomer interactions will provide further insights into
the mechanisms of protein crystallization.
We are grateful to Drs. Y. Georgalis and D. Plochocka for critical com-
ments on the manuscript.
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