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第1章 序論 
1.1. 研究背景 
近年，モバイルデータトラフィックが爆発的に増え続けている．その中でも、ビデオト
ラフィックが占める割合が⾮常に⼤きい物となってきており，有限であるネットワークリ
ソースの効率的な利⽤が課題となってきた。サーバーが映像配信を⾏っている時、ユーザ
ー数が増加するに連れて、ユーザー⼀⼈当たりに割り当てられる帯域が⼩さい物となって
しまい、映像の再⽣中断等の問題が起きてしまう。そこで筆者らは，複数ユーザが競合し
た時でも QoS・QoE を維持すること、また変化していく帯域状況にも適応する必要がある
ため、ダイナミックな状況変化に適応するための適応レート制御⼿法（Adaptive Bitrate 
Streaming）を考案し、効率的な映像配信が必要だと考えた。 
 
図 1. トラフィック予測[1] 
1.2. 研究⽬的 
本論⽂における研究⽬的とは、映像配信中のユーザの QoS・QoE を 公平化・向上させる
ことが課題である。 複数ユーザが競合した時でも QoS・QoE を維持し、また変化していく
帯域状況にも適応する必要があるため、これらを達成することができるような適応レート
制御⼿法（Adaptive Bitrate Streaming）を提案する。 
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1.3. 本論⽂の構成 
本論⽂の全体的な構成としては、1 章〜5 章の全 5 章である。第 1 章においては、本研究
の主な研究背景および本論⽂で述べる研究の主な⽬的について記述した。第 2 章において
は本研究の中で研究するにあたって関連したり⽤いたりした技術および研究について記述
する。第 3 章においては、適応レート制御⼿法の中でも再⽣バッファ占有率に重きを置い
た Buffer Based というアルゴリズムの提案・及びそのアルゴリズムの特性評価について記
述する。第 4 章では、適応レート制御⼿法の中でも機械学習、特に強化学習(Reinforcement 
Learning)を⽤いたアルゴリズムを⽤いて適応レート制御を⾏う Pensieve、及び Pensieve を
⽤いた映像配信アルゴリズムの特性評価について述べる。第 5 章では、本論⽂の全体的な
結論付け及び振り返りを⾏い、まとめと本研究における今後の主な課題について記述する。 
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第2章 関連研究 
本章では、本研究において作成する実験環境及び提案する⼿法に関連する主な技術及び
研究知識として、映像配信に関する先⾏研究とユーザから⾒た映像品質である QoE(Quality 
of Experience)、映像配信規格である MPEG-DASH について説明する。また 3 章、4 章にお
いて記述する研究及び技術知識の関連として、主体となる研究課題・要素について述べる。 
2.1. MPEG-DASH 
MPEG-DASH(MPEG-Dynamic Adaptive Streaming over HTTP) と は 、 MPEG-DASH は ，
ISO/IEC によって国際標準化された動画配信⽅式で，現在広く普及している⽅式の⼀つで
ある．DASH コンテンツは、映像および⾳声データを複数のビットレートで⽤意し，さら
に，数秒単位のセグメントに分割されて定義される（レプリゼンテーション）．これらの
情報は，Media Representation Description (MPD)ファイルと呼ばれる xml 形式のファイルに
記述されており，ネットワークの品質に応じて，MPD ファイルから適切なレプリゼンテー
ションを選択することで，適応品質制御を可能としている．Web ブラウザの利⽤を想定し
た JavaScript ベースの実装例として，ITEC による DASH-JS が知られている． 
 
 
図 1.MPEG-DASH の仕組み[2] 
 
 従来の RTP/RTCP(Real-time Transport Protocol/Real-time Transport Control Protocol)による
映像配信とは異なり、専⽤のサーバを必要とせず、Web サーバーを⽤いて映像を配信する。
また、HTTP ストリーミングに適応レート制御を加えて、状況に応じて適切なレプリゼン
テーションを選択する映像配信⽅式が DASH である。 
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 適応レート制御を実現するにあたって、上述の MPD ファイルを⽤いる。MPD ファイ
ルは階層構造を取っており、Presentation, Period, AdaptationSet, Representation, Segment の要
素から成り⽴っている。 
 
図 2.MPD イメージ図[2] 
 
 まず、Presentation について説明する。MPD の⼀番上の階層に存在する物であり、⼀つ
の映像の全ての情報を抽象的に記述している。映像の題⽬であったり、映像の配信形態
（記録されたオンデマンド映像であるか⽣放送であるか）、映像ファイルの種類、映像の
再⽣時間、MPD ファイルが設置されている場所などを記述している。また、Presentation は
複数の Period の集まりで決定されている。 
 AdaptationSet は、映像・⾳声・字幕であったりなどの単位ごとに記述されている。映
像を流す時、流す動画のコンテンツを形成するために必要な要素を持っている。また、
AdaptationSet は複数の Representation で以て成り⽴っている。 
 Representation は、映像または⾳声のビットレート、解像度、アスペクト⽐など映像品
質に関する⼤切な情報を記述している。ネットワーク帯域の品質によって Representation を
変更し、適応制御できるように定義されている。Representation は Segment の集まりで構成
されている。 
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 Representation を形作っている Segment は、映像メディアの最⼩の単位である。HTTP 
range GET で segment を取得する事を可能にするために、時刻情報・バイト位置などが記述
されていて、Initialization Segment と Media Segment から成り⽴っている。 
 
 
図 3.Segment の構成[2] 
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図 4.MPD ファイル[2] 
サーバからユーザに向けて MPEG-DASH を配信するイメージ図を以下に⽰す。 
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図 6. DASH-image 
2.1.1. DASH-JS[3] 
 DASH-JS は、HTML5 を使⽤した MPEG-DASH 再⽣環境の⼀つである。DASH-JS は
Google Chrome ブラウザの Media Source API[4]を使⽤する為、特定のメディアプレーヤーを
必要とすることなく DASH コンテンツを再⽣する事が可能である。 
  
 
図 7.DASH-JS[3] 
2.2. ABR(Adaptive Bitrate) 
MPEG-DASH を⽤いるに当たって、適切なレートを選択するためにいくつかのアルゴリ
ズムが存在する[5].[5]の論⽂において、ビットレート適応アルゴリズムをクライアントベ
ース、サーバーベース、ネットワークアシスト、及びハイブリッドの主要カテゴリに分類
している。 
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図 8. 適応制御アルゴリズムの分類[5] 
映像配信を⾏うにあたって、 
l マルチクライアントの競合及び安定性の問題 
l ⼀貫性のあるストリーミング 
l QoE 最適化及び測定 
l 宛先間マルチメディア同期 
の 4 つが映像品質に主に影響を与えている。マルチクライアントの競合及び安定性に関し
て、本稿では次の三つの評価指標が記されている。 
1) 安定性 
頻繁にビットレートが切り替わると画質変動や再⽣中断につながる為、可能な限り安定
した適応レート制御を⾏う必要がある。 
2) 公平性 
利⽤可能な帯域幅を求めて競合する複数のクライアントは、視聴者、コンテンツ、及び
デバイスの特性に基づいてネットワークリソースを均等に共有する必要がある 
3) ⾼いネットワークリソースの利⽤率 
安定性や公平性を求めるのと同時に、ネットワークリソースは可能な限り効率的に使われ
るべきである。 
また QoE 最適化及び測定の項において、[4]によると、産業界及び学術会における既存の
HAS ソリューションは、3 つの異なる測定基準に基づいて QoE を評価している。 
1) 客観評価指標 
PSNR, SSIM, SSIMplus, PVQ, SIQV など 
2) 主観評価指標 
MOS など 
3) QoS(Quality of Service)由来のメトリック 
初期遅延、平均ビットレート、画質変動、再⽣中断など 
以下、各アルゴリズムに関する説明を⾏う。 
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2.2.1. Rate-based 
Rate-based の適応レート制御アルゴリズムは、クライアントは使⽤可能なネットワーク帯
域幅（測定値）に基づいて適切なレプリゼンテーションを選択する。[6]は、セグメントフ
ェッチ時間（SFT）に基づいて平均化されたスループットを使⽤して帯域幅が変化する状
況、またネットワークの輻輳を検知・検出する適応レート制御アルゴリズムを提案してい
る。  
 
図 9. 適応制御を施した HTTP 映像配信システム[6] 
後に、著者は[7]の作業を拡張して、予測セグメントフェッチ時間（ESFT）と測定セグメ
ントフェッチ時間(SFT)を⽐較するメトリックを使⽤して、選択したビットレートがネット
ワーク帯域のキャパシティを超えない、なおかつ最良のものとなるようなシステムを構築
した。 
 
図 10. 異なった RSFT によるクライアント間に⽣じる不公平性について: 
 (a) 各セグメントにおける最初のクライアントが取得するタイムスタンプ及びセグメント i
を取得する ESFT   
(b) ⼆番⽬のクライアントが取得するタイムスタンプ及びセグメント j を取得する ESFT[7] 
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上記の物と同⼀の提案が Rainer らによって提唱された [8]。ここで、次のセグメントで推
定される帯域幅は、最後にダウンロードされたセグメントで観測された観測ビットレート
と、以前の推定で計算された推定スループットによって計算されている。初期化は、MPD
のダウンロード時に測定された帯域幅に基づいて⾏われた。 
Probe AND Adapt（PANDA）[9]は、利⽤可能なネットワーク帯域を正確に推定し、複数の
クライアントが同じ帯域のボトルネックを共有している場合の on-off サイクルに基づく問
題を排除し、ビットレートの振動を減らしている。 
 
図 11. 帯域幅を共有している複数のシナリオについて 
(a), (b), (c)帯域幅がフルで使⽤されている 
(d)ラウンドロビンで帯域幅が競合しているが、リンクがオーバーサブスクライブする 
(e)帯域幅が完全に競合したのちサブスクライブしなくなる 
(f)単⼀のクライアントがダウンロード中であることを⽰す[9] 
 
図 12. PANDA の流れを⽰すダイアグラム [9] 
 LTE ネットワークの DASH クライアント⽤に⽤意されている映像配信適応制御フレームワ
ークである piStream [10]により、クライアントは、物理層デーモンとして機能するリソー
スモニターモジュールに基づいて利⽤可能なネットワーク帯域幅を推定することが可能に
なる 。 
Andelin らは[11]において、帯域幅スローピングベースヒューリスティックを使⽤して、将
来取得するセグメントのベースレイヤーをプリフェッチする、もしくは既存のセグメント
の拡張レイヤーをダウンロードするアルゴリズムを提案することにより、SVC を DASH と
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統合した。映像のライブストリーミングでは、リアルタイムで配信するという性質上、映
像の遅延に対して厳しい制約を課している。 
 
図 13. SVC クライアントを⽤いる DASH における、選択セグメントの決定の様⼦ 
リスク許容クライアント：現在のセグメントブロックをダウンロード 
リスク回避クライアント：低品質のセグメントブロックをダウンロード[11] 
また[11]ではマルコフ連鎖を⽤いることによって、ネットワークのレートをモデル化して
いる。以下に図を⽰す。 
 
図 14. マルコフ連鎖を⽤いた、ネットワークのレートのモデル化[11] 
 Xiao 等によって提案された Diao to Mobile（DASH2M）[12] は、クライアントのバッテリ
ー消費を抑えるだけでなく、QoE を向上するという⽬的のために、HTTP / 2 サーバープッ
シュおよびストリーム終了プロパティを使⽤するモバイルストリーミングクライアント向
けに設計された適応レート制御アルゴリズムとなっている。 
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図 15. サーバプッシュを利⽤している DASH2M セッションの様⼦[12] 
 
図 16. DASH2M におけるセグメントのスケジューリングアルゴリズム[12] 
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著者の以前の研究[13]の拡張である適応 k プッシュスキームは、プッシュサイクルの全体
的な電⼒消費を考慮しながら、ネットワーク帯域の変動・変化に応じて k を調節すること
を提案している。 
同じ様な流れで、Miller 等は [14]において LOw-LatencY Prediction-based adaPtation
（LOLYPOP）と呼ばれる無線アクセスリンク上の低遅延予測ベースの適応レート制御⽅
式を提案した。これは、複数の時間スケール（1〜10 秒）で TCP スループット予測を活⽤
して低遅延を実現することによって視聴者の QoE を改善する。移動中のモバイルクライア
ントの特定の場合、ネットワーク条件は場所と時間に関してより変動する。 
 
図 17. LOLIPOP を表す擬似的なコード[14] 
いくつかの研究では、モバイルクライアント間の帯域幅推定を援助するために、実際のモ
バイルネットワークにネットワーク帯域幅検索サービスを提供している[15]〜[19]。ただ
し、これらのフレームワークは、ネットワークの帯域変動を空間的に捉え、時間的要因は
ほとんど考慮しない。  [20]はこの問題に対処し、未知の場所での将来の帯域幅を推定する
ために地球統計学の使⽤を導⼊した。⼀般に、利⽤可能な帯域幅ベースの適応は、信頼性
の⾼い帯域幅推定⽅法が不⾜しているため、QoE が低く、頻繁に再⽣バッファ枯渇による
再⽣中断が発⽣する。 
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図 18. データセット 1 に対する 
(a)空間を⽰す図(2D) (b)時空間(3D)を⽰す図[20] 
 
図 19. GeoStream アーキテクチャ[20] 
また 3 章で k 番⽬のセグメントを取得する際に参照するスループットの移動平均値𝑇ℎ_𝑚𝑎 
(𝑘)の算出過程を以下に⽰す。 𝑇ℎ&'(𝑘) = +𝑇ℎ&'(𝑘 − 1) × 𝑤𝑒𝑖𝑔ℎ𝑡4 + 𝑇ℎ67(𝑘 − 1) × 𝑤𝑒𝑖𝑔ℎ𝑡82 : × 0.9 
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上式において、K 番⽬のセグメントを取得した時のスループットの測定値𝑇ℎ67(𝑘)の算出過
程を以下に⽰す。 𝑇ℎ67(𝑘) = 𝑠𝑒𝑔𝑚𝑒𝑛𝑡	𝑠𝑖𝑧𝑒(𝑘)𝑑𝑜𝑤𝑛𝑙𝑜𝑎𝑑	𝑡𝑖𝑚𝑒(𝑘) 
ここにおいて、𝑤𝑒𝑖𝑔ℎ𝑡4 = 0.9, 	𝑤𝑒𝑖𝑔ℎ𝑡8 = 1.1である。 
2.2.2. Buffer-based 
Buffer-based アルゴリズムでは、クライアントは映像のビットレートを選択するときの基準
として、再⽣バッファ占有率を⽤いる。[21]では、キャッシュサーバーが存在している状
態の下で、複数のクライアントが帯域幅を巡って競合した場合に、Rate-based アルゴリズ
ムでは限界があると考え、Buffer-based アルゴリズムを考案した。 
 
図 20. 補償アルゴリズム(CA)[21] 
[22]では、平均ビデオ品質を最⼤化し、必要のない再バッファリングイベントを回避する
ことを⽬的とした、BBA という名前のバッファベースのレート選択アルゴリズムのセット
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を提案していた。再⽣バッファ占有量とビットレート選択を紐づけることにより、Rate-
based とは異なる側⾯から適応レート制御をおこなっている。 
 
図 21. ビデオビットレートとバッファ占有率の関係[22] 
BBA-0 アルゴリズムにおいて、Rate-map を作成してそれにそって適応レート制御を⾏うア
ルゴリズムとなっている。再⽣バッファ量が 0〜少量の時は、再⽣中断が起きないように
最低ビットレートを選択する。また再⽣バッファ量は有限なので、溢れてしまわないよう
に最⼤バッファ量の 90%で最⾼ビットレートを選択するように Rate-map を調整している。
⽤意されているビットレートは離散的なので、Rate-map で⽰されているビットレートを超
えない最⼤ビットレートを選択するようになっている。また上図の通り、Rate-map に書か
れている線形関数を境界として、境界の左側（積極的なビットレート選択）の範囲でビッ
トレートを選択する場合、再⽣バッファが枯渇する恐れがあるため Risky Area となってお
り、境界の右側（消極的なビットレート選択）は再⽣バッファの枯渇が起きない Safe from 
Unnecessary rebuffering Area となっているが、再⽣バッファが溢れてしまう、つまり不必要
に再⽣バッファを取ってしまう恐れがある。つまり、Rate-map 上の関数に従いビットレー
トを選択することにより、適切なビットレート選択を⽬指すものとなっている。 
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図 22. BBA-0 アルゴリズムの Rate-map[22] 
横軸に Buffer Occupancy, 縦軸に Video Rate を とり、バッファ占有量によってビットレート
を決 定している。ここにおいて、バッファ占有量の関 数 f(B)は⼀次関数を採⽤している。 
セグメントサイズが有限であり、ある程度の状況 の変化のうちでも再バッファリングイベ
ントが起 きないように緩衝地帯 r を作成し、0<B<r のうち は⼀番低いビットレート Rmin 
を選択する。また セグメントサイズが有限である為、Buffer=Bmax のときに丁度 Rmax を
取るような関数にするとバ ッファが溢れてしまう危険がある為、ここでも緩衝地帯を設け
ている。 本稿では、Netflix のブラウザプレーヤーを⽤いて 実験を⾏っている為、
Bmax=240s となっている。 最初の緩衝地帯の値 r を 90s に設定し、バッファ が Bmax の 
90%である 216s に到達した時に Rmax を取るように f(B)を設定している。 ただ Rate Map 
は連続的で、実際に⽤意されてい るビットレートは離散的であるので、Rate Map で⽰され
たビットレートが次に⾼い、または低い 離散ビットレートを超えない限り、現在のビデオ 
レートを維持する。Rate Map で⽰されたビット レートが現在のビットレートより⼀段階⾼
い、ま たは低いビットレートを⽰した時、選択するビッ トレートを切り替える。このア
ルゴリズムを本稿 では BBA-0 と定義している。 
しかし、BBA は帯域幅が⻑期間変動し続けた場合、QoE の低下を招いてしまう。 
また Buffer-based アルゴリズムは、他に BOLA[23]というものが存在し、適応レート制御を
最適化問題として扱っているレート制御アルゴリズムである。この際⾏われる最適化で
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は、平均ビットレートと再⽣バッファ占有率を考慮し、また帯域幅の変動に適応する形で
QoE を向上させる。 
 
図 23. BOLA を表すアルゴリズム[23] 
[24]では、帯域幅の変動に依存しない BIEB と呼ばれる SVC ベースの適応レート制御アル
ゴリズムを考案している。この適応レート制御アルゴリズムにおいて、映像品質を SVC に
基づいて最⼤化し、映像品質の振幅を抑えて、画質変動を抑制し、安定した再⽣バッファ
占有率をキープする。しかし BIEB において、ネットワーク帯域の動的な競合が起きた際
に⽣じるストール・ビットレート変更を考慮していない。そこで[25]では、DASH クライ
アントを M/D/1/K 待ち⾏列モデルとしてモデル化し、適応レート制御にキューを組み込ん
だ QUETRA というアルゴリズムを考案した。QUETRA は選択ビットレート、ネットワー
クスループット、バッファ容量からバッファ占有率を計算する。 
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図 24. QUETRA における、再⽣バッファ占有量が K/2 に収束する例[25] 
2.2.3. MPC[26] 
上記の Rate-baseed と Buffer-based を組み合わせ、バッファ占有率とスループット予測を⽤
いることによって、先の 5 つのチャンクの期間にわたって QoE メトリックを最⼤化するビ
ットレートを選択するアルゴリズムである。[26]において、クライアント側の適応レート
制御アルゴリズムを設計する⽅法、様々な運⽤状況の下で提案した⼿法がどこまで機能す
るか、スタートアップ遅延や再⽣中断などの異なる QoE 指標をどのようにバランスを取っ
ていくかという点に関して、MPC というアルゴリズムを提案していく上で共に記述してい
る。 
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図 25. 再⽣バッファの時間推移[26] 
 
図 26. FastMPC の概要図[26] 
2.2.4. Reinforcement Learning 
DASH コンテンツを配信する際に、ユーザのデバイス、ビデオパラメータ、ネットワー
ク状況を考慮しながらそれぞれのデータを⼊⼒として与え、選択ビットレートを出⼒する
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ような機械学習を⽤いた適応レート制御アルゴリズムが存在する。[27]では、QoE を⾼め
るに当たって、提案⼿法は 2 段階に分けたアプローチを⾏っていた。  
・機械学習に基づいた、利⽤可能な帯域資源の推 定を⾏う段階  
・上記の結果に基づいて、最適なビットレートを 選択する段階  
まず、機械学習を⽤いてネットワーク容量やビ デオコンテンツの特徴、デバイスの特徴等
を学習 させて最適なレプリゼンテーションを⾒積もる段 階がある。ビデオコンテンツの特
徴に関しては、 動きが激しいビデオコンテンツはそうでないコン テンツより⾼いレプリゼ
ンテーションを選択しな いとそうでないコンテンツと同じ QoE を達成で きない、という
状況が存在する。 
 
図 27. 映像配信における機械学習のイメージ図[27] 
機械学習をかけるタイミングとしては、利⽤可 能な帯域幅の変更やコンテンツの変更な
ど、イン プットするパラメータの変更を SDN コントローラが感知した時である。Weka ツ
ールを⽤いて Random Forest, Decision Tree, K-Nearest Neighbors, Cross Validation を⽤いた 
Neural Network の 4 つの機械学習⼿法を試した結果、 Random Forest が最も良い結果を出し
たため、本 稿では Random Forest を⽤いている。 次に実際に選択するレプリゼンテーショ
ンを決 定する段階では、機械学習で推定したレベルかそ れに近いレベルのレプリゼンテー
ションを選択す るアルゴリズムを組んでいる。 
また、本稿では QoE メトリックとして以下の値を ⽤いている。 
 ・全セグメントのセグメント当たりの平均ビットレート 𝑄G = GH∑ 𝑏&HK  
・劣化した画質変動の回数 𝑄L = 1𝑀 − 1𝛿{𝑏& < 𝑏&QG} 
・再⽣中断回数 𝑄S =T𝛿{𝐵(𝑡) = 0}V6WG  
・WeaknessVQM 
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𝑄X = 1𝑀T𝑉𝑄𝑀Z𝑒Z[HZWG  
・WeaknessSSIM 𝑄\ = 1𝑀T𝑆𝑆𝐼𝑀Z𝑒Z[HZWG  
QoE 最適化を⾏う上で、各変数の条件を以下のよ うに定義している。 𝑀𝑎𝑥	𝑄G,𝑀𝑖𝑛	𝑄L,𝑀𝑖𝑛	𝑄S,𝑀𝑖𝑛	𝑄X,𝑀𝑖𝑛	(−𝑄\)	𝑠. 𝑡. 𝑏& < 𝑐& < 𝐶	𝑎𝑛𝑑	𝑄X < 1 
なお、𝑐&はは時刻 t においてビデオストリーミング に割くことができる帯域幅で、C は
利⽤可能な全 帯域幅を表す。 SDN ネットワークのシミュレーションに mininet、 SDN コン
トローラーに floodlight を⽤いて、提案 ⼿法の評価実験を⾏っている。1 セグメント当た り
の時間 τ を 10s とし、クライアント 1 ユーザが 映像を⾒る実験であり、以下の図において
⿊の線 が提案⼿法、⾚の線が従来⼿法を表している。 また各レベルごとのビデオのパラメ
ータを図 3 に⽰す。原則としては、ビットレートが上昇するほどフレームレートや解像度
が上昇する。また 1000kbps 以下のレプリゼンテーションは⼩刻みに⽤意されている事に対
して、2000kbps 以降はビットレートの差がやや⼤きいものとなっている。 
 
図 28. 映像の各パラメータ[27] 
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図 29. 映像品質の安定度[27] 
評価実験から、提案⼿法は減少する画質変動回 数、ストール、weaknessVQM, SSIM が最
⼩限に 抑えられている事が分かった。 これは、提案⼿法により正確な利⽤可能な帯域幅 
推定、品質レベル選択、およびネットワークリソース割り当てを実現したことを⽰してい
る。本稿では、SDN(Software Defined Network)というネットワーク仮想化技術も⽤いており、
以下に実験環境を⽰す。 
 
 
図 30. 試験⽤実験環境[27] 
またスループット予測⼿法、及びバッファ占有率を⽤ いた適応レート制御により QoE 向
上を⽬的とした論⽂である[28]では、1 台の PC の中にサーバーとクライアントの両⽅ を建
てて、エミュレーション環境を構築している。 実験中のスループットに関しては、指定さ
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れたス ループットトレースを複製する事によって、いろいろな⼿法で同じスループット推
移を実現している。 
 
 
図 31. スループットトレースに基づいたエミュレーション環境の実装[28] 
またこちらの論⽂では、QoE メトリックは以下 の物を採⽤している。 𝑄𝑜𝐸 = T𝑞(𝑅e)feWG − 𝜇𝑇hijk4 − 𝜇8𝑇KeK6 − T|𝑞(𝑅emG) − 𝑞(𝑅e)|fQGeWG  
ここにおいて、 は再⽣中断時間、 は初期 遅延、 はビットレートとユーザが感じる品質 
の関係を表している。最終項は画質変動に関する QoE の低下を表している。今回、 とし 
ている。 実験について、まずスループット予測⼿法別に ferry, bus, tram の 3 つのスループ
ットトレースを ⽤いてエミュレーション実験を⾏っている。 LSTM を含め 9 種類の予測⼿
法で QoE スコアを ⽐較した所、ferry と bus では LSTM の QoE スコ アが⼀番⾼く、tram で
も EWMA についで⼆番⽬ に⾼い結果となっている。 
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図 32. 実験結果：Ferry トレース[28] 
 
図 33.実験結果：bus トレース[28] 
 
図 34. 実験結果：tram トレース[28] 
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ただし、実験中のクライアントのバッファ占有率 が他の⼿法と⽐較してもかなり⾼いと
いう結果が 出ており、バッファ占有率が⾼い時はより⾼いビ ットレートを取った⽅が QoE 
向上に繋がるとし て、新たな⼿法である DMM‐A 及び DMM を考 案している。 
 
図 35. Tram トレースにおける再⽣バッファ占有量の時間推移[28] 
DMM ‐ A 及 び DMM で は 、 横 軸 に Buffer Occupancy, 縦軸に∆𝑇opを取っている。∆𝑇op
は予 測スループットより⾼いビットレートのセグメン トを取得するときに追加で必要なダ
ウンロード時 間を意味しており、以下の式で定義される。 ∆𝑇op = qr𝑅KesmG𝐶this u − 1v ∗ 𝑇8ix 
ここにおいて、𝐶thisは LSTM を⽤いて予測したス ループット値、𝑅KesmG =はレートベー
スで本来選ぶべきものより⼀段階⾼いビットレート、𝑇8ixは 1 セグメント当たりの⻑さを
表している。 バッファ占有率が⾼く追加ダウンロード時間が少 ない場合、DMM において
は本来より⾼いビット レートを選択する事により QoE を⾼める。また再 バッファリング
を防⽌する為に、DMM ではスループット予測値が⾼くてもバッファ占有率が低い 場合は
本来選ぶべきものよりも低いビットレート を選ぶ。 
 
図 36. ビットレートの積極的選択領域と消極的選択領域を両⽅⽤意した Decision map 
method(DMM)の概要図[28] 
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DMM と LSTM やほかの⼿法とを 3 つのスループットトレースにおいて⽐較、評価実験
を⾏ったと ころ、tram と bus では QoE スコアが⾼く、ferry でも BB(Buffer Base)についで
⼆番⽬に⾼い QoE スコアを記録した。また BB においては、平均ビットレートが著しく低
い値を取っており、DMM の⽅が⾼いビットレートを記録している。 
 
図 37. 実験結果：tram トレース [28] 
 
図 38. 実験結果：bus トレース[28] 
 
図 39. 実験結果：ferry トレース[28] 
2.3. Pensieve 
機械学習を⽤いた適応レート制御アルゴリズム及びそれを実装した配信⽅法。 
強化学習（RL）を使⽤して ABR アルゴリズムを ⽣成するシステム、Pensieve を提案し
ている論⽂である[29]において、詳細が記されている。クライアントビデオプレーヤーに
よって収集された観測に基づいて、将来のビデオチャンクのビッ トレートを選択するニュ
ーラルネットワークモデ ルをトレーニングする仕組みである。ネットワー ク条件を考慮し
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つつ、ベースとなる QoE メトリッ クを最⼤化するような適応レート制御を可能にする強化
学習を⽤いた ABR メソッドである。 各時間ステップ t において状態 s(t)を観測し、⾏動 を
選択した後にその⾏動に対する報酬 r(t)を渡す。 累積した報酬を最⼤化する事により、効
率的な適 応レート制御を実現する仕組みとなっている。 状態、⾏動、報酬に関して、  
状態 s(t)：再⽣バッファ占有率、過去のビットレート決定、ネットワークスループット  
⾏動 a(t)：選択するセグメントのビットレート  
報酬 r(t)：選択したセグメントによって得られる QoE  
報酬は、最適化する特定の QoE メトリックに従って、各チャンクのパフォーマンスを反映
するよう に設計されている。 Github 上で実装されており[30]、FCC[31] が提供するブロー
ドバンドデータセットと 3G / HSDPA モ バイルノルウェーで収集されたデータセット[32] 
を組み合わせて作成されたスループットトレース 等も公開されている。 
本論⽂において、提案した ABR ⼿法(以下 RL とする)をバッファベース(BB), レートベー
ス(RB), BOLA, MPC, robustMPC といった他⼿法と⽐ 較・評価を⾏っている。 本論⽂で⽤い
ている QoE メトリックについて、ま ず以下の式を定義している。 𝑄𝑜𝐸 = T𝑞(𝑅e)feWG − 𝜇T𝑇efeWG − T|𝑞(𝑅emG) − 𝑞(𝑅e)|fQGeWG  
上式において、N はチャンク、Rn は n 番⽬に選 択したチャンクのビットレート、q(Rn)
はビットレ ートをユーザが近くする QoE にマッピングして いる。Tn はリバッファリング
時間を表し、最後の 項はビットレート変動を考慮したペナルティを⽰ している。q(Rn)に
ついては、三つほど提案してお り、  
(1) QoElin : q(Rn) = Rn  
(2) QoElog : q(Rn) = log(R/Rmin)  
(3) QoEhd : ⾼解像度に⾼い報酬を、低解像度に 低い報酬を渡す⽅式  
各 QoE メトリックの詳細を以下に⽰す。 
 
図 40. QoE メトリックに関する説明[29] 
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2.4. QoE モデル 
ユーザから⾒た映像品質である QoE(Quality of Experience)を算出する過程で、QoS(Quality 
of Service)情報を⼊⼒することによって MOS 値を算出する QoE モデルが存在する。映像コ
ンテンツの品質は，映像の解像度，⾳声ビットレートや映像ビットレート，再⽣バッファ
の不⾜により⽣じる再⽣中断等の影響を受ける．これらの要素からユーザ視聴時に感じる
主観品質を推定する QoE モデルが多く提案されている．映像品質に注⽬すると，例えば，
[33]では，選択された DASH セグメントの画質，画質変動回数，また，受信バッファ量に
関連する再⽣中断時間，回数，さらに，スタートアップ時間を利⽤している． 
 
図 41. DASH 映像におけるユーザから⾒た映像品質に影響する要因[33] 
また，[34]では，[33]と同様に，画質，画質変動回数，再⽣中断時間，再⽣中断回数に加え，
新たに，映像セグメントの解像度や再⽣中断間隔も考慮している．本稿では、この[34]で
提案されている QoE モデルを活⽤して，QoE メトリックである MOS(Mean Opinion Score)を
推定することとする． 
 
図 42. QoE モデル：イメージ 
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図 43. ITU-T SG12 によって提案された PNATS モデルの概要図[34] 
2.5. Mininet[35] 
Mininet[35]とは、1 台の PC の中に仮想的なネットワークを構築することができるネット
ワークエミュレータである。創造したエミュレータ環境において、複数のホスト、スイッ
チ、ルーターを組み合わせることが可能であり、またネットワークに関する遅延やリンク
の帯域幅を細かく設定することが可能である。作成したエミュレーション環境において、
仮想ホスト上でプログラムを実⾏することが可能であり、1 台の PC の中でネットワーク環
境を作り、仮想的な通信実験を⾏うことが可能である。github[36]にコードが⽤意されてい
る為、本稿 3 章ではそちらを⽤いた。Mininet において、ネットワークエミュレーション環
境を作成する際、Mininet 上のコマンドで⾏う場合、及び python スクリプトで作成する場合
の⼆つのパターンが存在する。より複雑なトポロジーを作成する場合、基本的には python
スクリプトを⽤いて予め基本となるネットワーク環境を作成する。 
 
図 44. Mininet のイメージ[35] 
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図 45. Mininet スクリプト[35] 
上のスクリプトのクラスにおいて、まずスイッチを⼆つ、ホストを⼆つ作成している。つ
まりユーザ数 2 名をスイッチ⼆つで繋いだ形のトポロジーとなっている。addHost でホスト
（クライアント：PC ⼀台と同じ役割）を追加し、addSwitch でスイッチを作成する。
addLink で作成したホストやスイッチをつないでネットワークを組むことができる。 
Mininet はエミュレーターという性質上、ネットワーク仮想化技術と相性が良く、
SDN(Software Defined Network)環境を構築する上で主にネットワークトポロジーを作成する
⽬的で使われる。ネットワークトポロジーの組み換えが容易であり、またエラーが起きた
場合でも環境を終了して python スクリプトを修正することにより対応できるため、実環境
で⾏う前に⽤いられる事が多い。 
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第3章 バッファ占有量を考慮した ABR ⼿法の提案 
 
3.1. 概要 
近年、映像配信に伴うデータトラフィックの増加が懸念されている。2017 年時点でビデ
オトラフィックがモバイルデータトラフィックの 59%を占めており、2022 年には 79%まで
に増加する⾒込みである。また映像品質⾃体も 4K・8K と⾼品質化しており、効率的な映
像配信が求められる。そこで本項では、適応レート制御⼿法の⼀つである Buffer-based の
アルゴリズムを提案することにより、映像配信中の複数ユーザの QoS・QoE を向上させる
ことを⽬的として提案アルゴリズムの特製評価を⾏なった。 
3.2. 提案システム 
3.2.1. 概要 
図 1 に提案したアルゴリズムの概要を⽰す。本アルゴリズムでは、横軸に再⽣バッファ
占有率、縦軸にビットレートを取り、再⽣バッファ占有率とビットレートの線形関数のグ
ラフを作成する。このグラフを Rate-map と呼ぶ。基本的には、再⽣バッファ占有率が⾼く
なるほど⾼いビットレートを選択する仕組みとなっている。以下に、BBA-0 の Rate-map を
⽰す。 
 
図 46. Rate-map:BBA-0 
この Rate-map において、再⽣バッファ量が 0〜少量の時は、再⽣中断が起きないように
最低ビットレートを選択している。また再⽣バッファ量は有限なので、溢れてしまわない
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ように最⼤バッファ量の 90%で最⾼ビットレートを選択するように Rate-map を調整してい
る。⽤意されているビットレートは離散的なので、Rate-map で⽰されているビットレート
を超えない最⼤ビットレートを選択するようになっている。BBA-0 では再⽣バッファ量が
少ない時に保守的なビットレートを選択しているので、この部分がユーザの QoS・QoE に
響いてしまう。そのため、BBA-0 を改良した Dynamic-BBA アルゴリズムを本項で提案・評
価する。 
3.2.2. 提案システムのユースケースおよび実装 
Dynamic-BBA アルゴリズムの Rate-map を以下に⽰す。再⽣バッファ占有率が 0~少量の
時のビットレート選択において、BBA-0 とは異なり Startup の状態においては Rate-based と
同じ処理を⾏う。序盤だけ帯域幅ベースの適応レート制御を⾏うことで、最初の低ビット
レート選択による QoS・QoE 低下を防ぐ。また 5 セグメントごとに Rate-map を作成→変化
する帯域状況にも柔軟に対応し、QoS・QoE を維持する。 
 
図 47. Rate-map:Dynamic BBA 
この Dynamic-BBA アルゴリズムにおいて、5 セグメント取得するごとにスループット平均
値を算出し、その値から Rate-map を常に更新し続ける。Rate-map を更新することによって、
⼤幅な帯域変動が起きた場合でも再⽣中断が起きないように、また QoS・QoE を維持する
ためという⽬的がある。 
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図 48. Dynamic BBA Algorithm 
3.3. 提案システムの性能評価 
3.3.1. 実験環境 
本項では、まず実験環境を図 1 に⽰す。 
 
図 49. 実験環境 
実験環境としては、ネットワークエミュレータである Mininet でエミュレーション環境を構
築した。Server 側に DASH コンテンツを配信するための情報が記述されている MPD ファイ
ルを模倣した CSV ファイルを設置することによって DASH エミュレーション環境を作成し
た。また同じくサーバ側に DASH コンテンツのセグメントファイルを設置し、クライアン
トへ配信する。この際、クライアントはサーバ側に設置された MPD ファイル、及び各適応
レート制御(ABR)アルゴリズムに沿ってセグメントファイルを取得していく。 
本実験において、ユーザ数は 5 ⼈、配信時間は 180 秒で⾏なった。また、実験回数は 3 回
として⾏い、書くユーザの発⽣は指数分布に従うものとする。以下、本実験における実験
シナリオを表す表を⽰す。 
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図 50. シナリオ 
また、本実験で⽤いたビットレートと解像度の組み合わせ（レプリゼンテーション）を以
下の図に⽰す。 
 
図 51. レプリゼンテーション 
3.3.2. 評価結果 
まず、各シナリオの各ユーザのスタートアップ遅延を表す図を以下に⽰す。 
縦軸はスタートアップ遅延時間、横軸は各ユーザ、⻘が Rate-based, ⾚が BBA-0, 緑が提案
⼿法である Dynamic-BBA となっている。Rate-based と Dynamic-BBA は⼤差がなく、BBA-0
ではユーザ毎にばらつきが出る結果となった。 
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図 52. スタートアップ遅延 
次に、各シナリオのユーザ毎の平均ビットレート⽐較を⾏った。Dynamic-BBA アルゴリズ
ムが⼀番⾼い値をとることとなった。これは、Dynamic-BBA アルゴリズムが積極的なビッ
トレート選択を⾏うことが理由だと考えられる。 
 
図 53. 平均ビットレート 
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次に、各シナリオの各ユーザ毎に画質変動回数の⽐較を⾏った。再⽣バッファ量によっ
て選択ビットレートを変化させるというアルゴリズムの構造上、BBA-0 と Dynamic-BBA で
はRate-basedよりも画質変動回数が増える結果となった。ユーザ2を除いて、Dynamic-BBA
では BBA-0 よりも画質変動回数を抑える事ができた。画質変動回数の⽐較の結果としては、
Rate-based が⼀番低い、つまり⼀番良い結果となっている。これは、Rate-based アルゴリズ
ムがスループットを基準にしてビットレートを選んでおり、また本実験においては帯域幅
は固定されている、つまり変動しないパラメータとなっていることが原因に挙げられる。 
 
図 54. 画質変動回数 
最後に、ユーザから⾒た映像品質である QoE を表す MOS を⽐較した図を以下に⽰す。
QoE モデルは⼭岸モデル[1]を⽤いた。平均ビットレートが他の 2 つのアルゴリズムより⾼
く、画質変動回数もやや抑えられている Dynamic-BBA が他⼆つの⼿法よりも⾼い MOS を
獲得する結果となった。Dynamic-BBA と Rate-based アルゴリズムの MOS 値の定量的な⽐
較結果としては、最⼤で 0.3 ほどの MOS 値の改善が⾒られた。またユーザ毎に MOS 値の
偏りが⽐較的少ない結果となっており、どのユーザを⾒ても Dynamic-BBA アルゴリズムの
MOS 値が⼀番⾼いという結果になり、ユーザ間における MOS 値の格差が⽐較的少ないと
いう結果になり、QoE の公平性も保たれるという結果を得ることができた。 
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図 55. MOS 
3.4. まとめ 
本章では、本発表では、Dynamic-BBA という適応制御アルゴリズムを考案し、このアル
ゴリズムに従った DASH 配信時の QoS・QoE 特性評価を⾏った。Dynamic-BBA は、他⼆つ
のアルゴリズムと⽐較して⾼い MOS を獲得する事ができた。この Dynamic-BBA アルゴリ
ズムの提案において、再⽣バッファ占有率を基準にビットレート選択を決定する⽅式をと
ることによって、Rate-based とは違った適応レート制御を⾏い、QoS・QoE の向上を確認す
ることができた。 
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第4章 強化学習を⽤いた QoE ドリブンな適応型ビ
デオストリーミングの性能改善 
 
4.1. 概要 
近年、映像配信に伴うデータトラフィックの増加が懸念されている。2017 年時点でビデ
オトラフィックがモバイルデータトラフィックの 59%を占めており、2022 年には 79%まで
に増加する⾒込みである。また映像品質⾃体も 4K・8K と⾼品質化しており、効率的な映
像配信が求められる。そこで本項では、適応レート制御⼿法の⼀つである Buffer-based の
アルゴリズムを提案することにより、映像配信中の複数ユーザの QoS・QoE を向上させる
ことを⽬的として提案アルゴリズムの特製評価を⾏なった。 
4.2. 強化学習を⽤いた ABR ⼿法の性能評価 
4.2.1. 実験環境 
以 下 、 実 験 環 境 を ⽰ す 。 ⽤ い た ア ル ゴ リ ズ ム は BB(Buffer-based) 、 MPC 、
RL(Reinforcement Learning, Pensieve)を⽤いている。実験環境としては、⼀台の PC の中で数
値シミュレーションという形で⾏なっている。ユーザ数は⼀台、スループットの流れを記
録したスループットトレースという物を⽤いて、帯域幅が変動している状況下で各適応レ
ート制御アルゴリズムの中で QoS・QoE 特性評価を⾏なった。 
 
図 56. 実験環境 
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4.2.2. QoE モデルを⽤いた強化学習によるモデルの訓練 
今回⽤いる適応レート制御アルゴリズムの⼀つである RL(Reinforcement Learning)を使うに
あたって、まずモデルのトレーニングを⾏なった。まず Pensiece で⽤意されている QoE モ
デルを以下に⽰す。 QoE = 	Tq(R~)~WG − µTT~~WG − T|q(R~mG) − q(R~)|QG~WG 				(1) 
上式において、N はチャンク、Rn は n 番⽬に選択したチャンクのビットレート、q(Rn)は
ビットレートをユーザが近くする QoE にマッピングしている。Tn はリバッファリング時
間を表し、最後の項はビットレート変動を考慮したペナルティを⽰している。q(Rn)につい
ては、三つほど提案しており、 
(1) QoElin : q(Rn) = Rn 
(2) QoElog : q(Rn) = log(R/Rmin) 
(3) QoEhd : ⾼解像度に⾼い報酬を、低解像度に低い報酬を渡す⽅式 
各 QoE メトリックの詳細を以下に⽰す。 
 
図 57. Detail of QoE metric 
 
Pensieve の RL においては、デフォルトでは QoElin を採⽤している。 
報酬を渡す過程においてこの QoE モデルを 1 セグメントあたりの式に直しているのだが、
t 個⽬のチャンクを取得した時の QoE の値を報酬として渡しているのだが、その時の
QoE(t)を以下に⽰す。 QoE(𝑡) = 	q(𝑅6) − µ𝑇6 − |𝑞(𝑅6) − 𝑞(𝑅6QG)|				(2) 
次に、⼭岸さんが提供している QoE モデルについて説明する。 
まず、映像品質を決定する VQ(t), 及び VQ(t)に必要な式を以下に記述する。 𝜏(𝑡)＝ 𝑣X ∗ 𝑣𝑟𝑠(𝑡) + 𝑣1 − 𝑒𝑥𝑝−𝑣\ ∗ 𝑣𝑟𝑠(𝑡)	 𝑉𝑄&'(𝑡) = 𝑀𝑎𝑥 1,𝑀𝑖𝑛 +5,1 + 4 ∗ 𝑣S ∗ 𝑣𝑟𝑠(𝑡)𝑣L + 𝑣𝑟𝑠(𝑡):	
𝑉𝑄(𝑡) = 𝑉𝑄&'(𝑡) + 1 − 𝑉𝑄&'(𝑡)1 + 𝑣𝑏𝑟(𝑡) 𝜏(𝑡)  					(3) 
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ここにおいて、𝑣G~𝑣は定数、𝑣𝑟𝑠(𝑡), 𝑣𝑏𝑟(𝑡)はそれぞれ t 個⽬のチャンクの映像解像度、ビ
ットレートを表している。 
次に⾳声品質を決定する AQ(t)を以下に記す。 𝐴𝑄(𝑡) = 𝑀𝑎𝑥 1,𝑀𝑖𝑛 5, 𝑎G + 1 − 𝑎G1 + (𝑎𝑏𝑟(𝑡) 𝑎L⁄ )' (4) 
ここにおいて、𝑎G~𝑎Sは定数、𝑎𝑏𝑟(𝑡)は t 個⽬のチャンクの⾳声ビットレートを表してい
る。 
次に t 個⽬のチャンクにおける映像と⾳声の総合的な品質を表す AVQ(t)を記す。 𝐴𝑉𝑄(𝑡) = 𝑀𝑎𝑥1,𝑀𝑖𝑛{5, 𝑎𝑣G + 𝑎𝑣L ∗ 𝐴𝑄(𝑡) + 𝑎𝑣S ∗ 𝑉𝑄(𝑡) + 𝑎𝑣X ∗ 𝐴𝑄(𝑡) ∗ 𝑉𝑄(𝑡)}														(5) 
ここにおいて、𝑎𝑣G~𝑎𝑣Xは定数である。 
また映像全体の品質を表す AVCQ を、今までの変数を⽤いて決定する。 𝑢(𝑡) = 𝑡𝑇	𝑤G(𝑡) = 𝑡G + 𝑡L ∗ 𝑒𝑥𝑝(𝑢(𝑡) 𝑡S⁄ )	𝑤L(𝑡) = 𝑡X − 𝑡\ ∗ 𝐴𝑉𝑄(𝑡)	𝐴𝑉𝐶𝑄 = ∑ 𝑤G(𝑡) ∗ 𝑤L(𝑡) ∗ 𝐴𝑉𝑄(𝑡)V6WG∑ 𝑤G(𝑡) ∗ 𝑤L(𝑡)V6WG 			(6) 
ここにおいて、𝑡G~𝑡\は定数、T はコンテンツ⻑を表している。 
最後に AVCQ から再⽣中断の影響を差し引いて算出される MSQ(MOS 値)について以下に
記す。 𝑆 = 𝑒𝑥𝑝 − 𝑁𝑠G  ∗ 𝑒𝑥𝑝r−𝐿 𝑇⁄𝑠L u ∗ 𝑒𝑥𝑝 r−𝐴 𝑇⁄𝑠S u	𝑀𝑆𝑄 = 1 + (𝐴𝑉𝐶𝑄 − 1) ∗ 𝑆																	(7) 
ここにおいて、𝑠G~𝑠Sは定数、N、L、A はそれぞれ再⽣中断回数、再⽣中断時間、再⽣中
断間隔を表している。 
今回、Pensieve の QoE 式(2)の𝑞(𝑅6)に⼭岸さんのモデルの映像品質を表す(3)式の VQ(t)を代
⼊することにより、⼭岸さんの QoE モデルを取り⼊れることを考えた。つまり、 QoE(𝑡) = 	VQ(𝑡) − µ𝑇6 − |𝑉𝑄(𝑡) − 𝑉𝑄(𝑡 − 1)|				(8) 
として、t 個⽬のチャンクを取得した時の QoE の値を報酬として渡すことを考えた。 
訓練データを⽤いて(8)のモデルをエポック数 40600 ほど訓練させた後に、5 つのスルー
プットトレースにおいてこのモデルのテスト(数値シミュレーション)を⾏なった。 
4.2.3. 評価シナリオ 
評 価 シ ナ リ オ を 以 下 に ⽰ す 。 本 章 で は ス ル ー プ ッ ト ト レ ー ス は Norway_bus_16, 
Norway_train_7, Norway_train_2 の三つのトレースを⽤いた。各スループットトレースの特
徴は帯域幅の差によって選択している。Norway_bus_16 トレースが帯域に余裕のあるスル
ー プ ッ ト ト レ ー ス 、 Norway_train_7 ト レ ー ス は 三 つ の 中 で 中 間 の 帯 域 幅 、 そ し て
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Norway_train_2 トレースが帯域幅に余裕がないトレースとなっている。それぞれのトレー
スに対して、BB, MPC, RL の 3 つのアルゴリズムで QoS・QoE 特性評価を⾏なった。 
 
図 58.  実験シナリオ 
各スループットトレースの時間と帯域の関係を以下に⽰す。 
 
図 59. 各スループットトレースの帯域の時間推移 
また、以下に本実験で⽤いたレプリゼンテーションの図を⽰す。 
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図 60. レプリゼンテーション 
4.2.4. 評価結果 
まず、Norway_bus_16トレースを⽤いた時の実験結果を以下に⽰す。Norway_bus_16トレ
ースにおいて、帯域幅は 3.5Mbps~4.5Mbps の間に収まっている。そのため⽤意されている
ビットレートの最⾼値が 4.3Mbps であることを考えると、⼗分に帯域幅に余裕がある。ま
ず各アルゴリズムの報酬値に関して、強化学習を⽤いた RL アルゴリズムが⼀番低いとい
う結果となった。平均ビットレートが三つのアルゴリズムの中で最も低く、また画質変動
回数も三つのアルゴリズムの中で⼀番多い。QoE 計算式において、画質変動によるペナル
ティが響いている結果だと⾔える。また RL アルゴリズムのビットレート選択が控えめに
なってしまった原因に関しては、⾼帯域の学習が⼗分でなかった為だと考えている。この
トレースで、MPC アルゴリズムが最良の結果を得ることとなった。 
 
図 61. Reward 
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図 62. Average Bitrate 
 
図 63. Change Bitrate 
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図 64. Bitrate_norway_bus_16 
 
図 65. Buffer_norway_bus_16 
次に、Norway_train_7 とレースの結果を以下に⽰す。本トレースにおいて、RL が⼀番⾼い
報酬値を獲得する結果となった。平均ビットレートは BB(Buffer-based)が⼀番⾼い結果と
なったが、BB は画質変動回数も三つのアルゴリズムの中で⼀番⾼い為、結果として QoE
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報酬値が⼀番低い結果となった。MPC アルゴリズムは RL にはわずかに劣るもの、安定し
た報酬値を獲得している。 
 
図 66. Reward 
 
図 67. Average Bitrate 
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図 68. Change Bitrate 
 
図 69. Bitrate_norway_train_7 
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図 70. Buffer_norway_train_7 
最後に、Norway_train_2 トレースを⽰す。こちらのスループットトレースでは、帯域幅が
0.25Mbps~1.0Mbps とかなり帯域幅に余裕がないスループットトレースとなっている。こち
らのスループットトレースにおいて、QoE 報酬値の⽐較を⾏なった結果 RL が⼀番⾼い報
酬値を得る結果となった。RL の平均ビットレートは三つのアルゴリズムの中で⼀番低い
ものとなったが、画質変動回数は三つのアルゴリズムの中で⼀番低いと最良の結果となっ
た結果、QoE 報酬値が⼀番良くなるという結果が得られた。これは QoE 評価式において、
画質変動回数によるペナルティの⼤きさを物語っている。 
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図 71. Reward 
報酬値⽐較において、yamagishi_qoe_metric では yamagishi_trained_rl の⽅が mpc アルゴリズ
ムよりわずかに⾼い値を取って最⾼の報酬値を獲得しているが、default_qoe_metric におい
ては mpc アルゴリズムがわずかに⾼い報酬値を記録するという結果となった。とはいえ、
各アルゴリズム間の⼤まかな報酬値の⽐較という点においては、Buffer-based アルゴリズム
が他⼆つのアルゴリズムより⼤きく劣り、mpc と yamagishi_trained_rl がほぼ拮抗している
という結果に落ち着いた。帯域幅が⾮常に狭い Norway_train_2 トレースにおいては、
Buffer-based アルゴリズムは画質変動回数も多くなってしまい、報酬値が凹む結果になった
と考えられる。 
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図 72. Average Bitrate 
 
図 73. Change Bitrate 
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図 74. Bitrate_norway_train_2 
 
図 75. Buffer_norway_train_2 
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4.3. まとめ 
本章では、Pensieve を⽤いた強化学習モデルによる適応レート制御アルゴリズムの特性
評価を⾏なった。Buffer-based アルゴリズム、また MPC アルゴリズムといった他の適応レ
ート制御アルゴリズムと⽐較することにより、映像配信中に得られる QoS・QoE の向上を
⽬的として⾏なった本実験ではあるが、Norway_bus_16 トレースにおいては⾼帯域の学習
不⾜、また訓練モデルのパラメータの問題で控えめなレート選択になったと考えている。
他⼆つのスループットトレースに関しては他と⽐較しても⼀番⾼い報酬値・QoS を獲得し
ていたので、強化学習による適応レート制御⼿法に⼀定の効果があることを確認した。本
研究の今後の課題については、訓練モデルの QoE 式の複雑化、またパラメータの調整を⾏
うことにより⾼帯域における適応レート制御精度の向上、またより広い帯域帯に対して
QoE 報酬値のさらなる向上・安定化が必要であると考えている。 
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第5章 総括 
5.1. まとめ 
本研究では、はじめに、再⽣バッファ占有量を考慮した Buffer-based アルゴリズムの提
案・及び特性評価を⾏なった。この Buffer-based アルゴリズムを本稿では Dynamic-BBA ア
ルゴリズムとした。Dynamic-BBA アルゴリズムにおいて、再⽣バッファ占有量とビットレ
ートの関係性を表した Rate-map を作成し、また定期的に Rate-map を更新することによって
帯域変動にも対応した Buffer-based アルゴリズムを提案した。この Dynamic-BBA アルゴリ
ズムと Rate-based, BBA-0 アルゴリズムを⽐較して QoS・QoE 特性評価を⾏い、それらの向
上を確認した。 
また Pensieve という強化学習を⽤いた適応レート制御アルゴリズムを⽤いて、⼭岸 QoE
モデルを⽤いて適応レート制御モデルを訓練し、他の Buffer-based アルゴリズム及び MPC
アルゴリズムと⽐較して QoS・QoE 特性評価を⾏なった。三つのスループットトレースを
⽤いて評価を⾏なった結果、低・中帯域において訓練した RL アルゴリズムが⼀番⾼い報
酬値を⽰す結果となった。 
5.2. 今後の展望 
今後⽴ち塞がる課題として、本稿で述べた Buffer-based アルゴリズムの⼀つである
Dynamic-BBA アルゴリズム及び Pensieve を利⽤した強化学習による適応レート制御アルゴ
リズムを組み合わせ、強化学習を⽤いて Rate-map を作成する適応レート制御アルゴリズム
の考案が⼀つ⽬的として存在する。また Pensieve 単独の RL アルゴリズムの改善点として
QoE 計算式の複雑化、及びより画質を考慮した QoE 評価式の考案、パラメータの調整等を
⾏うことにより、今後より効率的な映像配信における適応レート制御アルゴリズムの提
案・評価が今後の課題として挙げられる。 
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