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Abstract
We study the properties of variational Bayes
approximations for exponential family mod-
els with missing values. It is shown that the
iterative algorithm for obtaining the varia-
tional Bayesian estimator converges locally
to the true value with probability 1 as the
sample size becomes indefinitely large. More-
over, the variational posterior distribution is
proved to be asymptotically normal.
1 INTRODUCTION
Variational Bayes approximations have recently been
applied to complex models involving incomplete-data
for which computational difficulties arise with the
ideal Bayesian approach. Such models include hid-
den Markov models and mixture models; see for ex-
ample Attias (1999, 2000); Beal (2003); Ghahramani
and Beal (2000); Humphreys and Titterington (2000,
2001); MacKay (1997); Penny and Roberts (2000);
Wang and Titterington (2004b). In these earlier con-
tributions, the approximations were shown empirically
to be convergent and effective. However little has been
done to investigate their theoretical properties, and
the purpose of this paper is to go some way to rectify-
ing this.
Hall, Humphreys and Titterington (2002) initiated a
discussion of these issues and proved that, for certain
Markov models, the parameter estimator obtained by
maximising the variational lower bound function is
asymptotically consistent provided the proportion of
all values that are missing tends to zero. Later we
proved in Wang and Titterington (2003) that it is not
always the case that a fully factorised form of vari-
ational posterior, which includes the factorisation of
the joint probability function for the hidden states,
provides an asymptotically consistent estimator as the
‘sample size’ becomes large. We demonstrated this in
particular in the context of linear state space models,
in which the above sufficient condition obviously does
not hold. On the other hand we showed in Wang and
Titterington (2004a) that variational Bayes estimators
for certain mixture models are asymptotically efficient
for large sample sizes.
In this paper we study the properties of variational
approximation algorithms for more general models,
namely exponential family models with missing val-
ues. Exponential families include cases such as Gaus-
sian, gamma, Poisson, Dirichlet and Wishart distribu-
tions, and exponential family models with missing val-
ues contain many models of practical interest as partic-
ular cases, such as Gaussian mixtures, hidden Markov
models and linear state space models. Beal (2003) and
Ghahramani and Beal (2000) applied the variational
Bayesian method to these models and derived the it-
erative algorithm for learning the approximate poste-
rior distributions of the latent states and the model
parameters. The numerical expriments therein show
empirically that this algorithm is convergent and effi-
cient. In this paper we derive the iterative procedure
for obtaining the variational Bayesian estimator, we
provide analytical proofs of local convergence of the
procedure as the sample size tends to infinity, and we
show that the variational posterior distribution for the
parameters is asymptotically normal.
2 EXPONENTIAL FAMILY
MODELS WITH MISSING
VALUES AND VARIATIONAL
APPROXIMATIONS
We consider the following exponential family models
with missing values. Suppose that Θ is an open subset
of IRm, that P = {Pθ : θ ∈ Θ} is a family of probability
distributions on a measurable space (Ω,F), and that x
and y are sampled from the natural exponential family
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with density
p(x, y|θ) = f(x, y) exp{θ>u(x, y)− ψ(θ)}, (1)
with x taking values in IRd and y in IRp, where θ ∈
Θ is the unknown parameter, and ψ(·) : Θ 7→ IR is
six-times continuously differentiable and has positive
definite Hessian matrix on Θ. The parameter θ has
a conjugate prior to the complete-data likelihood (1),
with density
p(θ|α0, β0) = h(α0, β0) exp{θ>β0 − α0ψ(θ)}, (2)
where h is a normalising constant satisfying
h(α, β)−1 =
∫
Θ
exp{θ>β − αψ(θ)}dθ, (3)
and α0 ∈ IR, β0 ∈ IRm are the hyperparameters of the
prior.
Remark 1. The models of the forms (1) and (2) in-
clude most latent-variable models of practical interest.
A simple example is when x is sampled from a univari-
ate Gaussian distribution with mean θ1 and variance
1 and y = x + w, where w is sampled from another
Gaussian distribution, independent of x, with mean θ2
and variance 1. The joint probability density is
p(x, y|θ1, θ2) = exp{−12(y − x)
2 + θ1x+ θ2(y − x)
− 1
2
(θ21 + θ
2
2)− log(2pi)}.
And the parameters θ1 and θ2 have independent Gaus-
sian prior distributions with the same variance.
Suppose that only y is observable whereas x is la-
tent. We have a data-set consisting of a random sam-
ple of size n, with Y = (y1, y2, . . . , yn) and X =
(x1, x2, . . . , xn). In the Bayesian framework we want
to infer the posteriors over both the parameters and
the hidden states. Unfortunately exact Bayesian in-
ference is generally time-consuming, if not impossible,
especially for large dimensionality m. Therefore ap-
proximation is usually necessary in these cases. In the
variational approach, the true posterior p(X, θ|Y ) is
approximated by the variational distribution q(X, θ),
which factorises as q(X, θ) = qX(X)qθ(θ), and is cho-
sen to maximise the negative free energy∫
q(X, θ) log
p(θ,X, Y )
q(X, θ)
dθdX, (4)
equivalent to minimising the Kullback-Leibler diver-
gence between the exact and approximate distribu-
tions of θ and X, given Y .
The negative free energy (4) can be maximised us-
ing the following iterative procedure (Beal (2003);
Ghahramani and Beal (2000)). In turn, the following
two stages are performed.
(i) Optimise qθ(θ) for fixed {qxi(xi), i = 1, . . . , n}, de-
fined in (ii) below. This step results in
qθ(θ) = h(α, β) exp{θ>β − αψ(θ)}, (5)
where α and β are the hyperparameters of the varia-
tional posterior and are updated by
α = n+ α0, β =
n∑
i=1
ri + β0, and ri = 〈u(xi, yi)〉xi .
(6)
Here 〈·〉xi denotes the expectation under qxi(xi).
(ii) Optimise qX(X) for fixed qθ(θ). This leads to the
factorised form qX(X) =
∏n
i=1 qxi(xi), where
qxi(xi) = f(xi, yi)g(θ, yi)
exp{〈θ〉>θ u(xi, yi)− ψ(〈θ〉θ)}, (7)
in which g(θ, yi) is a normalising constant satisfying
g(θ, yi)−1 =
∫
f(xi, yi)
exp{〈θ〉>θ u(xi, yi)− ψ(〈θ〉θ)}dxi, (8)
and 〈·〉θ denotes the expectation under qθ(θ).
3 THE ITERATIVE ALGORITHM
AND ITS CONVERGENCE
We define the variational Bayesian estimator θˆ of the
parameter θ as
θˆ =
∫
Θ
θqpos(θ)dθ,
where qpos is the variational posterior density of θ,
given by the limiting form of qθ(θ) that results from the
above iterative procedure. For the exponential family
distribution (5) the corresponding variational Bayesian
estimator is
θˆ =
∫
Θ
θqθ(θ)dθ = −Dβh(α, β)
h(α, β)
.
(Throughout the paper, DΨ and D2Ψ denote the gra-
dient and the Hessian of Ψ. When ambiguity exists,
the specific variable of differentiation appears as a sub-
script of the symbol D and D2.)
Thus, the procedure in the previous section can be
used to derive the following algorithm for obtaining
the variational Bayesian estimate of θ: starting with
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some initial value θ(0), successive iterates are defined
inductively by
θ(k+1) , Φn(θ(k)) = −Dβh(α, β)
h(α, β)
, (9)
where α and β are given as in (6), and
qxi(xi) = f(xi, yi)g(θ
(k), yi)
exp{(θ(k))>u(xi, yi)− ψ(θ(k))},
g(θ(k), yi)−1 =
∫
f(xi, yi)
exp{(θ(k))>u(xi, yi)− ψ(θ(k))}dxi.
It is of interest to investigate the questions of whether
or not the algorithm (9) is convergent and, if so, what
properties are possessed by the limiting value. The
following theorem gives a partial answer.
Theorem 1. With probability 1 as n approaches in-
finity, the iterative procedure (9) converges locally to
the true value θ∗, i.e. (9) converges to θ∗ whenever
the starting value is sufficiently near to θ∗.
Proof. Define the norm of θ ∈ IRm as ‖θ‖ , (θ>θ)1/2
and the norm of the real m ×m matrix A as ‖A‖ ,
sup‖θ‖=1 ‖Aθ‖.
We first prove that, with probability 1 as n approaches
infinity, the operator Φn is locally contractive; that is,
there exists a number λ, 0 ≤ λ < 1, such that
‖Φn(θ¯)− Φn(θ∗)‖ ≤ λ‖θ¯ − θ∗‖, (10)
whenever θ¯ lies sufficiently near θ∗.
Since θ¯ is near θ∗ we can write
Φn(θ¯)− Φn(θ∗) = DΦn(θ∗)(θ¯ − θ∗) +O(‖θ¯ − θ∗‖2),
where DΦn(θ∗) denotes the gradient of Φn(θ) evalu-
ated at θ∗. It follows that
‖Φn(θ¯)− Φn(θ∗)‖ ≤‖DΦn(θ∗)‖ · ‖θ¯ − θ∗‖
= sup
‖θ‖=1
|θ>DΦn(θ∗)θ| · ‖θ¯ − θ∗‖.
Consequently, it is sufficient to show that DΦn(θ∗)
converges with probability 1 to a matrix which has
norm less than 1.
Write β and ri as β(θ) and ri(θ) to indicate explicitly
their dependence on θ. From (9) one has
DΦn(θ∗)
=
Dβh(α, β)D>β h(α, β)− h(α, β)D2βh(α, β)
h2(α, β)
Dβ(θ∗).
Here h and its derivatives are evaluated at θ∗.
For convenience we write h(α, β)−1 evaluated at θ∗ as
h˜(α, β), from which
Dβh˜(α, β) =
∫
Θ
exp{θ>β − αψ(θ)}θdθ,
D2βh˜(α, β) =
∫
Θ
exp{θ>β − αψ(θ)}θθ>dθ.
Let b(·) : IRm 7→ IR be a four-times continuously dif-
ferentiable function of θ and write
an(θ) = (1 +
α0
n
)ψ(θ)− θ>( 1
n
n∑
i=1
ri +
β0
n
), (11)
hb =
∫
Θ
b(θ) exp{−nan(θ)}dθ. (12)
Since ψ(θ) is continuously differentiable and has posi-
tive definite Hessian matrix, it is obvious that an(θ) is
also continuously differentiable and strictly convex in
θ. Thus, if we let θˆn solve the equation
Dψ(θ) = (
1
n
n∑
i=1
ri +
β0
n
)
/
(1 +
α0
n
), (13)
θˆn is also the unique global minimiser of an(θ) on Θ.
It is obvious that D2an converges to D2ψ with proba-
bility 1 as n→∞. By Lemma 1 in Appendix B, letting
b(θ) be 1, θi and θiθj (i, j = 1, . . . ,m) correspondingly
in (23) and after a straightforward calculation, we ob-
tain that, as n tends to infinity, with probability 1,
nD2,ijβ h˜(α, β)h˜(α, β)− nDiβh˜(α, β)Djβh˜(α, β)
h˜2(α, β)
→ 1
2
σij∞ =
1
2
[D2ψ(θ)]−1ij . (14)
In Appendix A we prove that, as n→∞,
1
n
Dβ(θ∗)→ D2ψ(θ∗)− IEyi
{
IExi [φ]IExi [φ
>]
}
, a.s.,
where ’a.s.’ means ’almost surely’ and φ is defined as
φ = u(xi, yi)−Dψ(θ∗). (15)
Therefore, combining (14) with the last limiting result
we obtain that, with probability 1,
DΦn(θ∗)
→1
2
[D2ψ(θ∗)]−1
[
D2ψ(θ∗)− IEyi
{
IExi [φ]IExi [φ
>]
}]
=
1
2
Im − 12 [D
2ψ(θ∗)]−1IEyi
{
IExi [φ]IExi [φ
>]
}
,
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where Im denotes the m×m identity matrix.
Since D2ψ(θ∗) is positive definite and symmetric and
obviously IEyi
{
IExi [φ]IExi [φ
>]
}
is positive semidefinite
and symmetric, DΦn(θ∗) ≤ 12Im as n tends to infinity;
that is, DΦn(θ∗)− 12Im is negative semidefinite.
Next we show that
[D2ψ(θ∗)]−1IEyi
{
IExi [φ]IExi [φ
>]
} ≤ Im.
Since D2ψ(θ∗) is positive definite and symmetric, it is
sufficient to prove that
θ>IEyi
{
IExi [φ]IExi [φ
>]
}
θ ≤ θ>D2ψ(θ∗)θ, (16)
for any θ ∈ IRm.
In fact, we have
θ>IEyi
{
IExi [φ]IExi [φ
>]
}
θ
=IEyi
{ m∑
j,k=1
θjθkIExi [φj ]IExi [φk]
}
=IEyi
{ m∑
j,k=1
θjθkIExi [φjφk]
−
m∑
j,k=1
θjθkIExi
[
(φj − IExi [φj ])(φk − IExi [φk])
]}
=IEyi
{ m∑
j,k=1
θjθkIExi [φjφk]
− θ>IExi
[
(φ− IExi [φ])(φ− IExi [φ])>
]
θ
}
≤
m∑
j,k=1
θjθkIEyi
{
IExi [φjφk]
}
=θ>D2ψ(θ∗)θ,
where the last equality is a consequence of (22).
Therefore, we obtain 0 ≤ DΦn(θ∗) ≤ 12Im, and conse-
quently the inequality (10) holds with λ = 1/2. More-
over, if we use Laplace’s approximation (23) it is easy
to deduce that Φn(θ∗) = −Dβh(α, β)/h(α, β) → θ∗
with probability 1 as n tends to infinity.
Therefore, since the starting value is sufficiently near
to θ∗ we have
‖θ(k+1) − θ∗‖
≤‖Φn(θ(k))− Φn(θ∗)‖+ ‖Φn(θ∗)− θ∗‖
≤λ‖θ(k) − θ∗‖+ ‖Φn(θ∗)− θ∗‖,
and therefore the iterative procedure (9) converges lo-
cally to the true value θ∗ with probability 1 as n ap-
proaches infinity .
4 ASYMPTOTIC NORMALITY OF
THE VARIATIONAL POSTERIOR
DISTRIBUTION
There have been a large number of contributions about
the asymptotic normality of posterior distributions as-
sociated with exponential families; see for instance
Walker (1969), Heyde and Johnstone (1979), Chen
(1985) and Bernardo and Smith (1994). Under appro-
priate conditions the (true) posterior density converges
in distribution to a normal density. In this section, we
show that the variational posterior distribution for the
parameter θ obtained by the iterative procedure also
has the property of asymptotic normality. This im-
plies that the variational posterior becomes more and
more concentrated around the true parameter value as
the sample size grows.
Suppose the sample size n is large. We have proved
that the algorithm (9) is convergent, so there exists an
equilibrium point denoted by θ˜n. It follows from (5)
and (7) that, at θ˜n,
α˜n = n+ α0, β˜n =
n∑
i=1
ri + β0, ri = 〈u(xi, yi)〉xi ,
q(xi) = f(xi, yi)g(θ˜n, yi) exp{θ˜>n u(xi, yi)− ψ(θ˜n)}.
Therefore, the variational posterior density of θ at the
equilibrium point is
qn(θ) = h(α˜n, β˜n) exp{θ>β˜n − α˜nψ(θ)}.
Let θˆn maximise θ>β˜n − α˜nψ(θ). Then we have
Dψ(θˆn) = (
1
n
n∑
i=1
ri +
β0
n
)
/
(1 +
α0
n
).
By the same arguments as used in the previous section
and noting that θ˜n → θ∗ with probability 1 by The-
orem 1, we have that 1n
∑n
i=1 ri converges to Dψ(θ
∗)
almost surely. Since Dψ is strictly increasing and con-
tinuous, θˆn → θ∗ with probability 1 as n tends to
infinity.
Define
Ln(θ) , log qn(θ) = log h(α˜n, β˜n) + θ>β˜n − α˜nψ(θ).
Then we have
Σn , −[D2Ln(θˆn)]−1 = [(n+ α0)D2ψ(θˆn)]−1.
Denote by B(θ, ε) the open ball of radius ε centred at
θ. According to Chen (1985), under the assumption of
the consistency of θˆn for θ∗, the posterior density qn
converges in distribution to N (θˆn,Σn) if the following
basic conditions hold.
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(C1) “Steepness”. σ2n → 0 with Pθ∗ -probability 1 as
n→∞, where σ2n is the largest eigenvalue of Σn.
(C2) “Smoothness”. For any ε > 0, there exists an
integer N and δ > 0 such that, for any n > N and
θ ∈ B(θ, δ), D2Ln(θ) exists and satisfies
Im−A(ε) ≤ D2Ln(θ)[D2Ln(θˆn)]−1 ≤ Im+A(ε), a.s.,
where A(ε) is anm×m symmetric positive semidefinite
matrix whose largest eigenvalue tends to zero with Pθ∗ -
probability 1 as ε→ 0.
(C3) “Concentration”. For any δ > 0,∫
B(θ,δ)
qn(θ)dθ → 1
with Pθ∗ -probability 1 as n tends to infinity.
In fact, since θˆn → θ∗, the components of D2ψ(θˆn) are
bounded above and away from 0 almost surely if n is
large enough, so the largest eigenvalue of Σn tends to
0.
(C2) is obvious because D2Ln(θ)[D2Ln(θˆn)]−1 =
D2ψ(θ)[D2ψ(θˆn)]−1 and ψ(·) is continuously differen-
tiable.
From Kass et al. (1990), assumption (iii) in Appendix
B is stronger than (C3). Therefore all the conditions
are verified.
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Appendix A
In the appendix we prove that the following conver-
gences hold:
1
n
Dβ(θ∗)→ D2ψ(θ∗)− IEyi
{
IExi [φ]IExi [φ
>]
}
, a.s.,
(17)
1
n
β(θ∗)→ Dψ(θ∗), a.s. (18)
In fact, from (6) we have that Dβ(θ) =
∑n
i=1Dri(θ)
and
Dri(θ∗) =
∫
u(xi, yi)D>θ qxi(xi)dxi
=
∫
u(xi, yi)f(xi, yi)D>θ g(θ
∗, yi)
· exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
+
∫
u(xi, yi)f(xi, yi)g(θ∗, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}
· [u>(xi, yi)−D>ψ(θ∗)]dxi
=
∫ [
u(xi, yi)−Dψ(θ∗)
]
f(xi, yi)D>θ g(θ
∗, yi)
· exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
+
∫
f(xi, yi)g(θ∗, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}
· [u(xi, yi)−Dψ(θ∗)][u>(xi, yi)−D>ψ(θ∗)]dxi,
where in the last equality we used the fact that
∫
f(xi, yi)Dθg(θ∗, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
+
∫ [
u(xi, yi)−Dψ(θ∗)
]
f(xi, yi)g(θ∗, yi)
· exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi = 0, (19)
which is obtained by differentiating, with respect to θ,
∫
f(xi, yi)g(θ∗, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi = 1.
Since it follows from (8) that
Dθg(θ∗, yi)
=−
∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}
· [u(xi, yi)−Dψ(θ∗)]dxi
·
{∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
}−2
,
equality (19) can be rewritten as
∫ [
u(xi, yi)−Dψ(θ∗)
]
f(xi, yi)g(θ∗, yi)
· exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
·
∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
=
∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}
·[u(xi, yi)−Dψ(θ∗)]dxi. (20)
Differentiating both sides of (20) with respect to θ∗,
we have
{∫ [
u(xi, yi)−Dψ(θ∗)
]
f(xi, yi)D>θ g(θ
∗, yi)
· exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi −D2ψ(θ∗)
+
∫
f(xi, yi)g(θ∗, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}
·[u(xi, yi)−Dψ(θ∗)][u>(xi, yi)−D>ψ(θ∗)]dxi}
·
∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
+
∫ [
u(xi, yi)−Dψ(θ∗)
]
f(xi, yi)g(θ∗, yi)
· exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
·
∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ)}
·[u>(xi, yi)−D>ψ(θ∗)]dxi
=
∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}
·[u(xi, yi)−Dψ(θ∗)][u>(xi, yi)−D>ψ(θ∗)]dxi
−
∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi ·D2ψ(θ∗).
(21)
We define φ as in (15). The marginal distribution of
yi is
∫
p(xi, yi|θ∗)dxi, and therefore it follows from the
582 WANG & TITTERINGTON UAI 2004
strong law of large numbers that, with probability 1,
1
n
n∑
i=1
∇θri
→
∫ {
∇θri
∫
p(xi, yi|θ∗)dxi
}
dyi
=D2ψ(θ∗)−
∫ {
IExi [φ]IExi [φ
>]
·
∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}dxi
}
dyi
=D2ψ(θ∗)− IEyi
{
IExi [φ]IExi [φ
>]
}
,
where we have used equality (21) and the fact that∫
f(xi, yi) exp{θ∗>u(xi, yi)− ψ(θ∗)}
· [u(xi, yi)−Dψ(θ∗)][u>(xi, yi)−D>ψ(θ∗)]dxidyi
= D2ψ(θ∗), (22)
and IExi denotes expectation under qxi .
Thus, we obtain (17). Derivation of (18) is similar.
Appendix B
In this appendix we show that under our framework
the Laplace approximation is justified. The proof
consists of verifying the analytical assumptions for
Laplace’s method in Kass, Tierney and Kadane (1990),
which are listed here for convenience. Since an defined
in (11) is of random nature, some minor revisions are
made to adapt to our settings.
Suppose that {an : n = 1, 2, . . . } is a sequence of
six-times continuously differentiable real functions and
that b is a four-times continuously differentiable func-
tion of θ. The pair ({an}, b) is said to satisfy the ana-
lytical assumptions for Laplace’s method if there exist
positive numbers ε, M and η, and an integer n0 such
that n > n0 implies the following:
(i) for all θ ∈ B(θˆn, ε) and all 1 ≤ j1, . . . , jd ≤ m with
0 ≤ d ≤ 6, |∂j1···jdan(θ)| < M with Pθ∗ -probability 1;
(ii) det(D2an(θˆn)) > η with Pθ∗ -probability 1;
(iii) the integral hb defined in equation (12) exists and
is finite, and, for all δ for which 0 < δ < ε, B(θˆn, δ) ⊆
Θ,[
det(nD2an(θˆn))
]1/2 ∫
Θ−B(θˆn,δ)
b(θ)
· exp{−n(an(θˆn)− an(θ))}dθ = O(n−2)
with Pθ∗ -probability 1; or, more strongly,
(iii’) for all δ for which 0 < δ < ε, B(θˆn, δ) ⊆ Θ,
lim sup
n→∞
sup
θ
{an(θˆn)− an(θ) : θ ∈ Θ−B(θˆn, δ)} < 0
with Pθ∗ -probability 1.
According to Kass et al. (1990), we have the following
lemma.
Lemma 1. If ({an}, b) satisfy the analytical assump-
tions for Laplace’s method then∫
Θ
b(θ) exp{−nan(θ)}dθ
=(2pi)m/2[det(nD2an)]−1/2 exp{−nan(θˆn)}
·
{
b(θˆn) +
1
n
[1
2
m∑
i,j=1
σijn bij −
1
6
m∑
i,j=1
k,s=1
aijkn bsµ
4
ijks
+
1
72
b(θˆn)
m∑
i,j,k=1
q,r,s=1
aijkn h
qrs
n µ
6
ijkqrs
− 1
24
b(θˆn)
m∑
i,j=1
k,s=1
aijksn µ
4
ijks
]
+O(n−2)
}
, a.s.,
(23)
where µ4ijks and µ
6
ijkqrs are the fourth and sixth central
moments of a multivariate normal distribution having
covariance matrix (D2an)−1; that is,
µ4ijks =σ
ij
n σ
ks
n + σ
ik
n σ
js
n + σ
is
n σ
jk
n ,
µ6ijkqrs =σ
ij
n σ
kqσrsn + σ
ij
n σ
krσqsn + σ
ij
n σ
ksσqrn
+ σikn σ
jqσrsn + σ
ik
n σ
jrσqsn + σ
ik
n σ
jsσqrn
+ σiqn σ
jkσrsn + σ
iq
n σ
jrσksn + σ
iq
n σ
jsσkrn
+ σirn σ
jkσqsn + σ
ir
n σ
jqσksn + σ
ir
n σ
jsσkqn
+ σisn σ
jkσqrn + σ
is
n σ
jqσkrn + σ
is
n σ
jrσkqn ,
where D2an denotes the Hessian of an, its (i, j)-
component is written as aijn and the components of its
inverse are written as σijn ; moreover, bs and bij denote
the components of the first- and second-order deriva-
tives of b, respectively. All derivatives are evaluated at
θˆn.
Now we verify the assumptions (i)-(iii).
Under our assumptions, it has been shown in (18) that
1
n
∑n
i=1 ri → Dψ(θ∗) with probability 1, so, when n
large enough, 1n
∑n
i=1 ri is almost surely bounded in
B(θˆn, ε). Since ψ is continuously differentiable (i) ob-
viously holds.
Condition (ii) is one of our assumptions.
As n tends to infinity, for any θ ∈ Θ, an(θ) converges
with Pθ∗ -probability 1 to
a0(θ) = ψ(θ)− θ>Dψ(θ∗).
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Since θˆn maximises an, we have
θˆn = (Dψ)−1
(
(
1
n
n∑
i=1
ri +
β0
n
)
/
(1 +
α0
n
)
)
,
so it follows that, as n tends to infinity, with probabil-
ity 1,
θˆn → (Dψ)−1
(
Dψ(θ∗)
)
= θ∗.
Therefore, for all δ for which 0 < δ < ε and θ ∈
Θ−B(θˆn, δ), we have that, ∀ε0 satisfying 0 < ε0 < δ/2,
there exists an integer N such that, if n > N , it holds
that, for all θ ∈ Θ,
|an(θ)− a0(θ)| < ε0,
‖θˆn − θ∗‖ < ε0, a.s.
|a0(θˆn)− a0(θ∗)| < ε0, a.s.
Thus,
an(θˆn)− an(θ) = an(θˆn)− a0(θˆn) + a0(θˆn)− a0(θ∗)
+ a0(θ∗)− a0(θ) + a0(θ)− an(θ)
< a0(θ∗)− a0(θ) + 3ε0, a.s.,
so that
sup{an(θˆn)− an(θ) : θ ∈ Θ−B(θˆn, δ)}
≤ sup{a0(θ∗)− a0(θ) : θ ∈ Θ−B(θˆn, δ)}+ 3ε0
≤ sup{a0(θ∗)− a0(θ) : θ ∈ Θ−B(θ∗, δ − ε0)}
+ 3ε0, a.s., (24)
since B(θ∗, δ − ε0) ⊂ B(θˆn, δ).
Since a0(·) is strictly convex, for θ ∈ Θ−B(θ∗, δ−ε0),
we have a0(θ) − a0(θ∗) > c, where c = inf{a0(θ) −
a0(θ∗) : θ lies in the boundary of B(θ∗, δ/2)} > 0.
Consequently, we get
sup{a0(θ∗)− a0(θ) : θ ∈ Θ−B(θ∗, δ − ε0)} ≤ −c.
Combining the last estimate with (24) we have that,
∀ε0 satisfying 0 < ε0 < δ, there exists an integer N
such that n > N implies
sup{an(θˆn)−an(θ) : θ ∈ Θ−B(θˆn, δ)} ≤ −c+3ε0, a.s.;
that is, (iii’) holds.
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