Abstract-the theory behind deep learning, the human visual system was investigated and general principles of how it functions are extracted. Our finding is that there are neuroscience theories that are not utilized in deep learning. Therefore, in this work, a novel model utilizing some of those theories is developed. The new model addresses the parallel nature of the human brain compared to the hierarchal (serial) brain model that is followed by current deep learning systems. The validation of the proposed model was conducted using "Shape" feature dimension. The results show up to 2% accuracy rate compared to our implementation of DeepFace, a high performing face recognition algorithm that was developed by Facebook, is achieved under the same hardware/ software conditions; and we were able to speed up the training up to 21% per a training patch compared to DeepFace.
) ‫الذاريات‬ ( On the earth are signs for those of assured faith. As also in your own selves, will you not then see? (Quran: Adh-Dhariyat)
A. BACKGROUND Intelligently monitoring nature and God's creation has led to incredible science advancement and technological innovations throughout the history of mankind. Nature has been generous in providing continuous inspiration for researchers and innovators in the early days of Islamic Kingdom in Spain, Where the Muslim scientist and aviation pioneer, Abbas Ibn Fernas, was born and dared to fly as birds. The experiment had led to a few broken bones; but it has also proved that human's dream of flying is possible. Later, after more than one thousand years, the experiment has inspired the "Wrights" brothers to invent the aero plane we enjoy in our modern life.
The aspiration to maneuver Land, sea, air and also the space has made researchers continuously look to the Mother Nature for guidance. The fastest, most efficient passenger train in the world, the Japanese Bullet train takes its design from the beak of the Kingfisher and the plumage of the owl [1] . Another research team from Japan was inspired by the optimal way slime mould-a single cell organism, grows in relation to source of food and its ability to build efficient nutrients transport. They investigate utilizing its pattern in the design of Tokyo railways connections [2] . A group of researchers from the University of Queensland, Queensland brain institute have invented a bee-inspired landing system for aircrafts depends on visual cues from cameras to control landing rather than the conventional unsecure counterpart that depends on Global Positioning System (GPS) [3] . God creation has continued to provide a great wealth of ideas, however, using these ideas for the better or the worse of humanity is merely a man's decision.
Researchers were also motivated by the desire to make a living-like robots to help with the things that normal human beings cannot do. To perform a precise operation on a patient; to navigate in challenged situations such as the space, or in a fire or a battlefield; to get them involved in mass manufacturing, more efficient and less cost. They'd like robots to navigate their surroundings and sense the world around them as other living animals do. Some of those researchers go to the insect's world to get their inspiration [3] ; some of them come to the more challenging source of inspiration, the charming, most sophisticated and complicated organ in the world, the human brain. Computer vision is a one field that has hugely and successfully integrated ideas from the brain and neuroscience into successful vision systems. Here, we try to identify some general principles of the human visual system and how they are integrated in artificial vision.
B. NEUROSCIENCE INSPIRED COMPUTER VISION
Historically, the goal of computer vision was to classify images; i.e., put them into categories. However, the goal of a biological and a biologically-inspired vision system is far away beyond that. We need to recognize our loved ones and store them into our vision memory; we need to navigate our surroundings successfully without thinking once we learned about those surroundings; among other visual tasks.
While we often take those blessings for granted, some people have lost their abilities to recognize people, things, or places after severe brain injuries and led devastating lives afterwards. One husband need to show his wife their wedding photo every morning as a proof that they are married [4] . One man cannot store anything in his long and short memories, not more than a few seconds [4] .
Hence, the goal of a biological and biologically-inspired vision system is to learn latent structures and representations of images to be capable of performing multiple tasks when needed; it is not simply just to classify images [5] . Also to be able to recognize images despite of variations in size, contrast, and other variations ( Figure 3 ).
Ideas from neuroscience in the field of computer vision have been around for more than half a century; however, it was not possible to implement them until recently. The enabling factors of current success of neuroscience inspired computer vision are the huge amount of data that is now present and the availability of computational power [5] .
Despite the fact that some biologically inspired computer vision systems have outperformed human performance, there is a great gap between machine and human performances. For instance, humans require a far less training example in order to learn a task, whereas machine need huge amount of data. Also, some studies have showed that adding careful amount of noise to images may lead to misclassify them by recent deep learning systems, whereas it is a simple task for a human to notice that they are the same. Biologically inspired computer vision systems are too simple-relative to the brain. The brain circuitry contains feedback connections that have not yet been fully understood by neuroscience researchers, and have not been successfully integrated, relative to the feed forward counterpart, in computer vision. The qualitative rather than the quantitative gaps need to be at least understood, in order to implement more efficient systems [5] . One step towards understanding those qualitative gaps is to understand the general principles that underlie the human visual system.
II. LITERATURE REVIEW
From our review of relevant literature, three general principles of HVS have been extracted; those are Visual goalgeneralization versus specificity, Visual Processing-parallel versus serial and Visual Encoding-expansion versus contraction of coded information.
A. GENERAL PRINCIPLES OF VISUAL PROCESSING
1. VISUAL GOAL: Generalization (Invariance) Versus Specificity : Generalization, also referred to as invariance, is being able to recognize objects despite the variations in size, contrast, pose and relative occlusion (Figure 3 ), [6] . I can recognize a photo as my grandmother's despite the small size, can recognize her from a profile view and whether she is in a dim or a bright light. Computationally is a nonlinear operation; and as will see later, it is partially implemented in recent computer vision system by max pooling, i.e. taking the max value over neighboring pixels.
Specificity is the ability to distinguish between exemplars of different categories that may have similar appearance [6] . We can easily differentiate between a man and a woman, between a dog and a cat...Etc. Computationally is a linear operation that builds new features. In the famous convolution neural networks, one of the most successful neuroscience-inspired computer vision methods; specificity is implemented through the convolution operation.
VISUAL PROCESSING: Parallel versus Serial (Hierarchal):
From the field of psychology and behavioral studies, it has been shown that the processing of each feature dimension, like color, shape, size, motion or orientation is conducted in parallel; while the integration and conjunction of those features together into a one meaningful object, a face for instance, is done serially; this is known as the feature integration theory of visual attention FIT [7] , [8] , [9] , and [10] .
Anatomically, there appear many evidences of the FIT theory in our brains. In the retina, there are at least 17 ganglion cell types, each type conveys different visual information to the upper parts of the visual pathway in parallel. They follow "Retinal Tiling" parallel strategy; that is each ganglion cell type is thought to tile the retina, extract specific kind of visual information, the kind of information it is characterized by, from the entire visual field; process and convey it to the brain independently of the other cell types. Subset of a type does not cover the entire visual field, and different types do not show spatial relationship [11] , and [12] .
At the upper parts, the visual pathway is believed to split into two major parallel pathways (Figure 4 ), one for processing and recognizing objects, which is known as the "What" pathway, and the other for recognizing motion, known as the "Where" pathway. The outputs of both ways are integrated into a one coherent visual scene at the uppermost part of the visual hierarchy. Within each of those major parallel paths, it was believed that the visual processing is hierarchal and serial (see Figure 5 , visual processing in the "What" pathway). Despite the fact that hierarchal processing has been challenged by more recent neuroscience studies, it is widely adopted by modern computer vision algorithms [13] , [14] , and [15] . Nowadays, scientists believe that our brains are massively parallel biological devices, even within the previously thought to be as highly serial areas ( Figure 6 ) [11] , [12] , and [16] . 
VISUAL ENCODING: Contraction Versus Expansion of coded Information:
The ultimate coding goal of the visual system is to encode the environment and represent entire visual field in the most efficient way that makes the structure of natural scene explicit, readable by the subsequent levels of visual processing and also save neurons' energy. The main coding strategy to achieving this goal is Redundancy Reduction. It is the minimization of statistical dependencies among coded information [17] , [18] , [19] , and [20] . Barlow [17] has shown that statistically independent representation of the environment would make efficient use of visual resources in transmission as it eliminates duplicate information. Whitening the power spectrum of natural images in space and time is the redundancy reduction strategy in the retina ( Figure 5) ; while overcomplete representations together with sparse coding are the efficient coding strategies used by upper parts of the visual pathway for reducing the statistical dependencies of the incoming signals and make the structure of natural scenes explicit [17] , [18] , [19] and [20] .
Redundancy Reduction in the Retina: Visual processing faces a bottleneck at the retina, where 100 million photoreceptors are forced to transmit information through one million ganglion cells (the optic nerves) to the primary visual cortex (V1) [12] , and [16] . Contraction of the incoming signal is inevitable at this part of the visual system; it has been shown that [17] , and [18] this is done through whitening.
Sparse, Overcomplete Representation: At the primary visual cortex and beyond, the critical structure of limited output outlets does not exist. On the contrary, the output is expanded much more than the inputs, 25: 1 at a cat visual cortex [17] . The priority of the visual system here is to make the structure of natural scene explicit; i.e., capture every possible structure present at the visual field. Overcomplete representation is a one where the number of outputs is greater than the dimensionality of the input [17] , [18] ; whereas sparse coding is a one where information is represented by a relatively small number of simultaneously active neurons out of large population [18] . Together, they are used by the primary visual cortex and beyond to both making the structure explicit, and to save neurons' energy as small number of neurons are used simultaneously [17] , [18] , [19] , and [20] .
B. APPLICATIONS TO COMPUTER VISION
Neuroscience inspired computer vision has integrated principles such a Specificity, Invariance, along with sparse coding. Convolution neural network implements specificity, or builds new features, through the convolution operation; it partially implements invariance through max pooling operation. Adding the element of "sparsity" in convolution neural networks has proved to significantly speedup the training in some studies [21] , and reduces test error in others [22] .
DeepFace Algorithm:
As an example of a neuroscience inspired algorithm, we will elaborate on DeepFace, our benchmark in this study. DeepFace is an unconstrained face recognition algorithm which was developed by Facebook. The aim of it is "Face Verification", which is the proof that whether two images belong to the same face. Those images were taken in uncontrolled environments as you might expect from a database of a social network users' photos [15] , [23] .
Among the 4 general steps of detect, align, represent, and classify, the researchers have revisited the "alignment" and "representation" steps of Face Recognition. They have addressed the alignment problem by employing a 3D face modeling and a piecewise affine transformation. They derive a face representation using a 9-layers deep Neural Networks. Four million photos of faces belonging to almost 4,000 people of Facebook's users were used to train the neural network. A success rate of 97.23% is achieved, which is closely reaching a human performance of 97.53% [15] , [23] . The accuracy rate is impressing and promising; however, this success is difficult to replicate by others who have not got such an enormous resources represented by the huge labeled dataset that Facebook owns, enabling them to achieve such a high rate in the supervised learning mode [23] . Figure 7 depicts the general concept of DeepFace. A face correction module is applied to the row face data before training. Then the network learns edges & parts, and integrates them to recognize the whole face; using multiple layers of neural networks. Figure 8 depicts DeepFace architecture. The input image is first applied to a face correction module, then convolution layer C1 followed by a max pooling layer M2 and another convolution layer C3. The output of C3 is applied to a three consecutive locally connected layers L4, L5, and L6. The output of L6 is then applied to a fully connected layer F7 then F8 that classifies faces into 4030 categories [23] .
Models of Parallelism:
Data and model parallelism are two schemes of parallel processing that are available now in the literature. Both are more of a training scheme that involves the use of multiple GPUs than a model that is backed by a neuroscience theory. In data parallelism, each GPU is given different data examples to train on, and the GPUs synchronously train the same model on their respective data examples; while in model parallelism different GPUs train different layers of the model on the same data examples ( Figure 9 ) [24] , [25] , and [26] .
The principle of parallel processing of different features-such as shape, color and motion-has been around for a while since the development of the feature integration theory (FIT) in the early 80's of the last century [7] , [8] , [9] and [10] . However, to the best of our knowledge, that concept have not yet been implemented in modern computer vision systems and models. Here, we propose a model for object recognition that implements this concept and examine both its time and accuracy performances.
III. DESIGN OF A NEUROSCIENCE-INSPIRED ARCHITECTURE "THE FEATURE PARALLELISM MODEL"
The general "feature parallelism" model for object recognition is depicted in Figure 10 ; features such as color, shape and motion, are processed independently in parallel. Figure 11 shows that within each feature dimension, e.g. shape, there are parallel paths for sub-dimensions of that feature. For face recognition, the feature "Shape" is subdivided into 3 parallel sub-features, which are, texture, parts, and edges ( Figure 11 ).
IV. IMPLEMENTATION OF FEATURE PARALLELISM MODEL
We have implemented the model in Figure 12 using Cudaconvnet2 deep learning framework [27] , ImageNet ILSVRC2012 object recognition dataset, and a one Nvidia Tesla K20 GPU card.
In Figure 12 below, 3 parallel paths, the middle consists of 4 convolution layers each followed by a max pooling layer to denote the edge learning path. The upper one consists of 3 convolution layers to denote the texture learning path. The bottom consists of 3 locally connected layers to denote the part learning path. All paths are integrated together at F7, a fully connected layer that generates 4096x3 outputs followed by another fully connected layer, F1000 that generates the 1000 outputs (classes) of ImageNet object recognition dataset.
V. ANALYSIS

A. Results
We have tested the network implemented in Figure 12 above and examined error and time performances. The network test data has saturated around 59% for DeepFace architecture top-1 error rate ( Figure 13 ), and around 35% top-5 error rate ( Figure 15 ). For Feature Parallelism architecture, test data has saturated around 57% top-1 error rate (Figure 14) , and around 33% top-5 error rate (Figure 16) , showing a slight improvement of accuracy performance of about 2%.
From the screen shot on Fig. 17 , it is shown that a training patch requires for DeepFace architecture around 31 sec. and 200 ml sec. The feature parallelism architecture requires around 24.630 sec. per a training patch (Figure 18 ), a round 21% drop in training time, a significant enhancement of time performance. 
B. Disscussion
When deep learning was considered a breakthrough technology on the year 2012, the difference between the winner, a deep learning system, on ImageNet Competition and the next best performance was 10% in accuracy rate [28] . Feature Parallelism model has substantially improved time performance up to 21%; it has also improved accuracy performance up to 2%. This implies that parallel processing is of a central role, especially for acceleration, in both the human visual system and the biologically inspired computer vision systems.
This study makes us question the widely accepted assumption of positive relationship between network depth, up to 16 or 19 layers, and better accuracy results [29] , and [30] . Of course this is true when parallel processing is out of equation; also, the assumption holds while parallelism is present, for certain extent up to 6 layers per each parallel path. When we added more layers the error rate bounces around and did not converge. However, we need a more comprehensive study to prove this point.
From the data of ImageNet ILSVRC competition, it has been shown that textured images are easier to classify [28] . We believe this is because convolution neural network, which is used by almost all the competition candidates in recent years, is designed to capture shape features, i.e., edges, parts and texture. We claim that including other features such as color, would improve the performance as more information would be extracted from the same dataset. Also, it has been shown [31] , and [32] that while convolution neural network is scale and shift invariant, it performs poorly with rotation. We believe this is because Convnets do not include the "motion" feature dimension and its sub-dimensions such as "pose & viewpoints" of an object. Some algorithms, such as DeepFace, have compensated for this shortcoming by applying a pose correction module on raw "face" data before training.
VI. CONCLUSION AND CONTRIBUTION
Nature has been an inspiration for many innovations throughout history. Neuroscience and the brain have inspired the development of deep learning theories and applications and led to great performances of artificial vision systems. However, the well-known neuroscience theories have not yet been utilized by artificial vision, not to mention the undiscovered ones. Current deep learning systems are based on the hierarchical (Serial) model of the brain. That is, multiple layers stacked one after another. To learn a task, information is processed in one layer before is handled to subsequent layers in the hierarchy.
Our proposed scheme has addressed the parallel nature of the brain. We have implemented a vision model that conceptualizes unutilized science facts about the human visual system such as the Feature Integration Theory of visual attention "FIT". We have developed a model in which features such as shape, color and motion are processed in parallel. The model has been implemented along the shape feature, in which sub-features such as edges, texture and parts are processed in parallel, instead of hierarchical as was the case in previous deep learning models. Our model, the feature parallelism model, has achieved better results in terms of accuracy rate and training time compared to a leading algorithm in the field, the DeepFace algorithm. In the evaluation, we have trained both models on the same dataset, the ImageNet object recognition dataset.
We believe this study has contributed the following to computer vision research and literature:
1. A biologically inspired model for the wide area of object recognition that addresses the parallel nature of the human brain. This is different from current deep learning models, which follow the hierarchal brain model, 2. A validation of feature parallelism model by applying it to a one feature dimension; the feature "Shape".
In the future, more emphasis should be focused on extracting more information from the data in order to overcome the challenge of needing huge datasets. We have proposed to extend the "shape" only implemented feature parallelism model to include other feature dimensions such as color and motion. This is the future research direction for us.
