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COMPARING LOCAL CONSTANTS OF ELLIPTIC CURVES IN
DIHEDRAL EXTENSIONS
SUNIL CHETTY
Abstract. In this paper, we study the theories of analytic and arithmetic
local constants of elliptic curves, with the work of Rohrlich, for the former,
and the work of Mazur and Rubin, for the latter, as a basis. With the Par-
ity Conjecture as motivation, one expects that the arithmetic local constants
should be the (algebraic) additive counterparts to ratios of local analytic root
numbers. Here, we calculate the constants on both sides in various cases,
establishing this connection for a substantial class of elliptic curves. By cal-
culating the arithmetic constants in some new cases, we also extend the class
of elliptic curves for which one can determine lower bounds for the growth of
p-Selmer rank in dihedral extensions of number fields.
1. Introduction
Let k be a number field. Consider a complex representation τ of Gal(k¯/k) and
denote F = k¯ker(τ). The Tate module Tℓ(E) of E has a natural Gal(k¯/k)-action,
and this action can be twisted by τ . In turn, defining Euler factors for this twisted
Tate module, one obtains a twisted L-function L(E/k, τ, s) associated to τ . Next,
defining the usual completed L-function (see [19, §C.16] or [6, §16.3])
Λ(E/k, τ, s) := Nk/Q(E, τ)d
2
k/QΓk(s)L(E/k, τ, s),
one has the following standard conjecture.
Conjecture 1.1. The function Λ(E/k, τ, s) satisfies
Λ(E/k, τ, s) =W (E/k, τ)Λ(E/k, τ , 2− s)
where W (E/k, τ) =
∏
u of kW (E/ku, τ) and |W (E/ku, τ)| = 1.
Analogously, when τ is irreducible, one wishes to understand the τ -isotypic part
E(F )τ of the module E(F )⊗C. For example, when τ is a 1-dimensional represen-
tation, i.e. τ : Gal(F/k)→ C×, the τ -part E(F )τ is
E(F )τ := {P ∈ E(F )⊗ C : P σ = τ(σ)P ∀σ ∈ Gal(F/k)} .
An extension (related to the Deligne-Gross Conjecture [13]) of the Birch and
Swinnerton-Dyer Conjecture predicts the following generalization of the Parity Con-
jecture.
Conjecture 1.2. If τ is irreducible and L(E/k, τ, s) = L(E/k, τ, s), then for
r(τ) = dimCE(F )
τ/dim(τ),
W (E/k, τ) = (−1)r(τ).
This material is based upon work supported by the National Science Foundation under grant
DMS-0457481. The author would like to thank Karl Rubin for his many helpful conversations on
this material and careful reading of initial drafts of this paper.
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As in [11], rather than working with the modules E(F )τ discussed above, we
consider the corresponding modules Sp(E/F )τ associated to pro-p Selmer groups
Sp(E/F ) (see [11, §3]), replacing each C in the above considerations with Q¯p.
The Shafarevich-Tate Conjecture asserts that E(F )τ and Sp(E/F )τ have the same
dimension (over their respective fields). Define constants
rarithp (E, τ) := dimQ¯pSp(E/F )τ/dim(τ),
ran(E, τ) := ords=1Λ(E/k, τ, s).
Conjecture 1.1 then implies that W (E/k, τ) determines ran(E, τ) (mod 2). Con-
sidering two representations τ and τ ′, Conjecture 1.2 and the Shafarevich-Tate
Conjecture imply that
(1.1) ran(E, τ) − ran(E, τ ′) ≡ rarithp (E, τ) − rarithp (E, τ ′) (mod 2) .
1.1. Main Goals. We now consider a more specific setting. Fix a rational prime
p > 3 and a quadratic extension K of k. Next, fix a character ρ of Gal(k¯/K) of
order pn and the induced representations τρ = indK/k ρ and τ1 = indK/k 1 from
Gal(k¯/K) to Gal(k¯/k). With ρ we have an associated cyclic extension L/K of
degree pn, specifically L = k¯ker(ρ), and we assume ρ is such that L/k is Galois. We
assume that the tower k ⊂ K ⊂ L is dihedral, i.e. that the non-trivial element
c ∈ Gal(K/k) acts on g ∈ Gal(L/k) via conjugation as cgc = g−1.
In this setting Mazur and Rubin [11] have developed a theory, independent of
any conjectures, which gives a method for desribing the right-hand side of (1.1) in
terms of a sum over places v of K of arithmetic (cohomological) local constants δv
(see §2.2). On the analytic side, the decomposition
W (E/k, τ) =
∏
u
W (E/ku, τ)
of Conjecture 1.2, shows that the parity of the left-hand side of (1.1) is given by a
sum over places u of k of local constants γu ∈ Z/2Z defined by
(−1)γu :=W (E/ku, τρ)/W (E/ku, τ1).
It is a natural question to ask whether or not these local constants match “prime
by prime”, i.e. is γu ≡
∑
v|u δv (mod 2)?
In the following, we calculate these local constants in various cases, in particular
extending the calculations of [11]. Our main result is Theorem 4.1, which proves,
under mild assumptions, that the analytic and arithmetic local constants do coin-
cide. As an application of the new calculations of the arithmetic local constants,
we are able to relax the hypotheses of Theorem 7.2 of [11] which provides a lower
bound for growth in p-Selmer rank. As other application, we obtain a different
proof (within the assumptions of Theorem 4.1) than that of Dokchitser and Dok-
chitser [4], and of De La Rochefoucauld [1], of a relative version of the p-Selmer
Parity Conjecture.
2. Local Constants of Elliptic Curves
The theory describing the analytic local root numbers associated to an elliptic
curve E begins with the work of Deligne [2], Tate [20], and culminates (for our
purposes) with Rohrlich [14], [15], [16]. On the algebraic side, Mazur and Rubin
[11] provide the foundational work by defining an arithmetic local constant in terms
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of a local norm-index of a set of local points of E (see Definition 2.4). In this section
we recall some of the relevant notation, definitions, and results of [16] and [11].
2.1. Analytic Local Root Numbers. For this section, let k be a local field of
residue characteristic ℓ. Following Rohrlich [16], we begin by defining some of the
objects which will appear in the next three theorems. We consider a representation
τ of Gal(k¯/k) with real-valued character, and we call W (E/k, τ) ∈ {±1} the local
analytic root number for the pair (E/k, τ). Theorem 2.1 below is the main tool,
and the first claim therein is most general formulae for W (E/k, τ) (previously
W (E/ku, τ) in Conjecture 1.1, where ku denoted the completion of a global k).
The remainder of the formulae in Theorem 2.1 are refinements of the first formula.
Let π be the decomposition map associated to k (see [15, p.126]) and define the
Weil group of k by
W(k¯/k) := π−1(〈Φ〉),
where Φ is the Frobenius element x 7→ xq and q is the order of the residue field of
k. As in [16], we identify one-dimensional representations of Gal(k¯/k) with those
of k× of finite order, via the reciprocity law homomorphism.
Let H be the unramified quadratic extension of k and η the unramified quadratic
character of Gal(k¯/k), i.e. the character of Gal(k¯/k) with kernel Gal(k¯/H). Let
ϕ be a tamely ramified character of H× such that ϕ↾k×= η and ϕ
2 6= 1H . For
σ = indH/k ϕ and θ the unramified quadratic character of H
× set σˆ := indH/k (ϕθ),
which is a dihedral representation of k× (see p. 316-318 of [16]). We note that σˆ is
independent of which tamely ramified character ϕ we chose (see p. 329 of [16]).
When E/k has potentially good reduction, defineM to be the minimal extension
of kur such that E acquires good reduction over M [18, §2], and let the Weil group
of M/k be
W(M/k) :=W(k¯/k)/Gal(k¯/M).
We denote c6 for the constant appearing in a simplified Weierstrauss model for E/k
(see [19, §III.1]). For τ a representation of Gal(k¯/k) with finite image, set c(τ) :=
det (τ) (−1). Lastly, for two representations τ and τ ′ of Gal(k¯/k) define 〈τ, τ ′〉 :=
〈tr (τ) , tr (τ ′)〉, with the right-hand side the usual inner product on characters.
There is a canonical representation σE/k of W(k¯/k) associated to E (see [16, p.
329]), and for σ = σE/k Rohrlich proves the following formulae for W (E/k, τ).
Theorem 2.1 (Theorems 1 and 2 of [16]). Let E be defined over k, and suppose
dim τ = 2. If σ = indH/k ϕ then
W (E/k, τ) = c(τ) · (−1)〈1,τ〉+〈η,τ〉+〈σˆ,τ〉.
Moreover,
(i) If ℓ <∞ and E has good reduction over k then W (E/k, τ) = c(τ).
(ii) If ℓ <∞ and v(j) < 0 then
W (E/k, τ) = c(τ)(−1)〈χ,τ〉
where χ is the character associated to the extension k(
√−c6).
(iii) If 5 ≤ ℓ <∞ and v(j) ≥ 0,
W (E/k, τ) =
{
c(τ) if W(M/k) is abelian
c(τ)(−1)〈1,τ〉+〈η,τ〉+〈σˆ,τ〉 otherwise.
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Remark 2.2. In case (ii) Rohrlich notes that the character χ is completely deter-
mined by the reduction type of E. Specifically, χ is trivial, unramified, or ramified
if E has split multiplicative, nonsplit multiplicative, or additive reduction, respec-
tively. In each case χ is associated to the extension over which E attains split
multiplicative reduction (see [15, p.148]). We will make use of this characterization
more than the explicit description of the extension.
Proposition 2.3 (Proposition 7 of [16]). If σE/k = χ⊕ χ−1 for some character χ
of k× and τ is as in Theorem 2.1, then W (E/k, τ) = c(τ).
2.2. Arithmetic Local Constants. As mentioned in the introduction, we will
work with pro-p Selmer groups rather than the Mordell-Weil group E(K) of K-
rational points on E. Here we give a brief summary of the standard exact sequences
relating E(K) and Selmer groups (see [19, §X.4] or [6, §8.3] for more detail).
Our prime p defines an isogeny E → E and in turn defines the usual p-Selmer
group sitting in the exact sequence
0→ E(K)/pE(K)→ Selp(E/K)→X(E/K)[p]→ 0,
where X(E/K) is the Shafarevich-Tate group of E over K. We have similar se-
quences for each power pi of p, and in the limit we obtain the p∞-Selmer group
sitting in the exact sequence
0→ E(K)⊗ (Qp/Zp)→ Selp∞(E/K)→X(E/K)[p∞]→ 0.
The pro-p Selmer group of E over K is then the Pontrjagin dual
Sp(E/K) := Hom(Selp∞(E/K),Qp/Zp),
and we consider it as a Q¯p-vector space by tensoring with Q¯p.
For the rest of this section we assume the setting and notation of §1.1. In
addition, v will denote a prime of K, u ⊂ v the prime of k below v, w ⊃ v a prime
of L above v, and denote ku, Kv and Lw for the local fields associated to u, v, and
w. We consider Gal(Lw/ku) ≤ Gal(L/k), and we set τρ,u (resp. τ1,u) to be τρ (resp.
τ1) restricted to Gal(Lw/ku).
When Lw 6= Kv, let L′w be the unique subfield of Lw containing Kv with [Lw :
L′w] = p, and otherwise let L
′
w := Lw = Kv.
Definition 2.4 (Corollary 5.3 of [11]). For each prime v ofK, define the arithmetic
local constant δv := δ(v, E, ρ) ∈ Z/2Z to be
δv := dimFpE(Kv)/(E(Kv) ∩NLw/L′wE(Lw)) (mod 2) .
Recall that we have defined (in §1.1) the “arithmetic rank” rarithp of (E, τ) by
rarithp (E, τ) := dimQ¯pSp(E/L)τ/dim(τ).
As mentioned in §1.1, in [11] Mazur and Rubin show that (a sum of) the δv relate
the arithmetic ranks of (E, τρ) and (E, τ1). Specifically, they prove the following.
Theorem 2.5 (Theorem 6.4 of [11]). If S is a set of primes of K containing
all primes above p, all primes ramified in L/K, and all primes where E has bad
reduction, then
rarithp (E, τρ)− rarithp (E, τ1) ≡
∑
v∈S
δv (mod 2) .
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Proof. Here we show that the above statement is in fact equivalent to that of
Theorem 6.4 of [11]. The notation follows [11, §3]. Let R be the maximal order
in in the cyclotomic field of pn-roots of unity, so R has a unique prime p above p.
Define I := ppn−1 and define the I-twist of E by A := I ⊗ E (in the sense of [12]
and [11]), an abelian variety with R ⊂ EndK(A). We then have
rarithp (E, τρ) = corankR⊗ZpSelp∞(A/K),
rarithp (E, τ1) = corankZpSelp∞(E/K).
Thus the conclusion in the theorem is equivalent to
corankR⊗ZpSelp∞(A/K)− corankZpSelp∞(E/K) ≡
∑
v∈S
δv (mod 2) ,
which is the statement of Theorem 6.4 of [11]. 
In the next section we will calculate the norm-index defining δv in some cases that
were not covered in [11]. Comparing these calculations in a case by case manner
with the analytic root numbers of §2.1 yields Theorem 4.1.
Also, in §4.1, we will apply the calculations of the next section in a manner
analogous to §7 of [11]. Specifically, we aim to establish a lower bound for the
growth of p-Selmer rank in a dihedral extension F/K of number fields (see §4.1)
with relaxed hypotheses compared to those in the theorems of §7 of [11].
3. Local Computations
We keep the setting and notation of section §2.2. In this section our aim is to
calculate the analytic local root numbers and arithmetic local constants in a variety
of cases, particularly some not covered in [11] for the latter. Recall that c is the
non-trivial element of Gal(K/k).
3.1. Preliminary Calculations. The following two propositions give results for
the local analytic root numbers which correspond to Lemma 5.1 and Corollary 5.3
of [11]. We note that Proposition 3.2 allows us to compute γu independent of the
reduction type of E at v.
Proposition 3.1. If vc 6= v, then W (E/ku, τρ,u) = W (E/ku, τ1,u) = 1.
Proof. When v 6= vc, we have Kv = ku and hence Gal(Lw/ku) = Gal(Lw/Kv),
where w is the prime of L above v. It follows that τρ,u = ρ⊕ ρ−1 and τ1,u = 1⊕ 1.
Now, let τ = τρ,u or τ = τ1,u. We see det (τ) (−1) = 1 by the decomposition (in
either case) of τ . Also
〈1, τ〉 + 〈η, τ〉+ 〈σˆE/k, τ〉 ≡ 0 (mod 2) ,
and by the first claim of Theorem 2.1, we have W (E/ku, τ) = 1. 
Proposition 3.2. If vc = v and v is unramified in L/K then
W (E/k, τρ,u)/W (E/k, τ1,u) = 1.
Proof. In this case, v splits completely in L/K by [11, 6.5(i)], i.e. for every prime
w of L lying above v, Lw = Kv. Now, we have
τρ,u : Gal(Lw/ku) = Gal(Kv/ku)→ GL2(C)
τ1,u : Gal(Lw/ku) = Gal(Kv/ku)→ GL2(C)
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viewing Gal(Kv/ku) as the v-decomposition subgroup of Gal(L/k). One sees by
direct calculation (see for example [17, §5.3]) that τρ,u ∼= τ1,u, and the claim follows.

3.2. Good Reduction. In the case of good reduction, the arithmetic local con-
stant has been determined by Mazur and Rubin in [11]. We recall those results
here.
Theorem 3.3 (Theorem 5.6 and 6.6 of [11]). If v is a prime of K with v ∤ p,
v = vc, v is ramified in L/K, and E has good reduction at v, then δv ≡ 0.
Theorem 3.4 (Theorem 5.7 of [11]). Suppose that E is defined over Qp ⊂ Kv
with good supersingular reduction at p. If Kv contains the unramified quadratic
extension of Qp, then δv ≡ 0.
Theorem 3.5 (Theorem 6.7 of [11]). If v | p and E has good ordinary reduction
at v, then δv ≡ 0.
For the corresponding situation on the analytic side, we have the following Propo-
sition.
Proposition 3.6. If E has good reduction over Kv then
W (E/ku, τρ,u)/W (E/ku, τ1,u) = 1
and moreover their common value is 1 when Kv/ku is unramified.
Proof. Using part (i) of Theorem 2.1, the result is given by the following lemma. 
Lemma 3.7. We have c(τρ,u) = c(τ1,u) and when Kv/ku is unramified we have
c(τρ,u) = c(τ1,u) = 1.
Proof. Notice that dimτρ,u = dimτ1,u = 2. We wish to see that det (τρ,u) (−1) and
det (τ1,u) (−1) are equal. Since we know that these terms only take the values ±1, it
suffices to see that det (τρ,u) ≡ det (τ1,u) (mod p) for some p | p. Fixing a basis for
the spaces of ρ and 1 respectively, we have that ρ ≡ 1 (mod p) from the assumption
that L/K is a cyclic p-power extension. This implies τρ,u ≡ τ1,u (mod p), viewed as
matrices with function-valued entries and the congruence defined component-wise.
It then follows that det (τρ,u) ≡ det (τ1,u) (mod p) .
Now, let τ = τ1,u. To determine det (τ) (−1), first note that −1 is a unit of ku,
and when Kv/ku is unramified,
−1 = NKv/ku(β) ∈ NKv/kuO×Kv ⊂ NKv/kuK×v .
Viewing det (τ) as a character of k×u /NLw/kuL
×
w , we see det (τ) (−1) is trivial. 
3.3. Potential Multiplicative Reduction. In this section, we assume that the
prime v of K ramifies in L/K , i.e. that Lw/Kv is non-trivial since [Lw : Kv] is
divisible by the ramification degree of v in L/K, and satisfies vc = v.
3.3.1. Analytic.
Proposition 3.8. If E/ku has potential multiplicative reduction, then
W (E/ku, τρ,u)/W (E/ku, τ1,u) = 1
if and only if E does not have split multiplicative reduction over Kv.
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Proof. If E has potential multiplicative reduction then the relevant formula is that
of Theorem 2.1 part (ii). Applying Lemma 3.7, it remains to determine 〈χ, τ〉.
First, if E has split multiplicative reduction at u, χ is the trivial character, and if
not then χ is the character associated to ku(
√−c6). When τ = τρ,u, the assumption
Lw 6= Kv implies that τ is irreducible (see [17, 5.3]), and since dimτ = 2 and
dimχ = 1, we have that τ is not isomorphic to χ. Thus, we see that 〈χ, τ〉 = 0.
Now consider τ = τ1,u. As τ is obtained by inducing the trivial character from
Gal(L/K) to Gal(L/k), it decomposes as τ = 1⊕µ, with µ the character associated
to the extension Kv/ku. In the case E has split multiplicative reduction at u,
χ = 1 6∼= µ, by our assumption vc = v, and so 〈χ, τ〉 = 1. Note that in this case,
E still has split multiplicative reduction at v. For the other cases, χ ∼= µ if and
only if Kv/ku is the quadratic extension over which E acquires split multiplicative
reduction. Combining these, we see that 〈χ, τ〉 = 1 if and only if E has split
multiplicative reduction at v. Thus, by the formula given in Theorem 2.1 part (ii),
W (E/ku, τ1,u) = −1 if and only if E has split multiplicative reduction at v. 
3.3.2. Arithmetic.
Proposition 3.9. If E has potential multiplicative reduction over ku, then δv ≡ 0
if and only if E does not have split multiplicative reduction over Kv.
Proof. Since E has potential multiplicative reduction, E has split multiplicative
reduction over ku or obtains split multiplicative reduction over a quadratic extension
H/ku (see [19, §C.14]). The latter case splits naturally into H = Kv and H 6= Kv.
In the case E has split multiplicative reduction over ku, E has split multiplicative
reduction over any finite extension of ku (loc. cit. and [19, §VII.5]), and so the
arguments with H = Kv covers this case.
Suppose first that H = Kv. In this case there is a q ∈ k×u such that E(Lw) ∼=
L×w/q
Z as Gal(Lw/Kv)-modules, and with the isomorphism defined over Kv (loc.
cit. [19]). This case is Lemma 8.4 of [11].
Suppose now that H 6= Kv. Let L′w be defined by Kv ⊂ L′w ⊂ Lw with [Lw :
L′w] = p. Consider the diagram of fields
HLw
D
DD
D
DD
DD
D
kk
kk
kk
HL′w
FF
FF
FF
FF
F
kk
kk
kk
HKv
FF
F
F
F
F
FF
F
mm
mm
mm
Lwp
mm
mm
mm
m
H
2
C
CC
CC
C
CC
C
L′w
kk
kk
kk
kk
Kv2
kk
kk
kk
kk
ku
and denote ∆ := Gal(H/ku) = 〈σ〉 and G = Gal(HLw/HL′w) = 〈τ〉. Define E′ to
be the quadratic twist of E associated to H/ku, so that E
′ has split multiplicative
reduction at u, and E
ϕ→ E′ is an isomorphism over H . As before, we have a
Gal(HLw/ku)-isomorphism E
′(HLw)
λ→ HL×w/qZ, with q ∈ k×. Define the minus-
part of HL×w to be
(HL×w)
− :=
{
z ∈ HL×w : zσ = z−1
}
,
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and similarly for all other ∆-modules. The map obtained by pre-composing λ with
ϕ restricts to
E(Lw)
ϕ−→ E′(HLw)− λ−→ ((HL×w)/qZ)−.
If q 6∈ NHLw/Lw then we also have ((HL×w)/qZ)− ∼= (HL×w)−. If q ∈ NHLw/Lw then
the projection of (HL×w)
− has index 2 in ((HL×w)/q
Z)−, and so the index is prime
to p. Both cases will be similar, so we will proceed with the case
E(Lw)→ ((HL×w)/qZ)− ∼= (HL×w)−.
One has a similar situation with E(L′w)→ (HL′×w )−. From the commutative square
E(Lw)
∼
//
N

(HL×w)
−
N

E(L′w)
∼
// (HL′×w )
−
with N := NHLw/HL′w , the snake lemma gives
[E(L′w) : N(E(Lw))] = [(HL
′×
w )
− : N((HL×w)
−)].
We claim that this index is 1, implying E(Kv) ⊆ E(L′w) = N(E(Lw)) and hence
dimFpE(Kv)/(E(Kv) ∩NLw/L′wE(Lw)) = 0.
It remains to see that [(HL′×w )
− : N((HL×w)
−)] = 1. With N as above, local
class field theory gives an injection
((HL′w)
×)−/N((HL×w)
−) →֒ Gal(HLw/HL′w) = Gal(Lw/L′w)−.
Since we know that σ conjugates Gal(Lw/L
′
w) trivially, it must be that Gal(Lw/L
′
w)
−
is trivial, finishing the proof. 
3.4. Potential Good Reduction. In this section, we assume that vc = v and
that v is ramified in L/K, so Lw 6= Kv as before.
3.4.1. Analytic. Let u, v, and w be as in §2.2. Denote ℓ for their common residue
characteristic, and suppose E/ku has additive and potentially good reduction.
Throughout we set H to be the unique unramified quadratic extension of ku.
For κ a local field, recallM is the minimal extension of κur over which E acquires
good reduction. Denote Λ ∼= Gal(M/κur) for inertia subgroup (alternatively, Λ is
the image of the inertia subgroup of W(k¯/k) in W(M/k) =W(k¯/k)/Gal(k¯/M)).
For ℓ ≥ 5, Serre and Tate [18] prove that Λ = Gal(M/kuru ) is always a cyclic
group with order dividing 12. From this, Rohrlich is able to prove that the rep-
resentation σE/ku attached to E is, after some slight modifications (see p. 332 of
[16]), abelian or induced from a character of the unramified extension H/ku. This
property of σE/ku is essential in Rohrlich’s formulae in Theorem 2.1 for the local
root number associated to E/ku and τ .
This requirement on σE/ku is also the main obstruction to applying Rohrlich’s
techniques to determine the analytic root number over local fields of residue char-
acteristic 2 or 3. The work of Kobayashi [7] for ℓ = 3 shows that σE/ku is not in
general induced from an unramified quadratic character in certain cases, and hence
one cannot apply Theorem 2.1. Dokchitser and Dokchitser [3], and also Whitehouse
[21], prove that for ℓ = 2 similar obstructions occur. In Proposition 3.12 below, we
are required to make assumptions on Λ in order to have a formula for W (E/ku, τ).
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Results of Kraus [8] (see also [21]) give some context to these assumptions, as well
as a method of determining Λ for a given elliptic curve.
Proposition 3.10. Suppose v ∤ 6. If v ∤ p or Kv/ku is unramified then
W (E/ku, τρ,u)/W (E/ku, τ1,u) = 1.
Proof. Here, we use the notation of Theorem 2.1, and from v ∤ 6, we are in the case
ℓ ≥ 5. If v ∤ p then Lemma 6.5 of [11] shows that Kv/ku is unramified, and if v | p
then we have assumed Kv/ku is unramified. As E has potentially good reduction,
we have v(j) ≥ 0, and so part (iii) of Theorem 2.1 applies. First we notice that
〈1, τ〉+〈η, τ〉 ≡ 0 (mod 2). Specifically, 〈1, τ〉 = 〈η, τ〉 = 0 when τ = τρ,u is induced
from ρ, and since Kv/ku is unramified, 〈1, τ〉 = 〈η, τ〉 = 1 when τ = τ1,u is induced
from 1. It remains to determine 〈σˆ, τ〉.
We know that σˆ is the representation of Gal(k¯u/ku) induced from ψ := ϕθ, and
Rohrlich proves that σˆ is dihedral. Recall that ψ is defined to be a character of
H×, and by our assumption that Kv/ku is unramified, H
× = K×v . If ψ has order e,
we may view it as a character of Gal(K1/Kv) for some extension K1/Kv of degree
e. In turn, we view σˆ as a dihedral representation of Gal(K1/ku).
Consider τ = τρ,u. Lifting (not inducing) σˆ and τ to some appropriate exten-
sion K2/ku, both are 2-dimensional dihedral representations. Since τ is irreducible,
〈σˆ, τ〉 = 1 if and only if σˆ ∼= τ . Restricting τ and σˆ to Gal(K2/Kv), these repre-
sentations decompose as τ = ρ⊕ ρc and σˆ = ψ ⊕ ψc. The order of ρ is a power of
p ≥ 5 and the order of ψ is 3, 4, or 6 (see [16, p. 332]), so 〈σˆ, τ〉 = 0.
For τ = τ1,u, we have τ = 1⊕ η and so 〈σˆ, τ〉 = 0. Thus, in either case one has
(−1)〈1,τ〉+〈η,τ〉+〈σˆ,τ〉 = (−1)〈σˆ,τ〉 = 1,
and applying Lemma 3.7 gives W (E/ku, τρ,u)/W (E/ku, τ1,u) = 1. 
Proposition 3.11. Suppose v ∤ 6 and Kv/ku is ramified. If E acquires good
reduction over an abelian extension of Kv, then
W (E/ku, τρ,u)/W (E/ku, τ1,u) = 1.
Proof. Here ℓ ≥ 5, so we are in case (iii) of Theorem 2.1, and the condition that E
acquires good reduction over an abelian extension of Kv is equivalent to (see [14,
Prop 2]) W(M/ku) being abelian. This gives
W (E/ku, τ) = c(τ) = det (τ) (−1).
Applying the first claim of Lemma 3.7 then gives the result. 
Proposition 3.12. If v | 6 and Λ ∼= Z/eZ for e = 1, 2, 3, 4 or 6 then
W (E/ku, τρ,u)/W (E/ku, τ1,u) = 1.
Proof. When v | 6, we have ℓ ≤ 3 and p ≥ 5, so v ∤ p. As in the proof of Proposition
3.10, we see Kv/ku is unramified. Proposition 3.2 of [7], when ℓ = 3, and Lemma
5.1 of [21], when ℓ = 2, give criteria for the image of σE/k,u to be abelian. If it is
abelian, then σE/k,u = χ⊕ χ−1 and so Proposition 2.3 gives
W (E/ku, τ) = det (τ) (−1).
Lemma 3.7 then gives the desired result.
If the image of σE/k,u is not abelian, then we use the assumption that Λ ∼= Z/eZ
for e = 2, 3, 4 or 6. In this case, as for ℓ ≥ 5, we have σ := σE/k,u = indKv/ku χ,
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with χ a character of K×v (see [7, §2,5], [21, §6]). From the first part of Theorem
2.1,
W (E/ku, τ) = W (σ ⊗ τ) = det (τ) (−1) · (−1)〈1,τ〉+〈η,τ〉+〈σˆ,τ〉.
Again, 〈σˆ, τ〉 is the significant term. For ℓ ≥ 5 Rohrlich proves that σˆ = σˆe,
and under the assumption on Λ the same proof works when ℓ ≤ 3. So, as above
〈σˆ, τ〉 = 0 when τ = τρ,u.
When τ = τ1,u ∼= 1⊕ η, we have 〈σˆ, τ〉 = 0 and we conclude
W (E/ku, τρ,u)/W (E/ku, τ1,u) = 1.

3.4.2. Arithmetic.
Proposition 3.13. Let Kv be a local field, with v ∤ p. If E has additive reduction
over Kv then δv = 0.
Proof. If E has additive reduction, then
(3.1) E0(Kv)/E1(Kv) ∼= E˜ns(κ) ∼= κ+,
with κ, the residue field of Kv, a finite field of characteristic ℓ 6= p. We recall two
facts (see §VII.3 and §VII.6 of [19]),
(1) E1(Kv) ∼= Zrℓ ⊕ T for some finite ℓ-group T .
(2) |E(Kv)/E0(Kv)| ≤ 4.
Since p ∤ 6ℓ these two facts yield
E(Kv)/pE(Kv) ∼= E0(Kv)/pE0(Kv) ∼= E1(Kv)/pE1(Kv) = 0,
showing that E(Kv) has no p-subgroups and so δv ≡ 0. 
The next proposition is a first step into the more difficult case of potentially good
reduction at a prime above p. To compare with the calculations of the analytic root
number, the case that Kv/ku is ramified (Proposition 3.11) overlaps, but does not
exactly coincide, with this setting (see the proof of Proposition 3.10). The tools
we use for this case were developed by Mazur [10, §4] and Lubin and Rosen [9]
(see also [11, App. B]), and as such, we are only able to deal with the case that
E attains good ordinary reduction. In [10, §1.d], Mazur remarks that the case
of supersingular primes is very different and more difficult. Theorem 3.4 above
remains the only result for δv in the case of supersingular reduction.
In order to state the proposition, we must recall a definition (see [11, App. B],
also [10, §1.b]). Recall that E is defined over ku, which is an extension of Qp when
u | p. For K a finite extension of ku, denote κ for the residue field of K, and denote
E˜ for the reduction of E at the prime of K. If E has good ordinary reduction over
K then we say that E has anomalous reduction over K if E˜(κ)[p] 6= 0, and we say
E has non-anomalous reduction otherwise.
Proposition 3.14. If v | p, E has additive reduction over Kv, and E attains good,
ordinary, non-anomalous reduction over a Galois extension M/Kv with [M : Kv]
prime to p, then δv ≡ 0.
Proof. Let Ek denote a model for E defined over ku, and let E
M denote a model
of E defined over M for which E has good, ordinary, non-anomalous reduction.
We have an isomorphism Ek → EM defined over M , giving Ek(M) ∼= EM (M),
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whereM =MLw, and similarly forM′ =ML′w. We denote Γ := Gal(M/Kv) and
H = Gal(Lw/L
′
w), and note that
Gal(M/Kv) = Gal(M′/L′w) = Gal(M/Lw), Gal(Lw/L′w) = Gal(M/M′).
By Propositions B.2 and B.3 of [11], we have that NH : E
M (M) → EM (M′) is
surjective, and hence NH : E
k(M) → Ek(M′) is surjective also. From this and
NΓ ◦NH = NH ◦NΓ we have
(3.2)
[Ek(L′w) : NΓ(E
k(M′))] = [Ek(L′w) : NΓ ◦NH(Ek(M))]
= [Ek(L′w) : NH ◦NΓ(Ek(M))].
Since Γ has order prime to p and
|Γ| · Ek(L′w) ⊂ NΓ(Ek(M′)) ⊂ Ek(L′w),
the first term in (3.2) is prime to p. Since H has order p and
NH ◦NΓ(Ek(M)) ⊂ NH(Ek(Lw)) ⊂ Ek(L′w),
the last term in (3.2) is divisible by some power of p when NH(E
k(Lw)) 6= Ek(L′w).
Since this is impossible, we must have
NH(E
k(Lw)) = E
k(L′w) ⊃ Ek(Kv)
and hence by Definition 2.4 we have δv ≡ 0. 
4. Results and Applications
We keep the setting and notation of §2.2. Recall that the motivation for the
calculations in the previous section has been to determine if the sum
∑
δv, over
v | u, of arithmetic local constants coincide with a quotient of local root numbers
of the conjectural functional equation for Λ(E/k, τ, s). We define the local analytic
constant γu := γ(u,E, ρ) ∈ Z/2Z by
(−1)γu = W (E/ku, τρ,u)/W (E/ku, τ1,u),
which gives, analogous to Theorem 2.5,
(4.1) ran(E, τρ)− ran(E, τ1) ≡
∑
u
γu (mod 2) .
With (1.1) in mind, we aim to verify that for every u
(4.2) γu ≡
∑
v|u
δv (mod 2) .
Our main result, Theorem 4.1 below, gives a setting in which (4.2) can be es-
tablished. Note that for the arithmetic local constant conditions (a) and (b) in the
theorem are those addressed in [11] by Mazur and Rubin (cf. Theorems 3.4-3.5),
and conditions (c) and (d) encompass the new information obtained by the calcu-
lations of §3.
Define S = {primes v of K : vc = v, v ramifies in L/K, and v | 6p} .
Theorem 4.1. Suppose that for all primes v ∈ S one of the following holds:
(a) E has good reduction at v and if v | p then E has good ordinary reduction.
(b) E is defined over Qp ⊂ Kv with good supersingular reduction at p, and Kv
contains the unramified quadratic extension of Qp.
(c) E has potential multiplicative reduction at v,
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(d) E has additive, potential good reduction at v, acquiring good reduction over
an abelian extension of Kv when v | 6p, and moreover ordinary, non-
anomalous reduction when v | p.
Then for every prime u of k, we have γu ≡
∑
v|u δv (mod 2).
Proof. Let u be a prime of k, with v, vc the primes of K above u. If v 6∈ S then
vc 6= v, v is unramified in L/K, or v ∤ 6p. If vc 6= v then Lemma 5.1 of [11] shows
that δv = δvc and Proposition 3.1 shows that γu ≡ 0, so we have the claim in this
case. For the remainder we may assume vc = v, and so we wish to see γu ≡ δv.
If v is unramified in L/K, Proposition 3.2 shows γu ≡ 0. Also, in this case Lemma
6.5 of [11] shows that v splits completely in L/K. Then NLw/Kv is surjective and
hence, by Definition 2.4, δv ≡ 0.
In the case v ∤ 6p, we have v ∤ 6 and v ∤ p. If E has good reduction at v then
Theorem 3.3 shows δv ≡ 0, and Proposition 3.6 gives γu ≡ 0. If E has potential
multiplicative reduction then Proposition 3.9 and Proposition 3.8, for δv and γu,
respectively, give the result. Lastly, if E has potential good reduction, then we
apply Proposition 3.13 and Proposition 3.10.
For v ∈ S, cases (a) and (b) follow from Theorem 3.5 and Theorem 3.4 for δv,
respectively, and Proposition 3.6 for γu. Case (c) is covered by Proposition 3.9 for
δv and Proposition 3.8 for γu.
For case (d), we consider the (mutually exclusive) cases v | 6 and v | p separately.
We first note that the condition that E acquires good reduction over an (necessarily
finite) abelian extension of Kv is equivalent to (see [14, Prop 2]) E acquiring good
reduction over a totally ramified cyclic extension of degree 2, 3, 4 or 6. So, for
v | 6, the conditions of (d) are exactly those necessary to apply Proposition 3.12
for γu. Also, as v ∤ p we can apply Proposition 3.13 for δv and the claim follows.
In the latter case, all of the possible degrees for the cyclic extension over which
E acquires good reduction are prime to p ≥ 5. Thus, the extra condition that E
acquries ordinary, non-anomalous reduction allows us to apply Proposition 3.14 for
δv. Also, since v ∤ 6 and v | p, the stated conditions allow us to apply Proposition
3.11 for γu. 
With Theorem 2.5 and (4.1) in mind, a consequence of Theorem 4.1 is the
following “relative” version of the p-Selmer Parity Conjecture (cf. (1.1)). We note
that the result is alerady known via work by Dokchitser and Dokchitser in [4], and
can also be recovered from work by Greenberg in [5]. Our contribution is to obtain
a new proof using Mazur and Rubin’s theory of arithmetic local constants and to
allow for some cases of additive bad reduction at primes above 2 and 3.
Corollary 4.2. If E/k satisfies the hypothesis of Theorem 4.1, then
rarithp (E, τρ)− rarithp (E, τ1) ≡ ran(E, τρ)− ran(E, τ1) (mod 2) .
Proof. Applying Theorem 2.5 and (4.1) we have (mod 2)
rarithp (E, τρ)− rarithp (E, τ1) ≡
∑
v δv
≡ ∑u γu ≡ ran(E, τρ)− ran(E, τ1).

4.1. Growth in p-Selmer Rank. In addition to the above considerations, the
theory of arithmetic local constants allows one to provide lower bounds for growth
of p-Selmer rank in dihedral extensions of degree 2pn. In §7 and §8 of [11], Mazur
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and Rubin provide the first such theorems, making assumptions on the elliptic
curve E in question so that the only δv which survive (in Theorem 2.5) are those
which had been calculated in [11]. Having calculated δv in some new cases of bad
reduction, we can make analogous statements with relaxed assumptions on E.
We now consider k ⊂ K ⊂ F , where K/k is quadratic as before, F/K is abelian,
and F/k a dihedral extension of degree 2pn. The cyclic extensions L/K contained in
F are in a one-to-one correspondence with the irreducible rational representations
ψL of Gal(F/K). For a fixed L, ρL is a 1-dimensional component of ψL, and we
apply the calculations of §3 with respect to this ρL.
Let S = {primes v of K : vc = v, v ramifies in F/K}, which differs from that of
the previous section by removing the restriction that v | 6p. Also, define
Sm := {v of K for which E has split multiplicative reduction} .
We note that the conditions for v | 6 of Theorem 4.1 were imposed in order to
handle the local analytic root numbers and so are no longer needed. Before stating
the theorem, we recall a result of [11] for more convenient referencing.
Proposition 4.3 (Corollary 3.7 of [11]). There is a Gal(F/K)-equivariant isomor-
phism Sp(E/F ) ∼=
⊕
L Sp(E/K)τρL .
The following is our extension of Theorem 7.2 of [11]. Again, similar results
follow from the work of Dokchitser and Dokchitser in [4] and Greenberg in [5].
Theorem 4.4. Suppose for each v ∈ S that E satisfies one of the conditions (a)-(c)
of Theorem 4.1 or
(d) E has additive, potential good reduction at v, and if v | p then E acquires
good ordinary, non-anomalous reduction over a totally ramified Galois ex-
tension of K of degree prime to p.
If dimQpSp(E/K) + |Sm| is odd, then
dimQpSp(E/F ) ≥ rarithp (E, τ1) + [F : K]− 1.
Proof. The arguments are as in Theorem 8.5 of [11], incorporating the new cases
in which δv has been determined. By Lemma 5.1 of [11] and Definition 2.4 (as in
the proof of Theorem 4.1), we have that
∑
v 6∈S δv ≡ 0 (mod 2), and so Theorem
2.5 gives
(4.3) rarithp (E, τρ)− rarithp (E, τ1) ≡
∑
v∈S
δv.
By Theorems 3.3-3.5 and Propositions 3.13, 3.14, and 3.9, we have∑
v∈S
δv = |Sm|.
For each cyclic L/K in F we have a corresponding RL (see §[11]), the maximal
order in the cyclotomic field of [L : K]-roots of unity, and applying Proposition 4.3
we have
Sp(E/F ) ∼=
⊕
L
Sp(E/F )τρL ∼=
⊕
L
(RL ⊗Qp)dL
with (except for L = K)
dL ≡ rarithp (E, τ1) + |Sm| ≡ dimQpSp(E/F ) + |Sm| (mod 2) .
We have assumed this to be odd, so dL ≥ 1 for each L 6= K, and the claim
follows. 
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