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§l. Sowohl das Reduktionsproblem 'wie auch das Konstruktionsprohlem 
-von nicht-vollständigen (partiellen) Automaten waren IJisher nur teib-eise 
gelöst. Bei der Lösung des ersten 'war ein Schritt ,)Trial and enon' auch in den 
Redllktionsalgorithmen erforderlich (s. z. B. [1-6]), für das zweite Prohlem 
hat Yerfasser selbst einen Algorithmus, jedoch nur für Moore-Automaten [7] 
angegeben. Im folgenden wird die -vollständige Lösung beider Probleme ge-
gehen, u. z·w. für Mealy-Automaten. (Es sei bemerkt, daß die Methoden auch 
für Moore-Automaten leicht angewandt werden können, das soll aber erst in 
einem Buch [8] das im nächsten Jahre erscheinen wird, angegeben ·werden.) 
Es 'werden die Bezeichnungen und Definitionen -von GnsBURG [:2] he-
nützt, ferner 'wird heim Konstruktionsprohlem -vorausgesetzt, daß der !Je-
t1'aehtete .Automat keinen Zustand enthält, für den kein Output definiert ist, 
und daß die Zustandsände1'ungs- (Durchgangs-)funktion (b) für solche Zu-
stand-Inputzeichenpaare nicht definiert isL für die der Output undefiniel't 
bleiht (GnsBUItG zeigte nämlich [:2], daß ein solches Yerstümmeln der ursprüng-
lichen Durchgangsfunktion die Ahhildungsfähigkeit des he trachteten Auto-
maten nicht heeinflußt; die Outputfunktioll wird im weiteTen dureh i_ hezeich-
nct.) Ebenso setzen wir im Falle des Konstruktionsproblems -voraus, daß die 
zu realisierendt' Automatenahhildung 'l auf eine solche Teilmenge F der freien 
Halbgruppe F üher das Inputalphahet X definiert isL die mit jedem \'i-ort 
W = W-llF~ E P auch das Anfallgswort JT-l enthält. (Ist nämlich (! die Auto-
matenahhildung, die für W-l W-z definiert ist, so ist dadurch auch r(TV1) auto-
matisch angegeben.) 
Es wird endlich -vorausgesetzt, daß sO'wohl das Inputalphahet X = 
= [Xl' x~, ... , Xj,} wie auch das Outputalphahet Y = {Yl' )"2' ••. , Yd end-
lich sind; die Zustanclsmenge kann auch unendlich sein. (Diese Beschränkungen 
sind für die }Iethoden nicht wesentlich, nur gewisse Teilalgorithmen 'werden 
damit endlich bleiben, die aber auch \\-eggelassen werden können.) 
§2. Die Schwierigkeit des Reduktionsprohlems besteht darin, daß statt 
der Xqui-valenzrelation, die symllletriseh und t1'ansiti-v ist, die sog. Superäqui-
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-valenz-Relation benützt werden muß, die transitiv, jedoch nicht symmetrisch 
ist. Genauer gesagt, nennen wir den Zustand a E 2( des partiellen NIealy-Auto-
maten A(2(, X, Y, ba, I.a) Superäquivalent (bzw. Superäquivalent k-ter Ord-
nung) des Zustands b E Q3 des Automaten B(Q3, X, Y, bb' I.b), wenn für jedes 
Wort W E F(X) (bz"w. für jedes Wort, das nicht länger als k ist, d. h. höchstens 
k Buchstaben des Inputalphabets enthält), für welches }'b(b, W) definiert ist, 
auch I.a(a, W) definiert ist und 
}.a(a, Wl = }'b(b, W) E F(Y) 
gilt; diese Tatsache soll durch a:?: b (bzw. durch a I b) bezeichnet ,.,-erden. 
Dementsprechend wird der Automat A ein Superäquivalent (bzw. Superäqui-
valent k-ter Ordnung) von B(A > B, bzw. A I B) genannt, wenn sich zu 
jedem Zustand von Bein Superäquivalent (bzw. Superäquivalent k-ter Ord-
nung) von A angeben läßt. 
Bei der Lösung des Reduktionsproblems, d. h. bei der Konstruktion 
eines Superäquivalent-Automaten mit minimaler Zustandsmenge, spielt eine 
andere Relation, die sog. Kompatibilität (bzw. Kompatibilität k-ter Ordnung) 
eine große Rolle, die symmetrisch, jedoch nicht transitiv ist. Es werden näm-
lich die Zustände a E 2( bzw. b E Q3 kompatibel (bzw. kompatibel k-ter Ord-
nung: a"" b bzw. a 7: b) genannt, falls für jedes Wort W E F(X) (bzw. für 
jedes Wort, das nicht länger als k ist), für das sowohl }.a(a, W) ·wie auch }.b(b, W) 
definiert sind, I.a( a, W) = }.b( b, W) gilt. 
Ein Automat A(2(, X, Y, ba, }.a) wird hinsichtlich der Kompatibilität 
(bzw. der Kompatibilität k-ter Ordnung) reduziert genannt, falls er keine 
kompatible (bzw. kompatible k-ter Ordnung) Zustandspaare besitzt. 
W'ir geben zuerst einige Lemmen an, die »duale« Varianten für die 
Kompatibilität von Lemmen über Superäquivalenz im Buche von Ginsburg, 
und so einfach zu beweisen sind, daß der Beweis weggelassen wird. 
Lemma 2.1. Ist a"" b, und existieren für ein gewisses W E F(X) sowohl 
?a(a, W) und ba(a, W) als auch h(b, W) und bb(b, W), so steht ba(a, Wl r-v 
r-v bb(b, W) fest. 
Lemma 2.2. Ist a k b, und existieren für ein WE F(X), das eine Länge 
i < k besitzt, sowohl }.Q(a, W) und ba(a, W) als auch ?o(b, Wl und bb(b, W), so 
steht ba( a, W) f::i bb(b, W) fest. 
Lemma 2.3. Ist a 7: b, und gilt für jeden Inputbuchstaben Xj E X, für 
den sowohl ba(a, Xj), als auch bb(b, Xj) existieren, die Relation ba(a, Xj) 7: bb(b, Xj), 
so steht auch a {+l b fest. 
Diese Lemmen sind deshalb wichtig, da für Automaten mit endlichen 
Zustandsmengen in endlichen Schritten die Kompatibilität-Reduziertheit fest-
gelegt werden kann. Es gilt nämlich der 
Satz 2.1. Sind A und B endliche partielle Automaten, u. zw. sind c&(2f) = 
= 0'. bzw. C&(Q3) = ß und a E 2( bzw. b E Q3, so 
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a C) ist a r-./ b eine Folge von a ;:~ b; 
h C) in a 0) darf im allgemeinen exp nicht durch eine kleinere Ordlllmgszahl 
ersetzt werden. 
Ebenso gilt der 
Satz 2.2. Es seien wieder ß(2f) = (f. und a1 E 2(, ao! E 2(, Dann 
a
C
) ist a1 r-../ a:! eine Folge von a1 i,f:,-:'l) a2; 
}jC) in aC) darf im allgemeinen ex(:z - 1)/2 nicht durch eine kleinere Ord-
nungszahl ersetzt werden. 
Für das weitere ist sehr wichtig: 
Lemma 2.4. Ist A B (bzw. "A f: B), und besitzen a, E 2{ und a) E 2( ein 
gemeinsames Superäguiz:alent (bzw. Superäguivalent k-ter Ordnung) in ~\ so gilt 
Dieses Lemma hat nämlich die wichtige Folge: 
Satz 2.3. Ist der partielle Automat A hinsichtlich der Kompatibilitiit (bzzt'. 
der Kompatibilität k-ter Ordnung) reduziert, so gibt es zu A keinen Superauto-
maien B (kIr. Superautomalen k-ter Ordnung) mit It'eniger Zustiinden als 8(2(), 
genauer; ist A B, so gibt es eine homomorphe Abbildungron ~ auf 2{, jedoch 
gibt es (auch im Falle A ~~ B) keine isomorphe Abbildltlzg rOll einer echten 
Teilmenge ron 2( auf ~~. 
Beweis: Da A B (hzw. A Tc B), so gibt es zu jedem a E 2( ein bE )lJ 
mit a b (hzw. a {b); laut unserer Lemmen 2.1-4. definiert diese Relation 
eine homolllorphe Ahbildung ;;on ~ auf 2L "Wäre nun eine echte Teilmenge 
von 2( mit Hilfe ;;011 (hz,\"- ;J auf )8 isomorph ahhilclhar, so gäbe es min-
destens ein Zustandspaar a i E 2(, a, ~-~ aj E 2( mit gemeinsamen Superäqui-
;;alenten (Superäquinllenten k-ter Ordnung) b E ~. :\" ach dem Satz :2.3 wäre 
aher dann (/, Clj (hzw. (111: C1 j ), in Gegensatz zu unserer YoraU:35etzung ülJer 
die Reduziel'theit. \..-. z. B. ,,;. 
Dieser Satz zeigt nun, daß das gesuchte minimale Supel'äquio.aient so 
zu konstruieren ist, daß es kompatihel-reduziert sei. Ist jedoch ".-1 B. und B 
kompatibel-reduziert, so zeigt Satz :2.3. nur die Tatsache, daß man zu B-
aher nicht llotwelldigcl'weise auch zn A kein Superäquivalent mit ,,-eniger 
Zuständen als 8('0) kOllstuieren kanu. Ehen darin hesteht die Sch,,-if'rigkl'it 
der Reduktion partieUer Automaten. r 111 nun das minimale Superäqlliyalent 
zu konstruieren, sind einige neue Begriffe hzw. einige Lemmen üher diese 
Begriffe erforderlich. 
Betrachten wir den partiellen Automaten A(~C. X, Y, (J, i_). \\-ir nennen 
die Z"rleo-una sn!: ('l[") f0l(i;) 'l["u;) 9( (," 1 hzw \II( (,)[.) = '9[1"! ,)(';) 
'- 'c ;:, ,... k .... l .... 1 ~ .... ~ ~ • ",: .... G;t) f .~. ~ ~ , l"- 1 ~ ... :! ., 
... } (in nicht notwendig fremde Teillllengen ;;on 2() eine !.--kompatibel -
hzw. kompatihel-maximale Zerlegung ;;on 2(, "wenn die F olgendell gültig sind: 
1°. U 2(P = 2( 
j 
bzw. 
..J PerloJica P{Jlyt~l"hIli(',l. EI. 16/1. 
U 2Cj=) = 2{: 
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2°. ?U),') ?UY) bzw. ?Ui=) mj=) (i -j- j) ; 
3=. Jedes iHik) hzw. ~(~=) ist eine maximale Teilmenge yon 2( in bezug 
auf die k-Kompatibilität bzw. die Kompatibilität, d. h., daß einerseits, jedes 
2(V'J hZ'L 2(\=) nur paarweise k-kompatihle hzw. kompatible Zustände enthält, 
anderseits, diese Teilmengen mit keinem Zustand so ergänzt werden können, 
daß 2~ und 3 0 noch feststehen; 
4 c. Eine jede k-kompatihel-maximale hzw. kompatihel-maximale Teil-
menge yon 2( ist in 9Jc,,(2() hzw. in BJc= (~() enthalten, genauer ist 2(~') C 2f 
hzw 2(~=) ~ 2( eine helichige Teilmenge mit paarweise k-kompatihlen hzw. 
kompatihlen Zuständen, so giht es mindestens ein Element ~W) E BJI:/:(2() bz"w. 
2W:) E BJI:=(?U) mit 2(~') C 2(\k) hzw. 2(~=) C 2(\=). 
Nun soll auf konstruktiyem Wege gezeigt werden, daß einerseits solche 
Zerlegungen existieren, anderseits, daß BJcl,(2t) für jedes k tatsächlich endlich 
ist. 
Betrachten wir erst die St1-Zerlegung yon 2((K = D(X)): in K Schritten: 
Nehmen wir den ersten Inputbuchstaben Xl E X und bilden wir die theoreti-
I Kl ~ (11) ~. (11) "(11)'"(. ) I f' . I sc len assen?U1 , 2(2 ... ,?UL ; 1st ), a, Xl ce llllCrt unc z,\'ar = )'v, 
so gehört a zu \f{~ll)()' = 1,2, ... , L). Da nun A partiell definiert ist, können 
einerseits einige Klassen leer bleiben, anderseits kann eine Teilmenge ~t(l!) C 2i 
existieren, für die 1.( . .. , Xl) nicht definiert ist. Lassen wir nun die leer gehlie-
henen theoretischen Klassen weg, und schließen wir alle Zustände yon m(ll) 
den anderen Klassen hei; es werden ferner diejenigen entstandenen Klassen 
weggelassen, die einer anderen mit kleinerem Index gleich sind (in diesem 
Schritt kann dies nicht yorkomlllen), und es soll eine neue Indexfolge gewählt 
'werden, welche lückenlos ist. So entsteht die Slll-Zerlcgung \'on 2(: 
Sll1(2f) = {2fPl), 2(iI 1), ..• , ~(SW}· 
Lemma 2.5.: 0'11 L. 
Lm nun .)1: 12 und yon SllS ausgehend ~)lr,:;~l zu IJilden, nehmen W11' die 
Inputbuchstahen .1'2 hzw. X S7 !' und zerlegen ,\'ir ebenso aber einzeln und 
yon den anderen unabhängig - alle Teilmengen \'on .\1 11 (2() bzw. yon SllS (~()(s < 
< 1\.). So erhält man schließlich: 
Lemma 2.6. 0'1 LI\. 
Satz 2.4. St 1(2() ist die I-kompatibel-maximale Zerlegul1g rOll ~L d. Iz • 
.'I1 100 = BJ(I(~()' 
Beweis: Die Eigenschaften 10 und 2 C sind für ~11(2() in triYialer \'\' eise 
yorhanden. \,\'ürde aber 3 0 nicht hestt,hen. so gäbe es mindes tens eine Teil-
menge 9(~1) und einen Zustand a" '2: 91~!), der ~lit jedem Element \'on 9(~1) 
I-kompatibel ,\'äre. Diese VOrallS~ctzung führt aber zu einem "Widerspruch. 
Da nun die Zustände ,on ~(~1) und Oll einander I-kompatibel sind, so gilt das 
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umso mehr, 'wenn nur Buchstabe Xl betrachtet wird. (Hier gibt es nämlich 
4l\Iöglichkeiten: a C ) 9(~1) C 5}(II) und a
u 
E 2((11); bO) 2(~,I) cL 2{(1I) aber aU. E 2(11); 
CC) 9(1) C fu(ll) aber a!.!. (f 2(111; CC) %' C 2(11), aber a" ;f 9(Üll; d C) 2(~lj c: ~((II) 
und au 'l. 2l(lll). Laut der Konstruktion yon Slll(2() bedeutet aber diese Tat-
sache,' claß es mindestens ein Element yon .l111(2() gibt, das sowohl 9(~.1) als 
auch a" enthält. (Im Falle a C) enthalten nämlich alle Klassen yon Sll1(2() die 
Zustandsmenge 2(~1) U a!,; im Fallc bO) enthalten nur gewisse Klassen 2(~1), 
aber alle aU.; im Falle cC) ist es gerade umgekehrt; im Falle dO) gibt es endlich 
einige Kla~sen, die sowohl 2(~1) wie auch alt enthalten.) Daraus folgt aber gleich 
- u. zw. clurch \Viederholung des yorigen Gedankenganges -. daß es auch in 
.l112 mindestens eine Klasse gibt, die 2(~1) U a,U. enthält. Eine Induktion nach 
dem Index der Inputbuchstaben durch Wiederholung des schon angegebenen 
Gedankenganges - zeigt, daß es in allen 31 15, folglich auch in ~11l( = S1. 1, minde-
stens eine Klasse gibt, die 2(~1) U a,LL enthält, in Gegensatz zu der Voraussetzung. 
Damit ist auch das Vorhandensein der Eigenschaft 3C ) hewiesen. 
Dieser Gedankengang läßt sich jedoch auch yerwenden, um zu he,reisen, 
daß Sl.1(2() auch der Eigenschaft 4 c genügt, w. z. B. w. 
Um nun .l1'2(9f), ausgehend yon Sll(2() - u. zw. durch die Hilfszerlegungen 
S1: 21(2() , .ll~~(2(), ... Sl2l«(2() Sl2(2() SO'wie .lls+1(2(), ausgehend von .llA2() 
zu konstruieren, hedient man sich derselhen Konstruktionsmethode 'wie ohen 
für .ll'l(2(), es wird jedoch nicht mehr die Ausgangsfunktion ;. sondern die 
Durchgangsfunktion b herangezogen. (Das hedeutet z. B., daß - um ,)121 zu 
bilden erst die Teilmenge 2(~1) mit den theoretischen Klassen fu~211), §tflll, 
..• , 5}(;2\~ berüchsichtigt ·wird; der Zustand a E 2(~ll wird den Klassen 9()~lll, 
() (211) \1((211) 1 f 11 "( ) 1 f'" 1 "( )'" (\l() 
,li2 , ••• , C i" zugeorc net, a s (j a, Xl (e lnlert Ist, une u a, Xl In .lei ~ 
zu den Klassen 2(gl, 9(l!), ... 2(l~1 gehört; falls aber b(a, Xl) nicht definiert 
ist, 'wird a allen nicht leer gebliebenen I~lassen zugeordnet; ebenso arbeitet 
man mit 2(~1) US'I".) Es sei aber hier bemerkt, daß bei der Konstruktion der 
Hilfszerlegungen Si Sv die theoretischen Klassen immer in bezug auf l' 
und nicht in bezug auf Sls,v_ 1 konstruiert werden sollen! 
Lediglich unter Berücksichtigung des obigen Gedankenganges, können 
folgende Lemmen bzw. Sätze leicht bewiescn ,\·erden: 
Lemma 2.6. 0'5+1 0'~~-1 (s 2,3, ... ) 
Sat:.; 2.5. Sls(2() ~)(s(2() (s = 1,2,3, ... ) 
Lemma 2.f. Ist ,~ls+l(2() = SlA2(), so gilt für jedes )' > I: SE S7 : ,\1,. 
Lemma 2.8. Ist A endlich, H. ZZL D(2() = 7., 50 gilt 
Mit Hilfc der Folge der .\ls(2f)-Zerlegungen yon 9( konstruieren ,\·ir nUll 
die ~1: = -Zerlegung: 
\1 ('1() = fi)(=) \l(=) I, (\l(H 
'. oe' l~l' ~2 , •. 'j' ~l 2()=) für i,' j), 
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u. zw. folgendermaßen: Die Teilmenge 2(* E 2~( ist dann, und nur dann, elll 
Element yon S't=(2(), 'wenn 
I C ) zu jedem Index s (s = 1,2, ... ) mindestens ein Index fl(S) so ange-
geben werden kann, daß 
\l( C \)(s) E ('io. :...- *" _ zt,u(s) ,)1.:- s 
gültig sei; 
Ir) hetrachtet man einen heliebigen Zn"tand a E 2{: a :;: 2(~" so ist Y) 
für 2(* U a nicht mehr erfüllt. 
Lemma 2.9. Ist für einen Index s ·\15+1 = Sls e7fiillt, so gilt .\"1 (2() 
·~U2(). 
Satz 2.6. ~1=(2() = 9JC=(2f). 
Be'weis : Voraussetzungen 10 ) und 2"') sind wieder in triYialer \'\' eise er-
fi.i.11t. Wäre 3°) nicht erfüllt, so gähe es mindestens ein 2(~=) E .)1= (2i) und ein 
a E 2!, a ~ 2i\=1, 'wo a mit allen Zuständen yon 2(~=) kompatibel wäre. Dann ist 
aber a für jedes s s-kompatibel mit allen Zuständen yon 2(\=), folglich 'wäre 
2l\=1 U a eine Teilmenge gewisser 2(j(1) E Sl, (2i). Naeh Ir) könnte also 2(\=) 
• '--' v V _ L 
nicht zu Sl (2() gehören, entgegen unserer Voraussetzung. Ebenso: \\'äre -1 ~)' 
= v V L- v 
nicht erfüllt, so gäbe es eine Teilmenge 2(* C 2( mit paarweise kompatihlen 
Zuständen, diese \\-äre aher die Teilmenge keines Elements yon Jl = (2[). 
Jedoch sind dann die Zustände yon 2(* für jedes s auch paann>ise s-kolllpati-
hel, folglich gähe es zu jedem s mindestens ein Element 2(~;is) E .)ls (20 mit 
2l * ;;;; 2(~;{s)' Nach 1°) giht es aber dann eine Teilmenge 2(* yon 2( mit 2(" ;;;; 2(* E 
E ~1,o (2i), folglich soll 2(* eine Teilmenge mindestens eines Elements 2L* E .\1 
sein, entgegen unserer Voraussetzung. Damit ist Satz 2.6 bewi .. scn. 
Da nun die Zustände yon 2W') E ~l= (~() paarweise kompatilJe! :"imL ist 
auch 
Sai~ 2./. gültig; Für beliebige 1 <j K, undfiir beliebige Zllstalldsapcwre 
G,. ~ G" c:-"" al.l E ~{\=) ist ell11reder mindestens ein Element der Paare i.(a,., 
;.(ap' Xj) b.::;zr. Ö(a", Xi)' b(a", xil nicht definiert, oder aber sind die erstpl! 
eil/ander gleich, die zn'eiten einander kompatibel (s. Lemma :2.1). 
Betrachten wir also erst di" _-\.usgangshuchstahenmenge G", E 
E ~!; . Laut Satz :2.7 1st diese ::\Ienge entweder leer, oder ahn' enthält sie nur 
ein einziges Element Y,r; j)' Die5e einwertige Funktion di,il dpfiniert eine 
Ausgang;funktion für 'ei~lige neue Automate~ S mit Znst<~nd~~nengc .Il: '". Be-
trachten 'wir nun die Zustandsmenge {b(a"" Xj) : a
e
) E ~(\~)}. Laut Satz :2.6 
hesitzt diese }lenge miteinander pilann,ise kompatible Zustände (oder ist sie 
jen'), und da naeh Satz :2.6 .\1 =(~t) = ~)(=(2() gilt, gibt es eillige ElelEellte 
E Sl= (mindestens eines) für die nach Satz :2.7 {b(a w ' xJ ' [I" E } c 
gilt. Diese Funktion ~(i, j) -besser gesagt, ein jeder Zm:ig dieser 
mehrwel'tigen Funktion - definiert eine DUl'chgangsfunktion eines neucn 
Automaten. Betrachten wir also die AutolllatellI~len~e S(;·)(.\l~, S, 1-, 
)); ;. Er, wo die Inclexlllenge r die ::\Ienge der möglichen einwertigen (~(:'I) 
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Z\\'eige der mehrwertigen Funktion ~ voneinander unterscheidet. Hier ist also 
;" (,,(=) x) -v • c'i(;,)(,,(H,.) - '1«=() 
"( 'i ,-; - J 'i'U,j) ' !; 'i "'j - ";;')U,j)' 
Sat:; 2.8. A SC·) ist für jedes )' Er gültig. 
Beweis: Es hezeichne ;; die geordnete Relation zwischen 2( und :::~:. \\'0 
CI,,;; 2(" (2C t;:; 2() dann, und nur dann gültig ist, wenn CI,. E 2(,~ feststeht. ::\ach 
Satz 2.6~2.7 gelten dann für ein heliebiges geordnetes Paar ~v' 2l~"=) E Sl= falls 
a
v
;; 2(~L=): 
a C) i.(a" x;) i",.(2(:,'o), Xj), falls das links stehende Glied definiert ist: 
b:) b(a
v
' xJ" Ö~i)(2(:l, Xj), falls das links stehende Glied definiert ist: 
CO) ZU jedem Cl
v 
E 2( gibt es mindestens ein 2fL=J E .\1=, mit a" '" 
"-ie es yon Ginshul'g in [2] bewiesen wurde (5. Lt>mma 2.5), ha])('n 
a:) und b C) die Folge (l" 2(L=), ferner aO), h C) und CO) die Folge A SI;') 
w. z. B. w. 
Sat::. 2.9. Si;) ist für jeden )' Er kompabi!itiitsredu::.iert. 
Beweis: Setzca 'wir yoraus, daß 2(\=) E .\1 •• und 2(~=) E Sr 
kompatihel sind. Es sei a; ein heliehiges Elen1'.:'llt ;;on 2(\=) (als Teilmellge ;;on 
2l), ebenso (lj ein helicl)iges Element ;;011 2W'). Es sei nun ft7 E F(X) ein he-
liehiges \Yort, für das sowohl i.(a;, JV) als auch i.(a" IV) existieren. Danll (:X1-
stieren nach Satz :2.3 auch i.,)~(\·e), Tl7) sowie i.'.'(~W·!' Wl während i.( ai' W) 
= ;.,;.(2l~··l, IV) und i,(Clj, W:) = i." (2(j=l, IV)sil{d. Ist also 2(\=)~J ~lye), so 
ist auch i.(a j , W) = i.(a}, IV), also ist auch CI; ."-' Clj gültig. Folglich sind alle 
Zustnndselemente \'on ~(\ .. ) mit den Elementen YOll 2(;") paann:ise kOlllpati-
1)('l. im Gezensatz zur :'IIaximalität yon nach Satz :::.6. 2(\'·) "'..-" 2(1, führt 
, ....... ! J 
also zu einern \\~-iderspruch, \\-. z. B. "'''-. 
Betrachten wir nUll einen beliehigen Superautomaten B (:8, )(, 
;;on ..1, UlHl ordnen wir jedem Zustande b; E :8 die :'>Iengc 
zu. 
"'\....;-
.J. • J,) 
Lemma 2.10. Die ZllstiilZclevon ~l(i) sind paanceise liompatibel. Zu JedclIl 
J (l < j E) bzw. i gibt es eine (eventuell T/l!'lll'lfertige) Funktion r(j, i) so, daß 
I c'i(a t ,) ! a E \)f(i) 'J' C \l('r(i,j) = I a 'a ~ v' • J ' ,. '" , l 0: 0 
gilt. 
Beweis: Die erste Behauptung wurde schon in Lemma 2.1 betrachtet. 
Ist nun 2((i) leer, so ist trivialerweise aueh elie zweite Behauptung wahr. Setzen 
'wir also ;;oraus, daß 2(U) nieht leer ist; seine Elemente sind also miteinander 
paarweise kompatible Zustände von A. Da nun Cl
v 
b; für einen beliehigen 
Zustand a
v 
E m(i), so ist 15,(b;, Xj) sicher definiert, falls es in \}(i) mindestens 
einen solehen Zustand a
v 
E \}(i) gibt, für den 15( alJ.' Xj) definiert ist, und - wie 
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es yon Ginsburg bewiesen wurde - steht für jeden Zustand a
v 
E 2(i), für den 
b(a
v
' Xj) definiert ist, b(av ' Xj) < bb(b j , Xj) = brU, i) fest. Damit ist unser Lemma 
vollkommen hewiesen. 
Es soll nun folgendermaßen bewiesen werden, daß alle Automaten der 
Menge S{;·) minimale Superäquiyalente von A sind: wir hetrachten einen 
heliehigen Automaten B > A; zuerst 'werden diejenigen Zustände VOll B 
weggelassen, die nicht Superäquivalente von Zuständen VOll A sind (und 
dementsprechend 'werden die Definitionen von ba bzw. ;.b verzerrt): so erhält 
man elen Automaten BI mit der Zustanclsmenge ~\ ~ ~ ; im z,,-eiten Schritt 
'wird die Definition von bb und i.b verzerrt (Automat B 2), im dritten aher 'wird 
sie ausgedehnt (Automat Ba), ohne Veränderung der Zustandsmenge ~\ und 
unter Beibehaltung der Eigenschaft der Superäquivalenz (d. h. sowohl BI > A 
als auch B z A und Bö > A sind gültig). Es soll nun gezeigt werden, daß in 
der :1Ienge S(;·) auch ein solcher Automat S(;"') gefunden werden kann, für 
den Bö Sh) gültig ist. Da aber Sb) kompatibilitätsreduziert ist, so sichert 
Satz ~.3 daß Sl= in ~\ isomorph abhildhar ist. Da weiter Q)I ~ 'Q.\ so ist es 
richtig, daß Sb) ein minimaler Superautomat YOll A ist. 
Satz 2.10. Die Automaten der cl;Jenge S(;·) sind minimale Superautomaten 
ron A. 
Beweis: Es sei Q)* Q) die :1Ienge der Zustände von B, denen man kemen 
Zustand von 2( mit der Relation Superäquivalenz zuordnen kann. Sei nun 
~I = j{J Q)*; die Durchgangsfunktion bl des Automaten BI ,,-ircl dann so 
gewählt, daß aus der Definition von bb alle Durchgänge weggelassen werden, 
die in oder aus ~* führen: ebenso definieren wir die Ausgangsfunktion i' l mit 
Hilfe VOll i. b • So erhält man den Automaten BI('Q.\, X, Y, bl , i.J, für den die 
Voraussetzung A BI noch sicher erfüllt ist. Damit ist erreicht. daß die 
Mengen 2(i) in Lemma ~.lO definiert durch ~I statt j{J für kein i leer 
sind. Jedoch auch für BI ist es möglich, solche Paare bj E ~I' Xj E X anzugehen, 
für die i. 1(b j , Xj) hzw. öI(bi , Xj) definif.'rt sind, '\\'ährend i.(av ' xJ In\\'. b(uv ' Xj) 
für kein u,. E 2() =) existieren. Dann 'werclen aus der Definition von ;'1 bzw. b1 
diejenigen Vorschriften 'weggelassen, die diesen Zustand-Buchstahenpaaren 
zugeordnet sind. So erhält mall die Funktionen b2, i'2 hz'\l'. den Automaten 
B~('!\, X, Y, b~, ;.~). A < B~ ist noch immer erfüllt, denn durch ohige \Ycg-
lassungell wurde die Gültigkeit der Relationen a
v 
bi für kein Zustanchpaar 
aufgelöst. 
Bezeichnen wir im weiteren die Zustände 'l'on B 2 durch 9(i) = {a,. : Uv 
.~ bi : bj E 'Q.1 1} , wo also 9((i) gleichzeitig einen Zustand 'l'on B~ und eine 1Ienge 
der Zustände 'l'on A bedeutet - ehenso wie 9(~7) hei den Automaten S(;·). 
Man kann nun für jeden 9((i) E ~1 mindestens einen Zustand 2(~;) E ~l", an-
gehen mit 9(i) C 9(~,7) - u. zw. nach Satz ~.6 ])zw. nach Lemma ~.lO. * he-
zeichne im 'weiteren die Teilmengen-Relation, cl. h. 2(~;) * 9((;) dann, und nur 
dann, ,\'enn 9((i) C 9.(~,7) Es wird nun gezeigt, claß auch ein Automat StYlI 
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angegeben werden kann, für den bei beliebigen i, j, m 
" (IJiH x) * "(\l(U) .) Ui'l Um ., ~ j (J"!. 'Y ., X j falls (1) 
feststeh t; es wurde nämlich für jeden Automaten S(;') die Durchgangsfunktion 
6~ so definiert, daß 
. ( )' (\lr( = ) ,.) o a p ' x j E 0, vtm ,Xj , (2) 
gültig ist (s. Sätze 2.7 und 2.8). Daraus, und aus 'i.l(~7) * 9(i) folgt schon, daß 
mindestens ein solcher Zustand 9(~(i~j) E ~l:= existiert, für den 
d. h. 9(;(i;j) * 9(r(i,j) feststcht, ferner daß die mehrwertige Durc hgangsfunk-
tiOll 0" (definiert in Satz 2.7) mindestens eincn solchen Zweig bY1 hesitzt, für 
den 
S (\l(=) x·) - \l(=) U;'l v m ,. j - v Q(i,j) (3) 
gültig ist. Im weiteren hetrachten wir nur diesen - durch (3) charakterisierten 
- Automaten S(:-,,) (genauer gesagt, einen solchen S(;'I)), für den (3) erfüllt ist. 
Die hier benützte *-Relation - zwischen B 2 und Sh) betrachtet - erfüllt 
nun die Bedingungen bO) und CO) des Satzes 2.8 (hzw. dcs Lemmas 2.5 von 
Ginshurg). Die Bedingung a 0) ist aher in B 2 nicht notwendigerweise erfüllt. 
Für jedes solchc Indexpaar i, j nämlich, für das ein Zustand a" E 9(i) mit de-
finiertem ;.(a", XJ) = Yw(r,j) existiert, ist wegen der Relation av 9(0 ja 
auch ;'2('2(i), Xj) = Yw(v,j) gültig, ferner ebenso wegen t\ E 2(~), falls 2(~) * 
* 2,(CiJ, auch ;.;.,(9(\;), Xj) = yw(v,h, folglich ist für solche Indexpaare auch aO) 
crfüllt. Für die restlichen Indexpaare ist aher ;'2 sicher nicht definiert (s. die 
Definition von B2). Betrachten wir also den Automaten B3('&1' X, Y, 62, ;'3)' 
für den die Zustandsmenge und die Durchgangsfunktion ebenso definiert sind, 
wie für B 2 : die Ausgangsfunktion ;'3 ist aber eine Ausdchnung von 1.2' u. Z,L 
so, daß für jedes Indexpaar 111, j, für welches ;.;,,('2(\;), Xi) definiert ist, auch 
;'3(9(0, Xj) existiere und mit ;,;,,(2(~7i, Xj) gleich· sei, falls 9[~,7) * 2(i). 
Für diesen Automatcn B3 ist A < B 3 natürlich noch gültig; daneben 
sind alle Bedingungen des Satzes 2.8 (bzw. des Lemma 2.5. von Ginsburg) 
zwischen B3 und Sh) erfüllt, es ist folglich auch S(;'d B3 gültig. Zufolge 
der Sätze 2.3 und 2.9 ist somit unsere Behauptung völlig hewiesen, da )Dl ~ '& 
auch feststeht. 
§3. Betrachten wir jetzt das Konstruktionsprohlem. 
Um den minimalen, die angegehene Ahhildung Cf über F realisierenden 
Automaten anzugeben, wird eine Folge dcr Zerlegungen von F konstruiert, 
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u. zw. jede Zerlegung in K Schritten. Betrachten wir also erst den Inputhuch-
staben Xl und die }Ienge der Wörter pU) = {W; W E F}, für die auch IT? Xl E F 
feststeht, uml teilen 'wir diese in die theoretischen Kategorien .f PP,I), p2,IJ, 
... , Fr,I)} ein, nach dem Endlnlchstahen von (rUFxl)' :'\un werden die leer 
gt'hliebellell Kategorien weggelassen, und die Menge F - pi I ) wird den rest-
liehen Kategorien heigeschlossen. So erhält man die Zerlegung 
t·(l,l) rF~: 1I I) p/ (1,1) p' ill)) l I , . ~ , ••• , u", f' 
::\'eluuen 'wir jetzt die Buchstaben X:2' dann X 3' usw. und zerlegen wir die Teil-
mengen cl .. ::: \'origell Schrittes einzeln nach demselben Algorithmus wie oben. 
So ergehen sich ;)·(2,1) usw., endlieh (s.(K, 1) i):(I). ~(I) 'wird die Zerlegung 
erEter Kategorie \'on F genannt; 
~.(1) _ J 1'711) F< Il} T'I I )) D - I. I, :2 , ••• , .r", J' 
L m nUll ~.(l.::;) zu erhalten, hetraehten wir erst die l'IIen(:(e FlI ) bzw. tliejeni~e 
TeiIIlleng(~ i'il ) dieser }lenge, die jene Wörter TrI' E FII ) Ventl:ält, für die a u;h 
IFx1 E F gültig ist: zerlegen 'wir diese :JIenge in die theoretischen Kateg,)l'iPll 
[pr, (1.:2,lj l'~'II,:2,I) F/' (1.:2,1)1 laut des Gesetzes (ln Ei>lteilw'O' YOll rr'\, i'l l 1 ~ ::: 'i '7":::1 J "'- ./ .J.. ~..lG - r • 1 1-
'(5(1 1 (IT" E kanu also zu mehreren Kategorien gehören, cla j.[l) nieht not-
'wellllürerweise fremde Teilmengen enthält). Die leer gehlieheIl"!l Kate~oriell 
'\\'erde~ dann weggelassen und die Menge pp' - tP) ,~ird dell restlichel~ hei-
gcschlo~sen. ::\' HE wird derseihe AkoritllllluS für F,(!) US\\'.. eudlieh für F',!) 
...... ' ,-,... ,~, , 
\\-ieclerholt. So erhält man endlieh ~(1,2). Lm nun 7;(:2,2) zu ermitteln, \,-ird de~' 
obige c'dgorithmu5 für x~ us'\\'o '\\'ie~lerhojt. Endliel~ ergibt sieh j J I<:,2) 71.(:2 1 
die Zerlegung z'l\'cite1' Kategorie '"Oll F. Um nUll zu erhalten, 'wird eln 
obige Algorithmus für Ü'(S) \\iederholt. 
Es ist leieht zu z(,;gen, daß o(iI;(lJ) LF.-'cl, und im allgemeinen 
[D(i).(S))] !<:-'c1. Es ist auch leieht-zu zeigen, daß im Falle Ü,(S~.I) 
jedes (J :C 1 i\.(S) feststeht. Die [\.1 -ZerleguIlg \'on F wird nun ehenEo 
,ne in § ::; die ,\l(=l-Zerlegung \'on ~L definiert. 
T" 1 . 1 . 1 ß . \ v,~(-l "'- - ') , LS 1st nun eIc lt zu zeIgen, (a) eIn ~l.utoillat .L (.'l'--, 1, I), I" Illit 
einer Zustandsmenge t· l •o ) definiert werden kann, \\'0 sieh bund i, dureh die 
Konstruktion \'011 ;). automatisch bilden lassen. Es ist auch nieht sell'll'(>r zu 
zeigen, daß F die Ahbildung rr üher Ir realisiert. Die :.\linimalität '-011 F kanll 
dadurch gezeigt werden, daß der ~1 genericrende Algorithmus für einen be-
liebigcn, 7 übel' F realisierenden Automatcn angcwendct wird; cs ist nämlieh 
auf indukti\'em V;egc leicht zu zeigen, daß m(s) ;),(5) für jedes s feststeht. 
Zusammenfassung 
Es wird eine yollständige und auch algorithmisch durchführbare Lösung der Reduktion 
partielier ::\Iealy-Automaten u';,ld der Konst;=-uktion einfachster Antomaten, die eine nlll' teil-
weise definierte Antomatenabbildung realisieren, gegeben. 
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