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THE THREE GAP THEOREM, INTERVAL EXCHANGE TRANSFORMATIONS, AND
ZIPPERED RECTANGLES
DIAAELDIN TAHA
Abstract. The Three Gap Theorem states that for any α ∈ (0, 1) and any integer N ≥ 1, the fractional
parts of the sequence 0, α, 2α, · · · , (N − 1)α partition the unit interval into N subintervals having at most
three distinct lengths. We here provide a new proof of this theorem using zippered rectangles, and present
a new gaps theorem (along with two proofs) for sequences generated as orbits of general interval exchange
transformations. We also derive a number of results on primitive points in lattices mirroring several prop-
erties of Farey fractions. This makes it possible to derive a previously known, explicit distribution result
related to the Three Gap Theorem using ergodic theory.
1. Introduction
1.1. Orbits, Gaps, and Randomness. A key theme in dynamical systems is understanding the extent
to which orbits of a dynamical system resemble sequences of independent, identically distributed (i.i.d.)
random variables. In this paper we consider sequences s = (sn)
∞
n=0 ⊂ [0, 1) arising as orbits of rotations and
interval exchange transformations T : [0, 1)→ [0, 1). That is, we consider sequences s defined by
sn = T
n(x),
with T being an interval exchange transformation. In what follows, we use the interval [0, 1), and the circle
S1 interchangeably.
Following [16] and later [3], the property of whether a sequence s ⊂ [0, 1) equidistributes can be considered
a first order statistical measure of randomness. Specifically, a sequence s ⊂ [0, 1) is said to equidistribute
if the measures ∆N =
0
N−1
∑N
n=1 δsn weak-∗ converge to the Lebesgue measure Leb[0,1) on the unit interval
as N →∞. For the orbit sequences s = (T nx)∞n=0, the ergodicity of the map T implies this convergence for
almost every starting point x, and unique ergodicity strengthens this to every point. This covers the first
order statistics of the sequences.
A finer measure of randomness is whether the normalized gap distribution for a sequence (sn)
∞
n=0
resembles that of an i.i.d sequence of uniformly distributed random variables (Xn)
∞
n=0 ⊂ [0, 1). More
precisely, given a finite segment (sn)
N−1
n=0 , the points arrange themselves on the unit interval
0 ≤ sσs,N (1) ≤ sσs,N (2) ≤ · · · ≤ sσs,N (N) < 1,
with σs,N : {0, 1, · · · , N − 1} → {0, 1, · · · , N − 1} denoting the permutation of {0, 1, · · · , N − 1} induced by
the order of the points. The gaps
sσs,N (1) − 0, sσs,N (2) − sσs,N (1), · · · , sσs,N (N) − sσs,N (N−1), 1− sσs,N (N)
form a multiset G˜apss,N . The limiting behavior of the normalized gap distribution
lim
N→∞
#
(
(N · G˜apss,N ) ∩ (a, b)
)
N
for 0 ≤ a < b ≤ ∞ gives the second order statistics of the sequence.
For an i.i.d sequence of uniformly distributed variables (Xn)
∞
n=0, the limiting behavior is Poissonian: for
any t > 0,
lim
N→∞
#
(
(N · G˜aps(Xn)∞n=0,N ∩ (t,∞))
)
N
= e−t.
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Sequences s whose gaps stray from that Poissonian limiting behavior are called exotic in [3]. The interested
reader should refer to [3] for examples of exotic sequences, and to get an understanding of the dynamical
approach to gap distributions in general.
Circle rotations and interval exchange transformations (IETs) are low complexity maps (having zero
topological entropy) essential to the study of polygonal billiards and linear flows on translation surfaces. In
this paper, we study gaps for sequences s that arise as orbits of circle rotations s = (Rnα0)
∞
n=0, and interval
exchange transformations s = (T n0)
∞
n=0.
1.2. Goals and Organization. We have three goals in this paper: interpret and prove the Three Gap
Theorem (theorem 1) geometrically using zippered rectangle decompositions, draw parallels between Farey
fractions and primitive points in arbitrary lattices towards deriving a gap distribution result related to the
Three Gap Theorem (theorem 4) using ergodic theory, and generalize the Three Gap Theorem to d-IETs.
We organize the paper as follows.
• In the remainder of this section, we state the well-known Three Gap Theorem (theorem 1), our
generalization thereof to d-IETs (theorem 3), an average gap distribution result from [20] related to
the Three Gap Theorem (theorem 4), and our interepretition of the aforementioned gap distribution
in terms of the average height of zippered rectangles in the space of unimodular tori (theorem 5). We
also axiomatize a gap distribution result for our generalized gap theorem for d-IETS (theorem 6).
We start by presenting the definition of IETs, and follow that with a short exposition of the Three
Gap Theorem to provide historical context.
• In section 2 we review some facts about the space of unimodular lattices/tori, the horocycle and
geodesic flows, and zippered rectangle decompositions.
• In section 3 we relate gaps for orbits of circle rotations to zippered rectangle decompositions of unit
area tori, providing proofs for theorem 1, and theorem 5 along the way.
• In section 4, we build the tools to explicitly derive the gap distribution in theorem 5 (i.e. derive the
expression in theorem 4) for all tori. In particular, we show that primitive lattice points share many
properties with Farey fractions: Farey neighbors (lemma 4), dynamics of the Farey triangle and the
BCZ map (corollary 5), and generative algorithm (theorem 8). We also derive the zippered rectangle
decompositions of tori whose corresponding lattices have no short horizontal vectors (corollary 7),
and extend previously known distribution results for the denominators of Farey fractions to the
x-components of primitive vectors of all lattices (theorem 10). This makes it possible to derive the
explicit expression for the limiting distribution in theorem 4 using geometry and dynamics.
• In section 6, we present a second proof of the d + 2 Gap Theorem (theorem 3) using a purely
combinatorial argument.
1.3. Interval Exchange Transformations. Given λ = (λ1, λ2, · · · , λd) ∈ Rn with λi ≥ 0 and |λ| =∑d
i=1 λi = 1, and a permutation π ∈ Sd on the d letters {1, 2, · · · , d}, we can define a map T = T(λ,pi) :
[0, 1)→ [0, 1) exchanging the intervals Ii = [
∑i−1
k=1 λk,
∑i
k=1 λk) (i = 1, 2, · · · , d) according to the permuta-
tion π. That is, if x ∈ Ii, then
T(λ,pi)(x) = x−
∑
k<i
λk +
∑
pi(k)<pi(i)
λk.
We say that T(λ,pi) is a d-interval exchange transformation, or d-IET for short, with length data λ
and combinatorial data π.
We say that a permutation π ∈ Sd is irreducible, and denote that by π ∈ Sod, if π({1, 2, · · · , k}) 6=
{1, 2, · · · , k} for every k < d.
The length data λ can be parametrized by the unit simplex ∆d−1 := {(t1, t2, · · · , td) ∈ Rd | ti ≥
0, and
∑d
i=1 ti = 1}. The unit simplex comes with the Lebesgue measure Leb∆d−1 , which makes it possible
to talk about “almost all d-IETs”.
Denote the discontinuities of T−1 by α0 = 0, α1, · · · , αd = 1, and those of T by β0 = 0, β1, · · · , βd = 1.
Note that the subintervals (αi−1, αi) are permuted by T−1, and get sent to the subintervals (βpi−1(i)−1, βpi−1(i)).
The IET T is said to satisfy the infinite distinct orbit condition (i.d.o.c for short) or Keane’s
condition if the orbits {(T−1)nα1}n=1, {(T−1)nα2}n=1, · · · , {(T−1)nαd−1}n=1 are both infinite and pairwise
distinct. The i.d.o.c property is the correct notion of irrationality for IETs since Keane [13] showed that an
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IET with i.d.o.c is minimal, and if an IET has rationally independent length data λ, then it satisfies the
i.d.o.c.
For more on IETs, the interested reader can refer to the excellent survery [25].
1.3.1. Gaps of IETs. Let T = T(pi,λ) : [0, 1) → [0, 1) be a d-interval exchange map with irreducible com-
binatorial data π ∈ Sod . For an integer N ≥ 1, consider the orbit segment {T n0}N−1n=0 , ordered on [0, 1)
as
0 = T σT,N(0)0 < T σT,N(1)0 < · · · < T σT,N (N−1)0 < 1
with σT,N : {0, 1, · · · , N − 1} → {0, 1, · · · , N − 1} the permutation induced by the order the points arrange
themselves on the interval.
We denote for i = 0, 1, · · · , N − 1 the ith gap for the orbit segment (T n0)N−1n=0 by
gapT,N (i) :=
{
T σT,N (i+1)0− T σT,N (i), i 6= N − 1
1− T σT,N (N−1)0, i = N − 1 .
We also denote the set of gap lengths by
GapsT,N := {gapT,N (i) | 0 ≤ i < N},
and the multiset of gaps by
G˜apsT,N := {{gapT,N (i) | 0 ≤ i < N}}.
We identify the elements of the multiset of gaps G˜apsT,N with the actual gaps. That is, the set of open
intervals
{
(T σT,N (0)0, T σT,N(1)0), (T σT,N (1)0, T σT,N(2)0), · · · , (T σT,N (N−1)0, 1)} bounded by the orbit points
{T n0}N−1n=0 .
1.4. Circle Rotation. For α ∈ [0, 1), denote the circle rotation map t 7→ t + α mod 1 by Rα. The circle
rotation is a 2-IET with length data λ = (1 − α, α), and combinatorial data π = (1 2). Also, for t ∈ R,
let {t} = t − ⌊t⌋ denote the fractional part of t. The orbit sequence (Rnα0)∞n=0 and Kronecker’s sequence of
fractional parts ({nα})∞n=0 agree.
For T = Rα, the permutation σRα,N , the set of gap lengths GapsT,N , and the multiset of gaps ˜GapsT,N
are very well understood as can be seen in section 1.4.1 and section 1.4.2.
1.4.1. The Combinatorial Structure of G˜apsRα,N . It was observed by H. Steinhaus (1957) that any finite
segment of the orbit sequence (Rnα0)
N−1
n=0 induces three gap lengths. The first proof of the Steinhaus
Conjecture was given by V. So´s [21, 22]. This result is now commonly known as the Three Gap Theorem.
Theorem 1 (Three Gap Theorem). For any α ∈ (0, 1), and any integer N ≥ 1,
#GapsRα,N ≤ 3
The list of mathematicians who subsequently proved the Three Gap Theorem includes S. Swierczkowski
[23], Szu¨z, Erdo¨s, Turan, Chung & Graham [8] among others. Recent work on the Three Gaps Theorem and
how it relates to the spaces of lattices has been done by Marklof & Strmbergsson in [17], and by Haynes &
Marklof in [11]. A formal proof using the Coq proof assistant system has been published by Mayero [18].
We present our proof in section 3.
The different proofs usually come with a description of the gap combinatorial structure, giving the fol-
lowing theorem. (Check [20] for a proof.) We geometrically interpret and prove the same theorem (minus
the permutation) using zippered rectangles in corollary 1, and corollary 7 of this paper.
Theorem 2 (Combinatorial Structure of G˜apsRα,N ). Consider α ∈ (0, 1), and N ≥ 1 an integer. Let
F(N) = {0 ≤ aq ≤ 1 | gcd(a, q) = 1, q ≤ N} be the Farey fractions of order N . If α = aq ∈ F(N), then
G˜apsRα,N has exactly q elements, each of length
1
q . Otherwise, there exists consecutive fractions
a1
q1
and a2q2
in F(N) such that a1q1 < α < a2q2 . In that case, G˜apsRα,N contains1
1The number of one of the gaps might be 0. For instance, the number of C gaps is zero on the Farey arc
(
0
1
, 1
N
)
.
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R1α(0)
R2α(0)
R3α(0)
R4α(0)
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Figure 1. The orbit segment {Rnα(0)}8n=0 for α = 1/
√
2. In this case, A = 3
√
2
2 − 2,
B = A+ C = 3− 4
√
2
2 , and C = 5− 7
√
2
2 .
2
3
1√
2
5
7
Figure 2. The Farey arc (2/3, 5/7), with A gaps in yellow, B gaps in cyan, and C gaps in pink.
N − q1 gaps A = q1α− a1 = {q1α}
q1 + q2 −N gaps of length B = A+ C
N − q2 gaps C = a2 − q2α = 1− {q2α}
In the second case, the permutation σ = σα,N : {0, 1, · · · , N − 1} → {0, 1, · · · , N − 1} giving the ordering
0 = {σα,N (0)α} < {σα,N (1)α} < · · · < {σα,N (N − 1)α} < 1
is recursively defined by
σ0 = 0,
and
σi+1 − σi =

q1, if σi ∈ [0, N − q1) (A gap)
q1 − q2, if σi ∈ [N − q1, q2) (B gap)
−q2, if σi ∈ [q2, N) (C gap)
.
Note that in the second case, when α 6∈ F(N), the elements belonging to the same Farey arc
(
ai
qi
, ai+1qi+1
)
in F(N) have the same gap structure. The gap lengths vary linearly between the two end points of the arc.
Finally, the elements of F(N) give the non-generic gap structure, and are pretty much handled by modular
arithmetic.
In the following theorem, we generalize the Three Gap Theorem to general d-IETs.
Theorem 3 (d+ 2 Gap Theorem). Let T be a d-IET with combinatorial data π satisfying the i.d.o.c. For
any integer N ≥ 1,
• if π−1(π(1)− 1) = d, then #GapsT,N ≤ d+ 1, and
• if π−1(π(1)− 1) 6= d, then #GapsT,N ≤ d+ 2.
The bounds in theorem theorem 3 are optimal, improving a previous 3(d−1) bound that could be obtained
as a consequence of Boshernitzan graph theoritic approach in [7] which we present in section 6.1. We give
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two proofs of the above gap theorem: In section 5, we show that our zippered rectangles proof of the Three
Gap Theorem extends naturally to suspensions over IETs, thus proving theorem 3. In section 6, we show
how the Rauzy graph approach can be modified to prove theorem 3.
1.4.2. The Statistics of G˜apsα,N . Fix α ∈ (0, 1), and N ≥ 1 an integer. The expected value of the gap
lengths is
1
N
N−1∑
i=0
gapRα,N(i) =
1
N
.
Let
GRα,N(z) := #{ℓ ∈ G˜apsRα,N | ℓ ≥
z
N
}
= #{L ∈ N · G˜apsRα,N | L ≥ z}
denote the number of normalized gap lengths greater than or equal to z.
Now, for 0 < a < b < 1, consider the average gap distribution
g
[a,b]
R·
(z;N) :=
1
b− a
∫ b
a
GRα,N (z)
N
dα.
It is proved in [20] that g
[a,b]
R·
(z;N) has a limit.
Theorem 4 ([20]). As N →∞, the limit limN→∞ g[a,b]R· (z;N) exists, is independent of [a, b], and is equal to
g(z) =
6
π2

pi2
6 − z 0 < z < 1
log2(2)− 2pi
2
3
− 1 +
(
z
2
− 2
z
)
log
(
2 − z
z − 1
)
+
3z
2
log
(
z
z − 1
)
− log
(
4
z
)
log(z) + 4 Li2(
1
z
) + 2Li2(
z
2
)
1 < z < 2
−1 + ( z2 − 2z ) log
(
z−2
z−1
)
+ 32 z log
(
z
z−1
)
+ 4Li2
(
1
z
)− 2Li2 ( 2z ) 2 < z
where the Dilogarithm is defined for |z| ≤ 1 by
Li2(z) :=
∞∑
n=1
zn
n2
.
In section 3, we interpret the average gap distribution g
[a,b]
R·
(z;N) as the average height of zippered
rectangles, and prove the existence of the limit as N →∞ using the equidistribution of large horocycles. In
section 4, we derive the explicit distribution using limiting distributions of primitive lattice points.
The approach from section 3 easily extends to prove the following theorem. (Refer to section 2.3 for the
definitions of X2 and µ2, and to section 3.2, and section 3.3 for the definitions of fz and Z.)
Theorem 5. The average gap distribution g
[a,b]
R·
(z;N) has a limiting distribution
lim
N→∞
g
[a,b]
R·
(z;N) =
∫
X2
fz(Z(Λ)) dµ2(Λ).
That is, g
[a,b]
R·
(z;N) in the limit is equal to the distribution of the heights of the zippered rectangle decompo-
sition of unit area tori.
In section 5.2, we show how the same approach can be axiomatized to cover compositions of a fixed IET
and circle rotations. (Refer to section 5.2 for the definition of g
[a,b]
T◦R(z;N), to section 2.3 for the definitions
of gt and h·, and section 5.1 for the definition of ST , and to section 3.2, section 3.3, and section 5.2 for the
definitions of fz and Zcanon.)
Theorem 6. Let T be an interval exchange transformation, with ST ∈ H. If an equidistribution result of
large horocycles result implying (gt)∗(πST )(h·)∗Unif [a,b] ⇀ µ, with µ a measure on H, holds true, then the
average gap distribution g
[a,b]
T◦R(z;N) has a limiting distribution
lim
N→∞
g
[a,b]
T◦R·(z;N) =
∫
H
fz(Zcanon(S)) dµ(S).
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2. Background
2.1. Linear Flow on Translation Surfaces. The relationship between linear flows on tori (and translation
surfaces in general) and interval exchange transformations is widely known.
Proposition 1. Let S be an open bounded geodesic segment in a translation surface. The first return map
of a linear flow on the translation surface to S is an interval exchange map.
In particular, the following proposition is true. (The author has not been able to find an appearance of
this in the literature preceeding [2]).
Proposition 2 (Three Interval Theorem). The first return map defined by a minimal linear flow on a torus
to a transversal to the flow gives an interval exchange map with 2 or 3 intervals.
In section 3, we show that the above proposition is equivalent to the Three Gap Theorem (theorem 1),
and thus provides a geometric proof of the aforementioned result.
The same phenomenon is true for general translation surfaces. (Check [25] or [26].)
Proposition 3. Let S be a translation surface, and denote its genus and number of singularities by g and s
respectively. Write dS = 2g+ s− 1. Then the first return map of a minimal linear flow on S to a transversal
X is an interval exchange interval T on
• dT = dS intervals if the forward or backward trajectories of both end points of X under the flow hit
singularities,
• dT = dS + 1 intervals if the forward or backward trajectories of exactly one of the end points of X
under the flow hits a singularity
• dT = dS + 2 intervals if the forward or backward trajectories of neither end point of X under the
flow hits a singularity
In section 5, we show that this proposition implies the d+ 2 Gap Theorem (theorem 3).
2.2. Zippered Rectangles Decomposition. Consider a translation surface S, a minimal linear flow φ on
S, and a transversal X to φ. As per proposition 3, the first return map of φ to X is an interval exchange
map T on dT subintervals of X . It can be shown that the return times of φ are constant on each of those dT
subintervals. (Check [25].) This decomposes the surface S into dT zippered rectangles whose widths are
the lengths λ = (λ1, λ2, · · · , λdT ) associated with T , and whose heights h = (h1, h2, · · · , hdT ) are the return
times of φ to X on each of the dT subintervals of X . The components of the vector (h, λ) will be referred
to as the height-width parameters of the zippered rectangle decomposition of S with respect to the
suspension of φ over X .2
2.3. The Space of Unimodular Lattices. Let X2 denote the modular surface X2 = SL2R/ SL2 Z. For
any A ∈ SL2R, the coset A · SL2R, the unimodular lattice A · Z2, and the unit area torus R2/A · Z2 can be
identified.
The space X2 inherits an SL2R action given by left translation/multiplication, along with a projection
map πΛ : SL2R → X2 is defined by A 7→ A · Λ for every Λ ∈ SL2R. This gives rise to two important flows
on X2: the horocycle flow given by the matrices hs =
(
1 0
−s 1
)
, for s ∈ R, and the geodesic flow given
by the matrices gt :=
(
e−t 0
0 et
)
, for t ∈ R. In section 4, it will be more convenient to work with the scaling
matrices sr =
(
r 0
0 r−1
)
, with r > 0.
The space X2 also comes with an SL2R-invariant Haar measure which is usually denoted by µ2. The
following is true about the convergence of measures on horocycles under translation by the geoedisic flow.
Theorem 7 (Equidistribution of Large Horocycles [9, 12, 24, 14]). For any finite interval I = [a, b] ⊂ R,
any bounded continuous function f : X2 → R, and any fixed Λ ∈ X2
lim
t→∞
1
b− a
∫
R
f(gthα · Λ) dα =
∫
X2
f dµ2.
2Veech’s zippered rectangle construction involve a third parameter: the altitudes of singularities a, in addition to the lengths
λ and heights h. For this paper, the altitudes do not serve a significant purpose, and we choose to ignore them.
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R1 R2 R3
Figure 3. A zippered rectangle with colored sides (black excluded) glued together. For
i = 1, 2, 3, the rectangle Ri has width λi and height hi. This figure tiles the plane.
3. The Three Gap Theorem and Zippered Rectangles
In this section, we relate gaps in orbits of circle rotations to zippered rectangle decompositions of unit
area tori, and prove theorem 1, and theorem 5. In section 4, we relate zippered rectangle decompositions
to primitive lattice points, and develop the machinery needed to indepently derive the gap distribution in
theorem 4. In section 5, we show how the same approach can be used to prove theorem 3, and theorem 6.
3.1. Proof of Theorem 1.
Corollary 1. For any α ∈ (0, 1), and any integer N ≥ 1, the pairs
(gap length, number of gaps of that length)
describing the multiset G˜apsRα,N correspond to the height-width parameters (h, λ) of the zippered rectangle
decomposition of the torus hα · T2 over any horizontal segment of length N .
Proof. For any α ∈ (0, 1), the circle rotation Rα can be identified with the return map of the horizontal
linear flow φt0(x, y) = (x + t, y) mod 1 to the unit length vertical V
1
hα·T2 = {0} × [0, 1] ⊆ T2. Denoting the
horizontal line segment φ
[0,N ]
0 (0, 0) of length N by H
N
hα·T2 , we can write
HNhα·T2 ∩ V 1hα·T2 = {(0, Rα(0)n)}Nn=0.
The points {(0, Rnα(0))}Nn=0 order themselves around the closed vertical segment V 1hα·T2 the same way
the points {Rnα(0)}Nn=0 order themselves on the interval [0, 1). Moreover, the return time of φt0 to V 1hα·T2 is
exactly 1. This implies that HNhα·T2 ∪ Vhα·T2 divides hα · T2 into N rectangles with unit widths, and whose
heights are the gap lengths of {Rnα(0)}N−1n=0 . The sought for corrspondence immediately follows for HNhα·T2 ,
and for any horizontal segment of length N by the translation invariance of hα · T2. 
As a consequence of this corollary, we get the following equivalence.
Corollary 2. The Three Gap Theorem and the Three Interval Theorem (proposition 2) are equivalent.
This proves the Three Gap Theorem (theorem 1).
3.2. The Combinatorial Structure of G˜apsRα,N , and the zippered rectangle decomposition of
R2/glogNhα · Z2. When glogN acts on R2/hα · Z2, it scales it horizontally by 1/N , and vertically by N . In
light of corollary 1, the combinatorial structure of G˜apsRα,N described in theorem 2–after scaling all the
gaps by N–translates to an explicit description of the zippered rectangle decomposition of the unit area tori
R2/glogNhα · Z2 over any horizontal segment of unit length.
For convenience, we define an operator Z that takes a unit area torus S ∈ X2, and returns the length-
height vector (λ, h) ∈ R4 ⊔R6 of its zippered rectangle decomposition over a horizontal line segment of unit
length. For the tori R2/glogNhα · Z2, we have from theorem 2 that
Z(R2/glogNhα · Z2) =

( q−n1N ,
n1
N ,
N
q ,
N
q ), α =
a
q ∈ F(N)
(1− q1N , q1N + q2N − 1, 1− q2N ,
N(q1α− a1), N((q1 − q2)α− (a1 − a2)), N(a2 − q2α)), α ∈
(
a1
q1
, a2q2
) ,
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where F(N) are the Farey fractions at level N , and a1q1 and a2q2 are two successive Farey fractions in F(N).
In corollary 7, we derive the zippered rectangle decompositions for unimodular tori, which makes it possible
to retrieve the gap description from theorem 2 using geometry.
3.3. Proof of Theorem 5, and Setup of Proof of Theorem 4. We can now prove theorem 5. Moreover,
we show in section 4.5 how this gives theorem 4.
Proof of theorem 5. For convenience, we use the Iverson bracket. For a predicate P , the Iverson bracket
[P ] is
[P ] :=
{
1, if P is true
0, if P is false
.
For any z ≥ 0, define the cut-off function dz : R2 → R by
dz(x, y) = [y ≥ z]x,
and define the aggregate cut-off function fz : R
6 → R by
fz(λ1, λ2, λ3, h1, h2, h3) = dz(λ1, h1) + dz(λ2, h2) + dz(λ3, h3).
It follows from section 3.2 that the count of normalized gap lengths greater than or equal to z defined in
section 1.4.2 evaluates to
GRα,N (z) =
{
[1/q ≥ z]q, α = aq ∈ F(N)
N × fz(Z(glogNhα · Z2)), otherwise
.
Integrating we get the average gap distribution defined in section 1.4.2 is
g
[a,b]
R·
(z;N) =
1
b− a
∫ b
a
GRα,N(z)
N
dα =
1
b− a
∫ b
a
fz(Z(glogNhα · Z2)) dα.
The uniform probability measure ν(·) = 1b−a
∫ b
a
· dα is absolutely continuous with respect to the Lebesgue
measure on R. A compactness argument, and the equidistribution of large horocycles (theorem 7) prove
theorem 5. 
4. Primitive Lattice Points, the BCZ Map, and Limiting Distributions
If a1q1 ,
a2
q2
, a3q3 ∈ F(N) are three consecutive Farey fractions of order N , it is well-known that
a3 = ka2 − a1,
and
q3 = kq2 − q1,
with k =
⌊
N+q1
q2
⌋
. That is, it is possible to generate Farey fractions of order N in increasing order. (They
can similarly be generated in decreasing order as well.) In this section, we show that primitive lattice points
satisfy the same generative property of Farey fractions, and prove a limiting result that makes it possible to
derive theorem 4.
4.1. Primitive Lattice Points. Given a unimodular lattice Λ ⊂ R2, a lattice point ~v ∈ Λ \ {0} is said to
be primitive if the only lattice point in the half-open line segment [0, 1) · ~v = {r~v | r ∈ [0, 1)} is the origin(
0
0
)
. We denote by Λprim the set of primitive points in Λ. Note that
Z2prim = {
(
q
a
)
∈ Z2 | gcd(q, a) = 1}.
Also, for any g ∈ SL(2,R), and any unimodular Λ,
(g · Λ)prim = g · Λprim.
THE THREE GAP THEOREM, INTERVAL EXCHANGE TRANSFORMATIONS, AND ZIPPERED RECTANGLES 9
x=τ
y=ax
y=bx
Figure 4. The set FI(Λ, τ) is the collection of primitive points inside the shaded region,
with Λ = Z2, I = [1/6, 5/6], and τ = 3. Primitive points are in black, and non-primitive
points are in white.
For any τ > 0, denote by Sτ the vertical strip (0, τ ] × R in the plane. Given two primitive points(
q1
a1
)
,
(
q2
a2
)
in Λprim ∩ Sτ , we say that they have consecutive slopes if a1q1 < a2q2 , and there are no other
points
(
q′
a′
)
∈ Λprim ∩ Sτ with a1q1 < a
′
q′ <
a2
q2
. Given an interval I ⊆ R, we write
FI(Λ, τ) = {
(
q
a
)
∈ Λprim ∩ Sτ | a
q
∈ I},
and
NΛ,I(τ) = #FI(Λ, τ).
If I = R, we write
F(Λ, τ) = FR(Λ, τ) = Λprim ∩ Sτ .
For any integer N ≥ 1, we can identify
(
q
a
)
∈ F[0,1](Z2, N) with the Farey fraction aq ∈ F(N).
We first state a useful asymptotic result.
Proposition 4. If Λ ⊂ R2 is a unimodular lattice, and I ⊂ R is a finite interval, then
NΛ,I(τ) ∼ 3
π2
|I|τ2
as τ →∞.
Proof. Consider the triangle
AI := {
(
t
αt
)
| t ∈ [0, 1], α ∈ I}.
For any τ > 0, the area of the homothetic dilation τAI is
1
2 |I|τ2. If Λ = g · Z2 is a unimodular lattice, with
g ∈ SL(2,R), then for all τ > 0
NΛ,I(τ) = #(Λprim ∩ τAI ) = #(Z2prim ∩ τg−1 ·AI) = #(Z2prim ∩ τA′I),
with the triangles τA′I = τg
−1 · AI having the same area as τAI .
Now, the triangle A′I is starlike with respect to the origin, and it thus follows from [19] that
#(Z2prim ∩ τA′I) ∼
area(A′I)
ζ(2)
τ2 =
3
π2
|I|τ2,
thus proving the claim. 
The following lemma is immediate.3 Note that the scaling matrices sr are related to the geodesic flow
matrics gt by sr = g− log r. For this section, working with scaling matrices proves to be more convenient.
3Note that only matrices of the form
(
r 0
t r−1
)
, with r > 0 and t ∈ R map the set of lines x = τ , with τ > 0, to itself.
That is, only the aforementioned matrices work with our construction F(λ, τ).
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Lemma 1. For any unimodular lattice Λ ⊂ R2, and any τ > 0, the following is true:
(1) If hs =
(
1 0
−s 1
)
, with s ∈ R, then
hs · FI(Λ, τ) = FI−s(hs · Λ, τ).
(2) If sr =
(
r 0
0 r−1
)
, with r > 0, then
sr · FI(Λ, τ) = F 1
r2
I(sr · Λ, rτ).
4.1.1. Primitive Points of Lattice with Vertical Vectors.
Lemma 2 (Lattices with Vertical Vectors). Let Λ ⊂ R2 be a unimodular lattice with vertical vectors. If(
0
ρ
)
is the shortest vertical vector pointing upwards (ρ > 0), then there exists a smallest s ≥ 0 such that the
columns of
(
ρ−1 0
s ρ
)
form a positively oriented basis of Λ. In that case,
FI(Λ, τ) = h−ρss 1
ρ
· F I−ρs
ρ2
(Z2, ρτ).
The value τ0 =
1
ρ is the smallest τ > 0 such that F(Λ, τ) 6= ∅, and F(Λ, τ) 6= ∅ for all τ ≥ τ0.
Proof. Let
(
r
s
)
∈ Λ form with
(
ρ
0
)
a positively-oriented basis of Λ. This implies that rρ = det
(
r 0
s ρ
)
= 1,
which gives r = 1ρ . We can assume WLOG that s ≥ 0 is minimal by adding or subtracting
(
0
ρ
)
to
( 1
ρ
s
)
an
appropriate number of times. The remainder of the lemma is easy. 
Corollary 3. Let Λ ⊂ R2 be a unimodular lattice with vertical vectors. If
(
0
ρ
)
is the shortest vertical vector
in Λ pointing upwards (ρ > 0), then for any interval I ⊆ R,
hnρ2 · FI(Λ, τ) = FI−nρ2(Λ, τ).
In particular, if FI(Λ, τ) 6= ∅, then the map
hnρ2 : FI(Λ, τ)→ FI−nρ2(Λ, τ)
is a bijection that sends any point
(
q
a
)
∈ FI(Λ, τ) to a point
(
p
b
)
∈ FI−nρ2(Λ, τ) with the same x-component
p = q, and slope bp =
a
q − nρ2.
Proof. It is easy to see for any integer n ∈ Z that hn · Z2 = Z2. From this follows that for any τ > 0 and
interval I ⊆ R
hn · FI(Z2, τ) = FI−n(hn · Z2, τ) = FI−n(Z2, τ).
Now, if Λ is a unimodular lattice with vertical vectors, and
(
0
ρ
)
with ρ > 0 is the shortest vertical vector
in Λ pointing upwards, then for any interval I ⊆ R and any τ > 0
FI(Λ, τ) = h−ρss 1
ρ
· F I−ρs
ρ2
(Z2, ρτ)
from lemma 1. A direction computation gives
hnρ2(h−ρssρ−1) = h−ρshnρ2sρ−1
= h−ρssρ−1hn.
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From this and lemma 2, we get
hnρ2 · FI(Λ, τ) = h−ρss 1
ρ
hn · F I−ρs
ρ2
(Z2, ρτ)
= h−ρss 1
ρ
· F I−ρs
ρ2
−n(Z
2, ρτ)
= h−ρss 1
ρ
· F (I−nρ2)−ρs
ρ2
(Z2, ρτ)
= FI−nρ2(Λ, τ).
The rest of the corollary is easy. 
4.1.2. Primitive Points of Lattices with no Vertical Vectors.
Lemma 3 (Lattices with no Vertical Vectors). Let Λ ⊂ R2 be a unimodular lattice with no vertical vectors.
Then F(Λ, τ) 6= ∅ for all τ > 0.
Proof. Consider the rectangleRτ,h = [−τ, τ ]×[−h, h], with h > 1τ . The rectangleRτ,h has area (2τ)(2h) > 22,
and so by Minkowski’s theorem, it contains a non-zero lattice point, and that point is not vertical as Λ has
no vertical vectors. That is, there exists a lattice point in Λ whose x-component is non-zero, and is bounded
in absolute value by τ . This implies that Λ ∩ Sτ , and necessarily Λprim ∩ Sτ = F(Λ, τ), is non-empty. 
Proposition 5. Let Λ ⊂ R2 be a unimodular lattice with no vertical vectors. For all τ > 0, and any two
distinct points
(
q
a
)
,
(
q′
a′
)
∈ F(Λ, τ), q 6= q′. In particular, no two distinct points
(
q
a
)
,
(
q′
a′
)
∈ F(Λ, τ) are
related by a relationship of the form hα
(
q
a
)
=
(
q′
a′
)
for any α ∈ R.
Proof. If two distinct points
(
q
a
)
,
(
q′
a′
)
∈ F(Λ, τ) have the same x-component, then their difference is a
vertical non-zero vector in Λ, which contradicts the assumption that Λ has no vertical vectors. The rest
follows from the fact that action of hα preserves the x-component. 
4.2. Primitive Lattice Points, the Farey Triangle, and the BCZ Map. We now draw several parallels
between Farey fractions, and primitive lattice points in a strip.
4.2.1. Farey Neighbors.
Lemma 4. Let Λ be a unimodular lattice, τ > 0 with F(Λ, τ) 6= ∅, and
(
q1
a1
)
,
(
q2
a2
)
be two points in F(Λ, τ)
with consecutive slopes. The following are true.
(a) The x-components q1 and q2 satisfy 0 < q1, q2 ≤ τ .
(b) There are no lattice points from Λ in the interior of the triangle bound by the lines y = a1q1 x, y =
a2
q2
x,
and x = τ .
(c) The x-components q1 and q2 satisfy q1 + q2 > τ .
(d) The vectors
(
q1
a1
)
and
(
q2
a2
)
form a positively-oriented basis of the lattice Λ.
(e) The components of
(
q1
a1
)
and
(
q2
a2
)
satisfy the Farey neighbor identity
a2q1 − a1q2 = 1.
Equivalently,
a2
q2
=
a1
q1
+
1
q1q2
.
Proof. (a) The points
(
q1
a1
)
and
(
q2
a2
)
belong to the strip Sτ , and so their x-components belong to
(0, τ ].
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(b) If there exists a lattice point ~u in the interior of the aforementioned triangle, then the triangle
contains a primitive lattice point ~u0 = r0~u, with r0 be the smallest r > 0 such that r~u ∈ Λ. The
point ~u0 is inside the strip Sτ . The slope of ~u0 is included in
(
a1
q1
, a2q2
)
, which contradicts
(
q1
a1
)
and(
q2
a2
)
having consecutive slopes.
(c) The sum ~u =
(
q1
a1
)
+
(
q2
a2
)
is a lattice point with slope included in
(
a1
q1
, a2q2
)
. The x-component of
~u is q1 + q2, and if q1 + q2 ≤ τ , then ~u belongs to the strip Sτ , which contradicts the statement in
this lemma. This implies that q1 + q2 > τ .
(d) Assume that ~v1 =
(
q1
a1
)
and ~v2 =
(
q2
a2
)
do not form a basis of Λ. By a well-known property of
(unimodular) lattices, then there must be a non-zero lattice point ~u =
(
u1
u2
)
= α1~v1 + α2~v2, with
α1, α2 ∈ [0, 1). Note that the slope of ~u is included in
(
a1
q1
, a2q1
)
, and so must have u1 > τ by the
first statement in this lemma. Now consider the vector ~w = ~v1 + ~v2 − ~u:
(a) It is a lattice point.
(b) Its x-component q1 + q2 − u1 satisfies
0 < q1 + q2 − u1 < τ + τ − τ = τ.
That is, ~u belongs to the strip Sτ .
(c) It is on the form
~w = (1− α1)~v1 + (1 − α2)~v2,
with α1, α2 ∈ (0, 1]. That is, the slope of ~w is included in
(
a1
q1
, a2q1
)
.
The point ~w, and by extension ~u, thus cannot exist by the first statement in this lemma. Then ~v1
and ~v2 form a basis of Λ. They are positively-oriented as the slope of ~v2 is larger than that of ~v1.
(e) Since
(
q1
a1
)
and
(
q2
a2
)
form a positively-oriented basis of the unimodular lattice Λ, they satisfy
1 = det
(
q1 q2
a1 a2
)
= a2q1 − a1q2 = 1.

Corollary 4. Let Λ ⊂ R2 be a unimodular lattice, τ > 0 with F(Λ, τ) 6= ∅, and
(
q
a
)
∈ Λprim ∩ Sτ be a
primitive vector. There exists a unique
(
q′
a′
)
∈ Λprim ∩Sτ such that
(
q
a
)
and
(
q′
a′
)
have consecutive slopes,
and a unique
(
q′′
a′′
)
such that
(
q′′
a′′
)
and
(
q
a
)
have consecutive slopes.
Proof. If Λ has a vertical vector, then the corollary is obviously true, and so we assume WLOG that Λ has
no vertical vectors.
It suffices to prove that Λ ∩ Sτ contains points whose slopes are strictly smaller and bigger than aq , and
for that we use Minkowski’s theorem. Consider the rectangle R q
2 ,h
= [−q/2, q/2]× [−h, h], with h > 2q . This
rectangle has area bigger than 22, and so by Minkowski’s theorem contains a non zero lattice point ~v0. Note
that ~v0 is not a scalar multiple of
(
q
a
)
, and is not vertical. Now, the two vectors
(
q
a
)
± ~v0 are in Λ ∩ Sτ ,
have finite slopes that are stricly bigger and smaller than that of aq . This implies that Λ∩Sτ , and necessarily
Λprim ∩ Sτ , contains points with slopes strictly bigger and smaller than aq , which proves the claim. 
4.2.2. Primitive Lattice Points, and the Farey Triangle T .
Corollary 5. Let Λ be a unimodular lattice, τ > 0 with F(Λ, τ) 6= ∅, and
(
q1
a1
)
,
(
q2
a2
)
∈ F(Λ, τ) be two
primitive vectors with consecutive slopes.
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(a) For α ∈
[
a1
q1
, a2q2
]
, the lattices hα · Λ have horizontal lattice points with lengths not exceeding τ only
at α = a1q1 ,
a2
q2
.
(b) The columns of the matrix
( q1
τ
q2
τ
0
(
q1
τ
)−1) form a positively-oriented basis of s 1
τ
h a1
q1
·Λ = h a1
q1
τ2(s 1
τ
·
Λ), and are two primitive points with consecutive slopes in F
(
s 1
τ
h a1
q1
· Λ, 1
)
=
(
s 1
τ
h a1
q1
· Λ
)
prim
∩S1,
with
( q1
τ
0
)
being the shortest horizontal vector of s 1
τ
h a1
q1
· Λ with a positive x-component.
(c) The lattice s 1
τ
h a1
q1
·Λ = h a1
q1
τ2(s 1
τ
·Λ) can be identified with the point ( q1τ , q2τ ) in the Farey triangle
[6]
T = {(x, y) ∈ R2 | 0 < x, y,≤ 1, x+ y > 1}.
(d) If
(
q1
a1
)
,
(
q2
a2
)
,
(
q3
a3
)
∈ F(Λ, τ) have consecutive slopes, then
T
(q1
τ
,
q2
τ
)
=
(q2
τ
,
q3
τ
)
,
where T : T → T is the BCZ map [6]
T (x, y) =
(
y,
⌊
1 + x
y
⌋
y − x
)
.
Proof. (a) This follows from the second statement in lemma 4, and the fact that the triangular region
bound by y = a1q1 x, y =
a2
q2
x, and x = τ is mapped by hα to the triangular region bound by
y =
(
a1
q1
− α
)
x, y =
(
a2
q2
− α
)
x, and x = τ , which will continue to have no lattice points from hα ·Λ
in its interior.
(b) By the third statement in lemma 4, the columns of the matrix
(
q1 q2
a1 a2
)
form a positively-oriented
basis of Λ. This gives a positively-oriented basis of s 1
τ
h a1
q1
· Λ
s 1
τ
h a1
q1
(
q1 q2
a1 a2
)
=
(
1
τ 0
0 τ
)(
1 0
−a1q1 1
)(
q1 q2
a1 a2
)
=
(
1
τ 0
0 τ
)(
q1 q2
0 1qi
)
=
( q1
τ
q2
τ
0
(
q1
τ
)−1)
where a2q1 − a1q2 = 1 from lemma 4 has been used.
(c) Given a point (r, s) in the Farey triangle T , we have
(
r s
0 r−1
)
∈ SL(2,R) with determinant 1, and
so its columns form a positively-oriented basis of the unimodular lattice Λr,s =
(
r s
0 r−1
)
·Z2. Since
~v1 =
(
r
0
)
and ~v2 =
(
s
r−1
)
form a basis of Λr,s, then the only lattice point inWr,s = [0, 1)·~v1+[0, 1)·~v2
is the origin ~0. This implies that ~v1 and ~v2 are primitive lattice points of Λr,s, and it remains to show
that they have consecutive slopes. Consider the wedge W˜r,s = ∪n,m∈NWa,b + n~v1 +m~v2. The two
lines y = 0 and y = 1rsx parallel to ~v1 and ~v2 bound W˜r,s, and the only lattice points in W˜r,s ∩ Λa,b
lying strictly between y = 0 and y = 1rsx are of the form n~v1 +m~v2 with n,m > 0. Since r + s > 1,
the x-components of all the points n~v1+m~v2 with n,m > 0 are greater than 1, and hence lie on the
left of the line x = 1. So, the interior of the triangle bound by y = 0, y = 1rsx, and x = 1 contains no
lattice points, and the columns of
(
r s
0 r−1
)
correspond to primitive lattice points with consecutive
slopes in (Λr,s)prim ∩ S1.
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It remains to show that given two points (r, s), (w, z) ∈ T in the Farey triangle, we the unimodular
lattices Λr,s =
(
r s
0 r−1
)
Z2 and Λw,z =
(
w z
0 w−1
)
Z2 are equal only if (r, s) = (w, z). The two
lattices Λ(r,s),Λ(w,z) are equal if and only if there exists a matrix
(
l m
n k
)
∈ SL(2,Z) such that(
r s
0 r−1
)−1(
w z
0 w−1
)
=
(
r−1w r−1z − sw−1
0 rw−1
)
=
(
l m
n k
)
.
From this follows that w = rl, r = wk, so r = rlk, from which l = k = 1, and so r = w. From
z − s = rm follows the following
rm = z − s
= (r + z)− (r + s)
= (w + z)− (a+ s)
< (r + 1)− (1)
= a,
and 0 ≤ rm < r implies that m = 0. Obviously, n = 0, and we are done.
(d) The points
(
q1
τ ,
q2
τ
)
and
(
q2
τ ,
q3
τ
)
in the Farey triangle T can be identified with the lattices Λ q1
τ
,
q2
τ
=
h a1
q1
τ2(s 1
τ
· Λ) and Λ q2
τ
,
q3
τ
= h a2
q2
τ2(s 1
τ
· Λ). Note for α ∈
[
a1
q1
, a2q2
]
, the lattices hατ2(s 1
τ
Λ) have
horizontal lattices points with lengths not exceeding 1 only at α = a1q1 ,
a2
q2
. From this, and [5, lemma
2.2], follows that T
(
q1
τ ,
q2
τ
)
=
(
q2
τ ,
q3
τ
)
.

4.2.3. Generating Primitive Lattice Points.
Theorem 8. Let Λ be a unimodular lattice, τ > 0 with F(Λ, τ), and
(
q1
a1
)
,
(
q2
a2
)
,
(
q3
a3
)
∈ F(Λ, τ) be three
primitive points with consecutive slopes. Then(
q3
a3
)
= k
(
q2
a2
)
−
(
q1
a1
)
,
where k =
⌊
τ+q1
q2
⌋
, and (
q1
a1
)
= k′
(
q2
a2
)
−
(
q3
a3
)
,
where k′ =
⌊
τ+q3
q2
⌋
. In particular
a2
q2
=
a1 + a3
q1 + q3
.
Proof. That q3 = kq2−q1 follows from T
(
q1
τ ,
q2
τ
)
=
(
q2
τ ,
q3
τ
)
. To prove that a3 = ka2−a1, we use q3 = kq2−q1,
along with two applications of the Farey neighbor identity from lemma 4:
a3 = q3 × a3
q3
= q3
(
a2
q2
+
1
q2q3
)
= (kq2 − q1)a2
q2
+
1
q2
= ka2 + (1 − q1a2) 1
q2
= ka2 + (−a1q2) 1
q2
= ka2 − a1
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The rest follows similarly from the BCZ map T : T → T having an inverse T−1 : T → T given by [6]
T (x, y) =
(⌊
1 + y
x
⌋
x− y, x
)
.

4.3. Best Approximations by Primitive Lattice Points. Note that by lemma 4, if Λ is a unimodular
lattice, τ > 0 with F(Λ, τ) 6= ∅, and
(
q1
a1
)
,
(
q2
a2
)
∈ F(Λ, τ) are two primitive points with consecutive slopes,
then
a2
q2
− a1
q1
=
1
q1q2
≥ 1
τ2
.
That is, the slopes of the elements of F(Λ, τ) do not accumulate. This makes it possible to find best upper
and lower approximates of any real number by points of F(Λ, τ).
Definition 1. Let Λ ⊂ R2 be a unimodular lattice, and τ > 0 with F(Λ, τ). We define the best upper and
lower approximation maps approx+, approx− : R→ F(Λ, τ) as follows: for every α ∈ R, approx+Λ,τ (α) is the
element
(
q
a
)
∈ F(Λ, τ) with the smallest slope aq ≥ α, and approx−Λ,τ (α) is the element
(
q′
a′
)
∈ F(Λ, τ)
with the largest slope a
′
q′ ≤ α. For convenience, we write
slope±Λ,τ (α) = slope
(
approx±Λ,τ (α)
)
for the slopes of best approximates by primitive lattice points.
The following lemma is immediate.
Lemma 5. Let Λ be a unimodular lattice, and τ > 0 with F(Λ, τ) 6= ∅. The following are true.
(a) For any s ∈ R,
hs approx
±
Λ,τ (α) = approx
±
hs·Λ,τ (α − s).
(b) For any r > 0,
sr approx
±
Λ,τ (α) = approx
±
sr ·Λ,rτ (
1
r2
α).
Lemma 6. The slopes of any unimodular lattice Λ ⊂ R2 are dense in the projective real line RP1. In
particular, for any α ∈ R
lim
τ→∞
slope±Λ,τ (α) = α.
Proof. The slopes of the points in Z2 are the rational points in RP1, and hence are dense. Given any
unimodular lattice Λ = g ·Z2, with g =
(
a b
c d
)
, the slopes of Λ are the images of the rational points in RP1
under the rational maps g(s) = c+dsa+bs , which is an automorhpism of the projective line, and hence are dense.
The remainder of the lemma is obvious. 
We also get the following useful identity. Note that when we write
∑NΛ,I(τ)−1
i=0
1
qiqi+1
, the last term
involves qNΛ,I(τ), which is not the x-component of any of the elements of FI(Λ, τ). We write this with the
understanding that ~v1 =
(
qNΛ,I(τ)−1
aNΛ,I(τ)−1
)
and ~v2 =
(
qNΛ,I(τ)
aNΛ,I(τ)
)
have consecutive slopes in F(Λ, τ). That is, ~v1
is the last element in F(Λ, τ) with slope in I, and ~v2 is the following element, necessarily with a slope not in
I. This should not cause any confusion, and for brevity we do not point it out whenever the aforementioned
sums are involved.
Lemma 7. Let Λ be a unimodular lattice, I = [a, b] ⊂ R a finite interval, and τ > 0 with FI(Λ, τ) 6= ∅.
Writing FI(Λ, τ) =
{(
qi
ai
)}NΛ,I(τ)−1
i=0
, with the elements in increasing slope order, we have
NΛ,I(τ)−1∑
i=0
1
qiqi+1
= slope+Λ,τ (b)− slope+Λ,τ (a).
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In particular,
lim
τ→∞
NΛ,I(τ)−1∑
i=0
1
qiqi+1
= b− a = |I|.
Proof. By the Farey neighbor identity from lemma 4, and mathematical induction, we get that
slope+Λ,τ (a) +
NΛ,I(τ)−1∑
i=0
1
qiqi+1
= slope+Λ,τ (b).
The limit follows from lemma 6. 
4.4. Limiting Distributions of Primitive Points. In [5], the following theorem on the Farey triangle
as a cross section to the horocycle flow on X2, along with a number of limiting Farey fraction distribution
results, were proved. In the remainder of this section, we use the previous results from this section to extend
the aforementioned limiting Farey distribution results to the primitive points in all lattices.
Theorem 9 ([5]). Let T be the Farey triangle, dm = 2dxdy be twice the Lebesgue measure on T in the
plane, and T : T → T be the BCZ map. Let X2 be the space of unimodular lattices, µ2 the Haar measure
on X2, and h· the horocycle flow on X2. The following are true.
(a) For any (x, y) ∈ T , denote px,y =
(
x y
0 x−1
)
. The Farey triangle T can be bijectively identified
with the set Ω = {px,y · Z2 | (x, y) ∈ T } ⊂ X2 via the map
Λ·,· : T → Ω
defined for all (x, y) ∈ T by
Λx,y = px,y · Z2.
(b) The triple (T ,m, T ), with T identified with Ω, is a cross section to (X2, µ2, h·), with the roof function
R : T → R+ defined by
R(x, y) =
1
xy
for all (x, y) ∈ T .
4.4.1. Distributions Related to Primitive Lattice Points. For any unimodular lattice Λ, τ > 0 with FI(Λ, τ) 6=
∅, we write FI(Λ, τ) =
{(
qi
ai
)}NΛ,I(τ)−1
i=0
, with the elements in increasing slope order. We define the measures
ρΛ,I,τ =
1
NΛ,I(τ)
NΛ,I(τ)−1∑
i=0
δT i( q0τ ,
q1
τ )
on the Farey triangle T in the plane. The following theorem shows that those measures converge to m on
T .
Theorem 10. For any unimodular lattice Λ, finite interval I = [a, b] ⊂ R, and τ > 0 with FI(Λ, τ) 6= ∅, the
measures ρΛ,I,τ weak-∗ convergence
ρΛ,I,τ ⇀m.
Proof. Given a continuous, bounded function f : X2 → R, we have
1
b− a
∫ b
a
f(s 1
τ
hα · Λ) dα = 1
b− a
∫ slope+Λ,τ (a)
a
+
∫ slope+Λ,τ (b)
slope+Λ,τ (a)
−
∫ slope+Λ,τ (b)
b
f(s 1
τ
hα · Λ) dα
=
1
b− a
∫ slope+Λ,τ (b)
slope+Λ,τ (a)
f(s 1
τ
hα · Λ) dα+O(slope+Λ,τ (a)− a) +O(slope+Λ,τ (b)− b)
=
1
b− a
∫ slope+Λ,τ (b)
slope+Λ,τ (a)
f(s 1
τ
hα · Λ) dα+ o(1).
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From lemma 6 we thus get
lim
τ→∞
1
slope+Λ,τ (b)− slope+Λ,τ (a)
∫ slope+Λ,τ (b)
slope+Λ,τ (a)
f(s 1
τ
hαΛ) dα = lim
τ→∞
1
b− a
∫ b
a
f(s 1
τ
hαΛ) dα.
From this and theorem 7 follows the weak-∗ convergence
(s 1
τ
)∗(πΛ)∗(h·)∗ Unif [slope+Λ,τ (a),slope+Λ,τ (b)] ⇀ µ2,
where Unif [slope+Λ,τ (a),slope
+
Λ,τ (b)]
is the uniform measure on [slope+Λ,τ (a), slope
+
Λ,τ (b)].
By theorem 9, X2 is a suspension over the triangle T with roof function R, and so
ρRΛ,I,τ := ρΛ,I,τdt = (s 1
τ
)∗(πΛ)∗(h·)∗ Unif [slope+Λ,τ (a),slope+Λ,τ (b)],
from which
ρRΛ,I,τ ⇀ µ2
by the weak-∗ convergence we have just proved. Writing π : X2 → T for the projection map from X2 to the
cross section T , π is continuous except on a set of measure zero with respect to ρRΛ,I,τ and µ2. From this
ρΛ,I,τ =
1
R
π∗ρRΛ,I,τ ⇀
1
R
π∗µ2 = m,
and we are done. 
The next lemma generalizes [5, lemma 5.2], and makes it possible to show convergence of integrals with
respect to the measures ρΛ,I,τ for a large family of functions.
Lemma 8. Let Λ be a unimodular lattice, I ⊂ R a finite interval, and τΛ,I be the infimum of the values τ > 0
such that FI(Λ, τ) 6= ∅. Denoting the measure m on T by ρΛ,I,∞, if a measureable function f : T → R
satisfies
sup
τ0<τ≤∞
∫
T
|f | dρΛ,I,τ <∞,
then
lim
τ→∞
∫
T
f dρΛ,I,τ =
∫
T
f dm.
Proof. Proof of [5, lemma 5.2], verbatim, with the measures ρΛ,I,τ replacing ρN . 
It should be noted that at this point we have the tools to generalize many Farey fraction statistical results
of dynamical nature to primitive points of arbitrary lattices in R2. As an example, we extend a proof of a
theorem of [10] in [5] from the denominators of Farey fractions to x-components of primitive lattice points.
Corollary 6. Let Λ ⊂ R2 be a unimodular lattice, I ⊂ R a finite interval, and FI(Λ, τ) =
{(
qi
ai
)}NΛ,I(τ)−1
i=0
,
with the elements in increasing slope order of slope. Then for any s, t ∈ C with ℜ(s),ℜ(t) ≥ −1
lim
τ→∞
1
NΛ,I(τ)τs+t
NΛ,I(τ)−1∑
i=0
qsi q
t
i+1 =
∫
T
xsyt dm = 2
∫
T
xsyt dxdy.
Proof. Write fs,t(x, y) = x
syt. For all (x, y) ∈ T ,
|fs,t(x, y)| ≤ |f−1,−1(x, y)|.
From lemma 7, we get
ρΛ,I,τ (f−1,−1) =
1
NΛ,I(τ)
NΛ,I(τ)−1∑
i=0
τ2
qiqi+1
,
which is uniformly bounded by proposition 4, and lemma 7. A direct calculation shows thatm(f−1,−1) = pi
2
3 ,
and so we are done by lemma 8. 
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(q2,a2−αq2)T
• ×
(0,0)T h3
• λ3
(τ,0)T
×
h1
•
(q1,a1−αq1)T
λ1 ×
Figure 5. A lift of the torus R2/hαΛ to the plane R
2 with a marked horizontal of length
τ . The left endpoints of the lifts of the said horizontal are marked as •, and are situated at
the lattice points hαΛ, and the right endpoints are marked as ×.
4.5. Zippered Rectangle Decompositions of Tori, and Proof of Theorem 4. We now have everything
we need to prove theorem 4. We do this on two steps: First, in corollary 7, we describe the zippered rectangle
decomposition of unimodular tori over unit length horizontals using primitive lattice points. Second, in
proposition 6, we show how theorem 10 can be used to derive the continuous distribution in theorem 4.
Beginning to end, this is a stand-alone proof of theorem 4 using geometry and dynamics.
In proposition 6, the function f is intended to be the aggregate function fz from section 3.3. Integrating
f = fz and the corresponding F is direct, but lengthy, and can be extracted from the proof in [20] where
theorem 4 first showed up. For this particular F , the uniform boundedness of the integrals ρΛ,I,τ (F ) follows
from lemma 7, and the first two statements in lemma 4.
Corollary 7. Let Λ be a unimodular lattice, τ > 0 with F(Λ, τ) 6= ∅, and
(
q1
a1
)
,
(
q2
a2
)
∈ F(Λ, τ) be two
primitive vectors with consecutive slopes. Then for any α ∈ R, if α ∈
(
a1
q1
, a2q2
)
, the zippered rectangle
decomposition Z = (λ1, λ2, λ3, h1, h2, h3) of the torus R
2/s 1
τ
hα · Λ over a marked unit length horizontal is
given by
λ1 = 1− q1
τ
,
λ2 = 1− λ2 − λ3 = q1 + q2
τ
− 1,
λ3 = 1− q2
τ
,
h1 = τ(αq1 − a1),
h2 = h1 + h3 = τ((a2 − αq2)− (a1 − αq1)), and
h3 = τ(a2 − αq2).
Proof. Lift the torus R2/hα ·Λ to the plane R2 as in figure 5. Note that the interior of the triangle bound by
the lines y =
(
a1
q1
− α
)
x, y =
(
a2
q2
− α
)
x, and x = τ contains no lattice points from hα ·Λ. In particular, the
interior of the quadrilateralW1 with vertices at
(
0
0
)
,
(
τ
0
)
,
(
τ
a2 − αq2
)
, and
(
q2
a2 − αq2
)
contains no lattice
points from hα · Λ. Now, the interior of the quadrilateral W2 with vertices at
(
0
0
)
,
(
q2 − τ
0
)
,
(
q2 − τ
a2 − αq2
)
,
and
(
q2
a2 − αq2
)
contains no lattices points from hαΛ as well. If there existed a ~v0 ∈ int(W2) ∩ Λ, then the
lattice point
(
q2
a2 − αq2
)
− ~v0 would be in the interior of W1, which is a contradiction. This implies that
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no lift of the marked horizontal will extend between
(
q2
a2 − αq2
)
and its projection of the lift of the marked
horizontal situated at the origin. This gives λ3 = τ − q2, and h3 = a2 − αq2. The same argument gives
λ1 = τ −q1, and h1 = αq1−a1. The remaining parameters are given by λ2 = 1−(λ1+λ3), and h2 = h1+h3.
This gives the zippered rectangle decomposition of R2/hα · Λ.
Scaling the zippered rectangle decomposition of R2/hαΛ by s 1
τ
gives the canonical zippered rectangle
decomposition of R2/s 1
τ
hα · Λ. 
Proposition 6. Let Λ be a unimodular lattice, and I = [a, b] ⊂ R be a finite interval. Given a function
f : R6 → R, if the function
F (x, y) =
1
xy
∫ 1
0
f(1− x, x+ y − 1, 1− y, t
y
,
(
1
y
− 1
x
)
t+
1
x
,
1− t
x
) dt.
is defined on T , is measureable, and its integral with respect to ρΛ,I,τ converges as τ →∞ (i.e. ρΛ,I,τ (F )→
m(F )), then
lim
τ→∞
1
b− a
∫ b
a
f(Z(s 1
τ
hα · Λ) dα = 3
π2
∫
T
F dm =
6
π2
∫
T
F (x, y) dxdy.
Proof. For any Farey arc
(
ai
qi
, ai+1qi+1
)
, the change of variables α = aiqi + t
(
ai+1
qi+1
− aiqi
)
= aiqi +
t
qiqi+1
, with
t ∈ (0, 1) gives ∫ ai+1/qi+1
ai/qi
f(Z(s 1
τ
hα · Λ))dα = 1
τ2
F
(q1
τ
,
q2
τ
)
.
We thus get
1
b− a
∫ b
a
f(Z(s 1
τ
hα · Λ))dα = 1
b− a
NΛ,I(τ)−1∑
i=0
∫ ai+1
qi+1
ai
qi
f(Z(s 1
τ
hα · Λ)) + o(1)
=
1
b− a
NΛ,I(τ)−1∑
i=0
1
τ2
F
(q1
τ
,
q2
τ
)
+ o(1)
=
1
b− a
NΛ,I(τ)
τ2
1
NΛ,I(τ)
NΛ,I(τ)−1∑
i=0
F
(q1
τ
,
q2
τ
)
+ o(1)
=
1
b− a
(
3(b− a)
π2
+ o(1)
)
ρΛ,I,τ (F ) + o(1)
From this follows that if ρΛ,I,τ (F )→ m(F ), then
lim
τ→∞
1
b− a
∫ b
a
f(Z(s 1
τ
hα · Λ))dα = 3
π2
∫
T
F dm =
6
π2
∫
T
F (x, y) dxdy.

5. Gap Theorem for d-IETS via Zippered Rectangles
In this section, we demonstrate that the technique used in section 3 to prove the Three Gap Theorem can
be used to prove a generalization of the theorem for general intervals exchange transformations.
5.1. The Surface ST Defined by IET T . Given an IET T , construct the surface ST (motivated by [4]) as
follows: Take the square [0, 1]× [0, 1], identify the horizontal sides by translation, and the vertical sides by
T . Concretely, for each i, mark the points (0, αi) on the left vertical, the points (1, βi) on the right vertical,
and glue the vertical segments [(0, αi−1), (0, αi)] and [(1, βpi(i)−1), (1, βpi(i))] together.
After gluing, we mark the point on ST corresponding to (0, 0) and call it a marked origin. As such, ST
is a Riemann surface with a marked point. We intend to follow the same strategy used to prove the Three
Gap Theorem: We start at the vertex (0, 0), and flow horizontally for time t = N . A small subtlety arises
here. For a general IET T , the horizontal trajectory in question can hit singularities in its path, and there
will be a finite choice to make when it comes to flowing out of each singularity. We choose the trajectory
that gives the “correct” returns to the vertical through (0, 0) (i.e. that intersects the vertical at the points
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◦
⋆
◦
×
◦
◦
◦
◦
×
◦
⋆
◦
I4=Ipi−1(1)
I5=Ipi−1(2)
I2=Ipi−1(3)
I3=Ipi−1(4)
I1=Ipi−1(5)
I1
I2
I3
I4
I5
J0
J0
Figure 6. The surface ST for a 5-IET that has combinatorial data π = (1 5 2 3 4), with
labels for gluing the line segments. The surface has three vertices ◦, ⋆,× with respective
cone angles 6π, 2π, 2π. It has genus g = 2, and lives in the stratum H2(2).
corresponding to the orbit {T n0}∞n=0). We call this the canonical horizontal trajectory of length N
coming out of the origin.
The following lemma characterizes the property of marked origins being singularities.
Lemma 9. Let T and ST be as above. The marked origin is a singularity if and only if π
−1(1)−π−1(d) 6= 1.
Proof. Since the permutation π is irreducible, it is easy to see that (0, 0) is not a singularity if and only if
the first and last segment Ipi−1(1) and Ipi−1(d) on the left side correspond to segments on the right side that
are back to back, that is, π−1(1) = π−1(d) + 1. 
We call IETs with π−1(1)− π−1(d) = 1 arc exchange maps.
Lemma 10. Let T and ST be as above.
(1) The first return map of the horizontal flow to any closed vertical segment is given by the map T .
(2) The IET T fails to satisfy the i.d.o.c condition if and only if there is a horizontal saddle connection
that is not the horizontal unit length closed line segment [(0, α0), (1, β0)] ∼ [(0, αd), (1, βd)].
Lemma 11. Let T and ST be as above. For any α ∈ R:
(1) The construction S· is compatible with shearing by hα. That is, hα · ST = ST◦Rα .
(2) Shearing by hα takes any line segment X ⊂ ST of slope α to a horizontal line segment hα·X ⊂ ST◦Rα .
Moreover, the return time of any x ∈ X to X by the vertical flow on ST is the same as that of
hα · x ∈ hα ·X to hα ·X by the vertical flow on ST◦Rα .
This proves the following property of the compositions of IETs and circle rotations.
Corollary 8. For any IET T , there are at most countably many α ∈ R for which T ◦ Rα does not satisfy
the i.d.o.c condition.
Proof. The failure of T ◦ Rα to satisfy the i.d.o.c is equivalent to the existence of non-horizontal saddle
connections in ST◦Rα that are not [(0, α0), (1, β0)] ∼ [(0, αd), (1, βd)]. Any horizontal saddle connection in
ST◦Rα = hα · ST corresponds to a saddle connection in ST with slope α. The result follows from the fact
that there are countably many saddle connections on any translation surface. 
5.2. Gap Theorem for IETs. The argument used in section 3 can be adapted to ST to prove the following.
Theorem 11. For a fixed IET T satisfying the i.d.o.c, and integer N ≥ 1, the pairs
(gap length, number of gaps of that length)
describing the multiset G˜apsT,N correspond to the height-width parameters (h, λ) of the zippered rectangle
decomposition of the surface ST over the canonical horizontal trajectory of length N coming out of the marked
origin.
The above, along with proposition 3, and the characterization of a marked origin being a singularity from
lemma 9 proves theorem 3.
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5.3. Gap Distribution for Compositions of IETs and Circle Rotations. For a general IET T , we
denote the number of normalized gap lengths greater than or equal to z by
GT,N (z) := #{ℓ ∈ G˜apsT,N | ℓ ≥
z
N
}
= #{L ∈ N · G˜apsT,N | L ≥ z}
For compositions of T and circle rotations, we can consider the average gap distribution
g
[a,b]
T◦R·(z;N) :=
1
b− a
∫ b
a
GT◦R·,N(z)
N
dα.
Copying section 3.2, we define an operator Zcanon as follows: for any translation surface S with a marked
point, and a canonical choice of horizontal unit length trajectory coming out of the marked point, Zcanon(S)
is the vector of length-height data of the zippered rectangle decomposition of S over the aforementioned
horizontal.
An aggregate function fz can appropriately be defined similar to section 3.3.
The argument used to prove theorem 5 can adapted to relate the average gap distribution forcompositions
of a fixed IET T and circle rotations to the distribution of zippered rectangle decomposition
g
[a,b]
T◦R·(z;N) =
1
b− a
∫ b
a
fz(Zcanon(glogNhα · ST )) dα.
This proves the theorem 6.
6. Gap Theorem for d-iets via Graph Theory
In this section, we present a self-contained proof for theorem 3 motivated by the Rauzy graph approach
presented below. We use the same notation for IETs, discontinuities, gap sets, and gap multisets from before.
6.1. The Rauzy Graph Approach.
Theorem 12 (3(d− 1) Gap Theorem, [7]). Let T be a minimal d-IET. Then
#GapsT,N ≤ 3(d− 1).
When d = 2, the bounds in theorem 3, and theorem 12 agree with that of the Three Gap Theorem
(theorem 1).
Following [7], define a directed graph GGapsT,N = (VT,N , ET,N ) as follows: The vertices agree with the
gaps VT,N = G˜apsT,N , and there exists an edge ei,j : gapT,N (i)→ gapT,N (j) if and only if (T−1 gapT,N (i))∩
gapT,N (j) 6= ∅. It should be noted that GGapsT,N is the Rauzy graph describing the coding generated by
T−1 and the partioning of [0, 1) defined by {T n0}N−1n=0 .
For a general directed graph G = (V,E), a function w : V ⊔ E → R+ is said to be a weight function if∑
v∈V w(v) = 1, and for any v ∈ V ,
w(v) =
∑
e∈in(v)
w(e) =
∑
e∈out(v)
w(e),
where in(v) and out(v) are the edges of G going in and coming out of v. The support supp(w) of wis the
subgraph Gw = (Vw , Ew) ⊆ G defined by Vw = {v ∈ V | w(v) > 0} and Ew = {e ∈ E | w(e) > 0}.
A cycle v1, v2, · · · , vk is said to be a distinct cycle if indeg(vi) = outdeg(vi) for every i = 1, 2, · · · , k.
The following is then true.
Proposition 7 ([7]). Let G be a directed graph without distinct cycles, and w a weight function of G
supported on the whole graph. The cardinality of the set of possible vertex weights has the upper bound
#{w(v) | v ∈ V } ≤ 3(#E −#V ).
The Lebesgue measure induces a weight function w on the graph GGapsT,N : for every vi ∈ VT,N , take
w(vi) = Leb(gapT,N (i)), and for every ei,j ∈ ET,N , take w(ei,j) = Leb((T−1 gapT,N (i)) ∩ gapT,N (j)).
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The outdegree of a vertex vi ∈ GGapsT,N can be expressed as
outdeg(vi) = 1 + 1gapT,N (i)(T
N0) +
d−1∑
i=1
1gapT,N (i)(αi).
From this it follows that
#ET,N −#VT,N =
∑
v∈V
(outdeg(v) − 1)
=
d−1∑
i=0
(
1gapT,N (i)(T
N0) +
d−1∑
k=1
1gapT,N (i)(αk)
)
= d− 1.
The reason this is d− 1 and not d is that T 10 = αi0 , with i0 = π(1)− 1. That is, the discontinuity αi0 is an
endpoint of one of the gaps, and hence necessarily does not contribute to the sum.
A minimal IET T will not have distinct cycles in GGapsT,N . This proves the 3(d − 1) Gap Theorem
(theorem 12).
6.2. Modifying the Rauzy Graphs GGapsT,N . In this section, we modify the Rauzy graphs GGapsT,N
that were used in section 1.3.1 to prove theorem 12.
We construct graphs FGapsT,N to replace the Rauzy graphs GGapsT,N as follows: For i = 0, 1, · · · , d− 1,
we denote the closest orbit point in the orbit segment {T n0}N−1n=0 to a discontinuity βi of T from the right by
r(i) = rT,N (i) := min{T n0 | 1 ≤ n < N, T n0 > βi},
and for i = 1, 2, · · · , d, we denote the closest orbit point to a discontinuity βi from the left by
l(i) = lT,N (i) := max{T n0 | 1 ≤ n < N, T n0 < βi}.
We also denote the collection of “slots” on the right and left of the discontinuities of T by
R = RT,N := {(βi, r(i)) | i = 0, 1, · · · , d− 1},
and
L = LT,N := {(l(i), βi) | i = 1, 2, · · · , d}.
Finally, we write
Ri = RT,N,i := r(i)− βi, i = 0, 1, · · · , d− 1
and
Li = LT,N,i := βi − l(i), i = 1, 2, · · · , d.
for the respective lengths of the right and left slots. As was done in section 1.3.1, we notationally identify
Ri with (βi, r(i)), and Li with (l(i), βi).
We define the graph FGapsT,N as follows:
• Vertices: FVT,N = G˜apsT,N ∪RT,N ∪ LT,N .
• Edges: When T−1 acts on a gap in G˜apsT,N , it maps it to a disjoint union—modulo the endpoints—
of elements of G˜apsT,N ∪RT,N ∪ LT,N . A directed edge goes out of each gap and into the elements
of G˜apsT,N ∪RT,N ∪LT,N when acted on by T−1. The collection of all edges is denoted by FET,N .
It can be easily seen that FGapsT,N is a forest. It should also be noted that if we glue each pair Li and
Ri, i = 1, 2, · · · , d− 1, together and identify them with the gap Li ∪ {βi}∪Ri surrounding the discontinuity
βi, we get the Rauzy graph GGapsT,N .
We first present an example to make both the definition of the forest and the idea of the proof that will
follow clearer.
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6.3. Example. Consider the IET with length data λ = (1/
√
3, 1/
√
2− 1/√3, 1− 1/√2) (i.e. T has discon-
tinuities at β1 = 1/
√
3 and β2 = 1/
√
2), and combinatorial data π =
(
1 2 3
3 2 1
)
. The inverse map T−1 is
an IET, with length data λ−1 = (1− 1/√2, 1/√2− 1/√3, 1/√3) (i.e. discontinuities at α1 = 1− 1/
√
2 and
α2 = 1− 1/
√
3), and combinatorial data π−1 = π.
Below we show two copies of the interval [0, 1), along with the orbit points {T k0}8k=1, the points αi bound-
ing the subintervals being permuted by T−1, and the points βi bounding the subintervals being permuted
by T .
T 10 T 20T 30 T 40 T 50T 60 T 70
T 80
α0 α1 α2 α3
T 10 T 20T 30 T 40 T 50T 60 T 70
β0 β1 β2 β3
Now, considering the action of T−1 on G˜apsT,8, we get the following diagram for the forest FGapsT,8.
(T 40, T 70) // (T 30, T 60) // (T 20, T 50) // (T 10, T 40) // (β0, T
30)
(T 50, β3)
(T 70, T 20) // (T 60, T 10)
::ttttttttt
//
%%❏
❏❏
❏❏
❏❏
❏❏
(β1, T
70)
(T 70, β2)
When we get a gap pointing to another gap like
(T 30, T 60) // (T 20, T 50)
the two gaps have the same length. If a gap splits (i.e. its preimage under T−1 is a disjoint union of more than
one interval), its length is the sum of the intervals it splits into. As such, the gaps in the above diagram that
contribute to the set of gap lengths GapsT,8 ar the gaps that show on the extreme right, namely (β0, T
30)
and (T 50, β3), and the gaps that split, namely (T
60, T 10). Note that the intervals showing on the extreme
right in the above diagram are all slots surrounding the discontinuitites βi of T .
We thus get that
GapsT,8 := {R0, L3, L3 +R1 + L2}.
6.4. Combinatorial Proof of Theorem 3. We consider any orbit {T n0}N−1n=0 , with N an integer large
enough so that the orbit points separate the discontinuities αi of T
−1. For counting purposes, we have to
consider:
(1) in section 6.5: the gaps that intersect with the discontinuities of T−1, or the point TN0, and so their
images under T−1 split, and
(2) in section 6.6: the gaps whose images under T−1 are other gaps, and
(3) in section 6.7: the first and last gaps.
We call the point TN0 a ghost orbit point, since it is not in the orbit segment {T n0}N−1n=0 , but introduces
the orbit point TN−10 when it is acted on by T−1.
We enumerate the different cases pictorially, with red representing orbit points, and cyan representing the
point TN0. The index i0 = π(1)− 1 specifies the discontinuity αi0 where T 10 occurs.
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Case V Case IV Case IV Case I Case II Case III Case VI
Based on the location where the ghost orbit point TN0 situates itself, there are six distinct cases that
should be accounted for.
• Case I: The point TN0 belongs to a gap (T n10, T n20) with n1, n2 6= 1.
• Case II: Same as case I with n2 = 1.
• Case III: Same as case I with n1 = 1.
• Case IV: The point TN0 belongs to (T n10, T n20) that includes a αi.
• Case V: The point T n0 belongs to the first gap (0, T σ(1)0).
• Case VI: The point TN0 belongs to the last gap (T σ(N−1)0, 1).
We now proceed to count the possible number of gap lengths.
6.5. Gaps that Split.
6.5.1. Case I.
• One instance of
T n10 T 10
αi0
T n20
(I.1) (T n10, T 10)

(T 10, T n20)

(T n1−10, βpi−1(i0)) (β0, T
n2−10)
This contributes the two lengths Lpi−1(i0) and R0 to the set of gap lengths.
• d− 2 instances of
T n10
αi
T n20
(I.2) (T n10, T n20)
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
(T n1−10, βpi−1(i)) (βpi−1(i+1)−1, T n2−10)
Each of those instances contributes Lpi−1(i) +Rpi−1(i+1)−1 to the set of gap lengths, for a total of
d− 2 elements.
• One instance of
T n10 TN0 T n20
(I.3) (T n10, T n20)
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
(T n1−10, TN−10) (TN−10, T n2−10)
This contributes the sum of the lengths of the two consecutive gaps (T n1−10, TN−10) and (TN−10, T n2−10)
to the set of gap lengths.
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6.5.2. Case II.
• One instance of
T n10 TN0 T 10
αi0
T n20
(II.1) (T n10, T 10)
yyrr
rr
rr
rr
rr
%%▲
▲▲
▲▲
▲▲
▲▲
▲
(T 10, T n20)

(T n1−10, TN−10) (TN−10, βpi−1(i0)) (β0, T
n2−10)
This instance contributes the two lengths |(T n1−10, TN−10)|+ Lpi−1(i0) and R0 to the set of gap
lengths.
• d− 2 instances of
T n10
αi
T n20
(II.2) (T n10, T n20)
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
(T n1−10, βpi−1(i)) (βpi−1(i+1)−1, T n2−10)
Each of these instance contribute Lpi−1(i) + Rpi−1(i+1)−1 to the set of gap lengths, for a total of
d− 2 lengths.
6.5.3. Case III.
• One instance of
T n10
αi0
T 10 TN0 T n20
(III.1) (T n10, T 10)

(T 10, T n20)
{{✈✈
✈✈
✈✈
✈✈
✈
%%▲
▲▲
▲▲
▲▲
▲▲
▲
(T n1−10, βpi−1(i0)) (β0, T
N−10) (TN−10, T n2−10)
• d− 2 instances of
T n10
αi
T n20
(III.2) (T n10, T n20)
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
xxrr
rr
rr
rr
rr
(T n1−10, βpi−1(i)) (βpi−1(i+1)−1, T n2−10)
Each of those instances contribute Lpi−1(i) + Rpi−1(i+1)−1 to the set of gap lengths, for a total of
d− 2 lengths.
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6.5.4. Case IV.
• One instance of
T n10 T 10
αi0
T n20
(IV.1) (T n10, T 10)

(T 10, T n20)

(T n1−10, βpi−1(i0)) (β0, T
n2−10)
This contributes two lengths Lpi−1(i0) and R0 to the set of gap lengths.
• One instance of
T n10
αi
TN0 T n20
(IV.2) (T n10, T n20)
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
 ((PP
PP
PP
PP
PP
PP
(T n1−10, TN−10) (TN−10, βpi−1(i)) (βpi−1(i+1)−1, T n2−10)
This instance contributes |(T n1−10, TN−10)|+ Lpi−1(i) +Rpi−1(i+1)−1 to the set of gap lengths.
• d− 3 instances of
T n10
αi
T n20
(IV.3) (T n10, T n20)
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
xxrr
rr
rr
rr
rr
(T n1−10, βpi−1(i)) (βpi−1(i+1)−1, T n2−10)
Each of these instances contribute Lpi−1(i) + Rpi−1(i+1)−1 to the set of gap lengths, for a total of
d− 3 lengths.
6.5.5. Case V.
• One instance of
T n10 T 10
αi0
T n20
(V.1) (T n10, T 10)

(T 10, T n20)

(T n1−10, βpi−1(i0)) (β0, T
n2−10)
This contributes the two lengths Lpi−1(i0) and R0 to the set of gap lengths.
• d− 2 instances of
THE THREE GAP THEOREM, INTERVAL EXCHANGE TRANSFORMATIONS, AND ZIPPERED RECTANGLES 27
T n10
αi
T n20
(V.2) (T n10, T n20)
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
(T n1−10, βpi−1(i)) (βpi−1(i+1)−1, T n2−10)
Each of those instances contributes Lpi−1(i) +Rpi−1(i+1)−1 to the set of gap lengths, for a total of
d− 2 elements.
• One instance of
α0 = 0 TN0 T σ(1)0
This has the first gap length R0.
6.5.6. Case VI.
• One instance of
T n10 T 10
αi0
T n20
(VI.1) (T n10, T 10)

(T 10, T n20)

(T n1−10, βpi−1(i0)) (β0, T
n2−10)
This contributes the two lengths Lpi−1(i0) and R0 to the set of gap lengths.
• d− 2 instances of
T n10
αi
T n20
(VI.2) (T n10, T n20)
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
(T n1−10, βpi−1(i)) (βpi−1(i+1)−1, T n2−10)
Each of those instances contributes Lpi−1(i) +Rpi−1(i+1)−1 to the set of gap lengths, for a total of
d− 2 elements.
• One instance of
T σ(N−1)0 TN0 αd = 1
This has the last gap length Ld.
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6.6. Gaps that Get Pulled to Other Gaps. If a gap (T n10, T n20) with n1, n2 6= 1 does not include TN0
or a discontinuity αi of T
−1, it will be pulled back by T−1 to the gap (T n1−10, T n2−10).
T n10 T n20
The two gaps have the same lengths, so no instance of
(T n10, T n20)

(T n1−10, T n2−10)
contributes new elements to the set of gap lengths.
6.7. The First and Last Gaps: (0, T σ(1)0) and (T σ(N−1)0, 1). The first gap (0, T σ(1)0) shows up as a
gap length in I.1, II.1, IV.1, V.1, and VI.1; and so its length R0 is accounted for in those cases. However,
the length of the first gap R0 shows up as a summand in III.1. In that case, the first gap contributes R0 to
the set of gap lengths on its own.
The situation is similar with the last gap (T σ(N−1)0, 1) and its length Ld. We get one of two cases:
(1) If π−1(i0) = d (i.e. if π(1) − π(d) = 1) in cases I, III, IV, V, and VI above: the length of the last
gap Ld shows up as a gap length in equations I.1, III.1, IV.1, V.1, VI.1 and is accounted for. (Note
that in case VI the last gap length shows as a gap length.)
(2) Otherwise, the length of the last gap contribute as a summand in I.2, II.1 or II.2, III.2, IV.2 or IV.3
and is not accounted for. In that case, the last gap contributes Ld to the set of gap lengths on its
own.
Adding up all the contributions, we get the following table with upper bounds on the number of possible
gap lengths:
π−1(i0) = d π−1(i0) 6= d
Case I d+ 1 d+ 2
Case II d+ 1 d+ 1
Case III d+ 1 d+ 2
Case IV d d+ 1
Case V d d+ 1
Case VI d d+ 1
This proves theorem 3.
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