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дящим SMпотоком методом асимптотических се
миинвариантов. Предложен метод просеянного
потока для исследования таких систем массового
обслуживания. Получены асимптотические семи
инварианты первого, второго и третьего порядков,
а также показана область применимости асимпто
тических результатов в допредельной ситуации.
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Подавляющее большинство задач оценки
и прогноза реальных производственноэкономиче
ских ресурсов и результатов их использования сво
дится к нахождению решения (области допустимых
решений) для некоторой системы неравенств, вы
ражающих ограничения по тем или иным ресурсам.
Эти неравенства представляются в виде линейных
функций, либо легко могут быть приведены к ним
с использованием ряда допущений.
Нахождение решения системы линейных нера
венств при наличии некоторой целевой функции
обычно относят к задачам математического про
граммирования. Эти задачи относятся к задачам
исследования конкретных производственнохо
зяйственных ситуаций, которые в том или ином
виде интерпретируются как задачи об оптималь
ном использовании ограниченных ресурсов.
На практике нередко отсутствует целевая функ
ция, на нахождение оптимального значения кото
рой направлено большинство моделей математиче
ского программирования, и на основании учета
ограничений в виде системы линейных неравенств
определяется множество точек, выпуклая оболочка
которых является областью допустимых значений
задачи.
В связи с этим возникает задача построения ал
горитма, позволяющего найти область допустимых
значений для любой заданной системы линейных
неравенств при наличии ограниченийравенств.
Отдельные свойства систем линейных нера
венств рассматривались еще в первой половине
XIX в. в связи с некоторыми задачами аналитиче
ской механики, решение которых сводилось к си
стемам такого рода. Их систематическое изучение
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началось в самом конце XIX в., однако о теории
линейных неравенств стало возможным говорить
лишь в конце двадцатых годов XX в., когда уже на
копилось достаточное количество связанных с ни
ми результатов.
В тридцатых годах XX в. появился эскиз Г. Вей
ля теории конечных систем линейных неравенств,
построенной финитными методами без привлече
ния топологических свойств поля действительных
чисел. Дальнейшее развитие теории линейных не
равенств показало, что теория конечных систем
линейных неравенств может рассматриваться как
ветвь линейной алгебры, исходящая из нее при до
полнительном требовании упорядоченности ос
новного поля (поля коэффициентов). Излагаемая
в [1] алгебраическая теория линейных неравенств
охватывает все основные результаты, относящиеся
к конечным системам линейных неравенств с дей
ствительными коэффициентами и свободными
членами, давая им алгебраическую трактовку. Цен
тральным предложением этой теории был устано
вленный автором [1] принцип граничных реше
ний, утверждающий, что в каждой совместной ко
нечной системе линейных неравенств над полем
действительных чисел, имеющей любой отличный
от нуля ранг, можно выделить хотя бы одну такую
подсистему того же ранга и с равным ему числом
неравенств, каждое решение которой, обращаю
щее все ее неравенства в равенства, удовлетворяет
исходной системе. За последнее время появились
новые математические средства, позволяющие вы
делить крайние подсистемы системы линейных не
равенств более просто и эффективно.
Рассмотрим задачу нахождения области допу
стимых значений для системы линейных нера
венств и равенств. В этом случае математическая
постановка задачи может быть сформулирована
следующим образом:
(1)
(2)
Будем полагать, что системы линейных нера
венств (1) и ограниченийравенств (2) определены
или переопределены, и первые k столбцов A ли
нейно независимы.
Необходимо найти множество крайних подси
стем, узловые решения которых образуют множе
ство точек, выпуклая оболочка которых совпадает
с областью допустимых значений решаемой систе
мы.
В работе [2] предложен метод нахождения край
ней подсистемы, сводящийся к решению задачи
квадратичного программирования, которую реша
ли методом субоптимизации на многообразиях.
Однако этот метод не учитывает в явном виде на
личие ограниченийравенств. В данной работе
предложен метод решения задачи отыскания край
ней подсистемы путем последовательного переме
щения рабочей точки вдоль области пересечения
удерживающих неравенств.
Для обоснования алгоритма получения крайней
подсистемы, т. е. получения точки, являющейся
вершиной многогранника области допустимых
значений М, сформулируем несколько утвержде
ний:
Утверждение 1. Пусть Ax≤b – крайняя подсисте
ма системы линейных неравенств, тогда областью
допустимых значений этой крайней подсистемы
будет множество точек, удовлетворяющих условию
где x*=A–1⋅b.
Доказательство. Пусть D – конус допустимых
значений, определенный условием  Ax≤b, с верши
ной в точке x*=A–1⋅b. Пусть x – произвольная точка,
принадлежащая этому конусу (x∈D), тогда, вычи
тая из Ax≤b почленно Ax*=b получим A(x–x*)≤0 и,
умножив обе части слева на A–1, получим доказы
ваемое.
Утверждение 2. Если x0 – начальная точка,
а ближайшая к ней плоскость многогранника М
имеет направляющим вектором ai, то x1 – проекция
начальной точки на эту плоскость может быть най
дена как
Утверждение 3. Если точка xk принадлежит пере
сечению k плоскостей, заданных направляющими
векторами aj|j=1…k, то ее проекция на пересечение
плоскости, заданной строкой ai, с пересечением
плоскостей, заданных строками aj|j=1…k, соста
вляющими матрицу Ak, есть:
(3)
где Ω=(I–Ak⋅Ak+) – проектор на пространство, пер
пендикулярное пространству, натянутому на стро
ки матрицы Ak, а Ak+ – матрица, псевдообратная к
матрице Ak, I – единичная матрица.
Доказательства утверждений 2 и 3 приведены в
[3]. Повторив процедуру, определенную утвержде
нием 3, не более k–1 раз, получим подсистему, об
разованную k линейно независимыми строками
исходной системы.
Определим вектор разностей y–
показывающий, каким неравенствам системы,
определенной матрицей A и вектором b
–
, удовле
творяет точка x. Решение полученной подсистемы
может нарушать некоторые неравенства исходной
системы, т. е. при подстановке его в исходную си
стему вектор разностей может содержать отрица
тельные элементы.
Для вектора y–, в зависимости от того, где нахо
дится точка x, возможны следующие варианты:
• если yi<0 для ∀i |i∈1…n, то точка x является вну
тренней точкой многогранника М;
• если yi=0 только для некоторой части из
i |i∈1…n, а для остальных элементов i yi<0, то
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точка x принадлежит поверхности многогран
ника М;
• если ∃i |i∈1…n, для которых yi>0, то точка x на
ходится вне области многогранника М.
Рассмотрим общий случай, когда начальная
точка находится вне многогранника допустимых
значений задачи. Для отыскания крайней подси
стемы необходимо найти точку, соответствующую
вершине многогранника М. Для этого, исключив
из матрицы Ak те строки, которые соответствуют
положительным значениям вектора y–, будем повто
рять операцию (3), пока все элементы вектора y–
не станут неположительными.
Когда такая точка найдена, то все неравенства
исходной системы могут быть разделены на два
множества: множество неравенств, которые не из
меняют область допустимых значений D, и множе
ство неравенств, которые ее изменяют. Назовем
первые неравенства зависимыми от данной край
ней подсистемы. Рассмотрим задачу выделения за
висимых неравенств.
Утверждение 4. Пусть в линейном пространстве
L размерности r задана система линейных нера
венств Ax≤b
–
ранга r. Тогда для того, чтобы линей
ное неравенство αx≤β было зависимым от этой си
стемы необходимо и достаточно, чтобы для векто
ра γ T=αA+ выполнялось условие γ≥0.
Доказательство.
Достаточность. При умножении любого нера
венства системы aiTx≤bi на неотрицательный мно
житель γi≥0 неравенство не нарушится. Отсюда
справедливо γ TAx≤γ Tb, где γ – вектор неотрица
тельных множителей. Обозначив α=γ TA и β=γ Tb,
получим доказываемое.
Необходимость. Так как ранг системы равен раз
мерности пространства векторов L(rkA=r), то лю
бой вектор из L может быть представлен в виде ли
нейной комбинации строк A, т. е. α=γA или, умно
жив обе части на A+, получим γ T=αTA+. Если среди
элементов γ есть хотя бы один отрицательный,
то для него справедливо γiAiTx>γibi, что противоре
чит условиям теоремы.
Для учета ограниченийравенств, проверки ма
трицы системы на полноту столбцового ранга, по
иска первой крайней подсистемы и учета зависи
мых неравенств был разработан следующий алго
ритм:
1. Задаются начальные данные: система линей
ных неравенств (матрица A , вектор b), система
ограниченийравенств (матрица A
¯
, вектор b
¯
).
2. Выполняется учет ограниченийравенств
по методу, предложенному в [4].
3. Проверяется полученная матрица системы
на полноту столбцового ранга и, если необходимо,
она приводится к матрице полного столбцового
ранга методом, предложенным в [3].
4. В результате описанных выше шагов исход
ная система ограничений равенств и неравенств
приводится к системе линейных неравенств полно
го столбцового ранга: с матрицей А и вектором b
–
.
Выбирается начальная точка x0 и далее:
5. Вычисляется вектор
6. Выбирается ближайшая плоскость (мини
мальный отрицательный элемент  y–≠0) с номером i.
7. Вычисляется проекция начальной точки
на выбранную плоскость [3]:
где x0 – начальная точка; ai – направляющий век
тор ближайшей к ней плоскости многогранника М;
bi – iй элемент вектора b
–
; x1 – проекция начальной
точки на эту плоскость.
9. Начало рекуррентного вычисления, начиная
с l, где l=2,…, n; n – число строк матрицы A.
10. Вычисляется вектор
11. Если среди элементов вектора y– нет поло
жительных и k элементов равны нулю, где k – раз
мерность задачи (число столбцов матрицы A),
то множество строк матрицы A, для которых эл
ементы вектора y– равны нулю, составляют край
нюю подсистему, а точка xl – искомая вершина
многогранника М. Иначе переход к шагу 12.
12. Выбирается ближайшая к точке xl плоскость
j (по минимальному отрицательному элементу век
тора y–).
13. Вычисляется вектор направления от точки xl
к плоскости j [3]:
где I – единичная матрица, A1+ – матрица, псевдо
обратная к матрице A1.
14. Вычисляется проекция точки xl на пло
скость j [2]:
15. Переход к следующему шагу:
l=l+1,
начиная с шага 10.
16. Вывод найденной точки xn.
17. Выполняется поиск зависимых неравенств:
умножив матрицу системы на матрицу, псевдооб
ратную найденной подсистеме, получим матрицу,
которая показывает зависимость всех неравенств
от неравенств, составляющих крайнюю подсисте
му. В этом случае строки матрицы, содержащие
только отрицательные элементы, будут соответ
ствовать зависимым неравенствам.
В качестве тестового примера была взята систе
ма из [4].
Исходные ограниченияравенства:
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Ограничениянеравенства:
Или в обозначениях (1) и (2):
Система линейных неравенств после учета
ограниченийравенств и проверки полноты ранга
матрицы A :
В качестве начальной точки выбрана:
Применяя предложенный алгоритм, получим
следующую последовательность векторов y– и точек xl:
1 шаг. Вектор y–= b
–
–Ax0:
Ближайшая плоскость соответствует первой
строке матрицы A (–0,998 –1), проекция началь
ной точки на соответствующую этой строке пло
скость (точка x1) есть:
2 шаг. Вектор y–= b
–
–Ax1
Выбирается седьмая строка матрицы A (0,455 –3),
вычисляется точка x2:
3 шаг. Вычисляется вектор y–= b
–
–Ax2:
Выбирается вторая строка матрицы A (8 –3),
вычисляется точка x3:
4 шаг. Вычисляется вектор y–= b
–
–Ax3:
Выбирается пятая строка матрицы A (2,998 –5),
вычисляется точка x4:
5 шаг. Вычисляется вектор y–= b
–
–Ax4:
Вектор y– содержит только неотрицательные эл
ементы, из которых два равны нулю, следователь
но, найдена первая крайняя подсистема, состоя
щая из первого и пятого неравенств системы.
Для нахождения неравенств, зависимых от этой
крайней подсистемы, найдем матрицу, псевдооб
ратную матрице крайней подсистемы:
Умножив ее справа на исходную матрицу огра
ниченийнеравенств получим:
Следовательно, зависимым является седьмое
неравенство (0,455 –3).
Выводы
Разработан алгоритм расчета крайней подси
стемы для заданной системы линейных нера
венств, включающий учет ограничений равенств
и приведение полученной матрицы системы нера
венств к полному столбцовому рангу. Предложен
способ определения неравенств системы, зависи
мых от неравенств, входящих в найденную край
нюю подсистему, и доказаны соответствующие
теоремы. Результаты расчета тестового примера
подтверждают работоспособность предложенного
алгоритма.
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Введение
Двудольные графы [1] используют при постро
ении графовых моделей, описывающих отношения
между объектами разбитыми на два множества.
В таких моделях отношения (рёбра) могут связы
вать объекты (вершины) только из разных мно
жеств. Отношения между объектами внутри мно
жеств отсутствуют или не учитываются. Примером
графовых моделей, имеющих двудольную природу,
являются сети Петри [2] с непересекающимися
множествами позиций и переходов. Дуги в сети
Петри могут связывать только переходы и пози
ции. Другим примером являются графы потока
данных [3] с множествами модулей и данных, в ко
торых дуги отражают потребление или формирова
ние данных модулями.
Формально двудольный граф G описывается че
твёркой (N,M,V,R), где N={ei}, i=1,2,…,n; M={ej},
j=1,2,…,m – множества вершин двудольного графа;
V={vij} – множество рёбер vij, связывающих неупо
рядоченные пары вершин (ei,ej), ei∈N, ej∈M;
R={rij} – множество весов rij рёбер vij.
Если для всех vij∈V, rij=1, то имеет место
не взвешенный двудольный граф. Заметим также,
что граф G рассматривается как неориентирован
ный, т. к. пара вершин (ei,ej), связанная ребром vij,
принимается неупорядоченной. Ориентация дуг,
например в графе потока данных, означает напра
вление передачи данных. Вместе с тем, загрузка се
ти при передаче данных по разрезанной дуге зави
сит от веса дуги и не зависит от её ориентации. Как
в этом, так и во многих других примерах, ориента
ция дуг не учитывается и при решении задачи раз
резания используется неориентированный взве
шенный двудольный граф. Такой граф полностью
описывается матрицей связности вершин R=||rij||N×M.
Матрица R несимметрична и все её элементы (веса
рёбер) rij≥0. Особенность матрицы R заключается
в том, что она допускает перестановки строк Ri
и столбцов Rj независимо друг от друга.
Задача разрезания возникает всякий раз, когда
графовую модель, описывающую отношения
между объектами распределённой системы,
необходимо разбить на совокупность минималь
но связанных между собой подсистем. Если гра
фовая модель представлена двудольным графом,
то это, как правило, связано с наличием в систе
ме объектов двух типов, которые нельзя смеши
вать в ходе решения задачи разрезания. В частно
сти поэтому, для её решения нельзя использовать
матричный алгоритм разрезания обыкновенного
графа [4], в котором вершины не различаются
по какимлибо признакам и образуют единое
множество. Кроме того, двудольные графы
в сравнении с обыкновенными обладают специ
фикой, которая даёт возможность разработать ал
горитм разрезания, эффективно работающий для
данного класса графов.
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