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iAbstract
This thesis focuses on understanding the aggregation behaviour of lyotropic chromonic
liquid crystals in aqueous solution. Molecular simulation methods are used to pro-
vide structural and thermodynamic information on the self-assembly of chromonic
mesogens, and the results used to re-interpret data from previous experimental stud-
ies of these systems.
Extensive atomistic level molecular dynamic simulations have been performed
on three chromonic dyes in solution: 5,5'-dimethyoxy-bis-(3,3'-di-sulphopropyl)-
thiacyanine triethylammonium salt (Dye A), 5,5'-dichloro-bis-(3,3'-di-sulphopropyl)-
thiacyanine triethylammonium salt (Dye B), and Bordeaux dye. The results are
compared to key experimental data, such as X-ray scattering and cross-sectional
areas and aggregation free energies. Previously suggested chromonic aggregation
models, such as a double-width column and a brickwork layer structure, have been
discounted based on the simulation results. Instead the simulations of dyes A and
B demonstrate an anti-parallel stacking arrangement providing columns in which
solubilizing sulphonate groups lie on alternate sides of the column as the column is
traversed. In addition, a new type of chromonic smectic layered phase is predicted
for these molecules. For dye A, a novel chiral column structure is seen within isolated
columns in isotropic solution. For Bordeaux dye a stable single-molecule column
is seen, along with a number of meta-stable structures including a double-width
column in which two single-molecule columns are linked via a salt bridge.
In an attempt to simulate larger time and length scales, two bottom-up coarse-
graining techniques, iterative Boltzmann inversion (IBI) and force matching (FM),
were tested on simple hexane/water systems and then applied to Dye A. Both of
these methods proved to be largely unsuccessful in reproducing the same aggregation
behaviour seen in the atomistic simulation work.
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Chapter 1
Introduction to liquid crystals
1.1 Liquid crystals
From the ancient Greek philosopher Empedocles, who claimed that all the structures
in the world were composed of four elements (ﬁre, air, water and earth), to the
modern day plethora of divisions and terms; the deﬁnition and physical description
of what matter is has changed and adapted throughout history. The diverse world of
condensed matter increasingly requires knowledge of both the basic building blocks
and also how they interact, to reﬁne our understanding of the physical world around
us.
For a long period of time, the states of matter believed to exist were limited
to the most common states observed in the natural world: solid, liquid and gas.
Over the years, the emergence of new and exciting phases has shown that states of
matter are far more diverse and exotic than previously imagined. A multitude of
structures are possible for speciﬁc systems when transitioning between a solid and
a liquid phase. These mesophases result from exhibiting properties from both the
crystalline solid and amorphous liquid phase.
Crystals have long and short range positional order between molecules, with the
particles located in precise, regular, repeating patterns. A liquid phase has short
range positional order, but, in sharp contrast to the crystalline phase, usually ex-
hibits very rapid and disordered molecular motion, resulting in only short range
positional order within the system. The liquid crystal phase shares key structural
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characteristics and properties from both of these phases. The mesophase exhibits
anisotropic behaviour, whereby the molecules show long range orientational order,
denoted as a nematic phase. Under certain conditions, the mesophase can addi-
tionally have long range positional order between molecules, denoted as a smectic
phase. A simple way of conceptualizing this type of structure is to picture an or-
dered ﬂuid.7,8
1.1.1 History and discovery
The discovery and history of liquid crystals is of remarkable interest. It is only in
recent decades that liquid crystals have been heavily used in applications, revolu-
tionizing the display industry in particular. It is perhaps then surprising that they
were discovered over a hundred years ago. In the year 1888, at the Institute of Plant
Physiology of the Germany University of Prague, an Austrian scientist Friedrich
Reinitzer noted irregular behaviour when characterising a cholesteryl acetate and
cholesteryl benzoate.9,10 Observing what he termed a `double melting', leading him
to seek the help of German physicist, Otto Lehmann, to probe the optical proper-
ties of these molecules. Lehmann ascertained that the cholesteryl benzoate ﬂowed
like a conventional liquid, but refracted polarised light like a crystalline solid. This
discovery marked the start of research into the ﬁeld of liquid crystals.1113
The history of liquid crystal research can be divided into three time periods of
historical importance. The discovery in March 1888 led to increasing work in this
ﬁeld, with French crystallographer Georges Friedel using the diﬀerence in molecu-
lar organisation to categorise liquid crystals into three types of ordering: nematic,
smectic and cholesteric. The time period of 1925-1950 showed very little progress,
caused by not only the outbreak of both world wars, but also scientists failing to see
any commercial uses for over 200 compounds documented as exhibiting liquid crys-
tal behaviour. From the years 1958 to the present day, an international resurgence
in liquid crystal research has been observed, causing an explosion in understanding
the complexities of these phases. This was accompanied by a staggering increase
in the number of liquid crystalline properties being exploited commercially. From
an early application of using color-changing cholesteric compounds as temperature
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sensors, to the development of Liquid Crystal Displays (LCD).7,14 LCDs are perhaps
the most well-known techonological application to date, having unrivaled utilization
in an unfathomable amount of devices, from computer monitors and televisions, to
watches and phones, to name just a handful.7,14
1.1.2 Types of liquid crystal
Liquid crystals can be divided into two main types: thermotropic and lyotropic.
The mesogen, a term used for the individual molecule that forms a mesophase (in
this case a liquid crystal phase), is typically an organic molecule.
Phase transitions between mesophases, characterised by the level of orientational
and translational order within the system, can be heavily inﬂuenced by the environ-
ment they ﬁnd themselves subject to. Transitions caused by a change in temperature
only are termed a thermotropic phase, whereas a system that has phase transitions
based on the alteration of both temperature and concentration (due to the presence
of a solvent), are termed a lyotropic phase.15
1.1.3 Thermotropic phases
Thermotropic phases occur where phase transitions are dictated by a change in
temperature of the system. The very speciﬁc molecular geometry of the mesogen
drives the formation of a highly ordered system. The most common shaped mesogens
are calamitic (rod-shaped) or discotic (disc-shaped), shown in Fig 1.1, discussed
separately now.
For calamitic mesogens, the nematic phase (N) is characterised by having long
range orientational order (mesogens are pointing on average in the same direction),
but liquid-like positional order (shells of molecules around each mesogen). The
average direction by which the molecules are oriented is called the director, n, which,
for calamitic molecules, aligns parallel with the long axis of the mesogen. The
smectic phase (M) is characterised by having long range orientational order similar
to the nematic phase, with additional 1-dimensional positional order. The molecules
organize into layers. Comparing the two most common smectic phases, in a smectic-
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Figure 1.1: Schematic of calamitic and discotic mesogens for thermotropic phases.
A the director is parallel to the layer normal, while in the smectic-C phase, the
director is tilted with respect to the layer normal.
For discotic mesogens, the discotic nematic phase is characterised by long range
orientational order, but no long range positional order, with the director, n, lying
parallel to the molecular short axis.16 The discotic columnar phase is characterised
by the discotic mesogens stacking to form columns (akin to stacks of pound coins),
with these columns then orientating to form a two-dimensional lattice structure.8
The range of common thermotropic phases formed by calamitic and discotic
mesogens can be seen in ﬁg 1.2.
1.1.4 Lyotropic phases
Lyotropic liquid crystals, where the phase transitions are dictated by a change in
both temperature and concentration, can be divided into two types based on the
general molecular structure of the mesogen and aggregation properties: conventional
amphiphilic and chromonic.17
Amphiphilc molecules
Amphiphilic molecules, more commonly known as surfactant molecules, are not only
widely prevalent in nature (for example, providing pivotal structural support within
a biological membrane in the form of a bilayer), but have been heavily used for
over 1000 years in everyday applications, the most common usage being emulsiﬁers
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Figure 1.2: Schematic showing the common phases formed from calamitic and dis-
cotic mesogens.
in cleaning.18 Surfactants have a general molecular structure characterised by a
polar head group region, attached to a large non-polar hydrocarbon chain (com-
monly referred to as a hydrocarbon tail), as shown in ﬁg 1.3. Solvation of these
molecules, typically in water, leads to a unique result, due to the hydrophilic and
hydrophobic regions of the molecule interacting in opposing ways in the solvent
environment. While the polar head region thrives in a polar solvent environment,
the non-polar hydrocarbon tail experiences unfavourable interactions, with result-
ing mesophase structures being the result of the ability of the amphiphilic molecules
to form structures that minimise the interaction of the hydrocarbon tail with the
solvent. The unfavourable reduction in entropy, caused by the aggregation of surfac-
tant molecules, is counterbalanced by an increased overall entropy by the liberation
of the solvation shells around the hydrophobic tail. At low concentrations, the
mesogens aggregate to form spherical micelles, whereby the aggregated molecules
position the polar head groups on the surface of a sphere, encapsulating the hydro-
carbon tail regions in a protective cocoon, shielding them from the solvent. Driven
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by the hydrophobic eﬀect, increasing surfactant concentration, as well as altering
the head-to-tail size ratio, provides a wide assortment of liquid crystalline phases,
such as cylindrical micelles, bilayers, or inverted micelles. Two examples of such
mesophase structures are shown in Fig 1.3.1820
Figure 1.3: General structure of an amphiphile (left), two examples of mesophase
structures formed at low and high concentration (right).
Chromonic mesogens, by contrast, have not only a distinctly diﬀerent general
molecular structure, but also exceptionally diﬀerent behaviour in solvent, as dis-
cussed next.
1.2 Chromonic liquid crystals
1.2.1 Molecular structure and aggregation in solution
The second type of lyotropic liquid crystal is termed chromonic,1 as exhibited by
a range of nucleic acids, dyes and even some carcinogens. Chromonic mesogens
generally have a similar molecular structure: a rigid-ﬂat-extended aromatic core,
with ionic or hydrophilic groups attached to the periphery to provide solubility in a
polar solvent. In aqueous solvent, enthalpic interactions typically drive face-to-face
aggregation of chromonic molecules, forming stacks in solution, with an average
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spacing of 0.34 nm. These can be visualised as being like many stacks of pound
coins randomly orientated in a solution, as shown in ﬁg 1.4.
Figure 1.4: General molecular structure of a chromonic mesogen (left) with a ﬂat,
rigid aromatic core (peach) and periphery solubilising groups (red) and typical stack-
ing behaviour in solution (right).
1.2.2 Structure within an aggregate
Chromonic aggregates are typically composed of mesogens that associate in a face-
to-face style aggregation.1,21 In spite of the seemingly simple stacking mode of
aggregation, a wide range of structures within the column itself are possible. Subtle
diﬀerences in the molecular structure of the mesogen alter how the molecules interact
on self-assembly (whether due to steric or charge interactions) and thus the overall
structure within a column. A range of possible structures can be seen in ﬁg 1.5.
In addition to the typical face-to-face self-assembly of chromonics, more exotic
(and in some cases controversial) structures have been proposed in the literature.5,22
One common structure suggested is the double-width column. The structure pos-
sesses two molecules in each `layer' of the column, whereby the neighbouring `layer'
within the stack is two molecules rotated by 90°.
This, as well as larger and more complex architectures, such as the hollow chim-
ney structure,23,24 and the brickwork layer structure3,25 have been proposed (ﬁg
1.6).
The double-width column and the brickwork layer structure will be discussed in
detail in chapter 3, 4 and 5.
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Figure 1.5: Structures within a column, typical face-to-face aggregation of H-
aggregates (a), Chiral stacking (b), anti-parallel arrangement (c), oﬀset stacking
of J-aggregates (d).
Figure 1.6: Schematic diagram showing the brickwork layer structure.
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1.2.3 Formation of chromonic mesophases
In dilute solution, the aggregation of chromonic mesogens leads to a distribution of
stacks of various sizes. At low concentration, when the motion of these stacks are
largely uncorrelated with respect to one another, the phase is liquid and is usually
termed termed the isotropic phase (I). Increasing concentration of the mesogen de-
creases free volume in the system, forcing parallel arrangement of aggregates, giving
rise to a liquid crystal phase. Lower concentrations in the nematic (N) phase, where
stacks are on average pointing in the same direction (long range orientational or-
der, short range translational order). Higher concentrations yield a hexagonal phase
(M), where the columns possess statistical hexagonal symmetry (where centers of
columns lie on a hexagonal lattice), thereby providing not only orientational order,
but long range translational order. These structures can be seen in ﬁg 1.7. In con-
trast to thermotropic phases, where the director is deﬁned with respect to individual
mesogen orientations, the director of a chromonic system is deﬁned with respect to
the aggregate as a unit.
Figure 1.7: Typical structure of chromonic mesophases.
Phase diagrams are frequently used to show how the state of the system changes
as a function of concentration of mesogen and temperature. Phase diagrams are
essentially a map, with each region of the map corresponding to a diﬀerent physical
1.2. Chromonic liquid crystals 11
state for the system. The phase diagram of the chromonic system DSCG/water
(which shows the standard pattern for chromonic systems) can be seen in ﬁg 1.8.
Unlabelled regions correspond to two phase regions separating diﬀerent mesophases.
Figure 1.8: Typical chromonic phase diagram for the DSCG/water system. Taken
from Lydon.1
1.2.4 Onsager theory
A simple model used for lyotropic liquid crystals to predict the isotropic-nematic
phase transitions is the Onsager hard-rod model.26 The theory represents the
molecule (or linear stack of molecules) as an idealised cylinder, so that the sys-
tem can be viewed as a 3-dimensional gas of hard rods. In this system, there are
two components to the entropy: translational and orientational. Both of these en-
tropic components are coupled, and the favoured component is dependent on the
density of the system.
At low density, orientational freedom is favoured, due to the negligible gain
in entropy made by reducing the excluded volume from a parallel arrangement of
rods. At higher densities, translational freedom from a more aligned system is more
favourable, with the loss of orientational entropy now occurring. This transition from
a disordered to an ordered arrangement is the isotropic-nematic transition.27,28
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1.2.5 Comparing chromonics and conventional amphiphiles
Chromonic and conventional amphiphilic systems, both categorised as lyotropic liq-
uid crystals, have extensive diﬀerences in molecular structure, leading to extremely
diﬀerent behaviour and physical properties in solution. Chromonic systems have
no critical micelle concentration (CMC) and aggregate even in dilute solutions,
whereas conventional amphiphiles will have a speciﬁc concentration above which
micelles form. The aggregation process in a chromonic system is isodesmic, where
each new addition of a molecule to a stack has the same energy increment. In con-
trast, conventional amphiphiles have a non-isodesmic association, where the energy
increment of adding a molecule is governed by the size of the micelles. The driving
force for aggregation, predominantly enthalpic in chromonic systems and entropic
in amphiphilic systems, results in very diﬀerent phase diagrams. The progressive
formation and growth of chromonic stacks as a function of concentration leads to
a multi-peritectic phase diagram. In contrast, the conventional amphiphilic system
has an extensive range of micelle types as a function of concentration, leading to a
multi-eutectic form.1,17
1.3 Applications of chromonic systems
1.3.1 Widespread recognition of potential
Despite research as early as 1915 showing a chromonic nematic phase in the aque-
ous solution of phenanthrene sulfonic acid,29 and research in the 1920's showing
chromonic mesophase formation by the medicinal drugs salvarsan and neosalvarsan,30
it is only in the last twenty to thirty years that the term chromonic has been more
widely accepted as a type of lyotropic liquid crystal phase. Lyotropic chromonic liq-
uid crystals have a unique set of properties and characteristics that have already been
exploited with promising results in biosensors, polarizing ﬁlms, and micro-patterned
materials, with further details for two speciﬁc applications detailed next.1,3137
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1.3.2 Photovoltaic device
With the majority of the world's energy demand being suppled by fossil and nuclear
sources, key issues such as non-sustainability and environmental damage caused by
pollution, provide a strong drive for the development of cleaner and more renewable
energy sources. The advancement of photovoltaic and photo-electrochemical cells is
a key area of current research. The harvesting and conversion of light energy into
electricity has the potential to reshape the energy industry. However, the low con-
version eﬃciency of current light-harvesting systems makes this energy alternative
a somewhat minor contributor to the global energy supply.38
In principle, the operation of a solar cell is comparable to a simple semiconductor
device that converts light energy into electricity. Firstly, light shines onto the crystal
atoms embedded in the solar cell. Free electrons are created, due to ionization of
the crystal atoms, creating an electron-hole pair. The solar cell works to separate
this pair, where a current is produced by the movement of the electrons, therefore
attempting to reduce recombination of the electron-hole pair.
Chromonic liquid crystals possess unique electro-optical properties, as the strong
electron accepting properties and high conductivity of the pi-pi interactions allows
for eﬃcient one-dimensional charge transfer and energy transfer. Incorporating
chromonic aggregates into a photovoltaic device allows them to act as a secondary
electron acceptor, thus decreasing the back ﬂow of electrons, and therefore decreas-
ing electron-hole recombination. A ﬁlm of chromonic stacks are deposited onto the
solid substrate (e.g. where an electron rich group is attached to a fullerene, such as
a porphyrin-fullerene dyad layer) of the photovoltaic device. The chromonic aggre-
gates work by transferring energy from the photon (from sunlight), to the fullerene
network below. Charge separation between the porphyrin-fullerene dyad then di-
rects an electron up the chromonic stack, where it is transported to a cathode.
An example set-up, using the chromonic mesogen perylenediimide (PDI) derivative
PDI12, is shown in ﬁg 1.9.39
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Figure 1.9: PDI12 molecular structure and schematic of chromonic columns inte-
grated into a photovoltaic device.
1.3.3 Templates
One of the key frontiers in modern materials chemistry involves using molecular
self-assembly to construct devices and materials, with one example being the micro-
and nano-patterning of directionally-dependent materials. Chromonic liquid crys-
tals provide a unique set of self-assembly and alignment properties, which when
incorporated on a template, can provide an eﬃcient and inexpensive way of produc-
ing aligned solid dye ﬁlms. The fabrication process entails three main parts. The
initial stage requires the production of a micro-grooved template (a strip of polymer,
such as polydimethyl siloxane, with arrays of parallel microgrooves on the surface).
Introduction of an isotropic solution of the perylene di-carboximide chromonic dye
to the template (encased by a cover slip). Drying by peripheral evaporation, allows
the formation of aligned M phase chromonic ribbons to form in each micro-groove.
The re-usable polymer template can then be peeled oﬀ, leaving an anisotropic solid
chromonic dye on the cover slip. This process is shown in ﬁg 1.10.31,40
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Figure 1.10: Creating aligned solid dye on a ﬁlm using a template.
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1.4 Overview and scope of thesis
The aim of this thesis is to use computational methods to successfully model the be-
haviour of ionic chromonic mesogens in solution. Diﬀerent techniques are employed
to attempt to tackle a range of diﬀerent time and length scales, allowing for both
the aggregation mode within each column, as well as the larger scale interactions
between columns.
The aggregation and phase behaviour of a chromonic system is highly sensitive
to the molecular structure of each mesogen, with small changes in structure able to
produce a vast array of diﬀerent aggregates. The aims of this work is to simulate a
range of mesogens, and identify possible design rules based on the diﬀerent packing
behaviours observed. Using these design rules to successfully predict stacking be-
haviour, based on the molecular structure, would revolutionise the level of control
the user would have over the chemical system.
Chapter 3 and 4 focus on atomistic models of 3 speciﬁc chromonic dyes using
molecular dynamics, in which all interactions are accounted for (including long range
electrostatic interactions). Experimental literature proposes several exotic aggregate
structures for these dyes, sparking interest that a computational model could be
developed to match key experimental results (cross sectional areas, x-ray diﬀraction
patterns, stacking free energy change), in an attempt to either add credence to these
exotic structures, or reinterpret the results in terms of alternative structures.
In chapter 5, the possibility of using larger scale simulations with coarse-grained
models (where many atoms are grouped into beads to reduce the number of sites) is
investigated. Smaller test systems are initially modelled, and then the larger, more
complex, chromonic dyes, with the ambitious aim of simulating a whole mesophase.
Comparison of diﬀerent coarse graining techniques (for speciﬁc use on chromonic
systems) are discussed, as well as a comparability of key structural properties (radial
distribution functions, stacking distances) between the coarse grained and atomistic
simulations, allowing for the validity of the model to be probed.
An in-depth look at the theory behind the computational methods employed,
with a heavy focus on atomistic simulations and details for analysis techniques used
during research, are provided in chapter 2. Any additional theory is provided in the
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relevant research chapter when required (chapter 5 has an extensive introduction to
coarse-graining techniques).
Finally, chapter 6 provides a concise summary of all the key ﬁndings presented
in each of research chapters, as well as future avenues of research.
Chapter 2
Computational methodology
2.1 Introduction
Theory has always played a vital yet challenging role within the realm of chemistry,
with laws and equations being derived to provide a mathematical description for the
behaviour of molecules.41 A signiﬁcant weakness of theory is that even for simple
systems, equations typically evolve into highly complex mathematical expressions
that cannot be solved analytically. Computer simulations bridge the gap between
theory and experiment by providing essentially exact results for a model of the
system of interest. Direct comparison between the simulation and experimental re-
sults allows for the correctness of the underlying model to be evaluated. Successful
matching of key thermodynamic or structural data provides not only reassurance in
the validity of the model used, but can oﬀer interpretation of new results for the
experimentalist. Simulations can reveal a molecular level picture of a chemical sys-
tem, at a level of detail typically inaccessible to the experimentalist, thus providing
a link between the microscopic world (molecular geometry, short range interactions
between individual molecules) and the macroscopic world (long range aggregation
behaviour, phase transitions). Simulations also have several advantageous features
from a practical perspective. Exploration of systems at conditions unfavourable for
an experimentalist, such as extremely high temperatures or pressures, can be safely
achieved on a computer. Construction of any type of molecule, whether known or
18
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not, is also done with relative ease compared to the timescale and expense required
for a very complicated synthesis process.42
2.2 Simulations of chromonic systems
Simulations can be used as a powerful tool for research into chromonic liquid crys-
tal systems. Previous experimental studies, using optical microscopy, multi-nuclear
NMR and X-ray diﬀraction, were employed on Sunset Yellow (SSY), an anionic
azo dye commonly used as a food dye.4346 The mesogens were found to stack into
aggregates, with the cross sectional area of these aggregates being deduced to be
one molecule thick (typical H-aggregates). A molecular simulation study of SSY in
aqueous solution observed the aggregation of dye molecules into stacks.47 Key ther-
modynamical and structural features from experiment, such as the binding energy
and the intermolecular distance between dye molecules in a stack, were matched.
Conﬁdent in the correctness of the underlying model, the simulation results were also
able to provide a molecular level picture of the stacking arrangement of dyes within
a column, with neighbouring dye molecules showing a head-to-tail stacking prefer-
ence, and the direction vector of the carbonyl group alternating between neighbour
molecules in the stack.
TP6EO2M is a non-ionic chromonic designed to control anchoring of a liquid
crystal molecule to a surface. Experimental studies using proton NMR,4852 X-ray
diﬀraction,48,49 and DSC50 show that TP6EO2M molecules exhibit a strong desire
to aggregate in a face-to-face manner in aqueous solution, with a relatively large
interlayer distance (distance between neighbouring dye molecules in an aggregate)
than seen in many typical chromonic systems. Atomistic simulations53 were able
to successfully match not only the stacking behaviour found in experiments, but
also the stacking free energy change, demonstrating not only a structurally accu-
rate model, but also a model able to capture the essential thermodynamics of the
system. The molecular level detail provided in the simulation revealed that the
larger-than-average interlayer spacing was attributable to the repulsion between the
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side chains present in the molecule, a feature extremely diﬃcult to distinguish using
experimental techniques.
2.3 Atomistic models
When attempting to tackle a problem using molecular modelling, the size and com-
plexity of the system is central in determining the level of simulation needed. Quan-
tum mechanical methods involve considering the electrons explicitly. Electron in-
teraction is obtained from an approximate solution of the electronic Schrödinger
equation and the potential energy function as a sum of the nuclear repulsion. Not
only is this method extremely accurate, but it also allows properties to be calculated
that are dependent upon the electronic distribution in a molecule (such as electron
transfer and bond breaking/making). Despite these beneﬁts, electronic structure
calculations are limited to very small systems (a few hundreds of atoms). The com-
plexity of the calculation needed to model a small system of molecules (which can
easily be of the order of 50,000 atoms) is eﬀectively impossible to simulate using
this method. Molecular mechanics force ﬁelds, on the other hand, remove electronic
motion and calculate the potential energy as a function of the positions of the nuclei
only. Molecules can be represented by discrete atomic sites, with chemical bonds
between these sites being represented by springs. This dramatically reduces the size
of the calculation, thus allowing the system size of interest to be signiﬁcantly larger
than with quantum mechanical methods. It is for these reasons that the interactions
between particles of liquid crystal systems are predominantly modelled using a force
ﬁeld approach.41,42,54
2.4 Molecular mechanics
Molecular mechanics is based on a fairly simple and well-characterised model, where
each molecule is seen as a collection of atoms. Interactions between atoms of the
same molecule are modelled with bond stretching, angle bending and torsional po-
tentials, and interactions between diﬀerent molecules represented by electrostatic
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and van der Waals potentials. Each term and component of a force ﬁeld will be
described in detail next.
2.4.1 Force ﬁelds
In molecular modelling, the force ﬁeld, also commonly (and more correctly) referred
to as the potential, is the mathematical functions and parameters used to calculate
the potential energy between all atoms or particles within a system. Contrary to a
quantum mechanical approach, a fully classical potential treats the electrons implic-
itly, by having the atoms or particles move along a potential energy surface. The
force ﬁeld parameters can be found from either experimental data, theoretical data
or higher level quantum mechanical calculations. In a typical molecular mechan-
ics simulation, the two energy contributions to the potential are the intramolecular
interactions, between atoms within a molecule, and the intermolecular interactions
between molecules in the system.41
Eff = Ebonded + Enon−bonded (2.1)
where Eff is the total potential energy, Ebonded is the energy contribution from
bonded interactions within a molecule in the system and Enon−bonded is the energy
contribution from non-bonded interactions between molecules in the system. The
components of both bonded and non-bonded interactions can be broken down into
a series of discrete interactions which, upon summation, give a total energy of the
molecule in the system.
Ebonded =
∑
Ebonds +
∑
Eangles +
∑
Edihedrals (2.2)
Enon−bonded =
∑
Eelec +
∑
Evdw (2.3)
Eff =
∑
Ebonds +
∑
Eangles +
∑
Edihedrals +
∑
Eelec +
∑
Evdw (2.4)
The bonded interactions within a molecule in the system can be broken down into
three key interactions: bond stretching, angle bending, and dihedrals. The non-
bonded interactions between non-bonded atoms and molecules in the system can
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be broken down into long range electrostatic and van der Waals terms. All of the
above interactions are visually represented in ﬁg 2.1. Each interaction will now be
expanded on in the following section.
Figure 2.1: Visual representation of the bonded and non-bonded interactions in-
cluded in a force ﬁeld. (a) bond stretching, (b) angle bending, (c) dihedral, (d)
electrostatic forces, (e) van der Waals forces.
2.4.2 Bonded interactions
Bond stretching
The bond stretching term describes how the energy between two atoms in a molecule
changes as a function of the length of that bond connecting them. A common way
to express the energy is to apply the Taylor expansion. Truncating after the second-
order term is known as the harmonic approximation, giving rise to the following
equation:
E(r) =
1
2
k(r − r0 )2, (2.5)
where r0 is the reference bond length, r is the actual bond length, and k is the
harmonic force constant given by
kr =
d2E
dr2
|r=r0 . (2.6)
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The bond length corresponding to the lowest energy between two atoms is termed the
reference or equilibrium bond length. As the two atoms move in closer proximity
to each other, this leads to a very rapid increase in energy, mimicking real life
systems whereby the electron clouds on each respective atom would overlap and
experience a large repulsive force. Similarly, as the bond length is stretched too far
from the equilibrium bond length, a rapid increase in energy occurs. It should be
noted that within a molecular mechanics approach, the bond cannot break. Despite
the harmonic approximation being justiﬁable only for small deviations from the
reference bond length, the magnitude of covalent bond vibrations are within this
interval of distances, meaning it is unnecessary to describe deviations larger than
this interval (as shown in ﬁg 2.2). In particular cases where accuracy is needed
for a far broader range of distances, the Morse potential is particularly good at
representing the potential energy for a bond stretch
V (r) = D(1− exp−a(r−ro))2, (2.7)
where D is the well depth, a is the width of the potential, described as
a =
√
K
2D
. (2.8)
where K is the force constant at the minimum of the well. Whilst the Morse poten-
tial oﬀers a more realistic description of a covalent bond stretching, the presence of
the exponential in the function makes the use of this potential extremely computa-
tionally expensive. For these practical reasons, the harmonic approximation is the
common choice in most molecular mechanics studies.41,42
Angle bending
The angle bending term describes how the energy between three connected atoms in
a molecule changes as a function of the angle between them. A common approach
is to use a harmonic potential
E(θ) =
1
2
Kθ(θ − θ0 )2 , (2.9)
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Figure 2.2: A comparison of the Morse Potential (red) and the harmonic approx-
imation (black) for the bond stretching term. A zero energy line has been added
(dotted).
where Kθ is the angle bending force constant, θ is the actual angle and θ0 is the
reference angle. The angle corresponding to the lowest energy between three con-
nected atoms is termed the equilibrium angle. As with bond stretching described
above, a deviation from this equilibrium angle causes an increase in energy, albeit
smaller than bond stretching deviations.41,42
Dihedral angle
The dihedral angle, also commonly referred to as the torsional angle, describes the
angle between two intersecting planes produced by four connected atoms (where
two central atoms plus either end atom give rise to two planes). The dihedral angle
term therefore is how the energy changes as a function of the dihedral angle between
these two planes
E(ω) =
∑
n
1
2
Vn cos(nω), (2.10)
where Vn are the rotational force constants and ω is the actual dihedral angle.
In comparison to both bond stretching and angle bending, large deviations in
2.4. Molecular mechanics 25
dihedral angle are far more prevalent, due to the internal rotation barriers being low.
The dihedral term is particularly important for long molecules, such as polymers
and/or liquid crystal systems, where molecular ﬂexibility can have a large eﬀect on
how the molecules interact within the system.41,42
2.4.3 Non-bonded interactions
Electrostatic forces
Electrostatic forces arise from the unequal spread of charge in a molecule, due to the
presence of permanently electron-rich or electron-poor atoms or regions. Observing
a classic example of H-Cl, we have an electronegative chlorine, due to the property
of attracting electron density towards itself, leaving an electropositive hydrogen
atom. Modelling this unequal distribution of charge can be achieved by placing
point charges on each of the atomic sites in the molecule. A Coulomb potential
energy function can then be solved to model the energy of these partial charges as
a function of distance from one another
Eelec =
1
4pi0
qiqj
rij
, (2.11)
where 0 is the permitivitty of free space, qi and qj are atomic charges for atom i
and j, and rij is the distance between atom i and j.
Long range electrostatic interactions
A problem with the electrostatic potential is that it is extremely long ranged, with
the imposed periodic boundary conditions on the simulation cell causing essentially
inﬁnitely ranged forces. A method to deal with this is to partition the interac-
tions into two categories: short and long ranged forces. Short ranged forces can
be swiftly dealt with by applying a cut-oﬀ (rc) to the potential, where beyond the
cut-oﬀ distance, the potential is set to zero. For the long range forces, the central
simulation cell and how each particle interacts with periodic images, results in an
edited coulombic potential as shown in Eq 2.12, where nL is the lattice vectors. A
key problem is that this function not only converges extremely slowly, but is fully
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dependent on the order by which the terms are considered. An Ewald sum, by which
the summation is ﬁrst converted into two series that converge far more rapidly and
eﬃciently, is employed to overcome this issue.55
In the Ewald method, two stages are implemented. The ﬁrst stage is where each
point charge in the system is surrounded by a charge distribution of equal magnitude
but opposite sign, thus neutralizing the original charge (summed in real space). In
the second stage, a canceling charge is added (summed in reciprocal space)
E =
1
4piε0
1
2
∑
n
N−1∑
i=1
N∑
j=i+1
qiqj
rij + nL
. (2.12)
A cheaper alternative is to use a Particle-Particle-Particle-Mesh (PPPM), whereby
continuous coordinate point charges are replaced by a grid-based charge distribu-
tion. The discrete Poisson equation can then be solved for this grid to generate the
potential and forces. Other alternatives, not discussed here, include the reaction
ﬁeld method56 and the cell multipole method.42,57
Van der Waals interactions
Van der Waals forces are used to encompass a variety of interactions between
molecules in a system not included in the electrostatic interaction. The most com-
mon interactions described by the Van der Waals force include dispersion, repulsion
and induction. Dispersion describes the attraction between molecules, attributable
to the motion of electrons in diﬀerent atoms correlating, leading to a lowering of the
energy. Repulsion represents the force experienced when atoms are in close prox-
imity to one another, where the overlapping of negatively charged electron clouds
leads to a strong increase in energy, thereby moving further apart to lower the en-
ergy. Finally, induction depicts the change in charge distribution that arises due to
an atom or molecule nearby distorting the electron distribution on another atom or
molecule. All of these interactions, amongst others, can be modelled by the very
common Lennard-Jones potential, graphically represented in ﬁg 2.3
VLJ(r) = 4ij
[(σij
r
)12
−
(σij
r
)6]
, (2.13)
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where ij is the well depth of the potential, and σij is the distance at which VLJ =
0.
Figure 2.3: Lennard-Jones potential commonly used to model the van der Waals
interactions between molecules in a system.
Choosing a force ﬁeld
Selecting a suitable force ﬁeld for a system is crucial for generating successful results.
A good choice of force ﬁeld requires detailed knowledge of the molecule of interest,
the available force ﬁelds and how they were parameterised, as well as any literature
studies on the success of similar molecules simulated.
For condensed matter systems, such as proteins or polymers, a range of force
ﬁelds are extremely popular, such as OPLS,58 GROMOS59 and GAFF.60 For all of
these force ﬁelds, the interaction potentials for bond stretching and bending are
typically restricted to a harmonic approximation, and a Lennard-Jones potential
used to model the Van der Waals interactions. Certain force ﬁelds, such as GROMOS
and GAFF were parameterised speciﬁcally for biological systems, such as nucleic
acids.
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2.4.4 Molecular dynamics
Molecular dynamics (MD) is a simulation technique used to study the average be-
haviour of a many-particle system, by following the natural evolution of the system
as a function of time. The nuclear motion of the constituent particles obey the
laws of classical mechanics, meaning that for an N body system interacting through
potential functions, consecutive conﬁgurations of the system can be generated by
using Newton's second law of motion. The acceleration term can be written as a
second-order diﬀerential equation using positions of particles as a function of time,
to give the expression
Fi = mi
∂2ri
∂t2
, (2.14)
where Fi is the force of the i th particle and m is the mass of the i th particle.
The force on each particle (due to the interaction between all of its neighbours)
can be calculated as a function of the potential energy, allowing the second-order
diﬀerential equation in 2.14 to be solved
Fi = −∇iV (r1, ..., rN). (2.15)
As the potential energy functions are coupled together, a many body problem arises
which cannot be solved analytically (with a pen and paper), introducing the need
for a numerical approach. The ﬁnite diﬀerence method allows for the equations of
motion to be solved on a step-by-step basis, by allowing time to be fragmented into
discrete time segments δt. Using the knowledge of the positions of all the particles
at present time t and the previous time step, combined with the force acting on
each particle given to us by the relationship to the potential energy, allows us to
predict the positions at the next time step. This allows the equations of motions to
be solved for a many body problem, generating successive conﬁgurations and thus
generating a simulation of the behaviour of the particles as a function of time.41,42,54
Integration algorithms
Using the ﬁnite diﬀerence method, where time is discretized, to evaluate the equa-
tions of motion in steps, requires the use of an integration algorithm. The three
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most common integration algorithms are the Verlet algorithm,61 the leap-frog algo-
rithm,62 and the velocity-Verlet algorithm.63 The simplest of the algorithms is the
Verlet algorithm. The ﬁnite diﬀerence method allows time to be broken down into
discrete time lengths δt, with the next successive moment in time being written as
t + δt, t + 2δt etc as the system progresses with a particular time step. A Taylor
expansion series can be written for the positions about time t, in both the forward
and backwards direction.
r(t+ δt) = r(t) + v(t)δt+
1
2
a(t)δt2 (2.16)
r(t− δt) = r(t)− v(t)δt+ 1
2
a(t)δt2 (2.17)
The summation of these giving a time-reversible expression for the position at the
next step
r(t+ δt) = 2r(t)− r(t− δt) + a(t)δt2, (2.18)
where the velocity can then be calculated independently from:
V(t) =
r(t+ δt)− r(t− δt)
2δt
. (2.19)
Whilst the Verlet algorithm provides good energy conservation, as well as several
advantageous practicalities such as simplicity of code, the summation may intro-
duce numerical imprecisions, and the velocities are treated poorly. Computing the
trajectory does not implicitly require a velocity. However, velocity is needed for the
estimation of the kinetic energy of the system, which in turn is related to the total
energy, temperature and pressure of the system, and thus is extremely important.
The development of the leapfrog algorithm62 allowed for several of the Verlet
algorithm shortcomings to be dealt with.
r(t+ δt) = r(t) + v(t+
1
2
δt)δt (2.20)
v(t+
1
2
δt) = v(t− 1
2
δt) + a(t) (2.21)
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Here, the mid-step velocities are calculated and then used to calculate the new
positions (velocity leaps over the positions, which in turn leaps over the velocities).
All of this information can then be used to calculate the velocity at present time t,
v(t) =
1
2
(v(t+
1
2
δt) + v(t− 1
2
δt)). (2.22)
Despite the leapfrog and Verlet algorithm being algebraically equivalent, the
leapfrog is a slight improvement upon the Verlet due to the increased numerical
precision. One of the drawbacks of the Verlet algorithm is that the positions r(t+δt)
are obtained by adding a smaller term δt2a(t) to the diﬀerence of the two much larger
terms 2r(t) and r(t−δt), typically leading to a loss of precision. At no point does the
leapfrog algorithm take two large numbers away from each other to give a smaller
one, thus minimises the loss of precision.41,42
The last alternative is the Velocity Verlet algorithm,63 a method where positions,
velocities and accelerations are stored at the same t. While the Velocity Verlet algo-
rithm provides a more accurate trajectory than the previously mentioned algorithms,
this comes with an increase in computational cost. The leap-frog algorithm, despite
its several shortcomings, is commonly the preferred choice for molecular simulations
for its overall simplicity and speed.
2.4.5 Molecular dynamics summary ﬂowchart
A simple ﬂowchart giving a brief overview of a molecular dynamics simulation pro-
cess can be seen in ﬁg 2.4.
Periodic boundary conditions
One of the biggest weaknesses in computational modelling is simply the system size
that we can explore. The system size can impose limits on not only the phenomena
that the user is trying to simulate, but also (on a fundamental modelling level) how
isotropic the force experienced is throughout the system. Molecules in the centre of
the system have a markedly diﬀerent environment to the molecules at the surface.
This leads to an unequal, and potentially unrealistic, description of the forces acting
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Figure 2.4: Flowchart of a molecular dynamics simulation.
upon that molecule, dependent on its position in the system. Fortunately, surfaces
are easily eliminated from a simulation by employing periodic boundary conditions.
The initial box is surrounded by an inﬁnite number of identical systems, allowing for
each molecule to be simulated in the bulk. To increase computational eﬃciency by
decreasing the level of calculation needed, short ranged forces are truncated (with a
cut-oﬀ distance less than or equal to half the box length), also allowing no atom to
interact with its periodic image. A two dimensional illustration of periodic boundary
conditions can be seen in Fig 2.5.
Thermodynamic ensembles
Microscopic simulations are used in an attempt to mimic and give insight into macro-
scopic systems. A thermodynamic ensemble is required to be able to eﬀectively com-
pare the two systems. Within a particular thermodynamic ensemble, the simulation
is performed with a particular set of ﬁxed state variables. Each ensemble should
lead to the same macroscopic thermodynamic state. There are a wide variety of
thermodynamic ensembles that can be used in simulation:
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Figure 2.5: A two dimensional representation of periodic boundary conditions, where
the central box containing red atoms is the simulation cell, and the surrounding grey
atom systems are periodic images of the original cell.
 Microcanonical: Fixed number of atoms, N, volume, V, and energy, E
 Canonical: Fixed number of atoms, N, volume, V, and temperature, T
 Grand canonical: Fixed chemical potential, µ, volume, V, and temperature,
T
 Isothermal-isobaric: Fixed number of atoms, N, pressure, P, and tempera-
ture, T
 Isoenthalpic-isobaric: Fixed number of atoms, N, enthalpy, H, and pressure,
P.
Newton's equations of motion provide a default microcanonical ensemble. However,
in an attempt to mimic the conditions of real experiments, it is typical to use an
isothermal-isobaric ensemble for many simulations.
2.4. Molecular mechanics 33
Temperature Coupling
The temperature of the system can be readily controlled, due to the relationship
of temperature and the average kinetic energy, which in turn can be controlled by
scaling velocities. A well-known thermostat to use is the Berendsen thermostat,64
where the system is weakly coupled to an external heat bath at a given reference
temperature T0. Any temperature deviation from T0 will result in the system being
slowly corrected to the reference temperature.
dT
dt
=
T0 − T
τ
(2.23)
where τ is a time constant. The main disadvantage to employing a weak-coupling
scheme is that, whilst it is eﬃcient in relaxing a system to the reference temperature,
it suppresses the ﬂuctuations of the kinetic energy, therefore failing to generate a
true canonical ensemble. The development of the Nosé-Hoover algorithm,65 ﬁrst
proposed by Nosé66 and further modiﬁed by Hoover,67 where a thermal reservoir
and friction term are introduced into the equations of motion, thereby ensuring a
correct canonical ensemble.
Pressure Coupling
Analogous to the controlling of temperature detailed above, the pressure can, in
a similar fashion, be controlled by coupling the system to a pressure bath. The
pressure can be controlled by altering the box size of the system, with an expansion
of the box reducing the pressure, and a contraction of the box increasing the pressure.
The simplest procedure is the Berendsen algorithm,68 where the coordinates and box
vectors are rescaled at every step towards a given reference pressure, P according to
dP
dt
=
P0 − P
τp
(2.24)
where P is the current pressure, P0 is the reference pressure, and τp is the time
constant. A more advanced procedure, particularly useful for systems where ﬂuctu-
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ations in pressure are more important, is the Parrinello-Rahman barostat.69 This
approach works by updating the equations of motion for particles in every step.
2.4.6 Analysis techniques
Radial distribution functions
The radial distribution function (RDF) is a pair correlation function which describes
the average structure of atoms in a molecular system. An RDF is constructed in a
series of steps. Firstly, an atom (or group of atoms) are selected in the system. A
series of concentric spheres, set at ﬁxed distances (∆r) apart, are then drawn around
the tagged atom (as shown in ﬁg 2.7, below). Snapshots are taken of the system
at regular intervals (typically for an equilibrated system) and a count done of the
number of atoms in each shell. This data is then averaged to calculate the average
number of atoms in each shell, and then divided by the volume of each shell and the
average density of atoms in the system to give a radial distribution function. This
can be mathematically expressed with the following equation
g(r) =
n(r)
ρ4pir2∆r
, (2.25)
where g(r) is the RDF, n(r) is the average number of atoms in a shell of width ∆r
at distance r, and ρ is the mean atom density.
A radial distribution function (with an example RDF shown in ﬁg 2.7, below)
typically has a g(r) of zero at short separations, which indicates the eﬀective width
of the atoms as they cannot approach any closer. A number of obvious peaks appear
which indicates the probability of ﬁnding an atom at that interatomic separation.
The structure of an RDF will vary signiﬁcantly depending on whether the system
is solid, liquid or gas. For a crystalline system (solids), the peaks are particularly
sharp at both short and long range due to the strong conﬁnement of atoms to their
lattice positions.70,71 For liquids, where disorder and continual movement of atoms
is constant, an average structure is much more eﬀective to work with.72,73
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Figure 2.6: A snapshot of a system (left) with tagged molecule (red), and an example
radial distribution function for oxygen-oxygen within water (right). RDF taken from
Clark et al.2
Binding energy
The binding energy (or free energy of association) for two chromonic molecules can
be evaluated from the potential of mean force (PMF) proﬁle along the separation
distance between the centres of mass (COMs). This was achieved using a set of con-
straint distance simulations. For each constraint distance between the two COMs,
the molecule is left to ﬁnd the lowest energy conformation, and the average con-
straint force is then evaluated. The PMF is then calculated by integrating the mean
constraint force over the separation distance, s, using the following equation:7476
VPMF(r) =
∫ r0
rmax
[
〈fc〉s + 2kBT
s
]
ds+ C (2.26)
where, 〈fc〉s is the average constraint force between the two COMs, kB is the Boltz-
mann constant, and T is the temperature. The integration limits are r0, the smallest
distance between molecules, and rmax, the largest distance where the molecules are
no longer interacting. The kinetic entropy term, 2kBT/s, accounts for the increased
volume sampled at larger separations by the freely rotating molecule when the direc-
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tion between the molecules is not ﬁxed, and is therefore deducted from the average
constraint force.
The kinetic entropy term can be derived as followed: For a constraint in a 3-
dimensional system of two masses rotating at a ﬁxed distance s, a thin spherical shell
of volume W = 4pis2δs is available. From Boltzmann's equation, the corresponding
entropy77 is
S = kB ln s
2 + C, (2.27)
where C is a constant. The contribution to the free energy is
−TS = −2kBT ln s. (2.28)
Hence, the entropic force is
F (s) = − d
ds
(−TS) (2.29)
F (s) =
2kBT
s
(2.30)
Figure 2.7: A schematic of the constraint distance simulations for a chromonic sys-
tem, where (1) and (2) is an equilibrated dimer pair in solution, (a) is the diﬀerence
between constraint diﬀerences, and (s) is the complete pull space sampled where r0
is the minimum distance between molecules, and rmax is the maximum.
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Cross sectional area
The cross sectional area (CSA) is the deﬁned as the area of the cross section normal
to the column axis. The CSA was calculated by determining the diﬀerence between
the surface accessible area for a dye molecule within the stack (the surface accessible
area for the sides of the dye molecule in the stack) and then as a molecule on the end
of the stack exposed to the solvent. The CSAs were calculated by running a 0.14
nm spherical probe (correlating to the radius of a water molecule) over the selected
structure using the molecular graphics program PyMOL.78,79
Stacking distance
The stacking distance , d, is deﬁned as the inter-plane distance between neighbouring
dye molecules within a column (how far are neighbouring dye molecules from each
other in a stack):
d = di · rij (2.31)
where rij is the vector between the COMs of molecules i and j, and di is the unit
vector deﬁning the normal to the plane of molecule i, deﬁned by 3 selected atoms
on the plane in a disc-shaped molecule. Neighbouring dye molecules were analysed
within a range of 0.2-0.5 nm, whereas next-neighbouring dye molecules were analysed
within a 0.5-0.8 nm range, for all dye pairs, i 6= j.
Twist angle
The twist angle, θ, refers to the angle between each dye molecule in a stack and its
neighbouring molecule
θ = cos−1(vi · vj), (2.32)
where vi is the unit vector deﬁned by
vi = Li × di, (2.33)
where di is the unit vector deﬁning the normal to the plane (discussed above for
stacking distances), and Li, the unit direction vector deﬁned by two atoms in the
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plane of the disc-shaped molecule. Neighbouring dye molecules are analysed within a
range of 0.2-0.5 nm, whereas next-neighbouring dye molecules were analysed within
the 0.5-0.8 nm range, for all dye pairs, i 6= j.
Population of twisting angle along the stack
Pair correlation functions mapping the twisting angle and distance along the stack as
a function of occurence was produced by incorporating equations (2.31) and (2.32)
into a single histogram. All dye pairs were calculated for i 6= j.
Column-column distance
The column-column distance, I, refers to the distance between columns in a layer
structure:
I = di · rij (2.34)
where rij is the vector between the COMs of molecules i and j. The unit vector
deﬁning the normal to the plane of molecule i, di, is deﬁned by 3 selected atoms on
the molecule. All dye pairs were calculated for i 6= j.
Chapter 3
Atomistic studies of cyanine-based
chromonic mesogens
3.1 Introduction
This chapter focuses on two chromonic mesogens: 5,5'-dimethoxy-bis-(3,3'-di-sulphopropyl)-
thiacyanine triethylammonuim salt (Dye A) and 5,5'-dichloro-bis-(3,3'-di-sulphopropyl)-
thiacyanine triethylammonuim salt (Dye B). The two mesogens share an identical
molecular core, but diﬀer in the peripheral groups attached to the aromatic rings
(the 4-position of the external phenyl ring); Dye A has two methoxy groups, whilst
Dye B has two chlorine atoms. Both dyes have the same counterion (triethyl am-
monium cation). The molecular structure for both Dye A and Dye B is shown in
ﬁg 3.1.
Phase diagrams, constructed from x-ray diﬀraction and optical micrography ex-
perimental data,3,4 for Dye A (ﬁg 3.3) and Dye B (ﬁg 3.4) shows the phase behaviour
for each dye as a function of temperature and concentration of dye. The Dye A phase
diagram shows the isotropic, nematic and smectic phases formed, as well as transi-
tions between these phases. A few key features to note are that the nematic phase
exists over a very limited temperature and concentration range, and that the smectic
nucleates from the isotropic phase but not from the nematic. The major feature in
the Dye B phase diagram is the extensive smectic phase, and the lack of any nematic
phase.
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Figure 3.1: Molecular structure of Dye A and Dye B, and counterion triethyl am-
monium. The central unit connecting the two larger aromatic regions in the dye is
conjugated, making both dye molecules symmetrical.
The proposed structure for the nematic phase of Dye A diﬀers from that of
a standard J or H aggregate. X-ray studies3,4 of Dye A have found a larger than
expected aggregate cross section, which has led to the tentative assignment that this
structure is a double-width column (ﬁg 3.2). In the suggested structure, each `layer'
within the column is composed of two dye molecules, with the ﬂexible arms pointing
away from the center. The next layer is then rotated by 90° to avoid unfavorable
interactions with the sulphonate groups of the neighboring layer. This structure has
only been seen once before in the study of Bordeaux dye, a polyaromatic chromonic
mesogen derived from napthalenecarboxylic acid.5
One of the main driving forces behind the selectivity for face-to-face aggregation
is due to favourable interactions between aromatic cores. Quadrupolar interactions
between the aromatic central units drive the formation of J and H aggregates. The
molecular conﬁguration of the molecules within the proposed model is not com-
mensurate with the usual preferred quadrupolar interactions of the core, leading
to speculation as to whether the experimental data could be re-interpreted. The
similarity of the structures of Dye A and Dye B will allow for a direct study of how
the molecular structure alters aggregation behaviour.
At higher concentrations for both Dye A and Dye B, a layer phase has been
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Figure 3.2: Proposed bimolecular stacking for Dye A in the nematic region, where
the red and blue colour change indicates the next layer of the column. Side view (a)
cross section of the column (b). Suggested brickwork packing arrangement within a
single Dye A layer in the smectic region, whereby the dye molecules within the layer
are stacked perpendicular to the plane of the paper.
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proposed.4,25 The proposed phase is built from adjacent molecules aligning in a
brickwork fashion. The layer is also proposed to be one molecule thick. Both dyes
are said to have a relatively high amount of positional order. There is long range or-
der between layers, and short range order within the layer itself. Dye A is proposed
to have a brickwork model, where neighboring dye molecules in a row of the layer
have sulphonate groups alternating in or out of the plane of the layer. Long range
order shows the system to be biaxial, with a repeat in layer structure every ﬁfth row.
Dye B is markedly diﬀerent to the Dye A model, where each row within the layer
alternates with either sulphonate groups pointing down or up out of the layer, as
shown in ﬁg 3.2. Contrary to the model for Dye A, Dye B is said to be uniaxial. A
drawback is that the brickwork model struggles to accommodate a packing arrange-
ment that does not have hugely unfavorable electrostatic interactions. This has led
to speculation as to whether these non-columnar chromonic layers are feasible.
Figure 3.3: Phase diagram for Dye A. (Taken from Bottrill et al.)3
Molecular dynamics simulations can provide a molecular level picture of the
preferred stacking arrangements and dynamics within an aggregate. A successful
recent case study involves the computational study of the anionic azo dye sunset
yellow.47 Simulations were able to match key experimental ﬁndings, as well to
provide insight into the preferred molecular orientation within aggregates. In this
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Figure 3.4: Phase diagram for Dye B. (Taken from Bottrill et al.)4
chapter we use a similar methodology to probe the self assembly behavior of Dye A
and Dye B in aqueous solution, over a range of concentrations.
3.2 Computational details
The potential functions and interaction parameters were employed by the GAFF
parameters60,80 as implemented by the simulation suite Gromacs,8185
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∑
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The partial atomic charges were calculated from BCC partitioning with the AM-
BER sqm (semiemperical quantum mechanics) programme, which carries out single
point calculations and energy minimisations (geometry optmisations). The torsional
angle (φ) is non-standard due to the delocalisation across the central bridging car-
bons, hence a torsional energy proﬁle was calculated using the Gaussian 0386 and the
hybrid density functional theory B3LYP87,88 together with a 6-31G** basis set. As
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demonstrated by the energy proﬁle (ﬁg 3.6), the presence of two wells at 0° and 120°
show that the molecule has two low energy conﬁgurations, and all other deviations
from these two angles are energetically unfavourable. The lowest energy conﬁgura-
tion at 0° is a rigid, planar conﬁguration, with the barrier height for rotation to the
second conﬁguration being approximately 70 kJmol-1.
The GAFF parameters originally allowed full rotation around the torsional angle
φ, and were therefore modiﬁed to the energy provided by the torsional energy proﬁle
(ﬁg 3.6), hence ensuring a planar conﬁguration of the core.
Molecular dynamics simulations were initially equilibrated in a canonical (NVT )
ensemble and then followed by an extensive equilibration run using the isobaric-
isothermal (NPT ) ensemble. All simulations, unless otherwise stated, were per-
formed at a temperature of 300 K, with a Nosé-Hoover thermostat65 being employed.
Pressure was controlled with a Parrinello-Rahman barostat69 at atmospheric pres-
sure with an isotropic pressure coupling. All simulations were initialized without
bond constraints, until the simulation settled, bond constraints were then applied
using the LINCS algorithm89 and the time step increased from 1 fs to 2 fs. The
interaction cut-oﬀ for Lennard-Jones interactions was 1.1 nm, while short range
Coulombic interactions were truncated at 1.2 nm. The long range part of the elec-
trostatic interactions was represented by employing a Particle Mesh Ewald (PME)
summation.55 The TIP3P90 water model was chosen as most suitable for this sys-
tem, due to accurate aqueous membrane bilayer simulations demonstrating that
the GAFF/TIP3P combination could be utilized in biomolecular modelling.91 Once
equilibrated, a 100 ns production run was performed, and sampling was performed
at 400 fs increments.
Initial simulations consisted of a system of 30 dye molecules and 30 counte-
rion molecules randomly oriented and positioned in a cubic box. This process was
followed by solvation of the system to give a 9 wt.% dye concentration. The same
process was applied for concentrations of 20 and 30 wt.%. For the 30 wt.% solutions,
additional larger simulations were performed consisting of 100 dye-counterion pairs
in solution. For reference, any weight fraction concentration refers to the weight
of both the dye and the counterion combined. A 9 wt.% concentration simulation
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for both Dye A and Dye B showed the formation of two stacks with an antiparallel
molecular arrangement. With diﬀusion of the two stacks in solution being slow,
all evidence from simulations performed showed that a single column would form if
allowed to run for a longer time period. It is for these reasons that for analytical
purposes, a single seeded column of full anti-parallel arrangement will be used in-
stead. Both of these seeded structures have been energy minimised using a steepest
descent algorithm , and then allowed to anneal over many hundreds of nanoseconds,
providing evidence for the stability of these anti-parallel columns. Seeded columns
consisted of a system containing 30 molecules prearranged in an aggregate. Coun-
terions and solvent were randomly distributed around the stack to make 9 wt.%
solution. Columns were pre-assembled into both parallel and antiparallel conﬁgura-
tions, where neighboring dye molecules are arranged in a head to head, or a head
to tail arrangement respectively. For the antiparallel seeded columns, the initial
interlayer distance was set at 0.35 nm, whereas for the parallel column, a greater
interlayer distance was required to provide adequate separation between sulphonate
groups. These distances were 0.55 nm and 0.4 nm for Dye A and Dye B respectively.
A double width column analogous to the model proposed by Bottrill3 was also
created by pre-assembling 32 Dye A molecules into a bimolecular stack. Each `layer'
within the column was composed of two dye molecules, with the ﬂexible arms point-
ing away from the center. The next layer was then rotated by 90° to avoid unfavor-
able interactions with the sulphonate groups of the neighboring layer. The aggregate
was solvated with the addition of TIP3P water and counterions around the column
to create a stack at 26 wt.% concentration. The interlayer spacing was 0.4 nm. The
larger distance was necessary to avoid overlap of sulphonate groups with methoxy
groups in the adjacent layer. The temperature of the simulation was 326 K and
pressure was atmospheric pressure, with the increase in temperature corresponding
to conditions required for the nematic region of the phase diagram.
The free energy of association (using a PMF, as discussed in Chapter 2) was
calculated for a 2 wt% Dye A dimer at 300 K. The Dye A system was equilibrated
for 100 ns, before implementing a pull within the Gromacs package to calculate
the PMF.81 The initial conﬁgurations were generated with constrained distances
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between the centre of masses of both molecules in the stack. A pull rate of 0.001
nm ps-1 was employed. For each chosen distance between centre of masses, the
system was equilibrated for 1 ns, followed by a 50 ns production run where forces
were outputted every 10 fs, for a simulation of 2.5 x 107 steps with a timestep of
2 fs. The distance between the centre of masses was varied from 0.2 to 2.0 nm,
where spacing between the neighbouring points varied between 0.01 and 0.1, with
smaller spacings for regions near the global minimum, and larger spacings as the
dye molecules is pulled further out into solution.
Various analysis methods were used to quantitatively assess the structure of
the aggregates. A detailed explanation of these various analytical techniques can be
found in the end of Chapter 2. The distances between molecules in a stack are deﬁned
by the vector between the centre of mass of molecules. In order to have a stable
centre of mass, only the core of the dye molecule was used in the analysis as shown
in ﬁg 3.5. The unit vector deﬁning the normal to the plane of the molecule, was
deﬁned by atoms N, S and C2 (highlighted in red on ﬁgure 3.5). The unit direction
vector (for the angle calculation) is deﬁned by atoms C3 and C6 (highlighted in
blue on ﬁgure 3.5). Neighbours were calculated within a 0.2-0.5 nm range, and
next-neighbours within a 0.6 - 0.9 nm range. All distance and angle analyses was
performed on equilibrated systems with a 10,000-20,000 frame trajectory. The cross
sectional area (CSA) of the aggregates was calculated on the hydrophobic cores of
the molecules only (thus matching the experimental assumption of the arms being
fully solvated). A single frame from an equilibrated structure was chosen for each
system being analysed.
3.3 Results
3.3.1 Short range order within the aggregates
Upon initial inspection the two dyes behave in an identical manner. Initial aggre-
gation of the dye molecules occurs in under a nanosecond, from a fully dispersed
system, dimers and trimers form quickly. The system evolves over several hundred
nanoseconds to eventually form a large-single stack, as shown in ﬁg 3.7, for Dye A.
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Figure 3.5: Molecular structure for the core of Dye A and Dye B, with the atoms
used to deﬁne the plane of the molecule highlighted in red, and the atoms to describe
the direction vector in blue.
Figure 3.6: Energy as a function of rotation angle (bottom) around selected torsion
(top).
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All concentrations showed the same strong aﬃnity for self-assembly, with no iso-
lated monomers/dimers/trimers present in the system at equilibrium. Similarly, at
all concentrations there is a strong preference for local order within a single col-
umn; a predominant head-to-tail packing arrangement. All concentrations show the
formation of a single width column. No intercalation is observed between smaller ag-
gregates, neither is there any back-to-back stacking between dye molecules. Face-to-
face aggregation is observed as the predominant interaction between dye molecules.
Figure 3.7: Short range order for the Dye A aggregate. Side view showing antiparal-
lel arrangement between dye molecules (left) and top view showing the cross section
of the column (right). Solvent and counterions are not shown. This short range
order is seen for both Dye A and Dye B.
Aggregation between dye molecules shows a strong preference for an anti-parallel
conﬁguration, where the sulphonate chains alternate in direction through the stack,
thus minimizing electrostatic repulsion that would otherwise occur. A single aggre-
gate can be visualized as a column with an aromatic hydrophobic core, with two
densities of ionic groups pointing into the polar solvent. Despite a strong conﬁgu-
rational preference for antiparallel stacking, the drive to self-assemble can outweigh
the energy penalty associated with a parallel conﬁguration. The molecular strain
in an aggregate caused by parallel stacking can be relieved by one of two possible
mechanisms (illustrated schematically in ﬁg 3.8).
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Figure 3.8: Routes available to eliminate parallel stacking between neighbouring
dye molecules within an aggregate. (a) Single molecule rotation, generating another
parallel conﬁguration as a result. (b) Fragmentation of column, followed by eventual
recombination to form an antiparallel arrangement.
One mechanism is where one of the dyes in a parallel conﬁguration travels to-
wards the end of the column where it can be eliminated. The other requires a large
rotation of the sections of the aggregate either side of this molecule. It is mechanism
(b) which has been observed for both dye systems. Parallel dye pairs appending a
column are far easier to re-orient, with the dye molecule having a far greater degree
of rotational freedom than a trapped molecule in the center. Substantial continuous
parallel stacking of 4-5 adjacent dye molecules has also been observed and leads to a
localized bend in the column. A strained-bent aggregate ultimately fragments and
produces two smaller aggregates. Diﬀusion of the aggregates within solution even-
tually leads to recombination, in an attempt to form a fully anti-parallel stacking
arrangement between neighboring dye molecules in a column. An example of this
process can be seen in ﬁgure 3.9.
3.3.2 Free energy of binding
The free energy of association for a molecule in an aggregate relative to a molecule
in solution can be seen from the PMF curve for a Dye A dimer at 300 K in ﬁg 3.10.
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Figure 3.9: A demonstration of the fragmentation process for a 30 molecule stack
for Dye A 20 wt.%. The highlighted region (blue) shows 5 molecules stacked in
an parallel conﬁguration, with fragmentation the chosen method of relieving the
molecular strain of this packing.
The binding free energy for Dye A is estimated to be 14 kBT (34.72 kJmol−1). Dye
A has a strong binding aﬃnity relative to the typical binding energies (7-14 kBT )
reported in the literature for other chromonic molecules, such as TP6EO2M (12-14
kBT ,52,53 Sunset Yellow (7 kBT ),47 Disodium cromoglycate (7 kBT ),92 Benzopurin
(10.2 kBT )93 and Blue 27 (12 kBT ).92
3.3.3 Long range order within aggregates
The long range order within the aggregates, arising from the two diﬀerent dye
molecules, diﬀers signiﬁcantly. Dye A displays a clear chiral twist at the 9 and
20 wt.% solutions (ﬁg 3.11). It should be noted that the ends of the aggregate
do not meet through periodic boundary conditions to impose chirality due the box
size. Despite a strictly achiral molecule and environment, spontaneous symmetry
breaking occurs resulting in a chiral aggregate. 30 wt.% Dye A solutions show a
non-chiral aggregate (ﬁg 3.11).
Visual analysis of the 30 wt.% solution shows that the column interacts with
adjacent columns via periodic images to form a layer structure (ﬁg 3.12). The
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Figure 3.10: PMF curve for association for a Dye A dimer in solution.
Figure 3.11: Chiral structures formed by Dye A aggregates at low concentrations (9
and 20 wt.%), and loss of chirality at a higher concentration of 30 wt.% A sulphur
atom from the sulphonate group is highlighted in orange to make the twisting nature
more visible.
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transition from a chiral to a non-chiral column allows the highly charged sulphonate
groups to minimize interaction with neighboring columns and the drive to maximize
exposure of the sulphonate groups to the polar solvent environment, as opposed
to being trapped in the apolar center of neighboring columns. The driving force
behind the formation of the chiral aggregate for this dye system must be that a
twisted state is the most energetically favorable conformation for non-interacting
columns in solution. Chirality is absent for any concentrations of Dye B systems
studied, as visually shown in ﬁg 3.13. Higher concentrations of Dye B at 30 wt.%
shows the formation of not one single column, but many smaller columns interacting
to form a sheet-like structure.
Figure 3.12: Achiral structure of Dye A at 30 wt.%, with both the periodic box
shown in blue, and the periodic images of the stack in both directions of the Z -axis.
Larger systems containing 100 dye molecules for both Dye A, and Dye B, at
30 wt. % solutions, both show layer structures, matching the non-chiral structures
seen in the smaller 30 dye molecule systems. Dye A showed the formation of 3 non-
chiral columns, with the side to side interactions via the methoxy groups of these
aggregates forming a layer structure in a plane. Dye B shows a network of smaller
aggregates interacting via side-to-side and face-to-side interactions, forming a layer
structure (both to be discussed later).
Interlayer distance analysis
The interlayer distance is the average distance between neighbouring dye molecules
in a stack. Analysis of both Dye A (ﬁg 3.14) and Dye B (ﬁg 3.15) aggregates show
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Figure 3.13: Achiral structures formed by Dye B aggregates at all concentrations
simulated (9, 20 and 30 wt.%).
the average interlayer distance to be 0.35 nm, independent of the concentration.
X-ray studies of chromonic dye systems show a typical peak corresponding to the
0.34 nm repeat distance, thus closely matching the interlayer distance found for the
Dye A and Dye B systems.
Analysis of twist angle
Analysis of Dye A, calculating a histogram of population as a function of twisting
angle between adjacent and next-adjacent molecules was used to observe how much
molecules twist with respect to neighbours, and next neighbours (ﬁg 3.16).
For all concentrations, neighbouring molecules within a stack show a preferred
twist angle of 156-159°, corresponding to neighbouring pairs aligned in an antiparallel
conﬁguration. 30 wt.% shows a further smaller region of twist at a twist of 15-
40°, resulting from the fact that the aggregates formed at this concentration have
regions of parallel stacking. Analysis of next- neighbour molecules within a stack
shows a preferred twist that varies as a function of concentration. 9 wt.% shows
a twist of 11-17°, 20 wt.% shows 15-20° twist, and 30 wt.% shows a twist of 18-
27°. All concentrations, despite having marginally diﬀerent twist values, correspond
to a parallel conﬁguration between next neighbour molecules. 30 wt.% shows a
further smaller region of twist from 130-170°, which as previously discussed, is due
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Figure 3.14: Interlayer distance for neighbouring Dye A molecules in a stack at 9
wt.% (black). The same stacking behaviour is observed for both the 20 wt.% and
30 wt.% Dye A systems.
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Figure 3.15: Interlayer distance for neighbouring Dye B molecules in a stack at 9
wt.% (black). The same stacking behaviour is observed for both the 20 wt.% and
30 wt.% Dye B systems.
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Figure 3.16: Histogram of twisting angle populations for Dye A aggregates for neigh-
bouring dyes (solid), and next neighbours (dashed). 9 wt.% (Black), 20 wt.% (Grey),
30 wt.% (light grey). The diﬀerence in peak heights for neighbouring dye molecules
is attributed to diﬀerence in the number of frames used to analyse each system.
to this concentration having regions of parallel packing between dye molecules. A
large region of the histogram, from 70-110°, shows the absence of any twist for
neighboring dye molecules, indicating that the shape of the central aromatic core
strives for maximum overlap, restricting conﬁgurations to either parallel or anti-
parallel arrangements. The presence of the charged sulphonate moeties biases the
orientation of the dyes within a stack to form with a predominantly head to tail
arrangement. The eﬀect of concentration on the average twist angle for Dye A
appears to have little eﬀect. The preferred twist angle shows minimal ﬂuctuation as
a function of concentration.
An analysis of Dye B twisting angle at 9, 20 and 30 wt.% has also been carried
out (Fig 3.17).
Neighbouring dye molecules for all concentrations show a preferred twist angle
of 169-173° (corresponding to an antiparallel conﬁguration), while next neighbours
show a preferred 6-12° twist (corresponding to a parallel conﬁguration). Neighbour
analysis for 9 and 30 wt.% show a small peak at 14-22° and 8-15° respectively, indi-
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Figure 3.17: Histogram of twisting angle populations for Dye B aggregates for neigh-
bouring dyes (solid), and next neighbours (dashed). 9 wt.% (Black), 20 wt.% (Grey),
30 wt.% (light grey). The diﬀerence in peak heights for neighbouring dye molecules
is attributed to diﬀerence in the number of frames used to analyse each system.
cating a small degree of parallel conﬁgurations between neighbouring dye molecules
within a stack. A small peak at 155-170° and 162-170° can also be seen for these
concentrations in next-neighbour analysis.
Comparison of Dye A to Dye B twist angles yields two key diﬀerences. Com-
parison of neighbors as an example shows that Dye A, for all concentrations, has
a larger oﬀset twist angle of 156-159°, whilst Dye B has a twist angle of 169-173°.
This arises from the bulkier methoxy substituents on Dye A, in comparison to the
chlorine substituents on Dye B. The other key diﬀerence is the distribution of the
peaks themselves, with Dye A having extremely large distributions, whilst Dye B
has a sharper smaller distribution of angles.
Long-range chirality analysis
To analyze the long range order of Dye A, pair correlation functions mapping the
angle and distance as a function of occurrence were calculated (Fig 3.18). This
allowed for the helical nature of the columns to be analyzed. All concentrations
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show that the peaks at each packing distance (increments of 0.36 nm) have a single
distribution. Parallel arrangements from next neighbours are observed at distances
of multiples of 0.72 nm, whereas antiparallel stacking for neighbours is found at
distance of multiples of 0.36 nm.
9 and 20 wt.% solutions both show the intersection of both densities as a function
of stack distance, thus conﬁrming a helical column. The intersection point, calcu-
lated by interpolation of the graph, is approximately 4.5 nm, taking into account
head-to-tail symmetry. This value corresponds to the 1
2
pitch length of the helix.
The 30 wt.% solution is markedly diﬀerent from the other concentrations. No helical
twist is observed, as noted by the two densities failing to intersect as a function of
distance along the stack.
To also analyze the long range order of Dye B, pair correlation functions map-
ping the angle and distance as a function of occurrence were calculated (Fig 3.19).
Chirality was absent in both high and low concentration systems of Dye B.
The diﬀerence in the preferred stacking arrangements for both dyes, i.e. the
formation or absence of a chiral columnar aggregate, can be directly attributed
to the change in molecular structure between Dye A and Dye B. The presence
of the periphery methoxy groups must be crucial in causing Dye A molecules to
stack at a persistent twist angle with respect to neighbouring dye molecules, due
to a combination of the steric eﬀect of the methoxy group between neighboring dye
molecules, or the electronic properties of the aromatic core being aﬀected by the
presence of the methoxy group.
Cross sectional area analysis
The cross sectional area (CSA) for all aggregates in all the systems were calculated.
No experimental CSA's have been provided in the literature for Dye B. All values can
be seen in table 3.1. It should be noted that following the experimental assumption,
CSA calculations for simulation results have been performed using the hydrophobic
core of the dye only, eliminating the ﬂexible sulphonate arms.
Dye A shows a concentration-independent CSA for all aggregates, given the
relatively small ﬂuctuation between values. There is no diﬀerence in CSA when
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Figure 3.18: Histogram of twisting angle between all pairs and distance along the
stack as a function of probability for Dye A at 9 wt.% (top), 20 wt.% (middle), 30
wt.% (bottom).
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Figure 3.19: Histogram of twisting angle between all pairs and distance along the
stack as a function of probability for Dye B at 9 wt.% (top), 20 wt.% (middle), 30
wt.% (bottom).
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moving from a twisted structure (9 and 20 wt.%), to a non-twisted structure (30
wt.%). A comparison of Dye A and Dye B CSAs shows a slightly smaller value for
Dye B aggregates. This can be attributed to the diﬀerence in the periphery groups
of the core, where Dye A has a methoxy unit on either side, and Dye B has chlorine
atoms.
Dye A results from simulation show a successful match to experimental values.
The experimental aggregate structure suggested, a double width column, was based
heavily on the experimental CSA values found. Simulation results have shown that a
single width column, both twisted and untwisted, matches the experimental values,
thus providing a reinterpretation of the aggregate structure for Dye A.
System Dye A /
◦
A2 Dye B /
◦
A2
Exp (15 wt.%) 160 -
Exp (20 wt.%) 148 -
Exp (30 wt.%) 177 -
Sim (9 wt.%) 160.3 ± 5.7 141.0 ± 7.2
Sim (20 wt.%) 166.8 ± 1.4 137.2 ± 6.8-
Sim (30 wt.%) 161.7 ± 2.4 -
Table 3.1: Cross sectional areas for selected experimental concentrations (Exp) from
the literature and simulation results for Dye A and Dye B at all concentrations.
Double-width Column Analysis
It should be noted that throughout the simulation trajectory, there is no evidence
for the stability of a double width column. Both Dye A and Dye B show only face
to face aggregation, resulting exclusively in columns with only one molecule per
`layer'. To further probe the proposed double width model for Dye A, a seeded
double width structure was simulated. The seeded structure was formed by placing
two dye molecules in a single `layer', with sulphonate groups pointing away from
the center. The next `layer' above is then rotated by 90° to form the proposed
model suggested in the literature. This structure started to fragment in under a
nanosecond, eventually resulting in two separate single width columns, as observed
for the unseeded simulations (ﬁg 3.20). The breakdown of an idealised double-width
column structure gives further credence to the hypothesis that this structure is not
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energetically favourable, and the molecules prefer to adopt a single-width column
(one dye molecule per row).
Figure 3.20: Initial seeded double width column structure (left) based on the sug-
gested structure from Bottrill3 and single width column formed after allowing the
system to evolve over time (right).
3.3.4 Layer phase structure and formation
The alignment of columns in a plane to form a one-molecule thick layer structure is
observed for both dye systems at higher concentrations (30 wt.%, 100 dye molecule
system). The layer can be viewed as hydrophobic cores in the centre of the layer,
shielded from the solvent by the position of the sulphonate arms on either side. The
only diﬀerence is that the orderings of the columns within the layer is biaxial for Dye
A (ﬁg 3.22), and uniaxial for Dye B (ﬁg 3.23). This is seen both from experiments
and simulation.
The process of forming a layer, from a fully dispersed starting conﬁguration,
can be seen in a series of snapshots for the Dye B 30 wt.% 30 dye molecule system
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(ﬁg 3.21). The dye molecules aggregate to form one column in solution, as seen in
3.21 (a). Shorter columns then break oﬀ from unstable regions of the main column,
and reinteract with the main column somewhere else 3.21(b). This process then
continues until a layer structure is formed 3.21(c), which them retains this structure
for many hundreds of nanoseconds. In this structure, sulphonate groups either point
below or above the plane of the layer. The process of forming one or many larger
aggregates, which then fragment and then interact with other aggregates to form
layers, is seen for both Dye A and Dye B.
Figure 3.21: The formation of a layer structure for Dye B 30 wt.% 30 dye molecule
system. A series of snapshots have be selected at various intervals: (a) 40 ns, (b) 80
ns, (c) 120 ns. Counterions and water have been removed for visual clarity.
Interlayer distance analysis
Interlayer spacing between chromonic dyes within an aggregate, in both Dye A (ﬁg
3.24) and Dye B (ﬁg 3.25) layer structures, have an average distance of 0.35 nm.
This is in perfect agreement with the WAXS (Wide angle scattering) measurements
made experimentally, where a 0.35 nm reﬂection was established to be present.4
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Figure 3.22: Layer structure for Dye A at 30 wt.% for 100 dyecounterion pairs in
solution. Periodic boundary conditions are active to show the extent of the layer
structure. The highlighted pink region indicates a region of an aggregate which
curves out of the plane of the layer. The bottom structure shows the shielding
nature of the sulphonate arms (red), pointing out into solution, and minimising
exposure of the hydrophobic cores (grey).
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Figure 3.23: Layer structure for Dye B at 30 wt.% for 100 dye molecules in solution.
Periodic boundary conditions are active to show the extent of the layer structure.
A sky view (top) shows how the order of the columns within the layer is isotropic.
A side view (bottom) shows how the layer is one molecule thick, and how the hy-
drophobic core is sandwiched between regions of sulphonate arms.
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Figure 3.24: Interlayer distance between neighbouring Dye A molecules in a stack
within the layer structure.
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Figure 3.25: Interlayer distance between neighbouring Dye B molecules in a stack
within the layer structure.
Analysis of twist angle
The neighbouring molecules within the stacks of the Dye A layer structure show
a preferred twist angle of 155-162°, corresponding to an antiparallel conﬁguration,
in agreement with the twist angle observed in smaller systems of this dye. Next-
neighbours show a preferred twist angle of 14-22°, corresponding to a parallel con-
ﬁguration between next-neighbours, and again agree with results found for smaller
non-layer systems (ﬁg 3.26).
The neighbouring molecules within the stacks of the Dye B layer structure show
a preferred twist angle of 166-174°, corresponding to an antiparallel conﬁguration,
and next-neighbours showing a twist angle of 6-12°, corresponding to a parallel
conﬁguration between next-neighbours (as shown in ﬁg 3.27).
Both Dye A and Dye B retain the average twisting behaviour between neigh-
bours and next-neighbours when in an isolated stack, and when several stacks are
interacting to form a layer.
Analysis of long-range chirality
Pair correlation functions mapping the angle and distance as a function of occurrence
were calculated for Dye A (ﬁg 3.28) and Dye B (ﬁg 3.29) layer systems. In contrast
to lower concentrations of Dye A, both systems show the formations of aggregates
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Figure 3.26: Histogram of twisting angle populations for Dye A layer structure
(100 dye molecules at 30 wt.%) for neighbouring dyes (solid), and next neighbours
(dashed).
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Figure 3.27: Histogram of twisting angle populations for Dye B layer structure
(100 dye molecules at 30 wt.%) for neighbouring dyes (solid), and next neighbours
(dashed).
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with no chirality or persistent twist. The formation of a layer structure, where
each aggregate is now in contact with another aggregate on either side, causes the
columns to lose their chirality and adopt a non-chiral arrangement. Here, retention
of a chiral column in a layer structure would lead to unfavourable interactions from
sulphonate groups pointing into a neighbouring column. This provides a strong
driving force for the columns to adopt an achiral formation.
Figure 3.28: Histogram of twisting angle between all pairs and distance along the
stack as a function of probability for the Dye A layer structure (100 dye molecules
at 30 wt.%).
Column-column distance analysis
Analysis of the distance between columns within the layer for Dye A (ﬁg 3.30)
shows an average spacing of 1.75 nm. Previous experimental analysis,3,4 using SAXS
(Small angle x-ray scattering), for Dye A in the smectic region shows a 1.7-1.74 nm
intra-layer spacing (ILS) reﬂection in the same plane as the 0.35 nm intermolecular
spacing, indicating a repeat structure within the layer plane. The interpretation for
this value is a repeat in structure every 5 rows in the layer (ﬁg 3.2, (c)). Simulation
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Figure 3.29: Histogram of twisting angle between all pairs and distance along the
stack as a function of probability for the Dye B layer structure (100 dye molecules
at 30 wt.%).
provides an alternative explanation for this peak, with the ILS reﬂection showing
the distance between columns within the layer.
3.3.5 Discussion and conclusions
Extensive atomistic level molecular dynamics simulations, for Dye A and Dye B in
aqueous solution have been used to provide a molecular level picture of the pre-
ferred stacking structure within chromonic aggregates. Results have shown that
both systems have a predominant preference for a head-to-tail stacking arrange-
ment, thus minimizing electrostatic repulsion between charged sulphonate moieties
on neighboring dye molecules. Chirality is observed in aggregates for Dye A at low
concentrations, at 9 and 20 wt.% solutions, despite the molecules themselves being
achiral. All concentration systems for Dye B (9, 20 and 30 wt.% solutions) reveal
aggregates with no chirality. The cause of chirality within Dye A aggregates can
be deduced from the structural diﬀerence between Dye A and Dye B. Where Dye
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Figure 3.30: Preferred distance between neighbouring columns in the Dye A layer
structure.
A has a methoxy group present, Dye B has a chlorine group, thus indicating that
the methoxy group is crucial in causing chirality in these aggregates, or that the
presence of chlorine in Dye B has a strong enough eﬀect to disrupt potential chiral
order. The driving force behind this is likely to be the size of the methoxy group.
This causes adjacent dyes to lie at a persistent twist angle with respect to each
other.
The cross sectional area for Dye A aggregates is shown to be concentration-
independent, and independent of whether the aggregate has adopted a twisted struc-
ture or not. The computational CSAs successfully matches the experimental values,
and thus allows a reinterpretation of the Dye A aggregate structure being a single
width column, not a double width column.
A layer structure is observed in aggregates for Dye A at a higher concentration of
30 wt.% solution. The layer structure is formed by the alignment of columns in close
proximity to form a layer. The aggregates are found to be non-chiral. The driving
force for this can easily be deduced as, in an untwisted structure, the sulphonate
groups do not point unfavorably into a neighbouring column.
Many structural features of the layer structure can be directly compared with
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experimental evidence from X-ray measurements. Both models show a one molecule
thick layer. Both models are also shown to be biaxial, however, with diﬀerent or-
dering for the two systems. SAXS and WAXS reﬂections from the experimental
literature data show a 0.35 nm repeat distance (corresponding to distance between
neighbouring dye molecules in a stack), and an approximate 1.7-1.74 nm repeat dis-
tance (corresponding to a repeat every 5 layers). Both of these repeat distances have
been observed in the computational layer structure, with 1.75 nm being observed as
the distance between neighboring columns in the plane of the layer. This matches
to experiment, providing for a reinterpretation of the model for the smectic layer
structure in these systems.
The higher concentration simulations of Dye B, at 30 wt.%, show the formation
of a uniaxial layer, where aggregates come together via side-to-side and face-to-
side interactions. In principle, this layer structure has many similarities to the
layered structure of Dye A; however Dye B shows the formation of smaller columns,
with the ordering of these columns within the layer being isotropic. These two
newly proposed layers mimic many aspects of the higher concentration structures
suggested by Bottrill and Tiddy,3,4 with the exception of molecules reoriented to
favour sulphonate-solvent interactions.
The preservation of the column structures within the layers shows a more fea-
sible packing model than the brickwork model suggested previously.3,4 Both layer
structures shown present a highly promising chromonic layer model, which is more
energetically favourable than the literature model. The literature models suggest
a highly energetically unfavorable conﬁguration. The simulation ﬁndings show a
layer structure formed without the breakdown of the columns, with the favorable
aggregation properties observed at lower concentrations still being retained. The
new model also shows a far simpler structure when considering a transition from the
nematic phase to a smectic, with the alignment of columns along a plane excluding
the need for an intercalated brickwork structure.
A range of absorption and linear dichroism spectroscopies, optical microscopy
and cryogenic electron microscopy (cryo- TEM) have been used on cyanine dye sys-
tems in the literature.23,24,9498 Exotic structures, such as tubular architectures,94
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threadlike arrangements,95,96,98 ﬁbrils94 and complex ﬁber bundles98 have all been
suggested as packing models for various cyanine dyes. Another exotic model sug-
gested is the hollow chimney column,23,24 a complex brickwork structure where the
feasibility of the packing arrangement has been heavily debated. The Dye A layer
structure could be used to explain the formation of a hollow chimney column, with
the layer curling up to form a tube (the layer is wrapped onto a cylindrical surface),
a process already found experimentally for C8S3 dye molecules in water.97
Chapter 4
Atomistic studies of the Bordeaux
dye
4.1 Introduction
Bordeaux dye, the product of the sulphonation of the cis-dibenzimidolazole deriva-
tive of naphthalenetetracarboxylic acid, is an anionic chromonic dye (Fig 4.1).5
Figure 4.1: Molecular structure of the Bordeaux dye with ammonium counterions.
A wide variety of experimental techniques have been employed to study the be-
haviour of Bordeaux dye molecules in solution. Polarising Microscopy5 revealed that
nematic textures are observed at room temperature at a concentration of 6 wt.%, a
value much lower than that found in many aggregating systems. X-ray scattering
results5 show that the compound self-assembles to form columnar aggregates, with
a concentration-independent repeat distance of 0.34 nm between molecular planes,
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typical of many chromonic systems. Typically, chromonic mesogens tend to favour
a face-to-face aggregation (as discussed in Chapter 1) resulting in a cross sectional
area of one molecule only. Bordeaux dye has been found to possess a cross sectional
area of 2.5 times larger than that of a single molecule, suggesting an aggregate with
two molecules within each molecular plane of the column.5
A schematic of the double-width column structure, as well as the two possible
arrangements for the Bordeaux dye systems can be seen in ﬁg 4.2. A third possible
arrangement is where the sulphonate groups are in close proximity to each other
has been eliminated as a possibility. Strong repulsion would occur between these
sulphonate groups making this structure highly unfeasible.
Figure 4.2: Proposed double-width column structure (top) with the two possible
arrangements within the aggregate for minimal repulsion between sulphonate groups.
The low concentration onset of the nematic phase (6 wt.%) is unusual. In com-
parison, the well studied chromonic Edicol (sunset yellow) is typical of many stan-
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dard chromonic systems, posessing a nematic onset of 30 wt.%,4346 considerably
higher than the Bordeaux dye. A phase diagram mapping the phase behaviour of
the system as a function of varying temperature and concentration can be seen in ﬁg
4.3. The coexistence region is a two phase region where the system is transitioning
from an isotropic to a nematic.
Figure 4.3: Phase diagram for Bordeaux dye. (Taken from Tomasik.5)
The extensive polyaromatic ring structure, with no ﬂexible linking groups, of
Bordeaux dye results in a strong binding aﬃnity between dye molecules, and thus
the formation of liquid crystal phases at low concentrations. The large stacking
free energy change (energy of the molecule in an aggregate relative to a molecule
freely in solution) of 9.2 kBT5 (in comparison to the anionic azo dye Sunset Yellow
value of 7.25 kBT)47 quantitatively demonstrates the strength of the binding aﬃnity
relative to a typical chromonic system. The theory5 behind calculating the stacking
free energy change from experimental data will be now discussed.
In all chromonic liquid crystal systems, the absorption spectrum changes as
aggregation between molecules occurs. The two primary changes are a decrease in
the absorption coeﬃcient as aggregation increases, and a shift in wavelength of the
absorption maximum as dye concentration increases.
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One theory used to explain both of these changes in the absorption spectrum is
the exciton coupling theory, i.e., coupling of transition moments of the constituent
dye molecules. The non-covalent binding between dye molecules is taken into ac-
count by introducing oﬀ-diagonal elements into the Hamiltonian for the aggregate.99
Making the coupling between neighbouring molecules constant, β, allows the ener-
gies (E1) and dipole moments (P1) of the eigenstates of the excited aggregate to be
calculated, as shown in Equation 4.1 and 4.2, where j is the index for the excited
states of an aggregate of i molecules
Ej = E1 + 2β cos
(
jpi
i+ 1
)
, (4.1)
Pj =
√
2
i+ 1
i∑
k=1
P1 sin
(
jkpi
i+ 1
)
. (4.2)
As the number of molecules in an aggregate increase, so does the number of eigen-
states of the excited aggregate. The energies of these growing excited-state aggre-
gates increasingly deviates from the excited-state energy of a single molecule, leading
to a broadening of the absorption coeﬃcient spectrum and a lowering of the peak
absorption coeﬃcient. The dipole moments of these additional states are also not
equal, with the absorption spectrum shifting to either a higher or lower energy, as
determined by the sign of the coupling term in the Hamiltonian.
A Lorentzian function, with a suitable width and coupling term, can be at-
tributed to each eigenstate of the excited aggregate. As the aggregate grows, the
result is that the maximum absorption coeﬃcient shifts in wavelength and decreases
in magnitude.
Whilst it is impossible to ﬁt the data exactly to theory, due to the complexity of
absorption spectra being higher than coupled exciton theory predicts, the decrease
in the absorption coeﬃcient at the wavelength of maximum absorption and at the
wavelength of the single-molecule absorption maximum are qualitatively predicted.
Both of these changes can be modeled by equation 4.3, whereby the assumption
is that the absorption coeﬃcient for extremely large aggregates a∞ can be used
as a ﬁtting parameter in the relationship between the absorption coeﬃcient of an
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aggregate with i molecules
ai = a1 + (a∞ − a1) cos
(
pi
i+ 1
)
, (4.3)
where a1 is the absorption coeﬃcient for a single molecule. The aggregate sizes and
distributions calculated from the UV-vis spectra can be then used in the following
aggregation theory equations utilized to analyse X-ray scattering data
Xi = i
(
L3
v
expα
)i−1
X i1 (4.4)
where X i is the volume fraction of an aggregate of size i, v is the volume of a single
molecule, L is the cube length, ∝ is the stacking free energy change in units of kBT ,
and X 1 is the volume fraction for a single molecule, which is deﬁned as
X1 =
(1 + 2φz)−√1 + 4φz
2φz2
(4.5)
z =
L3 expα
v
(4.6)
thus yielding a stacking free energy ∝. A full derivation for the aggregation theory
used to obtain the stacking free energy and volume fraction terms for 4.4 and 4.5
can be found in the Tomasik and Collings paper.5
The aim of this chapter is to use atomistic simulation to probe the aggregation
process of the Bordeaux dye in aqueous solution. Simulation will provide a molecular
picture of the structure within an aggregate, shining a light on the exotic double-
width column structure proposed. A thorough thermodynamic study will also be
performed to examine the binding energy between dye molecules.
4.2 Computational details
The potential functions and interaction parameters were employed by the GAFF60,80
parameters (described in section 3.2) as implemented using the simulation suite
Gromacs.8185 The partial charges were calculated from BCC partitioning with the
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AMBER sqm programme. The simulations were initally equilibrated in a canonical
(constant-NVT ) ensemble and then followed by extensive equilibration runs using
the isobaric-isothermal (constant-NPT ) ensemble. All simulations, unless otherwise
stated, were performed at a temperature of 300 K, with a Nosé-Hoover thermostat65
being employed. Pressure was controlled with a Parrinello-Rahman barostat69 at
atmospheric pressure and an isotropic pressure coupling. All simulations were ini-
tialized without bond constraints, until the simulation settled, bond constraints were
then applied using the LINCS algorithm89 and the time step was increased from 1
fs to 2 fs. The interaction cut-oﬀ for Lennard-Jones interactions was 1.1 nm, while
short range Coulombic interaction were truncated at 1.2 nm. The long range part of
the electrostatic interactions was represented by employing a Particle Mesh Ewald
(PME) summation.55 The TIP3P90 water model was chosen, as this model is the
most applicable to the GAFF forceﬁeld.91
Initial simulations consisted of a system of 8 dye molecules and 16 counterion
molecules randomly oriented and positioned in a cubic box. This process was fol-
lowed by solvation of the system to give 4 wt.% concentration. The same process
was applied for concentrations of 8 wt.% for a system of 30 dye molecules and 60
counterion molecules. For simplicity, any weight fraction concentration refers to
the weight of both the dye and the counterions combined. Larger systems with 30
dye molecules showed the formation of many small stacks, with diﬀusion of these
aggregates in solution being slow. Evidence from the 4 wt.% 8 dye molecule system
indicated the formation of a single stack in solution if allowed to run for a longer time
period. It is for these reasons that for analytical purposes, two single seeded columns
of 30 dye molecules at 8 wt.% were created; one with full antiparallel arrangement
between dye molecules and one with full parallel arrangement. Dye molecules within
the pre-assembled stack were spaced at 0.35 nm intervals. These systems were then
allowed to anneal over many hundreds of nanoseconds, to probe the stability of both
conﬁgurations.
Two seeded double width column systems were pre-assembled to give idealised
versions of the two suggested models5 in the literature (discussed previously in sec-
tion 4.1). Both systems are at a 23.4 wt.%, with the double width stack composed of
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32 dye molecules. 64 counterion molecules are randomly oriented and positioned in
the box, prior to the system being solvated. A further two systems were made with
the same two seeded double width column structures, but with an ethyl ammonium
counterion replacing the ammonium ions. This was then solvated to produce a 25.6
wt.% dye concentration.
The free energy of association (using a PMF, as discussed in Chapter 2) was
calculated for a dimer, trimer and tetramer system at 3 temperatures: 300, 310 and
320 K. All systems were run at a concentration of 2 wt.%. A larger simulation cell
was required to provide adequate space to pull the molecule far enough to where
the molecules are no longer interacting. The simulations were carried out using
the pull code implemented in the Gromacs package.81 Initial conﬁgurations were
generated with constrained distances between the centre of masses of a molecule at
the end of a stack, and the centre of mass of the second molecule in the stack. For
systems with more than 2 molecules (trimer and tetramer), the centre of mass for
the molecules not being pulled are calculated as a single unit. This explains why
the binding energy proﬁles for larger systems are increasingly shifted with respect
to distance. A pull rate of 0.01 nm ps-1 was employed. For each chosen distance
between centre of masses, the system was equilibrated for 1 ns, followed by a 50 ns
production run where forces were outputted every 10 fs, for a simulation of 2.5 x 107
steps with a timestep of 2 fs. The distance between the centre of mass was varied
from 0.3 to 2 nm, where spacing between the neighbouring points varied between
0.01 to 0.1, with smaller spacings for regions near the global minimum, and larger
spacings as the dye molecule moves further out into solution.
Various analysis methods were used to quantitatively assess the structure of the
aggregates. Details of the theory and equations used for each can be seen in chapter
2. To use these analysis techniques (such as the interlayer distance, twisting angle,
distance-angle pair correlation functions, column-column distance), various atoms
on the molecule are selected. To calculate the unit vector deﬁning the normal to the
plane of the molecule, atoms C6, C7 and C8 were chosen (as highlighted in green
on ﬁg 4.4). These atoms are heavily imbedded in the central aromatic system, and
therefore retain a planar structure throughout. The unit direction vector, which is
4.3. Results 79
deﬁned by atoms C21 and C20, is highlighted in orange on ﬁg 4.4, with an arrow
marked to show the direction of this vector.
Figure 4.4: The Bordeaux dye molecule showing the atoms selected for analysis
techniques, where the orange atoms (C21, C20) show the atoms used for the unit
direction vector, and the green atoms (C6, C7, C8) are used for the unit vectors
deﬁning the normal to the plane of the molecule.
4.3 Results
4.3.1 Aggregation behaviour and short range order
An initial small system of 8 dye molecules in aqueous solution (4 wt.%) was simulated
to inspect the aggregation process of the Bordeaux dye in solution. Starting from a
randomly dispersed and oriented system, molecular aggregation of the dye molecules
occurs quickly, with a dimer and trimer forming in under a nanosecond. Initial
inspection shows no preference for a parallel (where sulphonate groups are on the
same side) or antiparallel arrangement (where the sulphonate groups are on opposing
sides respectively) between neighbouring dye molecules (Figure 4.5). The system
evolves to form dimers and trimers, with these entities merging to form a hexamer
and a separate dimer within 12.14 ns. Within approximately 200 ns, the two units
meet to form a single stack. This stack shows a predominant preference for an anti-
parallel arrangement between neighbouring dye molecules, and retains its structure
for a further several hundred nanoseconds, and does not fragment, indicating an
equilibrated structure.
The ﬁnal equilibrated stack (Fig 4.6) shows face-to-face aggregation of dye molecules.
Short range order between neighbouring dye molecules shows a preference for an
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Figure 4.5: Aggregation process of the Bordeaux dye in solution (water has been
removed from the snapshots for visual clarity). The sulphonate groups are the large
red and yellow unit on either long end of the molecule.
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antiparallel conﬁguration, where sulphonate groups alternate in direction along the
stack, thus minimising electrostatic repulsion that would occur with a closer prox-
imity arrangement. A single pair of neighbouring dye molecules possess a parallel
conﬁguration within the stack, and are retained within the structure for the duration
of the simulation (several hundreds of nanoseconds).
Figure 4.6: Short range order within a Bordeaux dye column, side view (left) and
sky view down the column (right).
Free energy of association
The free energy of association (or stacking free energy change) for a molecule in
an aggregate relative to a molecule in solution can be obtained for a dimer, trimer
and tetramer system from PMF curves at 300 K in ﬁg 4.7. The aggregation process
is shown to be isodesmic, with approximately the same energy increment occurring
for the addition of each new molecule to a column, independent of the size of the
column (table 4.1). The free energy proﬁle for each system shows the presence of
two potential wells: a global minimum (∆Gmin) and, most noticeable in the dimer
system, the presence of a second local minimum (∆G trans). Visual inspection of the
dimer system shows two diﬀerent modes of packing at each respective potential well
(ﬁg 4.8). The global minimum (a) shows a H-aggregate, whereby the stacking is
untilted, and the molecules have adopted an antiparallel conﬁguration with respect
to the sulphonate regions. The local minimum (b) shows a J-aggregate, whereby the
4.3. Results 82
System ∆G /kJmol-1 ∆G /kBT ∆G trans /kJmol-1 ∆G trans /kBT
Dimer 67.3 27.1 26.2 10.6
Trimer 67.9 27.4 28.4 11.4
Tetramer 67.8 27.3 25.6 10.3
Table 4.1: Free energy of association for dimer, trimer and tetramer at 300 K
stacking is oﬀ-set, and the molecules have also adopted an antiparallel conﬁguration
with respect to the sulphonate regions.
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Figure 4.7: Free energy of association for a dimer (red), trimer (green), and tetramer
(blue) at 300 K. Error bars for each data point are shown in black.
For discussion purposes, and comparison to experimental results, the values for
the dimer system will be used as the computational reference. Here, as the system is
isodesmic, all three wells have the same depth. Compared to the experimental value
of 9.2 kBT,5 the stacking free energy change extracted from simulations is markedly
higher, exhibiting a global binding energy (∆Gmin) of 27.1 kBT (approximately 3
times larger). The presence of a second well (∆G trans), which is the conﬁguration
change from a H-aggregate to a J-aggregate (Fig 4.8), has a ∆G value of 10.6 kBT.
This value matches strongly to the experimental value found, giving credence to the
theory that the experimental value probes from a global minimum to another local
minimum, and not to a fully dissociated dye in solution. The diﬀerence in values
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Figure 4.8: Visual inspection of the two potential wells in the dimer system, where
(a) is the H aggregate at the global minimum, and (b) is the J aggregate at the local
minimum.
can be explained by several assumptions made in the experimental derivation of the
free energy of association.
Simulations have shown that Bordeaux dye aggregates are far more complex than
simple rods, and can adopt more conﬁgurations than the predominantly face-to-
face aggregation seen in most chromonic systems. The presence of diﬀerent packing
modes, such as the shifted junction (J-aggregate), and hence the possibility of further
intra-aggregate arrangements such as the Y-junction, produce a far more complex
system than with the oversimpliﬁed rod shape normally used for chromonics. It
should be noted that the complex Y-junction packing mode has been experimentally
observed for several block copolymer and surfactant systems in the literature.6 A
schematic of the N phase in a chromonic liquid crystal for both the standard model,
and the more complex model can be seen in Figure 4.9.
The consequences of this more complex structure is that the correlation lengths
ξL (measured along the stacking distance) of the aggregate are diﬀerent between
the standard and complex model. A standard model has a correlation length corre-
sponding to the entire aggregate, whereas the complex model has two spatial scales:
a short scale, where ξL is the locally correlated assembly of dye molecules, and ξL−tot
is the summation of all of these smaller units to form the whole aggregate (ﬁg 4.9).
Experimentally, X-ray is unable to observe the whole aggregate composed of these
smaller units, therefore not reﬂecting the true dimension of the aggregates. The
size and distributions of aggregates is crucial in the calculation of the stacking free
energy change (see section 4.1), therefore the failure of X-ray to correctly distinguish
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Figure 4.9: Schematic models of the N phase in a chromonic liquid crystal; (a)
standard model with rod-like aggregates, (b) a model with shifted conﬁgurations,
such as shift junctions (b1) and Y-junctions (b2). Picture reproduced from Park et
al.6
between the two spatial scales in a complex system invalidates the assumptions that
go into the calculation of a binding energy from experiment.5
The presence of a more complex nematic structure, due to shifted conﬁgurations
and the periphery charged groups, provides additional evidence that ionic chromonic
systems deviate from the simple hard rod theories presented by Onsager,26 which is
commonly used to describe these systems.
The applicability of the Onsager theory can be examined using the volume frac-
tion together with the length-to-width ratio (of the molecule), whereby the product
of these for a nematic-isotropic transition should be approximately 4).100,101 In the
literature, several chromonic dyes have a value well below 4, with 1 for disodium
chromoglycate, 1.3 for Sunset Yellow and 0.2 for Bordeaux dye.5 Experimentally,
X-ray leads to a gross underestimation of the aggregate lengths, due to the inability
to discern the connected branches formed by shifted conﬁgurations and Y-junctions
within an aggregate. The complex structure gives further credence to its existence
by explaining why the nematic order is so high for that volume fraction, and why
there is such a disparity between the nematic onset values found, and the conditions
required by the Onsager theory.
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Free energy of association with varying temperature
The free energy of association can be broken down into two components: enthalpy
and entropy. Thermodynamic analysis can be performed to separate the enthalpic
and entropic contribution, thereby helping to gain insight into the driving forces
for aggregation. To obtain the enthalpic and entropic components, the free energy
of association has been calculated for a dimer, trimer and tetramer at 3 diﬀerent
temperatures: 300, 310, 320 K.
From the deﬁnition of the Gibbs free energy in a standard state
∆G◦ = ∆H◦ − T∆S◦, (4.7)
where ∆H ◦ is the enthalpy and ∆S ◦ is the entropy. From ∆G◦ it is possible to
calculate the equilibrium constant K for the standard state
∆G◦ = −RT lnK, (4.8)
where R is gas constant. A combination of (4.7) and (4.8) yields
lnK =
−∆H◦
RT
+
∆S◦
R
. (4.9)
Plotting lnK as a function of 1/T allows the slope and intercept to provide the
enthalpic and entropic contributions to associations. The linear Van't Hoﬀ plot for
the global free energy change, ∆G◦, can be seen in ﬁgure 4.10, and the plot for
∆G◦trans can be seen in ﬁgure 4.11. Data extracted from the trend lines for each
system to achieve enthalpic and entropic contributions are shown in table 4.2.
Thermodynamic property Dimer Trimer Tetramer
∆H ◦global/kJmol-1 -95.4 ± 20.2 -83.1 ± 36.1 -124.1 ± 18.4
∆S ◦global/Jmol-1K-1 -92.4 ± 65.3 -48.9 ± 116.7 -191.8 ± 59.5
∆H ◦trans/kJmol-1 -36.6 ± 4.5 -33.0 ± 3.7 -50.6 ± 6.4
∆S ◦trans/Jmol-1K-1 -34.5 ± 14.4 -13.9 ± 11.8 -81.3 ± 20.5
Table 4.2: The enthalpic and entropic values for a dimer, trimer and tetramer
system, as calculated from the trend line on the linear Van't Hoﬀ plots of ﬁgures
4.10 and 4.11.
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Figure 4.10: Van't Hoﬀ plot for ∆G◦ showing lnK as a function of 1/T for a dimer
(red), trimer (blue) and tetramer (green).
 8.5
 9
 9.5
 10
 10.5
 11
 11.5
 12
 3.1  3.15  3.2  3.25  3.3  3.35
ln
Κ
1/T (Κ−1 x10-3)
Figure 4.11: Van't Hoﬀ plot for ∆G◦trans showing lnK as a function of 1/T for a
dimer (red), trimer (blue) and tetramer (green).
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The thermodynamic analysis for the global free energy (∆G◦) for a dimer,
trimer and tetramer reveal that the aggregation process is enthalpically driven. The
∆H ◦global values are more negative than the corresponding ∆G◦ values, showing
that aggregation is completely governed by the attraction between dye molecules in
solution. Aggregation is unfavourable with respect to entropy, as can be highlighted
by the negative ∆S ◦global values, which lowers the overall free energy of the process.
This is in contrast to many conventional lyotropic systems, where formation of mi-
celles is often entropically driven by release of weakly bound water molecules.20 The
thermodynamic analysis for the change in conﬁguration from the global minimum
to a local minimum (∆G◦trans) for a dimer, trimer and tetramer also revealed an
enthalpically driven process. The change in conﬁguration from a J-aggregate to a
H-aggregate is entropically unfavourable (as shown by the negative ∆S ◦trans), but
is outweighed by the enthalpic drive of adopting this conﬁguration (a large negative
∆H ◦trans).
However, we note several key caveats that should be highlighted in the process of
attempting to separate out the enthalpic and entropic components of the association
free energy. The dimer system has a very clear second well for all temperatures, so
measurement of ∆G◦trans can be made with high accuracy. However, the trimer
and tetramer system proved more troublesome. Additional molecules in the stack,
which are not present in a dimer system, appear to be able to interact with the
molecule being pulled. Whilst an obvious change in the free energy is noted for all
systems at the same free energy increment from global minimum to local minimum
(second well), these additional interactions lead to the local minimum becoming
more of a semi-ﬂat line than a deep well. To calculate the ∆G◦trans, the value in
the middle of ﬂat region within the local minimum was therefore selected as the
value to use. However, this makes the value both ambiguous (due to human error
in selection), and potentially unreliable due to the ∆G◦trans for those systems being
potentially overestimated, as the presence of a true well would lower the ∆G◦trans
by approximately 1.5 kJmol-1 in comparison to the dimer systems.
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4.3.2 Long range order within aggregates
Initial inspection of two larger systems (30 dye molecule systems both at 8 wt.%),
showed identical behaviour to the smaller system, with self-assembly between the
dye molecules occurring quickly to form dimers/trimers/tetramers and so on. Un-
fortunately, due to the size of these systems, diﬀusion of the small aggregates in
solution to meet and form a single column require an extensive amount of simula-
tion time. To overcome this issue, two pre-assembled columns of 30 dye molecules
(at 8 wt.%) were constructed, one with a fully antiparallel arrangement (system A)
between neighbouring dye molecules in the column, and the other possessing only
parallel arrangements (system B). Both systems were solvated and allowed to evolve
over several hundreds of nanoseconds.
Figure 4.12: Long range order within a Bordeaux dye aggregate at 8 wt.%. Antipar-
allel System A (a), parallel System B (b). Counterions are highlighted in blue.
Visual inspection of both systems (Fig 4.12) shows that both aggregates retain
a face-to-face arrangement of dye molecules. System A (Fig 4.12, a) retains a pre-
dominantly antiparallel arrangement between neighbouring dye molecules (with the
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exception of one pair on the end of the column that has adopted a parallel conﬁgura-
tion). System B (Fig 4.12, b) retains a predominantly parallel arrangement between
neighbours, and appears to adopt a wider range of twisting angles between neigh-
bours than System A, possibly to accommodate the non-ideal packing conﬁguration.
The fragmentation of a dimer unit from the main column unit is also observed for
system B.
Interlayer distance
The interlayer distance is the average distance between neighbouring dye molecules
in a stack. Analysis of both system A and system B show the same average interlayer
distance of 0.34 nm (Fig 4.13). Experimental studies of various chromonic systems
show a typical 0.34 nm peak corresponding to the repeat distance between molecular
planes, thus matching the interlayer distance found for the simulated Bordeaux dye
aggregates.
The interlayer distance cannot be used to distinguish between a parallel or an-
tiparallel arrangement between dye molecules by comparison to experiment, as both
conﬁgurations have the same preferred value; with only a small diﬀerence in the
spread of values between system A and system B.
Analysis of twisting angle
Analysis of twisting angle between adjacent and next-adjacent molecules was used
to observe, on average, how much molecules twist with respect to their nearest and
next-nearest-neighbours for system A and B (Fig 4.14).
For neighbouring dye molecules, system A shows a sharp peak in the 160-180°
region, with a preferred twist angle in the range 174-177°, corresponding to an an-
tiparallel conﬁguration. A small peak is also observed at 32°, owing to the presence
of a single pair of parallel arrangement within the column. Hence, this shows that
despite a predominantly antiparallel conﬁguration, transition of a small fraction
of neighbouring dye molecules to adopt a parallel arrangement is still energetically
feasible. Analysis of next-neighbours shows a preferred twist angle value of 3-6°, con-
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Figure 4.13: Interlayer distance between neighbouring molecules in a stack. (System
A (black), system B (grey)).
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Figure 4.14: Twist angle for system A (black) and system B (grey), and next-
neighbours system A (black dashed) and system B (grey dashed).
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ﬁrming a parallel arrangement between next-nearest-neighbours within the system
A aggregate.
For neighbouring dye molecules, system B shows a broad peak in the range
0-50°, with a preferred twist angle of 30-35°, corresponding to an oﬀ-set parallel
conﬁguration. Analysis of next-nearest-neighbours shows a broad range of twist
angles from 0-80°, with a sharper peak at 4-8° and a smaller, broader peak at 65-
70°. Both of these peaks correspond to an approximate oﬀ-set twist angle of 30° in
either direction for next-nearest-neighbours.
Comparison of both systems show a marked diﬀerence in twisting angle, depend-
ing on whether the neighbouring molecules are in an antiparallel or parallel conﬁgu-
ration. A parallel conﬁguration adopts an oﬀ-set twist angle, with next-neighbours
having the same oﬀ-set twist in either direction. An antiparallel conﬁguration does
not adopt an oﬀ-set twist angle.
Analysis of the twist angle between neighbouring dye molecules as a function
of time (for an equilibrated system) allows for the dynamic nature of molecules
within the aggregate to be studied (ﬁg 4.15). Although all neighbouring pairs were
calculated (approximately 15 pairs per system), a single antiparallel and parallel
conﬁguration were selected as typical representatives for both system A and system
B, as shown in ﬁgure 4.15.
For neighbouring dye molecules in an antiparallel conﬁguration, both System
A and System B show a single conﬁguration with an average twist angle of 170°.
For neighbouring dye molecules in a parallel conﬁguration, both System A and
System B show the neighbouring pair can adopt one of two possible conﬁgurations.
A twist angle of 10-15° and 30-35° are observed as the two possible conﬁgurations,
with dynamic switching between these two conﬁgurations as the system evolves over
time in an equilibrated state. A schematic for the two conﬁgurations can be seen in
ﬁg 4.16.
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Figure 4.15: Time evolution of twist angle between neighbouring dye molecules
in a stack for system A (top) and system B (bottom). Two typical cases for an
antiparallel and parallel arrangement between neighbours have been selected for
both systems.
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Figure 4.16: Schematic to show the two conﬁgurations (as shown by the grey and
blue molecule) adopted when neighbouring dye molecules are in a parallel arrange-
ment. Red dots indicate the charged sulphonate groups on a dye molecule.
Long-range twist angle analysis
To analyse the long-range order of both systems, pair correlation functions mapping
the twist angle and distance as a function of occurrence were calculated (Fig 4.17).
This allowed for any helical nature or long range twisting to be analyzed if present.
System A shows a single distribution of peaks at each packing distance (in-
crements of 0.34 nm). Antiparallel stacking for neighbours is found at distances of
multiples of 0.34 nm, while parallel arrangements from next neighbours are observed
at distances of multiples of 0.68 nm. No helical or long range twisting behaviour is
observed for system A.
System B shows either a single or multitude of peaks at each packing distance
(increments of 0.34 nm). The bimodal distribution of peaks in many regions corre-
sponds to the oﬀ-set angle the dye molecules adopt, with no preference shown for
which direction the oﬀ-set occurs. No helical or long range twisting behaviour (such
as a correlated oﬀ-set twist angle leading to a chiral column as seen in chapter 3) is
observed for system B.
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Figure 4.17: Histogram showing the population of twisting angle between all pairs
and distances along the stack for system A (top) and system B (bottom).
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Cross sectional area analysis
The cross sectional area (CSA) for both the system A and system B aggregates can
be seen in table 4.3. Here, the method of calculation described in chapter 2 has
been employed.
The value of a single molecule in the literature,5 as calculated by the software
package Gaussian, obtains an area of 128 Å2. However, a simple calculation, whereby
the length and width of a molecule are measured (ﬁg 4.18), using the molecular
graphics software Visual Molecular Dynamics (VMD) obtains an approximate area
of 133 Å2. The VMD calculation assumes a minimal sized rectangle around the
molecule. The similarity between the two values conﬁrms that the reported literature
value corresponds to a single molecule where the surface accessible area has not been
included. The software package Pymol allows an accessible surface area for a single
Bordeaux dye molecule to be calculated, whereby a solvent probe of radius 0.14 nm
is chosen to match the radius of a water molecule. Running this probe around a
single molecule, and then dividing by two, gives a value of approximately 215 Å2 for
the solvent accessible surface area, which will be now used as the single molecule
reference area, as this corresponds to the most realistic measure of surface area.
Figure 4.18: Dimensions of a single dye molecule obtained using molecular graphics
software VMD.
System Cross sectional area /Å2 Error /Å2
System A 211.93 1.66
System B 205.42 1.72
Experimental 324 4
Table 4.3: Cross sectional areas for aggregates in system A, system B and the
experimental value.
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In comparison to the area of one single molecule, system A and system B both
possess a CSA corresponding to one molecule only (as shown in table 4.3). In
contrast, the experimental value results in an aggregate CSA of approximately 1.5
molecules. Whilst this value excludes a double width column, it is signiﬁcantly larger
than a single width column, so must reﬂect a complex structure between these two
column types.
Summary of system A and system B
An atomistic simulation study of the Bordeaux dye in aqueous solution has revealed
that the chromonic mesogens aggregate in a face-to-face fashion to form single width
stacks. A concentration-independent stacking distance of 0.34 nm is observed be-
tween neighbouring dye molecules in the aggregate. Spontaneous aggregation leads
to a predominantly antiparallel arrangement between neighbouring dye molecules.
However, pre-arranged stacks with a parallel arrangement largely retain this struc-
ture, indicating that both arrangements are energetically stable and there is likely
a large barrier to rotation between the two stable arrangements. The twisting angle
between neighbouring dye molecules in a parallel arrangement has been shown to
be dynamic, with ﬂips continually occuring between 10-15° and 30-35°, whilst the
antiparallel arrangement has a single stable arrangement with a twist angle of 174-
177°. The cross sectional area of these columns has been computationally calculated
to be one molecule, with a more appropriate surface accessible area for a single
molecule allowing a reintepretation of the experimental value to be 1.5 molecules.
The new experimental value denounces the suggested double width column model,
but indicates an aggregate structure more complex than that of a single width col-
umn.
A thermodynamic analysis of a range of diﬀerent Bordeaux aggregate sizes at
varying temperatures shows aggregation to be isodesmic, with similar energy incre-
ments occuring for the addition of each new molecule to the stack. The aggregation
process is found to be driven purely by enthalpy, with the entropy contribution
to association being unfavourable. The free energy proﬁle shows the presence of
two potential wells, a global minimum and a local minimum. The global minimum
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corresponds to a stacking free energy of 27.1 kBT, whereby the dye molecules are ar-
ranged as a H-aggregate. The local minimum corresponds to an oﬀset arrangement
(J-aggregate) relative to the lowest energy arrangement (H-aggregate) of 10.6 kBT,
whereby the dye molecules are arranged in an oﬀ-set conﬁguration of a J-aggregate.
The presence of two stable conﬁgurations shows a far more complex model of ag-
gregation, whereby stacks could be made up of smaller units bridged by shift and
Y-junctions. From an experimental view point, only these smaller units are iden-
tiﬁable, which suggests that an incorrect distribution of aggregates may have been
identiﬁed in previous experimental work. Additionally, the experimental stacking
free energy of 9.2 kBT could be measuring the free energy change from the global
minimum to the local minimum, not to where the molecule is freely dissociated in
solution.
The recalculation of the surface accessible area for a single dye molecule allows
the experimental cross sectional area for aggregates to be that of 1.5 molecules, not
2.5. This value excludes the double width column suggested by the experimental
literature,5 but is commensurate with the computational ﬁndings of a predominantly
single width column with shifted and Y-junctions, which would lead to a larger
solvent accessible surface area.
4.3.3 Double-width column analysis
Given the long equilibration times required, to further probe the stability of the two
double-width structures suggested in the literature, pre-assembled columns were
created to match the two dye arrangements proposed. These systems were then sol-
vated, energy minimised using the steepest descent algorithm, and then the natural
evolution of the system observed. Referring to ﬁgure 4.2, system C corresponds to
(a) where the central carbonyl oxygens are facing towards each other, and system
D corresponds to (b) where the central carbonyl oxygens are facing away from each
other.
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System C
System C is visually observed to move from one double-width column to rearrange
into two single-width columns (Fig 4.19). The resulting layer structure meets over
periodic boundary conditions to form a continuous sheet (via the sulphonate groups),
as can be shown in ﬁgure 4.20.
Figure 4.19: System C starting conﬁguration (left) and equilibrated layer structure
(right). Solvent has been removed for visual quality, and counterions removed from
the starting conﬁguration (left).
Intermolecular distance
The intermolecular distance is the average distance between neighbouring dye molecules
in a stack. Analysis of the single width columns formed for system C shows an in-
termolecular distance of 0.33 nm (Fig 4.21), a value typical for chromonic systems.
The isolated columns in solution discussed earlier in the chapter (system A and B),
showed a slightly larger intermolecular distance of 0.34 nm, indicating that a Bor-
deaux dye system, where columns interact with adjacent columns, leads to a small
reduction in the stacking distance between neighbours.
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Figure 4.20: Sky view of the initial structure for system C (top) and the ﬁnal single
width structure (bottom). Three simulation boxes are shown (main simulation cell
+ one either side in the z -direction), with dotted lines used to show where periodic
boundary conditions lie. Selected bridging counterions are shown in purple.
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Figure 4.21: Intermolecular distance for system C.
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Analysis of twist angle
Analysis of system C, calculating a histogram of population as a function of twisting
angle between adjacent and next-adjacent molecules was used to observe, on average,
how much the molecules twist with respect to neighbours and next-neighbours (Fig
4.22).
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Figure 4.22: Twist angle analysis for system C, with neighbours (solid) and next-
neighbours (dashed).
Neighbouring dye molecules show two primary twist regions, with a large peak
at 174-177° and an additional bimodal peak at 14-17° and 30-34°. This indicates
that upon unravelling from the pre-assembled structure, neighbouring dye molecules
adopt both an antiparallel and oﬀset parallel arrangement. The bimodal peak also
correlates to the previous ﬁndings for system A and system B, whereby neighbours
in a parallel conﬁguration can dynamically switch between two preferential conﬁg-
urations. Next-neighbours show a large predominant peak in the 3-6° region, and a
smaller peak in the 161-164° region.
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Column-column analysis
Analysis of the distance between column centres within system C (ﬁg 4.23), using
the method outlined in chapter 2, shows an average spacing of 2.09 nm. This value
corresponds to the molecular length along the long axis of a single dye molecule (see
ﬁg 4.18).
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Figure 4.23: Column-column distance for system C.
System D
System D, whilst at ﬁrst glance appearing to retain its initial double-width column
structure over a time period of several hundred nanoseconds, is not a completely
stable structure (Fig 4.24). Both ends of the double-width column can be visually
seen to have fragmented into two single-width columns, whilst the central region
of the seeded structure retains a double-width structure. The slow transition from
the seeded structure to single width columns could indicate that both structures are
energy minima, but a single width column is lower in energy, and thus transitions to
this state over time. The slower nature of column disintegration compared to system
C, reveals that of the two possible double-width column conﬁgurations, system D is
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Figure 4.24: System D starting conﬁguration (left) and system evolution after sev-
eral hundred nanoseconds (middle). A simple schematic is included (right) to help
visualise the ﬁnal structure, and the slow transition to two single width columns
occuring.
an energetically more favourable starting structure than system C. Although neither
are seen to form spontaneously in any simulation.
Conclusion
Double width columns have been pre-assembled and allowed to evolve in simulations
to observe the stability of these structures. The initial structure for system C dis-
assembles fairly quickly over 100 ns to form two single width columns, that interact
via ends to form a continuous layer across the periodic boundary conditions. Two
repeat distances are recorded, with a stacking distance along the stack of 0.33 nm,
and a column-column distance of 2.09 nm. System D shows the long ends of the
double width structure to be slowly separating into two separate stacks. The time
frame for this process is longer than the many hundreds of nanoseconds already
performed, indicating that system D is likely to be more energetically viable than
system C, but both are less likely to be as stable as a single column structure. Sim-
ulations have shown no evidence for either of the suggested double width column
structures for the Bordeaux dye in the literature.
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4.3.4 Counterion eﬀect
Radial distribution functions
Radial distribution functions, g(r), were produced for system A, system B and
system C to describe the average structure between the SO3- group of the dye
molecules and nitrogen atom of the counterions (ﬁgure 4.25).
The behaviour of the g(r) remains qualitatively similar for all three systems. A
high degree of order is observed between the dye molecules and counterions, conﬁrm-
ing previous visual evidence of partial condensation of ammonium ions around the
aggregate. Radial distributions between the ammonium nitrogen and sulphonate
oxygens of the dye show a preferential binding site at a distance of 0.27 nm and
a secondary site at 0.5 nm. The main peak corresponds to a strong favourable in-
teraction between the ammonium nitrogen atom and the three oxygens of the dye
sulphonate group. The second peak corresponds to the counterion interacting with
the sulphonate group on one of the dyes either side of the reference dye. The primary
site for the radial distribution of the ammonium nitrogen atom and the sulphur of
the sulphonate group is 0.41 nm. system A and system B show a secondary site at
0.6 nm, and system C shows a secondary site at 0.75 nm.
Bridging and alteration of the counterion
As observed in the system C, the counterions appear to form a bridging network
between the two columns in solution, via the periphery sulphonate groups of the
dye molecules (ﬁg 4.19). The bridging of highly charged rods via a counterion is
typically observed in DNA, where multivalent-ion mediated attraction between sim-
ilarly charged DNA molecules can occur.102109 The two tentative models suggested
for this mechanism are transient bridging, when a multivalent counterion bridges
two neighbouring rods,106 and the formation of sticky regions where counterions are
condensed at the rods.103,105,107,110,111 For ionic chromonic systems, the presence of
spermine salt SpmCl4 to a Sunset yellow solution results in Spm4+ acting as inter-
rod linkers, bridging the neighbouring SSY aggregates in solution.6 Under speciﬁc
conditions, the linker-assistant aggregates can even form ﬁlaments and bundles.6,112
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Figure 4.25: Radial distribution functions for system A (red), system B (blue),
and system C (black) between the counterion N and dye oxygens (solid lines) and
counterion N and dye sulphurs (dashed).
In order to examine the bridging strength, the ﬁnal structure from system C was
removed and placed into a larger simulation cell, and solvated to produce a 10.9 wt.%
dye concentration. The trajectory showed the columns immediately moving apart
in solution. Concluding that the counterions are not suﬃciently strongly binding to
stabilise a double column structure in more dilute solution, it should be also noted
that unless several columns are aligned next to each other and forming a more
ﬁxed network, such as the previous layer formed with periodic boundary conditions
causing a continuous layer, it is entropically favourable to have the columns freely
move in solution.
Two further seeded double-width columns systems were created using the same
preassembled structures as systems C and D (named system E and system F) but
with the ammonium counterion replaced with ethyl ammonium, a larger counterion
with the inability to hydrogen bond. Evolution of the system shows both ends of
the stacks moving from a double-width structure to a single-width structure (ﬁg
4.26). Unfortunately, due to the simulation cell size, upon disintegration of the
preassembled structure the ends of columns meet via periodic boundary conditions
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to ﬁx the structure in place. This results in a structure of predominant single-width
arrangement, interspersed with frozen regions of double-width arrangements. The
counterions are not seen to associate or group around the charged sulphonate region
on the dye molecules. No bridging is observed, due to the system not forming
two single columns as a result of being trapped in the structure and not reaching
equilibration.
Figure 4.26: System E and system F with alternative counterions ethyl ammonium.
Dye molecules shown only for visual clarity.
4.3.5 Conclusions
Extensive atomistic level molecular dynamics simulations, for the Bordeaux dye in
aqueous solution, have been used to provide a molecular level picture of the preferred
stacking structure within chromonic aggregates. The dye molecules have been found
to self-assemble to form aggregates in solution. The dyes come together in a face-to-
face fashion, with a stacking distance of 0.34 nm between neighbouring molecules.
4.3. Results 106
A predominantly antiparallel arrangement of 174-177° between neighbouring dye
molecules is observed, allowing the charged sulphonate groups to minimise repulsion
caused by close contact. However, dynamic parallel conﬁgurations, with switching
between two stable structures corresponding to 10-15° and 30-35° angles, are also
observed. This indicates that the binding between dye molecules is much stronger
than the repulsion caused by close contact sulphonate groups.
A thermodynamic study of the Bordeaux dye showed an extremely strong bind-
ing energy between dye molecules of 27.1 kBT, a value signiﬁcantly larger than
typically found for chromonic systems (7-14 kBT). The binding energy for Bordeaux
dye in the literature,5 is commensurate with the computational value corresponding
to the energy change from orienting from a H-aggregate (global minimum) to a J-
aggregate (local minima). The presence of both H- and J-aggregate arrangements
indicates that the Bordeaux dye has a much more complex model of aggregation be-
haviour than the simple H-aggregate assumed for many of the exprimentally derived
thermodynamic values.
Two seeded double width column structures were used to test the integrity and
feasibility of such a structure in solution. System C transitioned to a double col-
umn layer structure, with counterions potentially acting as linkers between the two
columns of aggregates. System D demonstrated more structural integrity than sys-
tem C, with many double width structural units being retained for the entirety of the
simulation, suggesting a energetically favourable local minima structure. No double
width column structure was observed to occur spontaneously from monomer aggre-
gation, suggesting that the single width column is the most energetically favourable
aggregation mode.
Chapter 5
Coarse graining of chromonic
systems
5.1 Background to coarse graining
5.1.1 Computational accessibility of chromonic liquid crystal
phenomena
In chromonic liquid crystals, a vast range of phenomena occur over many diﬀerent
time and length-scales, from the aggregation of a few dye molecules in solution, to
the movement of many thousands of columns to form an ordered phase. A balance
must be struck between the level of accuracy required to simulate a particular phe-
nomenon and its associated computational cost. In particular the time and length-
scale achievable depends on the complexity of the model used (as shown in ﬁg 5.1).
A quantum mechanical approach, such as density functional theory, allows for elec-
tronic structure to be described and the spread of charge across a single chromonic
mesogen to be studied. A high level of accuracy is achieved for the energy minimised
molecular structure and electronic properties. However, the system is restricted to
a small size (typically a few molecules at most). A classical mechanics approach,
whereby spheres (atoms) are represented by connected springs (bonds), allows for a
larger system size of potentially hundreds of chromonic mesogens solvated by many
thousands of water molecules. The level of accuracy is now reduced in comparison
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to a quantum approach, since the electrons are treated implicitly. However, the sys-
tem can now explore the self assembly process and the aggregation mode between
molecules within a stack. Accessing large scale phenomena, such as phase transi-
tions, requires hundreds if not thousands of columns interacting in solution. This is
far beyond the reach of current atomistic modelling, thus introducing the need for
a coarse grained (CG) model.
An example CG model is the recent work on a non-ionic chromonic liquid crystal
system, TP6EO2M, using dissipative particle dynamics (DPD) to provide the phase
behaviour across a full range of concentrations.113 DPD simulations consists of
particles interacting according to simpliﬁed force laws, composed of soft repulsions,
pairwise dissipation forces and matching pairwise random forces.114 Whilst this
technique allows for very large systems to be explored, a more systematic approach
of using experimental data, or a more detailed reference system, to build a coarse
grained model allows for a system-speciﬁc potential to be developed. This is an area
yet to be examined.
Figure 5.1: Length vs time graph to demonstrate how system size and associated
computational cost determine the level of detail accessible in a simulation of a
chromonic liquid crystal system: (a) quantum mechanics regime, (b) atomistic sim-
ulation regime and (c) coarse-grained simulation regime.
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5.1.2 Coarse-grained models
Coarse graining is a technique by which a system can be represented by a reduced
number of degrees of freedom, in comparison to an all-atom description. Using
this technique, many atomistic sites can be embedded into a single interaction site.
The elimination of ﬁner interaction details can provide a signiﬁcant reduction in
the computational cost, whilst retaining the essential physics of the system. Two
major computational savings arise. Firstly, the reduced number of interaction sites
in the system results in less force calculations at each time step. Secondly, a coarse-
grained model often results in a simpler potential landscape, allowing for a shorter
time period for a system to reach equilibration. As a result, systems can be simulated
at time and length-scales that are orders of magnitude larger than in an atomistic
model. The two commonly used approaches to constructing a coarse-grained model
are known as either a top-down or a bottom-up approach.
5.1.3 Coarse-grained mapping
Mapping an atomistic to a coarse-grained representation is an important choice
heavily determining whether the model will be successful. A delicate balance must
be struck between speeding up the simulation by reducing degrees of freedom, and
retaining the essential physics of the system. The behaviour of complex molecules,
such as proteins115,116 and nucleic acids,117,118 can often be governed by lower level
degrees of freedom, making detailed system knowledge necessary for a successful
mapping scheme, and thus ultimately a successful coarse-grained model.
The spectrum of mapping choices ranges from an all-atom approach, whereby
parameters for every type of atom in the system are included, to the most extreme
form of coarse-grained models with whole molecules being encapsulated into a single
bead. One of the simplest mapping schemes commonly implemented is the united
atom (UA) scheme, in which aliphatic (non-polar) carbon atoms and their hydrogen
atoms are treated as a single pseudo-atom. In view of how abundant hydrogen
atoms are, particularly in organic molecules, a united atom is a simple alteration
to an all-atom approach, which signiﬁcantly reduces the degrees of freedom and
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increases simulation speed. A selection of united atom force ﬁelds currently used
are the OPLS-UA,119 Amber united-atom,120 and all of the GROMOS force ﬁelds.121
On the far end of the possible mapping schemes are studies where extremely
large coarse grain beads are used, typically termed ultra-coarse-graining (UCG).
For biological systems, this commonly refers to where more than one amino acid
is reduced to a single interaction site. However, work by Dama et al. has recently
proposed a systematic variational UCG method that coarse grain entire protein
domains and subdomains (encompassing hundreds of heavy atoms) into a single
bead.122 For complex molecules, such as chromonics, a mapping scheme, which is
inter-mediate between these two extremes, is most suitable. Detailed knowledge
of the molecule and molecular behaviour allows varying sized groups of atoms to
be coarse-grained, in an attempt to capture the essential physics of that particular
molecular interaction.
5.1.4 Top-down methods
A top-down approach is where experimental thermodynamic data is used to guide
the parameterisation of the coarse-grained potentials. The two most prominent
top-down approaches are the MARTINI force ﬁeld123 and methods based on ﬁtting
experimental data. The latter includes the use of liquid state theories such as the
Statistical Associating Fluid Theory (SAFT).124
The MARTINI force ﬁeld, developed by Marrink et al, consists of pre-deﬁned
interaction sites which are based on reproducing the partitioning free energies be-
tween polar and apolar phases of a large number of chemical compounds.123 On
average, 4 atoms are combined into a bead, with each bead being assigned one of
four basic interaction descriptions: polar (P), non polar (N), apolar (C) and charged
(Q). The description is then extended to include terms introducing chemical traits
such as hydrogen bonding capability or degree of polarity. An example mapping and
interaction description scheme can be seen for a selection of molecules in ﬁg 5.2. The
MARTINI force ﬁeld has been implemented frequently for coarse graining biological
systems, such as carbohydrates,125 proteins126 and collagen molecules.127 Key prob-
lems are best exempliﬁed by the behaviour of water, which commonly freezes upon
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the surface of the solute. The use of a Lennard-Jones (LJ) 12-6 potential typically
creates potentials sharper than the potentials needed for a coarse-grained model,
which are inherently softer than those typically used for atomistic potentials.
Figure 5.2: A MARTINI representation for coarse-grained water (top left), benzene
(bottom left) and a DPPC lipid (right).
SAFT is an equation of state, where the essence of the theory is that the
Helmholtz free energy is a summation of expressions encompassing not only the ef-
fects of repulsion and dispersion forces, but also association and solvation eﬀects124
(as summarised in the schematic in ﬁg 5.3). Fitting model parameters to theory
allows for the parameterisation of coarse-grained potentials.
Figure 5.3: Schematic diagram to show the contributions to the overall Helmholtz
free energy in SAFT.
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5.1.5 Bottom-up methods
A bottom-up approach is where the coarse-grained potentials are developed by re-
ducing the number of degrees of freedom of a higher level reference system (an
atomistic system). The most typical bottom-up methods parameterise a potential
to reproduce key thermodynamic or structural features of the reference system.
Structure-based methods
Boltzmann Inversion
Boltzmann inversion is the simplest structure-based approach available to obtain
coarse-grained potentials.128 The method arises from the fact that independent
degrees of freedom q obey the Boltzmann distribution in a canonical ensemble,
where P (q) is the probability measure of the degree of freedom, q.
P (q) = Z−1 exp[−βU(q)], (5.1)
where Z =
∫
exp[−βU(q)]dq is a partition function, β = 1/kBT . Inversion of
equation 5.1 gives rise to a potential of mean force, U(q):
U(q) = −kBT lnP (q). (5.2)
In practice, P (q) is typically a CG bond, angle or dihedral distribution or a
non-bonded radial distribution function (RDF). A main assumption, and the reason
why Boltzmann inversion is ordinarily only used for bonded interactions, is that the
interactions in the system are not correlated and can be treated separately.129
Iterative Boltzmann Inversion
The weakness of Boltzmann inversion is being able to treat correlated potentials,
which can be improved by introducing an iterative scheme for the non-bonded po-
tentials,130
Un+1 = U (n) + kBT ln
P (n)
Pref
. (5.3)
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The iterative Boltzmann inversion (IBI) approach can be implemented in a series
of steps. Firstly, an initial guess for the potential P n is made by Boltzmann inversion.
Secondly, a short coarse-grained simulation is carried out with this potential, and
the potential is then updated with respect to the diﬀerence between the current
RDF and the target RDF (Pref). This process is repeated until the RDF for the
coarse-grained simulation suﬃciently matches the reference RDF. An example of
the iteration process can be seen in ﬁgure 5.4.
The main weaknesses of IBI are the non-transferability of the potentials to sys-
tems of diﬀerent concentrations than the reference and convergence issues when
dealing with a large number of diﬀerent interactions in a system.
Incorporated into the potential update function is also a term to correct the
pressure of the system, using the following linear correction function:
4U(r) = A
(
1− r
rcut
)
, (5.4)
A = sgn(4P )0.1kBT min(1, | f4P ). (5.5)
The goal of IBI is to reproduce the distribution functions and therefore structure
of the reference system. It succeeds in providing a method to deal with correlated po-
tentials. However, too many interaction sites in the coarse-grained system can lead to
convergence issues. Improving a particular interaction potential could unfavourably
modify the RDF for a diﬀerent interaction, with this risk increasing heavily as the
number of interactions for the coarse-grained system increases. Hence, ﬁnding opti-
mum potentials can be compared to the problem of ﬁnding a global minimum energy
structure in a complex potential energy landscape.
Force matching
Multi-scale Coarse Graining (MS-CG)
Multi-scale coarse graining (MS-CG), often referred to as force matching (FM), is
a non-structured based and non-iterative approach to developing a coarse grained
potential from an atomistic reference system. The aim of force matching is to
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Figure 5.4: Example of the iterative Boltzmann inversion process using a single non-
bonded interaction within a pure hexane system. The top graph shows the target
radial distribution function (red) and two RDFs as example iterations (black and
green). The bottom graph shows the potential for the two selected iterations.
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evaluate the inter-atomic forces from an atomistic simulation, and map this onto
the corresponding coarse grained interaction sites.131133
The method works by ﬁrst assuming that the coarse-grained force ﬁeld, and
therefore the forces arising from it, depend onM diﬀerent parameters g1...gM . These
parameters are coeﬃcients of splines used to describe the functional form of the
forces. Determining these parameters can be achieved by properly re-weighting the
forces from the reference system
f refi = Mi
∑
α
wαfα
mα
, (5.6)
Mi =
∑
α
mα
w2α
, (5.7)
where Mi is the mass of the bead i, index α numbers all atoms in this bead, fα
is the force on atom α, mα is corresponding mass of that atom, wα are mapping
coeﬃcients used to obtain the position of the coarse-grained bead Ri, where
Ri =
∑
α
wαrα. (5.8)
Using the centre of mass of each coarse-grained mapped site, the reference forces
can simply be equated to the sum of the atomistic forces. Calculating the reference
forces for a large number of snapshots allows the coarse-grained potential to be
generated.
5.1.6 Aims of this chapter
The overall aim of this chapter is to attempt to coarse grain chromonic mesogen Dye
A (chapter 3). In view of the wealth of atomistic simulations performed on Dye A
in chapter 3, with results giving good comparison to experimental data, a bottom-up
approach will be used to generate coarse grain potentials.
A comparison will be made between the force matching (FM) and iterative Boltz-
mann inversion (IBI) procedure applied, with aims to determine which of these two
procedures are perhaps more suitable for a system as complex as an ionic chromonic.
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A contrast will also be made between the limitations and problems experienced with
both procedures, with suggestions for possible solutions. Taking into account the
complexity of coarse-graining such a large molecule, where so many diﬀerent func-
tional groups and interactions are at play, a variety of mapping schemes will be
used. The more reﬁned (less atoms per bead) the mapping system for the dye is,
the more interactions present in the system. The balance between the mapping
resolution and the ability to represent overall system behaviour will be probed, with
the aim of mapping the chromonic dye in the most eﬃcient way, while maintaining
the aggregation and intra-columnar behaviour observed in the atomistic reference
systems.
Two simpler homogeneous systems of liquid hexane and water will ﬁrst be studied
using both FM and IBI, with progression onto hexane/water mixtures. The study of
these mixtures will allow for a less complex, phase separated system in water to be
explored, before advancing onto chromonic systems. This chapter hopes to provide
answers as to ﬁrstly, whether an ionic chromonic liquid crystal can be successfully
coarse grained using the methods discussed, and if so, what steps and mapping
schemes are needed to create a successful coarse grained set of potentials.
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5.2 Computational details
For the atomistic simulations, the potential functions and interaction parameters
were employed by the GAFF60,80 parameters (described in section 3.2) as imple-
mented by the simulation suite Gromacs.8185 The partial atomic charges were
calculated from BCC partitioning with the AMBER sqm (semiemperical quantum
mechanics) programme, which carries out single point calculations and energy min-
imisations (geometry optimisations).
Molecular dynamics simulations for the atomistic systems were initially equili-
brated in a canonical (NVT ) ensemble and then followed by an extensive equili-
bration run using the isobaric-isothermal (NPT ) ensemble. All simulations were
performed at a temperature of 300 K, with a Nosé-Hoover thermostat65 being em-
ployed. Pressure was controlled with a Parrinello-Rahman barostat69 at atmospheric
pressure with an isotropic pressure coupling. A time step of 1 fs was used for all
atomistic simulations. The interaction cut-oﬀ for Lennard-Jones interactions was
1.1 nm, while short range Coulombic interactions were truncated at 1.2 nm. The
long range part of the electrostatic interactions was represented by employing a Par-
ticle Mesh Ewald (PME) summation.55 The TIP3P90 water model was chosen as
most suitable for this system, due to accurate aqueous membrane bilayer simulations
demonstrating that the GAFF/TIP3P combination could be utilized in biomolecular
modelling.91
Initial simulations consisted of a system of 256 hexane molecules randomly ori-
ented and positioned in a cubic box, and a system with 1821 water molecules in
a cubic box. Three hexane in water systems were simulated, where the smallest
system (HS1) contained 50 hexane molecules, the middle size (HS2) had 200 hexane
molecules, and the largest system (HS3) had 400 hexane molecules. Each system
had the same hexane concentration of 11.6 wt.%. Each system was equilibrated
for tens of nanoseconds, before a production run of several nanoseconds was then
performed. The chromonic Dye A system contained a stack of 8 dye molecules in
solution, at 9 wt.%. This system was run for many hundreds of nanoseconds (as
shown in chapter 3), and a production run of 1 ns performed for the data to be used
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in the coarse graining methods, where frames with both structural and force data
were outputted every 100 fs.
Coarse-grained potentials were developed using the VOTCA package.129 For the
IBI technique, each interation had a minimum of a 0.1 ns simulation, with larger
systems such as HS3 having up to 0.5 ns simulation time per iteration. While the
IBI failed to converge all potentials to the target radial distribution functions, the
iteration with the best overall convergence criteria match has been selected for all
three systems. After a minimum of 200 interations, iteration 238 was selected for
HS1, iteration 198 for HS2 and iteration 63 for HS3. After a minimum of 50 iterations
for dye systems, iteration 33 was selected for dye system M1, and iteration 7 for dye
system M2. Further iteration steps from these selected iterations showed no more
improvement in converging the potentials, with large ﬂuctuations in convergence
match criteria occuring for each iteration. CG simulations with the user-deﬁned
potentials were all run in a canonical (NVT ) ensemble, with all other simulation
parameters matching the atomistic simulations described above. Equilibration was
reached within several nanoseconds, and a production run of 1 ns completed for
analysis purposes. For the force matching technique, forces were averaged over 20
frames per block, with a minimum of 400 force calculations done until convergence
was observed between blocks.
Various analysis methods were used to quantitatively assess the structure of the
chromonic aggregates. A detailed explanation of these various analytical techniques
can be found in the end of Chapter 2. The unit vector deﬁning the normal to the
plane of the molecules, was deﬁned by atoms N, S and C2 (highlighted in red in
Chapter 2, ﬁgure 1.5) for the atomistic system, and interactions sites D1, E and
D2 for the M2 CG system. The unit direction vector (for the angle calculation)
is deﬁned by atoms C3 and C6 (highlighted in blue in Chapter 2, ﬁgure 1.5) for
the atomistic system, and interaction sites D1 and D2 for the M2 CG system. To
achieve a stable centre of mass, the ﬂexible arms were removed for the analysis.
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5.3 Results and discussions
5.3.1 Homogeneous systems
Before attempting to coarse grain complex chromonic systems, a number of simpler
systems were selected to study ﬁrst. Exploring simpler systems allowed increased
levels of complexity to be added in manageable stages, with software issues being
more easily resolved when focusing on less complex systems. The simplest systems
studied here are a pure hexane and a pure water system, followed by hexane/water
mixtures where phase separation has occured. It should be noted that pure hexane
and pure water systems have been studied in the literature previously using the
VOTCA package,129,134 but will be recalculated here for comparison purposes and
to provide a basis for tackling more complex systems. The force matching technique
applied here is a hybrid-FM technique, where the bonded potentials are generated
from Boltzmann inversion, and the non-bonded potentials from force matching. Pre-
vious work has shown that a hybrid approach for force matching, where only the
intermolecular contribution to forces were considered, achieved the best results.134
Hexane system
The structure and mapping scheme for hexane can be seen in Figure 5.5. A 3-site
representation was used, with each interaction site containing 2 heavy atoms and
its associated hydrogen atoms, giving rise to two symmetrical outer beads (named
A), and an inner bead (named B). This representation provides 1 bond (AB) and 1
angle (ABA), of which the potentials can be seen in Figure 5.6. Boltzmann inversion
from an atomistic hexane simulation was used to generate the bonded potentials.
The 3 non-bonded potentials for the A-A, B-B and A-B interactions were generated
using both IBI and FM.
Results for the coarse grain hexane simulations show that both IBI and FM
structurally reproduce the atomistic reference system, as can be shown by the radial
distribution functions (RDF) in ﬁgure 5.7. Both coarse graining techniques have
produced a set of potentials resulting in a coarse grained representation that matched
the reference system to a high degree of accuracy. It should be noted that whilst
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Figure 5.5: Coarse grained mapping scheme for hexane. Each interaction site con-
tains 2 heavy atoms and their associated hydrogens.
Figure 5.6: Bond (left) and angle potential (right) for coarse grained hexane, gen-
erated from Boltmann inversion of an atomistic hexane simulation.
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the RDFs are matching the literature, the FM potentials diﬀer from the literature
due to the additional pressure correction applied here. This can be observed for the
A-A potential in ﬁg 5.8. whereby the pressure correction of the initial potential from
force matching seen here and in the literature (black), results in a raised well-depth
and tail to lower the overall attraction, thus reducing the pressure.
Water system
The structure and mapping scheme for water is a 1-site representation, with the
entire molecule encapsulated into a single bead (named C). This representation
provides no inner degrees of freedom, such as bonds and angles, and has only 1
non-bonded interaction present, C-C.
Results for the coarse grained water systems show that IBI and FM diﬀer in
their ability to reproduce the structural properties of atomistic water, as shown by
the radial distribution functions in ﬁgure 5.9. IBI is able to fully reproduce the
atomistic target RDF, and whilst FM is able to successfully reproduce the initial
solvation shell at 0.28 nm, with a peak of 0.29 nm, the longer range structural
properties are not fully captured, with FM introducing a secondary solvation shell
at 0.38 nm.
5.3.2 Heterogeneous systems
In the next step of introducing further complexity to the system, a hexane/water
mixture that phase separates has been coarse grained using the IBI and FM meth-
ods. This is already a more challenging system than those typically used in many
previous literature studies, which have tended to concentrate on homogeneous solu-
tions and mixtures. The structure and mapping scheme for hexane and solvent are
as in the homogeneous systems, with a 3-site hexane, and a 1-site water representa-
tion. The results for both the IBI and FM coarse graining schemes will be discussed
separately and compared, as well as a comparison to the homogeneous hexane and
water systems discussed earlier. The atomistic reference systems, that the coarse
grain system will attempt to structurally reproduce, shows hexane molecules reduc-
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Figure 5.7: Radial distribution functions for the 3 non-bonded interactions within
a coarse grained hexane system: A-A (top), A-B (middle) and B-B (bottom) where
atomistic (black), IBI (blue) and FM (green) distributions are shown.
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Figure 5.8: Comparison of the A-A potential for hexane from force matching with
(purple) and without (black) applied pressure correction
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Figure 5.9: Radial distribution functions for the non-bonded interaction (C-C)
within a coarse grained water system, where atomistic (black), IBI (blue) and FM
(green) distributions are shown. The black and blue lines are perfectly overlapping.
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ing contact with the water molecules by phase separating to form a ball of hexane
within the water.
Hexane/water mixture using IBI
A system of hexane in water containing 50 hexane molecules (HS1) at an 11.6 wt.%,
was coarse grained using IBI to generate coarse grain potentials. While the IBI failed
to converge all potentials to the target radial distribution functions, the iteration
with the best overall convergence criteria match has been selected for all three
systems. After a minimum of 200 interations, iteration 238 was selected for HS1,
iteration 198 for HS2 and iteration 63 for HS3. Further iteration steps from these
selected iterations showed no more improvement in converging all the potentials.
Visual inspection of the CG simulation shows the hexane phase separating to
form channels of hexane branching out into the water (ﬁgure 5.10, left). Whilst
the CG potentials have reproduced the general phase separation of the two compo-
nents, it has failed to attain the lowest energy structure that hexane would adopt
from the atomistic simulation (a sphere). The system shows poor convergence be-
tween the coarse-grained and atomistic RDFs, as shown in ﬁgure 5.11. The RDFs
for each interaction shows the CG RDFs qualitatively match the shape of the atom-
istic reference function, while diﬀering in the density of particles at each distance.
Hexane-hexane interactions within the system (A-A, A-B, B-B) signiﬁcantly under-
estimate the distribution functions, in sharp contrast to the homogeneous hexane
system earlier, which perfectly matched for each hexane-hexane interaction. The
water-water interaction (C-C) shows a perfect structural match with the atomistic
reference system, as with the pure homogenous water system from earlier. Cross-
terms for hexane-water interactions (A-C, B-C) both show an overestimation in the
CG RDF compared to the reference. In summary, the CG potentials generated IBI
for HS1 have not managed to suﬃciently reproduce the structural aspects of the
atomistic reference simulation.
The failure to suﬃciently reproduce the HS1 atomistic reference system can be
attributed to IBI method being system size dependent when dealing with a two-
component system that phase separates. The small size of the hexane sphere in HS1
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Figure 5.10: Coarse grain hexane structure for HS1 (left) and HS2 (right). Water
has been removed for visual clarity.
provides less information on bulk hexane-hexane interactions, and more between the
surface of the hexane sphere and the water. This provides an explanation as to why
the hexane-hexane CG RDFs were an underestimation compared to the atomistic
reference RDFs, due to the potentials being less attractive, and why hexane-water
interactions were overestimated in the CG RDFs, due to the potential being overly
attractive.
Eﬀect on increasing system size
In order to examine the eﬀect of increasing atomistic system size on the performance
of the IBI method on the hexane/water system, two larger systems have been stud-
ied. A second system (named HS2) contains 200 hexane molecules in water and a
third system (named HS3) contains 400 hexane molecules in water. Both systems
still have a hexane concentration of 11.6 wt.%, identical to HS1, but scaled up by
a factor of 4 and 8. Contrary to HS1, visual inspection of both HS2 and HS3 CG
simulation results shows the hexane phase separating to form a ball of hexane sur-
rounded by water (ﬁgure 5.10, right). Qualitatively, the increase in system size has
produced CG potentials better able to match the overall phase separation behaviour
observed in the atomistic reference systems.
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Figure 5.11: Radial distribution functions for the 6 non-bonded interactions within
the coarse grained HS1 system: A-A (top left), A-B (top right), A-C (middle left),
B-B (middle right), B-C (bottom left), C-C (bottom right), where atomistic (black),
IBI (blue) and FM (green) distributions are shown.
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An analysis of the RDF's for each interaction in HS2 can be seen in ﬁgure 5.12.
Hexane-hexane interactions (A-A, A-B, B-B) shows an overestimation for the B-
B interaction, but very good atomistic agreement for A-A and A-B interactions.
The increased system size has generated more attractive CG potentials for these
interactions compared to HS1, due to the surface eﬀects of the hexane ball being
decreased. The water-water potential (C-C) shows a perfect structural match on
the primary peak, but fails to perfectly match at longer distances, with very small
secondary and tertiary solvation shells being created by the CG potential. An
increased system size has failed to perfectly reproduce the atomistic reference water-
water interactions, despite these being structurally reproduced in HS1. Cross-term
interactions (A-C, B-C) show an underestimation, in sharp contrast to the HS1
cross-term interactions.
An analysis of the RDF's for each interaction in HS3 can be seen in ﬁgure 5.13.
Hexane-hexane interactions A-A and A-B show an underestimation, whilst BB has
shown a structural proﬁle not suﬃciently close to the atomistic reference, with the
primary peak being bimodal, and a secondary peak being found at long range. The
water-water interaction (C-C) shows the worse match so far for water-water, with
neither the primary peak nor the general shape being suﬃciently reproduced. Cross-
term interactions for hexane-water (A-C, B-C) are not only underestimates, but fail
to reproduce the qualitative shape of the atomistic reference RDF at all. HS3 has
shown to be quantitatively worse than HS2 at reproducing the structural features
of the atomistic reference simulation.
IBI summary
IBI has been used to generate coarse grain potentials for an atomistic hexane/water
mixture. Whilst homogeneous systems of pure hexane and pure water generated
accurate CG potentials using the IBI method, a phase separated mixture of both
components has proved to be much more complex to represent. For each system
studied (HS1, HS2, HS3), IBI failed to fully converge all of the interactions to
match the atomistic reference RDF's for that system.
A system size dependency is observed, with a suﬃciently large size system size
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being needed to fully describe the presence of both surface interactions of the hexane
ball with water, and the hexane-hexane interactions in the centre of the ball. The
systems showing the best results can be ordered as: HS2 > HS3 > HS1. While
increasing the system size from HS1 proved to be eﬀective, simply choosing the
largest system was not the optimal solution, since HS3 proved to be worse to converge
than HS2. Predicting a minimum size of system necessary would be extremely
diﬃcult, due to the need to then coarse grain a wide range of atomistic simulations
of diﬀerent sizes, and then compare the structural reproducibility. Essentially, this
defeats the purpose of coarse graining a system to save computational time and
work.
Hexane/water mixtures using FM
Coarse-grained potentials for HS1, HS2, and HS3 were also generated using the
force matching method. Visual inspection of all 3 CG systems show a qualitative
reproduction of the atomistic behaviour of hexane phase separating in water to
form a ball. Comparison of the radial distribution functions for the CG system
and the atomistic reference system for HS1 (ﬁgure 5.11) overall shows an extremely
high degree of structural match between the two. Hexane-hexane (A-A, A-B, B-B)
and hexane-water interactions (A-C, B-C) show almost perfect agreement in the
RDF's, with only the water-water interaction (C-C) failing to suﬃciently match
the atomistic reference. The two larger system sizes of HS2 and HS3 both show
near-identical structural behaviour for the CG results, with all hexane-hexane (A-
A, A-B, B-B) and hexane-water interactions (A-C, B-C) all being lower in height
than the atomistic reference. No improvement in the water-water interaction has
been observed on moving from a smaller system size (HS1) to a larger system size
(HS2 and HS3). It should be also noted that, in addition to these 3 systems, even
in the pure water system, force matching failed to reproduce the identical structural
characteristics of the atomistic simulation.
The eﬀect of system size on the hexane/water mixtures shows an increase in sys-
tem size not improving the structural accuracy from the CG potentials generated.
Whilst all 3 systems qualitatively reproduce the phase separation behaviour, HS1
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Figure 5.12: Radial distribution functions for the 6 non-bonded interactions within
the coarse grained HS2 system: A-A (top left), A-B (top right), A-C (middle left),
B-B (middle right), B-C (bottom left), C-C (bottom right), where atomistic (black),
IBI (blue) and FM (green) distributions are shown.
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Figure 5.13: Radial distribution functions for the 6 non-bonded interactions within
the coarse grained HS3 system: A-A (top left), A-B (top right), A-C (middle left),
B-B (middle right), B-C (bottom left), C-C (bottom right), where atomistic (black),
IBI (blue) and FM (green) distributions are shown.
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shows the most accurate structural reproducibility compared to the atomistic refer-
ence system. HS2 and HS3 both show extremely similar structural characteristics,
potentially meaning that there is a threshold by which increasing system size has
no further eﬀect (whether that be a negative or positive eﬀect).
Conclusion
Coarse grain potentials for both the IBI and FM method on the hexane/water mix-
tures have been performed for three system sizes (HS1, HS2, HS3). Qualitatively,
the FM method was the only method to produce the correct phase separation inde-
pendent of system size, whilst IBI only achieved this at larger systems sizes (HS2
and HS3). A comparison of all the 6 CG systems studies shows the FM method for
HS1 having the best structural performance.
The two CG methods can be compared by breaking down and examining the
performance for 3 sets of interactions: hexane-hexane (A-A, A-B, B-B), hexane-
water, (A-C, B-C), and water-water (C-C). Force matching for HS1 was the only
system to generate correct potentials for all 3 of the hexane-hexane interactions.
Whilst FM showed a good match for hexane-water interactions (HS1 and HS3), IBI
never attained a good match in any of the 3 systems studied, showing a consistent
inability to correctly deal with solute-solvent interactions in this phase separated
system. On the other hand, whilst IBI has good matching for water-water inter-
actions (HS1, HS2), FM fails to ever correctly reproduce the water-water radial
distribution function for any of the 3 systems.
A comparison for the time required in generating potentials can also be made.
The FM technique was substantially quicker than the IBI method. The IBI method
requires simulation time for each iteration, which can be easily a minimum of a few
hours per iteration when moving to larger systems such as HS3. Despite the large
number of iteration steps needed for the IBI technique, it still failed to converge in
this time.
In summary, whilst neither of the CG methods have been able to perfectly re-
produce the atomistic reference system, many strengths and weaknesses of both the
method and practical implementation of it, have been revealed by exploring these
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hexane/water mixtures. Looking ahead to the coarse graining of a chromonic dye
in solution, force matching appears to be a more promising method, given the more
succesful results of dealing with a phase separated system.
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5.4 Coarse graining of Dye A
Having explored the coarse graining of phase separated systems, with hexane/water
mixtures, both the FM and IBI method can now be applied to a more complex phase
separated system of an ionic chromonic dye in water. Mesogen Dye A, studied in
Chapter 3, is an ideal candidate to coarse grain due to the wealth of atomistic
simulations already completed and analysed. While atomistic simulations allowed
short time scale aggregation behaviour to be observed (a few columns in solution),
successfully coarse graining could potentially make possible the accurate study of
many hundreds or thousands of aggregates in solution, allowing whole chromonic
phases to be observed.
5.4.1 Structure and mapping
Two mapping schemes have been chosen for the Dye A chromonic system, a coarser
system with many atoms grouped into single sites (labelled system M1), and a
more reﬁned system with less atoms per interaction site (labelled system M2).
The structure and mapping schemes for Dye A can be seen in Fig 5.14.
A 5-site representation was used for M1 (Figure 5.14, top), whereby Dye A has 5
interaction sites: 2 symmetrical sites containing the outer methoxy and main arene
core unit (named A), a single central site bridging these arene core units (named
B), and 2 symmetrical sulphonate arms (named C). This representation provides
2 bond types (AB, BC), 3 angle types (ABC, ABA, CBC), no proper dihedrals,
and 1 improper dihedral type (ABAC). The ethyl ammonium counterion has been
reduced to 1 interaction site (D), and the solvent is a 1-site water (E). For this M1
representation, 15 non-bonded interactions are present in the system.
A 9-site representation was used for M2 (Figure 5.14, bottom), whereby Dye A
has 9 interaction sites: 2 symmetrical outer sites for the methoxy groups (named
A), 2 symmetrical end sulphonate groups (named B), 2 symmetrical alkyl chains of
the sulphonate arms (named C), 2 symmetrical inner sites containing the arene core
(named D), and a central site (named E). This representation provides 4 bond types
(AD, DE, DC, BC), 5 angle types (ADE, DCB, ADC, DED, EDC), 4 proper dihedral
5.4. Coarse graining of Dye A 134
Figure 5.14: Two coarse-grained mapping schemes chosen for Dye A, with a coarser
system labelled M1 (top) and a more reﬁned system labelled M2 (bottom).
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types (ADED, BCDA, BCDE, CDED), and 1 improper dihedral type (ADEC). The
ethyl ammonium counterion has been reduced to 1 interaction site (F), and the
solvent is a 1-site water (G). For this M2 representation, 28 non-bonded interactions
are present in the system.
A hybrid coarse graining method will be applied, as with the previous hexane sys-
tems, whereby the bonded and non-bonded interactions are treated independently.
5.4.2 Bonded interactions
The bonded potentials have been generated by the Boltzmann inversion method
applied to the atomistic reference systems. The bonded potentials for the M1 system
can be seen in ﬁg 5.15. The potential for bond AB shows a steeply rising potential
with a minimum at 0.56 nm. The potential for bond BC is broader with a minimum
at 0.62 nm, with the broadness attributable to the more dynamic motion of the
sulphonate arms attached to the main core of the dye causing a wider distribution
of bond distances. The angle ABA connects the rigid core of the dye molecule, with
an angle of 180° showing a perfectly linear conﬁguration between these interaction
sites, while the potential for the angles connecting the rigid core to the sulphonate
arms have minimum energy angles at 67-68° for ABC and 48° for CBC. An improper
dihedral potential connecting interaction sites ABAC shows a global minimum at
-95-105° and second minimum at 137°, with a barrier height of approximately 4.5
kJ/mol between these wells.
The bonded potentials for the M2 system can be seen in ﬁg 5.16. The potentials
for bonds AD and DE within the rigid core region show the minimum energy bond
distances of 0.42 and 0.38 nm respectively. The potential for bond BC connecting
the alkyl chain to the sulphonate head group shows an energy minimum at 0.3 nm.
The potential for bond DC, corresponding to the linking bond between the core
and ﬂexible arm regions, has a broader energy well, with a minimum energy at
0.44 nm. The potentials for angles between interaction sites within the core, ADE
and DED, show a strongly linear conﬁguration with energy minimums at 154° and
143°. Interactions between core and ﬂexible arms, such as DCB, ADC, EDC, have
angle potentials with minima at 144°, 97° and 56-57° respectively. The most notable
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Figure 5.15: Bonded potentials for Dye A in the M1 system. This representation
provides 2 bond types with AB (black) and BC (blue), 3 angle types (middle) with
ABA (black), ABC (blue), CBC (red) and 1 improper dihedral type (bottom) ABAC
(black).
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dihedrals to mention are ADED and CDED, which impose rigidity across the central
region of the dye molecule. Both dihedral potentials have a minimum at -176-177°
and 176-177°, with a large barrier height of 25.5 kJ/mol between these wells. The
ﬂat region for both the ADED and CDED dihedral potentials is where the potential
has been cut-oﬀ, due to this high energy region not ever been seen in the atomistic
simulation.
Figure 5.16: Bonded potentials for Dye A in the M2 system. This representation
provides 4 bond types (a) with AD (black), DE (blue), DC (red), CB (green), 5
angle types (b) with ADE (black), DCB (blue), ADC (red), DED (green), EDC
(pink), 4 dihedral types (c) with ADED (black), BCDA (blue), BCDE (red), CDED
(green), and 1 improper dihedral type (d) with ABAC (black).
5.4.3 IBI of Dye A
The iterative Boltzmann inversion technique has been used to generate coarse-
grained potentials for both the M1 and M2 system. Both simulation starting con-
ﬁgurations is the equilibrated aggregate structure with the appropriate mapping
scheme. While IBI failed to converge all potentials to the target radial distribution
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functions, the iteration with the best overall convergence criteria match has been se-
lected for both systems. After a minimum of 50 iterations, iteration 33 was selected
for M1, and iteration 7 for M2. Further iteration steps from these selected iterations
showed no more improvement in converging the potentials, with large ﬂuctuations
in convergence match criteria occuring for each iteration.
IBI of M1
The CG M1 system shows the chromonic aggregate retaining a stacked conﬁgura-
tion for approximately 0.75 ns (ﬁgure 5.17, (a)), before permanently transitioning
to a more clustered aggregate (ﬁgure 5.17, (b)). Whilst the reference atomistic
simulation has the counterions freely dispersed in the water, the CG system shows
the counterions being strongly attracted, and in eﬀect binding, to the sulphonate
arms (interaction site C) of the chromonic dye. Repulsion between the sulphonate
arms between dye molecules (C-C interaction) is still retained, with interaction site
C maintaining a maximum distance from each other in the aggregate. The CG
bonded interactions work extremely well, with the core (A-B-A) retaining its planar
structure seen in the atomistic simulations, and the core-sulphonate arms (B-C)
moving more freely.
A structural comparison showing the radial distribution functions for both the
atomistic simulation and the CG simulation can be seen for each interaction in
ﬁgure 5.18. Overall, the IBI method failed to generate potentials that were capable
of reconstructing the atomistic reference RDFs. However, several key interactions
should be mentioned. Interactions between the core of the dye molecules (A-A, A-B,
B-B) are moderately successful in reproducing the overall shape and the multiplicity
of the RDFs, while other dye-dye interactions (A-C, B-C, C-C) were not suﬃciently
reproduced. All dye-counterion (A-D, B-D, C-D) and counterion-counterion (D-D)
interactions have been reproduced extremely poorly. While the atomistic RDFs show
the counterion dispersed in solution, the CG RDFs show a large degree of order and
attraction, with even the overall shape of the reference RDF not being reproduced at
all. Dye-water and water-water interactions have all converged relatively well, with
the exception of D-E, where only the short range structure is managed well. In the
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Figure 5.17: Snapshot from the IBI coarse grain simulation for M1, where (a) is
the initial structure and (b) is the equilibrated structure. The cores of each dye
molecule (beads A1, A2 and B) are shown in diﬀerent colours for each dye molecule,
and the counterion is blue. Water has been removed for visual clarity.
total 15 interactions in the system, the only RDF to be nearly perfectly reproduced
was the water-water interaction (E-E). Here, it seems that converging 15 separate
radial distribution functions is too challenging a task to accomplish within the IBI
framework.
The clustering can be attributed to the coarseness of the mapping scheme of M1.
The core unit interactions (A-A,B-B) and cross-terms (A-B) have long range order
in the atomistic structure, and therefore CG potentials reﬂecting this order. Each
dye molecule will be attracted to the neighbouring dye in the stack, thus explaining
the initial retention of structure (a), but is also attracted to the next-neighbour in
the column. Combining the eﬀect of the counterions forming bridges between dye
molecules via the sulphonate regions, allows structure (b) to form. The bridging
can be demonstrated in (b), with the dark grey dye molecule having reoriented
away from the central stack, but still connected to the aggregate via the counterion.
IBI of M2
The CG M2 system shows the dye molecules remaining in a stack for the entirety of
the CG simulation. The central core of the dye molecules (D1-E-D2) form a linear
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Figure 5.18: Radial distribution functions for CG M1 interactions from IBI, where
black is the target distribution function and blue is the best match from the CG
potential.
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aggregate (ﬁg 5.19, left), with the sulphonate arms (C-B) retaining an antiparallel
conﬁguration with respect to neighbours (ﬁg 5.19, right). It should be noted that
the core molecules are not perfectly overlapping, and appear to stagger slightly with
respect to neighbours. Counterions are freely dispersed in solution, with no apparent
aﬃnity for binding to the dye molecule. The bonded interactions are very successful,
with the core interaction sites (A1-D1-E-D2-A2) adopting a planar conﬁguration
from the atomistic reference system, and the sulphonate arms (interaction sites C-
B) are more ﬂexible with a wider range of motion.
Figure 5.19: Snapshot from the IBI coarse grain simulation for M2. Left (a) shows
the front view of the stack, with cores only shown and represented by diﬀerent
colours for each dye molecule. Right (b) shows the side proﬁle of the stack, where
the cores are highlighted in light blue, interaction sites C1 and C2 in dark blue,
and B1 and B2 in red. The counterions and water molecules have been removed for
visual clarity.
A structural comparison showing the radial distribution functions for both the
atomistic simulation and the CG simulation can be seen for each interaction in
ﬁgure 5.20. Overall, the IBI method failed to generate potentials that were capable
of reconstructing the atomistic reference RDFs. However, several key interactions
should be mentioned. Interactions between the core of the dye molecules appear to
split into two groups, whereby interactions with a sharp, long-range order (A-A, D-
D, E-E) are reproduced quite successfully, and the other RDFs (A-D, A-E, D-E) less
so. The interactions between the sulphonate arms of the dye (B-B, C-C, B-C) are
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generally poorly reproduced, with the exception of interaction B-B, which manages
to crudely reproduce an overall similar shape to the target function. For the dye-arm
interactions (A-B, A-C, B-D, C-D, B-E, C-E), the moderately successful interactions
captured were A-B, C-D and B-D (this function is qualitatively good, but shifted to
the right of the target function). All dye-counterion (A-F, B-F, C-F, D-F, E-F) and
counterion-counterion (F-F) interactions have been reproduced quite poorly, whilst
the eﬀect of all these interactions still producing a system with the counterions
dispersed in solution. From all the interactions involving water; Dye-water (A-G,
B-G, C-G, D-G, E-G), counterion-water (F-G) and water-water interactions (G-G),
the most successful interactions moderately reproduced were B-G, C-G, F-G, and
G-G.
An analysis of the CG aggregate allows for a direct comparison to the atomistic
reference aggregate. The stacking distance (distance between the cores of neighbour-
ing dye molecules in the stack) is 0.37 nm for the CG aggregate, in comparison to the
slightly shorter stacking distance of 0.35 nm for the atomistic system (ﬁgure 5.21,
left). A twist angle analysis, determining the twisting angle between neighbouring
dye molecules in a stack, shows that both systems adopt an antiparallel conﬁguration
with respect to the sulphonate arms (ﬁgure 5.21, right). The CG stack has a sharp
peak at 177°, with a narrow distribution from 177-180°, whilst the atomistic has a
broad peak from 162-168°, with a wide distribution of angles from 135-180°. This
shows that the CG simulation has a more rigid overlap between neighbouring dye
molecules, and allows for less of a twisting range. The long range helical properties
of the aggregate can be analysed with a histogram showing population of twisting
angle between all pairs, and distances along the stack (ﬁgure 5.22). Both systems
show no long range twisting behaviour, with the CG simulation M2 showing more
long range disorder than the atomistic reference system.
In summary, whilst the CG M2 simulation is qualitatively successful, the IBI
method fails to structural reproduce each radial distribution function for each inter-
action. An analysis of the CG simulation aggregate shows a slightly larger stacking
distance between dye molecules, as well as a narrower twisting angle range, and a
more disordered long range behaviour through the stack.
5.4. Coarse graining of Dye A 143
Figure 5.20: Radial distribution functions for CG M2 interactions, whereby black is
the atomistic target distribution function and blue is the best match from the CG
potential.
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Figure 5.21: A comparison of the distance between neighbouring dye molecules
(top) and the twist angle between neighbouring molecules (bottom) in a stack, with
atomistic (black) and CG simulation M2 (blue).
Figure 5.22: Histogram showing the population of twisting angle between all pairs
and distances along the stack for the atomistic system (left) and the CG simulation
M2 (right).
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Improvements to the IBI method
The two main issues facing the successful application of the IBI method to chromonic
Dye A is ﬁrstly, the number of non-bonded interactions in the CG system is simply
too high to ﬁt all successfully simultaneously, and secondly, the IBI method has
been applied to an anisotropic system. The implementation of a potential solution
to each of these problems is discussed now, with both being applied to mapping M2,
the more successful of the two coarse graining schemes.
A possible approach to dealing with the large number of interactions that fail
to converge, is to reduce the complexitiy of the target RDFs. This was achieved by
restricting the target RDF to contain only the ﬁrst peak (which is the most useful,
short range information on the structure), and generating potentials to ﬁt to this
new, simpliﬁed RDF. A simpliﬁed target RDF approach proved unsuccessful, and
did not increase the convergence of the CG RDFs to the new target RDFs.
An unconventional approach to deal with the second problem, whereby the IBI
method is typically used for isotropic, not anistotropic systems, is to produce target
RDFs from dispersed monomers and dimers in solution and not from an equilibrated
stack. This was attempted by constructing an atomistic simulation identical to the
atomistic reference previously used, but with the 8 dye molecules randomly dispersed
in solution. The simulation was allowed to run for 5 ns, and then RDFs obtained from
this time frame, in the hope of the RDFs losing the semi-crystalline nature seen in
the equilibrated system. The non-equilibrated RDF approach proved unsuccessful,
due to the dye molecules essentially binding on contact, and therefore producing
semi-crystalline RDFs.
In the future it may be possible to use the initial coarse-grained model gener-
ated by IBI as a starting point for an improved coarse-grained model using group
solubility data, as used in MARTINI, to reﬁne the non-bonded potentials.
5.4.4 Force matching of Dye A
The force matching technique has been used in an attempt to generate suitable
coarse grain potentials for M1 and M2. The force proﬁles, which show the force
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as a function of distance between interaction sites, are generated and then con-
verted into potentials. The force proﬁles for M1 can be seen in ﬁgure 5.23 and for
M2 in ﬁgure 5.24. Both systems show a wide variety of force proﬁles, with key
trends appearing for speciﬁc interactions in both systems. All dye-counterion and
counterion-counterion interactions for M1 (A-D, B-D, C-D, D-D) and M2 (A-F, B-F,
C-F, D-F, E-F, F-F) show extremely large forces with typical magnitudes being in
the range of 107-1015 N. Counterion-water force proﬁles (D-E for M1, and F-G for
M2) appear to be the only counterion interaction whereby the forces are not unrea-
sonable. Several dye-dye interactions, such as B-B for M1, and E-E for M2, show
forces that are signiﬁcantly larger than expected. The similarity of the force proﬁle
issues occuring for both systems rule out the problem arising from the structural
diﬀerence between M1 and M2, and can instead be attributed to a problem with the
force matching technique itself on this type of system. The VOTCA force matching
procedure appears to incorrectly deal with a combination of electrostatic and Van
der Waals components of the total forces arising from the reference system. The
presence of charged interaction sites in the system (for example, with the positively
charged counterion) means that the Van der Waals potential could be in a very high
energy region of the potential, but this is balanced by the coulombic interactions.
However, a neglect of the coulombic component on the forces leads to these very
unreasonable (and unrealistic) force proﬁles between many of the interactions in this
ionic chromonic system.
Improvement methods for the force proﬁles
In an atomistic simulation, the total force experienced on a particular molecule or
atom in the system will be a combination from both the electrostatic and Van der
Waals components. The problem with VOTCA is that it only optimises the Van der
Waals component. To overcome this problem and achieve sensible force proﬁles (and
thus potentials) for the system, a method can be used that isolates the electrostatic
component for the force. The electrostatic component was isolated by setting all σ
and  values in the atomistic topology ﬁle to zero, and then doing a force matching
calculation on the same trajectory as the original. This results in forces that are
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from the electrostatic component only. This force proﬁle was then deducted from
the from the original set generated, giving a force proﬁle for the Van der Waals
component only, as this is what VOTCA will optimise. Whilst theoretically this
holds merit, the practical application of this method yielded no success with this
ionic chromonic system. The resultant force proﬁles proved no more useful than the
original set calculated.
Figure 5.23: Force proﬁles for the non-bonded interactions within the M1 system.
Separated into four plots for easier viewing, top left shows each interaction site with
water: A-E (black), B-E (blue), C-E (green), D-E (red) and E-E (orange). Dye-dye
interactions can be seen in top right with A-A (black) and B-B (blue), and bottom
left with A-B (black), A-C (blue), B-C (green), C-C (red); and dye-counterion and
counterion-counterion interactions in bottom right with A-D (black), B-D (blue),
C-D (green) and D-D (red).
5.4.5 Conclusions
Systematic coarse graining techniques have been implemented in an attempt to
coarse grain the chromonic Dye A in solution from a reference atomistic simulation.
A hybrid scheme has been chosen, whereby the bonded and non-bonded interactions
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Figure 5.24: Force proﬁles for the non-bonded interactions within the M2 system.
Separated into six plots for easier viewing, dye-dye interactions can be seen in (a)
with A-A (black), A-D (blue), B-C (green), C-D (red), C-E (orange), D-D (grey), D-
E (yellow), (b) with A-B (black), A-C (blue), A-E (green), B-B (red), B-D (orange),
B-E (grey), C-C (yellow) and (c) with E-E (black). Interaction sites with water can
be seen in (d) with A-G (black), B-G (blue), C-G (green), D-G (red), E-G (orange),
F-G (grey), G-G (yellow). Dye-counterion and counterion-counterion interactions
can be seen in (e) with B-F (black), C-F (blue), D-F (green), E-F (red), F-F (orange),
and (f) with A-F (grey).
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are treated independently. The bonded interactions have been generated by a simple
Boltzmann inverstion (BI), and the non-bonded potentials have been generated by
either iterative Boltzmann inversion (IBI) or force-matching (FM). Two mapping
schemes were selected for Dye A: a 5-site model (labelled M1) and a 9-site model
(labelled M2).
The IBI method showed markedly diﬀerent results based on the coarseness of the
mapping scheme used. The more reﬁned coarse grain mapping scheme (M2) was the
only system to yield a stacked aggregate for the dye molecules, qualitatively match-
ing the atomistic (despite not quantitatively reproducing the structure accurately).
The M1 system proved to have too coarse a mapping scheme, with the dye molecules
and associated counterions aggregating into a cluster. The mapping scheme had an
obvious eﬀect not only on the aggregation behaviour of the dye molecules, but also
the counterion behaviour in solution. Despite M2 showing a moderately success-
ful result, the IBI method failed to generate potentials to match the target RDFs
due to the number of interactions in the system being too large to successfully ﬁt.
Several alternative methods to overcome this issue, namely using simpliﬁed RDF
functions (cut-oﬀ function after ﬁrst shell) and taking structural statistics from a
dispersed system of monomers and dimers, proved ineﬀective at obtaining a better
convergence.
The FM method, as implemented in the VOTCA package, neglected to prop-
erly account for the coulombic components of the atomistic forces when screening
interactions, and therefore provided unrealistical force proﬁles for both M1 and M2
systems, with extremely large force magnitudes for many of the interactions in the
system. Manually isolating the coulombic component and removing this from the
original force proﬁle proved unsuccessful in generating potentials of any reasonable
magnitude, let alone potentials reproducing the atomistic reference system.
In summary, both bottom-up methods attemped, the structure-based approach
(IBI) and the hybrid force-matching approach (FM), proved unsuccessful in gen-
erating suitable potentials capable of adequately capturing the behaviour of the
reference atomistic system of chromonic mesogen Dye A in solution.
A Top-down approach where experimental data is used to guide the parame-
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terisation of the coarse-grained potentials, such as the MARTINI force ﬁeld123 or
SAFT,124 could prove more eﬀective at reproducing the behaviour of chromonic dyes
in solution and successfully capturing the aggregation behaviour.
Chapter 6
Summary
The work presented in this thesis concerns the simulation of ionic chromonic liquid
crystals. We have shown that molecular simulations can be a powerful additional
tool to study chromonic liquid crystals, complementing experimental results and
theoretical predictions. Atomistic modelling, in particular, can aid in forming a
molecular level understanding of the chromonic aggregation process.
Chapter 3: Atomistic simulations were used to study the aggregation behaviour
of chromonic Dye A and Dye B. Experimental literature for Dye A suggested a
double-width column structure for the nematic, while simulations showed a single-
width chiral column forming from achiral mesogens. Higher concentrations were
proposed to have a layer structure for the smectic, with a repeat in the intralayer
structure every 5 rows. Molecular simulation indeed observed a layer structure,
but with columns aligning and adopting an achiral structure, with no interdigita-
tion. Key experimental results (such as interlayer distance, intralayer distance etc)
could be reproduced, and in some cases reinterpreted based on the molecular level
picture the simulation provided. Experimental literature for Dye B also suggested
a layer structure. Simulation results showed low concentrations of Dye B forming
single-width columns with no chirality, whilst higher concentrations showed a layer
structure. Considering the high degree of structural overlap between Dye A and Dye
B, this study also demonstrates how sensitive the aggregation process is to minor
changes in the molecular structure of the mesogen.
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Chapter 4: Atomistic simulations were used to study the aggregation behaviour
of the chromonic molecule known as the Bordeaux dye. Experimental literature for
the Bordeaux dye suggested a double-width column, however, simulation results
showed the presence of a single-width column only. An extensive thermodynamic
analysis of the free energy changes upon aggregation showed a strongly enthalpy-
driven process, with a binding energy far greater than that calculated in the exper-
imental literature. The free energy landscape showed the presence of two energy
minima, with the global minimum showing a packing mode of a H-aggregate, and
the local minimum a J-aggregate. This suggests that the Bordeaux dye could have a
more complex model of aggregation than a simple H aggregate, with Y-junctions and
shifted junctions causing the larger than expected cross sectional area. Contrary to
other chromonic systems studied in this thesis, a high degree of order occurs between
the counterion and the sulphonate region of the dye molecule. It has not been in-
vestigated to what extent this eﬀects the binding between molecules, or whether the
counterions can act as a bridge between neighbouring columns in solution, however,
this is an interesting topic that requires more examination.
Chapter 5: A bottom-up coarse graining approach was used to study phase sep-
arated mixtures. The force matching (FM) and iterative Boltzmann inversion (IBI)
techniques were initally applied to hexane/water mixtures of three diﬀerent system
sizes. IBI showed an obvious system size dependency, with qualitative reproduc-
tion of the atomistic system only achieved at larger system sizes. FM qualitatively
showed no system size dependency, but structural analysis showed only the smallest
system size reproducing the reference system accurately. Both the FM and IBI tech-
niques were then applied on the more complex chromonic Dye A system, whereby
two mapping schemes were selected and studied. The FM technique showed com-
plications dealing with an ionic system, with a secondary charge-only FM proﬁle
needing to be deducted from the original FM proﬁles. This still resulted in unre-
alistic force proﬁles. Within the IBI framework, it seems that converging such a
large number of separate radial distribution functions is too challenging. Whilst
several problems and issues have been highlighted, and attempted to be addressed,
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a successful coarse-grained model for chromonic Dye A in solution was not achieved
with either technique.
This thesis presents an extensive computational study of ionic chromonics in
solution. A range of atomistic and coarse graining techniques have been employed
in an attempt to capture diﬀerent properties that occur on diﬀerent time and length
scales.
Atomistic simulations have proven to be particularly eﬀective at capturing the
short range behaviour of chromonic aggregation. Simulation results for Dye A, Dye
B and the Bordeaux dye not only show the typical face-to-face aggregation of dye
molecules to form columns, but is also able to reproduce key experimental ﬁndings,
such as structural features (X-ray distances, cross sectional areas) and thermody-
namic properties (binding energies). The formation of a chiral column for Dye A
and an achiral column for Dye B at low concentrations demonstrates how atomistic
modelling is highly sensitive to even small changes in the molecular structure. The
layer structure at high concentrations for Dye A and Dye B is particularly exciting,
due to these simulations providing molecular level detail of stacking arrangements
within the layer, which has been a complicated structure for experimentalists to
rationalise. The Bordeaux dye exhibits potential counterion bridges in the system,
showing that in addition to the molecular structure of the dye, the counterion could
potentially have a large eﬀect on the aggregation behaviour. Future work could
entail using atomistic simulation to probe the stacking behaviour of an extensive
library of chromonic mesogens, with a range of counterions, to strongly reﬁne our
knowledge of the structure-property relationship.
Bottom-up coarse graining techniques for ionic chromonics, with Dye A as the
selected target molecule, proved much less fruitful in generating successful results
in comparison to atomistic simulations. IBI is extremely diﬃcult to scale, because
as the number of diﬀerent sites increase, the number of RDFs to ﬁt at the same
time becomes prohibitively expensive. For bottom-up techniques, improving on the
current force matching method appears to be the most promising avenue to explore.
One thing that could be done is to modify the VOTCA force matching program to
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work with basis sets of analytical potentials, instead of numerical potentials, which
seem to have been numerically unstable in the ﬁtting procedure for the ionic Dye A
system.
Recent studies has shown that the best realistic approach for designing coarse
graining models of chromonic systems is using top-down coarse graining techniques,
such as SAFT and MARTINI. The SAFT method, as well as the MARTINI method,
have been employed on chromonic systems135 and aromatic molecules,136138 and ap-
pears to be a promising approach, particularly when speciﬁc molecular interactions
need to be captured. A possible method to expand MARTINI speciﬁcally for a
chromonic system could be by ﬁtting free transfer free energies of diﬀerent groups.
A big area of future study needs to be going beyond simulating single chromonic
stacks, to simulating chromonic phases, allowing to connect with experimental stud-
ies of bulk nematic and other phases. In theory, good coarse grained models could
achieve this, but currently the only progress has been at the DPD level.139,140 The
ability to accurately simulate chromonic phase behaviour could deeply enrich our
understanding of chromonics, and could answer questions such as how the mysteri-
ous P and O phase is structured,1 and why some chromonics form at incredibly low
concentrations.
The use of simulation to better understand chromonic systems is on the rise,
and is already showing great potential in furthering our understanding of chromonic
behaviour.
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