Abstrnel -T h i s paper proposes deterministic algcr i t h m s for decentralized network coding. Decentralized coding allows to locally specify the coding ope r a t i o n s at network nodes without knowledge of t h e overall network topology, a n d to a c c o m m o d a t e f u t u r e changes in t h e network s u c h as addition of receivers.
I. INTRODUCTION
The famous min-cut, mu-flow theorem states that a source node can send a commodity through a network to a sink node at the rate determined by the How of the min-cot separating the source and the sink. Recently it has been shown that by linear re-encoding at nodes in communications networks, the min-cut rate can be also achieved in multicasting to several sinks (see [I] for linear network coding and references therein for the papers which introduced the subject). Constructing such coding schemes efficiently is the snbjpct of current research [2]- [5] .
Decentralized codes refer to codes that can be defined without the knowledge of the overall network topology and can be easily extended to accommodate future changes in the network such as addition of receivers. Such coding schemes are particularly desirable in practice, but have not yet received adequate attention in the literature. The deterministic network code design methods proposed so far result in codes that may need to be completely redesigned to accommodate the addition of B single user. Randomized code constructions recently proposed in 141 alleviate this problem, at the cost of an error probability.
The main contributions of this paper are in the design of network codes suitable for applications that require decentralized or local coding strategies. We propose a deterministic method to design decentralized codes, which is based on the information flow decomposition [6, 71. To the best of our knowledge these are the first such algorithm proposed for network coding. Section I1 reviews notation and the background from information flow decomposition we will need. Section 111 and Section V present our algorithms.
THE NETWORK CODING MODEL
We consider a communications network represented by a directed acyclic graph G = ( V , E ) with unit capacity edges.
There are h unit rate information SOUTC~S SI,. . . , S h and N receivers R I , . . . , R N . The number of edges of the min-cut between the m m e and each receiver node is h. ' C . Frvgouii was supported by Swiss National Foundation Grant 
0325673.
We denote by (Sa, R 3 ) , 1 5 i 5 h, a set of h edge disjoint path5 from the sources to the receiver node j. Our ohject of interest is the subgraph G' of G consisting of the hiV paths (S.,R,), I < i 5 h, 1 5 j 5 N . A way to specify a network code is to describe which operations each node in G' has to perform on its inputs for each of its outgoing edges.
We assume that solme S, emits U < which is an element of snme finite field IF,. In linear network coding, through each edge of G' flows a linear combination of source symbols, e.g., the symhol Hawing through some edge e of G' is given by as the coding vector of edge E. Note that the coding vector of an output edge of a node has to lie in the linear span of the coding vectors of the node's input edges. To dmcribe a network code, it is sufficient to specify the coding vector for each edge of the network. The coding vectors associated with input edges of a receiver node define the system of linear equations that the receiver needs to solve to determine the source symhols. We refer to an assignment of coding vectors such that each receiver has a full rank of equations to solve ~9 a valid network code.
A. Abtree Decomposition
To illustrate this discussion, we will use a-an example the network with two sources multicasting to the same set of three receivers shown in Fig. 1 . Consider the line graph y of G' = Figure 1 : Network with two sources {SI, S2} a n d three receivers {F, E, K } . ( V ' , E ' ) , that is, the graph with vertex set E' in whch two vertices are joined if and only if they are adjacent as edges in G'. The graph y for our example network of Fig. 1 We partition the line graph into subsets T, so that each T, contains exactly one source node or a coding point, and every othcr node belongs to the T, containing its first ancestral coding point or source node. We shall call the suhset T; a source subtree if it starts with a source node or a coding subtree if it starts with a coding point.
The following properties of the subtree graph r follow directly from Definition I and the fact that the min-cut condition is satisfied in the original network G: 
Each subtree contailw at most N receiver nodes.
For the network code design prohlem, we only need to know how the subtrees are connected and which receiver nodes are in each T;, whereas the structure of the network inside a subtree does not play any role. Thus we can contract each subtree to a node and retain only the edges that connect the subtrees, to get the subtree gmph r. Fig. 2b shows the subtree graph for the the network in Fig. 1 
4.
Recall that there are exactly 2N receiver nodes. The claim then follows directly from claims 2) and 3).
CODES FOR TWO SOURCES AND N RECEIVERS
Consider a communications network represented by a directed acyclic graph G = ( V , E ) with unit capacity edges, h = 2 unit rate information sources SI, Sz and N receivers RI,. . . , R N .
To label the nodes of a subtree graph of a network with two sources: we can use the points on the projective line PG(1,q):
(1)
For a valid network code, it is sufficient and necessary that the coding vector associated with a subtree lie in the linear span of the coding vectors associated with its parent subtrees, and the coding vectors of any two subtrees having a receiver in common be linearly independent. Since any two different points on the line are linearly independent and each paint an the line is in the span of any two different points on the line, 
2.
If IC/ 5 N -I go to step 3, else go to step 4.
Find Minimal Subtree Graph: Associate a weight w[e)
with each edge e in G', w ( e ) = c > 0 if e is an incoming edge t o any of the edges in C and zero otherwise. Let CL denote the resulting weighted graph. Identify in Ch minimum-weight ma-flow paths for each receiver.
Label Subtrres:
Create a number of tokens, each trr ken associated with a different point in !PG(l,q)3 and forward the tokens from the sources towards the destinations. Each coding point (corresponding terminal in the network) gets hold a token and uses the respective coding vector as long as required, then releases it back in the network for possible reuse.
To summarize, this algorithm assigns to each different sub tree a different vector in the set PG [l,q) . Each receiver is going to observe two distinct such vectors, and have a full rank system of equations to solve to retrieve the source information.
Since a network with N receivers has at most N+1 subtrees (Theorem a), we are going to need a t most N + 1 coding vectors. The projective line PG(1:q) snpplies q + 1 points, thus the field with 4 = N elements has a sufficient size.
In the first step of the algorithm we identify the paths to use and the cdges where we need to perform linear combinations. If the number of such edges happens to be smaller than iV, we can directly proceed to labeling. If not, or if we wish to optimize for employed resuiirces, we proceed t o reduce the number of coding points. From definition 2: no edge in a minimal subtree graph can be removed withont violating the multicast condition for a t least one receiver. Thus the minimal subtree graph hau only the required number of such edgcs. Associating a weight with the corresponding edges and perforniing a weighted max-flow algorithm over G' allows to use a smaller number of such edges.
In the last step of the algorithm, we propose B method to ensure that a distinct coding vector is mapped to each subtree. An alternative simple way to organize this mapping is described below.
Recall that for each subtree, we locally know which receivers it contains and which sources are associated with each receiver (at the terminal before the coding point). In networks with two sources, e&h subtree contains at least one receiver node assnciated with SI and at least one receiver node associated with S,. Let (&, , &, , . . . , R,"}, where il < iz < . . . < i, be the set of receivers associated with SI in a given subtree. We choose [I to be the label of that subtree. This way no other subtree c m be assigned the same label since the receiver R,, can be associated with the source SI in at most one subtree. Note that this is not the mast efficient mapping as it may require alphabet of size q, with q -2 = N -I > as opposed to p -1 = N -1.
Algorithm 1 is suboptimal, in the sense that it employs B larger alphabet size than required. Indeed, in Fig. 26: 
Since we have three receivers, there will be at most two coding trees. W E can we the following four points to label the subtrees T,, T,, T3, and T d in

For the decentralized code, we nerd alphabet of size three. Note that there ezists a valid network code with alphabet size two which assigns [O I] to T,.
Comparing with algorithms in the literature, we note first that the described algorithm applies in the special case of h = 2 sources (we will discuss extensions t o h > 2 in the following section). Given this observation, randomized algorithms entail a probability of error and employ a much larger alpha- also use alphabet size of N , however the algorithm involves, instead of steps 3 -5, to visit every edge in the graph and calculate an elligible vector with respect to a candidate basis carried along for each receiver, which may become nnpmctical as the number of edges and receivers grows. Moreover, the algorithms in [Z, 31 are not decentralized.
One of the main advantages of decentralized codes is that they do nut have t o be changed with the growth of the network as long as the subtree decomposition remains the same, or the new subtree graph contains the original subtree graph. To achieve that, since the coding vectors associated with any two subtrees provide a hasis of the 2-dimensional space, we can think of subtrees as L'secandary sources" and allow new receivers to connect to any two different subtrees. Thus we can extend our network, without perturbing the alrexly existing Note that, the projective line PG(1,q) forms a subset of the projective line IPG(1, ql) if W,I is an extension field of F,.
Thus, if we need to create dditional coding vectors to do cate to new subtrees, we can employ unused points from the projective line PG(1,ql). Since the mincut to each node is one, there exists one tree that spans the source and the destination nodes. Moreover, since each source suhtrce contains ut least one receiver node (Theorem 3), at I r u t one of the receivers will be able to receive both SOU~CBS. Thus a lower bound on the achievable throughput is N + I. For every N , there do exist minimal contigurvtions the minimal suhtree graph of U network with 2 receivers, and that this ,assignment needs only local information.
UserS.
IV. CODES FOR h SOURCES
Since i V = 2 ecxh coding subtree has at nlmt two receiver nodes, and thus: hecause of the multicmt (min-cut) condition, each coding suhtree has exactly two inputs.
Corollary 1 There mist configumtions with h sowces where i j network coding zs not employed, the total aggregate throsghiJ $ ( N + l ) , while employing Algorithm 2 allows to achieve throughput h N . From Claim 1. of Theorem 2, we know that there does not exist a valid network code where n subtree is assigned the same coding vector as one of its parents. Therefore, since the code is binary and there are exactly two parents, a code suhtree must be assigned the binary sum of the vectors assigned to its two parents. Therefore, this is the only code that satisfies a necessary condition for validity. Since there exist hinary codes Sor networks with 2 receivers, the code must be valid.
V. CODES FOR h SOURCES AND N RECEIVERS
The common theme in the following algorithms i s that, to simplify the code design problem, vppart from requiring that the niincut to each receiver is h, we can also require some dditional structure. For example, if we require that the mincut to each node of the graph is h, then we can find h edge-disjoint trees that span the source and the destination nodes, and thus no network coding is required. The fallowing algorithms impose less severe requirements.
Algorithm 2
A straightforward algorithm in the case where h is an even number, is to decompose the problem in h / 2 two-source configurations and then apply Algorithm 1 to each one separately. For such a decomposition to exist, the min-cut from every pair of SOUTCBB to each receiver has to be two, and paths corresponding to sources uutside the pairs cannot overlap. Thus, this is obviously a suboptimal algorithm that will require increa-rd resources (additional edges). However, even this very simple suboptimal algorithm can offer significantly throughput benefits as compared to not using network coding. Following we illustrate this point.
Algorithm 3
The basic idea in this algorithm is to use as coding vectors points of arcs. where (x,y) denotes the span of vectors x and y, and P(X) denotes the projective space of the vector space X. Since each coding subtree contains at least two receivers, t h e miutimum number of subtrees is L3N/2] -1. The sets have t o satisfy the following conditions:
1. Each set contains N + 1 elements. These requirements, however, lead to an increase of the required alphabet size. Alternatively, given a set of constraints that coding vectors have t o satisfy, we cm also look for an appropriate arc tailored to the specific requirements as illustrated by the following example. E x a m p l e 3 Suppose we need 6 3-dimensional vectors in general position such that: 2 are in I l i a , 2 in l h , 1 in nL3, 1 in
n~m .
I. 7 there an arc oflength 6 in PG(2:4)? I n other words, we can we start with a known arc of length 6 in PG(Z:4) (such as the one on the left-hand .side in the equation (3) below), and obtain the arc we a m interested in by applying a projective tran~sjomation. In this particular case, the answer is positive, and the desired arc is obtained as follows:
