Abstract. The series of some new estimates for the sums of the type
§1. Introduction
Here we prove a series of some new estimates for incomplete weighted Kloosterman sums, that is, for the sums of the following type:
f (n)e q (an * + bn).
Here q is a sufficiently large integer, √ q (log q) x q, is any fixed number, a, b are integers, (a, q) = 1, e q (v) = e 2πiv/q , f (n) is a multiplicative function and the prime sign means that (n, q) = 1. The symbol n * stands for the inverse residue for n (mod q), that is, for the solution of the congruence nn * ≡ 1 (mod q). The sums (1) with Möbius function f (n) = µ(n) were studied in [4] , [7] , [15] and the following estimate was obtained in two last papers:
xτ (q) q −1/2 (log x) 5/2 + q 1/5 x −1/5 (log x) 13/5 ,
where, as usual, τ k (q) is the divisor function, τ (q) = τ 2 (q). Since τ (q) q ε for any fixed ε > 0, one can check that the estimate (2) is non-trivial if
Recently, K. Gong and C. Jia [6] proved that in the case b ≡ 0 (mod q) the inequality S q (x; f ) x τ (q)q −1 log log q 1/2 log log x + q 1/4+ε x −1/2 (log x) 1/2 + (log log x) holds for any multiplicative function f (n) satisfying the condition |f (n)| 1. Obviously, this bound is non-trivial when q 1/2+δ 1 x exp exp q 1/2−δ 2 for some positive δ j = δ j (ε) > 0. The aim of this paper is to improve a general bound (3) and to obtain some particular estimates for S q (x; f ) for √ q (log q) x q and for some particular functions f (n). The main results of the paper are the following (in theorems 1-4, f (n) denotes any multiplicative function satisfying the condition |f (n)| 1). Theorem 1. Let 0 < ε < 0.5 be any fixed constant,1 (ε) is a sufficiently large integer, and suppose that q 1/2+ε
x q. Then the following estimate holds:
log log q ε log q .
Theorem 2. Let γ > 0 be any fixed constant;2 (γ) is a sufficiently large integer, and suppose that √ q e (log log q) 1+γ
x q.
If τ (q) e 0.25(log log q) 1+γ then the following estimate holds:
Theorem 3. Let γ > 0 be any fixed constant,3 (γ) is a sufficiently large integer, and suppose that √ q (log q)
If τ (q) (log q) γ/4 then the following estimate holds:
|S q (x; f )| 281 x log log log q γ log log q .
Theorem 4. Let γ > 0 be any fixed constant,4 (γ) is a sufficiently large prime, and suppose that x √ q(log q)e (log log log q) 1+γ .
Then the following estimate holds:
In some cases, the sum S q (x; f ) is estimated with power-saving factor. Such estimates are based on the bounds for double Kloosterman sums obtained by J. Bourgain [2, Appendix] . In particular, the following assertions hold true.
Theorem 5. Let 0 < ε < 0.1 be any fixed constant,4 (ε) is prime and suppose that q 1/2+ε
for some absolute constant c > 0.
Theorem 6. Let 0 < ε < 0.1 be any fixed constant, k 1 is a fixed integer,5 (ε; k) is prime and suppose that q 1/2+ε
for some constant c = c(k) > 0.
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The below assertions are necessary for the proof of theorems 1-6. Lemma 1. Suppose that 2 y x and let Φ(x, y) be the quantity of numbers n x free of prime divisors y. Then Φ(x, y) x log y + 13.5x (log y) 2 .
This estimate can be derived by standard technic of Selberg's sieve. The details of the proof are contained in [10] .
Lemma 2. Suppose that 15 y < x and let Ψ(x, y) be the quantity of numbers n x free of prime divisors > y. Then
Proof. We will follow the proof of Theorem 1 from [14, Part III, ch. III.5, §5.1]. Setting α = 2 3 (log y) −1 , we get
where
and P (n) denotes the largest prime divisor of n. Next, for any prime p y and any ν 1 we obviously have
Hence, using Theorem 9 from [13] , we have for any z 2:
where A = 1.01624e 2/3 . Next, the inequalities α 2 3 log 15 
n .
Now one can check that
3 log y < 5 4 α log p for any prime p y. Using the corollary of Theorem 6 from [13], we find:
Thus we obtain:
we finally get:
where C = 67.21.
Lemma 3. Let q 3, a, b, M, N be the integers, 1 < N < q. Then the following estimates hold:
Proof. The derivation of the first estimate from the classical A. Weil's theorem [16] is contained in the paper of T. Estermann [5] . The second estimate easily follows from the chain of relations
and the obvious inequalities |γ c | 1, (a, b + c, q) (a, q) for any c, −q/2 < c q/2.
where γ denotes Euler's constant.
This is the consequence from prime number theorem (see, for example, [12, ch. 3 
, §5]). §3. Proofs of theorems 1-4
First we prove the main lemma which allows one to derive theorems 1-4 in the uniform manner.
Lemma 5. Suppose that x q, x √ q(log q)(log log q) 2 → +∞, and let f (n) be any multiplicative function such that |f (n)| 1. Then the sum
satisfies the estimate |S| x(∆ 1 + ∆ 2 + ∆ 3 ), where
, C is the constant from lemma 2, X and Y satisfy the following conditions
Proof. Let us choose any X, Y satisfying (4) and put I = (X, Y ]. Further, we denote denote by A r the set of n, 1 n x, (n, q) = 1, having exactly r prime divisors from I and counting with multiplicities (r = 0, 1, 2, . . .).
Then any n ∈ A 0 is expressed in the form n = uv or in the form n = u where all prime divisors of u does not exceed X (or u = 1) and all prime divisors of v are greater than Y . Fixing u, we have at most Φ(xu −1 , Y ) possibilities for the factor v. Summing over u and using lemmas 1,4 we obtain that the number of n = uv, n ∈ A 0 , does not exceed
Next, using the notations of lemma 2, we conclude that the number of n = u, n ∈ A 0 is less than
In view of (4), we have (log x)/(2 log Y ) 1. Thus we get:
Hence, setting
we get
Suppose now that r 1 and consider all the products pm where p and m run independently the sets I and A r−1 . If n ∈ A r is not divisible by squares of primes from I then it arises exactly r times among these products with the conditions (p, m) = 1, (pm, q) = 1. Therefore,
where |θ| 1 and s r denotes the number of n ∈ A r divisible by p 2 for some p ∈ I. If we omit the condition (p, m) = 1 in the inner sum then the corresponding error is less than 1 r p>X x p 2 < xX −1 r in absolute value. Thus we obtain:
r . Now let us split I into intervals Q < p Q 1 where Q 1 2Q and denote
Since m xQ −1 for any m in the sum then
By Cauchy's inequality,
and the numbers a 1 , p 2 − p 1 has the same greatest common divisor with q: (a 1 , q) = (p 2 − p 1 , q) = δ. Using lemma 3, we find
Obviously, δ p 2 − p 1 Q. Hence, the last sum does not exceed
Therefore,
and hence
X and summing both parts of (5) over k, we obtain:
Summing over r, 1 r (log x)/ log X and noting that r 1
we find that r 1 |S r | < 7x 2 1.5
log log x + 2x X log log x < < 7x 2 1.5
log log q.
Finally we get:
Lemma is proved. Now theorems 1-4 easily follow from lemma 5. Indeed, if x q 1/2+ε then we take X = (log q) 2 , Y = q ε /4 and suppose q to be so large that τ (q) q ε /9 . By lemma 5, we get
log log q log q ,
1/2 log log q < q − ε /4 .
Since 8(C + 3) < 561.7, then theorem 1 follows. Further, if x √ q e (log log q) 1+γ , τ (q) e 0.25(log log q) 1+γ then we set X = (log log X) 4+2γ , Y = e 0.25(log log q) 1+γ . Lemma 5 gives
log log log q (log log q) 1+γ , ∆ 2 7 2(2 + γ) (log log log q) −0.5 (log log q) 1+γ ,
0.25(log log q) 1+γ √ q (log q)e 0.25(log log q) 1+γ
√ q e (log log q) 1+γ 1/2 < e −0.1(log log q) 1+γ , and we arrive at theorem 2.
Next, if x √ q (log q) 1+2γ , τ (q) (log q) γ/4 then, setting X = (log log q) 4 , Y = (log q) γ we obtain ∆ 1 4(C + 3) log log log q γ log log q , ∆ 2 7(log log log q) −0.5 2 log log q ,
1/2 log log q < (log q) −γ/5 .
Since 4(C + 3) < 280.9 we get the assertion of theorem 3. Finally, in the case of prime q and x √ q (log q)e (log log log q) 1+γ we set X = (log log q) 4 , Y = e 0.5(log log log q) 1+γ and then obtain ∆ 1 4(C + 3) (log log log q) γ , ∆ 2 (2 log log log q) −0.5 log log q ,
√ q (log q)e 0.5(log log log q) 1+γ (log log q) 2 √ q (log q)e (log log log q) 1+γ 1/2 < e −0.1(log log log q) 1+γ .
Theorem 4 is proved.
We conclude this section with some remarks. Thus, in the case of prime q and e (log q) 4/5 (log log q) 5 x q 4/7 , the sums S q (x; f ) with
2 | x 2 + y 2 = n} and so on, were estimated in [9] . Moreover, if q is prime then a slight modification of the arguments from [3] , [10] leads to non-trivial bounds for the very short sums S q (x; f ). Namely, the estimate n x f (n)e q (an * ) xD
log q (log log q) −2 holds for any x, e (log q) 2/3 (log log q) 4/3 < x √ q, and the estimates n x f (n)e q (an
holds for e (log q) 2/3 (log log q) 1/3 < x √ q. §5. Some particular cases of the sum S q (x; f )
For some arithmetical functions f and for the prime moduli q, the sum S q (x; f ) is estimated with power-saving factor for x q 1/2+ε . Such estimates are based on the following very deep result of J. Bourgain [2] .
Lemma 6. Suppose that q is prime, (a, q) = 1, 0 < ε < 0.1, and let M, M 1 , N, N 1 satisfy the following conditions:
Suppose also that complex-valued sequences α m , β n satisfy the inequalities |α m | τ (m), |β n | τ r (n) for some fixed , r 1. Then the sum
obeys the estimate |W | c 1 M N q −c ε 4 , where c > 0 is an absolute constant and c 1 > 0 depends on ε, and r.
The original paper of J. Bourgain [2] does not contain the precise expression for the decreasing factor q −c ε 4 . It's calculation was made by R.C. Baker [1] for the case b ≡ 0 (mod q). However, the arguments of Baker can be adapted without big efforts for the case (b, q) = 1.
Proof of Theorem 5. Let us take y = q ε /4 , F (n) = e q (an * + bn) in the identity
(see, for example, [8, ch. 2, §6, theorem 2]). Writing the right-hand side of (7) in the form −Σ 1 − Σ 2 + 2Σ 3 (where the notations are evident) and using lemma 3, we get:
Further, we split the sum Σ 2 to (log q) 2 sums W of the type (6), but with the additional restriction mn x. Setting N 2 = min (N 1 , xm −1 ), α m = a m , β n = µ(n) we obtain:
where the sum W c has the same form as the sum in (6), namely:
Obviously, |α(m)| |α m |, |β(m)| = |β n |. Using lemma 6, we find sequentially
Estimating the sum Σ 3 trivially, we arrive at the desired assertion.
Lemma 6 allows one to estimate with power-saving factor and x q 1/2+ε the sums S q (x; f ) where the arithmetical function f does not satisfy the condition |f (n)| 1.
Proof of Theorem 6. In the case k = 1 the inequality (8) follows from lemma 3. Suppose that the estimate (8) holds for any sum S k−1 (y) with q 1/2+ε y q and then verify it for the sum S k (x). Setting F (n) = e q (an * + bn) for brevity and using Dirichlet's hyperbola trick, we find We split every sum Σ j , j = 1, 2, 3, to (log q) 2 sums W of the type (6), but with the additional restriction uv x (in the cases j = 1, 2). Using the same arguments as above, we get Σ j xq −c ε 4 . Theorem is proved.
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