In this work we explore a semi-mechanistic model that considers cortisol's permissive and suppressive effects through the regulation of cytokine receptors and cytokines respectively. Our model reveals the proactive role of cortisol during the resting period and its reactive character during the body's activity phase. Administration of an acute LPS dose during the night, when cortisol's permissive effects are higher than suppressive, leads to increased cytokine levels compared to LPS administration at morning when cortisol's suppressive effects are higher. Interestingly, our model presents a hysteretic behavior where the relative predominance of permissive or suppressive effects results not only from cortisol levels but also from the previous states of the model. Therefore, for the same cortisol levels, administration of an inflammatory stimulus at cortisol's ascending phase, that follows a time period where cytokine receptor expression is elevated ultimately sensitizing the body for the impending stimulus, leads to higher cytokine expression compared to administration of the same stimulus at cortisol's descending phase.
Introduction
Inflammation is a critical component of body's response to a variety of harmful stimuli such as infection and trauma. Under normal circumstances, the bi-directional flow of information between immune and neuroendocrine systems removes the pathogen or repairs the damaged tissue and restores homeostasis [1] . The principal peripheral effectors of the neuroendocrine system are glucocorticoids that are regulated by the hypothalamic-pituitary-adrenal (HPA) axis, and the catecholamines norepinephrine/epinephrine which are secreted by the sympathetic nervous system [2] . Mainly due to their immunosuppressive actions, glucocorticoids (cortisol in humans) have been regularly utilized for the treatment of autoimmune diseases and inflammatory disorders [3, 4] . Glucocorticoids induce their antiinflammatory action through suppressing the production of numerous pro-inflammatory mediators (cytokines) such as IL-1 (interleukin-1), IL-2, IL-3, IL-6, and IFN-γ (interferon-γ) which are dangerous in excess [5, 6] . Along with their immunosuppressive role, it has long been suggested that they enhance the response to external stressors rather than solely limiting it [7] . Therefore glucocorticoids have been shown to up-regulate the expression of cytokine receptors [8] [9] [10] [11] [12] sensitizing the target cells to an upcoming stimulus. Interestingly, these opposing glucocorticoid effects do not cancel each other out, but are rather providing an optimal defense mechanism [13] . Investigation of the dynamics giving rise to glucocorticoids permissive and suppressive actions could provide insight into the emergent dynamics of response to stress.
Glucocorticoids exert their genomic effects through two types of receptors: type I (mineral corticoid receptor, MR), and type II (glucocorticoid receptor, GR) that after binding to glucocorticoid ligand, they translocate to the nucleus where they interact with specific promoter regions named glucocorticoid responsive elements (GREs) to activate appropriate hormone-responsive genes [14] [15] [16] . Since the affinity of MR to cortisol is much higher compared to that for GR [17] , it has been hypothesized that lower cortisol levels mediate downstream effects mainly through MR while at higher cortisol concentrations binding to GR dominates [18, 19] . In the context of immunity and inflammation, lower cortisol levels have been further shown to act proactively, thus enhancing resistance to infection [20, 21] while suppressive actions are a characteristic of higher glucocorticoid levels [7] .
We have previously presented a number of in silico studies of acute inflammation [22] [23] [24] [25] [26] [27] . In the present work we further explore cortisol's dynamic behavior taking into consideration its inducing effect on pro-inflammatory cytokine receptors aiming to elucidate the balance between its suppressive and permissive effects. Particularly in the work herein, cortisol's permissive effects represent the MR-mediated induction of cytokine receptors whereas cortisol's suppressive effects represent the GR mediated suppression of cytokines. Furthermore, we account for circadian rhythmicity present both at the single immune cell level (periphery) by peripheral clock genes (PCGs) as well as at the systemic level of hormonal secretion.
Our model describes cortisol's antagonistic effects during the course of day. Permissive effects are accentuated during the dark (rest) period where the body is building its defense for the impending activity phase whereas during the light (active) period immunosuppressive characteristics of cortisol are denoted [7] . Thus we predict that acute LPS administration at night results in higher levels of cytokines compared to LPS administration at morning time. Furthermore, our model indicates that increased cytokine receptor expression during the night, leads to a more potent inflammatory response when acute stimulus is administered at cortisol's rising phase compared to its descending phase even for the same cortisol values. This hysteretic behavior further illustrates cortisol's preparative role for either sensitizing or desensitizing the body.
Materials and Methods

2.1.
Modeling circadian rhythms at the systemic and peripheral level 2.1.1. Cortisol and glucocorticoid/mineralocorticoid receptors pharmacodynamics-The overall model is depicted in Figure 1 . At the systemic level we considered the daily secretion of cortisol (F) using the "two rates" model [24, 25, 28] , where a zero-order production term (RF) is set to two different values simulating the increased cortisol production at morning and the lower production at the rest of the day (Equation 1). In Equation 1, mod represents the remainder (modulo operation) of the division of time (t) with 24.
Subsequently, cortisol reaches peripheral cells (Equation 2) where it diffuses into their cytoplasm, and binds to the active forms of its two receptors (MR* c and GR* c ). Similar to the model of [29] we hypothesize that cortisol activates, though phosphorylation, the two receptors [30, 31] rendering them active and able to bind cortisol (Equations 3 and 6). ) and ultimately binds to the GRE at the promoter regions of target genes (Per/Cry, cytokine receptors and cytokines) [32] .
(1) (2) Mineralocorticoid receptor (3) (4) (5) Glucocorticoid receptor (6) (7) (8) Subscript c denotes the level of single peripheral cell. In order to account for the different compartment at the peripheral level, we assumed a transient compartment model (Equation 2) [33] using a mean transient time of τ=15 min [34] . We further assumed that the phosphorylation/dephosphorylation reactions of glucocorticoid and mineralocorticoid receptors (Equations 3 and 6) are governed by Michaelis-Menten kinetics [29] . Finally, in accordance with the theoretical model of [7, 13] we assumed a dissociation constant of cortisol for GR (K F,GR ) equal to 30 (Equation 6 ) and for MR (K F,MR ) equal to 0.5 (Equation 3). We further assumed similar reaction kinetics for the two receptors binding and translocation to the nucleus (Equations 4-5, and 7-8). Table 2 provides further information on variable notation.
2.1.2.
Peripheral clock genes dynamics-The molecular machinery of peripheral cells that is responsible for circadian time keeping includes a family of genes named clock genes which through transcriptional, translational a and post-translational feedback loops maintain circadian expression rhythms [35] . It is by now well established that rhythmicity in peripheral tissues is originated from the cell autonomous oscillatory activity of peripheral clock genes (PCGs) [35] . These peripheral oscillators are entrained by systemic signals carrying the photic information and as such they are in synchrony with the environment. In-vitro experiments in rat-1 fibroblasts have indicated that individual cells can maintain rhythmicity even without entrainment but become desynchronized and fall out of phase ultimately presenting a blunted ensemble amplitude [37, 38] . Furthermore, experiments in human peripheral blood mononuclear cells (PBMCs) and fibroblasts [39] [40] [41] have indicated that glucocorticoids can be particularly interesting putative entrainers of PCGs. In the present work, in accordance with our previous modeling efforts [42] , we incorporate the entrainment of peripheral immune cells by cortisol by considering the binding of glucocorticoid/receptor complex to the GRE present at the promoter region of Per and Cry clock genes (Equation 9, last additive term) [43, 44] . By this we aim to further investigate the translation of PCGs rhythmicity to pro-inflammatory cytokine expression [45] .
2.1.3.
Modeling circadian rhythms of pro-inflammatory cytokines and cytokine receptors-Pro-inflammatory cytokines, such as interferon γ (IFN-γ), interleukin 1 (IL-1), or tumor necrosis factor α (TNF-α), exhibit distinct circadian rhythmicity with peak during the early morning periods [46, 47] . Cortisol has been recognized as a critical driver of circadian cytokine secretion [48] . In particular, experimental evidence suggests that cortisol mediated repression of cytokine expression is reduced by glucocorticoid receptor antagonist [49] [50] [51] [52] , further illustrating a GR mediated cytokine inhibition. Therefore, FGR(N) mediated inhibition of the expression of a cytokine's mRNA, (mRNA P,c Equation 16), is simulated as an indirect response that further considers the saturation of cortisol receptor complex (cortisol's suppressive effects). Cytokine circadian rhythms persist even in absence of systemic cues due to the presence of local peripheral clocks that are mediated by PCGs [45] . Therefore, the cytokine production is further regulated by Per/Cry to express the peripheral (autonomous) regulation of cytokine secretion. Finally, we simulate the "autocatalytic" role of proinflammatory cytokines [53] [54] [55] by further considering cytokine mediated induction of expression of mRNA P (Equation 16). After transcription, mRNA P,c further translates to its corresponding cytokine (P c , Equation 17 ).
Cortisol's mediated upregulation of cytokine receptors mRNA (mRNA Rp, c , Equation 18) was also modeled via an indirect response model where the nuclear component of cortisol/ mineralocorticoid receptor complex, FMR(N), regulates the transcription of mRNA Rp (cortisol's permissive effects). Following translation, the cytokine receptor (R P , Equation 19 ) binds to cytokine ligand forming cytokine/cytokine-receptor complex (PR P,c , Equation 20) which feeds back to mRNA P . The ensemble cytokine levels, P ens , were assumed to follow dynamics accounting for secretion of cytokines from the ensemble of peripheral immune cells with a simple degradation term (Equation 21). Compared to P that represents secretion of P at the cellular level, P ens simulates pro-inflammatory cytokines at the systemic level of peripheral blood. The response of the system to an acute inflammatory challenge is based on our previously published model of human endotoxemia. Administration of low doses of endotoxin (lipopolysaccharides, LPS) in healthy individuals evokes signs and symptoms characteristic of systemic inflammation, making it a practical experimental model of systemic inflammation in humans [56] . LPS regulates the production of inflammatory mediators by binding to its Toll-Like receptor 4 (TLR4). This provides a controlled model of TLR4 agonist-induced systemic inflammation which has been used to study how inflammation activates physiological system (hormonal release, neural activity) as well as how exogenous treatment can modulate inflammation (hormone treatment, vagal stimulation). Based on recent experiments, our current work considers the cell autonomous circadian rhythmicity of TLR4 which is induced indirectly by PCGs [45] ( Equation 23). (22) (23) (24) (25) The binding of LPS to its receptor, TLR4, (Equations 22-24) induces the indirect transcription of the mRNA of pro-inflammatory cytokines (P) ( Equation 16). We simulate the inhomogeneity of the peripheral cells by accounting for a population of (1000) cells. Intercellular variability is introduced by uniformly varying the parameters of single cell variables by 5% of their original value for each cell (Equations 3-20 and 23-25). Parameters of Equations 3,6,16-21 have been estimated based on cytokine and cortisol experimental data [47] . All the other model parameters have been adopted from our previous work. All the parameters of the model are presented in Table 1 .
Results
Our in-silico study aims to investigate the circadian interplay of cortisol's permissive and suppressive balance of effects as well as its implications with respect to acute stress. In order to evaluate cortisol's antagonistic effects we consider the actions of pathway through the mineralocorticoid and glucocorticoid receptors in the model shown in Figure 1 . In order to explore the circadian dependence of the sensitivities of our model, we analyzed the response to an acute LPS stimulus at different times of day. We conducted a series of in silico experiments where LPS was injected at different times during the day and we recorded the maximum predicted levels of cytokines (denoted as max P ens ) during the 24 h period post-injection. The LPS levels were assumed to induce an acute, self-resolving inflammatory response. Figure 3A depicts homeostatic cortisol rhythm (left panel, solid line) along with the maximum P ens level, while Figure 3B expresses a "phase plane"-like plot of the same data. It is important to realize that the figure depicts the level of cortisol at the time of the injection, whereas the maxP ens denotes the maximum cytokine levels at some future time. A superficial reading of the figure may imply that the response is rather expected: the lower the cortisol's level at the time of the injection of LPS, the higher the cytokine production, and vice versa. Closer examination, however, reveals a far more interesting and complex response.
Cortisol's profile can roughly be separated in four domains. Periods where cortisol remains close to its nadir (n) or zenith (z) levels, and periods where cortisol is at its ascending (a) or descending (d) phase ( Figure 3A , left panel solid line arrows). Generally, lowest responsiveness, expressed as low maximum P ens value, was observed at times where cortisol was indeed around its zenith (z) levels ( Figure 3A , roughly from 6am to12pm). Figure 3B , however, indicates that even for the same cortisol values the response of the system upon an acute LPS stimulus can be different depending on whether cortisol is at its ascending (a) or descending (d) phases. Even during periods where cortisol is close to its zenith (z) or nadir (n) levels, Figure 3B also indicates significantly different sensitivities of the response relative to cortisol level.
To further elaborate on the underlying dynamics leading to changes in P ens levels following acute LPS administration, Figure 4 depicts the permissive/suppressive effects of cortisol relative to time ( Figure 4A ) and cortisol levels ( Figure 4B ). Cortisol's permissive effects quantify the cortisol's mediated induction of cytokine receptor through mineralocorticoid receptor ( , Equation 18 ) whereas the suppressive effects quantify the cortisol-mediated suppression of cytokine secretion through glucocorticoid receptor (
Equation 16
). Figure 4A indicates that when cortisol is near its nadir (n) levels, the permissive effects are greater than the suppressive. As cortisol increases, moving to its peak levels (ascending phase), the suppressive effects begin to increase and eventually dominate leading to a switch near the zenith (z) levels where the suppressive effects dominate. On the other hand, as cortisol decreases while moving towards its circadian nadir levels (descending phase) the permissive effects begin to dominate until eventually reaching cortisol's nadir (n) to where permissive effects are greater than suppressive. Figure 4B further illustrates the relative impact of cortisol's permissive/ suppressive effects as a function to cortisol levels.
Discussion
The balance between cortisol's suppressive and permissive effects is crucial for the maintenance of homeostasis as well as the response of the body to stress. Rhythmic hormonal and metabolic signaling between organs establishes proper phase relations among the various clocks and these rhythmic signals play a major role in immune [57] [58] [59] and metabolic functions [60] conferring adaptive advantages by means of anticipatory control mechanisms [61] . In this work, we examined the interplay between cortisol's, seemingly, antagonistic effects by investigating cortisol mediated regulation of cytokine receptors and cortisol mediated inhibition of cytokines.
The time of day dependence of the immune response has been extensively studied in animal and human models and appears to be regulated both by central and peripheral circadian clocks that function autonomously [45] . In our model we considered the existence of circadian oscillation both at the central level of hormone secretion (Equation 1) as well as the peripheral level of immune cells (Equations 2-25 ). In particular, autonomous oscillations at the central level (cortisol, F) are described by a "two rates model" (Equation 1 ) with a zero-order production term (RF) simulating the distinct cortisol production levels during the day [28] . At the level of peripheral immune cells (denoted by the subscript c, Equations 2-20 and 23-25) autonomous oscillations are driven by the convolution of positive and negative feedback loops further regulating the rhythm of pro-inflammatory cytokines (mRNA p , Equation 16 ). In order to further account for rhythmicity at the tissue/organ level, we considered a representative population of 1000 cells where intercellular variability was introduced by varying the parameters of the equations representing peripheral cell level (Equations 2-20 and 23-25) by ±5% of their nominal value [62] . In contrast to our prior modeling efforts [24, 25] , in the work presented herein we omitted several inflammatory parameters (i.e. anti-inflammatory cytokines, melatonin, epinephrine) that may also play a role in body's response to acute stress. As the main focus of this work was the investigation of cortisol's permissive/suppressive effects and its forward effects on pro-inflammatory cytokines, our main assumption is that we can use pro-inflammatory cytokines as a representative pro-inflammatory signal of body's stress response, and cortisol as a representative anti-inflammatory hormone that inhibits the pro-inflammatory surge and restores homeostasis. Figure 2 depicts the homeostatic response of our model at the population (thick black lines Figure 2A and Figure 2B ) and single cell level (grey lines, Figure 2B ). Introduction of intercellular variability leads to a distribution of phases, amplitudes and periods for each peripheral cell. We have previously [42] discussed that cortisol's rhythmic secretion synchronize the population of peripheral cells in order to maintain a narrow distribution of periods and phases that is further mediated to cytokine rhythm ( Figure 2B ). The average of single cell responses is optimized in order to be in accordance with available experimental data (Figure 2A, 2B) [47] . In particular, parameters of the Equations 3,6,16-21 were estimated based on the available experimental evidence of cortisol and pro-inflammatory cytokines, whereas the rest of the parameters values were adopted from our previous publications [25, 42] . However, similar to our previous modeling efforts, the dynamics observed in this work do not represent parameter-specific responses but are rather indicative of dynamics present at a larger parameter regime and are highly based on model structure and underlying assumptions.
Experimental data suggest that circadian rhythms can influence the human response to an inflammatory challenge [45] . The work of [63] further demonstrated that diurnal variation of human's susceptibility to endotoxin may be due to a suppression of the cytokine effects by glucocorticoids. Our model demonstrates that the time of day dependence of the inflammatory response is a broader function of the relative strength of the pro-and antiinflammatory characteristics of cortisol and, likely, does not reflect a simple dose-response. Our time of day response to endotoxin dependence results ( Figure 3A) , are in agreement with experimental data of human endotoxemia showing that acute LPS administration at 12am results to a more pronounced inflammatory response and higher cytokine expression compared to LPS administration at 12pm [64] . Furthermore, our predictions lie in close proximity with our own work (unpublished data) showing that healthy volunteers challenged with endotoxin at 9pm present significantly higher secretion of cytokines compared to volunteers challenged with LPS at 9am. Furthermore, ex-vivo studies [48] also indicate that cytokine peak production occurs at night when cortisol level is lowest. Interestingly, Figure  3B illustrates that acute LPS administration at times when cortisol maintains same levels (i.e. F per =1) can result in significantly different cytokine levels depending on if LPS is administered at cortisol's ascending or descending phase. In particular, administration of LPS stimulus during cortisol's ascending (a) phase results in higher cytokine secretion compared to LPS administration at cortisol's descending (d) phase. Similar response is observed at cortisol's nadir (n) and zenith (z) levels where despite cortisol's constant levels, our model present significantly different inflammatory responses. Cortisol's complex dynamics embedded in the ascending and descending phases has also been evaluated in the context of light induction both experimentally [65] as well as in silico in our recent work [66] , where we demonstrate that a bright light stimulus at the rising phase of cortisol due to the reduced intensity of FRn central negative feedback, leads to a more pronounced downregulation compared to a stimulus at the descending phase. Administration of acute LPS stimulus may also affect circadian rhythmicity at the peripheral level [67] . In particular, experimental evidences suggest that in-vivo endotoxin suppresses clock gene expression [68] possible through the secretion of pro-inflammatory cytokines [69] . The present model does not include this interaction since our work explores mainly cortisol's permissive/ suppressive effects. However, we would wait that an LPS-mediated disruption of PCGs rhythmicity would have only a small impact on the expression of cytokines (Equation 16 ), since the main driver of cytokine rhythmicity is cortisol's mediated downregulation of cytokine expression (Equation 16).
Cortisol's "permissive" effects likely sensitizes immune cells to an upcoming challenge [70] and has been argued that this is mediated through an increase in the number of cytokine receptors [12, 71] . Recently, we demonstrated that 24 hr cortisol infusion in healthy individuals, as means to emulate periods of increased stress, enhanced expression of genes encoding for cytokine receptors [10] . This surge in cytokine and pattern recognition receptors had been further linked with priming effects of cortisol on the immune function. In the model presented herein, cortisol's permissive effects are represented by the induction of pro-inflammatory cytokine receptors (Equation 18 ) and suppressive by the suppression of cytokines (Equation 16 ). Particularly, in accordance with experimental evidence [19] we investigated the scenario under which permissive cortisol effects are mediated through the nuclear compartment of cortisol-mineralocorticoid receptors (FMR(N)), while suppressive effects by cortisol-glucocorticoid receptor nuclear compartment (FGR(N) ). Figure 4 shows the relative contribution of permissive and suppressive effects of cortisol during the day as quantified by the terms regulating the two effects in Equation 16 and 18( and respectively). At times when cortisol maintains its nadir (n) values, permissive effects are elevated compared to cortisol's suppressive effects ( Figure 4A ). In particular, Figure 4B depicts that near cortisol's nadir levels, there is a switch from a state where suppressive effects are greater (activity phase of previous day) to a state where permissive effects are greater. During this time of the day cortisol acts as a priming agent, sensitizing the organism in preparation for the activity phase. This further implies that LPS administration at consecutive times at cortisol nadir (n) levels will result in higher cytokine levels until a point where cortisol reaches nearly the end of its ascending (a) phase ( Figure 3A right axis dotted line, Figure  3B ). At cortisol's ascending (a) phase, permissive effects still retain higher values compared to suppressive in contrast with cortisol's descending phase where the adverse is true ( Figure  4B ). This hysteretic behavior where the previous states of the model regulate its response, leads to a higher response when LPS stimulus is introduced at times when cortisol is at its ascending (a) phase ( Figure 3B , Figure 3A ) compared to when cortisol is at its descending (d) phase even for the same cortisol levels. Hysteresis generally arises in systems that contain a positive feedback loop or a mutually inhibitory, double negative-feedback loop [72] . In our model this positive regulation is articulated through cortisol mediated induction of its own receptors (GR* and MR*, Equation 3 and 6). Hysteretic behavior is regularly seen in biological systems [73, 74] and it has been linked with tolerance against intracellular noise [75] .
The physiological properties of mineralocorticoid/glucocorticoid receptors included in this model are based on the theoretical models of [7, 13] . Therefore, the mineralocorticoid affinity for cortisol has been modeled by a lower dissociation constant of cortisol/MR complex (K F,MR Equation 3 vs K F,GR Equation 6 ). Furthermore, in accordance with experimental evidence showing a higher secretion of GR under higher cortisol concentrations [7] , we further assumed a higher maximum rate of GR (k F,GR Equation 6 vs k F,MR Equation 3).The different dissociation constants between the two cortisol's receptors results to a faster saturation of mineralocorticoid receptor as cortisol reaches its zenith values ( Figure 4A ). On the other hand, glucocorticoid receptors will saturate slower but to a higher value. Therefore, nearing cortisol's zenith we observe a switch from a state of higher permissive effects (mediated by mineralocorticoid receptor) to a state where suppressive effects (mediated by glucocorticoid receptor) dominates. This further reveals that although cortisol levels are same at its zenith, administration of LPS stimulus to consecutive times at zenith levels, results in lower maximum P ens levels.
Conclusions
Despite the classical view of glucocorticoids as an endocrine response to stress that generally prevents the stress activated stress reactions from overshooting, their time of day dependent role still remains controversial [7] . Through our modeling effort we aimed to explore the convolution of cortisol's permissive and suppressive effects and their role in the body's time of day dependent response to an acute stimulus. In order to investigate these effects, in accordance with experimental data we assumed that mineralocorticoid receptors mediate cortisol's permissive role through regulating cytokine receptors while glucocorticoid receptors mediate cortisol's suppressive role through suppressing cytokine transcription. Our model points towards a non-dose dependent cortisol effect. In particular, our results unveil the preparative role of cortisol that sensitizes the organism at times of day less likely to get infected (second half of cortisol's nadir (n) and ascending (a) phase), in order to ultimately mount an efficient defensive response at times of day when it is more likely to react to a stimulus (second half of cortisol's zenith (z) and descending phase).
Supplementary Material
Refer to Web version on PubMed Central for supplementary material. Schematic figure of the model. After its rhythmic secretion, cortisol reaches peripheral cell level where it binds to the active form of its two receptors, mineralocorticoid (MR*) and glucocorticoid (GR*) receptors. Cortisol-mineralocorticoid receptor complex (FMR) after its translocation to the nucleus (FMR(N)) induces the expression of cytokine receptors (cortisol's permissive effects denoted by the blue bold line) whereas cortisol glucocorticoid receptor (FGR) after its translocation to the nucleus (FGR(N)) inhibits the transcription of cytokines (cortisol's suppressive effects denoted by the red bold line). Cytokine rhythmicity is also regulated by PCGs network through Per/Cry mRNA. PCGs network incorporates the positive and negative feedback loop among Per, Cry, Bmal1 clock genes and CLOCK/ BMAL1 heterocomplex [36] . Homeostatic responses of A: cortisol (F per ) and B: pro-inflammatory cytokines (P). Grey lines represent single cell profiles and thick black line denotes their average profile. Experimental data from healthy volunteers have been adopted from [47] . Administration of acute LPS at different times of day (TOD). A: Cortisol (F per , solid line, left axis) and maximum ensemble pro-inflammatory cytokine levels (maxP ens , dotted line, left axis) relative to time of day. B: Maximum ensemble pro-inflammatory cytokine levels (maxP ens ) relative to cortisol cortisol levels. Max P ens was calculated for the 24hr following LPS administration. a, d, z, and n denote cortisol's ascending, descending, zenith and nadir levels respectively. Grey dot represents the start of nadir (n) phase. Permissive and suppressive effects of cortisol during the day. A: Cortisol's permissive (perm, dotted line) and suppressive (sup, solid line) effects relative to time. B: Permissive and suppressive effects relative to cortisol levels (F per ).Permissive profile represents the cortisol mediated induction of cytokine receptors through mineralocorticoid receptor whereas suppressive, the cortisol mediated inhibition of cytokines through glucocorticoid receptor . a, d, z, and n denote cortisol's ascending, descending, zenith and nadir levels respectively. Angle brackets denote average levels. 
