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Abstract
Several situations when one can prove weak uniqueness of solutions of Itoˆ equations with
discontinuous or/and degenerate coe&cients are presented. In particular, the cases are considered
in which the set of discontinuity is a cone, or a straight line, or else a discrete set of points.
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1. Introduction
Let d∈{1; 2; : : :} be an integer, let
Rd = {x = (x1; : : : ; xd) : xi ∈R; i = 1; : : : ; d}
be a d-dimensional Euclidean space, and let a(x)=(aij(x))di; j=1 be a symmetric nonnega-
tive matrix-valued and b(x) = (bi(x))di=1 an Rd-valued Borel functions given
on Rd.
It may happen that, for an x∈Rd, there exists a probability space, a d-dimensional
continuous process xt ; t¿ 0, and a d-dimensional Wiener process wt; t¿ 0, given on
this space such that wt+h − wt and {xs; ws : 06 s6 t} are independent whenever
t; h¿ 0 and (a.s.) for all t¿ 0
xt = x +
∫ t
0
√
a(xs) dws +
∫ t
0
b(xs) ds; (1.1)
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where
√
a denotes the nonnegative deHnite square root of the matrix a. In that case
the problem arises as to whether the distribution of x depends on the probability space
and the particular Wiener process. If it does not, we say that weak uniqueness holds
for (1.1) at point x. We say that weak uniqueness holds for (1.1) if it holds at any
x∈Rd.
The problem of weak uniqueness arises in very many situations. One of them is the
problem of constructing di%usion processes, when concrete equations governing the
trajectories are not important and what counts is the Hnite-dimensional distributions of
trajectories. If we want our di%usion process to behave like a solution of (1.1) and
possess the Markov property, then we either have to prove that weak uniqueness holds
for (1.1) or else carefully choose “right” solutions among all possible solutions of
(1.1). Stroock and Varadhan (1979) and Ikeda and Watanabe (1981) are good sources
of information on the state of the problem in the last century and also good sources
of further references related to constructing di%usion processes by using Itoˆ stochastic
equations.
One of strong motivations for this article was to present methods allowing us to
treat the following example.
Example 1.1. In Khasminskii and Krylov (2001) the authors encountered the prob-
lem of weak uniqueness in a particular situation in which d¿ 2, x = (x′; x′′), x′ ∈R,
x′′ ∈Rd−1, and in Eq. (1.1)
1. a(x) = Ix′¿0a+(x′′) + Ix′60a−(x′′), b(x) = Ix′¿0b+(x′′) + Ix′60b−(x′′), b1 ≡ 0;
2. 6 a11± (x
′′)6K , where ; K ∈ (0;∞) are some constants;
3. the Hrst and second order derivatives of a±(x′′) and b±(x′′) are bounded.
Equations with such coe&cients arose in Khasminskii and Krylov (2001) as limit
equations in an averaging problem. However, to be sure that not only subsequences
of processes under consideration converge weakly but the whole sequence does, it is
assumed in Khasminskii and Krylov (2001) that weak uniqueness holds in Example
1.1. As we will see later in Remark 3.1, this assumption holds automatically.
The matrix a in Example 1.1 is discontinuous and degenerate. Generally, even if a
in (1.1) is uniformly nondegenerate but discontinuous, the problem of weak unique-
ness is highly nontrivial. Nadirashvili (1997) and see also an excellent exposition of a
generalization of that paper in Safonov (1999) gives an example in which d¿ 3, a is
uniformly nondegenerate and bounded, b ≡ 0 and weak uniqueness just does not hold.
Hence, we can only hope to Hnd subclasses of equations for which weak uniqueness
holds. Several of them are known for uniformly nondegenerate a. Weak uniqueness
always holds if d6 2 (see, for instance, Krylov, 1969). The continuity of a even if it
also depends on time is known to be su&cient since long ago as well (see Stroock and
Varadhan, 1979). The result of Bramanti and Cerutti (1993) shows that it is enough for
a to be in VMO rather than to be continuous. About 10 years ago the articles (Cerutti
et al., 1993; Krylov, 1992; Safonov, 1994) appear showing that weak uniqueness holds
if the set of discontinuity is discrete or more generally has zero -Hausdor% measure
with su&ciently small . Other su&cient conditions are given when the set of
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discontinuity has special geometric structure: (i) in Bass and Pardoux (1987) where a
is piecewise constant on each polyhedron of a decomposition of Rd into Hnite union of
them, (ii) in Gao (1993) where the set of discontinuity is a hyperplane of co-dimension
one.
However, none of the above references covers Example 1.1 just because a may
degenerate. In a sense, our treatment of it is quite close to some arguments in Bass
and Pardoux (1987), we only add random time change and rely on stronger and more
general results. Some of these results deal with relating weak uniqueness problem
for stochastic equation (1.1) to weak uniqueness for the Dirichlet problem for the
operator L:
u → Lu; Lu(x) = (1=2)aij(x)uxixj (x) + bi(x)uxi(x)
(we use here and throughout the paper the summation convention over repeated in-
dices). This relation is important, in particular, because it allows us to use some results
stated in PDE terms for the problem of weak uniqueness for uniformly elliptic opera-
tors. In connection with this it is worth emphasizing that the nondegeneracy assumption
is not used in Theorems 2.18 and 2.19.
Our main results are stated in Section 2. A rather long discussion of them along with
the discussion of Example 1.1 is given in Section 3. Subsequent Sections 4–6 contain
the proofs of the main results. In the Hnal Section 7 we discuss two general results
one of which is a criterion for weak uniqueness and another one says that a slight
“shaking” of any equation leads to an equation possessing weak uniqueness property.
We use the notation C=C([0;∞); Rd) for the Polish space of continuous Rd-valued
functions given on [0;∞) with a concept of convergence which is equivalent to uniform
convergence on Hnite intervals. By smooth functions or domains we mean inHnitely
di%erentiable functions and domains. If D is a domain in Rd, by C∞0 (D) we denote the
space of inHnitely di%erentiable functions on D with compact support, Lp(D) stands
for the Lebesgue space of functions f such that
‖f‖pLpp(D) =
∫
D
|f(x)|p dx¡∞:
We also need the Sobolev space W 2p(D) of functions u with Hnite norm deHned by
‖u‖W 2p(D) = ‖u‖
p
Lp(D) +
d∑
i=1
‖uxi‖pLp(D) +
d∑
i; j=1
‖uxixj‖pLp(D);
where the derivatives uxi , uxixj are understood in the sense of distributions. Everywhere
in the article K;  are Hxed constants, K; ∈ (0;∞).
The author is sincerely grateful to the referee for pointing out the article by
Gao (1993).
2. Main results
Unless explicitly stated otherwise, we always assume that for all x; ∈Rd, we have
a(x) = a∗(x); ‖a(x)‖+ |b(x)|26K(1 + |x|2); aij(x)ij¿ ||2: (2.1)
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Remark 2.1. Under these conditions Eq. (1.1) has a solution on some probability space.
To show this we take any sequence of smooth an; bn satisfying (2.1) which are such
that an; bn → a; b as n →∞ (a.e.) in Rd. Then, for each n, denote by xnt a solution of
xnt = x +
∫ t
0
√
an(xns ) dw
n
s +
∫ t
0
bn(xns ) ds (2.2)
deHned on a probability space, naturally, with the condition that wnt is a d-dimensional
Wiener process and wnt+h − wnt is independent of wns ; xns ; s6 t for any t; h¿ 0. Since,
the functions an; bn are smooth and satisfy (2.1), the processes xnt are well deHned on
any probability space carrying a Wiener process and the set of distributions of xn· on
C is precompact. The latter and Skorokhod’s embedding theorem allows us to assume,
if necessary upon passing to a subsequence, that, for all n; xn· and w
n
· are deHned on
the same probability space and xn· → x·; wn· → w· (a.s.) for certain processes x·; w·.
Then we pass to the limit in (2.2) and we prove that xt satisHes (1.1). This line of
argument is justiHed in Krylov (1977) if, additionally, a and b are bounded. In our case
they are allowed to have linear growth as |x| → ∞. The reader will easily make the
necessary adjustments after noticing that, for any T ∈ (0;∞), E supt6T |xnt | is bounded
by a constant independent of n (see, for instance, Krylov, 1995).
It is convenient to localize the notion of weak uniqueness.
Denition 2.2. Let D be an open nonempty subset of Rd and x∈D. For y· ∈C intro-
duce
!D(y·) = inf{t¿ 0 : yt ∈ D} (inf ∅ :=∞):
Let xt ; t¿ 0, be a solution of
xt = x +
∫ t
0
√
a(xs)Is¡!D(x·) dws +
∫ t
0
b(xs)Is¡!D(x·) ds (2.3)
deHned on a probability space carrying a Wiener process wt; t¿ 0, and introduce P as
the distribution of x· on C. We say that weak uniqueness holds for (2.3) at point x if P,
the law of x·, is the same for all solutions of (2.3) perhaps given on di%erent probability
spaces. Sometimes the domain D under consideration needs to be emphasized. Then
instead of saying that weak uniqueness holds for (2.3) at point x we say that weak
uniqueness holds for (2.3, D) at point x. We say that weak uniqueness holds for (2.3)
or for (2.3, D) if it holds at any point in D. In the latter case we also say that weak
uniqueness holds for (1.1) until Hrst exit time from D.
As in the case of Eq. (1.1) while speaking about solutions of (2.3) we always assume
that wt+h − wt and {xs; ws : 06 s6 t} are independent whenever t; h¿ 0.
Remark 2.3. Observe that if xt is a solution of (1.1), then obviously xt∧!D(x·) is a
solution of (2.3). However, if we know that weak uniqueness holds for (2.3) with D
replaced with a larger domain, say Rd, formally, we cannot conclude that it holds for
(2.3) as it is. Yet under the standing assumption (2.1) weak uniqueness of solutions
deHned on larger time intervals implies that on smaller ones. To be more precise, Hx
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T ∈ (0;∞) and assume that weak uniqueness holds for (2.3). Also let xt ; t¿ 0, be a
continuous process which satisHes (2.3) only for t ∈ [0; T ] with a Wiener process wt
deHned perhaps also only for t ∈ [0; T ]. Then it turns out that the distribution of x·∧T
on C is uniquely determined by a; b; D, and T .
Indeed, according to Krylov (1973a,b), there exists a function Py(B) deHned for
y∈Rd and Borel B ⊂ C such that Py(B) is Borel in y for every Borel B and, for
every y∈Rd, Py is the distribution on C of a solution of (1.1) with y in place of x.
By “piecing together” the distribution of x·∧$ and Px$ , where $ = $(x·) = T ∧ !D(x·),
one gets a measure P on C corresponding to a process which “behaves” before $
as x·∧$ and after $ as a solution of (1.1) starting at point x$. A rigorous way to
do the “piecing” can be found in Krylov (1973a,b) or Stroock and Varadhan (1979)
(see Theorem 6.1.2 in Stroock and Varadhan, 1979), where one also Hnds that P
corresponds to a solution of (1.1), say Rx·. Then xˆt := Rxt∧!D( Rx·) is a solution of (2.3).
By the assumption the distribution of xˆ· is uniquely determined by a; b, and D. By
construction the distributions of x·∧$(x·) and Rx·∧$( Rx·) coincide and it only remain to
notice that Rx·∧$( Rx·) = xˆ·∧T whereas x·∧$(x·) = x·∧T since xt∧!D(x·) = xt for t6T .
Remark 2.4. Let x∈D. Then weak uniqueness holds for (2.3) at x if weak uniqueness
holds for (2.3, Q) at x for any smooth bounded domain Q such that x∈Q ⊂ RQ ⊂ D.
Indeed, take any increasing sequence of smooth bounded domains Dn such that
x∈ RDn ⊂ D and ⋃n Dn = D. Also let xt be a solution of (2.3). Then
x· = x·∧!D(x·) = limn→∞x·∧!Dn (x·)
in the sense of convergence in C. Furthermore, xt∧!Dn (x·) solves (2.3) with D
n in place
of D, so that if the distribution of xt∧!Dn (x·) is independent of the solution, the same
holds for the distribution of x·.
Here are the main results of the article, the Hrst of which is stated for any domain
D ⊂ Rd perhaps coinciding with Rd.
Theorem 2.5. Assume that 0∈D. Then the following statements are equivalent:
(a) weak uniqueness holds for (2.3);
(b) for any bounded subdomain Q ⊂ RQ ⊂ D \ {0} with boundary of class C∞, weak
uniqueness holds for (2.3, Q);
(c) weak uniqueness holds for (2.3) at 0;
(d) for each point y∈D there is an open ball Br(y) of radius r ¿ 0 centered at y
such that weak uniqueness holds for (2.3,Br(y)).
Remark 2.6. The implication (b) ⇒ (a) generalizes Theorem 5.5 of Bass and Pardoux,
1987 in which a is assumed to depend only on x=|x|.
Remark 2.7. The implication (d) ⇒ (a) would follow almost immediately from The-
orem 6.6.1 of Stroock and Varadhan (1979), at least for bounded a and b if we knew
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that one can continue the coe&cients outside of each Br(y) so that new equations
in the whole Rd possess weak uniqueness. One could also prove this implication by
“piecing together” solutions in each ball in the spirit of Remark 2.3. We prefer to give
a rather short proof based on Theorems 2.14 and 2.11, which relate weak uniqueness
for stochastic equations to that for elliptic operators.
Remark 2.8. It is well known that if a; b are locally Lipschitz continuous in D, then
any solution is a measurable function of w· and hence weak uniqueness holds. In that
case the third condition in (2.1) is not needed. Theorem 2.5 implies that, even if the
local Lipschitz condition is satisHed only in D \ {0}, still weak uniqueness holds (but
then the nondegeneracy condition is required).
Remark 2.9. There is another “classical” statement saying that weak uniqueness holds
for (2.3) if and only if it holds for (2.3) with 0 in place of b.
This fact follows almost immediately from Girsanov’s theorem. We show how to
derive the “only if” part leaving the “if” part to the reader. Let xˆt be a solution of
(2.3) with 0 in place of b. Then by Girsanov’s theorem for any T ∈ (0;∞) and Borel
function f(y·)¿ 0; y· ∈C, depending only on yt; t6T , we have
Ef(xˆ·) = Ef(x·) exp
(
−
∫ T
0
It¡!D(x·)b
∗a−1(xt) dxt
+(1=2)
∫ T
0
It¡!D(x·)|a−1=2b(xt)|2 dt
)
; (2.4)
where xt is a solution of (2.3) for t ∈ [0; T ]. By Remark 2.3 the distribution of x·∧T
is uniquely determined by a; b; D, and T , so that by (2.4) the same holds for Ef(xˆ·).
Since this is true for any T , the distribution of xˆ· is uniquely determined by a; b; D,
that is, weak uniqueness indeed holds for (2.3) with 0 in place of b.
Wider su&cient conditions for weak uniqueness for (2.3) to hold can be obtained
on the basis of the theory of elliptic equations.
Let c= c(x) be a nonnegative Borel bounded function on Rd. It is well known that
if a; b; c are smooth and D is a bounded C∞-domain, then there exists a unique (up
to equivalence in y) Green’s function of the operator L− c in D with zero boundary
data, that is there exists a Borel nonnegative function g(x; y); x; y∈ RD, such that for
any f∈C∞( RD) the unique solution u∈C∞( RD) of the problem
Lu− cu=−f in D; u= 0 on @D
is represented as
u(x) =
∫
D
g(x; y)f(y) dy; x∈ RD:
Denition 2.10. Let D be a bounded C∞-domain, x∈ RD, and let g be a function of
class Ld=(d−1)(D). We call g a Green’s function of L− c (in D with pole at x) and we
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write g∈G(D; L− c; x) if there exists a sequence of functions
an = (aijn )
d
i; j=1; bn = (b
i
n)
d
i=1; cn
given and inHnitely di%erentiable in RD satisfying
an = a∗n ; a
ij
n 
ij¿ ||2; ‖an‖+ |bn|+ cn6K; cn¿ 0 (2.5)
in D for all ∈Rd, and such that an; bn; cn → a; b; c in D (a.e.) and gn(x; ·) → g
weakly in Ld=(d−1)(D), where gn(x; y) is the Green’s function in D corresponding to
the operator Ln − cn, with Lnu := aijn uxixj + binuxi .
We say that weak uniqueness at x holds for the operator L− c in D if there is only
one (up to equivalence) Green’s function of L − c in D with pole at x. We say that
weak uniqueness holds for the operator L− c in D if it holds at any x∈D.
This deHnition can be found in Krylov (1992), few results of which will be also
used in what follows quite often without direct citation. For instance, we know that,
for each x∈D, the set G(D; L− c; x) is a nonempty closed convex compact subset of
Ld=(d−1)(D). Furthermore, for g∈G(D; L− c; x)
‖g‖Ld=(d−1)(D)6N; (2.6)
where N depends only on ; K , and D. Also, obviously g¿ 0 (a.e. D) if g∈G(D;
L− c; x).
DeHnition 2.10 is naturally extended to the case D=Rd. However, in this situation
we require that a and b be bounded and c be bounded away from zero in order to
be sure that the set G(Rd; L − c; x) is a nonempty closed convex compact subset of
Ld=(d−1)(Rd) and (2.6) holds.
Integrals of Green’s functions over subsets , ⊂ D are known to be expected times
which corresponding di%usion processes spend in , before exiting from D. The average
of occupation measure for a process x· seems to be a rather weak characterization of its
distribution in C. On that account the equivalence (a) ⇔ (d) in the following theorem
may look rather surprising.
Theorem 2.11. Let D be a bounded C∞-domain and let 0∈D. Then the following
statements are equivalent:
(a) weak uniqueness holds for equation (2.3);
(b) weak uniqueness holds for the operator L− 1 in D;
(c) weak uniqueness holds for the operator L− c in D;
(d) weak uniqueness at 0 holds for the operator L− 1 in D.
If a and b are bounded, these statements are also equivalent when D = Rd and in
(c) we only take c bounded away from zero.
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Remark 2.12. It follows from DeHnition 2.10 that if g∈G(D; L− c; x) and u∈C∞( RD)
and u= 0 on @D, then
u(x) =−
∫
D
g(y)(Lu− cu)(y) dy: (2.7)
In turn this fact and (2.6) imply that if the set L := {Lu− cu : u∈C∞( RD); u|@D = 0}
is dense in Ld(D), then weak uniqueness holds for L− c in D and, owing to Theorem
2.11, it also holds for the stochastic equation (2.3).
Remark 2.13. Assume that D is smooth and bounded or else D = Rd and then a and
b are bounded. Assume that for any f∈Ld(D) there exists a u∈W 2d (D) vanishing on
the boundary (if D = Rd) such that Lu− u=f. In that case obviously the set L from
Remark 2.12 is dense in Ld(D) and therefore weak uniqueness holds for (2.3).
It is well known (see, for instance, Gilbarg and Trudinger, 1983) that if D is smooth
and bounded and a is uniformly continuous in D, then the above solvability assumption
is satisHed. Thus, weak uniqueness holds for (2.3) if a is uniformly continuous in D
and D is smooth and bounded. Then Theorem 2.5 allows us to extend the result
to unbounded D. We thus get a particular case of results of Stroock and Varadhan
(1979), where time inhomogeneous equations are considered. According to Bramanti
and Cerutti (1993) the continuity of a can be relaxed to the condition a∈VMO. Below
we will see other examples when the solvability is known.
Our study of the relationship between weak uniqueness for (2.3) and weak unique-
ness for the operator L− c in D is based to a very large extent on the following two
theorems.
Theorem 2.14. Let Q be a domain in Rd. Let D be a bounded C∞-domain, x∈D ⊂ Q,
and let g be a nonnegative integrable function on D such that (2.7) holds for any
u∈C∞( RD) with u=0 on @D. Then there is a solution xt of (2.3) with Q in place of
D such that for any Borel bounded f∫
D
g(y)f(y) dy = E
∫ !
0
f(xt)exp
(
−
∫ t
0
c(xs) ds
)
dt; (2.8)
where ! is the 8rst exit time of xt from D. In particular (when Q = D), (a) ⇒ (c)
in Theorem 2.11.
Theorem 2.15. Let D be a bounded C∞-domain, let xt be a solution of (2.3) with
x∈D, ! its 8rst exit time from D, and let $6 ! be a stopping time with respect to
the 8ltration of Ft ={xs∧! : s6 t}. Then there exists a function g(y)=g(!; y) such
that
(a) for almost any !, g∈G(D; L− c; x$);
(b) for any bounded Borel function f given on D, we have almost surely
E
{∫ !
$
f(xt) exp
(
−
∫ t
$
c(xr) dr
)
dt|F$
}
=
∫
D
g(y)f(y) dy: (2.9)
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Eq. (2.9) is highly nontrivial even if $=0 since the set G(D; L− c; x) is deHned by
using approximations by operators with smooth coe&cients and xt in (2.9) is just a
solution of (2.3) obtained perhaps not as in Remark 2.1, but say by piecing together
di%erent solutions.
The following result concerns, basically, the case of piecewise continuous coe&-
cients. We borrow it from Gao (1993) and provide it with a shorter proof.
Theorem 2.16. There exists an .= .(d; ; K)¿ 0 such that if
‖a(x)− a±‖I±x1¿06 . (2.10)
in D (a.e.), where a± are some constant symmetric matrices, then weak uniqueness
holds for (2.3).
Proof. According to Lorenzi (1972) for any f∈Ld(Rd) there exists a unique u∈
W 2d (Rd) such that RLu− u=f, where RLu=(aij+Ix1¿0 + aij−Ix1¡0)uxixj . Furthermore, there
exists a constant N = N (d; ; K) such that
‖u‖W 2d (Rd)6N‖ RLu− u‖Ld(Rd):
A trivial perturbation argument shows that in the above statements one can replace RL
with a˜ij@2=@xi@xj if a˜ is a Borel symmetric matrix-valued function satisfying (2.10) in
Rd (a.e.) for small enough ..
By Remark 2.13 weak uniqueness holds for (2.3, Rd) with a˜; 0 in place of a; b,
respectively. Theorem 2.5 allows us to go from Rd to D and assert that weak uniqueness
holds for (2.3, D) with a˜; 0 in place of a; b. By assumption it is possible to take a˜
coinciding with a in D. Since Eq. (2.3) constructed from di%erent sets of coe&cients
but coinciding in D, obviously have the same sets of solutions, we conclude that weak
uniqueness holds for (2.3) with 0 in place of b. After that Remark 2.9 allows us to
take any b. The theorem is proved.
In low dimensional cases no continuity of the coe&cients is required.
Theorem 2.17. If d6 2, then weak uniqueness holds for (2.3).
This theorem (proved in Krylov, 1969) follows from Theorem 2.5, Remark 2.13,
and the fact that in smooth bounded domains in one or two dimensions there is a
solvability theory in the Sobolev spaces W 22 for elliptic equations with measurable
coe&cients (see, for instance, Ladyzhenskaya and Ural’tseva, 1964).
In the following two theorems the third condition in (2.1) is not needed. We will
see that from their proofs. Recall the notion of pseudo-inverse matrix deHned for any
symmetric nonnegative matrix $ as
$(−1) := lim
.↓0
$(I.+ $)−2;
where I is the unit matrix of the same dimensions as $. The reader will understand
the idea behind Theorem 2.18 easier if he assumes that a12 = a21 = 0. This theorem
generalizes the main result of Cerutti et al. (1996) and also Theorem 4.3 of Bass
and Pardoux (1987), where a(x) is uniformly nondegenerate and is independent of x′′,
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so that conditions (2.12) are automatically satisHed. We use Theorem 2.18 to discuss
Example 1.1 and therefore it is essential for us to admit degeneracy of a and its
dependence on x′′.
Theorem 2.18. Let 16d′¡d; d′′ = d− d′; D=D′ ×Rd′′ with a ball D′ ⊂ Rd′ . We
write x=(x′; x′′), where x′ ∈Rd′ ; x′′ ∈Rd′′ . Represent a=(aij)di; j=1 as the block matrix(
a11 a12
a21 a22
)
;
where
a11 = (aij)i; j=1; :::;d′ ; a21 = (ad
′+i; j)d
′′ ;d′
i; j=1 ;
a12 = a∗21; a22 = (a
d′+i;d′+j)d
′′
i; j=1:
Assume that a11(x) = a11(x′) and b′(x) = b′(x′), take an x′0 ∈D′, and assume that at
x′0 weak uniqueness holds for the equation
x′t = x
′
0 +
∫ t
0
Is¡!D′ (x′·)11(x
′
s) dw
′
s +
∫ t
0
Is¡!D′ (x′·)b
′(x′s) ds; (2.11)
where 11 =
√
a11. Finally, denote
21 = a21
(−1)
11 ; 22 = (a22 − a21a(−1)11 a12)1=2
and assume that for j = 1; 2 and x′ ∈D′; y′′; z′′ ∈Rd′′ we have
‖2j(x′; y′′)− 2j(x′; z′′)‖6K |y′′ − z′′|; ‖2j(x′; y′′)‖6K(1 + |y′′|);
|b′′(x′; y′′)− b′′(x′; z′′)|6K |y′′ − z′′|; |b′′(x′; y′′)|6K(1 + |y′′|): (2.12)
Then weak uniqueness for (2.3) holds at (x′0; x
′′
0 ) for any x
′′
0 ∈Rd
′′
.
Various versions of the next result, which is quite useful, can be found in the
literature (see, for instance, Theorem 6.5.2 of Stroock and Varadhan, 1979). We give
it with a standard proof in order to make our discussion of Example 1.1 self contained.
Theorem 2.19. Take an x0 ∈D and let h=h(x) be a real-valued Borel positive function
on Rd bounded along with 1=h. Then weak uniqueness at x0 holds for (2.3) if and
only if it holds for the equation constructed from ha and hb in place of a and b,
respectively.
Proof. Obviously, it su&ces to prove the “only if” part. For y· ∈C and t; s¿ 0 intro-
duce
F(h; t; y·) = F(t; y·) =
∫ t
0
h(yr) dr;
1(h; t; y·) = 1(s; y·) = inf{t¿ 0 : F(t; y·)¿ s}:
The function F(t; y·) is Borel in y· and continuous and strictly increasing in t. It fol-
lows that it is Borel in (t; y·) as well as its time inverse 1(t; y·). Below we also use
that the function (t; y·)→ yt is Borel measurable.
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Next let Rxt be a solution of (2.3) with (ha; hb) and x0 in place of (a; b) and x,
respectively. Then according to well-known results about random time change (see,
for instance, Krylov, 1995) the process xt := Rx$(t) with $(t) = 1(t; Rx·) is a solution of
(2.3) in its original form but with a new Wiener process and, of course, x0 in place of
x. It follows that the distribution of x· in C is uniquely determined by (a; b; D). Now
observe that the formulas
Rxt = xF(t; Rx·); F
′(t; Rx·) = h( Rxt) = h(xF(t; Rx·));
t =
∫ t
0
h−1(xF(s; Rx·))F
′(s; Rx·) ds=
∫ F(t; Rx·)
0
h−1(xs) ds
imply that t = F(h−1; F(t; Rx·); x·); F(t; Rx·) = 1(h−1; t; x·), and
Rxt = x1(h−1 ; t; x·):
Thus, Rx· is expressed as the result of application of a (deterministic) Borel function
to x·. This allows us to Hnd the distribution of Rx· in terms of a; b; h, and D only and
proves the theorem.
3. Discussion of the main results
Our discussion is split into several remarks. Although we believe that each of our
main results is interesting in its own right the most interesting are applications of
their various combinations. We will see that there are inHnitely many combinations in
which our main results play role of building blocks. It seems that one cannot formulate
a general result encompassing all the combinations and we conHne ourselves only to
few examples.
Remark 3.1. Here we show that weak uniqueness holds in Example 1.1. We take
D = Rd and use Theorem 2.19 with h = 1=a11 to conclude that the whole issue of
weak uniqueness in this situation is reduced to the case in which a11 ≡ 1. After that
it su&ces to use Theorem 2.18 with d′ = 1 and notice that the square root of a twice
di%erentiable nonnegative matrix-valued function is Lipschitz continuous (see Freidlin,
1968, Phillips and Sarason, 1968).
Remark 3.2. We comment on Theorem 2.5. Remark 2.13 and the implication
(d) ⇒ (a) (in Theorem 2.5) show that weak uniqueness holds for (2.3) if a is only
continuous rather than uniformly continuous in D. After that from the implication (b)
⇒ (a) we see that, actually, a need not be continuous at a Hxed point x0 ∈D, since if
a is continuous in D \ {x0}, then weak uniqueness holds for any smooth subdomain of
D\{x0}. Hence the discontinuity of a at only one point does not ruin weak uniqueness.
One can repeat the same argument for the case in which there are only two points
of discontinuity, say x0; y0. Then in any smooth subdomain of Q ⊂ RQ ⊂ D\{y0} there
can be only one point of discontinuity, by implication (b) ⇒ (a), weak uniqueness
holds for (2.3, Q) and again by the same implication weak uniqueness holds for (2.3,
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D). By induction we obviously can get that weak uniqueness holds if a has any Hnite
number of discontinuity points.
Suppose now that the set of discontinuities of a is countable and has only one cluster
point x0. Then in any smooth subdomain of Q ⊂ RQ ⊂ D \ {x0} there are only Hnitely
many points of discontinuity, so that weak uniqueness holds for (2.3, Q) and hence
weak uniqueness holds for (2.3, D).
By using the same argument we can go even further. Namely, if the set of disconti-
nuities of a has only two cluster points, say x0 and y0, then in any smooth subdomain
of Q ⊂ RQ ⊂ D \ {y0} there can be only one cluster point, by the above, weak
uniqueness holds for (2.3, Q) and hence, by the theorem, weak uniqueness holds for
(2.3, D). Of course, the case of Hnitely many cluster points now presents no di&-
culty as well as the case of countably many cluster points having only one cluster
points.
One can keep going in an obvious way considering cluster points of “higher degree”.
Remark 3.3. Safonov (1994) proves that if a is continuous apart from a closed set of
-Hausdor% measure zero and  is small enough, then weak uniqueness holds for L in
smooth bounded domains. This result, certainly, covers the result of Remark 3.2 but it
does not cover other situations considered below when weak uniqueness is known to
hold not because of continuity of the coe&cients but for some other reasons.
In this connection it could be interesting to know if the single point {0} in part
(b) of Theorem 2.5 can be replaced with a set of -Hausdor% measure zero (without
assuming any continuity).
Also notice that there is no control on , so that we cannot say anything in the
general case if the set of discontinuity is a straight line, say xd-axis even if d = 3.
However, if the di%usion coe&cients of x′ := (x1; x2) depend only on x′ and other
coe&cients are Lipschitz with respect to x3, then weak uniqueness holds as follows
from Theorems 2.17 and 2.18.
Remark 3.4. Let , be a C2 surface in Rd of co-dimension 1, orientable or not. We
assume that , is “open” in the sense that each of its points has a ball containing it
which is split by , into two disconnected parts. Let S be a subset of , ∩D such that
S is open in the relative topology of , and RS ⊂ ,. Introduce the distance between
x; y∈D \ RS as the inHmum of lengths of smooth curves connecting x and y and lying
in D \ RS. Assume that not only a is continuous in D \ RS in the usual sense but also
uniformly continuous with respect to the new distance. It turns out that in this case
weak uniqueness holds for (2.3).
To show this we use Theorem 2:16 and the implication (d) ⇒ (a) in Theorem 2.5.
Since a is continuous in the open set D \ RS, Remark 2.13 guarantees that for each
y∈D \ RS there is an r ¿ 0 such that weak uniqueness holds for (2.3, Br(y)).
If y∈D happens to be on the relative boundary of S, then for small r ¿ 0 the new
distance between x1; x2 ∈Br(y) \ RS is, obviously, smaller than 3r. Therefore, for any
.¿ 0 there is a small ball Br(y) such that ‖a(x1)−a(x2)‖6 . for all x1; x2 ∈Br(y)\ RS,
in particular, for almost all x1; x2 ∈Br(y). Then Theorem 2.16 with a± = a(x0), where
x0 is any Hxed point in Br(y) \ RS, yields weak uniqueness for (2.3, Br(y)).
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Finally, let y∈D be in the relative interior of S. If for all small r the set Br(y)∩S is
Tat, then weak uniqueness for (2.3, Br(y)) with su&ciently small r follows immediately
from Theorem 2.16 and the uniform continuity of a in each halfball of Br(y) \ S. In
the general case it su&ces to do a C2 smooth one-to-one change of coordinates which
Tattens S near y and observe that, although Eq. (2.3) will change, this transformation
in no way a%ects weak uniqueness.
We see that for any y∈D there is an r ¿ 0 such that weak uniqueness holds for
(2.3, Br(y)). Now our assertion follows from Theorem 2.5.
Remark 3.5. Observe that if in the situation of Remark 3.4 we take a y∈ S, r ¿ 0
and replace S and D with S ′ = S \ RBr(y) and D′ = D \ RBr(y), respectively, then a is
uniformly continuous in D′ \ RS ′ with respect to the distance constructed from D′ and
S ′. This is true since the latter distance is just bigger than the one constructed from D
and S.
Remark 3.5 and Theorem 2.5 lead to the following generalization of Remark 3.4.
Remark 3.6. In the situation of Remark 3.4 allow , to lose C2 smoothness at a point
x0 ∈ S and require a to be uniformly continuous with respect to the new distance only
in (D \ RS) \ RBr(x0) for any r ¿ 0. Then weak uniqueness holds for (2.3).
For instance, if a is uniformly continuous inside and outside of the cone 2|x1|¿ |x|,
then weak uniqueness holds for (2.3, Rd).
If , loses smoothness only at two points x0; y0 ∈ S and a is uniformly continuous
with respect to the new distance only in (D \ RS) \ ( RBr(x0) ∪ RBr(y0)), for each r ¿ 0,
then again weak uniqueness holds for (2.3). To see this it su&ces to repeat the corre-
sponding part of Remark 3.2. Then naturally come the case of inHnitely many points
of nonsmoothness of , having only one cluster point, the case of inHnitely many such
cluster points having only one cluster point of their own, and so on.
Remark 3.7. In Remark 3.6 the surface , could be composed of Hnitely many pieces
whose closures are disjoint. In that case the argument just does not change. Theorem
2.5 allows us to extend the result to , consisting of inHnitely many components having
only one point of attraction, that is a point x0 ∈D such that for any r ¿ 0 only Hnitely
many components of , are not contained in Br(x0). Now one can repeat the same
drill going to Hnitely many points of attraction of components, inHnitely many points
having only one cluster point and so on.
Remark 3.8. Theorem 2.18 allows us to increase the number of examples in which
weak uniqueness holds by using “stratiHcation”. For instance, consider the system con-
sisting of (1.1) and the following equation in a Euclidean space Rd1
yt = y +
∫ t
0
√
a˜(xs; ys) dBs +
∫ t
0
b˜(xs; ys) ds;
where a˜ is a symmetric d1×d1 matrix valued function, b˜ an Rd1 -valued function, and
Bt a d1-dimensional Wiener process independent of w·. Assume that a˜ and b˜ are Borel
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in (x; y), Lipschitz continuous in y uniformly with respect to x, that they satisfy linear
growth condition with respect to (x; y), and a˜ is uniformly nondegenerate. Finally,
assume that weak uniqueness holds for (1.1) = (2.3, Rd). Then weak uniqueness
holds for our system as well.
Indeed, Hrst observe that the system is written as one equation with block-diagonal
di%usion matrix
(
a
0
0
a˜
)
and drift term
(
b
b˜
)
. This corresponds to the case a12=a21=0
in Theorem 2.18. Furthermore, 21 = 0 and 22 =
√
a˜ satisHes the Lipschitz condition
in y uniformly with respect to x since the same is true by assumption for a˜ and a˜
is uniformly nondegenerate. After that it only remains to notice that weak uniqueness
holds for (2.3, D) for any bounded domain D (Theorem 2.5), then weak uniqueness
holds for our system until Hrst exit time from D × Rd1 by Theorem 2.18, and Hnally
weak uniqueness holds for the system again by Theorem 2.5.
Now we can follow an already familiar pattern. Namely, let a˜; b˜ be Lipschitz con-
tinuous in y only for (x; y) outside of any neighborhood of a closed countable set
, = {(xi; yi); i = 1; 2; : : :}, which has only Hnitely many cluster points. Of course we
allow the Lipschitz constant to depend on the neighborhood. Then, for any neigh-
borhood, the coe&cients can be easily modiHed throughout it so that new functions
become uniformly Lipschitz in y in Rd1 . Then weak uniqueness holds for the modiHed
coe&cients, by Theorem 2.5 weak uniqueness holds for the original system until Hrst
exit time from the complement of the closure of any neighborhood of ,. After that
Theorem 2.5 allows us to conclude that weak uniqueness for our system holds until
Hrst exit time from (Rd × Rd1 ) \ (, \ {(x1; y1)}) if (x1; y1) is an isolated point of ,.
By following the argument of Remark 3.2 we can eliminate all of , and therefore
weak uniqueness for our system holds again. Of course, , could also be a closed
set having only countably many cluster points, which in turn have only Hnitely many
cluster points, and so on.
Remark 3.9. The result of Remark 3.8 admits a localization (by Theorem 2.5) so that
we get yet another su&cient condition for week uniqueness until Hrst exit time from
domains. Also, it is worth noticing that the above stratiHcation can be repeated few
times each time increasing the dimension of the process and each time before and after
stratifying one can also use time change (Theorem 2.19) with arbitrarily discontinuous
functions h.
Remark 3.10. By having few su&cient conditions for weak uniqueness to hold until
Hrst exit time from domains we also have su&cient conditions for weak uniqueness to
hold until Hrst exit time from small balls. By relying on statement (d) of Theorem 2.5,
and specifying the structure of the coe&cients in each ball we can get numerous results
on weak uniqueness, which in turn can be localized and fed back into the scheme of
balls.
Now, what happens if for each point y∈D but one there is an r ¿ 0 such that
we can prove that weak uniqueness holds for (2.3, Br(y))? Theorem 2.5 says that
still weak uniqueness holds for (2.3, D). If there are only two “suspicious” points the
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result is the same. One can keep going already familiar way and this argument seems
to imply that no matter how general but concrete conditions we Hnd on the coe&cients
guaranteeing that weak uniqueness holds, there always is a possibility to make them
even more general.
In conclusion we discuss one of the main results of Bass and Pardoux (1987). This
is the following.
Theorem 3.11. Suppose Rd can be divided up into 8nitely many polyhedra so that
a is constant in the interior of each polyhedron. Then weak uniqueness holds for
(2.3, Rd).
Proof. In Bass and Pardoux (1987) this theorem is proved by using stratiHcation and
the implication (b) ⇒ (a) in Theorem 2.5. Below we, basically, reproduce the argument
from Bass and Pardoux (1987) with some shortcuts made possible by our other results.
First, one gets rid of b by using Girsanov’s theorem. Then we use induction on d.
If d=1 the result follows either from Theorem 2.5, or Theorem 2.17, or else Theorem
2.19 with h=1=a. Actually, for d=1 the function a has bounded variation, so that the
solution is even strong (see Nakao, 1972). Assuming that the result is true for d − 1
we show that apart from Hnitely many point for each point y∈Rd there is an r ¿ 0
such that weak uniqueness holds for (2.3, Br(y)). This is enough owing to the above
discussion of Theorem 2.5.
To describe the set of points to be excluded we denote by {‘i; i=1; : : : ; k} the Hnite
set of hyperplanes each of which contains at least one of the d−1 dimensional faces of
the polyhedra. Also let ni be the unit normal vector to ‘i. Then we exclude all points
y each of which belongs to the intersection of at least one subset {‘im ; m = 1; : : : ; p}
of {‘i; i=1; : : : ; k} such that the corresponding set of {nim ; m=1; : : : ; p} generates Rd.
Obviously, we exclude only Hnitely many points (some of which can be even inside
of some polyhedra).
Now, in a neighborhood of a point y, lying in the interior of a polyhedron, a is con-
stant and weak (and even strong) uniqueness until Hrst exit time from the neighborhood
is trivial.
Let y belong to the boundary of a polyhedron and be not an exceptional point.
Then the set {‘im ; m = 1; : : : ; p} of all planes containing y has the property that the
set {nim ; m=1; : : : ; p} does not generate Rd. Without losing generality we assume that
y = 0; {nim ; m = 1; : : : ; p} ⊂ Rd−1 = {x∈Rd : xd = 0} and according to the notation
from Theorem 2.18 we write x = (x′; x′′), where x′′ = xd.
Now we claim that if x is close enough to y = 0, then a(x) depends only on x′.
Indeed, for a(x) to change, x should cross one of ‘i’s. However, going in the direction
of the xd-axis, which is perpendicular to {nim ; m = 1; : : : ; p} and therefore parallel to
each of ‘im ; m = 1; : : : ; p, will certainly not lead to crossing either of them. Other
hyperplanes will not be crossed either if we keep |x′| and x′′ small enough, since y=0
is at a positive distance from each of them.
After having proved our claim, we take r ¿ 0 so small that a(x) in Br(0) depends
only on x′ and for |x′|¡r we introduce a˜(x′) := a(x′; 0). Observe that a˜ keeps the same
value unless x′ with |x′|¡r crosses the trace on Rd−1 of at least one of ‘im ; m=1; : : : ; p.
52 N.V. Krylov / Stochastic Processes and their Applications 113 (2004) 37–64
These traces naturally produce a partition of Rd−1 into Hnitely many (conic) polyhedra
and a˜ is constant in the intersection of each of them with {|x′|¡r}. The latter property
allows us to extend a˜ to all of Rd−1 keeping it constant in each new conic polyhedron.
We use the same notation for the extended a˜.
Next we take D = Br(0) and observe that (2.3) with this choice of D becomes
xt = x +
∫ t
0
√
a˜(x′s)Is¡!D(x·) dws:
If here in place of D we take Rd, then we get an equation for which weak uniqueness
holds by Theorem 2.18 and the induction hypothesis. By localization statement in
Theorem 2.5 weak uniqueness holds for (2.3, D)=(2.3, Br(y)).
As is explained in the beginning of the proof now the assertion of our theorem
follows from Theorem 2.5. The theorem is proved.
4. Proof of Theorem 2.18
We need several auxiliary facts which allow us to reduce Eq. (2.3) to a triangular
form. This reduction is commonly done in Hltering theory (see, for instance, Rozovskii,
1990).
The Hrst assertion of the following lemma is a general property of symmetric non-
negative matrices, and the second one is easily proved by passing to the diagonal form.
Lemma 4.1.
(i) We have a22¿ a21a
(−1)
11 a12 in the matrix sense, so that 22 is well de8ned.
(ii) For i = 1; 2 de8ne 6i = ii
(−1)
ii . Then 6iii = ii; 
(−1)
ii ii = 6i = 
(−1)
ii 
2
ii
(−1)
ii ;
(−1)11 
(−1)
11 = a
(−1)
11 ; 
(−1)
11 a11 = 11.
Next, let xt be a solution of (2.3) with x0=(x′0; x
′′
0 ) in place of x. Take a d-dimensional
Wiener process Bt independent of x·; w· and introduce
Rxt =
∫ t
0
Is¡!D′ (x′·)
√
a(xs) dws = xt − x0 −
∫ t
0
Is¡!D′ (x′·)b(xs) ds;
wˆ′t =
∫ t
0
Is¡!D′ (x′·)[
(−1)
11 (x
′
s) d Rx
′
s + (Id′×d′ −61(x′s)) dB′s] +
∫ t
0
Is¿!D′ (x′·) dB
′
s;
wˆ′′t =
∫ t
0
(−1)22 (xs)Is¡!D′ (x′·) [d Rx
′′
s − 21(xs) dwˆ′s]
+
∫ t
0
(Id′′×d′′ −62(xs))Is¡!D′ (x′·) dB′′s +
∫ t
0
Is¿!D′ (x′·) dB
′′
s ;
where and below by Ik×k we mean the unit k × k matrix.
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Lemma 4.2.
(i) The process wˆt = (wˆ
′
t ; wˆ
′′
t ) is well de8ned.
(ii) The processes Rxt and wˆt are Ft-martingales, where Ft is the completion of
{xs; ws; Bs : s6 t}.
(iii) With respect to the 8ltration {Ft} we have 〈wˆ; wˆ〉t = tId×d, so that, by L=evy’s
theorem, (wˆt ; Ft) is a Wiener process.
Proof. Assertion (i) means that the stochastic integrals deHning wˆt exist, that is that
the corresponding quadratic variation processes are Hnite. This is proved in the proof
of assertion (iii) below, where we compute the quadratic variations. After that assertion
(ii) follows from properties of stochastic integrals.
To prove assertion (iii) observe that
d〈wˆ′·; wˆ′·〉t = (−1)11 It¡!D′ (x′·) (d〈 Rx′·; Rx′·〉t)(−1)11 + It¡!D′ (x′·)(Id′×d′ −61) dt
+ It¿!D′ (x′·)Id′×d′ dt
= (−1)11 It¡!D′ (x′·)a11
(−1)
11 dt + It¡!D′ (x′·)(Id′×d′ −61) dt
+ It¿!D′ (x′·)Id′×d′ dt
= Id′′×d′′ dt;
where and below we drop the argument xt . Also
d〈wˆ′′· ; wˆ′′· 〉t = (−1)22 It¡!D′ (x′·) (dVt)(−1)22
+ (Id′′×d′′ −62)It¡!D′ (x′·) dt + It¿!D′ (x′·)Id′′×d′′ dt; (4.1)
where for t ¡ !D′(x′·)
dVt := (d Rx′′t − 21 dwˆ′t)(d Rx′′t − 21 dwˆ′t)∗
= d〈 Rx′′· ; Rx′′· 〉t − 21 d〈wˆ′·; Rx′′· 〉t − (d〈 Rx′′· ; wˆ′·〉t)∗21 + 21∗21 dt:
Here, for t ¡ !D′(x′·)
d〈 Rx′′· ; Rx′′· 〉t = a22 dt; 21 d〈wˆ′·; Rx′′· 〉t = a21(−1)11 (−1)11 d〈 Rx′·; Rx′′· 〉t = a21a(−1)11 a12 dt;
21∗21 = a21a
(−1)
11 a12:
It follows that for t ¡ !D′(x′·)
(−1)22 (dVt)
(−1)
22 = 
(−1)
22 (a22 − a21a(−1)11 a12)(−1)22 dt =62 dt;
so that, owing to (4.1), d〈wˆ′′· ; wˆ′′· 〉t = Id′′×d′′ dt. Finally,
d〈wˆ′·; wˆ′′· 〉t = It¡!D′ (x′·)(−1)11 [d〈 Rx′·; Rx′′· 〉t − (d〈 Rx′·; wˆ′·〉t)∗21](−1)22
= It¡!D′ (x′·)
(−1)
11 [a
∗
21 − a11(−1)11 ∗21](−1)22 dt
and a∗21 − 11∗21 = (Id′×d′ −61)a∗21, so that
(−1)11 [a
∗
21 − a11(−1)11 ∗21] = (−1)11 61[a∗21 − 11∗21] = 0
and d〈wˆ′·; wˆ′′· 〉t = 0. The lemma is proved.
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Lemma 4.3. We have
x′t = x
′
0 +
∫ t
0
Is¡!D′ (x′·)11(x
′
s) dwˆ
′
s +
∫ t
0
Is¡!D′ (x′·)b
′(x′s) ds; (4.2)
x′′t = x
′′
0 +
∫ t
0
Is¡!D′ (x′·)21(xs) dwˆ
′
s
+
∫ t
0
Is¡!D′ (x′·)22(xs) dwˆ
′′
s +
∫ t
0
Is¡!D′ (x′·)b
′′(xs) ds: (4.3)
Proof. Denote by xˆ′t the stochastic integral in (4.2) and by xˆ
′′
t the sum of the stochastic
integrals in (4.3). Notice that
d〈xˆ′·; Rx′·〉t = 11It¡!D′ (x′·)d〈wˆ′·; Rx′·〉t
= 11It¡!D′ (x′·)
(−1)
11 a11 dt =61a11It¡!D′ (x′·) dt = a11It¡!D′ (x′·) dt:
Also by using some computations from the proof of Lemma 4.2 we obtain that
d〈wˆ′′· ; Rx′′· 〉t = It¡!D′ (x′·)(−1)22 [d〈 Rx′′· ; Rx′′· 〉t − 21d〈wˆ′·; Rx′′· 〉t]
= It¡!D′ (x′·)
(−1)
22 (a22 − a21a(−1)11 a12) dt = It¡!D′ (x′·)22 dt;
d〈wˆ′·; Rx′′· 〉t = It¡!D′ (x′·)∗21 dt:
This and the fact that xt stays the same after !D′(x′·) allow us to Hnd easily the quadratic
variation of the martingales xˆ′t − Rx′t and xˆ′′t − Rx′′t and show that these are zeros. The
lemma is proved.
The following statement and its proof are almost identical to the corresponding
arguments in Bass and Pardoux (1987). We give the proof for the sake of completeness
and because our situation is yet more general.
Lemma 4.4. The processes x′· and wˆ
′′
· are independent.
Proof. Let t; h¿ 0, A∈Ft , where Ft is introduced in Lemma 4.2, and let B∈Fwˆ′′¿t :=
{wˆ′′r − wˆt : r¿ t}. Notice that A and IB(wˆ′t+h − wˆ′t) are independent since wˆ· is
a Wiener process relative to Ft . Also the processes wˆ
′
· and wˆ
′′
· are independent as
di%erent components of the Wiener process wˆ·. It follows that
EIAIB(wˆ
′
t+h − wˆ′t) = P(A)EIB(wˆ′t+h − wˆ′t) = 0:
In particular, if C ∈Fwˆ′′6t := {wˆ′′r : r6 t} (⊂Ft), then
EIAIB∩C(wˆ
′
t+h − wˆ′t) = EIA∩CIB(wˆ′t+h − wˆ′t) = 0:
A standard measure-theoretic argument allows us to conclude that for any F ∈Fwˆ′′∞ :=
{wˆ′′r : r¿ 0} such that P(F)¿ 0, we have
EFIA(wˆ
′
t+h − wˆ′t) = 0;
where EF is the expectation sign with respect to the conditional probability PF(·) :=
P(·|F). In other words, (wˆt ;Ft) is a martingale with respect to the new measure PF .
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The quadratic variation of wˆ· remains the same since it can be deHned through the
limit of sums of increments and PF is absolutely continuous with respect to P. It
follows that (wˆt ;Ft) is a Wiener process with respect to the new measure PF . Since
we assumed that weak uniqueness holds for (2.11) and x′t satisHes (4.2) we conclude
that, for each Borel H ⊂ C
PF(x′· ∈H) = P(x′· ∈H):
This is just another way to state the assertion of the lemma, which is thus proved.
Now we pass directly to the proof of Theorem 2.18. For n = 0; 1; 2; ::: and
t¿ 0 introduce x′′t (0) = x
′′
0 ,
x′′t (n+ 1) = x
′′
0 +
∫ t
0
Is¡!D′ (x′·)21(x
′
s; x
′′
s (n)) dwˆ
′
s
+
∫ t
0
Is¡!D′ (x′·)22(x
′
s; x
′′
s (n)) dwˆ
′′
s +
∫ t
0
Is¡!D′ (x′·)b
′′(x′s; x
′′
s (n)) ds;
n¿ 0:
One notices that∫ t
0
Is¡!D′ (x′·)21(x
′
s; x
′′
s (n)) dwˆ
′
s =
∫ t
0
Is¡!D′ (x′·)a21a
(−1)
11 (x
′
s; x
′′
s (n)) dx
′
s
and by the induction on n one proves that x′′t (n) is measurable with respect to the
completion of {x′s; wˆ′′s : s6 t}, that is, for each t there exists a Borel function f such
that (x′t ; x
′′
t (n))=f(x
′
· ; w
′′
· ) (a.s.). Owing to Lemma 4.3 and the fact that the distribution
of x′· is uniquely determined by a11, b
′, and D′ we conclude that the distribution of
(x′· ; x
′′
· (n)) is uniquely determined by a, b, D, and n.
To prove the theorem now it only remains to show that x′′t (n) → xt as n → ∞ in
probability. However, by the inequality (a+ b)26 2a2 + 2b2 and HVolder’s inequality
E|x′′t (n+ 1)− x′′t |26 2E
∫ t
0
Is¡!D′ (x′·)[‖21(x′s; x′′s (n))− 21(xs)‖2
+ ‖22(x′s; x′′s (n))− 22(xs)‖2] ds
+2tE
∫ t
0
Is¡!D′ (x′·)|b′′(x′s; x′′s (n))− b′′(xs)|2 ds
6N (1 + t)E
∫ t
0
|x′′s (n)− x′′s |2 ds;
where N is independent of n and t. By induction this implies that E|x′′t (n) − x′′t |26
Nn(1 + t)2n=n!→ 0 as n →∞ and this brings the proof of the theorem to an end.
5. Proof of Theorems 2.11, 2.14, and 2.15
Proof of Theorem 2.14. As usual it su&ces to prove (2.8) only for f∈C∞( RD). By
Lemma 3.1 of Krylov (1992) the assumption of the theorem concerning g means
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that g is a Green’s function of L − c in D with pole at x. Next we proceed in
three steps.
Step 1: First we prove (5.3), where xt and !n are to be introduced below. Let
an; bn; cn be as in DeHnition 2.10. Since Green’s functions in D of operators with
smooth coe&cients are independent of the values of the coe&cients outside of D, we
either redeHne or continue an; bn; cn outside of D keeping their smoothness in such a
way that they satisfy conditions (2.1) in all of Rd and the convergence an; bn; cn →
a; b; c holds in Rd (a.e.). After that we take xnt ; wnt ; xt ; wt from Remark 2.1 such that
xn· → x· and xt satisHes (1.1).
It is known (see, for instance, Krylov, 1985) that there exists a constant N indepen-
dent of n such that for any nonnegative Borel f
E
∫ !n
0
f(xnt ) dt6N‖f‖Ld(D); (5.1)
where !n is the Hrst exit time of xnt from D.
Next, let Ln be the elliptic operator corresponding to an; bn and let gn(x; y) be the
Green’s functions of Ln − cn in D with zero boundary data. Then for any f∈C∞( RD)
the function
un(z) :=
∫
D
gn(z; y)f(y) dy; z ∈ RD (5.2)
is smooth in RD and satisHes Lnun − cnun =−f in D and un = 0 on @D. It follows by
Itoˆ’s formula that
un(x) = E
∫ !n
0
f(xnt )exp
(
−
∫ t
0
cn(xns ) ds
)
dt:
We pass to the limit in this formula as n → ∞. Observe that by virtue of (5.1)
and the assumed bounded convergence: cn → c (a.e.), the limit will not change if we
replace cn with c. Also use (5.2), the deHnition of g, and the fact that xnt → xt for any
t (a.s.). Then we get∫
D
g(y)f(y) dy = lim
n→∞E
∫ !n
0
f(xt)exp
(
−
∫ t
0
c(xs) ds
)
dt: (5.3)
Step 2: Now we prove that
lim
n→∞E|!
n − !|= 0; (5.4)
where ! is the Hrst exit time of xt from D. To do this we denote by vn the smooth
solutions of Lnvn=−1 in D with zero boundary condition. By Itoˆ’s formula vn(x)=E!n
and by (5.1) the functions vn are uniformly bounded. Furthermore, as always, the
convergence xn· → x· implies that, for any .¿ 0,
lim
n→∞!
n
.6 !6 lim
n→∞
!n;
where !n. is the Hrst exit time of x
n
t from D(.) := {z ∈D : dist (z; @D)¿.}. In particular,
by Fatou’s lemma E!¡∞ and, since (!− !n)+6 !,
lim
n→∞E(!− !
n)+6E lim
n→∞(!− !
n)+ = E(!− lim
n→∞
!n)+ = 0:
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It follows that to prove (5.4) it su&ces to show that
lim
n→∞E!
n = E!: (5.5)
By Fatou’s lemma, for any constant T; .∈ (0;∞),
lim
n→∞E(T ∧ !
n
. )6E!6 lim
n→∞
E!n: (5.6)
Itoˆ’s formula yields
E!n = vn(x) = E!n. + Evn(x
n
!n.
); E(!n − !n. )6 sup{vn; @D(.)}:
By Lemma 5.1 below we conclude that supnE(!
n − !n. ) → 0 as . ↓ 0. Hence, from
(5.6) we infer that
lim
n→∞E(T ∧ !
n)6E!6 lim
n→∞
E!n: (5.7)
Eq. (5.5) would now follow if we knew that !n are uniformly integrable or even more
that supnE(!
n)2 ¡∞.
However, denote by Vn the smooth solution of LnVn = −vn with zero boundary
condition. Then vn and Vn are uniformly bounded owing to (5.1). By Itoˆ’s formula
Evn(xnt )It¡!n =−E[vn(xn!n)− vn(xnt )]It¡!n = E(!n − t)It¡!n ;
Vn(x) = E
∫ !n
0
vn(xnt ) dt = E
∫ !n
0
(!n − t) dt = (1=2)E(!n)2
and hence E(!n)2 are bounded indeed. Therefore, by letting T → ∞ in (5.7) we get
(5.5) and this yields (5.4).
Step 3: Eqs. (5.4) and (5.3) lead to (2.8). It only remains to note that (2.8) will
not change if we replace xt with yt := xt∧!Q(x·) and that yt is a solution of (2.3) with
Q in place of D. The theorem is proved.
Proof of Theorem 2.15. Denote by P$ =P$(·)=P$(!; ·) a regular conditional distribu-
tion of x· on C given F$. In other words,
(i) P$(!; B) is a probability measure on Borel subsets B of C for any !,
(ii) P$(!; B) is F$-measurable in ! for any Borel B ⊂ C,
(iii) for any nonnegative or bounded Borel function h given on [0;∞)× C, we have
E{h($; x·)|F$}=
∫
C
h($; y·)P$(dy·) (a:s:):
Convenient theorems guaranteeing existence of regular conditional probabilities can be
found, for instance, in Stroock and Varadhan (1979) and Krylov (1973a,b).
It is proved in Krylov, 1977, that for any bounded Borel f given on D
E
{∫ !
$
f(xt)exp
(
−
∫ t
$
c(xr) dr
)
dt|F$
}
6N‖f‖Ld(D) (a:s:);
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where N is independent of f and !. A standard measure-theoretic argument allows us
to infer that there is a set ;′ having full probability such that for !∈;′ and bounded
Borel f given on D we have∫
C
∫ !D(y·)
$(!)
f(yt) exp
(
−
∫ t
$(!)
c(yr) dr
)
dtP$(!; dy·)6N‖f‖Ld(D):
By the Riesz representation theorem it follows that for !∈;′ there exists a nonnegative
g(y) = g(!; y) with Ld=(d−1)(D)-norm bounded by the constant N and such that for
any bounded Borel f given on D Eq. (2.9) holds. This proves assertion (b) of the
theorem.
To prove (a) observe that by Itoˆ’s formula for any smooth u vanishing on @D, we
have (a.s.)
E
{∫ !
$
(c − L)u(xt) exp
(
−
∫ t
$
c(yr) dr
)
dt|F$
}
= u(x$):
Hence, owing to assertion (b) of the theorem, perhaps for somewhat reduced ;′ but
still having full probability we get that for any !∈;′ and any smooth u vanishing on
@D
u(x$) =
∫
D
g(y)(c − L)u(y) dy:
By Lemma 3.1 of Krylov (1992) this means that for !∈;′ the function g(!; y) is a
Green’s function of L− c in D with pole at x$(!). The theorem is proved.
Proof of Theorem 2.11. The last statement of the theorem can be proved by a rather
easy modiHcation of the proof for the case that D is a smooth bounded domain. As a
matter of fact, for D = Rd the equivalence of (a) and (b) is proved as Theorem 3 in
Krylov (1985) and the equivalence of (b), (c), and (d) can be proved as this is done
for bounded domains in Krylov (1992).
The proof for smooth bounded D consists of three lemmas. First we recall that
the implication (a) ⇒ (c) is proved in Theorem 2.14 and we state a standard and
well-known result, which is usually proved by using simple barriers.
Lemma 5.1. Let D be a bounded C∞-domain in Rd and let a; b; c be functions
of class C∞( RD) satisfying (2.5). Let u∈C∞( RD) be a solution of Lu − cu = −f
in D with zero boundary condition, where f is a smooth bounded function. Then
|u(x)|6Ndist (x; @D)sup|f|, where the constant N depends only on ; K , and D.
The next result is just a restatement of Lemma 4.1 from Krylov (1992) and part of
Theorem 2.1 from Krylov (1992).
Lemma 5.2. Weak uniqueness holds for the operator L−1 in D if and only if it holds
for L− c in D and if and only if it holds at 0 for L− c in D. In particular, (b) ⇔
(c) ⇔ (d) in Theorem 2.11.
We now see that to Hnish proving Theorem 2.11, it su&ces to prove the following
lemma.
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Lemma 5.3. Assume that for each constant ¿ 0, weak uniqueness holds for the
operator L−  in D. Then for Eq. (2.3) weak uniqueness holds in D.
Proof. We closely follow the corresponding argument in Krylov (1985). Take an x∈D,
a solution xt of (2.3) and use the notation from Theorem 2.15. Also denote by g(z; y)
the (unique) Green’s function of L −  in D with pole at z and introduce Gf(z) =∫
D g(z; y)f(y) dy. Then by Theorem 2.15
It¡!E
{∫ !
t
e−(s−t)f(xs) ds|Ft
}
=E
{∫ !
t∧!
e−(s−t∧!)f(xs) ds|Ft∧!
}
= Gf(xt∧!) = It¡!Gf(xt) (a:s:):
Also notice that Gf(z) is Borel (actually, HVolder continuous, see, for instance, Krylov,
1992; Safonov, 1994).
In particular, for any n¿ 1, partition 0 = t06 t16 · · ·6 tn = t and bounded con-
tinuous f0; : : : ; fn; f given on D∫ ∞
0
e−sEf0(xt0 ) · · · · · fn(xtn)f(xt+s)It+s¡! ds
=Ef0(xt0 ) · · · · · fn(xtn)Gf(xtn)Itn¡!:
By using the induction on n and uniqueness of the Laplace transform of continuous
functions we easily conclude that the expressions Ef0(xt0 ) · · · · · fn(xtn)Itn¡! will not
change if we take a di%erent solution of (2.3). The same is true for
Ef0(xt0 ) · · · · · fn(xtn)Itn¡!6tn+1
=Ef0(xt0 ) · · · · · fn(xtn)Itn¡! − Ef0(xt0 ) · · · · · fn(xtn)Itn+1¡!;
where tn+1¿ tn, and for
Ef0(xt0 ) · · · · · fn(xtn)Itn¡!h(x!)
= lim
r→∞
∞∑
i=0
Ef0(xt0 ) · · · · · fn(xtn)Itn+i=r¡!6tn+(i+1)=rh(xtn+i=r)
if h is bounded and continuous. Hence the formula
Ef0(xt0∧!) · · · · · fn(xtn∧!)
=
n−1∑
i=0
Ef0(xt0 ) · · · ·fi(xti)Iti¡!6ti+1hi(x!) + Ef0(xt0 ) · · · · · fn(xtn)Itn¡!;
where hi=fi+1 · · · · ·fn for i¡n, shows that the distribution of x· = x·∧! is the same for
all solutions of (2.3) and this Hnishes the proof of the lemma and Theorem 2.11.
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6. Proof of Theorem 2.5
Theorem 2.1 of Krylov (1992) says that, if D is smooth and bounded, then the
following statements are equivalent:
(a′) weak uniqueness holds for L− 1 in D,
(b′) weak uniqueness holds for L− 1 in any smooth domain Q ⊂ RQ ⊂ D \ {0},
(c′) weak uniqueness holds for L− 1 in D at 0.
Now, Theorem 2.14 shows that if (a) (of the theorem) is true, then weak uniqueness
holds for L − 1 in Q, where Q is any bounded smooth subdomain of D. Then, the
implication (a′) ⇒ (b′) entails that (a) ⇒ (b′), which along with Theorem 2.11 yields
(a)⇒ (b):
Furthermore, by Theorem 2.11 (b) ⇔ (b′), which along with (b′) ⇒ (a′) proves
that if (b) is true, then weak uniqueness holds for (2.3) with any smooth bounded
domain in place of D. Remark 2.4 now allows us to conclude that
(b)⇒ (a)⇒ (c):
Next, owing to Theorem 2.14, (c) implies that weak uniqueness holds for L− 1 in
Q at 0, where Q is any smooth bounded subdomain of D. The implication (c′) ⇒
(a′) shows that if (c) is true, then weak uniqueness holds for L − 1 in Q, which by
Theorem 2.11 and Remark 2.4 leads to
(c)⇒ (a):
Also notice that due to the above proved fact that (a) ⇒ (b), we obviously have
(a)⇒ (d): (6.1)
To Hnish with combining obvious implications, observe that by virtue of Theorem
2.11 and Remark 2.4 to prove the remaining implication (d) ⇒ (a) it su&ces to prove
that for bounded smooth D we have (d) ⇒ (a′). In other words, it only remains to
check that weak uniqueness holds for L−1 in a smooth bounded D under the additional
assumption that
(A) for each y∈D there is an open ball Br(y) such that weak uniqueness holds
for (2.3,Br(y)).
Below (A) is supposed to be fulHlled. Without losing generality (c.f. (6.1)) we may
also assume that for the balls in (A) we have RBr(y) ⊂ D.
For f∈C∞( RD) deHne
G(f; x) = sup
g∈G(D; L−1; x)
∫
D
g(y)f(y) dy:
We need to prove that, for any x∈D, the set G(D; L − 1; x) is a singleton, which
obviously is equivalent to the fact that
G(f; x) = inf
g∈G(D; L−1; x)
∫
D
g(y)f(y) dy =−G(−f; x) (6.2)
for any x∈D and f∈C∞( RD).
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Fix an f∈C∞( RD). By Lemma 3.2 of Krylov (1992) there is a Borel function Rg(x; y)
deHned for x; y∈ RD such that, for any x∈ RD, we have
Rg(x; ·)∈G(D; L− 1; x);
∫
D
Rg(x; y)f(y) dy = G(f; x):
Furthermore, G(f; x) is a (HVolder) continuous function in RD. Therefore, there exists
an x0 ∈ RD such that
G(f; x0) + G(−f; x0) = maxx∈ RD[G(f; x) + G(−f; x)] =: m:
If x0 ∈ @D, then G(f; x0) = G(−f; x0) = 0, m= 0.
In the second case x0 ∈D and there exists r0 ¿ 0 such that RBr0 (x0) ⊂ D and weak
uniqueness holds for (2.3, Br0 (x0)). By Theorem 2.14
G(f; x0) =
∫
D
Rg(x0; y)f(y) dy = E
∫ !
0
f(xt)e−t dt
= E
∫ !0
0
f(xt)e−t dt + Ee−!0E
{∫ !
!0
f(xt)e−(t−!0) dt|F!0
}
;
where xt is a solution of (2.3) with initial condition x0, ! and !0 are Hrst exit times of
xt from D and Br0 (x0), respectively. Invoking also Theorem 2.15 we get
G(f; x0)6E
∫ !0
0
f(xt)e−t dt + Ee−!0G(f; x!0 ): (6.3)
Observe that xt∧!0 is a solution of (2.3) with x0 and Br0 (x0) in place of x and D,
respectively. Therefore, by assumption (A) and the choice of r0 it is weakly unique.
We conclude that, for Borel bounded functions  and = the quantities
E
∫ !0
0
 (xt)e−t dt and Ee−!0=(x!0 )
are independent of what solution xt we take. Therefore, by applying (6.3) to −f in
place of f, then adding up the results and recalling the deHnition of m we obtain
m6Ee−!0 [G(f; x!0 ) + G(−f; x!0 )]6mEe−!0 :
Since Ee−!0 ¡ 1, we get m= 0. Thus, G(f; x) + G(−f; x)6 0 on RD. Since obviously
G(f1; x) + G(f2; x)¿G(f1 + f2; x), we conclude 06G(f; x) + G(−f; x)6 0. This is
equivalent to (6.2) and the theorem is proved.
7. Concluding remarks
Here we brieTy discuss two facts known to the author for at least a quarter of a
century which he could not apply in any single case. However, they still shed some
additional light on the problem. The Hrst fact is a necessary and su&cient condition for
weak uniqueness and the second one says that if we slightly “shake” the coe&cients,
the solutions of any equation become weakly unique.
Remark 7.1. According to Krylov (1973a,b) there is at least one Markov process in Rd
corresponding to the operator L. If a is bounded and b(x)=−x=|x| for large x, then as
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easy to see any Markov process corresponding to L has a unique invariant probability
measure. Due to Alexandrov’s estimate these measures are absolutely continuous. Let
> be one of them. Then for the corresponding semigroup Tt and any u∈C∞0 (Rd) we
have
∫
(Ttu− u) >(dx) = 0 for t¿ 0. By dividing this equation by t and letting t ↓ 0,
we easily get that∫
Rd
Lu(x) >(dx) = 0: (7.1)
It turns out that, for our coe&cients, weak uniqueness holds for (1.1) if and only if
there is only one probability measure such that (7.1) holds for all u∈C∞0 (Rd).
Indeed, if > satisHes (7.1), then according to Theorem 2 of Krylov (1985), > is an
invariant measure of a Markov process corresponding to L. This, obviously, proves the
“only if” part.
On the other hand, assume that there is only one probability measure > satisfy-
ing (7.1) for all u∈C∞0 (Rd). Fix u∈C∞0 (Rd) and ¿ 0 and take Markov solutions
of (1.1) for which Ru(x) := E
∫∞
0 e
−tu(xt) dt =
∫∞
0 e
−tTtu(x) dt is maximal at all
x∈Rd or minimal at all x∈Rd between all solutions of (1.1). That such Markov
processes exist follows from Krylov (1973a,b) or Krylov (1986). Their invariant mea-
sures by assumption coincide with >. Hence,
∫
Ru >(dx), which equals −1
∫
u >(dx),
is uniquely deHned no matter Ru is maximal or minimal. Since one of them is always
bigger, we get that they coincide >-(a.s.). Furthermore, Ru are HVolder continuous (see
Remark 1.1 in Krylov, 1986), and obviously, > charges any ball. Hence Ru(x) is the
same at all points for any solution of (1.1). Now one concludes as in the proof of
Lemma 5.3.
Remark 7.2. Consider the following case of equation with time dependent coe&cients
xt =
∫ t
0
√
a(s; xs + fs) dws +
∫ t
0
b(s; xs + fs) ds (7.2)
assuming that f· is a deterministic function belonging to C and a and b are Borel
functions satisfying (2.1), with a(t; x) and b(t; x) in place of a(x) and b(x), for all
t; x; . It turns out that for any T; .¿ 0 there exists an f such that |ft |6 . and weak
uniqueness holds for solutions of (7.2) on the time interval [0; T ].
To explain this, take a Borel bounded real-valued function h(t; x) equal to zero for
large t and introduce
@f·h= supE exp
∫ ∞
0
h(t; xt + ft) dt;
where the sup is taken over all solutions of (7.2) given on all possible probability
spaces. By using the same arguments as in Krylov (1973a, b) we see that @f·h is a
Borel (upper semicontinuous) function of f· and there exists a Borel function Pf· on
C with values in the set of probability measures on C such that for each f·, Pf· is
the distribution of a solution of (7.2) and
@f·h=
∫
C
(
exp
∫ ∞
0
h(t; yt + ft) dt
)
Pf·(dy·): (7.3)
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Now let Bt be a d-dimensional Wiener process given on a probability space (;;F; P)
and let A¿ 0 be a constant. At this point it is convenient to remember the martingale
characterization of solutions of (7.2). Then it is easy to see that with respect to the
measure PAB·(!)(dy·)P(d!) on ; × C the processes xt = xt(!; y·) := yt and zt =
zt(!; y·) := xt + ABt(!) satisfy
xt =
∫ t
0
√
a(s; xs + ABs) dws +
∫ t
0
b(s; xs + ABs) ds;
zt =
∫ t
0
√
a(s; zs) dws + ABt +
∫ t
0
b(s; zs) ds;
where w· is a Wiener process independent of B·. Furthermore,
E@AB·h= E exp
∫ ∞
0
h(t; zt) dt: (7.4)
However, the process zt=A has di%usion as close to the unit matrix as we wish if we
just take A large enough. We Hx such a A that according to Stroock and Varadhan
(1979) the distribution of z· is uniquely deHned by a and b. Then the right-hand side
of (7.4) is uniquely deHned as well. Now if instead of sup we take inf in (7.3) we
will come again to (7.4), implying that, for almost any trajectory f· of AB·,
E exp
∫ ∞
0
h(t; xt + ft) dt
is independent of what solution of (7.2) we take. This conclusion we have for each
particular h. By using the separability of C and C∞0 (Rd), we obtain that for almost any
trajectory f· of AB·, the distribution of x· is independent of which solution of (7.2) we
take. It only remains to observe that with positive probability A|Bt |6 . for t ∈ [0; T ].
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