We propose in this paper a robust surface mesh denoising method that can effectively remove mesh noise while faithfully preserving sharp features. This method utilizes surface fitting and projection techniques. Sharp features are preserved in the surface fitting algorithm by considering an anisotropic neighborhood of each vertex detected by the normal-weighted distance. In addition, to handle the mesh with a high level of noise, we perform a pre-filtering of surface normals prior to the neighborhood searching. A number of experimental results and comparisons demonstrate the excellent performance of our method in preserving important surface geometries while filtering mesh noise.
Introduction
Surface meshes are widely used in geometric modeling, computer graphics and many other application fields such as engineering design and bio-medicines. These meshes may be obtained from a variety of sources, including computer-aided designing, digital scanning, 3D imaging data, and so on. However, the acquired real-life data inevitably introduce noise that lead to noisy or bumpy surface meshes. Such noises often impose problematic effects on subsequent applications, such as model reconstruction, visualization and numerical simulation. It is thus critical to filter the noise prior to further processes. While the noise removal may be conducted at different stages of the modeling pipeline, it is our interest in the current paper to filter the noise after the surface mesh is constructed but before the subsequent processes are carried out. This is commonly known as surface mesh denoising.
Surface meshes of many real models contain sharp features such as edges and corners with relatively high curvatures. The ultimate goal of surface mesh denoising is to remove noise while preserving the sharp features in a mesh.
Related Work
A wide variety of mesh denoising algorithms have been proposed [1] [2] [3] [4] [5] [6] [7] [8] [9] . Laplacian iterative smoothing is one of the fastest and simplest techniques for mesh denoising [1] . However, this method often leads to feature blurring and significant volume shrinkage. Taubin [2] proposed a mesh smoothing method by using an isotropic scheme to improve the smoothness of a surface mesh, while alleviating the shrinkage. Desbrun et al. [3] extended Taubin's work to smooth irregular mesh by using geometric flows and re-scaling the mesh to preserve its volume. However, features are often blurred or filtered out in both methods.
Recently, anisotropic diffusion [10] and bilateral filtering [11] [12] techniques had been used to remove mesh noise. Jones et al. developed a feature-preserving smoothing algorithm by adopting local first-order predictors statistically defined on triangulated surface meshes [13] . Fleishman et al. introduced a similar method based on iterative bilateral filtering, a nonlinear variation of Gaussian smoothing that weighs sample points based on their similarity to the one being processed [14] . These two methods can preserve features to certain degree, but fail to retain sharp features. Also, the volume shrinkage problem is not addressed in both methods.
Yagou et al. [15] took advantage of mean and median filtering techniques to carry out mesh denoising by smoothing mesh normals. Ohtake et al. [16] proposed another method by minimizing an error function to update vertex positions, and they also designed the diffusion-type smoothing method on the normal field [17] . Similarly, Sun et al. [18] presented a fast feature-preserving mesh denoising approach by normalfiltering and vertex-updating, in addition, they took advantage of the idea of random walks to filter mesh noise [19] . Hilderbrandt and Polthier [20] adopted mean curvature flows to remove noise with features and volumes well preserved. All these methods are able to preserve sharp features when there is not much noise present in a mesh. When there is a high level of noise, however, the sharp features are frequently corrupted.
Moving least squares (MLS) [21] is a popular method for functional approximation of irregular data. Levin [22] had pioneered extending MLS to the reconstruction of manifolds, where the surface is defined as the set of stationary points of an iterative projection operator [23] . In recent years, the MLS technique had been used for the smoothing and reconstruction of point-based surface model. Fleishman et al. [24] proposed an MLS-based method for reconstructing a piecewise smooths surface from sampled points, where they fit quadratic polynomials locally to points and used standard techniques from robust statistics in the fitting process. As a result, sharp features can be preserved to some extent. However, this method is not capable of handling high-level noise, as it relies on an initially found local region with low-level noise to obtain a reliable estimation of the quadratic fit. Furthermore, the method requires very dense sampling and special and complex processes to locally combine different patches, making the approach relatively expensive. By performing normal-based filtering, our method has the ability to cope with a relatively high level of noise, and it is independent of the density of the input mesh.
Overview of Our Approach
In this paper, we propose a novel, feature-preserving mesh denoising approach by utilizing a combination of the surface fitting [25] [26] [27] and anisotropic neighborhoodsearching techniques. According to the surface theory [28] , the local geometry around a surface point can be regarded as a height field over its tangent plane. To faithfully characterize the local geometric properties in this field, surface patches with at least secondorder are required. Therefore, we choose quadratic surfaces to approximate the local geometry around a surface point. For each vertex, its neighbors are searched and fitted with a quadratic surface, and then the vertex is projected onto the fitted surface. The vertex is updated with the new position to achieve the mesh denoising. The procedure above applies to all vertices of the mesh and repeats iteratively until the Hausdorff distance between the two smoothed meshes at the i-th and (i+1)-th iterations is less than a pre-defined threshold. The non-sharp (or low curvature) features can be preserved very well using the surface fitting and projection scheme. To preserve sharp features, the anisotropic neighborhood technique is exploited using the normalweighted distance. When there is a high level of noise in a surface mesh, the normal filtering is performed prior to the neighborhood-searching. This combined strategy can preserve both sharp (high curvature) and non-sharp (low curvature) features. Fig.1 gives the 2D illustration of the process of mesh denoising. 
Vertex Normal Filtering
The vertex normals of a mesh can be seriously corrupted due to mesh noise. To improve the quality of surface fitting, normal filtering is often needed, especially when there is a very high level of noise in the input mesh. Here, we adopt the bilateral technique [11] to filter vertex normals.
Consider a triangular mesh M = {V, E, F, X}, where V = {i|i = 0, 1, . . . , n − 1} is the vertex set, and E and F are the edge and face sets respectively. The set X = {(x i , y i , z i )|i ∈ V } is the vertex coordinates associated with V . Let NV k (i) be the k-ring neighboring vertex set of vertex v i , NF k (i) the k-ring neighboring faces of vertex v i . We chose k as 2 in our actual implementation. The normals of vertices in V , and faces in F are denoted by N = {n(i)|i ∈ V }, N F = {nf (i)|i ∈ F }, respectively. The areas of faces in F are given as A = {a(i)|i ∈ F }. Based on the formulation of Tomasi and Manduchi [11] , the updated normal n (i) of vertex v i by the bilateral filtering can be represented by:
where the spatial smoothing term is the standard Gaussian filtering with parameter σ c :
, and a feature preserving weight function with parameter σ s is:
. The initial normal of vertex v i is given by a weighted average:
In our implementation, the following parameters give good smoothing results: σ c = σ s = 0.025 · l avg (l avg is the mean edge length) and the number of iterations applied is 15.
Local Surface Fitting and Projection
After the vertex normals of a mesh are filtered, we then perform local quadratic surface fitting. A quadratic surface S with a parametric representation in a local coordinate system (LCS) is illustrated in Fig.2 and can be expressed as:
The LCS for each vertex v i on the mesh is constructed in such a way that v i is mapped to p, the origin of the LCS, and the normal of v i corresponds to h, the third axis of the LCS. The first two coordinate axes u and v are arbitrarily chosen from the plane determined by v i and its normal. Then we transform all the k-ring neighboring vertices NV k (i) of v i from the global coordinate system (GCS) to its LCS as y j , z j ) | 0 j m} by homogeneous transformation and then fit them with an analytical quadratic surface:
The least square fitting method is adopted. The objective function of the least square quadratic surface fitting can be expressed as:
where w j is the weighting function defined in such a way that the closer the neighboring vertex to v i , the more it affects the surface shape. Therefore, w j can be chosen as
Minimizing F gives rise to a set of linear equations, which can be solved with the Gaussian elimination method [29] . The resulting coefficients are utilized to define the quadratic surface h(u, v) in (4) .
After a quadratic surface is fitted at a vertex, the new position for the vertex must be chosen somewhere on the surface. We project the vertex along its normal vector onto the quadratic surface and update it with the projection position. This method is very easy to implement and works well in reducing the bumpiness of the surface mesh, while preserving features of low curvatures. Fig.3 gives the denoising result of the Stanford bunny model embossed with the letters "i" and "H". Note that those small wavy features on the bunny body have been preserved quite well. However, sharp features, such as the boundaries of "i" or the mouth of the bunny, have been blurred.
Anisotropic Mesh Denoising
From the smoothing results in Fig.3 , we can see that many sharp features, including edges and corners, are smoothed out. Specifically, if a vertex is located near an edge or a corner, its local quadratic surface will blur these features. An ideal way to preserve features at a vertex is to partition surface segments sharing the vertex, fit the connected segments into different surface patches, and finally project the vertex to the intersection curve of the feature patches. However, it is nontrivial to accurately segment feature patches of a mesh and compute the intersection of patches when the surface shape is highly complicated. In our method, we take a more feasible and robust way to preserve the features during mesh denoising. For each vertex to be smoothed, we consider part of its neighboring vertices (so-called anisotropic neighborhood) that will be used to fit the local quadratic surface. The subset of neighboring vertices is chosen so that the fitted surface faithfully mimics the original surface feature and thus the sharp feature is preserved after the mesh denoising.
Face Normal Filtering
It often helps to perform normal-based mesh smoothing as a pre-processing, especially when there is a high level of noise in a model. There have been many approaches to mesh normal filtering, most of which update the normals directly from the original face normals. The mean, median, and alpha-trimming filters were adopted by Yagou et al. [15] . Shen et al. [5] gave a fuzzy vector median filter to smooth face normals. Sun et al. [18] presented a fast method to filter face normals using the thresholding technique. In the present paper, we employ Sun et al.'s approach [18] with some modifications. Suppose NF F (i) is the union of a face f i and the set of faces that have a common vertex or edge with f i , then the updated normal of f i is given in Sun et al. [18] as nf (i) = normalize
where h j is a weighted function defined by
where 0 < T < 1 is a pre-defined threshold, and f (x) is monotonically increasing function for x 0. In [18] , f (x) = x 2 is adopted, while we choose f (x) = x 4 , which produces more preferable results in our experiments.
Anisotropic Neighborhood Selection
In the standard surface fitting method described in Section 2, we consider an isotropic neighborhood around each vertex. As shown in Fig.3 , the isotropic neighborhood can cause feature-blurring problems. In general, sharp features can be considered as the intersections of multiple local surface patches. Accordingly, the points on a sharp feature are located on these joint surface patches. In other words, the vertices in a neighborhood of a surface point P should contribute differently to the quadratic fitting function according to their "similarity" to the center point P . Similar to the bilateral filtering as we briefly explained in Section 2, we will consider two types of "similarities": one is spatial similarity (or distance to the center point) and the other is property similarity (or the angle between the normal vectors of two triangles). To combine these two terms, we adopt the normal-weighted distance between two triangles in a mesh, as introduced by Ohtake et al. [16] . The normal-weighted distance is defined for each surrounding face around a seed face. As illustrated in Fig.4 , let f i be a seed face and f j , f k are two adjacent faces within the neighborhood of f i . n(i), n(j) and n(k) are the unit normals of f i , f j and f k , respectively. c j , c k are the centroids of f j , f k , and mp jk is the middle point of the common edge of f j and f k . The distance between two adjacent faces, f j and f k , is defined as ∆(f j , f k ) = c j − mp jk + c k − mp jk . Then, the normal-weighted distance from the face f k to the seed face f i is calculated as where
, and ω is a positive constant. Since the face f i is the seed face, the normal vector difference from n(j) and n(k) to n(i) should weigh more than that between n(j) and n(k). Our experiments have shown that the ratio used above yields good results. Note that there are typically more than one path going from f i to f k . In this case, the distance is calculated for each path and the shortest one can be chosen using Dijkstra's algorithm. After the normal-weighted distance is calculated for every triangle in the neighborhood of the face f i , the anisotropic neighborhood is chosen as those triangles whose distances to the seed face are less than a pre-specified distance threshold.
The size of neighborhoods could be determined by the distance threshold. If the threshold value is too high, the size of neighborhoods would be relatively large, while the size of neighborhoods would be small if the threshold is too low. In our method, the quadratic surface is chosen for local surface fitting, which requires at least six neighboring vertices in the neighborhoods. On the other hand, too many neighboring vertices will increase the computational time and ruin the local surface features as well. For these reasons, in our implementation we specify a maximal size δ of neighborhoods, i.e., the maximal number of neighboring faces, as an additional condition of anisotropic neighborhood selection. Our experiments show that δ = 10 is a good choice.
Fitting-Based Mesh Denoising
The surface fitting described in Section 2 is performed on each vertex, but the anisotropic neighborhood searching given in Subsection 3.2 is carried out on triangles. To combine the anisotropic neighborhood selection into the fitting-based mesh denoising algorithm, we check each mesh vertex v and find one of the incident triangles, denoted by t, which has the most similar normal direction to the normal vector of the vertex v (see (2) on the approximation of the normal of a vertex). The selected triangle t is used as the seed face in the anisotropic neighborhood searching algorithm. All vertices in the neighborhood found are considered as the data points, with which the local surface fitting and projection are carried out to get the new position of the vertex v. Locally, the neighborhood of a vertex is approximated by a quadratic surface. By repeating the fitting and projection processes, the vertices are expected to converge to the corresponding fitted surfaces. Accordingly, the iterative procedure is performed repeatedly until convergency, i.e., the Hausdorff distance between the two sequential denoised meshes at the i-th and (i+1)-th iterations is less than a user-defined small threshold d. In our experiments, d = 0.05× mean edge length generally produces good results.
Results and Discussion
We have implemented all algorithms described in this paper with Visual C++ and OpenGL, running on a Pentium IV PC with 2.0 GHz, and tested them on scanned data and CAD mesh models with different levels of noise.
Parameter Selection. In the comparisons shown below, we attempt to get the best results for each method by fine tuning their parameters. In our algorithm, the parameters mainly consist of the iterations of face normal filtering: n 1 , the angle threshold for face normal filtering: T , the number of anisotropic neighboring vertices for fitting: n 2 , and the distance threshold: d.
Among those parameters, the number of iterations n 1 for face normal filtering is set according to the level of noise. If there is a high level of noise, n 1 should be relatively big; otherwise, it is set with a small value. The angle threshold T in the face normal filter is related to the "sharpness" of the features. If the mesh contains very sharp features that need to be preserved, T should be a small value; otherwise, it is assigned with a relatively high value. For example, the fandisk model contains much sharper features than the bunny model and thus T should be set smaller in the fandisk model than the bunny model. The size of neighborhood n 2 is selected according to the curvature of the mesh at a vertex. If the curvature is small, indicating the surrounding region of the vertex is relatively flat, the size of neighborhood n 2 could be relatively big; otherwise, it should be set smaller.
Comparison [14] in Fig.5 and Hilderbrandt and Polthier's method [20] in Fig.6 . Ohtake et al.'s method [16] and Sun et al.'s method [18] can preserve most sharp features, but some of them are still corrupted, as indicated in Figs. 5 and 6. By contrast, our approach produces smoother surface meshes for these two models and preserves all important features. In the following figures, l e stands for the mean edge length. Fig.7 gives the denoising results of a bust model. Yagou et al. ' s [15] method preserves features so excessively that many non-sharp features with small curvatures are sharpened (for example, the tip of the nose). [16] method. (e) By Sun et al.'s [18] method (n 1 = 10, n 2 = 30, T = 0.4). (f) By our method (n 1 = 10, T = 0.4, n 2 = 20, d = 5% × le). The same problem occurs occasionally by Hilderbrandt and Polthier's [20] , and Sun et al.'s [18] methods (see the wavy hair). Using local surface fitting with anisotropic neighborhoods, our algorithm is able to remedy this problem by generating a smooth and faithful mesh as compared to the noisy model. Fig.8 shows the denoising results of a scanned model -the femme with real noise. All four approaches generate good results. However, there are some disordered faces in the result by Sun et al. ' s [18] method and some bumpy faces by Ohtake et al.'s [16] method. In this particular model, Jones et al.'s [13] method seems to produce the smoothest result. The scanned data usually are dense and there are also a number of points in noisy areas. If small neighborhoods are used to fit local surfaces in our method, the noisy area will be incorrectly considered as a feature and thus preserved. On the other hand, if we choose relatively big neighborhoods, the above-mentioned problem can be fixed, but the computational time will increase considerably. In our current implementation, the maximal size of neighborhoods is pre-defined by the users. As part of our future work, we shall consider an adaptive sizing function of neighborhoods that is determined by the size of local features. Fig.9 shows the denoising results for a fandisk mesh, corrupted by the Gaussian noise with 0.2 times mean edge length. Fleishman et al. ' s [14] method blurs some sharp edges, while all three other methods preserve most of the sharp features. Note that the small, nonsharp feature indicated by the rectangles in the model is preserved only by our method. Another difference between these resulting meshes is the curvy edge going from the center to the bottom of the model in Fig.9 . Again, our methods preserves better than other approaches on this edge feature. Fig.10 gives the denoising results of the bunny model. From the curvature maps, we can see that both the sharp features around the boundaries of the "i" and "H" and the non-sharp, wavy features on the bunny body are well preserved in our method. Fig.11 gives the denoising results of the Stanford dragon mesh model, which contains many complicated features. From the comparisons, we notice that small features may be preserved better with Jones et al.'s [13] and our methods than the other two methods. For more complicated features, they may be constructed with higher-order surfaces. However, locally the mesh could be represented fairly well with quadratic surface patches. We have tested higher order surfaces using cubic and even higher-order surfaces to fit the local surfaces. There is no significant improvements over the quadratic surface from the results we have seen.
The results shown above have visually demonstrated Hilderbrandt and Polthier's [20] method (n = 100). (f) By our method (n 1 = 5, T = 0.6, n 2 = 30, d = 5% × le). From the mean curvature maps on the bottom row, we can see that both sharp and non-sharp features are preserved very well with our method. [13] and our method.
the superiority of our algorithm to other methods in terms of mesh smoothing and feature-preserving. Here we provide some quantitative comparisons between our approach and other methods. Since our algorithm essentially performs on the normal fields, we follow [18] to measure the difference between the normals of the original mesh and the denoised mesh, in which the error metric is defined with the mean square angular error. We compare the angular errors resulting from [18] and our method on the testing meshes in Fig.12 . Apparently, our method results in smaller normal errors.
To demonstrate the fidelity of the smoothed mesh relative to the original surface, the Hausdorff distance between the two meshes is calculated with the software tool called Metro [30] . Fig.13 shows a detailed comparison of the Hausdorff distance results, where the horizontal axis is the absolute distance value between the smoothed mesh and the original mesh, and the vertical axis is the corresponding histogram (in percentage) with respect to each distance value. From this figure, we can see that our method yields small Hausdorff distances, indicating that our method produces very close surface mesh relative to the original model, in addition to its high efficiency of noise removal. Table 1 shows the timing comparison for these models using different methods. Compared with other methods, our approach is not the fastest but the disparity is insignificant. With comprehensive consideration of the quality and timing, our method still has better performance.
Conclusions
We have presented a novel feature-preserving mesh denoising method using the surface fitting and projection technique, combined with the anisotropic neighborhood-searching scheme. The results demonstrated in the current paper show that by considering the anisotropic neighborhoods in the surface fitting, we are able to achieve promising mesh denoising on many types of input mesh models. The comparisons with several other popular methods also show that our approach is very effective in retaining both sharp (highcurvature) and non-sharp (low curvature) features. Furthermore, the histograms of Hausdorff distances from the denoised meshes to the original ones indicate that our method possesses an excellent performance in preserving the geometry of the given model (e.g., surface areas, volumes, local curvatures). As part of our efforts in the present paper, the software package implementing the algorithms described will be made available on a public domain for downloading.
As mentioned in Section 4, the maximal number of anisotropic neighborhoods is given by the users in our algorithm. However, different features in a model may have distinct geometric properties, such as sizes. Therefore, it may be more desirable to implement an adaptive scheme to select the anisotropic neighborhoods according to the estimation of the local feature size. We plan to explore these topics in our future work.
