This research explores the use of the theory of recognition primed decision making and the technology of case-based reasoning to store fault management experience and make it available to operators confronting similar anomalous situations. Specifically, this project uses case-based reasoning technology to construct a knowledge base of actual fault management experience. This knowledge base is organized so as to enable operators to rapidly recognize a fault and retrieve information about previous or similar fault occurrences. The Fault Information Extraction and Investigation Tool (FIXIT), a case-based architecture for computationally encoding fault management experience, is described. FIXIT was implemented in proof-ofconcept form for satellite ground controllers. An empirical study with NASA controllers showed that fault management using FIXIT was consistently superior to fault detection and response using existing fault management resources of NASA satellite ground control centers.
Introduction
The need to better understand and model the process of fault management is motivated by three prevalent trends in the control of complex dynamic systems. The first results from the increasing levels of automation found in most modern control systems. Most modern automation handles nonnominal situations poorly. Human operators are frequently left to deal with anomalous and unexpected system conditions (Sheridan, 1992) . This trend points to the importance of developing automated systems which can detect, diagnose, and respond to anomalies and support the human operator when the limits of automation are reached.
A second trend relates to the changing role of the operator in human-machine systems. Reduced budgets and a corresponding desire to reduce the necessary number of operations personnel mean that operators are increasingly controlling multiple, independent systems concurrently (see Thurman & Mitchell, 1995) . The result has been a marked reduction in the detailed knowledge operators have with which to respond to unexpected situations or to manage faults.
The third trend results from high levels of turnover among operations personnel. In general, when personnel changes occur, relatively expert personnel are replaced by less experienced people. In order to judge whether or not a controlled process is in error, operators must have knowledge of the process being performed or expectations about its correct outcome (Hutchins, 1995) . Operators' ability to successfully perform fault management is directly related to their level of experience with the controlled system. As the amount of time and experience that operators have with a specific system decrease, the speed and efficiency of fault management also decreases.
One of the results of giving operators responsibility to control multiple independent systems, coupled with high operator turnover, may be that operators do not have the relevant knowledge to successfully manage faults. Given the context in which fault management is conducted (i.e., high workload and high likelihood of distractions and interruptions) even if the operator possesses the relevant knowledge it is easy for a memory lapse to occur (Woods, Johannesen, Cook, & Sarter, 1994) . The brittle nature of modern automation also means that operators may be called upon to perform without the aid of automation at the very time they are in most need of assistance (Woods et al., 1994) .
The Fault Information Extraction and Investigation Tool (FIXIT) is proposed as one strategy to help mitigate these problems by encoding previous fault management activities and making that information available to operations personnel. FIXIT stores and makes available to the operator past fault management experiences in such a way as to facilitate recognition of the current fault as an instance or variant of previous experience. Based on both the theory of recognitionprimed decision making and the technology of case-based reasoning, FIXIT is intended to embody the properties of human-centered automation--that is, automation that reflects how humans solve problems and make decisions. As such, it both aids operators who lack widespread knowledge of previous faults and forms a bridge between automated fault management systems and the humans that must assume control of them when the limits of automation are reached. Figure 1 shows the theoretical underpinnings of the FIXIT architecture. They combine the cognitive science assumptions on recognition of previous experience as a major component of problem solving (Klein, 1989; Kolodner, 1993) and the representation of complex systems on a continuum of decompositions of both aggregation and abstraction (Rasmussen, 1986b) .
Conceptual Architecture

Problem Solving by Real-World Experts
Research on expert problem solving shows that a significant aspect of what specialists do when performing in actual work domains is to use their experience and expertise to assess a situation, identify if a problem exists, and, if so, determine whether and how to act upon it. Klein (1993) suggests that rather than optimizing or satisficing, expert operators frequently recall previous experiences and adapt them to solve problems. Klein (1989 Klein ( , 1993 proposes recognition-primed decision making (RPD) as an alternative theory for how decision makers solve problems in real-world settings. Klein (1993) suggests that decision making in realworld setting is the result of three processes: situation assessment, formulation of a plausible solution, and mental simulation. Situation assessment is used to generate a plausible course of action while mental simulation is used to evaluate that course of action. This research focuses upon assisting problem solvers or automated systems in the task of situation assessment in unfamiliar circumstances in order to formulate a potential solution based on previous experience, and in simulating the proposed solution to test if it meets the needs of the current problem.
Complementing the situation assessment stage of recognition-primed decision making, case-based reasoning combines a cognitive model describing how people use and reason from past experience and a technology for finding and presenting such experiences (Domeshek & Kolodner, 1992; Kolodner, 1993) . Information about previous experiences is organized as a library of cases or, more specifically, as a 'case base'. Cases represent specific operational knowledge tied to specific situations (Kolodner, 1993) . Cases make explicit how a task was carried out, how a piece of knowledge was applied, and what strategies were used to accomplish a task. Every case is accompanied by a set of indexes, which are combinations of descriptors which uniquely distinguish a case from other cases.
FIXIT records previous fault management experience as cases. The cases contain information to support diagnosis and identification of a particular problem, as well as information describing corrective actions to be taken (i.e., operational knowledge). An important issue in the organization of fault management information is the level of description needed so an anomaly can be recognized and managed in a recognition-primed way. FIXIT uses two levels of abstraction to organize fault management information. At the lowest level, anomaly information is stored as reports, which are detailed descriptions of a single anomaly incident. At a higher level, anomaly reports which share common characteristics are abstracted to form anomaly categories.
Figure 1. FIXIT conceptual components
Representations of Complex Dynamic Systems
Symptomatic search (Rasmussen, 1986 ) is an efficient strategy to diagnose current anomalies and a method for retrieving cases from an anomaly case base. In symptomatic search, a set of symptoms characterizing an observed fault is used as a template to search through a set of symptom sets to find a match or near match (Sheridan, 1992) . FIXIT extends this notion of symptomatic search by linking anomalies and anomaly categories by membership in two complementary whole-part decompositions and an abstraction hierarchy.
The component decomposition is structured according to the whole-part component relationships in the controlled system. The functional decomposition describes bottom-up how components and functions are used, and describes top-down how purposes are implemented as functions and components. FIXIT uses these two decompositions to situate the anomaly in the context of the controlled system. Levels of abstraction have been proposed as a useful way to describe how expert operators organize system complexity (e.g. Mitchell & Miller, 1986; Rasmussen, 1986a) . FIXIT uses three levels of abstraction to categorize anomalies. 'Component' and 'function' characteristics of the anomalies are linked to the two whole-part decompositions discussed earlier. A 'problem' category is used to describe anomalies which do not fit into the categories based on the two decompositions. These include anomalies linked to the operating environment, or to multiple components, and/or multiple functions. For example, electromagnetic interference in a nuclear power plant, or the interference from the South Atlantic Anomaly in satellite system, would both be categorized as 'problem' anomalies. These categories are not mutually exclusive, and most anomalies are categorized using multiple levels of abstraction.
Computational Architecture
The FIXIT computational architecture is shown in Figure 2 . FIXIT diagnoses anomalies using two categories of information obtained from the control system. anomaly symptoms and state information. Anomaly symptoms are error indicators and event messages detected by the control system (e.g., a sensor showing that the battery current is too high), as well as information received from other automated systems or expert systems (e.g., a flag from an expert system used to monitor fluid levels in a process control plant). FIXIT also uses information about the state of the system (e.g., current altitude or position) to aid in diagnosis.
The system decomposition is a combination of two whole-part decompositions. The physical decomposition divides the controlled system into subsystems, components, and sensors. The functional decomposition divides the controlled system into functional subsystems, component functions, and sensor functions. The system decomposition is used to situate the anomaly symptoms in the context of the controlled system. FIXIT uses the system decomposition bottom-up to determine which system components and functions are related to each of the anomaly symptoms.
Figure 2. FIXIT computational architecture
The product of FIXIT's situation assessment process is the situation description. The situation description is used as the template for the symptomatic search of the diagnosis networks. The diagnosis networks are FIXIT's repository of fault management expertise. The organization of the networks reflects diagnostic procedures used by system operators. The three diagnosis networks are based on the three levels of abstraction used to categorize the anomalies. Each network is used to retrieve a particular type of anomaly from the anomaly case base. The diagnosis networks serve as indexing schemes for the anomaly case base. Symptomatic search is performed by pruning the diagnosis networks of any branch that does not relate to a symptom contained in the situation description. The resulting tree structures provide a means for the operator to observe FIXIT's reasoning strategy.
The anomaly case base is FIXIT's repository of fault management experience. The experiences in the anomaly case base provide lessons and advice on how to solve various problems, and also how not to solve problems.
The anomaly case base stores two different types of anomaly information: anomaly reports and categories. An anomaly report is a detailed record of a single occurrence of an anomaly. It contains a detailed description of the incident, a description of the impacts of the anomaly on the system, a list of corrective actions that were performed, and a description the final resolution of the anomaly. Whereas an anomaly report is a single incident, an anomaly category is an abstraction of a set of anomaly reports that share common characteristics. Anomaly categories contain two types of information. The first is primarily descriptive: a description of the anomaly, information about the anomaly's previous impacts on a system, and a description of how the anomaly was resolved. An anomaly category also contains prescriptive information: a system-independent description of the anomaly, the anomaly's potential impacts on the system, as well as a list of corrective actions for the operator to perform. In a future automated system, corrective actions could be executed automatically by the control system.
The Current Solution Space is the set of anomaly categories and reports retrieved from the Anomaly Case Base. The retrieved solutions contain information for identifying, diagnosing and responding to individual anomalies. The solutions can be adapted and used by operators for fault management or, potentially, by automated systems for use in control.
Evaluation
FIXIT has been implemented in proof-of-concept form as a decision-aid to support controllers of a NASA satellite system. The anomaly case base contains information from actual NASA spacecraft anomaly logs currently used to diagnose and remediate faults. To evaluate the effectiveness of the FIXIT architecture in supporting real-time fault management, an experiment was conducted using satellite ground control operators at NASA Goddard Space Flight Center. Eight subject teams (a pair of operators, one a certified NASA satellite ground controller and the other an experimental confederate) controlled a simulated satellite ground control system during eight satellite control scenarios. Scenarios were matched by fault type and each team saw four fault categories under each of the two conditions: FIXIT and conventional control room fault management.
Six performance measures related to subjects' ability to detect, identify, and formulate an appropriate solution to the presented anomalies were collected. As shown in Figures 3  and 4 , the use of FIXIT resulted in significantly improved subject performance for all six measures. Subjects detected anomalies (p<0.03), identified them as replicas or variants of previous anomalies (p<0.001), and determined the correct response (p<0.003) more quickly with FIXIT than when using their conventional fault management tools. Subjects' anomaly identifications and responses were also evaluated for correctness. Figure 4 shows that subjects accuracy of diagnosis and response was significantly higher with FIXIT than in the conventional condition.
Discussion
FIXIT is a domain-general computational architecture for encoding fault management experience. That is, the components which make up the architecture are appropriate for a class of complex domains. The semantics of a specific set of fault management experiences and whole-part system decompositions, however, do not generalize, except in concept, outside the application for which they were developed, e.g., process control, satellite ground control, manufacturing. Thus, though a particular instance of FIXIT is domain-specific, the computational architecture is applicable to a variety of domains. In addition, the FIXIT knowledgebase is extensible. As new anomalies are experienced, they can be added to FIXIT's case base, thus providing an evolving institutional memory of fault management experience. 
