Abstract-Regression testing is a very costly process performed primarily as a software maintenance activity. It is the process of retesting the modified parts of the software and ensuring that no new errors have been introduced into previously tested source code due to these modifications. A regression test selection technique selects an appropriate number of test cases from a test suite that might expose a fault in the modified program. In this paper, we propose both a regression test selection and prioritization technique. We implemented our regression test selection technique and demonstrated in two case studies that our technique is effective regarding selecting and prioritizing test cases. The results show that our technique may significantly reduce the number of test cases and thus the cost and resources for performing regression testing on modified software.
INTRODUCTION
Software maintenance is becoming important and expensive day by day [1] . When the software is modified during maintenance phases, retesting is performed. This process of retesting the software is known as regression testing. Regression testing helps in increasing confidence as to the stability of the modified program by locating errors in the modified program, and ensuring the continued operation of the software. Regression testing is a very costly process and consumes significant amounts of resources.
During regression testing, an already designed test suite is available for reuse. A regression test selection technique may help us to select an appropriate number of test cases from this test suite. The simplest technique is to run all test cases for verifying the modified program. This is the safest technique, but it is practical only when the size of test suite is small. We may select test cases randomly to reduce the size of the test suite. Many test cases selected randomly may not have any relation with the modified program. Another technique suggests the selection of test cases that execute the modified portion of the program and the portions that are affected by these modifications. These test cases are known as modification revealing test cases. All those test cases that reveal faults in the modified program are known as fault revealing test cases. Unfortunately, we do not have any efficient technique to find fault revealing and modification revealing test cases. We may also indicate the precedence with which a test case may be addressed during regression testing. A test case with higher rank will have higher priority than a test case with lower rank.
This work is the extension of earlier regression test selection and prioritization techniques [2] . We implemented this technique and validated this technique with the help of two case studies. Unlike other techniques, our technique identifies test cases that execute the modified lines of source code at least once and selects those test cases that execute the lines of source code after deletion of lines from the execution history of the test cases The results show that the technique can significantly reduce the cost and resources for performing regression testing on modified programs. This paper is organized as follows: The related work is summarized in Section 2. Section 3 provides background for the proposed technique.
The detailed algorithm for the proposed technique along with two case studies is given in section 4. Section 5 presents the application of the technique and the conclusions of the research are presented in section 6.
RELATED WORK
Fischer et al. proposed a minimization based regression test selection technique. This technique used linear equations in order to represent relationships between basic block and test cases [3] .
A safe regression test selection algorithm was proposed by Rothermal and Harrold [4] . They used control flow graphs for a program or procedure and these graphs were used to select test cases that execute modified source code from the given test suite. Wong et al. carried out a study of regression testing [5] . Chen et al. [6] and Laski and Szermer, Vokolos and Frankl [7] have also proposed safe regression test selection techniques. A hybrid technique was proposed by Wong in 1994 [5] .
Two complimentary algorithms were given by [8] . Harrold and Soffa proposed a data flow coverage based regression test selection technique [9] . An empirical study was conducted by Graves et al. in order to examine the costs and benefits of various regression test selection techniques [10] . Rothermal et al. analyzed various test selection algorithms in [11] . The issues related to prioritization were addressed by Rothermal et al. [12] . Rothermal et al. described the prioritization of test cases in large software development environments [13] . Kim02 [14] proposed a prioritization technique based on historical execution data. Li07 [15] performed a empirical study using several greedy algorithms.
BACKGROUND
Here we present the concept and types of prioritization. We also provide the basic notations used in the proposed technique in the rest of the paper.
Prioritization Criteria
The efficiency of the regression testing is dependent upon the criteria of prioritization. There are two varieties of test case prioritization viz. general test case prioritization and version specific test case prioritization. In general test case prioritization, for a given program with its test suite, we prioritize the test cases that will be useful over a succession of subsequent modified versions of the original program without any knowledge of modification(s). In version specific test case prioritization, we prioritize the test cases i.e., when the original program is changed to the modified program, versus the knowledge of the changes that have been made in the original program.
Test cases selection criteria
We consider a program P with its modified program P′ and its test suite T created to test P. When we modify P to P′, we would like to execute modified portion(s) of the source code and the portion(s) affected by the modification(s) to see the correctness of modification(s). We neither have time nor resources to execute all test cases of T. Our objective is to reduce the size of T to T′ using some selection criteria, which may help us to execute tests on the modified portion of the source code and the portion(s) affected by modification(s).
The technique is based on version specific test case prioritization where information about changes in the program is known. Hence, prioritization is focused around the changes in the modified program. We may like to execute all modified lines of source code with a minimum number of selected test cases. This technique identifies those test cases that:
(i) Execute the modified lines of source code at least once (ii) Execute the lines of source code after deletion of deleted lines from the execution history of the test case and that are not redundant.
The technique uses two algorithms one for "modification" and the other for "deletion". The following information is available from us and has been used to design the technique: 
REGRESSION TEST SELECTION AND PRIORITIZATION TECHNIQUE
We propose a regression test selection and prioritization technique, which prioritizes test cases in test suite T and selects from test suite T a subset T′. The technique also prioritizes test cases of T′ and recommends using high priority test cases first and then low priority test cases and so on until time and resources are available or a reasonable level of confidence about correctness is achieved.
Modification algorithm
The "modification" portion of the technique is used to minimize and prioritize test cases based on the modified lines of source code. The "modification" algorithm uses the following information given in table 1.
The following steps have been followed in order to select and prioritize test cases from test suite T based on the modification in the program P.
Step [Acute angled triangle, Obtuse angled triangle, Right angled triangle, Invalid triangle] Test cases are generated using data flow testing technique. Data flow testing focuses on variable definition and variable usage. The variables are defined and used (referenced) throughout the program. Hence, this technique concentrates on how a variable is defined and used at different places of the program. The execution history is given in table 2 (from definition to its usage). Table 2 also shows the inputs given and the expected output from the program. We assume that lines 5, 8, 10, 15, 20, 23, 28, 35 are modified. The first portion of the "modification" algorithm is used to initialize and read values of variables T1, modloc, and mod_locode.
Step II: Selection and prioritization of test cases The second portion of the algorithm counts the number of modified lines of source code covered by each test case (nfound).
The status of test cases covering modified lines of source code is given in table 3.
First portion of the "modification" algorithm
1.
Repeat Consider the third portion of "modification" algorithm. In this portion, we sort the nfound array and select the test case with the highest value of nfound as the candidate for selection. The test cases are arranged with an increasing order of priorities.
The test cases with less value have higher priority than the test cases with higher value. Hence, the test cases are sorted on the basis of number of modified lines covered as shown in table 4.
The test case with candidate=1 is selected in each iteration. In the fourth portion of the algorithm, the modified lines of source code included in the selected test cases are removed from the mod_locode array. This process continues until there are no remaining modified lines of source code covered by any test case. Hence test cases T7, T6, and T8 need to be executed on the basis of their corresponding priority (see figure 1) . Out of 12 test cases, we need to run only 3 test cases for 100% code coverage of modified lines of source code. This is a 75% reduction of test cases. 
Deletion algorithm
The "deletion" portion of the technique is used to (i) update the execution history of test cases by removing the deleted lines of source code (ii) identify and remove those test cases that cover only those lines which are covered by other test cases of the program. The information used in the algorithm is given in table 7.
Step I: Initialization of variables We consider a program for determination of day in a week of 118 lines of source code with a test suite of 12 test cases. Its input is a triple of day, month and year with the values in the range. The possible outputs would be the day of the week or an invalid date. The execution history (paths covered by using data flow testing technique) is given in 
Fig. 1. Test case selection and prioritization
After deleting line numbers 12, 27 and 55 the modified execution history is given in table 9. Step II: Identification of redundant test cases We want to find redundant test cases. A test case is a redundant test case, if it covers only those lines which are covered by other test cases of the program. This situation may arise due to deletion of few lines of the program.
Consider the second portion of the "deletion" algorithm. In this portion, the test case array is initialized with line numbers of lines of source code covered by each test case. 53  T3  Y  54  T3  Y  56  T3  Y  57  T3  Y  61  T3  Y  91  T3  Y  56  T3  Y  57  T3  Y  61  T3  Y   T4   91  T3  Y  13  T1  Y  14  T1  Y  15  T1  Y  16  T1  Y  17  T1  Y  18  T1  Y   T12   26  T9  Y   The remaining test cases are = [T1, T3, T5, T6, T7, T8, T9, T10, T11] and are given in table 11 . Now we will minimize and prioritize test case using "modification" algorithm given in section 4.1. The status of test cases covering the modified lines is given in table 12. Hence, test cases T10, T3, and T1 are need to be executed and redundant test cases are T2, T4 and T12 (as shown in figure 2) .
Out of the five test cases, we need to run only 3 test cases for 100% code coverage of modified code coverage. This is 75% reduction. If we run only those test cases that are covering any 
APPLICATIONS
Test case selection and prioritization is essential for maintaining software. Every developer/tester faces this challenge in every organization. In the absence of any effective technique, the random selection of test cases may prevail and the outcome regarding the correction of the program may be illusive and sometimes becomes incorrect. The impact analysis of the changes to the program may further become difficult and time consuming. Hence, an effective technique not only reduces maintenance effort but also performs the desired impact analysis properly. Moreover, such a technique becomes the focus of maintenance activities and may help to preserve the quality of the software. The proposed regression test selection and prioritization technique can reduce the cost and time of regression testing and thereby reduce the cost of maintenance activity. Adequate regression testing will also ensure the quality and reliability of the modified software.
CONCLUSIONS
The goal of our work is to select and prioritize test cases for performing regression testing activity. In this work, we implement and validate a regression test selection and prioritization technique. The work is important due to the following reasons:
‧The proposed technique increases confidence in the correctness of the modified program. ‧The test cases selected using the proposed technique will identify and locate errors in the modified program. ‧The proposed technique will help in preserving the quality and reliability of the software. ‧Test cases selected by the proposed technique will ensure the software's continued operation.
The results show that the proposed regression selection and prioritization technique will help in reducing the test cases by a significant number. Therefore, the software developers and testers can use this technique in practice and this technique can reduce the cost of regression testing significantly. In future we will analyze the proposed algorithm on large programs. 
