Abstract -Hidden station problem can occur in power-line communication (PLC) networks. A simple solution to the problem has been proposed to use request-to-send (RTS)/clear-to-send (CTS) exchange, but this approach cannot solve the hidden station problem perfectly. This paper revisits the problem for PLC networks and designs a protocol to solve it. We first analyze the throughput performance degradation when the hidden station problem occurs in PLC networks. Then, we propose an interferer aware multiple access (IAMA) protocol to enhance throughput and fairness performances, which uses unique characteristics of PLC networks. Using the RTS/CTS exchange adaptively, the IAMA protocol protects receiving stations from being interfered with neighboring networks. Through extensive simulations, we show that our proposed protocol outperforms conventional random access protocols in terms of throughput and fairness.
Introduction
A real-time two-way communication infrastructure is necessary to build a next generation power grid, i.e., Smart Grid. Since power-line communication (PLC) uses power cables as its communication medium, it is becoming a prominent communication technology that enables smart grid. PLC in smart grid has multi-hop characteristic or multiple networks to cover a wide area. A measurement based study has been revealed that a communication signal of a PLC network can interfere with some signals from neighboring PLC networks [1] . In a multi-hop network or multiple networks with random access protocols, the hidden station problem [2] , which severely degrades throughput and fairness performances, is a classical problem.
To tackle the hidden station problem, many researches have been done mainly in wireless networks [3] [4] [5] [6] . They can be classified into: pure contention-based, busy tonebased, power aware, directional antenna-based, and multiple channel-based solutions [3] . In [3] and references therein, diverse solutions for the problem are proposed in wireless networks. The most popular solution to the hidden station problem is to use request-to-send (RTS)/clear-tosend (CTS) exchange before data transmission, which is a part of the IEEE 802.11 standard [4] . However, previous researches have already shown that the RTS/CTS exchange cannot solve the problem perfectly and even degrades the network performance further in some scenarios [5, 6] .
Among the solutions from wireless networks, busy tonebased, directional antenna-based, and multiple channelbased solutions cannot be applied to PLC networks because most of PLC standards do not support the functions. To solve the hidden station problem in PLC, the other two solutions have been discussed. First approach is a kind of power aware solution that the hidden station's signal is regarded as a background noise and the signal-tonoise ratio (SNR) with a hidden station is measured [7] . However, this approach degrades PLC performance. The other approach is using the RTS/CTS exchange as IEEE 802.11 standard does, i.e., a pure contention based solution. The state-of-the-art PLC standards, such as ITU-T G.hn [8] , IEEE 1901 [9] , and HomePlug AV2 [10] , have adopted this solution and commercial products of ITU-T G.hn and HomePlug AV2 are currently available at the market [11] . To use the power line medium efficiently, a PLC-customized solution is required.
In PLC, some interference control schemes to improve throughput performance have been proposed for the scheduled access [12] . Recent works have been done for PLC carrier sense multiple access with collision avoidance (CSMA/CA) performance enhancement [13] by knowing PLC channel characteristics [14] . In [15] , impulsive noise mitigation algorithm has been proposed. However, to the best of our knowledge, no research for solving the hidden station problem in CSMA/CA rather than the mentioned two approaches has been carried out for PLC networks.
In this paper, we start with a brief performance analysis under the hidden station problem for PLC networks. Then, to solve the hidden station problem, we propose an interferer aware multiple access (IAMA) protocol that uses unique characteristics of PLC networks: static topology and PHY header information. A transmitter which uses IAMA protocol first checks the interference relationship between neighboring networks, and then, according to the relationship, it decides whether to use the RTS/CTS exchange or not. The fundamental idea in the IAMA protocol is to protect each receiver from being interfered in reception. That is, if a receiver is in an interference relationship, a pair of transmitter and receiver uses the RTS/CTS exchange. Through extensive simulations, we confirm that our proposed IAMA protocol outperforms the other CSMA/CA protocol without RTS/CTS exchange (named the basic access), with RTS/CTS exchange (named the RTS/CTS access), and with power controlled RTS/CTS exchange in terms of throughput and fairness.
The remainder of this paper is organized as follows. In Section 2, we describe our system model for a PLC network. The hidden station problem is briefly described in Section 3. We analyze the performance degradation due to the problem in Section 4, and propose our IAMA protocol in Section 5. After evaluating the proposed protocol in Section 6, we conclude our paper in Section 7.
System Model
We consider a PLC system that consists of multiple logical networks. In this work, we use the IEEE 1901 PLC system [9] as a reference one, but any PLC system can be applied without restriction. We consider a homogeneous network where all PLC stations use a same PLC protocol. We refer to a logical network as a basic service set (BSS). A BSS consists of a BSS manager (BM) and several stations. The BM provides services for association, security, and neighboring network coordination. It is assumed that all the PLC stations have no mobility.
We assume that each BSS is separated by a MV/LV transformer. When a PLC signal penetrates a transformer, its strength is attenuated by about 50 dB [7] . Therefore, stations installed near the transformer suffer from interference from neighboring networks. Fig. 1 shows an example topology of our considered system. In this example, there are three BSSs, each of which has one BM; BM1 and BM2 are inside each transformer while BM3 is at the transformer. Each BSS can cover several houses or buildings. Stations a and b in BSS1 and station a in BSS2 interfere with each other. Also, all stations in BSS2 and station a in BSS3 interfere with each other.
It is assumed that each BSS is synchronized with the AC line cycle and each station can decode the other stations' transmissions within a BSS. Also, if a station is located at near the neighboring BSS, it can decode the physical (PHY) header of a packet from the neighboring BSS. Fig. 2 shows the PHY header format of IEEE 1901, which is 128 bits long [9] . In VF_IH, transmitter and receiver ID are included. Important difference to the IEEE 802.11 standard is that the PHY header has its own checksum. Therefore, any station that receives a packet with valid checksum can obtain information such as network ID, transmitter ID, and receiver ID even if the following data is corrupted.
Hidden Station Problem
One of the basic random access protocols for the shared channel is the CSMA/CA protocol. In the CSMA/ CA protocol, each station senses the medium before transmission. If the medium is busy, it waits until the medium becomes idle. Otherwise, the station decreases its backoff counter (BC). When its BC reaches zero and the medium is idle, it transmits its packet. After the transmission, it chooses another BC for next transmission.
An important characteristic of channel sensing is that, even if a transmitter senses the medium idle, its receiver may sense it busy because the transmitter and receiver are in different locations. This characteristic possibly causes the hidden station problem. Because of the problem, two important performances, i.e., throughput and fairness degrade severely in some cases. Fig. 3 shows an example of the throughput performance degradation because of the hidden station problem. In this example, A and C are transmitters, and B is their common receiver. Since the distance between A and C is longer SNID, VF_IH, and FCCS denote the type of the packet, the network ID, variant fields according to the packet type, and checksum for the PHY header, respectively [9] . If A starts its transmission while C is transmitting, both transmissions will fail.
Throughput performance degradation

Fairness performance degradation
Fig . 4 shows an example of the fairness performance degradation because of the hidden station problem. In this example, B and D are hidden each other and attempt packet transmissions to A and C, respectively. When B is sending a packet, C should wait its reception until B completes its transmission for A. However, since D is out of the transmission range of B, it will send its packet to C, resulting in transmission failure. This problem leads to an unfair channel access between B and D.
Simulation results for the hidden station problem
In this section, we simulate to get an insight on the throughput and fairness performance degradations in a simple network due to the hidden station problem. There are two access modes of CSMA/CA protocol depending on the use of RTS/CTS exchange. The basic access exchanges data and acknowledge (ACK) packets directly (without RTS/CTS exchange), while the RTS/CTS access uses RTS/CTS exchange before data transmission. In the RTS/ CTS access, when a station overhears an RTS or CTS packet, it defers its transmission until hearing the ACK. The timing information about the ACK transmission is included in the RTS and CTS packets. We define the throughput performance as channel utilization, i.e., the amount of time spent for delivering data over the total time. It is assumed that one data packet transmission takes 1274.96 usec that carries 24 orthogonal frequency-division multiplexing (OFDM) symbols [9] . Fig. 5 shows the throughput and fairness performance comparison with and without a hidden station. The left four bars represent throughput performance of the basic access and the RTS/CTS access for the simple hidden station scenario shown in Fig. 3 . The left most two bars show the throughput performance with no hidden station. The basic access achieves 67.3% while the RTS/CTS access achieves 60.7%. Even in the case of no hidden station, the basic access cannot achieve 100% mainly because of the protocol overhead due to priority resolution slots, idle slots, response interframe space, ACK transmission time, and contention interframe space [16] . In the RTS/CTS access, the protocol overhead increased because of the transmission times of RTS, CTS, the RTS-to-CTS gap, and the CTS-to-data gap, resulting in lowered throughput.
Under the hidden stations, i.e., next left two bars with titled "hidden," the throughput of the RTS/CTS access is slightly reduced to 52.4%, while that of the basic access is significantly reduced down to 8.5%. In the RTS/CTS access, although data and ACK transmissions are protected, RTS and CTS packets can still collide with other packet transmissions, resulting in slight performance degradation.
The fairness performance under the hidden station scenario in Fig. 4 is also shown in Fig. 5 , i.e., right four bars. With no hidden station, the pairs of A-B and C-D share the medium equally, i.e., 50% each. However, with hidden stations, the pair of A-B occupies 88.1% while the pair of C-D takes a share of 11.9% of the total packet transmissions. This is due to particular positionings of receivers. That is, A is safe to receive a packet but C is not. Note that both the basic and RTS/CTS accesses shows similar result. That is, the RTS/CTS access is not the solution of the fairness performance degradation.
Throughput Analysis under the Hidden Station Problem in a PLC Network
In this section, the throughput performance of a PLC network under the hidden station problem is studied. We consider a simple hidden station scenario in Fig. 3 , where two transmitters attempt to send packets to one common receiver and they are hidden from each other. In [17] , PLC throughput performance has been analyzed under an assumption of no hidden station through a 3-dimensional discrete-time Markov chain. Some researches for throughput analysis under the hidden station problem have been carried out in wireless networks [18] . However, to the best of our knowledge, there is no PLC throughput performance analysis under the presence of hidden stations. For PLC throughput analysis under hidden stations, we apply a method similar to that in [18] .
Throughput Analysis
Steady-state probability: For simplicity, we assume that any overlapped receptions at a receiver result in collision and transmission failure. That is, the capture effect 1 is not considered. Fig. 6 shows the Markov chain model for a station under the considered scenario. The state represents the backoff procedure counter (BPC) of the station where m is the maximum BPC and c p denotes the collision probability which is independent of the BPC.
When a station attempts to send a packet, it uses its initial BPC, i.e., 0. If it fails in transmission, it increases its BPC by one. Otherwise, it resets its BPC to 0. When it fails 1 m + times consecutively, it discards the packet. With these state transition probabilities, we can obtain the steady-state probability i p as 
0 , [1 , , ] .
The summation of all the steady-state probabilities equals one, that is, 
This represents that all the steady-state probabilities can be expressed with c p . Vulnerable period: We now define the vulnerable period v T during which any transmission from an interferer results in a collision. This period differs depending on the RTS/CTS use of the CSMA/CA protocol. If the interferer starts its transmission during a data transmission of a victim, both transmissions fail. In the basic access, if the interferer starts its transmission when a receiver is preparing the ACK transmission, the receiver should reply with ACK packet. Therefore, the ACK transmission time is 1 (2) and (3) into (4) and using a numerical method, we can obtain c p .
Throughput performance
2 : Using c p and the analysis method in [17] , we can obtain the throughput for the considered PLC network. In our considered case of two transmitters, the probability that a station transmits a packet becomes c p . For n stations, at least one station 2 Here, we define the throughput performance as channel utilization. 
where s T and c T are the total time required for a successful data packet transmission and the amount of wasted time due to a collision, respectively.
For the transmission time of a data packet, we have
where k is the number of OFDM data symbols in a packet, and Fig. 7 shows the throughput performance for the simple hidden topology in Fig. 3 according to the number of OFDM symbols in a data packet. The data packet transmission time linearly increases with the number of OFDM symbols in a data packet as expressed as in (6) . For example, considering 12 and 24 symbols in a data packet, we have the packet transmission times of 692.72 usec and 1274.96 usec, respectively.
Numerical results
The numerical and simulation results for the RTS/CTS access shows that the analysis is very accurate with the error rate of less than 1.5%. For the basic access, however, the gap between two results rises from 5% to 17% when the number of symbols in a data packet is greater than 17. The large gap for large sized packets comes from the synchronous assumption that the two transmitters synchronously starts to transmit at each backoff stage. This assumption is no longer valid when the packet transmission time becomes large.
It is confirmed that the throughput performance for the basic access is severely degraded under the presence of hidden stations. For a packet containing 12 data symbols, the throughput degradation due to hidden stations is greater than 50%. For 24 data symbols, the degradation reaches 80% 3 .
Interferer Aware Multiple Access in a PLC Network
To overcome the performance degradation caused by hidden stations in PLC networks, using the RTS/CTS access is a good approach. However, it increases the protocol overhead, resulting in throughput degradation when there is no hidden station. Also, the RTS/CTS access cannot solve the fairness performance degradation problem. To overcome these drawbacks of the RTS/CTS access, we propose to use the interferer aware multiple access (IAMA) protocol for PLC networks. Our proposed IAMA protocol consists of two phases: initialization and runtime operation. In the initialization, each BSS collects the information on 3 We can easily convert the obtained normalized throughput into bits/sec.
For instance, if the throughput is 0.5, it indicates that 50% of the time is spent for data packet transmission. Fig. 7 . Throughput performance for a simple hidden topology according to the number of OFDM symbols in a data packet nearby interfering networks through decoding the PHY header. With this information, our proposed IAMA smartly decides whether to use the RTS/CTS exchange or not, and the transmission power during runtime operation.
Initialization
The goal of the initialization phase is to obtain information on which stations are suffering from interference towards other neighboring BSSs. To this end, each station freely transmits packets during the initialization phase. Any transmission within the same BSS is not considered as interference.
When a station receives a packet with valid PHY header checksum, it can get BSS ID from the PHY header of the packet. If BSS ID is different, i.e., neighboring BSS, it reports the existence of interfering station to its BM. After receiving all the reports from stations, the BM creates a table for interfering neighbor BSSs (TINB). TINB keeps the interference related information such as its own BSS ID (BID), station IDs (SIDs), neighboring BSS IDs (N-BIDs), and station IDs in neighboring BSSs (N-SIDs). The created TINB is shared all the station in the BSS through the broadcasting beacon. Note that TINB can be changed when stations join or leave a network so TINB is continuously updated and broadcasted in every minute. Fig. 8 and Table 2 show an example topology and a TINB created and managed by the BM of BSS2. Three stations in BSS2 can hear transmissions from neighboring BSSs. Station b in BSS2 can hear transmission from station y in BSS4. Stations c and d in BSS2 can hear transmissions from station k in BSS1. Here, "hear" implies "interfere with."
Runtime operation
With the interference information, the IAMA protocol aims to protect receivers from interference. For doing so, the RTS/CTS exchange is used only when the receiver is at the risk of being interfered with neighboring BSSs. Otherwise, the basic access will be applied. According to the TINB, the IAMA protocol classifies transmission pairs into four cases, and applies a different channel access strategy for each case.
To improve spatial reuse, the IAMA protocol does not use virtual carrier sensing for transmissions of neighboring BSSs. When a sender has a data packet to transmit, it checks whether the sender itself and its receiver are in TINB or not. Then, it decides whether to transmit the data packet directly (the basic access) or to use the RTS/CTS exchange before data transmission (the RTS/CTS access).
1) Both of transmitter and receiver are not in TINB:
Since there is no interference from neighboring BSSs, the transmitter and receiver run the basic access with maximum transmission power. Fig. 9 with transmitter A and receiver B shows an example of this case. Station B is interfering with station C which belongs to another BSS. Because the transmitter needs to protect its data transmission from interference of neighboring BSS, the RTS/CTS access is applied. By exchanging RTS/CTS packets, the hidden station of B (C in this example) is aware of a transmission of A. The transmitter does not interfere with any station in the neighboring BSS, so it uses its maximum power for RTS and data transmissions. However, the receiver adjusts the power for CTS and ACK transmissions to avoid generating severe interference toward neighboring BSSs. Transmitters in this case operate the RTS/CTS access with no modification. That is, after the transmitter waits until its BC reaches zero, it sends an RTS packet and our proposed IAMA protocol works at the receiver, as shown in Fig. 10 . If the receiver does not sense a transmission from a neighboring BSS 4 , it uses its maximum power for CTS and ACK packets. If it senses Squares, circles, and triangles represent stations in BSS1, BSS2, and BSS4, respectively. Table 2 . Example of TINB for BSS2 in Fig. 8 BID Fig. 9 . Example topologies for cases 2 and 3. Nodes with dotted and empty circles indicate that they belong to different BSSs, respectively. a packet transmission from the neighboring BSS, it checks the packet type. If the type is data or RTS, the receiver reduces its transmission power by half to avoid generating severe interference toward the neighboring BSS. If the type is CTS, the receiver does not reply to the transmitter. Note that our protocol allows the receiver to reply CTS and ACK to the transmitter even under on-going transmission of a neighboring BSS. This approach solves the unfairness problem which comes from the hidden station problem.
2) Transmitter is not in TINB but receiver is:
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3) Transmitter is in TINB but receiver is not: This case
is shown in Fig. 9 with transmitter B and receiver A. Since the receiver is not suffering from transmissions of neighboring BSSs, the basic access is applied. The use of the basic access improves throughput performance. Receivers in the case operate the basic access without modification. However, since the transmitter is in the interference range of the neighboring BSS, it operates our proposed IAMA shown in Fig. 11 . When the BC at the transmitter reaches zero, the algorithm starts. If the transmitter does not sense a transmission from a neighboring BSS, it sends a data packet with maximum power. Otherwise, the transmitter checks the type of a neighboring BSS's transmission. If the transmission of the neighboring BSS is performed without RTS/CTS exchange, the transmitter sends a data packet with maximum power since the receiver is not in the TINB. However, if the transmission of the neighboring BSS uses the RTS/CTS exchange, the transmitter defers its transmission until the transmission of the neighboring BSS is complete. 4) Both transmitter and receiver are in TINB: Fig. 12 shows an example of this case. Since both the transmitter and receiver (A and B) are in the transmission range of neighboring BSSs (C), the RTS/CTS access is applied. In order to avoid being interfered too much by neighboring BSSs, both the transmitter and receiver adjust their transmission powers by half according to the medium state. The flow charts for the transmitter and receiver are shown in Figs. 10 and 11, respectively. The only difference is that they use a reduced power by half again when they sense a transmission from a neighboring BSS. Table 3 summarizes the proposed algorithm. Only if receiver is in interference range of neighboring BSS, the RTS/CTS access is used. The power control is performed at the stations which are in TINB. 
Performance Evaluation
In this section, we compare the performance of our proposed IAMA protocol with those of the basic access, RTS/CTS access, and RTS/CTS access with power control [5] in terms of throughput and fairness. In the RTS/CTS access with power control scheme, the RTS/CTS exchange are performed with maximum power, and the following data and ACK transmissions' power are adjusted to solve the hidden station problem. Fairness performance is measured through Jain's fairness index F I [19] , which is given as and N denote the number of packet transmissions of station j and the total number of stations, respectively. The fairness index has a value in [1 ,1] N . As 
Simulation settings
We consider two scenarios; one is a simple hidden station scenario of two transmission-reception pairs and the other is more general scenarios of several BSSs. In our simulations, we use the IEEE 1901 CSMA/CA protocol with parameter values given in Table 1 [9] . We use an event-driven simulator written in C++ language for simulation.
To emulate the PLC channel, we use a PHY abstraction model [20] . In the model, a statistical channel model is used to generate a power line channel and the channel is modeled as a sum of weighted Dirac-impulses [21] . The PHY abstraction method offers four power line channel models (excellent, good, medium, and bad) with a loglinear approximation of the packet error rate (PER). We adopt the "good" channel model, which consists of 10 different paths, and three modulation and coding schemes, including QPSK 1/2, 16QAM 1/2, and 64QAM 16/21. In this model, if the received SNR is higher than some threshold value given in the PHY abstraction model, the packet reception is successful. The given SNR threshold values for 64QAM 16/21 are 12 dB, 15 dB, 15.5 dB, and 16 dB for PER values of 1, 0.1, 0.01, and 0.001, respectively.
By using the PHY abstraction model, the capture effect is also counted, where a station can decode a received packet with sufficiently strong signal strength against some interference. When the received SNR including interference, i.e., SINR, is higher than the threshold value, the packet is successfully received. Otherwise, it is corrupted.
Simple scenario
This scenario considers only two transmission-reception pairs. According to the position of each station, we have the following five cases: Figs. 13 and 14 show the throughput and fairness performance results for the five cases, respectively. The basic and RTS/CTS accesses show very much different performance depending on each case. Our proposed IAMA protocol shows good and steady performance in terms of both throughput and fairness. In Case I, the RTS/CTS access shows the worst performance in throughput because of the additional protocol overhead. Our proposal shows the best throughput performance owing to its efficient channel access mechanism.
In Case II, the basic access achieves the best throughput but poor fairness performance. Also, the RTS/CTS access shows poor fairness performance. Since the two transmitters are hidden from each other, they transmit packets regardless of the existence of other ongoing transmission. Then, due to the location of each station, the transmission for the pair of A and B succeeds while that for In our proposal, however, C (receiver) replies with CTS even under the transmission of B as explained in Fig. 11 . Therefore, our proposal improves the fairness performance by 56% compared to the RTS/CTS access.
In Case III of the hidden station problem, the basic access shows the worst throughput performance, and the other two accesses show the same performance. In this case, the IAMA protocol operates in the same way as the RTS/CTS access, so they achieve the same performance. In Case IV, the RTS/CTS access shows the worst throughput and fairness performance, and the basic access and our proposal show similar performance.
In Case V, the basic and RTS/CTS accesses show the worst throughput and fairness performance, respectively. The basic access achieves the lowest throughput due to the hidden station problem. In the RTS/CTS access, owing to the location of each station, the pair of A and B is able to occupy the channel most of the time. Our proposal shows good throughput and fairness performance in this case too.
Note that the RTS/CTS access with power control access shows the same performance with the RTS/CTS access since power control has no meaning with only four stations.
General scenarios
In this scenario, we change the number of BSSs from two to six. Each BSS has three transmission-reception pairs, i.e., six stations. That is, we vary the number of stations from 12 to 36. The case of three BSSs is shown in Fig. 1 .
The throughput and fairness simulation results are shown in Figs. 15 and 16 , respectively. The basic access and IAMA show good throughput performance regardless of the number of BSSs. The fairness performance of the basic access shows the worst while that of the IAMA show the best. The RTS/CTS access achieves the worst throughput performance and small fairness performance improvement compared to the basic access. The RTS/ CTS access with power control shows almost the same performance with the RTS/CTS access since PLC networks have relatively low density compared to wireless networks.
Note that 200% throughput performance means that two concurrent transmissions exist on average in the network.
In conclusion, our proposed IAMA protocol always shows the best or close to the best throughput and fairness performance, regardless of given topologies. It is because the IAMA protocol uses the RTS/CTS exchange adaptively according to the topology information which is obtained by decoding the PHY header.
Conclusion
Power-line communication (PLC) networks are not free from hidden station problem when multiple logical networks coexist. In this paper, we have first analyzed the throughput performance degradation under the hidden station problem scenario. To solve the hidden station problem, we then have proposed a new multiple-access protocol, named the interferer aware multiple access (IAMA) protocol, which uses unique characteristics of PLC networks. According to the relative positions of the transmitter and receiver, our proposed IAMA protocol adaptively decides whether to use the RTS/CTS exchange or not. Basically, the RTS/CTS exchange is used to protect the receiver from being interfered with neighboring networks. The simulation results have showed that our proposal steadily achieves overall good performance in terms of throughput and fairness, regardless of given topologies. 
