We give a lower bound on the speed at which Newton's method (as defined in (Esparza/Kiefer/Luttenberger, 2007)) converges over arbitrary ω-continuous commutative semirings. From this result, we deduce that Newton's method converges within a finite number of iterations over any semiring which is "collapsed at some k ∈ N" (i.e. k = k + 1 holds) in the sense of (Bloom/Ésik, 2009). We apply these results to (1) obtain a generalization of Parikh's theorem, (2) compute the provenance of Datalog queries, and (3) analyze weighted pushdown systems. We further show how to compute Newton's method over any ω-continuous semiring by constructing a grammar unfolding w.r.t. "tree dimension". We review several concepts equivalent to tree dimension and prove a new relation to pathwidth.
Introduction
Fixed-point iteration is a standard approach for solving equation systems of the form X = F (X): The naive approach is to compute the sequence X i+1 = F (X i ) given some suitable initial approximation X 0 . In calculus, Banach's fixed-point theorem guarantees that the constructed sequence converges to a solution if F is a contraction over a complete metric space. In computer science, Kleene's fixed-point theorem 2 guarantees convergence if F is an ω-continuous map over a complete partial order. In reference to Kleene's fixed-point theorem, we will call the naive application of fixed-point iteration "Kleene's method" in the following. It is well-known that Kleene's method converges only very slowly in general. Consider the equation X = 1/2X
2 + 1/2 over the reals. Kleene's method κ (h+1) = 1/2(κ (h) ) 2 + 1/2 converges from below to the only solution x = 1 starting from the initial approximation κ (0) = 0. However, it takes 2 h−3
iterations to gain h bits of precision, i.e. 1 − κ (2 h−3 ) ≤ 2 −h [14] . Therefore, often approximation schemes (e.g. successive over-relaxation or Newton's method) often do not apply Kleene's method directly to F . Instead they construct from F a new map G to which fixed-point iteration is then applied: Newton's method obtains G from a nonlinear function F by linearization. In above example, F (X) = 1/2X
2 + 1/2 is replaced by G(X) = 1/2X + 1/2 yielding the sequence ν (h+1) = G(ν (h) ) = 1 − 2 −h for ν (0) = 0, i.e. we get one bit of precision with each iteration.
A system X = F (X) where F is given in terms of polynomials over a semiring is called algebraic. In computer science, algebraic systems arise e.g. in the analysis of procedural programs where their least solution describes the set of runs of the program (possibly evaluated under a suitable abstraction). Motivated by the fast convergence of Newton's method over the reals, in [11, 12] (see [13] for an updated version) Newton's method was extended to algebraic systems over ω-continuous semirings: It was shown there that Newton's method always converges monotonically from below to the least solution at least as fast as Kleene's method. In particular, there are semirings where Newton's method converges within a finite number of iterations while Kleene's method does not. This extension of Newton's method found several applications in verification (see e.g. [13, 10, 17] ). Independent of the mentioned work, the same extension of Newton's method has been proposed in [27] in the setting of combinatorics which led to new efficient algorithms for random generation of objects.
In this article we give a lower bound on the speed at which Newton's method converges over arbitrary commutative ω-continuous semirings. We measure the speed by looking at the number of terms evaluated by Newton's method. To make this more precise, consider the equation X = aX 2 + c in the formal parameters a, c (e.g. over the semiring of formal power series). Its least solution is the series B = n∈N C n a n c 
2n n the n-th Catalan number. The Kleene approximations κ (h+1) := aκ (h) κ (h) + c of B (modulo commutativity) are always polynomials and one can show that the number of coefficients computed correctly increases by one in each iteration, e.g. the third Kleene approximation has converged in exactly the first three coefficients:
By contrast, the Newton approximations ν (h) are (infinite) power series. That is, the third Newton approximation has already converged in the first seven coefficients. It follows easily from the characterization [11] of the Newton approximations by "tree-dimension" (see Sec. 3) , that the coefficient of a n c n+1 in ν (h) has converged to C n if and only if n + 1 < 2 h , i.e. the number of coefficients which have converged is now roughly doubled in each iteration. In [27] this property is called quadratic convergence (see also Ex. 3.2) and is used there to argue that Newton's method allows to efficiently compute a finite number of coefficients of the formal power series representing a generating function.
In program analysis, monomials correspond to runs of a program and for verifying properties it is not sufficient to consider a finite number of runs. Hence we are in general interested in the coefficients of all monomials. We show in Theorem 4.1 for any monomial m that either its coefficient in ν (n+k+1) has already converged or it is bounded from below by 2
1+2
k (where n is the number of variables of the given algebraic system). In particular, if the coefficient of the monomial m w.r.t. the power series ν (n+k+1) is less than 2
k , then we know that it has converged. Using this theorem, we extend Parikh's theorem to multiplicities bounded by a given k ∈ N (see Sec. 5.1). From this it follows that the set of monomials whose coefficients have converged in the h-th Newton approximation is Presburger definable. In Sec. 5.2 we apply these results to the problem of computing the provenance of a Datalog query improving on the algorithms proposed in [19] . As a further application of our results, we show in Sec. 5.3 how Newton's method by virtue of Theorem 4.1 can be used to speed up the computation of predecessors and successors in weighted pushdownsystems [28] which has applications e.g. in the analysis of procedural programs or generalized authorization problems in SPKI/SDSI. As a side result, we also show how to compute Newton's method for algebraic systems over arbitrary, also noncommutative, ω-continuous semirings (Sec. 3, Definition 3.3). Finally we remark that the notion of tree-dimension has been re-discovered a number of times under various names in different fields during the last 60 years. In Sec. 6 we first survey these notions and then prove a new relation between the dimension and the pathwidth of a tree.
Preliminaries
N denotes the nonnegative integers (natural numbers) with the natural addition, multiplication, and partial order ≤. Furthermore, we write N ∞ for the natural numbers extended by a greatest element ∞. For k ∈ N let N k = {0, 1, . . . , k}.
A * (A ⊕ ) denotes the free (commutative) monoid generated by A. Elements of A * are of course written as words over the alphabet A; elements of A ⊕ are usually written as monomials (in the variables A). N ∞ A * denotes the set of all total functions from A * to N ∞ .These functions are commonly represented as a formal power series in noncommuting variables A and coefficients in N ∞ . Similarly, elements of N ∞ A ⊕ are viewed as formal power series in commuting variables A and coefficients in N ∞ . Analogously, for N k A * and N k A ⊕ .
Semirings. A semiring S, +, ·, 0, 1 consists of a commutative additively-written monoid S, +, 0 and a multiplicatively-written monoid S, ·, 1 ; both monoids are connected via (1) distributivity of multiplication over addition from both left and right, and (2) 0 as annihilator (∀a ∈ S : 0 · a = a). If addition and multiplication are given by the context we simply write S for S, +, ·, 0, 1 . A commutative semiring is a semiring whose multiplicative monoid is also commutative. N, +, ·, 0, 1 with the canonical addition and multiplication is a commutative semiring. Extending addition and multiplication on N to N ∞ so that both remain monotonic and 0 is still an annihilator (i.e. a + ∞ = ∞, a · ∞ = ∞ if a = 0, and 0 · ∞ = 0) yields also a commutative semiring
. We define addition and multiplication on
, 1 is also a commutative semiring. Addition on N ∞ A * resp. N ∞ A ⊕ is defined pointwise; multiplication is for both defined via the Cauchy product. Then N ∞ A * , +, ·, 0, 1 is a (non-commutative) semiring and N ∞ A ⊕ , +, ·, 0, 1 is a commutative semiring. Analogously for
Recall that a partially ordered set D, , ⊥ with least element ⊥ is ω-complete if any ω-chain, i.e. monotonically -increasing, countable sequence (a i ) i∈N in D has a least upper bound sup i∈N a i in D w.r.t. ; a function f : D → D is then ω-continuous if f (sup i∈N a i ) = sup i∈N f (a i ) for any ω-chain (a i ) i∈N in D. A semiring S, +, ·, 0, 1 is ω-continuous if: (1) the natural order a b :⇔ ∃d : a + d = b is a partial order on S (with least element 0); (2) S, , 0 is ω-complete; and (3) addition and multiplication are ω-continuous in every argument. For every ω-continuous semiring countable summation is well-defined by i∈N a i := sup k∈N a 1 + . . . + a k and behaves as absolutely convergent series over the reals do. In particular we can define the Kleene star for any semiring element a in this case by:
From the semirings mentioned so far only N is not ω-continuous. In examples we will also use the ω-continuous semiring over the extended nonnegative reals [0, ∞], +, ·, 0, 1 which is obtained by extending the canonical addition and multiplication on R just as N ∞ , +, ·, 0, 1 was obtained from N, +, ·, 0, 1 .
Context-free grammars.
A context-free grammar is a triple G = (X , A, R) with variables (nonterminals) X , alphabet (formal parameters) A, and (rewrite) rules R. We do not assume a specific start symbol. G is nonexpansive if no variable X ∈ X can be rewritten into a sentential form in which X occurs at least twice (see e.g. [29] ). G is in quadratic normal form if any rule X → u 0 X 1 u 1 . . . u r−1 X r u r of G satisfies u 0 u 1 . . . u r ∈ A + , X 1 X 2 . . . X r ∈ X + , and r ∈ {0, 2}.
We slightly deviate from the standard representation of derivation trees: We label the nodes of a derivation tree directly by the corresponding rule (see Example 2.1). For X ∈ X a derivation tree of G is an X-tree if its root is labeled by a rule rewriting X. The word represented by a derivation tree is called its yield. The ambiguity of a context-free grammar G w.r.t. to X ∈ X is the map amb X ∈ N ∞ A * which assigns to a word w ∈ A * the number of X-trees of G which yield w. Analogously we define the commutative ambiguity camb X ∈ N ∞ A ⊕ which assigns to each monomial m ∈ A ⊕ the number of X-trees of G which yield a permutation of m. G is unambiguous w.r.t. X if every word has a unique X-tree, i.e. if amb X takes only values in {0, 1}.
Algebraic systems. With any context-free grammar G we associate the algebraic system X = F G (X) over N ∞ A * (resp. N ∞ A ⊕ modulo commutativity) consisting of the equations X = (X,γ)∈P γ (for X ∈ X ). (X is denotes a vector representation of X w.r.t. some order on X so that F G can be viewed as a map on N ∞ A * n for n = |X |.) As is well-known, the equation system X = F G (X) has always a unique least solution over the most general ω-continuous semiring N ∞ A * . This solution is given by the vector amb = (amb X | X ∈ X ) (resp. camb = (camb X | X ∈ X ) modulo commutativity). amb has the following property [4, 13] : Let ι : A → S be any valuation mapping the alphabet into some ω-continuous semiring S. Identify ι with its unique extension to an ω-continuous semiring homomorphism from N ∞ A * to S. Finally, let F ι G denote the algebraic system over S which we obtain from F G by substituting every occurrence of a ∈ A by ι(a). Then ι(amb) is the least solution of X = F ι G (X). If S is a commutative semiring the analogous result holds for camb.
Because of this fact any approximation scheme for amb (resp. camb in case of commutativity) translates to an approximation scheme for ι(amb) over S. It is not hard to see that with any algebraic system X = F (X) over some ω-continuous semiring S, +, · we can associate a context-free grammar and an interpretation ι such that F ι G and F have the same least solution over S, +, · . Hence it suffices to study how to approximate amb (resp. camb) for context-free grammars.
By introducing auxiliary variables we can further assume that F only has monomials of degree at most two. Using further the Bekic identity (see e.g. [7] ) we can even remove linear terms so that G can always be assumed to be in quadratic normal form (see the example below). 2 + 1/2X + 1/4 over the extended nonnegative reals. We can remove the linear terms without introducing auxiliary variables by subtracting 1/2X on both sides and multiplying afterwards by (1 − 1/2) −1 = (1/2) * which leads to X = 1/2X 2 + 1/2. (This transformation is possible over any ω-continuous semiring as can be shown using the Bekic identity [7] .) The simplified equation leads us to the grammar G L : X → aXX | c in quadratic normal form with the interpretation ι(a) = ι(c) = 1/2.
The language L(G L ) generated by G L is known as Lukasiewicz language of all proper 4 binary trees with binary nodes labeled by a and leaves labeled by c represented as a word using Polish notation. Below on the left the common depiction of the derivation tree of acacc is shown; the middle tree is the representation used in the following which is isomorphic to the binary tree represented by acacc shown on the right:
In particular we have that ι(amb) = ι(camb) = 1 which is the least (in fact, unique) solution of the original equation X = 1/4X
2 + 1/2X + 1/4.
Newton's Method for Context-Free Grammars
In this section, we will first recall Newton's method for context-free grammars resp. algebraic systems over ω-continuous semirings and how the Newton approximations can be characterized by the dimension of a tree (resp. term) (Subsection 3.1). We then show an alternative definition of it by unfolding the context-free grammar w.r.t. the dimension (Subsection 3.2, Definition 3.3 and Lemma 3.2). This leads to a description of Newton's method which yields immediately an effective algorithm for computing the Newton approximations over any ω-continuous semiring whose Kleene star is computable.
Newton's Method and the Dimension of a Tree
Let us first recall by means of an example that the Kleene approximation
) with κ (0) = 0, can be characterized as the sum of the yield of all derivation trees of height less than h (see e.g. [11] for a proof).
Example 3.1. By our convention, we identify the context-free Grammar G L : X → aXX | c with the algebraic system X = F G L (X) := aXX + c over N ∞ {a, c} * . Applying Kleene's method we obtain as the first three approximations (starting with κ (0) = 0) of amb:
As G L is unambiguous, every word (summand) correspond uniquely to a derivation tree. This correspondence is in this case straightforward as every word can be read as a term in Polish notation (with a of arity two, and c of arity zero) which encodes a proper binary tree that essentially is the derivation tree (see Example 2.1). For comparison, the derivations trees w.r.t. G L of height less than 3:
In case of a context-free grammar, the same characterization holds but of course we can have multiple derivation trees for the same word so that words will be weighted by elements of N ∞ .
In [12, 11] the dimension of a derivation tree was introduced in order to give a similar characterization of the approximations obtained by Newton's method via derivation trees (resp. the terms evaluated by Newton's method). As mentioned in the introduction this notion has appeared under different names in various areas, see Sec. 6 for a survey.
A tree T = (V, E) is as always an undirected, acyclic, connected graph with nodes V and edges E. Given a tree T = (V, E) and a node r ∈ V , we write (T, r) for the rooted tree which we obtain by orientating all edges such that they point away from the root r. Any derivation tree is thought of as a rooted tree in the natural way. Definition 3.1. Let (T, r) be a rooted tree and r 1 , . . . , r s the children of r. If r has no children (s = 0), then the dimension of (T, r) is dim(T, r) := 0; otherwise let (T 1 , r 1 ), . . . , (T s , r s ) be the subtrees we obtain by removing r: if there is a unique subtree of maximal dimension d, then dim(T, r) := d; else dim(T, r) := d + 1.
Set mindim(T ) := min r∈V dim(T, r).
Note that many other tree invariants (like pathwidth -discussed in Sec. 6) are defined over non-rooted trees. To compare these to the dimension we use mindim(T ) instead. The following lemma shows that the choice of the root has little impact on the dimension. Lemma 3.1. Let T = (V, E) be a tree. For any r ∈ V we have dim(T, r) ≤ mindim(T ) + 1.
Proof. Choose r ∈ V such that dim(T, r ) = mindim(T ). Consider then the simple path π connecting r and r in T . Let r 1 , . . . , r k be the nodes which do not lie on π but are connected by an edge to some node along this path. Denote by (T j , r j ) the induced subtrees w.r.t. (T, r ). Then dim(T j , r j ) ≤ dim(T, r ) = mindim(T ). Changing the root from r to r, the subtrees (T j , r j ) and their respective dimensions remain unchanged.
Let us call a rooted binary tree where each inner node has exactly two children and all leaves have the same distance to the root a perfect binary tree. It is not hard to see that the dimension of a tree can be defined more succinctly as follows (see e.g. [15] ): Let (T, r) be a rooted tree. Then dim(T, r) is the height of the largest perfect binary tree which is a minor 5 of (T, r).
An immediate consequence is that the dimension of a tree is always bounded by its height. Next, let us recall how Newton's method and the tree dimension are related to each other: The original definition of Newton's method for algebraic systems over ω-continuous systems given in [12, 11] is a word-to-word translation of Newton's method over the reals: Over the reals, given a nonlinear map G : R n → R n and an initial approximation of a zero x ∈ R n of G the next approximation is defined to be
where J G x denotes the Jacobian of G evaluated at x. Considering the special case that we want to compute a fixed point X = F (X) of a nonlinear map F : R n → R n , we may set G(X) := F (X) − X so that a single Newton step becomes:
As is well-known, sometimes we may write (Id − J F x ) −1 also as the series
(von Neumann series) which is commonly denoted also as J F * x
. In order to obtain a definition of Newton's method which also applies to algebraic systems over ω-continuous semirings one needs to: (1) generalize the notion of derivative to polynomials over non-commutative semirings, and (2) find a suitable semiring element which represents the difference F ( x) − x since in [12, 11] it is only shown that such a difference always exists but not how to compute it in general. We will not present any further details here as in [12, 11] it was also shown that for any algebraic system over an ω-continuous semiring the terms evaluated by the k-th Newton approximation correspond exactly to the derivation trees of dimension less than k w.r.t. the associated context-free grammar. We therefore can use this result instead as definition of Newton's method for context-free grammars (and thus for algebraic systems).
Definition 3.2. Let G be a context-free grammar and X a nonterminal. The k-th Newton approximation of amb X (resp. camb X ) is the formal power series of the yield of exactly those X-trees whose dimension is less than k.
Newton's Method as Grammar Unfolding
As stated in the preceding subsection, we can define Newton's method for context-free grammars by using the dimension. In this subsection we will use this result to unfold any context-free grammar G w.r.t. to the dimension into a new context-free grammar
is exactly the h-th Newton approximation of the (commutative) ambiguity of G. One advantage of this new definition is that it allows to effectively compute Newton's method over any ω-continuous semiring for which we can compute the semiring operations and the Kleene star. By contrast, the algebraic definition in [12, 11] requires the user to find in every iteration step a certain semiring element (see the preceding subsection). There, only for particular semirings, e.g. when addition is idempotent, it was shown how to construct these elements.
To unfold general context-free grammars we annotate nonterminals with the superscript (d) resp. [d] to denote that only derivation trees of dimension exactly d resp. of dimension less than d can be obtained from these nonterminals. In case of a rule whose right-hand side consists of more than two nonterminals we have to distinguish all possible cases which give rise to an increase of dimension:
Consider for simplicity a derivation tree t whose root is labeled by the rule X → U V W and let t 1 , t 2 , t 3 be the direct subtrees describing the derivation of U, V, W , respectively -we will abbreviate this by t = (X, U V W )t 1 t 2 t 3 in the following. Further let d := dim(t). We then have to distinguish the cases
when unfolding the corresponding grammar. Generalizing this case distinction to rules whose right-hand side contains more than three nonterminals leads to the following unfolding for general context-free grammars (for r ∈ N let [r] = {1, 2, . . . , r}):
(a) For d = 1:
with |J| ≥ 2:
for all i ∈ J, and
and
for all i ∈ [r] − {j}. Then:
-trees) and the X-trees of dimension exactly (less than) d, i.e. the h-th Newton approximation ν (h) X of the (commutative) ambiguity of G w.r.t. X is the (commutative) ambiguity of
Proof. Throughout the proof, given a derivation tree t we will write t = σt 1 . . . t r to denote that the root of t is labeled by the rule σ and has exactly r children which give rise (from left to right) to the derivation trees t 1 , . . . , t r , i.e. the righthand side of the rule σ contains exactly r nonterminals where the i-th (from the left) is derived accordingly to t i . For any node v of t, we write t| v for the derivation tree we obtain from t by removing all nodes not reachable from v. Let t be a derivation tree of dimension dim(t) = d. Then t = σt 1 . . . t r has at most one child t c (c ∈ [r]) with dim(t) = dim(t c ) by definition of dim. Hence, there is a unique maximal path v 0 . . . v l starting at the root v 0 of t. such that (i) dim(t) = dim(t| v l ) and (ii) either v l is a leaf of t or every proper subtree of v l has dimension less than d. Let dlen(t) = l denote the length of this unique path. Further, we use
We first show that every
• First, consider an X (0) -tree t. The only rules rewriting X (0) are of the form
. Thus, t is a chain with 0 = dim(t).
• Next, consider an X
[1] -tree t. By definition of the unfolding, X [1] can only be rewritten to X (0) . So t = (X [1] , X (0) )t 1 for t 1 an X (0) -tree, and thus also dim(t) = dim(t 1 ) = 0.
For the induction step, we again distinguish the two cases of an X
[d] -tree and an X (d) -tree:
for some r > 0. By construction, there is a rule
Assume first the latter case, and let I be the uniquely determined set of indices with
By induction, we already know that every X -tree has dimension less than d−1. As |I| ≥ 2, we immediately obtain that dim(t) = d and dlen(t) = 0.
In the first case, there is a unique index i such that
for all j ∈ [r] − {i}. We thus have dim(t) = dim(t i ) and dlen(t) = 1 + dlen(t i ). We therefore obtain via induction on dlen(t) that also dim(t) = d.
• Consider now an
. Again, by the definition of the unfolding we have t = (X [d] , X (e) )t 1 for some e < d. By induction, we have that the X (e) -tree t 1 has dimension exactly e, so that dim(t) = dim(t 1 ) = e < d immediately follows.
We now construct a mapping· from the derivation trees of the unfolded grammar to the original grammar G. Informally,· contracts edges induced by rules X
[d] → X (e) which choose a concrete dimension e < d (these rules do not occur in the original grammar); then it removes any superscripts from the labels of the tree (so that the resulting tree is a derivation w.r.t. the original grammar). Formally:
where X i ∈ X is the variable from which Z i ∈ X [k] was derived.
Note that X [d] can only be rewritten to X (e) for some e < d. So, contracting the corresponding edges can therefore neither change dim nor dchar, but it can decrease dlen. By definition, the rules of G [k] which rewrite the variable X (d) are obtained from the rules of G which rewrite the variable X by only adding superscripts. Hence, by removing the superscripts again any X [d] -tree resp. any X (d) -tree t is mapped by· to an X-tree which has the same yield as t.
We claim that for any d ≥ 0,· is a bijection between the X (d) -trees and the X-trees of dimension exactly d. Similarly, we claim that for any d > 0,· is a bijection between the X
[d] -trees and X-trees of dimension less than d. To this end, we show that every X-tree t (w.r.t. the original grammar) of dimension k there is both a unique X (k) -tree t resp. for every d > k, a unique
We proceed by induction on the structure of t .
• Let t = (X, u 0 ).
Then t = (X (0) , u 0 ) is the unique X (0) -tree witht = t as we only contract edges corresponding to rules of the form (
-tree which is mapped by· onto t : by construction, we need to rewrite X (d) to some X (i) with i < d; on the other hand, we already know that all X (i) -trees have dimension i, so i = 0 has to hold; but as just noted (X (0) , u 0 ) is the unique X (0) -tree which mapped by· to t .
• Let t = (X, u 0 X 1 u 1 )t 1 . Further set k := dim(t) = dim(t 1 ).
In order to construct an X (k) -tree t witht = t , we need to have t = (
1 -tree t 1 witht 1 = t 1 . But by induction t 1 is unique and, thus, so has to be t.
As just seen this t 1 is unique.
• Let t = (X, u 0 X 1 u 1 . . . u r−1 X r u r )t 1 t 2 . . . t r and k = dim(t).
We proceed by induction on dlen(t). If dlen(t) = 0, i.e. the dimension of t is larger than the dimensions of its subtrees, let I = {i ∈ [r] | dim(t i ) = k−1} be the indices of the subtrees of maximal dimension k − 1; in particular, t has no subtree of dimension k. Hence, in order to construct an X (k) -tree t witht = t we must start with the rule (X (k) , u 0 Z 1 u 1 . . . u r−1 Z r u r ) where
Here, it follows analogously that we need to label the root of t by the unique rule
j . Hence, the choice of the subtrees is already uniquely determined again, and so t itself is unique.
Similarly, if we want to construct an X
[d] -tree t (d > k) witht = t , we need to start with the rule
. Uniqueness then follows from the uniqueness of the X (k) -tree.
We remark that Definition 3.3 should not be taken literally for implementing Newton's method: For instance, in case 4.(b), the set J explicitly determines the variables which are derived to a term of dimension exactly d−1. Thus, when taking literally, the unfolding grows exponentially with the degree of grammar resp. algebraic system, i.e. the maximal degree of any monomial of the given algebraic system. This problem can be avoided by either transforming the given grammar into quadratic normal form before unfolding, or by carefully refining the unfolding by introducing auxiliary variables which allow to combine and re-use shared subexpressions. Both can be implemented in such a way that the size of the unfolded grammar only grows by a constant factor. But as the former is much more practical from our point of view, we refer the reader to [22] for further details on the latter.
Newton's method is closely related to nonexpansive grammars and related notions like quasi-rational languages: Theorem 3.3. Let G = (X , A, R) be a context-free grammar. Proof. The first claim that camb X [k] is expressible by a weighted rational expression follows directly from the structure of the unfolding of
we associate an algebraic system over N ∞ N A defined by the equations X = X→γ γ. The least solution of this system is exactly camb. For k = 0 we have only rules which contain at most one variable on the right-hand side. So, the associated algebraic system is linear, in particular right-linear because of commutativity and thus the least solution is expressible as a rational expression. For k > 0, solving the associated algebraic system bottom up, we have already determined rational expressions for the variables of the form X
For l(t) = 1 a tree with this property cannot contain any nodes of arity two or more. Hence, its dimension is trivially zero. For l(t) > 1 given such an X-tree t = σt 1 . . . t r we can find a simple path π leading from the root of t to a leaf which visits all nodes of t which are labeled by a rule rewriting X. Removing π from t we obtain a forest of subtrees each labeled by at most l(t) − 1 distinct variables, and each still having above property. Hence, by induction each of these subtrees has dimension less than l(t) − 1, and, thus, t has dimension less than l(t).
If G is expansive, not much can be said regarding convergence speed in the noncommutative setting as illustrated by any unambiguous grammar G: For a given w ∈ L(G), the least h with ν (h) X (w) = amb X (w) is simply the dimension of the unique X-tree yielding w. Thus, in the following section we focus on the commutative setting and study the speed at which Newton's method converges to camb by giving a lower bound on all coefficients which have not yet converged. 
t. the dimension gives us
Modulo commutativity, we can deduce from this the following rational expressions for the first few approximations of camb: We have expanded the series until the first coefficient which differs from camb (see Ex. 2.1) to exemplify the notion of quadratic convergence introduced in [27] : ν (h) differs from camb in the coefficient of a n c n+1 if and only if n + 1 ≥ 2 h as any tree with less than 2 h leaves can only have dimension at most h − 1. This also shows that Newton's method cannot converge faster than quadratic in this sense. Note that although Newton's method converges quadratically w.r.t. camb, it only converges linearly over the reals: Consider G L interpreted as an algebraic system over R with ι(a) = ι(c) = 1/2 yielding X = 1/2X 2 +1/2. By also reading the unfolded grammar as an algebraic system and interpreting the alphabet by the same ι we recover the Newton approximations over R: X
[0] = 0, X (0) = 1/2, and for d > 0:
The next example illustrates how the general unfolding of a grammar yields the Newton approximations (i.e. if G not in quadratic normal form).
Example 3.3. Let G be defined by the productions
The abstract algebraic system associated with this grammar is
Using the interpretation ι(a) = 1/6, ι(b) = 1/2, ι(c) = 1/3, we interpret this abstract system as the concrete system X = 1/6X 6 + 1/2X 5 + 1/3 over the ω-continuous semiring [0, ∞], +, ·, 0, 1 . The least solution µ of this system, i.e. the least nonnegative root of 1/6X 6 + 1/2X 5 − X + 1/3, can be shown to be neither rational nor expressible using radicals. We may approximate µ by evaluating camb X [k] under ι. Up to commutativity, the grammar G [k] corresponds to the following algebraic system:
From this, rational expressions for camb X [k] can easily be obtained:
. . .
where
Evaluating the first three expressions for camb X [k]
under h we obtain the following approximations of µ:
It can be shown by induction on k that ι(camb X [k] ) is exactly the k-th approximation obtained by applying Newton's method to 1/6X 6 + 1/2X 5 − X + 1/3 starting at X = 0.
Rate of Convergence Modulo Commutativity
Let G = (X , A, R) be a context-free grammar. In the following n denotes |X | and ν (h) denotes the h-th Newton approximation of camb of G, i.e. ν (h)
. We say that two X-trees (w.r.t. G) are Parikh-equivalent if they yield the same word up to commutativity. We show that after n + k + 1 iterations all coefficients which have not converged yet are bounded from below by 2
Proof. Recall that we labeled the nodes of derivation trees by rules of G. A variable Y is a label of t if there is at least one node which is labeled by a rule rewriting Y . Then by l(t) we denote the number of variables labeling t.
For the proof we need a small lemma from [12] :
Lemma 4.2 ([12]). For every X-tree t there is a Parikh-equivalent treet of dimension at most l(t).
Assume there is v ∈ A ⊕ with ν (n+k+1) X (v) < camb X (v). This means there exists some derivation tree t with dimension dim(t) ≥ n + k + 1 and yield v modulo commutativity. Essentially we show that t witnesses the existence of at least 2
1+2
k different, but Parikh-equivalent trees of lower dimension.
We prove the following slightly stronger statement by induction on the number of vertices of t:
If dim(t) ≥ l(t) + k + 1, then there exist at least 2
k Parikhequivalent trees of dimension at most l(t) + k.
If |V (t)| = 1, then dim(t) = 0 whereas l(t) + k + 1 = k + 2 > 0, so the claim trivially holds.
If t has a subtree of dimension at least l(t) + k + 1 we can apply the inductive hypothesis to every such subtree and thus obtain altogether at least 2 1+2 k Parikh-equivalent trees of dimension lower than dim(t). Therefore, we can restrict ourselves to the case where dim(t) = l(t) + k + 1 and all subtrees have dimension at most l(t) + k. Note, that in this case t must have (at least) two subtrees t 1 , t 2 of dimension exactly l(t) + k. We distinguish two cases:
• Case l(t 1 ) < l(t) or l(t 2 ) < l(t): Suppose w.l.o.g. l(t 1 ) < l(t). We can apply the inductive hypothesis to t 1 , since dim(t 1 ) = l(t) + k ≥ l(t 1 ) + k + 1 and obtain at least 2
k Parikh-equivalent trees of dimension at most l(t 1 ) + k. Then we apply Lemma 4.2 to every other subtree of t reducing the dimension of t to at most l(t) + k.
• Case l(t 1 ) = l(t 2 ) = l(t): Since t 1 has dimension l(t) + k it contains a perfect binary tree of height l(t) + k as a minor. The set of nodes of this minor on level k define 2 k (independent) subtrees of t 1 . Each of these 2 k subtrees has height at least l(t), and thus by the Pigeonhole principle contains a path with two variables repeating. We call the partial derivation tree defined by these two repeating variables a pump-tree. We relocate any subset of these 2 k pump-trees to t 2 which is possible since l(t 2 ) = l(t) = l(t 1 ). This changes the subtrees t 1 , t 2 intot 1 ,t 2 . See the following picture for an illustration of the relocation process (we have two choices for the pump-tree on the left, yielding four possible "remainders").
Each of these 2 2 k choices produces a different treet-the trees differ in the subtreet 1 . As in the previous case we now apply Lemma 4.2 to every subtree oft exceptt 1 to reduce the dimension oft to at most dim(t 1 ) = l(t) + k. From this we get at least 2 Remark 4.3. Although a non-uniform global bound on the coefficients ν (n+1+k) (v) would be desirable (i.e. some bound that depends on k and |v|), the following grammar H shows that this cannot be done without taking into account the structure of the grammar:
This grammar contains G L , but any word produced by Y can have an arbitrarily long prefix of b's and each such prefix has a unique derivation. Thus camb Y (b m a n c n+1 ) = camb X (a n c n+1 ) = C n .
We say that an ω-continuous semiring S is collapsed at some positive integer k if in S the identity k = k + 1 holds (see e.g. [2] ). For instance, the semirings N k A * and N k A ⊕ are collapsed at k. For k = 1 the semiring is idempotent.
Corollary 4.4. Newton's method converges within n + log log k iterations for any algebraic system with n variables over a commutative semiring collapsed at k.
Applications

Parikh's Theorem for Bounded Multiplicities
Petre [25] defines a hierarchy of power series over N ∞ A ⊕ and showed that this hierarchy is strict. In particular he shows that Parikh's Theorem does not hold if multiplicities are considered. Here we combine our convergence result and some identities for weighted rational expressions over commutative k-collapsed semirings to show that moving from N ∞ A ⊕ to N k A ⊕ allows us to prove a Parikh-like theorem, i.e. we give a semilinear characterization of camb G .
In the following, let k denote a fixed positive integer. By Theorem 3.3 and Corollary 4.4 we know that camb G is rational modulo k = k + 1. In the idempotent setting (k = 1), see e.g. [26] the identities (i) (x * ) * = x * , (ii) (x + y) * = x * y * , and (iii) (xy * ) * = 1 + xx * y * can be used to transform any regular expression into a regular expression in "semilinear normal form" 
for γ any integer greater than one.
Proof. The proofs are straightforward, and essentially only require to unroll and cut off the power series underlying the Kleene star using the ω-continuity of the Kleene star and the assumption that k = k + 1. We several times make use of the trivial bound a b ≥ a for 0 < b < a on the binomial coefficient.
This follows from the ω-continuity of the star (γx) * = n∈N (γx) n and the first identity.
(I3) (x * ) * = kx * Choose any w ∈ supp((x * ) * ). Then w can be factorized into w = u 1 . . . u l with u i ∈ supp(x * ), i.e., w ∈ supp((x * ) l ). Obviously, we then can also find a factorization of w into l + i words for any i > 0 as we may add an arbitrary number of neutral elements ε into this factorization. Hence,
2+m+j 1+j
Consider a rational series r ∈ N k A ⊕ represented by the rational expression ρ. The above identities, where (I3), (I4), (I5) generalizes (i), (ii), (iii), respectively, allow us to reduce the star height of ρ to at most one by distributing the Kleene stars over sums and products yielding a rational expression ρ of the
by its support which is a linear set in N A .
Theorem 5.2. Every rational r ∈ N k A ⊕ can be represented as a finite sum of weighted linear sets, i.e. r = i∈[s] γ i supp(w i,0 w * i,1 . . . w * i,l ) with w i,j ∈ A * and γ i ∈ N k .
Proof. We identify a word w ∈ A * with its Parikh vector c(w) ∈ N A . We show that, if supp(w *
A , then we can split the linear term in a finite sum of weighted linear terms where in each linear term with weight less than k the number of Kleene stars is strictly less than l. Then the result follows inductively.
W.l.o.g. we may assume that each w i = ε, i.e. c(w i ) = 0, as ε * = ∞ = k. Denote by M ∈ N A×l the matrix whose i-th row is given by c(w i ) (w.r.t. some chosen order on A), and let λ = (λ 1 , . . . , λ l ) ∈ N l . Then the coefficient c v := (w * w 1 ), c(w 2 ) , . . . , c(w l )} is linearly independent, then trivially c v ≤ 1 and we are done.
Assume thus that the set {c(w 1 ), c(w 2 ), . . . , c(w l )} is linearly dependent, i.e. there is some kernel vector n = (n 1 , . . . , n l ) ∈ Z l \ {0}.
. As all components of M are nonnegative, n necessarily has a positive and a negative component, i.e.
Consider now any λ = (λ 1 , . . . , λ l ) ∈ N l with λ i > C for all i ∈ I + . Then also λ − in ∈ N l for i = 0, . . . , k − 1 and trivially v = λM = (λ − in)M which implies that c v ≥ k. If λ i > C for all i ∈ I − , consider analogously λ + in. For I ∈ {I + , I − } we split the series i∈I w * i into series s I and t I defined by
As discussed above, all positive coefficients of s = i∈I (w C i w * i ) (for I ∈ {I + , I − }) are greater than or equal to k.
It remains to consider the second summand which can be written as a finite sum of products of which each contains at most |[l] − (J + ∪ J − )| ≤ l − 2 Kleene stars:
Example 5.1. The rational expression ρ = (a + 2b) * represents the series
we may transform ρ as follows:
Corollary 5.3. For every k ∈ N ∞ we can construct a formula of Presburger arithmetic that represents the set {v ∈ N A | camb G,X (v) = k}.
is semilinear by Parikh's theorem, it is effectively representable by a formula of Presburger arithmetic, and so is its complement (k = 0).
Assume thus 1 ≤ k < ∞ and let K = k + 1. Then we may compute from camb X [n+log log K] a weighted semilinear representation of camb X modulo K = K + 1:
From each term supp(v i,0 v * i,1 . . . v * i,li ) we can construct an equivalent Presburger formula F i . Then camb X (v) = k if and only if v |= ∃y 1 , . . . , y r :
Finally, let k = ∞. As for any v ∈ N A there are only finitely many w ∈ A * with c(w) = v, we have camb G,X (v) = ∞ if and only if there is a w ∈ A * with c(w) = v and amb G,X (w) = ∞. We therefore construct from G = (X , A, P ) a context-free grammar G = (X , A, P ) with X ⊆ X such that
) and is a semilinear set by Parikh's theorem where the corresponding Presburger formula is again effectively constructible.
We discuss the construction of G for the sake of completeness: we have amb G,X (w) = ∞ if and only if there are infinitely many X-trees t with Y(t) = w. In particular, for every h ∈ N we can find an X-tree t of height at least h with Y(t), as there are only finitely many X-trees of bounded height. For instance, choose h ≥ (|w| + 1) |X | and consider a maximal path v 0 . . . v h from the root of such a t to a leaf. For all i = 0 . . . h assume t| vi is an X i -tree (X = X 0 ). This path then corresponds to a derivation of the form
In the sequence X 0 , X 1 , . . . , X h color X i black if |u i v i | = 0; otherwise color X i red. Then there are at most |w| red variables in this sequence. In particular, there is a subsequence X i , X i+1 , . . . , X i+|X | consisting of 1 + |X | consecutive black variables, as otherwise h + 1 ≤ (|w| + 1) |X |. Hence, the derivation contains a cyclic derivation Y ⇒ + Y . Therefore compute the set X C = {X ∈ X | X ⇒ + G X} of cyclic variables as usual, and define G such that a derivation can only terminate in a word if the derivation visits at least one cyclic variable:
• Set X = {X, X | X ∈ X } with the intended meaning that an unprimed variable still has to be derived into a sentential form containing at least one cyclic variable Y ∈ X C .
• Construct P as follows:
. . u r−1 X r u r for r > 0 and u i ∈ A * , then This corollary can be applied to inclusion testing between two rational series over N k A ⊕ which is relevant e.g. for detecting early convergence of Newton's method, i.e. if ν (h+1) = ν (h) . Although we know that after n + log log k steps the method has converged, in applications (see Sec. 5.2) n could be quite large and the n + log log k bound might be too pessimistic.
Provenance Computation for Datalog
Roughly speaking, provenance is additional information attached to the results of a database query explaining how said results were obtained from the current facts in the database. Provenance information is important e.g. to implement updatable views [16] . Recently, commutative ω-continuous semirings were proposed as provenance annotations where the provenance of unions or projections is modeled by addition of the annotation and joins yield multiplications. Tagging the tuples from the facts in the database allows us to trace back the provenance of the results by solving an algebraic system [19] .
For an example consider the binary relation E depicted below (first table) . The Datalog query T (x, y) : -E(x, y); T (x, y) : -E(x, z), E(z, y) computes its transitive closure T = E * (second table) .
To capture the so called "how-provenance" we tag every tuple in E by a letter from Σ = {e 1 , e 2 , e 3 , e 4 }. The provenance of the k-th tuple in T is the value of X k in the (least) solution (over a suitable semiring) of the algebraic system representing the query. In our example the solution over N ∞ A ⊕ can be computed by hand and we can also give a very short representation as rational expressions if we assume idempotence of addition (1 = 1 + 1). From the result we can see that the tuple (b, d) can be obtained by a join of (b, c) and (c, d), preceded by any number of joins of (b, b) with itself 6 . Depending on our choice of the semiring we obtain a coarser or finer view on the provenance. As N ∞ A ⊕ is the commutative semiring, freely generated by A, we can regard it as the universal provenance semiring [19] . However, N ∞ A ⊕ is in some sense a bad choice for representing solutions, as we cannot do this finitely. Green et al. [19] therefore resort to compute the complete provenance series only if it is finite by enumerating all derivation trees using Kleene's method essentially; if the power series is an infinite sum they only compute the coefficient for a given monomial.
For many applications, idempotent semirings suffice to capture interesting provenance information. Useful examples are the tropical semiring N ∞ , min, + , or the Viterbi-semiring [0, 1], max, · for probabilistic settings. [19] raised the open question how to compute provenance over the tropical semiring, which can be done by Newton's method as already described in [12] . A useful generalization which is not idempotent is the k-tropical semiring T k [24] which was used there for general k-shortest distance computations. This semiring satisfies the identity k = k + 1, so by our results Newton's method can be used to calculate provenance series over T k in n + log log k steps.
As already remarked in [19] , idempotent semirings are often too coarse an abstraction in a database context where one often considers the so called bagsemantics (i.e. we also care about the multiplicities of query results or provenance information). The k-collapsed semirings N k A ⊕ are a possible way out of the dilemma that we want to capture the bag-semantics to some extent but cannot use the most general semiring N ∞ A ⊕ since its elements are not finitely representable in general. Suppose, we want to compute provenance for a recursive query and are satisfied with a power series having coefficients less than k = 2 64 (i.e. standard 64-bit integers). By Theorem 4.1 we know that Newton's method converges after at most n + 6 steps.
Analysis of Weighted Pushdown Systems
A pushdown system (PDS) Q, Γ, ∆ consists of a finite set of control states Q, a finite set of stack symbols Γ, and a set of rewrite rules ∆ ⊂ QΓ → QΓ ≤2 . A PDS induces an infinite graph over the QΓ * of configurations: there is an edge from qγ to q γ if there is a rule qA → q ρ ∈ ∆ such that γ = Aγ and γ = ργ . In a weighted PDS each rule carries also as weight an element of a semiring S, +, · . The semiring multiplication is used to extend weights from single rules to paths, while addition is used to combine the weight of several paths. Such weighted graphs arise e.g. in the analysis of procedural programs [28] or in authorization problems [30] . A central problem is: given a configuration c of the graph, determine for any other configuration c the weight of all finite paths leading from c to c .
To solve this problem for arbitrary configurations, one builds a weighted finite automaton whose transitions corresponds to particular runs starting in a configuration pA with a single stack symbol and ending in a configuration qε with empty stack. The total weight of these paths is the least solution of an algebraic system over the given semiring S. In the standard approach [28] this algebraic system is solved on the fly while constructing the automaton. For this a work list variant of Kleene's method is used. This approach therefore only works for certain semirings and its running time is directly proportional to the number of iterations needed by Kleene's method to converge which depends on the given semiring. Alternatively, as discussed in [3] , one can first build the unweighted automaton, and then solve the algebraic system explicitly. We give an example how Newton's method in combination with Theorem 4.1 allows to speed this up:
Consider the PDS pA a − → pAA, pA b − → q, and qA c − → p where we have assigned a unique label (weight) to each rule. The PDS encodes a program which always starts in the configuration pA, and we expect it to terminate in pε. Termination in configuration qε is considered to be an error. To simplify debugging, we would like to have, say the k paths from pa to qε, in particular, these paths should be short. All paths from pa to pε resp. qε are described by the grammar
We first determine the length of the k shortest paths. To this end, we can collapse the alphabet to a singleton, say ι(a) = ι(b) = ι(c) = z, and compute the commutative ambiguity of the resulting grammar modulo k = k + 1. The coefficient of z i in camb X resp. camb Y then tells us, how many paths (up to k) of length i lead from pA to pε resp. qε. For simplicity, assume k = 4. By virtue of Theorem 4.1 we know that at most n+1+log log k = 4 Newton iterations suffice to compute camb modulo k = k +1. (For comparison, Kleene's method can take up to O(k) iterations, consider e.g. pA → pAA, pA → qA, qA → qε.) This gives us: camb X = z 3 + 2z
. The partial expansion of camb Y tells us the four shortest paths from pA to qε consist of one path of length 1, one path of length 5, and two paths of length 9 each. For constructing the actual paths, these lengths allows us to early discard paths which cannot contribute to the k shortest paths. For instance, we can now apply Kleene's method and discard after each iteration any path of length at least 10. This will take 5 iterations until we have discovered enough paths.
On the other hand, by virtue of Theorem 4.1 we know that we discover a sufficient number of paths of any given length l when considering only derivation trees of low dimension. Consider e.g. the restriction of the grammar to derivation trees of dimension at most one (see Def. 3.3). Dimension 0 gives us the shortest path b from pA to qε. The unfolding of the grammar to dimension exactly 1 is:
Applying Kleene iteration now to this unfolded grammar, we only enumerate trees of dimension 1 with at most 9 leaves. Within two iterations we obtain enough paths, namely aabcb, (aabc) 2 b, aaaabcbcb, and aaabcabcb, to answer the query. Note that a path of the form (aabc) h b has a derivation tree of dimension 1, but of height h+1, i.e. it takes h+1 Kleene iterations on the original grammar to discover this path. By increasing k, the gap between Newton's method and Kleene's method can thus be made arbitrarily large.
Tree Dimension: Related Work and Concepts
Here, we want to give a comprehensive survey of related work we have become aware of in the past few years. These also introduce and study the concept of dimension directly or investigate closely related ideas.
To the best of our knowledge it has first been mentioned in hydrology around 1945 by Horton and Strahler [20, 31] where it is called (Horton-)Strahler number and is used to define the stream size of a hierarchy of tributaries. In 1958, Ershov [9] introduced the same idea as register number for measuring the minimal number of registers needed to evaluate an arithmetic expression. For binary trees, the combinatorial properties of the register number were studied in detail by Flajolet et al. [15] and Kemp [21] . In 1978, Ehrenfeucht et al. introduced the same concept for derivation trees w.r.t. ET0L systems in [8] where it was called tree-rank.
Closely related to the dimension of a tree are also two other well-known notions: the index of a derivation and the pathwidth of a graph.
Recall that the index (see e.g. [35] or [18] ) of a derivation w.r.t. a (not necessarily context-free) grammar is the largest number of nonterminals occurring in any sentential form within the derivation. For a context-free grammar in Chomsky normal form, it is easy to see that a derivation tree of dimension d can be serialized into a derivation of minimal index d + 1: simply serialize the derivation tree recursively by processing subtrees of minimal dimension first; consequently, if a word can be obtained by a derivation of minimal index i, then it has at least one derivation tree of minimal dimension i − 1 (see e.g. [11] ). Meggido et al. introduced in [23] (1981) the concept of search number of a tree: it is the minimal number of police officers required to capture a fugitive when police officers may move along edges from one node to another, while the fugitive may pass from one edge to an incident one as long as the common vertex is not blocked by a police officer; the fugitive is captured when he cannot move anymore. When lifted to general graphs, the concept of search number is equivalent to the pathwidth (see e.g. [1]).
As expected, the index of a derivation immediately yields an upper bound on the pathwidth of the derivation tree (see e.g. [6] ), hence, so does the dimension; but as the pathwidth is independent of the root of a (derivation) tree, it does not coincide with the index in general. We can show the following relation between the pathwidth and the dimension of a tree: Proposition 6.1. For any tree T = (V, E): pw(T ) − 1 ≤ mindim(T ) and mindim(T ) ≤ 2pw(T )
Proof. For convenience, we recall the formal definition of pathwidth first: Definition 6.1. Let G = (V, E) be an undirected graph with nodes V and edges E. A path decomposition of G is a finite sequence (B 1 , B 2 , . . . , B s ) of sets B i ⊆ V satisfying the following two properties:
These bounds are sharp up to ±1: For the left inequality consider the perfect ternary tree P h 3 of height h: No matter which node we pick as root the resulting rooted tree will have two P h−1 3 subtrees so that induction immediately yields that mindim(P h 3 ) = h. On the other hand we have pw(P h 3 ) = h, see e.g. [32] . Similarly for the right inequality we use P The upper bound is obviously true for h = 0, 1. Inductively, one can construct a path decomposition of P h 2 of width w +1 using decompositions (X i ) i∈ [ Using a theorem on pathwidth obstructions, one can show that pw(P h 2 ) ≥ h 2 (see e.g. [5] ) so in fact this path decomposition is optimal. Our proposition yields the lower bound pw(P 
Future Work
For proper binary trees, [15] provide a closed form for the number of trees with n leaves and dimension less than h, i.e. for ν (h) (a n−1 c n ). They show that the expected dimension of a random binary tree with n leaves is tightly concentrated around 1/2 log 2 n. This implies a much faster convergence of Newton's method in the case of G L . We conjecture that a similar result can also be derived for arbitrary context-free grammars.
In the idempotent case, we can use a result of [34] to obtain for a given context-free grammar G a Presburger formula of size linear in |G| defining its Parikh image. It would be interesting, if one could generalize this procedure to semirings collapsed at k as the result of Sec. 5.1 in general leads to very large expressions.
