We consider an entire graph S : x N +1 = f (x), x ∈ R N in R N +1 of a continuous real function f over R N with N ≥ 1. Let Ω be an unbounded domain in R N +1 with boundary ∂Ω = S. Consider nonlinear diffusion equations of the form ∂ t U = ∆φ(U )
Introduction
For f ∈ C(R N ) where N ≥ 1, let Ω be a domain in R N +1 given by Ω = {X = (x, x N +1 ) ∈ R N +1 : x N +1 > f (x)}.
(1.1)
Throughout this paper we write X = (x, x N +1 ) ∈ R N +1 for x = (x 1 , . . . , x N ) ∈ R N . Then we notice that ∂Ω = ∂ R N +1 \ Ω . Let φ : R → R satisfy φ ∈ C 2 (R), φ(0) = 0, and 0 < δ 1 ≤ φ ′ (s) ≤ δ 2 for s ∈ R, (1.2) where δ 1 , δ 2 are positive constants. Consider the unique bounded solution U = U (X, t) of either the initial-boundary value problem: ∂ t U = ∆φ(U ) in R N +1 × (0, +∞) and U = χ Ω c on R N +1 × {0}; (1.6) here χ Ω c denotes the characteristic function of the set Ω c = R N +1 \ Ω. Note that the uniqueness of the solution of either problem (1.3)-(1.5) or problem (1.6) follows from the comparison principle (see [MS3, Theorem A.1, p. 253] ). We consider the solution U ∈ C 2,1 (Ω × (0, +∞)) ∩ L ∞ (Ω × (0, +∞)) ∩ C(Ω × (0, +∞)) such that U (·, t) → 0 in L 1 loc (Ω) as t → 0 + for problem (1.3)-(1.5). For problem (1.6), we consider the solution U ∈ C 2,1 (R N +1 ×(0, +∞))∩L ∞ (R N +1 ×(0, +∞)) such that U (·, t) → χ Ω c (·) in L 1 loc (R N +1 ) as t → 0 + .
By the strong comparison principle, we know that 0 < U < 1 and ∂U ∂x N +1 < 0 either in Ω × (0, +∞) or in R N +1 × (0, +∞).
(1.7)
The profile of U as t → 0 + is controlled by the function Φ defined by Φ(s) = d(X) = dist(X, ∂Ω) for X = (x, x N +1 ) ∈ Ω.
(1.10) Formula (1.9) is regarded as a nonlinear version of one obtained by Varadhan [Va] .
A hypersurface Γ in Ω is said to be a stationary level surface of U (stationary isothermic surface of U when φ(s) ≡ s) if at each time t the solution U remains constant on Γ (a constant depending on t). Hence it follows from (1.9) that there exists R > 0 such that
provided Γ is a stationary level surface of U . The following theorem characterizes the boundary ∂Ω in such a way that U has a stationary level surface Γ in Ω.
Theorem 1.1 Let U be the solution of either problem (1.3)-(1.5) or problem (1.6). Assume that there exists a basis {y 1 , y 2 , . . . , y N } ⊂ R N such that for every j = 1, . . . , N the function f (x + y j ) − f (x) has either a maximum or a minimum in R N . Suppose that U has a stationary level surface Γ in Ω. Then f is affine and ∂Ω must be a hyperplane.
Remark 1.2 In order to prove Theorem 1.1, we shall also use the sliding method due to Berestycki, Caffarelli, and Nirenberg [BCN] . In [MS3, Theorem 2.3 and Remark 2.4, p. 240] , instead of the assumption on f , it is assumed that for each y ∈ R N there exists 12) which implies the assumption on f in Theorem 1.1. The condition (1.12) is a modified version of [BCN, (7.2), p. 1108] , in which h(y) is supposed identically zero. When N = 1,
satisfies the assumption on f in Theorem 1.1, but it does not satisfy (1.12) provided y 2π is not an integer. Another f (x) = ax+b+sin x tan −1 x (a, b ∈ R) does not satisfy the assumption, but it is Lipschitz continuous on R.
Let us consider the case where φ(s) ≡ s, that is, that of the heat equation, in particular.
The following theorem characterizes the boundary ∂Ω in such a way that the caloric function U has a stationary isothermic surface in Ω. Theorem 1.3 Let φ(s) ≡ s and let U be the solution of either problem (1.3)-(1.5) or problem (1.6). Assume that U has a stationary isothermic surface Γ in Ω. Then f is affine and ∂Ω must be a hyperplane, if either N ≤ 2 or {|f (x) − f (y)| : |x − y| ≤ 1} is bounded. that Ω satisfies the uniform exterior sphere condition is not needed. Also, the Lipschitz continuity of f can be replaced by the uniform continuity of f , because of Professor Hitoshi Ishii's suggestion. Namely, by essentially the same proof as in [S] , it can be shown that [S, Theorem 1.1, p. 887] holds even if the Lipschitz continuity is replaced by the uniform continuity. Here, the advantage of Theorem 1.3 is that we do not need to assume any uniform continuity of f .
Let F = F (s) be a C 1 symmetric and concave function on the positive cone Λ given
where N ≥ 1. Assume that F satisfies
(1.14)
Assume that G is convex in Λ. Such a class of functions F is dealt with in [A, S] . Related to Theorems 1.1 and 1.3, for f ∈ C(R N ) we consider the domain Ω given by (1.1). Consider
be the principal curvatures of ∂Ω with respect to the upward unit normal vector to ∂Ω at
Then we have
Moreover, let us introduce a function f * ∈ C(R N ) defined by
we notice the following:
The third theorem gives a Liouville-type theorem for some Weingarten hypersurfaces in the viscosity sense.
Theorem 1.5 Suppose that there exist two real constants R > 0 and c such that f ∈ C(R N ) satisfies in the viscosity sense
and moreover suppose that the equality holds in (1.20), that is,
where
Remark 1.6 The case where
log s j is related to Theorem 1.3. The assumption (1.22), that is,
holds in the viscosity sense, because (1.22) yields that for every point X ∈ ∂Ω there exists an open ball B R (Y ) with radius R and centered at Y ∈ Γ satisfying
( 1.25) (1.24) is one of main assumptions of [S, Theorem 1.1, p. 887] . Namely, boundedness of {|f (x) − f (y)| : |x − y| ≤ 1} is much weaker than Lipschitz continuity of f , but ( 1.22) is stronger than (1.24). Also, (1.22) is satisfied by every classical C 2 solution f of (1.21)
having the strict inequality in (1.24), because of the implicit function theorem.
The present paper is organized as follows. In Section 2, we prove Theorem 1.1 by using the sliding method due to Berestycki, Caffarelli, and Nirenberg [BCN] . In Section 3, we prove Theorem 1.3 with the aid of the theory of viscosity solutions. We follow the proof of [S, Theorem 1.1, p. 887] basically, but we here need a key lemma (see Lemma 3.4) which gives new gradient estimates for f and g, because we do not assume any uniform continuity of f . Section 4 is devoted to a proof of Theorem 1.5, where gradient estimates for f and g are replaced by Lipschitz constant estimates for f and g (see Lemma 4.2). In
Section 5, we give a Bernstein-type theorem for some C 2 Weingarten hypersurfaces (see Theorem 5.1) as a remark on Theorem 1.5.
2 Proof of Theorem 1.1 Since Γ is a stationary level surface of U , it follows from (1.9), (1.7) and the implicit function theorem that there exist a number R > 0 and a function g ∈ C 2 (R N ) such that both (1.15) and (1.16) hold.
Conversely, let ν(y) denote the upward unit normal vector to Γ at (y, g(y)) ∈ Γ. The facts that g is smooth, ∂Ω is a graph, and (y, g(y)) − Rν(y) ∈ ∂Ω for every y ∈ R N , imply that (1.22), (1.17), and (1.19) hold, namely, both (1.23) and (1.19) where f * is replaced by f hold. Hence, we have in particular
where D is given by (1.18). Thus, it follows from (2.1) that for every X ∈ ∂Ω there exists
Choose j arbitrarily. By the assumption of Theorem 1.1, the function
has either a maximum or a minimum in R N . Since the proof below is similar, say f (x +
Let us use the sliding method due to Berestycki, Caffarelli, and Nirenberg [BCN] . We set
Suppose that Ω y j ,M Ω. Then, by the strong comparison principle we have
On the other hand, since (
Hence, since Γ = {X ∈ R N +1 : d(X) = R} and Γ is a stationary level surface of U , we have
which contradicts (2.4). Thus, we get Ω y j ,M = Ω, that is,
Therefore we conclude that there exist a 1 , . . . , a N ∈ R satisfying
since j is chosen arbitrarily. Since f is continuous on R N and {y 1 , y 2 , . . . , y N } is a basis of R N , we can solve (2.5) as a system of functional equations and conclude that f (x) is determined by its values on
Moreover, this property of f implies that for every y ∈ R N the function f (x + y) − f (x) has either a maximum or a minimum on R N . Thus, by employing the sliding method again, we get
Since f is continuous on R N , we solve (2.6) as a system of functional equations and conclude that f is affine. This completes the proof of Theorem 1.1.
Proof of Theorem 1.3
Note that U is real analytic in x, since U satisfies the heat equation. Since Γ is a stationary isothermic surface of U , it follows from (1.7) and the implicit function theorem that Γ is the graph of a real analytic function g = g(x) for x ∈ R N . Let us first quote an important lemma from [MS4, Lemma 3.1] . We can use this lemma, since ∂Ω = ∂ R N +1 \ Ω , Γ is already real analytic and Γ = ∂D where D is given by (1.18). The interior cone condition of D in the lemma ) with respect to Γ is of course satisfied, but in [MS4] it is used only to show that Γ is smooth.
Lemma 3.1 ([MS4])
The following assertions hold:
(1) There exists a number R > 0 such that d(X) = R for every X ∈ Γ;
(2) Γ is a real analytic hypersurface;
(3) ∂Ω is also a real analytic hypersurface, such that the mapping
is the upward unit normal vector to ∂Ω at (x, f (x)) ∈ ∂Ω, is a diffeomorphism; in particular, ∂Ω and Γ are parallel hypersurfaces at distance R;
where κ 1 (x), . . . , κ N (x) are the principal curvatures of ∂Ω at (x, f (x)) ∈ ∂Ω with respect to the upward unit normal vector to ∂Ω; Lemma 3.2 c = 1 and H ∂Ω ≤ 0 ≤ H Γ in R N , where H ∂Ω (resp. H Γ ) denotes the mean curvature of ∂Ω (resp. Γ) with respect to the upward unit normal vector to ∂Ω (resp. Γ).
When N = 2, by setting
the fact that c = 1 implies that Γ * is an entire minimal graph over R 2 . Therefore, by the Bernstein's theorem for the minimal surface equation, Γ * must be a hyperplane as in [MS2] . (See [GT, Gi] for the Bernstein's theorem, and for more general setting see also Theorem 5.1 in Section 5 in the present paper.) Thus it remains to consider the case where N ≥ 3 and {|f (x) − f (y)| : |x − y| ≤ 1} is bounded.
On the other hand, (3) of Lemma 3.1 gives us the following geometric property.
Lemma 3.3 The following two assertions hold:
(ii) For every X ∈ ∂Ω there exists Y ∈ Γ such that X ∈ ∂B R (Y ) and B R (Y ) ⊂ Ω.
Recall that f and g have the relationship, (1.15) and (1.23). Since {|f (x)−f (y)| : |x−y| ≤ 1} is bounded, we see that {|g(x) − g(y)| : |x − y| ≤ 1} is also bounded. By Lemma 3.2 we have
Let B n = {x ∈ R N : |x| < n} for n ∈ N. Then, by [GT, Theorem 16.9, , for each n ∈ N, there exist two functions
f n = f and g n = g on ∂B n .
Hence it follows from the comparison principle that for each n ∈ N there exists z n ∈ ∂B n such that
Since {|f (x) − f (y)| : |x − y| ≤ 1} is bounded, it follows from (1.15) that g − f is bounded in R N and hence with the aid of (3.5) there exists a constant C * > 0 satisfying
Thus, since both {|f (x) − f (y)| : |x − y| ≤ 1} and {|g(x) − g(y)| : |x − y| ≤ 1} are bounded, by using the interior estimates for the minimal surface equation (see [GT, Corollary 16.7, p. 407] ) with the aid of (3.6) and the monotonicity with n in (3.5), we proceed as in [S, pp. 893-894 ] to see that there exist two functions
|∇f ∞ | and |∇g ∞ | are bounded on R N , f n → f ∞ and g n → g ∞ as n → ∞ uniformly on every compact set in R N .
Then it follows from Moser's theorem [Mo, Corollary, p. 591 ] that both f ∞ and g ∞ are affine and hence the graph of f ∞ is parallel to that of
Moreover we have
Indeed, (3.8) follows from (3.5). Observe that for each n ∈ N
which gives (3.9).
It suffices to show that f ≡ f ∞ and g ≡ g ∞ . Lemma 3.3 yields the following key lemma.
Lemma 3.4 (gradient estimates) There exist three constants ε 0 > 0, δ 0 > 0, and C 0 > 0 such that
Proof. (i) of Lemma 3.3 yields (1) and (ii) 
Of course, at the touching point Y , ∇g(y) equals the gradient of f (x) + R 2 − |y − x| 2 with respect to y, that is,
On the other hand, if a point (z, g(z)) ∈ Γ is sufficiently close to H, then by (3.10) there exists a uniform neighborhood N z of z in R N such that every point Y = (y, g(y)) ∈ Γ with y ∈ N z is sufficiently close to H. Namely, for every λ > 0 there exist ε > 0 and δ > 0
combining this fact with (3.11) and (3.12) yields (1). (2) is similar.
The last lemma is
Lemma 3.5 The following two assertions hold:
This lemma implies the conclusion of Theorem 1.3. Indeed, in view of (3.8) and Lemma 3.3, Lemma 3.5 yields that the graphs of g ∞ and f ∞ are parallel hyperplanes at distance R. This means that f ≡ f ∞ and g ≡ g ∞ . Thus it remains to prove Lemma 3.5.
Proof of Lemma 3.5. Since (ii) is similar to (i), let us show (i). Set
Then G n (0) = 0 for every n ∈ N. Since by (3.9) g ∞ (z n ) − g(z n ) → 0 as n → ∞, it follows from (1) of Lemma 3.4 that there exists N 0 ∈ N such that {G n : n ≥ N 0 } is equicontinuous and bounded on B δ 0 (0) (⊂ R N ). Arzela-Ascoli theorem gives us that there exist a subsequence {G n ′ } and a function G ∞ ∈ C(B δ 0 (0)) such that
Hence, by (3.9) and (3.13), letting n ′ → ∞ yields 173] we see that
Thus G ∞ is uniquely determined independently of the choice of the subsequence and therefore from (3.13) we conclude that
Then, since
we get from (3.9) and (3.15) Thus, repeating this argument as many times as one wants yields conclusion (i).
Remark 3.6 For the proof of Theorem 1.5, we give a remark for the case where N = 1.
Even when N = 1, all the lemmas 3.2 -3.5 hold true. Indeed, when (3.4) . Hence the graphs of f n and g n are line segments and without using Moser's theorem we can get two affine functions f ∞ and g ∞ in (3.7).
Proof of Theorem 1.5
We follow the proof of Theorem 1.3. By [S, Lemmas 4.2 and 4.3, p. 891 and p. 892] , we have instead of Lemma 3.2 Lemma 4.1 c = F (1, · · · , 1) and H ∂Ω ≤ 0 ≤ H Γ in R N in the viscosity sense, where H ∂Ω (resp. H Γ ) denotes the mean curvature of ∂Ω (resp. Γ) with respect to the upward unit normal vector to ∂Ω (resp. Γ).
Also, in view of (1.15) and (1.23) coming from (1.22), we see that Lemma 3.3 also holds. Then proceeding as in the proof of Theorem 1.3 yields two affine functions f ∞ and g ∞ satisfying (3.7), (3.8), and (3.9). Hence, it suffices to show that f ≡ f ∞ and g ≡ g ∞ . Lemma 3.3 yields the following key lemma instead of Lemma 3.4.
Lemma 4.2 (Lipschitz constant estimates) There exist three constants ε 0 > 0, δ 0 > 0, and C 0 > 0 such that
Proof. We adjust the proof of Lemma 3.4 to this situation. (i) of Lemma 3.3 yields (1) and (ii) 
On the other hand, if a point (z, g(z)) ∈ Γ is sufficiently close to H, then by (4.1) there exists a uniform neighborhood N z of z in R N such that every point Y = (y, g(y)) ∈ Γ with y ∈ N z is sufficiently close to H. Namely, for every λ > 0 there exist ε > 0 and δ > 0 such
Moreover, in view of (4.1), by choosing π 2 > θ > 0 sufficiently small and introducing a cone V defined by This gives (1). (2) is similar.
Hence, by using Lemma 4.2 instead of Lemma 3.4, we can proceed as in the proof of Theorem 1.3 to see that Lemma 3.5 also holds. Therefore, (3.8), Lemma 3.3 and Lemma 3.5 yield the conclusion of Theorem 1.5.
Concluding remarks
When N = 2, we have a Bernstein-type theorem for some C 2 Weingarten hypersurfaces related to Theorem 1.5.
Theorem 5.1 Suppose that there exist two real constants R > 0 and c such that f ∈ C 2 (R 2 ) satisfies F (1 − Rκ 1 , 1 − Rκ 2 ) = c and max
Then, c = F (1, 1) and f is an affine function, that is, ∂Ω must be a hyperplane.
Proof. Here we have Lemma 4.1. We consider Γ * defined by (3.3) as in Section 3. Then ∂Ω, Γ * , and Γ are parallel hypersurfaces. Denote by κ * 1 (Z), κ * 2 (Z) the principal curvatures of Γ * with respect to the upward unit normal vector ν * (Z) to Γ * at Z ∈ Γ * , and denote byκ 1 (Y ),κ 2 (Y ) the principal curvatures of Γ with respect to the upward unit normal vector at Y = Z + R 2 ν * (Z) ∈ Γ. Also, here for the principal curvatures of ∂Ω we use the notation κ 1 (X), κ 2 (X) instead of κ 1 (x), κ 2 (x) with (x, f (x)) = X = Z − R 2 ν * (Z) ∈ ∂Ω. These principal curvatures have the following relationship:
for each j = 1, 2.
Since max 1≤j≤2 κ j (X) < 1 R and 1 − Rκ j (X) = 1 1 + Rκ j (Y )
, we see that
On the other hand, by Lemma 4.1, we have
.
