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The exponential propagation methods were applied in the past for accurate integration 
of the shallow water equations on the sphere. Despite obvious advantages related to the 
exact solution of the linear part of the system, their use for the solution of practical 
problems in geophysics has been limited because eﬃciency of the traditional algorithm 
for evaluating the exponential of Jacobian matrix is inadequate. In order to circumvent 
this limitation, we modify the existing scheme by using the Incomplete Orthogonalization 
Method instead of the Arnoldi iteration. We also propose a simple strategy to determine 
the initial size of the Krylov space using information from previous time instants. This 
strategy is ideally suited for the integration of ﬂuid equations where the structure of the 
system Jacobian does not change rapidly between the subsequent time steps. A series 
of standard numerical tests performed with the shallow water model on a geodesic 
icosahedral grid shows that the new scheme achieves eﬃciency comparable to the semi-
implicit methods. This fact, combined with the accuracy and the mass conservation of the 
exponential propagation scheme, makes the presented method a good candidate for solving 
many practical problems, including numerical weather prediction.
Crown Copyright © 2016 Published by Elsevier Inc. This is an open access article under 
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
The nonlinear partial differential equations, governing physical and chemical processes in continuous systems, are often 
solved using the method of lines [43] which leads to a large set of Ordinary Differential Equations (ODEs) of the form
du
dt
= F (u, t), u(0) = u0, (1)
where u ∈ Rn is the state vector, n indicates the number of degrees of freedom, and F is the function describing all forcings; 
F : Rn+1 −→ Rn .
The system described by Eq. (1) is typically stiff because it governs processes with different time scales. Consequently, 
the selection of an appropriate time integration scheme is of the foremost importance. In all situations when the stiffness 
comes from the linear part of F , the problem could be cast in a simpler form as
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dt
= Lu +N (u, t), (2)
where L and N are linear and nonlinear part respectively.
There are abundant examples of partial differential equations which lead to a semi-discrete form of Eq. (2). They include 
(see Minchev [23] for review): Allen–Cahn, Burgers, Cahn–Hilliard, Kuramoto–Sivashinsky, Navier–Stokes, shallow water, 
Swift–Hohenberg, nonlinear Schrödinger, convection–diffusion and convection–reaction–diffusion equations. The numerical 
solution of the set of semi-linear system described by Eq. (2) is often obtained using semi-implicit schemes where the linear 
term Lu is solved with the help of a method appropriate for the stiff problem (usually an implicit method) whereas the 
nonlinear part N (u, t) is solved explicitly. This methodology offers a rational compromise between requirements of accuracy 
and eﬃciency. The alternative strategy that has attracted increased attention in a number of diverse ﬁelds in recent years, 
is the exponential time integration method. It requires the evaluation of functions related to the exponential of the Jacobian 
matrix [14]. Methods belonging to this class offer very high accuracy and stability without a severe time step restriction of 
the explicit numerical schemes. Since their introduction in the late 1950s, several numerical software packages providing 
various implementations have been proposed [14]. For a recent review, see [17] and the references therein.
The exponential integration schemes based on the static splitting given by Eq. (2) were discussed by Beylkin et al. [4]
and Cox and Matthews [9]. The basic idea of these methods is quite simple. We begin from the multiplication of Eq. (2) by 
factor eLt and the integration over time step t to obtain
un+1 = eLtun +
t∫
0
eL(t−τ )N (u(nt + τ ))dτ , (3)
where un , un+1 are solutions at times n and n + 1, t is the time step and τ is the time. The exponential term is then 
evaluated using the methods discussed in [36] and the integral of the nonlinear term is approximated with an appropriate 
quadrature. It was shown that the methods of this class offer a very good accuracy and a realistic representation of the high 
frequencies in contrast to the traditional semi-implicit schemes [9].
Considering the results obtained with exponential integration methods in various areas of science, it is justiﬁed to in-
vestigate them in the context of numerical weather prediction where the selection of a time integration scheme is a key 
element. Traditionally, the meteorological equations are solved using the well-established Semi-Implicit Semi-Lagrangian 
(SISL) integration schemes, ﬁrst introduced in the atmospheric community by André Robert [32] and [33]. The main ad-
vantage of these methods is that they are not limited by a stability-based CFL condition. Hence the time step size can be 
chosen solely on the basis of a desired accuracy.
The eﬃciency and robustness of the SISL methods for integrating meteorological equations led to their common use in 
many of the meteorological centers. Semi-Lagrangian schemes were further advanced by the development of the accurate 
parallel algebraic solvers [6,27]. The fully conservative algorithms were also implemented. Most of these advances have 
been motivated by the need to use parallel computing architectures in the optimum manner. The same consideration is the 
driving force behind the search of alternative techniques.
Different versions of the exponential time integrators have been studied in the meteorological context by numerous 
authors. Archibald et al. [2] used the scheme of Beylkin et al. [4], based on the assumption of static splitting described 
by Eq. (2), to solve the shallow water equations on the cubed sphere. Clancy and Pudykiewicz [8] applied the exponential 
propagation methods based on the dynamic linearization [40] to the shallow water system on an icosahedral geodesic grid. 
The basic principle of this method is outlined brieﬂy as follows. After expanding Eq. (1) in a Taylor series around state u(tn)
at tn we obtain
du
dt
(t) = Fn +Jn · (u(t)− un)+ R(u(t)), (4)
where un = u(tn), Fn = F (un), Jn = dFdu (un) and
R(u(t)) = F (u(t))− Fn −Jn · (u(t)− un). (5)
The use of integrating factor e−Jn t on Eq. (4) yields
d
dt
(e−Jn tu(t)) = e−Jn t(Fn −Jnun)+ e−Jn t R(u(t)). (6)
Integrating over [tn, tn +tn] and multiplying by eJn(tn+tn) leads to the integral form
u(tn +tn) = un + (eJntn − I)J−1n Fn +
tn+tn∫
tn
eJn(tn+tn−t)R(u(t))dt, (7)
where tn indicates t at the time step number n and I is the identity matrix. The methodology of linearization applied 
in this paper is discussed in [15,16,18].
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and stable for very long time steps. One of the most important facts observed was that the gravity waves are propagated 
by the scheme without distortion of their phase speed. In the past this fact was not considered to be of major importance 
because gravity waves were considered to be “noise” that needed either explicit or implicit ﬁltering. Considering the role 
of gravity waves in maintaining the geostrophic equilibrium, we can conjecture that realistic representation of the phase 
properties of gravity waves can contribute to realistic meteorological forecast.
A critical issue that was identiﬁed in [8] is that the eﬃciency of the exponential integrators applied to the shallow 
water equations is not as good as that of the traditional semi-implicit technique. Although recent progress in the compu-
tational linear algebra has led to more eﬃcient algorithms, like the method of Niesen and Wright [28], it was found that 
semi-implicit methods are still more eﬃcient (see [8] and [11] for the discussion).
The aim of this paper is to address the eﬃciency issue of the exponential time integrators. We propose a modiﬁcation 
of the algorithm described in [28] by applying the incomplete orthogonalization method instead of the Arnoldi iteration. 
Theoretical considerations are presented using a general formalism of the linear algebra and they are illustrated by integrat-
ing the icosahedral shallow water model developed by Pudykiewicz [29,30]. The model is used consistently as the testing 
platform for all the proposed modiﬁcations of the time integration scheme.
The incomplete orthogonalization method was originally proposed as an eigenvalue algorithm for general non-symmetric 
matrices by Saad [34]. The method was also applied to solve linear systems [35], and more recently, for the time integra-
tion of an advection-diffusion equation [20]. The modiﬁcations of the algorithm described in [28] are not limited to the 
replacement of the Arnoldi iteration by the incomplete orthogonalization method. We also introduce a simple strategy to 
determine the initial size of the Krylov space relying on the information from previous time instants which is ideally suited 
for the integration of the ﬂuid equations where the structure of the Jacobian of the system is not changing rapidly between 
subsequent time steps.
The paper is organized as follows. The ﬁrst section provides the rationale for the selection of the shallow water equations 
in the study of the eﬃcient time integration methods. Following this, we present a concise description of the linear operators 
obtained after the spatial discretization of the governing equations on icosahedral grid. The general formulation of the 
time integration algorithm with an exponential propagation method is covered in Sections 4 and 5. We also include the 
algorithmic formulation of the scheme developed in the course of this study. In the last part of the paper, we compare 
our results with those reported in [8] where the original exponential propagation algorithm was employed. The list of 
mathematical symbols used in the paper is collected in Appendix A.
2. The shallow water equations
We will perform our investigation with the shallow water equations because they provide an adequate and, at the same 
time, relatively simple model of a continuum. For this reason, they are commonly used in many diverse areas of science. 
One of the most relevant applications of the shallow water equations is in geophysical ﬂuid dynamics, where they provide 
an approximation for rotating stratiﬁed ﬂuids. The important property of the shallow water equations is that they can 
be obtained as the amplitude equations for the vertical normal modes of the continuously stratiﬁed ﬂuids. This fact is 
very useful in the analysis of large scale atmospheric circulation. Besides being an essential tool in theoretical studies, the 
shallow water equations are also very useful in the process of designing Numerical Weather Prediction models by creating 
an ideal test model for the evaluation of time integration methods as well as for the investigation of various aspects of 
space discretization.
Herein we will analyze the ﬂow of ﬂuid on the sphere described in the Cartesian coordinates by the following parametric 
equations
x = a cos θ cosφ
y = a cos θ sinφ
z = a sin θ
where θ is the latitude (−π/2 ≤ θ ≤ π/2), φ is the longitude (0 < φ ≤ 2π), and a is the radius of the sphere.
The corresponding shallow water equations can be written in the following form
∂u
∂t
= −W (u)− grad(E), (8)
∂h
∂t
= −div(hu), (9)
where u is a smooth velocity ﬁeld on sphere S with values in tangent space TS , W (u) = η × u, η = (ζ + f n) is the 
absolute vorticity, ζ = Curln(u) is the relative vorticity, h is the smooth scalar ﬁeld on S describing thickness of the ﬂuid 
layer, E = (|u|2/2 +
), 
 = g(h + hs), hs is the height of the surface level, g is the gravity acceleration, f = 2 sin θ is the 
Coriolis parameter,  is the angular velocity of the rotation, × denotes the vector product in R3, n is the surface normal 
vector.
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gij = ∂x
∂ξi
∂x
∂ξ j
+ ∂ y
∂ξi
∂ y
∂ξ j
+ ∂z
∂ξi
∂z
∂ξ j
. (10)
We obtain the following expression for the metric tensor for the spherical surface
gij =
[
h21 0
0 h22
]
, (11)
where h1 and h2 are scale factors: h21 = a2 and h22 = a2 cos2 θ .
The metric tensor is diagonal and the gradient, divergence and Curln operators described by Eqns. (8)–(9) could be 
expressed by a general formula for the orthogonal curvilinear coordinates (Morse and Feshbach [26], page 115)
grad(ψ) = ∇ψ =
2∑
n=1
an
1
hn
∂ψ
∂ξn
, (12)
div(V) = ∇ · V= 1
h1h2
2∑
n=1
∂
∂ξn
(
h1h2
Vn
hn
)
, (13)
Curln(V) = n
h1h2
(
∂
∂ξ1
(h2V2)− ∂
∂ξ2
(h1V1)
)
, (14)
where ψ is the scalar ﬁeld on the sphere, Vn is the nth component of the vector V, and a1, a2 are tangent basis vectors 
deﬁned as
a1 =
⎡⎣− sin θ cosφ− sin θ sinφ
cos θ
⎤⎦ a2 =
⎡⎣− sinφcosφ
0
⎤⎦ . (15)
3. Shallow water model used in the experiments
The experiments are performed using the shallow water model on the sphere as described in [30]. Space discretization is 
based on the ﬁnite volume technique on an icosahedral geodesic grid [12] obtained by iterative division of the icosahedron 
inscribed in the sphere. The spherical surface in the model is represented by a simplicial complex of triangles. The sample 
geodesic grid obtained at the third iterative division of the icosahedron is shown in the upper part of Fig. 1. Control 
volume i , centered at the given vertex i, is deﬁned by a closed contour composed of geodesic arches connecting spherical 
radial projections of the centers of triangles and the midpoint of edges coincident at the vertex (lower part of Fig. 1).
The differential operators intrinsic to the spherical manifold are approximated using Stokes theorem on a simplicial 
complex embedded in R3 as discussed in [30]. This leads to the following expressions
grad(ψ)
∣∣∣∣
i
=
∑
j(i)
ψi j bi j −Ni , (16)
div(V)
∣∣∣∣
i
=
∑
j(i)
Vi j · bi j, (17)
(Curln(V) · n)
∣∣∣∣
i
=
∑
j(i)
Vi j · di j, (18)
where i is the control volume, 
∑
j(i) denotes the summation over elements constituting the boundary of i , V is a smooth 
vector ﬁeld on sphere S with values in the tangent space TS , Ni is the discretization of the normal component of the 
gradient, subscript i j denotes the values at the interface point ei j .
Vectors bi j ∈ TS and di j ∈ TS are
bi j =
(
n1b i j δl
1
i j + n2b i j δl2i j
)
/Si, (19)
di j =
(
τ 1i j δl
1
i j + τ 2i j δl2i j
)
/Si, (20)
where nkb i j ∈ TS and τ ki j ∈ TS are, respectively, the unit vectors normal and tangent to the geodesic arch connecting points 
ei j and mkij (k = 1, 2); δlki j is the length of this arch and Si is the area of i (see the lower panel of Fig. 1 and [30] for the 
explanation).
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Similar expressions for discretization of operators are used in the shallow water model described by Tomita et al. [41]. 
The main differences are in the methodology used to derive the governing equations and in the deﬁnition of the control 
volumes. There are also slightly different formulae used to approximate the interface values ψi j and Vi j in Eqns. (16)–(18). 
Both approaches, however, share a common methodology of discretizing the operators on the differentiable manifold ap-
proximated by a triangular simplices embedded in R3. This technique is established very well in the discrete differential 
geometry. The essence of this approach comprises a representation of the curved manifold by a discrete mesh embedded 
in Cartesian space rather than by a metric tensor in curvilinear coordinates. The basis for this methodology was introduced 
in the framework of the Regge Calculus [31]. An excellent discussion from the modern point of view, of the mathematical 
foundation of the discretization used in icosahedral models described in [41] and [30], can be found in the introduction to 
the book on discrete differential geometry by Bobenko and Suris [5].
After expressing the shallow water Eqns. (8)–(9) in terms of the Cartesian coordinates (see section 2.3 in [42]) followed 
by integration over the control volumes i , and applying Eqns. (16)–(18) for approximation of the differential operators, we 
obtain the system of ODE’s of the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dux
dt
= −Wx − GSx · E
duy
dt
= −Wy − GS y · E
duz
dt
= −Wz − GSz · E
dh
dt
= −Dx · (ux h)− Dy · (uy h)− Dz · (uz h)
(21)
where ux , uy , uz , E = ((u2x + u2y + u2z )/2 + g(h + hs)), and h are column arrays with Cartesian components of the velocity u, 
total energy and the height ﬁeld h (all quantities are the volume averages over i), GSx , GS y , GSz are the sparse matrices 
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used to evaluate the divergence div(u) = Dx · ux + Dy · uy + Dz · uz .
Further, the column arrays Wx , Wy , and Wz are deﬁned as⎧⎪⎨⎪⎩
Wx = η Px
W y = η P y
Wz = η Pz,
(22)
where η is the column array containing the control volume average values of the absolute vorticity; the components of this 
array are
ηi = ζ i + f i = V ijx u jx + V ijy u jy + V ijz u jz + f i, (23)
where i ∈ [1, n], j ∈ [1, n], and n denotes the number of nodes.
Sparse arrays Vx , V y , and Vz are used to calculate the vertical component of the vorticity. For further details consult 
[30]. Arrays Px , P y , and Pz contain Cartesian components of the vector product of the velocity and the surface normal and 
have the following form
P ix = niyuiz − nizuiy
P iy = nizuix − nixuiz (24)
P iz = nixuiy − niyuix
where nx, ny , and nz are the column arrays with x, y, and z components of the normal vector n evaluated at the centers 
of the control volumes.
We may consider adding a dissipation terms to the system in the form D f · ψ , for each prognostic variable ψ in the 
same manner as in [8]. The dissipation operator takes the following form
D f = −νL2, (25)
where L is the sparse matrix representing the Laplace operator. Alternatively, we could apply the dissipation scheme dis-
cussed in [30]. However, based on the experiments reported in [8], we assume that the simple formula (25) is suﬃcient for 
the purposes of this study.
The dissipation coeﬃcient ν in Eqn. (25) is given, after [8], as follows
ν = γhx
nγ
te
, (26)
where γh is the coeﬃcient of proportionality (γh ∈ [0.04 × 10−2, 1.25 × 10−2]), nγ = 4, te is the reference time step, 
te = 240 s, and x is the average separation of the node points estimated as x =
√
4πa2/Ng, with a indicating the earth 
radius and Ng = 10 × 22l + 2 being the number of nodes in the geodesic mesh (l is the grid number).
The system of equations (21) could be rewritten in a compact form of the autonomous system deﬁned by Eq. (1) with 
state vector u containing the components of the velocity and the height ﬁeld as
u = (uTx uTy uTz hT )
T
. (27)
The dimension of the state vector u is thus 4 Ng where Ng is the number of control volumes considered in the discretization.
The right-hand side vector of Eq. (21) is written compactly as
F = (FuTx FuTy FuTz FhT )
T
. (28)
The components of arrays Fux , Fuy , Fuz are deﬁned by the following relations
Fuix = −
((∑
j
V i jx u
j
x + V ijy u jy + V ijz u jz
)
+ f i
)
(niy u
i
z − niz uiy)−
∑
j
G Si jx
(
1
2
(u jx
2 + u jy
2 + u jz
2
)+ g(h j + h js)
)
, (29)
Fuiy = −
((∑
j
V i jx u
j
x + V ijy u jy + V ijz u jz
)
+ f i
)
(niz u
i
x − nix uiz)−
∑
GSijy
(
1
2
(u jx
2 + u jy
2 + u jz
2
)+ g(h j + h js)
)
, (30)j
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((∑
j
V i jx u
j
x + V ijy u jy + V ijz u jz
)
+ f i
)
(nix u
i
y − niy uix)−
∑
j
G Si jz
(
1
2
(u jx
2 + u jy
2 + u jz
2
)+ g(h j + h js)
)
. (31)
The components of array Fh are
Fhi = −
∑
j
(
Dijx (h
j u jx) + Dijy (h j u jy) + Dijz (h j u jz)
)
. (32)
3.1. Evaluation of the Jacobian
The Jacobian J of the autonomous system described by Eq. (21) is a sparse matrix of size (4Ng) × (4Ng) given by the 
formula
J =
{
∂ F
∂uT
}
. (33)
After applying the sparse matrix representation introduced in Eqns. (29)–(32) and elementary rules of differentiation for 
vector functions, we obtain a compact analytical expression for the Jacobian
J = Jv +Jr +Jm, (34)
where the block array Jv represents relative vorticity and the block array Jr accounts for rotation and dissipation. The third 
block array Jm in Eq. (34) represents coupling between the mass ﬁeld and the velocity ﬁeld. The block array, Jv is deﬁned 
as follows
Jv = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
{P ix V ijx } {P ix V ijy } {P ix V ijz } {0}
{P iy V ijx } {P iy V ijy } {P iy V ijz } {0}
{P iz V ijx } {P iz V ijy } {P iz V ijz } {0}
{0} {0} {0} {0}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (35)
The wave brackets in Eq. (35) denote matrices (for example: the expression {P ix V ijx } represents the matrix with i j-th 
element equal to P ix V
ij
x ). The second block array, Jr accounting for the effects of rotation is cast as
Jr = +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
{Dijf } {ηi n jz δi j} −{ηi n jy δi j} {0}
{ηi n jz δi j} {Dijf } −{ηi n jx δi j} {0}
{ηi n jy δi j} −{ηi n jx δi j} {Dijf } {0}
{0} {0} {0} {Dijf }
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (36)
The last block array, Jm in Jacobian is written as
Jm = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
{GSijx u jx} {GSijx u jy} {GSijx u jz} {g GSijx }
{GSijy u jx} {GSijy u jy} {GSijy u jz} {g GSijy }
{GSijz u jx} {GSijz u jy} {GSijz u jz} {g GSijz }
{Dijx h j} {Dijy h j} {Dijz h j} {Dijx u jx + Dijy u jy + Dijz u jz}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (37)
The structure of the Jacobian for the shallow water equations on icosahedral grid number 6 having 40962 nodes and 
average global resolution of the order of 100 km is depicted in Fig. 2. The large sparse matrix has a multi-band structure 
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which is shown by subsequent panels zooming into ﬁnest structures of the operator. The matrix depicted in Fig. 2 is not 
normal which means that J ·J T =J T ·J .
The operator J given by Eq. (34) represents an explicit form of the tangent linear model for the shallow water system. 
The methodology of time discretization expressed by Eq. (4) could be also applied to the full three-dimensional system of 
atmospheric equations. Then, J would include the parameterization of subgrid-scale processes and chemical reactions in 
both gas and aerosol phase. Thus, such an approach would provide the most realistic coupling of various processes which 
are considered in meteorological models.
The model Jacobian could have following form
Jmodel = J +Jchem +
∑
i
J˜i
where J and Jchem are known from the exact analytical expressions and the J˜i representing various parameterizations 
would be evaluated approximately.
4. Exponential time integration methods
The semidiscrete system given by Eq. (21) obtained in the previous section, is an example of a general problem arising 
in the “method of lines”, in which the space derivatives are discretized ﬁrst, leading to a large system of ODEs. The time 
integration in the icosahedral model was originally accomplished using the fourth order Runge–Kutta scheme [30]. The 
explicit time integration schemes are not practical due to the stiffness of the Jacobi matrix reﬂecting the presence of multiple 
time scales in the system of equations.
The model was later expanded by including a class of semi-implicit predictor corrector time integration schemes [7] and 
the exponential integration methods [8]. The general idea behind the latter is relatively simple and it can be outlined as 
follows. Considering the fact that (21) is cast in the form of a general autonomous system given by Eq. (1) with the state 
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by Eq. (7). After some changes in notation related to the introduction of ϕ function we obtain:
u(tn +tn) = un + ϕ1(tnJn)tn Fn +
tn+tn∫
tn
eJn(tn+tn−t)R(u(t))dt, (38)
where Jn is the Jacobian matrix at time tn , R(u(t)) is deﬁned by (5) and ϕ1 is one of the so-called ϕ functions deﬁned for 
complex matrix argument Z by the following recursion
ϕ0(Z) = eZ ,
ϕk+1(Z) = Z−1
(
ϕk(Z)− 1k! I
)
, for k ≥ 1. (39)
Depending on the quadrature used to approximate the integral term in Eq. (38), we will obtain different versions of the 
exponential integration scheme.
Niesen and Wright [28] noted that every stage in an exponential integration algorithm can be described by a linear 
combination of the ϕ functions acting on certain vectors:
ϕ0(A)b0 + ϕ1(A)b1 + ϕ2(A)b2 + . . . + ϕp(A)bp, (40)
where b0, b1, . . . , bp ∈ Rn .
A number of eﬃcient exponential integration schemes is evaluated by Tokman [40]. For the tests with the shallow water 
equations, Clancy and Pudykiewicz [8] considered two integration schemes assuming the ﬁxed time step tn ≡ t; this 
assumption is typical in most of the meteorological applications. The ﬁrst of the schemes is denoted as EPI2
un+1 = un + ϕ1(Jnt)t Fn. (41)
The second order EPI2 scheme is obtained by ignoring the integral term in Eq. (38). This scheme is considered most often 
because its perceived eﬃciency.
The second method which was selected for our tests is the third order scheme denoted by Tokman [40] as EPI3
un+1 = un + ϕ1(Jnt)t Fn + 2
3
ϕ2(Jnt)tRn−1, (42)
and
Rn−1 = F (un−1)− F (un)−Jn(un−1 − un).
To summarize: the two schemes tested are characterized by the following b-vectors:
EPI2: b0 = 0, b1 = t Fn,
EPI3: b0 = 0, b1 = t Fn, b2 = 23t Rn−1.
5. Description of the algorithm
In this section, we ﬁrst describe an eﬃcient technique to evaluate ϕp(A)v terms for a general n × n nonsymetric matrix 
A over the real numbers and for the vector v ∈ Rn . Then, we use this method to evaluate a linear combination of ϕ functions 
of the form given by Eq. (40) using the method described in [37] and [28]. The discussion is completed by the evaluation 
of the optimum selection of parameters of the algorithm.
5.1. Krylov approximation of the ϕp(A)v terms
Finding reliable and accurate methods to compute the matrix exponential and related functions is diﬃcult, and this is 
still the topic of a considerable research [24,25,28]. In a typical application, the Jacobian matrix is large and sparse, like the 
operator with the pattern depicted in Fig. 2. Computing ϕ functions directly is then intractable.
An eﬃcient method to solve the problem consists in approximating ϕp(A)v ∈ Rn in the m-dimensional Krylov subspace 
Km (m < n) deﬁned as
Km(A, v) = span{v, Av, ..., Am−1v}. (43)
Unfortunately, vectors Ai v do not form a good basis because they are too close to each other to be linearly independent 
(they almost point in the same direction as the dominant eigenvectors of A). Therefore, the modiﬁed Gram–Schmidt process 
is generally used as part of the Arnoldi iteration to obtain an orthonormal basis [28,37]. Analyzing the results from [8], it 
was found that performing the Arnoldi iteration is the primary computational cost of exponential time integrators.
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with an orthogonalization length of 2 (hereafter IOM2). The only difference with the classical Arnoldi iteration procedure 
is that at each step the current vector is orthogonalized only against the 2 previous ones instead of all of them. The time 
complexity of the IOM2 procedure is expressed as O(nm + Nm) instead of O(nm2 + Nm) for the Arnoldi iteration, where 
n denotes dimension of the problem (typically of the order 105 to 106), m is the dimension of the Krylov space (typical 
values in the shallow water ﬂow on the sphere for icosahedral number 6 are of the order 30 to 50) and N is the number of 
nonzero elements in the Jacobian matrix. The value of N depends mainly on the order of the approximation and number of 
processes included in the simulation. Typical values of N are in the range 24n to 56n. The IOM2 is described in Algorithm 1:
Algorithm 1 Incomplete orthogonalization method: computation of Vm+1 and Hm .
1: Input: A, v1 = v
2: for j = 1, m do
3: s = Av j
4: for i=max(1, j − 2), j do
5: hi, j = vi · s
6: s = s − hi, j vi
7: end for
8: if |s| ≤ tolerance then
9: break
10: end if
11: hi+1, j = |s|
12: v j+1 = s/|s|
13: end for
14: Deﬁne Vm+1 = [v1, · · · , vm+1], Hm = {hi, j}1≤i≤m+1,1≤ j≤m
After performing IOM2 procedure we obtain a n ×m matrix
Vm = [v1, v2, ..., vm], (44)
whose columns are the basis vectors. The sequence [v1, v2, . . . , vm] obtained after application of Algorithm 1 is a basis of 
Km(A, v1) and satisfy the incomplete orthogonality property
vi · v j = δi j for |i − j| ≤ 2.
In general, V Tm Vm is not an identity matrix but a square matrix with ones on the main diagonal and zeros elsewhere, except 
for the right upper and left lower corners containing nonzero elements. Both the stability and the convergence of the IOM2 
method in the context of the exponential time integrators are discussed in [20].
Similarly to the Arnoldi iteration, the IOM2 procedure also generates an m ×m Hessenberg matrix Hm . Matrix Hm can 
be seen as an oblique projection of the action of the matrix A on the Krylov subspace and it satisﬁes the relation
A Vm = Vm+1Hm+1 = Vm Hm + hm+1,mvm+1 eTm, (45)
where em = (0, ...0, 1)T ∈ Rm is the last canonical basis vector in Rm .
The sparse matrix Hm generated by the Arnoldi iteration is an upper Hessenberg matrix whilst the equivalent matrix 
produced by the IOM2 procedure is an upper quadridiagonal matrix.
The following lemma from [20] motivates the Krylov approximation we use for the action of the ϕp(A) on a given 
vector v .
Lemma 1 (Koskela [20]). Let A ∈ Cn×n and let Vm and Hm be the result of m steps of IOM2 on Jacobian matrix A with starting vector v. 
Then for any polynomial pm−1 of degree up to (m − 1) the following approximation holds:
pm−1(A)v ≈ β Vm pm−1(Hm)e1, (46)
where e1 = (1, 0, ...0)T and β = ‖v‖.
The action of ϕp(A) on v is then approximated as
ϕp(A)v ≈ β Vm ϕp(Hm)e1. (47)
This approximation can be improved by using the error estimate
m = ‖β hm+1,meTmϕp+1(Hm)e1vm+1‖ = β |hm+1,m| [ϕp+1(Hm)]m,1, (48)
proposed in [35] as a correction, to ﬁnally obtain
ϕp(A)v ≈ β Vm ϕp(Hm)e1 + β hm+1,meTmϕp+1(Hm)e1vm+1. (49)
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though evaluation of (49) requires both the ϕp+1(Hm)e1 and the ϕp(Hm)e1, resorting to the recursive deﬁnition of ϕ
functions is avoided. The augmented matrix technique, ﬁrst proposed in [36] for the special cases of ϕ0 and ϕ1 and gener-
alized by Sidje [37] for any integer p ≥ 0, allows to calculate both functions in a single Krylov projection. This technique is 
based on the following theorem.
Theorem 1 (Sidje [37] EXPOKIT). Let c ∈ Cm and
Hˆm+p =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Hm c 0 . . . 0
0 1
. . .
...
0
. . . 0
. . . 1
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
∈ C(m+p)×(m+p), (50)
then
exp(τ Hˆm+p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
exp(τ Hm) τϕ1(τ Hm)c τ 2ϕ2(τ Hm)c . . . τ pϕp(τ Hm)c
1 τ1!
. . . τ
p−1
(p−1)!
1
. . .
...
. . . τ
1!
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (51)
There are several methods that can be used to compute the exponential of the augmented matrix Hˆm+p [24,25]. For sim-
plicity, we use the 13th diagonal Padé approximation combined with scaling and squaring algorithm implemented in the 
MATLAB function expm [13].
The approximation based on the above Krylov projection method could be used directly to evaluate the ϕp(A)v .
The approximation error for the exponential of a negative semideﬁnite matrix is bounded as in the following equa-
tion [20]∥∥∥eA v − VmeHme1β∥∥∥≤ eα(A) ‖A‖m + eα(Hm) ‖Hm‖m
m! β, (52)
where α(A) = max{Re(λi)} denotes the spectral abscissa of A (i.e the supremum among the real part of the eigenvalues 
of A), m is the size of the Krylov subspace and ‖A‖ is the matrix 2-norm. When we approximate the exponential matrix 
function or the related ϕ functions, this a priori estimate suggests that a rapid convergence could be obtained if we choose 
a large value of m when ‖A‖ is large.
An adaptative method will tend to increase m if the estimated error is too large. In practical applications, however, there 
is a limit for the value of m due to storage constraints. The method of solving this problem was proposed originally in the 
phipm algorithm described in [28] and it will be outlined in the next subsection.
5.2. Evaluation of a linear combination of the ϕ functions
The basic algorithm described in subsection 5.1 can be used to evaluate the linear combination of the form of Eq. (40)
using the method described in [37] and [28]. Skaﬂestad and Wright [39] observed that the function
u(t) = ϕ0(t A)b0 + tϕ1(t A)b1 + t2ϕ2(t A)b2 + . . . + t pϕp(t A)bp, (53)
is a solution of the following initial value problem
u′(t) = Au(t)+ b1 + tb2 + . . . + t
p−1
(p − 1)!bp, u(0) = b0. (54)
The linear combination described by Eq. (40) is thus given by Eq. (53) with t = 1. If the time interval [0, 1] is split into 
subintervals, the solution u(tk+1) at the end of the (k + 1)-th subinterval can be expressed in term of the previous solution, 
u(tk), at the k-th subinterval, as
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p∑
i=1
τ ikϕi(τk A)
p−i∑
j=0
t jk
j!bi+ j, (55)
where τk = tk+1 − tk .
Using the recurrence relation ϕq(A) = ϕq+1(A)A + 1q! I , Eq. (55) can be simpliﬁed to obtain
u(tk+1) = τ pk ϕp(τk A)wp +
p−1∑
j=0
τ
j
k
j! w j, (56)
where vectors w j are computed recursively in the following manner
w0 = u(tk) and w j = Aw j−1 +
p− j∑
l=0
tlk
l! b j+l, j = 1, . . . , p. (57)
Eq. (56) provides an algorithm to compute the linear combination of ϕ functions of type (40) by stepping the solution 
u(t) from t = 0 to t = 1. For each u(tk+1), only one Krylov projection must be computed with the IOM2 method for 
the τ pk ϕp(τk A)wp term. In other words, a total of K Krylov projections must be performed to complete K steps. Since 
0 < τk < 1, it is expected that computing ϕp(τk A)wp will require fewer Krylov vectors than computing ϕp(A)wp with an 
unscaled matrix. Hence, the more steps taken, the less expensive each projection will be. The key is then to ﬁnd the best 
tradeoff between the number of subintervals K and the number of Krylov vectors needed per projection.
We note that (56) becomes increasingly sensitive to round-off errors as p increases. Using the techniques presented by 
Al-Mohy and Higham [1] several explicit multiplications by A in (57) can be avoided. In this study, we have only tested the 
method with time integration schemes that requires ϕ functions up to p = 2 and no apparent instability was found. We 
intend to analyze this in detail in the future studies of the high order schemes.
5.3. Krylov adaptativity
In [28], Niesen and Wright developed an eﬃcient way to partition the interval [0, 1] into K subintervals so that com-
puting a sequence of K Krylov projections on subspaces with dimensions mk (k = 1, ... , K ) is cheaper than computing one 
unscaled projection ϕp(A)wp . The approach used in this study is similar and is presented in Algorithm 2 (see [28] and 
references therein for the details):
Algorithm 2 Evaluate linear combination (40).
1: input : A, (b0, b1, . . . , bp), Tol, m
2: t = 0, k = 0, uk = b0
3: τ = 1, δ = 1.2
4: do
5: Compute w0, ..., wp according to (57)
w0 = U (t) and w j = Aw j−1 +∑p− jl=0 tlkl! b j+l, j = 1, . . . , p,
6: do
7: Compute Hm , Vm , hm+1,m and vm+1 using Algorithm 1
8: Compute ϕp(A)v ≈ β Vm ϕp(Hm)e1 + β hm+1,meTmϕp+1(Hm)e1vm+1
9: Compute m = ‖β hm+1,meTmϕp+1(Hm)e1vm+1‖ = β |hm+1,m,m| [ϕp+1(Hm)]m,1
10: Compute ω = tend‖m‖τkTol
11: Compute τnew and mnew using Algorithm 3
12: Compute C(τnew , m) and C(τ , mnew ) (See section 5.3.1)
13: if C(τnew , m) < C(τ , mnew ) then
14: τ = min(max(τnew , 15 τ ), 2τ , 1 − t)
15: else
16: m = min(max(mnew ,  34m, 1),  43m)
17: end if
18: while ω ≤ δ
19: Compute uk+1 according to: U (tk+1) = τ pk ϕp(τk A)wp +
∑p−1
j=0
τ
j
k
j! w j
20: t = t + τ , k = k + 1
21: while t = 1
22: return uk
Based on the error estimate given by Eq. (48), we construct a cost function C(τk, mk) which is used to determine whether 
it is more eﬃcient to reduce τk or to increase the size of the Krylov subspace mk . The new values τk+1 and mk+1 are then 
selected so that the cost function is minimized and the error estimate is within a user deﬁned tolerance.
S. Gaudreault, J.A. Pudykiewicz / Journal of Computational Physics 322 (2016) 827–848 839Algorithm 3 Computing τnew and mnew .
1: γ = 0.8
2: if previous step was rejected and τ was reduced then
3: qˆ = log(τ/told)log(‖m‖/|m old)
4: else if previous step was rejected and qˆ was computed in previous step then
5: Keep qˆ constant
6: else
7: qˆ = 14m
8: endif
9: τnew = τk
(
γ
ω
)1/(qˆ+1)
10: if previous step was rejected and m was reduced then
11: κˆ =
(
‖m‖‖m old‖
)1/(mold−m)
12: else if previous step was rejected and κˆ was computed in previous step then
13: Keep κˆ constant
14: else
15: κˆ = 2
16: end if
17: mnew =m + log(ω/γ )log κˆ
5.3.1. Cost function
The cost function is used to choose between two possibilities: either keeping m constant and changing τ or keeping τ
constant and changing m. The option with the lowest computational cost is selected automatically. The cost function is an 
approximation of the FLOP (ﬂoating point operations) count required to evaluate Eq. (56). It is important to note that the 
expressions provided are based on very rough estimates of the FLOP count on a single processor-machine. Important details 
related to a speciﬁc computer architectures are not taken into account. Also, the interprocessor communication time should 
be taken into account in a parallel implementation.
Let N be the number of nonzero entries in a matrix A of size n × n. An evaluation of equation (56) is needed in order 
to advance from tk to tk+1. This evaluation requires the computation of the w j vectors (57). Using the same sparse matrix 
technique as in the original phipm MATLAB code [28], this computation can be done in roughly 2(p − 1)(N +n) FLOP. Then, 
m steps of the IOM2 procedure are performed, for a cost of the order of (n + N)m FLOP. To evaluate ϕp(τk A)wp using 
Eq. (49), the exponential of a matrix of size (m + p + 1) must be computed with a cost of M(m + p + 1)3 FLOP. Assuming 
the expm algorithm implemented in MATLAB [13], the cost M(A) of computing the exponential function of A is given by
M(A) = 44
3
+ 2
⌈
log2
‖A‖1
5.37
⌉
+
, (58)
where x+ denote the smallest non-negative integer larger than x.
The remaining scalar multiplications and vector additions in Eq. (56) require (2p + 1)n FLOP. The ﬁnal cost function was 
obtained for the number of steps required to go from the current time, tk to t = 1 as
C(τ ,m) =
⌈
1− tk
τ
⌉
m(n + N)+ 2(p − 1)(N + n)+ M(m + p + 1)3 + (2p + 1)n. (59)
5.3.2. Initial parameters
The procedure described above has two key parameters, the dimension of the Krylov space, m and the size of a time 
subinterval, τ , for which initial values need to be determined at the beginning of the procedure. At the beginning of each 
model time-step, it is necessary to submit an initial estimate of m. Numerical experiments have indicated that this choice 
is crucial for a good performance of the method. The strategy used in this study is to use the ﬁnal value of m from the 
previous time–step as a ﬁrst guess for the next one. The heuristic arguments applied here are justiﬁed because the nature 
of the problem to be solved in a particular time–step resembles closely that from the previous time–step. This is only 
true when t is either ﬁxed or does not vary signiﬁcantly. The assumption of the constant time step is very well justiﬁed 
considering the fact that the meteorological models use consistently ﬁxed time steps.
In [36], an initial step size is suggested. A similar, but more liberal estimate was used in [28]
τ0 = 10‖A‖∞
(
Tol((mave + 1)/e)mave+1√2π(mave + 1)
4‖A‖∞‖b0‖∞
)1/mave
, (60)
where Tol is the prescribed tolerance and mave = (minput +mmax)/2, minput is the prescribed input value of m and mmax is 
the maximum size of m.
We do not use the above estimates because they require the evaluation of a matrix norm, which is computationally 
expensive and diﬃcult to implement in a general solver where the action of the matrix–vector product might be given by a 
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Average execution time (seconds) per simulated day for the cases of the 
mountain ﬂow and Rossby–Haurwitz wave of Williamson et al. [44].
Method Mountain ﬂow Rossby wave
RK4 t = 240 s 88.27 90.29
T-ABT t = 900 s 38.32 38.39
EPI2/phipm/IOM2 t = 1 h 78.81 87.93
EPI2/phipm/IOM2 t = 2 h 41.16 49.92
EPI3/phipm/IOM2 t = 1 h 79.13 87.04
EPI3/phipm/IOM2 t = 2 h 41.13 48.40
EPI2/phipm t = 1 h 105.67 119.62
EPI2/phipm t = 2 h 60.33 75.84
EPI3/phipm t = 1 h 103.81 117.83
EPI3/phipm t = 2 h 59.06 75.66
Table 2
Average time taken, in seconds, for the calculation of the Jacobian matrix, the forcing terms 
and the execution of the phipm routine at each time step over the 14-d Rossby–Haurwitz 
wave simulation. The fourth column gives the average number of Krylov basis vectors per call 
to phipm/IOM2.
Method Jacobian matrix Forcing phipm/IOM2 Krylov vectors
EPI2 t = 1 h 1.6519 0.0627 1.9491 40
EPI2 t = 2 h 1.4026 0.0540 2.7031 57
EPI3 t = 1 h 1.6309 0.0618 1.9341 39
EPI3 t = 2 h 1.3233 0.0505 2.6595 57
“matvec” subroutine. Instead, we use an initial step size of τ = 1. Since the only consequence of rejecting a time–step size 
is that the exponential of a small matrix is computed in vain, a rather optimistic estimate like τ = 1 seems reasonable.
6. Numerical examples
In order to evaluate the scheme described in Section 4, the standard set of tests introduced by Williamson et al. [44] was 
used. The experiments were performed on an icosahedral grid with the shallow water equations solved using EPI2 and EPI3 
algorithms described in Section 4. The strategy of experiments was the same as that in [8]. The runs were performed on 
grid number 6 with N = 40,962 vertices. The state vector of the system described by Eq. (27) comprised of four predictive 
variables and has size of 163,848. The Jacobian of the system, Eq. (34) is represented by 163,848 × 163,848 sparse matrix 
with sparsity pattern depicted in Fig. 2. We performed the simulation with the explicit fourth order Runge–Kutta scheme 
(RK4), the semi-implicit predictor–corrector T-ABT scheme described by Clancy and Pudykiewicz [7] and ﬁnally, two expo-
nential schemes EPI2 and EPI3 with both the Arnoldi and the incomplete orthogonalization methods as well as with the 
additional performance enhancing options discussed in Section 5. The model was implemented in MATLAB and was run on 
a desktop computer with Intel (R) Xeon (R) CPU X 5670 @ 2.93 GHz and 12 Gb of RAM.
The most important conclusion from the tests is that the solutions with EPI2 and EPI3 obtained using IOM2 projection 
have the equivalent accuracy to that reported by Clancy and Pudykiewicz [8] while signiﬁcantly reducing the time of cal-
culations with respect to the standard version of phipm with the Arnoldi orthogonalization. The amounts of time used to 
perform the simulations for the cases of zonal ﬂow perturbed by a mountain and for the Rossby wave are collected in 
Table 1. It is shown that for the mountain ﬂow case the time spent to execute the model using the exponential scheme 
EPI3 is almost identical to that consumed by the semi-implicit scheme AT-ABT described in [7].
Further insight into the problem of eﬃciency of exponential integration methods can be provided by analyzing the timing 
of the selected components of the algorithm. Table 2 contains the average time taken for the calculation of the Jacobian 
matrix, the forcing terms and the phipm routine (with IOM2) for two algorithms tested with 3600 s and 7200 s time steps. 
The analogical information for the runs employing the phipm algorithm with the Arnoldi iteration and same tolerance as in 
[8] is summarized in Table 3. The fourth column in both tables gives the average number of Krylov basis vectors. Analysis 
of the data in Table 2 indicates clearly that if the phipm routine is executed in the mode without explicit knowledge of the 
Jacobian, the overall time per time step will be reduced further by saving time spent on the assembly of the matrix of J . 
The latter will make the numbers in Table 1 even more favorable for the EPI3 scheme. In particular, time spent for EPI3 
scheme with 7200 s time–step for the Rossby wave case will be shorter than that for the AT-ABT scheme while offering 
both better accuracy and exact representation of the phase speed of gravity waves.
Sample results from the run for the Rossby wave number 4 are depicted in the upper panel of Fig. 3 which shows the 
height ﬁeld after 14 days. The numerical solution obtained with the EPI3 scheme using a very long time step of 7200 s and 
phipm/IOM2 routine reproduces quite well the solutions reported in the literature. In particular, the Rossby–Haurwitz wave 
remains stable during the entire simulation, propagating eastwards and the initial structure of the wave number four is 
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Average time taken, in seconds, for the calculation of the Jacobian matrix, the forcing 
terms and the execution of the phipm routine at each time step over the 14-d Rossby–
Haurwitz wave simulation. The fourth column gives the average number of Krylov basis 
vectors per call to phipm.
Method Jacobian matrix Forcing phipm Krylov vectors
EPI2 t = 1 h 1.6350 0.0619 3.2874 42
EPI2 t = 2 h 1.3392 0.0505 4.9305 60
EPI3 t = 1 h 1.6352 0.0625 3.2117 40
EPI3 t = 2 h 1.3199 0.0515 4.9338 63
Fig. 3. The normalized conservation errors for total mass, energy and potential enstrophy for Rossby–Haurwitz wave calculated using EPI3 exponential time 
integration scheme on icosahedral grid number 6 with the time step of 7200 s. The upper panel shows the height ﬁeld after 14 days of simulation.
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enstrophy:
Mass = h, Energy =
(
gh + 1
2
|u|2
)
, Potential Enstrophy = 1
2h
(
ζ + f
)2
,
are presented in Fig. 3. showing that mass is conserved, consistently with the ﬁnite volume formulation; the errors for 
energy and potential enstrophy are of the same order, with values around 0.5 × 10−3 after 15 days. It is evident that the 
conservation properties are the same as those reported in [30] as well as those obtained with other models in the literature 
executed with time steps which are 30–50 times shorter.
The comparison of the time dependence of the potential enstrophy error obtained herein and in [22] (Fig. 14c) shows that 
our results with about 4 ×104 degrees of freedom, are similar to those obtained in [22] with approximately 9 ×104 degrees 
of freedom. This observation shows that the exponential time integration scheme with the second order approximation of 
operators in (21) is competitive to the best currently used algorithms.
In order to demonstrate the performance of the method in the case involving a complex vorticity pattern, it is useful to 
present the simulation of the ﬂow perturbed by an isolated mountain (case number 5 from the standard test suite for the 
shallow water models [44]).
The initial height ﬁeld for this test is
h = h0 − 1
g
(
au0 + u
2
0
2
)
sin2 φ − bs, (61)
where h0 = 5960, u0 = 20 and bs denotes the conical mountain with height of 2000 m and the base diameter a(π/9)
centered at (λc = π/2, φc = π/6). The initial velocity ﬁeld is
uλ = uo cosφ, uφ = 0.
The Froude number for this case is
Fr= u0√
gh0
< 1.
Here we will show the vorticity ﬁeld generated by the obstacle instead of the commonly displayed height ﬁeld. The 
vorticity ﬁeld simulated on icosahedral grid number 6 using EPI3 method with IOM2 and time step of 7200 s is depicted in 
Fig. 4 for the initial 10 days of simulation. The simulated vorticity ﬁelds show vortex shedding behind the obstacle. There 
are no unphysical vorticity patterns nor noise generated around the mountain. The observed pattern is also in quantitative 
agreement with the mechanism of vortex shedding discussed by Schär and Smith [38].
The most challenging test for the discussed method is the unstable jet [10]. A rapid generation of the vorticity ﬁla-
ments in this system makes numerical simulation diﬃcult. The detailed analysis of the associated processes is presented 
in [30]. The gradients of the vorticity grow in time as exp(λe t) and the corresponding spatial scale of the vorticity ﬁlaments 
decreases according to the following relation
δL(t) = δL0 exp
(−λe t),
where δL0 denotes the initial space scale and λe is Lyapunov exponent. Considering the fact that for a typical tropospheric 
ﬂow λe is of the order of 0.5 day−1, we can expect the appearance of very sharp structures of the vorticity ﬁeld relatively 
quickly. The estimate for the case of an unstable jet shows that the initial scale measured by the width of a jet (of the order 
of 106 m) will be reduced down to about 1.8 × 104 m in just 8 days.
As soon as length scales generated in the process of barotropic instability exceed the limit of the resolution (typically 
few mesh intervals), one needs to introduce a mechanism eliminating ﬁne scale structures appearing in the vorticity ﬁeld. 
Otherwise the numerical algorithm develops an unrealistic solution representing mainly dispersion errors of the numerical 
method.
For a method with long time steps, resolving a highly curved ﬂow ﬁeld is diﬃcult (tests with the unstable jet usually 
run with relatively short time steps). Sample results obtained on icosahedral grid number 6 using a time step of 7200 s 
are depicted in Fig. 5. The run was performed with small hyperdiffusion added in the same manner as in [8]. The obtained 
solutions compares well with the results produced by the spectral model with resolution T341, executed with the time step 
of 30 s (Fig. 4 presented by Galewsky et al. [10]). Therefore we conclude that the scheme discussed herein converges to the 
reference solution on a grid with a relatively small number of degrees of freedom and very long time steps in the similar 
manner as the original exponential propagation scheme discussed in [8]. The success of this simulation is largely attributed 
to the high accuracy with which the linear part is solved. In the case off large-scale atmospheric ﬂow this is probably 
the decisive factor in favor of the exponential integration methods. The remarkable stability of the exponential integration 
scheme should be taken with some caution when coupling the dynamical core with nonlinear forcings in order to avoid 
performing the calculations which are stable but not accurate. This important consideration was already discussed in the 
well known paper by Bartello and Thomas [3] in the context of semi-Lagrangian schemes.
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The results shown in Figs. 3–5 provide qualitative illustration of the stability of the method for several typical ﬂows 
systems. In order to quantify the accuracy of the solver, we applied also well known Laüter test [21]. The plots of the l1, l2, 
and l∞ norms in function of time for the ﬁrst 10 days of simulation on grid number 6 for time steps of 3600 s and 7200 s 
are depicted in Fig. 6. The results shown were obtained for: u0 = 2πa/12 m/day, k1 = 133681 m2/s2, k2 = 10 m2/s2, and 
α = π/4; see [21] for the discussion of the parameters.
It is shown that with both time steps considered the exponential integration scheme EPI3/IOM2 has l∞ norm in the range 
between 10−4 − 10−3 for t = 7200 s and 10−5 − 10−4 for t = 3600 s indicating quantitatively good accuracy anticipated 
from theory. The accuracy of the semi-implicit predictor–corrector scheme T-ABT for the Laüter test is discussed in [7]. 
Fig. 8 in [7] shows the l∞ height error norms in function of time for several schemes. It is evident that with t = 1200 s 
the semi-implicit T-ABT scheme has l∞ norm about 10−3 which is two orders of magnitude larger than the exponential 
integration schemes discussed herein.
The times of execution of EPI3/IOM2 with t = 3600 s and t = 7200 s are of the order of 80 s and 40 s respectively. 
For comparison the standard fourth order Runge–Kutta scheme produces the results with an average error of the order of 
10−5 in time of about 90 s. The equivalent results for the semi-implicit scheme T-ABT are around 38 s but with an error 
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grid number 6 with the time step of 7200 s.
about two orders of magnitude larger. The exponential scheme EPI3/IOM2 with t = 7200 s produces thus very accurate 
results in time comparable to the relatively low accuracy T-ABT scheme executed with t = 1200 s.
The results indicating the eﬃciency of the exponential scheme for meteorological equations will very likely improve in 
the future as result of the further development of the method. The analysis of data in Table 2 shows that the signiﬁcant 
part of the cost of exponential scheme is evaluation of the Jacobian. This task in fact is not even an internal part of the 
algorithm and we intend to optimize the calculations by the use of the so-called Jacobian-free methods [19] where the cost 
of assembly of the Jacobian is eliminated. The results of this work will be reported in the forthcoming paper.
7. Conclusions
Integration of the stiff partial differential equations with exponential integration methods based on dynamic linearization 
and Krylov projection methods offers both accuracy and stability with long time steps. The speciﬁc example of the shallow 
water equations discretized on an icosahedral geodesic grid was used in the past to provide evidence of the applicability of 
the technique to a relatively complex problem with the size of the Jacobian matrix of the order (105)2. Herein we changed 
the algorithm described in [8] by replacing the standard Arnoldi iteration with the Incomplete Orthogonalization Method 
and by modifying the selection of crucial parameters of the integration.
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scale. Upper and lower panels show results obtained with time steps of 7200 and 3600 s respectively.
The basic tests indicate clearly that the proposed improvements are suﬃcient to make the exponential integration 
scheme for shallow water equations described in [8] worth considering in the future research of numerical methods for 
NWP. In the process of optimization, the original high accuracy of the method is fully preserved. The most notable result is 
the ability of the scheme to perform an accurate simulation with long time steps for ﬂows with complex vortical structures 
generated by the orographic barrier as well as for the unstable zonal jet.
The new algorithm creates an unique opportunity to perform a meteorological simulation with an accuracy signiﬁcantly 
higher than those obtained with SISL scheme. Furthermore, the method conserves mass down to machine accuracy. Besides 
the obvious advantage of the high accuracy, the new method also eliminates the need for an arbitrary splitting between 
the linear and nonlinear parts in the shallow water equations. This task is performed automatically by the evaluation of 
the Jacobian operator at each time step using the analytical formulae. For this reason, the proposed algorithm allows for 
better coupling between the dynamics and the unresolved processes by including them in the Jacobian operator in the same 
manner as it is done for diffusion in the scheme reported herein.
The future work will include experiments with the higher order exponential integration schemes which can lead to a 
further increase of accuracy and, possibly, to even better eﬃciency of the method. The MATLAB code of the phipm/IOM2
routine used in all simulations is available from the authors upon request.
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List of symbols
Symbol Description
a Earth radius
a1, a2 unit tangent vector; a1 =
⎡⎣− sin θ cosφ− sin θ sinφ
cos θ
⎤⎦ a2 =
⎡⎣− sinφcosφ
0
⎤⎦
A general non–symmetric n × n matrix
b0, b1, b2, . . . , bp vectors ∈ Rn in the exponential integration scheme
bi j weighted normal vector
C cost function
Curln(V) curl of V; Curln(V) ≡ nh1h2
(
∂
∂ξ1
(h2V2) − ∂∂ξ2 (h1V1)
)
di j weighted tangent vector
div(V) divergence of V; div(V) ≡ 1h1h2
∑2
n=1 ∂∂ξn
(
h1h2
Vn
hn
)
Dx , Dy , Dz operators used to evaluate the divergence divu = Dx · ux + Dy · uy + Dz · uz
D f dissipation operator; D f = −νL2
e1, em ﬁrst and last canonical vectors in Rm
eij midpoint of geodesic arch connecting point i with point j
E total energy; E = (|u|2/2 + 
) (in discretized equations column array with total energy)
f Coriolis parameter; f = 2 sin θ
F function describing all forcings; F : Rn −→ Rn (in discretized equations column array with forcings)
Fux , Fuy , Fuz column arrays with Cartesian components of forcings
Fh column array with right-hand side of continuity equation
g gravity acceleration
gij metric tensor; gij = ∂x∂ξi ∂x∂ξ j +
∂ y
∂ξi
∂ y
∂ξ j
+ ∂z
∂ξi
∂z
∂ξ j
, gij =
[
h21 0
0 h22
]
grad(ψ) gradient of ψ; grad(ψ) ≡∑2n=1 an 1hn ∂ψ∂ξn
G Sx , GS y , GSz operators to evaluate the Cartesian components of the gradient
h scalar ﬁeld on S describing thickness of the ﬂuid layer (in discrete equations column array with height ﬁeld)
h1 scale factor for ξ1; h21 = a2
h2 scale factor for ξ2; h22 = a2 cos2 θ
hs height of the surface level
Hm projection of matrix A
Hˆm+p augmented H matrix
I identity matrix
J Jacobian; J =
{
∂ F
∂uT
}
Jn Jacobian at time instant n; Jn = dFdu (un)Jv part of the Jacobian which represents relative vorticity
Jr part of the Jacobian which accounts for rotation and dissipation
Jm part of the Jacobian representing coupling between the mass and the velocity ﬁelds
J˜ part of the Jacobian representing physical parameterizations
K number of Krylov projections
Km(A, v) Krylov space
L sparse matrix representing the Laplace operator
L operator describing linear part of forcings
m dimension of the Krylov space
mkij (k = 1,2) mass centers of two triangles sharing the common edge i j
M(A) cost of computing exponential function of matrix A
n number of degrees of freedom and the n-th time step
nx, ny , nz column arrays with Cartesian components of n
nγ coeﬃcient in expression for γh; nγ = 4
n surface normal vector
nkb i j normal to the geodesic arch connecting points ei j and m
k
ij (k = 1, 2)
N number of the nonzero elements in the Jacobian matrix
N (u) nonlinear part of forcings
Ng number of nodes in the geodesic mesh Ng = 10 × 22l + 2 (l is the grid number)
Ni normal component of the gradient; Ni = ψi
∑
j(i) bi j
p number of ϕ-functions different than ϕ0
pm polynomial of degree m
Px , P y , Pz arrays with Cartesian components of u × n
Rn residue at time step n
Si area of i
S denotes surface of the sphere
TS plane tangent to the sphere
u state vector u ∈ Rn
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un state vector at time level n
ux , uy , uz column arrays with Cartesian components of the velocity
u smooth velocity ﬁeld on S with values in TS
v vector; v ∈ Rn
v , Av , ..., Amv vectors spanning Krylov space
v1, v2, . . . , vm Krylov basis vectors after orthogonalization procedure
‖v‖ norm of a vector v
Vi j interface values of vector ﬁeld V
Vm n ×m matrix with columns composed by v1, v2, . . . , vm
V T transpose of V
Vx , V y , and Vz operators used to calculate the vorticity
V vector ﬁeld on S with values in T S
W (u) η × u
Wx , Wy , Wz column arrays with Cartesian components of W (u)
x, y, z Cartesian coordinates
Z complex matrix∑
j(i) summation over elements constituting the boundary of i
.∗ denotes the multiplication of arrays in component-wise manner
× denotes the vector product in R3
x+ the smallest non-negative integer larger than x
α(A) spectral abscissa of A
β norm of vector v; β = ‖v‖
t time step
tn time step at time level n
δlki j length of the arch connecting points ei j and m
k
ij (k = 1, 2)
te is the reference time step; te = 240 s
x is the average separation of the node points
m error estimate
η absolute vorticity; η = (ζ + f n) (column array with absolute vorticity in discretized equations)
γh coeﬃcient of proportionality
λe is the Lyapunov exponent
ν dissipation coeﬃcient
 is the angular velocity of the rotation
i control volume deﬁned on the sphere
φ is the longitude (0 <φ ≤ 2π)
ϕi functions with matrix argument

 geopotential; 
 = g(h + hs)
ψi j interface value of ψ
τ time
τk tk+1 − tk
τ ki j tangent to the geodesic arch connecting points ei j and m
k
ij (k = 1, 2)
θ is the latitude (−π/2 ≤ θ ≤ π/2)
ξ1, ξ2 curvilinear coordinates; ξ1 = θ , ξ2 = φ
ζ relative vorticity; ζ = Curln(u)
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