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The electromagnetic response of conducting nanostructures in the 1 to 10 nm size 
range is investigated using the quantum box model (QBM). The core purpose of this 
dissertation is to understand how quantum effects emerge in both the electric and 
magnetic response of nanostructures in this size range, and in particular, explore how 
these effects can improve the design of future technology in the fields of plasmonics, 
metamaterials, and nano-composite materials. One of the primary objectives is to study 
how quantum effects enhance magnetism in nanoconductors and determine whether 
quantum resonances give rise to negative permeability, a highly desirable property in the 
design of plasmonic and optical devices. This aspect is frequently overlooked since 
classical theory predicts that most materials are magnetically inert. 
With these goals in mind, this dissertation treats the quantum mechanical theory 
of the electromagnetic response of nanoconductors using perturbation theory. Theoretical 
expressions for bi-anisotropic susceptibility tensors are derived, and the gauge invariance 
of the tensors is then assessed. Verifying gauge invariance is of high importance since it 
is a fundamental property of nature, and it must hold true if the model is to be trusted. By 
formally including a gauge transformation in the perturbation theory, the susceptibility 
tensors are proven to be universally gauge-invariant. 
After treating the theoretical foundations of the QBM, the theory is then applied 
to study quantum size effects in the permittivity of metal nanoparticles. Convergence to 
iv 
classical Drude theory is observed for large systems (≳ 10 nm), but finite-size 
calculations are found to deviate from classical behavior in several ways. First of all, 
insulator-like, positive real permittivity is found at low frequencies in contrast to the large 
negative permittivity predicted classically. Secondly, when compared to classical 
calculations of absorption spectra, quantum calculations predict plasmon peak positions 
that are either red-shifted or blue-shifted, depending on the embedding material and size 
distribution of the particles. Finally, discrete quantum resonances emerge in the 
permittivity of systems sized smaller than 10 nm. 
Explicit upper and lower bounds are derived for these resonances, placing limits 
on the enhancement of the permittivity and relaxation rates due to quantum confinement 
effects. These bounds are verified numerically, and the size dependence and frequency 
dependence of the empirical Drude size parameter is extracted from the model. 
Comparisons with available experimental data suggest that the common practice of 
empirically modifying the Drude function can lead to inaccurate predictions for highly 
uniform distributions of nanoparticles with mean radius 𝑅 < 10 nm. 
Next, the QBM methodology is applied to study the magnetic response of 
conducting nanostructures. Calculations presented in this dissertation find that the 
magnetic susceptibility is enhanced in metal nanorods, thin slabs, and nanocubes. The 
calculations find both strong paramagnetism and diamagnetism orders of magnitude 
larger than semi-classical Landau diamagnetism. The degree of enhancement depends on 
the structure’s geometrical proportions and its orientation with respect to the magnetic 
field, but the calculations do not find negative permeability for the systems studied. 
v 
Because temperature plays an important role in magnetism, we also present a 
systematic study of temperature-dependent magnetic properties in nanosized rings and 
nanocubes using grand canonical statistics. Different domains of temperatures with 
distinct behavior of susceptibility are identified. In the case of nanocubes, calculations 
performed with size averaging collapse to the bulk Landau value in the thermodynamic 
limit, clearly demonstrating the transition from finite three-dimensional systems to semi-
classical bulk Landau diamagnetism.  
In the case of nanorings, we find that the magnetic susceptibility can exhibit 
multiple sign flips at intermediate and high temperatures depending on the number of 
electrons in the ring (𝑁) and whether or not Zeeman splitting effects are included. When 
the temperature is increased from absolute zero, the susceptibility begins to flip sign 
above a characteristic temperature that scales inversely with the size of the ring according 
to 𝑁'( or 𝑁'(/*, depending on the presence of spin effects and the value of 𝑁	mod 4. 
Analytical results are derived for the susceptibility in the low and high temperature limits, 
explicitly showing how spin affects the ring Curie constant. 
The studies of paramagnetic-diamagnetic transitions in thin conducting rings is 
then extended to the canonical ensemble and compared with the commonly used grand-
canonical approximation. Exact calculations of the canonical partition function and 
magnetic susceptibility are evaluated numerically using a recursive method. Persistent 
differences between the canonical and grand-canonical calculations are found at both low 
and intermediate temperatures. Criteria for convergence between the ensembles is 
provided, establishing the temperature and system size requirements for reaching the 
thermodynamic limit in quantum rings.
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The impact of nanotechnology and metallic nanostructures has been widespread 
and far-reaching, with a vast range of applications stretching from nanomedicine and 
medical cancer treatments [1], [2] to ultrafast opto-electronics [3]-[5] and enhanced 
spectroscopy [6]-[8]. Even still, the transformative potential of nanomaterials has yet to 
be realized. Many of these existing technologies have primarily used nanostructures with 
feature sizes greater than 10 nm and can be described using classical physics. However, 
as feature sizes continue to shrink, the physical description changes from classical 
physics to quantum physics. Driven by the demand of constant miniaturization, the next 
phase of nanotechnology will inevitably call for fabricating structures even smaller than 
10 nm, approaching the molecular or even atomic scale. Because quantum effects emerge 
for conducting structures in this size range, new models are required to better predict 
their electromagnetic properties. 
This transition from the classical to quantum regime is the subject of this 
dissertation; we investigate the electromagnetic (EM) properties of metal and 
semiconductor nanostructures in the 1 to 10 nm size range. Theoretical calculations are 
presented in order to understand how EM waves induce electric and magnetic 
polarization in a nanoscale electron system. Rather than using classical electrodynamics, 
which best explains the optical behavior of larger structures, we approach the problem 
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from a quantum-mechanical perspective. We provide comparisons between quantum and 
classical models, revealing significant quantum corrections to the classical predictions. 
This improved understanding of how quantum effects enhance the plasmonic properties 
of composite metal-dielectric nanomaterials may help overcome limitations of current 
technology. 
One area of such need is the special class of artificial materials called 
metamaterials. By precisely controlling their microscopic structure, metamaterials can be 
designed with specific spatial configurations of permittivity and permeability in order to 
guide and control electromagnetic fields [9], [10]. This technique has opened the door to 
producing novel optical devices like negative-index materials (NIMs) [11], invisibility 
cloaks [12], [13], and superlenses [14], [15]. These prototypes have a major limitation, 
however—they do not operate throughout the visible spectrum. Nanoscale metal-
dielectric composite materials might help overcome this obstacle by combining the 
tunable light interaction of localized surface plasmon resonances with the framework of 
transformation optics and metamaterials [16], [17]. With the specific needs of 
transformation optics and metamaterials in mind, the physical models in this dissertation 
focus primarily on the permittivity and permeability of silver nanostructures. The choice 
of silver has several advantages: it is known to have relatively low losses in the optical 
range, it is a nonvolatile noble metal suitable for fabrication, and its optical behavior can 
be modeled primarily by its conduction electron band. 
1.1 Conducting Nanostructures in the Literature 
The 1 to 10 nm size range marks the transition between molecular and bulk matter 
within the broad interdisciplinary study of cluster science. Smaller particles contain just a 
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few atoms and are frequently treated as large molecules, whereas larger particles contain 
so many atoms that they behave much like bulk metals. Although the properties of 
clusters evolve gradually from atoms to bulk matter, it can be helpful to categorize their 
sizes by general trends as shown in Table 1-1. 
Table 1-1: The range of sizes studied in cluster science. 
Cluster Size Very Small Small Large 
Cluster Radius 𝑅 < 1 nm 1 nm < 𝑅 < 10 nm 𝑅 > 10 nm 
# of Ag Atoms 𝑁 ≈ 3 – 300 𝑁 ≈ 300 – 10 N > 10 
Optical Behavior Molecular Transitional Bulk 
 
 
The wide range of sizes studied in cluster science is matched by its diversity of 
theoretical approaches. Very small clusters can be modeled accurately with ab initio 
quantum chemical calculations [18]-[20], and large clusters are well described by 
classical bulk calculations and Mie theory [21], [22]. On the other hand, neither method 
is well suited to handle the transitional nature of small clusters. Highly detailed ab initio 
calculations are too computationally demanding and classical descriptions are too 
conceptually limited. The various strategies used for modeling small particles include 
classical modifications to Drude theory [23], quantum box models (QBMs) [24], [25], 
and simplified numerical techniques that use various combinations of jellium models, 
density functional theory (DFT), and random phase approximation (RPA) calculations 
[26]-[34]. 
The QBM is used in this thesis because it offers the unique ability to both (a) 
bridge the gap between very small and large clusters with computationally efficient 
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routines, and (b) develop analytical formulae for additional physical insight. The QBM 
treats a nanostructure as a hard-walled container that encloses its conduction electrons. 
Optical properties of the structure are derived from the response of this confined electron 
gas. Its drastic abandonment of underlying physics is justified by its easily evaluated 
analytical expressions for what would otherwise be an intractable many-body problem. It 
can be considered a first approximation to the quantum response of a system that has free 
electron or nearly free electron behavior. 
There is an abundance of theoretical work evaluating quantum size effects (QSE) 
in metal nanoparticles using the QBM. Kawabata and Kubo gave the first treatment of the 
spherical box using semi-classical linear response theory [24]. It was later refined by 
others [35]-[38] and extended to cubical geometry [39]-[41] along with other shapes [25], 
[42]. In addition to the analytical methods, some numerical evaluations have been 
performed for the spherical box [35] and cubical box [39], [40], [43]. Most of this prior 
work focused on extending the classical model or deriving average values of the 
permittivity. These results fail to capture quantum resonances, and little consideration has 
been given to the range of permittivity values predicted by the QBM. This aspect has not 
previously been addressed because early attempts of detecting quantum resonances were 
frustrated by “smearing effects” caused by particle size distributions. However, 
experiments can now achieve much narrower size distributions [44], and even single 
particles can be probed using electron energy loss spectroscopy (EELS) [45]. Thus we 
explore the range of what might be detected experimentally by deriving analytical bounds 
on the permittivity. 
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An immense number of experiments have also examined the optical properties of 
silver nanoparticles. These include absorption measurements of particles embedded in 
photosensitive glass [23], [39], [46], [47] and other media [48], [49], studies of chemical 
interface effects on absorption [50]-[52], and EELS [45], [53] measurements. This is just 
a small selection of experiments that can be compared to the theoretical calculations 
presented in this dissertation. More comprehensive reviews of theoretical and 
experimental work can be found elsewhere [54]-[57]. 
Despite considerable theoretical and experimental effort, the size-dependent 
electromagnetic properties of small metal particles are still not completely understood. 
The first part of this dissertation considers one of the most frequently studied aspects 
related to their absorption spectra: the plasmon peak half-width. Even though both theory 
and experiment have demonstrated that peak widths broaden inversely proportional to 
their radius [56], there is no consensus on the constant of proportionality (denoted by 𝒜 
in this document). This constant is frequently incorporated into modeling and simulations 
of metal nanoparticles, so it is critical to understand its true nature. Our calculations show 
that this constant of proportionality is no longer appropriate when quantum effects are 
present. We also show that conflicting values for 𝒜 in the literature have resulted from 
the various approximation schemes used when evaluating the QBM. Additionally, we 
demonstrate that the degree to which quantum effects appear depends directly on the 
distribution of particle sizes, one of the central experimental parameters.  
The size-dependence of the absorption peak resonance frequency has also been a 
point of confusion in the literature. Different theoretical approaches have predicted a mix 
of conflicting red-shifts and blue-shifts of the resonance peak for decreasing particle size 
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[58] while experiments have also shown both red-shifts and blue-shifts [59]. These 
discrepancies have been partially explained by models that include various combinations 
of physical effects like nonlocality [60], lattice contraction [61], surface screening [62], 
and interface effects [63]. While it has been well-established that the plasmon frequency 
depends on a delicate balance of these competing red and blueshift effects, it has been 
incorrectly stated that infinite wall models invariably produce blue-shifts [62], [63]. Our 
QBM calculations show that quantum effects can contribute a mixture of red and blue-
shifts. 
All of the discussion above relates to the electric response of conducting 
nanostructures, which has received far more attention in the literature than the magnetic 
response. This long history of neglecting magnetism has been justified by the textbook 
argument that any dispersion of the magnetic susceptibility is meaningless for optical 
frequencies [64]. Although this is true of classical bulk metals, recent advances in 
metamaterial and metal-dielectric composite research have provided examples in which 
the magnetic properties contradict these arguments [65], and there has been a renewed 
interest in the magnetic permeability of these materials [65]-[68]. These prior works have 
focused on metallic structures large enough to be described by classical physics, but it is 
already known that quantum effects enhance the electric properties of smaller structures. 
An important question still remains: how do quantum size effects influence the magnetic 
response of small nanostructures? The final section of this dissertation is dedicated to this 
question. 
In order to calculate the complete electromagnetic interaction in these structures, a 
theoretical description incorporating both magnetic and electric time-dependent fields is 
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required. Expressions for the dynamic response tensors derived from time-dependent 
perturbation theory are readily available [69]-[71], but extra caution is required to ensure 
that perturbation theory is applied in a gauge-invariant manner. This issue rises to central 
importance when including time-dependent magnetic fields. In fact, the renowned 
calculations by Lamb on the fine structure of the hydrogen atom failed to preserve gauge-
invariance and obtained different results in different gauges [72], [73]. 
While a number of prior works have discussed the gauge-invariance of 
perturbation theory in general [74]-[77] and closely related properties [78], it seems that a 
rigorous proof of the gauge invariance of the dynamic response tensors is unavailable. 
For this reason, and in order to ensure that the perturbation results can be trusted, 
significant portions of Chapters 4 and 5 are dedicated to formally assessing the gauge-
invariance of the susceptibility expressions used in this dissertation. 
After ensuring that the calculations are gauge-invariant, we investigate the extent 
to which quantum resonances enhance the magnetic susceptibility of metal particles. 
While some prior studies have investigated magnetism in finite-size systems [79]-[83], 
these earlier works have primarily studied static magnetic properties. We perform both 
static and dynamic calculations of the frequency-dependent susceptibility in order to 
investigate how quantum effects could enhance the magnetic permeability of optical 
devices and metamaterials based on metal-dielectric composites. 
Finally, because magnetic effects in nanostructures are known to be quite 
sensitive to temperature [79], [80], the last chapter in this dissertation is committed to a 
comprehensive study of temperature effects in the magnetic properties of metal and 
semiconductor nanostructures. In particular, we study paramagnetic-diamagnetic 
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transitions in both the canonical and grand-canonical ensembles. Although these 
transitions have already been demonstrated in principle [84], [85], they have not been 
studied systematically, nor have they been studied in the canonical ensemble. While it is 
well-known that differences exist between the canonical and grand-canonical ensembles 
for finite systems [86]-[92], exact calculations of the susceptibility of nanorings under the 
canonical ensemble are not available in the literature. By performing exact calculations 
using a numerical recursion technique, we are able to establish convergence criteria 
between the susceptibilities in the grand-canonical and canonical ensembles. 
1.2 Overview of this Dissertation 
Background on the classical theory of the electromagnetic properties of 
conductors is briefly reviewed in Chapter 2, including electrodynamics and solid-state 
theory. Quantum theory of electromagnetic properties is introduced in Chapter 3, which 
also provides an overview of the formalism of the QBM. Chapter 4 presents derivations 
of the quantum-mechanical expressions for static electromagnetic properties of metal 
nanoparticles using perturbation theory; time-dependent expressions are derived in 
Chapter 5. Chapter 6 presents calculations of the electric permittivity of metal 
nanoparticles, and Chapter 7 compares the results to experimental data available in the 
literature. Chapter 8 is dedicated to studying the static magnetic properties of 
nanostructures, and Chapter 9 presents calculations of the response for time-dependent 
magnetic fields. Finally, Chapter 10 investigates the temperature-dependence of the 
magnetic susceptibility of quantum rings and nanocubes. A summary and outlook can be 






ELECTROMAGNETIC PROPERTIES OF 
MATERIALS: CLASSICAL THEORY 
 
 
2.1 Classical Electrodynamics 
When discussing the electric field (𝐄) and magnetic flux density (𝐁) in matter, the 
auxiliary fields 𝐃 and 𝐇 are introduced to help distinguish between external fields and 
the material’s response. The electric displacement field 𝐃 is defined in terms of the 
induced polarization 𝐏, and the magnetic field 𝐇 is defined in terms of the magnetization 
𝐌, 
 𝐃 = 𝜀W𝐄 + 𝐏 (2-1) 
 𝐁 = 𝜇W(𝐇 +𝐌) (2-2) 
where 𝜀W is the vacuum permittivity and 𝜇W is the vacuum permeability.  
2.1.1 Maxwell’s Equations 
The sources of the auxiliary fields are the free charge density 𝜌 and current 
density 𝐽. In terms of 𝐃 and 𝐇, Maxwell’s equations give the relationship between the 
fields and their sources, 
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𝛁 ⋅ 𝐁 = 0 𝛁 × 𝐇 = 𝐉 +
𝜕𝐃
𝜕𝑡  
The electric and magnetic fields are related to the auxiliary fields through constitutive 
relations. For linear materials, these relations are 
 𝐃 = 𝜀𝐄 𝐁 = 𝜇𝐇 
 (2-4)  𝐏 = 𝜀W𝜒O𝐄 𝐌 = 𝜒7𝐇 
 𝐉 = 𝜎𝐄 
Here, 𝜀 and 𝜇 are the permittivity and permeability of the material, 𝜒O and 𝜒7 are the 
electric and magnetic susceptibility, and 𝜎 is the conductivity. 
2.1.2 Vector and Scalar Potential Functions 
The force on a charge 𝑞 moving with velocity 𝐯 in an electric and magnetic field 
is observed to accelerate with a force 𝐅 directly related to the fields, known as the 
Lorentz force  
 𝐅 = 𝑞(𝐄 + 𝐯 × 𝐁) (2-5) 
This force law can be reformulated if we introduce the scalar potential 𝜑(𝐫, 𝑡) and vector 
potential 𝐀(𝐫, 𝑡), related to the electric and magnetic fields by 




The 𝐄 and 𝐁 fields can then be replaced so that the force becomes 
 𝐅 = 𝑞 ¬−𝛁𝜑 −
𝜕𝐀
𝜕𝑡 + 𝐯 ×
(𝛁 × 𝐀)­ (2-7) 
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The derivatives in (2-6) permit a degree of arbitrariness in both the vector and scalar 
potential. The potentials 𝐀 and 𝜑 can be transformed to 𝐀@ and 𝜑@ by a gauge 
transformation function Λ(𝐫, t) according to 




Because this gauge transformation does not affect the electromagnetic fields given by 
(2-6) or the equation of motion in (2-7), these measurable quantities are said to be gauge-
invariant. Because the potentials themselves are not gauge-invariant, they are not 
considered to be observable properties. 
The potential functions 𝐀 and 𝜑 can also be used with Hamiltonian mechanics to 





+ 𝑞𝜑 (2-9) 
where 𝚷 = ?́? − 𝑞𝐀 is the physical momentum operator. The Hamiltonian in this form is a 
gauge-dependent quantity since it depends explicitly on the potentials 𝐀 and 𝜑. However, 
it is straightforward to check that Hamilton’s equations ?̇? = 𝜕ℋ/𝜕𝚷 and ?̇? = 𝜕ℋ/𝜕𝐫 
reproduce the Lorentz force law given by (2-7) regardless of the gauge used in the 
calculation. 
2.1.3 Electromagnetic Waves in Linear Matter 
Assuming the fields are time harmonic with frequency 𝜔 and that 𝜌 = 0, the 
constitutive relations can be incorporated into Maxwell’s equations in the following way: 




𝛁 ∙ 𝐁 = 0 (2-10b)  𝛁 × 𝐁 = −𝑖𝜔𝜀𝜇 (2-10d) 
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where permittivity is complex-valued and given by 𝜀 = 𝜀W(1 + 𝜒O) + 𝑖𝜎 𝜔⁄ . Applying 
the curl to (2-10c) and (2-10d) leads to the decoupled equations 







Introducing the wavevector 𝐤, these equations permit the plane wave solutions 
  𝐄 = 𝐄We:(𝐤⋅𝐫'»¼) 𝐁 = 𝐁We:(𝐤⋅𝐫'»¼)  (2-11) 
provided that the complex wavenumber 𝐤 = 𝐤@ + 𝑖𝐤@@ meets the condition 
𝑘* = 𝜀𝜇𝜔*. 
This can also be written in the form 
 𝑘 =
𝜔
𝑐 𝑛 (2-12) 
where the complex refractive index 𝑛 = 𝑛@ + 𝑖𝑛@@ is defined to be 
 𝑛* ≡ ¾
𝜀𝜇
𝜀W𝜇W
¿ = 𝜀r𝜇r (2-13) 
and the relative permittivity and permeability are defined by 𝜀r ≡ 𝜀 𝜀W⁄  and 𝜇r ≡ 𝜇 𝜇W⁄ . 
From this point forward, the terms permittivity and permeability will always refer to the 
relative permittivity and permeability, and the subscripts will be dropped from 𝜀À and 𝜇À. 
In terms of 𝑛, the plane waves in (2-11) can be written 











As seen in (2-14), the real part 𝑛@ represents the ratio between the speed of light in the 
material and that in free space, and the imaginary part 𝑛@@ describes the dissipative 
properties of the material. 
2.1.4 Negative Index of Refraction 
Equation (2-13) shows that Maxwell’s equations allow both positive and negative 
values for the refractive index, 𝑛 = ±√𝜀𝜇. Traditionally, only the positive root 𝑛 =
13 
+√𝜀𝜇 is taken since naturally occurring materials have only been observed with positive 
values of 𝑛@. However, Veselago predicted in 1967 [93] that the negative root is a valid 
solution when 𝜀@ < 0 and 𝜇@ < 0 (double-negative materials), and in fact, negative 
refractive indices have been experimentally observed [94]. Although a material satisfying 
this double-negative condition will always have 𝑛@ < 0, it is not a necessary condition. A 
more general criteria for a negative index material (NIM) can be written as 𝜀@|𝜇| +
𝜇@|𝜀| < 0 or equivalently [95]-[97], 
 𝜀@𝜇@@ + 𝜇@𝜀@@ < 0, (2-15) 
showing that it is possible to have 𝑛@ < 0 even if only the real part of the permittivity 
(permeability) is negative, provided that the imaginary part of the permeability 
(permittivity) is sufficiently large. As a result, equation (2-15) imposes a design condition 
on 𝜀 and 𝜇 required for NIMs, demonstrating the need for materials with tunable 
permittivity and permeability. 
2.1.5 Quasistatic Approximation 
Equation (2-14) tells us that optical media with non-zero values of 𝑛@@ attenuate 
electromagnetic waves. In general, this results in both time and spatial-dependence of the 
electric and magnetic fields. However, because we are investigating feature sizes less 
than 20 nm, calculations in this thesis ignore spatial variation of the fields by invoking 
the quasistatic approximation. In the quasistatic regime, characteristic lengths of the 
nanostructure are much smaller than the wavelength of light (𝐿 ≪ 𝜆), and spatial 
attenuation of the fields is negligible. For instance, if we take 𝐿 = 0.03 𝜆 for spherical 
particles and 𝜆 = 380 nm for violet light, this applies for the visible spectrum when 𝐿 is 
less than approximately 20 nm. 
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2.1.6 Effective Medium Theory 
Metal-dielectric composite materials contain metallic structures of varying shapes 
and sizes, which are embedded in various patterns and positions within the material. The 
result is an inhomogeneous material, and in principle, electromagnetic calculations 
require spatially-dependent properties and should include coupling interactions between 
the constituent structures. However, calculating the exact spatial permittivity of a 
composite material is usually impractical because of the vast microscopic detail that 
would be required. Conveniently, these collective effects are unimportant when the 
metallic inclusions are well-separated, and the exact values of the constituents can be 
approximated by volume-averaged properties. This is the basis for effective medium 
theory, by which the dielectric response of an inhomogeneous composite material is 
replaced with a fictitious homogeneous effective medium with the same macroscopic 
optical properties. 
The effective permittivity can be calculated many ways using different averaging 
methods, which has led to a wide array of effective medium approximations. The 
accuracy of each method varies according to the conditions of the sample being 
approximated. For instance, Maxwell Garnett theory assumes homogeneous fields within 
the material and is limited to low volume filling fractions of the metallic inclusions (𝑓 ≪
1). For composites containing dilute particle inclusions with permittivity 𝜀:, the 




¿ = 𝑓 ¾
𝜀: − 𝜀7
𝜀: + 2𝜀7
¿ or 𝜀eff = 𝜀7
2(1 − 𝑓)𝜀7 + (1 + 2𝑓)𝜀:
(2 + 𝑓)𝜀7 + (1 − 𝑓)𝜀:
 (2-16) 
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where 𝜀eff is the effective permittivity of the composite and 𝜀7 is the permittivity of the 
host medium. For values greater than 𝑓 ∼ 0.1, collective effects between multiple 
inclusions can play a role, and the Maxwell Garnett theory is no longer appropriate. 
Whereas the Maxwell Garnett model was developed for small values of 𝑓, the 
Bruggeman model was derived for dense mixing of spherical components. The effective 




+ (1 − 𝑓)
𝜀7 − 𝜀eff
𝜀7 + 2𝜀eff
= 0 (2-17) 
An example calculation shown in Figure 2-1(a) compares the predictions of the two 
models for a composite with 𝜀7 = 1 and ε: = 100. The Bruggeman model predicts a 
percolation threshold around 𝑓 = 1 3⁄ , resulting in strongly different predictions for the 
optical functions unless 𝑓 ≪ 1. 
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Figure 2-1: (a) The effective permittivity for a medium with 𝜀7 = 1.0 and 𝜀: = 100 
according to the Bruggeman model (dotted blue) and the Maxwell-Garnett model (solid 
red) for varying values of the filling factor 𝑓. The Bruggeman model predicts a 
percolation threshold around 𝑓 = 1/3. (b) Resonance behavior of the Maxwell-Garnett 
permittivity for a fixed filling factor 𝑓 = 5 × 10'? and 𝜀:@@ = 0.01. The dashed lines 
indicate the resonance condition in (2-19) for each value of 𝜀7. 
2.1.7 Resonance Condition 
Inspection of (2-16) and Figure 2-1(b) shows that a composite material’s 
permittivity can be greatly enhanced for specific values of 𝜀:, depending on the 
permittivity of the embedding medium 𝜀7. To estimate this resonance condition, we use 
Maxwell Garnett theory and exclude percolation effects by assuming 𝑓 ≪ 1. For dilute 
inclusions, the effective permittivity in (2-16) can be approximated by 
 𝜀eff ≅ 𝜀7 ¾1 + 3𝑓
𝜀: − 𝜀7
𝜀: + 2𝜀7
	¿ , 𝑓 ≪ 1 (2-18) 
This exhibits resonance behavior when the denominator is a minimum, which is to say 
|𝜀:(𝜔) + 2𝜀7| = minimum. 
Separating the real and imaginary components of the effective permittivity, this is 
equivalent to 
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[𝜀:@(𝜔) 	+ 2𝜀7]* + [𝜀:@@(𝜔)]* = minimum. 
Finally, for small losses, 𝜀:@@ is small and the resonance condition reduces to 
 𝜀:@(𝜔) = −2𝜀7. (2-19) 
The resonance behavior of the effective permittivity is reflected as a strong peak in the 
optical absorption spectra of metallic nanoparticles, known as the plasmon resonance 
peak. 
2.1.8 Absorbance, Transmittance, and Reflectance 
When used in this thesis, the terms absorbance (𝐴), transmittance (𝑇), and 










= 1 − 𝑇 − 𝑅. (2-20) 
These properties are calculated for light propagating at normal incidence to a stack of 𝐽 
layers like those illustrated in Figure 2-2. Choosing light to be travelling in the 𝑧-
direction and polarized in the 𝑥-direction, the electric and magnetic fields in the 𝑗th 
region are 
𝐄Ñ(𝑧, 𝑡) = 𝐸Ñce:ÒÓn'»¼𝐱Õ + 𝐸ÑLe':ÒÓnÖ»¼𝐱Õ	
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These are related to the absorbance and extinction through 
 𝑅 + 𝑇 + 𝐴 = 1, 𝐸 = 1 − 𝑇. (2-23) 
Applying the boundary conditions for each interface leads to a system of equations that 
can be solved for the field amplitudes, Poynting vectors, and the optical spectra. The 
textbook example [98] of a single-interface system with semi-infinite regions leads to the 










where the parameter 𝛼 is defined by 







For three layers and a middle layer with thickness 𝑑, the result is 
 𝑇 =
16	Reâ𝛼(,?ä
åe:ç(ÒèÖÒé)1 − 𝛼(,*1 − 𝛼*,? + e':ç(Òè'Òé)1 + 𝛼(,*1 + 𝛼*,?å
* (2-25) 
 𝑅 = á
e:ç(ÒèÖÒé)1 + 𝛼(,*1 − 𝛼*,? + e':ç(Òè'Òé)1 − 𝛼(,*1 + 𝛼*,?




The expressions become considerably more complex for more than three regions, but 
they can be expressed compactly in terms of matrix elements: 
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where the matrices are defined by 







1 + 𝛼Ñ,ÑÖ(e':ÒÓ'ÒÓñònÓ 1 − 𝛼Ñ,ÑÖ(e':ÒÓÖÒÓñònÓ
1 − 𝛼Ñ,ÑÖ(e:ÒÓÖÒÓñònÓ 1 + 𝛼Ñ,ÑÖ(e:ÒÓ'ÒÓñònÓ
ó (2-29) 
and where 𝑧Ñ indicates the position of the interface between regions 𝑗 and 𝑗 + 1. 
 
Figure 2-2: Illustration of the boundaries used to calculate optical spectra. 
2.2 Solid-State Theory of Free Electron Materials 
Electrodynamics theory introduces dielectric and magnetic material properties 
through the constitutive relations (2-4) as unspecified input parameters without any 
theoretical specification of their origin. In this section, these properties are explained 
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from a microscopic perspective using classical solid-state theory. Discussion is restricted 
to free electron materials, which are materials with optical properties that can be 
explained primarily by the behavior of their conduction electrons. Examples include 
semiconductors and the monovalent alkali and noble metals listed in Table 2-1. 
Table 2-1: Valence electron configurations of the alkali and noble metals. 
 Alkali Metals Noble Metals 




3𝑠( 4𝑠( 5𝑠( 3𝑑(W	4𝑠( 4𝑑(W	5𝑠( 4𝑓(	5𝑑(W	6𝑠( 
 
2.2.1 Free Electron Theory 
As shown in Table 2-1, the alkali and noble metals all have 𝑛𝑠( valence electron 
configurations. When metal atoms like these join to form three-dimensional bulk matter, 
their 𝑠-orbitals overlap, and the valence electrons are highly delocalized. This is the 
justification for the free electron model in which the interaction between the valence 
electrons and the ion core of the lattice is neglected, and the electrons are treated like an 
ideal Fermi gas confined to the volume of the metal. 
In the free electron approximation, each atom donates 𝑍ö valence electrons to 
participate in conduction, leaving behind an array of ionic cores. The conduction electron 
density 𝑛O of the metal is given in terms of the material’s Wigner-Seitz radius 𝑟a defined 








The density can also be calculated from the material’s atomic mass 𝑋 and mass density 𝜌: 




In the case of the monovalent alkali and noble metals, which are the primary focus of this 
thesis, we have 𝑍ö = 1, and the number of conduction electrons is equal to the number of 
atoms in the lattice. From here onward, the number of electrons in a structure will always 
be given by 𝑁 = 𝑛O𝑉 where 𝑉 is the volume of the system.  
2.2.2 Classical Oscillator Theory of the Free Electron Optical Response 
The classical approach to finding free-electron optical properties is to first find the 
behavior of a single electron in the presence of an electric field and then scale the single-
electron response by the number of conduction electrons. The equation of motion of a 
single electron with charge −𝑒 in the presence of a weak external electric field 𝐄 =
𝐸We':»¼	𝐳Õ is given by 
𝑚O(?̈? + 𝛾?̇?) = −𝑒𝐸We':»¼ 
where 𝛾 is a phenomenological damping constant. The solution for the position of the 





𝜔(𝜔 + 𝑖𝛾) e
':»¼. 
The corresponding dipole moment is 𝐝 = −𝑒𝑧(𝑡)	𝐳Õ, giving the polarization density 




𝜔(𝜔 + 𝑖𝛾) e
':(»¼'Òn). (2-31) 
 For linear materials, the polarization is proportional to the dielectric susceptibility 
 𝐏 = 𝜀W𝜒O𝐄. (2-32) 
Assuming the material is isotropic, the polarization is parallel to the electric field, and the 






𝜔(𝜔 + 𝑖𝛾) . 
The permittivity is 𝜀 = (1 + 𝜒O), leading to the Drude expression for free electron 
permittivity 
 𝜀D(𝜔) = 𝜀D@ (𝜔) + 𝑖𝜀D@@(𝜔) = 1 −
𝜔I*
𝜔* + 𝛾* + 𝑖
𝜔I*𝛾
𝜔(𝜔* + 𝛾*) 
(2-33) 
where 𝜔I = (𝑛O𝑒* 𝜀W𝑚O⁄ )( *⁄  is the plasma frequency of the material. A high-frequency 
corrective term 𝜀 = 𝜀@ + 𝑖𝜀@@  is often included, giving the modified Drude function 
 𝜀D(𝜔) = 𝜀 −
𝜔I*
𝜔* + 𝛾* + 𝑖
𝜔I*𝛾
𝜔(𝜔* + 𝛾*) . 
(2-34) 
For 𝜔 ≫ 𝛾, the permittivity is approximately 






showing that at high frequencies, the real part of the permittivity scales as 1 𝜔*⁄  and the 
imaginary part as 1 𝜔?⁄ . 
The Drude function describes the classical permittivity of metals, but the 
characterization of the optical response of a material is incomplete without the magnetic 
permeability. Classical theory predicts that free-electron metals are very weakly 
diamagnetic, but this diamagnetism is much weaker than the electric response, and it is 
usually disregarded entirely by taking 𝜇 ≈ 1 [64]. 
2.2.3 Drude Parameters for Silver 
The parameters 𝜔I, 𝛾, and 𝜀 in (2-34) are obtained by fitting to experimental 
data. Figure 2-3 shows several common sources of dielectric data for silver. As a 
consequence of different experimental conditions, the different data sources do not show 
exact quantitative agreement. Because the Drude parameters depend on the choice of 
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experimental data set, a range of values for silver have been reported in the literature. 
Unless indicated otherwise, the parameters used in this thesis are obtained by fitting the 
data from Johnson and Christy [99]:  
 𝜔p = 9.14 eV 𝛾 = 0.021 eV 𝜀 = 3.6 (2-36) 
Figure 2-4 compares the Drude fit with the experimental data.  
 
Figure 2-3: (a) Real and (b) imaginary part of experimental permittivity data for bulk 
silver from: JC [99], Weber [100], Palik [101], and Quinten [102]. 
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Figure 2-4: Drude fit to the experimental data for bulk silver from Johnson and Christy 
[99]. The shaded region indicates the experimental uncertainty reported in the dataset. 
2.2.4 Interband Transitions 
Free electron theory only considers the response of conduction electrons, ignoring 
any effect of tightly bound core electrons. In reality, core electrons also contribute to the 
dielectric response by undergoing transitions between energy bands, called interband 
transitions. These transitions do not contribute significantly beneath their threshold 
energy 𝐸LM, but this cutoff energy can sometimes lie in the visible range for noble metals. 
Although the corrective constant 𝜀 helps account for interband transitions, a more 
detailed correction requires decomposing the dielectric function into free-electron and 
interband terms: 
 𝜀(𝜔) = 𝜀free(𝜔) + 𝜒IB(𝜔). (2-37) 
The interband susceptibility is found using 
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 𝜒IB(𝜔) = 𝜀exp(𝜔) − 𝜀D(𝜔) (2-38) 
where 𝜀exp(𝜔) is taken from experimental data and 𝜀D(𝜔) is given by (2-33). This 
decomposition is shown in Figure 2-5 where silver shows clear divergence from free-
electron behavior in 𝜒IB@@ (𝜔) starting around 𝐸LM ∼	3.75–3.9 eV. Deviations are also 
visible in the real part 𝜒IB@ (𝜔) throughout the optical range, further demonstrating the 
need of incorporating interband corrections when comparing with experiment. 
 
Figure 2-5: Interband transitions in the (a) real and (b) imaginary part of dielectric data 
for bulk silver from Johnson and Christy [99]. Shaded regions indicate experimental 
uncertainty. 
In general, the interband contribution will be size-dependent, but in the following 
chapters we assume that the size-dependence of the electromagnetic response is 
dominated by conduction band. We thus calculate the size-dependent 𝜀free(𝜔, 𝑅) for 
silver nanoparticles, and when comparisons are made with experimental data, we 
26 
incorporate the bulk interband transitions by including χIB(𝜔) derived from the Johnson 
and Christy data as shown in Figure 2-5. 
2.2.5 Classical Correction for Small Particles 
In the free electron formulation of (2-33), electron collisions contribute to a 
material’s permittivity via the damping parameter 𝛾. Early experiments on small metal 
particles [46], [47], [103] revealed that 𝛾 has both a constant term 𝛾W and a size-
dependent contribution ∆𝛾(𝑅): 
 𝛾(𝑅) = 𝛾W + ∆𝛾(𝑅). (2-39) 
This size-dependence can be explained with a classical theory called the free path effect 
[23]. The constant factor in (2-39) is recognized as the bulk contribution, expressible in 








where 𝜏bulk is the average time between electron collisions in bulk. In particles with a 
diameter less than the mean free path (2𝑅 < 𝐿), electrons undergo frequent surface 




= 𝜏bulk'( + 𝜏surface'(  (2-41) 
where 𝜏surface'(  is the average time between surface collisions only. This results in an 
effective mean free path that is reduced from the bulk value 
 𝐿eff = 𝑣F(𝜏bulk'( + 𝜏surface'( )'( (2-42) 
and a total damping constant that is a sum of bulk and surface scattering terms 





𝐿S denotes the mean free path of electrons when only surface collisions are considered. 
Various approaches find differing values for 𝐿S [47], [104], so (2-43) is conventionally 
recast as 
 𝛾(𝑅) = 𝛾W +𝒜
𝑣F
𝑅  (2-44) 
with 𝒜 interpreted as theory-dependent with a value close to one. The classical value for 
spherical particles is either 𝒜 = 1 for diffusive scattering or 𝒜 = 0.75 for isotropic 
scattering. Experiments have found that 𝒜 also depends on the particle’s environment 
[50], [51], suggesting that the total damping factor should be a sum of size and interface 
terms 
𝒜 = 𝒜vacuum +𝒜interface. 
Experiments have reported values of 𝒜vacuum = 0.25 and 𝒜interface varying from 0 to 3.6 
depending on the particle’s environment [52]. 
Replacing 𝛾 with 𝛾(𝑅) in the Drude dielectric function (2-34) gives the classical 
correction for size-dependent permittivity: 
 𝜀classical(𝜔, 𝑅) = 𝜀 −
𝜔I*













Bulk experimental data can then be size-corrected using 
𝜀(𝜔, 𝑅) = 𝜀exp(𝜔) − 𝜀D(𝜔) + 𝜀classical(𝜔, 𝑅) 
or more explicitly, 

















As an example, Figure 2-6 shows the imaginary part of the size-dependent permittivity 
based on the experimental data from Johnson and Christy, size-corrected with (2-46) and 
𝒜 = 1. 
 
Figure 2-6: Classical size-dependent correction to the imaginary part of Johnson and 






QUANTUM BOX MODEL 
 
3.1 Quantum Size Effects 
Quantum size effects (QSE) are expected when a system’s energy levels are well 
separated—which is to say that thermal energies are small relative to the energy gaps 
𝑘𝑇 ≪ ∆𝐸: and that any energy level lifetime effects are also small 𝛿𝐸: ≪ Δ𝐸: 
When these conditions are met, the Drude function is no longer valid and must be 
replaced by a quantum mechanical treatment: 
 𝜀)*(𝜔, 𝑅) = 1 + 𝜒LM(𝜔) + 𝜒)*(𝜔, 𝑅) (3-1) 
In this chapter, a size-dependent permittivity and permeability is developed using the 
particle in a box theory similar to previous work [39], [42]. Nanostructures are treated as 
hard-walled containers of independent electrons. By treating the nanosystem as a 
collection of single-electron states, perturbation theory can be used to derive quantum 
mechanical expressions for susceptibilities. 
3.2 Formalism 
Following the free electron approximation, quantum effects in conducting 
nanostructures can be modelled approximately by a large number of identical non-
interacting spin-1/2 particles in a confining potential 𝑈(𝐫) designed to resemble the size 
and shape of the structure being studied. It is assumed that the conduction electrons are 
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well separated from each other so that there is negligible interaction between any pair of 
electrons, but each individual electron may interact with an external perturbing potential. 
In this case the Hamiltonian for the system is a sum of 𝑁 single-electron Hamiltonians, 




If we denote by 𝜓0 the single-electron eigenfunctions of ℋ,Ñ corresponding to the 
eigenenergy 𝜖0, then we have 
ℋ,Ñ𝐫Ñ, ?́?Ñ𝜓0𝐫Ñ = 𝜖0𝜓0𝐫Ñ 
where solutions to the many-electron Schrodinger eigenvalue equation  
ℋ, (𝐫(, 𝐫*,… , 𝐫; ?́?(, ?́?*,… , ?́?)Ψ(𝐫(, 𝐫*,… , 𝐫) = 𝐸Ψ(𝐫(, 𝐫*,… , 𝐫) 
are then given by products of the single-electron eigenfunctions. Because we are dealing 
with a multi-fermionic system, the Pauli exclusion principle places additional constraints 
on our many-electron wavefunctions: permissible solutions (a) must go to zero if any two 
electrons occupy the same orbital, and (b) must be antisymmetric if any two coordinates 
are exchanged. Such wavefunctions satisfying the Pauli principle are special linear 
combinations of the product solutions and can be constructed using Slater determinants, 




𝜓((𝐫() 𝜓*(𝐫() ⋯ 𝜓(𝐫()
𝜓*(𝐫*) 𝜓*(𝐫*) ⋯ 𝜓(𝐫*)
⋮ ⋮ ⋱ ⋮
𝜓(𝐫) 𝜓*(𝐫) ⋯ 𝜓(𝐫)
4 ≡ |𝜓(𝜓*…𝜓⟩ 
where the last expression introduces a shorthand notation for the Slater determinant. Thus 
the different possible states of our quantum box are given by Slater determinants, each 
uniquely identified by their set of single-electron states {𝜓0}. 
At finite temperatures, the wavefunction of the entire 𝑁-electron system is a 
superposition of different slater determinants, each weighted by a temperature-dependent 
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probability 𝑃ΨÑ, 𝑇. Expectation values of an observable operator Ω, with eigenvalues 



















where we have indicated the occupation number of the state 𝜓0 with 𝑛0ΨÑ, and we 
have defined its temperature-dependent occupation probability by 𝑓0(𝑇) ≡ 〈𝑛0ΨÑ〉 =
∑ 𝑛0ΨÑ𝑃ΨÑ, 𝑇Ñ . For a system of 𝑁 electrons, these probabilities must satisfy the 
equation ∑ 𝑓0(𝑇)0 = 𝑁. For electronic systems in the thermodynamic limit, the 
occupation probabilities follow Fermi-Dirac statistics1, where the Fermi-Dirac probability 
function is 
 𝑓(𝜖0 , 𝑇) =
1
1 + eBC'D(,Ï) ÒEÏ⁄
 (3-3) 
𝑘M is the Boltzmann constant, and 𝜇(𝑁, 𝑇) is the chemical potential, defined as the 
amount of energy required to add a single electron to the system.  
 
1 Generally speaking, 𝑓0(𝑇) depends on the system at hand and requires choosing an 
appropriate statistical ensemble. The grand-canonical ensemble is presented here because 
it is the most common choice, and because any differences between the statistical 
ensembles disappear when there are a large number of electrons in the systems. However, 
for sufficiently small systems with a fixed, finite number of particles, the most 
appropriate choice is the canonical ensemble rather than the grand-canonical ensemble. 
We will revisit this point when discussing quantum rings in Chapter 10. 
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Equation (3-2) is the principle result of the box model, allowing us to reduce a 
calculation for the entire system of 𝑁 electrons to a single sum over single-particle 
quantities. For instance, once the single electron wavefunctions and energies are known 
for a given confining potential, the total energy of the system follows as 𝐸 = ∑ 𝑓0(𝑇)𝜖00 . 
Because the single-electron basis typically forms an infinite set, the sum in (3-2) is 
usually approximated by truncating states above a certain energy threshold. The 
exception is when  𝑇 = 0, which greatly simplifies the calculations, and the Fermi-Dirac 
function becomes a step function 
 𝑓(𝜖) = Θ(𝜖{ − 𝜖) (3-4) 
where 𝜖{ is the Fermi energy of the system. Hence, at 𝑇 = 0, the system will occupy the 
lowest energy configuration. Observables then only need to be summed over 𝜖 ≤ 𝜖{, 
which is to say the 𝑁 lowest-energy states, and we find 〈Ω,〉 = ∑ Ω00	GööxHIJw . 
3.3 Bulk Density of States 
When the dimensions of the box are large, the properties of the system are 
independent of the shape and size of the box. Properties in this large size limit are 
described as “bulk” material properties. The density of states function 𝐷(𝐸)𝑑𝐸 specifies 
the number of quantum states in a system at an energy 𝐸 and inside the interval [𝐸, 𝐸 +
𝑑𝐸]. This quantity is particularly useful for large systems that we want to describe 
statistically rather than with an exact treatment of all particles. In solid-state theory, 
optical properties and other macroscopic quantities of interest are expressed as 
summations over a range of energy levels ∑ 𝐴(𝐸:): . For many-electron systems with 






Clearly, the density of states plays a fundamental role in determining macroscopic 
quantities and often reveals important details of the electronic structure of a system. 
The density of states for a three-dimensional bulk system of free electrons can be 







𝐸( *⁄  (3-5) 
where a factor of 2 has been included for spin degeneracy. We see that the bulk 𝐷(𝐸) 
rises as the square root of the energy. The integrated density of states thus gives the 
number of states inside the interval [𝐸(, 𝐸*] 




If the interval includes the ground state 𝐸W, the integrated density of states gives the 
number of states 𝒩(𝐸) with energy less than or equal to 𝐸. For bulk, (3-5) and (3-6) can 







𝐸? *⁄ . (3-7) 
3.4 Density of States for Finite Systems 
For finite-sized systems, the density of states becomes strongly dependent on the 
dimensionality of the problem, which in turn will affect the electromagnetic properties of 
the system. This will become particularly apparent in the static magnetic properties 
introduced in Chapter 8. For a finite-sized system with discrete energy levels 𝐸: and 
degeneracy 𝑔(𝐸:), the density of states is a series of delta functions 
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 𝐷(𝐸) =$𝑔(𝐸:)𝛿(𝐸 − 𝐸:)
:
. (3-8) 
Using (3-6) to integrate (3-8) gives the number of states  
 𝒩(𝐸) = $ 𝑔(𝐸:)
NOPN
. (3-9) 
which is simply a degeneracy count of all states with energy less than or equal to 𝐸. 
To explicitly see how dimensionality affects the density of states, consider the 
case of electrons confined to a rectangular box with side lengths 𝐿m, 𝐿p, and 𝐿n. The 




















+ 𝑛*Ø (3-10) 
where 𝐸W = ℏ* 2𝑚O𝐿n*⁄ , and we have defined the length ratios 𝜂m = 𝐿m 𝐿n⁄  and 𝜂p =
𝐿p 𝐿n⁄ . By using this notation, we emphasize that varying the geometric parameters 𝜂m 
and 𝜂p can stretch and shrink the proportions of the three sides of the box, thereby 
parameterizing the degree of confinement in the 𝑥 and 𝑦 directions. Different 
combinations of 𝜂m and 𝜂p change the effective dimensionality of the box. The possible 
combinations of these input parameters are grouped into four different classes in Table 
3-1, showing the versatility of the rectangular box model. 
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Table 3-1: The range of shapes and dimensionality described by the rectangular box 
model. 
Description Quantum Dot Nanorod Thin Slab Cuboid  
Model Parameters 𝜂m, 𝜂p ≈ 1 
Small 𝑁 
𝜂m, 𝜂p ≪ 1 𝜂m, 𝜂p ≫ 1 𝜂m, 𝜂p ≈ 1 
Large 𝑁 
Dimensionality 0D 1D 2D 3D 
 
3.4.1 Three-Dimensional Density of States 
We model a three-dimensional system with cuboid geometry by taking 𝜂m, 𝜂p ≈
1, 𝜂m ≈ 𝜂p, and assuming a large number of electrons in our system. We estimate the 
number of states by the volume of a single octant in integer space 













where we recognized that 𝑙* + 𝑚* + 𝑛* = 𝐸 𝜖W,n⁄ . The factor of two accounts for spin 
degeneracy. The density of states can be found by taking the derivative of the number of 









( *⁄  (3-11) 
Substituting 𝐸W = ℏ*𝜋* 2𝑚O𝐿*⁄  recovers the bulk result given in (3-5). This result 
represents an idealized density of states in the limiting case of many-electrons. A finite-
sized system will loosely follow this ideal form with improved adherence as the system 
size increases towards bulk. We can compare the idealized and actual density of states of 
a system with a finite number of electrons by directly calculating the exact energy levels; 
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however, the density of states as given by (3-8) is difficult to visualize directly since it 
contains infinitesimal Dirac deltas. In order to calculate the density of states of a finite-
sized system, we can first discretize (3-9) by performing a cumulative histogram count of 
the 𝑗th energy bin with width Δ𝐸, finding 𝒩𝐸Ñ =𝒩(𝑗Δ𝐸). We can then calculate the 
derivative 𝑑𝒩/𝑑𝐸 numerically using a finite-difference formula, essentially reversing 
the relation in (3-6). The result of one such calculation is presented in Figure 3-1(a), 
showing that the true density of states of a finite-sized cuboid will fluctuate across the 
smooth 𝐸( *⁄  behavior given in (3-11). 
3.4.2 Two-Dimensional Density of States 
We model a two-dimensional system with a thin sheet by taking 	
𝜂m, 𝜂p ≫ 1 and 𝜂m ≈ 𝜂p. The 𝑧 direction is highly confined, and two dimensional (𝑙,𝑚) 
pairs selectively fill “pseudo-bands” labeled by each value of 𝑛. The 𝑖th energy band 
starts at its lowest energy level 𝐸: = 𝐸W𝑛:*, and the number of states in each band 𝒩: 
corresponds to the area of a circle in integer space at each slice of 𝑛: 
𝒩: = 2 ×
1
4





¿Θ(𝐸 − 𝐸:) 
where Θ(𝐸 − 𝐸:) is the Heaviside theta function, which applies the condition that an 
energy level is unoccupied below its lowest level 𝐸:. The total number of states is a sum 
























with each step being a constant value independent of 𝐸. This stair-step behavior is clearly 
visible in the sample calculation shown in Figure 3-1(b) where the finite-size calculation 
fluctuates around the flat, energy-independent steps contained in (3-12). 
3.4.3 One-Dimensional Density of States 
We model a one-dimensional system as a thin rod by taking 𝜂m, 𝜂p ≪ 1 and 𝜂m ≈
𝜂p. In this case, both the 𝑥 and 𝑦 directions are highly confined, and the 𝑛 states are 
selectively filled. One-dimensional pseudo-bands are now labeled by the pairs (𝑙,𝑚):, 
each of which has a minimum energy 𝐸: = 𝐸W(𝑙:* + 𝑚:*). The number of states thus 
corresponds to the length of a one-dimensional line in integer space, 
𝒩: = 2 × 𝑛 × Θ(𝐸 − 𝐸:) = 2T
𝐸 − 𝐸:
𝐸W
Θ𝐸 − 𝐸n,: 











Taking the derivative with respect to energy, the density of states becomes a series of 
(𝐸 − 𝐸:)













The distinct behavior of each dimensionality is apparent in Figure 3-1. Later, we will see 
how the density of states and its characteristic dimensionality affects the electromagnetic 
properties of finite systems. 
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Figure 3-1: Finite-size calculations of the unitless density of states for representative 
examples of (a) 3D, (b) 2D, and (c) 1D systems. The ideal many-electron result for each 
dimensionality is shown as a solid black line. Energy levels were scaled by the ground 
state of each respective system and then binned according to Δ𝐸/𝐸D = 0.8, 0.1, and 0.02, 
respectively. The shaded areas depict the regions of occupied energy levels up to the 
Fermi energy at 𝑇 = 0.	
3.5 Fermi Energy 
A system of free electrons follows the Pauli exclusion principle, filling energy 
levels from the ground state upward until all 𝑁 electrons have been accommodated. The 
energy of the topmost filled level at absolute zero is called the Fermi energy 𝜖F. 




(3𝜋*𝑛O)* ?⁄ . (3-13) 
In finite-sized systems, quantum confinement decreases the available states, and the 
highest occupied energy level is no longer equal to the bulk value. A size-dependent 
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Fermi energy 𝜖F(𝑅) can be defined as the value at which 𝒩(𝜖F) = 𝑁 and found by 
solving the summation equation  
 𝒩(𝜖F) = $ 𝑔(𝐸:)
NOPBF
= 𝑁 (3-14) 
for 𝜖{ as a function of 𝑅. In principle, all properties of the system become size-dependent 
for sufficiently small dimensions, including 𝑛O. However, for the remainder of this 
document we will assume that a material’s conduction electron density remains constant 
for all sizes, which is approximately true for the size scale we are investigating 𝐿 ≥ 1 nm. 
3.6 Pauli Hamiltonian 
Electrons in metals move at speeds much less than the speed of light, so we take 
𝑣 ≪ 𝑐 and neglect relativistic effects. For spin-1/2 particles with charge 𝑞 in an 
electromagnetic field, the non-relativistic particle wave function is governed by the 
Schrödinger-Pauli equation ℋ,𝜓 = 𝑖ℏ V
V¼
𝜓 with the Pauli Hamiltonian given by 
 ℋ, (𝑡) =
1
2𝑚O
W?́? − 𝑞𝐀(𝒓, 𝑡)* − 𝑞ℏ𝐬Õ ∙ 𝐁(𝒓, 𝑡)Z + 𝑞𝜑(𝐫, 𝑡) + 𝑈(𝐫). (3-15) 







(2𝐀 ∙ ?́? + [?́?, 𝐀]) −
𝑞ℏ
2𝑚O




For a general vector potential we have 
[?́?, 𝐀] = 𝐩 ∙ 𝐀 − 𝐀 ∙ 𝐩 = −𝑖ℏ𝛁 ⋅ 𝐀 







(2𝐀 ∙ ?́? − iℏ𝛁 ⋅ 𝐀) −
𝑞ℏ
2𝑚O

















where 𝜇M is the Bohr magneton. This single-electron Hamiltonian neglects interactions 
between electrons in the box. As explained in Section 3.2, the QBM assumes that these 
interactions are weak, and single-electron wavefunctions are used to model the 
electromagnetic properties of the system. Despite this simplification, the Hamiltonian in 
(3-16) rarely permits exact solutions, so the next two chapters are dedicated to applying 
perturbation theory for static fields (Chapter 4) and time-dependent fields (Chapter 5). 
3.7 Gauge Transformations in Quantum Mechanics 
As mentioned in Section 2.1.2, the vector and scalar potentials in classical 
electrodynamics permit a degree of arbitrariness since we can include any gauge function 
Λ(𝐫, 𝑡) to transform the potentials according to (2-8) without affecting the physical fields 
𝐄(𝐫, 𝑡) and 𝐁(𝐫, 𝑡) themselves. However, the semi-classical Schrödinger equation 
ℋ, − 𝑖ℏ𝜕¼Ψ = 0 and Pauli Hamiltonian in (3-16) involve not the fields, but the 
potentials 𝐀(𝐫, 𝑡) and 𝜑(𝐫, 𝑡). As a consequence, it is important to demonstrate that the 
gauge freedom of the potentials do not affect any physical results in the quantum 
mechanical theory. This section will show that introducing an arbitrary gauge function 
does not affect the calculations of measurable properties. 
First the potentials are transformed according to (2-8) so that the potentials in the 
new gauge are related to the original gauge by 𝐀@ = 𝐀 + 𝛁Λ and 𝜑@ = 𝜑 − 𝜕¼Λ. Now if 
the gauge function is included explicitly in Schrödinger’s equation, it takes the form 





+ 𝑞𝜑@ + 𝑈(𝐫), 𝚷@ = 𝐩 − 𝑞𝐀@ 
Now defining the unitary operator U, = e:]^ ℏ⁄ , the following properties can be readily 
verified 
 (𝚷@)ÃΨ@ = U,𝚷ÃΨ (3-17) 
 ¾𝑞𝜑@ − 𝑖ℏ
𝜕
𝜕𝑡¿Ψ




It follows that ℋ, @ − 𝑖ℏ𝜕¼Ψ@ = U,ℋ, − 𝑖ℏ𝜕¼Ψ = 0, which implies that the 
Schrödinger equation transforms unitarily under a gauge transformation. Therefore, 
applying a gauge transformation introduces a phase factor to the wavefunction, namely 
Ψ@ = U,Ψ = e:]^ ℏ⁄ Ψ. Because the momentum operator transforms according to 𝚷@ =
U,𝚷U,_, its expectation values are unchanged by a gauge transformation, 
⟨Ψ@|𝚷@|Ψ@⟩ = aU,ΨåU,𝚷,U,_åU,Ψb = aΨåU,_U,𝚷,U,_U,åΨb = aΨå𝚷,åΨb 
Similarly for the position operator, we have 𝐫@ = U,𝐫U,_ = 𝐫, so its expectation values are 
⟨Ψ@|𝐫@|Ψ@⟩ = aU,Ψå𝐫åU,Ψb = ⟨Ψ|𝐫|Ψ⟩ 
In fact, all observable operators must obey the property Ω,@ = U,Ω,U,_, and so expectation 
values in the transformed gauge are 
aΨ@åΩ,@åΨ@b = aU,ΨåU,Ω,U,_åU,Ψb = aΨåU,_U,Ω,U,_U,åΨb = aΨåΩ,åΨb 
Thus expectation values of observable quantities are independent of the gauge. This 
fundamental property known as gauge invariance, is universal within the context of both 
classical and quantum mechanics [106]. However, this proof relies on the exact 
wavefunctions Ψ and Ψ@ which are not always available. We will see in later chapters 
that additional caution is required to preserve gauge-invariance when using 
approximation techniques such as perturbation theory. 
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3.8 Limitations of the Quantum Box Model 
In principle, the optical response of a nanostructure should be determined by 
calculating the properties of the all-electron ground-state wavefunction. The QBM 
instead describes the many-body quantum problem using an effective one-electron 
potential. As others have pointed out, modelling a particle using a hard-walled container 
obviously has conceptual limitations [34], [56]. Notable weaknesses include: (1) the strict 
free electron picture that neglects any electron correlation effects, (2) the neglect of core 
electrons effects such as charge screening and size-dependent interband transitions, and 
(3) the infinitely high walls that confine the electrons too tightly and disregard any 
electron “spill-out” from the surface. 
Each of these effects become increasingly important for small sizes. For this 
reason, we restrict our analysis to 1 nm < 𝑅 < 10 nm where these physical processes are 
not expected to play an important role. Clearly, including all of the physical phenomena 
mentioned above would increase the quantitative accuracy and realism of the model, but 
it would overcomplicate calculations and require purely numerical routines. The goal is 
to establish the effects of quantum confinement across broad size ranges, and the QBM is 
the simplest quantum model that retains the essential physics of the system. Furthermore, 







STATIC ELECTROMAGNETIC PROPERTIES OF 
NANOSTRUCTURES: QUANTUM THEORY 
 
 
In this chapter, we investigate static fields of both electric and magnetic type. The 
chapter begins with a treatment of the static electric and magnetic susceptibilities using 
perturbation theory. In the first section, general expressions are formulated in terms of the 
Hamiltonian without specifying a gauge for the vector and scalar potentials. The 
following sections then develop the static susceptibilities in terms of the fields by fixing 
the gauge for several specific cases of increasing complexity: the electrostatic case in 
Section 4.2, the magnetostatic case in 4.3, and the coupled magneto-electric case in 
Section 4.4. The chapter ends with a discussion of gauge invariance in Sections 4.5 and 
4.6. 
4.1 Quantum Mechanics in a Static Electromagnetic Field 
We start by considering the Pauli Hamiltonian given by (3-16) with the restriction 
that the electromagnetic potentials 𝜑(𝐫) and 𝐴(𝐫) do not depend on time. The 
Hamiltonian consists of two parts: the unperturbed field-free Hamiltonian ℋ,W =
?́?* 2𝑚O⁄ + 𝑈(𝐫) and a perturbation term. The Hamiltonian is thus separated according to 
powers of the field 
 ℋ, = ℋ,W + 𝜆ℋ,( + 𝜆*ℋ,* (4-1) 
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where 𝜆 is a small expansion parameter proportional to the field strength, and the first- 












We now derive the electromagnetic properties of the system using a perturbative approach 
under the assumption that the change in energy is small when compared to the field-free 
energies. As usual in time-independent perturbation theory, the perturbed wavefunction 







































, 𝑝 > 2 
















Taking the inner product with 𝜓7























If we take 𝑚 = 𝑛, we find the first order energy correction, 
 𝜖a
(() = a𝑠åℋ,(å𝑠b (4-5) 
Taking the inner product of the second-order equation (𝑝 = 2) with 𝜓a
(W) and using (4-4) 



















It follows that the free energy can also be expanded in powers of the fields 
𝑊 =𝑊W + 𝜆𝑊( + 𝜆*𝑊* +⋯	 
where 𝑊W = ∑ a𝑠åℋ,Wå𝑠ba  is the field-free energy, and the perturbative corrections are 














The dielectric polarization and magnetization follow from the derivative of the free 

























where it is understood that the indices 𝑖 and 𝑗 represent either 𝑥, 𝑦, or 𝑧. The 
susceptibilities are tensor quantities which follow from the derivatives of the 
magnetization and polarization with respect to the fields, and so they also follow from the 





























We see that the susceptibilities depend on the second order corrections to the free energy 

































The Hamiltonian perturbations ℋ,( and ℋ,* in the expressions above depend on the 
potentials [see (4-2) and (4-3)] without any specification of gauge. In order to evaluate 
the derivatives in (4-13) and (4-14), we need to express the Hamiltonian in terms of the 
fields rather than the potentials. The following sections consider the separate cases of 
electrostatic and magnetostatic perturbations, followed by a treatment of simultaneous 
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electric and magnetic fields. In each instance, explicit forms of the potentials are written 
in terms of the physical fields by choosing a convenient gauge for each field 
configuration. The consequence of this gauge-fixing is discussed in the final two sections 
of this chapter. 
4.2 Electrostatic Response 
For a uniform electrostatic field 𝐄 = 𝐸m𝐱Õ + 𝐸p𝐲Õ + 𝐸n𝐳Õ with 𝐁 = 0, we can write 
 𝐀 = 0, 𝜑 = −𝐫 ⋅ 𝐄. (4-15) 
From (4-2) and (4-3), we only have a first order Hamiltonian perturbation 
 ℋ( = 𝑒𝐫 ⋅ 𝐄, ℋ* = 0. (4-16) 
The free energy terms are thus 
𝑊((𝐄) =$⟨𝑠|𝑒𝐫|𝑠⟩
a
⋅ 𝐄, 𝑊*(𝐄) =$






where the spin contribution has vanished since we have ⟨𝑠|𝐬Õ|𝑛⟩ = ±𝛿aÃ. The dielectric 















⋅ 𝐄 (4-17) 
where 𝐏W = ∑ ⟨𝑠|−𝑒𝐫|𝑠⟩a  is the permanent polarization and where we have introduced the 
dyadic (tensor) product operator ⊗ defined by 𝐚⊗ 𝐛 = 𝑎:𝑏:. In writing (4-17), we have 
also used the shorthand notation 𝜕𝑊 𝜕𝐄⁄ = (𝜕𝑊 𝜕𝐸:⁄ )𝐞:. The electric susceptibility is 
defined in terms of the induced polarization 𝐏 − 𝐏W = 𝜖W𝛘ÕO ⋅ 𝐄, so the susceptibility 
follows either by inspection of (4-17) or from the second derivative of the free energy 



























where 𝑁 is the number of electrons in the system and whose diagonal elements satisfy the 




= 1. (4-19) 






















where in writing the last line, we have made use of the closure relationship ∑ |𝑛⟩⟨𝑛|Ã = 𝐈s. 






























,W, 𝑟Ñä − âℋ,W, 𝑟:ä𝑟Ñå𝑠b
a
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𝑁ℏ=$a𝑠å𝑟:?̂?Ñ − 𝑟Ñ?̂?: + 𝑖ℏ𝛿:Ñå𝑠b
a
> 































We find that the diagonal elements satisfy the TRK sum rule  ∑ ∑ 𝑆Ãa
(:,:)
Ãa = 1, whereas 
the off-diagonal terms depend on the angular properties of the system. 
4.3 Magnetostatic Response 
4.3.1 Free-Energy Method 
For a magnetostatic field 𝐁 = 𝐵m𝐱Õ + 𝐵p𝐲Õ + 𝐵n𝐳Õ and 𝐄 = 0, we can write the 
vector potential in the symmetric gauge 
𝐀 = −
1
2 𝐫 × 𝐁, 𝛁 ⋅ 𝐀 = 0 
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in which case we have 
𝑒
𝑚O
𝐀 ∙ ?́? = −
𝑒
2𝑚O
(𝐫 × 𝐁) ∙ ?́? =
𝑒
2𝑚O
𝐋s ∙ 𝐁 






(𝐫 × 𝐁) ⋅ (𝐫 × 𝐁) =
𝑒*
8𝑚O
(𝑟*𝐵* − |𝐫 ⋅ 𝐁|*) 




𝐋s ∙ 𝐁, ℋ,* =
𝑒*
8𝑚O
(𝑟*𝐵* − |𝐫 ⋅ 𝐁|*) (4-20) 






















The magnetization is 𝐌 = −(1 𝑉⁄ ) 𝜕𝑊 𝜕𝐁⁄  
𝐌 = 𝑀W +$=
𝑒*
4𝑚O𝑉












where 𝑀W = −∑ ⟨𝑠|𝐦|𝑠⟩a 𝑉⁄  is the sum of permanent magnetic moments. The magnetic 
susceptibility is defined in terms of the induced magnetization by 





However, following common practice, we can instead write 𝐌−𝐌W = 𝛘Õ7 ⋅ 𝐁 𝜇W⁄  when 
𝛘Õ7 is small2, and the susceptibility follows from first derivative of the magnetization or 
the second derivative of the free energy 
 
2 Note that the true susceptibility is actually 𝛘Õ7∗ = 𝛘Õ7(1 − 𝛘Õ7)'( when defined in this 

















The magnetic susceptibility is conventionally separated into its Langevin and Van Vleck 

















The Langevin term is a purely diamagnetic contribution, which arises classically from the 
Larmor precession of the electrons in a magnetic field. The Van Vleck component has no 
classical counterpart and is often referred to as the orbital paramagnetic susceptibility. It 
should be noted that this separation of the magnetic susceptibility into two terms is an 
artificial convention. The true physical property of the system is the total susceptibility 
which is the sum of the two terms. We return to this point later in Section 4.5 where we 
show that different gauge choices can lead to different definitions of the diamagnetic and 
paramagnetic terms. 
Note that the Langevin term is proportional to the square of the wavefunction 
radius and clearly grows with the system size. Because energy spacings decrease for 
increasing system size, the Van Vleck term also grows with the system size due to 𝜔aÃ in 
the denominator. The forms of (4-23a) and (4-23a) have led to speculations of enhanced 
magnetism in nanostructures due to quantum confinement [107]. This potential 
enhancement of the magnetic properties is the subject of Chapters 8, 9, and 10. 
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4.3.2 Alternative Derivation Using Current Density 
In the preceding section, the magnetic susceptibility was calculated using the free 
energy of the system. Alternatively, we can calculate the magnetic moment of each state 




(𝐫 × 𝐣a)𝑑𝑉 
where the current density of each state is given by 𝐣a =
J
~
Re[𝜓a∗𝚷𝜓a] where 𝚷 = 𝐩 +
𝑒𝐀 is the physical momentum of the electron. The current density is composed of a 
“momentum current” contribution  𝐣a,𝐩 that arises from the canonical momentum and a 
“gauge current” contribution 𝐣a,𝐀 that depends on the electromagnetic vector potential. 











Using 𝜓a = 𝜓a
(W) + 𝜓a












The magnetic moment due to the momentum current is 
𝛍a,𝐩 = −
1
2L𝐫 × 𝐣a,𝐩𝑑𝑉 = −
𝑒
2𝑚O





















































The gauge current contribution to the magnetic moment is 𝛍a,𝐀 = −
(
*∫𝐫 × 𝐣a,𝐀dV =
−(𝑒* 2𝑚O⁄ )∫(𝐫 × 𝐀|𝜓a|2)d𝑉. In the symmetric gauge, we have 
𝐫 × 𝐀 = 𝐫 ×
1
2
(𝐫 × 𝐁) =
1
2
(𝑟*𝐁 − (𝐫 ⋅ 𝐁)𝐫) =
1
2 𝑟
*𝐈s − 𝐫⊗ 𝐫 ⋅ 𝐁 




⟨𝑠|𝐫 × 𝐀|𝑠⟩ =
𝑒*
4𝑚O
a𝑠å𝐫⊗ 𝐫 − 𝑟*𝐈så𝑠b ⋅ 𝐁 
The total magnetic moment is 












a𝑠å𝐫⊗ 𝐫 − 𝑟*𝐈så𝑠b ⋅ 𝐁 



















> ⋅ 𝐁 
The magnetic susceptibility is defined by 𝐌 = (
D


















We find entirely equivalent results when the magnetic susceptibility is derived using the 
free energy of the system or by evaluating the current density. 
4.4 Static Magneto-Electric Response 
We now consider the possibility of simultaneous electric and magnetic fields 𝐄 =
𝐸m𝐱Õ + 𝐸p𝐲Õ + 𝐸n𝐳Õ and 𝐁 = 𝐵m𝐱Õ + 𝐵p𝐲Õ + 𝐵n𝐳Õ. In the symmetric gauge, the potentials are 
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 𝐀 = −
1
2 𝐫 × 𝐁, 𝜑 = −𝐫 ⋅ 𝐄. (4-24) 





𝐋s ∙ 𝐁 + 𝑒𝐫 ⋅ 𝐄, ℋ* =
𝑒*
8𝑚O
(𝑟*𝐵* − |𝐫 ⋅ 𝐁|*). (4-25) 
which is simply the sum of the electrostatic and magnetostatic perturbations. The free 
energy follows from (4-7) and (4-8), 
𝑊((𝐄, 𝐁) =𝑊((𝐄) +𝑊((𝐁)	











The first-order energy is simply the sum of the electrostatic and magnetostatic terms, but 
the second-order energy has a new contribution in which the electric and magnetic fields 
are coupled. The corresponding electric polarization and magnetization are thus 
 






















where 𝐏(𝐄) and 𝐌(𝐁) are the electrostatic and magnetostatic terms found in the two 
previous sections without mixed fields. We see that in the presence of mixed fields, we 
now require bi-anisotropic constitutive relations 
𝐃 = 𝛆Õ ⋅ 𝐄 +
1
𝑐 𝛏
wO ∙ 𝐇, 𝐁 = ?́? ⋅ 𝐇 +
1
𝑐 𝛏
w7 ∙ 𝐄 
where the magneto-electric coupling has been expressed by the two magneto-electric 
tensors 𝛏wO and 𝛏w7. The polarization and magnetization now become 
55 
 𝐏 − 𝐏W = 𝜀W𝛘ÕO ⋅ 𝐄 +
1
𝑐 𝛏
wO ⋅ 𝐇, 𝐌 −𝐌W = 𝛘Õ7 ⋅ 𝐇 +
1
𝜇W𝑐
𝛏w7 ⋅ 𝐄 (4-27) 
where the susceptibilities 𝛘ÕO and 𝛘Õ7 as given in (4-18) and (4-22) are unchanged, and the 
cross-coupling tensors follow from (4-26) together with (4-27), 




Reâa𝑠å𝐋s å𝑛b ⊗ ⟨𝑛|𝐫|𝑠⟩ä
𝜔aÃÃdaa
 
Note that the static magneto-electric coupling tensors 𝛏wO and 𝛏w7 are identical. 
4.5 Gauge Invariance in Static Perturbation Theory 
The Hamiltonian in (3-16) and the perturbation terms in (4-2) and (4-3) depend 
directly on the vector and scalar potentials without any specification of the gauge. In 
Sections 4.2–4.4, we fixed the gauge to a suitable choice for each field configuration 
before calculating the polarization, magnetization, and susceptibilities. Generally 
speaking, this gauge-fixing procedure is justified by the principle of gauge invariance; 
true physical observables are independent of the gauge chosen, and thus we are free to 
choose any gauge for mathematical convenience. Indeed, in Section 3.7 we showed that 
we can move from one gauge to another by using a unitary transformation in 
Schrödinger’s equation. Thus, when the exact analytical solution is known, all gauges 
give the same expectation values of any operator corresponding to a physical observable. 
By contrast, perturbation theory relies on successive approximations, and gauge 
invariance may be lost since the perturbative scheme introduces error that may not 
transform in the same way as the exact solution. Consequently, naïve application of 
perturbation theory is not guaranteed to be gauge invariant, and special care is needed to 
ensure gauge invariance when applying perturbative methods.  
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The importance of verifying gauge invariance is underlined by the famous 
example of Lamb’s calculations of the Hydrogen atom [72] in which he paradoxically 
obtained different results in the velocity and length gauges. It was later observed that this 
ostensible paradox was a consequence of applying perturbation theory in a way that does 
not preserve gauge invariance. Bandrauk et al. [73] provides a review of the many 
attempts to clarify this issue, including “proofs” of the gauge-invariance of time-
independent perturbation theory [74], [76]. However, these prior proofs seem to only 
prove the existence of a gauge-invariant perturbation solution; rather, we want to prove 
that the standard perturbation methodology actually generates a gauge-invariant solution. 
Thus, it is our interpretation that this problem is still open and to the best of our 
knowledge, no one has demonstrated generalized gauge invariance of the electromagnetic 
response tensors as presented in this chapter. 
Given the significance and historical prominence of this issue, we now explicitly 
verify that the perturbation-based methodology used in this chapter maintains gauge 
invariance. We allow for gauge freedom directly in our calculations by replacing the 
vector potential in the Pauli Hamiltonian given by (3-16) with 𝐀 → 𝐀 + 𝛁Λ, finding 
 
ℋ, @ =





𝒔Õ ∙ 𝐇 + 𝑈(𝐫). (4-28) 
where ℋ, @ indicates that the Hamiltonian belongs to the transformed gauge. Noting that 
(𝐩 + 𝑒𝐀)e
:O^
ℏ 𝛹 = e
:O^












ℏ ?́? + 𝑒(𝐀 + 𝛁Λ)Ψ 
we can readily verify the identity 
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𝐩 + 𝑒(𝐀 + 𝛁Λ)* = e
':O^
ℏ (?́? + 𝑒𝐀)*e
:O^
ℏ  
and thus we can write 




ℏ  (4-29) 
where ℋ,  is the gauge-fixed Hamiltonian in (3-16) [i.e. (4-28) with Λ = 0]. Now using 
the general Hadamard relation 










we can write the right hand side of (4-29) as the sum of nested commutators with the 
gauge function, 
 


















To expand ℋ, @ by order of field strength 𝜆, recall from (4-1)–(4-3) that ℋ,  contains terms 
proportional to	𝜆 and 𝜆*. Also note that since 𝐁 = 𝛁 × (𝐀 + 𝛁Λ), terms containing Λ 












,W + 𝜆ℋ,( + 𝜆*ℋ,*­

Ò






























We first evaluate the higher order terms 𝒪(𝜆?). Note that the gauge function Λ is a scalar 
function and commutes with any scalar or vector-valued terms. Thus, because the second 
order perturbation ℋ,* = 𝑒*𝐴* 2𝑚O⁄  is also a scalar function, we have âΛ,ℋ,*ä = 0. In 
order to evaluate the next 𝜆? commutator WΛ, âΛ,ℋ,(äZ, we need the relation 
 [Λ, ?́?]𝜓 = Λ𝐩𝜓 − 𝐩Λ𝜓 = 𝑖ℏ(𝛁Λ)𝜓. (4-31) 




𝐀 ∙ âΛ, [Λ, ?́?]ä −
𝑖𝑒ℏ
𝑚O




𝐀 ∙ [Λ, 𝛁Λ] = 0 
where we used [Λ, 𝛁 ⋅ 𝐀] = 0 and [Λ, 𝜑(𝐫)] since they are scalars. The only remaining 𝜆? 
term is the nested commutator ¬Λ, WΛ, âΛ,ℋ,WäZ­. First we look at 
[Λ, ?́?*]𝜓 = 𝐩[Λ, 𝐩]𝜓 + [Λ, 𝐩]𝐩𝜓	
= 𝑖ℏ?́?(𝛁Λ)𝜓 + 𝑖ℏ(𝛁Λ)𝐩𝜓	
= 2𝑖ℏ𝛁Λ ⋅ 𝐩𝜓 + ℏ𝟐(∇*Λ)𝜓 
Again we use (4-31) to see that the nested commutator with 𝐩* vanishes, 
WΛ, âΛ, [Λ, 𝐩*]äZ = 2𝑖ℏ𝛁Λ ⋅ âΛ, [Λ, ?́?]ä + ℏ𝟐âΛ, [Λ, ∇*Λ]ä = −2ℏ𝟐𝛁Λ ⋅ [Λ, 𝛁Λ] = 0 
where [Λ, ∇*Λ] = 0 since both terms are scalars. Now since [Λ,𝑈(𝐫)] = 0, we also have 
¬Λ, WΛ, âΛ,ℋ,WäZ­ =
1
2𝑚O
WΛ, âΛ, [Λ, ?́?*]äZ + WΛ, âΛ, [Λ,𝑈(𝐫)]äZ = 0, 
and we find that all 𝜆? terms vanish. It follows that all higher order nested terms must 
also vanish, and only terms up to 𝜆* survive. Therefore, (4-30) simplifies to the exact 
relation, 
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ℋ, @ = ℋ,W + 𝜆 ¾ℋ,( −
𝑖𝑒
ℏ âΛ,ℋ








which we now write in the form 
ℋ, @ = ℋ,W@ + 𝜆ℋ,(@ + 𝜆*ℋ,*@ 
The gauge-transformed perturbation terms are thus related to the gauge-fixed terms by  
 
ℋ,W@ = ℋ,W	














where the gauge-fixed perturbation terms ℋ,( and ℋ,* are given in (4-2) and (4-3). Using 
(4-5) with (4-32b), we immediately find that the first order energy corrections in the two 




@(() = a𝑠åℋ,(@å𝑠b = 𝜖a
(() − 𝑠 W𝑖𝑒Λℏ ,ℋ
,WZ 𝑠 = 𝜖a
(() 
The second order corrections are 
𝜖a





























































,ℋ,WZ 𝑛, this becomes 
𝜖a
@(*) = 𝜖a
































Next, we note that 
1
2 WΛ, âΛ,ℋ



















And finally, since a𝑠åâΛ*,ℋ,Wäå𝑠b = Á𝜖a
(W) − 𝜖a





Thus, both the first and second order energies are completely equivalent regardless of the 
gauge used to calculate the energy corrections. Therefore, it follows that the static 
polarization, magnetization, and susceptibilities are also gauge invariant since they follow 
directly from the first and second-order energy calculations (see Section 4.1). 
4.6 Gauge Ambiguity in the Magnetic Susceptibilities 
Although the previous section verifies that the total magnetic susceptibility is 
gauge-invariant, different gauge choices can still lead to different definitions of the 
diamagnetic and paramagnetic susceptibilities. To see why this is the case, consider the 
result (4-14). In practice, it is common to separate the susceptibility into the single and 






























As shown in Section 4.3, applying these expressions in the symmetric gauge leads to the 
traditional Langevin and Van Vleck results [108] 
 𝛘Õ7,( = 𝛘Õ7,t, 𝛘Õ7,* = 𝛘Õ7,{{ (symmetric gauge) 
where 𝛘Õ7,t and 𝛘Õ7,{{ were defined in (4-23). Had a different gauge been used, ℋ,( and 
ℋ,* would take on different forms, and thus the definitions given in (4-33a) are gauge-
dependent. Instead of defining 𝛘Õ7,t and 𝛘Õ7,{{ by (4-23), some authors [79], [80] 
implicitly define the diamagnetic term by 𝛘Õ7,( and the Van Vleck contribution by 𝛘Õ7,*, 
resulting in a gauge-dependent ambiguity in the definition of these terms. To illustrate 
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this point, consider what happens if we choose an alternative gauge connected to the 
symmetric gauge by the transformation function Λ so that 𝐀@ = 𝐀 + 𝛁Λ. The 
Hamiltonians in the two gauges are then related by (4-32), and the single summation 



























(:,Ñ) + Δ𝜒7,((Λ) 





















































(:,Ñ) + Δ𝜒7,*(Λ) 
























Using a𝑛åâΛ, 𝐻,Wäå𝑠b = Á𝜖a
(W) − 𝜖Ã
(W)Å⟨𝑛|Λ|𝑠⟩ and ∑ |𝑛⟩⟨𝑛|Ã = 𝐈s, the first double sum of 









































Now from the Hermitian property of Λ and ℋ,W, we have a𝑠åâΛ,ℋ,WäΛå𝑠b =































Comparing (4-34) with (4-35), we see that 
Δ𝜒7,*(Λ) = −Δ𝜒7,((Λ) 
Thus, the gauge dependence is exactly the same for both terms but with opposite signs, 
and the two Δ𝜒7 terms cancel: 
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 𝛘Õ7,(@ = 𝛘Õ7,t − Δ𝛘Õ7(Λ), 𝛘Õ7,*@ = 𝛘Õ7,{{ + Δ𝛘Õ7(Λ) (4-36) 


































where we have omitted the vanishing commutators of scalar or vector quantities. We can 
now evaluate the remaining commutators using the results from the last section. We 
already found [Λ, ?́?] = 𝑖ℏ𝛁 and [Λ, 𝐩*] = 2𝑖ℏ𝛁Λ ⋅ ?́? + ℏ𝟐∇𝟐Λ, so we also have 
WΛ, [Λ, ?́?𝟐]Z = 2𝑖ℏ𝛁Λ ⋅ [Λ, ?́?] = −2ℏ𝟐𝛁Λ ⋅ 𝛁Λ 












The results (4-36) and (4-38) show that the individual contributions 𝛘Õ7,( and 𝛘Õ7,* 
depend on the choice of gauge. Gauge invariance is preserved in the physical quantity 𝛘Õ7 
since the decrease in one term is accompanied by a lift in the other such that the sum 
𝛘Õ7 = 𝛘Õ7,( + 𝛘Õ7,* is gauge-invariant. Thus, we can conclude that the two terms 𝛘Õ7,( and 
𝛘Õ7,* are intimately connected, and it is unphysical to consider only one term without the 
other. Nonetheless, (4-36) also shows that the results of any gauge can be transformed 
into the form 𝛘Õ7 = 𝛘Õ7,t + 𝛘Õ7,{{. For this reason, we prefer to speak of the traditional 
Langevin and Van Vleck contributions as defined in (4-23) rather than the gauge-
dependent separation in (4-33). In fact, this intimate connection between 𝛘Õ7,t and 𝛘Õ7,{{ 
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is well-known [79], and it was originally noted by Van Vleck himself that the sum of the 
two contributions is invariant under a coordinate translation [108], which is one particular 








RESPONSE OF NANOSTRUCTURES 
 
 
In the previous chapter, static fields were treated using time-independent 
perturbation theory, and quantum-mechanical polarizability tensors were derived from an 
energetics point of view. We now consider time-varying electric and magnetic fields, 
which require a different methodology. We employ time-dependent perturbation theory 
and derive the dynamic electromagnetic response tensors from expectation values with 
the dipole and magnetic moment operators. 
We begin with the fully time-dependent Pauli Hamiltonian for an electron given 
by (3-16) wherein the fields and potentials are now allowed to depend on time. As in the 
static case, we expand the Hamiltonian as a power series in the power of the fields 
ℋ, (𝑡) = ℋ,W + 𝜆ℋ,((𝑡) + 𝜆*ℋ,*(𝑡) 












The time-dependent perturbation theory follows as  
Ψ(𝐫, 𝑡) = Ψ(W) + 𝜆Ψ(() + 𝜆*Ψ(*) +⋯ 
The Pauli equation is then reduced to a system of equations for the perturbative terms 
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ℋ,WΨ(W)(𝐫, 𝑡) = 𝑖ℏ𝜕¼Ψ(W)(𝐫, 𝑡)	
ℋ,WΨ(()(𝐫, 𝑡) +ℋ,((𝑡)Ψ(W)(𝐫, 𝑡) = 𝑖ℏ𝜕¼Ψ(()(𝐫, 𝑡)	
ℋ,WΨ(I)(𝐫, 𝑡) +ℋ,((𝑡)Ψ(I'()(𝐫, 𝑡) +ℋ,*(𝑡)Ψ(I'*)(𝐫, 𝑡) = 𝑖ℏ𝜕¼Ψ(I)(𝐫, 𝑡), 𝑝 > 1 
We write the solution in terms of the unperturbed wave functions as 


















If the system is initially in the state Ψ(W) = |𝑠⟩e':»¼, we have 𝑐Ã
(W) = 𝛿Ãa, and we find for 















Thus the first order perturbation is Ψ(()(𝐫, 𝑡) = ∑ 𝑐Ã(𝑡)|𝑛⟩e':»¼Ã . The coefficients can 











where we have omitted a transient term arising from the lower limit of integration, and for 
convenience we have used the frequency representation ℋ,((𝜔) = ℱ ℋ,((𝑡)¡ where the 
frequency transformation is defined by  
 







The time representation can be recovered using the inverse transform 
 




We will also make use of the property 
 ℱ 𝑓̇(𝑡)¡ = −𝑖𝜔𝑓(𝜔) (5-6) 












Applying the forward transform to both sides recovers the property (5-6). 
5.1 Electric Polarization 
We can estimate the dipole moment using the electric dipole operator	𝐝 = −𝑒𝐫 
with our perturbed wavefunction Ψ = Ψ(W) +Ψ(() +⋯,  
𝐝a ≡ ⟨Ψ|𝐝|Ψ⟩ = 𝐝a
(W) + 𝐝a
(()(𝑡) +⋯ 
where the permanent dipole moment is 
𝐝a
(W) = aΨ(W)å𝐝åΨ(W)b = −𝑒⟨𝑠|𝐫|𝑠⟩ 
and the linear dipole response is 
𝐝a





































and since the Hamiltonian must be real-valued, we can apply the complex conjugate 
a𝑛åℋ,((−𝜔)å𝑠b
∗ = a𝑠åℋ,(∗(−𝜔)å𝑛b = a𝑠åℋ,((𝜔)å𝑛b 
Next we identify 𝐝a
(()(𝑡) = ∫ 𝐝a













The total polarization is obtained by summing over occupied states averaged by volume 
𝐏(ω) = ∑ 𝐝(ω) 𝑉⁄ , 
 











where 𝐏W = ∑ 𝐝
(W)
 𝑉⁄  is the polarization due to permanent dipole moments.  
5.2 Magnetization 
We can estimate the magnetic moment using the physical magnetic moment 







(𝐫 × (?́? + 𝑒𝐀) + 𝐬Õ) = (?́?− 𝜇M𝐬Õ) −
𝑒*
2𝑚O
𝐫 × 𝐀 
where we have used the symbol ?́? to distinguish from the canonical magnetic moment 
?́? = (−𝑒 2𝑚O⁄ )𝐋s . Note that the magnetic moment operator itself now has the term 𝐫 × 𝐀 
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which is proportional to the field strength, so if we expand the magnetic moment in 
orders of the field 
𝛍a ≡ ⟨Ψ|?́?|Ψ⟩ = 𝛍a
(W) + 𝛍a
(()(𝑡) +⋯ 
The zeroth-order term is the permanent magnetic dipole moment given by 
𝛍a
(W) = ⟨𝑠|?́?+ 𝜇c𝐬Õ|𝑠⟩ = ⟨𝑠|?́?|𝑠⟩− 𝜇M𝛔a 




⟨𝑠|𝐫 × 𝐀|𝑠⟩ −$𝑐Ã(𝑡)⟨𝑠|?́?|𝑛⟩e':»¼ + 𝑐Ã∗(𝑡)⟨𝑛|?́?|𝑠⟩e:»¼
Ãda
 
where the spin vanishes by orthogonality ⟨𝑛|𝐬Õ|𝑠⟩ = 𝛔a𝛿Ãa. Applying the same method 
employed for the electric dipole above, we insert the occupation coefficients and apply the 






















= 𝐌((𝜔) +𝐌*(𝜔) 
where 𝐌W = ∑ 𝛍
(W)
 𝑉⁄  is the magnetization due to permanent magnetic moments, and 





















5.3 Electromagnetic Radiation in the Poincaré Gauge 
The expressions for polarization and magnetization in (5-7) and (5-8) are quite 
general; they apply for any vector potential since they do not specify a particular gauge. 
Instead, they depend directly on the gauge-dependent Hamiltonian perturbation. To 
proceed further, we require an explicit form for the vector potential and ℋ,(. We begin by 
considering the Taylor expansion of an electromagnetic field around the origin 𝐫 = 0  












where it is understood that whenever the same subscript occurs twice, a sum is to be 
taken over that index. The Poincaré gauge allows expressing the Hamiltonian in 
multipole form that depends directly on the physical fields. Evaluating the Poincaré 
potentials with the Taylor expansion above, we find 
𝜑(𝐫, 𝑡) = −𝐫 ∙L 𝐄(𝑢𝐫, 𝑡) 𝑑𝑢
(
W




















where 𝜖:ÑÒ is the Levi-Civita symbol. We now apply these potentials to find the form of 
ℋ,( using (5-1). First, we find the divergence of the vector potential is non-zero 


















[𝛁 × 𝐁(𝐫, 𝑡)]𝐫ïW +⋯ 
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However, here we consider electromagnetic radiation in the absence of sources, in which 
case we have plane wave solutions as given in (2-11). Inserting 𝐁 = 𝐁We:(𝐤⋅𝒓'»¼), the 
divergence to first order in the wavevector 𝐤 is 
𝛁 ∙ 𝐀 =
1
3 𝐫 ∙
[𝛁 × 𝐁(𝐫, 𝑡)]𝐫ïW =
𝑖
3
(𝐫 × 𝐤) ⋅ 𝐁W. 
Thus, because we neglect retardation effects for the size range we are investigating (𝐿 <
20 nm), we can take |𝐫 × 𝐤| ≪ 1, and the Poincaré gauge approximately satisfies the 
Coulomb condition 𝛁 ∙ 𝐀 = 0. Next, we find the momentum term in the Hamiltonian 
𝐀 ∙ ?́? = −
1
2 𝐫 × 𝐁
(𝑡) ∙ ?́? =
1
2𝐋
s ∙ 𝐁(𝑡) 
where 𝐋s = 𝐫 × ?́? is the angular momentum operator and 𝐁(𝑡) ≡ 𝐁(0, 𝑡). Lastly, the 
scalar potential term is 












where we have defined the electric quadrupole operator 𝑄:Ñ = −𝑒𝑟:𝑟Ñ and again we use 
the convenience notation 𝐸:(𝑡) ≡ 𝐸:(0, 𝑡). Finally, we can now write the Hamiltonian up 









− (?́?: + 𝜇M?̂?:)𝐵:(𝑡) + 𝑈(𝐫) 
where again ?́?: = 𝑒𝐿w:/2𝑚O is the canonical magnetic dipole operator. Now, switching to 
the frequency representation, we can write the perturbation in the Poincaré gauge in the 
form 






























where we used the fact that ⟨𝑛|𝐬Õ|𝑠⟩ = 𝛔a𝛿Ãa. Interchanging the magnetic field by means 
of 𝐁 = 𝜇W𝐇, the polarization can now be written 



























































Ø ∙ 𝐄(𝜔)> 
(5-16b) 
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Thus we can write3 
 𝐌(𝜔) = 𝛘Õ7 ⋅ 𝐇(𝜔) +
1
𝜇W𝑐
𝛏w7 ∙ 𝐄(𝜔) (5-17) 































In analogy to the static case, we again split the magnetic susceptibility into the Langevin 




















in which case we have 𝐌((𝜔) = 𝛘Õ7,t ⋅ 𝐇(𝜔) and 𝐌*(𝜔) = 𝛘Õ7,{{(𝜔) ⋅ 𝐇(𝜔) when 
using the Poincaré gauge. The split in (5-8) recovers the same diamagnetic Langevin term 
found in the static case [see (4-23a)], but the Van Vleck term is now frequency-
dependent and can contribute resonance behavior for time-dependent fields. Once again, 
the terms in (5-20a) are expected to grow with system size, so the frequency-dependent 
resonances of (5-20a) provide an opportunity for enhancing the magnetic response of 
nanostructured materials. This frequency-dependence of the magnetic susceptibility is the 
topic of Chapter 9.  
 
3 See footnote 2. 
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5.4 Electromagnetic Radiation in the Standard Gauge 
We now consider the condition 𝛁 ⋅ 𝐀@ = 0 together with 𝜑@ = 0, sometimes 
referred to as the standard or radiation gauge. In this section, we use primed symbols to 
denote standard gauge quantities to distinguish from the Poincaré results of the previous 
section. The divergence-free standard gauge is frequently-used because it simplifies the 
form of the Hamiltonian. Using (2-6) with 𝜑 = 0 and property (5-6), we find the simple 
relation 𝐀@(𝐫, 𝜔) = (
:»




(𝜔) + 𝑟Ñâ∇Ñ𝐸:(𝐫, 𝜔)ä𝐫ïW +⋯ Å 










â∇Ñ𝐸:(𝐫, 𝜔)ä𝐫ïW𝑟Ñ?̂?: +⋯ 



















Ø â∇Ò𝐸Ñ(𝐫, 𝜔)äW> 
(5-21) 






















Comparing the forms presented in (5-21) and (5-22) with those in (5-13)–(5-19), it is not 
obvious that the results in the standard gauge correspond to the same physical properties 
found in the Poincaré gauge. In marked contrast to the results of the Poincaré gauge, the 
magnetic field does not appear in (5-21) and (5-22); instead these expressions depend 
only on the electric field and its spatial derivatives. Even more problematic is the 
emergence of a singularity at 𝜔 = 0, which prevents recovering the static results of 
Chapter 4 by using the substitution 𝜔 → 0. Despite these differences, the principle of 
gauge-invariance requires that the polarization and magnetization do not depend on the 
choice of gauge since they are observable macroscopic properties. Although not obvious, 
it is possible to show that the results from both gauges are in fact equivalent. We do so by 


















(𝐫, 𝜔) + ∇:𝐸Ñ(𝐫, 𝜔)äW𝑟Ñ +
1
2
[𝐫 × 𝐁(𝜔)]: +⋯ 




𝐄(𝜔) ∙ ?́? −
𝑖𝑒
2𝑚O𝜔
â∇Ñ𝐸:(𝐫, 𝑡)äW𝑟Ñ?̂?: + 𝑟:?̂?Ñ +
𝑒
2𝑚O
𝐫 × 𝐁(𝜔) ∙ ?́? 
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Noting that âℋ,W, 𝐝ä = 𝑖𝑒ℏ?́? 𝑚O⁄  and âℋ,W, 𝑄:Ñä = 𝑖ℏ
O
7§
𝑟:?̂?Ñ + 𝑟Ñ?̂?: − 𝑖ℏ𝛿:Ñ we can 
rewrite ℋ,(@(𝜔) in an alternative multipole form using commutators 
 ℋ,(@(𝜔) = −
1
ℏ𝜔𝐄





âℋ,W, 𝑄:Ñä − ?́? ∙ 𝐁(𝜔) (5-23) 
where in writing the above we used [𝛁 ⋅ 𝐄(𝐫, 𝑡)]W = 0 since the system is absent of any 
sources (𝜌 = 0), and we rearranged 𝐫 × 𝐁(𝜔) ∙ 𝐩 = 𝐫 × ?́? ⋅ 𝐁(𝜔). Now we can use (5-7) 

























where again we have omitted the electric quadrupole term. The first sum can be 






















































Comparing with (5-13), we now find that 𝐏@(𝜔) = 𝐏(𝜔), verifying that the polarization is 
identical in both gauges. Repeating this procedure for the magnetization, the first term 
follows from (5-8a) and (5-21), 
𝐌(@ (𝜔) = −
𝑒*
2𝑚O𝑉



















Comparing with (5-16a), we see that this term is related to the Poincaré result by  
 





× 𝐄(𝜔) (5-25) 











































So the second contribution to the magnetization becomes 





⋅ 𝐄(𝜔) (5-26) 
where we performed the sum over 𝑛 using the closure relation as before. Next we recognize 
that 
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Im[⟨𝑠|𝐝⊗𝐦|𝑠⟩] = ⟨𝑠|𝐝⊗𝐦|𝑠⟩ − ⟨𝑠|𝐝⊗𝐦|𝑠⟩∗	



























So finally we have the relation 
 





× 𝐄(𝜔) (5-27) 
Now from (5-25) and (5-27) we see that the individual contributions 𝐌(@ (𝜔) and 𝐌*@ (𝜔) 
differ from the Poincaré gauge, but the total magnetization 𝐌(@ (𝜔) +𝐌*@ (𝜔) = 𝐌((𝜔) +
𝐌*(𝜔) is gauge-invariant. This ambiguous separation of the magnetization into a 
diamagnetic and paramagnetic contribution was discussed for the static case in Section 
4.6, and the discussion will be extended to the time-dependent case in the next section. 
Now having shown the equivalence of the magnetization and polarization, we can 
conclude that the susceptibilities must also be equivalent in both gauges. It is interesting 
that at first glance, the standard gauge choice of  ∇ ⋅ 𝐀 = 0 and 𝜑 = 0 appears 
advantageous because of its simplification of the Hamiltonian term ℋ,( in (5-1). 
However, the intermediate results are cumbersome and require significant manipulation 
to remove singularities at 𝜔 = 0 and transform them into the Poincaré format. 
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5.5 Gauge Invariance in Time-Dependent Perturbation Theory 
In the previous section, we saw that the polarization and magnetization initially 
found in the radiation gauge were markedly different than the Poincaré gauge. Because 
these quantities and the related response tensors are physical observables, they must not 
depend on the choice of gauge. Indeed, through several manipulations, it was possible to 
transform the intermediate expressions to the same form as the Poincaré results. In this 
section, we will show that this transformation is possible between any two gauges.4 
We proceed in a similar manner to the static treatment in Section 4.5, but we now 
allow all quantities to be time-dependent including the gauge transformation function 
Λ(𝐫, 𝑡). In this case, the Pauli Hamiltonian for an electron in an arbitrary gauge is 
 
ℋ, @ =
𝐩 + 𝑒(𝐀 + 𝛁Λ)*
2𝑚O





𝐬Õ ∙ 𝐇 + 𝑈(𝐫). (5-28) 
Primed quantities now represent any arbitrary gauge related to the gauge-fixed quantities 
through the transformation function Λ. We see that the time-dependent Hamiltonian in 
(5-28) is nearly identical to the static one in (4-28) except for the additional 𝜕Λ 𝜕𝑡⁄  term. 
Therefore, by the same reasoning given in Section 4.5, the relation between the 
Hamiltonians in the two gauges can be expressed compactly with a slight modification of 
(4-29): 








As before, this relation is expanded using the Hadamard lemma so that we can write 
ℋ, @(𝑡) = ℋ,W + 𝜆ℋ,(@(𝑡) + 𝜆*ℋ,*@(𝑡) where 
 
4 See Section 4.5 for background on the significance of gauge invariance in the 
context of perturbation theory. 
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We now work in the frequency representation described at the beginning of this chapter 
and defined by (5-4) and (5-5). Using property (5-6), we can write 













Time dependent perturbation theory is applied in the power of the fields, closely 
following Section 5.3 but with additional terms containing Λ. The zeroth order 
coefficients are just 𝑐Ã
@(W) = 𝑐Ã
(W) = 𝛿Ãa, so we have 𝐝a
@(W)(𝑡) = 𝐝a
(W)(𝑡) = −𝑒⟨𝜓|𝐫|𝜓⟩. The 
polarization follows from (5-7) if we replace ℋ,( with ℋ,(@, 























where 𝐏(𝜔) is the polarization in the fixed gauge with Λ = 0. Finally, because Λ is a 
scalar quantity, we have [Λ(𝜔), 𝐝] = 0 and thus 𝐏@(𝜔) = 𝐏(𝜔). Repeating this 
procedure for the magnetization, the first contribution follows from (5-8a) 
















$⟨𝑠|𝐫 × 𝛁Λ(𝐫, 𝜔)|𝑠⟩
a
 
and the second contribution from (5-8b) 











Substituting ℋ,(@(𝜔) from (5-30a) and making use of 
𝑛á−𝑖𝑒 ×1ℏ âΛ(𝜔),ℋ
,Wä + 𝜔Λ(𝜔)Ø á𝑠 = 𝑖𝑒⟨𝑛|Λ(𝜔Ãa − 𝜔)|𝑠⟩ 
we arrive at 






Evaluating the commutator, we find 
[Λ(𝐫, 𝜔), ?́?] = −
𝑒
2𝑚O
Λ(𝐫, 𝜔)(𝐫 × ?́?) − (𝐫 × 𝐩)Λ(𝐫, 𝜔) =
𝑒
2𝑚O
𝐫 × 𝛁Λ(𝐫, 𝜔) 
So the second term is 
𝐌*@ (𝜔) = 𝐌*(𝜔) +
𝑒*
2𝑚O𝑉
$⟨𝑠|𝐫 × 𝛁Λ(𝐫, 𝜔)|𝑠⟩
a
 





$⟨𝑠|𝐫 × 𝛁Λ(𝐫, 𝜔)|𝑠⟩
a
 (5-31) 
then we can write 
𝐌(@ (𝜔) = 𝐌((𝜔) − Δ𝐌(Λ) 
𝐌*@ (𝜔) = 𝐌*(𝜔) + Δ𝐌(Λ) 
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Each contribution to the magnetization corresponds to a susceptibility contribution, so we 
also have 𝛘7@ (𝜔) = 𝛘7,(@ (𝜔) + 𝛘7,*@ (𝜔) where 
 𝝌7,(@ (𝜔) = 𝝌7,((𝜔) − Δ𝝌7Λ(𝜔) 
𝝌7,*@ (𝜔) = 𝝌7,*(𝜔) + Δ𝝌7Λ(𝜔) 
(5-32a) 
(5-32b) 
















Just like the static case, the gauge dependence of each term is equal and opposite 
so that the total magnetic susceptibility is gauge invariant, i.e. 𝛘7@ = 𝛘7. The artificial 
separation of magnetization into a “diamagnetic” and “paramagnetic” term according to 
(5-8) leads to a gauge-dependent definition of the individual components. In the specific 
case of the Poincaré gauge, the two contributions reduce to 𝛘7,( = 𝛘7,t and 𝛘7,* =
𝛘7,{{. However, the susceptibility found in any gauge can always be transformed back 
into 𝛘7 = 𝛘7,t + 𝛘7,{{.  
5.6 Example Gauge Transformation 
Sections 5.3 and 5.4 showed that working in different gauges can lead to different 
expressions for the polarization and magnetization, and their equivalence may not always 
be obvious. On the other hand, Section 5.5 shows in a theoretical manner that any two 
gauges are guaranteed to give equivalent results, but the presentation of the theory is 
rather general and somewhat abstract. As an illustrative example, this section applies the 
theory of Section 5.5 to the gauges used in Sections 5.3 and 5.4. 
84 
First, we find the gauge transformation such that 𝐀@ = 𝐀 + 𝛁Λ and 𝜑@ = 𝜑 − V^
V¼
 
where we take 𝐀 and 𝜑 to belong to the Poincaré gauge and 𝐀@ and 𝜑@ to belong to the 
standard gauge. Because 𝜑@ = 0, we have 𝜑 = − V^
V¼
, and thus Λ(𝐫, 𝜔) = 𝑖𝜑(𝐫, 𝜔) 𝜔⁄ . 




𝜔 𝐫 ∙ 𝐄

























Thus we can write in the standard gauge, 












and we have recovered (5-25) and (5-27) in fewer steps, once again demonstrating that 
𝐌(@ (𝜔) +𝐌*@ (𝜔) = 𝐌((𝜔) +𝐌*(𝜔), and thus the total magnetization is gauge 
invariant. 
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5.7 Finite Temperatures and Dissipation Effects 
The response functions in (5-14), (5-15), (5-18), and (5-19) were derived using 
perturbation theory strictly at 𝑇 = 0. When temperature effects are expected, finite 
temperatures can be included by introducing the single-electron occupation probabilities 











































where 𝑓a and 𝑓Ã denote the temperature-dependent occupation probabilities of the states 
|𝑠⟩ and |𝑛⟩.	 
As an additional refinement to the polarizability expressions in (5-35)–(5-38), we 
also consider the possible absorption of radiation by the electrons, an effect that was 
disregarded up to this point. In the form given by (5-34), the resonance function 𝐙Ãa goes 
to infinity at resonance where 𝜔 → 𝜔Ãa. This unphysical result is a consequence of 
treating the electron transitions between states as instantaneous. In realistic materials, 
these transitions have a finite lifetime due to impurities and other scattering processes. To 
account for these dissipative effects, we introduce a complex frequency 𝜔 → 𝜔 + 𝑖𝛾Ãa 2⁄  
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which incorporates the damping factor 𝛾Ãa, related to the transition frequency between 
the states |𝑛⟩ and |𝑠⟩. With this modification, the response tensors as written in (5-35)–




𝜔Ãa − 𝜔 − 𝑖𝛾Ãa 2⁄
+
a𝑠å𝛀,(å𝑛b ⊗ a𝑛å𝛀,*å𝑠b
𝜔Ãa + 𝜔 + 𝑖𝛾Ãa 2⁄
Ø 
In reality, 𝛾Ãa represents the natural decay rate of the transitions, but no direct 
measurement has been made of this quantity. From here onward we follow the common 
practice of relating it to the conductivity relaxation rate for all transitions [42], [56], 
[109]. Assuming that the transition frequency 𝛾Ãa is very small and close to the bulk 
material constant 𝛾, we can now write 𝐙Ãa in Lorentz oscillator form, 
𝐙Ãa𝛀,(,𝛀,* =
2𝜔Ãa Reâa𝑛å𝛀,(å𝑠b ⊗ a𝑠å𝛀,*å𝑛bä + 2𝑖𝜔 Imâa𝑛å𝛀,(å𝑠b ⊗ a𝑠å𝛀,*å𝑛bä
𝜔Ãa* − 𝜔* − 𝑖𝜔𝛾
 (5-39) 
With the introduction of 𝛾, the response functions are now complex functions where the 
real part is associated with the dispersive qualities of the material, and the imaginary part 










Chapters 1 through 5 were dedicated to developing the background theory 
required to calculate the electromagnetic response of conducting nanostructures. We now 
apply this theory to permittivity calculations of three model systems: metal nanowires, 
nanocubes, and nanospheres. Part of the work completed for this chapter has contributed 
to a publication related to bounds on quantum confinement effects [110]. This chapter 
considers only the electric response because it is primarily responsible for the optical 
properties of metals. Thus, for now, we follow the classical Landau argument [64] that 
metals are non-magnetic and assume 𝜇 ≈ 1. We later treat the magnetic response in 
Chapters 8 and 9. 
We model the permittivity of metal nanostructures using the particle in a box 
theory outlined in the previous chapters. We begin with (5-35) and write the permittivity 
as a sum of Lorentz oscillators using (5-39) with 𝐝 = −𝑒𝐫 and 𝛆(𝜔) = 1 + 𝛘O(𝜔), 
 𝜀(:,Ñ)(𝜔) = 1 + 𝜔I*$$
𝑆Ãa
(:,Ñ)𝑓a(1 − 𝑓Ã)
𝜔Ãa* − 𝜔* − 𝑖𝜔𝛾Ãa
 (6-1) 
where we have written (6-1) using the plasma frequency 𝜔I = «
Ã§Oè
7§¬
 and the reduced 
mass of the electron 𝑚O. Taking 𝑟: as the displacement in the direction of the unit vector 







As explained in Chapter 5, the factor 𝑓a(1 − 𝑓Ã) accounts for the temperature dependent 
occupation of the states which follow from Fermi-Dirac statistics [see (3-3)]. However, 
Wood and Ashcroft [40] demonstrated that high-symmetry systems have an effective 
energy gap that scales with the number of electrons according to Δ𝐸	 ∼ 𝜖{/𝑁( ?⁄ . 
According to the Wood and Ashcroft scaling, typical energy gaps in the size range we 
consider (𝑅	≤	10 nm) are Δ𝐸 > .09 eV. Thus, within this size range, temperature effects 
play a minimal role since thermal energy fluctuations at ambient temperatures are of the 
order of 𝑘M𝑇 ≈ 0.02 eV. We will revisit the temperature dependence of the permittivity 
in Section 6.5 below; for now, we take 𝑇 = 0 as a good approximation to the low 
temperature limit (Δ𝐸	 ≫ 𝑘M𝑇). The occupation numbers then become step functions 
𝑓a = Θ(𝜖{ − 𝐸a), 𝑓Ã = Θ(𝐸Ã − 𝜖{). 
and (6-1) becomes a sum over occupied and unoccupied states 
 𝜀
(:,Ñ)(𝜔) = 1 + 𝜔I* $ $
𝑆Ãa
(:,Ñ)





Note that using the sum rule in the bulk limit (𝜔Ãa → 0) recovers the homogeneous 
Drude permittivity [see (2-33)] 







𝜔(𝜔 + 𝑖𝛾) 
6.1 Permittivity of Metal Nanowires 
We model metal nanowires using the one-dimensional time-independent 







(𝑥)𝜓 = 𝐸𝜓 
with the potential of a one-dimensional infinite square well centered at the origin, 
𝑉(𝑥) = ¥ 0,
|𝑥| < 𝐿/2
∞, |𝑥| ≥ 𝐿/2 . 
Outside the well 𝜓(𝑥) = 0, and inside the well 𝜓(𝑥) has the infinite set of solutions 






2¿Ø , 𝑛 = 1, 2, 3,… 
(6-4) 
with the non-degenerate energy levels 




The transition energies are thus 𝜔ÃÃÄ = 𝐸W 𝑛@
* − 𝑛*	 ℏ⁄ . We define the value 𝑛{ as the 
value of 𝑛 corresponding to the Fermi energy so that 𝜖{ = 𝑛{*𝐸W. Accounting for spin-
















(𝑛@* − 𝑛*)? , 𝑛
@ − 𝑛		odd. (6-6) 
Using (6-3) and (6-6), the square well permittivity is 




















where we have defined 𝜔{ = 𝜖{ ℏ⁄ . Equation (6-7) completes the characterization of the 
permittivity, but it is convenient to recast the problem in terms of the transitions Δ𝑛 ≡
𝑛@ − 𝑛. In this notation, the oscillator strengths are 
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(Δ𝑛)?(2𝑛 + Δ𝑛)? , Δ𝑛	odd 
(6-8) 
 and the transition frequencies are 
𝜔(𝑛, Δ𝑛) = 𝜔(Δ𝑛(2𝑛 + Δ𝑛). 
where we have defined 𝜔( = 𝐸W ℏ⁄ . To obtain a closed-form expression, each transition 







= 𝜔(Δ𝑛(2𝑛{ + 1). 
The total oscillator strength for the group is found by summing (6-8) over occupied states 




























(𝜔®Ã 𝜔{⁄ )* − (𝜔 𝜔{⁄ )* − 𝑖(𝜔𝛾 𝜔{*⁄ )	
®Ã	Gww
 
which has the closed-form solution  




where 𝛿𝜔®Ã is the spacing between average frequencies given by 
𝛿𝜔®Ã ≡ 𝜔®ÃÖ* − 𝜔®Ã = 2𝜔((2𝑛{ + 1). 
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Figure 6-1(a) shows imaginary part of the summation in (6-7) alongside the 
approximate expression in (6-9). Resonances are visible in the permittivity, resulting 
from transitions between occupied and unoccupied states in the finite energy spectrum. 
The exact and approximate solutions coincide for the first resonance, but the closed form 
expression combines subsequent peaks into center-of-gravity peaks, losing the fine 
details for high frequencies. Figure 6-1(b) shows that larger values of 𝑛{, corresponding 
to larger system sizes, shift the resonance peaks to the red end of the spectrum. 
 
Figure 6-1: Imaginary part of the permittivity of the 1D quantum box model. (a) The 
summation in (6-7) compared with the closed-form expression (6-9), and (b) the 
summation for various system sizes. 
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6.2 Metal Nanocubes 
Metallic cuboids can be modeled using the rectangular box introduced in Section 
3.4. Here we modify the eigenstates slightly in order to ensure that the origin of the 
coordinate system coincides with the center of mass of the box, 





























+ 𝑛*Ø	 (6-11) 
where 𝑛, 𝑙, and 𝑚 are positive integers. In the simple case of the cubical box with equal 
length 𝐿, we have 𝜂m = 𝜂p = 1, and these become  


























(𝑙* + 𝑚* + 𝑛*).	 (6-13) 
These energy levels have degeneracies determined by the number of ways an integer can 









where the two Kronecker deltas 𝛿®Q,W and 𝛿®7,W which enforce the selection rules Δ𝑙 = 0 
and Δ𝑚 = 0. The susceptibility of the cubical box is found by summing over the sets of 
initial and final states where 𝑛* + 𝑙* + 𝑚* ≤ 𝑛{* and 𝑛@
* + 𝑙@* + 𝑚@* > 𝑛{* 
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𝑛@* − 𝑛** − 𝜔* 𝜔{*⁄ − 𝑖  𝜔𝛾 𝜔{*⁄QÄ,ÃÄ,7ÄQ,Ã,7
 
We have calculated the frequency dependence of the real part of the permittivity in 
Figure 6-2(a) and the imaginary part in Figure 6-2(b) for a cubical box with 𝑁 = 4096. 
Similar to the one-dimensional example, fine structure is visible in the permittivity, 
corresponding to quantum resonances resulting from transitions between quantum states. 
When compared to the bulk Drude function, these quantum resonances contribute a 
lifting of 𝜀@@ and insulator-like behavior at low frequencies (𝜀@(0) > 0). 
 
Figure 6-2: (a) Real and (b) imaginary part of the permittivity for a cubical quantum 
box with 𝑁 = 4096, 𝜔I = 9.14 eV, 𝛾 = 0.021 eV, and 𝜒LM = 0. 
6.3 Spherical Quantum Box 






















(𝑟)³𝜓 = 𝐸𝜓 
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and the infinite spherical well with the potential 
𝑉(𝑟) = ´ 0, 𝑟 < 𝑅∞, 𝑟 ≥ 𝑅 . 
The eigenstates are products of a spherical harmonic 𝑌Q7(𝜃,𝜙) and a radial state ℛÃQ(𝑟) 
 𝜓ÃQ7(𝑟,𝜃,𝜙) = ℛÃQ(𝑟)𝑌Q7(𝜃,𝜙). (6-14) 
The normalized radial eigenfunctions are 






where 𝑎ÃQ is the 𝑛th zero of the 𝑙th spherical Bessel function, 𝑗Q. These states have the 
energy levels 𝐸ÃQ = ℏ*𝑎ÃQ* /2𝑚O𝑅* with degeneracy 𝑔(𝐸ÃQ) = 2𝑙 + 1 and are presented 
in Figure 6-3. The electromagnetic response of the conduction electrons is again given 
by (6-3). Because all directions are equivalent for spherical particles, we can choose the 
𝑧-direction to coincide with the direction of polarization. The oscillator strengths (6-2) 
are then evaluated between the initial state |𝑠⟩ = |𝜓ÃQ7⟩ and final state |𝑠@⟩ = |𝜓ÃÄQÄ7Ä⟩. 
This leads to the selection rules Δ𝑚 = 𝑚@ − 𝑚 = 0 and Δ𝑙 = 𝑙@ − 𝑙 = ±1. Full 
evaluation of the matrix elements and oscillator strengths for these eigenstates is shown 
in Appendix A. The final result is 
 𝑆aaÄ





where 𝐶Q7 = (𝑙* − 𝑚*)/(4𝑙* − 1). Since the energy levels do not depend on the 
quantum number 𝑚, it essentially represents a degeneracy factor that can be incorporated 
into the strength factors. Thus it is convenient to define new oscillator strengths 
𝑆Ã,Q,ÃÄ,QÄ
nn = ∑ 𝑆aaÄ
nnQ
7ï'Q  that are independent of 𝑚. Evaluating the sum over 𝑚, we find 
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 𝑆Ã,Q,ÃÄ,QÄ
nn = 𝛿®Q,( + 𝛿®Q,'(
16(𝑎ÃQ𝑎ÃÄQÄ)*(𝑙 + 𝑙@ + 1)
3𝑁𝑎ÃÄQÄ
* − 𝑎ÃQ* 
?  (6-17) 
Equations (6-3) and (6-17) can then be used to write the permittivity as a sum over the 
quantum numbers 𝑛 and 𝑙: 





* − 𝑎ÃQ* 
?
𝛿®Q,( + 𝛿®Q,'((𝑙 + 𝑙@ + 1)
𝜔c*𝑎ÃÄQÄ
* − 𝑎ÃQ* 






where we have defined the size-dependent frequency 𝜔c = ℏ/2𝑚O𝑅*. In (6-18), we have 
suppressed the superscript 𝑧 since the direction is unimportant.  
 
Figure 6-3: Energy levels of an infinite spherical well with varying radius, 
representing silver nanospheres with a constant electron density 𝑛O = 5.86 ×
10*Qm'?. The occupancy of each energy level is filled according to its degeneracy 
factor 2(2𝑙 + 1). Dark (red) lines indicate occupied states at temperature 𝑇 = 0 K, and 
light (gray) lines are unoccupied. 
The sum in (6-18) is now evaluated numerically over all possible transitions from 
occupied states to unoccupied states until a reasonably high accuracy is achieved. To 
monitor convergence, we enforce the sum rule with a very small tolerance 1 − ∑𝑆aaÄ <
10', which is achieved by including as many as 1.65 million transitions for the largest 
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particle size considered in this study (𝑅	 = 	20	nm). Fewer transitions are required to 
achieve the same convergence for smaller particles. 
Figures Figure 6-4(a) and Figure 6-4(b) show the results for several sizes of 
silver nanoparticles. Both the real and imaginary parts approach bulk Drude behavior for 
large particles, but discrete resonances are prominent for smaller sizes. Quantum effects 
are easily seen in the infrared region of 𝜀@ where the QBM predicts that metal (silver) 
colloids/composites containing particles with radii less than 2 nm should have dielectric 
behavior (𝜀@ > 0) for electromagnetic radiation with wavelengths larger than 2 microns 
(0.6 eV). Size effects are also noticeable in the visible frequency range where a decrease 
in particle size leads to a rapid increase of ε@@ and the appearance of strong resonances. 
 
Figure 6-4: The (a) real part and (b) imaginary part of the permittivity of silver 
nanospheres calculated using the QBM. Convergence to the bulk Drude function can be 
seen as particle size increases. Values used for silver were 𝜔I = 9.1 eV, 𝛾W = 0.021 
eV, and 𝑛O = 5.86 × 10*Q	m'? (constants obtained from data in [99]). 
We now consider the relaxation phenomena as predicted by the QBM. Although 
(2-44) is sometimes studied only at the surface plasmon frequency, we consider the more 
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general case by defining 𝒜 to be the finite-size correction to the Drude permittivity at all 
frequencies. In the optical frequency range, we can assume 𝜔 ≫ 𝛾, in which case we can 
define an effective relaxation frequency in terms of the imaginary part of the permittivity 
𝛾(𝜔, 𝑅) = 𝜔?𝜀@@(𝜔, 𝑅)/𝜔I*. The effective size parameter then follows from (2-44) and is 
given by 
 𝒜(𝜔, 𝑅) =
𝛾(𝜔, 𝑅) − 𝛾W
𝑣{/𝑅
 (6-19) 
The frequency dependence of 𝒜(𝜔, 𝑅) for fixed particle sizes is presented in Figure 6-5, 
showing that the QBM predicts values for the size parameter that fluctuate above and 
below the smooth asymptotic result due to Barma and Subrahmanyam [37] (later 
improved by Yannouleas and Broglia [111]). The common practice of extending the 
Drude model to be size-dependent [i.e. ε¶(𝜔, 𝑅) found by combining (2-34) and (2-44)] 
is only reasonable for high frequencies and large particle sizes where these deviations 
subside or when significant inhomogeneous broadening effects are present. 
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Figure 6-5: The frequency dependence of 𝒜(𝜔, 𝑅) extracted from the QBM 
permittivity using (6-19). For comparison, the analytical result from [37] (BY) is also 
shown. Values used for silver were 𝜔I = 9.1 eV, 𝛾W = 0.021 eV, and 𝑛O =
5.86 × 10*Q	m'? (constants obtained from data in [99]). 
Considering that experimentally generated metal nanoparticle colloids and 
composite materials often consist of particles with sizes in the range of 1–10 nm, it is 
clear that quantum confinement effects are expected to play an important role for infrared 
and visible frequencies. In stark contrast to the semiclassical model, Figure 6-4 and 
Figure 6-5 demonstrate that a small change in particle size or frequency can drastically 
change the value of the optical functions and size parameter. This exemplifies the 
importance of gaining a better understanding of finite-size effects in nanoscopic systems. 
Accordingly, the following section is dedicated to deriving bounds on the fluctuations 
predicted by the QBM. 
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6.4 Analytical Bounds on the Permittivity and Relaxation Rate 
Previous authors have evaluated (6-18) or its equivalents by replacing 
summations with integrals, [24], [36], [111] which in effect smooths the resonances and 
averages the values of Figure 6-4 and Figure 6-5. These smoothing techniques 
approximate highly disperse experimental samples, but they conceal the full potential of 
what might be detected experimentally. Hence we take a different approach by seeking 
explicit bounds on the resonance behavior so that a range of expected values can be 
estimated when calculating optical properties. 
 We begin by obtaining broad bounds on the particle permittivity given by (3-14) 
by minimizing and maximizing the summand with respect to 𝜔aaÄ. The real part 𝜀@(𝜔) 
has a minimum at 𝜔aaÄ = Ú𝜔(𝜔 − 𝛾W) and maximum at 𝜔aaÄ = Ú𝜔(𝜔 + 𝛾W). The 
imaginary part 𝜀@@(𝜔) has a maximum at 𝜔aaÄ = 𝜔. Evaluating (3-14) under these 
conditions and applying the oscillator strength sum rule, we readily obtain the following 




≤ 𝜀@(𝜔) − 1 ≤ 	
𝜔I*
2𝜔𝛾W




Although these bounds hold for all frequencies and particle sizes, they are not tight for 
high frequencies since they scale as 1/𝜔, which does not match the behavior of the 
Drude model for large	𝜔 (𝜀¶@ ∼ 1/𝜔* and 𝜀¶@@ ∼ 1/𝜔?). Furthermore, it is of practical 
value to find size-dependent bounds that capture quantum size effects. In the remainder 
of this section we seek size-dependent bounds with Drude-like behavior so that we can 
better characterize the effects of quantum confinement. 
Following a procedure similar to Kraus and Schatz [42], we approximate the 
spherical Bessel zeros using 
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 𝑎ÃQ ≈ ¾𝑛 + 1 +
𝑙
2¿ 𝜋, 𝑎ÃQ ≫
|𝑙* + 𝑙|		 (6-21) 
which can be recognized as the leading term of McMahon's asymptotic formula [112] 
modified for spherical Bessel zeros with 𝑛 ≥ 0. This is the simplest method that, as 
shown below, allows for obtaining tighter analytical bounds. McMahon's formula is exact 
for 𝑙	 = 	0, so we define 𝑛{ as the value of the quantum number 𝑛 on the Fermi surface 
when 𝑙 = 0. With this definition, the Fermi energy is ϵ{ = ℏ𝜔c𝜋*(𝑛{ + 1)*, and the 
Fermi surface is defined by the line 𝑙 = 2(𝑛{ − 𝑛). Occupied states lie below this surface 
where 0 ≤ 𝑛 ≤ 𝑛{, 0 ≤ 𝑙 ≤ 2(𝑛{ − 𝑛), and −𝑙	 ≤ 𝑚	 ≤ 𝑙. Summing the occupied states 
and keeping only the leading term for large 𝑛{, we find the relation between 𝑛{ and the 
number of states, 𝑁a = (4/3)𝑛{?. Taking the states to be doubly occupied (𝑁a = 𝑁/2) 
and inserting the approximate 𝑎ÃQ, the oscillator strengths follow from (6-17): 
 
𝑆aaÄ = 𝑆Ã,Q,®Ã,®Q ≡ 𝛿®Q,( + 𝛿®Q,'(




(2𝑙 + Δ𝑙 + 1)(2𝑛 + Δ𝑛 + 𝑙 + Δ𝑙	 + 	2)*
(4𝑛 + 2Δ𝑛 + 2𝑙 + Δ𝑙 + 4)?  
(6-22) 





(2Δ𝑛 + Δ𝑙)(2Δ𝑛 + Δ𝑙 + 4 + 2𝑙 + 4𝑛) (6-23) 
Therefore, the permittivity under the McMahon approximation is 
 𝜀
(𝜔, 𝑅) = 1 + 𝜔I* $
𝑆Ã,Q,®Ã,®Q
𝜔Ã,Q,®Ã,®Q* − 𝜔* − 𝑖𝜔𝛾WÃ,Q
®Ã,®Q
 (6-24) 
In writing (6-22)–(6-24) we have used the transition notations Δ𝑙 = 𝑙@ − 𝑙 and Δ𝑛 = 𝑛@ −
𝑛. With this convention, the sum over states has become a sum over values of Δ𝑛 and 
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Δ𝑙	 = 	±1 for which the occupied states transition to an unoccupied state. This leads to 
the additional summation constraints 
 
Δ𝑛 ≥ 1 −
1 − Δ𝑙
2 	
0 ≤ 𝑛 ≤ 𝑛¸ −
1 − Δ𝑙
2 	
𝑙 ≥ max ¬0,2 ¾𝑛{ − 𝑛 − Δ𝑛 +
1 − Δ𝑙
2 ¿­	





At this point, the limits in (6-25a) can be used to evaluate (6-24) for finite systems. 
However, the McMahon approximation is only valid when 𝑛{ ≫ 1 (see Appendix B), so 
we only consider the limiting case of large 𝑛{, which is also satisfied by our restriction 
𝑅	 > 1 nm. When 𝑛{ is large, resonances with the same value of Δ𝑛 begin to cluster 
together. As 𝑛{ increases, these individual resonances merge into collective resonances 
located at each group's average frequency 𝜔®Ã found by summing over quantum numbers 






= 𝜔W(2Δ𝑛 + 1) (6-26) 
where 𝜔W = (𝜋/2)𝑣{/𝑅. The group strength is found in a similar manner 




𝜋*(2Δ𝑛 + 1)* (6-27) 
Note that the group oscillator strengths 𝑆®Ã satisfy the sum rule ∑ 𝑆®Ã®ÃïW = 1, as they 
must. The specific details on the derivation of the group frequencies (6-26) and group 
oscillator strengths (6-27) are shown in Appendix A. For 𝑛{ ≫ 1, the permittivity thus 
acquires the form of a single sum over Lorentzian resonances: 
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 𝜀(𝜔, 𝑅) = 1 + 𝜔I* $
𝑆®Ã




The permittivity given by (6-28) has a closed-form solution  
𝜀(𝜔, 𝑅) = 𝜀¶(𝜔) + 𝜀a(𝜔, 𝑅), 
where 𝜀¶ is the Drude permittivity from (2-34), and 𝜀a is the finite-size contribution, 






where 𝜔º ≡ Ú𝜔(𝜔 + 𝑖γW). This result contains a continuum of resonances that broaden 
the lineshape of the optical response in a complex way. This exemplifies how applying 
the free path correction (2-44) to the bulk Drude function does not capture all of the 
relevant physics for very small particles. For larger objects, the finite-size contribution to 
the permittivity diminishes as 𝜀a ∼ 1/𝑅, and the permittivity is dominated by Drude 
behavior. 
Although the result 𝜀(ω, 𝑅) is an approximate solution to (6-18) for large 
particles, it can serve as the basis for estimating bounds on the permittivity due to finite-
size effects since it was constructed by clustering each Δ𝑛 transition group into a single 
Lorentzian. Thus we assert that the minima and maxima of 𝜀(ω, 𝑅) serve as true bounds 
on the original, unclustered band profile. This can be easily checked by a parametric 
sweep. Bounds for the real part of the permittivity can be found by minimizing and 
maximizing the real part of (6-29). Written in terms of the Drude susceptibility 𝜒¶@ (ω) =
𝜀¶@ (ω) − 1, we find 
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¿¿ ≤ 𝜀@(𝜔, 𝑅) − 1








A lower bound for the imaginary part of the permittivity can be obtained by considering 
the Δ𝑛	 = 	0 term in (6-28), and the upper bound for the imaginary part is found by 
maximizing the imaginary part of (6-29),  
 
8𝜔𝛾W𝜔I*/𝜋*
(𝜔W* + 𝜔*)* + (𝜔𝛾W)*







The detailed derivation of the bounds in (6-30) and (6-31) is provided in Appendix B. 
Figure 6-6 shows that the numerical calculation of 𝜀(𝜔, 𝑅) contains resonances that 
fluctuate several orders of magnitude, but the resonances remain within the bounds given 
above. This has also been verified numerically with a complete parametric sweep from 0 
to 10 eV for 1	nm ≤ 𝑅 ≤ 20	nm. 
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Figure 6-6: Bounds on (a) the real part of the QBM permittivity, (b) the imaginary part 
of the QBM permittivity. The shaded regions in (a) represent the bounds given by 
(6-30), and the shaded regions in (b) represent the bounds in (6-31). The sizes indicate 
particle radius ranging from 𝑅 = 2 nm (lightest) to 𝑅 = 20 nm (darkest). All quantities 
were evaluated for silver particles. 
To better compare with free path effect calculations, we also consider bounding 
behavior for high frequencies (𝜔 ≫ γW). In this case, we can write both upper and lower 

















Because the imaginary part of the Drude permittivity can be written ε¶@@ ≈ 𝜔I*𝛾/𝜔? for 
𝜔 ≫ 𝛾W, we can write the high-frequency bounds as 𝜔I*?̅?t/𝜔? ≤ 𝜀@@(𝜔, 𝑅) ≤ 𝜔I*?̅?¾/𝜔? 
where we have introduced the upper and lower bounds of the effective 
relaxation frequency 






















These analytical bounds are compared with the exact QBM calculation in Figure 6-7 
where effective values of 𝒜 have been extracted from 𝜀@@(𝜔, 𝑅) using (6-19) at three 
different frequencies. The values fall within the shaded area, which represent the high-
frequency bounds given by (6-34). The tightest possible bounds for 𝒜(𝑅) are the 
minimum and maximum values of 𝒜(𝜔, 𝑅) for the frequency range [𝜔((𝑅), 𝜔*], where 
the lower limit 𝜔((𝑅) indicates the first transition frequency for a given particle radius, 
and the upper limit 𝜔* = 10 eV is chosen to be sufficiently large such that 𝜔* ≫ 𝜔((𝑅) 
for 𝑅	 > 	1 nm. Clearly, the true value of 𝒜 is frequency dependent and fluctuates 
between the minimum and maximum values indicated by the dotted lines in Figure 6-7. 
The range of values for 𝒜(𝑅) becomes significantly wide even for 𝑅 ≈ 5	nm and 
continues to widen for smaller particle sizes, demonstrating that the semiclassical model 
is highly inaccurate for metal nanoparticles with diameters less than 10 nm. For particles 
in this size range, a quantum-mechanical result like (6-18) is more appropriate. 
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Figure 6-7: Bounds on the size parameter extracted from the QBM permittivity using 
(6-19). The shaded region is given by (6-34). All quantities were evaluated for silver 
particles. 
The fluctuations visible in Figure 6-4, Figure 6-5, Figure 6-6, and Figure 6-7 
are similar to the oscillatory behavior reported by others [28], [30], [113]-[115]. In 
experiments with inhomogeneous broadening effects such as size dispersion or surface 
roughness, these fluctuations may be smoothed out sufficiently that it is suitable to use 
average values of the optical functions. For measurements performed on highly uniform 
particle samples or on individual nano-objects, this highly oscillatory behavior will 
remain. In these situations, bounds like the ones shown in Figure 6-6 and Figure 6-7 can 
be used to estimate a range of possible values. 
6.5 Temperature Effects in the Electric Permittivity 
As mentioned in the introductory remarks of this chapter, for temperature 
fluctuations to play a substantial role, the thermal fluctuations must be of the same order 
as the energy level spacing (𝑘M𝑇 ≈ 𝜔:Ñ). The level spacing for the particle sizes used in 
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this chapter are on the order of 0.1 eV or higher, which is sufficiently greater than the 
ambient thermal fluctuation 𝑘M𝑇 ≈ 0.02 eV at room temperature. As visual confirmation 
of this fact, Figure 6-8 below shows the oscillator strengths (𝑆:Ñ) at their corresponding 
transition frequencies (𝜔:Ñ) for three different particles sizes used in our study (the 𝑆:Ñ 
were binned for every 0.01	eV). Clearly we have 𝜔:Ñ ≫ 𝑘M𝑇 at 300 K.  
 
Figure 6-8: The total of the strength factors for all transitions in bins of width Δ𝜔 =
0.01 eV, calculated for particles with 𝑅 = 2	nm,  4	nm, and 10	nm. The gray shaded 
indicates the region of energy for which temperature fluctuations play a factor at 
300	K	(𝑘M𝑇 ≈ 0.02	eV). 
As further verification of the zero-temperature approximation, Figure 6-9 
presents an example finite-temperature calculation using Fermi statistics (i.e. direct 
evaluation of (6-1) subject to the constraint ∑ 𝑓a(𝜖a, 𝜇)a = 𝑁 with 𝑓a given by (3-3)). The 
example calculation below for a particle with radius 𝑅 = 4 nm and 𝑇 = 300 K reveals 
negligible differences to the 𝑇 = 0 calculations. The persistence of quantum resonances 
is easily visible at room temperature. 
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Figure 6-9: The real (left) and imaginary (right) parts of the permittivity of a silver 
spherical particle with 𝑅 = 4	nm, calculated at 𝑇 = 0 (solid) and 𝑇 = 300	K (dashed). 
6.6 Comparison of Cubical and Spherical Geometry 
Although small silver clusters are more accurately described by spherical 
geometry, the matrix elements of a rectangular box are easier to evaluate (see Section 
6.2). For this reason, cubical [39] or cuboid [40], [43], [116] boxes are often substituted 
for the spherical box under the assumption that the essential behavior is equivalent, 
differing at most by a geometrical constant. This is clearly the case for large particles 
since both geometries must converge to the same bulk behavior. However, finite-sized 
systems have distinct, geometry-dependent distributions of energy levels and 
degeneracies [35] that will be reflected by the dielectric functions of small particles. 
Figure 6-10 shows the permittivity of particles with cubical and spherical 
geometry. The sides of the cubical particles are chosen to match the volume of the 
equivalent sphere, i.e. 
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𝑅 ≈ 1.61	𝑅 (6-35) 
 The lineshape of the cubical particle’s response displays more structure than that of the 
spheres, a consequence of the highly degenerate energy levels in the cubical model. The 
large level spacings in the cubical box produce stronger oscillations and more ordered, 
step-like clustering when compared to the relatively smoother, but more sharply peaked 
permittivity of the sphere. These distinguishing features demonstrate that volumetric 
considerations alone do not determine the electric response of finite systems; geometrical 
effects are also relevant. 
 
Figure 6-10: (a,b) Real and (c,d) imaginary permittivity obtained via cubical (solid) 
and spherical (dashed) models for silver clusters. The cube side lengths are chosen 
using (6-35) so that they are volume-matched with the spherical models. 
In order to examine how the characteristic differences in the permittivity of the 
cube and sphere affect their absorption spectra, Maxwell-Garnett calculations of both 
cubical and spherical silver particles are shown in Figure 6-11. The more discrete 
resonances of the cubical box are again visible in the absorption spectra, regardless of the 
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embedding media. The position of the peak is not substantially affected by the geometry 
of the particle, but the high-degeneracy of the cubical box results in more visible 
fracturing of the plasmon peak. When examining the detailed spectra of isolated finite-
sized systems, cubical geometry combined with (6-35) does not accurately reproduce the 
lineshape for spherical particles. 
 
Figure 6-11: Maxwell Garnett absorption calculations (𝑓 = 0.01) of cubical and 
spherical silver particles embedded in vacuum (𝜀7 = 1.0) and glass (𝜀7 = 2.25). 
Cubical dimensions are 𝐿 = 8.05 nm, chosen to give equivalent volume to a sphere 






COMPARISONS WITH EXPERIMENT 
 
 
The previous chapter presented theoretical calculations of the permittivity of 
metal nanoparticles. These calculations showed that quantum confinement can lead to 
large fluctuations in the permittivity and relaxation rates of finite-sized particles. In this 
chapter, the physical validity of these calculations is assessed by comparing our 
theoretical calculations with available experimental data. We also study how a 
nonuniform size distribution of particles can suppress these fluctuations and how 
differences in sample dispersity may explain discrepancies between different 
experiments.  
7.1 Permittivity of Non-Uniform Samples 
In this section, we use published experimental data for silver nanoparticles 
embedded in glass [44], [51]. These experiments extract the effective permittivity of the 
particles from absorption spectra and analyze the broadening of the surface plasmon 
resonance peak. Because the experimental samples are not uniform in size, we must 
perform averaging over a proper size distribution function 𝑓(𝑅, 𝑅W,σ) with mean particle 
radius 𝑅W and standard deviation 𝜎. The effective particle permittivity 𝜀I̅(𝜔, 𝑅W, 𝜎) is 
then obtained through the averaged polarizability using Maxwell Garnett theory  
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𝜀I̅(𝜔, 𝑅W, 𝜎) − 𝜀7
𝜀I̅(𝜔, 𝑅W, 𝜎) + 2𝜀7
= L 𝑓(𝑅, 𝑅W, 𝜎)
𝜀I(𝜔, 𝑅) − 𝜀7





where 𝜀I(𝜔, 𝑅) is the permittivity of a particle with fixed radius 𝑅, and 𝜀7 is the 
permittivity of the embedding medium. Since experimental data provides the values of 
the bound electron contribution to the permittivity 𝜀À, we can use (7-1) to extract the 
effective conduction electron permittivity 𝜀¶(ω, 𝑅) = 𝜀I(𝜔, 𝑅) − 𝜀À and hence the 
relaxation rate and size parameter according to (6-19). The values of the bound electron 
permittivity according to each experiment are shown in Table 7-1. 
Ref. 𝜀À@  𝜀À@@ 
Johnson and Christy [99] 4.19 0.15 
Kreibig et al. [51] 4.38 0.24 
Hilger [44] 4.20 0.90 
 
 
The integral in (7-1) is discretized to ensure that 99.7% of the size distribution is 
covered by using a 6𝜎 range divided into 𝑁 divisions of length ∆𝑅 = 6𝜎 𝑁⁄ . The 
corresponding sequence of radii is thus 	
𝑅Ã = 𝑅W − 3𝜎 + 𝑛Δ𝑅, 𝑛 = 1,2,… , 𝑁s. 
Figure 7-1 shows a calculation of the permittivity of a normally distributed particle 
sample using (7-1) along with 
Table 7-1: Values used for interband corrections, taken from experimental 
measurements on bulk silver at the resonance frequency for silver in glass. 
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 𝑓(𝑅, 𝑅W, 𝜎) =
1
𝜎√2𝜋
𝑒'(c'c)è *Áè⁄   
for 𝑅W = 3 nm and 𝜎 = 0.75 nm. There is clearly a smearing effect, smoothing out many 
of the fine details present in a monodisperse sample. This smearing is further 
demonstrated in Figure 7-2, showing that the permittivity is increasingly smoothened for 
broader size distributions. The value 𝜎 = 0 conveys that only a single particle radius is 
included in the calculation. 
 
Figure 7-1: The permittivity of a normal distribution of particle sizes with mean radius 
𝑅W = 3 nm, standard deviation 𝜎 = 0.75 nm, and Δ𝑅 = 0.01 nm. The size-averaged 
function (dashed black line) is the weighted sum of the monodisperse functions (a few 




Figure 7-2: The imaginary part of the permittivity for normally distributed particle 
samples. The mean radius is fixed at 𝑅W = 3 nm, and the standard deviation is varied.  
We now compare with experimental permittivity data by looking at the size-
dependence of the Drude size parameter (𝒜). Figure 7-3 shows the experimental data 
compared with calculations of normally distributed particle samples. The values were 
calculated at the surface plasmon frequency of silver nanoparticles in glass in 
correspondence with the experimental conditions (𝜔aI = 3.12 eV). The calculations 
predict significant fluctuations in the size parameter for small particles (𝑅	 < 	5 nm), 
whereas the size parameter quickly collapses to a constant value for larger particle sizes. 
The large size limit of 𝒜 ≈ 0.7 corresponds closely with classical isotropic calculations. 
The size-dependent fluctuations disappear almost entirely even for a relatively narrow 
size distribution with 𝜎 = 	0.4 nm. The experimental values fall within the range of 
values predicted by the QBM. Varying the dispersity (𝜎) of the sample can also explain 
the variation in the data points. 
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Figure 7-3: The Drude size parameter for silver nanoparticles embedded in glass 
(𝜀7 = 2.3). Theoretical values (lines) were calculated using the QBM with effective 
medium theory [see (7-1)] and size-averaged with a normal distribution. Values 
obtained from experimental data are also shown from [51] (Expt. 1) and [44] (Expt. 2). 
All values were calculated at the resonance frequency of silver particles in glass (𝜔aI =
3.12 eV). 
The usage of the finite-size correction in (2-44) is widespread. Figure 7-3 
provides insight into its applicability for many realistic samples of metal particles since 
most current experimental techniques are limited to measurements on a sample with 
varying size, shape, and orientation. The necessity of quantum corrections to (2-44) 
depends strongly on both the average size and the dispersity of the sample. Because 
nonuniform particle samples suppress almost all quantum effects, extremely narrow size 
distributions are required to reliably test the predictions of the QBM. Furthermore, this 
may explain why quantum resonances frequently go undetected experimentally due to the 
presence of additional inhomogeneous broadening effects in existing experimental 
techniques. 
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7.2 Calculations of Absorption Spectra 
In the previous section, we directly compared values of the permittivity. In this 
section, we compare theoretical calculations of absorption spectra with experimental 
absorption data for silver nanoparticles in vacuum [52], on glass [45], [51], and in glass 
[39]. The absorption calculations are found using the theory in Section 2.1.8 and Maxwell 
Garnett theory (see Section 2.1.6) with the permittivity from the QBM. To better 
facilitate comparison with experiment, we now include frequency-dependent interband 
corrections so that the permittivity is a slight modification to (6-3) 
 𝜀
(:,Ñ)(𝜔) = 1 + 𝜒LM(𝜔) + 𝜔I* $ $
𝑆Ãa
(:,Ñ)





These interband corrections are incorporated from experimental data using the procedure 
described in Section 2.2.4. 
7.2.1 Challenges with Comparing Absorption Data 
Theoretical absorption calculations can be difficult to test experimentally for 
several reasons. First, it is often impractical to perform optical measurements on 
individual nanoparticles. For this reason, single particle behavior is usually inferred from 
experiments on large collections of particles. As discussed in the previous section, 
statistical uncertainty in the size and shape distributions can easily obscure spectral 
features predicted by quantum mechanical treatments. 
Another challenge arises from differences in experimental conditions. Different 
particle environments or particle preparation techniques can lead to quantitative variances 
in measured data. For instance, consider the absorption spectra presented in Figure 7-4. 
The absorption was calculated using permittivity data from several different experiments. 
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Not only do the results vary between different data sources, but the uncertainty alone in 
[99] can produce different absorption profiles.  
 
Figure 7-4: Absorption calculations using optical data from several different 
experimental measurements, demonstrating sensitivity to the input parameters. The 
black lines show data from Johnson and Christy [99], the green from Palik [101], and 
blue from Weber [100]. 
Finally, it is worth mentioning that different fitting procedures to the same dataset 
can also result in quantitative differences. When making quantitative comparisons 
between theoretical and experimental results, we fit absorption spectra using Lorentz 
functions of the form 
 𝐴(𝜔) =
𝐶𝜔Γ
(Ωc* − 𝜔*)* + 𝜔*Γ*
. (7-2) 
However, consider what happens when (7-2) is matched to different parts of the 
lineshape. In Figure 7-5, matching the left edge appears to give the best fit, but a non-
biased center fit gives a broader, blue-shifted peak. This effect becomes especially 
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problematic in the 𝑅 = 1 − 2 nm range where absorption resonances can fragment into 
distinct peaks as the discrete energy levels become increasingly separated. Clearly, the 
asymmetrical peaks of small silver particles adds ambiguity to Lorentz fit parameters. 
Comparisons between experiments should be made with caution when different fitting 
procedures are used. To maintain consistency in the following comparisons, we always 
apply a center fit using least squares regression. 
 
Figure 7-5: Different fitting procedures applied to the same experimental absorption 
data for silver particles with 𝑅W = 2 nm. The asymmetrical peak can be fit with 
different values of the parameters Ωc and Γ. Experimental data from Hilger et al. [52]. 
7.2.2 Silver Nanospheres in Air/Vacuum 
Free silver clusters are modeled using the arrangement in Figure 7-6 where 
Regions 1 and 3 represent air and Region 2 contains a dilute concentration of the metal 
particles. As explained in Appendix B, an advantage of this configuration is that the 
width of the absorption resonances (Γ) corresponds directly to the Drude damping 
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parameter 𝛾. The region containing metal spheres is modeled as an effective medium 
using (2-16) with low volume concentration (𝑓 < 0.01) and thickness equal to the 
average particle diameter 2𝑅. Absorption calculations are presented for various particle 
sizes in Figure 7-7(a). There is generally a blue-shift trend for decreasing particle radius, 
and discrete transitions are more visible for smaller sizes. The dashed lines in Figure 
7-7(a) show that these quantum resonances can be masked by a normal size distribution 
with standard deviation as small as 𝜎 𝑅⁄ = 0.05. 
 
Figure 7-6: Illustration of the boundaries used to calculate the optical spectra for free 
particles. Region 2 is treated using the Maxwell Garnett equation with 𝜀7 = 1.0. 
Figure 7-7(b) compares the predictions of the quantum and classical models with 
experimental absorption data from [52]. The quantum calculation is shifted slightly to the 
blue relative to the classical peak, but neither model correctly reproduces the observed 
peak position of 3.65 eV. This peak shift has been attributed to other effects such as size-
dependent interband effects or lattice contraction [51], [61]. 
120 
To better capture any discrete effects, calculations were repeated with a very 
narrow size distribution (𝜎 ≈ 0.15	Å). Then, rather than simply shifting the peaks to the 
right, a corrective constant was introduced to the real part of the dielectric function and 
adjusted so that the peak positions match: 
 𝜒IB∗ (𝜔) = 𝜒(offset + 𝜒IB(𝜔). (7-3) 
This indirectly corrects for size-dependent interband transitions. The corresponding 
corrections were found to be 𝜒(offset = −0.55 using data from Johnson and Christy [99] 
and 𝜒(offset = −1.55 using data from Quinten [102]. Figure 7-7(c) shows the results of 
this alternative procedure, which more reliably reproduces the asymmetry of the 
experimental peak. There are also noticeable features at 3.2 eV and 3.4 eV that were 
masked by the larger value of 𝜎 in Figure 7-7(b). 
121 
 
Figure 7-7: Maxwell-Garnett calculations for spheres in air. Absorption spectra are 
shown normalized to their maximum height. (a) Calculations for particles with radius 
ranging from 1 nm to 10 nm. Solid lines are single particle calculations (𝜎 = 0) and 
dashed lines use normal distributions (𝜎 = 0.05 𝑅W). (b) Absorption spectra for 𝑅W =
2 nm obtained from classical calculations (dotted), quantum calculations (red), and 
experiment [52] (black). (c) Absorption spectra obtained using 𝜒(offset as explained in 
the text with data from JC (dotted) and Quinten (red). The calculations use 𝑝normal with 
𝑅W = 1.99 nm and 𝜎 = 0.15	Å. 
In order to better quantify the effect of sample non-uniformity, the width and 
position of the absorption peaks for particles in vacuum were calculated using Lorentz fit 
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where Γ0 denotes the value obtained in the bulk limit (𝑅 → ∞). In this case for dilute 
spherical particles, we can set Γ0 = 𝛾0 [see Appendix D]. Note that the previous results 
for 𝒜 presented in Figure 6-5 were obtained by fitting Drude functions directly to the 
permittivity, whereas we now use (7-4) to extract values for 𝒜 from the absorption 
spectra, imitating commonplace experimental procedures. 
The results in Figure 7-8(a) show that the peak positions are erratic for narrow 
size distributions, including both red-shifts and blue-shifts. For instance, increasing 𝜎 
results in a blue-shift for both 𝑅 = 1 nm and 𝑅 = 1.25 nm, but a red-shift emerges for 
𝑅 = 1.5 nm. In contrast to the peak positions, Figure 7-8 (b) shows that the peak width 
consistently converges to classical predictions (𝒜 ≈ 0.7) around 𝜎 𝑅⁄ = 0.25. 
123 
 
Figure 7-8: The (a) plasmon resonance peak position and (b) effective Drude size 
parameter found using Maxwell-Garnett absorption calculations in air with the QBM 
permittivity of silver particles. Calculations are performed with normally distributed 
particle sizes with the indicated mean radius and standard deviation. For comparison, 
experimental values for bulk and silver nanospheres are taken from [52]. 
7.2.3 Silver Spheres on Glass 
In this section, we model experiments of silver nanospheres deposited on a glass 
substrate. Although optical experiments typically cannot be performed on single 
nanospheres, optical dipole properties of individual particles can be probed using EELS 
[117]. A schematic of the model arrangement is shown in Figure 7-9, which corresponds 
to Figure 2-2 with four regions. The air regions are assigned 𝜀 = 1.0, the glass region 
𝜀 = 2.25, and Region 2 containing the silver particles is assigned 𝜀JÂÂ calculated using 
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Maxwell Garnett theory with 𝜀7 = 1.0. This model of silver spheres deposited on glass is 
compared to an EELS experiment by Scholl et al. [45] which measured resonance peak 
positions of samples prepared with a similar configuration. 
 
Figure 7-9: Schematic of the boundaries used to model silver spheres deposited on 
glass. Region 2 is modeled using Maxwell Garnett theory with 𝜀7 = 1.0 and Region 3 
is assigned 𝜀 = 2.25. The width of Region 2 is set equal to the average particle 
diameter, and the glass thickness is set to be 8 nm. 
The calculations shown in Figure 7-10 reveal oscillatory behavior for small 
particles. Choosing 𝜀7 = 1.0 gives reasonable qualitative agreement with experiment, 
but the poor quantitative agreement is further evidence that substrate effects are important 
in small metal nanoparticles [49], [118]. Scholl et al. proposed averaging the properties of 
the host medium and substrate to correct for this effect. Choosing 𝜀7 = 1.69 does 
improve convergence in the large particle limit, but the correlation is not improved for 
smaller particles. Although there is an overall blue-shift trend for decreasing radius, both 
red-shifts and blue-shifts are visible, particularly for 𝜀7 = 1.69. This result contradicts 
previous claims that the QBM always predicts blue-shifts [62], [63]. 
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Figure 7-10: Peak positions of spheres on glass as given by Maxwell-Garnett 
calculations (lines), EELS data from Scholl et al. [45] (black circles), and optical data 
from Hövel et al. [51] (purple diamond). 
7.2.4 Silver Nanospheres Embedded in Glass 
Metallic nanospheres embedded in lossless glass (𝜀7 = 2.25) are modeled as 
shown in Figure 7-11. Parameters are chosen to closely match the photosensitive glass 
experiment by Genzel et al. [39]. Figure 7-12(a) shows the absorption spectra for three 
different particle sizes and Figure 7-12(b) shows the size dependence of the resonance 
peak position. Comparing Figure 7-12(a) with e.g. Figure 7-7, we see that the embedded 
spheres have red-shifted peaks when compared to those of free particles. This red-shift 
trend is consistent with experiment, but Figure 7-12(b) shows that the shift is 
underestimated by the QBM. The precise position of the resonance peak is particularly 
sensitive to additional effects like electron spill-out and interface effects, which are 
known to contribute a small additional red-shift.  
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Figure 7-11: Illustration of the boundaries used to calculate the optical properties of 
silver spheres embedded in glass. Region 2 is modeled using Maxwell Garnett theory 
with 𝜀7 = 2.25. 
 
Figure 7-12: Silver spheres embedded in glass. (a) Absorption spectra for three 
different radii. (b) Resonance positions calculated using the quantum model (purple 
diamonds) compared with experimental data (black circles) taken from [39]. 
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7.2.5 Filling Factor 
In order to avoid percolation effects and because the Maxwell Garnett equation is 
designed to be used for 𝑓 ≪ 1 (see discussion in Section 2.1.6), the calculations in this 
chapter have all assumed a small filling fraction of the metal nanoparticles. The 
experiments chosen for comparison were selected accordingly to ensure well-separated 
nanoparticles. However, experiments on non-coagulated silver particles stabilized in a 
gelatin-matrix [119] have shown that Maxwell Garnett theory makes surprisingly 
accurate predictions for values as high as 𝑓 = 0.4.  
For the sake of completeness, this section considers the effect of 𝑓 on the 
absorption spectra. Figure 7-13 shows that increasing the filling factor broadens the peak 
and shifts it to the red for silver particles both on glass and embedded in glass. This is 
qualitatively consistent with the experiment on gelatin-embedded particles, although it 
underestimates the broadening effect in Figure 7-13(d). 
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Figure 7-13: Absorption calculations using Maxwell Garnett theory with varying 
filling factors. (a) Calculated spectra of Ag spheres deposited on glass. (b) Calculated 
spectra of Ag spheres embedded in glass. Also shown are comparisons of (c) peak 
positions and (d) peak widths obtained from experiment and theoretical calculations. 
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In the presence of a magnetic field, the Lorentz force constrains electrons in a 
metal to move in cyclotron orbits. In bulk metals, this results in a small magnetic 
response known as Landau diamagnetism given by [80] 




at low temperatures. For finite size systems, the magnetic response is determined by the 
quantum-mechanical magnetostatic terms (4-23a) and (4-23a), both of which grow with 
system size and can be orders of magnitude larger than the bulk Landau value. This has 
led to speculation that quantum confined systems could generate giant diamagnetism or 
paramagnetism [80]. This chapter presents theoretical studies of the static magnetic 
properties of several nanosized systems in order to investigate the extent to which 
quantum confinement can enhance the magnetic response of small conducting structures. 
We begin with the analysis of quantum rings, which have large orbital magnetic 
effects due to their combination of a large radius with a small volume. By starting with 
this conceptually simple one-dimensional model, we lay the groundwork to transition to 
three-dimensional models that are treated at the end of this chapter and later the 
temperature-dependent models treated in Chapter 10. 
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8.1 Quantum Rings 
The electronic properties of low-dimensional structures with ring geometry have 
been a subject of great interest for many decades, starting with the early study of aromatic 
ring currents in benzene-like compounds [120], [121] and later with persistent currents in 
microscopic conducting rings [122], [123]. The use of quantum rings in real-world 
applications has also advanced quickly in relation to plasmonic devices and 
metamaterials [124]-[126], which take advantage of the enhanced magnetic properties of 
nanorings by arranging them in precisely-controlled patterns. Effective design of these 
materials relies on predicting the magnetic susceptibility of the nanoring according to 
their shape, size, material, and temperature. 
8.1.1 Analytical Approach to the Magnetization and Susceptibility 
We first consider a circular ring of radius 𝑅 in the absence of any fields. The ring 
is assumed to have infinitesimal thickness and height and taken to lie in the 𝑥-𝑦 plane. 
When expressed in cylindrical coordinates, the problem becomes one-dimensional, and 













which are also eigenstates of the angular momentum operator since 𝐿wn𝜓7 = ℏ𝑚𝜓7. 
With the exception of 𝑚 = 0, each energy level is degenerate for ±𝑚. At 𝑇 = 0, 
electrons fill the lowest energy level configuration of the ring and thus fill ±𝑚 states with 
equal probability. Each 𝑚 state is doubly occupied due to spin degeneracy, so if we 
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follow an electron filling procedure, the absolute value of the angular momentum of the 
𝑛th electron is |𝑚Ã| = Ä
ÃÖ(

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When we have 𝑁 = 2(2𝑗 + 1) for 𝑗 = 0,1,2…, all degenerate states at a given energy 
level are occupied, and thus these are called “closed shell” configurations. For closed 
shell configurations, the total energy simply becomes 𝑊(𝑁) = 𝑁𝜖((𝑁* − 4)/48.  
We now apply a magnetic flux Φ = 𝜋𝑅*𝐵 through the ring by considering a 
uniform magnetic field 𝐁 = 𝐵𝐳Õ. The Hamiltonian is again one-dimensional, 









= 𝜖((𝑚 + 𝜅)*  
where we have introduced the flux parameter 𝜅 = Φ/ΦW and the flux quantum ΦW =
2𝜋ℏ 𝑒⁄ . For now we ignore the effect of Zeeman splitting due to the spin, which we treat 
fully later in Chapter 10. If we introduce the dimensionless energy 𝜆 = 𝐸/𝜖(, we can 
write Schrödinger’s equation in the form 
 −𝜓@@(𝜙) − 2𝑖𝜅𝜓@(𝜙) + 𝜅*𝜓(𝜙) = 𝜆𝜓  
which has the general solution 
𝜓(𝜙) = e':ÉÃ Á𝑐(e:Ã√Ê + 𝑐*e':Ã√ÊÅ . 
Applying the periodic condition 𝜓(𝜙) = 𝜓(𝜙 + 2𝑛𝜋), we find the quantization 
condition 
−𝜅 ± √𝜆 = 𝑚, 𝑚 = 0,±1,±2,… 
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The wavefunctions are independent of the magnetic field, but the corresponding energy 




𝑒:7Ã , 𝐸7 = 𝜖((𝑚 + 𝜅)*. (8-4) 
If we find the kinetic angular momentum of each state using the gauge-invariant angular 
momentum operator 𝐊, = 𝐫 × (?́? + 𝑒𝐀),  
𝐊7 = a𝜓7å𝐊,å𝜓7b = 𝜓7−𝑖ℏ𝜕Ã +
𝑒𝐵𝑟
2 𝜓7 𝒛Õ = ℏ(𝑚 + 𝜅)𝐳Õ 
we see that the effect of flux through the ring is to offset the field-free angular 




𝐊7 = −𝜇M(𝑚 + 𝜅)𝐳Õ. 
The ground state of the ring now depends on 𝜅, and the lowest energy level corresponds 
to the state 𝑚( = − Ä𝜅 +
(
*
Å where we have denoted the floor function by ⌊𝑥⌋ = floor(𝑥). 
Therefore the ground state energy oscillates with 𝜅 and is given by 





The next highest state has the energy 𝜖((𝑚* + 𝜅)* with 𝑚* = 𝑚( − (−1)⌊*É⌋. In the 
general case, we can rank all energy levels in ascending order if we write 𝐸Ã = 
𝜖((𝑚Ã + 𝜅)* where the corresponding quantum number is given by 






and the energy of the 𝑛th energy level is 









The total energy at 𝑇 = 0 is a sum over occupied states 𝑊 = ∑ 𝐸ÃÃ . Using the energy 
levels from (8-4) the total energy can be written 
 𝑊(𝑁, 𝜅) = 𝜖( =𝑁𝜅* + 2𝐿𝜅 + $ 𝑚*
7	Göö
> (8-7) 
where 𝑁 is the number of electrons on the ring and 𝐿 = ∑ 𝑚ÃÃ  is the total of the 
canonical angular momentum numbers. To account for spin degeneracy, we perform the 
sum so that each state is doubly occupied ∑ 𝑚7,Göö = ∑ 𝑚ÃÃ,a = ∑ 𝑚ÄOñòè Å

:ï( . The sum 
can then be evaluated explicitly using (8-5) to find 
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where ℤ 2⁄  denotes the set of integers and half-integers together. The condition 𝜅 ∉ ℤ 2⁄ 	 
is a consequence of the degeneracies visible in Figure 8-1 for integer or half-integer 
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where the function 𝑈(𝑁) was already given by (8-3) and corresponds to the ground state 
of the ring in the absence of any fields. Inserting our expressions for 𝐿 and ∑ 𝑚*7	Göö , the 
total energy follows from (8-7) 
𝑊(𝑁, 𝜅)
𝜖(








The energy spectrum is shown in the figure below. 
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Figure 8-1: (a) Four lowest energy levels for the one-dimensional ring as a function of 
the flux parameter 𝜅. (b) Total energy for rings with increasing numbers of electrons. 
Energies have been scaled by the characteristic energy 𝐸W = ℏ*𝑚* (2𝑚O𝑅*)⁄ . 
Now knowing the total energy of the ring, we can obtain the magnetization using 
𝑀 = −𝑑𝑊 𝑑𝐵⁄ = −(𝜋𝑅* ΦW⁄ ) 𝑑𝑊 𝑑𝜅⁄ . Alternatively, we can find the magnetization by 
summing the magnetic moment over occupied states 𝑀 = ∑ 𝜇77 . At 𝑇 = 0 and 𝜅 ∉
ℤ 2⁄ , the total magnetization is just 
𝑀(𝑁, 𝜅) = $ 𝜇7
7	Göö
= −𝜇M $ (𝑚 + 𝜅)
7	Göö
= −𝜇M(𝐿(𝑁, 𝜅) + 𝑁𝜅) 
Degenerate energy levels occur for 𝜅 ∈ ℤ 2⁄ , and electrons fill mixed states of doubly 
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Å+ 1, 𝜅Å = 0 are always zero, so we can conclude  
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This reduces to four possible cases: 


















𝑁 , 𝑁 = 4𝑗 + 1




, 𝑁 = 4𝑗 + 3





These four distinct cases for the magnetization depend on the value of 𝑁	mod	4, which 
we label using the integer 𝑗 = 0,1,2,… . These four cases correspond to the possible 
number of paired spin-1/2 particles following the Pauli exclusion principle. This well-
known 𝑁	mod	4 property of one-dimensional rings is sometimes referred to as a double-
parity effect [84], [127]. 
 
Figure 8-2: Magnetization of quantum rings with 𝑁 = 1 − 4 electrons on the ring. 
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. Taking the 
derivative of the magnetization with respect to 𝜅 we find  
𝑑𝑀(𝜅)
𝑑𝜅 = −𝜇M𝑁, 𝜅 ∉
ℤ
2 	. 
The magnetization can flip sign when 𝜅 ∈ ℤ 2⁄ , and the susceptibility is infinite at these 
points. In reality, Curie paramagnetism is expected in these cases, but the non-physical 
singularities are a failure of the zero-temperature model. This issue will be addressed 
later when finite temperatures are treated in Chapter 10; for now we only consider the 
points at which the susceptibility is well-defined at 𝜅 = 0. This is only true for 𝑁 = 4𝑗 +
2, a phenomenon known as Hückel’s rule in the context of aromatic chemistry [128], 
[129] and representing the case where all electron spins are paired (closed shell 
configurations as mentioned earlier). In this case, we find that the susceptibility is 
diamagnetic and given by 










, 𝑁 = 4𝑗 + 2.	 (8-9) 
For a physical system with many rings, we introduce the volume filling ratio 𝑝 = 𝑛c𝜋ℎ𝑅* 
where we have given each ring a small thickness ℎ and taken a volume density of rings 𝑛c. 











where 𝑑 is the interatomic spacing such that the number of electrons on the ring is given 
by 𝑁 = 2𝜋𝑅 𝑑⁄ . In the last step we take the thickness of the ring to be the same as the 
spacing distance (ℎ = 𝑑). 
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8.1.2 Planar Ring Molecules 
The results of the previous section find that rings with closed shell configurations 
will have diamagnetic behavior. The one-dimensional ring can represent physical systems 
with conduction electrons or molecules with highly delocalized electrons. Hückel’s rule 
tells us that cyclic ring molecules have strongly delocalized electrons if there are 𝑁 =
4𝑗 + 2 electrons on the ring. We can then apply the analysis of the previous section to 
describe planar ring molecules. The total energy follows from (8-7) with 𝑁 = 4𝑗 + 2, 




The magnetization is simply the number of electrons times the Bohr magneton scaled by 
the flux parameter, 
𝑀(𝜅) = −𝑁𝜇M𝜅, 𝜅 ∉ ℤ 





8.1.3 Perturbative Approach to the Susceptibility 
In the previous section, the quantum ring was treated entirely analytically, 
providing a useful example in which all results can be derived exactly. However, it is one 
of the only systems that can be tackled with a completely analytical approach. Here, we 
again treat the quantum ring, but we now using the more generalized framework based on 
perturbation theory in order to demonstrate that the equivalence of the two approaches. 
We begin by separating the Hamiltonian given in Section 8.1.1 into its first and second-









Now since 𝐿wn𝜓7 = ℏ𝑚𝜓7, the first order energy correction is 
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and the second order correction is 
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Because our wavefunctions are eigenstates of the 𝐿wn operator, the matrix elements of the 






⟨𝑠|𝑠⟩ = 𝜖(𝜅* 




(*) = 𝜖((𝑚* + 2𝑚𝜅 + 𝜅*) = 𝜖((𝑚 + 𝜅)* 
Now having obtained the energy levels, we can clearly obtain the susceptibility from the 
total energy of the ring as before, but for demonstration purposes here we show that the 
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Note that in this case, perturbation theory has recovered the exact energies found 
previously in (8-4). This is an artifact of the quantum ring model since its exact energy 
levels depend on the magnetic field up to 𝜅* with no higher-order terms. It is worth 
emphasizing that in the general case, perturbation theory may not give the exact energies, 
but it will still give the correct susceptibility since it only requires calculating the energy 
levels up to second-order in field strength. 
8.2 Rectangular Boxes 
We now apply perturbation theory to evaluate the magnetic susceptibility of 
independent electrons confined to a three dimensional rectangular box with side lengths 
𝐿m, 𝐿p, and 𝐿n. As already discussed in Section 3.4, we can use this model to examine 
several geometries and dimensionalities by varying the ratios between the side lengths. In 
this section, we study how changing the geometry affects the magnetic properties of the 
nanostructure. First, we will provide a generalized approach to the magnetic 
susceptibility of the rectangular box, and then we will apply this methodology to three 
geometries of interest: nanorods, thin slabs, and nanocubes. Again, in this chapter we 
neglect Zeeman splitting effects due to the electron spin, which are expected to be a weak 
effect for the size range of rectangular boxes we consider. 
We use the eigenstates already given in (6-10)	and the energies in (6-11). Varying 
the length ratios 𝜂m = 𝐿m/𝐿n and 𝜂p = 𝐿p/𝐿n has the effect of parameterizing the degree 
of confinement in the 𝑥 and 𝑦 directions. Furthermore, we can choose 𝜂m ≠ 𝜂p in order to 
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remove any degeneracies caused by symmetry of the box. Once again we orient a 
















Alternatively, we could have explicitly written the vector potential in the symmetric 







(𝑥* + 𝑦*) 
Of course, inserting these into (4-14) recovers the same expressions given above. 
Evaluating the expectation value for the Langevin term gives us  









and evaluating the matrix elements for the Van Vleck term, we find 
a𝑠å𝐿wnå𝑠@b = −(−1)QÖQ










𝜋*(𝑙* − 𝑙@*)*(𝑚* − 𝑚@*)*  
The susceptibility terms for a state with quantum numbers (𝑙,𝑚, 𝑛) are then 


































where we have defined the constant 𝜒W,n = 𝑁( ?⁄ × 𝜇W𝑒*𝐿n* (𝑚O𝑉)⁄ = 𝜂m𝜂p𝑛O𝛿t?
'* ?⁄  
and the London penetration depth of a material 𝛿t = Ú𝑚O (𝜇W𝑛O𝑒*)⁄ . The starred sum 
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denotes a summation over all states with values of 𝑙@ and 𝑚@ for which 𝑙 + 𝑙@ is odd and 
𝑚 +𝑚@ is odd. The total susceptibility follows by summing (8-10) and (8-11) over all 
occupied states, 




Note that (8-10) and (8-11) differ from the expressions found elsewhere in the literature 
[79] due to a different gauge choice, but the total susceptibility in (8-12) is equivalent. 
Once more: this is a consequence of the gauge ambiguity discussed in Section 4.6. 
Up to this point, we have taken the magnetic field to be oriented along the 𝑧-axis. 
This is without loss of generality, however, since the off-diagonal elements of (4-23a) are 
all zero for the rectangular box, and we can find the other directions by simply permuting 
the coordinates 𝑥 → 𝑦, 𝑦 → 𝑧, and 𝑧 → 𝑥 along with the corresponding quantum numbers 
𝑙 → 𝑚, 𝑚 → 𝑛, and 𝑛 → 𝑙 (note that we take 𝜂n = 1 and that 𝜒W,n is a constant which 
should not be permuted). Using this procedure, we are able to use (8-10) and (8-11) to 
calculate the response to a field oriented perpendicularly to each surface of the box, 
thereby completely characterizing the response in all directions. 
This completes the general methodology for calculating the magnetic 
susceptibility of rectangular boxes. We now proceed by applying the model to study the 
size-dependence of the magnetic properties for several different shapes. We consider 
three limiting cases—first the nanorod with 𝜂m, 𝜂p ≪ 1, second the thin slab with 
𝜂m, 𝜂p ≫ 1, and finally the cuboid with 𝜂m, 𝜂p ≈ 1. 
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8.2.1 Nanorods 
The first variation of the box we consider is a thin nanorod lying lengthwise along 
the 𝑧-axis by choosing 𝜂m ≪ 1 and 𝜂p ≪ 1 so that 𝐿m, 𝐿p ≪ 𝐿n. Figure 8-3 shows the 
result of summing (8-12) for a silver nanorod with 𝜂m = 6 71⁄  and 𝜂p = 7 71⁄ . The 
susceptibility is presented as a function of the number of electrons in the box for a 
magnetic field oriented perpendicular to each surface. As a consequence of the symmetry 
of the rod, there are no practical differences in 𝜒mm and 𝜒pp, and only 𝜒mm is shown. As 
expected from (8-10) and (8-11), the Van Vleck and Langevin terms scale with size of 
the system 𝑁* ?⁄  and grow to very large values. The contributions very nearly cancel, 
and the total susceptibility fluctuates around zero. 
The fine structure and repeating patterns visible in Figure 8-3 are characteristic of 
the one-dimensional nature of the rod and a consequence of the strong confinement in the 
𝑥 and 𝑦 directions. There are large energy gaps between different 𝑙 and 𝑚 states, and in-
between are densely packed 𝑛 states, forming sub-bands within the energy spectrum. The 
abrupt changes of sign in the susceptibility correspond to points at which the energy 
bands cross, and the next highest sub-band starts to get filled. These points coincide with 
singularities in the one-dimensional density of states like those shown in Figure 3-1(c). 
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Figure 8-3: The susceptibility of a rod-shaped, metallic (silver) box as a function of the 
number of particles in the box at 𝑇 = 0. The rod is oriented lengthwise along the 𝑧-axis 
with 𝐿m 𝐿n⁄ = 6 71⁄  and 𝐿p 𝐿n⁄ = 7 71⁄ . The response of a magnetic field in the 𝑥-
direction is shown on the left and 𝑧-direction on the right. The total response is color-
coded for paramagnetism (red) and diamagnetism (blue), and the two contributions to 
the total response, the Langevin and Van Vleck components, are shown in black. The 
bulk Landau value (dotted) is also shown for comparison. 
To better illustrate the effects of one-dimensionality, we consider a more 
elongated rod with exaggerated proportions in Figure 8-4. Note that the range of 𝑁 
presented in Figure 8-4 is chosen to demonstrate electron-filling in the one-dimensional 
system. Larger values of 𝑁 are required to represent physical metallic rods with these 
proportions. As a visual aid for interpreting the susceptibility in the top panels, the 
bottom panels include “violin plots” of the relative occupation of each sub-band. The 
heights indicate the fraction of the total electrons that occupy that particular energy band. 
As 𝑁 increases, the distribution of electrons between the bands can be understood by 
comparing the relative heights of the different bands. The maximal height is always at the 
bottom left where 100% of the electrons fill the lowest lying band. Note that it is only the 
144 
difference in heights that has physical meaning, not the 𝑦 value itself. In accordance with 
the earlier analysis, Figure 8-4 shows that the five lowest sub-bands all correspond to 
incremental values of 𝑙 or 𝑚, and the electrons selectively fill consecutive 𝑛 states within 
the bands. 
 
Figure 8-4: The sub-band filling (bottom panels) of a rectangular rod (𝐿m 𝐿n⁄ = 4 201⁄  
and 𝐿p 𝐿n⁄ = 5 201⁄ ) oriented lengthwise along the 𝑧-axis with a magnetic field 
oriented in the (a) 𝑥-direction, (b) 𝑦-direction, and (c) 𝑧-direction. The top panels show 
the total magnetic susceptibility scaled by |𝜒tuvwux|, thus the bulk value is acquired at 
−1 (dotted line). The quantum numbers (𝑙,𝑚, 𝑛) for the bands shown are, from bottom 
to top, (1,1, 𝑛), (2,1, 𝑛), (1,2, 𝑛), (2,2, 𝑛), and (3,1, 𝑛).	
The contribution of each band to the total susceptibility is determined by 
summing (8-10) and (8-11) for the occupied states in that particular sub-band. The 
intensity of color indicates the strength of a band’s paramagnetic (red) or diamagnetic 
(blue) contribution relative to the total susceptibility for that particular value of 𝑁. The 
total susceptibility shown in the top panel can be thought of a “running total” of these 
contributions. Whether each sub-band contributes diamagnetically or paramagnetically 
depends on the relative values of (8-10) and (8-11), which vary with the orientation of the 
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magnetic field. When the field is oriented along the rod, the Langevin and Van Vleck 
terms depend only on the quantum numbers 𝑙 and 𝑚, so each (𝑙,𝑚) sub-band is entirely 
paramagnetic or diamagnetic. However, due to the selection rule 𝑛 = 𝑛′ in (8-11), Van 
Vleck paramagnetism occurs between states in different sub-bands and is strongest at 
crossing points of the energy bands. At these points, the total susceptibility can acquire 
paramagnetic values much larger than the magnitude of the bulk Landau value (dotted 
lines in Figure 8-4). 
The field orientation does not affect the electron filling procedure or the 
occupation numbers, so the energy bands fill in the exact same way for the transverse 
directions as just described for the axial direction. However, the paramagnetic or 
diamagnetic contributions of the occupied levels changes. In particular, the selection rule 
for the Van Vleck term changes, and each band can contribute to either paramagnetism or 
diamagnetism. This results in more frequent cancellation between the Langevin and Van 
Vleck terms, and as 𝑁 increases, the total susceptibility fluctuates with values near 
Landau diamagnetism for the field orientations transverse to the axial direction. 
8.2.2 Thin Slabs 
In this section we study a thin metallic slab by choosing 𝜂m, 𝜂p ≫ 1. Figure 8-5 
presents one particular case with 𝜂m = 12 and 𝜂p = 37/3. Much like the rod, the 
Langevin and Van Vleck terms are intimately connected, growing to very large values 
that nearly cancel. However, in this case, the anisotropy between the field orientations is 
more pronounced. The response to a magnetic field in-plane with the slab is consistently 
diamagnetic for most values of 𝑁 and fluctuates near the bulk Landau value; the response 
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to a perpendicular field on the other hand has paramagnetic diversions that are many 
orders of magnitude larger than the Landau value. 
 
Figure 8-5: The susceptibility of a thin slab made of silver, lying flat in the 𝑥-y plane. 
with 𝐿m 𝐿n⁄ = 4 201⁄  and 𝐿p 𝐿n⁄ = 5 201⁄ . The response of a magnetic field in-plane 
with the slab (𝑥-direction) is shown on the left and perpendicular to the slab (𝑧-
direction) on the right. The total response is shown along with the Langevin and Van 
Vleck components. The bulk Landau value (dotted) is also shown for comparison. 
As an aid to better understand the anisotropic response of the slab, Figure 8-6 
presents the sub-band structure using the same conventions as the nanorod violin plots. 
As before, the electrons selectively fill the lowest-lying bands. In this case, the 𝑧 
direction is highly confined, and the gaps between the bands correspond to an increment 
of the quantum number 𝑛. In-between these gaps are densely packed (𝑙,𝑚) states, which 
are filled with no preference between the quantum numbers 𝑙 and 𝑚. When the field is 
perpendicular to the slab, the magnetic moment of each state is equally likely to be 
positive or negative, and there are no simple rules for when the total susceptibility of the 
slab will be paramagnetic or diamagnetic. On the other hand, when the magnetic field is 
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in-plane with the slab, the energy bands begin diamagnetic and gradually become 
paramagnetic as 𝑁 increases, pushing the Fermi level closer to the next lowest band. The 
result for the total susceptibility is a continuum of oscillations around the diamagnetic 
Landau value. 
 
Figure 8-6: The sub-band filling (bottom panels) of the thin slab (𝐿m 𝐿n⁄ = 4 201⁄  and 
𝐿p 𝐿n⁄ = 5 201⁄ ) oriented along the 𝑧-axis with a magnetic field oriented in the (a) 𝑥-
direction, (b) 𝑦-direction, and (c) 𝑧-direction. The top panels show the total magnetic 
susceptibility scaled by the bulk Landau value. The quantum numbers for the bands 
shown are, from bottom up, (𝑙,𝑚, 1), (𝑙,𝑚, 2), and (𝑙,𝑚, 3). 
8.2.3 Nanocubes 
In this section, we study a nanocube with nearly equal side lengths 𝐿m ≈ 𝐿p ≈ 𝐿n 
by taking 𝜂m, 𝜂p ≈ 1. We choose the irrational numbers 𝜂m = 2'( (y⁄  and 𝜂p = 2'(/Q to 
prevent any accidental degeneracies in the energy levels. Because the cuboid is nearly 
symmetrical, direction is unimportant and we present the result only for the 𝑧-direction in 
Figure 8-7. Much like the nanorod and thin slab, we find near cancellation between the 
Langevin and Van Vleck terms, and the remaining total susceptibility fluctuates near the 
Landau value with intermittent paramagnetic “diversions.” These paramagnetic 
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diversions have appeared in all three shapes studied in this chapter, and in each case the 
positive values grow in magnitude as 𝑁 increases. We will see later in Chapter 10 that 
this paramagnetism remains at low temperatures even after averaging over an ensemble 
of particle sizes. Because no direction is more confined than the others, there is no 
obvious sub-band structure in the cuboid. The energy levels fill unpredictably, and there 
are no obvious patterns for when the total susceptibility will be positive or negative. The 
erratic structure is a consequence of the variations in the energy level spacings near 𝜖{. 
 
Figure 8-7: The magnetic susceptibility of a silver nanocube with side length ratios 
𝐿m 𝐿n⁄ = 2'( (y⁄  and 𝐿p 𝐿n⁄ = 2'( Q⁄ . The total susceptibility is shown as a function of 







CALCULATIONS OF THE FREQUENCY-DEPENDENT 




When designing optical materials and metal-dielectric composite devices, 
typically only the electric response is considered because the magnetic response of metals 
is usually very weak (𝜇 ≈ 1). For this reason, optically-active negative index materials 
(NIMs) are usually accomplished with a negative permittivity rather than a negative 
permeability (see Section 2.1.4 for more details about NIMs). If the magnetic response 
could be enhanced, it would put the permeability on equal footing with the permittivity, 
leading to much greater flexibility when designing optical materials.  
In Chapters 6 and 7, we already saw how quantum confinement leads to 
frequency-dependent enhancement of the electric permittivity. In the previous chapter, 
we also saw how quantum-confined systems have enhanced orbital diamagnetism and 
paramagnetism in static magnetic fields. The goal of this chapter is to investigate whether 
the dynamic magnetic response of finite-size conductors experiences similar 
enhancement. 
In order to understand how electromagnetic radiation induces magnetization in a 
quantum-confined conductor, the results of time-dependent perturbation theory from 
Chapter 5 will be applied. We begin again with the choice of a uniform magnetic field 
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𝐁 = 𝐵𝐳Õ. The magnetic susceptibility follows from (5-37) with ?́? = −𝑒ℏ𝐿n/2𝑚O, which 







and the Van Vleck term, giving the frequency-dependent response 
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We model nanoparticles using the same rectangular box model used in the analysis of 
static magnetic fields in Section 8.2. The box has sides of length 𝐿m, 𝐿p, and 𝐿n with 
eigenstates given in (6-10), and the geometry is varied by changing the side length ratios 
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and any off-diagonal elements evaluate to zero. Using 𝜔W,n = 𝐸W,n/ℏ and the transition 
frequencies 













































As in the static case, this sum is to be performed for occupied states (𝑙,𝑚, 𝑛) and all 
states (𝑙@, 𝑚@, 𝑛@)	with the restriction that 𝑙 + 𝑙@ and 𝑚 +𝑚@ must be odd. The other 
directions are analogous, found by permuting 𝑥, 𝑦, and 𝑧 and 𝑙, 𝑚, and 𝑛 as explained in 
Section 8.2. We also note that there is no magneto-electric coupling since the cross-
coupling matrix elements 〈𝑟:〉ÃÃÄ〈𝐿wÑ〉ÃÄÃ = 〈𝐿w:〉ÃÃÄ〈𝑟Ñ〉ÃÄÃ = 0. 
The magnetic susceptibility of silver cuboids of four different sizes is shown in 
Figure 9-1. Resonance behavior is visible at low frequencies, and the susceptibility 
values are predominantly diamagnetic. For smaller sizes, the behavior is increasingly 
erratic at low frequencies until it reaches the static value at 𝜔 = 0. At high frequencies, 
the real part of the Van Vleck term decays with 1/𝜔*, and the susceptibility approaches 
the diamagnetic, frequency-independent Langevin value. While there are resonances in 
the visible range (1.6 − 3.1 eV), and the susceptibility can acquire values several orders 
of magnitude larger than the bulk Landau value, the total susceptibility is still relatively 
weak, and a negative permeability is not found. 
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Figure 9-1: Size comparison of the (a) real and (b) imaginary parts of the magnetic 
susceptibility for rectangular cuboids with 𝐿n = 𝐿m = 𝐿p√1.1. The dashed lines 
indicated the constant Langevin component for each size.	
At this point it must be pointed out that the large and constant diamagnetism at 
high frequencies in Figure 9-1 seems problematic since it (1) grows uncontrollably with 
system size, and (2) is inconsistent with the usual Kramer-Kronig condition for causality, 
𝜇@(∞) → 1. Regarding the first of these two issues, it is important to remember that the 
true susceptibility 𝜒7∗  is related by 𝜒7∗ = 𝜒7/(1 − 𝜒7) (see (4-21) and footnote 2), and 
therefore 𝜇@ → 0 as 𝜒7 → −∞. This behavior actually points to a 𝑇 = 0 superconducting 
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effect by which any magnetic flux is entirely expelled at high frequencies [64]. However, 
in the next chapter, we will see that this strong diamagnetism is counteracted by finite 
temperatures, and in the bulk limit 𝜒7 does not grow unsustainably; rather it collapses to 
a finite value. 
This then leads to concern number two, requiring that the permeability go to unity 
at high frequencies. In fact, this connection between causality and diamagnetism is being 
actively discussed in the literature [130]-[133]. Interestingly, the authors in [130] find 
that diamagnetism does not violate causality provided that 𝜇@(0) > 𝜇@(∞), which is 
clearly the case in Figure 9-1. Nonetheless, realistic materials like silver are not 
superconducting and contain impurities, which will disturb the “perfect diamagnetism” 
predicted by perturbation theory. Furthermore, as mentioned previously, finite 
temperatures will place a limit on the diamagnetism, and we will see in the following 
chapter that 𝜇 ≈ 1 as required for finite temperatures. 
As a final consideration in this chapter, we look at the effect of orientation and 
geometry on the frequency-dependent response by repeating the calculations for a thin 
slab made of silver in Figure 9-2 and silver nanorods in Figure 9-3. Clearly the shape 
and orientation of the nanostructure has a dramatic effect on the magnetic response. The 
response of the slab in Figure 9-2(b) contains resonances near visible frequencies, but 
the response becomes diamagnetic at high frequencies, similar to the cuboid discussed 
above. On the other hand, the in-plane response is significantly enhanced due to the high 
confinement in the 𝑧 directions, but the strong resonances occur at x-ray frequencies.  
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Figure 9-2: The real part of the frequency-dependent magnetic susceptibility of a thin 
silver slab with 𝑁 = 37 × 36 × 3 = 3996 electrons. The response is shown for a 
magnetic field oriented (a) in-plane and (b) perpendicularly to the slab.	
The response of the nanorods in Figure 9-3(a) show strong collective resonances 
at optical frequencies when the field is oriented transverse to the rod, but the response to 
an axial field shown in Figure 9-3(b) is weak and erratic across the entire spectrum. 
While the examples in this chapter provide a proof of concept that quantum confinement 
can enhance the frequency-dependent magnetic response of conducting nanostructures, in 
all cases we have 𝜒7 < 1, which is insufficient to achieve negative permeability. 
155 
 
Figure 9-3: The real part of the frequency-dependent magnetic susceptibility of silver 
nanorods with 𝜂m = 6/71 and 𝜂p = 7/71 for a magnetic field oriented (a) transverse to 
the rod and (b) longitudinally to the rod. The dashed lines indicate the Langevin 






TEMPERATURE EFFECTS IN THE MAGNETIC 
RESPONSE OF NANOSTRUCTURES 
 
 
Up to this point, all magnetic calculations have been performed at 𝑇 = 0. The aim 
of this chapter is to investigate the variation of the magnetic susceptibility with 
temperature. For reasons discussed in Chapter 6, the electric susceptibility is largely 
unaffected by temperature changes; by contrast, the magnitude of the magnetic 
susceptibility can change drastically when the temperature is increased from absolute 
zero. This dissimilarity between the electric and magnetic responses can be understood 
qualitatively from the forms of (5-35) and (5-37). The positive electric terms result in 
only additive contributions to the sum, whereas the two magnetic terms tend to have 
equal magnitude and opposite sign. The temperature dependent occupation of different 
sub-bands can lead to large cancellation of the diamagnetic and paramagnetic terms. This 
can lead not only to significant swings in the magnitude, but also changes in the sign of 
the magnetic susceptibility. 
In fact, it is already well-known that the magnetic susceptibility of finite-size 
systems can depend strongly on the temperature [79], [80]. Prior studies have provided 
example calculations demonstrating the possibility of diamagnetic-paramagnetic 
transitions governed by temperature [84], [85], but they do not provide a systematic study 
of this effect, nor do they consider the influence of the ring’s size or material. 
157 
Furthermore, spin-induced Zeeman splitting of the energy levels was disregarded 
entirely, which can have a profound impact for finite-size systems, even for weak fields. 
This chapter presents a systematic investigation of size and temperature effects on the 
susceptibility of rings, with and without spin effects.  
Finally, in order to understand the effect of different statistical ensembles, 
calculations will be compared between the grand-canonical and canonical ensemble. The 
issue of canonical versus grand-canonical ensemble averaging was brought to center 
attention in early theoretical studies of the magnetic properties of quantum rings [87], 
[88], [92], [134], [135]. Although it has been well-established that it is most appropriate 
to use the canonical ensemble when the number of particles on the ring is fixed, the 
grand-canonical ensemble is frequently adopted instead because the corresponding 
calculations are much easier to perform. Although it is generally understood that this 
approximation strictly applies in the thermodynamic limit, the range of validity of the 
grand-canonical ensemble and the degree of convergence between the ensembles has not 
been investigated. The chapter concludes by detailing a specialized numerical approach 
that directly calculates the canonical susceptibility without approximation. This allows us 
to examine the exact differences between the canonical and grand-canonical calculations 
and monitor the convergence between the ensembles across a broad range of 
temperatures and system sizes. 
10.1 Grand-Canonical Approach to Quantum Rings 
In this section we present finite-temperature calculations in the grand-canonical 
ensemble by extending the quantum ring model from Section 8.1. Isolated rings are 
approximated by fixing the average number of particles using Fermi-Dirac statistics. As 
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mentioned before, this approach is expected to introduce errors for finite system sizes, 
specifically when the thermal energy is less than the energy spacing near the Fermi level 
(𝑘M𝑇 < Δ𝐸) [80]. Nonetheless, the comparatively simple methodology of the grand-
canonical model is qualitatively correct, allows for calculating very large system sizes, 
and is frequently adopted when studying quantum rings. Hence, the grand-canonical 
ensemble is applied here, and a more detailed discussion of the differences between the 
ensembles is reserved for Section 10.3. 
The thermodynamic properties of the system can be calculated using the grand 
canonical potential Ω, which for fermions can be written as 
 Ω(𝜇, 𝜅, 𝑇) = 𝑘M𝑇$ 𝑔7,ÁçLogâ1 − 𝑓7,Áç(𝜇, 𝜅, 𝑇)ä
7,Áç
 (10-1) 




 is the Fermi-Dirac distribution, and 𝜖7,Áç and 
𝑔7,Áç are the energy levels of the system and their respective degeneracy factors. The 
chemical potential 𝜇 is obtained by setting the thermodynamic average particle number to 
the number of electrons on the ring, 
 𝑁 = −
𝜕Ω




The energy levels 𝜖7,Áç are found from the Schrödinger–Pauli equation ℋ,𝜓7,Áç =
𝜖7,Áç𝜓7,Áç. For a one-dimensional (1D) quantum ring with radius 𝑅 immersed in a 
constant magnetic field 𝐁 = 𝐵𝐳Õ  perpendicular to the plane of the ring, the Hamiltonian 
reads as ℋ, = 𝜖( Á−𝑖𝜕Ã + 𝜅
* + 𝑔𝜎n𝜅Å, where 𝜖( = ℏ*/2𝑚O𝑅* is the zero-field 
energy spacing between the ground state and first excited state, 𝜅 = Φ/ΦW is a flux 
parameter written in terms of the magnetic flux through the ring, Φ = 𝜋𝑅*𝐵, and the flux 
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quantum, ΦW = 2𝜋ℏ 𝑒⁄ . The interaction of the electron’s spin with the external magnetic 
field (Zeeman splitting) has been accounted for using the effective Landé 𝑔-factor, 𝑔, 
and the spin operator 𝜎n = ±1. The eigenstates and energies of the conduction electrons 





:7Ã , 𝜖7,Áç(𝜅) = 𝜖(((𝑚 + 𝜅)
* + 𝑔𝜎n𝜅) (10-3) 
where 𝑚 = 0,±1,⋯ is the azimuthal quantum number. Because we consider classical 
free electrons, we can take 𝑔 = 2 to a high degree of accuracy, but retaining the factor as 
a parameter has a couple of advantages. First, it allows the model to be extended 
naturally to some semiconductor materials in which the effective Landé factor differs 
from that of free electrons. A second advantage is that in the model we can switch on or 
off the Zeeman splitting effect as needed. This is important in the study of persistent 
currents and Aharonov-Bohm rings where the magnetic field is presumed to only 
penetrate the interior of the ring. Thus, the two cases 𝑔 = 0 and 𝑔 = 2 represent the 
two extremes of spin effects turned completely on or off. 
Once the grand canonical potential is obtained we find the magnetic susceptibility 
of the ring which follows from thermodynamic considerations as 


















Applying (10-4) to (10-1) with the energy levels in (10-3) and noting that the degeneracy 
due to Zeeman splitting of the energy levels is 𝑔7,Áç = 1 if 𝑔 ≠ 0 and 𝑔7,Áç = 2 if 𝑔 =
0, we obtain 
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= −𝑁𝜒( where 𝑎M denotes the Bohr radius and 𝛼 is the fine-structure 
constant. In writing (10-5) we have used tilde notation to indicate the dimensionless 
chemical potential at zero field 𝜇ñ(0) = 𝜇(𝜅 = 0)/𝜖( and defined the 1D Fermi 
temperature of the ring, 





Note that this one-dimensional Fermi temperature follows from evaluating (10-2) in the 
limit 𝑁 → ∞ and should not be confused with the Fermi temperature of bulk material. In 
what follows, we write our results in terms of this Fermi temperature since it can be 
applied to real materials in a phenomenological way by relating the radius of the ring to 
the number of particles through 𝑁 = 𝜋𝑅 𝑟⁄  where 𝑟 = (3 (4𝜋𝑛O)⁄ )(/? is the Wigner-
Seitz radius and 𝑛O is the free-electron density. Inserting this relation in (10-6) leads to 
𝑇{ = 𝜋*ℏ* (32𝑚O𝑘M𝑟*)⁄ , finding for example 𝑇{ = 10,690 K for silver (𝑟 = 1.60	Å). It 
is worth emphasizing that because the calculations presented in this chapter are scaled by 
the Fermi temperature, the results are universal and apply to any free electron material 
upon substituting the appropriate value for 𝑇{. 
10.2 Electron Number and Temperature Dependence of the Susceptibility 
Here the susceptibility is studied as a function of the temperature and the total 
number of conduction electrons 𝑁. Figure 1 shows (10-5) evaluated for some exemplary 
cases with and without spin effects included and different fixed temperatures. The results 
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show four distinct cases for the susceptibility depending on the value of 𝑁	mod	4, which 
we label in Fig. 1 using the integer 𝑗 = 0,1,2,… . These four cases correspond to the 
possible number of paired spin-1/2 particles following the Pauli exclusion principle. This 
well-known 𝑁	mod	4 property of one-dimensional rings is sometimes referred to as a 
double-parity effect [84], [127] and was also seen in the magnetostatic treatment of rings 
in Chapter 8. As seen in Figure 10-1(a), all 𝑁 = 4𝑗 + 2 rings show diamagnetic behavior 
for small 𝑁. This phenomenon known as Hückel’s rule was also seen in Chapter 8 and 
represents closed shell configurations in which all electron spins are paired. By contrast, 
the open shell configurations (𝑁 = 4𝑗 + 1, 𝑁 = 4𝑗 + 3, and 𝑁 = 4𝑗 + 4) are 
paramagnetic at the chosen temperatures. 
In the case of a Hückel type ring, the magnetic susceptibility is found to follow 
the Langevin susceptibility 𝜒7 = 𝜒t until reaching 𝑁 ≈ 𝑇{/𝑇 and then decays with 
increasing 𝑁 [see Figure 10-1(a)]. The maximum diamagnetic response can also be 
estimated at 𝜒~u¯ ≈ −𝜒(𝑇{/𝑇. If ℎ is the physical thickness of the ring then 𝜒( =
−𝛼*𝑎M/ℎ. For any physical conducting ring we have ℎ ≥ 𝑎M, and hence the maximum 
diamagnetic susceptibility is given by the rather simple result 𝜒~u¯ ≈ −𝑁𝛼*.  
162 
 
Figure 10-1: The variation of the magnetic susceptibility with 𝑁 when spin is present 
(dashed lines) and absent (solid lines), shown at two fixed temperatures, 𝑇 𝑇{⁄ = 0.015 
(black) and 𝑇 𝑇{⁄ = 0.03 (red). Even number of electrons: (a) 𝑁 = 4𝑗 + 2 (Hückel) 
and (b) 𝑁 = 4𝑗 + 4 Odd number of electrons: (c) 𝑁 = 4𝑗 + 1 and (d) 𝑁 = 4𝑗 + 3. 
Arrows indicate the regions in which the susceptibility flips sign when spin effects are 
present. Blue dotted lines indicate the limits for 𝑁 ≪ 𝑇{/𝑇 and 𝑁 ≫ 𝑇{/𝑇 with spin 
included. 
We also see that spin has a significant impact compared to orbital effects when 
𝑁 ≫ 𝑇/𝑇{. For fixed temperature and increasing 𝑁, the susceptibility decays 
exponentially if there is no spin and decays with a power law 1/𝑁 when spin is present. 
Also, when 𝑁 → ∞ in the 𝑁 = 4𝑗 + 1 and 𝑁 = 4𝑗 + 2 cases, the sign of the 
susceptibility depends on whether spin effects are included. For large 𝑁, the 𝑁 = 4𝑗 + 2 
rings are diamagnetic without spin included, but when spin is included, they transition to 






















































shown as blue dotted lines in Figure 10-1, follow from the low and high temperature 
limits derived in Sections 10.2.1 and 10.2.2 below. 
In Figure 10-1 we also observe a strong temperature dependence with the 
magnetic susceptibility increasing in absolute values as the temperature is lowered. With 
this in mind, we now turn to the primary focus of this chapter, which is to better 
understand the susceptibility across a broad range of temperatures. In Figure 10-2 we 
again evaluate (10-5) numerically, this time keeping 𝑁 fixed and varying the temperature. 
The Hückel-type rings in Figure 10-2(a) acquire a consistent diamagnetic value 𝜒7 = 𝜒t 
at low temperatures, with or without spin. In contrast to the Hückel rings, open shell rings 
in Figure 10-2(b) have Curie-like 1 𝑇⁄ -dependence at low temperatures. In all four 
panels of Figure 10-2, we find that at high temperatures the susceptibility decays 
exponentially without spin but decays more slowly when spin is present, acquiring a 
nearly constant value for 𝑇 ≪ 𝑇{. The visible “kinks” in the logarithmic plots reveal that 
the susceptibility can flip sign at intermediate temperatures. These results demonstrate 
that there are three recognizable temperature regimes: low temperature, high temperature, 




Figure 10-2: The temperature dependence of the magnetic susceptibility with spin 
(dashed lines) and without spin (solid lines). Even number of electrons: (a) 𝑁 = 4𝑗 +
2 (Hückel) and (b) 𝑁 = 4𝑗 + 4. Odd number of electrons: (c) 𝑁 = 4𝑗 + 1 and (d) 
𝑁 = 4𝑗 + 3. Arrows indicate the regions in which the susceptibility flips sign with spin 
effects included. Blue dotted lines indicate the limits 𝑇 ≫ 𝑇{/𝑁 when spin is included 
and 𝑇 ≪ 𝑇{/𝑁 with or without spin. 
10.2.1 Low Temperature Limit 
When 𝑇 ≪ 𝑇{ 𝑁⁄ , the Fermi-Dirac function 𝑓7,Áç(𝜇, 𝜅, 𝑇) acts like a step function, 
and only the 𝑁 lowest energy levels are occupied. In this low-temperature limit, the 
chemical potential depends sensitively on 𝑁 and takes on four possible cases 
 








*, 𝑁 = 4𝑗 + 1
(𝑁* + 4), 𝑁 = 4𝑗 + 2
(𝑁 + 1)*, 𝑁 = 4𝑗 + 3
𝑁*, 𝑁 = 4𝑗 + 4
	,	 𝑇 ≪
𝑇{
𝑁  (10-7) 




































































where again we find a double-parity effect depending on 𝑁	mod	4. For 𝑁 → ∞ we 
simply have 𝜇(0) = 𝜖(𝜇ñ(0) = 𝜖((𝑁/4)*, which corresponds to the Fermi temperature 
defined earlier in (10-6). Applying the same limit 𝑇 ≪ 𝑇{ 𝑁⁄  to (10-5), the summand acts 
like a delta function peaked at 𝑚* = 𝜇ñ. Thus only the 𝑚* = 𝜇ñ(0) term contributes, where 
𝜇ñ is given by (10-7). Consequently, the susceptibility depends sensitively on the number 








4 𝑁 + 𝜎I
* + 𝑔*¿Ø , 𝑇 → 0 (10-8) 
where 𝜂 = 0 if 𝑁 = 4𝑗 + 2, 𝜂 = 1 for 𝑁 = 4𝑗 + 4, and 𝜂 = 3 4⁄  for odd numbers of 
particles. The parity factor takes the values 𝜎I = −1 for 𝑁 = 4𝑗 + 1, 𝜎I = +1 for 𝑁 =
4𝑗 + 3, and 𝜎I = 0 when 𝑁 is even. From (10-8) and in the case of a ring with all paired 
spins (satisfying Hückel’s rule 𝑁 = 4𝑗 + 2) we recover the characteristic Langevin 
diamagnetism 𝜒7 = 𝜒t as seen for small 𝑁 in Figure 10-1(a) and low temperatures in 
Figure 10-2(a). Note that since the “low temperature” condition is 𝑇 ≪ 𝑇{ 𝑁⁄ , equation 
(10-8) is also presented as the limit for small 𝑁 in Figure 10-1 where 𝑁 ≪ 𝑇{/𝑇 (blue 
dotted lines on the left). When the number of conduction electrons do not satisfy 
Hückel’s rule (𝜂 ≠ 0), a Curie-Weiss type of paramagnetic response is driven by the 


















The results of (10-9) are shown as blue dotted lines at low temperatures in Figure 10-2, 
again showing the 1/𝑇 behavior in open shell configurations. 
 The low temperature behavior of open shell vs. closed shell (Hückel’s rule) rings 
can be understood intuitively by inspecting the energy levels given in (10-3). At low 
fields, the magnetic flux lifts the degeneracy of the quantum number 𝑚 through the terms 
proportional to 𝜅, pushing the energy levels apart. In open shell configurations, only the 
lower level is occupied, and the overall energy shift is negative. The temperature 
dependent occupation of the different 𝑚 states gives rise to Curie paramagnetism. By 
contrast, the 𝜅* term gives a positive energy shift to all levels and results in 
Larmor/Langevin diamagnetism. While this diamagnetism is swamped by the 
paramagnetism in open shell configurations, it survives in closed shells. For these 
configurations, there is a large energy gap to the next 𝑚 level since we have 𝑘M𝑇 ≪ Δ𝐸. 
This large energy splitting makes the paramagnetic contributions negligible, leaving only 
the diamagnetic contribution. 
10.2.2 High Temperature Limit 
We observed in Figure 10-2 that for all cases of 𝑁 the susceptibility decays 
rapidly with increasing temperature. When spin is not included, the susceptibility decays 
exponentially and experiences an infinite number of sign flips. When spin is included, the 
susceptibility decays more slowly and either remains paramagnetic or experiences a 
diamagnetic-paramagnetic transition before approaching zero. This important finding 
predicts that all rings will display a paramagnetic response at sufficiently high 
temperatures when spin effects are present. To see why this is the case, we proceed with 
an analytical evaluation of (10-5) at high temperatures. When the thermal energy is much 
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greater than the energy-level spacing at the Fermi surface (𝑘c𝑇 ≫ Δ𝐸) or equivalently, 
𝑇 ≫ 𝑇{/𝑁, the energy levels form a nearly continuous band, and the summations in 
(10-2) and (10-5) can be approximated using integration by applying the Euler-Maclaurin 
formula (see Appendix F for details). The resulting integrals can be evaluated in closed-
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𝜋𝑇@ó , 𝑇 ≫ 𝑇{ 𝑁
⁄  (10-11) 
where LiÃ(𝑥) are the polylogarithm functions of order 𝑛 and LiÃ'((𝑥) denotes the inverse 















𝑁 ≪ 𝑇 ≪ 𝑇{¿ . 
(10-12) 
Thus at high temperatures for 𝑔 ≠ 0, a paramagnetic susceptibility is always expected 
regardless of 𝑁	mod	4 (see blue dotted lines on the right side of Figure 10-2). Note that 
this high temperature limit also serves as the “bulk limit” in Figure 10-1 where the 
criterion 𝑇 ≫ 𝑇{/𝑁 is satisfied for large 𝑁. This paramagnetism in the bulk and high 
temperature limits is purely a spin effect since the magnitude of the susceptibility decays 
exponentially with increasing temperature when spin is absent. 
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10.2.3 Paramagnetic-Diamagnetic Transitions 
We have already seen in Figure 10-2 that the sign of the susceptibility can 
experience single or multiple flips at intermediate temperature values when 𝑇 ≈ 𝑇{/𝑁. 
Figure 10-3 further visualizes how the transitions between diamagnetism and 
paramagnetism depend on the number of particles, the temperature, and whether or not 
spin is included. The diamagnetic Hückel rings with 𝑁 = 4𝑗 + 2 are clearly visible as 
dark blue bars at the bottom of the figure where 𝑇 ≪ 𝑇{/𝑁. The other three cases for 𝑁 
show strong paramagnetism at low temperatures, shown as dark red bars. As the 
temperature increases, the susceptibility exponentially decays as it approaches zero in all 
cases. The influence of spin becomes apparent when comparing the left and right panels 
of Figure 10-3. From the left panel we see that if only angular momentum plays a role 
(no spin effects) the susceptibility experiences rapid change of sign as the temperature is 
increased. On the other hand, in the right panel we observe that when spin effects are 
included and the ring’s number of electrons corresponds to Hückel’s rule (𝑁 = 4𝑗 + 2), 
the susceptibility flips only once from diamagnetic to paramagnetic. For rings with 𝑁 =
4𝑗 + 1 the susceptibility flips exactly twice (for 𝑁 ≥ 	13) while for all other cases it 
remains paramagnetic. Furthermore, in accordance with the high temperature analysis 
(see (10-11) and discussions thereafter), all cases manifest a paramagnetic response for 
sufficiently high temperatures. 
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Figure 10-3: The susceptibility as the temperature and size of the ring is varied, shown 
(left) without spin effects and (right) with spin effects (right panel). Blue regions 
indicate diamagnetic susceptibility and red regions are paramagnetic. 
Inspecting Figure 10-2 and Figure 10-3, there is clearly a size-dependent 
transition temperature beyond which paramagnetic-diamagnetic transitions are 
manifested. We track the size-dependence of this transition by defining the temperature 
𝑇∗ to be the lowest temperature at which the susceptibility changes sign. This transition 
temperature is presented in Figure 10-4 where calculations have been performed for each 
case of 𝑁	mod	4 without spin in Figure 10-4(a) and with spin in Figure 10-4(b). The 
𝑁 = 4𝑗 + 3 and 𝑁 = 4𝑗 + 4 rings are not shown in Figure 10-4(b) since they never 
change sign when spin is present. The dashed line in Figure 10-4(b) indicates the second 
flip of 𝑁 = 4𝑗 + 1 rings, thus, the region between the dashed and solid red lines indicate 
the range of temperatures at which 𝑁 = 4𝑗 + 1 rings exhibit diamagnetism. 
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Figure 10-4: The size dependence of the transition temperature for each case of 
𝑁	mod	4 when (a) spin effects are turned off (𝑔 = 0) and (b) spin effects turned on 
(𝑔 = 2). The dashed line in (b) is the second flip for the 𝑁 = 4𝑗 + 1 case (see text). 
The attached bottom panels indicate the slope 𝑝(𝑁) of the respective lines in the top 
panels, corresponding to the power law 𝑇∗ 𝑇{⁄ ∼ 𝑁I(). 
We find that 𝑇∗ decreases rapidly as the number of electrons increases. In 
particular, the logarithmic plot shows that this temperature follows a size-dependent 
power law 𝑇∗ ∼ 𝑁I(), where the exponent 𝑝(𝑁), shown in the bottom panels of Figure 
10-4, corresponds to the slope of the lines in the top panels. For all cases we have −1 ≤
𝑝(𝑁) ≤ −1/2. If we denote by 𝑝 the asymptotic behavior in the “bulk limit” 𝑁 → ∞, 
then in the case when spin effects are not included, we obtain from numerical 
convergence 
 𝑝 = ¥
−1, 𝑁 = 4𝑗 + 1
−1 2⁄ , else , 𝑔 = 0 (10-13) 
If spin is included, we obtain 
 𝑝 = −1, 𝑔 = 2 (10-14) 
Note that the difference in 𝑝 between 𝑔 = 0 and 𝑔 = 2 can drastically change the 
temperature at which diamagnetic-paramagnetic transitions appear. This strong 
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discrepancy could potentially serve as an experimental test for the presence of spin 
effects, a perhaps unexpected result since Zeeman splitting effects are commonly 
assumed too weak at the small magnetic fields of interest [84]. Experimental verification 
of the diamagnetic-paramagnetic transitions would require a detailed temperature study 
for isolated individual rings of varying size. Modern experiments have already detected 
large paramagnetic 1/𝑇 Curie-like temperature dependence in isolated gold rings from 
𝑇 =	25 mK to 0.6 K with an estimated 𝑁 ≈ 10(W electrons [136]. However, the predicted 
temperature-driven transitions between diamagnetism and paramagnetism is yet to be 
experimentally demonstrated. 
10.3 Quantum Rings in the Canonical Ensemble 
Although previous works have calculated magnetic properties of quantum rings 
using the canonical ensemble, they rely on varying degrees of approximations [87], [88], 
[92], and they did not treat the diamagnetic-paramagnetic transitions that are the primary 
subject of this chapter. In this section, we perform exact calculations of the canonical 
partition function using a numerical recursion technique, allowing us to precisely track 
the error in the grand-canonical approximation across a broad range of temperatures and 
system sizes (𝑁). 
10.3.1  Canonical Approach to the Susceptibility 
The thermodynamic properties of a closed quantum system at a given temperature 
follow from the canonical partition function, 𝒵 = ∑ e
ìõO
îEï: , which is the sum of the 
Boltzmann factors where 𝑖 is the index for the microstates of the system with 𝑁 electrons 
and 𝐸: is the total energy of the system in that particular microstate. The thermodynamic 
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properties of the system can be calculated from the Helmholtz free energy 𝐹 =
−𝑘M𝑇 Log𝒵, and so the magnetic susceptibility of the ring can be written in the form 












Written explicitly using the energy levels given in (10-3), the canonical partition function 


































The remaining sum can be written in terms of the Jacobi theta function of the third kind, 





which has the periodic property 𝜗?(𝜋𝜅, 𝑞) = 𝜗?(𝜋(𝜅 + 𝑛), 𝑞) for 𝑛 ∈ ℤ. The single-














Bò Ø	 (10-16) 
Applying (10-15) to the partition function, the susceptibility for 𝑁 = 1 can be written 


















Note that we have recovered Langevin diamagnetism on the left and a temperature-
dependent paramagnetism term on the right. The 𝜗?@@/𝜗? term goes to zero as 𝑇 → 0, so 
just like the grand-canonical case, the single-electron ring is diamagnetic when spin 
effects are absent but paramagnetic when they are present. In the other limit 𝑇 → ∞, the 
𝜗?@@ 𝜗?⁄  term asymptotically approaches −2𝑘M𝑇/𝜖(, perfectly cancelling the diamagnetic 
term and leaving only spin-dependent Curie paramagnetism.  
We now extend the above results for the single-electron results to many-electron 


















along with the single-electron partition function 𝒵( given in (10-16). For instance, we 




























Å, and so on. Once the partition function is known, the susceptibility follows 
from the second derivative according to (10-15). Although it is possible to obtain closed-
form expressions using this approach, the number of terms grows rapidly with increasing 
𝑁 and becomes too cumbersome to be of practical benefit for large 𝑁. A more tractable 
approach is to evaluate the susceptibility numerically using a routine derived from the 
recursion relation. The problem is then reduced to calculating two 𝑀 × 𝑁 matrices where 
𝑀 is the number of discretized temperature values, followed by a double summation that 
requires 𝒪(𝑀𝑁*) operations (see Appendix G for more details). However, by nature of 
the repeated recursion and the alternating sign of large-magnitude terms in (10-17), there 
is rapid loss of precision in the numerical calculations. Due to this “catastrophic 
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cancellation” effect, the working precision required to retain significant digits increases 
with 𝑁 𝑇⁄ . As a consequence, the true computational effort scales with 𝒪(𝑁) for large 
𝑁. Nonetheless, with suitable optimizations, the calculations are manageable for the size 
range and temperatures of interest, in this case 𝑁 ≤ 100 from 𝑇 𝑇{⁄ = 10'* to 10(. 
Figure 10-5 presents the temperature variation of the magnetic susceptibility 
according to the canonical ensemble, evaluated numerically using the algorithm 
described above. Once again we see a double-parity effect, and a few representative cases 
of 𝑁 are shown alongside the corresponding grand-canonical calculations. As expected 
for 𝑘M𝑇 ≫ Δ𝐸, the high-temperature behavior is nearly identical in both ensembles. 
When spin is present, the agreement is exact, and both susceptibilities collapse to the 
spin-induced paramagnetism given by (10-12). Without spin, the high-temperature 
exponential decay begins at higher temperatures in the canonical result, but the errors 
introduced by the grand-canonical approximation become vanishingly small at these 
temperature ranges. 
At low temperatures, the susceptibility in the canonical ensemble exhibits 
Langevin diamagnetism for Hückel rings and 1/𝑇 Curie paramagnetism for the open 
shell cases. This is qualitatively the same as the grand-canonical case, but the canonical 
approach finds consistently larger values than the grand-canonical ensemble, giving rise 
to two different Curie constants. Evaluating the susceptibility numerically for 𝑁 = 1 −
100 empirically confirms that the low temperature behavior is again given by (10-8) (see 
Figure 10-6), but the 𝜂 constant requires modification. The canonical corrections to the 




3 𝜂 = Ø
1, 𝑁 = 4𝑗 + 1
0, 𝑁 = 4𝑗 + 2
1, 𝑁 = 4𝑗 + 3
4 3⁄ , 𝑁 = 4𝑗 + 4
 (10-18) 
showing that the paramagnetic values in the canonical ensemble and the bulk Curie 
constant 𝐶 = 2𝜂 are greater by a factor of 4 3⁄ . Evidently in the limit 𝑇 → 0, the two 
ensembles are equivalent only for 𝑁 = 4𝑗 + 2; otherwise we have the persistent ratio 
𝜒 𝜒⁄ = 4 3⁄  when 𝑘M𝑇 ≪ Δ𝐸. 
 
Figure 10-5: The absolute value of the susceptibility calculated using the canonical 
(black) and grand-canonical (red) approaches. The sign of the susceptibility in the low 
and high temperature limits is indicated as either diamagnetic (−) or paramagnetic (+). 
Representative examples for each case of 𝑁 mod 4 are shown both with spin (dashed) 
and without spin (solid). The arrows at the bottom of the panels indicate the 




Figure 10-6: The Curie constant and the low-temperature constant 𝜂 calculated using 
the canonical (black) and grand-canonical (red) approaches at 𝑇/𝑇{ = 10'. Squares 
indicate 𝑁 = 4𝑗 + 3 (left) or 𝑁 = 4𝑗 + 4 (right), and circles indicate 𝑁 = 4𝑗 + 1 (left) 
or 𝑁 = 4𝑗 + 2 (right). The gray dotted lines are the limiting values for 𝜂 and 𝐶 = 2𝜂 
given by (10-18). 
The characteristic paramagnetic-diamagnetic transitions that we already saw in 
the grand-canonical calculations are also visible in the canonical calculations shown in 
Figure 10-5. These transitions occur at consistently higher temperatures in the canonical 
ensemble, and in fact, Figure 10-7 shows that the ratio between these transition 
temperatures does not converge to unity even for large system sizes. Somewhat 
paradoxically, this persistent difference between the ensembles actually grows with the 
system size, contrary to the conventional wisdom that the ensembles are equivalent when 













































































𝑁 → ∞. In reality, equivalence can only be guaranteed for properties that scale with 
system size more slowly than the rate of convergence between the ensembles. In this 
instance, by tracking 𝑇∗ we have selected a system property that can scale with 𝑁'(, 
which we will see in the next section is the same rate of convergence as Δ𝜒 = 𝜒 − 𝜒. 
 
Figure 10-7: Critical temperature 𝑇∗ corresponding to the lowest temperature at which 
a diamagnetic-paramagnetic transition occurs. Values calculated using the canonical 
ensemble are shown in black (𝑇∗) and grand-canonical in red (𝑇∗ ). The top of each 
panel shows the ratio of the critical temperature between the two ensembles (𝑇∗/𝑇∗ ).  
Left: The odd cases 𝑁 = 4𝑗 + 1 with spin (circles), 𝑁 = 4𝑗 + 3 without spin (squares), 
and 4𝑗 + 1 with spin (open circles). Right: The even cases 𝑁 = 4𝑗 + 2 without spin 
(circles), 𝑁 = 4𝑗 + 4 without spin (squares), and 𝑁 = 4𝑗 + 2 with spin (open circles).	
Closer inspection of Figure 10-7 reveals yet another difference between the 
ensembles. Whereas the grand-canonical calculations find that the first 𝑁 = 4𝑗 + 1 
transition occurs for 𝑁 = 13 when spin is present, the onset of diamagnetic-paramagnetic 
transitions occurs at 𝑁 = 41 in the canonical ensemble for this particular class of rings. 
These transitions occur when the susceptibility is already rather small, but if the sign of 
the susceptibility is precisely tracked as a function of temperature, it would be possible to 
deduce whether canonical or grand-canonical averaging is more appropriate for a 
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10.3.2 Convergence Between the Canonical and Grand Canonical Ensembles 
In this section we would like to understand when the canonical ensemble can be 
approximated using the grand-canonical ensemble. In the preceding section, we already 
demonstrated that the error in the grand-canonical approximation varies with temperature 
and the particle number. Considering that quantum ring studies frequently substitute the 
grand-canonical ensemble for the canonical ensemble, the need for a systematic study of 
the convergence between 𝜒 and 𝜒 has become evident. While other works have 
treated quantum rings in the canonical ensemble, these studies have simplified the 
canonical calculations by either assuming equidistant energy spacings or by using saddle-
point based approximations [87], [90], [139], and they do not perform a systematic 
analysis of the convergence between the approaches. We instead take a different 
approach and apply the exact numerical calculation developed in the previous section in 
order to track the error for a broad range of temperatures and system sizes. 
Figure 10-8 presents the absolute difference between the susceptibilities Δ𝜒 ≡
𝜒 − 𝜒, representing the convergence between the canonical and grand-canonical 
ensembles. The blue areas signify areas of ensemble equivalence where |Δ𝜒/𝜒W| <
5 × 10'?, and green-yellow regions indicate regions of non-equivalence. As expected, 
discrepancies between the canonical and grand-canonical are greatest when finite-size 




Figure 10-8: The absolute difference of the susceptibilities calculated in the canonical 
and grand canonical ensembles, Δ𝜒 ≡ 𝜒 − 𝜒. The convergence temperature for each 
value of 𝑁 is indicated by a red circle, above which |Δ𝜒| ≤ 5 × 10'?. Similarly, the 
magenta points indicate the low temperature convergence condition for Hückel rings. 
In accordance with our earlier high-temperature analysis, we find |Δ𝜒/𝜒W| → 0 as 
𝑇 → ∞. In other words, for fixed 𝑁, gradually increasing the temperature above a critical 
point decreases the error until the ensembles are indistinguishable. Thus for each value of 
𝑁, we define a convergence temperature 𝑇öGvù(𝑁) by choosing a tolerance such that 
|Δ𝜒/𝜒(| ≤ tolerance for all 𝑇 > 𝑇öGvù. The convergence temperatures for a tolerance of 
5 × 10'? are indicated by red dots in Figure 10-8, which clearly collapse to linear fits on 
the logarithmic scale. The 1/𝑁 convergence behavior is identical for large 𝑁 regardless 
of whether spin effects are present. The largest errors occur beneath the line of 
convergence, and in this region the grand-canonical calculation cannot be trusted. Note 
that the 𝑁 = 4𝑗 + 2 case is an exception to this rule, which has a unique low-temperature 
convergence condition in addition to its high-temperature criterion. For these closed-shell 
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rings, convergence is also found for 𝑇 < 𝑇öGvù@ , and these points are indicated by the 
magenta dots in Figure 10-8. For the closed-shell rings, the grand-canonical 
approximation fails between the red and magenta points. 
 In the analysis above, 𝑁 is held fixed, and the temperature is increased until 
convergence is reached. Conversely, we can also hold the temperature fixed and increase 
the number of electrons until convergence is reached for 𝑁 > 𝑁öGvù. In fact, 𝑁öGvù can be 
found by simply flipping the temperature criteria (𝑇öGvù ∼ 1/𝑁) to find 𝑁öGvù~ 1 𝑇⁄ . 
Thus it is safe to assume ensemble equivalence provided that 𝑁 > 𝑁öGvù or 𝑇 > 𝑇öGvù. 
When either of these criteria are met, we can say that the quantum rings are in the 
thermodynamic limit, and the grand-canonical model is a suitable approximation to the 
canonical approach. 
In the past three sections, by performing calculations for 𝑇 > 0, not only have we 
studied the variation of the magnetic susceptibility with temperature, but we have also 
addressed a couple of failures of the zero-temperature model based on perturbation-
theory. First, we have resolved the non-physical singularities arising in the 𝑇 = 0 
susceptibility of open-shell rings (see discussion leading up to (8-9)), which in this 
chapter we have seen actually corresponds to Curie paramagnetism. Secondly, the form 
of (4-23a) suggests that Langevin diamagnetism grows unconstrained as the system size 
grows. However, this growth is counteracted by temperature, placing a maximum limit 
on the attainable diamagnetism, 𝜒~u¯ ≈ −𝑁𝛼*. 
10.4 Temperature Effects in Three Dimensional Structures 
Although the analysis in this chapter so far has been restricted to one-dimensional 
rings, many of the insights into temperature-related effects also apply to the three-
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dimensional systems studied in Chapters 8 and 9. We now extend the temperature 
analysis of magnetic effects to the rectangular box using the grand-canonical ensemble 
approximation. The approach is to evaluate (8-12) using Fermi-Dirac statistics, 
𝜒7(𝑇) = $ 𝑓(𝜖Q7Ã, 𝜇, 𝑇) Á𝜒7,tnn (𝑙,𝑚) + 𝜒7,{{nn (𝑙,𝑚)Å
Q,7,Ã
 (10-19) 
where the quantum numbers (𝑙,𝑚, 𝑛) are now allowed to run over all states, and the 
chemical potential is found using the usual constraint ∑ 𝑓(𝜖Q7Ã, 𝜇, 𝑇)Q,7,Ã = 𝑁. The left 
of Figure 10-9 shows the result of (10-19) performed for 𝑇 = 300	K and 𝑇 = 1200	K 
(just below silver’s melting temperature) alongside the 𝑇 = 0 presented earlier in Figure 
8-7. The highly erratic paramagnetic fluctuations at 𝑇 = 0 are reduced at 𝑇 = 300	K and 
almost completely suppressed at 𝑇 = 1200	K. The total susceptibility approaches the 
bulk Landau diamagnetic value as 𝑁 is increased at sufficiently high temperatures. 
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Figure 10-9: Magnetic susceptibility of silver nanocubes calculated at finite 
temperatures using Fermi-Dirac statistics (a) as a function of particles in the box and 
(b) as a function of temperature. The black dotted line in both panels shows the bulk 
Landau value for silver (𝜒tuvwux = −3.6 × 10'y). The cubes here have the same side 
length proportions as those in Figure 8-7, and the figure on the right corresponds to a 
cube with 𝐿 ≈ 10 nm. 
Figure 10-9(b) shows the susceptibility as a function of temperature for two 
different values of 𝑁, chosen to correspond in one case to strong diamagnetism at 𝑇 = 0, 
and chosen for strong paramagnetism in the other case. As the temperature is increased, 
the paramagnetic configuration undergoes a paramagnetic-diamagnetic transition similar 
to those seen earlier in this chapter for quantum rings. After the susceptibility changes 
sign, it gradually approaches the bulk Landau value as the temperature is increased. The 
diamagnetic configuration does not change sign, but it also approaches Landau 
diamagnetism at high temperatures. 
Many experiments are performed on large samples of nanoparticles, which will 
naturally contain a statistical spread of sizes. In order to incorporate realistic samples in 
the model, we also perform size averaging using a log-normal distribution based on size 
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distribution data available in the literature [140]. For a particle distribution with mean 
side length 𝐿W and standard deviation 𝜎, we have the probability distribution  










+ 1¿. We then perform size-averaging using 
𝜒7(𝐿W, 𝑇) = L𝑃(𝐿n, 𝐿W, 𝜎)𝜒7(𝐿n, 𝑇) 𝑑𝐿n 
where 𝑁 = 𝑛O𝐿m𝐿p𝐿n and 𝜒7(𝐿n, 𝑇) is found using (10-19). The results for 𝜎 = 0.2 𝐿W 
are presented in Figure 10-10, showing that samples with a broad size distribution can 
suppress the lively 𝑁 dependence visible in low temperature and mono-disperse 
calculations like those in Figure 10-9. Furthermore, the temperature-dependent collapse 
into Landau diamagnetism is now clear. However, it is interesting to note that below 𝑇 ∼
50	K, the paramagnetic diversions seen at 𝑇 = 0 do not “average out,” and the total 
susceptibility remains positive. Evidently, both the sign and absolute value of the 
susceptibility is expected to depend sensitively on experimental conditions including 
temperature, mean particle size, and spread of the particle sizes. 
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Figure 10-10: The magnetic susceptibility of nanocubes at temperatures ranging from 
𝑇 = 0 to 𝑇 = 1200	K, averaged over a log-normal size distribution assuming a 






SUMMARY AND OUTLOOK 
 
11.1 Summary 
In this dissertation we have discussed many ways that quantum mechanical 
effects influence the optical properties of conducting nanostructures. We began by 
detailing the formalism of the quantum box model, which is designed to bridge the gap 
between molecular models and classical bulk descriptions. The gauge invariance of the 
electromagnetic response tensors was assessed rigorously to ensure calculations based on 
perturbation theory could be trusted. 
After the introductory chapters, calculations of the electric properties of 
nanoparticles were presented using the QBM. Numerical results show that the widely 
used Drude size parameter requires quantum corrections in finite size systems smaller 
than 10 nm. Analytical bounds were also derived in order to estimate the range of 
quantum confinement effects. Comparisons with experiment reveal that particle size 
distributions can easily mask quantum effects and impact the measured values for the 
absorption peak position and width. 
In the last part of the dissertation, the focus turned to the magnetic response. New 
theoretical calculations were presented for the static and time-dependent magnetic 
response of rectangular boxes, showing several examples of finite size systems that can 
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produce magnetic responses much stronger than bulk Landau diamagnetism. The 
enhancement factor depends on the geometric shape and orientation of the structure, but 
none of the systems studied in this work acquired negative permeability at optical 
frequencies. 
Finally, a systematic study of temperature effects showed several effects unique to 
finite systems: paramagnetic-diamagnetic transitions, non-equivalence of the canonical 
and grand-canonical ensembles, and temperature-dependent collapsing to the bulk 
Landau value. By performing exact canonical calculations, precise conditions were 
provided for the onset of the thermodynamic limit for quantum rings.  
11.2 Outlook 
Many questions about metal and semiconductor nanostructures still remain. The 
relative importance of lattice contraction, finite barrier walls, surface roughness, size-
dependent interband transitions, and chemical interface effects is still unclear. 
Improvements to the box model could incorporate some or all of these effects. Because 
particle size distributions can easily cloak quantum effects, experiments with narrower 
size distributions or even single particles are necessary to further test the QBM 
calculations. This would also help clarify the lower size limit of applicability for the 
QBM and determine when more detailed physical models like jellium theories or DFT 
are required. 
Of course, the theoretical models used in this dissertation can be extended to 
future studies of more complex finite-size structures like split rings or coupled resonators 
in order to assess other opportunities for enhanced permittivity and permeability. 
Additional work is still required to understand how finite-lifetime damping effects can be 
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incorporated directly in the perturbation theory while still preserving gauge-invariance. 
Future work will also need to treat finite-temperature effects directly in the perturbation 
theory in order properly calculate the frequency-dependence of the magnetic 
susceptibility at ambient temperatures; this is especially important considering the high-
frequency diamagnetism that appears in the 𝑇 = 0 calculations of cuboids. 
Finally, several predictions in this dissertation related to the magnetic response 
are untested. The predicted paramagnetic-diamagnetic transitions are yet to be observed 
experimentally, which may be a well-suited benchmark of different statistical 
distributions. Systematic temperature studies of nanosized rings and nanoparticles are 
still needed. Considering that it is now possible to fabricate rings and similar structures 





APPENDIX A  
 
MATRIX ELEMENTS AND OSCILLATOR 
STRENGTHS FOR THE SPHERICAL BOX 
 
A.1 Matrix Elements 
The dipole transition moments of the spherical well follow from 
 ⟨𝑠@|𝑧|𝑠⟩ = L𝜓ÃÄQÄ7Ä
∗ (𝑟,𝜃,𝜙) (𝑟 cos(𝜃))𝜓ÃQ7(𝑟,𝜃,𝜙) 𝑑𝜏 (A-1) 
where the 𝜓ÃQ7 are the eigenstates of the spherical well given by 
 𝜓ÃQ7(𝑟,𝜃,𝜙) = ℛÃQ(𝑟)𝑌Q7(𝜃,𝜙), (A-2) 
and the normalized radial eigenfunctions are 
 ℛÃQ(𝑟) = ¾
2
𝑅?¿





where 𝑎ÃQ indicates the 𝑛th zero of the Bessel function of order 𝑙. Now (A-1) becomes 
⟨𝑠@|𝑧|𝑠⟩ = 4𝜋L 𝑟?ℛÃÄQÄ(𝑟)ℛÃQ(𝑟) 𝑑𝑟L𝑌QÄ7Ä(𝜃,𝜙) cos𝜃 𝑌Q7(𝜃,𝜙) 𝑑Ω 
where Ω is the solid angle. Making use of the recursion relation for spherical harmonics 
cos 𝜃 𝑌Q7 = 𝐶QÖ(7 𝑌QÖ(7 + 𝐶Q7𝑌Q'(7  
𝐶Q7 ≡ ü
« (QÖ7)(Q'7)(*QÖ()(*Q'(), |𝑚| < 𝑙
																					0, |𝑚| ≥ 𝑙
 
and orthogonality of the spherical harmonics, the angular integral is 
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L𝑌QÄ7Ä(𝜃,𝜙) cos(𝜃)𝑌Q7(𝜃,𝜙) 𝑑Ω = 𝛿®7,W 𝐶Q7𝛿®Q,'( + 𝐶QÖ(7 𝛿®Q,Ö(¡ 
where Δ𝑙 ≡ 𝑙@ − 𝑙 and Δ𝑚 ≡ 𝑚@ − 𝑚. With this result, the matrix elements become 
⟨𝑠@|𝑧|𝑠⟩ = 𝛿®7,W ¥L 𝑟?ℛÃÄQÄ(𝑟)ℛÃQ(𝑟) 𝑑𝑟¦ ×  𝐶QO
7𝛿®Q,'( + 𝐶QOÖ(
7 𝛿®Q,Ö(¡ 




























* − 𝑎ÃQ* 
* 𝑅, Δ𝑙 = ±1 




* − 𝑎ÃQ* 
*  𝐶QO
7𝛿®Q,'( + 𝐶QOÖ(
7 𝛿®Q,Ö(¡𝛿®7,W. (A-4) 
A.2 Oscillation Strength Factors 










* − 𝑎ÃQ* . (A-6) 
Because Δ𝑚 = 0, the quantum number 𝑚 serves as a degeneracy factor of the initial 
state. Recalling that 𝑚 runs from – 𝑙 to 𝑙, this degeneracy is included in the strength 














* − 𝑎ÃQ* 
? ×  𝑙𝛿®Q,'( + (𝑙 + 1)𝛿®Q,Ö(¡ (A-7) 






* − 𝑎ÃQ* 
? ¾𝑙 +
Δ𝑙 + 1




APPENDIX B  
 
EVALUATION OF THE MCMAHON SUM RULE 
 
 
The exact sum rule ∑ 𝑆aaÄaaÄ = 1 is quite generally valid; however, the asymptotic 
McMahon approximation 𝑎ÃQ ≈ 𝜋(𝑛 + 1 + 𝑙/2) is only accurate when 𝑛 ≫ 𝑙, and it is 
not obvious that the sum rule is satisfied under this approximation. Here we demonstrate 
that the sum rule is indeed satisfied in the limit of large particle sizes (𝑛{ ≫ 1). 
We start by noting that the limits in (6-25a)–(6-25d) are the same for the two 
cases Δ𝑙 = ±1 if we apply the transformation Δ𝑛 → Δ𝑛 + 1 when Δ𝑙 = −1 and assume 
𝑛{ ≫ 1. We can thus combine both Δ𝑙 terms and use (6-22) to define a combined 
strength factor 𝑇Ã,Q,®Ã = 𝑆Ã,Q,®ÃÖ(,®Qï'( + 𝑆Ã,Q,®Ã,®QïÖ( given by 
𝑇Ã,Q,®Ã ≡
16(2𝑛{ − 𝑙 + 2)*
𝜋*𝑛{?(2Δ𝑛 + 1)?
(4𝑛{ − 2𝑙 − 4𝑛 + 1)(2Δ𝑛 − 𝑙 + 2𝑛{ + 3)*
(2Δ𝑛 − 2𝑙 + 4𝑛{ + 5)?
 
In writing 𝑇Ã,Q,®Ã, we also applied the simplifying transformation 𝑙 → −𝑙 + 2(𝑛{ − 𝑛) 
and used the relation 𝑁a = (4/3)𝑛{?, which is the correct density of states for the 
McMahon approximation. Others have pointed out [36], [37], [111] that the McMahon 
density of states does not agree with the bulk density of states, but we use the McMahon 
relation so that the model remains self-consistent. 
We define the set 𝐃(𝑛, 𝑙, Δ𝑛) = {𝑛, 𝑙, Δ𝑛} as the set of values 𝑛, 𝑙, and Δ𝑛 which 
satisfy the summation constraints in (6-25a)–(6-25d) with the transformations described 
in the previous paragraph. With these conditions, we can write the set 𝐃 as the union of 
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three subsets, 𝐃 = 𝐃( ∪ 𝐃* ∪ 𝐃?, where we define the subsets in Table B-1. The sum 
rule can then be written ∑ 𝑆aaÄaaÄ = ∑ 𝑇Ã,Q,®Ã𝐃 = ∑ 𝑇Ã,Q,®Ã𝐃ò + ∑ 𝑇Ã,Q,®Ã𝐃è + ∑ 𝑇Ã,Q,®Ã𝐃é . 
From Figure B-1, it's clear that the sums over 𝐃* and 𝐃? vanish when 𝑛{ is large, so we 
have ∑ 𝑇Ã,Q,®Ã𝐃 ≃ ∑ 𝑇Ã,Q,®Ã𝐃ò  for large 𝑛{. If we write the upper summation limit for 𝑛 














𝜋*(2Δ𝑛 + 1)* 
where we first performed the straightforward sum over 𝑛 and subsequently applied the 
limit 𝑛{ → ∞. The final sum over 𝑙 can then be evaluated easily. The sum rule 
∑ 𝑆®Ã®ÃïW = 1 is readily verified, confirming that the sum rule is satisfied for 𝑛{ ≫ 1. 
Table B-1: The subsets used for evaluating the sum rule. 
𝐃( 𝐃* 𝐃? 
𝑣 0 ≤ Δ𝑛 ≤ 𝑛{ Δ𝑛 > 𝑛{ 
0 ≤ 𝑛 ≤ 𝑛{ − Δ𝑛 𝑛{ − Δ𝑛 < 𝑛 ≤ 𝑛{ 0 ≤ 𝑛 ≤ 𝑛{ 




Figure B-1: Evaluation of the sum rule for the three different domains defined in 
Table B-1. 
The group frequencies are evaluated analogously to the sum rule. Combining 
ωÃ,Q,®Ã,®Q for both Δ𝑙 = ±1 terms and again applying the transformation 𝑙 → −𝑙 +




(2Δ𝑛 + 1)(2Δ𝑛 − 2𝑙 + 4𝑛{ + 5) 
For large 𝑛{ we again only need to consider the sum corresponding to 𝐃(, and the group 














(2Δ𝑛 + 1) = 𝜔W(2Δ𝑛 + 1) 














APPENDIX C  
 
BOUNDS ON THE PERMITTIVITY 
 
 
We are ultimately interested in bounds for 𝜀(𝜔, 𝑅). We first recast the problem 
in a more illuminating form by extracting the Drude term from the sum in (6-28). We can 
then split the finite-size contribution into its real and imaginary parts by writing 
 Re[𝜀(𝜔)] − 1 = 𝜒¶@ 1 + 𝜉(𝜈, 𝜏) (C-1) 
 Im[𝜀(𝜔)] = 𝜒¶@@1 + 𝜂(𝜈, 𝜏) (C-2) 
where we have defined the parameters 𝜈 = 𝜔/𝜔W and 𝜏 = 𝛾/𝜔W. In this form, the scaling 
functions 𝜉(𝜈, 𝜏) and 𝜂(𝜈, 𝜏) represent corrections to the Drude susceptibility functions 
χ¶@  and χ¶@@. The scaling functions are given by 
 𝜉(𝜈, 𝜏) =
8
𝜋*$
𝜈* − 𝜏* − 1 − 4𝑛(𝑛 + 1)




 𝜂(𝜈, 𝜏) =
8
𝜋*$
2𝜈* − (2𝑛 + 1)*




The problem is now reduced to finding bounds for the functions 𝜉 and 𝜂. The 
summations in (C-3) and (C-4) have the closed-form solutions 𝜉(𝜈, 𝜏) = −Re[𝑓(𝜈, 𝜏)]/𝜈 
and 𝜂(𝜈, 𝜏) = Im[𝑓(𝜈, 𝜏)]/𝜏 where 
 𝑓(𝜈, 𝜏) =




is a complex-valued function. To investigate the bounding behavior of these functions, 
we write (C-5) entirely in terms of real-valued functions. Making use of the property 
tan(𝑥 + 𝑖𝑦) = (sin(2𝑥) + 𝑖 sinh(2𝑦))/(cos(2𝑥) + cosh(2𝑦)), we can write 𝑓(𝜈, 𝜏) =
−𝐹(𝜈, 𝜏) + 𝑖𝐺(𝜈, 𝜏) where 
 𝐹(𝜈, 𝜏) =
2𝑌(𝑌* − 3𝑋*) sinh(𝜋𝜈𝑌) − 2𝑋(𝑋* − 3𝑌*) sin(𝜋𝜈𝑋)
𝜋(𝑋* + 𝑌*)(cos(𝜋𝜈𝑋) + cosh(𝜋𝜈𝑌)}  
(C-6) 
 𝐺(𝜈, 𝜏) =
2𝑌(𝑌* − 3𝑋*) sin(𝜋𝜈𝑋) + 2𝑋(𝑋* − 3𝑌*) sinh(𝜋𝜈𝑌)
𝜋(𝑋* + 𝑌*)(cos(𝜋𝜈𝑋) + cosh(𝜋𝜈𝑌)}  
(C-7) 
with 𝑋 ≡ 1/√2«1 + Ú1 + (𝜏/𝜈)* and 𝑌 ≡ 1/√2«−1 + Ú1 + (𝜏/𝜈)*. The scaling 
functions are thus 𝜉(𝜈, 𝜏) = 𝐹(𝜈, 𝜏)/𝜈 and 𝜂(𝜈, 𝜏) = 𝐺(𝜈, 𝜏)/𝜏. We now use the results 
(C-6) and (C-7) to seek upper and lower bounds on the scaling functions, i.e. 𝜉' ≤ 𝜉 ≤
𝜉Ö and 𝜂' ≤ 𝜂 ≤ 𝜂Ö. The corresponding bounds on the permittivity are as follows: 
 𝜒¶@ (1 + 𝜉Ö) ≤ 𝜀@ − 1 ≤ 𝜒¶@ (1 + 𝜉') (C-8) 
 𝜀¶@@(1 + 𝜂') ≤ 𝜀@@ ≤ 𝜀¶@@(1 + 𝜂Ö) (C-9) 
Where possible, we will explore frequency-independent bounds 𝜉'(𝜏), 𝜉Ö(𝜏), 𝜂'(𝜏), and 
𝜂Ö(𝜏) to preserve the frequency dependence of the Drude functions in the bounds given 
by (C-8) and (C-9) above. 
C.1 Lower Bound for 𝝃(𝝂, 𝝉) 
It can be readily verified that the global minimum of 𝜉(𝜈, 𝜏) is always located in 
the range 0 ≤ 𝜈min ≤ 1. However, the exact value of 𝜈min depends on 𝜏 in a nontrivial 
way. We instead consider the function 𝐻(𝜈, 𝜏) ≡ (𝜈* + 𝜏*)'(/*𝜉(𝜈, 𝜏) =
𝜈√𝜈* + 𝜏*
'(
𝐹(𝜈, 𝜏) shown in Figure C-1(a). This function is minimized at 𝜈 = 0 for 









Since this is a minimum value, we can use it to write a frequency-dependent lower bound 
𝜉(𝜈, 𝜏) ≥ 𝜉'(𝜈, 𝜏) with 




12 Ø (C-10) 
The bound 𝜉'(𝜈, 𝜏) holds for all values of 𝜈, so it must also be true that 𝜉(𝜈, 𝜏) ≥
𝜉'(𝜈~Iv, 𝜏). Since we always have 𝜈~Iv ≤ 1 for 𝜉(𝜈, 𝜏), we can also establish a 
frequency-independent bound by evaluating (C-10) at 𝜈 = 	1: 




12 Ø (C-11) 
C.2 Upper Bound for 𝝃(𝝂, 𝝉) 
Observe in Figure C-1(b) that the function 𝜈  𝜉(𝜈, 𝜏) = 𝐹(𝜈, 𝜏) has an infinite set 
of local maxima and minima which always monotonically increase to an asymptotic 
value. The limiting value can be found from the asymptotic behavior for 𝜈 ≫ 𝜏, in which 
case 𝑋 ≈ 1 and 𝑌 ≈ 𝜏/2𝜈. Dropping terms containing 𝜏/𝜈, we obtain 
 𝐹(𝜈, 𝜏) ∼
−2 sin(𝜋𝜈)
𝜋 cos(𝜋𝜈) + 𝜋 cosh(𝜋𝜏/2) ,
(𝜈 ≫ 𝜏) (C-12) 
This function has minima and maxima at 𝜈min,max = 2𝑛 ± arccos(− sech(𝜋𝜏/2)). 
Evaluating (C-12) at these points, we find that the function asymptotically oscillates 
between two limiting values, 
lim
%→










Because the maxima of 𝐹(𝜈, 𝜏) increase monotonically, the positive asymptotic value 
must be an upper bound for all frequencies. Therefore, we have 𝜉(𝜈, 𝜏) ≤ 𝜉Ö ≡
(2/𝜋𝜈) csch(𝜋𝜏/2). 
C.3 Lower Bound for 𝜼(𝝂, 𝝉) 
The function 𝜂(𝜈, 𝜏) has a global minimum 𝜂(0, 𝜏) = −1. This establishes the 
bound 𝜀@@ ≥ 𝜒¶@@, which simply confirms that the imaginary part of the finite-size 
contribution 𝜀a@@ is always positive. A tighter lower bound for 𝜀@@ can be found by instead 
considering the summation in (6-28). Since each imaginary term is always positive, every 
Δ𝑛 term is a lower bound. We give the result for the first term (Δ𝑛	 = 	0) in (6-31). 
C.4 Upper and High-frequency Bounds for 𝜼(𝝂, 𝝉) 
The function 𝐺(𝜈, 𝜏) has monotonically increasing maxima, so we again find the 
high-frequency asymptotic for 𝜈 ≫ 𝜏. Taking 𝑋 ≈ 1 and 𝑌 ≈ 𝜏/2𝜈, we find 
 𝐺(𝜈, 𝜏) ∼
2 sinh(𝜋𝜏/2)
𝜋𝜏 cos(𝜋𝜈) + 𝜋𝜏 cosh(𝜋𝜏/2) 
(C-13) 
Maximizing/minimizing with respect to ν, we find that minima occur at 𝜈min = 2𝑛 and 
maxima at 𝜈max = 2𝑛 + 1. The corresponding values are 
 lim
%→










The lower value is a high frequency bound, but the upper value holds as a bound for all 
frequencies. Thus, we can conclude that 𝜂(𝜈, 𝜏) ≥ 𝜂' and 𝜂(𝜈, 𝜏) ≤ 𝜂Ö for all 𝜈 when 




Figure C-1: The regularized scaling functions (a) 𝐻(𝜈, 𝜏) = 𝜈√𝜈* + 𝜏*
'(
𝐹(𝜈, 𝜏), 
(b) 𝐹(𝜈, 𝜏), and (c) 𝐺(𝜈, 𝜏). Horizontal lines indicate limiting values. Global minima 
for 𝐻(𝜈, 𝜏) occurring at 𝜈 = 0 are shown, and the global maxima of the functions 




APPENDIX D  
 
DILUTE CONCENTRATIONS IN VACUUM 
 
 
In this appendix, the theory developed in Section 2.1.8 will be used to derive a 
relation between the damping parameter 𝛾 and the absorption peak width Γ for the special 
case of nanospheres embedded in air. The nanoparticle region is modeled using Maxwell 
Garnett effective medium theory assuming 𝑓 ≪ 1. Using (2-18) with 𝜀7 = 1 for air, the 
effective permittivity is 
 𝜀eff ≅ 1 + 3𝑓
(𝜀(𝜔, 𝑅) − 1)
(𝜀(𝜔, 𝑅) + 2) . 
(D-1) 
Assuming 𝜇 ≈ 1 and setting 𝑘? = 𝑘( in (2-25) and (2-26) gives 
 𝑅 = á
(𝑘(* − 𝑘**) sin(𝑘*𝑑)












for the reflectance and transmittance. Choosing the layer thickness to equal the particle 
diameter, 𝑑 = 2𝑅, and using 𝑘𝑅 ≪ 1 in the quasistatic approximation, we find 









, 𝑘𝑑 ≪ 1	







, 𝑘𝑑 ≪ 1 
(D-4) 
 (D-5) 
with wave numbers given by 
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 𝑘( = 𝑘? =
𝜔
𝑐 , 𝑘* =
𝜔
𝑐 Ú𝜀eff. (D-6) 
If we assume the size-dependent permittivity of the particle is given by either a classical 
Drude function or a Lorentz shape given by  




𝜀Lorentz(𝜔, 𝑅) = 1 +
𝜔I*




then in either case when substituted into (D-4) and (D-5), we find for the reflectance, 
transmittance, and absorption 




(𝜔c* − 𝜔*)* + 𝜔*𝛾*
		









(𝜔c* − 𝜔*)* + 𝜔*𝛾*
		














where 𝜔c = 𝜔I √3⁄  in the Drude case and 𝜔c = 𝜔W* + 𝜔I* 3⁄ 
( *⁄  for the Lorentz shape. 
Because 𝑑 and 𝑓 are small, the term 4𝑐𝛾 𝑑𝜔I*⁄  dominates in (D-10) and (D-11). As a 
result, the reflectance is negligible, and the principal result is 
 𝑅 ≈ 0, 𝑇 = 1 −
𝑓𝑑𝛾
𝑐 𝜔I
*	𝐿(𝜔c, 𝛾), 𝐴 =
𝑓𝑑𝛾
𝑐 𝜔I
*	𝐿(𝜔c, 𝛾) (D-12) 
where 𝐿(𝜔c, 𝛾) denotes a Lorentz shape having a width 𝛾 and a maximum at 𝜔c. This 
means that for small values of the filling factor and particle diameter, the lineshape 
broadening of the absorption can be directly compared to the damping frequency of the 





APPENDIX E  
 
BESSEL ZERO APPROXIMATIONS 
 
 
The energy levels and oscillator strengths of the spherical infinite potential well 
depend on the zeros of the spherical Bessel functions 𝑗Q(𝑟). In general, no closed-form 
expression exists for the sequence of Bessel zeros. However, various formulae have been 
developed to help approximate their values. Two useful expansions are McMahon’s 
expansion for large argument and Debye’s expansion for large order. 
E.1 McMahon’s Expansion 
Designating 𝛽ÃQ as the 𝑛th zero of the spherical Bessel function of order 𝑙, the 




(2𝑛 + 𝑙), 𝛽ÃQ ≫ 𝑙(𝑙 + 1) (E-1) 
where the condition for validity has been corrected following Arfken and Weber [141]. 
This approximation is used frequently for its simplicity, but it has several drawbacks. 
Most notably, the McMahon formula 
1. fails for large 𝑙, 
2. incorrectly predicts straight contours with high degeneracy, and 
3. leads to an incorrect density of states (see [37]) 
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E.2 Debye’s Expansion 
Debye’s expansion is designed for large order, but it has impressive accuracy 












𝜋 Á𝑛 − 14Å




The approximation is completely contained in (E-2), but it can be used to extract further 




(2𝑛 + 𝑙) +
1
4
(2𝑙 + 1) ß
(2𝑛 + 𝑙)*














where 𝛽F denotes the Bessel zero corresponding to the Fermi surface. 
E.3 Accuracy of Approximations 
The relative error of the McMahon and Debye formulae are shown in Figure E-1, 
and the contours are compared in Figure E-2. The Debye formula has superior accuracy 
for all values of 𝑛 and 𝑙 (except for 𝑙 = 0 where (E-1) is exact). 
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Figure E-1: Relative error of the Debye (solid) and McMahon (dashed) 
approximations for the Bessel zeros. 
 
Figure E-2: Contours corresponding to constant values of 𝛽F as given by the 
McMahon approximation (dashed), and the exact contours (solid, indiscernible from 




APPENDIX F  
 
QUANTUM RING IN THE GRAND-CANONICAL 
ENSEMBLE: HIGH TEMPERATURE LIMIT 
 
F.1 Chemical Potential 
In this appendix, we provide details of the calculation of the high-temperature 
result for the chemical potential and susceptibility. Written explicitly using (10-2) and 
(10-3), the chemical potential is given by 
















Changing the limits of the summation, we find the equivalent form 
 𝑁 = −
𝑓(0)





































where we have used that 𝑓(*Ò'()(0) = 𝑓(*Ò'()(∞) = 𝑓(∞) = 0. With this result and 
(F-2), we can now write	
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so we are left with ∫ 𝑓(𝑚)𝑑𝑚W = 2∫ 𝐹(𝑥) 𝑑𝑥

W , giving 
















which can be evaluated using polylogarithm functions, leading to a transcendental 
equation for 𝜇ñ, 













(DºÖDöÉ)¿Ø , 𝑘M𝑇 ≫ 𝜖( (F-3) 
where LiÃ(𝑥) are the polylogarithm functions of order 𝑛. Evaluating (F-3) at 𝜅 = 0 gives 







ÒEÏ Ø (F-4) 











ÏB­ Ø (F-5) 
Finally we find (10-10) when we solve (F-5) for the chemical potential. Making use of 






ï  for 𝑇 ≪ 𝑇{ recovers the “bulk” result 
𝜇(0) = 𝜖{ = 𝜖(𝑁*/16 quoted in the text. 
F.2 Susceptibility 
We now derive the high-temperature susceptibility result given by (10-11) in the 
text. We begin by changing the limits of the summation in (10-5), finding the equivalent 
form 
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and where 𝑏 ≡ QÏ­
èÏ
. Now applying the Euler-Maclaurin formula in the same way as we 
did for the chemical potential in Appendix A, we find ∑ 𝑓(𝑚)7ïW = ∫ 𝑓(𝑚)𝑑𝑚

W +
𝑓(0) 2⁄  since again we have 𝑓(*Ò'()(0) = 𝑓(*Ò'()(∞) = 𝑓(∞). This leads to 
























With the help of the integral formula 
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L 𝑥I sech*(𝑥 − 𝑎) 𝑑𝑥
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With this result, (F-6) becomes 
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APPENDIX G  
 
RECURSION ALGORITHM FOR THE 
SUSCEPTIBILITY IN THE CANONICAL ENSEMBLE 
 
 
For convenience we rewrite the recursion relation for the partition function given 












, 𝑡 = 𝑇/𝑇{, and 𝒵W = 1. Now, expanding 𝒵 
up to second order in 𝜅, we have 





















where we have used the fact that there is no linear term with 𝜅, based on the Taylor 
expansion of 𝒵( in (10-16). Using the result above, we can now write recursion 
































Now we find the first order coefficients from series expansion of the single-electron 
partition function, 






























From modular properties of the theta functions, we have the identity 
«
𝜋
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(0, e'B) + 𝜗?@@(0, e'B)Ø 
Applying these substitutions to (G-4) and (G-5) we find 
𝐴((𝜖) = 2𝜗?(0, e'B)	







Note that these expressions are completely equivalent to (G-4) and (G-5), but their utility 




























Clearly the first set of sums in (G-4) and (G-5) converge rapidly with a small number of 
terms when 𝜖 is small, whereas the reverse is true for (G-6) and (G-7), i.e. they converge 
more rapidly for large 𝜖. In practice, we find that the former is more computationally 
favorable for 𝜖 ≲ 3 and the latter for 𝜖 ≳ 3. By choosing the appropriate pair of 
expressions for each value of 𝜖, the sums can be truncated with the fewest possible terms, 
allowing for considerable optimization of the numerical routine. 
Finally, the discretization procedure is straightforward. For a fixed temperature 
range with 𝑀 values [𝑡(,… , 𝑡ê], the initialization step requires calculating 𝐴( and 𝐵( for 











After these matrices have been initialized, we can proceed with the recursion steps (G-1) 
and (G-2), which must be performed 𝑁 times until we find 𝐴 and 𝐵. Because each sum 
also contains 𝒪(𝑁) terms and must be evaluated at each of the 𝑀 temperature values, the 
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recursion step requires 𝒪(𝑀𝑁*) operations. Finally, once the 𝐴 and 𝐵 are known, the 
susceptibility follows simply from (G-3).  
The above analysis of the algorithm does not capture the whole story. As 
mentioned in the text of Chapter 10, the recursion method causes rapid loss of significant 
digits. This loss of significance can be offset by increasing the working precision, but the 
corresponding computational complexity also increases since the number of operations in 
arbitrary precision arithmetic scales with the working precision. Figure G-1 tracks the 
necessary working precision in order to retain 10 significant digits in the final result for 
different temperatures and system sizes. Because the precision requirements increase 
with 𝑁/𝑡, the true scaling behavior of the algorithm is much less favorable than 
𝒪(𝑀𝑁*).  
 
Figure G-1: The working precision required to retain at least 10 significant digits in 
the final output of the recursion algorithm. The precision is tracked for fixed 
temperature and varying 𝑁 (left) as well as fixed 𝑁 and varying temperature (right). 
The running times for the code used in this dissertation are presented in Figure 
G-2, showing scaling behavior that approaches 𝒪(𝑁) behavior. Despite this inefficient 
scaling, calculations are still manageable for sizes up to around 𝑁 ≃ 1000. This upper 
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limit could be improved with further optimizations or increased computational resources, 
but this additional effort would be met with diminishing benefit since the convergence 
trends between the canonical and the grand-canonical ensemble are already well-
established by 𝑁 ≃ 100 (see e.g. Figure 10-7 and Figure 10-8). 
 
Figure G-2: Running times recorded for the recursion algorithm, evaluated on an 8-
core machine for 300 discrete temperature values between 𝑇 𝑇{⁄ = 10'* and 𝑇 𝑇{⁄ =
10(. The time complexity for large 𝑁 is fit asymptotically with 𝑁 scaling behavior. 
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