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Let F be a totally real field and p a prime number. Given a Galois
representation ρ : GF Ñ GL2pFpq, we have precise conjectures (see [BLGG13])
in terms of non-explicit p-adic Hodge theory giving the sets of weights of
Hilbert modular forms such that the reduction of the associated Galois
representation is isomorphic to ρ. Under the assumption that p is unramified
in F an alternative explicit formulation of these sets of weights was proposed
in the paper [DDR16] replacing the p-adic Hodge theory by local class field
theory. Subsequently, the equivalence of the reformulated conjecture to the
original conjecture was proved in [CEGM17].
In this thesis we generalise the conjecture of [DDR16] and the proof of
equivalence of the two conjectures of [CEGM17] to hold for any totally real
field F . Thereby, we give an equivalent explicit version of the conjectures on
the modularity of two-dimensional Galois representations over totally real
fields.
The copyright of this thesis rests with the author and no quotation
from it or information derived from it may be published without proper
acknowledgement.
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For a totally real field F , a prime p and a mod p Galois representation
ρ : GF Ñ GL2pFpq, the question whether this representation can arise as
the reduction of the Galois representation associated to a Hilbert modular
form was first rigorously studied in [BDJ10] under the hypothesis that p is
unramfied in F . This being a generalisation of Serre’s famous conjecture
[Ser87] for F “ Q, it was long believed that a similar conjecture could be
formulated for totally real fields. However, in the conjecture of [BDJ10],
the authors were for the first time able to predict the set of weights of
Hilbert modular forms leading to the given representation precisely. The
unramifiedness hypothesis was later removed in Schein [Sch08], [Gee11] and
[BLGG13]. Building on previous work of Gee and co-authors it was proved
in [GLS15] that the predicted set of weights of [BDJ10] and its extensions
is correct in the sense that if ρ comes from a Hilbert modular form then it
must come from a form of weight predicted by the conjectures and every
predicted weight occurs.
One unifying aspect of all these conjectures is that the sets of weights
are predicted using abstract p-adic Hodge theory making it complicated to
do explicit computations in many cases. This problem was addressed in
the paper [DDR16] under the assumption that p is unramified in F . The
authors conjecture an alternative explicit formulation of the predicted sets
of weights in terms of local class field theory and the Artin–Hasse expo-
nential. Subsequently, it was proved in [CEGM17] that their reformulation
was equivalent to the original conjectures. The main result of this thesis is
the generalisation of the conjecture of [DDR16] as well as a a generalisation
of the proof of the equivalence of the two conjectures of [CEGM17] to the
case of an arbitrary totally real field F . As an immediate consequence, we
can give an alternative, explicit and equivalent formulation of the sets of
weights appearing in the conjectures on the modularity of two-dimensional
mod p Galois representations over an arbitrary totally real field.
Let us now give a more careful chapter-by-chapter overview of the con-
tents of this thesis. In Chapter 2 and 3 we give some history and back-
ground in order to put the results of this thesis in a broader context. In
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Chapter 2 we describe Serre’s modularity conjecture on Galois representa-
tion ρ : GalpQ{Qq Ñ GL2pFpq through some of the original letters between
Serre, Tate and Grothendieck. We move on to give a cohomological re-
formulation of the weight part of Serre’s conjecture in which we use the
Eichler–Shimura isomorphism to redefine ρ being modular in terms of the
non-vanishing to localisations of certain group cohomology groups. Lastly,
we will explain how this cohomological formulation is related to crystalline
lifts of ρ|GQp of certain prescribed Hodge–Tate weights. These reformula-
tions are important for the generalisations of Serre’s conjecture treated in
the following chapter.
In Chapter 3 we introduce generalisations of Serre’s modularity conjec-
ture to Galois representations ρ : GalpF {F q Ñ GL2pFpq for a totally real
field F . We start with a very brief introduction to the theory of Hilbert
modular forms. Next we sketch how to define modularity of Galois repre-
sentations in this context following [BDJ10, §2]. To define the associated
sets of weights W pρq we restrict to a decomposition group at a prime p of F
dividing p. Writing ρp for the resulting local representation at this prime,







for continuous characters χ1, χ2 : GFp Ñ F
ˆ
p . Then ρp defines a cocy-
cle in the space of extensions H1pGK ,Fppχqq of Fppχ2q by Fppχ1q, where
χ :“ χ1χ
´1
2 . We include a weight V in W pρpq if and only if this associated
cocycle lies in a mysterious subspace LV Ď H
1pGK ,Fppχqq depending on
the weight V . At the end of the chapter we give a definition of the sub-
spaces LV in terms of the existence of crystalline lifts of certain prescribed
Hodge–Tate weights. All this results a precise statement of the generalisa-
tion of Serre’s conjecture to two dimensional mod p Galois representations
of totally real fields.
In Chapter 4 we prove a result that seems to be well-known to ex-
perts, but for which we have been unable to find an appropriate refer-
ence. If χ is the cyclotomic character, then we can use Kummer theory
to identify H1pGK ,Fppχqq – K
ˆ b Fp. The peu ramifié subspace is the
subspace of cocycles corresponding to elements of the codimension-one sub-
space OˆK b Fp. The result we prove in this chapter is that the subspaces
LV Ď H
1pGK ,Fppχqq are contained in the peu ramifié subspace (except in
one exceptional case). We prove this by first proving the result in the trivial
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weight case using the theory of finite flat group schemes. Then we prove
that we have inclusions LV Ď LVtriv using the classification of [GLS15]. In
the hope of making this chapter useful without the need to read the rest of
the thesis, we have tried to keep it somewhat self-contained.
In Chapter 5 we define an explicit basis of H1pGK ,Fppχqq by making
use of local class field theory and the Artin–Hasse exponential. That is,
we generalise [DDR16, §3,§5] to the case of an arbitrary local field K. We
start by defining a filtration on H1pGK ,Fppχqq via restrictions to higher
ramification groups and we find the jumps of this filtration as well as their
dimension. Then we study the dual filtration which is defined using local
class field theory and given in terms of the higher unit groups of a tamely
ramified extension of K. Using the Artin–Hasse exponential we define basis
elements tui,ju in these higher unit groups and we obtain a basis tci,ju of
H1pGK ,Fppχqq dually.
In Chapter 6 we study the relationship between the explicitly defined
basis elements of H1pGK ,Fppχqq from the previous chapter and the spaces
LV defined using crystalline lifts. This is a generalisation of [CEGM17,
§3] to the case of an arbitrary local field K. We start by recalling some
p-adic Hodge theory as well as the classification theorem of [GLS15] which
classifies the space LV in terms of the étale ϕ-modules that it corresponds
to. Via Artin–Schreier theory and the theory of the field of norms, we
use an explicit reciprocity law to write down a precise criterion for when
the pairing of (the image of) LV with ui,j does not vanish. Writing J
AH
V
for the pairs pi, jq satisfying this criterion, we then conclude that the span
of LAHV :“ tci,j | pi, jq P J
AH
V u must equal LV . This gives an alternative
explicit way of writing down the subspaces LV . We remark that special
cases of Chapters 5 and 6 are related to Abrashkin’s papers [Abr89] and
[Abr97]. The first paper implies cases of our conjecture and in the second
paper the Artin–Hasse exponential appears much like in our work.
In Chapter 7 we study the criterion in the defintion of JAHV in some
more detail. We start with generalisations of [DDR16, §4,§6]. That is,
we introduce the concept of dependency which gives us a direct condition
that the spaces LAHV should satisfy if they are independent of some choices
made in their definition. Of course, at this point we have already proved
that LV “ L
AH
V from which it follows, a posteriori, that the latter space is
choice-independent. However, we will see that the concept of dependency
will make it easier to write down an explicit formula for the elements of the
set JAHV . We move on by recalling from [DDR16] what such a formula looks
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like in the case that K is unramified over Qp. We recall that a combinatorial
proof of the correctness of this formula is given in [CEGM17]. Next we turn
to the case that K is a totally ramified extension of Qp. We give an explicit
formula in this case and prove that this indeed gives the set JAHV . At the
end of the chapter we look at the two special cases when χ is generic or
when e “ 2 and we give conjectural formulae for the elements of the set JAHV
in these cases. It would have been nice to be able to find a more explicit
formula for the elements of the set JAHV in complete generality, however the
combinatorics of the problem become quite difficult fairly quickly. More
work needs to be done to solve this problem in general.
1.1. Notation
In this thesis the number p will always denote a prime. For any field
F we will write GF :“ GalpF {F q for the absolute Galois group of F . If
we let F be a finite extension of Q and p a prime ideal, we will write Fp
for the completion of F at the given prime ideal. Once and for all we will
fix embeddings F ãÑ C and F ãÑ F p. This gives a natural sequence of
subgroups
IFp Ă GFp :“ GalpF p{Fpq Ă GF :“ GalpF {F q,
where IFp denotes the inertia group at p. When dealing directly with finite
extensions K of Qp we let IK Ă GK have the same meaning as in the
completed global case.
We will write ε for the p-adic cyclotomic character ε : GK Ñ Z
ˆ
p of K
defined by σpζq “ ζεpσq for any σ P GK and any compatible sequence of
higher pth roots of unity ζ P µp8pKq. In situations where it is important to
distinguish the characteristic zero theory from the characteristic p theory, we
will write ε : GK Ñ F
ˆ
p for the reduction mod p of ε. When the distinction
is clear from context we will, by abuse of notation, sometimes also write ε
for the reduction mod p.
We let K{Qp be a finite extension of ramification index e, of residue
degree f and with residue field k. We fix an embedding τ 0 P Hompk,Fpq and
label the remaining embeddings of the residue field via the rule τ pi`1 “ τ i.
This is the convention as in [GLS15], opposite to [DDR16]. We now label
the embeddings
HompK,Qpq “ tτi,j | i “ 0, . . . , f ´ 1 , j “ 0, . . . , e´ 1u
in any way such that τi,j ” τ i mod p. When it is convenient we may consider
the indices of the embeddings to be elements of Z{fZ and Z{fZ ˆ Z{eZ,
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meaning, for example, that τ f “ τ 0 and τf,e “ τ0,0 etcetera. Let GK denote
the absolute Galois group of K and fix a uniformiser πK of K. We set
π0 :“ πK and for each n ě 1 we choose a p
n-th root of πK such that
πpn`1 “ πn. We define the rising union K8 :“
Ť
ně0Kpπnq; when p “ 2 we
will furthermore suppose that πK was chosen so that K8XKp8 “ K, where
Kp8 :“
Ť
ně1Kpζpnq with ζpn a primitive p
n-th root of unity – it follows from
[Wan17, Lem. 2.1] that this is always possible. For any unramified extension
L of K we let FrobK P GalpL{Kq denote the arithmetic Frobenius.
Let π be a root of xp
f´1 ` πK in K. Recall that we have a character






For any embedding τ P Hompk,Fpq we get a fundamental character
ωτ : GK Ñ F
ˆ
p via ωτ :“ τ ˝ ωπ. When τ “ τ i this character is also
sometimes simply denoted by ωi. The characters tωi | i “ 0, . . . , f ´ 1u are
often called the fundamental characters of level f .
1.2. Conventions in p-adic Hodge theory
In this thesis we will not give an extensive background treatment of the
theory of p-adic Hodge theory despite it being used extensively in Chapters
2, 3 and, most importantly, in Chapter 6. A good survey of the fundamen-
tals of p-adic Hodge theory would require a substantial amount of space.
Moreover, very good surveys are available already such as the excellent short
survey [Ber04] and the fine longer and more detailed survey [BC09]. There-
fore, we have chosen to put the focus of the background material of this
thesis on arguments that we believe to be less easily found in the literature.
Nonetheless, let us give an hypercondensed overview of the material here,
mainly to fix our conventions. For more details, we refer to the surveys
[Ber04] and [BC09].
1.2.1. Crystalline Representations. Let K be a p-adic local field.
In the 1980s Fontaine introduced the period ring BdR, which is a filtered
K-algebra endowed with a GK-action, and its subring Bcris on which one
can define a natural Frobenius map (see [Ber04, §II.2,§II.3] for the exact
definitions). If V is an n-dimensional Qp-vector space and ρ : GK Ñ GLpV q
a representation. Then we will say ρ is de Rham (resp. crystalline) if
pB bQp V q
GK is a free module over K bQp Qp (resp. K0 bQp Qp) of rank
n for B “ BdR (resp. B “ Bcris), where GK acts diagonally on the tensor
product. It turns out that any crystalline representation is also de Rham.
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Some intuition for this definition can be given as follows. Suppose E
is an elliptic curve defined over Qp. For any prime ` we can look at its
`-adic Tate module T`E :“ limÐÝnEr`
nspQpq on which GQp :“ GalpQp{Qpq
acts naturally. We may wonder whether it is possible to determine whether
E has good reduction at p simply from studying the properties of the repre-
sentation ρE : GQp Ñ GL2pQ`q obtained from this action. Indeed, if p ‰ `
the criterion of Néron, Ogg and Shafarevich says that E has good reduction
at p if and only if this representation is unramified. When ` “ p, however,
the condition of unramifiedness does not work any longer and needs to be
replaced by the condition that the representation is crystalline. Therefore,
one (vague) way of thinking about crystalline representations is as repre-
sentations GQp Ñ GLnpQpq coming from geometric objects over Qp with
good reduction at p.
1.2.2. Hodge–Tate weights. Let pK be the completion of the alge-
braic closure K of K. For an integer i, we write pKpiq for the i-th Tate
twist of this vector space, i.e. the same underlying vector space with the
action of GK given by the i-th power of the p-adic cyclotomic character.
Given a crystalline (hence de Rham) representation ρ : GQp Ñ GLpV q, we
define its Hodge–Tate weights as follows: for τ P HompK,Qpq we define
the τ -labelled Hodge–Tate weights HTτ pρq of ρ to be the multiset of
integers containing the integer i with multiplicity
dimQppV bτ,K
pKp´iqqGK
with Galois acting diagonally. It follows from the definition that the p-adic
cyclotomic character ε has Hodge–Tate weight 1. If you prefer geometry,
then another way of thinking about this is the following. If X is a proper
scheme over Qp with good reduction at p, then the Hodge–Tate weights of
H iétpXQp ,Qpq (as a GQp-representation) are simply the jumps (with multi-
plicity) in the filtration on the de Rham cohomology.
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CHAPTER 2
The weight in Serre’s conjecture
In this chapter we will take a historical look at Serre’s conjecture. We
will explain how to ‘geometrise’ the weight in the conjecture: a reformula-
tion of the weight part of Serre’s conjecture will prove to be of vital impor-
tance for generalisations of his conjecture in following chapters. We stress
that this chapter is provided as an introduction and motivation to the topics
that will come later in this thesis and none of the work presented here is
originally due to the author. We found the introduction of [GHS18] and Flo-
rian Herzig’s talk [Her10] at the Institute of Advanced Study in Princeton
helpful in our preparation of this chapter.
2.1. Historical notes on Serre’s conjecture
The history of the area of number theory that this thesis is a part of,
which is nowadays often referred to as the ‘Serre weight conjectures’, all
starts with a conjecture made by Jean-Pierre Serre in 1973 in a letter to
John Tate [ST15, p.451]. The details were worked out by Serre in the follow-
ing decade and a half until he published a precise form of his conjecture in
1987 [Ser87]. In his letter of the first of May 1973, Jean–Pierre Serre writes
the following to John Tate (quoted from [ST15, pp. 451–453]; translation
by the author).
Dear Tate,
[...] I would like to tell you about a conjecture on Ga-
lois extensions of Q whose Galois group is a subgroup of
GL2pFpq:
I will be careful, and consider only representations
ρ : GalpQ{Qq Ñ GL2pFqq, q “ p
f ,
unramified outside of p and satisfying the following condi-
tion:
det ρ : Gal Ñ F˚q is equal to χ
k´1 (k even),
13
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where χ : Gal Ñ F˚q is the fundamental character modulo
p (given by the action on µp).
In fact, this condition is equivalent to: the image under
ρ of the real Frobenius has eigenvalues `1 and ´1 (i.e.,
det ρ is an odd character).
[...] If ` ‰ p, the trace and determinant of ρpFrob`q
have an obvious meaning; denote them by a` and l
k´1,






à la Hecke; denote it by
ř
ann







where this time q denotes a variable... a thousand apolo-
gies for having used q for the number of elements of the
finite field, but I’m too lazy to start over for so little!
Conjecture. The series f is a modular form (modulo
p) for SL2pZq of weight congruent to k mod pp´ 1q.
[...] Enough talking like so. Until another time.
J.-P. Serre
Let us briefly explain what Serre is proposing in his letter. Since the
1971 paper of Deligne [Del71] it was known that starting with a eigenform f
of weight k ě 2, level Γ1pNq and character χ it was possible to attach to f
a continuous irreducible p-adic representation ρf : GalpQ{Qq Ñ GL2pQpq.
The modular form defines the representation uniquely: ρf is unramified at
any ` - Np and ρf pFrob`q has characteristic polynomial x2´a`pfqt`χp`q`k´1.
What Serre describes in his letter is a mod p analogue of this result
going the other way, that is, starting with a mod p Galois representation he
would like to obtain a mod p modular form. One way of stating the question
is as follows. It is not hard to show that the representation ρf will always
fix a lattice, and we can reduce the representation acting on the lattice
ρf : GalpQ{Qq Ñ GL2pZpq modulo p. If we do not want our reduced repre-
sentation to depend on the choice of lattice, we have to semisimplify the mod
p representation after the reduction. Then we have attached a (continuous)
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mod p representation ρf : GalpQ{Qq Ñ GL2pFpq to our eigenform f . The
connection between the modular form and the mod p Galois representation
is then characterised by Tr ρf pFrob`q “ a`pfq and det ρf pFrob`q “ χp`ql
k´1.
One simplistic way of thinking about modular forms modulo p is simply
as reductions of q-expansions of characteristic 0 modular forms, so by the
process above we have indeed found a way of attaching a mod p Galois
representation to a mod p modular form. Serre would like to go the other
way. Because he is being careful he is restricting himself to modular forms
of level Γ1p1q with χ trivial, that is, modular forms for SL2pZq. Suppose
we are given a mod p representation ρ : GalpQ{Qq Ñ GL2pFqq for q “ p
f .
Under mild additional hypotheses on ρ, namely that ρ is unramified outside
of p and det ρ is equal to εk´1 for the mod p cyclotomic character ε, Serre
conjectures in his letter to Tate above that ρ must always arise from a
modular form. In this case that comes down to the claim that for any such
ρ there exists a characteristic 0 modular form f for SL2pZq such that for all
primes ` ‰ p we have that Tr ρpFrob`q “ a`pfq.
The conjecture that Serre makes in the above letter to Tate is quite
remarkable. This can also be seen from the enthusiastic reactions of Tate
in following letters.
“Dear Serre, your conjecture (or question if you want to
be chicken) about modular representations of degree 2 of
GalpQ{Qq and modular forms is beautiful!” – John Tate,
11th of June 1973 [ST15, p. 456].
“Dear Serre, please give me a little more time [...] on the
elliptic curve report. I have started it, but have been dis-
tracted by various things, in particular, your conjectures
on ρ : GalpQ{Qq Ñ GL2pF`aq.” – John Tate, 2nd of July
1973 [ST15, p. 462].
Serre spends a good part of the next decade and a half generalising and
refining his conjecture. The first sought after generalisation is to allow for
modular forms of a general weight k and level N . This poses a problem:
Serre wants a precise conjecture meaning that he would like to be able to
read off the optimal weight and level from the Galois representation. The
level has a natural intuitive definition as the Artin conductor of ρ at the
primes away from p. The weight turned out to be much less intuitive –
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one can suppose that this is one of the reasons why it took a long time
for Serre to publish his conjecture. In the end, in part through correspon-
dence with Fontaine, Serre figures out a precise combinatorial recipe for the
weight and publishes his conjecture in 1987 [Ser87]. He writes the following
to Grothendieck on the last day of 1986 (quoted from [GS04, pp. 251–252]).
Dear Grothendieck,
One of these days, you should be receiving a copy of
“Sur les représentations modulaires de degré 2 de GalpQ{Qq”,
a piece of work which I have written up over the last few
months, but which has in fact been in progress for a dozen
years.
I would like to give you some explanation of what it is
about, since you might be put off by the technical aspect
of §§1, 2 and 3, and I am not sure you will really like the
numerical examples in §5.
You probably remember the conjecture made by Weil
in 1966: every elliptic curve over Q is “modular”. We
called it the “Weil conjecture”; it is now called the “Tani-
yama–Weil conjecture” or the “Shimura-Taniyama conjec-
ture”, depending on the authors, but never mind. The
importance of this conjecture comes from the fact that it
describes how to get the simplest possible motives: those
of dimension 2, height 1 and base field Q. In particular, if
the conjecture is true (and it has been checked numerically
in very many cases), then the zeta function of a motive has
the analytic properties (continuation and functional equa-
tion) one expects.
More generally, all zeta functions attached to motives
should (conjecturally) come from suitable “modular repre-
sentations”; Langlands and Deligne have made fairly pre-
cise conjectures on this subject.
What I tried to do in the text I am sending you is an
analogue (modulo p) of this Weil conjecture. One would
like to describe certain Galois representations in terms of
modular forms (modulo p). These representations appear
to be very special; they are representations
GalpQ{Qq Ñ GL2pFpq,
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which are irreducible (otherwise it is not very interesting)
with odd determinant (complex conjugation must have de-
terminant ´1). The conjecture I make is that all such rep-
resentations are “modular”, i.e. come from modular forms
modulo p whose weight and level I actually predict (the
recipe predicting the level is very natural – the one for
the weight is not). Of course, I am not at all sure this
conjecture is true! But it is supported by a large number
of half-theoretical, half-numerical examples, and I have fi-
nally decided to publish it, all the more because it has
many applications:
a) it implies the Weil conjecture cited above, along with
analogous conjectures on motives of height ą 1 (cf. §4 in
my text); this may appear surprising at first: how can
a result in characteristic 0 be deduced from a result in
characteristic p? This is much less surprising when one
realizes that there is an infinite number of p.
b) it implies Fermat’s (big) theorem, along with some
rather surprising variations: the non-existence of non-tri-
vial solutions of xp ` yp ` `zp “ 0, p ě 11, for ` prime
equal to 3, 5, 7, 11, 17, 19, ... (but the method does not
apply to ` “ 31).
c) it implies that any finite flat group scheme over Z
of type pp, pq is a direct sum of copies of Z{pZ and µp (for
p ě 3). (Beware: this refers only to schemes of rank 2. I
don’t know how to do anything for higher rank.)
Of course, it would be slightly reassuring to be able
to formulate a general conjecture (over an arbitrary global
field, for representations of arbitrary dimension). I have
thought about this often, but I do not see what to do (and
yet I am convinced it is possible, at least in certain cases).
We’ll see...
Regards — and best wishes for 1987
J-P. Serre
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Unfortunately for Serre, Grothendieck is not very interested. In his re-
ply of the 25th of January 1987 he says the following (quoted from [GS04,
p. 253]).
“I realize from your letter that beautiful work is being done
in math, but also and especially that such letters and the
work they discuss deserve readers and commentators who
are more available than I am. My research is taking me
farther and farther from what is generally considered as
“scientific” work (not that I have the impression of any
real “break” in the ardor and the spirit I put into my
work) – and anyway, it would be entirely useless for me to
tell you about it, even briefly. I will talk about it, however,
for those who might be interested (if any...).” – Alexander
Grothendieck
Despite Grothendieck’s indifference towards Serre’s conjecture, it is fas-
cinating to see the short summary Serre gives to Grothendieck. In particu-
lar, it seems that Serre was not entirely happy with his combinatorial recipe
for the weight of the modular form which he deduces from the Galois rep-
resentation. Although we now know that Serre’s recipe for the weight was
correct (in fact, Serre’s entire conjecture as stated in [Ser87] is now proved),
it does not seem like Serre wrote down the most intuitive way of thinking
about the weight. This is something we will address in the remainder of
this chapter. Another interesting fact is that Serre is already daydreaming
about generalisations to more general global fields and, even, to higher di-
mensional representations. Later in this thesis we will extensively cover the
former generalisation in the special case of totally real fields (i.e. extensions
of Q such that all embeddings of the extension into C are contained in R).
Conjectures for other global fields or higher dimensional representations, in
general, are still very much a part of ongoing research.
2.2. Cohomological reformulation of the weight
In this section we will explain how to give a cohomological reformulation
of the weight appearing in Serre’s conjecture. This reformulation appears
for the first time in the work of Ash and Stevens [AS86b]. Since then it has
been instrumental for generalisations of Serre’s conjecture.
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2.2.1. Serre’s conjecture. Let us start with the fundamental theorem
from Deligne’s paper [Del71]. Let k ě 2 and N ě 1 be integers and suppose
f P SkpΓ1pNq, χq, that is, we let f be a cuspform for Γ1pNq with character
χ. Write the q-expansion of f as f “
ř
ně1 anq
n. We suppose, moreover,
that f is an eigenvector for the Hecke operators which is normalised such
that a1 “ 1. The coefficients an are algebraic integers. If we denote the ring
of algebraic integers by Z, we can pick an ideal p above p. We identify the
reduction Z{p with Fp and we may therefore consider reductions of algebraic
integers to lie in Fp. Then by the process described in the previous section,
we immediately get the following theorem.
Theorem 2.2.1 (Deligne). Suppose k ě 2 and N ě 1. Let f be a mod-
ular form in SkpΓ1pNq, χq, which is an eigenform for the Hecke operators.
Then there exists a unique semisimple mod p Galois representation
ρf : GQ Ñ GL2pFpq,
such that for all ` - Np
‚ ρ is unramified at `;
‚ Tr ρpFrob`q “ a`;
‚ and det ρpFrob`q “ χp`q`k´1.
Suppose that we are given a representation ρ : GQ Ñ GL2pFpq which
is irreducible and odd, meaning that for c P GalpQ{Qq the automorphism
of Q given by complex conjugation we have det ρpcq “ ´1. In [Ser87] there
is a precise recipe for constructing integers Npρq ě 1 and kpρq ě 2 and a
character χpρq depending on the representation only. In fact, the recipe for
the integer kpρq only depends on the restriction ρ|IQp . The integer Npρq is
defined as the Artin conductor away from p and will therefore by construc-
tion always be prime to p. For the details of the construction of kpρq and
χpρq we refer the reader to [Ser87]. Serre’s conjecture on modular forms can
then be phrased as follows.
Conjecture 2.2.2. Given ρ : GQ Ñ GL2pFpq, which is odd and ir-
reducible, there exists a cusp form f of weight kpρq, level Γ1pNpρqq and
character χpρq, which is an eigenvector for the Hecke operators, such that
ρ – ρf .
It should be noted that this conjecture is a theorem now due to the
work of many authors culminating in the work of Khare and Wintenberger
in [KW09a] and [KW09b]. An important ingredient in their proof is Edix-
hoven’s proof in [Edi92] that Serre’s recipe for the weight does, in fact,
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correctly predict the minimal possible weight of a modular form associated
to ρ. This is what is sometimes referred to as the weight part of Serre’s
conjecture.
2.2.2. A cohomological reformulation. We will now explain how to
reformulate the weight kpρq in Serre’s conjecture above in terms of Galois
cohomology. This point of view appears first in the work of Ash and Stevens
[AS86b].
Suppose ρ : GalpQ{Qq Ñ GL2pFpq is odd and irreducible as above. Let
us also fix N to be the Artin conductor of ρ away from p. In particular,
N is coprime to p. For any k ě 2, we denote the pk ´ 2qth symmetric






Γ1pNq Ď SL2pZq also acts on Sym
k´2F
2
p via its reduction to a subgroup
of SL2pFpq. Recall that we have the Hecke algebra of Γ1pNq, defined in









if we can find an eigenvector for the Hecke operators in this vector space with
eigenvalues Tr ρpFrob`q for all ` - pN. We can then use the Eichler–Shimura
isomorphism to prove that ρ is modular of weight k and level N (in the




Since we do not know of a good reference for this classical result, let us give
a proof here.
2.2.2.1. Modularity and H1pΓ, Symk´2F
2
pq. Given an irreducible contin-
uous Galois representation ρ : GalpQ{Qq Ñ GL2pFpq which is unramified
at ` for all ` - pN, we define certain maximal ideals in rings of Hecke opera-
tors. We let T̃Z be the abstract Z-algebra of Hecke operators Zr. . . , T`, . . . s
for ` - pN. Then we have a homomorphism T̃Z Ñ Fp defined by sending
T` Ñ Tr ρpFrob`q. Denote the kernel of this homomorphisms by mρ. Simi-
larly, we get an ideal mρ of T̃Fp :“ T̃Z bZ Fp defined again as the kernel of
the map evaluating the Hecke operators at the traces of Frobenius. Since
the image of these homomorphisms are finite subrings of an integral do-
main, hence a field, the ideals mρ and mρ will be maximal. We will say that
a maximal ideal in a Hecke-module is Eisenstein if the associated Galois
representation is reducible. A Hecke-module is Eisenstein if all the maximal
ideals in its support are Eisenstein. For simplicity we will assume N ą 4
so that Γ1pNq is sufficiently small (see [DI95, §12.1]) and sometimes we will
denote this group simply by Γ.
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Definition 2.2.3. We will say that ρ is cohomologically modular of





We begin with the following lemma which shows that it does not matter
whether our rings are defined over Fp or Fp. The proof of the lemma is just
standard commutative algebra.




if and only if
H1pΓ, Symk´2F2pqmρ ‰ 0.




, without loss of gener-
ality we may consider it to be an T̃Fp :“ T̃Z b Fp-module and replace mρ
by the maximal ideal m1ρ in T̃Fp also defined by evaluating Hecke operators
at traces of Frobenius.





pΓ, Symk´2F2pq b Fp.
We recall that localisation at a prime ideal is non-zero if and only if the
prime ideal contains the annihilator of the module. Letting R denote the
Hecke ring T̃Fp and letting M denote H1pΓ, Symk´2F2pq as an R-module, we
have to prove that m1ρ Ą AnnRpMq if and only if mρ Ą AnnRbFppM b Fpq.
By tensoring the exact sequence defining the former annihilator by Fp
we get
0 Ñ AnnRpMq b Fp Ñ R b Fp Ñ EndFppMq b Fp.
Since M is finite dimensional, EndFppMqbFp – EndFppM bFpq. It follows
that AnnRpMq b Fp – AnnRbFppM b Fpq.
Under the canonical inclusion T̃Fp ãÑ T̃Fp we have that m
1
ρ Ă mρ. Sup-
pose that m1ρ Ą AnnRpMq. Then
m1ρ b Fp Ą AnnRpMq b Fp “ AnnRbFppM b Fpq.
But mρ Ą m
1
ρ b Fp as mρ Ą m
1
ρ, so mρ Ą AnnRbFppM b Fpq.
On the other hand, suppose that mρ Ą AnnRbFppM bFpq. We note that
the intersection mρ XR is a maximal ideal of R containing m
1
ρ, hence equal
to m1ρ. Therefore, m
1
ρ Ą AnnRbFppM bFpq XR. The latter is, by definition,
equal to AnnRpM b Fpq, which simply equals AnnRpMq. 
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Next we prove that we may even lift our rings (defined over Fp) to
characteristic 0. The proof of this lemma is not just simply commutative
algebra anymore, but we use that ρ is irreducible and that Γ is a free group.
Lemma 2.2.5. For k ě 2 and Γ :“ Γ1pNq, we have that
H1pΓ, Symk´2F2pqmρ ‰ 0
if and only if
H1pΓ, Symk´2Z2qmρ ‰ 0.
Proof. We have a short exact sequence
0 Ñ Symk´2Z2
¨p
ÝÝÑ Symk´2Z2 Ñ Symk´2F2p Ñ 0.
Since p is the only prime in the ideal mρ, the space H
1pΓ, Symk´2Z2qmρ has
no `-torsion for any ` ‰ p. Moreover, by the exactness of localisation, we
get a long exact sequence




ÝÝÑ H1pΓ, Symk´2Z2qmρ .
Since the Hecke action on H0pΓ, Symk´2F2pq is Eisenstein and ρ is irre-
ducible, localising at mρ gives 0. Hence, we conclude thatH
1pΓ, Symk´2Z2qmρ
has no p-torsion either. In other words this space is torsion-free.
On the other hand we get the long exact sequence
H1pΓ, Symk´2Z2qmρ
¨p
ÝÝÑ H1pΓ, Symk´2Z2qmρ Ñ H
1
pΓ, Symk´2F2pqmρ Ñ 0,
where the last term is zero since Γ is a free group. Since H1pΓ, Symk´2Z2qmρ
is torsion-free, we get that H1pΓ, Symk´2Z2qmρ ‰ 0 if and only if
H1pΓ, Symk´2Z2qmρ b Fp ‰ 0,
which, by the long exact sequence, happens if and only ifH1pΓ, Symk´2F2pqmρ
does not vanish. 
We define the parabolic cohomology H1p pΓ, Sym
k´2R2q as the intersec-
tion of the kernels of the restriction maps
resα : H
1
pΓ, Symk´2R2q Ñ H1pΓα, Sym
k´2R2q
where α P PpQq runs over all cusps and Γα denotes the stabiliser of α. Then
the Eichler–Shimura isomorphism (see, for example, [RS01, p. 169]) gives a
Hecke equivariant isomorphism of R-vector spaces
SkpΓ,Cq
–
ÝÝÑ H1p pΓ, Sym
k´2R2q.
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Therefore, we are interested in extending from Z-coefficients to R-coefficients
and taking parabolic cohomology to put ourselves in the context of the
Eichler–Shimura isomorphism. We will do this in the following lemma.
Lemma 2.2.6. For k ě 2 and Γ :“ Γ1pNq, we have that
H1pΓ, Symk´2Z2qmρ ‰ 0
if and only if
H1p pΓ, Sym
k´2R2qmρ ‰ 0.
Proof. By the universal coefficient theorem, as R is Z-flat, we have
that
H1pΓ, Symk´2Z2qmρ bZ R – H
1
pΓ, Symk´2R2qmρ .
Hence, since H1pΓ, Symk´2Z2qmρ is torsion-free, we get
H1pΓ, Symk´2Z2qmρ ‰ 0
if and only if
H1pΓ, Symk´2R2qmρ ‰ 0.
To relate this to parabolic cohomology we consider the short exact se-
quence
0 Ñ H1p pΓ, Sym
k´2R2qmρ Ñ H
1
pΓ, Symk´2R2qmρ Ñ Emρ Ñ 0,
where E is simply defined as the quotient making the sequence
H1p Ñ H
1
Ñ E Ñ 0
exact. It follows from the various Eichler–Shimura isomorphisms that the
Hecke action on the quotient E is Eisenstein. Since ρ was assumed to be
irreducible, we get that Emρ “ 0. 
Now we are finally in the position that we can relate the non-vanishing of
the localisation of this cohomology group to the existence of an eigenform
with an isomorphic mod p Galois representation. In other words, in the
following lemma (combined with the previous lemmas) we will prove that
ρ is cohomologically modular of weight k and level N if and only if ρ is
modular of weight k and level N in the usual sense.
Lemma 2.2.7. For k ě 2 and Γ :“ ΓpNq, we get that
H1p pΓ1pNq, Sym
k´2R2qmρ ‰ 0
if and only if
ρ – ρf
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for some eigenform f of weight k and level N.
Proof. We let TZ denote the image of T̃Z in EndpH1p pΓ, Symk´2R2qq,
so TZ is now a finitely generated free Z-module.
Suppose first that ρ – ρf for some eigenform f of weight k and level N .
Then we get the following homomorphisms:
(1) TZ Ñ Of defined by T` ÞÑ a`pfq, where Of is the ring of integers of
the number field defined by the coefficients of the Fourier expansion
of f . Call the kernel of this homomorphism pf .
(2) TZ Ñ Of Ñ Fp, which is the composition of the first homo-
morphism with the reduction at a prime ideal above p such that
a`pfq “ Tr ρpFrob`q for all ` - pN. The kernel of this homomorphism
is mρ (or, rather, it’s image in TZ).
We recall that for a general ring R, an R-module M and a prime ideal
p of R, we have that Mp ‰ 0 if and only if p contains AnnRpMq. But, by








We conclude that H1p pΓ1pNq, Sym
k´2R2qmρ ‰ 0.
Now suppose that H1p pΓ1pNq, Sym
k´2R2qmρ ‰ 0. Since TZ is a finite
free Z-module, the going down theorem tells us that there exists a minimal
prime p Ď mρ such that p X Z “ p0q. Then pQ :“ p b Q defines a prime
ideal in TQ :“ T b Q. The ring TQ is Artinian and therefore we get that
H1p pΓ, Sym
k´2R2qpQ ‰ 0 if and only if H
1
p pΓ, Sym
k´2R2qrpQs ‰ 0, where
the latter group denotes the kernel of multiplication by pQ. Moreover, we
know that H1p pΓ, Sym
k´2R2qpQ ‰ 0 since H
1
p pΓ, Sym
k´2R2qmρ ‰ 0 and mρ
contains p.
However, H1p pΓ, Sym
k´2R2qrpQs ‰ 0 means by the Eichler–Shmiura iso-




It is now clear that for this form we have that ρ – ρf . 
2.2.2.2. Serre weights. It turns out that, instead of considering the rep-
resentations Symk´2F
2
p, it is possible to pass to Jordan–Hölder factors,
which will lead us naturally to the definition of a Serre weight. Let us
describe how to do this now. Suppose that ρ is cohomologically modular of
weight k ě 2 and level N ą 4, where N is the Artin conductor away from p.
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Since Γ :“ Γ1pNq is sufficiently small, the quotient map H Ñ H{Γ gives a
universal cover allowing us to relate group cohomology of Γ to the cohomol-
ogy of the modular curve Y :“ H{Γ. For example, it is explained in [DI95,
p. 108] that for any subquotient A of Symk´2F
2
p we can identify H
2pΓ, Aq
with H2pY,Aq for a locally constant sheaf of sections A constructed from
A. Then its follows from Poincaré duality that H2pY,Aq – H0c pY,Aq, which
vanishes by the non-compactness of the modular curve Y . So H2pΓ, Aq “ 0
for any subquotient A of Symk´2F
2
p.
On the other hand, since ρ is irreducible and the Hecke action on
H0pΓ, Aq is Eisenstein, it follows that H0pΓ, Aqmρ “ 0. Therefore, by ex-
actness of localisation, for any short exact sequence 0 Ñ AÑ B Ñ C Ñ 0
we get a short exact sequence
0 Ñ H1pΓ, Aqmρ Ñ H
1
pΓ, Bqmρ Ñ H
1
pΓ, Cqmρ Ñ 0.
If 0 “ W0 Ă W1 Ă ¨ ¨ ¨ Ă Wn “ Sym
k´2F
2
p is a Jordan–Hölder compo-
sition series with each Vi`1 :“ Wi`1{Wi irreducible, then from the short
exact sequence it follows that H1pΓ1pNq, Sym
k´2F
2
pqmρ ‰ 0 if and only if
H1pΓ, Vjqmρ ‰ 0 for some 1 ď j ď n.
We have just shown that ρ occurs in H1pΓ1pNq, Sym
k´2F
2
pq if and only if




a GL2pFpq-representation (alternatively, this is proved in [AS86a, Lem. 2.1]).
This suggests the following definition.
Definition 2.2.8. A Serre weight is an irreducible Fp-representation








where 0 ď a´ b ď p´ 1 and 0 ď b ă p´ 1.
We give the following reformulation of the weights associated to ρ.




Serre weights V | ρ occurs in H1pΓ1pNq, V q
(
.
We note that we chose N to be the Artin conductor of ρ away from N ,
but by the correctness of Serre’s recipe we could have equivalently given the
definition of W pρq as the set of all Serre weights V such that ρ occurs in
H1pΓ1pN
1q, V q for some N 1 which is coprime to p.
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2.3. Serre weights and crystalline lifts
In this section we would like to phrase our cohomological definition
in terms of p-adic Hodge theory. For a brief overview of the theory and
conventions used, we refer the reader to §1.2.
2.3.1. Crystalline lifts. We already saw that for 2 ď k ď p ` 1 we
have that Symk´2F
2




p P W pρq ðñ ρ is modular of weight k and level pN, pq “ 1.
This means, by definition, that there exists a modular form f of weight
k and level N (coprime to p) such that ρ – ρf . Then the representation
ρf |GQp
gives a characteristic zero lift of ρ|GQp . By [Fal87] and [FJ95] the
representation ρf |GQp
is crystalline (since N is coprime to p) and has Hodge–
Tate weights tk ´ 1, 0u. We get the implication
Symk´2F
2
p P W pρq ùñ ρ|GQp has a crystalline lift to characteristic zero
with Hodge–Tate weights tk ´ 1, 0u.
Twists by det on the Serre weight side correspond to twists by the mod
p cyclotomic character on the representation side – we will see this again
later. This means that W pεb b ρq “ tdet b b V | V P W pρqu. Therefore,
including twists in the above, we get the implication
Va,b P W pρq ùñ ρ|GQp has a crystalline lift to characteristic zero
with Hodge–Tate weights ta` 1, bu.
The key idea in the area of the Serre weight conjectures is that this
implication is an if and only if! Vaguely speaking the philosophy is as
follows: the existence of a local crystalline lift of the prescribed Hodge–
Tate weights should be explained by the fact that there exists a global lift
to a representation ρ : GalpQ{Qq Ñ GL2pQpq which is unramified almost
everywhere and whose restriction to GQp gives such a local lift. Then by
the Fontaine–Mazur and Langlands conjectures such representations come
from modular forms of the required weight and a level coprime to p.
In the case above (that is, the case of GL2 over Q) enough is known
about the various conjectures above that we can indeed verify that the
implication is an if and only if, but in greater generality we can use this
observation as a guiding principle which allows us to give a definition of
W pρq which generalises more easily. The new definition will be as follows.
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Definition 2.3.1. The set of Serre weights W pρq associated to ρ is






ρ|GQp has a crystalline lift of HT-weights ta` 1, bu
)
.
2.3.2. A companion forms example. To give an example of this






for 1 ă a ´ b ă p ´ 2, b ě 0 and unramified characters λ and µ. If the
extension class ˚ is non-split, it turns out there is only one possibility for
the Hodge–Tate weights of crystalline lifts and we get that





On the other hand, if the extension class vanishes we can write down
multiple possibilities for the Hodge–Tate weights of crystalline lifts. Namely,





where λ̃, µ̃ are Teichmüller lifts of the unramified characters. This repre-






which has Hodge–Tate weights tb ` p ´ 1, au. We get two Serre weights
associated to ρ, i.e. W pρq is equal to









This example is closely related to an observation made by Serre called






and 2 ă k ă p ` 1, Serre’s recipe for the weight says that kpρq “ k. Given
a reducible representation ρ : GQ Ñ GL2pFpq we can always take a twist
by a power of ε to make sure ρ|IQp is an extension of 1 by a power of ε and
we can always take the power to lie in r1, ps. However, if for ρ|IQp as above
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So there are, in fact, two twists of the right form. These correspond to two
“companion forms” associated to ρ and its twist.
CHAPTER 3
Serre weights for totally real fields
In this chapter we explain how to extend the ideas of the previous chap-
ter to modular forms over totally real number fields (i.e. Hilbert modular
forms). We will start with a very brief overview of the theory of Hilbert
modular forms. Then we turn to the paper of Buzzard, Diamond and Jarvis
[BDJ10] to see how we can define modularity via Serre weights in this con-
text. We will end with a careful statement of the modularity conjecture in
the locally reducible case.
In this chapter we introduce the relevant theory which will be studied
later in this thesis. None of the work presented here is original to the
author. The relevant sources are cited at the beginning of the sections and
throughout the text.
3.1. Hilbert modular forms
In this section we will give a brief overview of the theory of Hilbert
modular forms. This global automorphic theory clearly underlies the study
of Serre weights and, therefore, it is an important motivation for the main
results of this thesis. However, since the main results of this thesis will all
be of a local nature, we will only give brief sketches of the global theory.
More extensive treatments of the theory of Hilbert modular forms can be
found in Garrett [Gar89] or in Freitag [Fre90]. Also, the article of Dembélé
and Voight [DV13] gives a nice brief overview of the theory.
Let F be a totally real field of degree rF : Qs “ d ą 1, i.e. a fi-
nite extension of Q such that the image of every embedding τ : F ãÑ C is
contained in R, and let ΣF :“ tσ1, . . . , σd : F ãÑ Ru denote the set of all
embeddings. For simplicity we will assume F has strict class number 1. Let
G :“ ResF {QGL2 be the algebraic group obtained by restricting scalars from
F to Q; or, equivalently, define GpRq :“ GL2pR bQ F q for any Q-algebra




GpRq` :“ tg “ pgσqσPΣF | detpgσq ą 0 for all σ P ΣF u.
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and we identify GpQq with its image. We set GpQq` :“ GpQq XGpRq`.
Definition 3.1.1. Let Γ be a subgroup of GpQq`. We say that Γ is a
congruence subgroup if there exists a compact open subgroupK Ď GpA8F q
such that
Γ “ GpQq XKGpAF,8q`,
where A8F and AF,8 denote the finite and infinite adèles of F , respectively.






P GL2pOF q` | c P N
+
.
We need to define an action of these groups on d copies of the complex
upper half plane. We let H :“ tz P C | Impzq ą 0u denote the upper half
of the complex plane. We take d copies of the upper half plane by defining
HF :“ tpzσqσPΣF | zσ P H for all σ P ΣF u.
Then GpRq` acts on HF as follows: for any γ “ pγσqσPΣF P GpRq` and
z “ pzσqσPΣF P HF we define γ ¨ z :“ pγσ ¨ zσqσPΣF via
γσ ¨ zσ :“
aσzσ ` bσ
cσzσ ` dσ






We let k “ pkσqσ P pZě1q
ΣF be a tuple of integers such that
kσ1 ” kσ2 ” ¨ ¨ ¨ ” kσd mod 2.
We let k1 :“ maxtkσ | σ P ΣF u, and define m, t P Z





















P GpQq` we may then define
f |kγ : HF Ñ C by
pf |kγqpzq “ detpγq
k`m´tjpγ, zq´kfpγzq.
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This defines a group action: one checks easily that f |kγ1γ2 “ pf |kγ1q|kγ2.
Definition 3.1.2. Let Γ be a congruence subgroup and k as above. A
(classical) Hilbert modular form of level Γ and weight k is a holomorphic
function f : HF Ñ C such that f |kγ “ f for all γ P Γ. If Γ “ Γ0pNq for a
non-zero ideal N Ď OF , then we also say f is of level N.
We have decided to stick to Γ0pNq for the sake of simplicity. We note,
however, that it is not too complicated to extend this definition to Γ1pNq
(defined by additionally requiring d ” 1 mod N for matrices in Γ0pNq).
Similarly to the case of classical modular forms, we would then have a
character appearing in the definition above and in the determinant condition
of Theorem 3.1.3 below (which will now be a ray class character of conductor
dividing N).
Omitting the details for sake of brevity (see, for example, [DV13]) we will
now state that these Hilbert modular forms have q-expansions and they are
called cuspforms if the 0th coefficient vanishes. Analogously to the F “ Q
case, it is possible to give a coherent theory of Hecke operators Tn indexed
by non-zero ideals n Ď OF acting on the spaces of Hilbert modular forms
of a fixed weight and level. Then the following is a theorem of Carayol,
Taylor, Blasius–Rogawski and Jarvis (see [Jar97]).
Theorem 3.1.3. Let f be a Hilbert modular cuspform of weight k and
level N which is an eigenform for the Hecke operators with Tn having eigen-
value an. Furthermore, let K denote the number field generated by the eigen-
values and let λ be a prime of OK lying above the integral prime ` P Z.
Then there exists a continuous representation
ρf,λ : GalpF {F q Ñ GL2pOK,λq,
which is unramified outside N`, and such that for any prime p of OF not
diving N` we have that
Tr ρf,λpFrobpq “ ap;
det ρf,λpFrobpq “ NF {Qppq
k1´1.
We remark that in all of the above we restrict ourselves to the case
of totally real fields because we have no good way of constructing Galois
representations for general number fields (although now it is possible to
construct Galois representations for CM fields). The main issue is the lack
of nice algebraic varieties over general number fields in whose cohomology
we could look for our Galois representations. Over totally real fields we have
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the theory of Shimura varieties which has no good analogue over general
number fields.
3.2. The weight recipe for totally real fields
In this section we will describe briefly what goes into giving a precise
recipe for the set of weights attached to a mod p Galois representation of
the absolute Galois group of a totally real field F . This recipe should be
analogous to Serre’s recipe of the weight for the case F “ Q. The first
time a precise recipe was given was in the paper of Buzzard, Diamond and
Jarvis [BDJ10]. Their construction depends completely on a cohomological
reformulation of the weight analogous to the reformulation sketched in the
previous chapter. The set of weights is then given in terms of crystalline
lifts analogous to what we presented in Section 2.3 of the previous chapter
for the case F “ Q.
The relation between the (classical) weight of a Hilbert modular form
and the Serre weights of Buzzard, Diamond and Jarvis is described in detail
in [BDJ10, §2]. Setting-up the machinery properly is somewhat technical
and, as these sections only serve as motivation for our later results, we have
chosen not to give all details but rather give a brief sketch of the most
important results. For more details we refer the reader to [BDJ10, §2].
3.2.1. Modularity via Serre weights. Given a Hilbert modular cusp-
form f , which is an eigenform for the Hecke operators, Theorem 3.1.3 as-
sociates to f a Galois representation ρf . By taking a lattice fixed by this
representation, reducing modulo p and taking the semisimplification, we
obtain a well-defined mod p representation
ρf : GalpF {F q Ñ GL2pFpq
associated to f . One then expects the following “folklore” generalisation of
Serre’s conjecture to hold.
Conjecture 3.2.1. If ρ : GalpF {F q Ñ GL2pFpq is continuous, irre-
ducible and totally odd, then there exists a Hilbert modular eigenform f
such that ρ – ρf .
(Totally odd means that det ρpcq “ ´1 for each of the rF : Qs complex
conjugations in GalpF {F q.) The issue at hand is how to make this precise:
what are the possible weights and levels of the Hilbert modular forms as-
sociated to ρ? We note that, since the weight of a Hilbert modular form
is a a tuple of integers, there is already no natural definition of a minimal
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weight available anymore. To make matters worse it turns out that the no-
tions of level and weight become intertwined. Lastly, it turns out that one
can use a simple argument using determinants (see [BDJ10, §1]) that unlike
the F “ Q case not all mod p Galois representations as above arise as the
reduction of a Hilbert modular eigenform of level prime-to-p; in particular,
the conjecture as we have set it up here will not hold. Instead we should
have used automorphic forms with mod p coefficients.
3.2.1.1. The Buzzard–Diamond–Jarvis approach. These issues are met
in the paper of Buzzard, Diamond and Jarvis by introducing modularity
via Serre weights. We will sketch their approach here following [Sch13,
§2.3].
Definition 3.2.2. A Serre weight for F is an isomorphism class of irre-
ducible Fp-representations of the group GL2pOF {pOF q “
ś
p|p GL2pOF {pq,
where OF denotes the ring of integers of F and the product runs over all
primes of OF dividing p.
Therefore, the (global) Serre weights for F are of the form V “ bp|pVp,
where the tensor product is over Fp and each Vp is an irreducible Fp-
representation of GL2pOF {pq. These can be described explicitly as follows.
Definition 3.2.3. Suppose K is a finite extension of Qp with residue
field k. A Serre weight for K is an irreducible Fp-representation of GL2pkq,






for some uniquely determined integers aλ, bλ with bλ, aλ ´ bλ P r0, p´ 1s for
all λ and bλ ă p´ 1 for at least one λ.
Let D{F be a quaternion algebra that splits at exactly one real place of
F and at all places above p. Since we impose no requirements at the other
places, there are no parity issues. In other words, we have isomorphisms
D bQ R –M2pRq ˆHd´1;
D bQ Qp –M2pF bQ Qpq.
Letting AF,f denote the finite adèles of F (and, similarly, AQ,f for the
finite adèles of Q), we define a compact open subgroup U Ă pD bF AF,f qˆ
as follows. We take Up Ă pD bF ApF,f qˆ to be any compact open subgroup
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where OFp denotes the ring of integers of the completion of F at a prime ideal
p and fp denotes the residue field of this local ring. We define U :“ U
pˆUp.
Denoting G :“ ResF {QD







has a (canonical) model over F . We let W Ă GpAQ,f q “ pD bF AF,f qˆ be
the open compact subgroup defined by








If Up is sufficiently small (see [BDJ10, p. 7]), then the natural map SU Ñ SW
is a Galois cover of Shimura curves with Galois group W {U –
ś
v|p GL2pfpq.
Then W {U acts naturally on the right on SU , and, hence, naturally on the
left on Pic0pSUq and Pic
0
pSUqrpspKq.
Definition 3.2.4. Let F be a totally real field and let V be a Serre
weight for F . Moreover, let ρ : GF Ñ GL2pFpq be a continuous, irre-
ducible representation. Then we say ρ is modular of Serre weight V
if there exists a quaternion algebra D{F and an open compact subgroup






where GL2pOF {pOF q “
ś
p|p GL2pfpq acts diagonally on the tensor product
and GF acts trivially on V .
We note that it is proved in [BDJ10, Lem. 2.4] that the above definition
is equivalent to ρ being an FprGF s-submodule of H
1
étpSW,F ,FV p1qq, where,
for any finite-dimensional Fp-vector space V with a left W {U -action, the
sheaf FV is (the pullback to SW,F of) some locally constant étale sheaf on
SW with the property that the pullback to SU is just the constant sheaf
associated to V . This definition looks more like the definitions we saw in
the previous chapter.
In [BDJ10, §2] there is an extensive discussion linking this definition of
modularity to the usual definition in terms of reductions of Galois represen-
tations coming from a Hilbert modular form. In particular, let us quote the
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following result. Let ΣF denote the embeddings F ãÑ R and let Σp denote
the embeddings fp ãÑ Fp.
Proposition 3.2.5. Let pk, wq P ZΣFě2 ˆ Z be integers all of the same
parity. Suppose ρ : GF Ñ GL2pFpq is continuous, irreducible and totally
odd. Then ρ „ ρf for some (possibly non-classical) holomorphic Hilbert
modular form f of weight pk, wq and of level prime to p if and only if ρ is





det pw´kσq{2 b Symkτ´2f 2p bfp,σ Fp.
Proof. This is [BDJ10, Prop. 2.5]. 
3.2.1.2. Sets of associated weights. Given a continuous irreducible rep-
resentation ρ : GF Ñ GL2pFpq the next goal is to write down a complete
set of Serre weights V for F such that ρ is modular of weight V . We will
denote this set by W pρq.
The first important property of the set W pρq is that it is defined com-
pletely locally. This means that for any prime ideal p | p we will define a
set W pρ|GFp q of (local) Serre weights for the field Fp associated to the local













Vp P W pρ|GFp q for all p | p
+
.
This feature of the set of associated weights W pρq will allow us to work
locally. Another important property is that the sets of associated weights
will be determined completely by their restriction to inertia meaning that
W pρ|GFp q :“ W pρ|IFp q by definition.
Let us fix a prime p | p. Suppose the local field Fp has ramification
index ep. Denote the residue field by fp. We let F
1
p{Fp denote the quadratic
unramified extension of Fp and its residue field by f
1
p.
The following definition appeared first in [Sch08] in full generality (build-
ing on previous results of [BDJ10] for ep “ 1).
Definition 3.2.6. If ρ|GFp is irreducible, then a Serre weight Va,b (as in
Definition 3.2.3) is in W pρ|GFp q if and only if there is a set J Ă Hompf
1
p,Fpq
consisting of exactly one embedding extending each element of Hompfp,Fpq
and for each σ P Hompfp,Fpq an integer 0 ď δσ ď ep ´ 1 such that if we
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write Hompf 1p,Fpq “ J
š





















where, by abuse of notation, we have written δσ for δσ|fp and the characters
ωσ are the fundamental characters defined in the introduction.







for characters χ, χ1 : IFp Ñ F
ˆ
p factoring through pf
1
pq
ˆ such that χqp “ χ1
and pχ1qqp “ χ for qp :“ |fp|. The definition above clearly satisfies this
requirement.
We will give more details for the locally reducible case in the next section,
but let us sketch the approach.






for two characters χ1, χ2 : IFp Ñ F
ˆ
p . The ˚ρ then defines an extension
class in H1pGFp ,Fppχqq, where χ :“ χ1χ
´1
2 . For a given Serre weight Va,b we
define a subspace LVa,b Ď H
1pGFp ,Fppχqq in terms of crystalline lifts. Then
we define
Va,b P W pρq if and only if ˚ρ P LVa,b .
We remark that the definition of the set W pρq is completely explicit in
the case that the local representation at p is irreducible. However, in the lo-
cally reducible case these spaces LVa,b appear, which are defined inexplicitly
in terms of p-adic Hodge theory (see §3.3 for a precise definition). Therefore,
if our goal is to obtain an explicit version of the Buzzard–Diamond–Jarvis
conjecture and its extensions, then we may focus on the locally reducible
case and try to give a different more explicit description of these distin-
guished subspaces. This is what we will do in the remainder of this thesis.
For completeness we state the full strong modularity conjecture for mod
p Hilbert modular forms.
Conjecture 3.2.8. Let F be a totally real field. If ρ : GF Ñ GL2pFpq
is continuous, irreducible and totally odd, then ρ is modular. Moreover, if
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V is a Serre weight for F , then ρ is modular of weight V if and only if
V P W pρq.
A precise statement of this conjecture was first given in [BDJ10] under
the assumption that p is unramified in F and it was subsequently extended
by Schein [Sch08] and by Gee and co-authors (see [BLGG13, §4] for a good
overview). The so-called weight part of the conjecture (i.e. if ρ is modu-
lar then it must be modular of the predicted weights) has been proved in
[GLS15] building on previous work of Gee and co-authors. However, little
is currently known towards a full proof of the conjecture.
3.3. The distinguished subspaces LV
Having explained our motivation coming from the global conjecture of
Buzzard, Diamond and Jarvis [BDJ10] and its extensions (see [BLGG13,
§4]), we will now focus our attention on the locally residually reducible case:
the only case in which the several conjectures are not completely explicit
yet. Therefore, we may restrict our global representation to a decomposition
group at a prime above p and work locally from now on. In this section
we will give a precise description in terms of p-adic Hodge theory of the
weight conjecture in the locally residually reducible case following [GLS15,
§4]. This is the description as given in the original conjectures.
3.3.1. Extension classes. Let p be any prime and let K be a finite
extension of Qp with residue degree f , ramification degree e and residue







for some characters χ1, χ2 : GK Ñ F
ˆ
p . Writing χ :“ χ1χ
´1
2 the representa-
tion ρ defines an extension class in ExtFprGK spFp,Fppχqq “ H
1pGK ,Fppχqq
in the following way: after twisting we obtain






where cρ is now a cocycle in H
1pGK ,Fppχqq, which is well-defined up to a
scalar in F
ˆ
p (in the sense that choosing a different basis for which ρ is of
the form of Equation 3.3.1 will give a non-zero scalar multiple of cρ). We
will associate the class of cρ to ρ. Since we are now working locally, we may
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use the explicit description of Definition 3.2.3 to define our Serre weights V
as irreducible Fp-representations of GL2pkq.
We will say that “ρ is modular of a certain Serre weight V ” if the class
cρ P H
1pGK ,Fppχqq lies in a certain subspace of extensions depending on V
and ρ (or, more precisely, on its semisimplification ρss) – strictly speaking
it may not always be a subspace as it is possible that is empty. We will now
define this ‘distinguished subspace’.
3.3.2. Extensions of crystalline characters. Given an ordered pair
of mod p characters pχ1, χ2q of GK and a Serre weight Va,b as in Definition
3.2.3, we would like to define a subspace LVa,bpχ1, χ2q Ă H
1pGK ,Fppχqq.
To simplify our notation let us write ai and bi for aτ i and bτ i . Recall
that for each τ P HomQppK,Qpq any crystalline character χ̃ : GK Ñ Q
ˆ
p
has a unique τ -labelled Hodge-Tate weight mτ and together these define
χ̃ up to an unramified character. Similarly, a 2-dimensional crystalline
representation ρ̃ : GK Ñ GL2pQpq has two unique, possibly equal, τ -labelled
Hodge-Tate weights mτ and m
1
τ . The set of τ -labelled Hodge-Tate weights
is always denoted by HTτ pρ̃q. Recall our definition of the embeddings τi,j in
§1.1.
Definition 3.3.1. We say that a crystalline representation ρ̃ has Hodge
type pa, bq if HTτi,0pρ̃q “ tbi, ai ` 1u and HTτi,jpρ̃q “ t0, 1u for j ą 0.
Definition 3.3.2. Following the nomenclature of Gee–Liu–Savitt (see
[GLS15]) we will say that a representation is pseudo-Barsotti–Tate of
weight tai ` 1u, or simply pseudo-BT, if it has Hodge type pa, 0q. To
simplify the notation we will refer to the weight of such a representation as
triu, where ri :“ ai ` 1 P r1, ps.
Definition 3.3.3. For any ordered pair of characters χ1, χ2 : GK Ñ F
ˆ
p
and a Serre weight Va,b, let the distinguished subspace LVa,bpχ1, χ2q be
defined as the subset obtained as the reduction of all crystalline represen-






where χ̃1 and χ̃2 are any crystalline lifts of χ1 and χ2, respectively.
Note that if ψ is any such reduction then ψ is an FprGKs-extension
of Fppχ2q by Fppχ1q and we get a cohomology class zψ P H
1pGK ,Fppχqq
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associated to ψ, for example, by considering






A priori it is not clear that this always defines a subspace of the Fp-space
H1pGK ,Fppχqq rather than just a subset. Indeed, it turns out that with the
definition as above it is possible that LVa,bpχ1, χ2q is empty and, hence, not
a subspace. However, as long as LVa,bpχ1, χ2q is non-empty, it turns out that
it will always be a subspace (this follows, for example, from the results of
[GLS15]).







we will denote the set of Serre weights V for which ρ is ‘modular of weight
V ’ by W pρq. This leads to the following definition.
Definition 3.3.4. For any Serre weight V, we define
V P W pρq ðñ cρ P LV pχ1, χ2q.
It follows from the definitions that







Hence, if necessary, we may freely assume that the determinant in our Serre
weights is trivial, or, equivalently, we need only consider crystalline lifts in
Definition 3.3.3 that are pseudo-Barsotti Tate.
We remark that the definition that we have used here for the distin-
guished subspaces will lead to what in the literature is often referred to as
W explicitpρq. However, in [GLS15] it is proved that this way of defining the
distinguished subspaces is equivalent to others such as WBTpρq or W crispρq.
We have chosen the definition that seemed most natural to us. One of the
main goals of this thesis is to find a more explicit description of the spaces




The peu ramifié subspace
In this chapter we will prove an interesting and useful result which is
known to experts but for which (as far as we are aware) there is no good
reference available: we will prove that the distinguished subspaces LV are
always contained in the so-called peu ramifié subspace. Beyond the clear
benefit of having a proof of this result publicly available we also need this
result in the upcoming arguments. Therefore, it seemed appropriate to
include a full discussion here. We have tried to keep this chapter reasonably
self-contained meaning it can be read without too much reference to earlier
or later parts of the thesis.
4.1. Introduction
Firstly, let us briefly recall our notation and introduce new notation
where necessary. Let p be a prime. Suppose K{Qp is a finite extension of
local fields of ramification degree e and residue degree f. We write k for the
residue field of K and K0 for the maximal unramified subextension. We
fix a uniformiser πK P K. If p “ 2, we make sure our uniformiser satisfies
[Wan17, Lem. 2.1] (see §1.1). Let E denote a sufficiently large finite exten-
sion of Qp such that the images of all embeddings of K and its quadratic
unramified extension are contained in E and so that all our crystalline rep-
resentations are defined over E. Denote its residue field by kE. We fix an
element τ0 P HomQppK0, Eq, and recursively define τi P HomQppK0, Eq for
i P Z so that τ pi`1 ” τi mod p. Then the elements of HomQppK0, Eq are given
by τ0, . . . , τf´1. Now label the elements of HomQppK,Eq as
HomQppK,Eq “ tτi,j : i “ 0, . . . , f ´ 1 and j “ 0, . . . , e´ 1u
in any way such that τi,j|K0 “ τi. Recall, moreover, that we have a char-
acter ωfc : GK Ñ k
ˆ defined by ωfcpgq “ gpπq{π, where π is a root of
xp
f´1 ` πK “ 0. We define ωi : GK Ñ F
ˆ
p , the fundamental characters
of level f , as ωi :“ τ i ˝ ωfc for i “ 0, . . . , f ´ 1. We let c P F
ˆ
p denote the
element obtained as follows: we write the mod p cyclotomic character as




i for an unramified character µ and we let c :“ µpFrobKq.
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Recall that a Serre weight of GL2pkq is an irreducible Fp-representation




det bλ b Symaλ´bλk2 bk,λ Fp,
for some uniquely determined integers aλ, bλ with bλ, aλ ´ bλ P r0, p´ 1s for
all λ, and not all bλ equal to p ´ 1. Note that we may replace Fp in the
definition above by kE, which will be convenient for us. We will also write
ai and bi for aτ i and bτ i , respectively.
4.1.1. The subspaces LVa,b. We recall briefly certain definitions from








where χ1, χ2 : GK Ñ F
ˆ
p are continuous characters. Write χ :“ χ
´1
2 χ1 for
the quotient of the characters. We say that a de Rham lift ρ̃ of ρ has Hodge
type pa, bq if HTτi,0pρ̃q “ tbi, ai`1u for 0 ď i ď f ´1 and HTτi,jpρ̃q “ t0, 1u
for j ą 0. Note that a crystalline representation of Hodge type p1, 0q is
Barsotti–Tate and we will refer to a crystalline representation of Hodge
type pa, 0q as a pseudo-BT representation of weight tai ` 1u. In this
case we will sometimes write ri :“ ai ` 1 P r1, ps.
For any Serre weight Va,b we defined a subset of extensions
LVa,bpχ1, χ2q Ă H
1
pGK ,Fppχqq
as the subset of all extensions which arise as the reduction of a crystalline





for any crystalline lifts χ̃1 and χ̃2 of χ1 and χ2, respectively.









hence we can always reduce to the pseudo-BT case. More generally, if
ξ : GK Ñ F
ˆ





write ξbVa,b for the Serre weight Vã,b̃ with indices ãi “ ai`ci and b̃i “ bi`ci,
then it follows immediately from the definitions that
LξbVa,bpξχ1, ξχ2q “ LVa,bpχ1, χ2q.
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Hence, twisting does not change the subspace of extensions under consider-
ation. In particular, we are free to twist our representations by a character
without changing the space of extensions.
By the results of [Wan17] (since we have carefully chosen our uni-
formiser) the results quoted from [GLS15] carry over immediately to p “ 2
and we will stop mentioning this explicitly in the remainder of this chapter.
4.1.2. The peu ramifié subspace. From now on we will assume that
the character χ is the mod p cyclotomic character. We will also assume
that if ri :“ ai ` 1 “ p for all i then χ2 is ramified. (The remaining case is
an exceptional case that has to be treated separately.) Recall that if χ is
cyclotomic, then Kummer theory allows us to write down an isomorphism
H1pGK ,Fppχqq – K
ˆ b Fp. By definition, the peu ramifié subspace of
H1pGK ,Fppχqq is the codimension-one subspace of classes that correspond
to elements of OˆK b Fp. Let us write H1prpGK ,Fppχqq for the peu ramifié
subspace of H1pGK ,Fppχqq. Any element of H
1pGK ,Fppχqq that is in the
complement of the peu ramifié subspace will be called très ramifié. Note
that the collection of très ramifiées classes is not a subspace. However, if we
choose any uniformiser π P K, then π spans a so-called très ramifiée line
xπ ¨ pKˆqpy Ă Kˆ{pKˆqp. The union of all these lines (minus the identity
element) gives all très ramifiées classes.
4.1.3. The statement. We can now state the main theorem of this
chapter.
Theorem 4.1.1. Suppose that χ1, χ2 : GK Ñ F
ˆ
p are two characters
such that the quotient of the characters χ :“ χ´12 χ1 is the mod p cyclotomic
character and let Va,b be a Serre weight. Suppose, moreover, that if χ2 is
unramified, then ri :“ ai ´ bi ` 1 ă p for at least one i (i.e. we will exclude
the exceptional case above). Then we have that
LVa,bpχ1, χ2q Ă H
1
prpGK ,Fppχqq.
In fact, if χ is the mod p cyclotomic character then, in the exceptional




Therefore the non-exceptional condition in the statement of the result above
is necessary. The cyclotomic condition is needed, of course, because the
peu ramifié subspace is only defined when the quotient of the characters is
cyclotomic.
We will prove this theorem by proving the following two propositions.
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Proposition 4.1.2. Let χ be the mod p cyclotomic character. Then,





Proposition 4.1.3. Suppose that χ1, χ2 : GK Ñ F
ˆ
p are two characters
such that the quotient of the characters χ :“ χ´12 χ1 is the mod p cyclotomic
character and let Va,b be a Serre weight. Suppose, moreover, that if χ2 is
unramified, then ai ´ bi ` 1 ă p for at least one i. Then
LVa,bpχ1, χ2q Ă LV0,0pχ,1q.
Remark 4.1.4. Toby Gee rightly points out to us that an alternative
proof of Theorem 4.1.1 for p ą 2 is given by [CEGS19, Lem. B5].
4.2. The trivial Serre weight case
In this section we would like to prove Proposition 4.1.2. We will use
some techniques from the proof of Theorem 5.4.1 [GLS15, p. 34]. Let us
first note that we are free to use the techniques of that proof even though
we are in the cyclotomic case (the proof assumes χ not cyclotomic) since
it follows from the proof of Theorem 6.1.8 [GLS15, p. 38] that in the non-
exceptional case the restriction map H1pGK ,Fppχqq Ñ H
1pGK8 ,Fppχqq is
still injective when restricted to LVa,0pχ1, χ2q. The injectivity of this map
when restricted to one of the subspaces is the only place in the proof of
Theorem 5.4.1 where χ being non-cyclotomic is used.
In Proposition 4.1.2 we are considering the subspace LV0,0pχ,1q, where χ
denotes the mod p cyclotomic character. Since we consider the trivial Serre
weight V0,0, we are considering extension classes that arise as the reduction
of a pseudo-BT representation of parallel weight ri “ 1 for all i (i.e. a
Barsotti–Tate representation) of the right form.
Let χ̃p denote the usual p-adic cyclotomic character χ̃p : GK Ñ Z
ˆ
p .
It follows from the proof of Theorem 5.4.1 [GLS15, p. 33] that the image
of H1f pGK ,OEpχ̃pqq in H1pGK , kEpχqq, which is equal to LV0,0pχ,1q by the
same proof, has dimension ef unless χ is also trivial in which case it has
dimension ef ` 1. Either way it follows that LV0,0pχ,1q Ă H
1pGK , kEpχqq is
a subspace of codimension 1; recall that the kE-dimension of H
1pGK , kEpχqq
is ef ` 1 if χ is cyclotomic and non-trivial and ef ` 2 if χ is also trivial.
Since we already know that
H1prpGK , kEpχqq Ă H
1
pGK , kEpχqq
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is also a subspace of codimension 1, it is enough to give one inclusion be-
tween LV0,0pχ,1q and H
1
prpGK , kEpχqq to show equality.
In the remainder of this section, we will do a bit of work to prove the
inclusion LV0,0pχ,1q Ď H
1
prpGK , kEpχqq. However, Laurent Berger cleverly
points out to us that it is shorter to prove H1prpGK , kEpχqq Ď LV0,0pχ,1q
using Alain Muller’s PhD thesis [Mul13]. Indeed, it is proved in [Mul13,
Prop. 2.5.6] that a reducible representation corresponding to a class in
H1pGK ,Fppχqq which is peu ramifiée lifts to a crystalline extension of the
trivial character by the cyclotomic character. This crystalline extension
must therefore correspond to an element of H1f pGK ,OEpχ̃pqq whose image
in H1pGK , kEpχqq equals LV0,0pχ,1q as noted above. Since we believe Propo-
sition 4.2.1 and its proof to be interesting in its own right, we will now return
to our original approach.
By a theorem of Breuil [Bre00, Thm. 1.4] (and Kisin [Kis06, Cor. 2.2.6]
for p “ 2) any representation V in H1f pGK , Epχ̃pqq (i.e. a crystalline repre-
sentation of GK that arises as an extension of the trivial character by χ̃p)
comes from a Barsotti–Tate group Γ over OK via V – TpΓ b E. It follows
from this theorem that any representation in the image of H1f pGK ,OEpχ̃pqq
in H1pGK , kEpχqq arises as the reduction of the Tate module of a Barsotti–
Tate group, hence as a finite flat group scheme.
Proposition 4.2.1. An element of H1pGK , kEpχqq coming from a finite
flat group scheme is peu ramifié, i.e. it is an element of H1prpGK , kEpχqq.
This is proved by Edixhoven [Edi92, Prop. 8.2] in the case K “ Qp
using an fppf Kummer theory argument. It may be possible to extend his
argument to any finite extension K of Qp, but instead we will give a different
proof here.
Proof. We will prove that if an element is très ramifié then it cannot
come from a finite flat group scheme.
The first thing to note is that we may assume that K contains a pth
root of unity ζp. If not, then define L :“ Kpζpq which is an extension of K
of degree d | p´ 1. We claim that any class that is très ramifié for K is also
très ramifié for L. If we write ι : K Ñ L for the field inclusion, then we
have commuting exact sequences
1 OˆK{pOˆKqp Kˆ{pKˆqp Z{pZ 0
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The très ramifiés elements for K are exactly those that are not in the kernel
of the map vK . Since multiplication by d is an isomorphism, we see that
x ¨ pKˆqp is not in the kernel of vK if and only if ιpxq ¨ pL
ˆqp is not in the
kernel of vL. So x is très ramifié if and only if ιpxq is très ramifié for L.
Therefore, we may assume without loss of generality that ζp P K.
First we use Kummer theory and local class field theory to translate
the problem into explicit language. Suppose that we choose a uniformiser
π P K. Write µp for the pth roots of unity in K with their Galois action.
By Kummer theory we have correspondences
Kˆ{pKˆqp HomcontpGK , µpq
xπ ¨ pKˆqpy HompGalpM{Kq, µpq,
„
„
where M :“ Kpπ1{pq is obtained by adjoining a pth root of π. The inclusion
on the right is given via the map GK  GalpM{Kq Ñ µp. As explained
above the très ramifiées classes are given by the union of the très ram-
ifiés lines of the form xπ ¨ pKˆqpy for a uniformiser π of K. Since for any
f : GK Ñ µp we have that kerpfq must be GK or the absolute Galois
group of a size p extension of K, we see that a continuous homomorphism
f : GK Ñ µp is très ramifié if and only if there exists a uniformiser π of K
such that kerpfq “ GM for M :“ Kpπ
1{pq.







We see that f is très ramifié if and only if kerpfq “ NM{KpM
ˆq for an
extension M as above.
Suppose now that f P H1pGK ,Fppχqq – K
ˆ{pKˆqp – HomcontpGK , µpq
arises as GK acting on ΓpKq for a Γ a finite flat group scheme over OK
killed by p. It then follows by a theorem from Fontaine [Fon85, Thm. A]
that the restriction of f to G
ep
p´1




Note that p ´ 1 | e since we assume ζp P K. By local class field theory
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the higher ramification group G
ep
p´1
K is mapped onto the higher unit group
1`π
ep
p´1OK . So to prove that f is not trés ramifié it suffices to prove that for
all choices of uniformiser π of K we have that NM{KpM
ˆq Ğ 1 ` π
ep
p´1OK ,
where M :“ Kpπ1{pq.
To prove this we will use the explicit description of the norm given in
Serre’s Local Fields [Ser79, Ch. V]. Since M :“ Kpπ1{pq (for some choice of
uniformiser π of K) is a totally ramified Galois extension of K of prime order
p (as K contains ζp), the conditions are satisfied to apply the propositions
of [Ser79, Ch. V, §3] to this extension. Let α :“ π1{p. Following Serre’s
notation, we let t :“ vMpσpαq ´ αq ´ 1 for any generator σ of GalpM{Kq.
Taking σ to be the generator which sends α ÞÑ αζp, we obtain




Letting U iK :“ 1`π
iOK denote the higher unit groups (and similarly for M),
Corollary 7 to Proposition 5 of [Ser79, Ch. V,§3] then says that, since the




are, in fact, isomorphisms. Note that this proposition is true specifically for
the value t as defined above and fails for other higher unit groups. In other














is non-zero. Note also that the group Kˆ{NM{KpM
ˆq is non-zero, for ex-
ample, since it is isomorphic by local class field theory to GalpM{Kq which
has order p. We have proved that the map 1` π
ep
p´1OK Ñ Kˆ{NM{KpMˆq
induced by inclusion is non-zero, therefore 1 ` π
ep
p´1OK Ę NM{KpMˆq as
required. Since M was arbitrary for a choice of uniformiser π of K, this
finishes the proof. 
Since we already noted above that it follows from the proof of Theorem
5.4.1 [GLS15, p. 34] that LV0,0pχ,1q equals the image of H
1
f pGK ,OEpχ̃pqq in
H1pGK , kEpχqq, we have thus proved LV0,0pχ,1q Ď H
1
prpGK , kEpχqq and we
are done since both spaces have the same dimension.
4.3. The general Serre weight case
In this section we would like to prove Proposition 4.1.3. That is, suppose
we have any two characters χ1, χ2 : GK Ñ F
ˆ
p such that the quotient of the
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characters χ :“ χ´12 χ1 is the mod p cyclotomic character, and a Serre weight
Va,b such that ai ´ bi ` 1 ă p for at least one i if χ2 is unramified. Then we
have that
LVa,bpχ1, χ2q Ă LV0,0pχ,1q.
By the argument from before, it suffices to prove the cases
LVa,0pχ1, χ2q Ă LV0,0pχ,1q.
In the proof of this proposition we will make heavy use of the main
structure theorem from Gee–Liu–Savitt [GLS15], which is stated carefully
in Theorem 6.1.2. For completeness let us briefly recall the main ideas; for
the details, please see §6.1. For the structure theorem we fix a Serre weight
Va,0 or, equivalently, a set of integers tri :“ ai ` 1u such that ri P r1, ps.
We also fix two characters χ1, χ2 : GK Ñ F
ˆ
p with quotient χ. We sup-
pose, as before, that if χ is cyclotomic and ri “ p for all i then χ2 is
ramified. Then we define the integers ti for i “ 0, . . . , f ´ 1 satisfying




i and which are in some
sense the smallest possible integers satisfying these two conditions (see §6.1
for a careful statement). Moreover, we define si :“ ri ` e ´ 1 ´ ti. (The
integers tti, siu now correspond to the maximal and minimal rank-one Kisin
modules of [GLS15, §5.3].) The main structure theorem then says that the
subspace LVa,0pχ1, χ2q of H
1pGK ,Fppχqq consists of classes whose restriction
to H1pGK8 ,Fppχqq can be represented by étale ϕ-modules M for which we
















where yi P FpJuK is a polynomial of which the degrees of the non-zero terms
lie in the interval r0, si ´ 1s if ti ě ri and ttiu Y rri, si ´ 1s if ti ă ri and,
furthermore, we allow one specific degree larger than sj ´ 1 for any single
choice of j if χ is trivial (see §6.1 for a precise formula). Here we understand
pcqi to mean the following: pcqi “ c if i ” 0 mod f and pcqi “ 1 otherwise.
Note that when considering the étale ϕ-modules corresponding to exten-
sions in LV0,0pχ,1q, where χ is mod p cyclotomic, the integers corresponding
to the minimal and maximal Kisin modules are si “ e for all i and ti “ 0 for
all i. Moreover, the restrictions on the degrees of the non-zero terms of the
polynomials yi P Fprus is simply given by degpyiq ă e for all i except if χ is
also trivial in which case we also allow for a non-zero term in degree e` e
p´1
for any single choice of i. Then translating our question about the inclusion
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of subspaces of H1pGK ,Fppχqq to a question about étale ϕ-modules we see
that we have to prove the following proposition.
Proposition 4.3.1. Suppose Va,0 is a Serre weight and suppose χ1, χ2 is
a pair of characters GK Ñ k
ˆ
E such that the quotient χ :“ χ
´1
2 χ1 is the mod p
cyclotomic character. Suppose, moreover, that we are in the non-exceptional
case, that is, we assume that if χ2 is unramified then ri :“ ai ` 1 ă p for
at least one i. Let M be an étale ϕ-module corresponding an extension
in LVa,0pχ1, χ2q Ă H
1pGK ,Fppχqq after restriction to GK8. Then, possibly
after tensoring by a character, there exist choices of bases ei, fi of Mi for















with yi P Fprus a polynomial of degree degpyiq ă e for all i except if χ is
also trivial, in which case we also allow for non-zero coefficients in degree
e` e
p´1
. (Recall that c P F
ˆ
p was defined in §4.1.)




is injective when restricted to the subspace LVa,bpχ1, χ2q. Therefore, Propo-
sition 4.1.3 follows directly from the corresponding étale ϕ-module result
above.
Proof. Let M be an étale ϕ-module as in Equation (4.3.1) coming
from a class of LVa,0pχ1, χ2q. It corresponds to an extension of characters













The condition that χ “ χ´12 χ1 is mod p cyclotomic, now translates into
congruence relations on si´ ti for all i. We will treat the case in which χ is
not trivial first.





to be mod p cyclotomic on inertia, but it is far from being necessary. Then
it follows from the identity si “ pri ` e ´ 1q ´ ti that ti ă ri and, hence,
that yi has no terms of degree lower than ti. In this case we can write the
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´ti P kErus is a polynomial of degree smaller than si ´ ti “ e.
Let us now study the condition that χ :“ χ´12 χ1 is the mod p cyclotomic















i . For i “ 0, . . . , f ´ 2 we
define vi :“ p0, . . . , 1,´p, . . . , 0q with the 1 in the i-th position and let
vf´1 :“ p´p, 0, . . . , 1q. Then the equality of the two characters is equivalent
to





for coordinates αi P Z. Moreover, the assumption that ri P r1, ps and
ti, si P r0, e´1sYrri, ri`e´1s together with the identity si “ pri`e´1q´ti
give that si ´ ti ď e ` p ´ 1 ´ 2ti ď e ` p ´ 1 for all i. It follows that if
α0, say, is the smallest coefficient, then α0 ě ´1. Moreover, one negative
coefficient, implies that all coefficients must be negative. But the case that
αi “ ´1 for all i means that si´ ti “ e` p´ 1 for all i. This is excluded by
the condition that if ri “ p for all i then ti ą 0 for at least one i. Hence, in
fact, αi P Zě0 for all i.
Therefore, suppose αi “ ni ě 0 for all i. Then si ´ ti “ e ` ni ´ ni´1p.
Rewriting this gives ri ´ ni ´ 1 ` ni´1p “ 2ti. If ti ě ri, then we see that
ni´1p´ ti “ ti ´ ri ` ni ` 1 ą 0. Otherwise, we find that ti ă ri and hence
that yi has no non-zero terms of degree lower than ti. Now we can twist the








The simultaneous change of bases e1i “ ei, f
1
i “ u






















It follows from the calculation above that yiu
pni´1´ti is still a polynomial.
By Proposition 5.1.3 in [GLS15, p. 27] there always exists a further change
of basis to ensure that the top right hand corner in all matrices has degree
ă e, thereby proving our claim for this case.
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The case that χ is also trivial now follows from the above and Proposi-
tion 5.1.3 of [GLS15, p. 27], simply taking into account that the yi have the
possibility of having non-zero terms in one further degree. It is a straight-
forward check that this further non-zero degree becomes e ` e
p´1
after our
changes to get the matrices in the right form. 
4.4. Redefining the peu ramifié space
We still suppose χ is cyclotomic. We already saw that any class f in
H1prpGK ,Fppχqq arises as GK acting on ΓpKq for a finite flat group scheme Γ
over OK killed by p. As noted before, it follows from a theorem of Fontaine
[Fon85, Thm. A] that the restriction of f to G
ep
p´1
K is trivial. So we know
that
H1prpGK ,Fppχqq Ď kerpH
1






In §5.1 this kernel is denoted by Filă1`
ep
p´1H1pGK ,Fppχqq. By Dembélé-
Diamond-Roberts [DDR16] this kernel is referred to as the ‘typically rami-
fied subspace’. However, it follows from Proposition 5.1.3 that the subspace
Filă1`
ep
p´1H1pGK ,Fppχqq has codimension 1 in H
1pGK ,Fppχqq. Therefore,
we have an equality of these two spaces and we can give the following equiv-
alent redefinition of the peu ramifié space.
Corollary 4.4.1. Suppose χ is cyclotomic. The peu ramifié sub-
space of H1pGK ,Fppχqq is given by
H1prpGK ,Fppχqq “ ker
´
























Explicit bases of spaces of extensions
In this chapter we define an explicit basis of H1pGK ,Fppχqq in terms of
local class field theory and the Artin–Hasse exponential. In the next chapter
we will use this basis to give an explicit description of the distinguished
subspaces LV from §3.3. Let us emphasise that the basis elements in this
chapter may depend on the choice of uniformiser we make, but in the next
chapter we will take an appropriate subset of basis elements spanning a
subspace which is independent of this choice.
To anyone familiar with the paper of Dembélé, Diamond and Roberts
[DDR16] it will be clear that this chapter owes a great deal to their ideas.
In particular, §5.1, §5.2 and §5.3 are direct generalisations of §3 and §5 of
[DDR16] to the case where K is an arbitrary extension of Qp – they assume
K is unramified over Qp. The presentation and a number of the arguments
are directly analogous to the presentation and arguments given in [DDR16];
we will not continue to mention this throughout the chapter. We invite the
curious reader to have a look at [DDR16] for a comparison.
5.1. The filtration on H1pGK ,Fppχqq
Let π be a root of xp
f´1 ` πK in K. Recall that we have a character
ωπ : GK Ñ k
ˆ defined by σ ÞÑ σpπq{π. For i “ 0, . . . , f´1, we get the funda-
mental characters ωi : GK Ñ F
ˆ
p of level f by ωi :“ τ i˝ωπ. If χ : GK Ñ F
ˆ
p is





for ai P r1, ps.
1
The f -tuple pa0, a1, . . . , af´1q is uniquely determined by χ|IK if we, further-
more, require that ai ă p for at least one i. We will call this f -tuple the
tame signature of χ; this is an element of the set
S :“ t1, 2, . . . , puf ´ tpp, p, . . . , pqu.
1Our choice of ai P r1, ps instead of ai P r0, p ´ 1s is mainly to be consistent with the
conventions of [DDR16]. None of the results in this chapter or the next depend on this
convention, but some of the combinatorial results from Chapter 7 may change with a
different convention – it is possible that easier combinatorics was the motivation of this
choice in [DDR16] initially.
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We define an action of Galpk{Fpq “ xFroby – Z{fZ on the set S via
Frob ¨ pa0, a1, . . . , af´1q “ pa1, a2, . . . , a0q.
Note that this notation makes sense since if χ has tame signature ~a, then
Frob ˝ χ has tame signature Frobp~aq. We define the period of ~a P S to be
the cardinality of its orbit in S under the action of Galpk{Fpq. We will call
the period of the tame signature of χ the absolute niveau of the character.
We will write f 1 for the absolute niveau of χ and f2 :“ f{f 1 for the size
of the stabiliser of the action of Galpk{Fpq. Whenever convenient we will
consider the indices of the ai to be elements of Z{fZ, so af “ a0 etcetera.
We can also write χ|IK “ ω
ni
i |IK









` ¨ ¨ ¨ ` ai`f´1p` ai.
5.1.1. Definition of the filtration. Suppose χ is a continuous char-
acter GK Ñ F
ˆ
p . Recall from [Ser79, Ch. IV,§3] that we have a decreasing
filtration on GK by closed subgroups G
u
K given by the upper numbering on
GK for u P R. Recall also that G
u
K “ GK for u ď ´1, that for ´1 ă u ď 0




K “ PK ,
the wild inertia subgroup of GK . For s P R, we will define an increasing

























5.1.1.1. The filtration for s ď 1. Let us first study this filtration on the
interval s P p´8, 1s. We see immediately that FilsH1pGK ,Fppχqq “ 0 for
any s ă 0. For 0 ď s ă 1, we have







2We note that our definition of ni differs from [DDR16], since we assumed our embeddings
to satisfy τpi`1 “ τ i rather than τ
p
i “ τ i`1 as is assumed there.





K “ PK , a class c of H
1pGK ,Fppχqq lies in Fil
1H1pGK ,Fppχqq
if and only if zpPKq “ 0 for any cocycle z representing c. Since PK is the
maximal pro-p subgroup of IK , we see that H
1pIK{PK ,Fppχqq “ 0 and it
follows from inflation-restriction that the restriction map
H1pIK ,Fppχqq Ñ H
1
pPK ,Fppχqq
is injective. Therefore, any cocycle with trivial restriction to PK must also
have trivial restriction to IK . In other words,
Fil1H1pGK ,Fppχqq “ Fil
0H1pGK ,Fppχqq.
5.1.1.2. Filtered piece as kernel. Suppose that s ą 1. If z is a cocycle
representing a cohomology class in Filăs, then clearly zpGs´1K q “ 0. Con-
versely, if z is a continuous cocycle such that zpGs´1K q “ 0, then it follows











is an open cover of GK . Compactness of GK then implies that there is a
v0 ă s´ 1 such that G
v0
K Ď kerpzq. In other words, we have just proved that







5.1.2. The jumps in the filtration. Having defined the filtration
and its most basic properties, we are now interested in the jumps of the
filtration and the size of these jumps. That is, we would like to study the




. Fix a continuous character
χ : GK Ñ F
ˆ
p and let the ni for i “ 0, . . . , f ´ 1 be as above. The following
theorem gives the answer.






Then ds “ 0 unless s “ 0 or 1 ă s ď 1`
pe
p´1
. Moreover, if 1 ă s ă 1` pe
p´1
and ds ‰ 0 then s “ 1 `
m
pf´1
for an integer m ı 0 mod p. More precisely,
the dimensions ds are given by
(1) d0 “ 1 if χ is trivial and d0 “ 0 otherwise.
(2) if 1 ă s ă 1` pe
p´1
and s “ 1` m
pf´1
for p - m, then
ds “ #
 







“ 1 if χ is cyclotomic and d1` ep
p´1
“ 0 otherwise.
Remark 5.1.2. Note that if t, u P t0, . . . , f ´1u are such that nt and nu
are both congruent to m mod ppf ´ 1q then the uniqueness of the ni modulo
ppf ´ 1q implies that nt “ nu. Hence, either t “ u or ~a has a non-trivial
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we have that ds “ f{f
1 whenever ds ą 0, where f
1 is the absolute niveau of
χ.
For the theorem to make sense, of course, the sum of the dimensions
ds must add up to the Fp-dimension of H
1pGK ,Fppχqq. Since we will need
this in the proof of the theorem, let us prove it first. To contrast the actual
dimensions of the graded pieces with the dimensions claimed in the second
part of the theorem above, let us write d1s for the values of the dimensions
claimed in the theorem.












Remark 5.1.4. In fact, the proposition and Remark 5.1.2 above imply









(2) p - m and
(3) there exists an i such that m ” ni mod pp
f ´ 1q
has cardinality f 1, where f 1 is the absolute niveau of χ. We will need this
later in §5.3.








for all i. It is easy






































Moreover, if we write j ´ 1 ” b mod p´ 1 for 0 ď b ă p ´ 1 (when p “ 2
we simply let b “ 0), then we can show kj ” b` 1 mod p. We are interested







` kj and ni ` kjpp
f





` pkj ` 1q ă
pj ` 1qp
p´ 1
and ni ` pkj ` 1qpp
f
´ 1q ı 0 mod p
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or both, in which case they should be counted twice. We don’t have to
worry about upper or lower bounds in the first or second case, respectively,
since these are automatically satisfied.







This inequality is satisfied if and only if ni has coordinates
pai, ai`1, . . . , aj, . . . q “ pai, b` 1, b` 1, . . . , b` 1, aj, . . . q
with aj ą b` 1. If we, furthermore, require that ni ` kjpp
f ´ 1q ı 0 mod p,
we see that this requirement is equivalent to requiring that ai ‰ b`1. Hence,
the number of such ni is the same as the number #taj ą b` 1u.







This inequality is satisfied if and only if ni corresponds to a tuple
pai, ai`1, . . . , aj, . . . q “ pai, b` 2, b` 2, . . . , b` 2, aj, . . . q
with aj ď b` 1. If we also require ni ` pkj ` 1qpp
f ´ 1q ı 0 mod p, we find
that ai ‰ b` 2. Hence, in this case we see that the number of ni satisfying
both conditions is #taj ď b` 1u.
It follows that the total number of ni satisfying one of these equations,
counted with multiplicity, is
#taj ą b` 1u `#taj ď b` 1u “ f.



















ef ` 2 if χ is both trivial and cyclotomic;
ef ` 1 if χ is trivial, but not cyclotomic;
ef ` 1 if χ is cyclotomic, but not trivial;
ef otherwise.
From the proposition above and this observation we immediately get the
following corollary.
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s “ dimFp H
1pGK ,Fppχqq.
Proof of Theorem 5.1.1. Let us write d1s again for the values of ds







s ds, hence it suffices to consider only s P R such that d
1
s ą 0
and prove d1s “ ds for these values of s.
Let us first treat the case s “ 0. We already saw above that






and Fils “ 0 for s ă 0. We can use the inflation-restriction exact sequence






space is clearly 1-dimensional over Fp if χ is trivial and 0-dimensional if
χ is ramified. However, if χ is unramified and non-trivial, by identifying
GK{IK with Ẑ, we may consider χ as a character Ẑ Ñ F
ˆ
p . By continuity
any representation of Ẑ is completely determined by the image of 1. An
extension of Fp by Fppχq is always split since the matrix corresponding to 1







“ 1 if χ is trivial and 0 otherwise.
Assume that 1 ă s ď 1 ` ep
p´1
and m :“ ps ´ 1qppf ´ 1q. We define an
extension M{K by letting M :“ Lpπq for π a root of xp
f´1 ` πK and L{K
an unramified extension of degree prime to p such that χ|GM is trivial. The
extension M is now a tamely ramified Galois extension of K of ramification
degree pf ´ 1 and GalpM{Kq has order prime to p. Combined with the
inflation-restriction sequence
0 Ñ H1pGalpM{Kq,Fppχqq Ñ H
1












The isomorphisms of local class field theory give an isomorphism




H1pGK ,Fppχqq – HomGalpM{KqpM
ˆ
{pMˆqp,Fppχqq.
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Since M{K is tamely ramified of ramification degree pf ´ 1, we know that
Hasse-Herbrand function is given by ψM{Kpxq “ pp
f ´ 1qx for x ě 0 and
that GuK Ă GM for any u ą 0. Using Proposition IV.15 [Ser79, p. 74], it
follows that for any finite extension M 1{M and any u ą 0 we have




So GuK “ G
ppf´1qu
M for u ą 0. Moreover, the maps of local class field the-
ory map G
ppf´1qu
M onto the unit group 1 ` π
rppf´1qusOM by Corollary 3 to
Theorem XV.1 in [Ser79, p. 228]. If we denote the unit group 1 ` πiOM
by Ui for any integer i ą 0, then it becomes apparent that a cocycle in
c P H1pGK ,Fppχqq has trivial restriction to G
u
K for all u ą s ´ 1 (to G
s´1
K ,
resp.) if and only if the corresponding homomorphism Mˆ{pMˆqp Ñ Fppχq
factors through Mˆ{pMˆqpUm`1 (through M
ˆ{pMˆqpUm, resp.), where we
still let m “ ps ´ 1qppf ´ 1q. Note that this is precisely the condition such
that c P FilsH1pGK ,Fppχqq (c P Fil













First assume 1 ă s ă 1 ` ep
p´1
and p - m :“ ps ´ 1qppf ´ 1q. This
is equivalent to the requirement that 0 ă m ă eppp
f´1q
pp´1q
. We claim that
Um X pM
ˆqp Ă Um`1. Let x “ 1 ` uπ
t for positive integer t and a unit
u P OˆM and suppose vMpxp ´ 1q ě m. But
vMpx
p
´ 1q “ vMppuπ
t
` ¨ ¨ ¨ ` upπptq ě minpeppf ´ 1q ` t, ptq
with equality unless eppf´1q`t “ pt. If pt ă eppf´1q`t, thenm “ pt, which
would contradict the condition p - m. On the other hand, if eppf´1q`t ď pt,
then t ě epp
f´1q
p´1
gives eppf´1q`t ě eppp
f´1q
pp´1q
and, therefore, m “ eppf´1q`t
would contradict the upper bound on m. Hence, vMpx
p ´ 1q ě m ` 1 as










We let l denote the residue field of L. The action of σ P GalpM{Kq
on Um{Um`1 sends 1 ` xπ
m ÞÑ 1 ` σpxqωπpσqπ
m. Therefore, we have a
GalpM{Kq-equivariant isomorphism
lpωmπ q Um{Um`1.x ÞÝÝÝÑ1`xπm
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Let Si be the set of embeddings l Ñ Fp which restrict to τ i over k. Then
the map











xb 1 ÞÑ pτpxqqτ





i q is defined by g ¨ ppxτ qτ q “ pω
m
i pgqxτ˝gqτ . (This is the well-
known isomorphism




xb 1 ÞÑ pτpxqqτ ,






The latter representation is just the regular representation of the quotient
GalpL{Kq. Since this group is finite abelian of order prime-to-p, its regular










and hence we find that































and this dimension is equal to the number of i such that m ” ni mod p
f ´ 1,
which proves that d1s “ ds for all 1 ă s ă 1`
ep
p´1
for which d1s ą 0.
Finally, assume s “ 1 ` ep
p´1




may, furthermore, assume that χ is cyclotomic, since we are only considering
cases in which d1s ą 0. Note that the requirement that χ|GM is trivial implies
that ζp P M. To show ds “ d
1
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is 1-dimensional. We will prove that the quotient of unit groups is isomor-
phic to Fppχq as an FprGalpM{Kqs-module from which the required result
is immediate. Similarly to the calculation on valuations above, it is easy
to show Um X pM
ˆqp “ pUnq
p where n “ m{p. We can obtain the quotient
Um{pUm X pM
ˆqpqUm`1, therefore, as the cokernel of the p-power map
Un{Un`1 Um{Um`1.
x ÞÝÝÝÝÑxp
A small calculation shows that this map sends 1` sπn ÞÑ 1` psp ` csqπm,
where c P OˆM is defined by p “ cπepp
f´1q. Since ζp P M , we know that M
contains N :“ Qppζpq “ Qpp p´1
?
´pq. Therefore, there exists a unit u P OˆM
such that πepp
f´1q “ pu p´1
?
´pqp´1 “ ´up´1p giving ´c “ pu´1qp´1. We
conclude that ´c always has a pp ´ 1qst root in the residue field and that
the p-power map above has kernel and, thus, cokernel of size p. Write s for
the image of any s P OˆM in the cokernel. The action of GalpM{Kq on this
cokernel is given by ωmπ bµ´c where µα : GalpM{Kq Ñ F
ˆ
p is the unramified
character sending the (absolute) arithmetic Frobenius Frobp to α P F
ˆ
p . For
any uniformiser πN of N, we can write ζp “ vπN ` 1 for a unit v P OˆN .







” χpσq mod π.
Since σpvq{v ” 1 mod π, it follows that σpπNq{πN ” χpσq mod π for any
uniformiser πN of N , in particular πN “ p´1
?
´p. Thence, if σ P GalpM{Kq










” up´1χpσq “ p´cq´1χpσq.
In other words, we’ve just shown that ωnπ acts as χ b µ´c´1 on the cok-
ernel and, therefore, ωmπ must act on the cokernel in the same way since
ppf ´ 1q | m´ n. Thus, GalpM{Kq acts on the cokernel via the cyclotomic
character and Um{pUm X pM
ˆqpqUm`1 – Fppχq, as required. 
5.2. Constructing the basis elements
In this section we will construct explicit basis elements of the space
H1pGK ,Fppχqq, which we will later use to give an explicit version of Serre’s
conjecture. We will construct the basis by making certain choices and only
at the end of the next chapter it will follow that our construction is inde-
pendent of the choices made.
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5.2.1. The Artin-Hasse Exponential. Before we move on to define
a basis of H1pGK ,Fppχqq explicitly, we must first define a homomorphism
εα in terms of which our basis will be defined. Recall that the Artin-Hasse










It’s a well-known fact that Eppxq is an element of ZpJxK (see, for example,
[Rob00, §7.2.2]), i.e. its coefficients are p-integral elements of Q. Since p is
fixed throughout, we will write Epxq instead of Eppxq from now on.
Suppose l is a finite field of characteristic p and L is the field of fractions
of the ring of Witt vectors W plq of l. Let M be a subfield of Cp containing
L and let α PM be such that |α| ă 1. We define a map
εα : l bFp Fp Ñ OˆM bZ Fp
ab b ÞÑ Eprasαq b b,
(5.2.1)
where ras is a Teichmüller lift of a P l. It follows from [DDR16, Lem. 4.1]
that this map is a homomorphism which relates the additive structure of l
to the multiplicative structure of OˆM bFp. We will use this homomorphism
to construct an explicit basis for H1pGK ,Fppχqq.
5.2.2. An Fp-dual of H
1pGK ,Fppχqq. We need a slightly more general
set-up than in the previous section. Suppose K{Qp is a finite extension of
ramification index e, of residue degree f and with residue field k. Moreover,
we take χ : GK Ñ F
ˆ
p to be any continuous character. Let M “ Lpπq be a
totally tamely ramified extension of an unramified prime-to-p-degree exten-
sion L{K, where the ramification degree eM of M{K satisfies eM | p
f ´ 1
and the uniformiser π of M satisfies πeM P Kˆ, and we take M sufficiently
large so that χ|GM is trivial. Note that eM denotes the ramification degree
of M over K, and the ramification degree eM{Qp of M over Qp is given
by eM{Qp “ eMe. We recover the set-up of the previous section by taking
eM “ p
f ´ 1 and πeM “ ´πK . Note that the proof of Theorem 5.1.1 follows
in the same way as before, taking into account that now s “ 1 ` m
eM
. In
particular, for 1 ă s ď 1` ep
p´1
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which, if we furthermore require that s ă 1 ` ep
p´1
and p - m :“ eMps ´ 1q,










More generally, for this choice of M we certainly still have














We will construct our basis of H1pGK ,Fppχqq as a dual basis to a basis for








5.2.3. The basis elements ui,j. Letting f
1 denote the absolute niveau
of χ and f2 :“ f{f 1, recall from Section 5.1.2 that for any 0 ď j ă e the set









(2) p - m and
(3) there exists an i such that m ” ni mod pp
f ´ 1q
has cardinality f 1. We order these integers in whichever way and denote
them by tm0,j,m1,j, . . . ,mf 1´1,ju. Then there must exist a unique map
φj : t0, . . . , f
1
´ 1u Ñ t0, . . . , f 1 ´ 1u
such that mi,j ” nφjpiq mod pp
f ´ 1q – recall that the set of all ni has cardi-
nality f 1. Note that the map φj may not be injective. Let us write i
1 from
now on for subscripts in Z{f 1Z to avoid confusion with the Z{fZ-setting.
In formulae involving an i P Z{fZ we will implicitly use i “ i1 ` kf 1 for
0 ď i1 ă f 1 and 0 ď k ă f2 to fix the values of i1 and k; for the sake of
brevity will often sometimes write φjpiq for φjpi
1q ` kf 1. Trivially, we also
get the congruence mi1,j ” nφjpi1q`kf 1 mod pp
f ´ 1q.
Let us return to the situation where M “ Lpπq for an unramified exten-
sion L of K of degree prime-to-p and a uniformiser π such that πeM P Kˆ
and χ|GM is trivial. This implies that χ|IK factors through IM{K which has
cardinality eM , so for any i we see pχ|IK q
eM “ ωnieMi “ 1. Any ni, there-
fore, is divisible by ppf ´ 1q{eM . It follows that the set of integers m
1 P Z










(2) p - m1 and
(3) there exists an i such that m1 ” eMni
pf´1
mod eM
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is in bijection with the set above by the explicit map m ÞÑ m1 :“ eMm
pf´1
.
We will write ωπ for the character GK Ñ K
ˆ defined by σ ÞÑ σpπq{π and
ωπ for its reduction mod πK . We note that this character factors through
GalpM{Kq and, since σpπq is a root of xeM ´πeM P Krxs, the image of ωπ is
contained in µeM pKq, the eMth roots of unity in K
ˆ. To contrast this with
our previous fundamental character, let us from now on write ωfc : GK Ñ k
ˆ
for the mod p character defined by σ ÞÑ σpαq{α for α a root of xp
f´1 ` πK .
We have ωπ|IK “ pωfc|IK q
ppf´1q{eM , and, therefore, for all 0 ď i ă f, we have





Fix any 0 ď j ă e. Recall that mi1,j ” nφjpi1q`kf 1 mod pp
f ´ 1q for any
i1 P t0, . . . , f 1´1u and k P t0, . . . , f2´1u. Writing m1i1,j :“ mi1,jeM{pp
f ´1q,
it is clear that
χ “ µpτφjpi1q`kf 1 ˝ ωπq
m1
i1,j
for a unique unramified character µ : GalpL{Kq Ñ F
ˆ
p independent of i, j.
Recall that we have an isomorphism




By the normal basis theorem l is free of rank 1 over krGalpl{kqs and, thus,
l bk,τ Fp is free of rank 1 over FprGalpl{kqs. The latter statement means
that lbk,τFp is isomorphic to the regular representation of Galpl{kq over Fp,
which splits up in a direct sum over all characters by Maschke’s Theorem.
Hence, for each embedding τ, the µ-eigenspace Λτ,µ defined as
 
ab b P l bk,τ Fp
ˇ
ˇ gpaq b b “ p1b µpgqqab b for all g P GalpL{Kq
(
is 1-dimensional over Fp. We let λτ,µ be any non-zero element of Λτ,µ; note
that these elements are linearly independent over Fp for differing embed-
dings τ.
Then, for any 0 ď j ă e, 0 ď i1 ă f 1 and 0 ď k ă f2, we define












where εα is defined by (5.2.1). For each 0 ď j ă e, we have exactly f
elements ui,j. Later we will prove that the elements ui,j will give the explicit
basis of Uχ that we are pursuing. In order for this even to make sense,
we will now show ui,j P Uχ. For any g P GalpM{Kq, it follows from the
5.2. CONSTRUCTING THE BASIS ELEMENTS 65

































i1,j “ 1bχpgq in lbk,τφjpiqFp,
we see that gui,j “ p1 b χpgqqui,j for all g P GalpM{Kq. Therefore, we can
view ui,j as an element of Uχ.
5.2.4. The definitions of utriv and ucyc. The definition of utriv is
straightforward. For g P GalpM{Kq, it is clear that gpπq “ ωπpgqπ. As
noted above, the image of ωπ is contained in µeM pKq. Since p is coprime to
eM , the p-th power map gives an isomorphism µeM pKq
„
ÝÝÝÑ µeM pKq. Thus,
in fact, ωπpgq P pM
ˆqp and we set
utriv :“ π b 1 PM
ˆ
bFp Fp,
which is an element of Uχ when χ is the trivial character.
Suppose χ is cyclotomic. Recall from the last part of the proof of The-







However, recall that the p-adic exponential converges on values of y P M
such that vMpyq ą eMe{pp´1q. For 1`x P Um`1, we have vMplogp1`xqq ą m
and, thus, we see that expplogp1 ` xq{pq converges to a p-th root of 1 ` x.
Therefore, Um`1 Ă pM
ˆqp and also Um`1 Ă pUm X pM
ˆqpq. Thus, we have
an injection of the quotient above into OˆM bZ Fp.
We extend the injection by scalars to Fp and define ucyc to be any non-
trivial element of
ucyc P Um bZ Fp ãÝÝÑ OˆM bZ Fp.
It is now obvious from the isomorphism with Fppχq that for any element
g P GalpM{Kq we have that
gpucycq “ pχpgq b 1qucyc “ p1b χpgqqucyc,
hence, indeed, ucyc P Uχ.
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5.3. An explicit basis of H1pGK ,Fppχqq
In this section we will prove that the elements as constructed in the
previous section give an explicit basis of H1pGK ,Fppχqq. We will do this by
proving the following theorem.
Theorem 5.3.1. Let B denote the elements ui,j for 0 ď i ď f ´ 1 and
0 ď j ď e´ 1 with, additionally, the elements utriv if χ is trivial and ucyc if
χ is cyclotomic. Then B is an Fp-basis of Uχ.
Proof. To prove this theorem, we will define a decreasing filtration
on Uχ, which is dual to the increasing filtration on H
1pGK ,Fppχqq defined
earlier. Let Fil0Uχ “ Uχ and let Fil
mUχ denote the image of the map
pUm b Fppχ
´1qqGalpM{Kq pMˆ b Fppχ
´1qqGalpM{Kq “: Uχ
for m ě 1. Let grmUχ :“ Fil
mUχ{Fil
m`1Uχ as usual. It is immediate by
duality that dimFp Uχ “ dimFp H
1pGK ,Fppχqq. More specifically, whenever
0 ă m ă peeM
p´1
and p - m, it follows as in the proof of Theorem 5.1.1 and










where s :“ 1` m
eM








In the proof of Theorem 5.1.1 we show that under these assumptions on m
we have that pMˆqp X Um Ă Um`1. Letting U i denote the image of Ui in
Mˆ b Fp, we obtain an exact sequence of Fp-modules
1 Um`1 Um Um{Um`1 1.






is exact since GalpM{Kq has order prime-to-p. In particular, it follows from
this claim that dimFp gr
mUχ “ ds for 1 ă s :“ 1 `
m
eM




Since the size of B is equal to the Fp-dimension of Uχ, it will suffice to
prove that each graded is spanned by a subset of elements of B. By the
dimensions of Theorem 5.1.1, we only need to consider integers m such that
ds ą 0.
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The rest of the proof follows from our constructions. If m “ epeM
p´1
, then




If 0 ă m ă epeM
p´1








for 0 ď k ă f2 are all non-trivial elements of grmUχ – this follows, for
example, since Epxq P 1`x`x2ZpJxK. It suffices to prove that these elements









l bFp Fp Ñ Um{Um`1 bFp Fp
ab b ÞÑ p1` rasπmq b b
induced by επm is an isomorphism and the elements
tλτφjpi1q`kf 1 ,µ
| 0 ď k ă f2u
are Fp-linearly independent in lbFp Fp, we see that their images are as well.
Lastly, if m “ 0, it suffices to note that utriv “ π b 1 does not lie in
Fil1Uχ. 
Given the basis B above we obtain the dual basis ci,j for 0 ď i ď f ´ 1
and 0 ď j ď e´ 1 with, additionally, cur and ctr if χ is trivial or cyclotomic.
This dual basis must, simply by duality, form a basis of H1pGK ,Fppχqq – the
subscripts refer to the unramified and très ramifiée part of H1pGK ,Fppχqq.
Corollary 5.3.2. The set consisting of the classes ci,j for 0 ď i ď f´1
and 0 ď j ď e ´ 1 with, additionally, cur if χ is trivial and ctr if χ is
cyclotomic forms a basis of H1pGK ,Fppχqq.
Once again we emphasise that the explicit basis as defined here may




Explicit Serre weights over ramified bases
In this chapter we use the explicit basis obtained in the previous chapter
to give an explicit definition of the distinguished subspaces LV defined in
§3.3: we will define them as a subspace spanned by a subset of our explicit
basis elements. In Theorem 6.3.9 we will prove the equivalence of our sub-
spaces spanned by explicit basis elements with the distinguished subspaces
LV , thereby providing all the necessary theoretical foundation to give a new
explicit reformulation of the conjectures on the modularity of mod p Galois
representations of totally real number fields.
This chapter owes a great deal to the ideas of the papers [CEGM17] and
[GLS15]. In particular, Sections 6.1, 6.2 and 6.3 are direct generalisations
of [CEGM17, §3] to the case where K is an arbitrary local field (rather
than K being an unramified extension of Qp). Both our approach and our
presentation is, in part, based on their paper; again we invite the curious
reader to have a look at [CEGM17] for a comparison.
6.1. Reductions of pseudo-Barsotti Tate representations
One of the essential ingredients in our proof of the equivalence of the two
formulations is the classification in [GLS15] of representations that arise as
reductions of pseudo-Barsotti–Tate representations. Since we will heavily
use their results and their notation, we will quickly recall their most impor-
tant results adapted to the case at hand. We note that in [GLS15] only the
case p ą 2 is covered. We will use Wang’s extension [Wan17] of their results
to p “ 2 for the remaining case.
6.1.1. Field of norms and étale ϕ-modules. Let us very briefly
recall the theory of the field of norms and étale ϕ-modules. We were given
a local field K and a fixed uniformiser πK . We emphasise that our choices of
uniformiser in this section and in the previous sections must be compatible.
We define a compatible system of pnth roots of our uniformiser as follows:
let π0 “ ´πK . We define πn inductively for any n ą 0 as a pth root of
πn´1, that is, satisfying π
p
n “ πn´1. Let Kn :“ Kpπnq and K8 “
Ť8
n“0Kn.
If p “ 2, then we assume that our uniformiser πK was chosen to satisfy
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[Wan17, Lem. 2.1]; that is, we assume K8 X Kp8 “ K, where we define
Kp8 :“
Ť
ně1Kpζpnq with ζpn a primitive p
n-th root of unity. The theory of








where the transition maps in the limit are the norm maps. This construc-
tion extends to extensions of these fields and we get a natural isomorphism
of absolute Galois groups Gkppuqq “ GK8 . On the other hand there exists an
equivalence of abelian categories between the category of finite-dimensional
Fp-representations of Gkppuqq and the category of étale ϕ-modules. These
are finite kppuqq bFp Fp-modules M equipped with a ϕ-semilinear map
ϕ : MÑM such that the induced kppuqqbFp Fp-linear map ϕ˚MÑM is
an isomorphism. The functor T from étale ϕ-modules to representations of






The isomorphism kbFp Fp Ñ
śf´1
i“0 Fp gives a decomposition M “
ś
iMi,
where ϕ now induces Fp-linear morphisms ϕ : Mi´1 Ñ Mi. We will make
use of this theory by describing finite-dimensional Fp-representations ofGK8
via étale ϕ-modules.
6.1.2. The structure theorem of Gee–Liu–Savitt. From now on
let us fix a Serre weight V “ Vα,0 and a pair of characters χ1, χ2 : GK Ñ F
ˆ
p
as in §3.3.2. (Recall that we were free to assume that V is of the form
Vα,0, since we can obtain the case of a general Serre weight from this one
by twisting.) We will write LV for LVα,0pχ1, χ2q and we will assume this is
non-empty. Recall that we defined the integers ri P r1, ps via ri :“ αi ` 1
and we write χ :“ χ1χ
´1
2 . For any 0 ď i ă f , we may decompose χ as a
power of ωi and an unramified character µ independent of i. Then µ factors
as a character µ : GalpL{Kq Ñ F
ˆ
p for some finite unramified extension L
of K of prime-to-p order.
First we need to get rid of an exceptional pathological case. Later we
will define the subspaces LAHV using our constructed basis and we will claim
LAHV “ LV as defined above. Before we continue let us define this space in
one exceptional case.
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Definition 6.1.1. If χ is cyclotomic, χ2 is unramified and ri “ p for all
0 ď i ă f, then we define
LAHV pχ1, χ2q :“ H
1
pGK ,Fppχqq.
Note that it follows from the last part of the proof [GLS15, Thm. 6.1.8]
that if χ is cyclotomic, χ2 is unramified and ri “ p for all i, then
LV pχ1, χ2q “ H
1
pGK ,Fppχqq,
so in this exceptional case we indeed have that LAHV pχ1, χ2q “ LV pχ1, χ2q.
We will from now on assume that if χ is cyclotomic and χ2 is unramified,
then ri ă p for at least one i. This assumption has the consequence that
the restriction map
res : H1pGK ,Fppχqq Ñ H
1
pGK8 ,Fppχqq
becomes injective when restricted to LV – this is [GLS15, Lem. 5.4.2] for χ
non-cyclotomic and follows from the proof of [GLS15, Thm. 6.1.8] when χ
is cyclotomic. (Note that it follows from Wang [Wan17] that these results
also work for p “ 2.) Alternatively, the injectivity for χ cyclotomic follows
from the fact that under the assumption LV is contained in the peu ramifié
subspace of H1pGK ,Fppχqq by Theorem 4.1.1. By [GLS15, Lem. 5.4.2]
the kernel of the restriction map is the très ramifiée line spanned by the
fixed uniformiser ´πK . Therefore, the restriction map is injective on this
subspace. Since we are excluding the case above, we are free to restrict our
representations to GK8 from now on and talk about the corresponding étale
ϕ-modules.
6.1.2.1. The integers ti, si. Before we state the main theorem of [GLS15],
we need to introduce just a little more notation: we need to introduce the
integers ti, si corresponding to the maximal and minimal Kisin modules of





the uniquely determined integers mi P r0, p ´ 1s with not all mi equal to





i and ai P r0, e´1sYrri, ri`e´1s for all i. This set
is non-empty by our assumption that LV is non-empty. If we write vi for
the f -tuple p0, . . . ,´1, p, . . . , 0q with the ´1 in the ith position and vf´1 for
pp, 0, . . . , 0,´1q, then it is proved in [GLS15, Lem. 5.3.1] that there exists a
subset J Ď t0, . . . , f ´ 1u, possibly empty, such that
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and we can choose J “ Jmin minimal in the sense that it is contained in any
other subset satisfying this requirement. Then we define




We will define si :“ pri ` e´ 1q ´ ti for all i. Note that it follows from our
construction that si, ti P r0, e ´ 1s Y rri, ri ` e ´ 1s and si ` ti “ ri ` e ´ 1
for all i.
6.1.2.2. The main structure theorem of Gee–Liu–Savitt. We will under-
stand paqi to mean the following: paqi “ a if i ” 0 mod f and paqi “ 1 oth-
erwise. Now we are ready to state the main structure theorem of [GLS15].
Theorem 6.1.2. The image of the subspace LV of H
1pGK ,Fppχqq after
restriction to H1pGK8 ,Fppχqq consists precisely of those classes that can
be represented by étale ϕ-modules M of the following form: we can choose





where a “ µpFrobKq and yi P FpJuK is a polynomial of which the degrees of
the non-zero terms lie in the interval
‚ r0, si ´ 1s if ti ě ri except, possibly, if χ is trivial;
‚ ttiu Y rri, si ´ 1s if ti ă ri except, possibly, if χ is trivial.
‚ If χ is trivial, we make any single choice of i0 P r0, . . . , f ´ 1s and












In every case the polynomials yi are uniquely determined by M and every
collection of polynomials subject to the conditions above corresponds to a
class in LV .
Proof. For p ą 2, the statement of [GLS15, Thm. 5.1.5] shows that
the corresponding Kisin modules (which are just lattices in M) have the
form above. It follows from [GLS15, §5] in the non-cyclotomic case and
[GLS15, §6] in the cyclotomic case that we get the full subspace LV , since
we chose the ti and si to be minimal and maximal, respectively. In the non-
cyclotomic case it follows from the proof of [GLS15, Thm. 5.4.1] that the
corresponding elements of H1pGK8 ,Fppχqq (and hence the corresponding
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étale ϕ-modules) are uniquely determined by yi and that any collection of
polynomials tyiu satisfying the conditions above corresponds to a class in
LV . In the cyclotomic case (under the assumption that we are not in the
exceptional case above) the proof of [GLS15, Thm. 6.1.8] gives the same
uniqueness and existence result. It follows from Wang [Wan17] that the
results from [GLS15] quoted here and their proofs carry over naturally to
p “ 2 (assuming we have carefully chosen our uniformiser of K) giving the
required result in this case as well. 
Definition 6.1.3. Given tri, ti, si | 0 ď i ă fu as defined at the begin-
ning of §6.1.2 and in §6.1.2.1, we define
‚ Ii :“ r0, si ´ 1s if ti ě ri;
‚ Ii :“ ttiu Y rri, si ´ 1s if ti ă ri.
Here we have simply given the intervals appearing in the theorem a
name for later convenience. We note that (both in the definition and the
theorem) we follow standard conventions and let Ii :“ ∅ if ti ě ri and
si “ 0, whereas, if ti ă ri and si “ ri, we let Ii :“ ttiu.
6.2. Restricting to GM8
In this section we will use the structure theorem of [GLS15] from the
previous section to find the image of LV (after restricting to GM8) in terms
of Artin–Schreier theory. Later we will use an explicit reciprocity law (see
Theorem 6.3.1) to compare the Artin–Schreier theoretic image of LV to our
explicit basis elements of the previous chapter.
Recall that we let M “ Lpπq be a totally tamely ramified extension of
an unramified extension L{K of degree prime-to-p, where the uniformiser π
of M is a solution of xeM `πK “ 0 for eM | p
f´1 and we take M sufficiently
large so that χ|GM is trivial. We will denote the residue field of M by l.
Since eM and p are coprime, we have that for each n ě 1 there is a
unique pnth root π1{p
n
of π that satisfies pπ1{p
n
qeM “ πn, i.e. the choice
of pnth root of π is compatible with the choice of pnth root of ´πK in the
definition of K8. Let Mn :“ Mpπ
1{pnq and M8 “
Ť
ně0Mn. It follows by










» lppuqqˆ b Fp,
where, for any field F , we write F ppq for the maximal exponent p abelian
extension of F . Furthermore, if we let ψ : lppuqqsep Ñ lppuqsep denote the
Artin–Schreier map defined by ψpxq “ xp ´ x, then Artin–Schreier theory
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gives an isomorphism
(6.2.1) H1pGM8 ,Fpq “ H
1
pGlppuqq,Fpq – plppuqq{ψlppuqqq bFp Fp.
By [Ser79, Ch. X, §3] the element a P lppuqq concretely corresponds to
the homomorphism fa : Glppuqq Ñ Fp given by fapgq “ gpxq ´ x, where
x P lppuqqsep is chosen so that ψpxq “ a. Any two-dimensional Fp-representa-
tion ρ of Glppuqq that arises as the extension of a character χ by itself corre-
sponds naturally to a cocyle in H1pGlppuqq,Fpq via the standard isomorphism
(6.2.2)








ÞÑ rσ ÞÑ cρpσqs.
Since M{K is an extension of degree prime-to-p, so is M8{K8. There-
fore, the restriction map H1pGK8 ,Fppχqq Ñ H
1pGM8 ,Fpq is injective and
we may describe LV completely by its image in H
1pGM8 ,Fpq or by the
classes corresponding to this image via Artin-Schreier theory, which is what
we will do.
If M is an étale ϕ-module with corresponding GK8-representation de-
noted by T pMq, then it is easy to check that the étale ϕ-module corre-
sponding to T pMq|GM8 is
MM :“ lppuqq bkppuqq,u ÞÑueM M.
Applying this to one of the étale ϕ-modules arising in the statement of
Theorem 6.1.2, it follows that (with the obvious choice of basis ei, fi for







where we let yi,M P Fpru
eM s denote the image of yi P Fprus under u ÞÑ u
eM .
Here the MM,i are periodic with period f rl : ks, but ti, si and yi,M only
depend on i mod f.
Recall that we defined a “ µpFrobKq and that the unramified character
µ factors as µ : GalpL{Kq Ñ F
ˆ
p , so that a
rl:ks “ 1. We will try to find a
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and χeM1 “ χ
eM

























ti{f ufi for 0 ď i ď f rl : ks ´ 1, then after this







That is, upon noting that tieM ` pαi´1 ´ αi “ sieM , after the change of







for 0 ď i ď f rl : ks ´ 1. The exponents of u will be important later, so let
us give them a name.









Note that for the exponent in the matrix above we have that








Lemma 6.2.2. We have that ξi ” ni mod p




mod eM for all i.


















” ni mod p
f
´ 1.
But this sum is equal to ξi ´ sipp
f ´ 1q. 
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Recall that in Section 5.2.3 we proved that for any embedding τ : k Ñ Fp
we have that lbk,τ Fp is free of rank one over FprGalpL{Kqs. It follows that
the µ-eigenspace Λτ,µ defined as
 
ab b P l bk,τ Fp
ˇ
ˇ gpaq b b “ p1b µpgqqab b for all g P GalpL{Kq
(
is 1-dimensional over Fp. For a “ µpFrobKq, we define the non-zero element
λτ,µ :“ p1, a
´1, . . . , a1´rl:ksq P l bk,τ Fp
and note that this is in fact a basis of the one-dimensional vector space Λτ,µ.







xb y ÞÝÝÝÑ pσipxqyqi,
where the sum runs over all k-embeddings σi : l ãÑ Fp such that σi|k “ τ.
Similarly, λτ,µ´1 :“ p1, a, . . . , a
rl:ks´1q P l bk,τ Fp spans Λτ,µ´1 . Using this
notation we may define the element
pati{f uqi“0,...,f rl:ks´1 “ pλτ i,µ´1qi“0,...,f´1 P l bFp Fp.
We can consider MM as an lppuqqbFpFp-module with the obvious choice








By the equivalence of categories T between étale ϕ-modules and Fp-repre-
sentations of Glppuqq combined with Equations (6.2.1) and (6.2.2), this étale
ϕ-module then corresponds to a class in lppuqq{ψlppuqqbFpFp. To understand
which class exactly, we prove the following proposition.
Proposition 6.2.3. Suppose M is an étale ϕ-module over lppuqq such






Then the image of M under the isomorphism
Ext1
RepFppGlppuqqq
p1, 1q – lppuqq{ψlppuqq
is given by (the class of) α.
Remark 6.2.4. Although strictly speaking we only defined étale ϕ-
modules after having extended coefficients to Fp, in this proposition we
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deal with étale ϕ-modules M over lppuqq. These are simply finite lppuqq-
modules with a ϕ-semilinear map whose linearisation is an isomorphism.
Completely analogously, T pMq :“ plppuqqsepbEMqϕ“1 gives an equivalence
of categories of between étale ϕ-modules and Fp-representations of Glppuqq.
Proof. To simplify the notation let us write E for lppuqq and Es for
its separable closure. To be able to determine the two-dimensional Fp-
representation T pMq we will write down a basis of the underlying vector
space and then we can see how GE acts on it.
To determine a basis of T pMq :“ pEs bE MqϕEsbϕM“1 we need to solve
the equations




1pαe0 ` e1q “ λ0e0 ` λ1e1
for λ0, λ1 P Es. Hence, clearly we require λ1 P Fp. So we are left with solving
λp0 ´ λ0 “ ´λ1α. If λ1 ‰ 0, then the left and right hand side scale by Fp in
the same way. Therefore, if λ P Es is a root of λ
p´λ “ α, then all solutions
are given by pλ0, 0q for λ0 P Fp and pλλ1, λ1q for λ1 P Fp. So an Fp-basis is
given by solutions p1, 0q and pλ, 1q corresponding to the Fp-basis of T pMq
given by pv0, v1q :“ pe0, λe0 ` e1q.
Now we study the action of GE on T pMq. For σ P GE, we have that
σ ¨ v0 :“ σp1qe0 “ v0 and
σ ¨ v1 :“ σpλqe0 ` e1 “ σpλqe0 ` e1 “ v1 ` pσpλq ´ λqv0.








Note that it follows from the defining equation of λ that σpλq ´ λ P Fp for
any σ P GE.








1 σpλq ´ λ
0 1
¸+
ÞÝÝÑ rσ ÞÑ pσpλq ´ λqs .
Now the class of α in E{ψpEq corresponds by Equation (6.2.1) (and the
short explanation after) to the map fα : GE Ñ Fp defined by the identity
fαpσq “ σpλq ´ λ and, hence, it follows that the class of α in E{ψpEq
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corresponds to
rσ ÞÑ pσpλq ´ λqs P HompGE,Fpq,
as required. 
After extending coefficients to Fp, it follows from the proposition that
the Artin-Schreier extension of lppuqq corresponding to T pMMq above is
determined by the element pλτ i,µ´1yi,Mu
´ξ1iqi“0,...,f´1 – note the absence of
a´1 because scaling by an element of F
ˆ
p does not change the extension.
Therefore, we have proved the following result.
Corollary 6.2.5. The image of LV in H
1pGM8 ,Fpq “ HompGlppuqq,Fpq






Schreier theory to the elements
yi,Mλτ i,µ´1u
´ξ1i P lppuqq bk,τ i Fp Ď lppuqq bFp Fp.




i P lppuqq bFp Fp












if χ is trivial.
6.3. An explicit basis of LV
In this section we would like to compare our description of LV above to
the previously constructed basis elements ci,j and give an explicit description
of LV in this way. To explain our approach we need to introduce some theory
first.
We have a pairing x¨, ¨y : H1pGM8 ,Fpq ˆGalpM
ppq
8 {M8q Ñ Fp given by
evaluation. Recall that the theory of the field of norms and the local Artin
map allowed us to write GalpM
ppq
8 {M8q » lppuqq
ˆ b Fp and that we used
Artin-Schreier theory to write H1pGM8 ,Fpq » plppuqq{ψlppuqqqbFp Fp. The
real advantage is that we can make the pairing explicit now.
Theorem 6.3.1. Let σb P GalpM
ppq
8 {M8q be the Galois element corre-
sponding via the local Artin map to an element b P lppuqqˆ b Fp, and let fa
be the element of H1pGM8 ,Fpq corresponding to a P plppuqq{ψlppuqqqbFp Fp
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via Artin-Schreier theory. Then








where Respfduq simply means the coefficient of u´1 in f .
Proof. See [Ser79, XIV, Cor. to Prop. 15]. 
Since we already have a description of the image of LV in H
1pGM8 ,Fpq
and we defined the ci,j P H
1pGK ,Fppχqq as the basis dual to basis elements







we may hope to get a description of the elements ui,j in GalpM
ppq
8 {M8q and
look to find conditions under which the pairing of ui,j with LV vanishes. The
local Artin map Art´1M induces an isomorphism GalpM
ppq{Mq » Mˆ b Fp,
so by extension by scalars to Fp we get ArtMpui,jq P GalpM
ppq{Mq bFp Fp.
Lemma 6.3.2. We have a commutative diagram of pairings
H1pGM8 ,Fpq ˆ GalpM
ppq
8 {M8q Fp
H1pGM ,Fpq ˆ GalpM
ppq{Mq Fp
prres
in the sense that xprpαq, βy “ xα, respβqy, where the pairings are given by
evaluation, the map res is given by restriction to GM8 and pr is given by
restricting an automorphism to M ppq.
Proof. Since H1pGM ,Fpq “ HompGM ,Fpq (and similarly for M8) and
the pairings are given by evaluation, this follows from the definitions. 
By the lemma above it is enough to consider the pairing of LV with
elements of GalpM
ppq
8 {M8q that map to the elements ArtMpui,jq under pr.
To be able to use the explicit reciprocity law of Theorem 6.3.1, we need
to use the local class field theory of lppuqq and the theory of the field of
norms to get an isomorphism GalpM
ppq
8 {M8q » lppuqq
ˆ b Fp. From the
field of norms identification lppuqq » lim
ÐÝNMn`1{Mn
Mn we get a natural map
prM : lppuqq ÑM by projecting onto the M -component which is compatible
with local class field theory in the following natural way.
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Proof. See [CEGM17, Lem. 3.1.5]. 
The missing step is to find elements that project down under prM to our
previous ui,j. Recall that EpXq P ZpJXK denotes the Artin-Hasse exponen-
tial. Then, for each r ě 1, we get a homomorphism
εur : l bFp Fp Ñ lppuqq
ˆ
bZ Fp
ab b ÞÑ Epaurq b b













for any r ě 1 which is prime to p. In particular, after extending by scalars
to Fp, we have that prMpũi,jq “ ui,j.
Proof. To see why this is true, we recall that addition in lim
ÐÝ
Mn is
defined by the formula





If we write EpXq “
ř
kě0 ckX


























where we have taken the projection onto the M -component in the last line.
Now the proposition follows immediately from [CEGM17, Lem. 3.5.1], where








The second claim follows since all the m1i1,j are coprime to p. 
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Now we have covered all the theory to state and prove our explicit version
of the space LV in terms of the basis elements constructed previously for
H1pGK ,Fppχqq. In the following definition we will give the definition of an
indexing set JAHV of a subset of embeddings such that the span of basis
elements ci,j over this indexing set will give us LV .
Definition 6.3.5. We let JAHV pχ1, χ2q denote the set of all pairs pi, jq
in Z{fZˆZ{eZ for which there exist integers 0 ď k ă f, d P Ik and m ě 0
such that
1) pmm1i1,j “ ξ
1
k ´ deM and
2) φjpiq ” k ´m mod f.
Note that, even though we need to calculate the integers si, ti corre-
sponding to minimal and maximal Kisin modules to be able to define ξi and
Ii concretely, these integers can be calculated completely explicitly (as we
have done above) without the use of any p-adic Hodge theory. The depen-
dence on triu or, equivalently, the dependence on the Serre weight Vα,0 for








Proof. By multiplying the left and right hand sides of the first equation
in Definition 6.3.5 by ppf ´ 1q{eM , we obtain the equation
(6.3.1) pmmi1,j “ ξk ´ dpp
f
´ 1q;
this follows from the definitions of m1i1,j and ξ
1
k. Therefore, given a pair pi, jq
as in Definition 6.3.5, we can solve the first equation of this definition for
some k, d and m if and only if we can solve Equation 6.3.1 for the same
k, d and m. It follows that we may assume without loss of generality that
eM “ p
f ´ 1.







It follows from Lemma 6.2.2 that pma ” nk mod pp
f ´ 1q, so
a ” nk´m mod pp
f
´ 1q.
Therefore, by definition of the integers mi1,j, the first equation of Definition
6.3.5 will have a solution for some pi, jq P Z{fZ ˆ Z{eZ if and only if
0 ă a ă pe
p´1
ppf ´ 1q. Suppose that this is the case. Then we have a unique
mi1,j solving the equation, namely mi1,j “ a. Since the integers mi1,j are
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distinct, this means that pi, jq exists and is unique up to i in the congruence
class of k´m mod f 1. The second equation of Definition 6.3.5 requires that
φjpiq ” k ´m mod f , thereby determining pi, jq uniquely. In other words,
we have proved that there exists a unique pi, jq P JAHV pχ1, χ2q corresponding









and no pi, jq corresponding to pk, dq otherwise. 
We remark that it is possible to show with a direct argument, which
carefully uses the minimality (resp. maximality) of the integers ti (resp.
si), that the inequalities on a in the proof above are always satisfied.







Let ci,j denote the basis elements ofH
1pGK ,Fppχqq defined earlier, where
we assume we define these making the same choices in the definition of
M “ Lpπq as in the current section, that is, they are defined using the same
fixed uniformiser πK P K, the same unramified extension L of K and the
same π satisfying πeM ` πK “ 0.
Definition 6.3.7. We define LAHV pχ1, χ2q to be the span of
tci,j | pi, jq P J
AH
V pχ1, χ2qu
together with cun if χ is trivial and ctr if χ is cyclotomic, χ2 unramified and
ri “ p for all i.
Corollary 6.3.8. dimFp L
AH
V pχ1, χ2q ď dimFp LV pχ1, χ2q.
Proof. This follows immediately from the definitions, Proposition 6.3.6
and Theorem 6.1.2 (since yi uniquely determines M and vice-versa). 
Theorem 6.3.9. LV pχ1, χ2q “ L
AH
V pχ1, χ2q.
Proof. By Corollary 6.3.8 it is enough to prove LV Ď L
AH
V . We defined
LAHV in terms of the basis elements ci,j dual to ui,j, so we need to prove that
the image of every class of LV in H
1pGM ,Fpq is orthogonal to the elements
ArtMpui,jq in GalpM
ppq{Mq for pi, jq R JAHV under the pairing of Lemma
6.3.2. If χ is cyclotomic, we also need to prove orthogonality under pairing
with ucyc, which we will do first.
If χ is cyclotomic, then the classes that are orthogonal to ucyc are exactly
the peu ramifiées classes. We see this, for example, because the subspace or-
thogonal to ucyc is spanned by the basis elements tci,j | 0 ď i ă f, 0 ď j ă eu
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and cur if χ is trivial. Since ctr spans the one-dimensional subspace defined as
Fil1`
ep
p´1H1pGK ,Fppχqq, it follows that these basis elements span the space
Filă1`
ep
p´1H1pGK ,Fppχqq, which equals the peu ramifié subspace by Corol-
lary 4.4.1. However, since we excluded the exceptional case in which LV
equals H1pGK ,Fpq, we have that LV is always contained in the peu ram-
ifié subspace of H1pGK ,Fpq by Theorem 4.1.1. Therefore, LV is always
contained in the subspace orthogonal to ucyc.
As outlined above we apply the explicit reciprocity law of Theorem 6.3.1
to the elements ũi,j and the elements of Corollary 6.2.5. We must show that














dlogEpXq “ pX `Xp `Xp
2
` . . . qdlogX

















where Frob : l bFp Fp Ñ l bFp Fp is induced by the p-th power map on l.
The residue is given by the coefficient of u´1, hence this can only possibly
be non-zero when pmm1i1,j “ ξ
1
k´deM for some m ě 0. If χ “ 1 we must also
consider pmm1i1,j “ ξ
1
i0
´ di0eM , but it follows easily from the observation
ξ1i0 “ di0eM that this can never have solutions. In the former case, if such







Frobmpλτφjpiq,µq ¨ λτk,µ´1 “ Frob
m
pλτφjpiq,µ ¨ λτk´m,µ´1q,
we find that this expression is non-zero if and only if τφjpiq “ τk´m, i.e. when
φjpiq ” k ´m mod f.
In conclusion, we have proved that the pairing of ui,j with LV is non-zero
when there exist integers 0 ď k ă f, d P Ik and m ě 0 such that
1) pmm1i1,j “ ξ
1
k ´ deM and
2) φjpiq ” k ´m mod f.
These are precisely the conditions that imply that pi, jq P JAHV , as required.

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Corollary 6.3.10. The space LAHV pχ1, χ2q is independent of the choice
of the extension M of K and the choice of the uniformiser π of M .
Proof. This follows immediately since LV pχ1, χ2q is independent of
the choices and we have just proved that LAHV pχ1, χ2q “ LV pχ1, χ2q for any
suitable set of choices. 
CHAPTER 7
Explicit Formulae
In this chapter we report on results (some of which are still conjectural)
regarding the search for an explicit formula replacing Definition 6.3.5. That
is, given a fixed local field K{Qp with ramification degree e and residue de-
gree f and given a pair of characters χ1, χ2 : GK Ñ F
ˆ
p , we would like to find
a formula that takes as input the quantities ri, si and ti for i “ 0, . . . , f ´ 1
and outputs all pairs pi, jq P Z{fZ ˆ Z{eZ such that pi, jq P JAHV pχ1, χ2q.
Such an explicit formula is given in [DDR16] under the assumption that
K{Qp is unramified.
In §7.1 we will first give generalisations of §4 and §6 of [DDR16] to the
case of an arbitrary local field K which is finite over Qp. This will give us
theoretical results helping to give some indication of what a formula might
look like. In §7.2 we will recall the formula given in [DDR16] in case that
K is unramified over Qp. In §7.3 we prove an explicit form of the formula
assuming K is totally ramified over Qp. Lastly, in §7.4 and §7.5 we will give
some conjectural formulae under other simplifying assumptions.
The reader will discover that this chapter consists for a large part of
combinatorial arguments. Indeed, every time a potential formula is found
it seems to boil down to an (often complicated) combinatorial argument to
prove the equivalence with Definition 6.3.5. It is, therefore, more a conse-
quence of a lack of time than a lack of mathematical resources that some
of the results in §7.4 and §7.5 remain conjectural: the author is convinced
that all these results are true and provable with current methods. Whether
a formula exists in complete generality is much more debatable. The first
problem that arises is that the author was so far unable to find a natural
way of defining the integers mi,j in complete generality – natural in the
sense that they behave well under the dependencies of §7.1. Without such
a natural definition the effort to find a formula seems bound to be hopeless.
It may be that a new approach is needed to solve this problem in complete
generality.
In this chapter most results (unless stated otherwise) are due to the
author although in §7.1 we follow the general approach of [DDR16, §4,§6].
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In §7.2 we present no original results, but rather we will recall arguments
given in [DDR16] and [CEGM17] for a more complete picture.
For simplicity we will assume p ą 2 in this chapter.
7.1. Choice-independent subspaces
In this section we will first prove certain properties of the Artin–Hasse
exponential. Then we will use these properties to find a combinatorial crite-
rion under which the span of a given subset of our standard basis elements
ci,j (as defined in §5.3) is independent from the choice of uniformiser πK of
K and the extension M in their definition. Of course, we already know by
Corollary 6.3.10 that the spans LAHV are independent of choice. However,
finding a direct criterion on the basis elements will help us in our search for
an explicit formula later. These sections are direct generalisations of §4 and
§6 from [DDR16] to the case where K is an arbitrary extension of Qp. We
are grateful to Kracht for making her PhD thesis [Kra11] publicly available.
Without this resource we would have never been able to find the essential
Proposition 7.1.1 of [Bla05] below.
7.1.1. The Artin-Hasse Exponential. Let p be an odd prime. Re-










Then Eppxq is an element of ZpJxK and Eppxq ” 1` x mod px2q. Since p is
fixed throughout, we will write Epxq instead of Eppxq from now on.
7.1.1.1. An additive formula for Epxq. Similarly to the well known iden-
tity exppxq exppyq “ exppx`yq, we may hope to find a formula for EpxqEpyq.
Indeed such a formula exists, although we need to recall some basic facts
about the theory of Witt vectors before we can state it. For a more com-
plete account of this theory see [Ser79, §II.6]. Let X “ pX0, X1, X2, . . . q
and Y “ pY0, Y1, Y2, . . . q be sequences of commuting indeterminates with
Q-coefficients. Recall that the Witt polynomials for n ě 0 are given by




1 ` ¨ ¨ ¨ ` p
n´1Xpn´1 ` p
nXn.
It is a famous theorem in the theory of Witt vectors that there exist
unique polynomials snpX;Y q :“ snpX0, X1, . . . , Xn;Y0, Y1, . . . , Ynq with Z-
coefficients such that, for all n,
wnps0pX;Y q, s1pX;Y q, . . . , snpX;Y qq “ wnpXq ` wnpY q.
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With a straightforward calculation one finds, for example, that
s0pX0, Y0q “ X0 ` Y0;













We will from now on write SnpX0, Y0q :“ snpX0, 0, . . . , 0;Y0, 0, . . . , 0q. The
polynomial Sn is then always a homogeneous polynomial of degree p
n.









Proof. See [Bla05, Lem. 2.4]. 
Lemma 7.1.2. In Zrxs we have that, for any n ě 0,
Snp1` x,´1q ” x mod px
2
q.
Proof. This is clearly true for S0p1 ` x,´1q “ x. Suppose induc-
tively that it is true for Sip1 ` x,´1q for all i ă n. By this hypothesis
Sip1 ` x,´1q
pn´i ” 0 mod px2q for i ă n. The result follows immediately









Corollary 7.1.3. We can find polynomials f1pxq, f2pxq, . . . P 1`xZrxs
such that in ZpJx, yK we have the equality of formal power series






Proof. This is an immediate consequence of Proposition 7.1.1 and
Lemma 7.1.2 above and the fact that Sn is homogeneous of degree p
n. 
7.1.1.2. The homomorphism εα. We briefly recall the definition of the
homomorphism εα. Suppose l is a finite field of characteristic p and L is the
field of fractions of the ring of Witt vectors W plq of l. Let M be a subfield
of Cp containing L and let α PM be such that |α| ă 1. We define a map
εα : l bFp Fp Ñ OˆM bZ Fp
ab b ÞÑ Eprasαq b b,
(7.1.1)
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where ras is a Teichmüller lift of a P l. It follows from [DDR16, Lem. 4.1]
that this map is a homomorphism which relates the additive structure of l
to the multiplicative structure of OˆM b Fp.
Lemma 7.1.4. For α and εα as above, we have
εαp ˝ Frob “ ε´pα,
where Frob is the automorphism of lbFpFp induced by the absolute Frobenius
on l.
Proof. This is Lemma 4.3 of [DDR16, p. 14] (where we do not need
the stronger hypothesis on |α| since we are assuming p ą 2). 
For the last lemma of this section we will restrict ourselves to the sit-
uation that we are most interested in for this chapter. Let K be a finite
extension of Qp with uniformiser πK and let L be an unramified extension of
K with residue field l. Let M be a totally ramified extension of L of degree
eM and with uniformiser π such that π
eM P Kˆ. As usual, let Ui :“ 1`π
iOM
denote the higher unit groups in OˆM .
Lemma 7.1.5. Suppose β P OˆK . Then there exist b
β
i,j P l for i ě 0 and
j ą 0 (where the superscript emphasises the dependence on β) such that for









Proof. We note that β “ p1` β0π
k0
K qrβs for some k0 ě 1 and β0 P OˆK .
Thus, it follows from Corollary 7.1.3 and the observation πk0K “ δ
1πk0eM for
some δ1 P OˆK that













for some δi P OˆK for i ě 0, which depend on β only. In particular, it follows
that for any β P OˆK , m ą 0 and a P l we have that
Epβrasπmq ” Eprβsrasπmq mod Um`1.
Suppose, then, inductively that for some positive integer k and for any
β P OˆK , m ą 0 and a P l, there exist b
β








im`jeM q mod Um`k,
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where Im,k :“ tpi, jq P Zě0 ˆ Zą0 | p
im ` jeM ă ku. The result for
Epβrasπmq mod Um`k`1 follows by applying the inductive hypothesis to the
terms in equation (7.1.2) of the form Epδira
pisπp
im`k0eM q. 
7.1.2. Dependence on choices. In this subsection we will give the
definition of an admissible set which gives a numerical criterion on a subset
of basis elements ci,j for their span to be independent of choices. Later we
will use this criterion to find explicit formulae. This subsection is a direct
generalisation of §6 of [DDR16].
Our set-up is the same as in the previous subsection. Let p ą 2 be an
odd prime. Suppose K{Qp is a finite extension of ramification index e, of
residue degree f and with residue field k. Moreover, we take χ : GK Ñ F
ˆ
p
to be any continuous character. Let M “ Lpπq be a totally tamely ramified
extension of an unramified extension L{K of degree prime-to-p, where the
ramification degree eM of M{K satisfies eM | p
f ´1, the uniformiser π of M
satisfies πeM P Kˆ and we take M sufficiently large so that χ|GM is trivial.
7.1.2.1. Dependencies of pi, jq. Before we can make a precise statement
of the dependence of the basis on the choice of uniformiser we need to give
a definition first.
Definition 7.1.6. Let f 1 denote the absolute niveau of χ. Recall from









(2) p - m and
(3) there exists an i such that m ” ni mod pp
f ´ 1q.
We order these integers in some way and denote them bymi1,j for 0 ď i
1 ă f 1.
We define the unique map φj : t0, . . . , f
1 ´ 1u Ñ t0, . . . , f 1 ´ 1u via
the congruence mi1,j ” nφjpi1q mod pp
f ´ 1q, or, equivalently, via the con-
gruence mi1,j ” nφjpi1q`kf 1 mod pp
f ´ 1q for any k P t0, . . . , f2 ´ 1u. If
i P t0, . . . , f ´ 1u, then assuming i “ i1 ` kf 1 (with 0 ď i1 ă f 1 and
0 ď k ă f2) we will write φjpiq :“ φjpi
1q ` kf 1.
Definition 7.1.7. Fix m P Zą0. We say that m
1 P Zą0 depends on m
if there exist integers a, b and r such that
pam1 “ pbm` rppf ´ 1q
for either
1) a “ 0 and pb, rq P Zě0 ˆ Zą0 or
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Definition 7.1.8. Let pi, jq and ps, tq be elements of Z{fZˆZ{eZ. We
say that ps, tq depends on pi, jq if ms1,t depends on mi1,j and there exist
integers a, b and r as in Definition 7.1.7 such that
a) φtpsq ” φjpiq ` b mod f if ms1,t “ p
bmi1,j ` rpp
f ´ 1q or
b) φtpsq ” φjpiq ´ a mod f if p
ams1,t “ mi1,j ` rpp
f ´ 1q.
We note that the two conditions of Definition 7.1.7 may not be mutually
exclusive, although being able to find a triple p0, b, rq satisfying the first
condition and a triple pa, 0, r1q satisfying the second condition for a fixed
pair ms1,t and mi1,j does imply a ” ´b mod f
1. However, if a ı ´b mod f
these triples will correspond to disjoint sets of dependent pairs. Similarly,
it may be possible to find multiple solutions satisfying the first condition,
which can lead to different dependent pairs.
Note that if f 1 “ f , then the integers ni are all distinct and we have
that ps, tq depends on pi, jq if and only if ms1,t depends on mi1,j. However,
if f 1 ă f , then the mi1,j alone cannot distinguish between pairs pi, jq whose
first entries lie in the same congruence class in Z{f 1Z. To define depen-
dence we must, therefore, also keep track of the index i. For a clarification
of where these definitions come from, we refer the reader to the proof of
Proposition 7.1.10. Note, moreover, that it follows from the bounds on the
mi1,j that the integers a, b and r in both parts of Definition 7.1.7 above can
be bounded above, which leaves a finite number of checks to find all depen-
dencies. For example, we may harmlessly suppose that r ă ep{pp´1q (resp.
r ă epa`1{pp´ 1q) in the first (resp. second) equation of Definition 7.1.7. If
we suppose pam1 “ m` rppf ´ 1q is a solution to the second equation, then












Combined with m1 ď ep
p´1














It follows from the bounds on the mi1,j that ms1,t ą mi1,j for any ps, tq de-
pending on pi, jq. The following lemma shows that dependency is transitive,
but it is clearly not symmetric or reflexive.
Lemma 7.1.9. Dependence is transitive.
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Proof. We will focus on the two possibilities of Definition 7.1.7. It is
easy to extend this to the full definition of Definition 7.1.8. We have four
cases where in each case we suppose that m,m1 and m2 are integers such
that m1 depends on m and m2 depends on m1 in the sense of Definition
7.1.7. We need to show m2 depends on m.
Suppose that m1 “ pbm ` rppf ´ 1q and m2 “ pb
1





r ` r1qppf ´ 1q, hence it depends on m.
Suppose that pam1 “ m` rppf ´ 1q (resp. pa
1










































, so that pam2 “ pbm ` pr ` r1qppf ´ 1q. If b ě a, then we
rewrite this as m2 “ pb´am ` p´apr ` r1qppf ´ 1q and p´apr ` r1q P Zą0. If
b ă a, then pa´bm2 “ m ` p´bpr ` r1qppf ´ 1q and p´bpr ` r1q P Zą0. We

















m2 “ pbm1` r1ppf ´ 1q, so that pam2 “ pbm` ppbr` par1qppf ´ 1q. If b ě a,
then m2 “ pb´am ` ppb´ar ` r1qppf ´ 1q. On the other hand, if b ă a, then






proves the lemma. 
In the case that K is an unramified extension of Qp our definition of
dependency is equivalent to Definition 6.1 of [DDR16, p. 18] (although their
definition is phrased in terms of the ni instead of the mi1,j). In the case that
K is a totally ramified extension of Qp the definition above implies that p0, tq
depends on p0, jq if and only if m0,t ą m0,j. The last interesting special case
is the generic case, meaning that we impose e ď ai ď p´e for all ai in the
tame signature of χ. Under this assumption the definition above implies
that ps, tq depends on pi, jq if and only if ms1,t ą mi1,j and φtpsq “ φjpiq. We
will prove these claims later in this chapter.
Finally, recall that we had a bijection of the set of Definition 7.1.6 above










(2) p - m1 and
(3) there exists an i such that m1 ” eMni
pf´1
mod eM ,
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given by m ÞÑ m1 :“ eMm{pp
f ´1q. This allowed us to rewrite the character
χ as χ “ µpτφjpiq ˝ ωπq
m1
i1,j for an unramified character µ : GalpL{Kq Ñ F
ˆ
p ,
which is independent of i.








and we defined an explicit basis of this space given by ui,j for 0 ď j ă e
and 0 ď i ă f with additionally utriv (resp. ucyc) if χ is trivial (resp.
cyclotomic). While keeping the extension M fixed, suppose π1 is a different
uniformiser of M such that pπ1qeM P Kˆ. Using the uniformiser π1 define
the basis tu1i,ju and u
1
triv if χ is trivial as in the previous section. Note that
the construction of ucyc is independent of the chosen uniformiser of M.
Proposition 7.1.10. For 0 ď i ă f and 0 ď j ă e, the element u1i,j
differs from a non-zero multiple of ui,j by an element in the span of
tus,t | ps, tq depends on pi, jqu
and ucyc if χ is cyclotomic.
Proof. Recall that we assume πeM , pπ1qeM P Kˆ. So if we let π1{π “ α
and α “ a P lˆ, then we have αeM P Kˆ and aeM P kˆ.
Suppose first that α “ ras, i.e. π1 “ rasπ. Then ωπ1 “ ωπωa, where ωa
is the unramified character of GalpL{Kq – Galpl{kq defined on elements by
g ÞÑ gpaq{a P µeM pkq. Writing, as before,
χ “ µpτφjpiq ˝ ωπq
m1
i1,j “ µ1pτφjpiq ˝ ωπ1q
m1
i1,j ,
we find that µ “ µ1pτφjpiq ˝ ωaq
m1














where λτφjpiq,µ is any non-zero element of the one-dimensional µ-eigenspace
Λτφjpiq,µ of lbk,τφjpiq Fp and similarly for λτφjpiq,µ1 . If b P Λτφjpiq,µ1 , then for any
g P Galpl{kq we find that
gppa
m1
i1,j b 1qbq “ pgpaq
m1





i1,j b 1qΛτφjpiq,µ1 “ Λτφjpiq,µ. Therefore, we are free to make the choice
λτφjpiq,µ “ pa
m1












we have ui,j “ u
1
i,j with this choice.
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The preceding paragraph implies that we are free to replace π by rasπ,
so we may assume without loss of generality that α ” 1 mod πOM . Then
ωπ “ ωπ1 and hence µ “ µ
1. It follows that we may choose the same λτφjpiq,µ
in the definitions of ui,j and u
1
i,j. Since α
eM ´ 1 is an element of πOM XOK ,
we see that αeM ” 1 mod πKOK . By Hensel’s Lemma, this implies that
α P 1` πKOK . So we can reduce to the case that pπ1qm
1





i1,j “ 1` δπK for δ P OK .


















for certain δk P OˆK and rk ě 1. It follows from Lemma 7.1.5 that there exist



















Hence, we obtain an equality










If pkm1i1,j ` reM ě epeM{pp´ 1q, then we see that the element appearing





pFrobkpλτφjpiq,µqq lies in Fil
epeM {pp´1qUχ, which is one-
dimensional and spanned by ucyc if χ is cyclotomic and zero-dimensional
otherwise. Therefore, we may assume pkm1i1,j ` reM ă epeM{pp´ 1q and, in
particular, that r ă ep{pp´ 1q.
Before we continue with the proof, we prove the following claim.













lies in the span of tus,t | ps, tq depends on pi, jqu and ucyc if χ is cyclotomic.











such that pa | m1i1,j ` reM we
have that
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must be an element of FilepeM {pp´1qUχ, which gives the base case for the
induction.












lies in the span of tus,t | ps, tq depends on pi, jqu and ucyc if χ is cyclotomic.





is such that pk | m1i1,j` r








also lies in the required span. As before, we are free to assume that
p´kpm1i1,j ` r
1eMq ă epeM{pp ´ 1q, since the result is trivially true other-
wise.
If p - p´kpm1i1,j ` r1eMq, then it follows from
p´kpmi1,j ` r
1
ppf ´ 1qq ” nφjpiq´k mod p
f
´ 1
that p´kpmi1,j ` r
1ppf ´ 1qq “ ms1,t for some ps, tq depending on pi, jq. Since







is a multiple of us,t.
If p | p´kpm1i1,j`r
1eMq, then we apply Lemma 7.1.4. Writing ´p “ βπ
eeM
























v ą 0, so we may reduce to v “ 0. Indeed, in the case that v “ 0 we note





, so the result follows from the inductive
hypothesis. This completes the proof of the claim.
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lies in the span of tus,t | ps, tq depends on pi, jqu and ucyc if χ is cyclotomic.
We use downward induction on the size of r (as noted above it is trivially
true for r ě ep
p´1
).
Case 1: p - pkm1i1,j ` reM . Then, by definition, it follows from
pkmi1,j ` rpp
f
´ 1q ” nφjpiq`k mod pp
f
´ 1q
that pkm1i1,j ` reM “ m
1
s1,t for some ps, tq which depends on pi, jq. We no-






pFrobkpλτφjpiq,µqq is a multiple of us,t.
Case 2: p | pkm1i1,j ` reM and k ą 0. Then r ” 0 mod p. Letting



















for v ě 0 and w ě 0. Note that r ă ep{pp ´ 1q implies that r
p
` e ą r, so
the result follows from the inductive hypothesis.
Case 3: k “ 0 and p | m1i1,j`reM . Again, Lemma 7.1.4 and ´p “ βπ
eeM


















for v ě 0 and w ě 0. If v ´ 1 ě 0, the result follows from the inductive
hypothesis. If v “ 0, the result follows from the claim above with a “ 1.
Note that the claim applies since r ` ppe` wq ą ep and
p | m1i1,j ` pr ` ppe` wqqeM .

7.1.2.3. Dependence on the choice of extension. As before, suppose that
M :“ Lpπq is a totally tamely ramified extension of L of degree eM and with
uniformiser π, where L is an unramified extension of K of degree prime to
p, such that eM | p
f ´ 1 and πeM P Kˆ. Recall that using the isomorphisms
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as the Fp-dual of H
1pGK ,Fppχqq. We defined the basis ci,j for 0 ď j ă e and
0 ď i ă f together with cur and ctr if χ is trivial or cyclotomic, respectively,
as the dual basis to the basis of Uχ, which we denoted by ui,j for 0 ď j ă e
and 0 ď i ă f with, possibly, utriv or ucyc.
Now we ask how the basis of H1pGK ,Fppχqq changes if we were to use
another extension M 1 “ L1pπ1q of the required form. We will denote the
basis of H1pGK ,Fppχqq obtained via M
1 and π1 as c1i,j and c
1
tr. If χ is trivial,
the basis element cur spans the one-dimensional subspace Fil
0H1pGK ,Fppχqq
and it is therefore well defined up to scalar regardless of the extension used
in its definition. Recall from Definition 6.3.7 (cf. Definition 6.1.1) that the
class ctr will only be included in our exceptional subspaces when dealing
with the entire space H1pGK ,Fppχqq. Therefore, the subspaces including
this class will always be independent of the choices.
Proposition 7.1.11. For any 0 ď i ă f and 0 ď j ă e, the basis
element c1i,j differs from a non-zero multiple of ci,j by an element in the
span of
tcs,t | pi, jq depends on ps, tqu
and cur if χ is trivial.
Proof. First assume we used the same extension M with different uni-
formisers π and π1 for the definitions of the basis elements. If χ is not











for ptpi,jq,pr,sqq P GLef pFpq satisfying tpi,jq,pi,jq ‰ 0 and tpi,jq,pr,sq “ 0 un-
less pr, sq “ pi, jq or pr, sq depends on pi, jq. The dual basis then satisfies
c1i,j “
řpe´1,f´1q
pr,sq“p0,0q tpr,sq,pi,jqcpr,sq with an additional cun term if χ is trivial.
Thus the proposition follows for this case. If χ is cyclotomic, we noted
before that ucyc does not depend on the chosen uniformiser and the result
follows similarly.
Now we go back to the general case. Suppose M “ Lpπq and M 1 “ L1pπ1q
are extensions of the required form. We claim that it suffices to prove the
proposition in the special case that L Ă L1, pπ1qd “ π and deM | p
f´1 (where
eM is the ramification degree of M over K). Indeed, if the proposition is true
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in these cases and M and M 1 are arbitrary then it follows that we may freely
enlarge M and M 1 until L “ L1 and π (resp. π1) is a uniformiser of M (resp.
M 1) such that πp
f´1 P Kˆ (resp. pπ1qp
f´1 P Kˆ). Then, however, it follows
from the fact that the ramification index of the compositum MM 1 over K
is equal to the least common multiple of the ramification indices of M and
M 1 over K (see, for example, [CH18, Thm. 2.1]) that M “MM 1 “M 1. So
π and π1 are uniformisers of the same extension and the result follows from
the first part of the proof. Therefore, let us now assume that M “ Lpπq and
M 1 “ L1pπ1q, where L Ă L1, pπ1qd “ π and deM | p
f ´ 1. By the first part of
the proof we may assume that the basis c1i,j (and c
1
tr if χ is cyclotomic) is
defined with respect to the special uniformiser π1 of M 1.
The norm map NM 1{M : pM
1qˆ ÑMˆ induces an isomorphism









We used local class field theory to identify H1pGK ,Fppχqq with the Fp-dual
of both Uχ and U
1
χ. Since the inclusion of absolute Galois groups GM 1 ãÑ GM
under the isomorphisms of local class field theory corresponds to the norm
map NM 1{M , this identification factors through the isomorphism νM 1{M .
Therefore, it suffices to prove νM 1{Mpu
1
i,jq “ ui,j and νM 1{Mpu
1
cycq “ ucyc.




whereas the exponent of π1 appearing in the definition




. Since pπ1qd “ π, it follows easily that
pπ1qm
1
“ πm and, therefore, επm is equal to the restriction of εpπ1qm1 to lbFp.
The embedding τ :“ τφjpiq used in the definition of ui,j and u
1
i,j is the
same. Moreover, the unramified character µ1 : GalpL1{Kq Ñ F
ˆ
p appearing
forM 1 is trivial on the subgroup GalpL1{Lq since µ is trivial onGL. The char-
acter it induces on the quotient is simply the character µ : GalpL{Kq Ñ F
ˆ
p
appearing for M. The element λτ,µ1 lies in the µ
1-eigenspace for the ac-
tion of Galpl1{kq on l1 bk,τ Fp. We claim that trl1{lpλτ,µ1q P Λτ,µ. This fol-
lows quite easily since Galpl{kq acts as µ on Λτ,µ1 . Therefore, any linear
Galpl{kq-equivariant map Λτ,µ1 Ñ l bk,τ Fp lands inside Λτ,µ, in particular
trl1{lpλτ,µ1q P Λτ,µ.
From





















‚b 1 “ dεπmptrl1{lpaq b 1q,
after extending scalars, we see that νM 1{Mpu
1
i,jq “ dεπmptrl1{lpλτ,µ1qq. Thus
νM 1{Mpu
1
i,jq must be a multiple of ui,j as required.
The argument for u1cyc follows easily from the definitions by noting that







where we write U 1i for the higher unit groups in OˆM 1 . 
7.1.2.4. Admissible sets.
Definition 7.1.12. We say that a subset J Ă Z{fZˆZ{eZ is admissi-
ble if for any element ps, tq P J we have that pi, jq P J for any pi, jq such that
ps, tq depends on pi, jq. We say a subset of embeddings J Ă HompK,Qpq is
admissible if the corresponding subset of Z{fZˆ Z{eZ is admissible.
As an immediate corollary to Proposition 7.1.11 we obtain the following
result.
Corollary 7.1.13. If J Ă HompK,Qpq is admissible, then the image
of the span of the set tcτ | τ P Ju in H
1pGK ,Fppχqq{Fil
0H1pGK ,Fppχqq is
independent of the choice of M and π.
7.1.2.5. Dependency graph. Sometimes it can be helpful to draw a graph
of dependencies. In such a directed graphs the vertices represent the basis
elements tci,j | 0 ď i ă f, 0 ď j ă eu. We draw a directed line from cs,t
to ci,j if ps, tq depends on pi, jq in the sense of Definition 7.1.8. We will call
such a graph the dependency graph of the character χ. It follows from the
definition that any subset of vertices forms an admissible set if all the edges
going out (respecting the direction) from an element of this subset point
to other elements of the subset (and not to an element outside the subset).
These pictures therefore make it easy to check whether a set is admissible
as well as making it easier to remember the pattern of the dependencies for
different characters χ.
Figure 7.1.1 gives an example of a dependency graph.
7.2. The unramified case (d’après Dembélé–Diamond–Roberts)
In this section we will recall the explicit definition of the spaces LAHV from
[DDR16]. First we recall the concepts of dependent pair and admissible set
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c0,0 c0,1
c1,0 c1,1
Figure 7.1.1. The dependency graph for e, f “ 2 and
some character χ such that the dependencies are given by:
p1, 0q depends on p0, 0q and tp0, 0q, p1, 0q, p1, 1qu depend on
p0, 1q with no further dependencies. We will see in §7.5 that,
given a certain natural choice of basis elements ci,j, this pic-
ture corresponds to the dependencies for χ when χ has tame
character pa0, pq for 1 ă a0 ă p´ 1.
and we show they are equivalent to our definitions under the assumption
that K is an unramified extension of Qp. Then we recall the explicit formula
given in [DDR16] for the definition of the distinguished subspaces LAHV .
Lastly, we show that the explicit formula of [DDR16] in the unramified case
is equivalent to our definition of the spaces LAHV – this essentially comes
down to a combinatorial proof referenced from [CEGM17]. None of the
results in this section are originally due to the author; the only novelty in
this section is fitting these known results into the framework of this thesis.
Throughout this section we will assume K is an unramified extension of
Qp of residue degree f . We fix a character χ : GK Ñ F
ˆ






for integers ai P r1, ps and ai ă p for at least one i, so that pa0, . . . , af´1q
denotes its tame signature. Let M :“ Lpπq be a totally ramified extension
of K with π a distinguished uniformiser such that πp
f´1 “ ´p and with L an
unramified extension of K of prime-to-p degree sufficiently large that χ|GM is
trivial. This choice of M is slightly more restrictive than the choices allowed
in [DDR16]. However, there it is proved that the span LAHV is independent
of the choice of the extension M and this choice will simplify our treatment.
7.2.1. Fixing basis elements. Recall that we defined the integers
mi1,j (which were used in the definitions of the basis elements ui,j) abstractly,
but never explicitly. The first task at hand will be to give an explicit
definition of these integers under the assumption that K is unramified.
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The integers mi1,0 were defined by imposing some ordering on the set of
integers m P Z satisfying






(2) p - m and
(3) there exists an i such that m ” ni mod pp
f ´ 1q.
Recall that this is a set of size f 1, where f 1 is the absolute niveau of the
character χ. It follows fairly easily from Proposition 5.1.3 that we may give
the following explicit definition of the integers mi1,0. Following [DDR16], we
harmlessly extend indices from i1 P Z{f 1Z to i P Z{fZ, which means we
define mi,0 :“ mi1,0 whenever i ” i
1 mod f 1. As usual, we consider indices to
lie in Z in the obvious way when necessary, for example when we write ‘the
largest index smaller than i such that ...’.
Definition 7.2.1. Fix an integer 0 ď i ă f . We define the integers mi,0
explicitly in the following way.
(1) If ai ‰ p, then we define mi,0 :“ ni.
(2) If ai “ p, then let j be the largest integer smaller than i such that
aj ‰ p´ 1. We define mi,0 :“ nj ´ pp
f ´ 1q.
Clearly, the corresponding map φ0 : t0, . . . , f´1u Ñ t0, . . . , f´1u as defined





i if ai ‰ p;
j if ai “ p.
It is clear that we can use these integers to define the basis elements ui,0
by the usual formula
ui,0 :“ επmi,0 pλτφ0piq,µq
and, dually, we also get the basis elements ci,0.
We remark that our definition of the integers differs slightly from the
definition of the analogues “n1i” given in §5.1 of [DDR16, p. 15] for two
reasons. Firstly, because of our conventions we need j to be the ‘largest
integer smaller than i’, rather than the ‘least integer greater than’ as is
given there (cf. §5.1). The second reason is more subtle. In the definition
of [DDR16] there is an in-built shift, which would associate to i the integer
mi´1,0 under our conventions. This shift, indeed, needs to be applied to
every one of the basis elements in the case that K is unramified. Since
the shift function is not necessarily applied to every basis element anymore
when e ą 1, we cannot build the shift into the definition in these cases.
Therefore, we believe it to be more natural for K unramified as well to
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apply this shift later as a part of a shift function rather than building it
into the definition.
7.2.2. Dependent pairs. We now recall the definition of dependent
pair from [DDR16] of which our Definition 7.1.8 is a generalisation. We will
use this to give the definition of an admissible subset in the unramified case.
Definition 7.2.2. ([DDR16, Defn. 6.1]) For i, t P Z with 1 ď t ď f ´ 1,
we say that pi, i ´ tq P pZ{fZq2 is a dependent pair if ai “ p, ai´t ‰ p,
and
ai´1 “ ¨ ¨ ¨ “ ai´s “ p´ 1, ai´s´1 “ ¨ ¨ ¨ “ ai´t`1 “ p,
for some s P 0, . . . , t´ 1.
We note that the first (resp. the second) chain of equalities is vacuous
if s “ 0 (resp. s “ t ´ 1). It follows from the definition that there are no
dependent pairs of the form pi, i ´ jq if ai ‰ p. If ai “ p, then there are
s` 1 dependent pairs pi, i´ jq for 0 ă j ă f unless
pai´1, . . . , ai´s, ai´s´1, ai´s´2, . . . , aiq “ pp´ 1, . . . , p´ 1, p, p, . . . , pq,
in which case there are s dependent pairs.
Proposition 7.2.3. For i, t P Z with 1 ď t ď f ´ 1, we have that
pi, i ´ tq P pZ{fZq2 is a dependent pair in the sense of Definition 7.2.2 if
and only if pi´ t, 0q depends on pi, 0q in the sense of Definition 7.1.8.
Proof. For simplicity we will assume f 1 “ f. The case f 1 ă f follows
from this fairly straightforwardly. We fix i P 0, . . . , f ´ 1.
Firstly, suppose that ai ‰ p. We need to show that there exists no
pj, 0q such that pj, 0q depends on pi, 0q under Definition 7.1.8. Since we
are assuming that f “ f 1 it suffices to check that there are no solutions
m1 “ mj,0 to the two equations of Definition 7.1.7 with m “ mi,0. We have
m “ mi,0 “ ni ě
pf´1
p´1
. Suppose that m1 “ pbm ` rppf ´ 1q for some b ě 0,




` ppf ´ 1q “
pppf ´ 1q
p´ 1
contradicting m1 ă ppp
f´1q
p´1
. On the other hand, suppose that we have that















“ pa ` pa´1 ` ¨ ¨ ¨ ` p` 1
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. So if ai ‰ p, then there are no pj, 0q such that
pj, 0q depends on pi, 0q, as required.
Suppose that ai “ p. We let s P 0, . . . , f ´ 1 be such that
ai´1 “ ai´2 “ ¨ ¨ ¨ “ ai´s “ p´ 1
and let t P s` 1, . . . , f ´ 1 be such that
ai´s´1 “ ai´s´2 “ ¨ ¨ ¨ “ ai´t`1 “ p
and ai´t ‰ p if it exists. We need to show that pi ´ j, 0q depends on pi, 0q
for j P 1, . . . , s ´ 1 and also for j “ t if t exists. Moreover, we need to
show that there are no further dependencies under Definition 7.1.8. Since
mi,0 “ ni´s´1´pp
f ´1q, it is not hard to check that for b “ 0, . . . , s we have
pbmi,0 “ ni´s´1`b ´ pp
f ´ 1q. As also
ps`1pni´s´1 ´ pp
f
´ 1qq “ ppni´1 ´ pp
f
´ 1qq





we see that the only possible solutions m1 “ mj,0 to m
1 “ pbmi,0` rpp
f ´ 1q
for b ě 0 and r ą 0 are: 0 ă b ď s, r “ 1, m1 “ mi´s´1`b,0 “ ni´s´1`b and
b “ 0, r “ 1, m1 “ mi´s´1 “ ni´s´1 if ai´s´1 ‰ p.
If ai´s´1 ‰ p, we have found all s`1 dependent pairs of Definition 7.2.2.




` ppf ´ 1q.
Inserting this into the equation ni´s´1 “ mi,0 ` pp
f ´ 1q, we obtain
pni´s´2 “ mi,0 ` pp` 1qpp
f
´ 1q.
If ai´s´2 ‰ p, this gives us the last remaining dependency of Definition
7.2.2. Otherwise, we repeat the argument to get an equation of the form
pani´s´1´a “ mi,0`pp
a`pa´1`¨ ¨ ¨`p`1qppf´1q giving us the last remaining
dependency: mi´s´1´a,0 “ ni´s´1´a depends on mi,0 “ ni´s´1` pp
f ´ 1q for
the smallest 0 ă a ă f ´ s ´ 1 such that ai´s´1´a ‰ p (or no further
dependency if no such a exists). If a exists, we have that a “ t ´ ps ` 1q.
We have now found all the dependencies of Definition 7.2.2 in terms of the
equations of Definition 7.1.7.
Finally, we need to show that there are no further dependencies in
the sense of Definition 7.1.8 if ai “ p. It follows from the above that we
7.2. THE UNRAMIFIED CASE (D’APRÈS DEMBÉLÉ–DIAMOND–ROBERTS) 103
have already described all the solutions to the first equation of Definition
7.1.7. We need to show that the second equation does not have any so-
lutions beyond the ones given already. We let s, t be as before. Suppose
pam1 “ mi,0` rpp
f ´ 1q for some a ą 0 and r ą pppa´ 1q{pp´ 1q. In partic-







. Clearly this inequality implies
that m1 ě ppf ´ 1q{pp ´ 1q, so we need only consider solutions of the form
m1 “ nk for some k. Letting m
1 “ nk be such a solution, one sees that it









ak`1 “ ak`2 “ ¨ ¨ ¨ “ ak`a´1 “ p,
ak`a “ ak`a´1 “ ¨ ¨ ¨ “ ak`a`b´1 “ p´ 1,
ak`a`b “ p
(7.2.1)
for some integer b P 0, . . . , f´a, where we further require a ą 1 if b “ f´a.
Moreover, considering congruences modulo ppf ´ 1q and using f “ f 1, we
note that pank “ pni´s´1´pp
f´1qq`rppf´1q implies that k “ i´s´1´a.
Now it is easily seen that, since ai´s´1 ‰ p´ 1 by assumption, the only way
we can satisfy the conditions of Equation (7.2.1) is if ai´s´1 “ p and a ą 0
is the smallest integer such that ai´s´1´a ‰ p. That is, a “ t ´ ps ` 1q, as
required. 
Definition 7.2.4. We say that a subset J Ă Z{fZ is admissible if for
all dependent pairs pj, iq (in the sense of Definition 7.2.2), we have that if
i P J , then j P J. We say that a subset of embeddings J Ă HompK,Qpq is
admissible if the corresponding subset of Z{fZ is admissible.
Corollary 7.2.5. If J Ă HompK,Qpq is admissible, then the image
of the span of the set tcτ | τ P Ju in H
1pGK ,Fppχqq{Fil
0H1pGK ,Fppχqq is
independent of the choice of M and π.
Proof. This follows immediately from Corollary 7.1.13 and Proposition
7.2.3 or, alternatively, it is [DDR16, Cor. 6.5]. 
7.2.2.1. Dependency graphs. Recall the definition of a dependency graph
from §7.1.2.5. In the unramified case this means that we draw a directed line
from cj,0 to ci,0 if pi, jq is a dependent pair in the sense of Definition 7.2.2.
Figures 7.2.1, 7.2.2 and 7.2.3 give three examples of dependency graphs in
the unramified case.
7.2.3. Shift functions. We will finish this section by giving an explicit
formula for a spanning set of the spaces LAHV in terms of our basis elements
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c0,0 c1,0 c2,0 c3,0
Figure 7.2.1. The dependency graph of a character χ with
tame signature pa0, p ´ 1, p ´ 1, pq for any 1 ď a0 ď p ´ 2 in
the unramified case.
c0,0 c1,0 c2,0 c3,0
Figure 7.2.2. The dependency graph of a character χ with
tame signature pa0, p, p, pq for any 1 ď a0 ď p ´ 2 in the
unramified case.
c0,0 c1,0 c2,0 c3,0
Figure 7.2.3. The dependency graph for a character χ with
tame signature pa0, p, p ´ 1, pq for any 1 ď a0 ď p ´ 2 in the
unramified case. This graph can be seen as a combination of
the phenomena of Figure 7.2.1 and Figure 7.2.2.
ci,0. Let us briefly recall the set-up of the beginning of Chapter 6. We






for two characters χ1, χ2 : GK Ñ F
ˆ
p and we define χ :“ χ1χ
´1
2 . We fixed
a Serre weight V “ Vα,0 and we defined the integers ri :“ αi ` 1 P r1, ps.
We recall that we defined integers si, ti P t0u Y triu satisfying ti ` si “ ri,
which correspond to the minimal and maximal Kisin modules of [GLS15].
We note that the interval Ii “ H if ti ě ri and Ii “ t0u if ti ă ri (see
Definition 6.1.3).
Definition 7.2.6. We define a subset J Ă Z{fZ via
J :“ ti P Z{fZ | ti ă riu.
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This subset now corresponds to the embeddings τi for which we see
“a positive dimension at i” and plays the same role as the set J which is
described in [DDR16, §2.2]. In fact, since we chose our integers si, ti to
correspond to the minimal and maximal Kisin modules of [GLS15], the J
above is equal to Jmax as described in [DDR16, §7.2].
7.2.3.1. Shifting functions δ and µ. Given any subset J 1 Ă Z{fZ we
would like to define a subset µpJ 1q of Z{fZ which is admissible. We will
follow the precise, but rather difficult to understand, definition of [DDR16,
§7.1] of the shifting function µ and then write a few words on how to best
interpret this definition.
First we define a function δ : Z Ñ Z depending on pa0, . . . , af´1q as
follows: if j P Z, then we define δpjq “ j unless
paj`1, . . . , ai´1, aiq “ pp´ 1, . . . , p´ 1, pq
for some (necessarily unique) i ą j, in which case we define δpjq “ i;
we include the case ai “ p and j “ i ´ 1 here. This induces a function
Z{fZ Ñ Z{fZ which we also denote by δ. If δpJ 1q Ă J 1, then we define
µpJ 1q :“ J 1. Otherwise, we choose some ri1s P δpJ
1qzJ 1 and we let j1 be
the greatest integer such that ji ă i1, j1 P J
1 and δpj1q “ i1. Now write
J 1 “ trj1s, . . . , rjrsu with j1 ą j2 ą ¨ ¨ ¨ ą jr ą j1 ´ f, and define iκ for





δpjκq if iκ´1 ą δpjκq;
jκ otherwise.
Then we set µpJ 1q “ tri1s, ri2s, . . . , rirsu.
Lemma 7.2.7. The set µpJ 1q is admissible.
Proof. This is Lemma 7.1 [DDR16, p. 22]. 
An alternative description of the shift function µ comes from [CEGM17,
p. 17]:
We define µpJ 1q “ J 1, unless there is some i R J 1 for which
we have ai “ p, ai´1 “ p´1, . . . , ai´s “ p´1, ai´s´1 ‰ p´1,
and at least one of i´1, i´2, . . . , i´s´1 is in J 1. If this is
the case, we let x be minimal such that i´ x P J 1, and we
consider the set obtained from J 1 by replacing i´x with i.
Then µpJ 1q is the set obtained by simultaneously making
all such replacements (that is, making these replacements
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for all possible i).
This definition gives a better intuition for the shift function µ, however in
exceptional situations we believe that it is not always clear how one should
interpret this definition. Imagine, for example, that f “ 4, the character
has tame signature pa0, p, p ´ 1, pq for 1 ď a0 ă p ´ 1 and J
1 “ t0, 1u.
Then µpJ 1q “ t1, 3u, because we should initially replace 1 by 3 and 0 by 1
after. In this example we see that it matters that the replacements are done
successively rather than ‘simultaneously’. Therefore, the last sentence of the
definition of [CEGM17] above seems unfortunate. If this sentence were to
be replaced by ”Then µpJ 1q is the set obtained by successively making all
such replacements (that is, we start with the replacement of i´ x, then we
replace i ´ x ´ 1 if necessary (taking previous replacements into account)
and we continue like this until i´ x´ pf ´ 1q).”, then we would believe the
definition of [CEGM17] to be correct.
7.2.4. The spaces LAHV in the unramified case. We are almost
ready to state the explicit formula of [DDR16] for the spaces LAHV . First
we need to define one more simple shift function. This shift function is
built into all the definitions in [DDR16]: for example, they let ui,0 be de-
fined using ni´1 if ai´1 ‰ p, whereas we used ni to define ui,0 if ai ‰ p.
Definition 7.2.8. We define γ : Z Ñ Z as mapping i ÞÑ i ´ 1. The
induced map Z{fZ Ñ Z{fZ will also be denoted by γ.
Recall that we defined the subsets of embeddings JAHV pχ1, χ2q in Defini-
tion 6.3.5, which determine which basis elements are included in LAHV pχ1, χ2q.
Let J be the set of embeddings as in Definition 7.2.6. Then we have the
following proposition.
Proposition 7.2.9. We have that
JAHV pχ1, χ2q “ µpγpJqq.
Proof. It follows from the definitions and the results of Chapter 6 that
these two sets have the same cardinality, therefore it suffices to prove one
inclusion. We will prove: pi, 0q P JAHV pχ1, χ2q implies that i P µpγpJqq.
We assume that pi, 0q P JAHV pχ1, χ2q. Rewriting the equations of Defini-
tion 6.3.5 to the case at hand we find that this assumption is equivalent to
the following requirement: there exists k P J and m ě 0 such that
(1) pmmi1,0 “ ξk and
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(2) φ0piq ” k ´m mod f.
It follows from the combinatorics of §3.6 of [CEGM17] that these two equa-
tions imply that i P µpγpJqq (in particular, see Proposition 3.6.7). (Note
that we need to apply the shift γ only in reference to i, since we have ‘un-
shifted’ mi1,0 and φ0piq compared to [CEGM17]. Our ξk is the same as theirs
so it is not necessary to apply γ when referring to k.) 
7.3. The totally ramified case
In this section we will give an explicit formula for the elements of the
set JAHV pχ1, χ2q under the assumption that K is a totally ramified extension
of Qp. These are results that are originally due to the author, which were
collected in an early stage of the PhD as part of a statement and proof of
the conjecture of [DDR16] in the totally ramified case.
In this section K is a totally ramified extension of Qp of degree e, residue
field k “ Fp and with fixed uniformiser πK . We denote the unique em-
bedding k Ñ Fp by τ0. Given a continuous character χ : GK Ñ F
ˆ
p , we
let M :“ Lpπq be a tamely ramified extension of K where π is a root of
xp´1 ` πK and L is an unramified extension of K of prime-to-p degree such




7.3.1. Fixing basis elements. As before in the unramified case we
need to make a ‘natural’ choice of the integers m0,j appearing in the def-
inition of our basis elements u0,j. However, in the totally ramified case it
turns out there is really only one possibility.
Definition 7.3.1. For 0 ď j ă e, we define m0,j to be the unique
integer m such that pj ă m ă ppj ` 1q and
m ” a0 mod pp´ 1q.
Note that the integer is unique since the interval has length pp´ 1q. We
may leave the condition p - m from before out, since the boundaries and
length of our interval ensure that p never divides m. Therefore, we could
have equivalently defined tm0,0, . . . ,m0,e´1u to be the set
tm P Z | 0 ă m ă pe, p - m and m ” a0 mod pp´ 1qu
ordered by size. It is not hard to give a formula for the integers m0,j.
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pj ` a0 ´ r if a0 ą r;
ppj ` 1q ´ 1` a0 ´ r if a0 ď r.
Proof. This is easily checked from the definition. 
Specialising the methods of §5.2.3 to the case at hand, we may then
define the basis elements
u0,j :“ επm0,j pλτ0,µq
and we define the basis elements c0,j dually.
7.3.2. Explicit dependencies. Next we need to give an explicit de-
scription of the dependency criterion in the totally ramified case. We do
this in the following proposition.
Proposition 7.3.3. Fix two integers 0 ď j, j1 ă e. We have that p0, j1q
depends on p0, jq (in the sense of Definition 7.1.8) if and only if j1 ą j.
Proof. Let us write m “: m0,j. Since f “ 1, the congruences of Defini-
tion 7.1.8 are automatically satisfied. For the second equation of Definition






m1 ą ep ` p´apa0 ´ 1q ě ep contradicting the bounds on the integers m0,j.
Therefore, we only need to consider m1 of the form m1 “ pbm` rpp´ 1q for
b ě 0 and r ą 0. It is clear from the definitions that if m1 “ m0,j1 for some
j1 ą j, then m1 is a solution to this equation for some r ą 0 (and b “ 0).
Conversely, suppose m1 “ m0,j1 is a solution to the equation for some j
1.
Then m1 ą m, hence j1 ą j. 
7.3.2.1. Dependency graph. Recall from §7.1.2.5 the notion of a depen-
dency graph. In the totally ramified case we get the particularly easy de-
pendency graph of Figure 7.3.1.
c0,0 c0,1 c0,2 c0,3
Figure 7.3.1. The dependency graph of any character χ in
the totally ramified case (assuming e “ 4).
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7.3.3. The spaces LAHV in the totally ramified case. The previ-
ous subsection suggests that if d is the dimension of the space LV , then
we may be able to simply define LAHV as the span of the basis elements
c0,0, . . . , c0,d´1 – although we have to be slightly more careful if χ is trivial
and/or cyclotomic. This is what we will do in this section.






for characters χ1, χ2 : GK Ñ F
ˆ
p and we let χ :“ χ1χ
´1
2 . Write cρ for the
extension class in H1pGK ,Fppχqq associated to ρ. We, furthermore, fix a
Serre weight V “ Vα0,0 and, as before, we define r0 :“ α0 ` 1 P r1, ps.
Similarly to what we did in §6.1.2, we will exclude the exceptional case in
which χ is cyclotomic, r0 “ p and χ2 is unramified. In this case J
AH
V pχ1, χ2q
consists simply of all elements p0, jq for 0 ď j ă e, so there is nothing to
prove.
We need to define integers t0, s0 corresponding to the minimal and max-
imal Kisin modules of [GLS15]. We may write χ2|IK “ ω
m0
0 |IK for a unique
0 ď m0 ă p´ 1.
Lemma 7.3.4. If cρ P LV pχ1, χ2q and dimFp LV pχ1, χ2q ą 0, then
m0 P r0, e´ 1s Y rr0, r0 ` e´ 1s.
Proof. The statement is automatic if either e ě p ´ 1 or m0 “ 0 (i.e.
χ2 is unramified). Therefore, assume that e ď p ´ 2 and m0 ą 0. Suppose
for a contradiction that m0 R r0, e´1sYrr0, r0`e´1s. From cρ P LV pχ1, χ2q
it follows (see [GLS15, §4.1.2]) that there exist pairs pJ, x0q with J a subset
of Hompk,Fpq (i.e. either J is empty or contains the unique embedding τ0)


















Fix a pair pJ, x0q. If J “ tτ0u, then m0 “ e ´ 1 ´ x0 contradicting the
assumption that m0 R r0, e´ 1s. Thus we assume J “ H. Then
m0 ” r0 ` pe´ 1q ´ x0 mod pp´ 1q.
Since 1 ď r0 ` e ´ 1 ´ x0 ď 2p ´ 3, either m0 or m0 ` pp ´ 1q equals
r0` e´ 1´ x0. The former contradicts m0 R rr0, r0` e´ 1s, while it follows
from the latter that if either r0 ă p or x0 ą 0, then we must have m0 ď e´1
again contradicting our assumptions.
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The last remaining case is r0 “ p, J “ H and x0 “ 0. Then our







Looking at all possible pairs pJ, x0q for this ρ, we note that if J ‰ H, then
considerations on the subspace character give p ` x0 ” x0 ` 1 ” 0 mod
pp´ 1q. Since x0 ď p ´ 3, this gives a contradiction. Again, considerations
on the subspace character for J “ H show that pJ, x0q “ pH, 0q is the
only possible pair for this ρ. Then it follows from [GLS12, Lem. 4.2.2] that
dimFp LV pχ1, χ2q “ 0. Note that we can’t have χ1 “ χ2, since we are
assuming e ă p´ 1. 
It follows from the lemma that we may define t0 :“ m0 P r0, p ´ 2s. As
before, we define s0 :“ r0`e´1´ t0 and ξ0 :“ ps0´ t0. Recall the definition





r0, s0 ´ 1s if t0 ě r0,
tt0u Y rr0, s0 ´ 1s if t0 ă r0.
Definition 7.3.5. With s0, t0 and I0 as above, we define




s0 if t0 ě r0,
1` s0 ´ r0 if t0 ă r0.
It follows from the dimension formulae in the proof of Theorem 5.4.1 of
[GLS15] that we should think of δ0 as roughly being equal to dimFp LV pχ1, χ2q
except for some exceptional cases in which the quotient of the two charac-
ters is trivial or cyclotomic. The explicit formula for the set JAHV pχ1, χ2q is
given in the following proposition.
Proposition 7.3.6. Let 0 ď j ă e. Then
p0, jq P JAHV pχ1, χ2q if and only if j ă δ0.
7.3.4. Combinatorics. The goal of this subsection will be to prove
Proposition 7.3.6. Unravelling definitions, we see that this proposition is
equivalent to the following proposition.
Proposition 7.3.7. Let 0 ď j ă e. Then the equation
pkm0,j “ ξ0 ´ dpp´ 1q
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has a solution for some d P I0 and k ě 0 if and only if j ă δ0.
We will prove this proposition through a series of lemmas and interme-
diate results. Let vp denote the standard p-adic valuation on Z. Suppose
that pkm0,j “ ξ0 ´ pp´ 1qi for some i P I0 and j P r0, e´ 1s. Since p - m0,j,
we see that k :“ vppξ0 ´ pp ´ 1qiq is uniquely determined by s0, t0 and i.
Moreover, m0,j is then also uniquely determined by this triple. We will re-
fer to the values ξ0´pp´1qi
pk
for i P I0 and k “ vppξ0 ´ pp ´ 1qiq as potential
m0,j-values.
Since the p-adic valuation of the integers ξ0 ´ pp ´ 1qi for i P I0 is
important, let us group together elements with the same valuation. For
k ě 0, let us define Sk :“ ti P I0 | vppξ0 ´ pp ´ 1qiq “ ku and let us write
Sěk :“
Ť
měk Sm. We make the trivial observation that i P Sě1 if and only if
i ” t0 mod p. The following lemma shows that an element of Sm for m ą k
always leads to a strictly smaller potential m0,j-value than an element of
Sk.
Lemma 7.3.8. Suppose k ě 1 and let i1 (resp. i2) be an element of Sk
(resp. Sk´1). Then
ξ0 ´ pp´ 1qi1
pk
ă




ξ0 ´ pp´ 1qi1 ă ppξ0 ´ pp´ 1qi2q
ðñ ppp´ 1qi2 ´ pp´ 1qi1 ă pp´ 1qξ0
ðñ pi2 ´ i1 ă ps0 ´ t0
ðñ ppi2 ´ s0q ă i1 ´ t0.
Since any i P I0 satisfies i ď s0 ´ 1, we find ppi2 ´ s0q ď ´p. Whereas
i1 ´ t0 ě ´t0 ě ´pp´ 2q, so the final inequality is always satisfied. 
Lemma 7.3.9. For any i P I0, there exists a unique 0 ď j ă e such that
pkm0,j “ ξ0 ´ pp´ 1qi
for some k ě 0. Furthermore, if m0,j is a solution of such an equation, then
it determines i uniquely.
Proof. Fix some i P I0 and let k :“ vppξ0 ´ pp ´ 1qiq. We already
noted that m0,j, if it exists, is uniquely determined by ξ0 and i P I0. Recall,
moreover, that we proved in Lemma 6.2.2 that ξ0 ” a0 mod pp´ 1q. Hence,
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also ξ0´pp´1qi
pk
” a0 mod pp´ 1q. Therefore, by definition of the integers m0,j,
it suffices to prove 0 ă ξ0´pp´1qi
pk
ă pe.
The first inequality follows from
ξ0 ´ pp´ 1qi ě ps0 ´ t0 ´ pp´ 1qps0 ´ 1q
“ s0 ` pp´ 1´ t0q ą 0
as t0 P r0, p´ 2s.
For the second inequality, first assume t0 ě r0. In this case, we have
ξ0 ´ pp´ 1qi ď ξ0 and
ξ0 “ ppr0 ` e´ 1q ´ pp` 1qt0 “ ppr0 ´ t0 ´ 1q ` pe´ t0 ă pe.
Assume then t0 ă r0. We note that I0 “ tt0uYrr0, s0´1s and t0 P Sě1. Since
ξ0´pp´1qt0
p
“ s0´ t0 ă pe (except when e “ 1, r0 “ p and t0 “ 0), we see that
by the previous lemma the potential m0,j-value associated to any i P Sě1
satisfies the required inequality. (In the exceptional case e “ 1, r0 “ p and
t0 “ 0, we see that the potential m0,j-value corresponding to the unique
element of I0 is ξ0´pp´1qt0p2 “ 1, so we can disregard this case.) Therefore,
we may restrict ourselves to considering potential m0,j-values associated to
i P S0. In particular, we may assume i ě r0. Again, by Lemma 7.3.8 it
suffices to note
ξ0 ´ pp´ 1qi ď ps0 ´ t0 ´ pp´ 1qr0 ă pe
unless i “ r0 “ p and t0 “ 0 in which case r0 P Sě1. In the last case, if also
s0 ą r0 ` 1, then it suffices to note that i “ r0 ` 1 is the smallest element
of S0 and satisfies the inequality.
The last claim follows from Lemma 7.3.8 and the easy observation that
if i1, i2 P Sk correspond to the same m0,j then i1 “ i2. 
Proof of Proposition 7.3.7. We will write δ :“ δ0. By Lemma
7.3.9, Definition 7.3.1 and as δ “ |I0| by definition, it suffices to prove
that the largest potential m0,j-value occurring for i P I0 lies in the interval
pppδ ´ 1q, pδq.
Assume first that t0 ě r0, so that I0 “ r0, s0 ´ 1s and δ “ s0. We claim
that the largest potential m0,j-value occurs in the interval ppps0 ´ 1q, ps0q
in this case. By Lemma 7.3.8 the largest potential m0,j-value occurring for
i P I0 is equal to ξ0 if t0 ı 0 mod p and it is equal to ξ0 ´ pp ´ 1q oth-
erwise. If t0 ı 0 mod p, then ps0 ą ξ0 “ ps0 ´ t0 is obvious as t0 ‰ 0
and ps0 ´ t0 ą ps0 ´ p follows since t0 ď p ´ 2. We may, therefore, sup-
pose that t0 ” 0 mod p. Then t0 “ 0 as t0 P r0, p ´ 2s. So the largest
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potential m0,j-value is ξ0 ´ pp ´ 1q. (Note that in the special case where
s0 “ 1 and t0 ” 0 mod p, we have that the largest potential m0,j-value is
ξ0{p “ 1, which happens to equal ξ0 ´ pp ´ 1q, so we do not have to treat
this case separately.) The inequalities become ps0 ą ps0 ´ pp ´ 1q and
ps0 ´ pp´ 1q ą ps0 ´ p which are both obvious.
Now assume that t0 ă r0, so that I0 “ tt0uYrr0, s0´1s and δ “ s0´r0`1.
We claim that the largest potentialm0,j-value for i P I0 occurs in the interval
ppps0´ r0q, pps0´ r0` 1qq. By Lemma 7.3.8 the largest potential m0,j-value
must come from an i P S0 unless no such i exists. Suppose first that S0 is
non-empty. Since t0 P Sě1, this means the largest potential m0,j-value is
equal to ξ0´pp´1qr0 if r0 ı t0 mod p and ξ0´pp´1qpr0`1q otherwise. In the
former case we must prove the inequality pps0´r0`1q ą ps0´t0´pp´1qr0,
which follows from p ą r0 ´ t0 (note that this is satisfied since r0 “ p
and t0 “ 0 contradicts our assumption r0 ı t0 mod p), and the inequal-
ity ps0 ´ t0 ´ pp ´ 1qr0 ą ps0 ´ pr0, which follows from the assumption
that r0 ą t0. In the latter case, we observe that r0 ” t0 and r0 ą t0
together imply that r0 “ p and t0 “ 0. We must prove the inequality
pps0 ´ p ` 1q ą ps0 ´ pp ´ 1qpp ` 1q, which is clear, and the inequality
ps0 ´ pp´ 1qpp` 1q ą ps0 ´ p
2, which is also clear.
Suppose that t0 ă r0 and S0 “ H. We either have that s0 “ r0 or that
s0 “ r0 ` 1 and r0 ” t0 mod p. In the latter case, as we observed above,
we must have r0 “ p and t0 “ 0. We conclude that p - s0 ´ t0 “ p ` 1, so
the largest potential m0,j-value is
ξ0´pp´1qt0
p
“ s0 ´ t0. The inequalities we
need to prove are then 2p “ pps0´ r0` 1q ą s0´ t0 “ p` 1, which is clear,
and p ` 1 ą p, also clear. Finally suppose that s0 “ r0. Then the largest
potential m0,j-value is, again, s0 ´ t0 unless r0 “ p and t0 “ 0 in which
case it is 1. In the first case, the inequalities become p ą r0 ´ t0, which
follows since either r0 ă p or t0 ą 0, and r0´ t0 ą 0, which follows from the
assumption that t0 ă r0. Finally, in the second case s0 “ r0 “ p, t0 “ 0 and
the largest potential m0,j-value is 1. The inequalities are then p ą 1 and
1 ą 0, which are trivially satisfied. This finishes the proof. 
7.4. Explicit formulae in generic cases
In this section, we will make a conjecture for an explicit formula for
the elements of JAHV pχ1, χ2q under the condition that the quotient of the
characters is generic. All the conjectures in this chapter are backed up by
ample computational evidence gathered by the author using [SageMath].
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7.4.1. Genericity. Our set-up is the same as in the general case in
Chapter 5. Let K be an extension of Qp of ramification degree e and








We write χ :“ χ1χ
´1














` ¨ ¨ ¨ ` ai`f´1p` ai
and we let f 1 denote the absolute niveau of χ (see §5.1). We fix a uniformiser
πK P K and defineM :“ Lpπq to be a totally tamely ramified extension of an
unramified prime-to-p extension L of K, where the ramification degree eM
of M{K satisfies eM | p
f ´1 and the uniformiser π of M satisfies πeM P Kˆ,
and we take M sufficiently large so that χ|GM is trivial.
Definition 7.4.1. We say that the character χ (or the representation
ρ) is generic if e ď ai ď p´ e for all i.
In particular, genericity implies that e ď p{2. For the remainder of
the section we will assume that χ is generic. Intuitively genericity should
correspond to the idea that there are no dependencies except the trivial
ones, or, equivalently, to the idea that we have a direct sum decomposition
of H1pGK ,Fppχq which respects the filtration. We note that this definition
of genericity is more general than the definition used in other sources. For
example, in [DS15] they define dependency as meaning that e ď ai ď p´1´e
for all i and §5 of their paper shows that their methods do not work for the
more lenient definition above. However, in the unramified case it follows
from §7.2 that 1 ď ai ď p´1 is enough to rule out any dependencies, which
suggests that our definition is more natural than the one used in [DS15].
7.4.2. Explicit basis elements. As we have done in the previous sec-
tions, our first goal will be to give a natural explicit definition of the integers
mi1,j under the assumption that χ is generic. For 0 ď j ă e, recall that the









(2) p - m and
(3) there exists an i such that m ” ni mod p
f ´ 1.
We will now give an explicit definition.
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Definition 7.4.2. For 0 ď j ă e and 0 ď i1 ă f 1, we define
mi1,j :“ ni1 ` jpp
f
´ 1q
and we accordingly define m1i1,j :“ eMmi1,j{pp
f ´ 1q.
Clearly, our function φj as in §5.2 then becomes the identity map
id: t0, . . . , f 1 ´ 1u Ñ t0, . . . , f 1 ´ 1u.
Lemma 7.4.3. The integers mi1,j satisfy the three conditions above and
are all distinct.
Proof. Distinctness is clear since n0, . . . , nf 1´1 are distinct. Also the
third condition is clear. For the first condition, we note that it follows from










Now the condition follows from the inequalities e
p´1






which is always satisfied since e ą j, and p´e
p´1






which is satisfied as j ` e ą 0.
For the second condition, we note that mi1,j “ ni1`jpp
f´1q is congruent
to ai1 ´ j mod p. Since 1 ď ai1 ´ j ď p´ e, we see that mi1,j ı 0 mod p. 
We define the basis elements ui,j using these definitions as in §5.2. Our






7.4.3. Dependencies. In this subsection we prove the following propo-
sition giving an explicit replacement of Definition 7.1.8 when we are in the
generic case.
Proposition 7.4.4. Fix integers 0 ď i, s ă f and 0 ď j, t ă e. Then
ps, tq depends on pi, jq (in the sense of Definition 7.1.8) if and only if s “ i
and t ą j.
Proof. We note that it is clear with the explicit definitions above that
mi1,t depends on mi1,j for any t ą j under the first equation of Definition
7.1.7 with b :“ 0 and r :“ t ´ j. It then follows from the first equation of
Definition 7.1.8 that these ‘dependent integers’ lead to the dependent pair
pi, tq depending on pi, jq if t ą j. Note that these dependencies include all
the solutions to the first equation of Definition 7.1.7 with b “ 0.
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We must show that there are no further dependencies. We first note
that if m1 “ pbmi1,j ` rpp
f ´ 1q for some b, r ą 0, then
m1 ě pni1 ` rpp
f









Hence, the first equation of Definition 7.1.7 will never be satisfied for any
m1 “ ms1,t if b ą 0. To see that the second equation of Definition 7.1.7
will never be satisfied, we suppose for a contradiction that m1 “ ms1,t
and m “ mi1,j gives a solution to p





































pa ` eppa`1 ´ 2pa ´ 1q ď epppa ´ 1q
ðñ 0 ď pap2e´ 1q ` ep1´ pq.
However, the last inequality follows easily from a ě 1:
pap2e´ 1q ` ep1´ pq ě ppe´ 1q ` e ě 1
giving a contradiction, as required. 
7.4.3.1. Dependency graph. Recall the definition of a dependency graph
from §7.1.2.5. The typical pattern of dependencies in the generic case is




Figure 7.4.1. The dependency graph of any generic char-
acter χ assuming f “ 3 and e “ 3.
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7.4.4. Conjectural formulae in the generic case. We will finish
this section by giving a conjectural explicit formula for a spanning set of the
spaces LAHV in terms of our basis elements ci,j in the generic case. Our set-up
will be identical to the set-up at the beginning of Chapter 6. Fix a Serre
weight V “ Vα,0 and define the integers ri :“ αi ` 1 P r1, ps. We recall that
we defined integers si, ti P r0, e´1sYrri, ri`e´1s satisfying ti`si “ ri`e´1,
which correspond to the minimal and maximal Kisin modules of [GLS15].
For i P 0, . . . , f ´ 1, we defined the intervals Ii :“ r0, si ´ 1s if ti ě ri and
Ii :“ ttiu Y rri, si ´ 1s if ti ă ri.
We would now like to define an f -tuple pd0, . . . , df´1q analogous to the
set γpJq from §7.2 in which di should intuitively correspond to “the dimen-
sion at i”. The easiest first definition to make is as follows.
Definition 7.4.5. We let J :“ pδ0, . . . , δf´1q be an f -tuple of non-
negative integers which are defined by




si if ti ě ri,
si ´ ri ` 1 if ti ă ri,
for all i P 0, . . . , f ´ 1. We note that 0 ď δi ď e for all i.
As we saw already in §7.2, we need to apply a shift function γ before
getting the correct dimensions. Let us define this function now.
Definition 7.4.6. We define a function γ : Zf Ñ Zf . Suppose we write















xi if ti ě ri and ti`1 ě ri`1,
xi ´ 1 if ti ă ri and ti`1 ě ri`1,
xi ` 1 if ti ě ri and ti`1 ă ri`1,
xi if ti ă ri and ti`1 ă ri`1.
In other words, the function γ “shifts one dimension” from i to i´1 whenever
ti ă ri.
Definition 7.4.7. We let the f -tuple of integers γpJq :“ pd0, . . . , df´1q
be defined via pd0, . . . , df´1q :“ γpδ0, . . . , δf´1q. Note that we still have
0 ď di ď e, since δi “ e occurs only if ti ă ri.
We may now state our conjecture regarding an explicit formula for
JAHV pχ1, χ2q (see Definition 6.3.5) when χ is generic.
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Conjecture 7.4.8. Let 0 ď i ă f and 0 ď j ă e. Suppose χ is generic
and that the integers m1i1,j and the function φj used in Definition 6.3.5 are
explicitly defined as in Definition 7.4.2. Then
pi, jq P JAHV pχ1, χ2q if and only if j ă di.
It follows from §7.4.3 that if the set JAHV pχ1, χ2q were to be defined ac-
cording to the conjecture, then it would be admissible making it independent
of the choice of the extension M and its uniformiser π used in the definition
of the basis elements ui,j (as it would need to be). Ample computational
evidence supports this conjecture.
We remark that it seems like a proof along the lines of §7.3.4 or [CEGM17,
§3.6] is needed to prove the correctness of the conjecture – this amounts to
proving some explicit combinatorial statement. If indeed this conjecture
is proved, it should follow relatively easily from the results of this thesis
that we get an extension of [DS15, Thm. B] to our more general notion of
genericity.
7.5. Explicit formulae for e “ 2
In the last section of this chapter, we will treat the special case when
e “ 2. As we will see, this case is some kind of “double layered” version
of the case e “ 1 from §7.2, where the basis elements c0,0, . . . , cf´1,0 give
the first “layer” and c0,1, . . . , cf´1,1 the second. However, the interaction
between the two layers means we see more complicated phenomena than
in the unramified case alone. Mainly because of the increased difficulty
of the underlying combinatorics, some arguments in this section remain
conjectural. This case gives some indication of the potential complications
involved in solving the explicit formula problem for JAHV pχ1, χ2q in general.
We assume K is an extension of Qp of ramification degree 2, residue
degree f and with a given fixed uniformiser πK . As usual we fix a character
χ : GK Ñ GL2pFpq and we write pa0, . . . , af´1q for the tame signature of
χ. We will write f 1 for the absolute niveau of this character and we will
assume for simplicity that f “ f 1 throughout this section – please see §5.1
for any unfamiliar definitions. We define M :“ Lpπq to be the extension of
K obtained from an unramified extension L of K of degree prime-to-p and
π a root of xp
f´1 ` πK “ 0 such that χ|GM is trivial. When necessary we
consider subscripts in Z{fZ to lie in Z, for example when considering aj for
some j ă i for a given i.
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7.5.1. Explicit basis elements. Recall from §5.1 that we defined the









` ¨ ¨ ¨ ` ai´1p` ai.
For 0 ď j ă 2 and 0 ď i ă f , the integers mi,j were (non-explicitly) defined









(2) p - m and
(3) there exists an i such that m ” ni mod p
f ´ 1.
Denote the set of integers satisfying these three conditions by Mj. Our first
goal is to find a natural explicit definition of the integers mi,j which behaves
well under the dependencies of Definition 7.1.7.
Definition 7.5.1. Firstly, for the definition of M0 :“ tm0,0, . . . ,m0,f´1u
we apply the following two rules. For 0 ď i ă f , we define
(1) if ai ‰ p, then we define mi,0 :“ ni,
(2) if ai “ p, let s be the largest integer such that s ă i and as ‰ p´1.
Then we define mi,0 :“ ns ´ pp
f ´ 1q.





i if ai ‰ p;
s if ai “ p.
It follows from the proof of Proposition 5.1.3 that this definition sets
up a one-to-one correspondence between the set M0 and t0, . . . , f ´ 1u.
The argument essentially follows from the idea that ns ´ pp
f ´ 1q ą 0
if and only if the coefficients of the top powers of p in ns are equal to
pp ´ 1, p ´ 1, . . . , p ´ 1, p, . . . q ordered from the highest to the lowest. The
condition p - ns ´ ppf ´ 1q is equivalent to as ‰ p´ 1 meaning we have set
up a one-to-one correspondence between t0 ď i ă f | ai “ pu and elements
of M0 of the form ns ´ pp
f ´ 1q. Together with the first equation of the
definition, this sets up the required correspondence. We note that in the
exceptional case that pa0, . . . , af´1q “ pp´ 1, p´ 1, . . . , p´ 1, pq we include
s “ i´ f in our definition above.
Definition 7.5.2. Secondly, to define M1 :“ tm0,1, . . . ,mf´1,1u we ap-
ply the following two rules. For 0 ď i ă f , we define
(1) if ai ‰ 1, then we define mi,1 :“ ni ` pp
f ´ 1q,
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(2) if ai “ 1, let s be the largest integer such that s ă i and as ‰ 2.
Then we define mi,1 :“ ns ` 2pp
f ´ 1q.





i if ai ‰ 1;
s if ai “ 1.
It follows from a very similar argument that this sets up a one-to-one
correspondence between M1 and t0, . . . , f ´ 1u with essentially the only
difference being that we now note that ns ` 2pp
f ´ 1q ă 2pppf ´ 1q{pp´ 1q
if and only if the top p powers of ns are equal to p2, 2, . . . , 2, 1, . . . q ordered
from the highest to the lowest.
Remark 7.5.3. The two definitions above don’t generalise well to be-
yond e “ 2. One can use the proof of Proposition 5.1.3 to give an explicit
definition of the integers mi,j for arbitrary e and f . However, defining these
integers in this way makes the dependencies in the next subsection badly
behaved (even for e “ 2 already). It seems that the problem really boils
down to finding canonical definitions of the integers mi,j in general, which
is an issue the author does not, at present, know how to resolve.
7.5.2. Explicit dependencies. We will try to make the dependencies
of Definition 7.1.8 explicit given the choice of the integers mi,j above. Since
we have assumed throughout this section that f 1 “ f , it suffices to check
the two equations of Definition 7.1.7 to find all dependencies. We will give
the explicit dependencies in the following propositions.
Proposition 7.5.4. For all 0 ď i ă f , we have that pi, 1q depends on
pi, 0q.
Proof. If ai ‰ 1, p, then this follows straightforwardly since we have
that mi,1 “ ni ` pp
f ´ 1q “ mi,0 ` pp
f ´ 1q.
Suppose ai “ p and s is the largest integer such that s ă i and as ‰ p´1.
Then mi,0 “ ns ´ pp
f ´ 1q and mi,1 “ ni ` pp
f ´ 1q. We claim that
ni ` pp
f ´ 1q “ pi´spns ´ pp
f ´ 1qq ` ppf ´ 1q. Indeed,
ns ´ pp
f
´ 1q “ ai`1p
f´pi´s`1q
` ¨ ¨ ¨ ` as ` 1
and ni “ ai`1p
f´1 ` ¨ ¨ ¨ ` pas ` 1qp
i´s. Hence, ni ´ p
i´spns ´ pp
f ´ 1qq “ 0
and the claim follows.
Suppose ai “ 1 and s is the largest integer such that s ă i and as ‰ 2.
Then mi,0 “ ni and mi,1 “ ns ` 2pp
f ´ 1q. We claim that
pi´spns ` 2pp
f
´ 1qq “ ni ` rpp
f
´ 1q
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. Indeed, ns ` 2pp
f ´ 1q equals
2pf ` 2pf´1 ` ¨ ¨ ¨ ` 2pf´pi´sq`1 ` pf´pi´sq ` ai`1p` ¨ ¨ ¨ ` as ´ 2
and ni “ ai`1p
f´1 ` ¨ ¨ ¨ ` asp
i´s ` 2pi´s´1 ` ¨ ¨ ¨ ` 2p` 1. So we find that
pi´spns ` 2pp
f
´ 1qq ´ ni “ pp
f
´ 1qp2pi´s ` 2pi´s´1 ` ¨ ¨ ¨ ` 2p` 1q








Proposition 7.5.5. Fix 0 ď i ă f such that ai “ p. Let s be the largest
integer such that s ă i and as ‰ p´ 1. Then
(1) for all s ă k ă i, we have that pk, 0q and pk, 1q depend on pi, 0q;
(2) if as ‰ p, then ps, 0q and ps, 1q depend on pi, 0q;
(3) if as “ p, then ps, 1q and ps´ 1, 1q depend on pi, 0q.
Proof. We have that mi,0 “ ns´pp
f ´ 1q. Choose some integer k such
that s ď k ă i if as ‰ p and s ă k ă i if as “ p. For the first two parts of the
proposition it suffices to prove that pk, 0q depends on pi, 0q by Proposition
7.5.4 and transitivity. In all these cases, we have mk,0 “ nk. We claim that
nk “ p
k´spns ´ pp
f ´ 1qq ` ppf ´ 1q. Indeed,
pk´spns ´ pp
f
´ 1qq “ pk´spai`1p
f´pi´sq´1
` ¨ ¨ ¨ ` as ` 1q
“ ai`1p
f´pi´kq´1
` ¨ ¨ ¨ ` pas ` 1qp
k´s.
Whereas
nk “ pp´ 1qp
f´1
` ¨ ¨ ¨ ` pp´ 1qpf´pi´kq`1 ` p ¨ pf´pi´kq ` ai`1p
f´pi´kq´1
` ¨ ¨ ¨ ` asp
k´s
` pp´ 1qpk´s´1 ` ¨ ¨ ¨ ` pp´ 1q
“ pf ` ai`1p
f´pi´kq´1
` ¨ ¨ ¨ ` pas ` 1qp
k´s
´ 1,
which proves the claim.
Suppose that as “ p. We need to prove that ps, 1q and ps´ 1, 1q depend
on pi, 0q. The first claim follows instantly, since mi,0 “ ns ´ pp
f ´ 1q and
ms,1 “ ns ` pp
f ´ 1q. For the second claim, we have two cases. Suppose
first that as´1 ‰ 1. Then ms´1,1 “ ns´1 ` pp
f ´ 1q and we claim that
pms´1,1 “ mi,0 ` p2p` 1qpp
f ´ 1q. This is easily seen as
ppns´1 ` pp
f
´ 1qq “ ns ` pas ` pqpp
f
´ 1q “ ns ` 2ppp
f
´ 1q.
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If as´1 “ 1, then suppose s
1 is the largest integer such that s1 ă s ´ 1 and
as1 ‰ 2, so that ms´1,1 “ ns1 ` 2pp
f ´ 1q. We claim that
ps´s
1

















` ¨ ¨ ¨ ` 2pf`2 ` pf`1 ` ppf
` as`1p
f´1














f ´ 1qq ´ pns ´ pp













Proposition 7.5.6. Fix 0 ď i ă f and suppose ai “ 1. Let s be the
largest integer such that s ă i and as ‰ 2. Then
(1) for all s ă k ă i, we have that pi, 1q depends on pk, 0q and on pk, 1q;
(2) if as ‰ 1, then pi, 1q depends on ps, 0q and on ps, 1q;
(3) if as “ 1, then pi, 1q depends on ps, 0q and on ps´ 1, 0q.
Proof. We note that mi,1 “ ns`2pp
f ´1q. We let k be an integer such
that s ă k ă i. We note that it follows from transitivity and Proposition
7.5.4 that for the first part of the proposition it suffices to prove that pi, 1q
depends on pk, 1q, where mk,1 “ nk ` pp
f ´ 1q. We claim that















ppf ´ 1q. Again,
it follows that pk´spns ` 2pp
f ´ 1qq ´ pnk ` pp










If as ‰ 1, then ms,1 “ ns`pp
f´1q. Since mi,1 “ ns`2pp
f´1q, it follows
instantly that pi, 1q depends on ps, 1q. The dependence on ps, 0q follows from
Proposition 7.5.4 and transitivity.
Lastly, suppose as “ 1. Then we want to prove that pi, 1q depends on
ps, 0q and on ps´1, 0q. Since ms,0 “ ns, the first claim is automatic. For the
second claim we have two cases. First assume that as´1 ‰ p. Then we claim
that mi,1 “ pms´1,0 ` pp
f ´ 1q. Indeed, we see that pns´1 ´ ns “ pp
f ´ 1q,
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so the claim follows easily as ms´1,0 “ ns´1 and mi,1 “ ns ` 2pp
f ´ 1q. Now
assume that as´1 “ p and let s
1 be the largest integer such that s1 ă s ´ 1
and as1 ‰ p ´ 1. We claim that mi,1 “ p
s´s1ms´1,0 ` pp
f ´ 1q. Similarly to
before, ps´s
1
ns1 “ ns` pp
s´s1 ` 1qppf ´ 1q, and the claim follows easily since
ms´1,0 “ ns1 ´ pp
f ´ 1q. 
Conjecture 7.5.7. For e “ 2 and with the explicit choice of the integers
mi,j from §7.5.1, the three propositions above give all possible dependencies
of Definition 7.1.8.
We note that in the case that χ is generic neither Proposition 7.5.5 nor
Proposition 7.5.6 applies so that only the dependencies of Proposition 7.5.4
remain.
The conjecture is supported by strong computational evidence. A possi-
ble proof of the conjecture will be a more complicated version of the proof of
Proposition 7.2.3 and we have only attempted a proof briefly. This is mainly
because a potential explicit formula for JAHV pχ1, χ2q when e “ 2 and a proof
of the correctness of this formula would render the need of the equivalence
of the two definitions of dependence unnecessary through Corollary 6.3.10.
Nonetheless, the explicit dependencies given here are useful for finding an
explicit formula in the next subsection.
7.5.2.1. Dependency graphs. Recall the notion of a dependency graph
from §7.1.2.5. In the case of e “ 2 we have a number of different possible
prototypical examples of a dependency graph. Figures 7.5.1 and 7.5.2 cover
the two special cases of Proposition 7.5.5 and Figures 7.5.3 and 7.5.4 cover
the two special cases of Proposition 7.5.6. Therefore, the dependency graph
of a general character χ can be obtained as an appropriate combination of
these figures. We have assumed p ą 3 in these figures.
c0,0 c1,0 c2,0
c0,1 c1,1 c2,1
Figure 7.5.1. The dependency graph of a character χ with
tame signature pa0, p´ 1, pq for any 1 ă a0 ă p´ 1 assuming
e “ 2.
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c0,0 c1,0 c2,0
c0,1 c1,1 c2,1
Figure 7.5.2. The dependency graph of a character χ with




Figure 7.5.3. The dependency graph of a character χ with
tame signature pa0, 2, 1q for any 2 ă a0 ă p assuming e “ 2.
c0,0 c1,0 c2,0
c0,1 c1,1 c2,1
Figure 7.5.4. The dependency graph of a character χ with
tame signature pa0, 1, 1q for any 2 ă a0 ă p assuming e “ 2.
7.5.3. Shift functions for e “ 2. In this subsection we will give ex-
plicit shift functions allowing us to conjecture an alternative explicit version
of JAHV pχ1, χ2q when e “ 2. It will be clear to the reader familiar with the
paper [DDR16] that the approach here is loosely based on their §7.1. How-
ever, the situation for e “ 2 is already substantially more complicated than
the unramified case and we will need to make the necessary adjustments
along the way.
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Initially our set-up will be very similar to the generic case of §7.4. We







Fix a Serre weight V “ Vα,0 and the integers ri :“ αi ` 1 P r1, ps. We recall
that we defined integers si, ti P r0, 1s Y rri, ri ` 1s satisfying ti ` si “ ri ` 1,
which correspond to the minimal and maximal Kisin modules of [GLS15].
For i P 0, . . . , f ´ 1, we defined the intervals Ii :“ r0, si ´ 1s if ti ě ri and
Ii :“ ttiu Y rri, si ´ 1s if ti ă ri.
Our goal is to define an f -tuple pd0, . . . , df´1q in which the integer
0 ď di ď 2 represents the ‘dimension at i’, or, said differently, in generic
cases di should be the number of elements of the set tpi, 0q, pi, 1qu included
in JAHV pχ1, χ2q.
Definition 7.5.8. We let J :“ pδ0, . . . , δf´1q be an f -tuple of non-
negative integers which are defined by




si if ti ě ri,
si ´ ri ` 1 if ti ă ri,
for all i P 0, . . . , f ´ 1. We note that 0 ď δi ď 2 for all i.
As in the generic case of §7.4 we need to apply a shift function. Recall
the definition of the shift function γ in Definition 7.4.6.
Definition 7.5.9. We define the f -tuple γpJq :“ pd0, . . . , df´1q via
pd0, . . . , df´1q :“ γpδ0, . . . , δf´1q. We observe that we still have 0 ď di ď 2.
7.5.3.1. The shift function µ. Unlike the generic case, we need to define
a shift function µ analogous to the shift function µ we saw in the unramified
case in §7.2.3.1. The issue at hand is that we know (as long as we believe
our conjectures) that the spaces LAHV are independent of the choices of πK , π
and L. Therefore, we expect any explicit formula for JAHV pχ1, χ2q to satisfy
the admissibility condition of Definition 7.1.12. However, in non-generic
cases simply defining
tpi, jq P Z{fZˆ Z{eZ | j ă diu
often gives terribly non-admissible sets. That is why another shift function
µ is needed.
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Our shift function µ is similar to the shift function µ from §7.2.3.1. First









i if paj, p´ 1, . . . , p´ 1, p
“
ai
q for i ą j,
j otherwise.
We note that here there are no restrictions of the value of aj. We al-
low for ai “ p and j “ i ´ 1 and we include the case that i “ j ` f if









i if paj, 2, . . . , 2, 1
“
ai
q for i ą j,
j otherwise.
Obviously, our functions θ0, θ1 induce functions Z{fZ Ñ Z{fZ which we
will denote by the same name.
Now we are ready to define our function µ. Our definition of µ comes
in two parts: the part µ0 for dealing with the dependencies of Proposition
7.5.5 and the part µ1 for dealing with the dependencies of Proposition 7.5.6.
Let us do the former first.
Fix any f -tuple J 1 :“ px0, . . . , xf´1q satisfying 0 ď xi ď 2. Recursively,
we will redefine J 1 and the final recursion will give µ0pJ
1q. We define
PJ 1 :“ ti P Z{fZ | xi ą 0u
to be the subset of indices where we have a positive dimension. If we
have that θ0pPJ 1q Ď PJ 1 , then we let µ0pJ 1q “ J 1. Otherwise we pick any
ri0s P θ0pPJ 1qzPJ 1 . Suppose j0 is the largest integer such that j0 ă i0,










xj0 ´ 1 if k “ j0;
1 “ xi0 ` 1 if k “ i0;
xk otherwise,
for k P t0, . . . , f ´ 1u. For the remaining recursions, we list representatives
of all classes of Z{fZ in decreasing order starting at j0 and denote them by
j0 ą j1 ą j2 ą . . . ą jf´1 ą j0´ f. For κ P t1, . . . , f ´ 1u, we recursively de-




κ´1 unless jκ P PJ 1 and xκ´1,θ0pjκq “ 0
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xκ´1,jκ ´ 1 if k “ jκ;
1 “ xκ´1,θ0pjκq ` 1 if k “ θ0pjκq;
xκ´1,k otherwise,
for k P t0, . . . , f ´ 1u. We define µ0pJ
1q :“ J 1f´1.
We can define µ1 analogously by carefully keeping track of the correct
‘dual’ analogue of the previous case. We start with any J 1 :“ px0, . . . , xf´1q
satisfying 0 ď xi ď 2. We define
SJ 1 :“ ti P Z{fZ | xi ă 2u
to be the subset of indices where we have a dimension that is not full.
If θ1pSJ 1q Ď SJ 1 , then we let µ1pJ 1q “ J 1. Otherwise we pick any class
ri0s P θ1pSJ 1qzSJ 1 . Suppose j0 is the largest integer such that j0 ă i0,










xj0 ` 1 if k “ j0;
1 “ xi0 ´ 1 if k “ i0;
xk otherwise,
for k P t0, . . . , f ´ 1u. For the remaining recursions we list representatives
of all classes of Z{fZ in decreasing order starting at j0 and denote them by
j0 ą j1 ą j2 ą . . . ą jf´1 ą j0´ f. For κ P t1, . . . , f ´ 1u, we recursively de-




κ´1 unless jκ P SJ 1 and xκ´1,θ1pjκq “ 2









xκ´1,jκ ` 1 if k “ jκ;
1 “ xκ´1,θ1pjκq ´ 1 if k “ θ1pjκq;
xκ´1,k otherwise,
for k P t0, . . . , f ´ 1u. We define µ1pJ
1q :“ J 1f´1. Now we define
µpJ 1q :“ µ1 ˝ µ0pJ
1
q.
Since µ is defined as the repeated application of certain shift-functions, it
is clear from the definition that µpJ 1q has the same degree as J 1, where we
define the degree of an f -tuple px0, . . . , xf´1q as





128 7. EXPLICIT FORMULAE
We will use the notation µpJ 1q “ pµpx0q, . . . , µpxf´1qq, i.e. we denote the
ith entry of the f -tuple µpJ 1q by µpxiq.
Proposition 7.5.10. The shift functions µ0 and µ1 are independent of
the choices in their definitions.
Proof. Let pa0, . . . , af´1q be any tame signature (i.e. 1 ď ai ď p and
ai ă p for at least one i) and J
1 :“ px0, . . . , xf´1q is some index of dimensions
(i.e. 0 ď xi ď 2 for all i).
Suppose first that i0, i
1
0 are integers such that ri0s, ri
1
0s P θ0pPJ 1qzPJ 1 .
We assume without loss of generality that i0 ă i
1
0 and i0, i
1
0 P r0, f ´ 1s.
Let j0 (resp. j
1









0) and rj0s P PJ 1 (resp. rj10s P PJ 1). It follows
from the definition of θ0 that i0 ď j
1
0 as ai0 “ p. But since ri0s R PJ 1 and
rj10s P PJ 1 , we see that i0 ă j10. Independence of choice now follows easily by
chasing through the definitions when starting at i0 and i
1
0 and noticing that
you end up with the same set µ0pJ
1q in either case. The argument for µ1 is
similar. 
Lemma 7.5.11. Suppose Conjecture 7.5.7 is true. Let pa0, . . . , af´1q be
any tame signature (i.e. 1 ď ai ď p and ai ă p for at least one i) and
J 1 :“ px0, . . . , xf´1q is some index of dimensions (i.e. 0 ď xi ď 2 for all i).
Then the set defined by
tpi, jq P Z{fZˆ Z{eZ | j ă µpdiqu
is admissible in the sense of Definition 7.1.12.
Under the assumption of Conjecture 7.5.7 this lemma follows essentially
from unravelling the definition of µ using the explicit dependencies of the
previous subsection. It is similar to Lemma 7.1 of [DDR16]. We will not
give a proof here, because independence of the choices follows immediately
from Corollary 6.3.10 once the conjecture below is proved.
Conjecture 7.5.12. For e “ 2, J and µpγpJqq :“ pµpd0q, . . . , µpdf´1qq
be as above. Suppose that the integers m1i1,j and the functions φ0, φ1 used
in Definition 6.3.5 are explicitly defined as in Definitions 7.5.1 and 7.5.2.
Then, for 0 ď i ă f and 0 ď j ă e, we have that
pi, jq P JAHV pχ1, χ2q if and only if j ă µpdiq.
We have collected strong computational evidence for this conjecture.
Again, it is a proof of an explicit combinatorial statement that is needed
7.5. EXPLICIT FORMULAE FOR E “ 2 129
along the lines of §3.6 of [CEGM17] in the unramified case or §7.3.4 in the
totally ramified case.
Remark 7.5.13. We remark that, in general, µ0 ˝ µ1 ‰ µ1 ˝ µ0. For
example, if p “ 5, e “ 2, f “ 3 and the tame signature pa0, a1, a2q “ p1, 1, 5q.
We have that r “ p2, 4, 2q, t “ p3, 4, 1q and s “ p0, 1, 2q give γpJq “ p0, 2, 0q.
Therefore, we see that µ1 ˝ µ0pγpJqq “ p0, 1, 1q. On the other hand, we find
that µ0 ˝µ1pγpJqq “ p1, 0, 1q. Only the first gives the correct basis elements.
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2 de GalpQ{Qq”. In: Duke Math. J. 54.1 (1987), pp. 179–230.
[ST15] Pierre Colmez and Jean–Pierre Serre, eds. Correspondance Ser-
re–Tate. Documents Mathematiques. Société Mathématique
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