Estimating heterogeneous treatment effects is an important problem in many medical and biological applications since treatments may have different effects on the prognoses of different patients. Recently, several recursive partitioning methods have been proposed to identify the subgroups that with different responds to a treatment, and they rely on a fitness criterion to minimize the error between the estimated treatment effects and the unobservable true effects. In this paper, we propose that a heterogeneity criterion, which maximizes the differences of treatment effects among the subgroups, also needs to be considered. Moreover, we show that better performances can be achieved when the fitness and the heterogeneous criteria are considered simultaneously. Selecting the optimal splitting points then becomes a multi-objective problem; however, a solution that achieves optimal in both aspects are often not available. To solve this problem, we propose a multi-objective splitting procedure to balance both criteria. The proposed procedure is computationally efficient and fits naturally into the existing recursive partitioning framework. Experimental results show that the proposed multi-objective approach performs consistently better than existing ones.
outcomes are needed for the estimation [6] . 23 Following the established paradigm of maximizing the fitness of the tree model at each 24 splitting point, a number of recursive partitioning methods have been proposed to estimate 25 heterogeneous treatment effects by utilizing an alternative fitness criterion [7, 8] . Specifically, 26 these methods rely on a surrogate function to minimize the error between the estimated 27 treatment effects and the unobservable true effects. The surrogate loss function approximates the 28 true error when the available sample size is sufficiently large. However, the available sample 29 size decreases rapidly as the tree grows and the surrogate function may not accurately estimate 30 the model error. 31 Understanding the heterogeneity in treatment effects has important real-world implications. 32 For example, consider two models regarding the treatment effects of radiotherapy on cancer 33 patients (Fig. 1 ). The first model divides the patients according to the expression level of gene 1 , 34 and identifies two sub-populations with similar treatment effects. The second model places the 35 split at gene 2 , and discovers subgroups with significantly different treatment effects. If the 36 errors of both models are acceptable, the second model should be preferred because it provides 37 more insight into how treatment effects vary among different subgroups. 38 Unfortunately, algorithms relying on the fitness criterion often prefer the first model to the 39 second one (Fig. 2 ). When choosing a splitting point, fitness based methods would prefer the 40 first model because splitting at gene 1 achieves lower estimation error than splitting at gene 2 .
41
However, it is important to note that the estimated errors may not truthfully reflects the true 42 errors of the models since the surrogate function is only accurate when the sample sizes are 43 sufficiently large but the available sample sizes decreases quickly as the trees grow. 44 The heterogeneity of treatment effects needs to be explicitly considered in recursive 45 partitioning. A method would prefer the second model to the first one if it directly maximizes 46 the heterogeneities, i.e., maximizing the difference between the treatment effects of two child 47 nodes. Thus, utilizing the heterogeneities will often produce a more informative model than 48 relying on the fitnesses. 49 Heterogeneity and fitness need to be simultaneously considered in order to generate a 50 informative and reliable model. If an algorithm relies exclusively on maximizing the 51 heterogeneity, it is likely to favor models with spuriously high treatment effect differences and 52 unacceptable model errors. In the previous example, there may exist another variable which 53 leads to unacceptable high error, but also results in more significant heterogeneities because of 54 noises and outliers.
55
Finding the optimal splits then becomes a multiple-objective problem: the first objective is to 56 maximize the fitness of the model and the second objective is to maximize the heterogeneity 57 among the subgroups. Unfortunately, in real-world applications, splitting points that maximize 58 both objectives simultaneously are often not achievable.
59
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Treatment effect = 3 Treatment effect = 0 Estimated treatment effects for models in Fig. 1 . When the sub-populations are split at gene2, the estimated error is slightly larger than splitting at gene1. This explains why existing methods prefer Model 1. However, the heterogeneity of treatment effects is ignored in this criterion.
In this paper, we first propose the Maximizing Heterogeneity (MH) criterion which aims to 60 maximize the differences in treatment effects. In this section, we introduce necessary definitions and results for heterogeneous treatment effect 73 estimation.
(Y i , W i , x i ), for i = 1, . . . , N . For the sake of simplicity, the subscript i will be omitted when 77 the context is clear.
78
Let Y (W ) denote the potential outcome if an individual has received the treatment W , then 79 the observed outcome Y can be described as Y = W Y (1) 
sample is associated with two potential outcomes Y (1) and Y (0) , only one of them can be 81 realized as the observed outcome Y .
82
The average treatment effect (ATE) is defined as the expected outcome if the entire 83 population were treated minus the outcome if they were not treated [6] :
Since only one of the two potential outcomes can be observed, Equation 1 is counterfactual 85 and cannot be estimated straightforwardly. When the treatment assignment is completely 86 random, i.e., (Y (0) , Y (1) ) ⊥ ⊥ W ), the average treatment effect can be estimated as
However, the treatment assignment is often not randomized. In such cases, the 89 unconfoundedness assumption [6] is needed in order to estimate treatment effect in these 90 circumstances:
92
With the assumption, an unbiased ATE estimation can be achieved with the help of 93 propensity score [9] . The propensity score is defined as e(x) = P r(W = 1|x), the probability 94 of treatment assignment conditioning on the covariates.
95
The propensity score can then be estimated with a variety of methods. Some popular choices 96 include logistic regression, random forests, and boosting [10] .
97
When treatment effects are heterogeneous across the population, estimating the conditional average treatment effect (CATE) [6] in various subpopulations defined by the possible values of the covariates x often provides more insight than estimating the ATE on the entire population. Specifically, CATE is defined as:
Recursive partitioning provides an ideal way for estimating CATE. Starting from the root 98 node containing the entire population, a tree model is constructed by recursively splitting the 99 node into two disjoint child nodes. By the end of the procedure, the subpopulations with 100 heterogeneous treatment effects are naturally presented in the leaves of the model. For each leaf 101 node, τ (x) can be estimated by calculating the ATE using only the samples within the node as 102 follows: 
where the treatment propensity e(x i ) is either known from experimental design or estimated 104 from observational data.
105
The core component of a recursive partitioning model is the splitting criterion. At each split, 106 the splitting criterion relies on a scoring function to evaluate the qualities of all potential 107 splitting points. The recursive partitioning model then makes the split at the splitting point with 108 the highest score.
109
The fitness criterion, one of the most widely adopted splitting criteria, aims to maximize the 110 fitness of the model by minimizing the mean squared error(MSE 
Relying on Equation 3, [7] proposed to utilize an alternative scoring function to estimate the 114 error as:
where τ L and τ R are the estimated treatment effects, n L and n R are the numbers of samples in 116 the left and right child node.
117
Proposed method
118
The problem of the fitness criterion C f it is that Equation 3 is only valid when the sample size is 119 sufficiently large. Unfortunately, in recursive partitioning the available sample size decreases 120 quickly as the tree grows. The problem is even more severe in many applications where 121 treatment effect estimation are required such as biological and sociology studies, where the 122 sample sizes are already small to start with.
123
Inspired by the observations in the first section, we propose that a heterogeneity criterion 124 which maximizes the differences in treatment effects of the child nodes, should be explicitly 125 considered during the recursive partitioning process. Specifically, the heterogeneity criterion 126 favors the split leading to the largest differences between the treatment effects of the two child 127 nodes:
In the following sections, we will refer the criterion in Equation 5 as Maximizing Heterogeneity 129 (MH).
130
MH is adept at identifying significant differences of treatment effects among 131 sub-populations because it explicitly rewards splitting points with large heterogeneities. As will 132 be demonstrated in the next section, using the MH criterion in recursive partitioning achieves 133 better performances than using the fitness criterion when the underlying treatment effect 134 heterogeneities are large, especially during the first few splits of the trees. Unfortunately, the 135 performance of MH may decrease when the underlying heterogeneities are small.
136
As the tree grows and the heterogeneities become smaller, MH is prone to be misled by 137 spurious heterogeneities. This is because MH does not place any consideration on the fitness of 138 the model. In other words, the MH criterion would select a splitting point with high 139 heterogeneity even if it also has high mean squared error. Consider the example of Fig. 2 , if 140 there exists another covariate gene 3 with spuriously high heterogeneity, MH will use it to split 141 and produce an unreliable model with high deviation from the truth.
142
The above problem could be avoided if the heterogeneity and the fitness are taken into 143 consideration simultaneously. As C hete identifies a splitting point with high heterogeneity, C f it 144 can be used as a quality assurance to double-check whether the splitting point also increases the 145 fitness of the model. Therefore, an ideal splitting point should achieve the highest quality in 146 terms of both the fitness criterion and the heterogeneity criterion. goal is to find a s * i from S, where both the fitness and heterogeneity of s * i are as close to their 157 maximum possible values as possible. To achieve this, we propose to utilize the -dominance 158 relationship [11] .
159
Definition 1 (ε-dominance). Score pair s i ∈ S is said to -dominate s j ∈ S for some = ( 1 , 2 ), denoted as s i > s j , if and only if:
The ε-dominance relationship provides algorithms the abilities to control the amount of 161 "tolerance" in the ordering of score pairs. Fig. 1 illustrates the comparison of ε-dominance with 162 Pareto-dominance [12] . Intuitively, in order for score pair s i to ε-dominate s j , both of s i 's 163 components must be at least larger than those of s j 's by a margin specified by ε. Therefore, by 164 specifying suitable values, MO is more resistant to the noises and outliers in the data.
165
With Definition 1, the ε-optimal set S of S is a set where all elements in S is ε-dominated 166 by at least one element of S , and all elements in S are in the Pareto-set of S: 167 Definition 2 (ε-optimal set). Let S ⊆ R 2 be a set of score vectors. Then the -splitting set S is 168 defined as follows: Comparison of Pareto-set and ε-optimal set are illustrated in Fig. 4 , the top left panel depicts 170 the elements in S and its corresponding Pareto-set, and other panels describe the ε-optimal set 171 with various ε. Compared to the Pareto-set, ε-optimal set contains significantly smaller number 172 of elements. When ε is sufficiently small, the ε-optimal set is equivalent to the Pareto-optimal 173 set [12] . 174 We now discuss how to maintain the ε-optimal set while scanning through all the potential size ( log C f it log(1+ 1) , log C hete log(1+ 2) ), and only keeps one element which are not ε-dominated by 177 others within the squares. We present the details in Algorithm 2.
178 Algorithm 2 has two important properties. Firstly it is guaranteed to converge to the 179 ε-optimal set. Secondly, it is guaranteed that at all times the algorithm only needs to deal with a 180 small number of score pairs.
181
Theorem 1. Let S be the set of all score pairs for all possible splitting points. Then the output of Algorithm 2 S is an ε-optimal set of S with bounded size:
.
182
Proof Sketch. On the coarse level, the search space is discretized into two-dimensional squares 183 of size ( log C f it log(1+ 1) , log C hete log(1+ 2) ), where each vector uniquely belongs to one of the squares.
184
Applying the ε dominance relation on these spaces, the algorithm always maintains a set of 185 non-dominated squares, thus guaranteeing the ε-optimal property. On the fine level at most one 186 element is kept as a representative vector in each square. Within a square, the representative 187 vector can only be replaced another one if it is ε-dominated, thus guaranteeing convergence.
188
The theorem indicates that the size of set S is small and irrelevant of the total number of 189 score pairs. For example, if 1 and 2 are set to 0.2, then S is guaranteed to contain less than a 190 hundred score pairs. Since Algorithm 2 needs to be executed at each split of the tree, its time Although the ε-optimal set is guaranteed to be of small size, it is still necessary to select one 195 splitting point from S . To emphasize the utility of the heterogeneity criterion, in our 196 implementation splitting points with the highest C hete scores are chosen from the set. In the next 197 section, it can be seen that this simple strategy already achieves superior performance; however, 198 the results also indicates that further improvement can be achieved with more sophisticated 199 strategies.
200
Finally, we summarize the multi-objective tree construction procedure in Algorithm 1. The 201 structure of splitting procedure remains similar to the CART [5] method. However, instead of 202 only evaluate the fitness, the multi-objective criterion computes both the C f it score and the 203 proposed C hete score at the same time. Then it updates the ε-optimal set and continues the usual 204 splitting routine.
205
Results
206
In this section we compare the proposed MH and MO methods with existing recursive 207 partitioning based heterogeneous treatment effects estimation methods: Regression Tree 208 (RT) [5] , Transformed Outcome Tree (TOT) [6] , Causal Tree (CT) [7] , T-Statistic Tree (TS) [13] . 209
Synthetic data 210
The data is generated similarly as previous studies [7, 13] . There are four simulation settings.
211
The first setting focuses on small magnitude of heterogeneities in treatment effects; the second 212 one has higher magnitude than the first; the third one is similar to the second but has 213 significantly more variables; the last one simulates non-linear treatment effects. MH is similar to the best existing methods during the first 5 splits. This confirms our previous 228 observation that MH is adept at identifying significant differences in treatment effects because it 229 maximizes heterogeneity explicitly.
230
The advantage of MH decreases when the underlying heterogeneity magnitude gets smaller. 231 In Setting 1, the simulated treatment effect heterogeneities are much smaller than other settings. 232 As a result, the performances of MH are quite similar to those of existing methods. Furthermore, 233 MH is also vulnerable to spurious heterogeneities. In Setting 1 with n = 1000, its performance 234 decrease quickly as the trees grow deeper. When n = 1000, both of MH's measurements are 235 worse than that of TOT after the 6-th splits. When n = 5000, although the RMSE values of MH 236 are relatively stable and better than existing methods, the wRMSE values of MH decrease and 237 become identical TOT.
238
MO performs better than existing methods when the underlying heterogeneities are 239 significantly large. In all four settings, it achieves the lowest RMSE and wRMSE performances 240 in both sample sizes. During the earlier splits, the performances of MO are similar to MH 241 because we prefer score pairs with higher heterogeneity when ties occur.
242
The advantage of considering heterogeneity and fitness is clearly demonstrated by 243 contrasting MO with MH when the trees grow deeper. After the first few splits, the 244 performances of MH degenerate significantly and the benefit of considering heterogeneity is 245 almost canceled because of over-fitting. In the contrary, the performances of MO continue to 246 improve when MH begins to over-fit the data. When n = 100, MO achieves significantly lower 247 error rates than MH in all four simulations settings. Although the differences are closer when the 248 sample size increases, the error rate of MO is still lower than that of MH and existing methods. 249 In most cases, the performances of existing CATE estimations methods (CT, TS, TOT) are 0.6 0.9 better than the standard regression tree (RT). However, the performances of TS are even worse 251 than RT when the number of variables is large and the sample size is not sufficient, i.e., in 252 Setting 3 when n = 1000 and n = 5000. This is because TS utilizes statistical tests to decide 253 the split, which suffer from loss of power when the dimensionality grows large. In addition, the 254 situation worsens as the sample size decreases along the tree growth.
255
It is also worth noticing that in some cases, existing methods have slightly lower wRMSE 256 values than MO. This is related to the strategy of selecting a split point from the ε-optimal set. 257 As discussed in the methods section, when there are multiple elements in the ε-optimal set, the 258 split with the highest C hete score is chosen from the set. However, if the splitting point with the 259 highest C f it score is selected, the performances of MO will improve in these circumstances, but 260 it will perform worse in other situations. This indicates an adaptive strategy for selecting 261 splitting point from the ε-optimal set can further improve the performance.
262
Different choices of ε 1 and ε 2 values have influence on the performance of MO. Fig. 7 263 illustrates how the parameter affects the performances in Setting 2 at sample size n = 5000. Heterogeneous treatment effects of radiotherapy in breast cancer patients 268
Understanding treatment effect heterogeneity is important to the life quality of cancer patients. 269 More than 50% of the breast cancer patients have received the radiotherapy treatment, equating 270 to over half a million patients worldwide each year. Although radiotherapy is effective for many 271 patients, not all of them benefit from the treatment [14] .
272
In this section we study the heterogeneous treatment effects of radiotherapy on breast cancer 273 patients. The data is obtained from the Cancer Genome Atlas (TCGA) [15] . The radiotherapy 274 status is used as the treatment indicator, the gene expression profiles are used as covariates, and 275 the relapse-free survival status is used as the outcome.
276
Comparison of CATE estimation algorithms on real-world data is not straightforward 277 because the ground truth treatment effects are not observable and the sample sizes are not large 278 enough to divide the original data into training and testing sets. With this dataset, the 279 performances are evaluated by examining whether the genes selected by each method can be 280 used to differentiate the survival probability between the radiotherapy treated and the untreated 281 patients. An independent test set [16] is used for performance evaluation by examining whether 282 the genes in the models can differentiate the survival probability between the treated and the 283 untreated patients.
284
In Table I we compare the methods by their p-values calculated from log-rank test [17] and 285 the combined p-values calculated with the Fisher's method [18] . Smaller p-values indicates that 286 the selected genes are more related to the survival probability of breast cancer patient.
287
Considering the limited sample size, we restrict the maximum tree size to 4 leaf nodes for each 288 method.
289
All genes selected by the compared methods are1 related to the heterogeneity of radiotherapy 290 treatment effects. However, as shown in the table, genes selected by MO achieve the smallest 291 p-value in all compared methods. It is clear that the genes chosen by MO are clearly the most 292 significantly related to the survival outcomes of breast cancer patients.
293
An interesting observation is that four out of six methods choose FOXF1 as the first split, 294 indicating that FOXF1 is closely related to breast cancer and the effectiveness of radiotherapy. 295 In biology research, FOXF1 has been recently identified as important cancer-related gene [19] . 296 Our findings could suggest a new direction for exploring its genetic function and contribution in 297 cancer development.
298
The treatment effect heterogeneities identified by MO are illustrated in Fig. 8 , where each 299 panel shows the survival curves comparison between radiotherapy treated and untreated patients. 300 For those patients that are categorized into the first and the second subgroups (first row), their 301 estimated treatment effects of radiotherapy are 0.22 and -0.20, respectively. As evidenced by the 302 p-values, the survival probability of the treated is significantly higher than the untreated for 303 patients in the first subgroup, and the survival probability of the treated is significantly lower RT [5] . Standard regression tree can be modified to estimate heterogeneous treatment effects [7] . 310 Specifically, the tree is constructed using the CART algorithm, and the treatment effectτ i (x) is 311 estimated according to Equation 2 using the samples within the same leaf.
312
Transformed Outcome Tree [6] . Transformed Outcome Tree (TOT) is based on the insight 313 that existing regression tree methods can be used to estimate treatment effect by utilizing a 314 transformed version of the outcome variable Y T OT i = Y i · (W i − π)/(π · (1 − π)) as the within each leaf can 317 be interpreted as the estimation of the treatment effects.
318
Causal Tree [7] . Causal Tree (CT) seeks the splitting point using the fitness criterion, but it 319 does not consider the heterogeneity. In addition, they propose to divide the training samples into 320 two disjoint parts to avoid bias in the treatment effect estimation, where the first part is used for 321 selecting split and the second part is used to estimate the treatment effects in the model.
322
Squared t-Statistic Tree [13] . squared T-Statistic tree (TS) seeks the split with the largest value for the square of the t-statistic for testing the null hypothesis that the average treatment effect is the same in the two potential leaves. The criterion is defined as:
where σ 2 is the variance of treated and untreated samples within a node.
323
C hete criterion is different from the TS criterion. Because the sample size grows smaller as 324 the tree grows, the statistical test used in [13] suffers from loss of power. Unless the subgroup 325 treatment effects are quite large, this method often fails to detect the effects in subgroups [20] . 326 In the experiments it is demonstrated that the performance of TS degenerates significantly as the 327 number of variables increases, whereas the performances of MH remain unaffected.
328
Conclusion
329
Previous studies of heterogeneous treatment effect estimation focus on improving the fitness of 330 the model, which may lead to less informative models. In this paper, we demonstrate that 331 heterogeneity needs to be considered explicitly. Moreover, heterogeneity and fitness are needed 332 simultaneously in order to achieve a reliable and informative model.
333
MH performs well when the underlying heterogeneities are large and MO performs 334 consistently better than existing ones. However, there is still much to explore. Particularly, an 335 adaptive strategy for choosing the most suitable elements from the ε-optimal set could further 336 improve the performances. 
