Accounting for socioeconomic and demographic variables as well as country specific effects, households' willingness to pay for changes in climate is revealed using European data on reported life satisfaction. Individuals located in areas with lower average levels of sunshine and higher average levels of relative humidity are less satisfied as are individuals in locations subject to significant seasonal variation in monthly mean temperatures and rain days. Ranking regions according to the preferred climates households appear strongly to favour the Mediterranean climate over the climate of Northern Europe.
Introduction
Scientific research summarised by the IPCC (2007) indicates that climate change is expected to have implications for agricultural production (particularly in Africa) as well as predominantly negative impacts for biodiversity. In addition, the increasing frequency of heat waves may lead to greater numbers of heat-related deaths. And sea levels are expected to rise threatening low-lying coastal areas.
Given knowledge of these impacts economists have attempted to perform benefit cost analysis of global GHG emissions targets.
1 But relatively little attention has been paid to certain other impacts of climate change and in particular, to the direct value to households of changes in the climate. This is a surprising omission since climate patently affects households' most basic wants, namely the need for fuel, food, clothing and shelter.
To understand better the role of climate in meeting households' needs (basic or otherwise) a number of studies have made reference to the Household Production Function (HPF) theory of Becker (1965) . According to Becker households do not consume directly marketed commodities but instead combine these with nonmarket goods using 'household production technologies' in order to generate 'service flows' and it is the latter which are of direct value to the household.
The presumed importance of an amenable climate in the production of service flows explains why households inhabiting different climates enjoy different levels of wellbeing. Particular climates imply differences in the cost of generating service flows. The HPF framework also explains why otherwise identical households exhibit different expenditure patterns. Households adjust their expenditures in order to substitute for nonmarket inputs whilst economising on the consumption of service flows whose production is dependent on the existence of certain nonmarket inputs, and whose costs of production are high in their absence.
Although logical to enquire about the cost of supplanting a hostile climate in terms of additional expenditures estimating the direct value to households of a change in climate is difficult. Partly this is because of the ubiquity of climate (arguably it is an input in the production of many diverse service flows) and partly it is due to the fact that the service 1 Integrated Assessment Models attempt to determine the optimal path for greenhouse gas emissions reductions. The seminal contribution is Nordhaus (1993) who developed a Dynamic Integrated Climate-Economy (DICE) model employing a Ramsey economic growth framework. The model includes an impacts function linking damage costs with increases in temperature.
flows themselves are not directly observable. With some justification many researchers therefore regard the HPF concept as a purely heuristic device, explaining the importance of nonmarket goods, but not providing a basis for estimating the value of changes in their availability. Researchers have therefore generally favoured alternative valuation techniques.
This paper contributes to the literature by analysing the preferences of European households for particular climates. Although these preferences arise because of the role of climate in producing service flows of value to households, our approach involves neither estimating household production functions nor estimating the demand for unobservable service flows. Instead our strategy involves examining how households inhabiting different climates, and differing also in terms of possessing incomes capable of supplanting a hostile climate, fare in terms of reported life-satisfaction.
Although previous studies have used reported life satisfaction or other measures of subjective wellbeing to analyse households' preferences for climate these suffer from certain limitations (see e.g. Van de Vliert et al 2004 or Rehdanz and Maddison 2005) . Some seek to explain cross country variations in reported life satisfaction by reference to climate variables. But within countries there is often significant variation in climate. Such papers average the climates of major population centres to obtain a 'representative' climate with uncertain consequences. Country specific studies by contrast, may be unable to identify the role played by climate variables because of insufficient variation in the variables of interest.
This paper overcomes some of the limitations of existing research by using data on life satisfaction from the 1999 / 2000 third wave of the European Values Survey (EVS). This data contains observations from 24 European countries at the NUTS level. 2 The size of NUTS regions is such that it is plausible to assume they possess homogeneous climates thereby avoiding the need for any kind of averaging procedure. Furthermore the EVS dataset includes observations from the Northern-most tip of Europe in the Arctic Ocean to its Southern-most point in the Mediterranean Sea guaranteeing significant variation in the climate.
2 NUTS stands for Nomenclature des Units Territoriales Statistiques and are classification system for dividing up the EU into regional economic territories. NUTS1 are major socio-economic regions with populations between 3 and 7 million, NUTS2 are subdivisions of NUTS1 into populations between 0.8 and 3 million and NUTS3 the smallest regions with populations between 0.15 and 0.8 million. Our dataset contains 38 NUTS1 regions, 89 NUTS2 regions and 82 NUTS3 regions.
To anticipate our main findings it appears that lower average percentage sunshine and higher average relative humidity lowers life satisfaction; as does significant intra-annual variation in monthly mean temperatures and rain days. Ranking regions according to the most preferred climate reveals that households strongly prefer the climate of the Mediterranean to that of Northern Europe.
The remainder of the paper is structured as follows. Section 2 reviews briefly other researchers' attempts to estimate the value of climate to households using a range of revealed preference valuation techniques. This section also explains in detail the reported life satisfaction approach to environmental valuation. Section 3 presents an empirical model and describes the data underlying the analysis. Section 4 econometrically analyses the impact of climate on reported life satisfaction whilst simultaneously controlling for many other variables. Section 5 estimates marginal willingness to pay for climate variables. We also create a quality of life index ranking regions' climates. Section 6 concludes. It is clear that the direct impact of climate change on households does not constitute a complete account of the socioeconomic impacts of climate change. The reason is that climate change might also affect households' incomes and commodity prices. In addition, the household may have preferences over the climates of other locations. 
Literature Review

The Hedonic Technique
Although a household cannot directly purchase nonmarket goods hedonic theory suggests that their value will be capitalised into land prices and wage rates.
In the most basic model households are assumed to maximise utility u through consumption of a marketed good x and a nonmarket good z. The household's maximisation problem is constrained by household non-labour income y and labour income w which is divided between the marketed commodity and the purchase of one unit of housing whose price h is a function of the level of the nonmarket good. The household maximises the following expression 3 Higher taxes may be required to pay for the construction of sea defences whilst climate change may cause changes in the price of food on world markets. Households may have preferences for the survival of ecosystems reliant on particular types of climate in other parts of the world. These are all examples of indirect impacts not captured by the valuation techniques discussed below.
Where λ denotes marginal utility of money. Taking the derivative with respect to z gives the following first order condition
This equation states that marginal willingness to pay (MWTP) for the nonmarket good is equal to the derivative of the hedonic price of housing with respect to the level of the nonmarket good minus the derivative of the hedonic wage with respect to the level of the nonmarket good.
This technique has been used to value a wide range of environmental goods and has been refined to deal with situations in which the number of hours and the amount of residential land purchased are choice variables and residential land and wages are subject to taxation.
For our purposes the empirical literature can be classified according to whether climate variables were included incidental to the main purpose of the study (Roback 1982 , Hoehn et al 1987 , Clark and Cosgrove 1990 , Albouy and Leibovici, 2009 or whether climate was the main focus in which case we can further distinguish between studies undertaken in the US (Hoch and Drake 1974 , Englin 1996 , Nordhaus 1996 , Mendelsohn 2001 , Albouy 2008 , Kahn 2008 and those undertaken elsewhere (Maddison and Bigano 2003 , Srinivasan and Stewart 2004 , Mueller and Sheriff 2007 , Cavailhes et al 2008 , Rehdanz and Maddison 2009 . 4 A final distinction is that some studies look for compensating differentials for climate in either the housing market (Englin 1996) or the labour market (Hoch and Drake 1974) whereas theory indicates that they can simultaneously appear in both.
With respect to valuing climate variables the hedonic technique faces some significant limitations. Rehdanz and Maddison (2009) argue that as climate varies only over relatively large geographical distances the assumption of a unified market for housing 4 Empirical applications of the hedonic technique to the task of valuing climate variables are largely concentrated in the US. The itinerant nature of the US population implies that interstate hedonic analyses can more plausibly assume the absence of barriers to mobility. And the diverse climate of the US permits researchers to estimate with greater precision the slope of the hedonic price function with respect to climate variables.
and labour becomes untenable. Furthermore inadvertently combining data from separate markets essentially fits a single regression to two or more spline functions resulting in biased estimates of the implicit prices (Straszheim 1974) .
The Household Production Function Approach
As outlined above in the HPF theory of Becker (1965) households do not consume directly marketed commodities but instead combine marketed and non marketed commodities, x and z, in order to produce 'service flows' that are of direct value to the household. Given that these service flows are not directly observable Becker's insight serves mainly to explain the presence on nonmarket goods in the utility function u
The household maximises its utility function subject to the budget constraint.
∑ ≥ px y
Where y is income and p is prices. Solving for the optimal levels of x and inserting these into the direct utility function gives the indirect utility function v
Applying Roy's theorem results in a system of Marshallian demand equations. Roy's theorem states that the derivative of the indirect utility function with respect to price v p divided by the derivative of the indirect utility function with respect to income v y yields the negative of the demand function.
Unfortunately, in order to ensure that all the parameters of the indirect utility function can be obtained from the Marshallian demand curves requires further restrictions household preferences (Bradford and Hildebrand, 1977) . 5 The CS is implicitly defined by the difference in income required to maintain wellbeing constant as the level of the nonmarket good changes from z 0 to z
Compared to the hedonic technique this approach has the advantage that one need not assume that the household is in hedonic equilibrium. The weakness of the approach is obviously, the need to assume demand dependency.
Invoking procedures identical to those used to incorporate demographic variables into systems of demand equations Maddison (2003) uses the HPF approach to estimate the value of climate to households using cross country data on household expenditure patterns.
Hypothetical Equivalence Scales
Hypothetical equivalence scales are calculated by asking survey respondents to report the minimum income necessary for their household to reach a verbally specified level of utility *. This is defined as Whilst the hypothetical equivalence scale technique does not rely on the untestable assumptions of demand dependency or the existence of hedonic equilibrium it is obviously necessary to assume that households share an identical understanding of a verbally defined standard of living.
Random Utility Models
The random utility model (RUM) assumes that households choose from a set of substitute locations characterised by different price levels, available incomes and bundles of nonmarket goods. Households move to locations offering the highest level of utility and in so doing reveal their preferences. More specifically the household will move to site i provided that
Where v is utility, p is prices, y is income and z is the level of the nonmarket good.
Cragg and Kahn (1997) use the RUM framework to analyse US migrants' choices. Willingness to pay for climate is found by calculating the amount of compensation that would be required if an individual's climate were changed.
There are two key limitations of this migration-based approach. Firstly, it is assumed there is no cost to migration. Secondly, the migrant population typically represents only a very small sample of total population so the results may not be representative.
Subjective Wellbeing
Recently economists have begun to use survey data on subjective wellbeing in order to value nonmarket goods.
6 Survey respondents are confronted with questions such as
How satisfied are you with your life on a 1 to 10 scale where 1 means completely dissatisfied and 10 means completely satisfied?
Alternatively, the question might refer, not to satisfaction, but to happiness. Interpreting the response as a measure of the utility of the respondent requires that respondents are able accurately to map their true utility onto a discrete integer scale
Where s i is the reported satisfaction of individual i and g i describes the monotonic function used by individual i to convert utility u i to reported satisfaction. In order to compare survey responses from more than one individual it is necessary to make the further assumption that all survey respondents to use a common function g to convert utility to life satisfaction
The functional relationship g between satisfaction and utility is of central importance since it raises the question how one should econometrically analyse respondents' reported life satisfaction. Given that the function g is unknown it may be prudent to assume only an ordinal association between reported satisfaction and utility. In other words if an individual reports a value of 8 we should merely assume that they are more satisfied than if they had reported a value of 7. By contrast if g were a linear function then it would be possible to estimate respondents' utility functions with OLS using s as the dependent variable.
6 Easterlin (1974) conducted the first empirical economic analysis of subjective wellbeing, estimating at both the national and international level how changes in income impact on happiness. A large literature now links subjective wellbeing to economic indicators. See Frey and Stutzer (2002) for an overview of the literature. For a recent overview of the literature focusing on environmental aspects see Welsch and Kuehling (2009). Whilst the majority of economics literature on subjective wellbeing appears to assume that satisfaction is an ordinal function of utility Ferrer-i-Carbonell and Frijters (2004) find that assuming satisfaction to be a linear function of utility does not make any significant difference to their empirical findings. Specifying
the MWTP for the nonmarket good is given by
The subjective wellbeing approach is a potentially powerful tool to estimate the value of climate to households but only a few papers have used it for this purpose. We will discuss their findings in depth.
Van der Vliert et al (2004) examine how temperature and temperature squared affect nationally averaged measures of subjective wellbeing whilst simultaneously controlling for GDP per capita. In total 55 countries were included in their analysis and for large countries temperature data was averaged over major population centres. For poor countries the paper points to an inverted U-shaped relationship between subjective wellbeing and temperature. But for rich countries the data point instead to a U-shaped relationship.
Rehdanz and Maddison (2005) conduct a cross country study for 67 countries between 1972 and 2000. 7 They test a number of different specifications for climate and find that society prefers a climate characterised by cooler temperatures in the hottest month and warmer temperatures in the coolest month. The dataset was restricted to a four-point happiness scale, aggregated by country (not at all happy, not very happy, quite happy and very happy).
7 Only a small number of studies make cross-country comparisons of subjective wellbeing. Di Tella et al (2001) analyse life satisfaction across 12 European countries. They find that unemployment and inflation reduce life satisfaction even after controlling for country specific effects. Di Tella et al remark that whilst questions relating to overall happiness as opposed to life satisfaction were available the meaning of happiness may translate somewhat imprecisely.
As explained one important shortcoming of both Van der Vliert et al (2004) and Rehdanz and Maddison (2005) paper is that they use nationally aggregated data.
In their study of Ireland Brereton et al (2008), Moro et al (2008) and Ferreira and Moro (2010) use a Geographical Information Systems approach providing highly detailed information on households' immediate surroundings including the climate. find annual average wind speed negatively impacts life satisfaction whereas higher January minimum night-time temperatures and higher July maximum daytime temperatures both increase life satisfaction. Moro et al (2008) use their regression results including climate variables to rank regions in Ireland according to their quality of life. Ferreira and Moro (2010) also find a positive coefficient for January minimum nighttime temperatures which is significant at the one percent level of confidence.
The limitation of these studies is that the small size of Ireland severely curtails the ability to identify preferences for climate variables.
Model Specification and Data Sources
The goal of the econometric analysis presented in this paper is to isolate the effect of climate variables on reported life satisfaction whilst simultaneously controlling for a range of other factors known to impact on life satisfaction. The basic model employed for this purpose is
Where s i is the reported life satisfaction of individual i measured on an integer scale, H represents a set of socioeconomic and demographic characteristics (including net household income), G represents a set of geographical variables (including country dummies but excluding climate variables) and Z represents a set of climate variables (separately identified as they are the main focus of interest). The symbol ε represents an idiosyncratic error term and γ j , δ k and δ m are parameters to be econometrically estimated. Based on the results by Ferrer-i-Carbonell and Frijters (2004) referred to above we begin our empirical analysis using OLS.
Dealing first with the dependent variable, data on reported life satisfaction are taken from the 1999 / 2000 third wave of the EVS.
9 For our purposes the key question, translated by country-specific research agencies, is
All things considered, how satisfied are you with your life as a whole these days?
Respondents were invited to give a response between 1 and 10 where 1 is "entirely dissatisfied" and 10 "completely satisfied".
Turning now to the set of socioeconomic and demographic variables we include the logarithm of net household income to account for the declining marginal utility of income. After experimentation we found it necessary to include the squared value of the logarithm of household income to improve the fit of the regressions.
In the relevant literature it is common to find evidence of a U-shaped relationship between age and the various measures of subjective wellbeing. To capture any such relationship we include both age and age squared. Gender is included to account for the possibility that females are happier than males (or vice versa). Dummy variables identify whether the respondent is the head of the household and whether they are an EU citizen. A dummy variable denotes whether the respondent is religious because religion may provide support, purpose and hope.
We include the number of individuals present in the household separately identifying four different age categories (<5, 5-12, 13-17 and >18). The demographic composition of the household is a potentially important determinant of living costs. Eight dummy variables identify the employment status of the respondent. These are full-time, parttime, self-employed, retired, housewife, student, unemployed and other.
Separate dummies identify those who are married, living together, single, divorced, separated or widowed. Dummies for educational attainment include not finished primary school, finished primary education, incomplete secondary education, completed secondary education, incomplete higher education and finished university degree. We also include the age the respondent finished their education (or how many years of education they had already completed if still in education). All these variables are taken from the EVS.
Next we turn attention to the set of geographical variables. A set of dummy variables categorises observations by settlement size (varying from <2000 to 500,000+) effectively comparing the life satisfaction of those inhabiting small towns against large cities. Elevation controls for topographical features of the NUTS regions. A dummy identifies NUTS regions bordering the sea. Latitude is included to capture the variation in hours of daylight over the annual cycle. Longitude is included to control for the fact that daylight arrives later in the Western part of any given time zone (some people have to get up and go to work in the dark which is depressing). Information on latitude and longitude refer to the centroid of each NUTS region.
Data on the population density of each NUTS region is taken from the EUROSTAT website. Lastly a set of country dummies is included accounting for amongst other things differences in prices between countries, differences in political systems, any cultural differences and possible differences in the way in which the question on life satisfaction is perceived.
Turning finally to the set of climate variables, we obtain gridded climate data for the period 1961-1990 from Mitchell et al (2003) . Using GIS software this data is aggregated to individual NUTS regions. The data include monthly averages for temperature, precipitation, frost days, relative humidity, rain days, percentage possible sunshine and wind speed.
Before proceeding any further we note several problems with the data. Respondents were not required to reveal exact figures for net household income only to identify the income decile containing their household's net income. All questions on household income were answered in national currencies. For example, Germans were asked to provide their income in Deutschmarks. These currencies were then converted into Euros. 10 We take the midpoint of the relevant net household income range for each respondent. For example, a net household income range between 20,000€ and 25,000€ was recorded as 22,500€. We address the possible problem of measurement error below.
Comprehensive climate data for Iceland is not available and that country is dropped. Data on net household income is not available for four countries: Finland, Romania, Poland and Hungary. Data on the number of individuals over-18s present in the 10 Currencies were converted to Euros using average exchange rates across the time period when the surveys were conducted in each individual country. Information was available on survey start and finish dates at the national level.
household was not available for Greece. For Greece we replace the missing values for the number of over-18s with the sample average but drop countries systematically missing data for net household incomes. Other observations are dropped for miscellaneous of reasons (typically the failure of respondents to provide answers to specific questions). In total the data consist of slightly in excess of 17,500 observations across 209 NUTS regions in 19 different countries. Table 1 provides summary statistics. 
Results
Regression results from seven different models are displayed in Tables 2 and 3 . These models are characterised by different estimation techniques and different specifications of the climate. Models 1 to 4 are based on OLS regression while Models 5 to 7 investigate different estimation techniques (ordered logit, instrumental variables). We begin by discussing the results from Model 1 in some detail. Throughout we report robust T-statistics which assume clustering at the level of the NUTS region.
The logarithm of net household income is positive whilst the square of the logarithm of net household income is negative. Both are significant at the one percent level confirming the importance of net household income to life satisfaction. The negative sign on the quadratic term for the logarithm of net household income implies the existence of a point where additional net household income fails to increase further life satisfaction.
Being a citizen of the country in which one is resident has a positive effect on life satisfaction and is statistically significant at the one percent level of confidence. Consistent with earlier studies the coefficients on age and age squared are respectively negative and positive. Together these point to a U-shaped relationship between life satisfaction and age and indicate that life satisfaction is at a minimum around middle age.
The coefficient for religion is positive and significant at the one percent level of confidence. Males appear to be less satisfied with their lives than females. The number of children does not have a statistically significant effect on life satisfaction and, somewhat surprisingly, neither does the number of people in each different age category present in the household.
Being the head of the household has no statistically significant impact on life satisfaction. Individuals who live with their parents are statistically speaking no different to those who do not in terms of life satisfaction. Married people are more satisfied with their lives than those who are single. Those who are divorced, separated or widowed are less satisfied than those who are single. People who are living together are no different from those who are single in terms of life satisfaction.
Consistent with earlier studies unemployment has a large and negative impact on satisfaction compared to the category 'other'. By contrast those who are self-employed or who are retired have higher life satisfaction. The negative coefficient on all education levels apart from the highest level possible indicates that those who have obtained a University degree enjoy greater life satisfaction. The variable describing the age the respondent finished education and its squared value are not statistically significant.
Turning to the geographical variables, the coastline dummy is negative but significant only at the ten percent level of confidence. Population density is negative and significant at the one percent level of confidence. Amongst other things this variable may capture households' preferences for air quality, noise nuisance and other disamenities associated with urban living. Whilst latitude has no statistically significant impact on life satisfaction longitude is negative and significant at the five percent level of confidence. Elevation has no significant impact on life satisfaction.
Interestingly none of the climate variables (annual averages for temperature, relative humidity, percentage sunshine, wind speed as well as annual totals for rain days, frost days and precipitation) are individually significant even at the ten percent level of confidence. A joint F-test on the slopes of the climate variables is also insignificant.
Model 2 adds quadratic terms for all of the climate variables. There no notable changes in the coefficients of the control variables or their significance occur and we do not discuss these any further. The R-squared increases only marginally. Total rain days and its squared value now become significant at the one percent level of confidence. The joint F-test for the climate variables and their squares remains insignificant at the ten percent level of confidence.
Model 3 drops the squared terms and replaces them with the standard deviation of the monthly values for each of the seven climate variables. 11 For example, the standard deviation σ T of monthly mean temperature T is given by
.. The R-squared value improves markedly in relation to Model 2. The inclusion of standard deviations also has a profound effect on the perceived importance of climate variables which are now jointly significant at the one percent level of significance. Separate group significance tests for annual values of climate variables and standard deviations are also significant at the one percent level.
Higher relative humidity has a negative effect on life satisfaction whilst a greater percentage of possible sunshine improves life satisfaction. Both these climate variables are individually significant at the one percent level of confidence. Large standard deviations in monthly mean temperatures and the number of rain days reduce life satisfaction. Both variables are statistically significant at the one percent level of confidence. No other climate variables are significant.
Given the apparent importance of standard deviations Model 4 reinstates the squared terms in case they too are now important. But they remain jointly insignificant even at the ten percent level of confidence.
So far it has been assumed that OLS is a suitable estimator for life satisfaction. This requires the assumption that the function g, used by individuals to convert utility to reported satisfaction, is linear. Using the Ordered Logit estimator Model 5 in Table 3 , based on Model 3, assumes instead only an ordinal relationship between utility and reported satisfaction. This generates only very small changes to the coefficients reported for Model 3 the most notable of which is a slight change in the magnitude of the coefficients on the logarithm of net household income and the logarithm of net household income squared. There is little change in the coefficients of the climate variables, barring the coefficient on the standard deviation of rain days which increases slightly. The absence of any major differences implies that OLS is a suitable estimator.
Model 6 estimates Model 3 again using instrumental variables (IVs) to deal with possible errors in the measurement of net household income. These might arise because net household income is reported only in terms of income deciles. IVs deal with measurement error by finding a variable which is correlated with actual income but not with the measurement error. This results in consistent parameter estimates.
Constructing suitable IVs is relatively straightforward in a panel study where lagged values of net household income may suffice (Oswald and Powdthavee 2008) . Such an approach is not possible in a cross sectional dataset and our IVs are the logarithm of average net household income of all other survey respondents belonging to the same NUTS region and the logarithm of average net household income of all other survey respondents belonging to the same NUTS region squared.
We evaluate the IVs by means of a Durbin-Wu-Hausman test (Davidson and MacKinnon 1993) . This test involves obtaining residuals from an auxiliary regression of the IVs against the variables potentially afflicted by measurement error. The residuals from the auxiliary regressions are then added as additional explanatory variables into the main OLS regression. A joint test of significance of the residuals is statistically insignificant at the ten percent level of confidence. This confirms that any measurement error associated with net household income does not significantly impact on the results. Easterlin (1974) commented on the possibility that subjective wellbeing might depend on individuals' reference income. Whilst some researchers (e.g. Layard et al 2009) find evidence that reference income is important others do not (e.g. Stevenson and Wolfers 2008) . In order to test for the importance of reference income we include in Model 7 the difference between net household income and average net household income for the NUTS region. This variable is statistically insignificant at the ten percent level of confidence. 
Discussion
One of our objectives is to measure in monetary terms European households' preferences for particular types of climate. Our approach however also permits us to describe preferences for climate directly in terms of utility as opposed to money. Depending on the audience (Economists versus non-Economists) non-monetary measures of households' preferences may find greater acceptability. In this section we report estimates for marginal changes in monetary terms along with a non-monetary indicator of households' preferences for climate. Table 4 are based on the coefficients of Model 3 which is the preferred model. It is difficult readily to compare these MWTP estimates with equivalent estimates from elsewhere. One reason is that other studies into the MWTP for climate variables have used alternative, generally far simpler specifications of the climate than the one adopted here. But because climate variables are often highly correlated such a strategy risks wrongly attributing to one climate variable variation more correctly attributed to another. A second obstacle to comparing the results of different studies is the fact that researchers have often measured particular variables in different ways e.g. annual mean temperature versus heating and cooling degree days versus January and July maximum daytime temperatures. A further reason why it is difficult to compare these results to those of other studies is because of differences in geographical context and socioeconomic development, particularly if MWTP is related to income.
Despite these difficulties it is possible to make a number of interesting observations. To begin with, and in spite of the fact that annual mean temperature and annual precipitation are included in many studies of the value of the climate, in neither case is MWTP statistically significant even at the ten percent level of confidence. It is of course important to avoid the trap of assuming that because a variable is not statistically significant it is therefore unimportant. Temperature and precipitation might be very important but MWTP estimates for these variables are not sufficiently precise to exclude the possibility that MWTP is zero.
In complete contrast MWTP for relative humidity and percentage of possible sunshine are statistically significant at the one percent level of confidence. More specifically, the average European household would be willing to pay 1,471€ to increase the amount of sunshine by a single percentage point (the corresponding 95 percent confidence interval ranges from 370.45€ to 2,570.70€). A one percentage point increase in average relative humidity is worth -1,928€ to the average European household (the corresponding 95 percent confidence interval ranges from -468.91€ to -3,386.59€).
Many studies into the value of the climate omit both relative humidity and sunshine. But it is interesting to note that the study of Blomquist et al (1988) which includes both of these variables, also finds that MWTP for sunshine is positive ($48.42 per percentage point) and MWTP for relative humidity is negative ($43.42 per percentage point).
12
Our analysis includes a number of variables that are clearly related such as average mean temperature and the number of frost days, and annual precipitation and the number of rain days. MWTP estimates for these climate variables are not statistically significant even at the ten percent level of confidence. 13 At the same time however, the standard deviation in monthly mean temperatures is statistically significant at the one percent level of confidence as is the standard deviation in the monthly number of rain days. The implication is that households prefer a situation in which temperature is approximately constant throughout the year rather than very cold in some months and very hot in other months.
14
The preference for climates not characterised by annual extremes of temperature is noted in other studies. In their hedonic analysis of the climate of Germany Rehdanz and Maddison (2009) find that the implicit price of mean January temperatures is positive but the implicit price of July temperatures is negative. For Munich, the city closest to the mean sample latitude of the respondents in our study, they place MWTP for mean 12 In psychiatry research interest revolves around the possible use of bright light therapy for the treatment of non seasonal depression (see e.g. Tuunainen et al 2004) . 13 Srinivasan and Stewart (2004) conduct a hedonic analysis of households in England and Wales.
They find that hours of sunshine has a positive effect on house prices whereas temperature, precipitation and frost days are all insignificant. 14 Although latitude and the standard deviation in monthly mean temperatures are correlated latitude is included as a separate control in the regression equation.
January temperature at 1,568DM. The estimated MWTP for mean July temperatures for Munich is -1,927DM.
15
The finding that households prefer climates where the number of rain days per month is approximately equal rather than climates characterised by very wet months followed by very dry months appears new to the literature. Englin (1996) presents a hedonic analysis with a positive and statistically significant implicit price for seasonal variation in precipitation. But his analysis relates only to Washington State and to precipitation instead of rain days which are excluded from his analysis.
16
Methodologically our research has most in common with Brereton et al (2007) and Ferreira and Moro (2010) . Although large, the magnitude of our MWTP estimates actually appears conservative compared to the findings of Ferreira and Moro (2010) who estimate the MWTP for January mean daily temperatures for the average household in Ireland to be 15,585€. And whilst Brereton et al (2007) do not present MWTP estimates for climate variables it is easy to construct them using the regression coefficient on minimum January temperatures (0.8082) and the coefficient on income (0.2649). Combining this information with the sample mean value for net household income in our study gives a MWTP for minimum January temperatures of 48,643€, which is over three times net household income. Brereton et al (2007) do not include relative humidity in their analysis and sunshine is statistically insignificant at the 10 percent level of confidence. Ferreira and Moro (2010) omit both variables.
We now consider a non-monetary indicator of households' preferences for climate. Rehdanz and Maddison's (2005) global study also finds strong preferences for warmer temperatures in the coldest month and cooler temperatures in the hottest month. 16 Most studies appear to employ precipitation rather than the number of rain days.
The QOC index for a country is obtained by averaging the QOC in the country's j constituent regions
The resultant country ranking reveals that Mediterranean countries appear to have the best climate and Scandinavian countries have the worst. In our dataset the country with the best climate is Spain and the country with the worst climate is Sweden. Our QOC index differs in a fundamental way from other indices which combine environmental indicators using weights that are mostly based on expert judgement. Blomquist et al (1988) construct a quality of life (QOL) index for 253 US counties using implicit prices from hedonic wage rate and hedonic house price regressions. Counties are ranked on the basis of climate, environmental quality and public goods. Their QOC index has the highest rank order correlation with overall QOL suggesting that climate is the most important determinant of QOL. 
Conclusions
Previous researchers have often used the hedonic technique to answer questions about the value of climate to households. Far fewer researchers have attempted to explore the value of climate using survey data on life satisfaction. Economic research on life satisfaction has instead focussed on the impact of economic growth and on economic variables such as inflation and unemployment.
In this paper we use survey data on life satisfaction to determine the value of climate to European households. We do so using NUTS level data over an area sufficiently large to ensure significant variation in climate. Compared to other studies of the value of climate to households we include a far more comprehensive set of climate variables. We also investigate households' preferences for intra-annual variation in climate variables.
European households prefer more sunshine and lower relative humidity. Households also derive satisfaction from climates characterised by lower intra-annual variation in temperature and rain days. Annual mean temperature and annual precipitation have no statistically significant effect on reported life satisfaction.
Our analysis allows us to rank regions and therefore countries in terms of the quality of their climate. We find that it is not just the classic Mediterranean climate that promotes life satisfaction. Regions where winter sports are possible also lead to high levels of life satisfaction. The climate of Scandinavia is associated with low levels of life satisfaction.
In the future researchers could use this approach to provide different quality of life indices for different socioeconomic groups. There is no reason why different groups should rank environmental indicators or particular climates in exactly the same way. It would also be interesting to combine these results with scenario data on climate change in order to determine the regional impact of climate change in terms of increases and decreases in life satisfaction. 
