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The basic need for safe, efficient, coveted and comparably less pollution prone form of 
energy is the prime factor in motivating the people to use electrical energy. The per capita 
energy consumption has been the index of overall development of a country in recent years. 
With developing trends and enormous growth in population, the demand for electrical energy 
has been increasing exponentially over the years. The power engineers are motivated to 
install increasingly large capacity generating stations and higher sizes of generating units to 
cope with these situations. Moreover, sharing benefits of utilizing variability in generation 
mixes and load patterns has further motivated engineers to operate the entire power system in 
interconnected manner meeting economical, technical and environmental constraints. 
Besides their merits, the rapid advancement in the application of EHVAC/UHVAC/HVDC 
transmission networks as system interconnection has contributed further to the power system 
complexities. Therefore, the entire system needs a careful planning and poses multifarious 
operational and control problems of such complex systems to utility engineers. From an 
engineering point of view, the main goal of power engineers is to provide electrical energy 
achieving the requirements of quality, reliability and economy as the main objectives. Since 
no ideal combination of the three above-mentioned objectives exists, the effort must be 
centralized to achieve a unique combination to obtain an optimal system performance. To 
achieve this goal, the power utilities need efficient tools and aids to ensure that electrical 
energy of desired quality can be provided at the lowest cost to the consumers. The 
operational and control philosophies of present day power systems have tremendously 
changed over last few decades from their earlier classical approaches to the application of 
modem control approaches. Modem ECC have to be designed to perform a broad range of 
control functions for an efficient, economic and reliable operation of the system. The various 
operational and control actions envisaged at different levels are highlighted in the ensuing. 
1.1. OPERATIONAL AND CONTROL PROBLEMS 
The actual operation of a power system may exist in one of the four operating states 
namely, normal state, alert state, emergency state and the restorative state as shown in 
Fig.(l.l). The main objective for operation is to keep the normal state as long as possible 
which can be achieved by fulfilling the following conditions [1]; 
(i) all the load demands are met and the load flow equations are satisfied, 
(ii) the frequency is constant. 
(iii) the bus voltage magnitudes are within narrow prescribed limits 
(iv) no power system element is overloaded. 
Fig. (1.1): Power system operational states 
Generally most of the time the system remains in its normal operating state. Some 
times during normal operating conditions, a power system may face a contingency 
condition, such as total or partial outage of an area generation or of a transmission line, loss 
of a transformer and a sudden increase or decrease of the power demand on the system. At 
this stage the knowledge of highly probable contingencies helps in enhancing the system 
security. Therefore, the security assessment and its enhancement constitute an important part 
of the planning and operation of power systems. However, in the wake of these 
contingencies, the system security level is reduced and the system enters in alert or 
emergency state. The system remains stable and the operating constraints are satisfied in the 
alert state. The abnormal voltage and frequency may be caused which can be tolerated for 
some time. The system may therefore be brought in to normal operating state by preventive 
controls such as aiding the generation from stand-by generating units. If additional 
contingency takes place while system being in alert state i.e. loss of another generating unit 
or tripping of another transmission line causing the overloading of a line, the system would 
now enter in emergency state. By means of emergency controls the overloading is prevented. 
In case of failure of emergency controls, the overloaded line has to be tripped and the system 
may completely be shutdown. To some extent, the system can be restored by load shedding. 
If system collapses, the restoration involves rescheduling of active and reactive power unit 
constraints, resynchronization and gradual load pickup. During restoration of system in 
normal state, the system may deviate from its economic generation criterion. Furthermore, a 
fast and smooth restoration of system is appreciable. 
The power system has its variable characteristics in terms of production, transmission, 
distribution and consumption. The peculiarities of the equipment as well as physical and 
legally imposed constraints also vary to a great extent. Therefore, there exists no specific 
method for determining the operation of such power systems with diversified characteristics 
but there are certain norms laid down by each power utility which must be followed by 
its control centre for their successful operation. The main system operation and control 
can be grouped in major groups, reflecting the time horizon [1]. Moreover, the management 
and control of such power system from the power system control centre is a complex process 
requiring interaction between many levels of conmiand hierarchy and on vastly varying 
time scales. The main elements of the control hierarchy and the approximate time scale on 
which it operates may be described by Fig.(1.2). 
From the inspection of time scale of hierarchical control structure which is also 
responsible for the functional hierarchy of the control system, it is evident that the overall 
control process is being carried out manually as well as automatically through analogue as 
well as digital computers. Indeed, manual control is generally slower than automatic control. 
The availability of large scale process control computers enables power engineers to consider 
the implementation of digital computers for many levels which were previously under 
manual or analogue control schemes. However, there is still much scope for automatic 
control at the management level also besides at fast time control levels. The higher levels 
of control are ranging from few hours to ten years, to a great extent, involve a slower time 
scales. The maintenance scheduling and system planning do not strictly fall in to the category 
of control problems. Although these are implemented manually but frequently require 
extensive off-line computations to assess the effects of network availability or extension. 
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Fig. (1.2): Time hierarchy of power system operational and control problems 
Plant ordering or UC problem is to calculate the minimum cost houriy generation schedule 
of each units, availability for generation, for a period of one week, preferably is executed as 
off-line tasks. The UC have now been carried out by few control centres with the help of 
digital computers. 
Treating the power system operational control problem in the real time environment, a 
shorter time perspective accomplished by the main on-line functions can be viewed in a multi 
level control hierarchy. In this control hierarchy, the long term tasks like planning, system 
maintenance and unit commitment, which preferably are executed as off-line tasks, are not 
considered. 
The first level control i.e. local control is at the lowest level of time horizon. It is the 
fundamental to the operation of power system. It has been of esteem importance for power 
system engineers over the years. The fast control of voltage regulation, excitation control and 
fault isolation is required while dealing with local control. Due to various technical and 
economic reasons, it is obvious to keep the system frequency constant. For meeting this 
requirement, matching the generation and consumption of power system at every moment is 
essential. In short term it is achieved by the turbine governors adjusting power input to the 
system in response to frequency deviations. This is the only type of control needed on an 
isolated system. For complex and dispersed power systems, more than one generator has to 
participate in the frequency control or frequency stabilization. Due to different dynamic 
characteristics of the participating units causing oscillations in the network leading to 
network stability problems, another concept had been infroduced in which each unit 
participating in the frequency control has a regulator in which frequency deviation is fed 
back only by means of a proportional regulator. 
In this concept, if a certain control error exists, it should be taken care of. This error is 
taken care of from a secondary control discussed in the ensuing section. The local control is 
generally carried out with analog equipment which acts instantaneously. Today, these 
regulators are being replaced by digital or computerized systems but still fast acting 
equipment. All generating units have a sophisticated local control equipment ( or turbine 
governor). 
The second level control is AGC or as it was previously termed as LFC. The main 
objective of AGC is to match the generated active power to the varying load demand, 
keeping the system frequency and net power exchanges close to scheduled values. In an 
interconnected power system, the interconnections with in the area are very strong and 
between areas are rather weak. In the wake of disturbance due to load increase, the system 
frequency decreases, which initiates the operation of the local frequency controller of the 
turbine governing system of the individual power units in all areas and the new steady state is 
reached after a short time, leaving the system frequency and power exchanges between areas 
at a new set point different from preselected setpoints. At this moment, the operation of AGC 
is initiated to reset the resulting imbalance. 
Power system operational mode is functionally related to the type, magnitude and 
location of disturbance occurred in the system and plays an important role for effective 
implementation of AGC. Normally three classes of disturbances can be identified in power 
systems based on magnitude and location of disturbance. The control action is dependent on 
disturbance identification : small ( less than 2% of rated area capacity), moderately large 
( 2% to 5%) and large (more than 5%) and also in identifying whether it originated in control 
area or elsewhere for large disturbances. In normal mode of operation, the load disturbances 
are such that each area is capable of taking care of load variations by itself. Such load 
variations are small and are identified as class I type disturbances. The control action 
required by AGC regulator is to change the generation meeting the economic dispatch 
objective. However, it is important to emphasize that for small random load disturbances no 
control action is required and therefore, filtering to smooth system variable estimates must be 
adhered, thus reducing chasing of small random load disturbances. 
In moderately large disturbance category identified as class II type disturbances, a 
further distinction may be made on the basis of area of occurrence of disturbance i.e. base 
area or other area. There may be instants when some control action is required for 
disturbances in the areas other than area of disturbance. In case of load disturbances of class 
II type occurring in base area, the control action is essentially needed and it is recommended 
for reasons of security and economics. Some support from other areas over interconnections 
will always be required. However, in both situations, a faster control strategy is aimed. Thus 
in case of class I and class II types of disturbances in large interconnected power systems, the 
system can maintain its steady state performance through the implementation of AGC 
scheme. 
In case of large disturbances identified as class III type disturbance occurrence in base 
area, the control objective is the allocation of the spinning reserve. In this class of 
disturbance, allocation of spinning reserve has to be done ON-line in advance ahead of time 
thereby adapting the generation to varying load demand and associated contingencies. 
The third control level includes the economic dispatch. The optimal operation of power 
system is considered based on economic criterion and economic dispatch has been adopted 
for this job and widely accepted by utilities for its implementation in their computer aided 
dispatch centres. In economic dispatch, the optimal output allocation for each unit is 
calculated so that the overall fuel cost is minimized subject to various system operating 
constraints. In time hierarchy, usually the economic dispatch is executed after every 5-10 
minutes. One of the objectives of optimal AGC is to share the generation in the most 
economic fashion hence to meet this objective with other objectives of AGC, economic 
dispatch has to be carried out in conjunction with AGC subject to system constraints. 
Generally, in power system, besides the economic operation and reliability, the minimal 
impact on environment due to power system functioning is also an objective of prime 
importance which is to be achieved. The environmental pollutants contributed by fossil -fired 
electric power plants are very much related with the real power generation. The objective of 
economic/optimal generation dispatch is to minimize the total generation cost of an 
integrated power system but in present power scenario, to fulfill environmental regulations 
enforced by the environmentalists/government in recent years, emission control has become 
one of the important objectives to be incorporated while designing economic generation 
dispatch control strategy. 
Next level control involves is the security analysis and control. As discussed earlier in 
this section that following the development of an abnormal operating condition in a power 
system, the security level falls below a certain limit of adequacy. Some preventive actions 
such as generation shifting or security dispatch or increased reserves are required. The 
commonly known strategy is generation scheduling which may offer a generation pattern for 
generating units for secure system operation which may be different from that dictated by 
economic generation criterion. Thus co-ordination of cost and security appears as an 
operational problem for such systems. 
From the foregoing discussions, it can be concluded that objectives of overall control in 
power systems is to minimize the cost of generated power while maintaining its quality and 
satisfying the system security constraints. In the event of availability of an appropriate 
control scheme, selection of proper approach for its effective implementation on a particular 
system has a vital role. 
The basic concept of the control problem of a system is to achieve the specific 
objectives for which the system is meant while operating the system within limitations 
imposed by physical and technical system constraints. The conventional classical control 
techniques primarily based on the frequency domain analysis are usually reserved for linear 
time-invariant single input - single output systems and allow the designer greater freedom for 
intuition and experience. Thirty years of work by a number of control engineers namely 
Bode, Nyquist, and Black have established links between the frequency response of a control 
system and its closed-loop transient performance in the time domain. The modem control 
theory applies the time domain approach for the problem formulation rather than frequency 
domain approach which is well known as state space approach. Using this approach linear 
time-invariant controllable and observable systems can be designed to achieve any target 
requirement to a great degree of accuracy by state feedback control methods. This approach 
is well suited for its real time implementation through digital computers and consists of some 
minimum set of variables which are essential for completely describing the internal status of 
the system. 
The design of system regulators based on the classical control theory, in general do not 
yield optimal system performance, where as the regulator design using optimal control 
theory on the other hand, enables the designers to have optimal system design with respect to 
given performance criteria. The important feature of modem optimal control is the 
establishment of analytic PIx for the system and its optimization makes the system control 
more meaningful in the sense of its optimality. 
The growth in the size of power systems at present scenario has increased enormously 
due to exponential rise in demand for electrical energy with the rising development trends. 
The motive of providing electric energy at reasonable costs coupled with the depleting 
reserves of non-renewable energy sources has led to the installation of power generating 
stations-predominantly fossil-fuel fired thermal stations at minemouths which are at remote 
distances from the load centres. Environmental considerations are vital factors for the siting 
of nuclear power stations at a safe distance from human living areas. Large hydro stations 
are invariably at remote distances of hundreds of kilometres from load centres. Due to cost 
effective power generation at remote locations and sharing of benefits in utilizing variability 
in generation mixes and load patterns and other technological reasons, most of the systems 
are interconnected electrically in to vast power grids which are subdivided into regional 
operating groups called power pools. Each power system within such a power pool operates 
technically and economically independently, but is contractually tied to the other pool 
members in respect to certain generation and scheduling features. This led to the evolution of 
interconnected power systems consisting of a wide variety of generating units. Therefore, 
there is a further requirement of such transmission links which are capable of exchanging the 
large chunk of electrical power between widely spread power pools effectively and 
efficiently. Till seventies, this requirement was fulfilled by EHVAC transmission systems. 
Besides the other problems encountered with EHVAC interconnection between the power 
systems particularly in long distance transmission, the major problems associated with these 
lines are; 
(i) the presence of large power oscillations which can lead to frequent tripping 
(ii) increase in fault level 
(iii) transmission of disturbances from one system to the other deteriorating the overall 
system dynamic performance. 
To combat these problems, HVDC transmission has emerged on power scenario due to 
its numerous economical and technical advantages over EHVAC transmission especially for 
controlled transfer of power between areas operating even at different frequencies to enhance 
transient and dynamic stability in the associated AC networks, for fast control to limit fault 
currents in HVDC lines and to reduce ROW requirements. Many HVDC transmission lines 
are commissioned all over the world and several HVDC projects are envisaged in ensuing 
years. One of the major applications of HVDC transmission is operating a HVDC link in 
parallel with an EHVAC link interconnecting two control areas. With these developments, 
undoubtedly to an extent, the power utilities are capable to fulfill the requirements of good 
quality of electric power supply to consumers but on the other hand, the complexity of power 
systems has increased thereby. The operation and control of these interconnected power 
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systems is no longer a simple task for power engineers. In the ensuing, an important control 
aspect i.e. AGC of interconnected power systems is highlighted. 
1.2. AUTOMATIC GENERATION CONTROL (AGC) PROBLEM 
For successful operation of interconnected power system, total generation should match 
with total load demand and associated system losses. Due to ever present load perturbations, 
these systems may experience deviations in nominal system frequency and scheduled power 
exchanges to other areas which may yield undesirable effects. The control hierarchy for this 
has already been highlighted in the abovementioned discussion. The most important organ in 
the control hierarchy is AGC which has the following objectives; 
(i) matching generation to load demands, 
(ii) adjusting the frequency at every instant to its scheduled value, 
(iii) the power system being divided into number of areas, adjusting tie-line power exchange 
to its scheduled value, 
(iv) within each area, sharing generation in the most economic way. 
The AGC concept spans about more than 30 years. This is based on tie-line load bias 
control concept. There are two variables of interest namely, frequency and tie-line power 
exchanges. Their variations are weighted together by a linear combination to a single 
variable called ACE. In conventional control strategy, P-I type control is implemented 
which can be mathematically expressed as; 
Ui (t) = Cp * ACEi + (1/TN) 1 ACEi dt (1.1) 
The gains C? and 1/ TN determine the speed of response[2]. In early days, the AGC 
strategies were based on analog schemes. With the advent of digital computers, the AGC 
schemes were considered in digital form and hence it was possible to add other facilities, 
such as time error corrections and inadvertent interchanges, to the AGC concept. Practical 
experience has shown that a fixed setting of the three parameters namely, frequency bias 
coefficient, and the gains Cp and TN can not cover the needs for all operating conditions, 
although the conventional approach is very simple. 
The proportional and integral feedback gains selected in conventional control scheme 
are not based on any specific criterion, but are calculated on the basis of operating 
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experience. With the development of modem control theory, several concepts regarding 
AGC have been proposed which has numerous merits over the simple tie-lie load bias control 
concept. The application of modem control theory has been extended to carry optimal AGC 
problems to obtain an optimum system performance. Here the optimal feedback gains are 
obtained with respect to minimization of a selected performance criterion so as to regulate 
the system at a desired operating level. The implementation of AGC regulators designed 
based on optimal control theory offers an appreciably improved system dynamic 
performance as compared to that obtained with conventional AGC regulators. 
In formulating the optimal AGC problem, the power system dynamic behaviour is 
represented by a set of non-linear differential equations and a quadratic performance index is 
defined in terms of system state and control variables which is to be minimized subject to 
system dynamic constraints. Finally, an optimal control feedback law is obtained by solving 
a resulting non-linear matrix Riccati equation using suitable computational technique. 
Generally, the controllers are designed considering nominal plant parameter values about 
which the system has been linearized. In practice, plant parameters are subjected to 
variations in their nominal values due to aging, environmental effects and other inaccuracies. 
In power systems, area load level changes may cause these parameters to deviate from their 
nominal values. Therefore, consideration of sensitivity to parameter variations is of utmost 
importance. The AGC regulator design techniques to achieve minimal sensitivity to such 
parameter variations are normally based on eigenvalue sensitivity, modal insensitivity, 
trajectory sensitivity and performance index sensitivity minimization approaches [3-5]. 
The trajectory sensitivity is a variation of a state trajectory due to first order variation 
of a parameter of the system. The approach involves minimization of a norm which is 
derived from trajectory dispersion from nominal trajectory in the wake of parameter 
variation. Accordingly, a complex controller is designed including sensitivity model to 
generate signal for feedback purposes. In case of multi-parameter variations, the state vector 
is augmented with a sensitivity vector function for each parameter variation. This approach is 
more practical and realistic as the dispersion of trajectories are directly involved in the 
problem formulation but its design procedure leads to increased computational complexities 
as number of varying parameters increases. 
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The eigenvalue sensitivity approach aims to synthesize feedback control law such that 
prespecified closed-loop eigenvalues are insensitive to system parameter variations. The 
approach requires a careful engineering judgment and is impractical to apply for large order 
sensitivity. Moreover, it also lacks in incorporating the effect of eigenvectors on various 
response modes. Through modal sensitivity approach the response mode shapes are made 
insensitive to small system parameter variations by assigning closed-loop system eigenvalues 
and eigenvectors arbitrarily with additional constraint of response modes being insensitive to 
parameter variations. 
hi performance index sensitivity approach, the performance index is modified to 
include the effect of parameter variations and the control law is obtained using an 
optimization technique. The trajectory dispersions in the wake of parameter variations are 
minimized with the implementation of designed system controller. The approach circumvents 
the problem of high order and is applicable to multiparameter variation cases with low 
storage and computational requirements. However, it usually requires trial and error 
procediire and hence is tedious to specify meaningful sensitivity features. Therefore, search 
for technique to design optimal AGC regulators which overcomes these limitations is worth 
investigating. 
Recently, a system regulator design technique based on unity rank control concept has 
been proposed to design robust AGC regulators for the power systems having large order 
parameter variations from their nominal values. The technique involves only the bounds 
rather than the actual values of parameter uncertainties. The proposed technique offers simple 
controller structure and involves the modification of MR EQN for its solution. Many 
techniques are proposed for the solution of MR EQN in the literature with their merits and 
demerits. Therefore, a considerable attention is inevitable to carry out the efforts to propose 
effective solution technique to get the fast and more reliable solution of MR EQN. 
The use of HVDC link for power transmission has various technical and economical 
advantages over the EHV AC transmission systems as discussed in section 1.1 earlier. Due to 
these merits, the HVDC link has been utilized for various applications in power systems. The 
major and most important use of HVDC link is its operation in parallel with AC transmission 
link/links between two power networks which results in increased stability margins and better 
damping effects on transmission link and associated AC power networks. With increased 
stability margins, the existing transmission lines could be used to transmit power at levels 
that are close*- to their thermal and surge impedance loading capabilities. The study of 
intercormected power systems with parallel EHV AC/HVDC links has always been 
important for power engineers. The different configurations of power system and various 
control strategies based on conventional, linear optimal, sub-optimal, modal control concepts 
etc. have been considered for AGC studies. The implementation of these studies result in a 
favourable effect on overall damping of the system. 
The AGC of interconnected power systems with asynchronous tie-lines ofifers a new 
and challenging problem in the control of power systems due to its complex organizational 
structure. The concept of multilevel control is well suited for the large-scale power systems 
where different kinds of controls at various levels are required for efficient and economic 
control. Then, the AGC can be treated as a multi-level optimal control problem. Considering 
this, the AGC scheme has been tested on intercormected 2-area power systems with 
asynchronous tie-lines. The test results show that using the DC power flow as a control 
variable in AGC strategy justified to be an effective means for improving power system 
dynamic performance and achieving the goals of AGC successfully in the wake of load 
disturbances in the system. The system dynamic performance can be improved using the DC 
power flow as a state variable as well. 
1.3. OBJECTIVES OF THE THESIS 
Keeping in view, the foregoing discussion, the objectives of the thesis are set forth as 
follows: 
(i) to propose optimal AGC regulator design using full state vector feedback control 
strategy considering 2-area intercormected power systems having plants with similar 
and widely different characteristics as; 
(a) 2 -identical areas with reheat thermal power plants. 
(b) 2 -identical areas with hydroelectric plants and 
(c) 2- unidentical areas with reheat thermal and hydro plants. 
(ii) to demonstrate the effectiveness of the proposed optimal regulator designs in the wake 
of 1% step load perturbation in either area. A comprehensive study of system 
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dynamic performance has been carried out by obtaining the system closed loop 
eigenvalues and time response plots in all case studies, 
(iii) to advocate the power system area interconnections with EHVAC link in parallel with 
HVDC link. Through the implementation of designed optimal AGC regulators, the 
appreciable improvement has been demonstrated by using the HVDC transmission 
link in parallel EHVAC link as an area interconnection as compared to that obtained 
with considering the system interconnection as EHVAC link only. The HVDC link is 
considered to be operated in constant current control mode. The incremental HVDC 
link power flow is modelled by considering it as a fiinction of; 
(a) frequency deviation at rectifier end only 
(b) frequency deviations at both rectifier and inverter ends. 
The comparative study of system dynamic performance carried out shows that 
the implementation of optimal AGC regulators designed considering the model of 
incremental HVDC link power flow stated above in (b) gives rise to a superior system 
dynamic performance over that stated above in (a). 
(iv) the optimal AGC regulator designs using feedbacks of all the states which may or may 
not be accessible and available for measurement pose problems for their practical 
realization and implementation. Hence the efforts have been carried out to propose 
sub-optimal AGC regulators using only feedback of states which are available as 
output variables only thereby enhancing the feasibility of implementation of such 
AGC regulators. 
(v) to propose optimal AGC regulators incorporating sensitivity to system parameter 
variations. The unity rank contol concept [6 ] is discussed for the design of optimal 
AGC regulators which are insensitive to system parameter uncertainties varying over 
a wide range. The uncertainties in the parameters associated with transmission links 
like, synchronizing coefficient of EHVAC link and time constant of HVDC link are 
considered. The implementation of these regulators show a considerable improvement 
even in the nominal system dynamic performance besides improving off-nominal 
system performance. 
15 
1.4. CHAPTERWISE SUMMARY 
The brief description of the chapterwise contents of the work reported in this thesis is 
outUned as: 
Chapter 1 introduces the need for interconnected power systems, associated operational 
and control problems, transmission through HVDC links and its application to operate in 
parallel with EHVAC transmission link. The requirements of AGC regulators using best 
suited control strategy i.e. optimal control strategy, to provide ameliorated dynamic system 
performance are summarized. 
Chapter 2 is devoted to review the literature in the area of power system operation and 
control. Emphasis has been given to present the research contributions focusing on the 
central part of control hierarchy i.e. automatic generation control (AGC) of interconnected 
power systems. Most recent research contributions in the area of AGC incorporating the 
advanced control concepts like, self tuning, adaptive, fiizzy and neural network are also 
reviewed. A due attention has also been paid to incorporate the studies on power systems 
interconnected via EHVAC, HVDC and parallel EHVAC/ HVDC links. 
In chapter 3, the approaches to design techniques of AGC regulator for 
interconnected power systems based on optimal control theory are introduced. A new 
algorithm to obtain positive definite solution of MR EQN is also described. The 
investigations on 2-area interconnected power systems consisting of plants with similar 
characteristics have been carried out. First, the state space model is discussed and then 
selection of state cost and control cost weighting matrices involved in the system 
performance index is highlighted. The models of incremental power flow through HVDC 
links are presented. The numerical values of system parameters including those related with 
EHVAC and HVDC links are reported with resulting coefficient matrices for different case 
studies. The simulation results are reported for all case studies under consideration. For 
investigating system dynamic performance in the wake of load disturbances, the time 
response plots are obtained. From system stability point of view, the closed-loop system 
eigenvalues are obtained and their investigations are presented. 
Chapter 4 presents the investigations on 2-area interconnected power systems 
consisting of area plants with widely varying characteristics. A 2-area interconnected power 
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system consisting of area plants with reheat thermal and hydro turbines is considered and its 
state space model, coefficient matrices, associated vectors are presented. The system 
dynamic performance is investigated based on the analysis of closed loop system eigenvalues 
and response plots for various system variables with 1% load perturbation in either areas. A 
comparative study of these plots in reference to the effect of area characteristics is also 
reported. 
Chapter 5 presents the sub-optimal AGC regulator designs using output feedback 
control strategy. The 2-area interconnected power system with plants of similar 
characteristics i.e. identical plants with reheat thermal turbines] and plants with widely 
varying characteristics [ i.e. plants with reheat thermal and hydro turbines are considered for 
the study. The power system performance is analyzed based on simulation results and time 
response plots. A comparative study of system dynamic performance is presented in this 
chapter. 
Chapter 6 deals with the optimal AGC regulator designs incorporating the sensitivity 
analysis to system parameter variations. The unity rank control concept is discussed and 
consequently optimal AGC regulator designs which are insensitive to system parameter 
variations are presented. The chapter concludes with the presentation of investigations 
carried out with regulators based on URC concept. 
Chapter 7 contains an overview of the work carried out in the present thesis. The scope 
for further research in this area is highlighted in the end. 
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CHAPTER: 2 
LITERATURE REVIEW 
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2.1 INTRODUCTION 
In this chapter, a review of Uterature concerning control problems of interconnected 
power systems is presented. As highlighted in the preceding chapter, keeping in view the 
time hierarchy of power system control problem, the literature survey has been carried out 
relating the different control levels. However, the thrust has been concentrated mainly on 
AGC problem of power systems. The salient features of AGC strategies have been discussed 
from the work reported by the research workers. A due attention has been paid on recent 
advances in the area of AGC incorporating sensitivity features and system interconnection 
through EHVAC/ HVDC transmission links. 
2.2 EXCITATION AND VAR CONTROL 
The problem of power system control has been of paramount importance in recent 
years due to the reasons illustrated in chapter 1. The problem becomes of prime importance 
in real time control environment which mainly aims to keep the system variables at 
prescribed levels at all instants of operations satisfying the system constraints. To achieve 
these requirements, several levels of controls are required. At the lowest of time scale control 
hierarchy, the objective is to initialize the control actions for generating units. In generating 
units these consist of primarily the excitation controls whose main function is to regulate 
generator voltage and reactive power output besides contributing to enhancement of system 
stability. 
Excitation systems have undergone tremendous development since their evolution. 
Based on the excitation power source used, they are classified as DC, AC and static 
excitation systems. The developing trends in theses systems have been published time to time 
through IEEE committee reports in the literature [7,8]. The early excitation system 
development concerning DC systems spans over the period from 1920s to 1960s and later 
they were superimposed by AC exciters around mid-1960s. The developments in voltage 
regulators for such systems have taken many forms ranging from the early non-continuously 
acting rheostatic to systems based on many stages of magnetic amplifiers, rotating amplifiers, 
static and rotating rectifiers [9,10]. Later, advanced excitation systems with instantaneous 
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response and high post-fault field forcing capability were developed for power system 
stability enhancement [11]. 
The incorporation of control, limiting and protective function in excitation system 
designs has led to the development of modem excitation systems. Alternative forms such as 
reactive-current and line drop compensator are proposed [8]. In case of static excitation 
systems with negligible time delays, no excitation control system stabilization is required to 
ensure stable operation with generator off-line [12]. Generally, power system characteristics 
change with operating conditions, controls are to be instituted to maintain system stabiUty 
and security. For this a supplementary excitation control should be supplied during the 
system contingency. Many power system stabilizing control schemes based on optimal 
control theory have been proposed in the literature [13-17]. The optimal output feedback 
control scheme for a synchronous machine is presented in [13]. Chan and Hsu [14] proposed 
an optimal variable structure form of power system stabilizer. Ghosh et.al. [15] summarized 
the features of power system stabilizers based on model reference adaptive control concept 
and have presented four versions of power system stabilizers including optimal linear 
quadratic self tuning adaptive power system stabilizer. Later, Harley et.al. [16] advocated 
supplementary excitation control based on feedback of switching velocity and acceleration 
signals into the control actions at appropriate instants. Both optimal and discontinuous 
supplementary excitation control concepts were used to design control strategy and 
comparable dynamic performance with both concepts was achieved. Lim and Elangovan [17] 
have studied the effect of supplementary excitation controls on multimachine power system 
stabilization. The schemes were aimed to achieve a favourable effect of supplementary 
excitation control with an additional signal sensing frequency deviation on system damping 
and stability. The conventional excitation controller designs were based on linear control 
theory but in later works, the non-linear excitation controller designs based on variable 
structure [18] and non-linear decentralized feedback linearization techniques have been 
proposed [19]. 
Attempts have also been made to investigate the effect of interaction between AVR 
and AGC loops based on optimal/sub-optimal control theory [5,20-24]. The interaction 
between two loops has stabilizing effect on system dynamic performance. The work reported 
by the authors is further discussed later in the chapter in section 2.6.1. to highlight the effect 
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of excitation control on optimal/sub-optimal AGC strategies. Recently, advanced forms of 
control schemes include excitation control based on fuzzy set theory [25] and ANN based 
coordinated excitation/governor controller for synchronous generator [26]. The controller of 
reference [26] replaces the full global action of the voltage regulator, power system stabilizer 
and speed governor controls and their implementation not only ensures effective 
coordination of the excitation and governor loops but also good damping effect for large 
scale disturbances. 
2.3. ElMERGENCY CONTROL 
Another important problem in modem power systems addresses itself to emergency 
control and the significance of the same has been briefly stressed in section 1.1. of chapter 1. 
In the work reported by Shultz et.al. [27], the main reasons namely : active and reactive 
power imbalances, existence of overload branches and system breakup are identified that 
cause power system emergencies. Many techniques related with emergency control of power 
systems are reported in the literature [28-31]. The real time measurement of state variables 
required for angle stability prediction with the application of synchronized time signals in a 
power system is outlined in [28]. The use of FACT systems has resulted in more efficient 
angle control. As expert systems are gaining superiority in real time control problems due to 
their merits, study based on application of expert systems for initial state restoration from 
system blackout has been reported by Kakimoto et.al. [29]. The study reveals that if a proper 
power system restoration plan to execute control actions is implemented, the time 
requirement for restoration in a regional power system is about 10-15 minutes for a total 
blackout. J.Wang [30] has reported a co-operative control strategy for emergency state 
control and restoration of power system in vertical integrated environment. The control 
scheme has been strongly recommended for the use in real time synchronized phase 
measurements implementation. Generally most of the emergency control schemes involve 
system operation at high loading levels and require control algorithms to give fast solution so 
that timely corrective actions can be initiated in the wake of potentially insecure 
contingencies. Thomas [31] described a scheme for such situations i.e. system loses its 
equilibrium point following a contingency and a control action may not be initiated in 
sufficiently short time and hence the system may be pushed in to unresolvable state. The 
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algorithm only requires the knowledge of static system parameters and near real-time 
knowledge of the system. 
2.4. SECURITY ANALYSIS AND CONTROL 
Many research papers are cited in literature in the area of power system security 
analysis and control. The importance of which has been emphasized in section 1.1. of chapter 
1. The conventional approaches dealing with this problem are mainly optimal power flow in 
which economy and security are treated as objective cost function and constraint condition 
respectively [32]. The voltage security monitoring systems are developed and subjected to 
real time implementation at Tokyo Electric Power Company's central energy center in 
operation since 1990 [33]. The dynamic security analysis problem involves phenomena 
which are concerned with time dependent behaviour of power systems. With the 
development in the area of ANN applications to power system operational and control 
problems, ANN based control techniques for problems relating to dynamic security of power 
systems have been proposed by Dave and Chauhan [34] and Fidalgo [35]. However, study 
based on static security assessment using ANN has been presented by Djukanovic et.al. [36]. 
In this work, an ANN based approach for estimating the frequency behaviour of power 
system which is necessary as an indication of underfrequency load shedding in steady state 
security assessment is described. Later, sensitivity feature has also been incorporated in the 
study pertaining to security analysis [37]. The problem of security enhancement and cost 
minimization were treated separately but in a coordinated way within generation scheduling. 
A neural network is adopted to perform sensitivity analysis of overloading with respect to 
generator output in this work. 
Contingency selection is another factor which influences the security analysis of a 
power system. By ranking the contingencies according to their severity, the computational 
efforts required in security control can be reduced. The severity of the contingency based on 
a scalar performance index is reported in [38,39]. Bijwe, Kothari and Arya have proposed an 
efficient method for overload contingency of line outages with post-outage corrective 
scheduling. The approach resulted in reduced overloading created by contingencies [40]. 
Ghosh et.al.[41] presented a design of feedforward ANN for ranking line-flow contingency 
using a regression-based technique to select input features neural network. The inputs to 
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neural network selected were the precontingency line MVA in the outaged element and 
margin index which is indicative to relative proximity of line flows to their limits in 
precontingency state and the severity index was selected as output of the neural network. 
2.5. ECONOMIC DISPATCH 
2.5.1. Economic Dispatch in Conjunction with AGC 
Besides meeting other objectives of AGC cited in chapter 1, section 1.1, economic 
dispatch has to be carried out in conjunction with AGC in a multi-level control structure. 
However, economic dispatch is differentiated from AGC function on the basis of time span 
exhibited by economic dispatch and AGC in their implementation. Conventionally, in AGC 
implementation, economic dispatch stores the cost curves of generating units in its memory, 
receives the electric powers of the units in operation and computes the economic 
participation factors for each unit in order to make the resulting operation at its economic 
best. The computation is static and is carried out every few minutes and the participation 
factors are updated within the same period [42]. In literature, an appreciable work has been 
reported in this subject area [43-47]. A computer based scheme for economic generation and 
load frequency control for system dispatching office for the New York State Electric and Gas 
Corporation ( NYSE & G) has appeared in [43]. Later, a study incorporating security aspects 
with economic dispatch and AGC was presented by Carpentier [44]. A control system 
incorporating the feature of dynamic dispatch with AGC and economic dispatch has been 
developed by Mukai and his team [45]. The existing system is dedicated to perform many 
functions with various time horizons and offers an improved transient performance and 
solves the AGC-ED interface problem as exhibited with conventional optimal control 
proposals. Since economic dispatch control is a short duration process, it requires 
sophisticated and fast on-line algorithm for real time applications. P.Kambale et.al. have 
examined the AGC system of a power system with a new scheme based on unification of 
AGC and economic dispatch comprehensively [46]. Abdel-Rahman et.al. [47] have proposed 
a very fast economic dispatch control algorithm valid for large scale thermal power system 
and capable of accounting for the non-linearities of the generation cost curves introduced by 
the operational constraints of the thermal units. Moreover, the technique discussed in this 
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work computes the optimal readjustments of operating schedules in a fashion to match total 
generation output to load demand including ACE. The technique involves the minimization 
of objective function derived from instantaneous operating cost of power system subject to 
several equality and inequality constraints such as operating limits of the units in the system 
and active power loss in the transmission system. 
2.5.2. Economic Dispatch with Pollution Control 
The power generation through fossil-fired electric power plants using coal, gas, oil and 
their combinations has a major share in overall installed capacity of the country. In 
generating this electric power, the power industries are contributing appreciably large 
volume of environmental pollution. Out of the various forms of pollutants, the gaseous 
pollutants such as oxides of carbon, sulfur and nitrogen produced in burning of coal are of 
prime importance. The adverse effects of pollutants can be treated on its merit by assigning 
cost indexes based on the severity of harmfulness of damage created by pollutant 
underconsideration. In present day power systems, besides the economic operation, 
reliability and security, the minimal impact on environment is also an important objective to 
be achieved. With the passage of the U.S. Clean Air Act Amendments of 1990 has forced the 
electric utilities to modify their operating strategies to meet rigorous environmental standards 
set by the legislation [48] and the similar amendments are inevitable in other countries also 
in future. 
Active research in this important control area has been initiated in early 1970's. Since 
than a large volume of research articles using advanced control techniques have been 
published to yield an optimal system performance meeting twin objectives of minimizing 
cost as well as pollution. Due to the well accepted fact that SOx emissions are proportional to 
the fuel consumption of the generating unit, the emission function for SOx is considered to 
have the same form as that of the fuel cost function used in ED [49] whereas, the emission 
function for NOx is considered to be non-linear in real power generation and can be derived 
from the combination of polynomial and exponential terms associated with constant 
parameters and real power generations [50]. As meteorological conditions affect the ground 
level emission concentration, the air diffusion model incorporating this effect has been 
reported [51]. 
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The control strategies using various objective functions based on minimization of total 
emissions in the system without considering the system losses [50] and considering the 
system losses [52] were presented. Later, Gent and Lamont have presented a technique to 
minimize a function which includes the effects of a tax on sulfur in fuels as well as the 
effects of a tax associated to emissions [53]. The technique has to introduce trade-off 
relations between cost and emissions contributed by the others. The fuel cost and emissions 
are conflicting functions and can not be minimized simultaneously. Nanda, Kothari and 
Lingamurthy [54] made an attempt in solving a economic-emission load dispatch problem 
using linear as well as non-linear programming techniques. The results were demonstrated 
for thermal generating units running with natural and fuel oil. Considering the emission-
dispatching problem as of conflicting nature, Gjengedal et.al. [55] described a dispatching 
control strategy based on trade-off relation in which a trade-off curve is obtained for a 
specified demand and a feasible point on the curve is selected to get solution. 
Besides the aforesaid strategies of minimum-emission dispatch, the emissions can be 
reduced considerably by switching of fuels with optimum mixing ratio of fuels with high and 
low sulfur contents. In reference [56], the effect of seasonal fuel switching from coal to gas 
on the reduction of emissions of Sox has been investigated. The study reveals that it is more 
economical to substitute gas than to install scrubbers for certain cost of gas. As the system 
load changes, cost and emissions also change to values which depend on the objective 
function to be minimized. At this stage a sensitivity analysis may be used without losing 
significant accuracy to change the state of the system in real time which requires lesser time 
than a complete optimal solution. Talaq et.al. [57] have proposed a sensitivity-based 
approach to multi-objective environmental optimization. The objective function is a sum of 
separate weighted functions such as cost and emissions. Ray [58] described a method to 
recommend allocation of generating units with a view to achieve cost-effective control of 
particulate and gaseous emissions over an energy scenario. 
2.6 AUTOIMATIC GENERATION CONTROL (AGC) 
As discussed above in section 2.2, the excitation control and fault isolation is very 
important for successful and stable operation of power system. However, these control 
systems are very much concerned with individual generating/distribution plants and are not 
25 
r^-::::s 
playing any role at energy control center level. The fastest action is required for AGC 
implementation in the system which is a very important sector of power system control 
problem. A wide variety of research findings of over more than forty years, concerning this 
area are available in the literature. The history of AGC has started with the control of 
frequency of a power system, via the flywheel governor of the synchronous machine. When 
this technique was subsequently found to be insufficient, a supplementary control was 
adjoined to the governor with the help of a signal directly proportional to the frequency 
deviation plus its integral [59-61]. Conventional AGC techniques are described by Cohn 
[62]. The technique is based on tie-line bias control based on two variables namely, 
frequency and tie-line power exchanges. In this work these two variables are weighted 
together by a linear combination to a single variable called ACE. The feedback gains 
selected in conventional control scheme are not based on any specific criterion, but are 
calculated on the basis of operating experience. Till then this problem has been studied 
considering its many noble aspects which are illustrated in the ensuing sections. 
2.6.1. AGC Strategy with EHVAC Interties 
In this section of this chapter the AGC schemes of interconnected power systems which 
are carried out by considering the system interconnection as EHVAC intertie only are 
reviewed. The study can further be classified based on the types of power system models 
utilized for implementation of AGC schemes. 
a. Study Based on Types of Power System IModels 
Linear Models 
Over last three decades, most of the work carried out on AGC problem have been to 
consider a linearized two or multi-area power system model [20,59,62-66]. Concordia and 
Kirchmayer [59] have used a linearized two area power system model to study the dynamic 
behaviour of an AGC system using analog computer. Their work mainly concentrates on the 
identification of suitable ranges for control system parameters. In 1970, Elgerd and Fosha 
[64] presented work on AGC of a two area power system using a linearized two area power 
system model consisting of non-reheat thermal plants. A considerable work has been done on 
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AGC of two area interconnected power systems consisting of reheat/non-reheat thermal 
plants 20,64-69]. 
A number of research articles have been reported in literature regarding AGC regulator 
designs and dynamic system performance assessment of hydrothermal plants [59,70-76]. The 
frequency and tie-line power responses of a 2-area hydrothermal system with fixed gain 
settings of conventional integral controller were investigated by Kirchmayer [59]. Later, 
AGC regulators were designed and implemented on hydrothermal system by Miniesy and 
Bohn [70] and Calovic [71]. Suboptimal controller designs for hydrothermal systems have 
also been suggested based on the 'minimum norm' concept [77]. However, this concept does 
not ensure stability of the closed loop system. M.S. Calovic and co-workers [78] have 
presented a decentralized suboptimal regulator design for a 2-area hydrothermal power 
system. P.Kumar and co-workers [79] have comprehensively investigated the feasibility of 
suboptimal AGC regulators for a two area hydrothermal power system using output feedback 
as well as limited state feedback control strategy. A decentralized sub-optimal LFC for 
hydrothermal power system is discussed in [80]. 
Later on, energy source dynamics was incorporated in AGC regulator design by 
Kwanty et.al.[73]. They proposed an optimal tracking approach to AGC, considering load to 
be the output of dynamic systems. The ineffectiveness of such soft constraint on rate of 
power generation led to a dual mode control strategy [81] to restrict the rate of generation 
with in limits. Studies with AGC incorporating GRC have also been reported in [82-86]. The 
AGC regulator designs of two-area interconnected power systems incorporating the effect of 
GRC are discussed by M.L.Kothari and others [67,68,87]. 
Non- Linear Models 
Only a limited number of research papers can be found in the literature for AGC of 
interconnected power systems with system models including non-linearities [88-96] as 
compared to those that consider linear models of the power system. Although small signal 
analysis is justified for studying system response for small perturbations, it is essential to 
compensate for system non-linearity when operating over a wide range of operating 
conditions. Moreover, the implementation of control strategies designed by considering 
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linearized model on an essentially non-linear system do not ensure stability of the system 
under large perturbations. 
A considerable research investigations are carried out by S.C. Tripathy and others 
[88,91,93,94] to demonstrate the destabilizing effect of governor dead band non-linearity on 
conventional AGC system using frequency domain analysis. The effect of governor dead 
band non-linearity is considered by using the describing function approach. A systematic 
method of choosing frequency bias parameter and integrator gain of supplementary control is 
presented in this work using the Lyapunov technique. It is shown that governor deadband 
non-linearity tends to produce continuous oscillations in the area frequency and tie-line 
power transient response. R.Doraiswami [89] has reported a work on non-linear load 
frequency control design problem. Ben Oni and co-workers [92] utilized the University of 
Missouri- Columbia (UMC) hybrid simulator to simulate a typical power system including 
governor dead band, frequency and voltage sensitivity of loads to (1) determine the response 
characteristics and (2) evaluate the effect of implementing a non-linear tie-line 
characteristics. K.B. Shaharodi and A. Morched [95] have studied the dynamic behavior of 
AGC systems incorporating the effect of system non-linearities. They highlighted the 
assessment of the effects of non-linearities according to their positions in the control loops. It 
was revealed that the adverse effects of the non-linearities are pronounced when the linear 
model at operating point has lightly damped critical modes. The effects of the non-linearities 
can be minimized by increasing the damping of these modes. 
Continuous and Discrete Models 
Most of the work reported so far concerning AGC of interconnected power systems 
involves continuous time power system models. The development of digital computers 
motivated the researchers to use digital control schemes, which are inherently discontinuous 
processes. For this an AGC regulator designer has to resort to the discrete time analysis for 
optimization of the AGC strategies. The area control error representing generation mismatch 
in an area can be derived in discrete mode by sampling the tie-line power and system 
frequency and then transferring over the telemetering links. Unlike the continuous-time 
system, the control vector in the discrete mode is constrained to remain constant between the 
sampling instants. J.D.Clover and Schweppe [97] have reported investigations on discrete 
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power system model. Digital LFC in multi-area power system have been described by 
J.Weiss [72]. Bohn and Miniesy [98] have analyzed the effect of the sampling period on the 
system dynamic performance using discrete model of a single area power system. Later, M. 
L. Kothari, and co-workers [67,68,87] have studied the AGC in discrete mode. The 
investigations in these works were carried out with and/or without considering GRC. 
b. Study Based on Control Techniques 
Classical Control Technique 
A survey of the literature shows that a limited amount of work has been reported 
concerning AGC of interconnected power systems using classical control theory [64,67„99-
103]. The regulator designs based on classical control theory is limited to the systems having 
single input and single output formulation. The load frequency control system is analysed 
using root locus technique by J.E.Van Ness in [99]. Later, Elgerd and Fosha [64], Williams 
[101] and Nanda [102] had presented their work on AGC which were essentially concerned 
with the classical approach to determine the optimum integrator gain for ACEs. W.R. 
Barcelo [100] demonstrated the effect of the power plant time response on the closed loop 
roots of an optimum LFC system using root locus technique. M. L. Kothari, J. Nanda and 
others [67] have studied some aspects of sampled data AGC of two area power system with 
the controllers based on classical control approach. The investigations carried out reveal that 
this approach will result in relatively large overshoots and transient frequency deviation. 
Moreover, the settling time of the system frequency deviation is comparatively long around 
10-20 seconds. 
Optimal/Sub-Optimal Control Technique 
The classical control theory which uses frequency response methods such as Nyquist, 
Bode and root locus methods, leads to systems that are stable and satisfy a set of more or less 
arbitrary performance requirements. Such systems are, in general, not optimal in any 
meaningful sense. As modem MEMO power systems become more and more complex, the 
classical control theory, which deals with SISO systems, becomes entirely powerless for 
MIMO systems. However, the approach using modem control theory permits to cope with 
the increased complexity of modem plants. The most recent developments in modem control 
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theory are in the direction of the application of optimal control theory to the power system 
control problems. The design of AGC regulators based on classical control theory is 
generally based on trial and error procedure, which in general, will not yield an optimal 
system performance. Whereas the regulator design techniques using modem control theory, 
on the other hand, enables the engineers to design optimal control system with respect to 
given performance criteria. For optimal/sub-optimal AGC of an interconnected power 
system, an optimal/sub-optimal regulator is designed considering the minimization of a 
performance criteria. 
Following the work of O.I. Elgerd and C.E. Fosha [103] using optimal control theory, a 
wide range of research papers on optimal controller designs have been presented [64,71,104 
-112]. O.I. Elgerd [64] and Calovic [71] have shown that considerable damping of the tie-line 
power and area frequency transients could result by implementing an optimal control 
strategy. The optimal control is linfearly proportional to all system states as well as lACE. 
Nakamura and Hatazaki have reported a load frequency control system design based on 
optimal control theory [109]. Near optimal control of composite systems was demonstrated 
by U. Ozguner using multi-time scale approach [113]. 
The optimal controllers are based on the control law which is a function of all states of 
the system, and since all the system states are not accessible and measurable, the 
implementation of such regulators imposes the practical problems. The idea of sub-optimal 
controller design came about to overcome this problem imposed by optimal controllers. Sub-
optimal and near optimal control of a LFC system [114] and later, the investigations on sub-
optimal regulation of non-linear LFC system are presented by V.R.Moorthi [116]. N. Sinha 
and S.C. Tripathy [117] proposed a sub-optimal control law such that the proportional part of 
the control is a linear function of a smaller number of states of the system. The sub-optimal 
control law suggested by them was found to be an improved version of technique described 
by Elangovan and Kuppurajulu [115]. An AGC regulator design technique based on output 
feed back control strategy has been suggested, treating the problem as output zeroing 
problem and making use of matrix minimum principle by K.Venkateswarlu and 
A.K.Mahalanabis [118]. An approximate output feed back control strategy using minimum 
norm concept has also been presented in this work. 
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Modal Control Technique 
The regulator designs using modal control theory have also been proposed for 
analyzing the AGC systems. Based on the state-augmentation approach of Tripathy and 
Davison [74], the AGC regulator designs have been proposed using modal control theory and 
the performance of these regulators was compared with those obtained with regulators 
designed using optimal control theory. A non-linear optimization technique has been applied 
to achieve the desired pole locations for AGC problem of a multi-area power system 
incorporating a DC link [75]. The AGC regulator design using Lyapunov's second method 
and utilizing minimum settling time theory have been proposed by G. Shirai [76]. The 
importance of dominant time constant of the closed loop systems in designing the regulators 
has been emphasized. The author has reported a bang-bang AGC policy based on this 
method. 
c. Study Based on AGC Implementation Strategies 
Centralized Control Strategy 
In the early days, the tie-line bias control used to be implemented by assuming that 
each area may be considered in isolation so that the area control could be decided on the 
basis of the response characteristics of the area decoupled from the other areas. Fosha and 
Elgerd [103] assumed the load disturbances to be known and deterministic. They proposed a 
proportional controller disregarding the steady state requirements and compensation of load 
disturbances. Many control strategies have been proposed on the basis of types of 
disturbances [2,97]. In these designs insensitivity to small disturbances have been 
emphasized. The main limitation of the work presented on AGC considering centralized 
control strategy is the need to exchange informations from control areas spread over distantly 
connected geographical territories alongwith their increased computational and storage 
complexities [21,81]. A centralized AGC scheme through multivariable servomechanism 
approach is proposed in [67]. In this scheme, multi-output servomechanism concept was 
applied to conventional TLBC as an example of decentralized automatic generation control; 
to a centralized form of TLBC and to another centralized AGC scheme. 
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Decentralized Control Strategy 
In view of the increasing power demands, modem power systems are growing in size to 
cope with the increasing power demands. Hence, in view of the limitations mentioned earlier, 
it is difficult to implement the AGC algorithm in a centralized manner. There is a wide range 
of research papers available on the decentralized AGC control strategy for large scale 
continuous and discrete time systems [79,110,111,119]. Decentralized AGC control 
strategies have been proposed by restructuring measurement matrix for a two-area 
hydrothermal power systems by P. Kumar and co-workers [79]. An optimal decentralized 
load frequency controller has been demonstrated by A. Feliachi [111]. A hierarchical control 
method has been applied for decentralized regulator design by P. L. Reddy and B.S. Rao 
[119]. However, the main drawback of this method was that the design was limited to 
systems with separable cost functions. A new method of designing decentralized load 
frequency regulator for analysing a longitudinal four-area power system by decomposing the 
system into sub-systems is developed by T.Hiyama [120]. An appreciable amount of research 
work has been contributed by M.Aldeen et.al. relating the decentralized LFC of 
interconnected power systems considering the different aspects of the problem [127-129]. 
Other citable contributions in this area are discussed in [121 -126,130]. 
Multilevel Control Strategy 
A multilevel system approach has been applied to design AGC strategies. Using 
singular perturbation theory, a linear optimal AGC regulator design based on multi-time 
scale approach has been reported [113]. A two-level sub-optimal controller has been 
proposed by Miniesy and Bohn [131]. However, this approach does not ensure zero steady 
state errors. Later, a multi-level finite time optimal controller design has been reported which 
ensures zero steady state error [132]. Automatic generation control through system sub-
division is discussed in [133]. 
Moreover, there are other AGC schemes which are not discussed above. These schemes 
are described in the ensuing paragraph. 
A considerable research work has been carried out for AGC of interconnected power 
systems incorporating the load characteristics [134,135]. The study has also been carried out 
for the effect of load characteristics on frequency control of power systems [134]. The 
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investigations are carried out with exciter and speed governor control loops considering 
voltage dependent load characteristic for stabilizing inter system oscillations [135]. The 
philosophy and design techniques of a state-of-the art digital LFC with dynamic control 
criteria for performance evaluation of this class of control incorporating field test results are 
outlined in [136]. Apart from digital and other AGC schemes, adaptive control schemes for 
power system control are also reported in the literature. I. Valk, M. Vajta et.al. [137] have 
analyzed an adaptive load frequency controller for Hungarian power system. An adaptive 
controller using a P-I adaptation to meet the hyper stability condition requirements to take 
care of the parameter changes of the system was presented by C.T. Pan and CM. Liaw [138]. 
The proposed controller possesses very high attractive merit of being very easy to implement 
practically. Also the performance is insensitive to plant parameter changes. Investigations 
have also been done by designing self tuning and adaptive controllers and microprocessor 
based adaptive controllers. An improved load frequency self-tuning regulator was presented 
by M.A. Sheirah [139] and later by A.Chadra and others [140]. The study of parameter auto-
tuning of a multivariable control system with FID feedback controllers for a thermal power 
unit has been carried out in [141]. J.Kanniah, S.C. Tripathy & Hope have reported 
microprocessor based adaptive load frequency controller [142]. 
As stated in section 2.2. of the present chapter, the work has also been reported in 
literature considering the interaction of QV control loop with AGC loop. Elgerd [20] studied 
this problem assuming that load perturbations are directly available for manipulative 
purposes. V.R.Moorthi et.al. [21] investigated the effect of excitation control loop dynamics 
in load frequency control system. The investigations reveal that if the effect of excitation 
control loop is considered in one of the interconnected areas than the assumption of non-
interaction between two loops is justified. The effect of load characteristics and voltage-
regulator speed-stabilizing signal on power system dynamic stability has also been 
investigated [22]. The effect of excitation control on conventional decentralized AGC have 
been studied using parameter optimization technique by Davison et.al. [23]. A more 
rigorous analysis of an interacting optimal voltage regulator and a conventional load 
frequency controller including the effect of load voltage characteristics has been presented in 
[24]. P.Kumar [5] has investigated a 2-area power system considering the effect of 
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interaction between the AGC system and voltage control loop. Decentralized AGC regulator 
design is presented based on multiple control structure constraints in this work. 
2.6.2. Recent Trends in AGC 
The neural networks has been recognized to offer a number of potential benefits for 
application in the field of control engineering. Particular characteristics of neural networks 
applicable in control include the approximation of non-linear functions, learning through 
examples and the ability to combine large amounts of data to form decisions or pattern 
recognitions. The neural technology offers much more benefit in the area of non-linear 
control problems particularly, when the system is operating over the non-linear operating 
range. The problems and their complexity related to power system operation and control 
caused by the non-linearities involved in their formulation and solution has been reported in 
[143]. A layered neural network to non-linear power system's control in which a 
feedforward neural network was trained to control the steam admission valve of the turbine 
driving the generator and thereby restoring the frequency to its nominal value in the wake of 
frequency deviations due to load variations is presented by B.Franoise et.al.[144]. 
The fuzzy control concept departs significantly from traditional control theory which is 
essentially based on mathematical models of the controlled process. It has an unique 
characteristic of paying primary attention to the human's behavior and experience, rather 
than to the process being controlled and due to this characteristic the fuzzy control is 
observed to be applicable and attractive for dealing with those problems where the process is 
so complex and ill-defined that it is either impossible or too expensive to derive a 
mathematical model which is accurate and simple enough to be used by traditional control 
methods, but the process may be controlled by human operators. A research work describing 
a new approach to the design of a supplementary stabilizing controller for a HVDC 
transmission link using fuzzy logic was presented by P.K.Dash [145]. The designed fuzzy 
controller was structured with significant and observable variables and the fuzzy controller 
was equivalent to a non-linear P-I controller. Another publication describing of the 
application of fuzzy logic to design a fuzzy controller for AGC problem in 2-area power 
system has also been reported in the literature [146]. More recent contributions considering 
the problem of decomposition of multi-variable systems for the purpose of distributed fuzzy 
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control was reported by A.E.Gegov[147]. The proposed decomposition method has reduced 
the number of interactional fuzzy relations among subsystems. Investigations were carried 
out for power system with regard to its LFC using the proposed method. 
In recent years, the applications of SMES devices with AGC have been yielding 
effective damping effect on dynamic performance of power systems in the wake of small 
load disturbances [148-151]. The BES system offers many benefits such as voltage and 
frequency regulation, area regulation and long line stabilization. The applications of BES 
system has been demonstrated successfully at a 17 MW BES system in Berlin [148]. 
S.Banerjee et.al. have demonstrated the application of small sized MES units as load 
frequency stabilizer [149]. The test results were presented with both superconducting and 
normal loss type MES units and a favourable effect on LFC has been achieved. Later, 
Tripathy and others [150] have proposed adaptive controllers of self-tuning type both for 
supplementary control of AGC and for the control of SMES. A 2-area interconnected power 
system model considered in the study includes governor deadband non-linearity, steam 
reheat turbines and GRC. The study reveals that the proposed adaptive control scheme is not 
only effective in damping out oscillations caused due to load disturbances but also provides 
the performance which is insensitive to controller gain parameter variations of SMES. An 
incremental model of BES has been proposed for its applications in AGC of interconnected 
power systems [151]. The BES with simple control has been demonstrated effectively in 
reducing the frequency and tie-line power oscillations following a sudden small load 
disturbance. 
2.7. CONTROL STRATEGIES WITH HVDC AISfD PARALLEL EHVAC/ 
HVDC INTERTIES 
Major part of the research work reported by the power engineers/scientists concerning 
the control problem of integrated power systems is limited to consider the AC transmission 
systems. The bulk power transmission over large distances through EHVAJHVAC 
transmission lines has its various associated technical problems. The HVDC transmission has 
emerged on power scenario, due to its numerous technical and economic advantages, to cater 
the need for large chunk of power transfer over large distances. 
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Since DC interconnection forms an asynchronous link and is always operating with a 
considerable margin with respect to the power limit above which voltage instability occurs, 
the stability problems are not encountered with such transmission systems as is normally the 
case with AC transmission links. The pioneering work of Busemann [152] on stability of 
HVDC system considering the rectifier model with a constant gain, and neglecting the effect 
of commutation angle as well as the sampling action of the converters. The rectifiers and 
inverters models were considered in bridge circuits. The basic aspects of control principles 
for AC networks interconnected via DC link which were previously in use are described in 
[153]. The article cited the primary and secondary regulating problems and inferred that it is 
easy to maintain constant power at programmed value in DC link rather than in AC link, if 
AC networks are interconnected by AC link and DC link separately. The author also 
described the validity and feasibility of these control aspects of DC link utilized in the 
following typical situations: 
(i) as an interconnection between two networks, both of larger power capacities as 
compared to the capacity of DC link, 
(ii) as an interconnection between two networks, of which one is of very large power and 
the other of the same order as that of DC link, 
(iii) as an interconnection between two networks, both of the same order of power as of the 
DC link, 
(iv) as an interconnection between a generating station (or a group of generating stations) 
and a network, 
(v) as an interconnection between two networks already connected by one or more AC 
lines terminating at different stations. 
Later, the practical test results demonstrating the feasibility of connecting an isolated 
generator at Richborough via a DC transmission link to the system in France, up to the power 
level of 70 MW have appeared in [154]. The stability of a complete HVDC link considering 
the AC systems stronger as compared to the HVDC link rating was investigated [155]. In this 
study a rigorous and an approximate lumped representation of the DC link are considered 
and Z-transformation in conjunction with frequency-response techniques, is employed in the 
stability study of the system. The study successfully reveals that all the neglected parameters 
in Busemann's study [152] earlier, profoundly affect the frequency of oscillations and the 
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stability boundaries and the effect of the phase difference between the two AC networks is 
negligible on the stability of the system. They further studied the stability of DC link 
between two weak AC systems[156]. It is shown that the interaction between the DC and AC 
systems can be represented through modulation of the alternating current by direct current 
and firing angle. The direct voltage can then subsequently be determined from the alternating 
voltage through a demodulation process. The stability study reveals that converters furnished 
with voltage-controUed-oscillator pulsing systems are not immune from instability, the worst 
conditions occurring when the AC system short circuit ratio on the rectifier side is high and 
on the inverter side is low. 
The optimal control of HVDC link has also been carried out in the literature. It is 
investigated that the penalties, during optimal and sub-optimal controller design, and 
controller gain, time constant and phase lead, during 'eigen value search', can be changed to 
obtain the desired system performance[157]. Development of digitalized control equipment 
to provide higher reliability and better performance was inevitable due the extensive growth 
of power system configuration with HVDC links. The successful use of digital control 
scheme for Nelson River HVDC system is demonstrated by Jagdish Chand [158]. 
Besides other applications of HVDC link between AC networks, the major and most 
popular use of HVDC link is its operation in parallel with AC transmission link/links 
between two power networks. In literature, many investigations have been reported regarding 
this application. These studies have established the fact that incorporation of a DC link can 
increase stability of the associated AC networks [159-161]. E. Uhlmann investigated the 
principles for the control of DC link in parallel with an AC link [159]. By superimposing 
orders derived from the frequency difference of the interconnected power systems on the 
normal converter control, the stability of transmission was considerably improved. The 
frequency difference signal between two interconnected networks was fed to the regulator 
which controls the DC system. It was inferred that the total transmission system could be 
damped to any degree, even if the AC system itself is completely undamped. Moreover, the 
system stability has also been ensured. The AC short circuit level in an AC-DC parallel 
operating system can also be improved by operating a DC link instead of AC link of the same 
capacity as a system interconnection [160]. The control schemes employed were aimed to 
generate control signals to modulate the DC link power flow in order to increase the power 
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flow through DC link at a much faster rate. An artificial parallel AC-DC system has been 
investigated by T.Machida [162] in which a control signal was derived from the AC voltage 
drop caused by faults in the AC system. The investigations with proposed control schemes 
reveal that the greater the steady state power flow on the DC system, the greater the 
damping effect of the generator and when faults occur on the AC system, the transient 
stability is improved by rapidly increasing the DC power. Breuer and Luini [163] have 
demonstrated a digital computer program for the study of steady state and transient 
behaviour of a combined AC/DC systems. Few studies successfully demonstrate the fast 
response of DC link and its salient feature of damping out AC swings for a wide range of 
operating conditions with approximate and accurate models [164-168]. 
For an actual higher order parallel AC/DC system subjected to large scale disturbances, 
a study has been carried out using optimal, sub-optimal and conventional control techniques 
to improve transient stability of the system [165]. The dynamic behaviour of the non-linear 
system model had been simulated over a wide range of variations in operating conditions in 
order to compare the linear optimal and conventional form of controllers for various types of 
transient and sustained disturbances such as three phase fault, 50% line switched out and DC 
Une fault. The study of simulation results obtained reveal that although conventional control 
of the DC link reference current fails to achieve stability in the negative Q region, the 
optimal controllers based on eigenvalue grouping technique yields satisfactory results at a 
cost of larger oscillations in various system states. Moreover, in positive Q region optimal 
control of DC link current reference offers the same system dynamic response as compared 
to that obtained with conventional control with tuned values of control vector. Also, two 
modes of control like constant power and constant current control at rectifier end has been 
tried to get better system response. 
One of the novel aspects of using DC link as an interconnection between two power 
system areas is its inherent feature of direct control on power flow in the link which makes it 
possible to have two modes of transient operation in the power systems. In one of these 
modes, the DC link power is fixed at its scheduled value, so that the disturbance in 
subsystem does not affect the other subsystems. Hence, the subsystem associated with 
disturbance can not utilize the resources of the other subsystems to enhance the transient 
performance. In the other mode, the DC tie-line power is changed according to the dynamic 
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requirements of the subsystems in the wake of occurrence of a disturbance. In this mode the 
dynamic performance of the whole system is considered not that of the individual 
subsystems. Based on this attractive mode of transient operation in the power systems, the 
control of DC tie-line power as an effective tool to improve dynamic performance of 
interconnected power systems, subject to various disturbances, has been outlined in [166]. 
A. Teshome [167] has considered a non-linear model of the AC/DC system suitable for 
the detailed study of large disturbances of composite systems. The transient stability of the 
system has been thoroughly synthesized and analyzed. The study was extended to determine 
the degree to which stability margins can be extended so that the existing transmission lines 
could be used to transmit power at levels that are close to their thermal and surge impedance 
loading capabilities. The effects of subsynchronous resonance which may occur due to there 
presence of network transients were also discussed and a synthesis was made of the impact of 
HVDC lines upon mechanical resonance effects which can produce severe disruptive 
oscillations of turbine-generator shafts. Results of the studies demonstrated that a modulated 
HVDC link can provide significant increase in the loadability of AC lines by reducing or 
eliminating the constraints imposed by transient stability limitations. Moreover, for certain 
systems, adverse stability behaviour may result if the modulation setting exceeds 50%. The 
effects of HVDC modulation on the incidence of turboaltemator torsional interactions are 
there but these interactions are dependent upon parameters such as AC transmission, 
configuration, and the control mode characteristics of the HVDC terminals. The damping of 
slow oscillations with active and reactive power modulation of HVDC links has been 
analysed in [168]. It has been demonstrated that active power modulation is efficient when 
applied to a short mass-scaled electrical distance fi-om one of the swinging machines, and 
reactive power modulation is most efficient when there exists a well defined power flow 
direction and the modulation is made at a point close to the electrical midpoint between the 
swinging machines. It was further demonstrated that the intuitively appealing feedback 
signals such as frequency and derivative of the voltage are appropriate for active and reactive 
power modulation respectively. 
AGC problem of a multi-area interconnected power system has been dealt by 
M.Ramamoorty and N.K.Singh [75]. In the work, the power system areas were considered to 
be interconnected via AC and DC interties. The multi-area power system model consists of 
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non-reheat thermal turbines. The modal control concept has been discussed and applied to 
optimal control of multi-area automatic generation control. The power flow on DC link 
between area i and j is considered to be controlled by the frequency deviation in area i. The 
DC link is assumed to be operating in constant current control mode and the current 
reference is dependent on the change in frequency in area i. The eigenvalues, feedback gains 
and time response of frequency deviation in disturbed area for 1% load disturbance have 
been obtained with two and three area systems using conventional, linear optimal and modal 
control concepts. The investigations presented in the work revealed that with any of the 
controllers described in the study presence of DC link introduces more oscillations due to 
reduction in overall damping of the system. 
The AGC of interconnected power systems with asynchronous tie-lines offers a new 
and challenging problem in the control of power systems due to its complex organizational 
structure. The concept of multilevel control is well suited for the large-scale power systems 
where different kinds of controls at various levels are required for efficient and economic 
control. The AGC problem has been formulated as a finite-time optimal control problem 
which has resulted in 2-point boundary-value problem. Since the interaction between the 
subsystems in the large-scale power system is via DC power flow (a control variable), direct 
decomposition of the large-scale control problem will result in a situation where one of the 
coordinating variables is a control variable. The coordinating variable is a variable 
concerning the information that is exchanged between different levels of the controller. 
Instead of directly decomposing the control system, a simpler and more efficient solution is 
possible by expressing the DC power flow in terms of the costate variables before 
decomposition. In this case, the coordinating variable for a subsystem becomes one of its 
costate variables. Then, the AGC can be treated as a 3-level optimal control problem. 
Considering this, N.N. Bengiamin and W.C. Chan [169] have investigated a 3-level AGC 
problem of interconnected power systems comprising asynchronous tie-lines. The first-level 
control was designed to adjust the DC power flow, via grid control of the converters at the 
ends of each DC link, to a value obtained from the third-level control. Using given values of 
the coordinating variables obtained from the coordinator, the second-level control (local 
controllers) minimises the deviations in frequency and time of the subsystems. The third-
level control (the coordinator) is to determine iteratively the value of the coordinating 
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variables according to information obtained from the second level, and then to calculate the 
optimal DC power settings. The conceived control scheme has been tested on a 2-area power 
system consisting of identical plants with non-reheat thermal turbines. The load disturbance 
of 1% in one of the areas was considered and the response plots for frequency deviations in 
both areas were obtained. The investigations carried out revealed that using the DC power 
flow as a control variable in AGC justified to be an effective means for improving power 
system dynamic performance and achieving the goals of AGC successfully. 
A work to investigate the effect of DC tie-lines and AC-DC parallel tie-lines in a multi-
area interconnected system consisting of hydro and thermal generation units provided with 
conventional integral controllers was demonstrated by S.Bhamidipati and A. Kumar [170]. R. 
Dass and others [171] have proposed a scheme for frequency control of Rihand-Delhi point-
to-point HVDC transmission system currently in operation in India. The scheme considers 
the normal controllers for HVDC transmission system with higher level control which 
includes a power modulation and a frequency controller. The requirements for the DC link 
power flow controls which might be interfaced between the AC system and the DC link from 
the system stability and frequency control point of view with reference to Nelson River 
HVDC system are described in [172,173]. The operating experience with Pacific HVDC 
intertie in the wake of implementation of control system to damp oscillations on the Pacific 
intertie are described by R.L. Cresap and co-workers [174]. The DC modulation permits an 
increase of 4(X)MW in the rating of AC intertie. P.Kumar et.al.[175] has investigated a 2-area 
interconnected power system interconnected with asynchronous tie-lines. The control design 
of the Santo Tome back-to-back HVDC link connecting asynchronously the Argentina and 
Brazil power systems incorporating the automatic power control, LFC, power modulation 
control and automatic synchronizing control functions of the DC link has been reported in 
reference[176]. 
2.8. CONTROL STRATEGIES INCORPORATING SENSITIVITY 
FEATURES 
The optimal AGC regulator designs for power systems discussed above are based on 
nominal system parameter values. An optimal AGC regulator design based on nominal 
41 
system parameter values may not really be optimal for the system having parametric 
variations / uncertainties. Hence the sensitivity to these parameter variations must be 
incorporated while designing the optimal AGC regulators for a particular system. A 
considerable work has been presented on AGC considering sensitivities of the system 
parameter variations. In mid 60's, a sensitivity study was included in an optimization 
analysis to determine optimal parameter values of conventional AGC systems by Van Ness 
[3]. The various curves of relative stability of a LFC system considering different governor 
systems using the parameter plane technique were obtained and their utility was 
demonstrated by studying the effect of system parameter variations on the system transient 
response by M.A. Pai [177]. An AGC system design based on trajectory sensitivities, 
coupled with increased order of computational requirements was proposed by N.B. Malek 
et.al. [4]. M.P.Soni & Hariharan [178] have analyzed the regulator design technique 
considering the sensitivity to plant parameter variations. The sensitivity analysis of the 
optimum performance of conventional LFC was presented by J.L Willems [101]. An 
extensive study of sensitivity based design of suboptimal AGC regulator with performance 
index sensitivity minimization has been done by P.Kumar et.al. [5,179]. The performance 
index sensitivity approach circumvents the problem of increased order of computational 
requirements and storage or that of judicious choice of eigenvalue placement specially that 
with higher order systems. 
Insensitivity to parameter variation can be achieved by designing variable structure 
AGC regulators. Many research investigations are available in the literature regarding the 
regulator design techniques for the AGC using the theory of VSS [1,180-185]. W.C.Chan & 
Y.Y.Hsu proposed a new technique using VSS controllers for AGC of interconnected power 
systems [180]. The investigations reveal that the VSS controllers have improved transient 
response due to load disturbances in the power system. By properly selecting the parameters 
of the controller, the frequency deviations and tie-line powers can effectively be controlled. 
N.N. Bengiamin & W.C. Chan have reported a work on VSC of electrical power 
system[181]. Sivaramakrishnan & Hariharan [182] presented a new design technique for 
designing variable structure load frequency controller based on the concept of pole 
assignment technique. Kumar et.al. have proposed an AGC scheme of interconnected power 
systems based on a VSS [183]. Later, O.P. Malik, Ashok Kumar & G.S. Hope [184] have 
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presented a LFC algorithm using a new generalized approach. The generalized approach was 
based on the concepts of discontinuous dual mode control and variable structure systems. 
M.L. Kothari & others described the analysis of AGC of a two-area power system with 
reheat thermal plants with variable structure controllers [185]. Investigations carried out 
reveal some improvement in the system dynamic performance with delayed integral control 
action as compared to that obtained with conventional integral control action. 
The research publications regarding the design of load frequency controllers for 
interconnected power systems incorporating the system parametric uncertainties are reported 
in the literature [186 - 188]. The uncertainties in the system model, the load variation, and 
the measurements of frequency and tie-line power deviations were included for the 
development of optimum feedback control law for the load frequency controller design by 
A.J. Kovia [186]. The feedback loop had an estimator capable of producing optimum 
estimates of the current system states and a controller to produce the optimum control input. 
A research work appeared in [187] presenting an application of a robust feedback control 
system to AGC of an interconnected power system considering parameter variations in a 
controlled object as disturbances to the system. The transfer functions between the equivalent 
disturbances and the controlled output are made exactly or approximately zero by 
introducing a compensator. A control technique based on the application of linear feedback 
H» robust controllers in the power system model to control the frequency deviations was 
proposed by A. Ismail [188]. The robust controller designs for power system based on the 
Riccati equation approach has also been proposed and are reviewed later in chapter 6. A 
variable non-linear tie-line frequency bias for interconnected system control has been 
contributed by T.Kennedy [189]. The VSS controller exhibits insensitivity to plant parameter 
variation when operated in sliding mode. The switching logic of the VSS controller is simple 
and seems amenable for practical implementation. 
Besides the AGC schemes presented so far, few attempts have also been made by the 
research contributors to highlight the problems associated with the implementation of the 
theoretically designed AGC regulators and ON-line experiences of power engineers with 
AGC schemes on power systems in [190-194]. The current operating problems encountered 
in the implementation of AGC regulators have been highlighted in [190] and the constraints 
imposed by physical elements involved in the process of their implementation have been 
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discussed in the literature in [193]. A.Bose and I. Atiyyah [191] have suggested that a good 
control of a power system is more dependent on system constraints and human decisions than 
on the design of the present day load frequency controller. The implementation of AGC 
system for Western Systems Coordinating Council (WSCC) has been discussed in [192]. An 
interesting and pioneering findings of Prowse et.al. with joint AGC regulation has appeared 
in [194]. After several months of testing and more than two years of commercial operation of 
a power system consisting of both thermal-based and hydro-based utilities, it was 
demonstrated successfully that there can be sufficient benefits in transferring AGC regulation 
from thermal-based utilities to a hydro-based utility. 
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CHAPTER: 3 
OPTIMAL AGC OF 2-AREA INTERCONNECTED 
POWER SYSTEMS WITH IDENTICAL PLANTS 
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3.1 INTRODUCTION 
With the application of modern control theory to the AGC problems of interconnected 
power systems in the early 1970s, the efforts have been motivated towards the improved 
design of AGC regulators. One of the most basic requirement of modem optimal control 
theory to the application AGC regulator design is the development of dynamic system 
model in state variable form. The realistic model of any physically realizable complex 
system like, interconnected power system generally has non-Unear characteristics at 
operating levels. The exact representation of power system dynamics involves a set of large 
number of non-linear differential equations. The optimal AGC regulator design with non-
linear system models poses computationally difficult problems when dealing with higher 
order complex systems. To cope with this problem, the design engineers propose 
linearization of system equations about an operating point for optimal system regulator 
designs and apply the linear state-regulator theory to obtain the desired control law. The 
control strategies resulting from the application of linear state regulator theory depend on 
the availability of all the state variables directly or through state reconstruction procedure 
using either an observer or a filter in case of state variables being inaccessible for their 
measurement. However, this involves higher cost and complexity problems. The regulators 
designs using reduced number of state variables such as measurable output variables or a 
reduced number of state variables designs may not be optimal in realistic situation. 
The capability and compatibility of handling large and complex multivariate control 
problems with great ease is one of the most pioneering contribution of modem control 
theory. The main function of a control engineer is to represent the control system in state 
variable form and specify the desired performance criterion mathematically in terms of a cost 
criterion to be minimized through well established techniques for minimization of the 
resulted fiinctions to get a unique or best controller in the sense of minimizing the cost. 
In the present work, the multivariate AGC problem of 2-area interconnected power 
systems is presented. The system is modelled in state variable form. The development of 
optimal AGC regulators has been described and the investigations with optimal AGC 
regulators designed using (i) proportional and (ii) P-I control strategies have been carried 
out. 
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The overall design problem of optimal AGC regulators can be stated as follows: 
• Casting the system dynamic model in state variable form including the introduction of 
control forces. 
• Selecting performance index (integral square error control index) criterion and its 
minimization which is the prime goal of the control strategy. 
• Finding a suitable solution technique capable of providing an effective solution of optimal 
AGC regulator design problem. 
• Obtain the structure of the optimal AGC regulator which minimizes the performance index. 
• Implement the designed AGC regulator on the power system models under consideration in 
the wake of load perturbations and investigate the dynamic behaviour of the system. 
The detailed description of the scheme can be outlined in the following sections. 
3.2. OPTIMAL AGC REGULATOR DESIGN 
3.2.1. Optimal AGC Regulator Design with Full State Vector Feedback 
For an s-area interconnected power system which is described by a completely 
controllable and observable linear time-invariant state space representation given by 
differential equations (3.1), & (3.2) below: 
• 
X = A X + B U + r ^ (3.1) 
Y = C 2L (3.2) 
Find the control U, so as to minimize the performance index 
J = J" l/2[ X^ Q2L + U*^  R U ] dt (3.3) 
In the application of optimal control theory, the term F Pd in equation (3.1) is 
eliminated by redefining the states and controls in terms of their steady state values 
occurring after the disturbance is applied [64]. The equation (3.1) can be rewritten as : 
X = AX +B_U, X(0) =JCo (3.4) 
and equation (3.2) will remain same. 
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With full state vector feedback control problem underconsideration, a control law is 
stated in the form; 
U* = - [\|f*] X (3.5) 
which minimizes the cost function given by equation (3.3). 
For the infinite time-problem, the application of Pontryagin's minimum principle [195] 
results in the following matrix Riccati equation (MR EQN). 
P A + A^ P - PBR-^  B'^  P + Q = 0 (3.6) 
The solution of equation (3.6) yields a positive definite symmetric matrix P and the 
optimal control law is given by 
U* =-R-^B^PX (3.7) 
and the desired optimal feedback gain matrix is given by 
[\\f*] •= R - ' B ^ P (3.8) 
The derivation of the equation (3.8) based on optimal control theory for the design of 
optimal AGC regulators is described in Appendix 'A'. 
The following two techniques are generally employed for the optimal solution of the 
MR EQN. 
1. Non-iterative technique 
2. Iterative technique 
The non-iterative or direct technique is basically the eigenvector decomposition 
technique [195-197]. This technique was universally found good enough for small order 
systems. For higher order complex systems, since the size of the system augmented matrix 
becomes double of the size of original system matrix, the eigenvector decomposition 
technique was found inappropriate due to limitations of data storage and handling capacity 
of real time control processors. 
48 
Lot of work has been carried out for the solution of MR EQN using iterative techniques 
since sixties [198-201]. The Newton's method has got tremendous favour for the solution of 
MR EQN for most of the complex problems and later, this method has been augmented for 
its better computational features with the valuable research contributions by Kleinman [198] 
and Blackburn [199]. Allwright [200] has established a geometric convergence rate, valid 
globally for the algorithm presented by Kleinman [198] based on quadratic convergence rate. 
The method always requires an stabilizing matrix 'Po' initially, which may not always be 
possible to determine. In the past, the search for an stabilizing matrix has questioned the 
superiority of the algorithm over the direct or non-iterative techniques. The researchers in 
the concerned field were motivated to push their best efforts to search a possible novel 
technique to provide the initialization matrix To' with least computational efforts. An 
appreciable amount of research work has been carried out to overcome this problem. The 
investigations of numerous research efforts in this direction reveal that most of the 
initialization methods involve direct or indirect integration of the MR EQN or some other 
related equation over a finite interval of time. 
The merit of the Newton's method is primarily due to its simplicity of the algorithm 
based on the repeated solution of a Liapunov equation. However, the use of the above 
mentioned procedures which require lot of programming efforts and computing time, destroy 
the merit of the technique. Later, a solution technique for MR EQN using the 'inverse' or 
'dual' MR EQN has been proposed by Fernando & Nicholson [202] which had a unique 
contribution to ease the burden of initialization for most of the problems since the technique 
requires a single parameter value for initialization for the solution of inverse MR EQN. 
This technique has well suited for small ordered systems but poses problems while dealing 
with large order systems. 
At the outset of this work, a modified computational approach for optimal positive 
definite solution of MR EQN has been developed. This technique utilizes the initialization 
technique of Fernando and Nicholson's algorithm in the first part of the approach and next, 
the convergence part of the approach is supported by novelty of the Newton's algorithm. 
The proposed algorithm is tested for large order systems. 
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3.2.2. The Proposed Solution Technique Based on MR EQN 
For full state feedback control strategy with the consideration of matrix 'Q' as identity 
matrix [202], Equation (3.6) can be rewritten in the following form : 
P A + A ' ^ P - P B R ' B ^ P + C ' ^ C = 0 (3.9) 
Assuming the matrix 'P' to be positive definite solution of MR EQN described by equation 
(3.9), the transformation W = P ' exists and the 'Inverse MR EQN' is given as; 
W A"^ + A W + W C^ C W - B R-' B ^ = 0 (3.10) 
Then the Newton's algorithm for the inverse MR EQN is given by; 
Wi^ i (Ai^i)% Ai^ i Wi^i = -Wi C^Wi + B R ' B" (3.11) 
Where, (Ai+i)"^  =(Ai)'^+ C"^  C Wi 
The algorithm is convergent to the unique positive definite solution 'W', if the initial matrix 
'Wo' is chosen such that '(-Ai)^ ' is stable, then; 
Lim. Wi = W = F ' (3.12) 
i—>oo 
The following modifications in the above described algorithm are suggested. 
The number of elements of matrix 'W' which are to be converged in the above method 
are 'nxn' where, 'n' is the order of the matrix 'W'. We propose a new convergence 
criterion which could be derived based on the convergence on trace value of matrix 
'W'. The new convergence criterion will have a role of great importance in case of 
large order systems from computational point of view. The new criterion may be stated 
as : 
1^. 
[n=l li+l 
1^~ 
ln=\ 
< 10" 
OR 
.Trace [Wn„]i - Trace [W„n]i+i • < 10 -3 
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2. The convergence of the solution can be achieved faster, if after few iterations with 
Fernando & Nicholson's algorithm, the problem is to be switched over to Newton's 
algorithm with initial To' obtained from Fernando & Nicholson's algorithm after 
convergence of trace value. 
With these modifications, the solution technique for the design of optimal AGC 
regulators is described in the ensuing section. 
3.2.3. Optimal AGC Regulator Design Based on Proposed MR EQN 
Solution Technique 
The overall design procedure of optimal AGC regulators based on proposed MR 
EQN solution technique can be highlighted through the algorithm described as follows: 
StepO 
Stepl 
Step 2 
Step 3 
Step 4 
Steps 
Set iteration count 1. 
Select Wo = kl, 5<k <95. 
Compute (Ai+if =(Ai)^+ C^ C Wi 
Check stability of (-Ai+O .^ 
If (-Ai+i)^  is not stable then GO TO step 1 and select Wo appropriately. If 
stable, solve Lyapunov matrix equation : 
Wi+i ( Ai+i)"^  + Ai+i W i+i = - Wi C^ C Wi + B R'' B"^  using the 
algorithm developed based on technique reported in [79] (Appendix 'C'). 
Check the convergence of solution by satisfying the condition: 
In=l 11+1 
Step 6 : Repeat steps 1 to 5 for few iterations (< 10) and write Wi+i . 
Step 7 : Compute ( Wj+O"' , store as Po and execute step 8 onwards according to 
Newton's algorithm. 
Step 8 : Form ( A i f =A^-B R"' B'^PO 
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Step 9 : Start iteration count 1 and set maximum iterations. 
Step 10 : Compute Pj+i by solving Lyapunov equation: 
-1 n T (Aj+if Pj+1 +Pj+i Aj^ i = -C^C -PjBR- 'B 
Step 11 : Calculate: 
Step 12 
Step 13 
Step 14 
Step 15 
11=1 Ji+l 
Sw. 
In=l 
= Tol. 
Increase the iteration count with a check for maximum iterations and repeat the 
sequence of steps from 8 to 11. 
If Tol. < 10"^  , terminate the execution and write Pj+i as positive definite 
solution of MR EQN. 
Otherwise write that the solution is not converged in maximum iterations 
allowed. 
Compute the optimal feedback gain matrix as : 
[\|/*] = R-' B^ Pj+i 
3.3. APPLICATION TO IDENTICAL 2-AREA INTERCONNECTED 
POWER SYSTEMS WITH REHEAT THERMAL POWER PLANTS 
The electrical power generation is a mix of thermal, hydro and nuclear power. 
Undoubtedly, the thermal power has a major share in the overall electrical power generation. 
The locations of thermal power stations are generally at minemouths as per present day 
practice due to economic and technical reasons and are widely spanned all over the country. 
The modem power plants are running with reheat type thermal turbines due to higher 
efficiency margins as compared to that obtained with non-reheat thermal turbines. The 
limited coal reserves, shortages of nuclear fuel supplies and other associated technical and 
other operating problems are in favour of fast development of electrical power generation 
through hydro power plants. Moreover, its least pollution prone characteristic is also vital in 
motivating the power engineers to have more share of hydro power in the years to come. 
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At present the hydro power in India, is gaining a significant share of the total installed 
generating capacity. Geographically, most of the hydro electric power plants are situated in 
Southern, North Eastern and Himalayan region. There are possibilities in near future to 
generate much more power from North Eastern and Himalayan regions of the country and a 
situation may arise for power engineers to have an inter-regional interconnection of hydro 
electric power pools. Keeping in view, the above situation, the interconnected power system 
consisting of plants with identical characteristics with reheat thermal turbines and with hydro 
turbines are considered to carry out the investigations for system dynamic performance under 
the load perturbations. 
3.3.1. Power System Model -1 
The power system model of 2-area interconnected power system considered in the 
present study is consisting of identical reheat thermal power plants and is interconnected via 
parallel EHVAC/HVDC transmission links. The 2-area interconnected power system model 
with parallel EHVAC / HVDC transmission links is shown in Fig. (3.1) and its block 
diagram with transfer function representation is shown in Fig. (3.2). The speed governing 
system and generator in each area are assumed to be associated with single time constants. 
As reported in reference [203], the reheat steam turbine dynamics is represented by a transfer 
function associated with a double first order time constants due to reheater dynamics. The 
models of transmission links (HVDC and EHVAC) are also considered to be represented by 
transfer function with single order time constant. 
3.3.2. Case Studies 
The application of linear optimal control theory is the most promising approach to 
handle AGC problem of large sized complex interconnected power systems. In literature, it 
seems to have been first proposed by Fosha and Elgerd [103]. The approach involves the 
design of optimal control system considering the control law based on proportional control 
strategy. The investigations performed on power system models with this control strategy 
under small load perturbations resulted in excellent system dynamic performance with small 
transients and relatively short settling time. However, the results do not appear entirely 
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satisfactory as linear optimal control system was found inadequate to offset disturbance of 
unknown magnitude. Some modifications were required to be introduced in the basic 
optimal control strategy so as to derive the integral control action to counter the presence of 
constant but unknown load perturbations. Later, an advanced version of control scheme 
incorporating the integrals of ACE as additional state variables was proposed by Calovic 
[106] and E.G. Tacker et.al.[107]. The implementation of this form of control system has 
achieved the system dynamic response with zero steady state values of the variables when 
one or both areas have step changes in load demand. Furthermore, the transient response 
characteristics may be adjusted to the desired forms by selecting the parameters of 
proportional and integral control systems appropriately [20]. Since then a wide variety of 
AGC schemes based on P-I control approach achieving better system dynamic performance 
in the wake of load perturbations have been presented in literature. Hence, the investigations 
for interconnected power system models with optimal AGC regulators designed based on 
proportional control strategy is not advisable in comparision to optimal AGC regulators 
designed based on proportional integral control strategy. Since as the incorporation of HVDC 
link as an area interconnection in parallel with EHVAC link in power system model under 
consideration has resulted in a modified version of power system models which were not 
used in earlier studies, it is worthwhile to investigate the new model with both control 
approaches. Hence the following case studies are identified in this section for power system 
model-1. 
1(a). Proportional Control Strategy with system interconnection as EHVAC link considering 
turbine controllers only. 
1(b). Proportional Control Strategy with system interconnection as EHVAC link in parallel 
with HVDC link, considering turbine controllers only. 
1(c). Proportional Control Strategy with system interconnection as EHVAC link in parallel 
with HVDC link, considering incremental HVDC link power flow as control variable 
with turbine controllers. 
1(d). Proportional Control Strategy with system interconnection as EHVAC link in parallel 
with HVDC link, considering turbine controllers only. The incremental power flow 
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through HVDC Unk is modelled based on the difference of frequency deviations of 
both areas. 
1(e). Proportional-Integral(P-I) Control Strategy with system interconnection as EHV AC 
link, considering turbine controllers only. 
1(f). Proportional-Integral(P-I) Control Strategy with system interconnection as EHV AC 
link in parallel with HVDC link, considering turbine controllers. 
1(g). Proportional-Integral(P-I) Control Strategy with system interconnection as EHV AC 
link in parallel with HVDC link, considering incremental DC link power flow as 
control variable with turbine controllers. 
1(h). Proportional-Integral (P-I) Control Strategy with system interconnection as EHV AC 
link, considering turbine controllers only. The incremental power flow through HVDC 
link is modelled based on the difference of frequency deviations of both areas. 
3.3.3. State Variable Model 
The linear state space models of 2-area interconnected power system under 
consideration is based on the following assumptions. 
(1)» The system model representation is linearized about an operating point. 
(2)« The interconnection between the two power system areas is weak and the 
interconnections within an area are strong. 
(3)« The generators operating in an area form a coherent group, hence each area is 
represented by an equivalent generator. 
(4)» Active power-frequency control loop is completely decoupled from reactive power 
voltage control loop and the node voltages remain constant. 
(5)« Losses are neglected. 
(6)« The HVDC link is considered to be operated in constant current control mode. 
The structure of state, control and disturbance vectors associated with state space 
equations (3.1) & (3.2) for different case studies identified in preceding section are 
given as follows: 
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State, Control and Disturbance Vectors 
Case study 1(a) 
[Xia ] = 
Xl 
X2 
X3 
X4 
X5 
X6 
X7 
Xg 
_ X9 _ 
= 
AF,i 
APgti 
APRti 
AXgti 
AFt2 
APgt2 
APR,2 
AXgt2 
_ ^ ' _ 
[ U i a ] = 
"APci 
APCt2 
and [Pdia] = 
"APdti 
APda 
where, [ Xia ], [ Uia ] and [ Pdia ] are 9x1,2x1 and 2x1 order vectors respectively. 
Case study Kb) 
[ X i b ] = X la 
APdc 
[Uib] = [ Uia ] , [ P d i b ] = [Pd ia ] 
Case study 1(c) 
[ Xic ] = [ Xia] 
[Uic ] = 
Uia 
APdc 
and [ Pdic ] = [ Pdia ] 
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Case study 1(d) 
[ X i d ] = [ X i b ] , [Uid] = [Uib] a n d [ P d i d ] = [ P d i b ] 
Case study 1(e) 
[ X i e ] = 
Xia 
jACEti dt 
1ACE,2 dt 
[Uie ] = [Uia ] and [Pd i e ]= [Pdia] 
Case study 1(f) 
[ X i f ] = 
Xie 
APdc 
, [ U i f ] = [Uia] and [ P d i f ] = [ Pdia ] 
Case study 1(g) 
[X ,g ] = [ Xie] , [Uig] = 
Case study 1(h) 
Uia 
APdc 
and [Pd ig ]= [ P d i a ] 
[ X i h ] = [ X i f ] , [ U i h ] = [U i f ] and [ P d i h ] = [ Pdi f ] 
State, Control and Disturbance Matrices 
The state, control and disturbance matrices involved in the state space representation 
can be derived from the following differential equations obtained from transfer function 
model shown by Fig. (3.2). 
Block No. Q 
- f AF,i = (APgti - AP, - APdti - APdci) (Kpti / Tp,i) - (1/Tp.i) AF„ 
at 
Introducing parameters Mti and Dn and defining them as ; 
-(3.13) 
Mti =Tp t i /Kp t i= -
2«M 
and Dti = l/Kpn 
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Rearranging equation (3.13) in terms of these parameters we get; 
-^ AFti = (APgti - AP, - APdti - APdc) (1 / M.i) - (Dti / M.OAFti (3.14) 
dt 
Block Q) 
4-APRti = AXgt, (Kti/Tu)-APRti /Tn (3.15) 
dt 
Block Q) 
4- APgti = -APgt, / T„ + APRt, (1/Tr, - K„/r.,) + AXg,, (K ,^ K„ / T„) (3.16) 
dt 
Block © 
4 AXg.1 = APcti (KgtiA-gti) - AFti (Kg.i/ RtiTg.i) - AXg,i / Tgti (3.17) 
dt 
Block Q) 
4 AFa= (APga- ai2AP,- APdt2- aizAPdc) (1 /Mtj) - (PaMt2)AFa (3.18) 
dt 
Block © 
4 APR,2 = AXgt2 (Kts/Ta) - APRt2 / T,2 (3.19) 
dt 
Block © 
4 APgt2 = -APga / T^ + APRt2 (1/1^2 - K,2/Tt2) + AXgt2 (Kr2 K^ / T^) (3.20) 
dt 
Block © 
4" AXg,2 =APcu2 (Kgt2/Tgt2) - AF,2 (Kg^/ R,2Tga) - AXgt2 / Tgt2 (3.21) 
dt 
Transfer Function Model of Incremental Power Flow Through EHVAC Tie-line (APt) 
Block © : 
Considering the linearized model of incremental tie-line power flow, the expression for 
total incremental tie-line power exported from area 'i ' can be given as; 
APu = 5l27t Tip (JAFU dt - jAFtp dt) 
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where 'p' represents the number of other control areas. 
For a 2-area case one can write, 
— APt=27tTi2(AFti -AF,2) 
dt 
-(3.22) 
For the two identical area interconnected power system, 
AP.i = APt (3.23) 
AP,2 = -(PrJPn) AP, = ai2AP, (3.24) 
To incorporate the integral action in the design of optimal AGC regulators, the integrals 
of area control errors of both areas are derived as follows : 
-(3.25) 
-(3.26) 
lACEti = /(APti -»- B„ AF,i )dt 
Or — (lACEti) = AP, -H Bti AFti 
dt 
similarly, 
lACEa = J( APt2 + Be AFa ) dt 
Or — ( lACEa) = ai2 AP, + B,2 AF^ 
dt 
Transfer Function Model of Incremental Power Flow Through HVDC Link (APJP ) 
The incremental power flow through HVDC link is modelled by a linear first order 
model with time constant Tdc. In Fig.(3.2), APdc will be represented by following two models 
[75,204] as shown by Figs. (3.3) & (3.4) below. 
APnr Model -1 
The incremental power flow through HVDC link is considered to be derived based on 
frequency deviation at rectifier end only. The transfer function model can be represented as : 
AF,i Kdc 
l-i- S Tdc 
APdc 
Fig. (3.3) 
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APH. Model -2 
The incremental power flow through HVDC link is considered to be derived based on 
the difference of frequency deviations at both ends. The transfer function model may be 
represented as: 
AFti 
AFa 
Fig. (3.4) 
From these two models shown by Figs. (3.3) & (3.4), the following differential 
equations are derived. 
— A Pdc = (Kdc/ Tdc) A Fti - ( 1 / Tdc) APdc 
dt 
-{321) 
-(3.28) 
— A Pdc = (Kdc / Tdc) A F,i - (Kdc / Tdc) A Fa - ( 1/ Tdc) APdc 
dt 
If two areas of interconnected power system are identical, the APdci & APdc2 are defined as : 
APdci= APdc (3.29) 
APdc2= -(PnlPri) APdc = ai2APdc (3.30) 
With the help of differential equations [(3.14) -(3.30)] and the state, control and 
disturbance vectors identified for different case studies, the structure of matrices A, B, & F 
can be derived. In the ensuing section, the numerical data considered for the study is reported 
and the system coefficient matrices are obtained for all case studies identified in the 
preceding section 3.3.2. 
3.3.4. NUMERICAL DATA 
• Data For Reheat Thermal Plant [1] 
Pr„ = Pr,2 = 2000 MW, H,i = Ht2 = 5s, T.i = T^ = 0.3s, Tgu = Tga = 0.08s, 
Tn= Tr2 = 10s, Kri = K,2 = 0.5, K,i = K^ = 1.0, Kg,i= Kga= 1.0, 
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D,i = D,2 = 0.00833 p.u.MW/Hz, Ru = Rt2 = 2.4 Hz/p.u.MW, Bn = 6^ 2 = 0.425 
p.u.Mw/Hz, 
M,i = Mt2 = 0.167 p.u.MW-sec^ an = -1, APd,i = APd^ = 0.01 p.u.MW. 
• Data For AC Link [1] 
P t max = 200 MW, 27tTi2 = 0.545 P.U.MW/ rad., 5i - 82 = 30 °, 
• Data For DC Link [75,204] 
Kdc =1.0, Tdc= 0.2 sec. 
3.3.5. COEFFICIENT MATRICES 
With the help of these system data, the following coefficient matrices for respective 
case studies are obtained : 
Case study 1(a) 
[Ala ] = 
[Bia]^= 
[ria]''= 
-0.05 
0.0 
0.0 
5.988 
-0.1 
0.0 
-5.208 0.0 
0.0 
0.0 
0.0 
0.0 
0.545 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-5.988 0.0 
0.0 0.0 
0.0 0.0 
-1.567 1.667 
-3.333 3.333 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-12.5 
0.0 
0.0 
0.0 
0.0 
0.0 
12.5 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-0.05 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
5.988 
-0.1 
0.0 
-5.208 0.0 
-0.545 0.0 
0.0 
0.0 
0.0 
-5.988 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-1.567 
0.0 
0.0 
0.0 
0.0 
0.0 
1.667 
-3.333 3.333 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-12.5 
0.0 
0.0 
12.5 
0.0 
0.0 
-5.988 
0.0 
0.0 
0.0 
5.988 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
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The coefficient matrices for the remaining case studies can be listed as 
Case study 
1(b) 
1(c) 
1(d) 
1(e) 
Coefficient 
matrix 
A 
B 
r 
A 
B 
r 
A 
B 
r 
A 
B 
r 
Dimension 
of matrix 
10x10 
10x2 
10x2 
9x9 
9x3 
9x2 
10x10 
10x2 
10x2 
11x11 
11x2 
11x2 
Additional elements with the elements of 
corresponding matrices of case study 1(a) 
A(l,10) = - A(5,10) = -5.988, A(10,l) = -A(10,10)= 5.0 
with rest of the elements as zero 
B(10,1) = B(10,2) = 0.0 
r (10,1) = r (10,2) = 0.0 
same as in case study 1(a) 
B(l,3) = - B(5,3) = -5.988, with rest of the elements 
as zero 
same as in case study 1(a) 
A(l,10) = - A(5,10) = - 5.988, A(10,l) = - A(5,10) 
= - A(10,10) = 5.0 with rest of the elements as zero 
B(10,l) = B(10,2) = 0.0 
r (10,1) = r (10,2) = 0.0 
A(10,l) = A(ll,5) = 0.425, A(10,9) = -A(ll,9) = 1.0 
with rest of the elements as zero 
B(10,l) = B(10,2) = B(ll,l) = B(ll,2) = 0.0 
r(io,i)= r(io,2)= r(ii,i)= r(ii,2) = o.o 
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1(f) 
Kg) 
1(h) 
A 
B 
r 
A 
B 
r 
A 
B 
r 
12x12 
12x2 
12x2 
11x11 
11x3 
11x2 
12x12 
12x2 
12x2 
A(10,l) = A(ll,5) = 0.425, A(10,9) = -A(ll,9) = 1.0, 
A(l,12) = - A(5,12) = - 5.988, A(12,l) = - A(12,12) 
= 5.0 with rest of the elements as zero 
B(10,l) = B(10,2) = B(l l , l ) = B(l 1,2) = B(12,l) 
= B(12,2) = 0.0 
r(io,i)= r(io,2)= r(ii,i)= r(ii,2) 
= r ( i2 , i )= r (12,2) = 0.0 
A(10,l) = A(l 1,5) = 0.425, A(10,9) = -A(l 1,9) = 1.0 
with rest of the elements as zero 
B(l,3) = - B(5,3) = -5.988, with rest of the elements 
as zero 
r(io,i)= r(io,2)= r(ii,i)= r(ii,2) = o.o 
A(10,l) = A(ll,5) = 0.425, A(10,9) = -A(ll,9) = 1.0, 
A(l,12) = -A(5,12)= -5.988, A(12,l) = -A(12,5) 
= - A(12,12) = 5.0 with rest of the elements as zero 
B(10,l) = B(10,2) = B(l l , l ) = B(ll,2) = B(12,l) 
= B(12,2) = 0.0 
r(io,i)= r(io,2)= r(ii,i)= r(ii,2) 
= r ( i 2 , i ) = r (12,2) = 0.0 
State Cost Weighting Matrix *Q 
The matrix 'Q' is selected as an identity matrix of appropriate dimension in each case 
study. 
Control Cost Weighting Matrix 'R' 
It is selected as an identity matrix. It has the dimensions of 2x2 for all case studies 
except case studies 1(c) & 1(g). It is a 3x3 identity matrix for case studies 1(c) & 1(g). 
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3.3.6. SIMULATION RESULTS 
The simulation study has been performed on ALPHA main frame computing system 
at A.M.U. Aligarh. The feedback gains of optimal AGC regulators are obtained. The closed 
loop system eigenvalues are computed to study the system dynamic stability with the 
implementation of designed regulators. The performance index values for each case study 
are also calculated. The simulation results are tabled as below: 
Optimal Feedback Gains 
[V* la ] = 
[V*lb] = 
[¥* Ic ] = 
0.593 2.754 -0.523 0.567 0.041 0.998 -0.481 0.003 -1.523 
0.041 0.998 -0.481 0.003 0.593 2.754 -0.523 0.567 1.157 
0.4629 2.424 -0.4597 0.5485 0.421 2.037 -0.683 0.0603 -0.117 -0.1326 
0.64799 1.819 -0.5447 0.0603 0.51276 2.761 -0.6116 0.551 0.118 0.112 
0.285 2.11 -0.445 0.524 0.348 1.637 -0.558 0.461 -0.014 
0.348 1.638 -0.558 0.046 0.285 2.114 -0.445 0.524 -0.014 
-0.745 -0.172 -0.026 0.03 0.745 0.170 0.026 -0.302 0.414 
[V* Id ] = 
[V*le] = 
[\|/* if] = 
0.275 2.1707 -0.459 0.5272 0.3587 1.581 -0.5441 0.043 -1.0395 -0.0603 
0.3587 1.5807 -0.544 0.053 0.2752 2.171 -0.459 0.5272 0.0395 0.0603 
0.861 4.372 -1.165 0.595 0.061 0.382 -0.168 0.004 -1.23 1.0 0.0 
0.061 0.382 -0.168 0.004 0.681 4.372 -1.165 0.595 -1.23 0.0 1.0 
0.6291 3.4518 -0.8757 0.5647 0.5773 1.8266 -0.5006 0.0728 -0.0466 
0.7289 0.6846 -0.1422 
0.8672 1.4748 -0.2878 0.0728 0.9532 4.4866 -1.2153 0.5947 -0.5809 
-0.6846 0.7289 0.3619 
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[V*lgl = 
[V*lh] = 
0.435 2.649 -0.625 0.539 0.487 2.104 -0.708 0.060 0.043 0.558 0.442 
0.487 2.105 -0.708 0.060 0.435 2.649 -0.625 0.539 -0.043 0.442 0.558 
-0.811-0.428 0.078 0.025 0.811 0.428 -0.078 -0.025 -1.03 -0.702 0.702 
"0.4905 3.759 -1.106 0.5527 0.432 0.9947 -0.227 0.0465 1.1718 1.0 
0.0 -0.2237 
0.4318 0.9948 -0.227 0.0465 0.4905 3.7592 -1.1058 0.5527 -1.172 0.0 
1.0 0.2237 
Table 3.1: Optimum Performance Index Values (J*) 
Case studies 
1(a) 
57.04 
1(b) 
51.23 
1(c) 
47.08 
1(d) 
48.91 
1(e) 
94.31 
1(f) 
88.46 
1(g) 
56.97 
1(h) 
99.39 
Table 3.2 : Optimal Closed-Loop System Eigenvalues 
Case 1(a) 
-0.1142 
-0.1993 
-3.571 
-2.637+J0.801 
-0.857+J2.692 
-17.6336 
-17.6300 
Case 1(b) 
-0.11348 
-0.1982 
-4.4368 
-2.820+j 1.333 
-2.0488+J5.66 
-0.9946 
-17.6319 
-17.595 
Case 1(c) 
-0.1124 
-0.199 
-5.212 
-2.638+J0.81 
-6.998 
-1.1019 
-17.46 
-17.63 
Case 1(d) 
-0.09698 
-0.199328 
-4.3844 
-0.43905 
-2.6337+J0.7938 
-2.2546+J7.866 
-17.655 
-17.5878 
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[V*lg] = 
[V*lh] = 
0.435 2.649 -0.625 0.539 0.487 2.104 -0.708 0.060 0.043 0.558 0.442 
0.487 2.105 -0.708 0.060 0.435 2.649 -0.625 0.539 -0.043 0.442 0.558 
^0.811-0.428 0.078 0.025 0.811 0.428 -0.078 -0.025 -1.03 -0.702 0.702 
0.4905 3.759 -1.106 0.5527 0.432 0.9947 -0.227 0.0465 1.1718 1.0 
0.0 -0.2237 
0.4318 0.9948 -0.227 0.0465 0.4905 3.7592 -1.1058 0.5527 -1.172 0.0 
1.0 0.2237 
Table 3.1: Optimum Performance Index Values (J*) 
Case studies 
1(a) 
57.04 
Kb) 
51.23 
1(c) 
47.08 
1(d) 
48.91 
1(e) 
94.31 
1(f) 
88.46 
1(g) 
56.97 
1(h) 
99.39 
Table 3.2 : Optimal Closed-Loop System Eigenvalues 
Case 1(a) 
-0.1142 
-0.1993 
-3.571 
-2.637+J0.801 
-0.857+J2.692 
-17.6336 
-17.6300 
Case 1(b) 
-0.11348 
-0.1982 
-4.4368 
-2.820+j 1.333 
-2.0488+J5.66 
-0.9946 
-17.6319 
-17.595 
Case 1(c) 
-0.1124 
-0.199 
-5.212 
-2.638+J0.81 
-6.998 
-1.1019 
-17.46 
-17.63 
Case 1(d) 
-0.09698 
-0.199328 
-4.3844 
-0.43905 
-2.6337+J0.7938 
-2.2546+J7.866 
-17.655 
-17.5878 
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Case 1(e) 
-0.1991 
-0.2193+J0.07 
-0.405 
-2.62+J0.801 
-0.8664+J2.70 
-3.576 
-17.6297 
-17.6332 
Case 1(f) 
-0.19984 
-0.1295+i0.0634 
-0.8127+J0.3205 
-2.8058+j 1.124 
-2.048+J5.661 
-4.4245 
-17.6105 
-17.632 
Case Kg) 
-0.1159 
-0.584+J0.24 
-1.2613 
-1.684+J0.596 
-3.042+J4.368 
-7.86 
-12.7 
-23.292 
Case 1(h) 
-0.19907 
-0.387 
-0.248 l+jO.0849 
-2.617+J0.7789 
-2.2322+J7.8436 
-4.3696 
-0.4049 
-17.633 
-17.594 
Based on the designed optimal regulators, the system responses are plotted for various 
system state variables like frequency deviation of area 2 (AFt2), EHVAC tie-line power flow 
deviation (APt), and area control error of area 2 (ACEti) for different case studies by 
considering 1% step load disturbance in area 2. These response plots are shown in 
Figs.(3.5)-(3.7) respectively. 
3.3.7. DISCUSSION OF RESULTS 
The discussion of results obtained as above is presented as follows ; 
Optimum Performance Index Values (J*) 
To have a close and comprehensive examination of optimum PIx values as listed in 
Table 3.1, it is desirable to compare these values obtained with different case studies in 
terms of casewise percentage variations of (J*). The following Table (3.3) shows the 
percentage variations of (J*) from that obtained for a particular case study identified in the 
table itself. 
Table 3.3 : Percentage Variation in Optimum Performance Index Values 
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Table 3.3 : Percentage Variation in Optimum Performance Index Values 
Proportional Control Strategy 
S.No. 
1. 
2. 
3. 
4. 
Case studied 
1(a) 
Kb) 
1(c) 
1(d) 
% variation in 'J*' 
10.18 from case study 1(a) 
17.46 from case study 1(a) 
14.25 from case study 1(a) 
increase / decrease 
decrease 
decrease 
decrease 
Proportional Integral Control Strategy 
1 
2. 
3. 
4. 
1(e) 
1(f) 
Kg) 
1(h) 
6.2 from case study 1(e) 
39.59 from case study 1(e) 
5.38 from case study 1(e) 
decrease 
decrease 
increase 
Proportional v/s Proportional Integral Control Strategy 
1. 
2. 
3. 
4. 
1(e) 
Kf) 
Kg) 
1(h) 
65.34 from case study 1(a) 
72.67 from case study 1(b) 
21.00 from case study 1(c) 
103.2 from case study 1(d) 
increase 
increase 
increase 
increase 
From Table 3.3, it is observed that in proportional control strategy, the optimum 
performance value has a considerable percentage reduction in cases when the system has 
been modelled with APdc [i.e. cases 1(b)-1(d)] as compared to that obtained in case study 
1(a) i.e. with the system model without incorporating APdc . Thus one can say that 
incorporation of APdc in system dynamic model has a favourable effect on system 
performance index value. The percentage reduction is largest in case when APdc is 
considered as an additional control variable with turbine controllers [case 1(c)]. The 
inspection of the Table 3.3. further reveals that in P-I control strategy, APdc has an aiding 
effect in the improvement in system performance index value when considered as an 
additional state as well as control variable with turbine controllers i.e. case studies 1(f) & 
Kg) as compared to that of case study 1(e). But it has a degradation in 'J*' when model of 
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APdc based on the frequency deviation of both areas of interconnected power system is used 
in system modelling. However, this degradation is in acceptable limit. 
The investigations of third part of the Table 3.3 reveal that the case-wise percentage 
increase in 'J*' is very large with P-I control strategy as compared to that of proportional 
control strategy for each case study. Although the increase in 'J*' values is undesirable, the 
P-I control strategy is still favoured due to its due merits stated earlier in this chapter. 
The closed loop system eigenvalues as Hsted in Table 3.2 are investigated to examine 
the closed loop system stability in all case studies uinderconsideration. At first instance, the 
stability of closed loop system is ensured by noticing the real part of all eigenvalues which 
is negative for all case studies identified. The degree of stability is higher with optimal AGC 
regulators designed considering APdc as an additional state variable as compared to that in 
case studies undertaken without considering APdc in system model for both proportional 
and P-I control strategies. The appreciable shifting towards left of jw axis of few 
eigenvalues obtained for case studies 1(c) & 1(g) has led to increased stability margins as 
compared to other case studies. Moreover, the set of eigenvalues of case study 1(c) has 
minimum complex conjugate pairs coupled with substantially small magnitudeof imaginary 
part which may yield a smooth system dynamic response as compared to those obtained in 
other case studies. However, no considerable change in system stability is evident in case 
studies 1(b) and 1(d). Similar observations are noticed in case of P-I control strategy. 
To study the dynamic system performance with optimal AGC regulators designed in 
the present study, the response plots with these regulators considering 1% step load 
disturbance in area 2 are plotted for frequency deviation of area 2 (AFt2), EHVAC tie-line 
power flow deviation (APt), and area control error of area 2 (ACEta) and are shown in 
Figs.(3.5)-(3.7) respectively. From the responses, it is observed that for 1% step load 
perturbation in area 2, the maximum peaks of the system responses for all cases studied are 
well below 0.03 Hz from a scheduled value of frequency 50 Hz. The system dynamic 
responses of AFt2, APt & ACEt2 obtained for case study 1(a) have a considerable number 
of oscillatory modes and these undesirable modes are eliminated in system response plots 
obtained for case study 1(b). Although the AFt2 response settles to a considerably reduced 
steady state value, the APt & ACEt2 responses result in very large steady state values in 
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case study 1(b) as compared to that obtained with case study 1(a). However, the settling 
time for system response in both case studies remains almost same. The time response plots 
of frequency deviation (AF,2), EH VAC tie-line power flow deviation (APt) and area control 
error (ACEt2) in case study 1(d) are ameliorated appreciably when compared to those 
responses obtained in case study 1(a) respectively. The system offers a substantial 
improvement in system dynamic performance when APdc model based on frequency 
deviation of both areas [ case study 1(d)] rather than APdc model based on frequency 
deviation at rectifier end [case study 1(b)] is used in system modelling. However very 
smooth and appreciably better system dynamic responses of AFt2, APt & ACEta have been 
achieved with optimal AGC regulators designed in case study 1(c) as compared to those 
achieved in case studies 1(a)-1(d). 
The response plots for case studies 1(e)-1(h) are obtained with optimal AGC 
regulators designed using P-I control strategy. The investigations of these plots shown in 
Figs. (3.5)-(3.7) reveal that the responses of AFt2 , APt & ACEt2 obtained for case studies 
mentioned, tend to settle to zero steady state value. It is also noticed that magnitudes of first 
peak of AFt2 & ACEt2 responses for case studies 1(e) & 1(f) are comparable whereas this 
magnitude of APt response is considerably large in case study 1(f) as compared to that of 
case study 1(e). At the same time, the trend of development of AFt2, APt & ACEt2 transient 
response is smoothened and faster in case study 1(f). Furthermore, the model of APdc based 
on frequency deviation of both areas as used in case study 1(h) has resulted in an improved 
system dynamic performance in comparison to that obtained in case study 1(e). It may be 
inferred that the system offers the much better system dynamic response of AFt2, APt & 
ACEt2 with optimal AGC regulators designed considering the APdc as an additional control 
variable with turbine controllers. 
3.4. APPLICATION TO IDENTICAL 2-AREA INTERCONNECTED 
POWER SYSTEJMS WITH HYDRO POWER PLANTS 
3.4.1. Power System IModel -2 
The block diagram of power system model underconsideration with transfer function 
representation is shown in Fig. (3.8). In the model, the generator in each area is represented 
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by a single order transfer function. The transfer function model of hydroturbine and 
penstock is reported in references [61,203]. The detailed model of hydro speed governing 
system, based on the work reported in [205] is described in [203] with few simplifying 
assumptions mentioned therein. The models of transmission links (HVDC & EHVAC) are 
considered to have transfer function with single time constant. 
3.4.2. Case Studies 
The following case studies are identified with power system model-2. 
2(a). Proportional Control Strategy with system interconnection as EHVAC link 
considering turbine controllers only. 
2(b). Proportional Control Strategy with system interconnection as EHVAC link in parallel 
with HVDC link, considering turbine controllers only. 
2(c). Proportional Control Strategy with system interconnection as EHVAC link in parallel 
with HVDC link, considering incremental HVDC link power flow as control variable 
with turbine controllers. 
2(d). Proportional Control Strategy with system interconnection as EHVAC link in parallel 
with HVDC link, considering turbine controllers only. The incremental power flow 
through HVDC link is modelled based on the difference of frequency deviations of 
both areas. 
2(e). Proportional-Integral (P-I) Control Strategy with system interconnection as EHV 
AC link, considering turbine controllers only. 
2(f). Proportional-Integral (P-I) Control Strategy with system interconnection as EHVAC 
link in parallel with HVDC link, considering turbine controllers. 
2(g). Proportional-Integral (P-I) Control Strategy with system interconnection as EHVAC 
link in parallel with HVDC link, considering incremental DC link power flow as 
control variable with turbine controllers. 
2(h). Proportional-Integral (P-I) Control Strategy with system interconnection as EHVAC 
link, considering turbine controllers only. The incremental power flow through HVDC 
link is modelled based on the difference of frequency deviations of both areas. 
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3.4.3. STATE VARIABLE MODEL 
The state space representation can be described by equations (3.1) & (3.2) as stated 
earlier. The structures of state, control and disturbance vectors for all case studies are given 
as: 
State, Control and Disturbance Vectors 
Case Study 2(a); 
[X2a] = 
Xl 
X2 
X3 
X4 
X5 
X6 
x? 
Xg 
X9 
= 
AFhi 
APghi 
AXghi 
AXghhi 
AFh2 
APgh2 
AXgh2 
AXghh2 
APh 
[U2a] = 
APChi 
APCh2_ 
Case Study 2(b); 
X2(a) 
[X2b] = 
APdc 
Case Study 2(c); 
[ X 2 c ] = [X2a] 
and [ Pd2a ] = 
APd 
'hi 
APd h2 _l 
[ U2b ] = [ U2a ] and [ Pd2b ] = [ Pd2a ] 
[U2c] = 
U2a" 
APdc 
and [Pd2c]=[Pd2a] 
Case Study 2(d); 
[ X 2 d ] = [ X 2 b ] , [U2d] = [U2b] and [Pd2d ] = [Pd2b] 
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Case Study 2(e); 
[X2e] = 
X2a 
jACEhi 
jACEh2_ 
Case Study 2(f) 
[X2f] = 
X2e 
APdc 
Case Study 2(2) 
[ X2g ] = [X2e ] 
Case Stw iy 2(h) 
, [U2e]= [U2a] 
1 
, [U2f]= [U2a] 
• 
• 
[U2g] = 
• 
• 
' U2a 
APdc 
and [Pd2e]= [Pd2a] 
and [Pd2f] =[Pd2a] 
and [Pd2g]=[Pd2a ] 
[X2h] = [X2f] , [U2h]=[U2f] nd [Pd2h]= [Pd2f] 
where, [ X2a ], [ U2a ] and [ Pd2a ] are 9x1,2x1 and 2x1 order vectors respectively. 
With reference to power system model-2 as shown in Fig. (3.8), the following 
differential equations are derived. 
Block No.Q) 
4 AFhi = (APghi - APh- APdhi - APdci) (1 / Mhi) - (Dhi/Mhi)AFh, (3.31) 
at 
Block @ 
— APghi = AFhi (2Kgh, Thi / Rhi Th3 Tgh,) - APghi (2/ T^i) + AXghi [(2/ Twi) +(2/ Ths)] 
dt 
+ AXghhi [ (2Thi / Th3 Tghi) -(2/ Th3)] - APchi (2Kghi Tn, / Th3 Tghi) (3.32) 
Block (3) 
4- AXghi = - AFhi ( Kghi Thi / Rhi Th3 Tghi) - AXghi (1/ Th3) + AXghhi [(1/ Th3) 
dt 
- (Thi / TghiTh3)] - APchi (Kghi Thi /Tghi Th3) —- (3.33) 
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Block 0 
4 - AXghhi = APchi (KghiATghi) - AFhi (Kghi/ RhiTghi) - AXghhi / Tghi (3.34) 
at 
Block ( D 
4 - AFh2 = (APgh2 - ai2 APh - APdh2 - ai2 APdc) (1 / Mh2) - (Dh2 / Mh2 )AFh2 - ( 3 . 3 5 ) 
at 
Block @ 
4 - APgh2 = AFh2 (2Kgh2 Th2 / Rh2 Th4 Tgh2) + AXgh2 [(2/ Tw2) +(2/ Th4)] - (2/ Tw2) APgh2 
at 
- AXghh2 [(2/ Th4)- (2Th2 / Th4 Tgh2)] - APch2 (2Kgh2 Th2/ Th4 Tgh2) = (3.36) 
Block Q ) 
4 - AXghi = - AFh2 ( Kgh2 Th2 / Rh2 Th4 Tgh2) + AXghh2 [(1/ Th4) - (Th2 / Tgh2Th4)] 
at 
(1/ Th4) AXgh2 - APch2 (Kgh2 Th2 /Tgh2 Th4) (3.37) 
Block @ 
— AXghh2 = APch2 (Kgh2/Tgh2) - AFh2 (Kgh2 / Rh2Tgh2) - AXghh2 / Tgh2 (3.38) 
at 
Block Q) 
For the power system model -2 as considered in this section, the equation (3.22) can be 
rewritten as a s : 
4 APh = 271 Ti2 (AFhi - AFh2) - (3.39) 
dt 
and the expressions for the APhi & APh2 can be obtained as : 
APhi = APh (3.40) 
APh2 = -{Pr,/Pr2) APh = ai2APh (3.41) 
Corresponding to the state variables lACEhi & IACEh2 , the following differential 
equations can be derived as : 
4 - ( lACE hi) = APh + Bhi AFhi (3.42) 
dt 
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4- IACEh2 = (ai2 APh) + Bh2 AFh2 (3.43) 
dt 
The models for HVDC link has been discussed in section 3.3.3 and shown by Figs. 
(3.3) & (3.4). For a 2-area interconnected hydro power system, the inputs to the block 
diagram representations shown by Figs. (3.3) & (3.4) will be AFhi and (AFhi -AFh2 ) 
respectively in the present case and the expressions for APdci & APdc2 can be found in similar 
conditions as follows: 
APdci= APdc (3.44) 
APdc2= -{Pn'Prz) APdc = ai2APdc (3.45) 
and the governing differential equations (3.27) & (3.28) for two models of A Pdc for 
identical 2-area interconnected power system with hydro plants can be given as : 
4 A Pdc = (Kdc/ Tdc) A Fhi - ( 1 / Tdc) APdc (3.46) 
dt 
4 A Pdc = (Kdc/ Tdc) A Fhi - (Kdc/ Tdc) A Fh2 - ( 1 / Tdc) APdc (3.47) 
dt 
System Matrices 
The system matrices A, B & F can be obtained with the help of state, control 
and disturbance vectors and the equations (3.31)-(3.47) given above. These matrices for 
different case studies identified with power system model-2 are given as: 
3.4.4. NUMERICAL DATA 
• Data For Hydro Plant [5] 
Prhi = Prh2= 2000 MW, Tghi = Tgh2 = 5s, Thi = Th2 = 48.7s, Ths = Th4 = 5s, Twi = Tw2 = 1.0s, 
Kghi = Kgh2 = 1.0, Mhi = Mh2 = 0.167 PuMW-secl, Dhi = Dh2 = 0.00833 p.u.MW/Hz, 
Rhi = Rh2 = 2.4 Hz/p.u.MW, Bhi = Bh2 = 0.425 p.u. MW/Hz, APdhi = APdh2 = 0.01 p.U.MW 
• Data For AC Link [1,5] 
Ph max = 200 MW, 27iTi2 = 0.545 p.u.MW/rad., 5i - 82 = 30 ° 
• Data For DC Link [75,204] 
Kdc = 1.0, Tdc = 0.2 sec. 
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3.4.5. COEFFICIENT MATRICES 
The coefficient matrices, based on the system data, may be obtained as follows 
Case study 2(a) 
[A2a ] = 
[B2a]^ = 
[r2a]^= 
-0.05 
0.1667 
-0.0834 
-0.8122 
0.0 
0.0 
0.0 
0.0 
0.545 
0.0 0.0 
0.0 -0.40027 
5.988 0.0 
-2.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-2.041 0.359 
0.0 
0.0 
-0.0205 -0.1796 0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-0.40027 
0.0 
"5.988 0.0 0.0 
_ 0 .0 0.0 0.0 
0.0 
0.0 
-1.949 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.200135 
0.0 
-0.05 
0.1667 
0.0834 
-0.8122 
-0.545 
0.0 0.0 ( 10 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
5.988 0.0 0.0 
-2.0 -2.041 0.359 
0.0 -0.0205 -0.1796 
0.0 0.0 -1.949 
0.0 0.0 0.0 
0.200135 0.0 1.949 0.0 
0.0 
0.0 0.0 0.0 
-5.988 0.0 0.0 
1.949 0.0 0.0 
0.0 0.0~ 
0.0 0.0-
-5.988 
0.0 
0.0 
0.0 
5.988 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
The additional non-zero elements for remaining system matrices with elements of 
matrices of case 2(a) are tabled below : 
Case study 
2(b) 
Coefficient 
matrix 
A 
B 
r 
Dimension 
of matrix 
10x10 
10x2 
10x2 
Additional elements with elements of 
corresponding matrices of case study 2(a) 
A(l,10) = - A(5,10) = -5.988, A(10,l) = A(10,10) 
= 5.0 with rest of the elements as zero 
B(10,1) = B(10,2) = 0.0 
r ( i o , i ) = r (10,2) = 0.0 
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2(c) 
2(d) 
2(e) 
2(f) 
2(g) 
A 
B 
r 
A 
B 
r 
A 
B 
r 
A 
B 
r 
A 
B 
r 
9x9 
9x3 
9x2 
10x10 
10x2 
10x2 
11x11 
11x2 
11x2 
12x12 
12x2 
12x2 
11x11 
11x3 
11x2 
same as [ A 2a ] 
B(l,3) = - B(5,3) = -5.988 
with rest of the elements as zero 
same as [r2a ] 
A(l,10) = - A(5,10) = - 5.988, A(10,l) = - A(5,10) 
= - A(10,10) = 5.0 with rest of the elements as zero 
B(10,1) = B(10,2) = 0.0 
same as [r2b ] 
A(10,l) = A(ll,5) = 0.425, A(10,9) = -A(ll,9) 
=1.0 with rest of the elements as zero 
B(10,l) = B(10,2) = B(l 1,1) = B(l 1,2) = 0.0 
r(io,i)= r (10,2) = r (11,1)= r(ii,2) = o.o 
A(10,l) = A(l 1,5) = 0.425, A(10,9) = -A(l 1,9) 
= 1.0, A(l,12) = - A(5,12) = - 5.988, 
A(12,l) = -A(12,12) = 5 
with rest of the elements as zero 
B(10,l) = B(10,2) = B(ll,l) = B(ll,2) = B(12,l) 
= B(12,2) = 0.0 
r(io,i)= r(io,2)= r ( i i , i )= r(ii,2) 
= r ( i2 , i )= r (12,2) = 0.0 
A(10,l) = A(l 1,5) = 0.425, A(10,9) = -A(ll,9) 
= 1.0 with rest of the elements as zero 
B(l,3) = - B(5,3) = -5.988, 
r(io,i)= r(io,2)= r ( i i , i )= r(ii,2) = o.o 
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2(h) A 
B 
r 
12x12 
12x2 
12x2 
A(l,12) = - A(5,12) = - 5.988, A(10,l) = A(l 1,5) 
= 0.425, A(10,9) = -A(ll,9) = 1.0, A(12,l) 
= - A(12,5) = - A(12,12) = 5.0 with rest of the 
elements as zero 
B(10,l) = B(10,2) = B(ll,l) = B(ll,2) = B(12,l) 
= B(12,2) = 0.0 
r(io,i)= r(io,2)= r(ii,i)= r(ii,2) 
= r ( i2 , i )= r (12,2) = 0.0 
State Cost Weighting Matrix *Q' 
For these case studies, matrix 'Q' has been selected as an identity matrix of compatible 
dimensions. 
Control Cost Weighting Matrix 'R' 
It is selected as an identity matrix. It has the dimensions of 2x2 for all case studies 
except case studies 2(c) & 2(g). It is a 3x3 identity matrix for case studies 2(c) & 2(g). 
3.4.6. SIMULATION RESULTS 
The optimal feedback gains for AGC regulators designed in the present chapter are 
obtained using a solution technique based on MR EQN solution as discussed in section 3.2.3. 
of this chapter. The closed loop system eigenvalues and performance index values are 
computed for case studies identified in this section. The simulation results are tabled as 
follows: 
Optimal Feedback Gains 
[¥*2a] = 0.427 0.581 9.044 -0.046 0.943 1.613 6.563 -0.372 -0.651 
0.943 1.613 6.56 -0.372 -0.427 0.581 9.044 -0.046 0.651 
77 
ii:--^:" 
0.3194 1.544 10.04 -0.0636 0.4609 1.638 9.543 -0.449 0.0436 0.0798 
[^*2b] = 0-472 1.881 9.728 -0.4179 0.394 1.713 10.83 -0.103-0.1315 -0.0971_ 
"0.235 1.076 8.166 -0.033 0.281 1.118 7.441 -0.385 0.052 
[¥*2c]= 0-281 1.118 7.441 -0.385 0.235 1.076 8.166 -0.033 -0.052 
-0.741 -0.335 0.216 0.048 0.741 0.335 -0.216 -0.048 -0.412 
"0.221 1.0487 8.202 -0.0347 0.295 1.145 7.405 -0.3834 0.0728 0.0563 
[¥*2d] = 0.2947 1.446 7.405 -0.383 0.221 1.0487 8.202 -0.0347 -0.0728-0.05631 
"0.296 2.585 18.66 -0.495 1.501 2.983 8.179 -0.216 -1.205 1.0 0.0" 
[¥*2e] = 1-501 2.983 8.178 -0.216 0.296 2.585 18.66 -0.494 1.205 0.0 0.99 
1.4627 4.449 19.797 -0.346 1.646 4.6718 16.165 -0.3953 -0.0891" 
[¥*2f] = 0.561 0.8279 0.1295 
2.0175 5.714 17.342 -0.302 2.1629 6.2378 25.6 -0.4929 -0.9138 
-0.8279 0.5609 0.1749 
[¥*2g] = 
[V|/*2h] = 
0.879 2.766 13.83 -0.182 0.918 2.803 13.02 -0.529 0.081 
0.528 0.472 
0.918 2.803 13.02 -0.529 0.879 2.77 13.83 -0.182 -0.081 
0.472 0.528 
-0.807 -0.386 -0.08 0.05 0.809 0.386 0.08 -0.05 -1.01 
-0.766 0.706 
0.942 2.9787 17.662 0.4866 0.855 2.5897 9.183 -0.2241 
1.5182 1.0 0.0 -0.1375 
0.8548 2.5895 9.1799 -0.2238 0.942 2.978 17.66 -0.4865 
-1.518 0.0 1.0 0.1375 
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Table 3.4 : Optimum Performance Index Values (J*) 
Case studies 
2(a) 
749. 
2(b) 
852.9 
2(c) 
697.5 
2(d) 
702.25 
2(e) 
1656.1 
2(f) 
2084.2 
2(g) 
1160 
2(h) 
1623.9 
Table 3.5 :Optimal Closed-Loop System Eigenvalues 
Case 2(a) 
-0.03047 
-0.2384 
-0.5048 
-1.2566 
-1.6755 
-0.2849+J2.55 
-3.288 
-3.451 
Case 2(b) 
-0.03012 
-0.2151 
-2.466+J0.4518 
-1.2916 
-0.8594 
-2.0196+J5.248 
-3.428 
-0.79114 
Case 2(c) 
-0.0299 
-0.2384 
-0.5565 
-1.093 
-1.2565 
-2.464+jO.l: 
-3.451 
-7.693 
Case 2(d) 
-0.23845 
-0.03047 
-0.4994 
-0.5046 
-1.2566 
! -2.2757+J7.626 
-2.1829 
-3.4506 
-2.6331 
Case 2(e) 
-0.1904 
-0.0937+J0.08 
-0.445+J0.23 
-0.291+J2.56 
-1.2459 
-1.6765 
-3.2881 
-3.4517 
Case 2(f) 
-0.1969 
-0.057+J0.05 
-0.614+J0.4285 
-2.019+J5.248 
-2.4667+J0.4515 
-0.9562 
-1.3149 
-3.4296 
Case 2(g) 
-0.1905 
-0.445+J0.23 
-2.459+J0.18 
-0.954+J0.43 
-0.03059 
-1.2459 
-3.452 
-7.6803 
Case 2(h) 
-0.1904 
-0.0930+J0.0764 
-0.445+J0.2259 
-2.276+J7.6264 
-0.4959 
-1.2459 
-2.1826 
-2.633 
-3.4517 
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3.4.7. DISCUSSION OF RESULTS 
Optimum Performance Index Values (J*) 
To have a close and comprehensive examination of optimum performance index values 
as listed in Table 3.4, it is desirable to compare the results obtained with different case 
studies in terms of percentage variations in 'J*'. The following Table shows the percentage 
variations in ' J*' from that obtained for base case study identified in the table itself. 
Table 3.6 : Percentage Variation in Optimum Performance Index Values 
S.No. 
1. 
2. 
3. 
4. 
1. 
2. 
3. 
4. 
Proportional control strategy 
case studies 
2(a) 
2(b) 
2(c) 
2(d) 
% variation in 'J*' 
Base case 
13.85 
6.88 
6.25 
increase / decrease 
increase 
decrease 
decrease 
Proportional Integral control strategy 
2(e) 
2(f) 
2(g) 
2(h) 
Base case 
25.85 
29.95 
1.94 
increase 
decrease 
decrease 
Proportional v/s Proportional Integral control strategy 
1. 
2. 
3. 
4. 
2(e) 
2(f) 
2(g) 
2(h) 
121.08 from case study 2(a) 
144.4 from case study 2(b) 
66.03 from case study 2(c) 
131.2 from case study 2(d) 
increase 
increase 
increase 
increase 
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From the inspection of first part of the Table 3.6, it is observed that with proportional 
control strategy, the application of APdc as an additional state variable in system dynamic 
model [case study 2(b)], optimum performance index value has increased considerably 
whereas the optimum performance index value has a considerable reduction in case when 
APdc is considered as an additional control variable [ case study 2(c)] as compared to that 
obtained in other case studies. The model of APdc based on frequency deviation at both ends 
[case 2(d)] offers a comparatively large percentage reduction in 'J*' as compared to that 
obtained with APdc model derived from frequency deviation at rectifier end only [case study 
2(b)]. 
As evident from the results obtained with proportional control strategy, the 
incorporation of APdc as an additional state variable in system modelling [ case study 2(f)] 
has an appreciable aiding effect on the performance index value as compared to that obtained 
in case studies [ case studies 2(e),2(g) & 2(h)] when P-I control strategy is considered. 
However, a comparable value of 'J*' is achieved with both models of APdc as identified in 
case studies 2(e) & 2(h) respectively. A very large reduction in 'J*' is observed when APdc is 
considered as an additional control variable [ case study 2(g)] as compared to those obtained 
in all other cases studied with P-I control strategy. 
As mentioned in section 3.3.7., the investigations of third part of the Table 3.6, reveal 
that the casewise percentage increase in 'J*' is very large with P-I control strategy as 
compared to that of proportional control strategy for each case study. The large variations in 
'J*' may be due to the increased order of the system with the incorporation of integral 
control variables in the system dynamic model. Although the increase in 'J*' values is 
undesirable, the P-I control strategy, being advanced control strategy in comparison to 
proportional control strategy, it is favoured for implementation. 
To examine the stability of the closed loop system, the closed loop system eigenvalues 
are computed for different cases studied. On inspection of Table 3.5, it is inferred that with 
optimal AGC regulators designed in each case study identified in this section, the system 
stability is ensured. The optimal AGC regulator designs considering APdc as an additional 
state variable in system dynamic model [(cases 2(b) & 2(f)] offers comparatively better 
stability margins as compared to those with case studies [2(a) & 2(e)] respectively. The 
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appreciably higher magnitudes of negative real parts of some eigenvalues coupled with 
substantially reduced magnitude of imaginary part leading to increased stability margins, are 
observed in case studies [2(c) & 2(g) ] as compared to those obtained in other case studies. 
The system offers considerable improvements in stability margins when it is modelled with 
APdc model based on the difference of frequency deviations of both areas when compared 
with that obtained considering APdc model based on frequency deviation at rectifier end only. 
The comparable observations have been made when P-I control strategy is appUed [(cases 
2(e)- 2(h)] corresponding to those observed for cases studied[2(a)-2(d)] above. However, the 
number of complex eigenvalues are increased remarkably in all case studies performed with 
P-I control strategy. 
In addition to the abovementioned studies, the system dynamic performance is also 
studied considering 1% step load disturbance in one of the areas. Figs.(3.9)-(3.11) show the 
response plots for frequency deviation (AFh2), EHVAC tie-line power deviation (APh) and 
area control error (ACEh2) obtained with the designed optimal AGC regulators using 
proportional and P-I control strategies. In Figs. (3.9)-(3.11), the response plots corresponding 
to case studies 2(a)-2(d) are obtained using proportional control strategy while plots obtained 
for case studies 2(e)-2(h) are plotted using P-I control strategy. The investigations are carried 
out for system dynamic performance with the implementation of optimal AGC regulators 
designed in each case study identified in this chapter, considering 1% step load disturbance 
in area 2. The study of these responses is outlined as follows : 
Proportional Control Strategy 
From the observations of plots of case studies 2(a)-2(d) in Figs.(3.9)-(3.11), it is 
revealed that with optimal AGC regulators designed based on proportional control strategy 
and considering the system model without incorporating the dynamic model of HVDC 
transmission link [case study 2(a)] results in very sluggish time response coupled with 
deteriorated transient as well as steady state system performance. The trend of the response 
shows a very large settling time. The incorporation of dynamic model of HVDC transmission 
link in system model [case study 2(b)] improves the transient performance and settling time 
but results in a comparatively very large steady state value of AFh2 , APh and ACEh2 as 
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shown in Figs.(3.9)-(3.11) respectively as compared to that obtained in case study 2(a). 
Unlike in case study 2(b), if the model of APdc is derived based on frequency deviation of 
both areas [case study 2(d)], the system offers an appreciable improvement in its dynamic 
performance as compared to that of case study 2(a). Moreover, a further improvement is 
observed in both steady state and transient performance of the system with APdc incorporated 
as an additional control variable with turbine controllers [case study 2(c)] rather than an 
additional state variable [case study 2(b)]. The response plots corresponding to case studies 
[2(c) and 2(d)] give nearly same trend but the response plots for case study 2(c) offers better 
dynamic performance. Although a very large steady state value of APh and ACEh2 responses 
persist but it is comparatively lower for AFh2 response in case study 2(b) as compared to that 
of case studies 2(c) and 2(d). However, the settling time of AFh2, APh and ACEh2 responses is 
almost comparable for all case studies. 
Proportional Integral (P-I)Control Strategy 
In Figs.(3.9)-(3.11), the response plots corresponding to case studies [2(e)-2(h)]are 
obtained with optimal AGC regulators designed using P-I control strategy. Comparing the 
responses obtained with proportional control strategy [case studies 2(a)-2(d)], it can be 
verified that P-I control strategy yields better system dynamic performance in comparison to 
proportional control strategy. As identified in section 3.4.2., the case studies [2(a) & 2(e)] 
are carried out considering that power system areas are interconnected via EHVAC 
transmission link only whereas in other case studies, EHVAC transmission link in parallel 
with HVDC transmission link is considered as system interconnection. Hence, the responses 
obtained in case study 2(e) are compared with responses obtained in case studies 2(f)-2(h) to 
stress the superiority of incorporating HVDC transmission link dynamics in system model. 
The inspection of Figs. (3.9)-(3.11) clearly show that the responses plotted for case study 
2(e) of the variables AFh2, APh and ACEh2 are degraded due to continuous persistence of 
oscillations over a time period of 10 seconds. The consideration of HVDC transmission Unk 
dynamics in system modelling resulted in the responses which are comparatively less 
oscillatory with higher magnitudes of first peaks [case study 2(f)]. Although, the AFh2 
responses in case studies [2(g) & 2(h)] are found to be comparable but they are better than 
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those of case studies [2(a) & 2(b)]. Fig.(3.11) reveals that the response plots of ACE of the 
disturbed area (ACEha) has an improvement with case study 2(g) as compared to that 
obtained in case study 2(h). The similar observation is evident for APh as shown in 
Fig.(3.10). Another important observation noted is that the responses of AFh2, APh and ACEh2 
settle to steady state values in almost same time for case studies 2(b)-2(d) & 2(f)-2(h). But 
the settling time for responses of case studies [2(a) & 2(e)] are comparatively longer than 
those of case studies [2(b)-2(d) & 2(f)-2(h)]. At this stage it can be said that incorporating 
HVDC transmission link dynamics in system model yields not only the better system 
dynamic responses but also a faster response settling time. Moreover, the best system 
dynamic performance has been achieved with case studies identified considering APdc 
incremental power flow through HVDC link as an additional control variable with turbine 
controllers. 
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