The distributed hypothesis-testing problem with full side-information is studied. The trade-off (reliability function) between the type 1 and type 2 error exponents under limited rate is studied in the following way. First, the problem of determining the reliability function of distributed hypothesis-testing is reduced to the problem of determining the reliability function of channeldetection codes (in analogy to a similar result which connects the reliability of distributed compression and ordinary channel codes). Second, a random-coding bound based on an hierarchical ensemble, as well as an expurgated bound, are derived for the reliability of channel-detection codes. The resulting bounds are the first to be derived for quantization-and-binning schemes under optimal detection.
I. INTRODUCTION
The distributed hypothesis-testing (DHT) problem is a basic question at the intersection of multi-terminal information theory and statistical inference [1, Sec. IV] . In this problem, one encoder observes X 1 , . . . , X n , while another encoder observes Y 1 , . . . , Y n , and they each produce messages to be sent over limited-rate noiseless links to a common detector. The detector is required to determine if the joint distribution of these samples follows the null hypothesis or an alternative hypothesis. For a given pair of rates, fundamental limits for this problem are given by either the maximal Stein's exponent, i.e., the largest exponential decrease rate of the type 2 error probability when the type 1 error probability is bounded away from one, or the reliability function, i.e., the optimal tradeoff between the two types of exponents when both are strictly positive.
As a starting point, which we also adopt, a side-information model is studied, in which the Y -observations are fully available to the decoder, and thus there is only a single rate constraint. In this scenario, quantization-and-binning schemes [2] , just as the ones used for distributed lossy compression (the Wyner-Ziv problem [3, Ch. 11] ) are currently the best known: First, the rate is reduced by quantization of the source vector to a reproduction vector chosen from a codebook. Second, the rate is further reduced by binning of the reproduction vectors. The detector then uses the side information to decode the true reproduction vector with high reliability. In the context of DHT, it can then decide on one of the hypotheses using this reproduction and the side information.
Several recent works have further studied this scheme. In [4] , it was shown that quantization-and-binning achieves the optimal Stein's exponent in a testing against conditional independence problem. In [5] , the quantization-and-binning scheme was shown to be necessary for degraded hypotheses. In [6] , the approach of [2] was extended to the full reliability trade-off (for a symmetric binary source), and then a structured x nxn 010 : : :
Channel Coding
Channel Detection binning scheme was used for extension to symmetric rates. In [7] an improved detection rule was proposed, in which the reproduction vectors in the bin are exhausted one-by-one, and the null hypothesis is declared only if a single vector is jointly typical with the side-information vector. In the zerorate regime, [8] considered the finite blocklength performance of a Neyman-Pearson-like detector. All these works analyze detectors which are, in general, sub-optimal, as they are based upon two-stage process of reproduction and testing. However, the decoding of the source vector (or its quantized version) is superfluous for the DHT system, as the requirement from the latter is only to distinguish between the hypotheses. In fact, this detection procedure is still sub-optimal even if quantization is used without binning, and only the second stage of the detector is employed.
In this paper, we present an achievable bound on the reliability function for memoryless hypotheses in the sideinformation model, under a positive rate constraint, and under optimal detection. The proof of this bound is guided by an analogy to distributed lossless compression systems (the Slepian-Wolf problem [3, Ch. 10]). For the latter, it is wellknown, that the bins of the system should correspond to a good channel code. In fact, it can be shown that a good channel code can be used to generate a good distributed compression system, and this allowed to directly relate the reliability function of distributed compression to that of channel coding [9] , [10] .
We will show that, similarly, the reliability function of DHT can be reduced to that of channel-detection (CD) codes ( Fig.  1 ). Such codes are not required to carry information, but are rather designed for the task of distinguishing between two possible channel distributions. This intimate connection allows us to derive bounds on the reliability function of DHT using bounds on the reliability of CD codes. Concretely, we will derive both random-coding bounds and expurgated bounds. Full details and all proofs can be found in [11] .
II. PROBLEM STATEMENT
Notation: The type class [12, Ch. 2] of a type Q X at blocklength n will be denoted by T n (Q X ). The set of all type classes of vectors from X n will be denoted by P n (X ), and P(X ) := ∞ n=1 P n (X ). The Q-shell of x n for Q Y |X will be denoted by T n (Q Y |X , x n ). For a given Q X ∈ P n (X ), the conditional types Q Y |X such that T n (Q Y |X , x n ) is not empty when x n ∈ T n (Q X ) will be denoted by P n (Y, Q X ). The expectation operator will be denoted by E Q [·], where the underlying distribution Q will be omitted if clear from the context. The entropy of X under Q will be denoted by H(Q X ), and other information-theoretic quantities will be denoted by the standard notation [13] , with subscript indicating the distribution of the relevant random variables, e.g. H Q (X|Y ), I Q (X; Y ), I Q (X; Y |U ). The conditional Kullback-Leibler divergence between conditional two distributions, e.g., Q X|U and P X|U , when averaged with the distribution Q U will be denoted by D(Q X|U ||P X|U |Q U ), and simplified to D(Q X ||P X ) for degenerated U . The cardinality of a set A will be denoted by |A|. The notation |t| + will stand for max{t, 0}. Logarithms and exponents will be understood to be taken to the natural base. Integer constraints on large numbers, e.g., e nR , will be ignored as they are inconsequential.
Let
be n independent copies of a pair of random variables (X, Y ) ∈ (X , Y), where X and Y are finite alphabets. Under the null hypothesis H, the joint distribution of (X, Y ) is given by P XY , whereas under the alternative hypothesis H, this distribution is given by P XY . We assume that P XY P XY , and thus without loss of generality (w.l.o.g.) that supp(P X ) = supp(P X ) = X and supp(P Y ) = supp(P Y ) = Y. We will denote the probability of an event A under H (respectively, H) by P (A) [respectively, P (A)].
A DHT system H n := (f n , ϕ n ), as depicted in the right side of Fig. 1 , is defined by an encoder f n : X n → {1, . . . , m n }, which maps a source vector into an index i = f n (x n ), and a detector (possibly randomized) ϕ n : {1, . . . , m n } × Y n → {H, H}. The inverse image of f n for i ∈ {1, . . . , m n } is called the bin associated with index i. The rate of H n is defined as 1 n log m n , the type 1 error probability of H n is defined as
and the type 2 error probability is defined as
The reliability function of a DHT system is the optimal trade-off between the two types of exponents achieved by any encoder-detector pair of a given rate R. Specifically, the infimum DHT reliability function is defined by
and the supremum DHT reliability function E + 2 (R, E 1 ) is analogously defined, albeit with a lim sup.
III. MAIN RESULT
To obtain the best bounds on the reliability function it is only natural to analyze the optimal decoder. A simple application of the standard Neyman-Pearson lemma [13, Th. 11.7.1] implies that the optimal detector, denoted by ϕ * n,T (i, y n ), chooses H iff
for some T ∈ R which sets the trade-off between the two error probabilities. The main result of this paper, is an achievability bound, obtained under the detector (4) . Before that, we state the trivial converse bound, obtained for unrestricted rate. The proof follows directly from the ordinary converse bound on hypothesis testing (HT) [14, Corollary 2] .
To state our achievability bound, we denote the Chernoff distance between symbols by
where the minimum is under the constraints
where the minimum is now under the constraints
All these definitions are related to a random-coding based bound on the reliability function. We also denote
This term is related to an expurgated based bound on the reliability function. Finally, we denote
Theorem 2. An achievable bound:
As hinted by (11), the best of a random-coding bound and an expurgated bound can be chosen for any given input type Q X . In the case of a random-coding bound, the achieving scheme is based on quantization and binning. In this respect, for such Q X (with H(Q X ) > R), the conditional type Q U |X is the test channel for quantizing |T n (Q X )| . = e nH(Q X ) source vectors into one of e nRq possible reproduction vectors, where the quantization rate R q satisfies R < R q < H(Q X ). Then, these reproduction vectors are grouped to bins of size (at most) e nR b each, where the binning rate R b is R b = R q − R. Both Q U |X and R b may be optimized, separately for any given Q X , to obtain the best type 2 exponent. In case the expurgated bound is better than the random-coding bound for Q X , the scheme which achieves it is based on binning at rate R b = |H(Q X ) − R| + , without quantization.
We next discuss several implications of Theorem 2. First, simpler bounds can be obtained by considering two extermal, and possibly sub-optimal choices. To obtain a binningbased scheme, without quantization, we choose U to be a degenerated random variable (deterministic, i.e., |U|= 1) and
It can be shown that B rc dominates the minimization in (9) in this case. To obtain a quantizationbased scheme, without binning, we choose R b = 0, and limit Q U |X to satisfy R ≥ I Q (U ; X). Second, Theorem 2 implies that if the rate is large enough then no loss is expected in the reliability function of DHT. Indeed, it can be shown, that if R is sufficiently large such that B(R, Q X , τ ) ≥ d τ (Q X ) for all Q X ∈ P(X ) and τ ≥ 0, then E − 2 (R, E 1 ) attains the upper bound of Proposition 1. Third, by setting E 1 = 0, Theorem 2 yields an achievable bound on Stein's exponent. It can be proved that this case the minimization over Q X in (12) must be attained at Q X = P X . Intuitively, any source vector with type Q X = P X has exponentially decaying probability exp[−nD(Q X ||P X )], and does not affect Stein's exponent.
Example 3. Consider the case X = Y = {0, 1}, and P X = P X = ( 1 /2, 1 /2), where P Y |X and P Y |X are binary symmetric channels with crossover probabilities 10 −1 and 10 −2 , respectively. We have used an auxiliary alphabet of size |U|= |X |+1 = 3 since this cardinality suffices for the best known bounds [2] , and due to the symmetry in the problem, we have only optimized over symmetric Q U |X . The achievable bounds of Theorem 2 on the reliability function of the DHT and the unlimited-rate exponent are shown in Fig. 2 .
IV. PROOF OUTLINE OF THEOREM 2
The proof draws its main idea from an analogous proof of the reliability function of distributed compression (Slepian-Wolf) systems [9] , [10] (see Fig. 1 ). In distributed systems (for either compression or hypothesis testing), an encoding rule is simply a partition of the source vectors into the bins f −1 n (i) where i ∈ {1, . . . , m n }. As intuitively clear, for distributed compression systems of rate R (side-information model), each of the m n . = e nR bins should correspond to a good channel code. Therefore, when analyzing the reliability function of distributed compression systems, one should guarantee that effectively all e nR bins, should be reliability-function achieving channel codes. This is somewhat challenging since the number of bins is exponential in n. The main idea of [9] , [10] is to use a single channel code for each type class of the source, and then generate all other bins in a way that preserves the good channel coding property of those bins.
Specifically, focusing on a single type class, one begins with a single fixed-composition channel code, which achieves the optimal channel-coding error exponent with the given type class as input distribution. This code is considered the first bin. Then, all other bins are generated by permutations of the vectors of the first bin. The collection of those bins defines the encoder operation. For the decoder operation, one can assume standard channel coding maximum likelihood decoder, assuming the codebook is the given bin, and the channel output is y n . The fact that (X n , Y n ) is a double memoryless source implies that bins generated this way effectively have the same conditional error exponent as the chosen channel code, i.e., just as the first bin. Furthermore, since type classes are closed under permutations, they can be covered using permutations of a fixed-composition code. A covering lemma [15, Section 6 , Covering Lemma 2] shows that in fact such covering method can be effective, in the sense that the required number of permutations is exponentially close to minimal number possible. This allows to prove that the encoding rate is not excessive.
Evidently, a similar strategy is possible for the DHT problem [16] -the bins of the system can be constructed by permutations of a single good bin, thus defining the encoder operation, while the detector is as in (4) . However, for DHT systems, each bin (or code) should be suitable for hypothesis testing rather than for channel coding. We term such codes CD codes. Just as in the compression case, permutation of a CD code will preserve the conditional error exponents since the two hypotheses are memoryless.
In more detail, since |P n (X )|≤ (n+1) n it may be assumed that the detector is aware of the type class Q X of the source vector, via a negligible-rate header. In this case, conditioned on the received bin index, the source is distributed uniformly over the bin. Any such bin is thus a CD code, which operates over a channel induced by either of the hypotheses. Specifically, a CD code for a type class Q X ∈ P n (X ) is given by C n ⊆ T n (Q X ). An input X n ∈ C n to the channel is chosen with a uniform distribution over C n , and sent over n uses of a DMC which may be either P Y |X when H is active or P Y |X when H is. The random channel output is given by Y n ∈ Y n . The (possibly randomized) detector φ n : Y n → {H, H} has to decide whether the DMC conditional probability distribution is P Y |X or P Y |X . Thus, rather than conveying messages, the purpose of a CD code is to distinguish between two different channels.
The definitions of the two types of error probability, p i (C n , φ n ), i = 1, 2, are similar to (1) and (2) . Let |C n | be the number of distinct codewords in the CD code (i.e., multiplicities count as one), and let {n l } be the subsequence of blocklengths such that T n (Q X ) is not empty. Then, the infimum CD reliability function is defined as
∀l, C n l ⊆ T n l (Q X ), |C n l |≥ e n l ρ , p 1 (C n l , φ n l ) ≤ e −n l ·F1 ,
and the supremum CD reliability function F + 2 (ρ, Q X , F 1 ) is analogously defined, albeit with a lim sup. Thus, the only difference in the reliability function of CD codes from ordinary HT, is that in CD codes the distributions are to be optimally designed under the cardinality constraint |C n |≥ e nρ . Indeed, for |C n |= 1 symmetry implies that any x n ∈ T n (Q X ) is an optimal CD code. The detector in this case has no ambiguity regarding the transmitted symbol at any given time point. This, however, does not hold when |C n |> 1, and this ambiguity reduces the reliability function. With the above, we can characterize the reliability of DHT systems using the reliability of CD codes.
Theorem 4. For any δ > 0 (achievability),
. As described above, achievability is proved by generating bins from permutations of a "good" CD code for each of the type classes of the source. The proof is completed after assuring uniform convergence (over the types) of the error probabilities to their asymptotic exponential behavior. The proof of the converse is based on identifying a sequence of bins whose size and conditional exponents are close to typical values of the entire DHT system. Any such a bin corresponds to a CD code, and thus clearly cannot have better exponent than the ones dictated by the reliability function of CD codes. This restriction is then translated back to bound the reliability of DHT systems.
To conclude thus far, Theorem 4 states that to obtain bounds on the reliability of DHT systems, it suffices to obtain bounds on the reliability of CD codes. In the compression case, bounds on the reliability function of channel codes are classic results. For CD codes, such bounds were derived in [17] under reliable communication constraint. Here we derive refined bounds which correspond to a more complex ensemble, and also use an alternative analysis technique, which leads to more compact and explicit expressions.
To this end, we first note that for a CD code C n , the output distribution induced by H is
Thus, given the output vector y n , the detector faces an ordinary HT problem between the P (Cn) Y n and P (Cn) Y n . Hence, just like for the DHT problem, the optimal Neyman-Pearson detector, denoted by φ * n,T (y n ), T ∈ R, chooses H iff
Consequently,
where (16) follows from the ordinary HT bound [14, Th. 3] , and (17) follows from the characterization in [14, Th. 7] , and utilizes the CD codes induced Chernoff distance, defined as To obtain the best possible bound, a CD code needs to be found which maximizes d τ (C n ). This is, of course, a formidable task, and so random-coding analysis is invoked. The random-coding analysis has several steps which we will not further describe, but rather turn to discuss the ensemble used. A naive approach would be to draw the codewords independently. However, as said in the introduction, the best known bounds for DHT systems are obtained using quantizationand-binning schemes. As CD codes correspond to a single bin of a DHT system, it follows that CD codes can also benefit from creating dependence between the codewords. It is not difficult to deduce that a suitable ensemble is a fixedcomposition hierarchical ensemble. For a type Q X ∈ P n (X ) and rate ρ, such an ensemble is defined by a conditional type Q U |X ∈ P n (U, Q X ), where U is an auxiliary random variable from a finite alphabet U, a cloud-center rate ρ c , and a satellite rate ρ s such that ρ = ρ c + ρ s . To draw a codebook C n from this ensemble, first, e nρc cloud centers C c,n are drawn, independently and uniformly over T n (Q U ). Second, for each of the cloud centers u n ∈ C c,n , e nρs satellites are drawn independently and uniformly over T n (Q X|U , u n ). The ordinary ensemble, in which each codeword is drawn uniformly over T n (Q X ), independently of all other codewords, can be obtained as a special case by choosing U = X and ρ c = ρ. This corresponds to a binning-based DHT system, without quantization. When ρ s = ρ, then a single cloud center is drawn, and all codewords are satellites of this center. This corresponds to the bin of a DHT system which is based only on quantization, without binning. See Fig. 3 for an illustration.
It is readily observed that for source vectors of type Q X , a quantization-and-binning scheme of rate R, binning rate R b , and quantization rate R q = R + R b , leads to CD codes of rate ρ = H(Q X ) − R, cloud-center rate ρ c = R b and satellite rate ρ s = H(Q X ) − R q . When used for a DHT system, the cloud centers C c,n are the reproduction vectors. The joint distribution of any source vector and its reproduction vector is exactly Q U X , and the choice of the test channel Q U |X is used to control the distortion of the quantization.
Utilizing Theorem 4, the resulting random-coding bound on CD codes immediately translates to a bound on the reliability of DHT systems, and specifically, to the term (9) . It can be shown that B rc (·) (7) corresponds to the contribution to the error probability from codewords which belong to different cloud centers, whereas the exponent B rc (·) (7) corresponds to the contribution to the error probability from codewords which belong to the same cloud center as the transmitted codeword. Thus, for a given rate R, the test channel Q U |X and the binning rate R b (equivalently, the cloud-center rate ρ c ) should be chosen to optimally balance between these two contributions to the error exponent. We also remark, that it can be shown that the random-coding bound is universal with respect to E 1 . To wit, there exists a single sequence of DHT systems which achieves the random-coding bound for any given E 1 , upon proper tuning of the threshold of the detector (4).
An expurgated bound can also be derived on the Chernoff distance (18), which leads to B ex (·) (10). As for this bound, we remark that it is obtained using ordinary ensembles, and hierarchical ensembles do not improve it. Therefore, it is anticipated that expurgation does not play a significant role in this problem, compared to the channel coding problem. This might be due to the fact that the aim of expurgation is to remove codewords which have "close" neighbors, and this is not actually required in the DHT problem.
