To reduce the computational cost of the uncertainty propagation analysis, which is used to study the impact of input parameter variations on the results of a simulation, a general and simple to apply methodology based on decomposing the solution to the model equations in terms of 
I. INTRODUCTION
In order to assess the reliability of a simulation and validate it against experimental measurements, it is essential to estimate the uncertainties affecting its numerical results [1] [2] [3] .
These uncertainties stem from numerically solving the model equations with finite precision, and from the use of input parameters that are not precisely known or accurately measured.
While a rigorous methodology for estimating the numerical errors affecting plasma turbulence simulations has been recently proposed (see, e.g., Refs. [4, 5] ), the absence of a rigorous procedure to investigate uncertainty propagation through a plasma turbulence model persists and motivates the work illustrated in the present paper.
An analytical study of uncertainty propagation is unfeasible for complex physical models such as the ones describing plasma turbulence. In these cases uncertainty propagation is approached numerically. The most straightforward strategy to study uncertainty propagation is based on the assumption that the uncertainty on an input parameter is described by a probability distribution [6] . A sample of input parameters is then randomly generated according to such a distribution and a simulation is performed for each input of the sample.
A distribution of simulation results it thus obtained. From this distribution it is possible to evaluate the uncertainty affecting the point-by-point solution values or solution functionals.
While conceptually simple, this approach is usually not applicable to plasma turbulence simulations because of the high computational cost and of the large number of input parameters typically involved. Despite the fact that sophisticated procedures have been developed to predict the response of the model to variation of input parameters using the smallest possible number of simulations, such as Bayesian analysis [6] , multifidelity Monte-Carlo estimations [7] , and the stochastic response surface methodology [8, 9] , to our knowledge they have never been employed by the plasma physics community. Rather, uncertainty propagation is typically investigated in plasma physics by performing sensitivity scans (see, e.g., Ref. [10] ). More precisely, the input parameters x i , which the model is more sensitive to, are identified. Then, one simulation is performed by using all input parameters at their reference values x i =x i , for all i. In addition, two more simulations are run for each identified input parameter, using x i =x i for all i = j and x j =x j ± x j , with x j the uncertainty on the reference valuex j . Finally, the uncertainty is identified by assuming a linear dependence of the simulation results on the input parameters. While computationally less demanding than a simple statistical analysis, this approach is still considerably expensive, particularly for plasma turbulence simulations involving a large number of input parameters. Moreover, the solution of differential equations practically never depends linearly on the input parameters [6] . As a consequence, the numerical results of the simulation with x i =x i generally differ from averaging the simulation results obtained by performing a number of simulations for randomly distributed x i . A more rigorous approach for analyzing uncertainty propagation is therefore necessary. In particular, developing a methodology allowing for low-cost, low-resolution simulations can be very helpful.
To estimate the dependence of the code results on the input parameters, in the present paper we consider a methodology, based on the work presented by Scheffel in Ref. [11] , which consists in a decomposition of the solution to the model equations in terms of Chebyshev polynomials along the time, spatial, and input parameter coordinates. More precisely, a series of Chebyshev polynomials is used to represent the solution of a differential equation and to express its dependence on the temporal, spatial, and input variables. A weighted residual method (WRM) is then employed to deduce a set of algebraic equations, thus making it possible to numerically evaluate the coefficients appearing in the Chebyshev decomposition and obtaining a semi-analytical expression for the solution with explicit dependence on the input parameters. This allows us to determine the parametric dependence of the solution, while avoiding to perform a set of simulations for different input values, and to investigate the impact of the input parameters on the model solution by performing a single simulation.
We apply the proposed methodology to a two-dimensional fluid model used to investigate the plasma dynamics in basic plasma physics experiments, such as linear devices [12] and simple magnetized torus (SMT) [13] [14] [15] , and in the tokamak scrape-off layer (SOL) [16, 17] .
The model is based on the drift-reduced Braginskii equations and evolves in time the plasma density, the plasma potential, and the electron temperature. The algebraic system of equations resulting from projecting the model equations on Chebyshev's space is implemented in a simulation code. We then use the simulation results to assess the influence of uncertainties affecting the input parameter that describes the parallel losses on the density profile.
We note that the use of fully spectral methods to solve differential equations is far from new, as they have been widely employed by the computational fluid dynamics community (see, e.g., Ref. [18] ). However, fully spectral codes were rarely used to investigate plasma physics problems and, to our knowledge, their use remained limited to the study of plasma flows and linear stability analysis (see, e.g., Refs. [11, 19] ), not being applied to the analysis of uncertainty propagation in nonlinear plasma turbulence simulations. This motivates the study illustrated in the present paper. This paper is structured as follows. After the Introduction, in Sec. II we present the spectral method we employ to solve a set of partial differential equations. More precisely, we discuss the approximation of the model equation solution with Chebyshev polynomials and the application of the WRM. Then, in Sec. III we illustrate the two-dimensional drift-reduced Braginskii model we consider in the present paper. In Sec. IV we apply the Chebyshev spectral method to study uncertainty propagation through the drift-reduced Braginskii model.
The Conclusions follow. The approximation of differential and nonlinear operators, the treatment of the initial condition, and the application of the boundary conditions in the Chebyshev spectral domain are the subject of Appendixes A, B, and C, respectively.
II. CHEBYSHEV SPECTRAL METHOD
In this section we discuss the application of the WRM to obtain an approximated solution of a differential equation in the Chebyshev spectral space. We note that the methodology illustrated in the rest of the present section is based on the work presented in Ref. [11] . We consider an initial value parabolic or hyperbolic partial differential equation
with the exact solution u = u(t, x; p) that depends on time t ∈ [t 0 , t 1 ], space coordinates
, and a set of parameters p ∈ [p 0 , p 1 ] (the indexes 0 and 1 referring to the lower and upper boundaries of the considered domains). Here D p is a linear or nonlinear differential operator depending on p and acting on u, and S = S(t, x; p) a given source term. Equation (1) is completed by an initial condition u(t 0 , x; p) = u 0 (x; p), with u 0 a given function, and a set of boundary conditions for the spatial domain. For simplicity, in the following of this section we consider a one dimensional function u = u(t, x; p) depending on one spatial dimension x and one input parameter p. The generalization to equations with more dimensions and parameters does not present conceptual difficulties.
The WRM is used to solve differential equations by approximating u with a linear combination of independent basis functions. We choose the Chebyshev polynomials of the first kind T n (x) = cos(n cos −1 x), defined for x ∈ [−1, 1], as basis functions. Hereafter T n are simply named Chebyshev polynomials. We note that n ∈ N constitutes the degree of the Chebyshev polynomial, that Chebyshev polynomials are orthogonal over the weight function
where δ mn is the Kronecker delta (δ mn = 1 if m = n and δ mn = 0 otherwise), and that they are characterized by the minimax property, i.e. the expansion of a continuous function
provides the most accurate approximation of f under the maximum norm, − ∞ , for a polynomial of degree L [20] . The minimax property motivates the choice of using the T n polynomials as basis functions, since it implies that the best approximation of f at order L in Chebyshev space is simply the series truncated at l = L. Consequently, we approximate
where a lkm are constant coefficients, K + 1, L + 1, M + 1 the numbers of Chebyshev polynomials used for the expansion in time, real space, and input parameter space, respectively, and
with A t = (t 1 + t 0 )/2 and B t = (t 1 − t 0 )/2 (similar definitions apply to the other quantities), such that τ, χ, σ ∈ [−1, 1]. Primes on summation signs indicate that the 0-th term of each sum is multiplied by a factor 1/2, i.e.
Integrating Eq. (1) in time, i.e. writing
we define the residual R as
In order to estimate the coefficients a lkm , the equation 
We now express Eq. (8) in a form useful for further progress. Using the orthogonality property, Eq. (2), we have
Moreover, we approximate
and
Finally, we write
where A klm are assumed to be known functions of the a klm coefficients. Using again the orthogonality property of Chebyshev polynomials, Eq. (9) yields
which is a set of (K + 1)(L + 1)(M + 1) coupled algebraic equations. Equation (15) In order to solve Eq. (15) for a klm , one has to deduce first an explicit relation between A klm and the Chebyshev expansion of D p {û}. Approximating
we have
Since
the coefficients A 0lm are found by imposing
Finally, in order to solve Eqs. (15) for the coefficients a klm , it is necessary to express the operator D p in the Chebyshev spectral domain and determine the coefficients c klm as a function of a klm , as detailed in Appendix A, and to apply the initial and boundary conditions in
Chebyshev space, as discussed in Appendixes B and C, respectively.
To conclude our discussion on the use of the WRM with Chebyshev polynomials, we would like to make two remarks. First, while Eq. (7) 
Finally, for the subsequent sub-domains we impose b 
III. TWO-DIMENSIONAL DRIFT-REDUCED BRAGINKSII EQUATIONS
To illustrate an application of the Chebyshev spectral method to the study of uncertainty propagation, we consider here a two-dimensional drift-reduced Braginskii model, used in the past to simulate plasma turbulence in linear and SMT devices (see Ref. [10] for a detailed discussion of this model). We focus here on the SMT configuration, where the magnetic field is obtained by superimposing a toroidal magnetic field on a vertical magnetic field. This results in helical field lines that wind around the toroidal vacuum vessel from the bottom to the top of the device. The SMT configuration, implemented in a number of basic plasma physics experiments such as TORPEX [22, 23] and Texas Helimak [24] , is of interest to the plasma physics community because it offers a simple and well diagnosed scenario to study the turbulent transport resulting from instabilities such as interchange modes and drift waves, which are present also in the tokamak SOL. In fact, models similar the the one used to investigate the SMT plasma dynamics have been used also for the tokamak SOL (see, e.g., Refs. [16, 17] ).
To describe the SMT configuration, we indicate with x the radial coordinate, with z the coordinate along the magnetic field (approximately the toroidal direction), and with y the coordinate perpendicular to x and z (approximately the vertical direction). Because of the high collisionality typical of SMT experiments, it is justified to model the plasma dynamics with a set of drift-reduced Braginskii equations. Focusing on the interchange-like turbulent regime observed for a sufficiently high magnetic field [15] , for which k z 0, and under the assumption of cold ions, that allows neglecting the ion temperature dynamics, it is possible to integrate the drift-reduced Braginskii equations discussed in Ref. [25] in the parallel direction, in order to evolve the line-averaged density n(y,
with L 2πN turns R 0 the magnetic field line length, R 0 the SMT major radius, and N turns the number of turns of the magnetic field line in the device. Neglecting the parallel electron thermal conductivity term (according to k z 0), using the Boussinesq approximation [26] [27] [28] to simplify the vorticity equation, assuming an infinite aspect ratio, and applying Bohm's boundary conditions at the sheath edge, v i = ± √ T e and v e = ± √ T e exp(Λ − φ/T e ), the resulting system of equations is 
where Λ 3 for hydrogen plasmas,
Here the source terms S n and S Te are used to mimic the density and temperatures sources, e.g., due to a resonance at the electron cyclotron frequency, and they are assumed vertically constant, with a Gaussian shape in the (20)- (22) and in the rest of the present paper are normalized according to (tilde denotes a physical quantity in SI
are reference density and electron temperature,R is the SMT major radius, andc s0 andρ s0 are given byc s0 = T e0 /m i andρ s0 =c s0 m i / eB 0 , beingB 0 the magnetic field amplitude on axis. Distances are normalized toρ s0 .
The parameter σ in Eqs. (20)- (22) is used to model the parallel losses at the magnetic pre-sheath (MP) entrance. Approaching the vessel wall, a decrease of φ is expected [29] , which results in the ion acceleration to the ion sound speed. This mechanism leads to a decrease of n at the MP entrance, n M P , with respect to the density observed far away from the sheath. The simplest model, which assumes being in a sheath-limited regime with isothermal electrons and collisionless ions, predicts approximately a density drop at the MP entrance n M P (y, x) = n(y, x)/2 [29] . In that case, one obtains σ = 1/(2πN turns ). However, in general, experimental measurements show strong deviation from the theoretical estimate (see, e.g., Refs. [29, 30] ). Therefore, the value of n M P is usually not well known, leading to large uncertainties on σ.
To further simplify the problem, we use the isothermal plasma approximation, i.e. T e = 1, and we expand exp(Λ − φ) 1 + Λ − φ and n ln(n) n − 1 assuming φ close to Λ and n close to 1, respectively. Equations (20)- (22) are thus rewritten as
where ω = ∇ 2 ⊥ φ , φ = φ − Λ, and θ = log(n). The model in Eqs. (23)- (24) is an ideal test bed for the application of the WRM discussed in Sec. II, since it contains both first and second order derivatives and nonlinear convective terms.
We (23)- (24).
IV. NONLINEAR SIMULATIONS
To illustrate an application of the Chebyshev spectral method illustrated in Sec. II to the study of uncertainty propagation, we present here the simulation of plasma turbulence in an SMT configuration, carried out considering the model discussed in Sec. III. First, we implement the model in a numerical code using the WRM approach and the decomposition in Chebyshev polynomials described in Sec. II. We then perform simulations of plasma turbulence in an SMT configuration by using the developed code. Finally, we investigate the impact of σ, the input parameter that characterizes the plasma losses at the vessel, on the time-averaged plasma profiles and on its fluctuations.
A. Numerical implementation
In order to investigate the dependence of n, φ and ω on σ, we developed a simulation code that solves Eqs. (23)- (24), together with ω = ∇ 2 ⊥ φ , implementing the WRM with Chebyshev decomposition described in Sec. II. More precisely, we write
where K, L, M , and N are the highest-order Chebyshev polynomials used for the decomposition along the temporal, radial, vertical, and parameter coordinates, respectively, and
with A t = (t 1 + t 0 )/2 and B t = (t 1 − t 0 )/2 (similar definitions apply to the other quantities).
Following the procedure described in Appendix A, we write the operators {φ, A}, ∇ 
with a θ a vector containing the coefficients a The nonlinear system in Eq. (29) is implemented in a numerical code written in Fortran90 and interfaced with the MATLAB environment [31] and it is solved with the MATLAB fsolve nonlinear system solver using a trust-region algorithm. To facilitate the solver convergence, we separate the time coordinate in sub-domains as described in Sec. II (the results we show consider ∆t = ∆t i = 0.2 and we verified numerically that they are converged with respect to ∆t).
B. Simulation results
For our simulations we consider a spatial domain extending radially from is retrieved also by our WRM simulation, with eddies extending radially outward from the source location and that detach from it, creating blobs that propagate towards the low-field side part of the domain. We remark that the WRM approach makes it possible to simulate the TORPEX plasma dynamics for any value of σ between 0.05 and 0.1 solving once Eq. (29).
C. Uncertainty propagation
Numerical simulations of plasma turbulence in basic plasma physics experiments, as well as in the tokamak SOL, are often employed to evaluate time-averaged quantities (e.g., the time-averaged pressure gradient length L p = − p e t /∇ p e t , with p e t the time-averaged plasma pressure [33] ) or the fluctuation level (see, e.g., Ref. [34] ). Therefore, as an example (1, 12, 9, 1), (2, 14, 11, 2) , (3, 16, 13, 3) (blue, red, and yellow lines, respectively), and by using the finite difference code [10] that solves Eqs. (23)- (24) (black lines).
we evaluate L n (σ) as
To study the impact of σ on L n , η, and δη, we assume that σ is characterized by a probability density function In the first row of Table I we present the values of L n averaged over the three distributions shown in Fig. 3 on L n are similar for different numbers of spectral terms. Since the difference between these uncertainties is small, we conclude that it is possible to obtain a rough estimate of the spread of L n , due to variations of σ, by considering a small number of spectral terms, which is exactly the target of our methodology. This is particularly remarkable, since the simulation It is interesting to compare the results obtained with the spectral method with a standard sensitivity study performed with a finite difference approach. This is performed according to the standard practice. We assume that the uncertainty affecting σ corresponds to the half width half maximum (HFHM) of the distribution f σ , i.e. we assume σ = √ 2 ln 2SD(σ) 0.006. Then, we perform three finite difference simulations, one for σ =σ = 0.075, one for σ =σ − σ = 0.069, and one for σ =σ + σ = 0.081. The values of L n obtained from these three simulations are shown in the fourth, fifth, and sixth columns of the first row of Table I . We observe that the averaged values of L n obtained with the spectral code are similar to the ones obtained from a finite difference simulation for σ =σ (the difference is within the numerical uncertainty due to the number of spectral terms used in the WRM simulations). On the other hand, the uncertainty on L n estimated as the difference between the three finite difference simulations is below 0.5, while the uncertainties evaluated with the spectral code are at least a factor of four larger. This shows that, in this particular situation, a standard sensitivity scan significantly underestimates the uncertainty on L n due to uncertainties on σ.
A similar study to the one performed for L n is also carried out for local values of η. In Fig. 4 we present the distributions of η obtained at x = 40 (first row) and x = 60 (second row) with the spectral code for (K, L, M, N ) = (1, 12, 9, 1), (2, 14, 11, 2) , (3, 16, 13, 3) (left, middle, and right columns, respectively). We observe that the distributions slightly depend on the number of spectral terms used in the simulations and that η does not depend linearly on
The averaged values of the six distributions shown in Fig. 4 are illustrated in the second and third rows of Table I together with the corresponding standard deviations, the latter denoted as uncertainties on the averaged values. We observe that the averaged values of η slightly depend on the number of spectral terms used for the simulations and that the values of the standard deviation of the six distributions are close to each other. For comparison, in the last three columns of Table I , second and third rows, we display η obtained with the finite difference code for σ =σ and σ =σ ± σ . In this case, the difference in η between the three finite difference simulations used to estimate the uncertainty in the simulation results is comparable to the uncertainties estimated with the spectral code.
Finally, in Fig. 5 we display the distributions of δη obtained at x = 40 (first row) and x = 60 (second row) for (K, L, M, N ) = (1, 12, 9, 1), (2, 14, 11, 2) , (3, 16, 13, 3) (left, middle, and right columns, respectively) with the spectral code. We note that the δη distributions are extremely different from a Gaussian distribution and they depend on the number of spectral terms used in the simulations. However, their averaged values (shown in the last two rows of Table I , first three columns), as well as their standard deviations (shown in Table I as uncertainty on δη), are similar. Comparing the spectral results with the numerical results obtained with the finite difference approach (last two rows, last three columns of Table I ),
we notice that the two methodologies provide similar results, both for the averages and for the estimated uncertainties.
In summary, the averaged values of L n , η, and δη obtained with the spectral code are comparable to the results obtained with the finite difference code for σ =σ = 0.075. On the other hand, the spectral code provides, with a single reduced-cost simulation, a more reliable estimate of the uncertainty affecting these quantities due to the σ uncertainty.
V. CONCLUSIONS
In the present paper we discuss a rigorous methodology to assess the uncertainty affecting a simulation result due to the propagation of input parameter uncertainties. More precisely, in order to study the impact of input parameter variations on the results of a plasma turbulence model, we propose to use a WRM with decomposition in Chebyshev polynomials. This choice is motivated by the minimax property, which ensures that the best approximation of the model solution at the chosen order and under the L ∞ norm is given by the Chebyshev decomposition. By applying the WRM, a system of nonlinear algebraic equations is derived for the coefficients of the Chebyshev expansion. The solution of these equations directly provides information on the dependence of the simulation results on the input parameters [11] .
We apply the proposed methodology to a two-dimensional drift-reduced Braginksii model used to investigate the plasma dynamics in basic plasma physics experiments and in the tokamak SOL. These equations are decomposed in the Chebyshev spectral domain and the resulting system of equations is implemented in a numerical code. The plasma turbulent dynamics is retrieved by our simulations and an explicit dependence of the profiles on the parameter describing the parallel losses is obtained.
Assuming that the input parameter under consideration is distributed according to a Gaussian probability distribution function, we compute the standard deviation that characterizes the corresponding (in principle, non-Gaussian) distribution of time-averaged density gradient lengths, and time-averaged and fluctuation density values. We find that a reasonable value of the spread of L n , η, and δη, due to the uncertainty affecting the input parameter that describes the parallel losses, can be obtained using a small number of Chebyshev polynomials, i.e. by carrying out reduced-cost simulations. Our results are compared to the outcome of a standard sensitivity study, pointing out that the spectral method employed is more reliable in estimating the uncertainties on the simulation results due to uncertainties on input parameters than a finite difference approach. To our knowledge, this is the first time that a fully spectral approach is used to successfully simulate plasma turbulence and study uncertainty propagation.
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Differential operators
First-order spatial derivatives of a function can be easily obtained by exploiting the property
Therefore, as detailed in Ref. [11] , the first-order derivative of a function
Similarly, second order derivatives of f (x) are expressed as [11] 
Higher order derivatives are obtained iterating Eq. (A1). We remark that, when differentiating with respect to x a function f (x) represented in terms of Chebyshev polynomials of order L, the function df /dx only includes polynomials up to order L − 1.
Nonlinear terms
Linear operators involving the addition or subtraction of two functions are easily handled in the Chebyshev spectral domain. On the other hand, care must be taken in computing nonlinear operators related, for example, to the multiplication of two functions.
Focusing on the product operator, that is the basis of all nonlinear operators, and exploiting the fact that Chebyshev polynomials satisfy
it is possible to write the product h(
We now approximate
i.e. we truncate the expansion of h(x) at order L (because of the minimax property, this truncated series is the most accurate polynomial representation of h(x) to order L). To express the coefficients c l in terms of a l and b l , we impose
and we multiply both sides of Eq. (A7) by
applying Eq. (2), we obtain
with 0 ≤ l ≤ L.
APPENDIX C: BOUNDARY CONDITIONS
In this appendix we consider how to set the boundary conditions in the Chebyshev spectral domain. To simplify the discussion, we focus on differential equations where the operator D p involves second order derivatives of u with respect to x. The generalization to higher order derivatives does not present any conceptual difficulty. Moreover, we consider that the same kind of boundary conditions (Dirichlet, Neumann, and periodic boundary) is applied at the two boundaries of the spatial domain. Combinations of different kinds of boundary conditions are easily obtained following the procedure described hereafter.
Dirichlet boundary conditions
To apply Dirichlet boundary conditions we follow the procedure described in Ref. 
the orthogonality property of Chebyshev polynomials implies that, to satisfy Eq. (C1),
where we use T l (−1) = (−1) l and T l (1) = 1. Taking the sum and the difference of these two expressions and rearranging we obtain 
if L is odd.
Neumann boundary conditions
Neumann boundary conditions can be imposed in a similar way. Let us consider two bound- if L is odd.
Periodic boundary conditions
In order to apply the periodic boundary conditions
we impose in the Chebyshev spectral domain 
if L is odd. 
