Abstract
Introduction

21
The viscous-plastic (VP) rheology (Hibler III, 1979) , connecting sea ice de-22 formation rates with ice stresses, forms the basis of most climate sea-ice models.
23
The resulting set of equations of ice dynamics is very stiff and thus calls for the 24 the internal stress tensor σ kl (with indices k, l denoting x 1 and x 2 directions).
94
We follow Bouillon et al. (2013) in writing the VP constitutive law as
96
98
The stress tensor σ(u) is symmetric, i.e. σ 12 (u) = σ 21 (u). The term˙ d =˙ kk the grid cell, and the constants P * and c * are set to P * = 27500 Nm −2 and the Coriolis and the ice-ocean drag terms, to formulating the mEVP method as:
122
In (5), R sums all the terms in the momentum equation except for the rheol-
123
ogy and the time derivative, ∆t is the external time step of the sea ice model 124 commonly set by the ocean model, the index n labels the time levels of the 125 model time, and the index p is that of pseudotime (subcycling step number).
126
The Coriolis term in R p+1/2 is treated implicitly in our B-grid implementation,
127
but is explicit on the C-grid, and the ice-ocean stress term is linearly-implicit 
148
we use Cartesian coordinates and uniform grids with cell widths ∆x 1 and ∆x 2 .
149
The complete discretization on general orthogonal curvilinear grids can be found 
for a quantity φ at a cell with index (i, j). An expression of the form φ i,j
1,2
156 defines the successive application of both directional averaging operators on φ.
The strain rates on a B-grid are given by
u 1 and u 2 denote the first and the second velocity component, respectively. On
164
C-grid, the definition of the strain rates is the same as on the B-grid but without 165 the averaging step. In the B-grid arrangement, the divergence of the stress 166 tensor, which contributes as a forcing in the momentum balance, is reconstructed 167 on nodes as (k = 1, 2 for the two sea ice momentum equations)
2 .
169
On a C-grid, the vector quality of the divergence is lost. Instead it is given on 170 u and v points by
174
In the B-grid framework all derivatives include averaging but are collocated and 
216
218
For the linear analysis we focus on a single Fourier harmonic in space
221
After inserting expression (9) in equations (7) and (8) they reduce to a system 222 of five equations for the components of v p . In matrix form, they read
with the 5 by 5 matrix A that corresponds to the operators on the right hand 225 side of (7) and (8) and also incorporates the dependence on the wave vector 226 k. The related iterative scheme converges if v p decays as p tends to infinity.
227
Introducing the amplification factor λ as v p+1 = λv p , we see that such a solution
228
is only possible if λ is an eigenvalue of the matrix A (with the eigenvector v p ).
229
There are five complex-valued solutions λ i . The formal stability condition of we will explore the behavior of its roots numerically.
235
Using the notation
the matrix A can be written as
240 241 where
versa. On a B-grid, the remaining terms (stemming from derivatives) take the
249
Averaging, intrinsic to the derivatives on a B-grid, leads to additional cosine 250 multipliers, so that derivatives always depend on both components of the wave 251 number. In contrast, on a C-grid the derivatives only depend on the wave 252 numbers related to their directions:
257
Setting either k 1 or k 2 to zero reduces the system to the 1D case where B-and 258 C-grids coincide. Since we assumed a constant value for ∆, there is no difference 259 between the two implementations (C1 and C2) on the C-grid. we choose
265
We set ∆x = 10 5 m, ∆t = 3600 s, a = 1, m = 1 m, ∆ = 2·10 −7 s −1 , and α = β.
266
Figure 2 plots the eigenvalues on a B-grid and on a C-grid for α = β ∈ {140, 500} 267 and various angles φ between the horizontal waves (see also (11)). In the plots The larger α and β, the closer are the eigenvalues to the stable region close to 272 1. There is always an eigenvalue with zero phase, which corresponds to motions 
The adaptive EVP method
302
The choice of parameters α and β is the key for providing stability of the 
312
Keeping α and β sufficiently large to provide stability has the downside that EVP approach, fully detaches α and β from the external time stepping scheme.
320
We now introduce an approach which makes use of this possibility.
321
Motivated by the fact that γ = k 2 P ∆t/(2∆m) controls stability, we write it small, so that incurring errors in the ice distribution are not necessarily large.
362
If this approach is adopted, N has to be selected experimentally. 
of the subcycling at the first time level for B-, C1-and C2-grid discretizations. In Figure 5 we compare the convergence rates of the aEVP approach with α an important message to modellers.
535
In our earlier work we showed that, on the one hand the mEVP parameters convergence in those regions is improved with respect to the mEVP method.
555
Our test experiments reveal a substantial error reduction in the aEVP solutions 556 compared to the mEVP solutions even for smaller N . This is a big gain in terms 557 of computational costs. In preliminary tests, 500 subcycling steps already raised 558 the cost of the sea ice component to about 50% of the ocean model, which is 559 undesirably large. In a next step, the aEVP approach has to be applied to a 560 realistic scenario in order to test the overall performance and to learn about 561 admissible N . This will be the subject of a companion paper.
562
The aEVP approach can be especially useful for models that are based on 563 locally refined meshes, as it guarantees stability in the most refined areas. It
564
will also lead to advantages in areas where the ice is weak or of relatively low 565 concentration by reducing α and β and hence improving convergence there.
566
The new adaptive approach can be further augmented in several ways. The 567 version described here still contains parameters that have to be selected exper-
568
imentally, yet they can be estimated at run time. For instance, the factor c 
