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I. INTRODUCTION
R ECENTLY, the demand for wireless communications has grown tremendously. Cell sizes have decreased to meet this demand, leading to the undesirable consequence of an increase in the number of handoffs and in the probability that a call is forced to terminate. Microcells are now used to increase the capacity of the systems by reusing the resources more intensively in high-traffic demand areas. The forced termination of ongoing calls is a less desirable event in the performance evaluation of a personal communications service (PCS) network than the blocking of new calls. When a call is in progress in a cell, efforts are made to provide continuity to the current call when the user moves from one cell coverage to another.
Handoff is an important function of mobility management. It is unique in cellular systems and especially crucial to support global roaming in PCS. Three handoff strategies have been proposed for PCS networks, classified depending on who initiates and executes the handoff: mobile-controlled handoff (MCHO), network-controlled handoff (NCHO), and mobile-assisted handoff (MAHO) [1] , [2] . Several strategies have been reported in the literature to deal with the initial access and handoff problem: 1) nonprioritized; 2) reserved channel; 3) FIFO priority; 4) measurement-based priority; and 5) subrating (SRS) schemes. The selection of a particular scheme is a tradeoff between users' quality of service and network operating costs. Each of these strategies can be implemented with fixed channel allocation (FCA) or any other type of channel assignment strategies (i.e., dynamic channel allocation or flexible channel allocation). However, handoff strategies do have some tradeoffs when implemented and whilst they can decrease the number of calls which are forced to terminate and so improve the call incompletion rate, at the same time, they increase the blocking probability of new calls. The performance of these strategies is also affected by user mobility.
So far, research on channel allocation strategies has focused mainly on decreasing the blocking probability of new calls [3] - [8] , although recently some new algorithms have been proposed to cope with the handoff problem as well [9] - [15] . Among channel assignment strategies, channel borrowing and dynamic channel allocation (DCA) have shown good performance in decreasing the blocking probability of new calls when the offered load to the system is low both under uniform and nonuniform traffic patterns. A combination of the two, a DCA strategy using maximized channel borrowing, was presented in [16] . This strategy takes advantage of the compact pattern concept [22] to decrease the blocking probability of new calls by always assigning a channel to a pattern that improves the system performance. Channel borrowing and channel reallocation strategies are also used to minimize the blocking probability of each cell of the system. Compact pattern with maximized channel borrowing (CPMCB) has proved to outperform FCA, borrowing with channel ordering (BCO), borrowing with directional channel locking (BDCL) in two different evaluation environments [16] , [20] . Its feasibility when applied to time-division multiple-access (TDMA) systems has also been studied [21] . Following the concepts stated in [10] , CPMCB could be classified as an interferencefree, timid, not conditioned class of DCA strategy and also, according to [10] , as a "complex" strategy.
In this paper, an extension to the nonuniform compact pattern allocation algorithm [22] is presented. This modification takes into account not only the new call arrival rate, but now the handoff arrival rate in each cell also. Only the new call arrival rate is supposed to be known and a method of deriving 0018-9545/99$10.00 © 1999 IEEE the handoff arrival rate for any kind of traffic is presented. Then, this extended concept is applied to propose a modified version of the DCA strategy called CPMCB [16] to minimize both the blocking rate of new calls ( ) and the handoff failure rate ( ). Also, the nonprioritized handoff assignment strategy (NPS) and the reserved channel strategy (RCS) are combined with CPMCB. Results are presented showing the performance of this modified version of CPMCB for the forced termination probabilities and the probability that a call is not completed. User mobility is also taken into account in the results shown.
It is also a concern of this study to show to what extent CPMCB with a modified cost function can work as a selfprioritized handoff strategy and to compare it with a wellknown reference, in this case the FCA strategy, since in previous research, CPMCB was shown to perform better than some channel borrowing and DCA strategies [16] , [20] , [21] .
The paper is organized as follows. Section II contains a derivation of a teletraffic model to calculate the probabilities we are interested in for a microcellular system using FCA with nonprioritized and reserved channel schemes (NPS and RCS, respectively). This is followed by a derivation of a method of calculating the handoff arrival rate to each cell and the handoff departure rate from each cell of a network under any traffic conditions prevailing in the cells. In Section III, a short description of CPMCB is provided as well as the modifications to one of its cost functions to take into account the handoff arrival rate in each of the cells of the proposed network. In Section IV, the evaluation environment is described. In Section V, a performance comparison is made between the FCA and the DCA strategies being considered. Finally, in Section VI conclusions are drawn.
II. ANALYTICAL METHOD
In our study, both nonprioritized handoff (NPS) and prioritized handoff reserved channel (RCS) schemes are taken into account. To derive the methods for calculating the sets of probabilities of interest, it is assumed that new call attempts in a cell follow a Poisson process and that represents the new call arrival rate. It is also assumed that the handoff arrivals follow a Poisson process and that represents the handoff call arrival process to a given cell. When the traffic in the system is uniform this will be the same as the handoff departure rate from a cell. If the mobile is given a channel by the cell, the mobile remains in the cell's coverage area for a period of time , which is called the dwell time, before it moves out of the cell.
is a random variable which could have a general probability distribution function with mean as proposed in [17] , but in this paper we assume that is exponentially distributed with probability density function and mean . It is also supposed that the call holding time is exponentially distributed with density function with mean . The call holding time of a call is the amount of time that the call would remain in progress if it continue to completion without forced termination due to handoff failure [18] . If a mobile is given a channel, this channel would be released either by the completion of the call in the cell or by a handoff process to a neighboring cell. In this way, the channel occupancy time is the smaller of the call holding and the dwell times (because of the memoryless characteristic of the negative exponential distribution) and the probability density function of the channel occupancy time distribution is [17] (1)
The blocking probability is defined as the probability that a new user finds all channels busy in a certain cell; the handoff failure probability , as the probability that a handoff call finds all channels busy on its arrival at its target cell; the probability of forced termination , as the probability that a call that was originally accepted by the system is interrupted during its process due to a handoff failure and the probability that a call is not completed , as the probability that a call is not finished either by blocking (as a new call attempt) or forced termination (as a handoff call).
A. Nonprioritized Handoff Scheme
The blocking probability of the nonprioritized handoff scheme is now derived. This scheme can be modeled by a Markov process with states, where is the number of available channels in a certain cell. In this case, new calls and handoff arrival calls can use all channels as long as they are idle. So that for , the next arrival (new call or handoff arrival call) can occupy the next idle channel. Let be the statistical-equilibrium probability of busy servers, then for , the transition rate from state to is given by and a transition from state to is given with rate because the channel occupancy time is exponentially distributed. Suppose that the channels are all busy, then if a new call arrives at that moment, the call will be blocked. Also if a handoff call arrives, it is forced to terminate and a handoff failure is produced. Considering the state diagram of Fig. 1 , it is easy to find that the steady-state probability (2) using the normalization equation Then, can be found when in (3) and (4), so (5) and in this case, .
B. Reserved Channel Scheme (RCS)
In this scheme, some of the channels are reserved for handoff arrival calls only. Suppose that channels are reserved of the total available channels, then the state diagram that describes the system performance is shown in Fig. 2 . If there is a new call arrival, it will be attended if the number of idle channels at that time are less than , where , otherwise, the call will be blocked. Handoff arrivals will only be blocked if the number of busy channels in the target cell is equal to , therefore producing a forced termination.
This case can also be modeled by a Markov process with states, but a differentiation must be made between the system behavior when the number of busy channels is less than and when the number of busy channels is more than , but less than . Let be the statistical-equilibrium probability of busy servers, then for , a transition rate from state to is given by and a transition from state to is given with rate because the channel occupancy time is exponentially distributed. For , a transition rate from state to is given by and a transition from state to is given with rate because new call arrivals are not allowed to occupy a channel when there are or more busy channels in the cell. Let us say that the channels are busy. If a new call arrives at that moment, the call will be blocked, but if a handoff arrival occurs, it will be attended. Considering the state diagram of Fig. 2 , the steady-state probability is (6) and (7) taking (3) into account gives (8) In this case, the probabilities and are given by (9) and (10)
C. Forced Termination Probability ( ) and Probability That a Call is Not Completed ( )
Here a general expression is derived to calculate the forced termination probability and the probability that a call is not completed in an arbitrary regular network of hexagonal cells with an arbitrary traffic pattern (i.e., uniform or nonuniform). The blocking probability in cell is given by and the probability that a new call origination is accommodated by the system in cell is [18] (11) with (12) where is the total number of cells in the system. If a call is being serviced by cell , then the probability that this call makes a handoff to one of its neighboring cells, say cell , and is successfully accommodated is (13) where is the probability that a user with an engaged call in cell leaves the cell (handoff departure) by the th side and is the handoff failure probability in the target cell . The probability that a call currently served by cell will make a handoff attempt to cell and be denied access to a channel in the target cell is given by (14) With independent handoff attempts, the probability that a mobile currently served by a cell in the system is forced to terminate after zero, successful handoffs, can be approximated by [18] (15) substituting (13) and (14) in (15) we have (16) where (17) and (18) So, finally, the is (19) In [17] it is shown that, when is exponentially distributed, then (20) If the probabilities of interest are to be calculated taking into account any traffic pattern in the network, then a way must be found to obtain the handoff departure rate of each cell , knowing only the new call arrival rate to the same cell . To calculate we consider that the probability that a user in cell makes a handoff is given by (21) while the probability of doing a successful handoff is given by (13) . Once again, with independent handoffs, the probability that a call makes a handoff after it has done zero, previously successful handoffs is (22) so that
The handoff departure rate from cell , can then be found by (24) Substituting (23) and (17) in (24) gives (25) Once the handoff departure rate from cell is known, the handoff arrival rate can be found in each cell as follows: (26) Assuming the user leaves the cell by each of the sides with equal probability, , then
Note that when the traffic in all cells is uniform ( ), so , and (13) and (14) become (28) and (29) then (30) and (31) Finally, note that if , calls almost always end before the mobile leaves the cell and therefore is very small, decreasing as increases. On the other hand, if , almost all users will leave the cell before completing the call and the number of calls forced to terminate will increase as increases.
In order to find the output measures, , and in a network with an arbitrary traffic pattern, an iteration method is used in much the same manner as described and proposed in [19] . An important difference here is that it is dealing with nonuniform traffic and there is not just a single equation to solve. As in [19] , for all the cases studied in this paper, the procedure converged. The procedure is the following.
Input: , and . Output:
, and .
Step 0: . Step 1: If for all go to Step 4.
Step 2: Compute and according to the handoff strategy used. Compute and according to the handoff strategy used.
Step 3: Compute the new value for using (25). Compute the new value for using (27). Let be the difference between the old and the new . Go to Step 1.
Step 4: Compute using (19) and using (20) .
III. CHANNEL ASSIGNMENT STRATEGY
Compact pattern with maximized channel borrowing, has been fully described in [16] , but a shorter description is provided here to enhance clarity. Then, the modifications made to the nonuniform compact pattern allocation algorithm and the modifications to CPMCB are described.
A. Channel Allocation Description
CPMCB is divided in two main phases: channel allocation and channel releasing. Channel allocation is further divided into nonuniform channel allocation and borrowed channel allocation.
1) Nonuniform Channel Allocation:
Consider an environment of cells and assume that cell is part of ( ), then two different compact patterns could be assigned to channel ( and ). The pattern which gives the largest reduction in the overall blocking rate of the system is chosen for use. Thus, if is the offered traffic in Erlangs to cell and is the current number of channels allocated to cell , the blocking rate in cell is obtained for Poisson call arrivals by [6] , [16] , and [22] (32)
The compact pattern that gives the larger reduction of the blocking rate is obtained by the decision rule [6] , [16] if otherwise.
(33) where and are the two compact patterns associated with each cell. The allocation of each channel to one of the compact patterns is made without changing the allocation of the other channels already given to the same compact pattern. This nonuniform channel allocation is applied whenever a channel is free and needs to be assigned to a compact pattern. In fact this nonuniform allocation technique improves the system performance when nonuniform traffic is taken into account and indeed, if traffic is uniform, the channel assignment in the system is also uniform [16] , [22] .
2) Borrowed Channel Allocation: When a new call arrives an idle nominal channel is assigned to the call. If there is no nominal idle channel available, a borrowed channel (selected from a set of channels not in use in the first and second rings of the cell where the arrival occurred) is tried and an optimal channel allocation algorithm is accomplished by a minimum cost function. This cost function always tries to assign the least used channel in the system by asking for the current use of the channel in the cochannel cells of the lending cell.
In CPMCB the classical channel borrowing concept [5] is extended by defining five possible statuses in which a channel could be in a certain cell. To define channel status, one, two, or four cells are taken into account: the current cell (where the arrival occurs), one neighboring cell (the lending cell), and the two closer cochannel cells of the lending cell (the ones surrounding the borrower cell). The possible channel statuses of channel in a certain cell are: free if the channel is idle, occupied if the channel is being used by a local call, locked when the channel is being locked by a borrowing in one of its cochannel cells, double locked when the channel is being lent by two cochannel cells or by only one of them and by the cell itself, triple locked when the channel is being lent by three cochannel cells or in two cochannel cells and in the cell itself, and borrowed when channel is being borrowed by a neighboring cell.
Based on the definition of the possible statuses of a channel, in [16] it was found that there exist as many as 27 ways in which a channel can be borrowed whilst fulfilling the cochannel interference constraints. A detailed explanation of this phase and the relationship between the channel statuses with the cost functions can be found in [16] .
3) Second Phase Channel Releasing: Phase two of the algorithm, called channel releasing, is in charge of the reallocations after a call has finished. Whenever a call in a nominal channel is over, a reallocation is made in order to reassign this channel to a call attended in a borrowed channel. Channel reallocation is carried out once a call is over, therefore, at most, one channel is reassigned at each packing. As in the first phase of CPMCB, a cost function is used to determine which borrowed channel should be released [16] . The cost function always tries to release the least lent channel to increase the number of free channels in the system. If more than one channel meets the condition, a choice is made randomly. Phase two also has the task of changing the channels to a different compact pattern whenever a channel is released and no reallocation procedure has occurred and, in addition, no other cell in the system is using it.
B. Modifications to CPMCB
In this section, the modifications made to CPMCB to enhance its behavior when handoff is considered are explained. For our purposes, the only phase or subphase that has to be changed is the nonuniform channel allocation, which is based on the compact pattern concept. What is proposed here, is a modification to the cost function that selects the best compact pattern to which a channel should be assigned as a nominal channel. This is (32) and (33).
In this new version of CPMCB, if a channel is going to be assigned from the central pool to cell , a new decision rule is taken into account to decide to which compact pattern the channel is going to be given (every cell has only two patterns: the clockwise and the anticlockwise). The compact pattern which gives the largest reduction in the overall new call blocking probability ( ) and in the overall handoff arrival blocking probability ( ) (and therefore in and ) is selected. Taking into account the new call arrival rate , the handoff arrival rate , and the number of current allocated channels in cell the new cost function is given by is calculated according to the algorithm described at the end of Section II, so that a correct estimate of and balance between new call arrivals and handoff arrivals is made to assign a suitable number of channels to each cell in the system increasing the prioritization to handoff calls and taking into account user mobility. This creates adaptability to changes in user mobility. With this new cost function, one can easily see that, when the traffic in the system is uniform, the channel allocation is uniform as well. In the previous CPMCB version only the new call arrival rate was taken into account in deciding the pattern to which a channel should be assigned. With this enhancement to the nonuniform compact pattern allocation algorithm, the performance of FCA, BCO [3] , locally optimized dynamic assignment (LODA) [5] , and BDCL [5] shown in [22] , could be further improved. The same could be expected for compact pattern-based DCA (CP-based DCA) [6] .
C. Practical Implementation of CPMCB
The number of calls per unit of time in every cell is the a priori information needed by the base stations (BS's) and the relevant switching centers to execute the first phase of CPMCB. The allocation of channels to the compact patterns will depend only on the current offered load to the cells in the network. This load will have to be measured and updated periodically. However, this should not be a difficult task because the number of calls per unit of time can be found relatively easy in cellular networks and statistics reporting this value are generated continuously during the day in these networks.
It is normally assumed that every BS can instantaneously know the channel utilization in neighboring BS's so that channel synchronization (in channel allocation and channel releasing phases) would not be necessary. However, the practical implementation of DCA strategies requires a similar approach to the one described in [10] which can always be used to account for finite propagation delays in the information exchange among BS's. There are several ways in which the BS's can get information about channel utilization; through a fixed signaling network connecting the BS's and/or the relevant switching centers, or simply by listening to the carriers emitted by neighboring BS's [10] . CPMCB is a centralized algorithm that would need a central controller to take decisions about which compact pattern a channel should be assigned to, etc. For these purposes, a dedicated fixed signaling network is the best possible option to communicate BS's with the switching centers. The centralized feature of this strategy avoids colliding decisions in carrier acquisitions, but does increases the signaling load considerably.
IV. EVALUATION ENVIRONMENT
To simulate a large PCS network, a wraparound topology for the evaluation of the strategies under consideration is proposed consisting of 49 cells to eliminate the boundary effect that occurs in an unwrapped topology and to ensure statistically good results. The reuse pattern in the simulation is seven for FCA and CPMCB although it could have been any other value. A hexagonal cell geometry is used and seven cochannel cells for each of the central cluster cells are kept for possible cochannel interference evaluation since the first tier of cochannel interferers produces most of this type of interference. The mobility behavior of mobiles in the simulation is described by a two dimensional random walk as used in [19] . In this model, a mobile stays in the coverage area of a cell for a period of time (dwell time) that has an exponential distribution with mean , then the mobile moves to one of the six possible neighbors with probability 1/6. The proposed simulation environment is shown in Fig. 3 . There are seven clusters of seven cells each with the central cell in each cluster marked with the enlarged numbers 10, 20, , 70, respectively. The six other cells in each cluster are numbered anticlockwise following the number in the central cell. The white cells are the actual 49 cells used in the simulations and the shaded cells are used to create the wraparound topology. Placing the shaded cells at the border of the 49 cells system, ensures that each cell in the system has six neighboring cells and that no duplicated neighbor is created.
In Fig. 4 , a random nonuniform spatial traffic pattern taken from real data is shown. The number in each cell represents the offered load and ranges from 0.5 to 36 Erlangs. This traffic pattern is used to evaluate the strategies considered in this study. The data was taken from the core area of a real cellular system formed by a hierarchical cellular structure consisting of microcells overlaid by a set of macrocells and applied to a simplified system with a regular structure formed of a grid of hexagonal cells (like the one shown in Fig. 3) , to allow the analysis and simulations to be carried out straightforwardly. The traffic pattern was obtained from the busy hour of the busy day of the week. The 49 active cells in our system include all the actual microcells in the real system, which were less than 49 in number and all hexagonal (i.e., surrounded by six adjacent cells). The real cells were matched to our cells in position and, consequently, in load. For these cells the traffic load used was that of the corresponding actual cell, but simplified because the actual cells were sectored so that the sum of the sector loads was used as the total cell load and assumed to be distributed uniformly throughout the cell. In the few positions in our pattern where no real microcell existed to provide data, a loading figure was obtained from the overlying macrocell by taking a fraction of its load proportional to relative areas. None of the other microcells had any load added from its macrocell. As a result, we have obtained a realistic loading pattern (as in Fig. 4 ) in a system which is analytically and computationally manageable. This approach to model nonuniform load, however, is quite static and cannot describe the transients in time (and variations in space) that may happen in a real cellular network (i.e., at certain hours during the day some cells may experience more traffic load than in the peak hour defined on the overall network and the dynamics of the changes even during a limited period of time may significantly alter the performance of the network).
V. EXAMPLES AND DISCUSSIONS
In this section, the results obtained for the network proposed in Fig. 3 are shown when uniform and real nonuniform traffic patterns are taken into account. Results are shown both analytical and simulated for the fixed channel allocation strategy with nonprioritized scheme for handoffs (FCA-NPS) and for the reserved channel scheme for handoffs with and reserved channels (FCA-RCS1 and FCA-RCS2, respectively). All simulation results are plotted with a 97% confidence interval. For uniform traffic simulation all the sets of the curves presented in Figs. 5-12 agree completely with analytical results, whereas for those obtained with nonuniform traffic there exists a small disagreement. Compact pattern with maximized channel borrowing strategy is also evaluated with NPS (CPMCB-NPS) and RCS schemes with and reserved channels (CPMCB-RCS1 and CPMCB-RCS2). In CPMCB the number of reserved channels, as in the FCA strategy, is the number of channels that are reserved exclusively for handoff call arrivals and is constant. All the sets of probabilities presented were obtained by simulations averaged on all the 49 cells due to the wraparound topology used. To reflect the PCS environment, the total number of channels in the system was chosen to be 70, therefore the number of channels per cell is when using FCA. For all the cases the mean call holding time is min. The mobile mean dwell time is initially taken as 3 min and then varied by varying from to to evaluate the influence of increasing the mobile speed (decreasing the cell dwell time). Note that channels and not carriers are considered in this section due to the flexibility that this gives for future work. In general terms, a channel could be a frequency in a frequency-division multiple-access (FDMA) system, a time slot within a frame in a TDMA system, a code in a WBCDMA-TDD system, a fraction of a time slot or a code associated to a time slot in a hybrid TDMA/CDMA system, or a combination thereof (some constraints may occur in some of the different cases depending on the technology used and the implementation). Figs. 5-8 show the performance of the evaluated strategies with uniform traffic when min and the offered load is varied from 2 to 12 Erlangs per cell. Fig. 5 shows that the blocking probability for new call attempts at the same traffic load with any channel assignment strategy is smaller using NPS than with RCS. This observation is consistent with previous studies that giving priority to handoff calls will increase the blocking probability. The blocking probability of new calls for CPMCB is always smaller than for FCA over all the evaluation range. An increase in the system capacity by a factor of 1.55 is observed for CPMCB-NPS in comparison with FCA-NPS at a blocking rate of 0.01. Fig. 6 shows the handoff failure probability in a cell. It can be seen that giving priority to handoff calls has a greater impact in FCA than in CPMCB because CPMCB is a strategy that has already included an inner prioritized cost function that makes a balance between and . That is why no significant difference between the curves for CPMCB with none, one and two reserved channels is observed. However CPMCB has the same performance as FCA with two reserved channels for handoff arrival calls at a blocking rate of 0.01. In Fig. 7 , follows the same performance as , since these two probabilities are strongly linked. The results presented in Fig. 8 confirm that CPMCB-NPS has a better performance than any combination FCAhandoff scheme in terms of . The probability that a call is not completed gives an overall characterization of the user perceived grade of service. CPMCB provides a lower than FCA for small and moderated traffic loads, but the improvement fades with high-traffic load. Results for are different for the same channel assignment strategy when a different prioritization strategy is used, but in the case of CPMCB, this is mostly due to the values obtained for .
A. Uniform Traffic 1) Constant Mobility:
2) Mobility Effect: For a constant new call arrival rate of 6.8 Erlangs/cell in the set of Figs. 9-12 , the mean dwell time is varied by varying from -to assess user mobility effects on and .
The selected values for represent a range variation in the mean dwell time from values as large as 6 min (i.e., 360 s) and as small as 0.5 min (i.e., 30 s), respectively. Fig. 9 shows that, when the user mobility increases ( increases and the cell dwell time decreases), the blocking probability for all the combinations studied decreases, but for any combination CPMCB-handoff strategy, the slopes of the curves of after a cell dwell time of 60 s (toward 30 s) are similar, whereas for the combination FCA-handoff strategy a similar slope is only observed with NPS. CPMCB with reserved channels reflects more the effect of decreasing faster as mobility increases when compared to FCA with the same handoff strategy. As in the case of constant mobility, CPMCB-NPS gives the smallest . Fig. 10 shows what happens to , as the mean dwell time decreases. When the number of handoff calls in a cell increases, for CPMCB decreases as it does for FCA-NPS, but this is not the case for either FCA-RCS1 or FCA-RCS2. A slight reduction in for these two strategies only occurs for relatively small values of cell dwell time. CPMCB strategies present a slight variation in for the cell dwell time range of 360 s to 120 s after which an obvious decrease in this probability is observed. Fig. 11 shows the variation of versus the mean cell dwell time. From this graph it is clear that increases at a lower rate for CPMCB as user mobility increases and that the difference in using NPS or RCS is not as remarkable as in the case of FCA. By taking a look at the curves that represent the FCA handoff strategy, is easy to tell which combination is the most suitable for a particular type of user according to its speed, but the differences between CPMCB strategies are not so great as to force the choice of one or other. As for , in Fig. 12 it is observed that the combinations of NPS with either access strategy perform better than the other combinations studied, as expected. The curves shown for CPMCB and FCA are similar, but with much better values for CPMCB.
B. Nonuniform Traffic
For this case, the nonuniform traffic shown in Fig. 4 was varied in steps of 0.1 times the offered traffic shown in each cell to see the effects on and . It is supposed that the base load is 0.1 times the load shown in Fig. 4 . The effect of mobility is also assessed as in the case of uniform traffic. Figs. 13-16 show the performance of the evaluated strategies with an asymmetrical traffic load when min. In all these sets of curves, simulated results present a good match to the analytical ones. CPMCB performs better than FCA in terms of , but with diminishing improvement as the traffic load increases and, if combined with NPS, it gives the lowest of all the combinations considered. This time, CPMCB-NPS increases the system capacity only by a factor of 1.57 in comparison with FCA-NPS. In Figs. 14 and 15, we can see that CPMCB only performs better than FCA-NPS and FCA-RCS1 for and at values below 0.01. Fig. 14 shows an important adaptive element given to CPMCB, this is the self-adaptive characteristic to handoff arrivals. It can be observed that CPMCB-RCS2 is the strategy that gives the lowest for the whole evaluation range, although the differences in capacity increase in comparison with CPMCB-NPS are not significant at (the greatest factor found is 1.09). In fact, the close performance of the CPMCB combinations was expected since CPMCB has a cost function that searches for the best balance between new calls and handoff arrivals to assign a channel to a given compact pattern and any modification (i.e., given more priority to handoff arrival calls than necessary) will not alter its behavior significantly. This effect is more noticeable when uniform traffic is considered since the number of channels in each cell is not different. This effect can also be seen in Fig. 15 and in the curves for uniform traffic. As in the case of uniform traffic, Figs. 14 and 15 show that giving priority to handoff calls has a greater impact on FCA than on CPMCB. The same grade of service of 0.01 for can be met by CPMCB with a factor of 1.53 times the corresponding load for FCA, according to the results in Fig. 16 . With CPMCB, a small , and therefore a small , does not necessarily mean an increase in and . 2) Mobility Effect: For a constant load of 4.7 times the base nonuniform load, in the set of Figs. 17-20, the mobility effect is considered for and in exactly the same way as was done for the uniform traffic case. Here, the disagreement between analytical and simulation results become more apparent than in the case of constant mobility, but is still within an acceptable range. They are not as close to each other as in the case of uniform traffic (where analytical and simulations results were in total agreement), since the total offered load seen in simulation with the mobility effect present with nonuniform traffic is slightly different to the total offered load to the same cell when calculated analytically. This is because when the blocking rate in the system is low, handoff arrivals can be approximated by a Poisson process with parameter , but when the blocking rate is high, handoff arrivals do not follow a Poisson process because they are made up of outputs of multiserver loss systems (microcells). Another reason for this difference, is due to the fact that the simulator cannot ensure that the initial distribution of users is the same as the final distribution at the end of each simulation, particularly for the cases of very small dwell times. In fact, the final distribution of users in the simulations is more nonuniform than the initial one, for this particular case. The more uniform the traffic pattern is, the more the simulation results adjust to the numerical results. The central cluster in the proposed environment experiences a very high-teletraffic demand for the FCA strategy and hence the disagreements with simulated results. For this reason, the following comments for FCA are based on numerical rather than simulated results. This set of figures confirms that CPMCB adapts itself better than FCA to user mobility, decreasing all the probabilities as user mobility increases. When user mobility increases, the number of handoff arrivals to each cell increases, but the occupancy times in each cell, decreases. This effect will (as explained in Section II) decrease ( Fig. 17) and increase ( Fig. 19) for FCA, both with NPS and RCS. However, with FCA-NPS has a different behavior than with FCA-RCS. With the first combination, decreases as the mean dwell time decreases in all the evaluation range, whereas with FCA-RCS increases as the mobility increases (Fig. 18) . This apparently contradictory performance of FCA-NPS is highly tied to the rate in which decreases in Fig. 17 as the users move faster. The faster the users are the faster they leave the cells and the faster they release the resources they are occupying. On average, the rate at which resources will be released (and therefore be available in every cell for both new call and handoff arrivals) using NPS rather than RCS is faster. However, FCA-NPS is unable to successfully keep successive handoffs of the same call when mobility increases (see Fig. 19 ). In , as defined in (20), is weighted by the factor ( ). In this way, has more weight than the faster the users are. Fig. 20 shows for FCA combined with NPS and RCS.
1) Constant Mobility:
Although it could be argued that by increasing user mobility, and should also increase dramatically with CPMCB, exactly the opposite occurs. That happens because CPMCB has a cost function which accounts not only for the new call arrival rate, but also for handoff call arrivals, making the best possible balance between the two to decrease both and . In CPMCB channels are assigned to each cell according to the sum of handoff and new call arrival rates weighted respectively by the expected handoff failure and blocking probabilities for every particular compact pattern tried. The reduction in for CPMCB is even larger than with FCA.
VI. CONCLUSIONS
An analytical method was presented to derive the blocking probabilities experienced by new calls ( ) and handoff arrivals ( ) in an hexagonal shape cell belonging to an arbitrary network and for the network as a whole, under uniform and nonuniform traffic distributions. Also, expressions for the forced termination probability ( ) and the probability that a call is not completed ( ) were derived under all traffic conditions. The derivation of the sets of probabilities of interest includes the search for a mathematical expression to calculate the handoff arrival rate to each cell and an iterative model with convergence to find this rate, starting from knowledge of the new call arrival rate only.
Based on the analytical model, an enhancement to the nonuniform compact pattern allocation algorithm was proposed. With this enhancement, the algorithm takes into account the handoff arrival rate in its cost functions and not only decreases the blocking probability for new calls, but also the handoff failure probability. The modified nonuniform compact pattern allocation algorithm was applied to an DCA strategy called CPMCB. The performance of this strategy has now been shown to be enhanced under uniform and nonuniform teletraffic demands.
Further work can be done on CPMCB, for example, personal communication systems using hierarchical cellular overlays.
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