1. Introduction. We consider the "processus des misanthropes," which includes the asymmetric exclusion process and zero-range processes. For concreteness, let us describe here the dynamics of a zero-range process. We denote the Since {Tt, t > 0} is a semigroup, the Yaglom limit, when it exists, is a fixed point of Tt for any t. Thus, a preliminary step is to characterize possible fixed points of {Tt , which are called quasi-stationary measures. In other words, /x is quasi-stationary if there is X. > 0 such that, for any q( E D (C) and any t > 0, J Ero[( p(r1t)lr>t]d=L(r1o)= e-Xt f pdi.
We note that, in our context, the Dirac measure on the empty configuration is trivially a quasi-stationary measure with X = 0. Thus, by nontrivial quasistationary measure, we mean one corresponding to )X > 0. Finally, we note that, in dynamical systems, quasi-stationary measures are well studied and named after Pianigiani and Yorke [15] , who prove their existence for expanding C2-maps.
Assume that tu is a probability measure with support in Ac such that, for any Thus, the problem of quasi-stationary measure for attractive particle systems is a problem of finding principal eigenvectors in a context where we lack irreducibility conditions and where neither the space nor the operator is compact. Equation ( In our case, the Laplace-like transform (1.7) is a well-defined map, and as observed in [8] , as soon as E, [r] < oo, pu is quasi-stationary if and only if (ut) = pt. In [12] , the authors study the sequence of iterates {(n(8i)}n>l for i e N \ {0}. They show that this sequence is tight and that any limit point belongs to lx, the subspace of probability measures under which r is an exponential time of parameter = -lim -log(Pi (r > t)) > 0. In [17] , Section 2, Lb is extended to a generator, say LX, on L2(vp) for any p > 0. It is also shown that Cb is a core for L. Now, if we choose b(n,m) = g(n), we obtain the zero-range process. We describe a way of realizing this process, in a case like ours, where the labeling of particles is innocuous. We start with an initial configuration r7 E Q. We label arbitrarily particles on each site i from 1 to r7(i). We associate to each particle a path {Sn, n E N}, paths being drawn independently from those of a random walk with rates {p(i, j)}. Then a particle labeled k at site i jumps with rate g(k) -g(k-1). If it jumps on site j, it gets the last label. Also, the remaining particles at site i are relabeled from 1 to r7(i)-1. Now, as For r7, ~ E Q2, we say that r < ~ if q(i) < ~(i) for all i E Zd. Also, a function is increasing (resp. decreasing) if T < implies that f(j) < f(~) [resp. f(q) > f(~)]; in particular, we say that A C Q is increasing if 1A is increasing. Finally, for given probability measures v, u on Q, we say that v -< / if f f dv < f f dU for every increasing function f. We recall that the "processus des misanthropes" is an attractive process; that is, there is a coupling such that P,, (rt t, Vt) = 1 whenever r < '.
Since A is an increasing local event, attractiveness implies that, for any t > 0, both P7 (r > t) and P* (r > t) are decreasing in q. As our product measure satisfies 
The inequality XA < X(p) follows after observing that, as r -P,(r > t) is decreasing and as vn < vp, we have Pvnk ( > t) > Pvp (T > t). Thus, (3.4) exp(-Xot) = lim Pvnk t) P (t > )t). k--ooc
This establishes that XA0 = . 
The result follows by (3.11) and (31(p)
The result follows by (3. 1 1) and (3.12) . D This will be done in three steps. STEP 1. We show that, for i ? A, there is Si > 0 such that ( 
4.5) P* i(t > t) > E*iP(t > t).
We need to couple two trajectories, say {rt, t } differing by a particle at i at time 0, that is, (o = iq0o. We describe a basic coupling. We tag the additional particle at i and call its trajectory {X(i, t), t > 0}. It follows the path Sn, n E N} of a random walk with rates p(., .) and jumps at the time marks of an r-dependent Poisson clock: at time t, its intensity is g(r7t(X(i, t)) + 1) -g(rtX(X(i, t))). With this labeling, the motion of the additional particle does not perturb the 17-particles. Thus, we call the additional particle a second-class particle. As A := sup(g(k + 1) -g(k)) < oo, we can couple {X(i, t), t > 0} with {X(i, t), t > 0}, which follows the same path {Sn, n E N}, but with a Poisson clock of intensity A which dominates the clock of {X(i, t), t > 0}. Thus, a decreasing event, and the idea is to compare faA P*(r > t) dvp with f0o P*(r > t)dvp. To this end, we are going to compare P* (r > t) for 7 E 3A, with P*_. (r > t) for j E A, so that we consider now the case where the second-class particle is initially in j E A. We will ensure that, uniformly in r7 E aA, there is a positive probability that the second-class particle escapes A within a small time S > 0. If the second-class particle finds itself on a site with k particles, it jumps with rate Ak := g(k + 1) -g(k). We have A1 > 0, but could very well have Ak = 0 for k > 1. Thus, the second-class particle can move for sure only when on an empty site. As in Step 1, we have a coupling (r., (.), where 0o = 9j r70. For convenience, we use the notation P,,j instead of PC. Thus, we impose on the r-particles starting on A the following constraints: 
