Abstract-Due to the increased demand of wireless communication systems because of the features of the system which provides a wide coverage, high throughput and reliable services, the MIMO systems communication has come into existence. Features provided by these systems ensure the improved system coverage and increased data transmission rate by considering multiple numbers of transmitter and receiver antennas. In this paper, we are considering the equalization; a filtering approach that minimizes the error between actual output and desired output by continuous updating its filter coefficients for Rayleigh Frequency selective fading channel. We concluded that MMSE and ZF give the worst performance in Rayleigh frequency selective channel as compare to Rayleigh Flat fading Channel [35] due to a constant BER for large SNR's. We have also observed that the successive interference methods provide better performance as compare to others, but their complexity is high. ML provides the better performance in comparison to others and BER doesn't remain constant for a large SNR in this case. Simulation results shows that ML equalizer with BPSK gives better performance as compare to QPSK. Finally we concluded that Sphere decoder provides the best performance.
I. INTRODUCTION
Because of the features of MIMO systems, it became an important part of modern wireless communication [5] . Communication in wireless channels is impaired predominantly by multipath fading. Multipath is the arrival of the transmitted signal at the receiver through differing angles and/or differing time delays and/or differing frequency [4] . MIMO offers significant increases in data throughput and link range without additional bandwidth or transmit power. It achieves this by higher spectral efficiency and link reliability and or diversity. The information bits to be transmitted are encoded and interleaved [9] . The Symbol mapper mapped the interleaved codeword's to data symbols and then these data symbols are applied as input to the Space Time-encoder which are again mapped to transmit antennas by space-time pre-coding block and are received at the antenna array by passing through the channel. The receiver performs the reverse operation to that of transmitter, followed by space time decoding [7] .
II. MIMO SYSTEM MODEL
By considering a MIMO system with a transmit array of antennas and a receive array of M R antennas [11] , the MIMO channel [35] at a given time instant may be represented as a matrix
III. MIMO CHANNEL By assuming the above channel model the product of the bandwidth and the delay spread is very small and it results in channel realizations which varies with the time and is frequency dependent that is H (f) [35] .
IV. EQUALIZATION TECHNIQUES

A. Zero forcing
Zero forcing is a linear equalization method that does not consider the effects of noise. In fact, the noise may be enhanced in the process of eliminating the interference. A zero-forcing equalizer uses an inverse filter to compensate for the channel response function [4] .By assuming M T = M R and H is a full rank square matrix, we can calculate the covariance matrix [35] of the effected noise as:
B. Minimum mean square error (MMSE)
The MMSE detector is the optimal detection that seeks to balance between cancelation of the interference and reduction of noise enhancement. We assume that the number of receive antennas is less than the number of transmit antennas MMSE at a high SNR [35] is given by ( )
C. Successive Interference Cancelation.
The SIC schemes also reduces the noise amplification by the nulling vector. Therefore after the first cancelation the nulling vector for the second stream need only M r -1 dimensions. The performance can also be enhanced by optimal ordering the SIC process, in which a nulling vector has been www.ijacsa.thesai.org chosen that has the smallest norm to detect the corresponding data stream, but the system becomes more complicated.
D. Maximum Likelihood (ML)
Maximum likelihood detection [35] calculates the Euclidean distance between received signal vector and the product of all possible transmitted signal vectors with the given channel H, and finds the one with minimum distance.
The ML method achieves the optimal performance as the maximum a posterior detection when all the transmitted vectors are likely. However, its complexity increases exponentially as modulation order and/or the number of transmit antennas increases [6] . The ML receiver performs optimum vector decoding and is optimal in the sense of minimizing the error probability.
E. Sphere Decoder (SD)
By using sphere decoding, a limited number of codeword's are considered that are within a sphere centered at the received signal vector. By using this technique we find the ML solution vector that considers only a small set of vectors within a given sphere rather than all possible transmitted signal vectors [2] . By Considering the sphere with radius of R SD as shown in equation (4) ̅ ̅ ̅ ̅ SD method considers only the vectors inside a sphere defined by Equation (4) . By considering the example of sphere which includes four candidate vectors, one of which is the ML solution vector. No vector outside the sphere can be the ML solution vector because their ML metric values are bigger than the ones inside the sphere [16] . If we were fortunate to choose the closest one among the four candidate vectors, we can reduce the radius in Equation (4) so that we may have a sphere within which a single vector remains. In other words, the ML solution vector is now constrained in this sphere with a reduced radius [35] . And we can express the Equation (4) as
Using the Sphere in Equation (5), we consider a candidate value for ̅ in its own single dimension, which is arbitrarily chosen from the points in the sphere and this point, must be chosen in the following range:
If there exists no candidate point satisfying the inequalities, the radius needs to be increased. We assume that a candidate value was successfully chosen. Then we proceed to next step. We consider a candidate value for ̅ now. If a candidate value for does not exist, we go back to Step 1 and choose other candidate value of ̃ and search for .In case that no candidate value exists with all possible values ̃ , we increase the radius of sphere R SD , and repeat the step 1. Similarly a candidate value for ̅ is chosen. After finding all candidate values, radius can be calculated by Equation (5) .
Using this new radius
Step 1 is repeated. If [ ̃ ̃ ̃ ̃ ] turns out to be a single point inside a sphere with that radius, it is declared as the ML solution vector [35] and searching procedure stops.
V. SIMULATION AND RESULTS
Using MATLAB, the different simulation results are shown in the different graphs, which provide the comparison of the BER for different modulation techniques using different equalizers like MMSE, ZF, ZF-SIC, MMSE-SIC and ML with Rayleigh frequency selective fading channel.
" Fig.4"and"Fig.5 "shows the comparison of BER for different modulations with MMSE and ZF equalizers. The MMSE and ZF equalizer doesn't work well in Frequency selective fading channel. As it is clear from the " Fig.4" and "Fig.5 " that BER remains constant for a large SNR and a deviation in BER is there at large SNR, and the performance of MMSE is little bit better in comparison to ZF. So the simulation of MMSE and ZF equalizer with BPSK by www.ijacsa.thesai.org using MIMO 2 x2 Frequency selective fading channel, gives the better performance as compared to QPSK and 16QAM in both the cases. " Fig.6 "shows the comparison of BER for different modulations with ZF-SIC equalizer.
The ZF-SIC and MMSE-SIC equalizer doesn't work well in Frequency selective fading channel. As it is clear from the " Fig.6 " and " Fig.7 " BER remains constant for a large SNR and a deviation in BER is there at large SNR.
The performance of ZF-SIC is little bit better in comparison to ZF. So the simulation of ZF-SIC and MMSE-SIC equalizer with BPSK by using MIMO 2 x2 Frequency selective fading channel, gives the better performance as compared to QPSK and 16 QAM.
" Fig.7 "shows the comparison of BER for different modulations with MMSE-SIC equalizer. " Fig.8 "shows the comparison of BER for different modulations with ML equalizer.
The ML equalizer works well in Frequency selective fading channel in comparison to previously discussed equalizers. As it is clear from " Fig.8 " BER doesn't remain constant for a large SNR as in another case. We can conclude that ML equalizer gives us good result in frequency fading. When we simulated ML equalizer with BPSK and QPSK by using MIMO 2 x2 Frequency selective fading channel, then as expected the performance of BPSK is better than QPSK.
" Fig.9 "shows the comparison of all the equalizers with their best modulation scheme, and the simulation result for transmitting 2 bits/sec over two transmit and two receive antennas using BPSK. The results are decoded using the ZF, MMSE, ZF-SIC, MMSE-SIC, ML and Sphere decoder (SD) technique. The successive interference methods outperform the ZF and MMSE however their complexity is higher due to iterative nature of the algorithms. Figure 9 . www.ijacsa.thesai.org " Fig.9 "shows the comparison of BER for BPSK with different equalizers.
VI. CONCLUSIONS
When equalization is done through frequency selective fading channel, then the performance of ZF, MMSE, ZF-SIC and MMSE-SIC are very poor. ML provides the better performance in comparison to other equalizers. Sphere decoder provides the best performance and the highest decoding complexity as compare to ML. BER performance in order to highest to lowest is as: SD > ML > MMSE-SIC > ZF-SIC > MMSE > ZF. We finally concluded that SD is best suited method to remove ISI in Frequency selective fading channel in MIMO systems.
