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Abstract
We show that for any set of n moving points in Rd and any parameter 2 ≤ k ≤ n, one can
select a fixed non-empty subset of the points of size O(k log k), such that the Voronoi diagram
of this subset is “balanced” at any given time (i.e., it contains O(n/k) points per cell). We also
show that the bound O(k log k) is near optimal even for the one dimensional case in which points
move linearly in time. As an application, we show that one can assign communication radii to
the sensors of a network of n moving sensors so that at any given time, their interference is
O(
√
n logn). This is optimal up to an O(
√
logn) factor.
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1 Introduction
We consider the following kinetic facility location problem: given n clients (i.e., points) that
are moving in Rd along simple trajectories and a parameter k ≤ n, we wish to select few
of them to become facilities to serve the remaining clients. We follow the usual assumption
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that at any instant of time a client is served by its nearest facility. Our aim is to select
the facilities so that none serves too many customers. Specifically, we wish to maintain the
invariant that at any given time the number of clients served by each of the chosen facilities
is bounded by n/k.
The pigeon-hole principle directly implies that we cannot select fewer than k facilities.
Our main result is that a subset of size O(k log k) will suffice. We also show that one cannot
improve this bound to O(k), even for d = 1. As an application, we show how to construct
a communication graph among a set of n moving sensors such that at any given time, the
interference of the communication graph is bounded by O(
√
n logn) (and its hop-diameter
is three). Intuitively speaking, the interference of a sensor is the in-degree (i.e., the number
of sensors that can communicate to him directly, see more details in Section 5). This bound
is near optimal as already, in the static case, there are examples where the interference is at
least Ω(
√
n) [6].
In order to obtain our results we use the machinery of geometric hypergraphs and the
theory of VC-dimension and ε-nets. By a geometric hypergraph (also called a range-space)
we mean the following: suppose we are given a finite set P of points in Rd and a family
of simple geometric regions, such as the family of all halfspaces in Rd. Then we consider
the combinatorial structure of the set system (P, {h ∩ P}) where h is any halfspace. A key
property of such hypergraphs is bounded VC-dimension (see Section 2 for exact definitions).
In this paper we study a more general structure by allowing the underlying set of points
to move along some “reasonable” trajectories (i.e., the coordinates of each point can be
described with a polynomial function of bounded degree). Even though the static case is
well-known, little research has been done for the case in which the points move. We show
that those more complex hypergraphs, defined as the union of all hypergraphs obtained at
all possible times, still have a bounded VC-dimension.
In addition to the above mentioned applications, we believe that the bounded VC-
dimension of such hypergraphs is of independent interest and to the best of our knowledge
has not been observed before. We hope that this paper will have many follow-up applic-
ations, since bounded VC-dimension has applications in many other areas of mathematics
and computer science.
The paper is organized as follows: in Section 2 we introduce several key concepts as well
as review known results that hold for static range spaces. In Section 3 we extend these
results to the kinetic case. In Sections 4 and 5 we prove our main results concerning Voronoi
diagrams for moving points and the interference problem mentioned above.
2 Preliminaries and Previous Work
A hypergraph H = (V, E) is a pair of sets such that E ⊆ 2V . A geometric hypergraph is one
that can be realized in a geometric way. For example, consider the hypergraph H = (V, E),
where V is a finite subset of Rd and E consists of all subsets of V that can be cut-off from
V by intersecting it with a shape belonging to some family of “nice” geometric shapes, such
as the family of all halfspaces. The elements of V are called vertices, and the elements of E
are called hyperedges. For a subset V ′ ⊆ V , the hypergraph H[V ′] = (V ′, {V ′ ∩ S : S ∈ E})
is the sub-hypergraph induced by V ′.
We consider the following families of geometric hypergraphs: Let P be a set of points in
R2 (or, in general, in Rd) and let R be a family of regions in the same space. We refer to
the hypergraph H = (P, {P ∩ r : r ∈ R}) as the hypergraph induced by P with respect to
R. When R is clear from the context, we sometimes refer to it as the hypergraph induced
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by P . In the literature, hypergraphs that are induced by points with respect to geometric
regions of some specific kind are also referred to as range spaces. We sometimes abuse the
notation and write (P,R), instead of H = (P,E), where E = {P ∩ r : r ∈ R}.
ε-nets and VC-dimension
A subset T ⊂ V is called a transversal (or a hitting set) of a hypergraph H = (V, E), if
it intersects all sets of E . The transversal number of H, denoted by τ(H), is the smallest
possible cardinality of a transversal of H. The fundamental notion of a transversal of a
hypergraph is central in many areas of combinatorics and its relatives. In computational
geometry, there is a particular interest in transversals, since many geometric problems can
be rephrased as questions on the transversal number of certain hypergraphs. An important
special case arises when we are interested in finding a small size set N ⊂ V that intersects
all “relatively large” sets of E . This is captured in the notion of an ε-net for a hypergraph:
I Definition 1 (ε-net). Let H = (V, E) be a hypergraph with V finite. Let ε ∈ [0, 1] be
a real number. A set N ⊆ V (not necessarily in E) is called an ε-net for H if for every
hyperedge S ∈ E with |S| ≥ ε|V | we have S ∩N 6= ∅.1
In other words, a set N is an ε-net for a hypergraph H = (V, E) if it stabs all “large”
hyperedges (i.e., those of cardinality at least ε|V |). The well-known result of Haussler and
Welzl [7] provides a combinatorial condition on hypergraphs that guarantees the existence
of small ε-nets (see below). This requires the following well-studied notion of the Vapnik-
Chervonenkis dimension [16]:
I Definition 2 (VC-dimension). Let H = (V, E) be a hypergraph. A subset X ⊂ V (not
necessarily in E) is said to be shattered by H if {X ∩ S : S ∈ E} = 2X . The Vapnik-
Chervonenkis dimension, also denoted the VC-dimension of H, is the maximum size of a
subset of V shattered by H.
Relation between ε-nets and the VC-dimension
Haussler and Welzl [7] proved the following fundamental theorem regarding the existence of
small ε-nets for hypergraphs with small VC-dimension.
I Theorem 3 (ε-net theorem). Let H = (V, E) be a hypergraph with VC-dimension d. For
every ε ∈ (0, 1), there exists an ε-net N ⊂ V with cardinality at most O
(
d
ε
log 1
ε
)
.
In fact, it can be shown that a random sample of vertices of size O(dε log
1
ε ) is an ε-net
for H with a positive constant probability (see [10] for details on how to compute such nets).
Many hypergraphs studied in computational geometry and learning theory have a “small”
VC-dimension, where by “small” we mean a constant independent of the number of vertices of
the underlying hypergraph. It is known that whenever range spaces are defined through semi-
algebraic sets of constant description complexity (i.e., sets defined as a Boolean combination
of a constant number of polynomial equations and inequalities of constant maximum degree),
the resulting hypergraph has finite VC-dimension. Halfspaces, balls, boxes, etc. are examples
of such sets; see, e.g., [11, 13] for more details.
1 An analogous definition applies when V is not necessarily finite and H is endowed with a probability
measure.
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Thus, by Theorem 3, these hypergraphs admit “small” size ε-nets. Kómlos et al. [8]
proved that the bound O(dε log
1
ε ) on the size of an ε-net for hypergraphs with VC-dimension
d is best possible. Namely, for a constant d, they construct a hypergraph H with VC-
dimension d such that any ε-net for H must have size of at least Ω( 1ε log
1
ε ). Recently,
several breakthrough results provided better lower and upper bounds on the size of ε-nets
in several special cases [1, 2, 14].
3 Kinetic hypergraphs
We start by extending the concept of geometric hypergraphs to the kinetic model. Let
P = {p1, . . . , pn} denote a set of n moving points in Rd, where each point is moving along
some “simple” trajectory. That is, each pi is a function pi : [0,∞) → Rd of the form
pi(t) = (xi1(t), . . . , xid(t)), where xij(t) is a univariate polynomial (1 ≤ j ≤ d). For a given real
number t ≥ 0 and a subset P ′ ⊂ P , we denote by P ′(t) the fixed set of points {p(t) : p ∈ P ′}.
Let R be a (not necessarily finite) family of ranges; for example, the family of all half-
spaces in Rd. We define the kinetic hypergraph induced by R:
I Definition 4 (kinetic hypergraph). Let P be a set of moving points in Rd and let R be a
family of ranges. Let (P, E) denote the hypergraph where E consists of all subsets P ′ ⊆ P
for which there exists a time t and a range r ∈ R such that P ′(t) = P (t)∩ r. We call (P, E)
the kinetic hypergraph induced by R.
As in the static case we abuse the notation and denote the kinetic hypergraph by (P,R).
In order to apply our techniques, we need the following “bounded description complexity”
assumption concerning the movement of the points of P . We say that a point pi = pi(t) =
(xi1(t), . . . , xid(t)) ∈ P moves with description complexity s > 0 if for each 1 ≤ j ≤ d, the
univariate polynomial xij(t) has degree at most s. In the remainder of this paper, we assume
that P (0) is in “general position”. That is, at time t = 0 no d + 1 points of P (0) are on a
common hyperplane. This assumption can be removed through usual symbolic perturbation
techniques.
3.1 VC-Dimension of kinetic hypergraphs
In this section we prove that for many of the static range spaces that have small VC-
dimension, their kinetic counterparts also have small VC-dimension. We start with the
family Hd of all halfspaces in Rd.
I Theorem 5. Let P ⊂ Rd be a set of moving points with bounded description complexity
s. Then, the kinetic-range space (P,Hd) has VC-dimension bounded by O(d log d).
To prove Theorem 5, we need the following known definition and lemma (see, e.g., [11]).
The primal shatter function of a hypergraph H = (V, E) denoted by piH is a function:
piH : {1, . . . , |V |} → N
defined by piH(i) = maxV ′⊆V,|V ′|=i|H[V ′]|, where |H[V ′]| denotes the number of hyperedges
in the sub-hypergraph H[V ′].
I Lemma 6. Let H = (V, E) be a hypergraph whose primal shatter function piH satisfies
piH(m) = O(mc) for some constant c ≥ 2. Then the VC-dimension of H is O(c log c).
We provide a sketch of the proof of Lemma 6 for the sake of completeness.
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Proof. Let d denote the VC-dimension of H, and let V ′ ⊆ V be a shattered subset of
cardinality d. On one hand it means that the number of possible subsets of V ′ that can
be realized as the intersection of V ′ and a hyperedge in E is 2d. On the other hand, by
our assumption on piH , for a subset of size d, there can be at most Adc hyperedges in the
sub-hypergraph induced by it, for some appropriate constant A. In other words we have
2d ≤ piH(d) ≤ Adc. This is easily seen to imply that d = O(c log c). Indeed, by choosing,
say, d = 10Ac log c, the above inequality does not hold, a contradiction. This completes the
proof of the lemma. J
Proof of Theorem 5. By Lemma 6 it suffices to bound the primal shatter function piHd(m)
by a polynomial of constant degree. It is a well known fact that the number of combinator-
ially distinct half-spaces determined by n (static) points in Rd is O(nd). This can be easily
seen by charging hyperplanes to d-tuples of points (using rotations and translations) and
observing that each tuple can be charged at most a constant (depending on the dimension d)
number of times. Thus, at any given time, the number of hyperedges is bounded by O(nd).
Next, note that as t varies, a combinatorial change in the hypergraph (P (t),R) can occur
only when d+1 points p1(t), . . . , pd+1(t) become affinely dependent. Indeed, a hyperedge is
defined by a hyperplane that contains d points of P (t), and that hyperedge changes when
an additional point of P (t) crosses the hyperplane (and thus d + 1 points become affinely
dependent). This happens if and only if the following determinant condition holds:∣∣∣∣∣∣∣∣∣
x11(t) x12(t) · · · x1d(t) 1
x21(t) x22(t) · · · x2d(t) 1
...
... . . .
...
...
xd+11 (t) xd+12 (t) · · · xd+1d (t) 1
∣∣∣∣∣∣∣∣∣ = 0 (1)
where xji (t) denotes the i’th coordinate of pj(t). The left side of the equation is a univariate
polynomial of degree at most ds. By our general position assumption this polynomial is not
identically zero and thus can have at most ds solutions.
That is, a tuple of d + 1 points of P (t) generates at most ds events. Hence, the total
number of such events is bounded by O(
(
n
d+1
)
) = O(nd+1). Between any two events we
have a fixed set of at most O(nd) distinct hyperedges, thus we can have O(n2d+1) distinct
hyperedges along all instants of time.
Since each hyperedge is defined by the points on its boundary, this property is hereditary.
That is, for any subset P ′ ⊆ P the hypergraph H[P ′] has at most O(|P ′|2d+1) hyperedges.
Thus, the shatter function satisfies piH(m) = O(m2d+1). Then by Lemma 6, (P,Hd) has
bounded constant VC-dimension, where the constant depends only on d and s. J
Theorem 5 can be further generalized to arbitrary ranges with so-called bounded de-
scription complexity as defined below:
I Theorem 7. Let R be a collection of semi-algebraic subsets of Rd, each of which can
be expressed as a Boolean combination of a constant number of polynomial equations and
inequalities of maximum degree c (for some constant c). Let P be a set of moving points in
Rd with bounded description complexity. Then the kinetic range-space (P,R) has bounded
VC-dimension.
Proof. The proof combines Lemma 6 with Theorem 5 and the so-called Veronese lifting
map from Algebraic Geometry. We omit the details as it is very similar to the proof for the
static case. See, e.g., [11]. J
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4 Balanced Voronoi cells for moving points
In this section we tackle the facility location problem for a set of moving clients, where the
goal is to ensure a balanced division of the load among the facilities at any instance of time.
Given a set P of moving points or clients in Rd, locate a small number of the points to serve
as facilities so that at every instance of time no facility is serving more than n/k clients.
We make the usual assumption that each client goes to its nearest facility. In the following
we show how to obtain an almost optimal balancing (up to a log k factor), even under the
restriction that facilities may be located only at points of P .
I Theorem 8. Let P = {p1, . . . , pn} be any set of n moving points in Rd with bounded
description complexity. For any integer 2 ≤ k ≤ n, there exists a subset N ⊂ P of cardinality
O(k log k), such that for any time t ≥ 0, each cell of the Voronoi diagram Vor(N(t)) contains
at most O(n/k) points of P (t).
Before proceeding with the proof of Theorem 8 we need the following result. An infinite
cone with apex a ∈ Rd and angle θ ∈ R is defined as the union of all halflines emanating
from a whose orientations belong to some fixed cap of the sphere Sd−1. Equivalently, it can
be defined as the set:
{x ∈ Rd : (x− a) · (b− a) ≥ ‖x− a‖ cos θ} ,
where “‖‖” denotes the Euclidean norm, “ · ” denotes the scalar product and b is a vector
such that ‖b − a‖ = 1. A bounded cone is the intersection of an infinite cone with a ball
centered at its apex.
I Lemma 9. Let P be a set of moving points in Rd with bounded description complexity s,
and let R be the family of all bounded cones. The kinetic hypergraph (P,R) has bounded
VC-dimension.
Proof. As shown above, the boundary surface of an infinite cone is a quadric (i.e., a polyno-
mial of degree 2). In particular, the ranges of R can be expressed as semi-algebraic sets of
constant description complexity. Thus, by Theorem 7 the hypergraph (P,R) has constant
VC-dimension as claimed. J
Proof of Theorem 8. Let W be the family of all bounded cones in Rd. Let H = (P,W) be
the corresponding kinetic hypergraph. By Lemma 9, H has constant VC-dimension.
We fix ε = 1k and let N ⊂ P be an ε-net for H of size O(k log k) (refer to Theorem 3).
We show that N satisfies the desired property. That is, for any time t ≥ 0 and point q ∈ N ,
the Voronoi cell of q(t) in the Voronoi diagram Vor (N(t)) contains at most O(n/k) points of
P (t). Let Cd be the minimum number of sixty-degree caps that are needed to cover the unit
sphere Sd−1. Using packing arguments it is easily seen that Cd is a constant that depends
only on d; see, e.g., [3].
Assume to the contrary that the Voronoi cell of q(t) contains a subset P ′(t) ⊂ P (t) of
more than Cdn/k points. By definition, each of the points in P ′(t) is closer to q(t) than to
any other point in N(t). By the pigeonhole principle, there is an infinite sixty-degree coneW
which has q(t) as its apex and that contains at least n/k+1 of the points of P ′(t). Sort the
points of P ′(t)∩W in increasing distance from q(t); let p1(t), . . . , pj(t) be the obtained order
(note that by assumption, we have j ≥ n/k+1). Slightly perturb the cone W and bound it
to obtain a bounded cone W ′ that contains the points p1(t), . . . , pj(t) but does not contain
q(t) (or any other point of P (t)). This can always be done by choosing a sufficiently large
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radius, doing an infinitesimally small translation of the apex and (if necessary) changing the
angle of the cone. Since N is an ε-net with respect to bounded cones, W ′ must contain a
point q′(t) ∈ N(t) (other than q(t)).
Since any point in P (t) ∩W ′ also belongs to W , which is a cone of sixty degrees, any
point p(t) ∈ P (t) ∩W ′ for which d(p(t), q(t)) ≥ d(q′(t), q(t)) must be closer to q′(t) than to
q(t). In particular, pj(t) satisfies this inequality and thus belongs to the Voronoi cell of q′(t)
(and not of q(t)), which is a contradiction. J
In fact, a careful look at the proof above shows that the following stronger result holds:
I Corollary 10. Let N ⊂ P , |N | = O(k log k), as in Theorem 8. Then, for any finite point
set S ⊂ Rd, and for any t ≥ 0, the cell of any q ∈ S in the Voronoi diagram Vor (N(t) ∪ S)
contains at most O(n/k) points of P (t).
Remark
We note that the bound of O(k log k) in Theorem 8 is near optimal. Clearly, if there are
only o(k) points in N then by the pigeonhole principle one of the Voronoi cells must contain
ω(n/k) points of P . We also note that reducing the size of the set N seems to be out of
reach and maybe impossible, even for the one dimensional case where the points move with
constant speed. This follows from a recent lower-bound construction of Alon [1] for ε-nets
for static hypergraphs consisting of points with respect to strips in the plane.
Indeed, assume that d = 1 and each point p ∈ P is described with a linear equation
of the form p(t) = at + b (i.e., a line). Assume that there exists a subset N ⊂ P such
that for any t > 0 and q ∈ N , the Voronoi cell of q(t) contains at most n/k points of
P (t). In particular, this implies that there are at most 2n/k points of P (t) between any
pair of consecutive points of N(t). If we view the moving points in R as lines in R2, this is
equivalent to choosing a subset of the lines with the property that any vertical segment (i.e.,
a range of the form t0 × [c, d] for constants t0 > 0, c, d ∈ R) that intersects more than 2n/k
of the above lines will also intersect one of the chosen lines. By standard point-line duality
in two dimensions, this is equivalent to the problem of finding an ε = 2k -net for points with
respect to strips in the plane, which still remains an open problem. Recently, Alon [1] gave
a construction showing that such hypergraphs cannot have linear (in 1ε ) size ε-nets. Since
their problem can be reduced to ours, the same lower bound holds for our problem.
5 Low interference for moving transmitters
Here we show how to tackle the problem of minimizing interference among a set of wireless
moving transmitters while keeping the number of topological changes of the underlying
network subquadratic. In the following we define the concept of (receiver-based) interference
of a set of ad-hoc sensors [17] (see Figure 1).
I Definition 11. Let P = {p1, . . . , pn} be a set of n points in Rd and let r1, . . . , rn be n
non-negative reals representing power levels (or transmission radii) assigned to the points
p1, . . . , pn, respectively. Let G = (P,E) be the graph associated with this power assignment,
where E = {{p, q} : d(p, q) ≤ min{rp, rq}}. That is, points p, q are neighbors in G if and only
if p is contained in the ball centered at q with radius rq and vice versa. Let D = {d1, . . . , dn}
denote the set of balls where di is the ball centered at pi and having radius ri.
Let I(D) denote the maximum depth of the arrangement of the balls in D. That is
I(D) = maxq∈Rd{|{d ∈ D : q ∈ d}|}. We call I(D) the interference of D, which is also the
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Figure 1 Given a set of fixed points in R2 and their power assignments represented by disks,
the interference is the deepest point in the arrangement of the disks (the highlighted region in the
figure). The underlying communication graph is shown with solid edges.
interference of the network. Note that both G and I(D) are determined by P and r1, . . . , rn.
Given a set P of points in Rd, the interference of P (denoted I(P )) is the smallest possible
interference I(D), where D corresponds to a power assignment whose associated graph is
connected. The interference minimization problem asks for the power assignment for which
I(P ) = I(D).
Empirically, (in dimension two) it has been observed that networks with high interference
have high rates of message collision. This requires messages to be repeated often, which slows
down the network and reduces battery life of the sensors [17]. Thus, a significant amount of
research has focused in the creation of connected networks with low interference (see, e.g.,
[6, 9]). It is known that computing I(P ) (or even approximating it by a constant factor) is
an NP-complete problem [4], but some worst-case bounds are known.
I Theorem 12 ([6]). Let P be a set of n points in the plane. Then I(P ) = O(√n).
Furthermore, this bound is asymptotically tight, in the sense that for any n there exists a
set P of n points such that I(P ) = Ω(
√
n).
Here, we turn our attention to the kinetic version of the interference problem in arbitrary
but fixed dimension. We wish to maintain a connected graph of a set of moving points
(representing moving sensors) that always has low interference. Unless the distances between
sensors remain constant, no static radii assignment can work for a long period of time
(since points will eventually be far from each other). Instead, we describe the network in a
combinatorial way. That is, we look for a function f : P × [0,∞)→ P that determines, for
each sensor of P and instance of time, its furthest away sensor that must be reached. Then,
at time t the communication radius of a sensor p ∈ P is simply set equal to the distance
between p and f(p, t). Ideally, we would like to construct a network that not only has small
interference at any instance of time, but also the underlying graph has a small amount of
combinatorial changes along time.
Our algorithm to maintain a connected graph is based on the ideas used in [6] for the
static case. We first pick a subset N ⊂ P of “hubs”. Those hubs will never change along time
and will always have transmission radius big enough to cover all other points. Each other
point in P \N will be assigned at every instance of time to its nearest hub. In the following
we show that a careful choice of hubs will ensure a small interference, and overall small
number of combinatorial changes in the radii assignment protocol. To bound the number
of combinatorial changes, we need to use the machinery of Davenport-Schinzel sequences:
A finite sequence σ = (e1, . . . , em) over an alphabet of n symbols is called a Davenport-
Schinzel sequence of order t when no two consecutive elements of σ are equal, and for any
two distinct symbols x, y, there does not exist a subsequence where x and y alternate t+ 2
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times. Several bounds are known on the maximum length of Davenport-Schinzel sequences
of a given order. In particular, we are interested in upper bounds. See [15] for more details
on Davenport-Schinzel sequences.
I Theorem 13 (Upper bound on Davenport-Schinzel sequences [12]). A Davenport-Schinzel
sequence of order t on n symbols has length at most O(n2O(α(n)b(t−2)/2c)), where α(n) is the
inverse of the Ackermann function.
The Ackermann function is a function that grows very rapidly, hence its inverse is usually
regarded as a small constant (indeed, it is known that α(n) ≤ 5 for any input that can be
stored explicitly in current computers). Davenport-Schinzel sequences are often used to
bound the complexity of upper (or lower) envelopes of polynomial functions. Whenever we
have a family of n functions such that no two graphs of those functions cross more than t
times (for some bounded constant t), we can use Theorem 13 to bound the complexity of
their upper and lower envelope.
I Theorem 14. Let P be a set of n moving points in Rd with bounded description complex-
ity s. Then, there is a power assignment with updates, such that at any given time t the
interference of the network is at most O(
√
n logn). Moreover, the total number of combinat-
orial changes in the network is at most O∗(n1.5
√
logn), where the O∗ notation hides a term
involving the inverse Ackermann function that depends on d and s.
Proof. We use Theorem 8 for some value of k that will be determined later. We obtain a
set N of size O(k log k) with the properties guaranteed by Theorem 8. The elements of N
are called hubs, and we assign to each of them the largest possible radius. That is, at any
instance of time t ≥ 0, a point p ∈ N is assigned the distance to its furthest point in P . In
other words, f(p, t) is equal to the point q ∈ P that maximizes the distance d(p(t), q(t)).
Other points of P are assigned the distance to their nearest hub. More formally, f(p, t), for
a point p ∈ P \ N , is equal to the point q ∈ N that minimizes the distance d(p(t), q(t)).
Equivalently, if we consider the Voronoi diagram with sites N(t), the function f(p, t) will
match p(t) with the site associated to the Voronoi cell that contains p(t) at time t.
First observe that the network is connected: indeed, all hubs are connected to each other
forming a clique. Moreover, each point of P \N has radius large enough to reach one point
of N . In particular, any two points of P can reach each other after hopping through at most
two intermediate sensors of N (thus, the constructed network has diameter 3).
We now pick the correct value of k so that the interference of this protocol is minimized.
Since N has O(k log k) points, the overall interference contribution by hubs is bounded by
the same amount. By Corollary 10, we also know that no point q ∈ Rd can be reached by
more than O(n/k) points of P \ N at any instance of time. That is, the total interference
of any point q ∈ Rd is at most O(k log k) from hubs, and at most O(n/k) from non-hubs.
Thus, by setting k =
√
n/ logn we obtain the claimed bound.
We now bound the total number of combinatorial changes that will happen to the net-
work along time. Let p ∈ P , we will show that the number of combinatorial changes of
p is bounded. Recall that, if p is a hub it will connect to its furthest away point of P .
Otherwise, p will connect to its nearest hub. In either case, it suffices to bound the number
of combinatorial changes of the nearest/furthest point within a group of moving points with
respect to the moving point p. Equivalently, we are looking at the number of combinatorial
changes of the upper envelope of the family of functions F1 = {d(p(t), p′(t)) : p′ ∈ P} for
points p ∈ N , or the lower envelope of the family of functions F2 = {d(p(t), p′(t)) : p′ ∈ N}
for points p 6∈ N . By the bounded description complexity assumption, functions of F1 and
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F2 are such that the graphs of any pair of them cross O(s) times. Thus, by the Davenport-
Schinzel Theorem we can bound the number of combinatorial changes of the upper envelope
of F1 by O(λO(s)(n)), where λt(m) denotes the maximum length of a Davenport-Schinzel
sequence of order t on m symbols. Similarly, the number of changes of the lower envelope
of F2 is bounded by O(λO(s)(
√
n logn)).
Ignoring the terms that depend on the inverse of the Ackermann function, we have
that for any fixed constant s, λt(m) = O∗(m). Combining this with the fact that we have
O(
√
n logn) hubs and at most n non-hub points, the overall number of combinatorial changes
is bounded by O∗(n×√n logn+√n logn× n) = O∗(n1.5√logn) as claimed. J
6 Conclusion
Using the the machinery of VC-dimension we have shown that the difference between static
and kinetic environments for our facility location problem is small. We believe that a similar
approach can be used for other problems. Some directly follow from Theorem 7 (such as
kinetic range counting or discrepancy, see details in the extended version of this paper [5]).
We hope that future research will show other interesting applications.
In Section 4 we argued that it is unlikely that the “balanced” property can be significantly
improved. Similarly, it seems unlikely that the “reasonable” constraint can be removed, even
in one dimension. Indeed, if points are allowed to move arbitrarily, they can create all n!
orderings along time. In particular, for any set N ⊂ P we can always find a time and range
that contains all points of P \N . Thus, no subset N ⊂ P can act as an ε-net for all instances
of time. Further note that, since the alternation in orderings can be repeated arbitrarily
many times, the number of times that we need to change the set N can also be unbounded.
This behaviour can be created with trigonometric functions of low description complexity.
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