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Resumen
El presente Proyecto Final de Master versa sobre la optimizacio´n del modelo Muscle Simu-
lation with Extended Position Based Dynamics de Romeo et al. (2018) aplicando te´cnicas de
paralelizacio´n en CPU basadas en multi-threading. El modelo original, MSXPBD, es presentado
por los autores como un plug-in para Autodesk Maya en Python single-threaded, con unos resul-
tados de simulacio´n de muy alta calidad y unos costes de co´mputo buenos pero con margen de
mejora. En ese contexto, el desarrollo que se expone en este trabajo tiene el objetivo principal
de optimizar dicho modelo gracias al uso de herramientas de paralelizacio´n para mejorar el
rendimiento del sistema.
La aplicacio´n de un sistema de simulacio´n de mu´sculos como el que nos ocupa se encuentra
en el sector de los Efectos Visuales para cine y televisio´n. En este a´mbito, los requerimientos
de realismo son un aspecto fundamental para el pu´blico consumidor, pero desde la perspectiva
de un estudio que trabaja en produccio´n es au´n ma´s importante si cabe la rapidez con la que
e´ste puede generar contenido de calidad. A ra´ız de ello surge la motivacio´n de este proyecto,
que no es otra que el intere´s por mejorar y acelerar los sistemas de simulacio´n utilizados en la
industria, y ma´s concretamente, los sistemas de simulacio´n de personajes.
El procedimiento que se ha llevado a cabo para la consecucio´n de tal objetivo ha partido
de un estudio del modelo de Romeo et al. para su re-implementacio´n en C++ secuencial.
Una vez se ha dispuesto del plug-in compilado y funcionando en single-threaded, ha tenido
lugar el ana´lisis de los costes de co´mputo para, posteriormente, disen˜ar estrategias adecuadas
de optimizacio´n sobre los bloques de ejecucio´n menos eficientes. La paralelizacio´n del sistema
se ha enfocado aplicando el Me´todo de Jacobi y el Me´todo de Coloreado de Grafos. Ambos
me´todos son paradigmas utilizados con e´xito en la literatura sobre Position Based Dynamics y
ma´s recientemente sobre Extended Position Based Dynamics. Este u´ltimo es, precisamente, el
modelo de simulacio´n de deformables del que partieron los autores de MSXPBD.
La implementacio´n con Jacobi y con Coloreado de Grafos ha dado lugar a sendas versiones
del plug-in en C++ multi-threaded con distintos resultados a nivel de visualizacio´n y de costes.
As´ı, este trabajo tambie´n se ha ocupado de disen˜ar, implementar y exponer las modificaciones
necesarias para transformar la versio´n secuencial en implementaciones paralelizadas, las cuales
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4 RESUMEN
utilizan OpenMP como tecnolog´ıa de gestio´n y sincronizacio´n de mu´ltiples hilos de ejecucio´n.
Los dos sistemas optimizados y la versio´n en single-threaded se han sometido a estudio desde
el punto de vista de la calidad de la simulacio´n y de la eficiencia para poder compararlos entre
s´ı y con MSXPBD.
Al te´rmino de este desarrollo, se ha concluido que los objetivos de optimizacio´n se han
satisfecho con diferentes grados de e´xito en cada una de las implementaciones. Existe un salto
sustancial de mejor´ıa del rendimiento desde la versio´n original en Python a la versio´n secuencial
en C++ compilado. Todav´ıa ma´s acentuado es ese salto respecto a las versiones multi-threaded,
tanto con Jacobi como con el Me´todo de Grafos.
En conclusio´n, este proyecto propone dos v´ıas de optimizacio´n del modelo MSXPBD basa-
das en multi-threading con C++, cuyos resultados son satisfactorios y muy prometedores. Si
bien se han cumplido con los objetivos marcados al inicio, los sistemas implementados tienen
limitaciones que se explican en esta memoria y que nos ayudan a definir l´ıneas de trabajo fu-
turo. En el documento que presentamos aqu´ı se recogen las dificultades encontradas durante la




Los efectos visuales generados por ordenador constituyen una parte fundamental en la pro-
duccio´n de contenido para cine, televisio´n, series e incluso publicidad. Entornos, ciudades,
edificios, multitudes, efectos clima´ticos, veh´ıculos o cualquier otro objeto de la realidad es sus-
ceptible de ser reproducido con tecnolog´ıa virtual. Actualmente, el nivel de detalle que se puede
conseguir es tan alto que ser´ıamos pra´cticamente incapaces de diferenciar a trave´s de una pan-
talla que´ objetos son reales y que´ objetos fueron an˜adidos mediante ordenador. De hecho, en
la mayor´ıa de casos, errar´ıamos. No obstante, la exigencia de mayor realismo sigue creciendo al
mismo ritmo que la experiencia y la opinio´n cr´ıtica del pu´blico consumidor.
Por eso, la industria de los Efectos Visuales (VFX, del ingle´s Visual Effects) esta´ en conti-
nuo esfuerzo por mejorar la calidad de su producto final y conseguir mayor credibilidad. Esta
tendencia va ı´ntimamente ligada al aumento de las prestaciones de los sistemas informa´ticos,
los cuales pueden procesar mayor cantidad de datos y de forma ma´s ra´pida. En este contexto
de progreso en la generacio´n de ima´genes por ordenador (CGI, del ingle´s Computer Genera-
ted Imagery), en los u´ltimos an˜os ha incrementado el intere´s por mejorar en el a´mbito de los
personajes digitales y sus dina´micas, tanto de personas y animales como de cualquier criatura
fanta´stica que podamos imaginar.
En el terreno de los gra´ficos, la simulacio´n de dina´micas de personajes se ha llevado a cabo
mediante un amplio abanico de soluciones, las cuales tratan de acercarse lo ma´ximo posible a
la anatomı´a de los seres vivos y su comportamiento. En el caso de los humanos, animales y
otras criaturas, por ejemplo, estamos hablando de simular los mu´sculos, la capa que los recubre
llamada fascia, la grasa y finalmente la piel. Para ello, las te´cnicas que se aplican van desde el
uso de deformadores lineales sobre los modelados geome´tricos hasta la aplicacio´n de me´todos
de simulacio´n sofisticados como el de Elementos Finitos. Lo cierto es que no existe un esta´ndar
consolidado en VFX a causa del alto coste computacional de dichos modelos, su complejidad




Recientemente, ha surgido una l´ınea de investigacio´n nueva a partir del modelo Extended
Position Based Dynamics (XPBD) de Macklin et al. [12] que originalmente estaba concebido
para simulacio´n de objetos deformables y ela´sticos. Es en el trabajo de Romeo et al. titulado
Muscle Simulation with Extended Position Based Dynamics [16] (MSXPBD) donde se presenta,
por primera vez, un sistema de simulacio´n de mu´sculos basado en XPBD. Este novedoso enfoque
es descrito por los propios autores como el equilibrio entre la alta calidad en los resultados y la
satisfaccio´n de los requisitos que vienen impuestos por los estudios de VFX desde un entorno
de produccio´n real.
El sistema de Romeo et al. es presentado como un plug-in para Autodesk Maya implemen-
tando en Python single-threaded. Si bien los autores muestran satisfaccio´n con los resultados,
marcan como uno de los puntos de trabajo futuro la optimizacio´n de la implementacio´n para
conseguir tiempos de simulacio´n ma´s ra´pidos. As´ı, este proyecto surge como la continuacio´n
de MSXPBD para mejorar su eficiencia mediante la aplicacio´n de te´cnicas de optimizacio´n y
paralelizacio´n sobre una versio´n del plug-in reimplementada completamente en C++. En otras
palabras, este proyecto combina la rama de la computacio´n de altas prestaciones con la rama
de la simulacio´n de personajes para Efectos Visuales. La premisa fundamental sera´, por tanto,
beneficiarnos del potencial de un lenguaje compilado como es C++ y de las metodolog´ıas de
desarrollo de altas prestaciones para acelerar el co´mputo de la simulacio´n.
Con el fin de ofrecer al lector una vista preliminar de las etapas que tendra´n lugar durante
el desarrollo del proyecto, proponemos la siguiente enumeracio´n.
Introduccio´n y Planificacio´n del Proyecto.
En esta primera fase, se recopila la informacio´n necesaria para comprender el Estado del
Arte, definir el proyecto y su alcance y establecer los objetivos de forma clara. Adema´s,
se presenta una explicacio´n de las tareas que deben desarrollarse para la consecucio´n de
los objetivos, su duracio´n en el tiempo y los ı´tems o entregables que deben obtenerse al
final de cada una de ellas. Tambie´n se incluye aqu´ı el ana´lisis de costes del proyecto. Por
u´ltimo, se justifica la metodolog´ıa y la tecnolog´ıa que se aplicara´n durante el desarrollo
del mismo.
Implementacio´n secuencial.
Como se ha sugerido con anterioridad, este proyecto puede entenderse como una con-
tinuacio´n del desarrollo iniciado por Romeo et al. Tanto es as´ı, que el objetivo de esta
segunda etapa es redisen˜ar e implementar su mismo sistema pero con una estructura me-
jorada y en lenguaje C++ sin paralelizacio´n. Al final de esta tarea, debemos disponer
de un plug-in compilado que pueda utilizarse en Maya. Finalizada la implementacio´n,
7sera´ necesario realizar un conjunto de test que certifiquen el correcto funcionamiento del
sistema, comparando con los resultados que se obtienen en el trabajo previo.
Ana´lisis y Disen˜o de la paralelizacio´n.
Esta etapa consiste en un estudio exhaustivo del co´digo obtenido en la fase anterior para
la deteccio´n de los bloques de ejecucio´n que deben paralelizarse. El objetivo final de esta
tarea es disen˜ar los cambios a implementar para traducir el co´digo a su versio´n optimizada.
Implementacio´n de la paralelizacio´n.
Una vez se ha disen˜ado la algor´ıtmica de la paralelizacio´n, se lleva a cabo la implemen-
tacio´n en s´ı. El resultado a obtener aqu´ı es el plug-in final compilado para Maya. De
nuevo, tras una etapa de implementacio´n, es preciso someter a pruebas nuestro sistema
para cerciorarnos de su usabilidad.
Recopilacio´n y Ana´lisis de resultados.
En esta fase se pretende recopilar datos relacionados con los tiempos de co´mputo de las
dos soluciones desarrolladas y realizar un profundo estudio comparativo. El objetivo que
se persigue es el de ser capaces de demostrar que la optimizacio´n llevada a cabo tiene un
impacto positivo sobre las prestaciones del sistema.
Documentacio´n.
Finalmente, se redactara´ una memoria del proyecto donde se expliquen con detalle las
premisas y el desarrollo de todas las tareas realizadas. Adema´s, se generara´n v´ıdeos de-




En este cap´ıtulo vamos a estudiar la literatura que esta´ relacionada con los pilares sobre los
que se sostiene este proyecto, esto es, simulacio´n de mu´sculos para Efectos Visuales y el modelo
Position Based Dynamics (PBD). Explicaremos el art´ıculo de Romeo et al. sobre simulacio´n
de mu´sculos ya que es el verdadero punto de partida del presente trabajo, pero antes, sera´
necesario que ofrezcamos una visio´n general del modelo original PBD de Mu¨ller et al. y de su
posterior extensio´n por Macklin et al., puesto que son la base algor´ıtmica y metodolo´gica de
esta nueva l´ınea de investigacio´n en cuestio´n de simulacio´n de mu´sculos.
2.1. Sistemas de simulacio´n de mu´sculos
En la literatura recopilada sobre modelado y simulacio´n de mu´sculos hemos encontrado
aproximaciones con diferentes enfoques. Debemos comenzar destacando el estudio realizado
por Lee et al. y publicado en 2012 [10] donde se exponen diversos modelos meca´nicos, modelos
geome´tricos y otros basados en f´ısica.
Desde esos primeros estudios quedaron patentes varios aspectos a comentar. Por un lado, la
complejidad de los mu´sculos en cuanto a estructura, ya que pueden presentar mu´ltiples tendones
y varias zonas de insercio´n en los huesos del esqueleto. Por otro lado, la diversidad en cuanto a
topolog´ıa y forma, puesto que so´lo en el cuerpo humano existen mu´sculos planares, fusiformes,
penniformes, multipenniformes y circulares, entre otros. Adema´s, otro aspecto crucial es la
direccio´n de las fibras musculares, las cuales juegan un papel protagonista durante la activacio´n
de los mu´sculos e influyen directamente en su deformacio´n.
Gasser et al. [6] demostraron con modelos meca´nicos que las fuerzas internas que se produ-
cen en las fibras son el origen de las contracciones musculares. Asimismo, en estudios posteriores
por Zajac y Michael [25] se vio que tambie´n influye la direccionalidad de las fibras en el com-
portamiento global.
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Figura 2.1: Simulacio´n quasi-esta´tica de los mu´sculos del torso con el modelo de Teran et al.
basado en FEM. Fuente: Robust Quasistatic Finite Elements and Flesh Simulation [21].
Desde el punto de vista de la simulacio´n por ordenador, los modelos basados en geometr´ıa
no han sido capaces de reproducir con realismo las dina´micas de los mu´sculos debido a toda
la complejidad comentada. Por ese motivo, recientemente han surgido otras aproximaciones
basadas en modelos mucho ma´s sofisticados.
Se han propuesto modelos mixtos que combinan deformacio´n procedural con simulacio´n
f´ısica, como ocurre en los trabajos de Comer et al. [4] y Milne et al. [14]. Incluso existen casos
en los que se aplican resultados directamente extra´ıdos de esca´neres por resonancia magne´tica
sobre animales reales y tambie´n personas [9].
No obstante, las te´cnicas ma´s habituales y extendidas en la actualidad hacen uso de modelos
nume´ricos basados en el Me´todo de Elementos Finitos (FEM), como es el caso de Teran et al.
[21] (Figura 2.1) y Jacobs et al. [7], y en el Me´todo de Volu´menes Finitos (FVM), como el
trabajo de Teran et al. en [20].
Las te´cnicas con elementos finitos han sido adoptadas por los investigadores y las compan˜´ıas
de VFX para desarrollar sus propios sistemas de simulacio´n de mu´sculos. Un ejemplo concreto
lo vemos en el sistema Tissue [24] desarrollado por la compan˜´ıa Weta (Figura 2.2) o en el solver
de simulacio´n de mu´sculos implementado de forma nativa en el software Houdini [18], que es
uno de los esta´ndares en la industria.
El principal motivo de esta tendencia hacia FEM esta´ en la alta calidad de los resultados. Sin
embargo, sus desventajas son la complejidad de la implementacio´n, la dificultad de configuracio´n
de los personajes antes de comenzar a simular, la falta de controles intuitivos similares a los
que un artista 3D esta´ acostumbrado a manejar y la conservacio´n del volumen incluso durante
la contraccio´n del mu´sculo. En la Tabla 2.1 se resumen estos y otros puntos a favor y en contra
de los modelos FEM para simulacio´n de mu´sculos.
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Figura 2.2: Ejemplos de simulaciones con Tissue de Weta para el largometraje de Avatar.
Fuente: www.3dart.it.
Para afrontar tales limitaciones, se suelen implementar herramientas que agilizan la confi-
guracio´n de un personaje como ocurre con Ziva VFX [23] (Figura 2.3) o que permiten transferir
esas configuraciones entre personajes, como hacen Seo et al. [17]. Otras soluciones consisten en
proporcionar a los artistas automatismos de modelado que les permitan generar geometr´ıas ya
preparadas para las simulaciones [22].
Es importante aclarar que el problema sigue sin converger a un modelo u´nico y que las
v´ıas de investigacio´n siguen estando abiertas. Tanto es as´ı, que uno de los principales rasgos
de la contraccio´n muscular como es la ganancia de volumen por el aumento del flujo sangu´ıneo
Ventajas Desventajas
Alta calidad de resultados Alto coste computacional
Interaccio´n coherente entre mu´sculos Implementacio´n muy compleja
Contraccio´n de fibras realista Dif´ıcil configuracio´n
Estabilidad de la simulacio´n Para´metros poco intuitivos
Conservacio´n de volumen
Reduce control y libertad art´ıstica
Tabla 2.1: Ventajas y Desventajas de los modelos de simulacio´n basados en FEM.
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Figura 2.3: Ejemplo de cuadru´pedo con el modelo de mu´sculos de Ziva VFX. Fuente: zivady-
namics.com /ziva-vfx [23].
durante la activacio´n, es un punto dif´ıcilmente alcanzable por los me´todos con elementos finitos
ya que e´stos esta´n disen˜ados para conservar el volumen por completo e incondicionalmente.
Por todo ello, otros enfoques dra´sticamente diferentes debera´n asumir estos retos. De hecho,
el me´todo Position Based Dynamics, que exponemos en la seccio´n 2.2 esta´ haciendo su entrada
en la industria de la animacio´n por ordenador [19].
2.2. Position Based Dynamics
El me´todo Position Based Dynamics (PBD) fue propuesto por Mu¨ller et al. en 2007 [15]. Se
trata de un modelo de simulacio´n basado en sistemas de part´ıculas capaz de reproducir com-
portamientos de objetos r´ıgidos, deformables, ela´sticos y fluidos (ver Figura 2.4). La dina´mica
de part´ıculas se calcula a partir de la aplicacio´n de restricciones sobre sus posiciones. Sus
principales caracter´ısticas son la rapidez, controlabilidad, la estabilidad y la consecuente alta
aplicabilidad en entornos interactivos (ver Tabla 2.2 para ma´s detalles sobre las ventajas y
desventajas de PBD enfocado a simulacio´n de mu´sculos).
Las restricciones son condiciones que afectan a la posicio´n de las part´ıculas y que deben
satisfacerse durante la simulacio´n. Si a lo largo del tiempo, una fuerza externa o una colisio´n
desplaza a las part´ıculas de su estado de equilibrio, el me´todo actu´a para recuperar lo ma´ximo
posible ese equilibrio, intentando que todas las restricciones se cumplan.
Todo objeto viene representado por N ve´rtices y M restricciones. Cada ve´rtice i ∈ [1, ..., N ]
tiene masa mi, posicio´n ri y velocidad vi. Cada restriccio´n j ∈ [1, ...,M ] tiene: una cardinalidad
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Figura 2.4: Simulaciones de objetos deformables con PBD: volu´menes cerrados (arriba) y
tejidos (abajo). Fuente: Position Based Dynamics [15].
nj como nu´mero de part´ıculas implicadas; una funcio´n de estado Cj : R3nj → R que evalu´a el
cumplimiento o no de la restriccio´n; un conjunto de ı´ndices que hacen referencia a los ve´rtices
i1, ..., inj (donde ik ∈ [1, ..., N ]); y un para´metro de rigidez kj ∈ [0, ..., 1] que indica la resis-
tencia de la restriccio´n. Adema´s, las restricciones pueden ser de igualdad o desigualdad. Toda
restriccio´n j de igualdad se satisface cuando su funcio´n de evaluacio´n Cj = 0; mientras que si
es de desigualdad se satisface cuando Cj ≥ 0.
Una de las ventajas que tiene el me´todo es que las restricciones se pueden utilizar con
distintas finalidades. Dependiendo de ellas, la funcio´n de evaluacio´n tendra´ una forma u otra.
Ventajas Desventajas
Buena calidad de resultados Modelo no basado en f´ısica
Interaccio´n coherente entre mu´sculos Escasa literatura relacionada
Contraccio´n de fibras realista
Estabilidad de la simulacio´n
Reducido coste computacional
Configuracio´n sencilla e intuitiva
Aplicable en entornos interactivos
Control y libertad art´ıstica
Tabla 2.2: Ventajas y Desventajas de los modelos de simulacio´n basados en PBD.
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Figura 2.5: Proyeccio´n de la restriccio´n de distancia. Las correcciones ∆pi se orientan para
hacer cumplir la distancia d y son pesadas teniendo en cuenta la inversa de la masa de cada
part´ıcula (wi = 1/mi). Fuente: Position Based Dynamics [15].
Las hay para limitar la distancia entre part´ıculas (restriccio´n de distancia) o los pliegues en
la superficie del objeto (restriccio´n de bending), para garantizar la conservacio´n del volumen
(restriccio´n de volumen) o tambie´n computar colisiones con otros objetos y con la propia malla.
De hecho, existen otras publicaciones que proponen soluciones alternativas a algu´n tipo de
restriccio´n concreto, por ejemplo, la alternativa a la restriccio´n de bending para curvaturas
propuesta por Kelager et al. en [8].
Para comprender mejor el concepto de restriccio´n, vamos a exponer el tipo ma´s sim-
ple basado en la distancia entre dos part´ıculas cuyas posiciones son p1 y p2. Se trata de
una restriccio´n de igualdad con cardinalidad 2 e ı´ndices [1, 2] cuya funcio´n de evaluacio´n es
C(p1,p2) = |p1 − p2| − d siendo d la distancia entre las part´ıculas en el estado de equilibrio.
En cada iteracio´n de la simulacio´n, se evalu´a C(p1,p2) y si el resultado es distinto de cero,
se calculan los desplazamientos ∆p de cada part´ıcula para hacer cumplir la restriccio´n (ver
Figura 2.5). Los desplazamientos tienen lugar en la direccio´n del gradiente ∇pC para que dado
un conjunto de posiciones de part´ıculas p se cumpla que
C(p + ∆p) ≈ C(p) +∇pC(p) ·∆p = 0. (2.1)
Para forzar que ∆p tenga lugar en la direccio´n del gradiente ∇pC, se toma un escalar λ tal
que
∆p = λ∇pC(p). (2.2)
La expresio´n general para calcular todos los ∆p se obtiene sustituyendo la ecuacio´n 2.2 en
2.1, despejando λ y volvie´ndolo a introducir en 2.2:
∆p = − C(p)|∇pC(p)|2
∇pC(p). (2.3)
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Para la correccio´n de un ve´rtice individual pi se atiende a la ecuacio´n siguiente:
∆pi = −s∇piC(p1, ...,pn), (2.4)
donde s es un factor de escalado comu´n para todos los ve´rtices de la restriccio´n que se obtiene





El ca´lculo del gradiente ∇pC depende del tipo de la restriccio´n. En el caso de la distancia




|p1 − p2| . (2.6)
Una vez se han obtenido las correcciones ∆p, se aplica el coeficiente de rigidez para conseguir
comportamientos ma´s blandos o ma´s duros. Esto se realiza multiplicando dichas correcciones
por el para´metro k′, que es una transformacio´n de k tal que k′ = 1− (1− k)1/ns .
Un punto importante del me´todo PBD es la estructura del bucle de simulacio´n. En primer
lugar, se integran las fuerzas externas para actualizar las velocidades vi de todos los ve´rtices
y calcular despue´s las posiciones estimadas pi (no las posiciones reales xi). Sobre estas pre-
dicciones se generan las restricciones de colisio´n que puedan surgir en tiempo de ejecucio´n. Y
seguidamente, se lleva a cabo el proceso de evaluacio´n y co´mputo de las restricciones, proceso
que Mu¨ller et al. denominan proyeccio´n de restricciones.
La proyeccio´n realiza el ca´lculo de los ∆p y los suma a las predicciones p de manera secuen-
cial recorriendo todas las restricciones. Adema´s, las correcciones no se aplican directamente en
un u´nico paso, sino que lo hacen parcialmente en un bucle interno para que las u´ltimas no
inhiban a las primeras. El algoritmo aplica el paradigma iterativo de Gauss-Seidel.
Cuando el bucle de iteraciones del solver que proyecta las restricciones ha terminado, se
obtiene la velocidad real de cada ve´rtice como vi =
pi−xi
∆t
. Finalmente, se actualiza la posicio´n
real con el valor de las estimaciones: xi = pi.
Position Based Dynamics se ha popularizado y consolidado en el campo de los gra´ficos
como un me´todo de simulacio´n para ela´sticos y deformables porque ofrece rapidez, estabilidad
y control. Esto ha motivado su estudio y ampliacio´n en publicaciones posteriores. Es el caso
de [3] donde se combina PBD y Shape Matching para simulacio´n de so´lidos, o en [13] donde
se desarrolla un framework para efectos en tiempo real basado en PBD. Adema´s, ha inspirado
el desarrollo de otros me´todos entre los que cabe destacar Position Based Fluids de Macklin
y Mu¨ller [11] para simulacio´n de fluidos que se fundamenta en el co´mputo de restricciones de
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Me´trodo Principios ba´sicos
Jacobi Todas las restricciones se calculan en paralelo
Los ∆pi no modifican pi directamente, sino que se acumulan
El sumatorio de los ∆pi se aplica al final de cada iteracio´n
El sumatorio de los ∆pi se aplica promediado por el nu´mero de restricciones
Grafos Las restricciones se dividen en grupos de ejecucio´n
Las restricciones de un mismo grupo no comparten part´ıculas
Los grupos se computan secuencialmente
Las restricciones de cada grupo se computan en paralelo
Hı´brido Agrupar restricciones en k grupos
Los primeros k − 1 grupos esta´n balanceados y aplican el me´todo de Grafos
El u´ltimo grupo aplica el me´todo Jacobi
Tabla 2.3: Ideas clave de los me´todos de paralelizacio´n de PBD existentes en la literatura.
posicio´n para mantener constante la densidad en el l´ıquido.
2.2.1. Me´todos de paralelizacio´n
La optimizacio´n del modelo Position Based Dynamics se ha convertido en un tema de
intere´s para los investigadores en simulacio´n de gra´ficos, sobretodo, con el fin de integrarlo en
aplicaciones interactivas. La idea ba´sica a tener en cuenta cuando se habla de paralelizacio´n
de PBD es que el solver se fundamenta en un me´todo Gauss-Seidel, esto es, las restricciones
del sistema se procesan una tras otra actualizando directamente las posiciones de las part´ıculas
afectadas. Si trasladamos esto a una implementacio´n en paralelo con mu´ltiples hilos donde varias
restricciones pueden afectar a una misma part´ıcula, el comportamiento del sistema se vuelve
impredecible al estar actualizando su posicio´n desde diferentes restricciones simulta´neamente.
Para resolver esta problema´tica, en la literatura se han encontrado diversos enfoques que
esta´n recogidos en el trabajo de Bender et al. de 2015 titulado Position-Based Simulation
Methods in Computer Graphics [2]. En los apartados siguientes se exponen los principios de
cada uno de ellos, pero ve´ase la Tabla 2.3 a modo de resumen.
2.2.1.1. Me´todo de Jacobi
La implementacio´n de PBD con un enfoque jacobiano permite procesar todas las restriccio-
nes en paralelo. El modo de hacerlo es calculando y acumulando la correccio´n de cada restriccio´n
actualizando la posicio´n de las part´ıculas so´lo al final de cada iteracio´n del solver. En parale-
lo, todas las restricciones calculan el cambio de posicio´n de sus part´ıculas pero no lo aplican
directamente. Las part´ıculas son las encargadas de ir almacenando estas correcciones. Cuando
ha terminado este bloque paralelizado, cada part´ıcula actualiza su posicio´n dividiendo el acu-
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mulado por el nu´mero total de restricciones que le afectan. Siendo ∆pi el cambio de posicio´n
acumulado para la part´ıcula i; y ni el nu´mero total de restricciones que actu´an sobre ella; se





Segu´n Macklin et al. [13], las limitaciones de este me´todo son que no garantiza completa-
mente la conservacio´n del momento y que en ocasiones, es necesario incrementar el nu´mero de
restricciones porque el resultado muestra una excesiva relajacio´n del sistema (denominada por
los autores successive over-relaxation, SOR). No obstante, gracias al promediado de las correc-
ciones el sistema converge siempre a una solucio´n. Para evitar la sobre-relajacio´n, se introduce





donde w se propone como controlador de sobre-relajacio´n sucesiva y debe cumplir 1 ≤ w ≤ 2.
2.2.1.2. Me´todo de coloreado de grafos
El coloreado de grafos (del ingle´s Graph-Coloring Methods) consiste en separar el total de las
restricciones en grupos que actu´an sobre conjuntos de part´ıculas diferentes. En otras palabras,
una part´ıcula no puede estar compartida por dos restricciones dentro de un mismo grupo. Si esta
condicio´n se cumple, todas las restricciones de un grupo pueden procesarse en paralelo con el
me´todo Gauss-Seidel tradicional sin riesgos de conflicto o inestabilidades. Una vez completada
la ejecucio´n de un grupo y actualizadas las posiciones de las part´ıculas se continu´a con el
siguiente grupo de restricciones, repitiendo este ciclo hasta que todas las restricciones han sido
procesadas.
Este me´todo funciona bien cuando el grado de comparticio´n de part´ıculas entre restricciones
es bajo. En caso contrario, la distribucio´n en grupos termina siendo pobre y no balanceada,
con grupos de gran taman˜o al principio de la ejecucio´n y grupos muy pequen˜os al final. Esta
descompensacio´n de taman˜os reduce el impacto de mejora por la paralelizacio´n, especialmente
al procesar grupos con pocas restricciones.
2.2.1.3. Me´todo Hı´brido
Fratarcangeli et al. [5] propusieron un me´todo h´ıbrido para aprovechar las ventajas del graph-
coloring y del me´todo con Jacobi. Su aproximacio´n consiste en utilizar un grafo coloreado que
divide el conjunto de restricciones en k grupos de manera que los primeros k − 1 grupos esta´n
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Figura 2.6: Comparativa entre PBD (arriba) y XPBD (abajo) de simulaciones con 20, 40, 80, y
160 iteraciones de izquierda a derecha. Fuente: XPBD: Position-Based Simulation of Compliant
Constrained Dynamics [12].
bien balanceados. As´ı, primero se computan esos k − 1 grupos con Gauss-Seidel, y finalmente,
se procesa el grupo restante con el me´todo Jacobi.
2.2.2. Extended Position Based Dynamics
El me´todo Extended Position Based Dynamics (XPBD) es, como su nombre indica, una
extensio´n de PBD propuesta por Macklin et al. en 2016 [12] que solventa las limitaciones del
modelo original. Estas limitaciones tienen que ver con la dependencia de la rigidez de los objetos
simulados en funcio´n del taman˜o de paso de integracio´n y del nu´mero de iteraciones. Dicho en
otras palabras, aunque dejemos el para´metro k de PBD (que a priori se entend´ıa como el factor
de rigidez) constante, si modificamos el paso de integracio´n y/o las iteraciones, el sistema
ofrece resultados diferentes que al final son interpretados como un cambio en la elasticidad de
los objetos.
La ampliacio´n que aporta XPBD al solver original soluciona este problema y permite obtener
comportamientos similares con independencia del nu´mero de iteraciones (ver Figura 2.6) y del
paso de integracio´n. Sin entrar en mucho detalle, la modificacio´n se basa en la introduccio´n de
unos factores llamados multiplicadores de Lagrange λ. Cada restriccio´n Cj del sistema depende
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de uno de estos multiplicadores, los cuales se definen como






Introduciendo el taman˜o de paso de integracio´n en la ecuacio´n anterior es la manera con la
que los autores logran aplicar el concepto de energ´ıa potencial ela´stica con mayor precisio´n que
la conseguida con PBD.
El multiplicador λ tiene su influencia en la cantidad de correccio´n que se aplica sobre las
posiciones p en una sola iteracio´n en la restriccio´n Cj, es decir, sobre el factor s visto en la
ecuacio´n 2.5 de la seccio´n 2.2. Los autores de XPBD redefinen el original s de la restriccio´n Cj





Es importante sen˜alar que cada fotograma de la simulacio´n se inicia con el para´metro λj = 0,
y se va actualizando en cada iteracio´n del solver tal que λj = λj+∆λj. Al final de cada iteracio´n,
se obtiene la correccio´n en la posicio´n de un ve´rtice aplicando el resultado de la ecuacio´n 2.11
sobre la s de la ecuacio´n 2.4.
2.3. Simulacio´n de mu´sculos con Extended Position Ba-
sed Dynamics
Conocidas las limitaciones de los modelos de simulacio´n de mu´sculos presentes en la litera-
tura, en 2018 Romeo et al. proponen el primer acercamiento a la simulacio´n de mu´sculos con
XPBD en su trabajo Muscle Simulation with Extended Position Based Dynamics (MSXPBD)
[16]. Los autores hacen valer las ventajas de flexibilidad, estabilidad y controlabilidad de XPBD
para disen˜ar un sistema que es capaz de reproducir comportamientos realistas en las dina´micas
de los mu´sculos y superar algunos problemas que otros modelos no resuelven, como la ganancia
de volumen durante la activacio´n.
El trabajo que presentan introduce algunas variaciones al modelo original para adaptarlo a
las necesidades dina´micas requeridas por un sistema de mu´sculos. Por una parte, introducen
un algoritmo de generacio´n de estructura interna que les permite reforzar el comportamiento
r´ıgido de los mu´sculos. La estructura interna que generan consiste en un una especie de me´dula
20 Estado del Arte
Figura 2.7: Estructura interna del b´ıceps humano: en verde la me´dula interna; en azul las
conexiones entre los puntos internos de la me´dula y los ve´rtices de la superficie; en violeta la
seleccio´n de ve´rtices ra´ız. Fuente: Muscle Simulation with Extended Position Based Dynamics
[16].
Figura 2.8: Orientacio´n de las fibras en el b´ıceps humano: en violeta la seleccio´n de ve´rtices
ra´ız para la estructura interna; en azul los vectores de fibra resultantes por cada ve´rtice. Fuente:
Muscle Simulation with Extended Position Based Dynamics [16].
que se extiende por el interior de toda la geometr´ıa cuyos puntos se conectan con los ve´rtices
de la superficie (Figura 2.7). Dicha estructura se construye de manera automatizada a partir
de una seleccio´n de ve´rtices ra´ız.
Asimismo, utilizan la propia estructura interna para calcular la direccio´n de las fibras.
Demuestran que la estructura interna que obtienen es correcta con cualquier forma muscular,
y de este modo, la rama interna resultante es tambie´n coherente con la direccio´n de fibras que
cabr´ıa esperar en un mu´sculo real (ver Figura 2.8). Gracias a ello, solventan el problema de la
variedad topolo´gica y estructural de los mu´sculos, y el condicionante de la direccionalidad de
fibras.
Por otra parte, aprovechan la restriccio´n de volumen definida por Mu¨ller et al. en el art´ıculo
original de PBD [15] y su factor de sobre-presio´n (overpressure) para relacionarlo con el nivel de
activacio´n del mu´sculo y as´ı conseguir reproducir el aumento de taman˜o durante la contraccio´n
tal y como se evidencia en la Figura 2.9. E´ste es uno de los aspectos que los sistemas con FEM
no son capaces de afrontar, mientras que la flexibilidad de XPBD s´ı lo permite.
Adema´s, para obtener una activacio´n en los mu´sculos acorde al movimiento del personaje,
desarrollan un sistema de sensores basado en la rotacio´n, velocidad y aceleracio´n de los huesos
y las articulaciones del esqueleto (ver Figura 2.10). Con ello, so´lo con la anima´tica del personaje
obtienen automa´ticamente los valores de activacio´n de cada mu´sculo.
Otro de los aspectos relevantes de MSXPBD es el modo en que se simula la interaccio´n entre
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Figura 2.9: Flexio´n del codo: a) simulacio´n con XPBD original; b) simulacio´n con MSXPBD
incluyendo activacio´n de los mu´sculos; c) simulacio´n con MSXPBD incluyendo activacio´n y
ganancia de volumen. Fuente: Muscle Simulation with Extended Position Based Dynamics [16].
Figura 2.10: Activacio´n de los sensores durante un movimiento de lucha de un humano. Fuente:
Muscle Simulation with Extended Position Based Dynamics [16].
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Figura 2.11: Conexiones que establecen las restricciones externas para la interaccio´n entre
mu´sculos (a) y entre mu´sculos y esqueleto (a, b). Fuente: Muscle Simulation with Extended
Position Based Dynamics [16].
los mu´sculos. Mediante la definicio´n de restricciones externas a modo de conexiones mu´sculo-
mu´sculo y mu´sculo-hueso (Figura 2.11), se consigue reproducir la colisio´n entre mu´sculos as´ı
como los efectos de deslizamiento o sliding t´ıpicos de la anatomı´a humana.
No obstante, la aportacio´n principal de MSXPBD sobre el modelo original se refleja en una
actualizacio´n de la restriccio´n de distancia. El concepto fundamental es que la distancia de
equilibrio entre dos ve´rtices se modifica en funcio´n del nivel de activacio´n del mu´sculo y de la
orientacio´n de la arista que los une respecto a la direccio´n de las fibras.
Recordando la definicio´n de la restriccio´n de distancia en PBD, C(p1,p2) = |p1 − p2| − d,
los autores redefinen d como σ tal que
σ =|
(





donde r1 y r2 son las posiciones en el instante incial de los dos ve´rtices implicados, a ∈ [0, 1]
es el nivel de activacio´n y φ es el vector positivo resultado del promedio de los vectores fibra







Con este planteamiento, lo que ocurre a nivel pra´ctico cuando una arista se activa con un
cierto valor de a por encima de cero es que la distancia de equilibrio se ve reducida proporcional-
mente a la orientacio´n de la arista respecto a la direccio´n de las fibras (ver Figura 2.12). Dicho
de otro modo, una arista totalmente alineada con las fibras se contraer´ıa con una proporcio´n
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Figura 2.12: Comparativa de un b´ıceps humano: a) en estado de reposo; b) activado aplicando
la restriccio´n de fibra de MSXPBD; c) activado y con ganancia de volumen. Fuente: Muscle
Simulation with Extended Position Based Dynamics [16].
igual a a.
Paralelamente a todo lo anterior, hay que sen˜alar que un mu´sculo en el instante inicial
de la simulacio´n puede no estar totalmente relajado, ya que esto depende del modelado de la
geometr´ıa y de la pose inicial del personaje. Por eso, en MSXPBD se aplica el concepto de
activacio´n inicial a0 para obtener, a partir de la longitud de arista inicial, la distancia en reposo
que habr´ıa entre los dos ve´rtices si realmente el mu´sculo estuviera totalmente relajado. Para





De modo que, finalmente, la distancia d del algoritmo orignal de Mu¨ller et al. queda reem-








En te´rminos de bucle de simulacio´n, MSXPBD tiene en cuenta lo importante que es la
interaccio´n entre mu´sculos puesto que se conectan unos con otros a trave´s de las restricciones
externas. Por ello, se necesita computar los mu´sculos progresivamente, esto es, por cada iteracio´n
del solver, se computa una u´nica iteracio´n de cada mu´sculo. As´ı, cuando un mu´sculo calcula
su estado respecto a sus contiguos, tiene la informacio´n geome´trica de ellos actualizada tras el
co´mputo de la iteracio´n anterior.
Las conclusiones de Romeo et al. se traducen en que presentan un sistema novedoso, estable,
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Figura 2.13: Simulacio´n de un cuerpo humano completo corriendo. Fuente: Muscle Simulation
with Extended Position Based Dynamics [16].
controlable y que ofrece resultados realistas incluso en escenarios complejos con gran cantidad
de mu´sculos (Figura 2.13). Adema´s, an˜aden que los tiempos de co´mputo, pese a que el sistema
no esta´ optimizado, son comparables a los tiempos que se manejan con otros sistemas basados
en FEM consolidados en la industria de los VFX.
Cap´ıtulo 3
Motivacio´n
Un sistema de simulacio´n de mu´sculos debe satisfacer los requisitos ba´sicos de producir
resultados de alta calidad, conseguir que los mu´sculos interaccionen de manera realista entre
ellos y que su activacio´n y relajacio´n sea cre´ıble y coherente con el movimiento del personaje.
Si adema´s queremos que sea posible su utilizacio´n dentro de un estudio de Efectos Visuales,
el sistema debe cumplir tambie´n otros requisitos que tienen que ver con las necesidades y
limitaciones que existen en una produccio´n audiovisual.
El primero de estos requisitos de produccio´n es la ra´pida convergencia en la simulacio´n.
Es necesario que se puedan obtener resultados pronto para revisarlos, detectar los aspectos a
mejorar, modificar la configuracio´n del sistema para aplicar cambios y volver a simular. Iterando
sobre este ciclo de trabajo, es posible llegar a la versio´n final con la mayor calidad y en el menor
tiempo.
En segundo lugar, es deseable que la configuracio´n del sistema sea lo ma´s sencilla posible
para que la integracio´n del mismo dentro del flujo de trabajo de un estudio de VFX sea suave.
De hecho, en una empresa de este sector participan diferentes departamentos que trabajan
coordinadamente sobre los mismos planos de una pel´ıcula o una serie. Por tanto, la comunicacio´n
y el intercambio de material entre ellos debe fluir.
Otro requisito importante tiene que ver con la simplicidad de uso de los controles del sistema.
Es decir, el sistema tiene que ser utilizado por artistas 3D que deben centrarse en crear los
resultados drama´ticos que se les exigen y no en lidiar con complejos para´metros. Dicho de otro
modo, es importante que los controles del sistema sean intuitivos y que los cambios que se
introduzcan generen soluciones predecibles.
Por u´ltimo, pero no menos importante, un sistema de mu´sculos para VFX debe ser flexible
y ofrecer libertad art´ıstica para poder obtener los resultados creativos que los supervisores y
directores buscan. Tal control art´ıstico debe garantizarse incluso en simulaciones que no son
completamente realistas o f´ısicamente correctas.
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Para ofrecer una vista resumida de los requerimientos que debe cumplir todo sistema de
simulacio´n de mu´sculos para VFX, a continuacio´n se listan los requisitos fundamentales y de
produccio´n.
Resultados de muy alta calidad.
Adecuada interaccio´n entre los mu´sculos.
Coherente activacio´n y relajacio´n de los mu´sculos.
Estabilidad de la simulacio´n.
Ra´pida convergencia de la simulacio´n.
Fa´cil configuracio´n del sistema.
Controles y para´metros intuitivos.
Flexibilidad y libertad art´ıstica.
Fa´cil instalacio´n y puesta en marcha del sistema en produccio´n.
Sencilla integracio´n de posibles actualizaciones del sistema.
Tratando de cumplir estas premisas, las investigaciones que han predominado ma´s recien-
temente se basan en me´todos nume´ricos como Elementos Finitos (FEM) o Volu´menes Finitos
(FVM). Si bien estas aproximaciones producen resultados de calidad y muy realistas, tienen
importantes limitaciones a la hora de satisfacer los requisitos de produccio´n. Por ejemplo, el
alto coste computacional reduce su aplicabilidad ya que no se dispone de grandes ma´rgenes de
tiempo. Adema´s, son me´todos complejos y dif´ıciles de configurar por parte de los artistas.
Por estas razones entre otras, comienzan a cobrar intere´s modelos con enfoques dra´stica-
mente diferentes que ofrecen soluciones ra´pidas de computar y fa´ciles de controlar. Estamos
hablando, concretamente, del modelo Position Based Dynamics (PBD) propuesto por Mu¨ller et
al. en 2007 [15] y su extensio´n en 2016 Xpbd: Position-based simulation of compliant constrained
dynamics por Macklin et al. [12]. Tanto es as´ı, que la aplicabilidad de XPBD para simulacio´n de
mu´sculos ya ha sido demostrada por Romeo et al. en Muscle Simulation with Extended Position
Based Dynamics (MSXPBD) [16] en 2018.
Los autores de MSXPBD hacen especial hincapie´ en que con su extensio´n de XPBD con-
siguen el equilibrio entre los objetivos a nivel de calidad de resultados y los objetivos a nivel
de usabilidad en la industria de los VFX. Los autores detallan que el sistema se implemento´
como un plug-in en lenguaje Python totalmente integrado en Autodesk Maya y sin paralelizar.
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Comentan que los costes de co´mputo son equiparables a los de otros sistemas de simulacio´n con-
solidados en la industria, los cuales esta´n basados mayormente en FEM con implementaciones
paralelizadas. Por ello, proponen una l´ınea de investigacio´n a futuro centrada en la optimizacio´n
y paralelizacio´n de su sistema original para alcanzar tiempos de simulacio´n au´n ma´s ra´pidos
dadas las caracter´ısticas propias del modelo XPBD que lo hacen altamente optimizable.
Dicha optimizacio´n comienza con la sustitucio´n del lenguaje de programacio´n. Python es
un lenguaje interpretado que se caracteriza por su sencillez de la sintaxis, su corta curva de
aprendizaje y su flexibilidad para utilizarse orientado a objetos o para scripting. No obstante,
cuando se trata de aplicaciones complejas que son exigentes a nivel de ca´lculo, dif´ıcilmente
puede ofrecer niveles de eficiencia como los de lenguajes compilados. El sistema que se estudia
en este trabajo es un buen ejemplo de este tipo de aplicaciones, y por tanto, debemos realizar el
desarrollo sobre un lenguaje que nos garantice cierta rapidez de co´mputo per se. La alternativa
a Python que ofrece Autodesk Maya para la implementacio´n e integracio´n de plug-ins es C++.
Por estos condicionantes, se ha decidido enfocar este proyecto como el desarrollo de MSXPBD
en forma de plug-in en C++ para Maya, aplicando las te´cnicas de optimizacio´n y paralelizacio´n
pertinentes.
La motivacio´n del proyecto que presentamos aqu´ı, por tanto, surge a partir del trabajo
futuro indicado por Romeo et al., y se resume en el disen˜o, implementacio´n y pruebas de una
versio´n optimizada del sistema MSXPBD. Por todo lo expuesto en el presente cap´ıtulo, y si la
consecucio´n de este proyecto logra mejorar las prestaciones de MSXPBD, no es descabellado
pensar que las futuras l´ıneas de investigacio´n en simulacio´n de mu´sculos se decanten por la v´ıa




Vamos a definir los objetivos que este proyecto debe alcanzar teniendo en cuenta que se
enmarca dentro del a´rea de la Computacio´n de Altas Prestaciones (HPC, del ingle´s High Per-
formance Computing) y partiendo de la motivacio´n justificada en el cap´ıtulo anterior. Dicha
motivacio´n nos obliga a definir tanto objetivos te´cnicos como objetivos de aplicabilidad en el
seno de la industria de los Efectos Visuales.
Como objetivos te´cnicos incluimos las premisas ba´sicas e intr´ınsecas al proyecto as´ı como
los aspectos ma´s ingenieriles que deseamos cubrir:
Redisen˜ar el sistema original MSXPBD.
Definir un nuevo disen˜o que permita la aplicacio´n de te´cnicas de optimizacio´n y para-
lelizacio´n tomando como punto de partida el modelo Muscle Simulation with Extended
Position Based Dynamics.
Implementar el sistema en C++.
Mover la implementacio´n a C++ para que la ganancia de prestaciones sea ma´s notable,
teniendo en cuenta que el sistema original MSXPBD fue presentado en co´digo Python
single-threaded.
Optimizar el co´digo.
Aplicar te´cnicas de paralelizacio´n basadas en el uso de OpenMP para optimizar el modelo
y acelerar los tiempos de co´mputo de las simulaciones, ofreciendo as´ı un sistema en C++
multi-threaded.
Introducir los Me´todos de Jacobi y de Coloreado de Grafos.
De las diferentes te´cnicas de paralelizacio´n de PBD y XPBD existentes en la literatura,
estudiar y aplicar el Me´todo de Jacobi y el Me´todo de Coloreado de Grafos, dando lugar
en realidad, a dos versiones distintas del sistema multi-threaded.
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Aplicar conceptos de Computacio´n de Altas Prestaciones.
Aplicar los conocimientos adquiridos en la asignatura de Computacio´n de Altas Prestacio-
nes para estudiar y localizar los bloques de co´digo que son optimizables y para seleccionar
las te´cnicas ma´s adecuadas que permitan exprimir al ma´ximo los ma´rgenes de mejora.
Garantizar la estabilidad de las simulaciones.
Ofrecer un sistema convergente en todos los escenarios para que no se produzcan inesta-
bilidades en las simulaciones independientemente de la parametrizacio´n del modelo.
Identificamos como objetivos de aplicabilidad aquellos fines que no condicionan el e´xito
del proyecto en te´rminos te´cnicos pero que son indispensables para integrar el sistema en la
industria una vez finalizado el desarrollo:
Generar un plug-in compilado para Maya.
Ofrecer el sistema como plug-in integrable en Maya, el cual se utilizara´ como entorno de
visualizacio´n donde mostrar los resultados del proyecto, aprovechando que es uno de los
software de uso esta´ndar en la industria de los Efectos Visuales y la Animacio´n 3D.
Garantizar la alta calidad en los resultados.
Mantener o mejorar la calidad y el realismo de las simulaciones que ya se obtienen con el
sistema original MSXPBD.
Facilitar la configuracio´n del sistema.
Mantener o mejorar la fluidez de MSXPBD para obtener resultados, realizar modificacio-
nes en la configuracio´n del sistema y volver a simular con rapidez.
Ofrecer controles intuitivos.
Mantener o mejorar la sencillez de los controles que se le ofrecen al usuario al mismo
tiempo que se garantiza la coherencia entre un cambio introducido en la parametrizacio´n
y el resultado que se obtiene por ese cambio.
Garantizar la flexibilidad art´ıstica.
Mantener la libertad art´ıstica para satisfacer las necesidades creativas.
Cap´ıtulo 5
Metodolog´ıa y Gestio´n del Proyecto
En este cap´ıtulo vamos a sentar las bases metodolo´gicas que van a conducir el desarrollo del
proyecto. En los apartados que siguen, planteamos el proceso que tendra´ lugar para disen˜ar,
implementar y testear la optimizacio´n del sistema de simulacio´n de mu´sculos MSXPBD. Por
otra parte, expondremos un estudio preliminar sobre la paralelizacio´n analizando el modelo
original en te´rminos algor´ıtmicos. Tambie´n se incluye una seccio´n dedicada a las tecnolog´ıas
y el hardware que se empleara´ durante el desarrollo. Adema´s, realizaremos la gestio´n del pro-
yecto necesaria para detallar el alcance, la planificacio´n de tareas y la estimacio´n de los costes
asociados.
5.1. Metodolog´ıa
La metodolog´ıa que vamos a aplicar responde al esquema t´ıpico en desarrollo de software
basado en disen˜o, implementacio´n y pruebas. Tal y como se ha adelantado en el Cap´ıtulo 4,
en este proyecto se va a desarrollar una optimizacio´n del modelo MSXPBD que implica su
implementacio´n en C++ secuencial para posteriormente introducir las mejoras en una versio´n
paralelizada. Por tanto, estamos hablando de dos etapas similares que van a replicar este proceso
basado en disen˜o, implementacio´n y pruebas.
En primer lugar, el desarrollo en C++ secuencial comenzara´ por la realizacio´n de un estudio
de MSXPBD para comprender el modelo y su algoritmia. Esto servira´ para presentar el disen˜o
de clases y completar la implementacio´n. En la fase siguiente de pruebas se evaluara´n los
resultados y la correccio´n del sistema para extraer conclusiones en te´rminos de calidad de la
simulacio´n y costes de co´mputo.
En segundo lugar, el desarrollo de la versio´n optimizada comienza por analizar los resultados
de coste obtenidos con la versio´n secuencial para detectar los puntos cr´ıticos sobre los que debe
actuar la paralelizacio´n. En el disen˜o de la optimizacio´n se determinara´ que´ estrategia seguir
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para la adaptacio´n del co´digo y la introduccio´n de las te´cnicas de paralelizacio´n pertinentes. En
este punto, se llevara´ a cabo la integracio´n de dos de los me´todos de paralelizacio´n presentados
en la seccio´n de Estado del Arte 2.2.1: el Me´todo Jacobi y el Me´todo de Coloreado de Grafos.
Por tanto, el disen˜o, implementacio´n y pruebas de la versio´n en C++ multi-threaded tendra´, a
su vez, estas dos vertientes.
En las respectivas fases de pruebas de cada sistema se realizara´n test de simulacio´n sobre los
mismos escenarios con ide´ntica configuracio´n para que la comparativa final sea lo ma´s objetiva
posible. En lo que a ana´lisis de calidad de la simulacio´n se refiere, proponemos siete escenarios
que pondra´n a prueba el sistema, ya que esta´n orientados a detectar fallos y deficiencias de
forma muy clara. De menor a mayor complejidad, los siete escenarios Test son:
Test 1 (T1): Un so´lo mu´sculo simple con forma de esfera ovalada que, partiendo de un
estado de reposo, se activa y se relaja. El objetivo de este test es confirmar que el sistema
de simulacio´n funciona adecuadamente a nivel global, es decir, comunicacio´n entre la
aplicacio´n y el plug-in, integracio´n de fuerzas, co´mputo de las restricciones, actualizacio´n
del objeto dentro de la escena y visualizacio´n del resultado. Ver Figura 5.1.
Test 2 (T2): Un b´ıceps anato´mico que se contrae y se relaja. El objetivo aqu´ı es comprobar
que el sistema funciona tambie´n cuando simulamos una geometr´ıa ma´s compleja, tanto
a nivel de nu´mero de ve´rtices como de bifurcacio´n en los tendones. As´ı, comprobaremos
que la estructura interna del mu´sculo que se genera es la correcta y que la direccio´n de
las fibras musculares tambie´n si la contraccio´n del mu´sculo es coherente con lo que cabr´ıa
esperar en un b´ıceps. Ver Figura 5.2.
Test 3 (T3): Un b´ıceps anato´mico que se contrae y se relaja por la flexio´n del codo del
esqueleto. El principal objetivo de esta prueba es determinar si la conexio´n e interaccio´n
del mu´sculo con objetos esta´ticos (objetos colisionadores de la escena que no se computan
como mu´sculos) es la adecuada. Ver Figura 5.3.
Test 4 (T4): B´ıceps y brachialis anato´micos que se contraen y se relajan de manera
s´ıncrona. En este caso, se pretende demostrar que el sistema es capaz de simular varios
mu´sculos al mismo tiempo y que, adema´s, la interaccio´n inter-muscular funciona correc-
tamente. Tambie´n interaccionan con un plano esta´tico. Ver Figura 5.4.
Test 5 (T5): Un brazo humano completo con 17 mu´sculos que simulan la flexio´n del
codo. El objetivo de este test es comprobar la escalabilidad del sistema y determinar si
la implementacio´n ofrece buenos resultados cuando la complejidad del ca´lculo es elevada.
Ver Figura 5.5.
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Figura 5.1: Escena de Maya para T1.
Test 6 (T6): Un brazo humano completo con 17 mu´sculos en una escena donde el per-
sonaje hace movimientos de lucha. En esta animacio´n, los desplazamientos de los huesos
son ra´pidos y bruscos. Por ello, este test permite demostrar la estabilidad del sistema
sometie´ndolo a estre´s y a fuerzas e inercias muy grandes. Ver Figura 5.5.
Test 7 (T7): Cuerpo humano completo con 132 mu´sculos en una escena en la que perso-
naje reproduce movimientos de caminar y correr. La simulacio´n de este escenario tendra´
lugar en 6 procesos independientes: se divide el cuerpo en lado izquierdo y lado derecho, y
adema´s, se separan brazos, torso y piernas. El objetivo del test es reproducir la estrategia
de simulacio´n que realizan Romeo et al. en el sistema original MSXPBD en Python. Aqu´ı
se pretende validar la aplicabilidad de nuestra implementacio´n en un caso de produccio´n
real con un personaje completo. Ver Figura 5.6.
La evaluacio´n de los resultados en lo que a costes se refiere es una parte fundamental en
este proyecto para justificar la optimizacio´n que se pretende conseguir. Por ello, se realizara´ un
estudio comparativo entre los tiempos de co´mputo que se obtienen con la versio´n secuencial,
con Jacobi y con el me´todo de Grafos. En este ana´lisis de costes se llevara´n a cabo cuatro casos
de estudio con nu´mero de restricciones y de mu´sculos creciente. La idea fundamental es evaluar
el grado de mejora que se consigue con las versiones optimizadas a medida que aumenta la
complejidad del problema. Estos casos de prueba los catalogaremos como Profiling:
Profiling 1 (P1): Un mu´sculo con forma de esfera ovalada sujeto por dos puntos en sus
extremos y con un u´nico objeto colisionador a modo de target esta´tico, a saber, un plano.
Ver Figura 5.7.
Profiling 2 (P2): Dos mu´sculos simples, un o´valo y un cubo, sujetos por un ve´rtice de
un extremo. Esta´n interconectados para colisionar entre s´ı, adema´s de con un plano que
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Figura 5.2: Escena de Maya para T2.
Figura 5.3: Escena de Maya para T3.
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Figura 5.4: Escena de Maya para T4 y P3.
Figura 5.5: Escena de Maya para T5, T6 y P4.
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Figura 5.6: Escena de Maya para T7.
actu´a como objeto esta´tico. Ver Figura 5.8.
Profiling 3 (P3): B´ıceps y brachialis anato´micamente realistas con cuatro y dos puntos
de sujecio´n respectivamente. Esta´n interconectados como en el caso anterior adema´s del
plano esta´tico. Es el mismo escenario que T4 pero se libera uno de los puntos de sujecio´n
del b´ıceps, ver Figura 5.4.
Porfiling 4 (P4): Brazo humano anato´micamente realista con 17 mu´sculos sujetos al
esqueleto por varios ve´rtices en sus extremos. Cada mu´sculo interacciona con un conjun-
to de mu´sculos colisionadores que se asigna por vecindario, adema´s de los huesos ma´s
pro´ximos del esqueleto. Es el mismo escenario que T5, ver Figura 5.5.
Dada la variedad de estas escenas propuestas y la complejidad del modelo MSXPBD en s´ı
mismo, los escenarios P1 a P4 dara´n lugar a distintas configuraciones del sistema en lo que
a nu´mero de restricciones se refiere. Esto debera´ tenerse en cuenta a la hora de analizar los
tiempos de co´mputo ya que la exigencia de ca´lculo depende directamente de la cantidad de
restricciones. A modo esquema´tico, en las Tablas 5.1, 5.2, 5.3 y 5.4 se muestra el conjunto
de restricciones por tipo resultantes en cada test de profiling, adema´s del recuento total en
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Figura 5.7: Escena de Maya para P1.
Figura 5.8: Escena de Maya para P2.
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Fiber Attach BrAttach Sliding Soft Hard Internal Branch TOTAL
190 2 2 92 92 92 92 8 571
Tabla 5.1: Nu´mero de restricciones por tipo en P1.
Fiber Attach BrAttach Sliding Soft Hard Internal Branch TOTAL
334 2 2 172 172 172 172 12 1040
Tabla 5.2: Nu´mero de restricciones por tipo en P2.
la u´ltima columna. En la cabecera de las tablas se ha utilizado un seudo´nimo en ingle´s para
relacionarlos con su breve descripcio´n en la lista que sigue:
Fiber (FiberConstraint): conexio´n entre dos ve´rtices de la malla del mu´sculo que imple-
menta la activacio´n muscular del MSXPBD, una por cada arista de la geometr´ıa.
Attach (AttachConstraint): sujecio´n de un ve´rtice de la malla del mu´sculo a un punto
externo, por ejemplo, de un hueso.
BrAttach (BranchAttachConstraint): sujecio´n de un punto de la estructura interna del
mu´sculo a un punto externo, por ejemplo, de un hueso.
Sliding (SlidingConstraint): conexio´n de un ve´rtice de la malla del mu´sculo con un punto
en la malla de un target o colisionador (permite deslizamiento sobre la superficie).
Soft (SoftConstraint): conexio´n de un ve´rtice de la malla del mu´sculo con un punto en la
malla de un target o colisionador (no permite deslizamiento y actu´a como un muelle).
Hard (HardConstraint): conexio´n de un ve´rtice de la malla del mu´sculo con un punto en
la malla de un target o colisionador (mantiene completamente la transformacio´n relativa).
Internal (InternalConstraint): conexio´n de un ve´rtice de la malla del mu´sculo con un
punto de la estructura interna.
Branch (BranchConstraint): conexio´n entre dos puntos de la estructura interna.
Para la medicio´n de tiempos se van a agrupar las instrucciones del bucle de simulacio´n segu´n
un criterio de funcionalidad, es decir, bloques de co´digo en los que cada uno desarrolla una
Fiber Attach BrAttach Sliding Soft Hard Internal Branch TOTAL
1327 6 6 666 666 666 666 30 4035
Tabla 5.3: Nu´mero de restricciones por tipo en P3.
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Fiber Attach BrAttach Sliding Soft Hard Internal Branch TOTAL
6015 65 65 3024 3024 3024 3140 193 18567
Tabla 5.4: Nu´mero de restricciones por tipo en P4.
tarea concreta del solver. Para poder extraer conclusiones ma´s acertadas del ana´lisis, se fijara´
el nu´mero de iteraciones en 5 para todos los casos y adema´s, se simulara´n 120 fotogramas para
despue´s obtener el promedio de tiempos de cada bloque de co´digo. Los datos que se extraigan
permitira´n decidir que´ bloques se deben paralelizar. De este modo, el ca´lculo de costes final
con el sistema multi-threaded se basara´ en medir y comparar cua´nto se reduce el tiempo de
co´mputo absoluto de tales bloques respecto al sistema single-threaded. Con vistas a facilitar la
lectura, vamos a catalogar los bloques como Bloques de Ejecucio´n (BE), teniendo en cuenta
el orden en que se computan:
Evaluar Grafo (BE1): Conjunto de instrucciones ejecutadas desde la capa de aplicacio´n
que tienen como objetivo recorrer el grafo de la escena para recopilar los datos necesarios:
configuracio´n del escenario, informacio´n de geometr´ıas, parametrizacio´n de los nodos, etc.
Actualizar Colisionadores (BE2): Este paso se ocupa de volcar la informacio´n de geo-
metr´ıa de los targets esta´ticos (objetos no computados como mu´sculos) desde la aplicacio´n
al solver.
Integracio´n (BE3): Ya en la capa core, integracio´n nume´rica de las fuerzas externas y
de las velocidades de todos los ve´rtices y puntos de la estructura interna de todos los
mu´sculos.
Actualizar Targets (BE4): El solver le actualiza a cada mu´sculo la informacio´n de
geometr´ıa de sus targets correspondientes.
Closest Data (BE5): Proceso mediante el cual cada ve´rtice de cada mu´sculo actualiza
los datos relacionados con las restricciones externas de sliding, soft y hard sobre cada
target: ca´lculo de puntos ma´s pro´ximos, vectores normales, coordenadas barice´ntricas,
intersecciones, etc.
Proyeccio´n Restricciones (BE6): Se corresponde con el ca´lculo de las correcciones de
posicio´n para cada ve´rtice que cada restriccio´n debe aplicar.
Actualizar Geometr´ıa (BE7): Cada mu´sculo vuelca el resultado obtenido al final de
cada iteracio´n del solver en la malla. Es el u´ltimo paso a nivel de mu´sculo, es decir,
despue´s de obtener las nuevas posiciones tras la proyeccio´n de restricciones.
40 Metodolog´ıa y Gestio´n del Proyecto
Aplicar Predicciones (BE8): Paso final a nivel de restriccio´n que se encarga de aplicar
los deltas de posicio´n calculados sobre las predicciones de los ve´rtices afectados. En este
punto, se obtienen las nuevas posiciones que debera´n visualizarse en la escena antes de
pasar al siguiente fotograma.
Otra medicio´n de costes interesante para evaluar este proyecto tiene que ver con el tiempo
medio de co´mputo por fotograma. Realizando este examen en los cuatro escenarios de profiling,
veremos que´ impacto tiene el nu´mero de restricciones sobre la eficiencia del sistema en su
totalidad. Se comparara´n los resultados de este ana´lisis pertenecientes a la versio´n secuencial
y a las implementaciones con Jacobi y con Coloreado de Grafos, as´ı, tambie´n deduciremos que´
me´todo es ma´s apropiado para optimizar MSXPBD y en que´ espectro de mejora nos movemos.
En esta misma l´ınea, se pretende comparar los resultados con los tiempos de ca´lculo que
Romeo et al. exponen en [16]. Tanto es as´ı, que la motivacio´n principal de este proyecto es
conseguir una implementacio´n ma´s eficiente que el original MSXPBD en Python. Por tanto,
sera´ necesario definir un experimento lo ma´s parecido posible al que describen los autores en
el art´ıculo. En su caso, para el ca´lculo de costes, disen˜an un escenario en el que dividen la
simulacio´n del cuerpo humano completo en 6 procesos independientes (brazos por separado,
piernas por separado y lo mismo con las dos mitades del torso). Configuran un sistema con
135780 restricciones y 10 iteraciones en el solver de simulacio´n. As´ı, una vez dispongamos del
plug-in compilado, trataremos de definir una escena similar que contenga el mismo (o parecido)
nu´mero de restricciones.
La propuesta metodolo´gica para este proyecto concluye con una recopilacio´n de las limita-
ciones del sistema extra´ıdas del ana´lisis de resultados, as´ı como una definicio´n de los puntos a
mejorar y de las l´ıneas a desarrollar como trabajo futuro.
5.2. Estudio previo a la optimizacio´n
El propo´sito de esta seccio´n es analizar la estructura del modelo de simulacio´n para detectar
los puntos del sistema que son susceptibles de ser paralelizados. Se trata de un ana´lisis prelimi-
nar, ya que el definitivo tendra´ lugar sobre el sistema en su versio´n secuencial una vez que este´
implementado. Dicha tarea tendra´ mucho peso en el global del proyecto porque cuanto ma´s
exhaustivo sea dicho estudio, mejores decisiones podremos tomar acerca de la paralelizacio´n y
mayores beneficios obtendremos a nivel de prestaciones.
De hecho, uno de los fundamentos del a´rea HPC es conocer y analizar con detalle el algorit-
mo para aplicar las metodolog´ıas adecuadas en los puntos adecuados. En otras palabras, sera´
necesario hacer un profiling de la implementacio´n secuencial para medir los tiempos de ejecu-
cio´n. De esta manera podremos saber que´ ca´lculos tienen mayor coste y, por tanto, que´ bloques
5.2. Estudio previo a la optimizacio´n 41
de co´digo deben paralelizarse. Sabremos tambie´n si esos bloques ejecutan llamadas de co´digo
C++ puro desde la capa core, o se corresponden con paso de informacio´n por parte de la capa
intermedia, o bien si se trata de llamadas a la propia API de Maya. Con toda esa informacio´n se
podra´n tomar decisiones acertadas sobre la paralelizacio´n de los bucles o la reimplementacio´n
de algunas partes del co´digo para favorecer la optimizacio´n.
Como dec´ıamos, para poder completar este detallado estudio es necesario disponer de la
implementacio´n del sistema en versio´n secuencial. Por ese motivo, de momento nos vamos a
limitar a exponer el algoritmo del modelo y a plantear las hipo´tesis de paralelizacio´n desde
un punto de vista teo´rico. En el Algoritmo 1 se muestra el bucle de simulacio´n del modelo
MSXPBD, esto es, el conjunto de instrucciones que se ejecutan en cada fotograma.
Algorithm 1 Pseudoco´digo del bucle de simulacio´n
1: Recoger datos globales de la escena
2: Enviar datos globales al solver
3: for all mu´sculos m do
4: Recoger datos locales de m
5: Enviar datos locales de m al solver
6: Actualizar velocidades de los ve´rtices de m
7: Actualizar posiciones de los ve´rtices de m
8: for all iteraciones i do
9: for all mu´sculos m do
10: Leer geometr´ıas de mu´sculos vecinos a m
11: for all restriccio´n r do
12: Computar r
13: Actualizar la geometr´ıa de m
14: for all mu´sculos m do
15: Actualizar velocidad de los ve´rtices de m
16: Enviar posiciones resultantes a la aplicacio´n
17: Actualizar ve´rtices en la geometr´ıa de m para la visualizacio´n
Como introduccio´n al ana´lisis de la optimizacio´n del sistema, se adjunta la tabla 5.5 en
la que se estudian los bucles presentes en el Algoritmo 1 para determinar las posibilidades
de paralelizacio´n. La columna capa se refiere a la(s) capa(s) de abstraccio´n encargada(s) de
ejecutar cada bloque de instrucciones, a saber: core si son ca´lculos propios del modelo MSXPBD,
aplicacio´n si son operaciones a nivel de API de Maya, o intermedia si son instrucciones de
comunicacio´n entre el core y la aplicacio´n.
Es necesario aclarar algunas cuestiones de la tabla 5.5. Por un lado, vemos que los bucles 3-7
y 14-17 esta´n indicados como paralelizables. Dichos bucles implican la participacio´n de las tres
capas, incluyendo la capa de aplicacio´n. En estos casos, tendremos que asegurarnos previamente
de que las llamadas a la API de Maya son compatibles con directivas de paralelizacio´n. Si esto







La recogida de para´metros particulares de cada mu´sculo
es independiente una de otra. Tambie´n lo es la integracio´n






El estado de la part´ıculas tras el co´mputo de una iteracio´n
influye directamente en el co´mputo de la iteracio´n siguiente.






El co´mputo de un mu´sculo depende del estado de la geometr´ıa
de los mu´sculos vecinos con los que se conecta. Se
necesita la informacio´n ma´s actualizada posible.
11-12 Core S´ı
Los me´todos Jacobi y Coloreado de Grafos permiten






La actualizacio´n de las velocidades de las part´ıculas de un
mu´sculo es independiente del resto de mu´sculos. Ocurre lo
mismo con la actualizacio´n de los ve´rtices en la geometr´ıa.
Tabla 5.5: Estudio de la paralelizacio´n del algoritmo. Cada columna refleja de izquierda a
derecha: ı´ndices de l´ınea en el algoritmo; capa(s) que ejecuta(n) las instrucciones; posibilidad
de paralelizacio´n; y breve justificacio´n de la columna anterior.
no es posible, sera´ necesario dividir esos bucles en varias partes para poder optimizar, al menos,
aquellas instrucciones que se ejecutan u´nicamente desde la capa core. Esta y otras cuestiones
sera´n las que se ampl´ıen ma´s adelante durante el disen˜o de la paralelizacio´n.
Por otro lado, el bucle 11-12 hace mencio´n a los me´todos de Jacobi y de Coloreado de
Grafos. Tal y como se introdujo en el cap´ıtulo de Estado del Arte, el me´todo Jacobi es una de
las te´cnicas de paralelizacio´n aplicables al modelo XPBD, el cual esta´ basado en la acumulacio´n
de las correctivas calculadas por cada restriccio´n para aplicarlas de forma promediada so´lo
una vez al te´rmino de cada iteracio´n, justo antes de procesar la siguiente iteracio´n. Por lo que
respecta al Coloreado de Grafos, cabe recordar que consiste en la agrupacio´n de las restricciones
aplicando un criterio independencia entre s´ı en lo que a comparticio´n de ve´rtices afectados se
refiere. Con esta separacio´n se garantiza la convergencia del sistema y la atomicidad a nivel de
escritura de los deltas de posicio´n (consultar la subseccio´n 2.2.1).
5.3. Discusio´n de la tecnolog´ıa
La tecnolog´ıa que se va a utilizar para la realizacio´n del proyecto, tanto a nivel de desarrollo
como de posterior aplicacio´n viene condicionada por la plataforma de destino que hara´ uso del
sistema, el lenguaje de programacio´n y las te´cnicas de optimizacio´n que se pretenden aplicar.
A continuacio´n, resumimos las decisiones tomadas acerca de estas cuestiones.
El sistema de simulacio´n de mu´sculos que presentamos esta´ pensado para su aplicacio´n en
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la industria de los Efectos Visuales y la Animacio´n 3D. En este sector se utilizan mu´ltiples
programas a lo largo de toda una produccio´n. Algunos esta´n especializados en so´lo una parte
del pipeline de trabajo y otros son ma´s generalistas, abarcando desde las primeras etapas
de modelado hasta fases de simulacio´n, animacio´n e incluso iluminacio´n. En este proyecto
utilizaremos Autodesk Maya como plataforma sobre la que implementar el sistema de mu´sculos.
El motivo principal es que se trata de un software de cara´cter ma´s generalista y es uno de los
ma´s utilizados en VFX.
En cuanto a lenguaje de programacio´n, las alternativas de implementacio´n de plug-ins para
Maya que existen son dos: Python y C++. Como se ha dicho con anterioridad, el modelo de
simulacio´n MSXPBD de Romeo et al. en el que basaremos nuestro desarrollo esta´ implementado
en Python. Dado que el objetivo fundamental que se ha marcado es la optimizacio´n de dicho
modelo, vamos a optar por utilizar C++ por ser un lenguaje compilado muy potente y para
continuar con la l´ınea de trabajo futuro propuesta en el art´ıculo original de MSXPBD.
Si hablamos de las herramientas para el estudio de costes, utilizaremos la librer´ıa chrono
de C++. Nuestra principal preocupacio´n en este punto es identificar los bloques de co´digo que
ejercen de cuello de botella durante la simulacio´n, no tanto la comparativa entre las distintas
herramientas de ana´lisis en s´ı. Por eso, trataremos de ser pra´cticos al respecto y no sobrecargar
el desarrollo del proyecto con las dificultades que puedan conllevar el uso e integracio´n de
herramientas de ana´lisis espec´ıficas dentro de Maya.
En lo referente a las te´cnicas de paralelizacio´n, el ana´lisis realizado en la seccio´n 5.2 ante-
rior y los me´todos estudiados en 2.2.1, hacen constar que XPBD es paralelizable aplicando el
paradigma de memoria compartida, es decir, paralelismo a nivel de tareas. Esto significa que el
co´mputo se divide en tareas que son independientes entre s´ı y que se ejecutan simulta´neamente
en los diferentes cores.
Esta cuestio´n nos lleva a encontrar una interfaz que nos permita implementar tal paralelis-
mo en C++. Se ha decidido utilizar OpenMP basa´ndonos en los conocimientos adquiridos en
la asignatura de Computacio´n de Altas Prestaciones y en su compatibilidad con Maya. Una de
sus caracter´ısticas principales es que permite paralelizar programas secuenciales sin el esfuerzo
de reescribirlos por completo, lo cual es una ventaja para nosotros ya que realizaremos prime-
ramente la implementacio´n del sistema en su versio´n secuencial. As´ı, OpenMP nos permitira´
especificar que´ bloques del co´digo secuencial se ejecutara´n en paralelo.
Respecto a la tecnolog´ıa hardware, la herramienta de la que disponemos es un u´nico equi-
po porta´til modelo MacBook Pro Retina de mediados de 2012. Las especificaciones te´cnicas son:
SO: MacOS High Sierra 10.13.6
Procesador: 2,3 GHz Intel Core i7
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Memoria: 8 GB 1600 MHz DDR3
Gra´fica Integrada: NVIDIA GeForce GT 650M 1024 MB
Gra´fica PCIe: Intel HD Graphics 4000 1536 MB
Cantidad de procesadores: 1
Cantidad total de nu´cleos: 4
Cache´ de nivel 2 (por nu´cleo): 256 KB
Cache´ de nivel 3: 6 MB
5.4. Gestio´n de alcance y planificacio´n
En este cap´ıtulo presentamos la planificacio´n del proyecto en te´rminos de tareas, tiempos
de ejecucio´n y documentos a entregar asociados a las mismas. Para ello, retomamos el listado
de etapas de desarrollo que se proponen en el Cap´ıtulo 1 y las reagrupamos para ajustarlas a
un calendario basado en cuatro bloques que coinciden con los cuatro hitos de entregas:
1. Bloque 1: Disen˜o y Estructura del Proyecto.
En este primer bloque se define el proyecto y su motivacio´n, se recopilan los requisitos y
los objetivos junto con el Estado del Arte, se planifica la distribucio´n de tareas con su
duracio´n y costes y se discute la metodolog´ıa. En este u´ltimo punto, se incluye un estudio
previo del sistema que se quiere optimizar con la finalidad de detectar los puntos de la
implementacio´n que son paralelizables.
2. Bloque 2: Implementacio´n del sistema en C++ single-thread.
En el segundo bloque se realiza la implementacio´n del sistema en C++ secuencial y las
pruebas asociadas para demostrar el funcionamiento, as´ı como el ana´lisis de los resultados
y de los tiempos de co´mputo.
3. Bloque 3. Implementacio´n del sistema en C++ multi-thread.
El tercer bloque comienza con un ana´lisis exhaustivo del co´digo secuencial para definir
los ca´lculos que se quieren paralelizar. Hecho esto, se estudian las te´cnicas de HPC ma´s
apropiadas en cada caso para posteriormente implementarlas, a saber, los me´todos de
Jacobi y Coloreado de Grafos. Por tanto, este bloque se resume en el ana´lisis, disen˜o,
implementacio´n y pruebas del sistema en C++ paralelizado para cada modelo. Del mismo
modo que en el Bloque 2, se incluyen los pertinentes estudios de coste y de calidad de las
simulaciones.
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4. Bloque 4: Documentacio´n.
Para finalizar, el bloque cuarto se ocupa de recoger y documentar todo el desarrollo del
proyecto en la memoria final. Tambie´n formara´ parte del proceso de documentacio´n la
generacio´n de simulaciones y la produccio´n y edicio´n de v´ıdeos con ejemplos de uso y de
resultados del sistema.
En cuanto a planificacio´n, por un lado, las tareas deben ajustarse al intervalo temporal
delimitado por las fechas de inicio y fin del proyecto: 5 de noviembre de 2018 y 15 de julio de
2019 respectivamente, lo que hacen un total de 36 semanas. Por otro lado, deben tenerse en
cuenta periodos vacacionales y d´ıas festivos que puedan causar la dilatacio´n en el tiempo de
algunas tareas. En el caso que nos ocupa, existe un periodo de descanso entre el 28 de noviembre
y el 11 de diciembre de 2018, ambos incluidos.
Asimismo, es importante conocer el esfuerzo computable al proyecto por parte del desarro-
llador, esto es, su carga de trabajo diaria o semanal. Por motivos laborales y personales, la
dedicacio´n a las tareas acade´micas se ve reducida a una media de 15 horas semanales. Teniendo
en cuenta el solapamiento con otras asignaturas que se cursan durante el primer semestre, la
dedicacio´n resultante var´ıa a lo largo de los meses segu´n la siguiente distribucio´n:
Del 5 de noviembre al 20 de enero (11 semanas). Dedicacio´n muy reducida por solapa-
miento con dos asignaturas del ma´ster. Distribuyendo equitativamente el margen de 15
horas, resultan so´lo 5 horas semanales al proyecto.
Del 21 de enero al 15 de julio (25 semanas). Dedicacio´n ma´s amplia debido al te´rmino de
las asignaturas paralelas. En este periodo, las 15 horas semanas pasan a ser exclusivamente
para el proyecto final.
En definitiva, la disponibilidad del autor para desarrollar el proyecto es de 430 horas repar-
tidas a lo largo de las 36 semanas comentadas. Partiendo de estos condicionantes y pensando en
los periodos vacacionales y el intervalo de fechas de inicio y de fin, se ha calculado la duracio´n
de cada tarea en la Tabla 5.6.
De acuerdo con los hitos de entrega establecidos y su adecuacio´n al contenido de los cua-
tro bloques de tareas principales, se han definido los entregables que se listan a continuacio´n
(consultar Tabla resumen 5.7):
1. Entregables 1. Documento escrito que desarrolle los puntos que siguen: introduccio´n,
Estado del Arte, motivacio´n, objetivos, planificacio´n, ana´lisis de costes y metodolog´ıa.
2. Entregables 2. Vı´deo con una compilacio´n de ejemplos de simulaciones obtenidas con el
sistema en su versio´n secuencial. Se espera que sean ejemplos donde se pueda comprobar la
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Tarea Inicio Final Horas Semanas
1 Disen˜o y Planificacio´n 5/nov 2/dic 20 4
2 Implementacio´n C++ single-thread 3/dic 31/mar 180 17
2.1 Implementacio´n core 3/dic 17/feb 90 11
2.2 Implementacio´n plug-in en Maya 18/feb 3/mar 30 2
2.3 Implementacio´n capa intermedia 4/mar 17/mar 30 2
2.4 Pruebas 18/mar 24/mar 15 1
2.5 Calidad de la simulacio´n 25/mar 26/mar 5 0.33
2.6 Ana´lisis de costes 27/mar 31/mar 10 0.66
3 Implementacio´n C++ multi-thread 1/abr 16/jun 170 11
3.1 Estudio y disen˜o de la paralelizacio´n 1/abr 28/abr 60 4
3.2 Implementacio´n core 29/abr 31/may 70 4.75
3.3 Adaptacio´n plug-in en Maya 1/jun 5/jun 10 0.75
3.4 Pruebas 6/jun 11/jun 15 1
3.5 Calidad de la simulacio´n 12/jun 13/jun 5 0.3
3.6 Ana´lisis de costes 14/jun 16/jun 10 0.2
4 Documentacio´n 17/jun 15/jul 60 4
4.1 Redaccio´n de la memoria 17/jun 4/jul 40 2.5
4.2 Generacio´n de simulaciones y v´ıdeos 5/jul 15/jul 20 1.5
TOTAL 5/nov 15/jul 430 36
Tabla 5.6: Planificacio´n del Proyecto. Desglose de los cuatro bloques principales en subtareas,
cada una con su fecha de inicio y de fin y la duracio´n total en horas con su aproximacio´n a
semanas.
dina´mica de los mu´sculos, su interaccio´n y su correcta activacio´n. Adema´s, un documento
con el ana´lisis de los resultados en cuanto a calidad de las simulaciones y tiempos de
co´mputo.
3. Entregables 3. De forma ana´loga al punto anterior, aqu´ı se precisa de un v´ıdeo con las
simulaciones obtenidas con el sistema optimizado, tanto con Jacobi como con Coloreado
de Grafos, junto a un documento de ana´lisis de resultados y tiempos. Este documento
debe contener tambie´n el estudio previo a la implementacio´n sobre las decisiones tomadas
desde el punto de vista de la paralelizacio´n del sistema.
4. Entregables 4. Memoria final del proyecto adema´s de un v´ıdeo recopilatorio de las
entregas 2 y 3, an˜adiendo nuevas demostraciones y comparativas entre los sistemas im-
plementados. Asimismo, se debe incluir tambie´n un v´ıdeo presentacio´n en el que el autor
expone el trabajo realizado.
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Tarea Entregable
1 Disen˜o y Planificacio´n Documento de planificacio´n
2 Implementacio´n C++ single-thread Ana´lisis de resultados + Vı´deo demostrativo
3 Implementacio´n C++ multi-thread Ana´lisis de resultados + Vı´deo demostrativo
4 Documentacio´n Memoria final + Vı´deo resumen + Exposicio´n
Tabla 5.7: Entregables. Resumen de entregables por cada bloque de tareas.
5.5. Estimacio´n de costes
Como es habitual en gestio´n de proyectos, la estimacio´n de costes econo´micos se divide
en dos niveles correspondientes a los recursos humanos y a los recursos materiales. En lo que
a recursos humanos se refiere, la totalidad del desarrollo correra´ a cargo del alumno. Para
calcular el coste laboral asociado, se debe analizar previamente las funciones a desempen˜ar y
determinar a que´ perfil profesional se adecu´a. Siendo un proyecto de investigacio´n ingenieril y
cara´cter te´cnico, vamos a atender a los salarios publicados en el XVIII Convenio Colectivo de
Empresas en Ingenier´ıa y Oficinas de Estudios Te´cnicos del BOE1, con fecha del mie´rcoles 18
de enero de 2017.
En su Art´ıculo 33, se fijan los salarios en diez niveles. El perfil del autor ser´ıa cercano
al Nivel 2, es decir, al perfil de los diplomados y titulados de primer ciclo universitario. La
retribucio´n anual para este grupo es de 17.544,40e . Asimismo, en el Art´ıculo 22 se limita la
jornada laboral a un ma´ximo de 1.800 horas al an˜o. Con estos datos, podemos decir que el
salario es de 9,75e/hora.
A fin de tener en cuenta los costes en Seguridad Social, debemos consultar las Bases y Tipos
de Cotizacio´n para este an˜o 2018. Esta informacio´n se puede encontrar en la pa´gina web del
Ministerio de Empleo y Seguridad Social2. Los cargos a los que debe hacer frente una empresa
que contrata a un trabajador del perfil que se ha comentado, son la suma de: contingencias
comunes, de desempleo, de fogasa y de formacio´n. Segu´n la publicacio´n del Ministerio, estos
costes en procentaje respecto al salario del trabajador son del 28,30 %, 7,05 %, 0,20 % y 0,70 %,
respectivamente. Esto hace un total del 36,25 %, que aplicado al salario por hora implica un
aumento de 3,53e/hora.
Finalmente, nos queda un coste por recurso de 13,28e/hora. Si el nu´mero de horas de
trabajo previstas es de 430, obtenemos un total de 5710,40 e. A esta cantidad, an˜adimos un
margen del 5 % en contingencias para cubrir imprevistos (285,52e), de forma que el coste final
de los recursos humanos asciende a 5995,92e.
Por otra parte, esta´n los recursos materiales necesarios para el desarrollo de las tareas.
1https://www.boe.es/boe/dias/2017/01/18/pdfs/BOE-A-2017-542.pdf
2http://www.seg-social.es/wps/portal/wss/internet/Trabajadores/CotizacionRecaudacionTrabajadores/36537
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A nivel de hardware, como es obvio en un proyecto basado en simulacio´n por computador,
el principal recurso a utilizar es un ordenador. Concretamente, se utilizara´ un MacBook Pro
Retina de 15” que cumple con la siguiente descripcio´n te´cnica: sistema Operativo OSX High
Sierra, versio´n 10.13.6; procesador Intel Core i7 2.3GHz; memoria RAM de 8GB a 1600MHz
DDR3; almacenamiento de 256GB en disco SSD; y gra´fica NVIDIA GeForce GT 650M 1024MB.
El coste neto de este recurso es de 1.990e. Si consideramos un tiempo de vida u´til de 4
an˜os y que la amortizacio´n de este tipo de recursos va en funcio´n de los meses de uso, tenemos
un coste amortizado de 41,46e/mes. Segu´n la planificacio´n del cap´ıtulo 5.4, el proyecto se
extiende durante ocho meses y medio. Por tanto, el coste global es de 352,41e. Aplicando el
5 % de margen de confianza, obtenemos un coste final de 370,03 e.
A nivel de software, tal y como detallaremos en la seccio´n 5.3, el proyecto se va a implementar
ı´ntegramente en CLion 2018.2.3 y a compilar con CMake 3.11. El software para las pruebas de
simulacio´n y visualizacio´n de resultados es Autodesk Maya 2018. Por un lado, el uso de CMake
tiene coste nulo al ser una plataforma open-source. Y por otro lado, para el uso de CLion y Maya
se han obtenido sendas licencias de estudiante. En definitiva, el coste computable al proyecto
por uso de software es cero.
Tambie´n son recursos materiales la conexio´n a internet y la luz ele´ctrica. Una tarifa media
de conexio´n a internet de 30MB asciende a 14,90e/mes. Aplicando los ocho meses y medio de
duracio´n del proyecto y sumando las contingencias, el coste de internet es de 132,98 e.
Para el ca´lculo del coste de la luz ele´ctrica, nos guiamos por el consumo dome´stico medio
mensual, ya que no se necesitan grandes instalaciones. De hecho, el consumo por luz se reduce
a un ordenador porta´til. Por ello, tomemos la cifra aproximada de 30e/mes. Con el mismo
procedimiento que para la conexio´n a internet, el coste aqu´ı asciende a 267,75e, considerando
el 5 % de margen de confianza.
En la Tabla 5.8 se recopilan los costes humanos y materiales, cuya suma nos da un total de
6766,68 e.
Recurso e/hora Horas e/mes Meses Conting.( %) Total
Hardware - - 41, 46 8,5 5 370,03
Software - - 0 8,5 5 0
Internet - - 14,9 8,5 5 132,98
Luz ele´ctrica - - 30 8,5 5 267,75
Trabajador 13,28 430 - - 5 5995,92
Total (e) = 6766,68
Tabla 5.8: Costes del proyecto.
Cap´ıtulo 6
Sistema Single-Threaded
En este cap´ıtulo se expone el disen˜o algor´ıtmico, la definicio´n de clases, el esquema de
ejecucio´n y el ana´lisis de resultados del Sistema Single-Threaded, al cual nos referiremos de
ahora en adelante como SST. El desarrollo de esta versio´n secuencial del sistema corresponde al
Bloque 2 de tareas presentado en la Seccio´n 5.4. Los apartados que siguen esta´n estructurados
de forma que: en 6.1 se expone el estudio de los algoritmos ma´s importantes del SST; en 6.2 y
6.3 se recogen los diagramas de clases y de secuencia respectivamente; y por u´ltimo, en 6.4 se
realiza el ana´lisis de los resultados obtenidos con el SST en te´rminos de calidad de la simulacio´n
y costes de co´mputo.
6.1. Definicio´n Algor´ıtmica
Para comprender la complejidad del modelo de simulacio´n que se pretende implementar,
vamos a retomar el algoritmo gene´rico del bucle de simulacio´n (Algoritmo 1, Seccio´n 5.2) para
detallar aquellos bloques de pseudoco´digo ma´s complejos y relevantes.
Comenzando por el co´mputo a nivel de aplicacio´n, una parte fundamental que se lleva a
cabo es la lectura de datos de la escena y su env´ıo al solver (instrucciones 1-2 del Algoritmo
1). En cada fotograma de la simulacio´n, se debe recoger el estado actualizado de la escena,
esto es, leer y empaquetar la informacio´n de las geometr´ıas (mu´sculos, huesos y otros objetos
colisionadores), la configuracio´n de los para´metros del solver (diferencial de tiempo, fotograma
actual, fuerzas externas, etc.) y tambie´n la configuracio´n particular de cada mu´sculo (fibras,
activacio´n, ganancia de volumen, etc.). Te´ngase en cuenta que distinguimos entre para´metros
constantes y esta´ticos. Los primeros son aquellos que no cambian durante la simulacio´n, es el
caso del diferencial de tiempo, el nu´mero de iteraciones o las escalas de tiempo y espacio, entre
otros. Los segundos son aquellos que pueden variar durante la simulacio´n, por ejemplo, el nivel
de activacio´n de un mu´sculo o su valor de ganancia de volumen.
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Algorithm 2 Pseudoco´digo de la ejecucio´n del grafo de Maya en cada fotograma
1: Leer para´metros dina´micos globales
2: Leer lista de mu´sculos . Nodos mu´sculo activos
3: if frame == startFrame then
4: Leer para´metros constantes globales
5: Inicializar objeto solver . Objeto C++ plano
6: Inicializar colisionadores . Objetos de la escena no mu´sculos
7: for all nodo mu´sculo m do
8: if frame = startFrame then
9: Leer para´metros constantes y dina´micos locales
10: Inicializar objeto muscle . Objeto C++ plano
11: Inicializar restricciones de muscle
12: solver.addMuscle(muscle)
13: else
14: Leer para´metros dina´micos locales
15: Actualizar muscle con para´metros dina´micos locales . De la aplicacio´n al solver
16: if frame 6= startFrame then
17: Actualizar solver con para´metros dina´micos globales . De la aplicacio´n al solver
18: Leer geometr´ıa de los colisionadores
19: Actualizar la informacio´n de los colisionadores en el solver . De la aplicacio´n al solver
20: Computar solver
21: for all nodo mu´sculo m do
22: Actualizar geometr´ıa de m en la escena . Del solver a la aplicacio´n
La recopilacio´n de esta informacio´n depende directamente del modo en el que la aplicacio´n
manipula y almacena los datos. En nuestro caso, Maya ofrece un grafo de nodos interconectados
que guardan toda la informacio´n necesaria. Para el desarrollo del SST, tendremos que imple-
mentar nuestros propios nodos, y por eso, las conexiones del grafo definira´n no so´lo los caminos
de transmisio´n de datos sino tambie´n las relaciones entre las clases que implementaremos en la
Seccio´n 6.2.
Por otro lado, la aplicacio´n tambie´n se encarga del paso contrario, es decir, una vez que el
solver ha finalizado la ejecucio´n para el fotograma actual, debe actualizar el escenario con los
nuevos estados de las geometr´ıas a consecuencia de las deformaciones que el solver aplica sobre
los mu´sculos.
El Algoritmo 2 resume las instrucciones que se llevan a cabo en cada fotograma desde
el punto de vista de Maya, tanto de preparacio´n previa a la ejecucio´n del solver como de
actualizacio´n final de la escena. Tal algoritmo se corresponde con la ejecucio´n del me´todo
compute() del nodo principal que ejercera´ de controlador de todo el sistema. Este me´todo es
llamado automa´ticamente por la aplicacio´n en cada cambio de fotograma durante la simulacio´n.
Si nos centramos ahora en el co´mputo a nivel de solver, nos referimos precisamente al
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conjunto de instrucciones que se lanzan en la l´ınea 20 del Algoritmo 2. El identificador solver
representa un objeto en C++ plano aislado de Maya que implementa el modelo MSXPBD
propiamente dicho. En el Algoritmo 3 se despliega ese conjunto de instrucciones para detallar
los ca´lculos que tienen lugar.
Algorithm 3 Pseudoco´digo del co´mputo del solver
1: for all mu´sculo m do
2: for all ve´rtice v de m do
3: Integrar fuerzas y velocidades de v
4: for all iteracio´n global i do
5: for all mu´sculo m do
6: if i ≤ m.iterations then
7: for all target t de m do . Mu´sculos y colisionadores conectados a m
8: Actualizar geometr´ıa de t
9: Computar restricciones
10: for all mu´sculo m do
11: Actualizar geometr´ıa de m
12: for all mu´sculo m do
13: for all ve´rtice v de m do
14: Actualizar velocidad de v
15: Actualizar posicio´n de v
El bloque de instrucciones 1-3 del Algoritmo 3 representa la integracio´n nume´rica de las
fuerzas externas (gravedad) y de las velocidades. Aplicando el me´todo nume´rico de Euler Semi-
Impl´ıcito, el desglose de esta parte se detalla en el Algoritmo 4. Como aclaracio´n en cuanto a
la nomenclatura, te´ngase en cuenta lo siguiente: vi es el vector velocidad del ve´rtice i; xi es
la posicio´n en el espacio del ve´rtice i al inicio del fotograma; pi es la posicio´n en el espacio
del ve´rtice i resultante de la integracio´n; fext es el vector de fuerzas externas equivalente a la
gravedad en el espacio; wi es la inversa de la masa del ve´rtice i; y ∆t es el diferencial de tiempo,
es decir, el taman˜o de paso del integrador.
Algorithm 4 Pseudoco´digo de la integracio´n nume´rica con Euler Semi-Impl´ıcito
1: for all m en muscles do
2: for all vertex i de m do
3: vi ← vi + ∆t wi fext(xi) . Integracio´n de fuerzas
4: Amortiguar vi
5: pi ← xi + ∆tvi . Integracio´n de velocidades
Completada la integracio´n de fuerzas y velocidades, se obtienen unas posiciones de los
ve´rtices que, usando la terminolog´ıa del modelo XPBD, se denominan predicciones pi. Las
predicciones son las posiciones que las restricciones utilizan para calcular la correccio´n que es
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necesaria aplicar para conseguir llevar el sistema a un estado estable. Este ca´lculo se realiza
en la l´ınea 9 del Algoritmo 3 a nivel de mu´sculo y se denomina proyeccio´n de restricciones.
En el Algoritmo 5 se presenta una generalizacio´n de este co´mputo, ya que las operaciones
concretas para obtener del valor de la restriccio´n (te´rmino C en la formulacio´n del modelo, l´ınea
6) difiere dependiendo del tipo de restriccio´n (fibra, volumen, estructura interna, conexiones
intermusculares, conexiones con el esqueleto, etc.).
Algorithm 5 Pseudoco´digo de la proyeccio´n de restricciones en SST.
1: for all restriccio´n c do
2: for all ve´rtice i incluido en c do
3: Actualizar pi en c
4: Actualizar wi en c
5: Actualizar datos de conexiones de i con los targets en c
6: Calcular C
7: Calcular ∆λc . Multiplicadores de XPBD
8: for all ve´rtice i incluido en c do
9: Calcular ∆pi
10: pi ← pi + ∆pi
11: λc ← λc + ∆λ . Actualizar multiplicadores de XPBD
Por u´ltimo, para cerrar el bucle de simulacio´n del solver, las sentencias 12-15 del Algoritmo
3 se ocupan de convertir las predicciones obtenidas tras el co´mputo de las restricciones en las
nuevas posiciones de los ve´rtices de los mu´sculos, justo antes de actualizar sus geometr´ıas en la
escena de Maya. En el Algoritmo 6 se presenta una versio´n ma´s detallada de estos ca´lculos.
Algorithm 6 Pseudoco´digo de la actualizacio´n final de las posiciones de los ve´rtices
1: for all m en muscles do
2: for all vertex i de m do
3: vi ← (pi − xi)/∆t . Actualizar velocidades
4: xi ← pi . Actualizar posiciones con las predicciones
5: for all restriccio´n c do
6: λc ← 0 . Reiniciar multiplicadores de XPBD
6.2. Disen˜o de clases
En este apartado se expone el disen˜o de clases que implementa el SST. Dada la envergadura
del proyecto, se han elaborado diversos diagramas de clases para separar la informacio´n y
facilitar as´ı su interpretacio´n. En primer lugar, la Figura 6.1 muestra la totalidad de las clases
e interfaces C++ que se implementan, incluyendo sus relaciones, herencias y multiplicidad.
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En este diagrama se han omitido los miembros y me´todos para ofrecer una idea clara de las
relaciones presentes en el sistema.
Como ya se expone en la Seccio´n 5.2, el sistema esta´ articulado en tres capas: aplicacio´n,
capa intermedia y core. A consecuencia de esto, los detalles a nivel de miembros de las clases
se han reservado para las Figuras 6.2, 6.3, 6.4 y 6.5 que se adjuntan ma´s adelante, las cuales
describen, respectivamente: los nodos de Maya (capa de aplicacio´n); la especificacio´n de los
nodos sensores (capa de aplicacio´n); las interfaces y clases en C++ plano que implementan el
modelo MSXPBD (capa core e intermedia); y la especificacio´n de las restricciones de MSXPBD
(capa core).
Si nos fijamos, para comenzar, en la parte inferior con fondo naranja de la Figura 6.1,
encontramos el nodo principal SolverNode que se encarga de instanciar los objetos necesarios
para computar MSXPBD adema´s de leer la informacio´n del resto de nodos de Maya.
Al SolverNode se conectan los mu´sculos que se quieren computar a trave´s de los nodos
MuscleNode. A su vez, cada uno de e´stos se conecta con un WeightsNode que define, por ve´rtice,
el comportamiento de las conexiones con otros mu´sculos vecinos. El nodo AttachmentNode es
un tipo de nodo que nos permite identificar puntos de anclaje de cada mu´sculo con otros objetos
de la escena, por ejemplo, un hueso. Los sensores DistanceSensorNode, RotationSensorNode y
LinearSensorNode se encargan de leer distancias, rotaciones, velocidades y aceleraciones de las
articulaciones del esqueleto para calcular los niveles de activacio´n de los mu´sculos asociados a
esos movimientos. Cada sensor se conecta con un TriggerNode que filtra y limpia sus valores
calculados para obtener curvas de activacio´n y relajacio´n configurables.
En lo referente a la capa intermedia (franja verde en la Figura 6.1), las clases MMuscle y
MMesh guardan una relacio´n u´nica entre s´ı, es decir, todo MMuscle almacena su informacio´n
de geometr´ıa en un objeto MMesh. Ambas son clases derivadas de sus respectivas interfaces
CMuscle y CMesh. Para aclarar la nomenclatura utilizada, se identifica con ((M)) inicial la
implementacio´n para Maya de la interfaz que tiene el mismo nombre pero con ((C)) inicial.
Llegando a la capa core (parte superior de la Figura 6.1), hallamos aquellas clases e interfa-
ces que no utilizan ningu´n me´todo de la API de Maya, es decir, que esta´n totalmente abstra´ıdas
de la aplicacio´n y que, por tanto, ser´ıan extrapolables a otro software de simulacio´n. La clase
CSolver ejerce de controlador para el co´mputo de MSXPBD, es por eso, que existe una u´nica
instancia suya en el nodo principal SolverNode. Por cada nodo MuscleNode conectado al Sol-
verNode, la clase CSolver instanciara´ y almacenara´ un objeto de tipo MMuscle. Asimismo, cada
MMuscle instanciara´ y almacenara´ su MMesh, un vector de CPoint para representar los puntos
de la estructura interna del mu´sculo, un vector de restricciones (en e´l esta´n incluidos todos los
tipos de restriccio´n), un vector de CAttahcment (uno por cada AttachmentNode conectado al
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Figura 6.2: Diagrama de clases detallado de la capa de aplicacio´n: nodos de Maya.
macio´n de geometr´ıa de los objetos vecinos (los denominaremos frecuentemente como targets
y vienen a ser otros mu´sculos incluidos en el solver o tambie´n huesos y objetos colisionadores
esta´ticos). Cada instancia MMesh, por su parte, almacena un vector de CPoint que representan
cada uno de los ve´rtices de la geometr´ıa. En esta capa core, tambie´n encontramos otras clases
auxiliares como BarycentricData o BoundingBox que permiten encapsular datos geome´tricos
para facilitar su manipulacio´n durante el co´mputo.
Como se ha adelantado con anterioridad, la Figura 6.2 muestra los atributos y me´todos
miembro de los nodos de Maya que se van a implementar. Por un lado, los nodos SolverNode,
MuscleNode, AttachmentNode y WeightsNode heredan de la clase MPxNode implementada en
la API de Maya [1]. Por otro lado, el nodo TriggerNode y los sensores son clases derivadas de
MPxLocatorNode, tambie´n de la API de Maya. La especificacio´n de los sensores DistanceSensor,
RotationSensor y LinearSensor se expone en la Figura 6.3.
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Figura 6.3: Diagrama de clases detallado de la capa de aplicacio´n: sensores.
Las clases que constituyen la capa core y la capa intermedia se exponen en la Figura 6.4.
Te´ngase en cuenta las relaciones de multiplicidad que se recogen en el diagrama para comprender
las dependencias entre las clases. Por ejemplo, el objeto u´nico CSolver se encarga de almacenar
un vector de mu´sculos MMuscle que debe computar en cada fotograma.
Por su parte, una instancia de MMuscle, la cual implementa los me´todos virtuales de CMus-
cle, almacena informacio´n sobre la geometr´ıa del mu´sculo en forma de objeto MMesh. Tambie´n
es importante el vector de CPoint para los puntos internos, ya que el modelo MSXPBD precisa
de la generacio´n de una estructura interna basada en puntos internos que se conectara´n con
los ve´rtices de la superficie. Cada objeto CPoint guarda informacio´n sobre su posicio´n actual,
velocidad, aceleracio´n, prediccio´n de la futura nueva posicio´n, direccio´n de la fibra muscular,
etc. Todo mu´sculo, adema´s, almacena informacio´n relacionada con los puntos de los targets
a los que cada ve´rtice de la MMesh se conecta: sus posiciones en la malla del target, la nor-
mal, matriz de transformacio´n, coordenadas barice´ntricas en el tria´ngulo de la malla, ı´ndice de
dicho tria´ngulo, etc. Estos datos quedan bien encapsulados en las clases ClosestTargetData y
BarycentricData. Por u´ltimo, tal y como se ha comentado anteriormente, los MMuscle tambie´n
almacenan un vector de CAttachment para mantener actualizada la informacio´n de los puntos
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en el espacio a los que el mu´sculo permanece fijado.
Por lo que respecta al objeto MMesh, cabe destacar que implementa los me´todos virtuales de
la interfaz CMesh. Entre ellos, encontramos me´todos cruciales para el ca´lculo de las interacciones
entre mu´sculos y targets que permiten, por ejemplo, la bu´squeda de puntos ma´s cercanos, el
co´mputo de intersecciones o la reconstruccio´n de la malla actualizada. Cada instancia MMesh
almacena su vector de puntos CPoint que constituyen los ve´rtices de la malla del mu´sculo.
Tambie´n guarda relacio´n con un objeto BoundingBox que representa la envolvente del mu´sculo
en el espacio y que es muy importante para el ca´lculo del volumen.
Recordemos que MSXPBD tiene su punto de partida en los modelos de simulacio´n de
deformables PBD y XPBD (secciones 2.2 y 2.2.2), y que esta´n basados en restricciones de
posicio´n entre los ve´rtices de la malla. Recordemos tambie´n que los autores de estos modelos
proponen distintos tipos de restriccio´n, por ejemplo, de distancia, volumen, colisiones, bending,
etc. Romeo et al. en su modelo de simulacio´n de mu´sculos, se ocupan de adaptar la restriccio´n
de distancia original adema´s de proponer nuevos tipos que se vuelven necesarios para conseguir
que los objetos adquieran el comportamiento deseado. En la Figura 6.5 se muestra la totalidad
de las restricciones implementadas, siendo todas ellas derivadas de la interfaz Constraint.
La clase FiberCosntraint se corresponde, precisamente, con la adaptacio´n de Romeo et al. de
la restriccio´n de distancia. Otros tipos basados en la distancia son las clases InternalConstraint
y BranchConstraint. La primera tiene que ver con la conexio´n entre los puntos internos del
mu´sculo y los ve´rtices de la malla. La segunda, computa las distancias entre puntos internos
u´nicamente. De forma ana´loga, AttachConstraint (para ve´rtices de la malla) y BranchAttach-
Constraint (para puntos internos) son restricciones que fuerzan al mu´sculo a mantenerse anclado
a los puntos definidos por los CAttachment de la Figura 6.4. Como su nombre indica, Volume-
Constraint implementa la restriccio´n que garantiza la conservacio´n de volumen. En el caso de
MSXPBD, se aplica la ganancia de volumen adecuada cuando el mu´sculo se contrae.
Por u´ltimo, SlidingConstraint, SoftConstraint y HardConstraint son restricciones relaciona-
das con la interaccio´n del mu´sculo con los targets. Cada una de ellas, aplica un criterio diferente
de do´nde debe estar un ve´rtice del mu´sculo respecto a un punto en la malla del target corres-
pondiente. Por un lado, SlidingConstraint aplica la restriccio´n de distancia original entre un
ve´rtice de la malla y un punto cualquiera en la superficie del target, permitiendo que ese punto
viaje sobre dicha superficie a lo largo de la simulacio´n para reproducir un efecto de deslizamien-
to. Por otro lado, SoftConstraint aplica la misma restriccio´n de distancia pero mantiene fijo el
punto del target al que se conecta, es decir, actu´a a modo de muelle. Y por otro, HardConstraint
fuerza a respetar la matriz de transformacio´n del ve´rtice respecto al punto en el target existente
al inicio de la simulacio´n. Para ma´s detalle sobre las restricciones que implementa MSXPBD,
consu´ltese el art´ıculo original de Romeo et al. [16].
58 Sistema Single-Threaded
Figura 6.4: Diagrama de clases detallado de las capas core e intermedia.
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Figura 6.5: Diagrama de clases detallado de la capa core: restricciones.
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6.3. Diagrama de secuencia
En esta seccio´n presentamos el diagrama de secuencia del bucle de simulacio´n del SST para
mostrar las interacciones en orden secuencial que tienen lugar entre los objetos principales del
sistema. El diagrama de la Figura 6.6 reproduce el paso de mensajes entre dichos objetos y
ofrece una versio´n gra´fica de los Algoritmos 3, 4, 5 y 6.
El nodo SolverNode da el control al CSolver para la ejecucio´n del bucle y lo primero que
se computa es la integracio´n de fuerzas y velocidades con la llamada integrate que el sol-
ver hace por cada MMuscle. Esta integracio´n tiene lugar en los puntos de la malla, es decir,
en los objetos CPoint que representan los ve´rtices de la geometr´ıa, y tambie´n en los objetos
CPoint que representan la estructura interna del mu´sculo. Por este motivo, MMuscle ejecuta
una primera llamada de integrateAll a su instancia MMesh y una segunda llamada inte-
grateAllBranchPoints para los puntos internos. Cada CPoint completa la integracio´n en tres
pasos: integrateAccel, dampVel e integrateVel.
Seguidamente, se inicia el bucle de iteraciones del modelo MSXPBD. En cada iteracio´n, el
primer paso consiste en la peticio´n a cada mu´sculo por parte del solver de sus targets. Es el
propio solver el que se encarga de mandarles la informacio´n de geometr´ıa actualizada de esos
targets.
Llegados a este punto, el sistema esta´ preparado para ejecutar la proyeccio´n de restricciones,
que se inicia con el mensaje computeConstraints que el solver manda a cada mu´sculo. A modo
de pre-ca´lculo, los mu´sculos actualizan su bounding box y la informacio´n de puntos en la malla
de los targets a los que cada ve´rtice se conecta mediante las restricciones externas de sliding, soft
y hard. Por cada restriccio´n, se realiza la llamada a su me´todo solve y se actualizan los CPoint
afectados por esa restriccio´n. La actualizacio´n consiste en an˜adir la deformacio´n calculada por
la restriccio´n (addDelta), aplicar el delta acumulado sobre las predicciones (applyDelta) y
limpiar el vector delta para la siguiente iteracio´n (clearDelta). Del mismo modo que en la
integracio´n nume´rica del inicio, este paso de actualizacio´n de puntos tiene lugar en dos niveles:
ve´rtices de la malla y puntos de la estructura interna.
Finalizado el co´mputo de las restricciones, se da paso a la actualizacio´n de la geometr´ıa
del mu´sculo. El solver lanza el me´todo updateMeshWithPredictions de cada mu´sculo, y cada
mu´sculo hace lo propio con su MMesh. A continuacio´n, se actualiza la velocidad de los puntos y
se aplican las predicciones como nuevas posiciones. De nuevo, estos dos pasos se procesan para
los ve´rtices de la malla y tambie´n para los puntos de la estructura interna.
El u´ltimo paso antes de cerrar el bucle de simulacio´n es el reinicio de los multiplicadores de
XPBD en cada restriccio´n. Esto se realiza con la llamada a clearLambdas que cada mu´sculo
hace sobre sus restricciones.
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Figura 6.6: Diagrama de secuencia del bucle de simulacio´n.
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Figura 6.7: Activacio´n y relajacio´n de un mu´sculo simple con SST (T1).
6.4. Ana´lisis de resultados
En esta seccio´n, vamos a enfocar el ana´lisis de resultados desde dos puntos de vista. En
primer lugar, en el apartado 6.4.1 mostraremos los resultados a nivel gra´fico mediante ima´genes
extra´ıdas de las simulaciones realizadas en los distintos escenarios de Test propuestos en la
Metodolog´ıa. Del mismo modo y en segundo lugar, en el punto 6.4.2 estudiaremos los resultados
en te´rminos de coste de computacio´n en los diferentes casos de Profiling.
6.4.1. Calidad de la simulacio´n
Para extraer conclusiones sobre la calidad de la simulacio´n se han ejecutado los test T1 a T7
(ver Seccio´n 5.1). Comenzando por T1, en la Figura 6.7 se muestran cinco fotogramas extra´ıdos
de la simulacio´n. Se puede observar, de izquierda a derecha, que el mu´sculo con forma de o´valo
esta´ relajado y comienza a activarse alcanzando la ma´xima contraccio´n en el fotograma central.
A partir de ah´ı, comienza a relajarse hasta que recupera la forma inicial de reposo. Atendiendo
a estos resultados, podemos decir que la implementacio´n del SST es correcta en tanto que se
consigue una simulacio´n estable donde el mu´sculo se activa y se relaja segu´n lo esperado.
El T2 consiste en la simulacio´n de un mu´sculo anato´micamente realista, en este caso, el
b´ıceps. La Figura 6.8 recoge tres fotogramas durante la activacio´n (fila superior) y tres fotogra-
mas de la relajacio´n (fila inferior). Del mismo modo que en el test anterior, se demuestra que
la implementacio´n ofrece resultados satisfactorios tambie´n cuando se trata de geometr´ıas ma´s
complejas.
Por lo que respecta al T3, se pone a prueba el sistema de interaccio´n entre los mu´sculos
computados por el solver y las geometr´ıas externas que ejercen como colisionadores. En esta
simulacio´n, concretamente, se consideran los huesos del esqueleto como targets colisionadores
del b´ıceps anato´mico. La Figura 6.9 muestra los resultados de la prueba desde una perspectiva
lateral (arriba) y otra frontal (abajo). Como conclusio´n, se puede afirmar que las restricciones
externas que computan las relaciones mu´sculo-esqueleto esta´n cumpliendo su funcio´n.
La Figura 6.10 presenta los resultados del T4. En este test se pretend´ıa comprobar la
estabilidad del sistema a la hora de simular mu´ltiples mu´sculos al mismo tiempo y se ha
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Figura 6.8: Activacio´n y relajacio´n del b´ıceps anato´mico con SST (T2).
Figura 6.9: Activacio´n y relajacio´n del b´ıceps anato´mico conectado al esqueleto con SST (T3).
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Figura 6.10: Activacio´n de b´ıceps y brachialis anato´micos conectados entre s´ı con SST (T4).
observado que el co´mputo de MSXPBD en nuestra versio´n del SST ofrece buenos resultados.
Por otra parte, el test tambie´n ha servido para confirmar que la restricciones externas mu´sculo-
mu´sculo funcionan correctamente.
En el T5 se simula la flexio´n del codo con todos los mu´sculos del brazo, los cuales se contraen
(ver en la Figura 6.11) debido a los sensores de activacio´n a los que esta´n conectados. Cabe
destacar la ganancia de volumen y la forma que adopta el b´ıceps en el momento de ma´xima
flexio´n. A tenor de estos resultados, se puede decir que el sistema de activacio´n y la interaccio´n
inter-muscular y con el esqueleto mantienen coherencia a pesar del aumento en la complejidad
de la escena.
En T6 se pone a prueba el SST en te´rminos de estabilidad y convergencia cuando la anima-
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Figura 6.11: Simulacio´n del brazo completo durante la flexio´n del codo con SST (T5).
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cio´n del personaje realiza movimientos ra´pidos y con mucho desplazamiento. E´ste es un punto
cr´ıtico a la hora de validar un sistema de simulacio´n como el que nos ocupa, ya que para ser
aplicable debe garantizar resultados aceptables en entornos llevados al l´ımite. Las diferentes
capturas que se muestran en las Figuras 6.12 y 6.13 demuestran que los mu´sculos se mantienen
compactos y sujetos tanto al esqueleto como a sus vecinos. Los niveles de activacio´n tambie´n
manifiestan una correcta activacio´n dependiendo de las articulaciones del hombro y el codo.
Por u´ltimo, se ha simulado el cuerpo completo del personaje 3D tal y como describe el test
T7 en la Metodolog´ıa: 6 procesos independientes para separar brazos, piernas y torso, y a su
vez en lados derecho e izquierdo. Si observamos algunos fotogramas de la simulacio´n obtenida
(ver Figura 6.14 con ca´mara frontal y 6.15 con ca´mara trasera), se demuestra la estabilidad de
la implementacio´n y la correcta interaccio´n entre los mu´sculos.
En algunos fotogramas de T7, se ha podido ver una falta de rigidez en determinadas zonas
del cuerpo, por ejemplo, en los mu´sculos isquiotibiales (ver fotograma abajo-derecha de 6.15).
Hay que tener en cuenta que todas las simulaciones aqu´ı realizadas se han completado con
la configuracio´n de los mu´sculos por defecto, es decir, no se han manipulado los valores de
los nodos MuscleNode que se crean. Esto significa que existe un alto grado de mejora en el
comportamiento si se dedica un tiempo a editar esos atributos. De este modo, se podr´ıa evitar
el exceso de relajacio´n comentado mediante el aumento de la rigidez, el nu´mero de iteraciones, el
peso de las conexiones sliding, soft y hard o modificando los rangos de activacio´n y sobrepresio´n.
6.4.2. Ca´lculo de Costes
En este apartado se exponen los resultados de costes de computacio´n en las simulaciones
definidas en la Metodolog´ıa como P1, P2, P3 y P4. Las Figuras 6.16, 6.17, 6.18 y 6.19 recogen,
respectivamente, los resultados de la medicio´n de tiempos en esos casos de test. Cada bloque de
instrucciones (BE) de los escogidos en la Seccio´n 5.1 tiene su columna vertical correspondiente
que refleja el coste de co´mputo medio respecto al coste total medio de un fotograma, en valores
normalizados ∈ [0, 1].
La conclusio´n ma´s evidente que podemos extraer al analizar los resultados es que Closest
Data (BE5) es la tarea que mayor impacto tiene sobre el coste total en los cuatro escenarios,
alcanzando valores de 0,55, 0,62, 0,48 y 0,70 respectivamente. Recordemos que esta tarea hace
referencia al proceso de actualizacio´n de la informacio´n necesaria para las conexiones mu´sculo-
mu´sculo y mu´sculo-esqueleto. El proceso, adema´s, lo realiza cada ve´rtice de cada mu´sculo en
cada iteracio´n del solver y por cada uno de los targets conectados. Trata´ndose de un bloque
de co´digo que se ejecuta muchas veces por fotograma y unido a que los ca´lculos implicados son
costosos en s´ı mismos (por ejemplo, dado un punto en el espacio, buscar el punto ma´s cercano
en la superficie de una geometr´ıa), estos resultados son entendibles.
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Figura 6.12: Simulacio´n del brazo completo sobre movimientos de lucha con SST (T6).
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Figura 6.13: Perspectiva detalle de la simulacio´n del brazo completo sobre movimientos de
lucha con SST (T6).
La diferencia de coste de BE5 respecto al resto de tareas es muy acentuada, sobretodo en
P4, debido a que en este escenario hay mayor complejidad de targets ya que cada mu´sculo
puede llegar a conectarse hasta con un total de 6 targets, entre mu´sculos vecinos y huesos. Esto
implica que en cada iteracio´n del solver, si un mu´sculo tiene 6 targets por ejemplo, cada uno
de sus ve´rtices tiene que calcular 6 veces: el punto ma´s cercano en la malla del target, ı´ndice
del pol´ıgono, ı´ndices de los ve´rtices en el pol´ıgono, vectores normal, tangente y binormal, si hay
interseccio´n o no y la matriz de transformacio´n del ve´rtice respecto al punto en el pol´ıgono.
La segunda tarea con mayor coste es la Proyeccio´n de Restricciones, BE6, con valores de
0,22, 0,19, 0,26 y 0,15. Los ca´lculos que aqu´ı se realizan tienen que ver con el nu´cleo del modelo
de simulacio´n MSXPBD, que se ocupa de calcular las correcciones de posicio´n de todos los
ve´rtices del sistema. Evidentemente, a mayor nu´mero de restricciones, mayor coste asociado en
te´rminos absolutos. Pero lo que vemos en las Figuras 6.16, 6.17, 6.18 y 6.19 son costes relativos
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Figura 6.14: Simulacio´n del cuerpo completo caminando y corriendo con SST (T7).
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Figura 6.15: Simulacio´n del cuerpo completo caminando y corriendo con SST (T7).
6.4. Ana´lisis de resultados 71
Figura 6.16: Coste medio por bloque de tareas por fotograma con SST en P1.
Figura 6.17: Coste medio por bloque de tareas por fotograma con SST en P2.
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Figura 6.18: Coste medio por bloque de tareas por fotograma con SST en P3.
Figura 6.19: Coste medio por bloque de tareas por fotograma con SST en P4.
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Tabla 6.1: Tiempos absolutos en milisegundos por fotograma del SST en P1, P2, P3 y P4.
respecto al coste total del fotograma. Por este motivo, las columnas de BE6 se mantienen con
alturas similares, ya que la complejidad de los casos P1 a P4 penaliza ma´s a BE5.
Otros bloques de tareas con cierta representacio´n en las gra´ficas son Actualizar Colisionado-
res (BE2) y Actualizar Geometr´ıa (BE7). En ambos casos, hablamos de tareas que tienen que
ver con la capa de aplicacio´n: la primera se ocupa de leer informacio´n geome´trica en la escena
y empaquetarla para enviarla al core; y la segunda es su opuesta, ya que se encarga de volcar
en las geometr´ıas de la escena la nueva disposicio´n de los ve´rtices al finalizar cada iteracio´n del
solver. Tiene sentido que estas tareas afecten al tiempo por fotograma puesto que los ca´lculos
implicados aqu´ı llevan consigo la lectura y escritura de puntos en Maya, la comunicacio´n entre
la capa de aplicacio´n y la capa core, y la consecuente necesidad de traduccio´n y conversio´n de
tipos de datos.
En resumen, los cuatro bloques comentados anteriormente (BE5, BE6, BE2 y BE7), aca-
paran casi el total del tiempo de ca´lculo por fotograma, forzando a que el coste relativo de los
restantes bloques de tareas analizados sea pra´cticamente despreciable.
Si hacemos un breve repaso al tiempo total medio por fotograma de los cuatro escenarios
sometidos a test, podemos ver la Tabla 6.1 donde se relaciona el tiempo medio por fotograma
(milisegundos) en cada uno de los test sometidos a profiling respecto al nu´mero de restricciones
presentes en el sistema. Como era de esperar, el tiempo absoluto de co´mputo crece a medida que
la complejidad del sistema aumenta. No obstante, este aumento de tiempo no es estrictamente
lineal. En la Figura 6.20 se ha realizado una regresio´n polinomial cuadra´tica para ofrecer una
versio´n ma´s gra´fica de estos datos.
6.4.3. Estudio comparativo con el modelo original
En este apartado vamos a hacer una breve comparativa de tiempos de co´mputo entre el
sistema single-threaded implementado en el cap´ıtulo y el modelo original MSXPBD. Segu´n
lo expuesto en el Estado del Arte 2.3, Romeo et al. presentan un sistema implementado en
Python sin paralelizacio´n. Los datos de coste que exponen afirman que consiguen resolver
el cuerpo humano completo en 44,04 segundos por fotograma dividiendo la simulacio´n en 6
procesos (brazos, torso y piernas, divididos a su vez en lado izquierdo y lado derecho cada uno).
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Figura 6.20: Ajuste polinomial del coste de SST en P1, P2, P3 y P4.
Su configuracio´n da lugar a un total de 135780 restricciones con 10 iteraciones en el solver. En
unidades de frames por segundo, los tiempos de simulacio´n del sistema se traducen a 0,023 fps.
Para comparar nuestro SST en C++ single-threaded se ha dispuesto de una simulacio´n del
humano 3D tambie´n separada en las mismas 6 secciones con 10 iteraciones, generando 127270
restricciones, un nu´mero ligeramente inferior al del caso de Romeo et al. El tiempo medio
de coste obtenido ha sido de 1,414 segundos por fotograma, dicho de otro modo, una tasa de
refresco de 0,707 fps. Si bien nuestra cantidad de restricciones es menor (se reduce en un 7 %), la
ganancia en velocidad de ca´lculo es mucho mayor, entorno a 30 veces ma´s ra´pida. Esto significa
que el disen˜o e implementacio´n desarrollados para la traduccio´n del modelo de Python a C++
han sido muy satisfactorios en te´rminos de costes.
As´ı y todo, estas comparaciones no tienen en cuenta las diferencias de prestaciones hard-
ware, cosa que resta me´ritos a los resultados obtenidos en este proyecto debido a que nuestros
experimentos esta´n realizados en una ma´quina considerablemente menos potente que la que
utilizan Romeo et al. en su art´ıculo. Su equipo de pruebas es un Intel Core i7-4790K (4,00GHz)
con 32GB de RAM, frente a nuestro Intel Core i7 (2,3GHz) con 8GB de RAM. Esto acentu´a,
todav´ıa ma´s si cabe, la valoracio´n positiva de la implementacio´n realizada en esta seccio´n.
Cap´ıtulo 7
Sistema Multi-Threaded
En este cap´ıtulo presentamos el ana´lisis, disen˜o, implementacio´n y resultados del Sistema
Multi-Threaded, en adelante SMT. El desarrollo de dicho sistema encaja dentro del Bloque 3
de tareas presentado en la Seccio´n 5.4. Al comienzo del cap´ıtulo, se exponen las decisiones
tomadas en cuanto al disen˜o de la versio´n paralelizada de MSXPBD en base a los resultados
obtenidos en el apartado 6.4.2. Seguidamente, tal y como se adelanta en la Metodolog´ıa 5.1,
se exponen las versiones de SMT que aplican el Me´todo Jacobi y el Me´todo de Coloreado de
Grafos. Al te´rmino, se recogen los resultados de las simulaciones y los tiempos de ca´lculo para
compararlos entre s´ı y con el SST original.
7.1. Ana´lisis de la paralelizacio´n
El ana´lisis que presentamos aqu´ı fundamenta sus premisas en los tiempos de coste del
SST recopilados y comentados en el apartado 6.4.2. A continuacio´n, se exponen las decisiones y
estrategias de optimizacio´n que se llevara´n a cabo sobre los puntos cr´ıticos de la implementacio´n
secuencial.
La primera idea que cabe resaltar es que, de los bloques de ejecucio´n sometidos a estudio
en los test de profiling, existen cuatro tareas cuyos ratios de coste respecto al total son muy
pequen˜os. Tanto es as´ı, que pra´cticamente no tienen representacio´n en las gra´ficas 6.16, 6.17,
6.18 y 6.19. Estamos hablando de las tareas catalogadas como Evaluar Grafo, Integracio´n, Ac-
tualizar Targets y Aplicar Predicciones (BE1, BE3, BE4 y BE8, respectivamente). Atendiendo
a estos datos, a pesar de considerarse susceptibles de ser optimizadas en el estudio preliminar
de la Seccio´n 5.2, en las implementaciones del SMT que realizaremos se descarta la introduccio´n
de directivas de paralelizacio´n en dichas tareas, esto es, seguira´n trata´ndose como bloques de
ejecucio´n secuencial. Por tanto, las te´cnicas de optimizacio´n se centrara´n en reducir los tiempos
de ejecucio´n de BE5, BE6, BE2 y BE7.
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El principal bloque a optimizar es BE5, a saber, Closest Data. Segu´n los datos obtenidos
en las mediciones sobre el SST, observamos que claramente se corresponde con el cuello de
botella del sistema. Debido a la naturaleza de MSXPBD en el que los mu´sculos colaboran
e interaccionan entre s´ı para adquirir un comportamiento realista, la magnitud del problema
crece conforme aumenta la cantidad de mu´sculos en la escena de simulacio´n. Por tanto, la
optimizacio´n de BE5 es primordial para conseguir una mejora importante en el SMT respecto
al SST, ya que el objetivo final es ser capaces de simular escenas con elevado nu´mero de
mu´sculos. La idea fundamental para optimizar esta parte se puede resumir en conseguir que
se realicen los ca´lculos implicados en el mayor nu´mero de ve´rtices al mismo tiempo, es decir,
paralelizacio´n a nivel de ve´rtice.
El segundo bloque cr´ıtico del sistema es la Proyeccio´n de Restricciones, BE6. Estamos
hablando del nu´cleo del modelo XPBD (y ma´s concretamente, de MSXPBD) cuya optimizacio´n
se llevara´ a cabo mediante la aplicacio´n de los me´todos Jacobi y Coloreado de Grafos, extra´ıdos
de la literatura relacionada (ver Estado del Arte 2.2.1). Los enfoques de estos paradigmas son
muy distintos y llevan consigo cambios estructurales de co´digo. Es por eso que especificaremos
las estrategias de cada uno de ellos por separado dando lugar, en realidad, a dos versiones
independientes del Sistema Multi-Threaded.
Continuando con los bloques de ejecucio´n a paralelizar, llegamos a BE2 que tiene que ver con
la lectura y env´ıo de informacio´n geome´trica de los objetos colisionadores desde la aplicacio´n
al core. El coste de esta tarea crece conforme aumenta el nu´mero de objetos esta´ticos (no
mu´sculos) en el escenario. La premisa para optimizar esta parte se basa en que la recogida de
los datos sea concurrente para todos los colisionadores. Dicho de otro modo, paralelizar a nivel
de objeto.
Concluyendo con el conjunto de tareas a optimizar, el bloque BE7 se encarga de la ac-
tualizacio´n y escritura de las nuevas posiciones de los ve´rtices en la geometr´ıa de la capa de
aplicacio´n. Este bloque de instrucciones es ejecutado por el solver, de modo que la estrategia
de paralelizacio´n es a nivel de mu´sculo.
7.2. Disen˜o e implementacio´n
En la presente seccio´n vamos a unificar las fases de disen˜o e implementacio´n de la paraleli-
zacio´n. Expondremos de forma algor´ıtmica los bloques de ejecucio´n que se optimizan, comen-
tando la reestructuracio´n de co´digo realizada respecto a la versio´n secuencial y las directivas
de OpenMP introducidas.
Por un lado, en el apartado 7.2.1 se elabora la paralelizacio´n de los bloques que son indepen-
dientes de la proyeccio´n de restricciones de MSXPBD y que por tanto, son comunes a las dos
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versiones del SMT que se plantean en este cap´ıtulo. Teniendo esto en cuenta, hablaremos de
paralelizacio´n gene´rica para referirnos a la optimizacio´n de dichos bloques, concretamente BE5,
BE2 y BE7. Por otro lado, el bloque BE6 es el que se desarrollara´ por separado en 7.2.2 y 7.2.3
por las diferencias intr´ınsecas de los me´todos de Jacobi y Coloreado de Grafos respectivamente.
7.2.1. Paralelizacio´n gene´rica
Comenzando por el bloque de tareas ma´s cr´ıtico, Closest Data (BE5), conviene aclarar
en que´ contexto se ejecuta. Si consultamos el Algoritmo 3 que expone todo el co´mputo del
solver por fotograma, hablamos de que BE5 se corresponde al bucle de las instrucciones 7-8. Se
trata de un bucle que, partiendo del mu´sculo que se esta´ calculando, recorre todos sus targets
conectados (mu´sculos, colisionadores, huesos) y, por cada ve´rtice, realiza una serie de ca´lculos
geome´tricos complejos. A grandes rasgos:
Algorithm 7 Pseudoco´digo del Bloque de Ejecucio´n Closest Data (BE5)
1: for all muscle m do
2: for all target t de m do
3: for all ve´rtice v de m do
4: Ca´lculos relacionados con v y t
Puesto que el nu´mero de ve´rtices siempre sera´ mucho mayor que el nu´mero de targets
conectados a un mu´sculo o que el nu´mero total de mu´sculos dentro del sistema, la paralelizacio´n
ma´s adecuada aqu´ı es a nivel de ve´rtice. Los ca´lculos que tienen lugar en la l´ınea 4 del Algoritmo
7 son los mismos para todos los ve´rtices, es decir, que todas las ejecuciones del bucle ma´s interno
esta´n balanceadas. Todo lo dicho, nos conduce a introducir una directiva de paralelizacio´n de
OpenMP con schedule esta´tico. Adema´s, debido a que este bucle se ejecuta dentro de la clase
MMuscle, hay que tener en cuenta los miembros de la clase y las variables locales que sera´n
compartidas por los distintos hilos, a saber, mMesh, mClosestTargetData, mTargetMeshes y el
booleano initialize. Por todo lo expuesto, la directiva que se implementa es:
El segundo bloque gene´rico es BE2 y se corresponde con la actualizacio´n de los colisionadores
desde la capa de aplicacio´n hasta el solver, esto es, lectura de sus geometr´ıas en la escena y
su traduccio´n y almacenamiento en el solver. Este proceso es llevado a cabo por el nodo de
Maya SolverNode en cada fotograma de la simulacio´n y su ejecucio´n tiene lugar en la l´ınea
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18 del Algoritmo 2. A nivel de implementacio´n, se trata de un bucle que itera por todas las
geometr´ıas esta´ticas del sistema. Se les considera esta´ticas en tanto que no forman parte de la
lista de mu´sculos del solver pero s´ı pueden variar su forma y disposicio´n en el espacio durante
la simulacio´n, por ejemplo, un hueso del esqueleto cuando se articula.
La paralelizacio´n de este bloque, por tanto, se realiza a nivel de objeto colisionador. El u´nico
miembro de la clase SolverNode compartido es mCoreSolver. La planificacio´n de la directiva
omp adecuada es esta´tica ya que la ejecucio´n interna del bucle es igual para todos los casos, sin
condicionales ni bucles integrados que puedan perjudicar el balanceo de los hilos.
El u´ltimo bloque de ejecucio´n tenido en cuenta para la paralelizacio´n gene´rica esta´ relacio-
nado con la escritura de las nuevas posiciones de los ve´rtices en las geometr´ıas de la escena
(BE7). Estas nuevas posiciones son el resultado de calcular todas las restricciones de todos los
mu´sculos del sistema en cada iteracio´n. As´ı pues, es un ca´lculo que lo realiza la instancia de
CSolver notificando a cada mu´sculo que debe volcar su nuevo estado en la escena. Cada mu´scu-
lo, finalmente, realizara´ una serie de conversiones de datos y operaciones con la API de Maya
que no precisan de iteracio´n por ve´rtice. Por todo ello, la paralelizacio´n que se implementa es
a nivel del bucle de mu´sculos en la clase CSolver. Del mismo modo que con BE2, en este caso
la planificacio´n del bloque omp es esta´tica. En cuanto a miembros de la clase compartidos por
todos los hilos, se encuentra la lista de mu´sculos mMuscles.
7.2.2. Paralelizacio´n con el Me´todo Jacobi
En este apartado presentamos la implementacio´n del Sistema Multi-Threaded con el Me´todo
Jacobi para la paralelizacio´n de la proyeccio´n de restricciones en el modelo MSXPBD. Nos
referiremos a e´l como SMT-J. La premisa fundamental de este me´todo es que, para que sea
posible computar las restricciones concurrentemente, e´stas no pueden modificar directamente
las posiciones de los ve´rtices afectados. En su lugar, los deltas de posicio´n (esto es, los vectores
desplazamiento que cada restriccio´n calcula para cada ve´rtice) deben acumularse dentro de
una misma iteracio´n para ser aplicados so´lo una vez al final de la misma. La aplicacio´n de
este sumatorio de deltas la realiza cada ve´rtice sobre s´ı mismo promediando por el nu´mero de















Tabla 7.1: Me´todos y miembros de la clase CPoint an˜adidos a la implementacio´n de SMT-J.
restricciones que le afectan. Adema´s, este promediado debe ser escalado por un factor llamado
de sobre-relajacio´n (consultar Ecuacio´n 2.8).
Dicha premisa supone un cambio considerable en la implementacio´n. En primer lugar, ne-
cesitamos realizar modificaciones en la clase CPoint. La Tabla 7.1 recopila los miembros de
la clase y me´todos que han sido an˜adidos en esta versio´n del SMT-J. As´ı, mNumConstraints,
mOverRelaxation, sus respectivos me´todos setters y getters y tambie´n addConstraint facili-
tan la configuracio´n de las ecuaciones 2.7 y 2.8. Durante la inicializacio´n del sistema, cuando un
mu´sculo construye todas sus restricciones, se va incrementando el contador mNumConstraints
con llamadas a addConstraint. Gracias a esto, la implementacio´n del me´todo applyDelta (que
ya exist´ıa en el SST) se ha actualizado para aplicar coherentemente el promediado de deltas
junto con el escalado por sobre-relajacio´n.
Es importante destacar el uso de std::atomic<int> para acumular de forma separada las
componentes de los delta. Durante el desarrollo, diversas pruebas confirmaron que era menos
costoso este disen˜o que mantener un array de tres elementos. Adema´s, el esta´ndar C++11
no incluye implementacio´n del me´todo std::atomic::fetch add para flotantes. Por ello, nos
servimos de tipos enteros con el consecuente ajuste de la parte entera y decimal. Sin lugar a
dudas, esto supone una pe´rdida de precisio´n que podra´ resolverse con C++20, el cual incluira´
fetch add para tipos flotantes.
Por lo que respecta al me´todo forceApplyDelta, podemos describirlo como el renombra-
do del applyDelta original de SST, ya que permite la escritura directa de un delta sobre la
posicio´n del ve´rtice, sin pasar por el acumulado ni el promediado. Esta funcionalidad ha sido
necesaria para garantizar que ciertas restricciones apliquen totalmente su correccio´n. Por ejem-
plo, hablamos de las restricciones de attachment gracias a las cuales los mu´sculos permanecen
sujetos al esqueleto. En ningu´n caso queremos que, con motivo del promediado y la pe´rdida de
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rigidez, los puntos de anclado lleguen a separarse de los huesos.
A parte de un cambio en el disen˜o de CPoint, el enfoque jacobiano nos obliga a remodelar
el me´todo computeConstraints de MMuscle. Este me´todo es el encargado de computar una
iteracio´n de MSXPBD a nivel de mu´sculo. Tal cosa implica: recorrer la lista de restricciones,
empaquetar los datos que cada una necesita para calcular, proyectarlas, recoger los resultados,
acumularlos y finalmente aplicarlos. Es, por tanto, el me´todo que traduce en co´digo el plantea-
miento del Me´todo Jacobi. En el Algoritmo 8 presentamos la implementacio´n de este me´todo
que iremos comentando para justificarlo (no´tese la diferencia respecto a su homo´logo en el SST,
ver Algoritmo 5).
Algorithm 8 Pseudoco´digo de la proyeccio´n de restricciones en SMT-J.
1: for all restriccio´n Gauss-Seidel c do . Restricciones que no promedian sus deltas
2: for all ve´rtice i incluido en c do
3: Actualizar pi en c
4: Actualizar wi en c
5: Actualizar datos de conexiones de i con los targets en c
6: Calcular C
7: Calcular ∆λc
8: for all ve´rtice i incluido en c do
9: Calcular ∆pi
10: pi ← pi + ∆pi . Llamada a forceApplyDelta
11: λc ← λc + ∆λ
12:
13: for all restriccio´n Jacobi c do . Restricciones que s´ı promedian sus deltas
14: for all ve´rtice i incluido en c do
15: Actualizar pi en c
16: Actualizar wi en c
17: Actualizar datos de conexiones de i con los targets en c
18: Calcular C
19: Calcular ∆λc
20: for all ve´rtice i incluido en c do
21: Calcular ∆pi
22: Acumular ∆pi . Uso de std::atomic::fetch add a nivel de CPoint
23: λc ← λc + ∆λ
24:
25: for all ve´rtice i do
26: pi ← pi + ∆pi ∗ w/ni . w (mOverRelaxation), ni (mNumConstraints de i))
El bloque de instrucciones 1-11 del Algoritmo 8 describe el ca´lculo de todas aquellas restric-
ciones consideradas fuera del planteamiento jacobiano, es decir, aquellas cuyos deltas deben ser
aplicados completamente. Por ese motivo se les ha etiquetado como restriciones Gauss-Seidel
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ya que mantienen el mismo algoritmo que en el SST. El u´nico cambio a nivel de implementacio´n
se halla en la l´ınea 10, puesto que en esta versio´n el me´todo que se ejecuta es forceApplyDelta.
En la l´ınea 13 comienza el bucle que implementa el Me´todo Jacobi propiamente dicho y, por
tanto, es el bucle que paralelizaremos por completo. En e´l, se proyectan todas las restricciones
que participan en el proceso de promediado y esta´n preparadas para poder ser ejecutadas
concurrentemente. A nivel de co´digo, la modificacio´n para aplicar Jacobi se observa en la l´ınea
22 u´nicamente. Es aqu´ı donde cada ve´rtice afectado por una restriccio´n escribe el delta en
el acumulado de tipo std::atomic<int> por componentes. Es importante que esta escritura
sea ato´mica ya que puede darse el caso de que dos restricciones pidan acumular un delta al
mismo ve´rtice en el mismo instante. Para evitar las inestabilidades que esto producir´ıa, ha sido
necesaria la introduccio´n de estas operaciones de cara´cter bloqueante.
Como se ha dicho, el bucle sobre las restricciones de Jacobi puede paralelizarse mediante un
bloque omp cuyas variables miembro compartidas son mConstraints, mMesh y mBranchPoints
(esta u´ltima, recordemos, es la lista de puntos de la estructura interna). La configuracio´n del
schedule es dina´mica ya que el flujo de co´digo var´ıa mucho entre restricciones de disinta clase.
Por ejemplo, la restriccio´n de volumen es muy costosa porque trabaja sobre todos los ve´rtices
de la superficie del mu´sculo haciendo operaciones complejas, mientras que la restriccio´n de
attachment afecta a un u´nico punto al que so´lo tiene que forzarle una traslacio´n.
Al finalizar la proyeccio´n de restricciones, llegamos al punto de aplicar los acumulados. Esto
ocurre en el bucle de las l´ıneas 25-26. Cada ve´rtice del mu´sculo en cuestio´n (incluidos tambie´n
los puntos de la estructura interna) ya tiene almacenados los deltas de todas sus restricciones,
de manera que puede aplicar la Ecuacio´n 2.8 para obtener su nueva posicio´n y estar listo para la
iteracio´n siguiente. En este bucle hay total independencia de datos, ya que son operaciones que
ocurren dentro de la clase CPoint, lo que significa que es un bucle paralelizable sin comparticio´n
de variables y con distribucio´n de hilos esta´tica.
82 Sistema Multi-Threaded
7.2.3. Paralelizacio´n con el Me´todo de Coloreado de Grafos
El me´todo de paralelizacio´n que vamos a implementar en este apartado es el Coloreado de
Grafos (tambie´n llamado Graph-Coloring o simplemente Me´todo de Grafos) dando lugar a una
segunda versio´n del Sistema Multi-Threaded, a saber, SMT-G. El enfoque basado en grafos
consiste en la separacio´n de las restricciones en grupos independientes entre s´ı, entendiendo
independientes como la prohibicio´n de que exista ma´s de una restriccio´n en el grupo que afecte al
mismo ve´rtice. Si se cumple esta premisa, las restricciones de un mismo grupo pueden ejecutarse
en paralelo sin riesgos de concurrencia de acceso a los datos. Tal y como se comenta en el Estado
del Arte 2.2.1, cuanto menor sea el grado de comparticio´n de ve´rtices entre restricciones, mayor
sera´ el taman˜o de los grupos y, por consiguiente, mayor nivel de paralelizacio´n. En la situacio´n
opuesta, cuando las part´ıculas esta´n conectadas a muchas restricciones, se generan muchos
grupos de reducido taman˜o con consecuencias muy malas para la eficiencia del sistema. El
balanceo de carga entre grupos tambie´n es importante, ya que la existencia de grupos grandes
y otros muy pequen˜os afecta negativamente a la ocupacio´n de los hilos durante la ejecucio´n.
Dada la implementacio´n de la que partimos, que es la realizada para el SST donde la pro-
yeccio´n de restricciones se hace recorriendo los mu´sculos secuencialmente, la posibilidad que
tenemos de introducir el me´todo de grafos se reduce a realizar el agrupamiento de restriccio-
nes dentro de cada mu´sculo. Considerar todas las restricciones del solver juntas (ignorando el
mu´sculo al que pertenecen) para construir la agrupacio´n en te´rminos globales del sistema se
antoja inviable. Este planteamiento ma´s global obligar´ıa a un nuevo disen˜o de la arquitectura
del plug-in, cosa que se excede del alcance de este proyecto. Por esta razo´n, la separacio´n de
restricciones en grupos se realiza a nivel interno de cada mu´sculo.
La complejidad del Graph-Coloring se encuentra no tanto en la proyeccio´n de restricciones
en s´ı, sino en el algoritmo de agrupacio´n que se necesita en el momento de inicializar el sistema.
En nuestra implementacio´n, se ha disen˜ado una clase nueva que facilita la asignacio´n del grupo
correcto a cada restriccio´n, a la que llamamos ColoringGroups. A grandes rasgos, esta clase
contiene dos vectores miembro en los que cada posicio´n hace referencia a un grupo. Por eso,
los ı´ndices de uno y otro esta´n interrelacionados en el sentido de que uno almacena los IDs de
restriccio´n an˜adidos a cada grupo, y otro los IDs de ve´rtices pertenecientes a esos grupos. La
implementacio´n de esta clase (ver Figura 7.1) permite construir los grupos de manera sencilla
durante la inicializacio´n del solver e indexar fa´cilmente las restricciones que se pueden ejecutar
en paralelo durante el co´mputo de las mismas. Cuando un MMuscle crea una restriccio´n nueva,
e´ste le da el control a ColoringGroups, quien se encarga de encontrar un grupo disponible en
el que esa restriccio´n no comparta ve´rtices con ninguna otra.
La informacio´n relacionada con la agrupacio´n de restricciones so´lo se calcula una vez, al
comienzo de la simulacio´n. A partir de ah´ı, la integracio´n del me´todo en la implementacio´n
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Figura 7.1: Diagrama de la clase ColoringGroups y su dependencia con MMuscle.
original del SST es directa. En el Algoritmo 9 que se adjunta, vemos el pseudoco´digo de la
proyeccio´n de restricciones de SMT-G. Si nos fijamos, es exactamente igual al Algoritmo 5
pero an˜ade un bucle externo que recorre los grupos obtenidos con la clase ColoringGroups
implementada.
Algorithm 9 Pseudoco´digo de la proyeccio´n de restricciones en SMT-G.
1: for all grupo g do
2: for all restriccio´n c en g do
3: for all ve´rtice i incluido en c do
4: Actualizar pi en c
5: Actualizar wi en c
6: Actualizar datos de conexiones de i con los targets en c
7: Calcular C
8: Calcular ∆λc
9: for all ve´rtice i incluido en c do
10: Calcular ∆pi
11: pi ← pi + ∆pi
12: λc ← λc + ∆λ
La optimizacio´n que propone el Me´todo de Grafos, finalmente, supone la paralelizacio´n
del bucle interno que comienza en la l´ınea 2, es decir, calcular los grupos secuencialmente
y las restricciones en paralelo. Por un lado, a nivel de planificacio´n para la directiva omp se
puede utilizar dynamic ya que habra´ restricciones con costes de ca´lculo muy variados. Por otro
lado, las variables compartidas por todos los hilos son los miembros mConstraints, mMesh y
mBranchPoints igual que ocurr´ıa en la versio´n con Jacobi.
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Figura 7.2: Activacio´n y relajacio´n de un mu´sculo simple con SMT-J (T1).
7.3. Ana´lisis de resultados
Esta seccio´n esta´ dedicada al ana´lisis de los resultados de la paralelizacio´n tanto desde el
punto de vista de la calidad de las simulaciones en te´rminos de comportamiento, como desde
el punto de vista del coste de co´mputo y eficiencia. Someteremos a estudio las dos versiones
del sistema multi-threaded implementadas en el presente cap´ıtulo: la versio´n con Jacobi y la
versio´n con el Me´todo de Grafos.
El apartado 7.3.1 que sigue se va a estructurar, a su vez, en dos sub-apartados para separar
claramente el ana´lisis de SMT-J y de SMT-G. Haremos hincapie´ en los detalles ma´s relevantes de
cada uno que nos ayuden a comparar ambos sistemas con el SST y para extraer las conclusiones
pertinentes. Por su parte, el apartado 7.3.2 se centrara´ en comprender co´mo cambian los tiempos
gracias a las optimizaciones implementadas.
7.3.1. Calidad de la simulacio´n
7.3.1.1. Calidad de la simulacio´n con SMT-J
El SMT con el Me´todo Jacobi ha sido sometido a los test T1 a T7 planteados en la Meto-
dolog´ıa. A continuacio´n, veremos que´ respuesta hemos obtenido con el plug-in implementado
aplicando el enfoque jacobiano. Comenzando con T1 (ver Figura 7.2), se puede observar que
el mu´sculo ovalado reproduce el ciclo de activacio´n y relajacio´n con e´xito. Se puede notar,
no obstante, que en el fotograma final no recupera completamente la forma inicial, denotando
cierta relajacio´n respecto a ella.
En el test T2 se somete a prueba el b´ıceps anato´mico para comprobar que la activacio´n
y ganancia de volumen funciona correctamente en una geometr´ıa compleja. La Figura 7.3
demuestra que con Jacobi tambie´n se obtienen buenos resultados: en la fila superior se realiza
la contraccio´n; y en la fila inferior la relajacio´n. Adema´s, en este caso, el b´ıceps s´ı que recupera
completamente la forma.
En lo referente a T3 para la interaccio´n con el esqueleto, Figura 7.4, podemos decir que
Jacobi resuelve bien la simulacio´n, ya que se observa una contraccio´n del mu´sculo correcta,
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Figura 7.3: Activacio´n y relajacio´n del b´ıceps anato´mico con SMT-J (T2).
adema´s de una ganancia de volumen y un cambio de forma que es coherente con la articulacio´n
del esqueleto. En la imagen se pueden ver tres fotogramas durante la flexio´n del codo (vista
lateral arriba y vista frontal abajo) que evidencian este comportamiento.
Las conexiones entre mu´sculos se ponen a prueba en el test T4. La Figura 7.5 recoge cuatro
instantes de la simulacio´n de un b´ıceps y un brachialis que interaccionan entre s´ı durante el
proceso de activacio´n. Igual que en T3, podemos decir que el cambio de forma es coherente con
la activacio´n de fibras y el incremento de los volu´menes por esta contraccio´n.
En el test T5, llegamos a la simulacio´n con todos los mu´sculos del brazo para comprobar
el comportamiento del sistema cuando la complejidad de la escena es alta. Se adjunta, en
la Figura 7.6, una perspectiva frontal (columna izquierda) y otra lateral (columna derecha)
de cuatro fotogramas generados durante el proceso de flexio´n del codo. Se puede ver que los
resultados son satisfactorios y que, igual que ocurre en los test anteriores, la activacio´n de los
mu´sculos genera cambios de forma realistas.
El test T6 esta´ disen˜ado para comprobar la estabilidad del sistema dada la naturaleza de la
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Figura 7.4: Activacio´n y relajacio´n del b´ıceps anato´mico conectado al esqueleto con SMT-J
(T3).
animacio´n del esqueleto, la cual contiene movimientos que dan lugar a inercias muy elevadas. La
Figura 7.7 presenta cuatro fotogramas del principio de la simulacio´n y, como se puede observar,
SMT-J no es capaz de mantener los mu´sculos acoplados al esqueleto y el sistema se rompe.
Las pruebas realizadas para tratar de resolver este problema se han basado en un incre-
mento del nu´mero de iteraciones, aumento de la rigidez de los mu´sculos, aumento del rango
de activacio´n y tambie´n aumento del peso de las restricciones de tipo HardConstraint que son
las que ma´s limitan el desplazamiento de los ve´rtices. Ninguna de estas decisiones ha logrado
estabilizar el sistema. La literatura especializada advierte de que el Me´todo Jacobi causa relaja-
cio´n del sistema y que, el cociente de sobre-relajacio´n puede ayudar a compensar la pe´rdida de
rigidez pero no siempre es suficiente. En nuestro caso, aumentar este factor tampoco ha resuelto
el problema, ya que un valor demasiado alto del mismo, tambie´n ocasiona que el sistema se
vuelva impredecible.
Llegados a este punto, podemos concluir que nuestra implementacio´n del SMT-J funciona
bien en escenarios simples en los que la animacio´n del esqueleto es ligera y los movimientos
suaves, pero no es aplicable sobre escenas ma´s complejas donde las deformaciones que sufren los
mu´sculos exceden ciertos l´ımites y las restricciones no pueden corregirlos para hacer converger
la simulacio´n.
Con el objetivo de combatir esta deficiencia de nuestro sistema, se ha decidido aplicar
una estrategia nueva no heredada del modelo original de MSXPBD. Dicha estrategia se basa
en forzar que todos los ve´rtices este´n conectados al esqueleto v´ıa HardConstraint y que estas
restricciones se computen siempre al principio de cada iteracio´n y sin formar parte del algoritmo
de promediado que aplica Jacobi. La intencio´n es, ba´sicamente, forzar la colocacio´n de los
ve´rtices al principio del fotograma en sus posiciones correctas respecto al esqueleto y, una vez
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Figura 7.5: Activacio´n de b´ıceps y brachialis anato´micos conectados entre s´ı con SMT-J (T4).
hecho esto, computar el resto de restricciones al estilo jacobiano. Los resultados que se obtienen
con este nuevo enfoque se recogen en la Figura 7.8.
Los resultados de SMT-J con la adicio´n forzada de conexiones al esqueleto resuelve el pro-
blema de la inestabilidad en T6. Ahora, los mu´sculos se mantienen sujetos al esqueleto a pesar
de que sus movimientos sean ra´pidos y exagerados. El hecho de que la introduccio´n de estas
nuevas restricciones corrija el problema, demuestra que la implementacio´n del sistema puede
ser correcta pero que la sobre-relajacio´n de Jacobi es, realmente, un gran inconveniente para
su aplicacio´n sobre MSXPBD.
Si bien la convergencia se recupera al an˜adir ma´s restricciones, es cierto que debemos fijarnos
con detalle en las dina´micas que tienen lugar en los ve´rtices. En los v´ıdeos generados, se ha
detectado que el exceso de conexiones de hard convierten a los mu´sculos en objetos muy r´ıgidos
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Figura 7.6: Simulacio´n del brazo completo durante la flexio´n del codo con SMT-J (T5).
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Figura 7.7: Simulacio´n fallida del brazo completo sobre movimientos de lucha con SMT-J
(T6).
y casi no se aprecian rebotes o efectos de jiggle que se observan t´ıpicamente en otros sistemas
de simulacio´n de mu´sculos. A pesar de que estos detalles no se puedan apreciar en fotogramas
esta´ticos, se adjunta la Figura 7.9 donde se muestran tomas ma´s cercanas de la simulacio´n
realizada para el T6 con estas nuevas conexiones. La conclusio´n importante que debemos sacar
es que, si bien el uso de ma´s restricciones ayuda a estabilizar el sistema con Jacobi, estamos
introduciendo niveles enormes de rigidez, lo cual es un inconveniente muy grande al perder las
dina´micas que es capaz de generar MSXPBD.
Para finalizar con el conjunto de test sobre STM-J, se ha ejecutado T7. Conocido el problema
comentado sobre el exceso de relajacio´n en T6, este nuevo test ha tenido en cuenta las conexiones
extra entre ve´rtices de los mu´sculos y del esqueleto. Algunos instantes de la simulacio´n se pueden
ver las Figuras 7.10 y 7.11 con perspectivas frontal y trasera respectivamente.
Por un lado, se puede decir que los resultados son buenos en la mayor´ıa de los mu´sculos, ya
que permanecen compactos y sujetos al esqueleto evitando problemas como el visto en la Figura
7.7. Por otro lado, debemos hacer hincapie´ en la rigidez de los mismos. Es cierto que el sistema
converge y es estable pero la dureza de los mu´sculos reduce mucho las dina´micas que cabr´ıa
esperar cuando, por ejemplo, se producen apoyos e impactos de los pies en el suelo. Adema´s,
es justo sen˜alar que existe un problema evidente en los isquiotibiales (consultar vista trasera
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Figura 7.8: Simulacio´n del brazo completo sobre movimientos de lucha con SMT-J con el
forzado de HardConstraints de todos lo ve´rtices al esqueleto (T6).
7.3. Ana´lisis de resultados 91
Figura 7.9: Perspectiva detalle de la simulacio´n del brazo completo sobre movimientos de
lucha con SMT-J con el forzado de HardConstraint de todos lo ve´rtices al esqueleto (T6).
7.11). Los mu´sculos de esa zona esta´n totalmente fuera de la interaccio´n con sus vecinos, lo
que produce un comportamiento que no es aceptable. Posiblemente se deba a que, recordemos,
este test se realiza con la configuracio´n por defecto en los MuscleNode. Por eso, la primera v´ıa
para intentar resolver este problema ser´ıa modificar cuestiones relativas a la rigidez, activacio´n,
mu´sculos vecinos o la dureza de las conexiones sliding, soft y hard. Si el problema persiste,
podr´ıa ser que estuvie´ramos ante una limitacio´n importante del sistema con el Me´todo Jacobi.
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Figura 7.10: Simulacio´n del cuerpo completo caminando y corriendo con SMT-J (T7).
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Figura 7.11: Simulacio´n del cuerpo completo caminando y corriendo con SMT-J (T7).
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Figura 7.12: Activacio´n y relajacio´n de un mu´sculo simple con SMT-G (T1).
7.3.1.2. Calidad de la simulacio´n con SMT-G
En este apartado presentamos los resultados logrados con el sistema basado en el Me´todo
de Grafos. Del mismo modo que se hizo con SST y SMT-J, vamos a mostrar ejemplos de las
simulaciones de los test T1 a T7. En primer lugar, el test T1 ha confirmado que la agrupacio´n
de restricciones implementada tambie´n mantiene el funcionamiento ba´sico de nuestro sistema,
en tanto que el mu´sculo se contrae satisfactoriamente (Figura 7.12). En el fotograma central
de esta figura, podemos ver co´mo en el instante de ma´xima activacio´n, el mu´sculo ovalado no
adquiere la forma perfectamente redondeada que se obtuvo en las Figuras 6.7 o 7.2. Esto se
debe, principalmente, al orden de ejecucio´n de las restricciones a causa de la distribucio´n en
grupos. Tal distribucio´n conlleva a que las restricciones FiberConstraint que se calculan en el
u´ltimo grupo tengan mayor influencia sobre el resultado final que las dema´s.
En el T2 de la Figura 7.13 se demuestra que SMT-G funciona bien con un mu´sculo ma´s
complejo. La activacio´n y relajacio´n del b´ıceps es buena en lo que a cambio de forma y volumen
se refiere. Adema´s, el patro´n de deformacio´n no deseado que se observaba el fotograma central
de la Figura 7.12, queda disimulado en este caso gracias a que la densidad de la malla es mayor.
Siguiendo con el estudio del b´ıceps, en T3 se evalu´a la interaccio´n mu´sculo-esqueleto. La
Figura 7.14 resume la fase de contraccio´n del mismo en tres fotogramas (una perspectiva lateral
en la fila superior y una ma´s frontal en la inferior). De nuevo, podemos afirmar que SMT-G
responde bien cuando an˜adimos la presencia de conexiones externas con el esqueleto.
Continuando con el listado de test, en T4 se simulan el b´ıceps y el brachialis anato´micos con
el objetivo de comprobar si la implementacio´n es capaz de resolver bien el problema cuando
se trata de mu´ltiples mu´sculos que interaccionan entre s´ı. Se han recogido en la Figura 7.15
cuatro fotogramas de la contraccio´n. No´tese las formas que adquieren los dos mu´sculos cuando
la activacio´n es ma´xima, denotando mayor rigidez y aumentando el volumen en las zonas
esperadas.
La prueba de simulacio´n con el brazo completo se introduce en T5: la flexio´n del codo
debe activar b´ıceps, brachialis y parte del antebrazo. Siguiendo el criterio aplicado a SST y
SMT-J, en esta ocasio´n tambie´n proponemos cuatro capturas del proceso de contraccio´n desde
dos perspectivas diferentes, frontal y perfil. La validacio´n de SMT-G desde el punto de vista
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Figura 7.13: Activacio´n y relajacio´n del b´ıceps anato´mico con SMT-G (T2).
Figura 7.14: Activacio´n y relajacio´n del b´ıceps anato´mico conectado al esqueleto con SMT-G
(T3).
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Figura 7.15: Activacio´n de b´ıceps y brachialis anato´micos conectados entre s´ı con SMT-G
(T4).
de la complejidad de la escena a nivel de nu´mero de mu´sculos queda demostrada con este
ejemplo (Figura 7.16), ya que las dina´micas y formas que terminan adquiriendo los mu´sculos
son adecuadas a lo que cabr´ıa esperar. Adema´s, la interaccio´n intermuscular responde bien a
pesar de la densidad de ve´rtices y del nu´mero de targets.
En lo que respecta al test T6, se lleva el sistema al l´ımite en cuestiones de convergencia. Tal
y como se ha visto en el apartado anterior 7.3.1.1, no es sencillo conseguir que e´ste sea capaz
de mantener a los mu´sculos bien acoplados para evitar que la simulacio´n falle. Sin embargo,
SMT-G supera el examen segu´n los resultados observados en las Figuras 7.17 y 7.18. A pesar
de la anima´tica complicada del esqueleto, las dina´micas que se obtienen nos invitan a pensar
que el enfoque basado en grafos es el enfoque correcto en comparacio´n con los problemas
experimentados con Jacobi. Gracias a que el Me´todo de Grafos aplica, en u´ltima instancia, el
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Figura 7.16: Simulacio´n del brazo completo durante la flexio´n del codo con SMT-G (T5).
98 Sistema Multi-Threaded
paradigma Gauss-Seidel a nivel de aplicacio´n de los deltas de posicio´n, hemos conseguido un
modelo paralelizado de MSXPBD que cumple con los objetivos marcados para este proyecto.
Por u´ltimo, en T7 simulamos el cuerpo completo para poner a prueba el resto de mu´sculos
del cuerpo. La respuesta que ha tenido SMT-G en este test ha sido muy buena. Como se
puede ver en las Figuras 7.19 y 7.20, las dina´micas que se logran con el Me´todo de Grafos
son coherentes a la animacio´n del esqueleto: la interaccio´n entre mu´sculos es correcta, no se
perciben problemas como ocurr´ıa con Jacobi en este mismo test, la activacio´n de las piernas
se adecu´a a los impactos con el suelo, etc. Si bien es cierto, podr´ıamos decir que hay zonas
con excesiva relajacio´n, de nuevo, en la parte trasera de las piernas. Todo indica a que esta
relajacio´n se podr´ıa corregir incrementando el factor de stiffness en esos MuscleNode o bien
aumentando el umbral de activacio´n.
7.3.2. Ca´lculo de Costes
El estudio de costes que vamos a realizar sobre SMT-J y SMT-G utilizan los escenarios de
simulacio´n P1, P2, P3 y P4 establecidos en la Metodolog´ıa 5.1 para comparar con los tiempos
de SST. La comparativa que realizaremos sera´ midiendo u´nicamente los cuatro bloques de
ejecucio´n sometidos a paralelizacio´n, a recordar: BE2, BE5, BE6 y BE7.
Pero antes de entrar en los detalles de cada uno, el ana´lisis de todo sistema con paraleliza-
cio´n nos obliga a definir primero un aspecto crucial: el nu´mero de hilos que podra´n ejecutarse
concurrentemente. La limitacio´n de este nu´mero viene dada por las caracter´ısticas del equipo
en el que realizamos las pruebas, el cual quedo´ especificado en la Seccio´n 5.3. Cabe recordar
que el hardware en cuestio´n proporciona un total de 4 hilos reales que aumentan hasta 8 con el
uso de Hyper-threading. Con estos datos, hemos sometido el equipo a examen para determinar
un nu´mero fijo de hilos para todas nuestras simulaciones con SMT-J y SMT-G con la intencio´n
de que las comparativas sean lo ma´s ajustadas posibles. As´ı, utilizando un mismo escenario de
referencia (misma cantidad de mu´sculos, restricciones, iteraciones y parametrizacio´n en gene-
ral), hemos ido cambiando el nu´mero de threads que gestionara´ OpenMP, esto es, modificando
el valor de la variable de entorno OMP NUM THREADS.
La Tabla 7.2 recoge los resultados de este experimento, mostrando el coste medio total por fo-
tograma de las implementaciones con Jacobi y con Grafos a medida que var´ıa OMP NUM THREADS.
Los valores de esta tabla se muestran gra´ficamente en la Figura 7.21. Como se puede ver, la
implementacio´n con el Me´todo Jacobi mejora en eficiencia a medida que aumenta el nu´mero
de hilos permitidos, mientras que el sistema basado en Grafos produce sus mejores resultados
con OMP NUM THREADS = 5. Conociendo esta discrepancia entre los dos modelos, vamos a tomar
la decisio´n de completar los test de profiling de los apartados siguientes limitando el nu´mero
de hilos en 5. Lo importante para nuestro estudio es tener datos que comparar bajo las mis-
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Figura 7.17: Simulacio´n del brazo completo sobre movimientos de lucha con SMT-G (T6).
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Figura 7.18: Perspectiva detalle de la simulacio´n del brazo completo sobre movimientos de
lucha con SMT-G (T6).
mas condiciones. Sabremos que Jacobi puede ofrecernos menores tiempos de ca´lculo con ma´s
cantidad de hilos, pero a nivel de comparativa es ma´s conveniente que la configuracio´n de los
sistemas de simulacio´n sea exactamente la misma.
Comenzando con una comparativa de tiempos en el test de profiling P1, se han obtenido
los resultados de la Figura 7.22. Por un lado, podemos ver co´mo BE2 y BE7 tienen coste
mayor en los sistemas multi-threaded. A pesar de que pueda parecer erro´neo, este dato tiene
su explicacio´n en que P1 simula u´nicamente un mu´sculo, y por eso, una paralelizacio´n a nivel
de mu´sculo so´lo supone una sobrecarga por la introduccio´n y gestio´n de OMP. Por otro lado, en
Closest Data (BE5), que es el bloque ma´s costoso en SST, s´ı se obtiene una mejora considerable
tanto con Jacobi como con Grafos: los 6,31ms de SST pasan a 2,28 y 2,07 de SMT-J y SMT-G
respectivamente. Por u´ltimo, la proyeccio´n de restricciones BE6 reduce su coste con Jacobi pero
empeora gravemente con el Me´todo de Grafos, tomando tiempos muy por encima incluso de la
versio´n secuencial.
En el resto de test de profiling (P2, P3 y P4) se dan situaciones similares (ver Figuras
7.23, 7.24 y 7.25). En estos casos, el bloque BE2 (Actualizar Colisionadores) en las versiones
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Figura 7.19: Simulacio´n del cuerpo completo caminando y corriendo con SMT-G (T7).
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Figura 7.20: Simulacio´n del cuerpo completo caminando y corriendo con SMT-G (T7).










Tabla 7.2: Estudio de tiempos (milisegundos por fotograma) con SMT-J y SMT-G en P1, P2,
P3 y P4 en funcio´n del nu´mero de hilos.
Figura 7.21: Gra´fica de costes de co´mputo segu´n el nu´mero de hilos con SMT-J (verde) y
SMT-G (azul) sobre el test T5.
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Figura 7.22: Gra´fica comparativa de costes de co´mputo de los bloques BE2, BE5, BE6 y BE7
con los sistemas SST (rojo), SMT-J (verde) y SMT-G (azul) en el test P1.
optimizadas tiene un coste ligeramente mayor que en la versio´n secuencial (so´lo en P3 se obtiene
mejora). Podemos decir que el nivel de complejidad de objetos colisionadores (en nuestro caso,
huesos del esqueleto) es muy bajo como para que la paralelizacio´n de esta tarea sea beneficiosa.
Dicho de otro modo, la sobrecarga asociada al uso de OpenMP no compensa en situaciones como
las que manejamos, las cuales tienen uno o dos huesos solamente ya que en nuestro esqueleto
se combinan los huesos anato´micos para formar geometr´ıas ma´s sencillas.
La tarea BE7, Actualizar Geometr´ıa, s´ı que mejora en las versiones optimizadas. Esta mejora,
adema´s, se acentu´a en P3 y P4 ya que la cantidad de mu´sculos que se computa es mayor, hasta
17. En este sentido, los resultados invitan a pensar que, a medida que crezca el nu´mero de
mu´sculos en el sistema, el porcentaje de beneficio tambie´n crecera´ con SMT-J y SMT-G.
En lo referente al ca´lculo de Closest Data (BE5), la mejora que observa´bamos en P1 tambie´n
se observa en P2, P3 y P4. Se trata de la tarea en la que ma´s beneficio se obtiene con las
optimizaciones implementadas. No es descabellado pensar que gran parte de la ganancia que
obtengamos con SMT-J y SMT-G se deba a la diferencia en lo que a BE5 se refiere.
En las columnas relativas a la Proyeccio´n de Restricciones podemos ver que Jacobi reduce
el tiempo de co´mputo respecto a la versio´n secuencial pero, el me´todo de Grafos sigue siendo
mucho peor que SMT-J y tambie´n que SST. Por una parte, podemos concluir que la implemen-
tacio´n del me´todo Jacobi se ha realizado con e´xito a tenor de estos resultados. Y por otra, los
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Figura 7.23: Gra´fica comparativa de costes de co´mputo de los bloques BE2, BE5, BE6 y BE7
con los sistemas SST (rojo), SMT-J (verde) y SMT-G (azul) en el test P2.
Figura 7.24: Gra´fica comparativa de costes de co´mputo de los bloques BE2, BE5, BE6 y BE7
con los sistemas SST (rojo), SMT-J (verde) y SMT-G (azul) en el test P3.
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Figura 7.25: Gra´fica comparativa de costes de co´mputo de los bloques BE2, BE5, BE6 y BE7
con los sistemas SST (rojo), SMT-J (verde) y SMT-G (azul) en el test P4.
Test Restricciones Grupos Promedio
P1 571 22 25,95
P2 1040 56 18,57
P3 4035 116 34,78
P4 18567 713 26,04
Tabla 7.3: Relacio´n de restricciones y grupos generados en SMT-G en P1, P2, P3 y P4 con
estructura interna en los mu´sculos.
resultados tan negativos con SMT-G merecen que hagamos un especial ana´lisis. Recordemos
que la principal limitacio´n de dicho me´todo es que si el grado de comparticio´n de las restric-
ciones es muy alto, la eficiencia del sistema cae considerablemente porque el nu´mero de grupos
aumenta y, adema´s, muchos de esos grupos contienen pocas restricciones. La Tabla 7.3 recoge
el nu´mero de restricciones y de grupos creados en cada test de profiling.
El nu´mero de grupos que se obtiene en todos los casos es alto si tenemos en cuenta el nu´mero
de restricciones. Se han realizado varios ana´lisis a nivel interno de los grupos para entender la
composicio´n de los mismos (ver Figura A.1 del Anexo A). Se ha detectado un nu´mero muy alto
de grupos que tienen menos de cinco restricciones, incluso los hay con tan so´lo una. La causa
de esta vaga distribucio´n se debe a la alta comparticio´n de ve´rtices en las restricciones de la
estructura interna. Pensemos que todos los ve´rtices de la malla de un mu´sculo se conectan con
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Test Restricciones Grupos Promedio
P1 469 14 35,4
P2 854 21 40,67
P3 3333 17 196,05
P4 15169 143 106,08
Tabla 7.4: Relacio´n de restricciones y grupos generados en SMT-G* en P1, P2, P3 y P4 sin
estructura interna en los mu´sculos.
un punto de la estructura interna. El nu´mero de puntos internos es muy pequen˜o comparado
con el nu´mero de ve´rtices en la malla, por ejemplo, en el caso del b´ıceps anato´mico tenemos 20
puntos internos por 496 ve´rtices. La consecuencia de esto es que la generacio´n de restricciones
relativas a la estructura interna fuerza la generacio´n de un elevado nu´mero de grupos ya que
cada punto interno puede llegar a conectarse con aproximadamente 30 ve´rtices, es decir, genera
30 restricciones que obligatoriamente deben pertenecer a grupos diferentes por el hecho de
afectar al mismo punto interno.
Si eliminamos la estructura interna, la cantidad de grupos que se generan es mucho menor
tal y como muestra la Tabla 7.4 (consu´ltese tambie´n un ejemplo de esta otra distribucio´n de
grupos en la Figura A.2 del Anexo A). Si prestamos atencio´n a los datos y los comparamos con la
Tabla 7.3, podemos ver que los grupos disminuyen en cantidad pero aumentan en taman˜o segu´n
indica la columna de promedio que divide el nu´mero de restricciones entre el nu´mero de grupos
(te´ngase en cuenta que es una aproximacio´n, no la distribucio´n real). Esta nueva organizacio´n
de grupos favorece el balanceo de los ca´lculos que necesita el Me´todo de Coloreado de Grafos
para ofrecer buenos resultados en cuanto a eficiencia.
Llegados a este punto, lo que se debe aclarar es si deshabilitar la estructura interna real-
mente corrige los malos resultados de coste obtenidos en los test de profiling y si, adema´s, la
calidad de la simulacio´n no se ve afectada. En primer lugar, la Figura 7.26 demuestra que la
nueva distribucio´n de grupos s´ı mejora notablemente la eficiencia del me´todo basado en Gra-
fos (utilizaremos SMT-G* para referirnos a la versio´n sin estructura interna) en los test P3 y
P4. De hecho, en esos casos ya produce mejores resultados que SST, corrigiendo los problemas
detectados en los test previos.
En segundo lugar, para comprobar que la simulacio´n reproduce dina´micas adecuadas con
la versio´n SMT-G*, se ha simulado de nuevo el test T6. La idea es validar esta versio´n sobre
el test ma´s exigente en te´rminos de convergencia del sistema. La Figura 7.27 nos confirma que
as´ı es y que, si deseamos hacer un uso eficiente del Graph-Coloring debemos deshabilitar la
generacio´n de estructura interna sin riesgos de perder estabilidad.
Terminando con el ca´lculo de costes, vamos a comparar el tiempo medio por fotograma
en cada uno de los sistemas implementados en este proyecto (ver datos de la Tabla 7.5). La
108 Sistema Multi-Threaded
Figura 7.26: Gra´fica comparativa de costes de co´mputo de la proyeccio´n de restricciones con
los sistemas SST (rojo), SMT-J (verde) y SMT-G* sin estructura interna (amarillo) en los test
P1, P2, P3 y P4.
Profiling SST (ms/f) SMT-J (ms/f) SMT-G (ms/f) SMT-G* (ms/f)
P1 11,32 7,30 14,36 8,28
P2 24,57 12,89 30,80 13,37
P3 71,49 32,74 69,38 26,26
P4 531,92 198,96 406,68 152,49
Tabla 7.5: Tiempos absolutos en milisegundos por fotograma del SST, SMT-J y SMT-G con
estructura interna y sin ella (SMT-G*) en P1, P2, P3 y P4.
conclusio´n ma´s importante que debemos extraer es que el Me´todo con Jacobi ofrece tiempos
menores que SST y SMT-G en todos los test, excepto en P3 y P4 si lo comparamos con
SMT-G*. Adema´s, recordemos que Jacobi ser´ıa ma´s eficiente si aumenta´ramos el nu´mero de
hilos disponibles hasta 8 (los valores mostrados aqu´ı se obtuvieron con 5 hilos solamente).
Por otra parte, SMT-G (con estructura interna) so´lo mejora al sistema secuencial en P4 y
muy ligeramente en P3. Por u´ltimo, cabe destacar que la modificacio´n del sistema basado en
grafos sin estructura interna (SMT-G*) es el ma´s eficiente en P3 y P4. Es importante recalcar
estos datos puesto que P3 y P4 (simulaciones con mu´sculos anato´micamente correctos) se
corresponden con escenarios t´ıpicos en los que un sistema de simulacio´n de mu´sculos debe
responder bien. La Figura 7.28 representa los datos de la tabla en forma de gra´fica.
Se han calculado los porcentajes de mejora respecto a SST de las optimizaciones implemen-
tadas, ver Tabla 7.6. Algunos de los datos ma´s llamativos son los valores negativos de SMT-G
en P1 y P2. Recordemos que estos dos escenarios son muy simples y hacen uso de pseudo-
mu´sculos como la esfera ovalada o el cubo cuyas geometr´ıas no generan un gran nu´mero de
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Figura 7.27: Simulacio´n del brazo completo sobre movimientos de lucha con SMT-G sin
estructura interna (T6).
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Figura 7.28: Comparativa de la evolucio´n de tiempo medio por fotograma en P1, P2, P3 y
P4 con los sistemas SST, SMT-J y SMT-G.
Profiling SMT-J ( %) SMT-G ( %) SMT-G* ( %)
P1 35,54 -26,79 26,88
P2 47,53 -25,34 45,59
P3 54,20 2,95 63,27
P4 62,60 23,55 71,33
Tabla 7.6: Porcentajes de mejora respecto al sistema secuencial en P1, P2, P3 y P4 de SMT-J,
SMT-G y SMT-G*.
restricciones. En definitiva, son escenarios adecuados para pruebas pero poco exigentes para el
modelo MSXPBD con nuestra optimizacio´n. Al margen de esto, lo que debemos destacar de
todo el estudio realizado son los porcentajes de la u´ltima fila de la tabla relativos al test P4,
ya que se trata de una escena con 17 mu´sculos anato´micamente realistas. Precisamente en este
test, es donde nuestras implementaciones ofrecen muy buenos resultados. La ganancia que se
consigue es, en el peor de los casos, del 23,55 % con SMT-G. El Me´todo Jacobi nos da una
mejora del 62,60 % respecto al sistema single-threaded. Y la versio´n que mayor reduccio´n de
co´mputo implica es la implementacio´n con el Me´todo de Coloreado de Grafos sin estructura
interna, alcanzando el 71,33 % de ganancia en rendimiento.
Para finalizar, se quiere ofrecer una idea ma´s real de co´mo cambia la velocidad de ca´lculo en
cada implementacio´n. Para ello, se ha convertido el contenido de la Tabla 7.5 en valores de tasa
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Profiling SST (fps) SMT-J (fps) SMT-G (fps) SMT-G* (fps)
P1 88.34 136.99 69.64 120.77
P2 40.70 77.58 32.47 74.79
P3 13.99 30.54 14.41 38.08
P4 1.88 5.03 2.46 6.56
Tabla 7.7: Tasas de refresco en fotogramas por segundo de SST, SMT-J y SMT-G con estruc-
tura interna y sin ella (SMT-G*) en P1, P2, P3 y P4.
de refresco (esto es, fotogramas por segundo), mostrados en la Tabla 7.7. Los test P1 y P2 se
han conseguido simular con frame-rates muy altos en todas las versiones, incluyendo el sistema
secuencial y destacando los 136,99 fps de SMT-J en P1. En cualquier caso, se trata de tiempos
por encima (o muy por encima) del mı´nimo necesario para considerar que son simulaciones en
tiempo real. No obstante, P1 y P2 son test con mu´sculos de geometr´ıa sencilla.
El primer profiling que complica la escena es P3, donde tenemos el b´ıceps y el brachialis
anato´micamente correctos. En este caso, SST y SMT-G esta´n por debajo de los 15 fps, tasa que
ya no consideramos tiempo real. Sin embargo, el me´todo con Jacobi (30,54 fps) y el me´todo
de Grafos sin estructura interna (38,08 fps) s´ı alcanzan ese ratio deseado. Con todo, es P4 el
escenario ma´s adecuado para validar un sistema de estas caracter´ısticas, ya que tenemos una
cantidad importante de mu´sculos con geometr´ıa realista.
De peor a mejor caso, comenzamos con el sistema secuencial que no pasa de los 1,88 fps.
Le sigue de cerca la optimizacio´n con el me´todo de Grafos con la estructura interna habilitada.
A pesar de los problemas de balanceado y coloreado de grupos que tiene esta versio´n, consigue
mejorar la tasa de refresco de la implementacio´n single-threaded, llegando a los 2,46 fps. En
tercer lugar se situ´a el sistema con Jacobi que sube hasta los 5,03 fps (de nuevo, te´ngase en
cuenta la ganancia que obtendr´ıa esta versio´n si simulamos con 8 hilos concurrentes). Y final-
mente, la optimizacio´n basada en Coloreado de Grafos sin estructura interna en los mu´sculos
obtiene la tasa de refresco ma´s alta, llegando a los 6,56 fps.
7.3.3. Estudio comparativo con el modelo original
Siguiendo con el planteamiento realizado en el apartado 7.3.3, a continuacio´n vamos com-
parar las versiones del sistema optimizadas con Jacobi y Grafos respecto al modelo original de
Romeo et al. implementado en Python secuencial. Como recordatorio, decir que en el art´ıculo
original de MSXPBD se simula un humano completo a una velocidad de 44,04 segundos por
fotograma. La configuracio´n del escenario de pruebas, segu´n los autores, consiste en una sepa-
racio´n de la simulacio´n en 6 procesos independientes, con un total de 135780 restricciones y 10
iteraciones. Dicho de otro modo, la versio´n Python del plug-in alcanza una tasa de refresco de
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Sistema Implementacio´n Tiempo (s/f) Rendimiento (fps)
Romeo et al. Python Single-Threaded 44.04 0.023
SST C++ Single-Threaded 1.414 0.707
SMT-J C++ Multi-Threaded Jacobi 0.685 1.46
SMT-G C++ Multi-Threaded Grafos 1.138 0.879
Tabla 7.8: Resumen de costes (en segundos por fotograma y en fps) del modelo original en
Python y los sistemas implementados en este proyecto: SST, SMT-J y SMT-G.
Figura 7.29: Comparativa de tasas de refresco (en fotogramas por segundo) entre las versiones
(de arriba a abajo): Python, C++ single-threaded, C++ multi-threaded con el Me´todo Jacobi
y C++ multi-threaded con Graph Coloring.
0,023 fps. Recordemos tambie´n el equipo sobre el que se realizan esas mediciones, a saber, un
Intel Core i7-4790K (4,00GHz) con 32GB de RAM.
En nuestro caso, la escena de simulacio´n para este estudio tambie´n separa el humano en
6 partes para computar 10 iteraciones y 127270 restricciones (note el lector la diferencia de
esta cantidad respecto al test de Romeo et al.). Bajo estas condiciones, por un lado, nuestro
sistema multi-threaded con el Me´todo de Jacobi ha logrado simular cada fotograma en una
media de 0,685 segundos, es decir, con un frame-rate de 1,46 fps. Por otro lado, la versio´n con
el Me´todo de Coloreado de Grafos es algo ma´s lenta, con un coste medio por fotograma de
1,138 segundos, esto es, 0,879 fps. Te´ngase en cuenta que dicha versio´n del enfoque con Grafos
contiene la estructura interna, lo que significa que estamos ante una distribucio´n de los grupos
nada favorable para este me´todo. A pesar de todo, tanto Jacobi como Grafos adquieren tasas de
refresco muy por encima del modelo con Python. Concretamente, Jacobi es aproximadamente
63 veces ma´s ra´pido y Coloreado de Grafos unas 38 veces ma´s ra´pido. Todos estos datos esta´n
recopilados en la Tabla resumen 7.8.
Si mostramos los frame-rates en una gra´fica de barras, Figura 7.29, podemos hacernos una
idea visual de la diferencia de velocidades de ca´lculo. De arriba a abajo, se muestran las tasas de
refresco en fotogramas por segundo de la implementacio´n en Python de Romeo et al., nuestro
Sistema single-threaded, nuestra versio´n multi-threaded con Jacobi y la versio´n con Graph-




En la presente seccio´n, exponemos las conclusiones que se extraen del desarrollo de este
proyecto desde el punto de vista de los objetivos definidos en el Cap´ıtulo 4. En primer lugar, se
ha re-disen˜ado por completo el modelo MSXPBD original de Romeo et al. para implementar
una versio´n en C++11 single-threaded. Los inicios de este proyecto se centraron en lograr una
versio´n compilada del plug-in, en nuestro caso, para Maya 2018 en MacOS. De esta versio´n,
se puede afirmar que los objetivos en lo que a calidad de las simulaciones se refiere, han sido
superados satisfactoriamente. En el apartado 6.4.1 se ha demostrado que el sistema es capaz
de reproducir comportamientos realistas al simular un brazo completo con hasta 17 mu´sculos
anato´micamente correctos y tambie´n el cuerpo entero con 132 mu´sculos divididos en 6 escenas
de simulacio´n independientes.
Algunas de las premisas marcadas para este desarrollo esta´n ligadas a la aplicabilidad del
sistema en la industria de los Efectos Visuales. De hecho, la optimizacio´n de MSXPBD persegui-
da no deb´ıa ir en detrimento de estas condiciones. Hablamos de la alta calidad de los resultados,
la flexibilidad del sistema, la intuitividad y sencillez de parametrizacio´n y la libertad y control
art´ısticos. En este sentido, el plug-in generado ha mantenido la misma configuracio´n en cuanto
a interfaz de usuario integrada en Maya que ten´ıa el sistema presentado por Romeo et al. en
[16].
Partiendo de la implementacio´n secuencial, SST, se realizo´ un estudio de costes de co´mputo
para determinar que´ bloques de ejecucio´n ten´ıan mayor impacto sobre el coste total, con el fin
de focalizar el proceso de optimizacio´n en esos bloques. Dicho estudio confirmo´ que el cuello
de botella se hallaba en el ca´lculo de informacio´n relacionada con las interconexiones entre
mu´sculos, esto es, cuestiones de puntos ma´s cercanos, orientacio´n de normales, transformaciones
relativas, intersecciones, etc. En definitiva, operaciones geome´tricas con la API de Maya que se
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realizan muchas veces a razo´n del nu´mero de ve´rtices que se esta´ simulando. Tambie´n era cr´ıtica
la proyeccio´n de restricciones propia del modelo MSXPBD, as´ı como la lectura y escritura de
ve´rtices desde un punto de vista de comunicacio´n entre la capa de aplicacio´n y la capa core.
Tambie´n ha sido necesario un estudio de los principales me´todos de paralelizacio´n de PBD y
XPBD, a saber, el Me´todo de Jacobi y el Me´todo de Coloreado de Grafos. Ambos me´todos han
sido aplicados sobre la versio´n secuencial para dar lugar a sendos sistemas multi-threaded (SMT-
J y SMT-G). Para ello, se ha aplicado una metodolog´ıa de ana´lisis, disen˜o, implementacio´n y
pruebas de forma separada para finalmente obtener dos plug-ins compilados independientes con
multi-threading. El enfoque de este proyecto basado en la aplicacio´n de te´cnicas de optimizacio´n
en el contexto de HPC ha obligado, adema´s, a profundizar en el estudio y uso de OpenMP como
herramienta de paralelizacio´n.
Si nos centramos en los objetivos exigidos sobre eficiencia, podemos retomar los datos obte-
nidos en la Tabla 7.6 en te´rminos de costes de co´mputo total. La tabla nos dice las reducciones de
tiempo de ejecucio´n de las versiones optimizadas respecto a la implementacio´n single-threaded.
Lo ma´s importante a destacar es que en escenarios complejos con el brazo entero, es posible
conseguir una reduccio´n del 62,60 % con Jacobi y hasta del 71,33 % con el Me´todo de Grafos.
Se trata de mejoras en eficiencia con un margen muy amplio que nos permiten validar el desa-
rrollo realizado en este proyecto y a considerar como satisfechos los objetivos de optimizacio´n
impuestos.
Tanto es as´ı, que si realizamos una comparativa con el sistema en Python de Romeo et
al. del que part´ıamos, obtenemos datos todav´ıa ma´s positivos (recogidos en la Tabla 7.8). Los
autores de MSXPBD comentan que consiguen resolver el cuerpo humano completo dividiendo
la simulacio´n en 6 procesos que suman un total de 135780 restricciones con 10 iteraciones en el
solver en 44,04 segundos por frame, es decir, 0,023 fps. En nuestro caso, 127270 restricciones
con 10 iteraciones nos da un coste de 1,414 (con la versio´n single-threaded), 0,685 (con Jacobi)
y 1,138 (con Grafos) segundos por frame, o lo que es lo mismo, 0,707 fps, 1,46 fps y 0,879 fps. En
otras palabras, en la simulacio´n de todo el cuerpo hemos logrado un incremento del rendimiento
en 30 veces con el sistema secuencial, 63 veces con Jacobi y 38 veces con Graph-Coloring, todas
respecto al modelo MSXPBD original en Python.
Adema´s, esta comparativa es injusta con nuestro sistema tal y como se ha explicado con
anterioridad, ya que los experimentos esta´n realizados en un equipo con menores prestaciones
que el utilizado por Romeo et al. en su art´ıculo. Esto acentu´a la valoracio´n positiva de la
optimizacio´n que se ha completado en este proyecto. Adema´s, en el art´ıculo original se defiende
que MSXPBD alcanza tiempos de ca´lculo equiparables a los de Ziva VFX, que es uno de los
sistemas de simulacio´n de mu´sculos basados en FEM de uso ma´s extendido en la industria.
Por todo ello, podemos afirmar que las implementaciones llevadas a cabo aqu´ı con Jacobi y
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Coloreado de Grafos, se situ´an por delante de otras soluciones actualmente consolidadas en el
mercado en te´rminos de eficiencia.
Desde el punto de vista de la calidad de las simulaciones, los resultados obtenidos son
comparables a los del modelo original de Romeo et al. Los test han demostrado que la activacio´n
de las fibras produce cambios coherentes en la rigidez, forma y volumen de los mu´sculos, dando
lugar a dina´micas que podemos percibir como realistas. Sin embargo, el sistema con el Me´todo
de Jacobi demostro´ ser inestable cuando los movimientos del esqueleto son explosivos, a pesar
de que en otros escenarios ma´s simples el resultado es bueno. Por su parte, el me´todo basado
en Grafos s´ı esta´ a la altura tanto del modelo MSXPBD original como del sistema single-thread
en SST.
Para finalizar la seccio´n, es conveniente comentar co´mo ha evolucionado el desarrollo del
proyecto en comparacio´n a la planificacio´n realizada en el punto 5.4 de esta memoria (consultar
Tabla 5.6). El Bloque 1 de tareas centrado en la definicio´n y disen˜o del proyecto se completo´
satisfactoriamente dentro de los plazos establecidos. Por contra, los plazos de los Bloques 2
y 3 sufrieron retrasos. Por un lado, el Bloque 2 (Implementacio´n del sistema en C++ single-
thread), se dilato´ hasta cinco semanas, pasando del 31 de marzo previsto al 4 de mayo. El
principal motivo fue que, dada la complejidad del sistema, surgieron numerosos problemas y
bugs que requirieron un esfuerzo extra hasta que quedaron solventados y consolidados. Ese
desfase en la Entrega 2, provoco´ a su vez el desfase en la entrega del Bloque 3 (Implementacio´n
del sistema en C++ multi-thread): se traslado´ del 16 de junio al 30 de junio. As´ı y todo, lo ma´s
destacable es que el l´ımite de fecha final de proyecto ha podido respetarse incluso con cinco
d´ıas de antelacio´n, esto es, se ha adelantado del 15 de julio previsto al d´ıa 10 del mismo mes.
Mayoritariamente, este reajuste ha sido posible gracias a que el desarrollo de la documentacio´n,
tanto de esta memoria como de los v´ıdeos demostrativos, ha sido realizo de forma paralela a
medida que se iban completando las distintas tareas relacionadas.
En resumen, podemos concluir que el desarrollo de este proyecto ha cumplido con los obje-
tivos acade´micos, de investigacio´n, de resultados y de planificacio´n fijados al comienzo.
8.2. Limitaciones y trabajo futuro
De todo el desarrollo realizado, es justo destacar la gran limitacio´n encontrada en la imple-
mentacio´n del Sistema Multi-Threaded con el Me´todo Jacobi en lo que a estabilidad se refiere.
Como se ha comentado en apartados anteriores, una de las desventajas del enfoque jacobiano
es el exceso de relajacio´n de las deformaciones debido al promedio que se realiza de los deltas de
posicio´n en los ve´rtices. Esta aproximacio´n introduce una pe´rdida de rigidez considerable que es
crucial para nuestro sistema de mu´sculos. Dados unos movimientos en el esqueleto de conside-
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rable rapidez y desplazamiento, el solver no es capaz de aplicar las correcciones necesarias para
mantener a los mu´sculos en su sitio. Esto genera inercias muy altas que terminan provocando la
inestabilidad de la simulacio´n y, consecuentemente, un crash en la escena de Maya. Ni siquiera
el factor de successive over-relaxation que se propone en la literatura es capaz de contrarrestar
el problema.
Dadas las circunstancias, es posible que el uso del Me´todo Jacobi integrado en MSXPBD
requiera de un redisen˜o del modelo en s´ı mismo. Por eso, una de las l´ıneas de trabajo futuro
se centrar´ıa en tratar de generar nuevas estructuras y restricciones que aseguren la fijacio´n de
los mu´sculos, al mismo tiempo que permitan dina´micas perceptibles en la superficie, es decir,
sin que se conviertan en objetos totalmente r´ıgidos como nos ha ocurrido al introducir las
conexiones adicionales de tipo hard.
Por otra parte, en lo relativo al Me´todo de Coloreado de Grafos, se ha detectado una
limitacio´n importante que tiene que ver con el balanceado de los grupos de restricciones. Hemos
podido ver que el uso de estructura interna produce una elevada comparticio´n de ve´rtices
entre restricciones que conlleva a la creacio´n de muchos grupos de pequen˜o taman˜o. Esto es
muy perjudicial para la eficiencia de una paralelizacio´n basada en grafos como la que se ha
planteado. Hemos podido comprobar tambie´n que con nuestro disen˜o se aplica la proyeccio´n de
restricciones a nivel de mu´sculo, por tanto, ha sido a ese nivel en el que se ha introducido el
coloring y la paralelizacio´n. Es evidente que, si tenemos en cuenta un so´lo mu´sculo, el grado de
comparticio´n puede ser muy alto. Por eso, proponemos una v´ıa de investigacio´n que consiste en
un redisen˜o del sistema completo para que la proyeccio´n de restricciones se haga a nivel general
del solver, es decir, que sea el solver el que controla las restricciones de todos los mu´sculos y
as´ı, pueda generar grupos de gran taman˜o ya que no habra´ comparticio´n entre restricciones de
distintos mu´sculos. Esto generar´ıa un mapa de grupos mucho ma´s eficiente y adecuado para
computar MSXPBD con paralelizacio´n basada en grafos.
En este proyecto, por cuestiones de alcance, no se ha considerado implementar un sistema
h´ıbrido que combine Jacobi con Coloreado. Llegados a este punto en el que hemos podido
experimentar las ventajas y desventajas de cada uno en el caso pra´ctico que nos ocupa, sera´
muy interesante trabajar en un modelo que haga valer los puntos fuertes de uno y otro, con el
fin de lograr una optimizacio´n todav´ıa mejor de la obtenida hasta el momento.
Cuestiones que tienen que ver con las caracter´ısticas tecnolo´gicas del proyecto, y ma´s con-
cretamente con el hardware utilizado para las pruebas, nos invitan a preguntarnos que´ grado
de mejora conseguir´ıamos con la implementacio´n actual si ejecutamos nuestro sistema en una
ma´quina ma´s potente acorde al perfil de prestaciones que se tiene en un estudio de VFX pro-
fesional. Sera´ interesante comprobar en que´ nivel de velocidad de ca´lculo nos situ´a respecto a
los productos que se utilizan en la industria actualmente.
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En el a´mbito del software, otra de las l´ıneas a cultivar tiene que ver con la compilacio´n
del plug-in para otros sistemas operativos comunes, es decir, Windows y Linux. Asimismo, uno
de los motivos por los que este desarrollo ha tratado de separar completamente la capa de
aplicacio´n de la capa core es para poder integrar el plug-in en otros programas con relativa
facilidad. Es por eso que en el futuro nos ocuparemos de disen˜ar e implementar nuestro sistema
en aplicaciones como Houdini, Unity3D o Unreal Engine.
Y finalmente, desde una perspectiva de investigacio´n y modelado intr´ınsecos a MSXPBD,
heredamos aqu´ı las l´ıneas de trabajo futuro ya sugeridas por Romeo et al. que se centran en
el estudio de las restantes capas de tejidos orga´nicos que se contemplan en el contexto de la
simulacio´n de personajes: las fascia, la grasa y la piel.
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Ape´ndice A
Me´todo de Coloreado de Grafos:
Ejemplos de composicio´n de grupos
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Figura A.1: Distribucio´n de restricciones por grupo en la esfera, b´ıcceps y brachialis con
estructura interna.
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Figura A.2: Distribucio´n de restricciones por grupo en la esfera, b´ıceps y brachialis sin es-
tructura interna.
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