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Abstract 
In this paper we present an experimental comparison of several numerical tools for 
computing the numerical rank of dense matrices. The study includes the well-known 
SVD. the URV decomposition, and several rank-revealing QR factorizations: the QR 
factorization with column pivoting, and two QR factorizations with restricted column 
pivoting. Two different parallel programming methodologies are analyzed in our paper. 
First, we present block-partitioned algorithms for the URV decomposition and rank-re- 
vealing QR factorizations which provide efficient implementations on shared memory 
environments. Furthermore, we also present parallel distributed algorithms, based on 
the message-passing paradigm, for computing rank-revealing QR factorizations on mul- 
ticomputers. 0 1998 Elsevier Science Inc. All rights reserved. 
1. Introduction 
Consider the matrix A E KY’“” (w.1.o.g. m 3 n), and define its rank as 
1’ := rank(il) = dim(range(A)). 
The rank of a matrix is related to its singular values a(A) = {crt ,02,. , o,,}, 
p = min(m, H), since 
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rank(rl) = Y iff cil 3 c2 3 .. 2 cTv > rsr+l = = op = 0. 
In practice, due to rounding and measuring errors, this definition is changed 
to that of numerical rank [13]. Thus, matrix A has numerical rank (6, F, Y) with 
respect to ]I . /I iff 
Y = inf{rank(B): ]]A - B]] < e} 
and 
e < 6 < sup{y~: [IA - B]l <ye + rank(B) 3 Y}. 
In particular, if the two-norm is used, then A has numerical rank (6? F, r) iff 
err 3 6 > t 3 (T,,+l. 
The computation of the numerical rank of dense matrices is a problem that 
arises in many areas of science and engineering, for example, in the solution of 
rank-deficient leastsquares problems, in geodesy [14], computer-aided design 
[17], nonlinear leastsquares problems [21], the solution of integral equations 
[lo], and the calculation of splines [16]. Other applications arise in beam form- 
ing [3], spectral estimation [20], and regularization [18]. 
Basically, there exist three numerical tools that can be applied to this prob- 
lem: the singular value decomposition (SVD), the URV decomposition, and 
the rank-revealing QR (RRQR) factorizations. 
The SVD offers highly reliable and complete information about the singular 
value distribution of a matrix [ 151; e.g., the singular values and singular vectors 
can be explicitly computed, and from these, explicit basis for the range space 
and the null space of the matrix are available. On the other hand, if the only 
goal is to compute the numerical rank, most of this information is unnecessary. 
The SVD presents the major drawback of its high computational cost. Thus, 
from a practical point of view, this decomposition is only interesting when 
the accuracy of the results is a major requirement. 
An alternative method that allows the identification of the null space of a 
matrix, and provides an explicit basis for it, is the URV decomposition [26]. 
This decomposition is as effective as the SVD for separating the null space 
of a matrix, and allows a low-cost update of the decomposition if one or several 
rows are added to A once its factorization is known. 
A third approach for the computation of the numerical rank are the RRQR 
factorizations. The most well-known among these is the traditional QR factor- 
ization with column pivoting (hereafter, QRP) [l 11. Two new RRQR algo- 
rithms have been recently developed that improve both the rank-revealing 
properties and the efficiency of the QRP [4,5]. 
On current cache-based (parallel) architectures, a key factor to an efficient 
use of the computer resources is the amount of data movements between the 
cache memory and the main memory. On these architectures the performance 
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of the algorithms is increased by reducing the transfers by means of the so- 
called block-partitioned techniques, and matrix-matrix (BLAS-3) computa- 
tional kernels. 
On parallel distributed architectures (multicomputers) an additional key fac- 
tor is the amount of data transfers of local data among the processors. Thus, 
on multicomputers the goal is to combine a small communication overhead, 
and a balanced distribution of the computational load among the processors. 
These goals can also be achieved by means of matrix-matrix (BLAS-3) kernels. 
In this paper we report the experimental comparison of several algorithms 
for computing the numerical rank of dense matrices on cache-based architec- 
tures (basically, uniprocessors and shared-memory multiprocessors). The study 
includes the LAPACK implementation of the SVD, a new block-partitioned al- 
gorithm for the URV decomposition, a BLAS-3 algorithm for the QRP, and 
two recent BLAS-3 RRQR factorizations. 
We also present an experimental analysis of several parallel distributed algo- 
rithms for computing rank-revealing QR factorizations on multicomputers. 
In Section 2 the GolubReinsch SVD algorithm is described. In Section 3 
we introduce a new block-partitioned algorithm for computing the URV de- 
composition. Then, in Section 4 we present a BLAS-3 version of the traditional 
QRP factorization, and two recently developed RRQR factorizations. Finally, 
we compare the performance and accuracy of these numerical tools in Sec- 
tion 5, and in Section 6 we present the concluding remarks. 
2. The SVD in LAPACK 
In the SVD, matrix A E KY’“” is factorized as 
A = iJCVT, (1) 
where C = diag(o,, g2,. . ! cp) E R““” and U E [w”““, V E R”““, have orthonor- 
ma1 columns. 
The GolubReinsch algorithm for the SVD consists of a two-stage proce- 
dure. First, matrix A is bidiagonalized by means of Householder reflectors, 
as follows. 
Algorithm SVD-Stage 1 
for j= 1:n 
Compute a Householder reflector Uj E [Wm~j+‘xm~j+’ such that 
lJjA(j:m,j) = (llACJ:m,j)112,0 ,..., O)T 
Apply the Householder reflector to the matrix: 
A(j: m, j: n) +- UjA(j: m, j: n) 
ifj<n-2 
Compute a Householder reflector I$ E R”~-‘““-i such that 
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v+Cj,j+ l:n)T = (]]A(j.j+ l:n)]~z,O,...,O)T 
Apply the Householder reflector to the matrix: 
A(j:m.j:n) +A(j:m.j+ I:rz)V, 
end if 
end for 
Then, an iterative procedure is applied to the bidiagonal matrix to annihilate 
the off-diagonal elements [12]. This procedure relies on the application of Giv- 
ens rotations from the left and from the right to the bidiagonal matrix, and the 
problem is usually decoupled into smaller-size problems after a few iterations. 
The Golub-Reinsch SVD algorithm provides highly reliable information 
about the singular value distribution. Actually, the exact SVD of 
2 = A + AA, where IlMIJ2 6 EIIAII~ IS computed [15]. Furthermore, the comput- 
ed singular values Ok, X- = 1.. . .p, satisfy that ]]cx - Gk]] < toI; thus, the nu- 
merical rank is computed in the SVD decomposition with a high accuracy. 
On the other hand, the computation of the singular values (matrix X) by 
means of the Golub-Reinsch SVD algorithm is quite expensive. It requires 
O(4mn’ - 4n3/3) flops (floating-point arithmetic operations) for the bid- 
iagonalization procedure, and approximately 0( 32i) flops for each iteration 
of the iterative refinement on a block of size i [12]. 
The implementation of the SVD in LAPACK [l] (XGESVD) reduces a matrix 
A to bidiagonal form (xGEBRD) by means of block reflectors. At each iteration 
of the bidiagonalizing procedure, blocks of nb columns and rows of the matrix 
are bidiagonalized, and then the rest of the matrix is updated with highly effi- 
cient BLAS-3 kernels. 
In the second stage, an iterative algorithm [S] is used to compute accurately 
the singular values and is usually faster than the standard approach in the SVD 
Golub-Reinsch algorithm. In this algorithm (xDBSQR), Givens rotations are 
applied to two vectors, which correspond to the diagonal and nonzero off-di- 
agonal elements of the bidiagonal matrix. 
3. The URV factorization 
In the URV decomposition [26], A E W’“” is factorized into 
(2) 
where U E W’“” and V E W”” have orthonormal columns, RI1 E UT”“, and 
llR12ll2 = llR22112 = 0r+1. 
The algorithm for the URV decomposition [26] requires an initial triangu- 
larization of the matrix, which can be carried out by means of any orthogonal 
decomposition, e.g., the QR factorization. 
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Next, the triangular matrix is further reduced to the required form Eq. (2) 
by applying Givens rotations, as follows. 
Algorithm URV-Stage 2 
icn 
while (oml,,(R( 1: i. 1: i)) < tol) 
Compute the right singular vector, c; E [w’, 
associated with o,i,(R( 1: i. 1: i)) 
fork=i- l:-1:l 
Compute a Givens rotation Gr,, E IX”’ such that 
G;,kc;(k: k + 1) = (Ilo;(k: k + 1) 112. O)T 
Apply the Givens rotation to the matrix: 
R(l:k+ l,k:k+ 1) +R(l:k+ l,k:k+ l)G;:h 
Compute a Givens rotation Gf,k E iw”’ such that 
GIkR(k:k+ 1,k) = (IIR(k:k+ l,k)j12,0)T 
Apply the Givens rotation to the matrix: 
R(k: k + 1~ k: n) +- G;,kR(k: k + 1, k: rz) 
end for 
ici-1 
end while 
The triangular matrix can be further processed to provide a matrix with 
dominant diagonal elements [26]. 
Since only orthogonal transformations are involved in the URV decompo- 
sition, we obtain the exact triangular factor R of k = A + AA, where 
]IMllz <ctllAllz, and c is a constant that depends on m, n, and the number 
of orthogonal transformations applied [15]. Furthermore, the second stage in 
the URV decomposition is guaranteed to reveal whether A has a small singular 
value as a rank degeneracy in R. The determination of whether R is rank defi- 
cient can be carried out by the condition estimator in [19]. 
If the QR factorization is employed as the initial orthogonal decomposition, 
the algorithm for the URV decomposition requires 0(2mn2 + 7n3/2 - 25nr?/6) 
flops for computing the numerical rank of A from the triangular factor R (note 
that the previous algorithm can be stopped as soon as R is determined to be full 
rank, and the cost of estimating each right singular vector is O(i’) flops). 
The initial triangularization in the first stage of the URV decomposition can 
be carried out by means of the efficient BLAS-3 QR factorization (LAPACK 
xGEQRF). 
BLAS-3 computation kernels can be introduced in the second stage if we de- 
lay the application of Givens rotations, construct an aggregated transforma- 
tion, and perform the updating by means of BLAS-3 kernels. Although the 
updating is more efficient, this algorithm presents a quite higher cost, due to 
the construction of the aggregated transformations. 
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Therefore, a different and also efficient approach has been selected, which 
presents a higher locality of data access. In our algorithm, the matrix is parti- 
tioned into nb x nb blocks, and the application of Givens rotations is perform- 
ed by means of the usual BLAS-1 routine (xROT). Then, the application of the 
rotations is delayed so that each block is accessed only once. 
4. Rank-revealing QR factorizations 
The decomposition 
AP= Q(R;’ ;:g. 
where P is an n x n permutation matrix, Q E 1w”“” has orthonormal columns, 
and R E I??‘“” is upper triangular, is said to be an RRQR factorization with nu- 
merical rank Y iff K(R,,) M cl/o,., R,, E KY”“, and llR221)2 M G,.+~. 
Whenever there is a well-defined gap in the singular value spectrum, the 
RRQR factorization reveals the numerical rank of A by having a well-condi- 
tioned leading submatrix RI,, and a trailing submatrix Rz2 of small norm. 
4. I. The QR ftictorization with column pivoting 
In [l l] a column pivoting technique is introduced in the QR factorization 
[15] which in practice reveals the numerical rank of a matrix. The algorithm 
for the QRP can be stated as follows. 
Algorithm QRP 
forj= 1:n 
Determine k such that \IA(~: m, k)l12 = max;+,]lA(j: m, i)l12 
Permute the jth and the kth columns of A 
Compute a Householder reflector Qj E [WmYjf’ xm-j+1, such that 
QjA(j+ l:m,j) = (IIA(j+ l:mrj)l12,0 ,..., O)T 
Apply the Householder reflector to the matrix: 
R(l:j,j) + QjA(l:j,j) 
A(j:m,j+ 1:n) +- QjA(j:m,j+ l:n) 
end for 
In this algorithm, the computed triangular factor fi is the exact factor R of a 
matrix A + AA, where ]lhAl12 6 c~llA11~, and c is a constant that depends on m 
and n [15]. 
This algorithm requires O(4mnr - 2r*(m + n) + 4r3/3) flops if Q is not con- 
structed. 
The bulk of the computational work in the QRP is performed in the matrix 
update stage, which relies on matrix-vector operations and rank-l updates 
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(BLAS-2). However, to arrive at a block QR factorization algorithm, we would 
like to avoid updating part of A until several Householder reflectors have been 
computed, and then apply these transformations by means of BLAS-3 opera- 
tions [25]. This strategy is difficult to implement in the QRP, since a vector with 
the norms of the columns must be updated before the next pivot column can be 
chosen. 
Recently, a new procedure has been proposed for computing the QR factor- 
ization with column pivoting, that allows the use of block reflectors, while 
maintaining the pivoting sequence and the numerical properties of this ap- 
proach [23]. The idea behind the algorithm is the following: For each consec- 
utive nh steps, in each step only one row and one column of the matrix is 
updated, leaving the rest to be updated at the end of the nb steps with a block 
update, namely, a rank-& update. The new subroutine has been named 
xGEQP3 and it will appear in the next public release of LAPACK. 
4.2. A block QR factorization with restricted pivoting 
In this subsection we describe a variant of the QR factorization which is 
more efficient on current architectures and besides produces an approximate 
rank-revealing triangular factor. 
The “restricted” block pivoting algorithm proceeds in four phases: 
Algorithm RRQR-Stage 1 
Phase 1: Pivot column with largest two-norm into first position. 
Phase 2: Compute a block QR factorization with restricted pivoting. 
Phase 3: Carry out traditional pivoting among the columns rejected in phase 2. 
Phase 4: Compute a QR factorization of the columns rejected in phase 3. 
In the second phase of this algorithm, the scope of pivoting is limited, and 
thus it i6 possible to introduce block algorithms [2]. The idea is graphically de- 
picted in Fig. 1. Consider that the columns to the left of the pivot window are 
already processed. Next, the following pivot column is selected from those in- 
side the pivot window, this column is factorized, and the corresponding House- 
holder reflector is only applied to the rest of the columns in the pivot window. 
Once several Householder reflectors are available, these are combined into a 
compact reflector Y7YT, which is applied then to the columns on the right. A 
more detailed description of this procedure can be consulted in [4]. 
Since only orthogonal transformations are involved in the algorithm, the 
computed triangular factor presents the same backward error as in the 
QRP. Moreover, it requires approximately the same number of IIops as the 
QRP. 
The factorization computed with this algorithm provides a good approxima- 
tion to an RRQR factorization. However, due to the use of the restricted piv- 
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Fig. 1. Restricted pivoting of the QR factorization with local pivoting. All the pivoting is usually 
restricted to the window labeled “pivot”. 
oting, this QR factorization does not guarantee to reveal the numerical rank 
correctly. Therefore, a postprocessing stage is required which reveals the nu- 
merical rank from the triangular factor R. 
4.3. Rank-reveding QR ,fuctorizutions ,jbr triunguluv Mzatrices 
In [7,22] two theoretical approximations for computing the numerical rank 
of a triangular matrix are introduced. This triangular matrix can be obtained 
by means of an initial orthogonal decomposition like the QR factorization 
or the QRP. While the former is faster, it also produces a triangular factor 
which requires a more expensive postprocessing. 
We have developed a variant of “Algorithm 3” in [22]. Given k and .f‘, 
0 < f < 1 /m, the algorithm is guaranteed to halt and produce a factoriza- 
tion Eq. (3) that satisfies 
G,~(RII) 3 
dk&+l) 
o&j. 
(~,,,a, CR221 G dk + lJtn - k, ok.,.,(A). 
.f 
(5) 
The ,f-factor in this algorithm is used to prevent cycling of the algorithm. 
Thus, the higher f is, the tighter are the bounds in Eqs. (4) and (5) and the 
better the approximations to the kth and (k + 1)st singular values of R. How- 
ever, if f is too large, the algorithm requires more iterations, and because of 
round-off errors, it might present convergence problems (we used 
f = 0.9/m in our experimental studies). 
Our implementation incorporates several improvements over this algorithm 
[4,5]. Specifically, an incremental condition estimator is employed to reduce the 
implementation cost, useless iterations are eliminated, and a more efficient ap- 
plication of Givens rotations is implemented. 
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In [7] an algorithm “Hybrid-III” is presented which computes an RRQR 
factorization with the following bounds: 
In our experiments, we used a variant of this algorithm, described in [4]. 
Compared with the “Hybrid-III” algorithm, the variant presents several im- 
provements; among these, a generalization of the .f-factor technique is intro- 
duced to guarantee termination in the presence of rounding errors. The 
analysis in [24] proves that the new variant achieves the following bounds: 
where 0 < .f < 1. These bounds are very similar to Eqs. (6) and (7), except that 
the factor J“ enters the equations (we used f = 0.5 in our experiments). Similar 
improvements to those of our implementation of “Algorithm 3” have also been 
carried out in our implementation of “Hybrid-III” algorithm. 
5. Experimental results 
In this section we report experimental results with the double-precision 
block-partitioned and parallel implementations of the algorithms presented 
in the previous sections. We consider the following codes: 
DGEQRF: The block-oriented, BLAS-3 based implementation for computing 
the QR factorization without pivoting provided in LAPACK. This is not a 
rank-revealing subroutine since it does not produce any reordering of the col- 
umns, but it is included because it represents the optimal performance that 
might be achieved by the rank-revealing tools. 
DGEQPF: The implementation for computing the QR factorization with col- 
umn pivoting provided in LAPACK. This is not a block-oriented algorithm 
and, hence, its performance is independent of the block-size. 
DGEQP3: A block-oriented and BLAS-3 based version of the subroutine 
DGEQPF, introduced in Section 4.1. 
DGEQPX: An algorithm for computing an RRQR factorization which con- 
sists of two stages: the first one computes an approximate RRQR factorization 
(a QR with local pivoting). The second one is based on our variant of “Hybrid- 
III” algorithm. 
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DGEQPY: This algorithm is similar to the previous one, but in this case, the 
second stage is based on our variant of “Algorithm 3”. 
DGEURV: Our new block-oriented implementation of the algorithm for the 
URV decomposition. 
DGESVD: The implementation of the SVD in LAPACK. 
We carried out our experiments of our block-partitioned algorithms on a 
SUN Hypersparc-150 MHz and an SGI RlOOOO-200 MHz. 
We have also considered the following single-precision parallel codes: 
SPGEQR2: BLAS-2 QR factorization. 
SPGEQRF: BLAS-3 QR factorization. 
SPGEQPF: BLAS-2 QRP factorization. 
SPGEQPB: BLAS-3 QR factorization with local pivoting. 
SPGEQPX: Parallel implementation of the QR factorization with column 
pivoting and Chandrasekaran and Ipsen’s refinement algorithm. 
Our parallel algorithms were tested on a cluster of 4 SUN Ultrasparc-170 
MHz workstations. Single precision arithmetic was employed on this platform. 
In the implementation of our algorithms, we made extensive use of the avail- 
able LAPACK infrastructure and we employed the vendor-supplied LAPACK 
and BLAS libraries. 
5. I. Numerical reliability 
We employed 18 different matrix types to evaluate the algorithms, with var- 
ious singular value distributions and numerical rank ranging from 3 to full 
rank. Details of the test matrix generation are beyond the scope of this paper, 
yet they can be consulted in [4]. These types of matrices were specially designed 
to test several features of rank-revealing procedures: intensive column pivoting, 
behavior of the condition estimation in the presence of clusters of smallest sin- 
gular values, etc. 
We report in this section on results for square matrices of size n = 1000 on 
the SGI RlOOO-200 MHz, noting that identical qualitative behavior was ob- 
served for the same and smaller matrix sizes on the SUN Hypersparc and 
the SGI workstations. We decided to report on the largest matrix sizes because 
the possibility for failure in general increases with the number of numerical 
steps involved. 
Fig. 2 reports the numerical results obtained with the 18 test matrices. We 
only report in this figure the results of the algorithms with a block size equal 
to 1 (left plot) and 20 (right plot). Closely similar results were obtained for oth- 
er block sizes. This figure displays the ratio 
(10) 
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7 
“b-20 
Fig. 2. Ratio between optimal and obtained condition number. Each plot contains the results for 
the 18 matrix types. Left plot for block size I. right block for block size 20. The legend is the fol- 
towing: DGEQPS (&), DGEURV (, .). DGEQPX (- .), and DGEQPY (- -). 
where K(R) is the obtained condition number of R after the corresponding sub- 
routine. Thus, 0 is the ratio between the ideal condition number and the ob- 
tained condition number of the leading triangular factor identified by the 
factorization. If this ratio is close to 1, the factorizations perform a good job 
capturing the “large” singular values of A. Obviously, subroutine DGESVD is 
not included since it provides the optimal behavior. 
Fig. 2 shows that the block size usually does not play much of a role numer- 
ically, though close inspection reveals subtle variations. 
The ratios for 1000 x 1000 are usually worse than those for smaller matrices. 
For example, the ratios for 100 x 100 matrices are smaller than 10-l. In this 
case, the ratios are always smaller than lo-* (two orders), which is usually en- 
ough for matrices with well-defined ranks because in these cases, the distance 
between the “large” singular values and the “small” singular values (those con- 
sidered as null) is larger than two orders of magnitude. 
Some of the “spikes” for test matrices, e.g., matrix types 1, 13, and 14, are 
not due to errors in our estimators. Rather, they show that all algorithms have 
difficulties when confronted with dense clusters of singular values. We also note 
that for some of the spikes the notion of rank is numerically ill-defined, since 
there is no sensible place to draw the line. 
In summary, these results show that DGEQP3, DGEURV, DGEQPX, and 
DGEQPY are reliable algorithms for revealing the numerical rank. They pro- 
duce rank-revealing factorizations whose leading triangular factors accurately 
capture the desired part of the spectrum of A, and thus provide reliable and nu- 
merically sensible rank estimates. Thus, the two-stage RRQR factorizations 
take advantage of the efficiency and simplicity of the QR factorization, yet they 
produce information that is almost as reliable as that computed by means of 
the more expensive SVD. Except for small variations, DGEQPX and DGEQPY 
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deliver identical results. Finally, the block-oriented code for computing URV 
factorizations obtains similar results. 
5.2. Performance of block-partitioned algorithms 
In this subsection we report on the performance of the LAPACK codes 
DGEQPF,DGEQRF, and DGESVD, as wellasthenew DGEQPS,DGEQPX,DGEQ- 
n:lOO n=250 
I 
t 
d 
__6__--________ 
0 5 IO 15 20 25 
Block size 
n=500 
I 
Q___________--- 
25 
Block size 
n=1000 
"0 5 10 15 20 25 
Block size 
0 5 10 15 
Block size 
20 
Fig. 3. Performance versus Block size on a SUN Hypersparc-150 MHz. Top left on 100 x 100 ma- 
trices, top right on 250 x 250 matrices, bottom left on 500 x 500 matrices, and bottom right on 
1000 x 1000 matrices. The legend is as follows: DGEQRF(-), DGEQPF(. .), DGEQPS (- .), DGEQPX 
(x), DGEQPY(+). DGESVD(--), and DGEURV(o). 
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PY, and DGEURV codes. For these codes, as well as all others presented in this 
section, the Mflop rate was obtained by dividing the number of operations re- 
quired for the unblocked version of DGEQRs by the runtime. This normalized 
Mflop rate readily allows for timing comparisons. We report on square matrix 
sizes 100, 250, 500, and 1000, using block sizes (nb) of 1, 5, 8, 12, 16, 20, and 24. 
Figs. 3 and 4 show the Mflop performance (averaged over the 18 matrix 
types) versus block size. 
n=lOO 
‘50’l------ 
.c! 
5 coo,------- - - -‘?.^. 
s * k * * * k f 
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b 0 
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0 
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Block size 
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Fig. 4. Performance versus Block size on a SGI RIOOOO-200 MHz. Top left on 100 x 100 matrices. 
top right on 250 x 250 matrices. bottom left on 500 x 500 matrices, and bottom right on 
1000 x 1000 matrices. The legend is again DGEQRF (- ). DGEQPF (. .). DGEQP3 (- .). DGEQPX 
(x). DGEQPY (+). DGESVD(- -), and DGEURV(o). 
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The figures show that the performances of the new algorithms for comput- 
ing RRQR and URV factorizations are robust with respect to variations in the 
block size. The new tools for computing rank-revealing factorization are, ex- 
cept for small matrices, in average faster than usual LAPACK DGEQPF and, 
of course, LAPACK DGESVD. These results also show that DGEQPX and 
DGEQPY exhibit comparable performance, about three times as fast as 
DGEQPF. In contrast, subroutine DGEURV is about twice as fast as DGEQPF. 
Small block sizes present two drawbacks. First, the performance is usually 
lower than the optimal one since the pipelined units and the cache memory 
are not fully used. Second, in the subroutines based on the QR with local piv- 
oting, small block sizes can make the pivot window too small and, therefore, 
the rank may be underestimated in the preprocessing (QR factorization with 
local pivoting), which implies an extra effort of the postprocessing (RRQR fac- 
torization of triangular factor) to fix it. 
On the other hand, large block sizes can also produce suboptimal perfor- 
mance, mainly on small matrices, since the ratio of columns factorized with 
BLAS-2 (those in the pivot window) and the number of columns factorized 
with BLAS-3 is too low. 
Figs. 5 and 6 offer a closer look at the performance of the various test ma- 
trices. We chose n = 250 and n = 500 with nb = 16 as representative examples. 
As shown in this figure, the performance of DGEQRF and DGEQPF does not 
depend strongly on the matrix type. There are some variations, but they be- 
Fig. 5. Performance versus Matrix type on a SUN Hypersparc-150 MHz. Left on 250 x 250 matri- 
ces, right on 500 x 500 matrices. The legend is again: DGEQRF (-). DGEQPF (. .), DGEQPB (- .), 
DGEQPX (x),DGEQPY(+),DGESVD(- -), and DGEURV(o). 
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Fig. 6. Performance versus Matrix type on a SGI RIOOOO-200 MHz. Left on 250 x 250 matrices, 
right on 500 x 5OOmatrices.Thelegendisagain: DGEQRF(-),DGEQPF(. .),DGEQPs (- .).DGEQPX 
(x),DGEQPY(+). DGESVD(- -). and DGEURV(o). 
come minor as the matrix size grows. On the other hand, the DGESVD and the 
new subroutines present a higher variation rate. 
Subroutine DGEURV obtains very good performances for matrices with 
rank equal to n or n - 1. When the rank is smaller than those, the performances 
decrease very fast, e.g., for matrices with rank 3n/4 (types 15 and 16) the per- 
formances are the same as LAPACK QR factorization with column pivoting, 
and for matrices with rank n/2 (types 1, 5, and 7-12) the performances are even 
worse than SVD. 
We also see that the two-stage RRQR tools obtain the highest performanc- 
es. For instance, these routines are around one to two times as fast as LA- 
PACK DGEQPF and three times as fast as LAPACK DGESVD. The new code 
for computing the URV factorization is not so fast in most cases, and should 
be used only when it is known that the matrix rank is almost full. 
5.3. Performance qf purallel distributed algorithms 
We have used a 2D block wrap data layout to develop our parallel algo- 
rithms. In this layout, the matrices are partitioned into blocks of dimension 
Y x s, and the blocks are distributed and stored locally in a p x q processor 
mesh (see Fig. 7). 
This data layout defines the communication patterns and, therefore, the par- 
allel algorithms. These algorithms are a direct parallel implementation of the 
numerical methods on the 2D layout. A 1 x 4 topology was employed in all 
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Fig. 7. Data layout in a mesh of 2 x 3 processors. 
the cases. Thus, the block size of the distribution is m x s, with 
s = 1.8. 10.. ~ 50, i.e., a cyclic column block data layout. Other topologies 
(2 x 2 and 4 x 1) were also tested but the performances of the algorithms were 
slightly lower since the number of involved processors was small. 
In this section, the Mflop rate was again obtained by dividing the number of 
operations required for the unblocked version of DGEQRF by the runtime since 
this normalized Mflop rate readily allows for timing comparisons. 
The first experiment is designed to analyze the effect of the block size on the 
performance of the parallel algorithms and, also, to compare the behavior of 
the different algorithms. Fig. 8 shows the average performance of the parallel 
algorithms on 400 x 400 matrices with 18 different matrix types and singular 
value distributions. 
The results in the figure show that the highest performances are obtained, as 
we expected, by the QR factorization procedures, SPGEQRF and SPGEQR2. We 
are only interested in the performance of these routines because they present an 
optimal behavior. However, it is important to remember that these routines are 
not appropriate for rank-revealing purposes. 
On the other hand, the lowest performance is achieved by the QRP proce- 
dure SPGEQPF. This is a BLAS-2 routine and, therefore, it has two disadvan- 
tages: it does not use the processors at full speed and the communications are 
fine-grained. Finally, the figures show that the two-stage parallel routine 
SPGEQPX achieves better performance than the QRP procedure. The difference 
between SPGEQPX and the parallel QR factorization with local column pivot- 
ing SPGEQPB is due to the overhead of the postprocessing step. 
The speedups of the parallel algorithms were computed by comparing the 
total execution time of the sequential (single-precision) routines with the corre- 
sponding parallel (single-precision) implementations on the cluster of 4 SUN 
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Fig. 8. Average performance versus Block size on the SUN Ultrasparc cluster. Solid line is em- 
ployed for SPGEQPF: dotted line with symbol “*” for SPGEQPB; dotted line with symbol “x” 
for SPGEQPX; dashed-dotted line for SPGEQRF; and dashed line for SPGEQR2. 
Ultrasparc processors for 4000 x 4000 matrices. The speedup of algorithm 
SPGEQPF is about 3.4. Nevertheless, algorithm SPGEQPF would obtain only 
a speedup about 1.4 if compared to our faster rank-revealing sequential solver 
SGEQPX. The speedup of algorithm SPGEQPX is 2.4. 
Our following experiment is designed to study the performance of the algo- 
rithm when the size of the matrices is increased. Fig. 9 reports the performance 
w 
Fig. 9. Performance versus Matrix size on the SUN Ultrasparc cluster. Solid line with symbol “o” 
is employed for SPGEQPF and dotted line with symbol “0” for SPGEQPX. 
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of the parallel rank-revealing QR factorization algorithms (SPGEQPF and 
SPGEQPX) on full-rank random square matrices of sizes 4004000. This figure 
shows a large difference in performance between the two-stage rank-revealing 
QR factorization SPGEQPX and the QR factorization with column pivoting. 
The gap between these algorithms is slightly increased for larger n. 
6. Concluding remarks 
We have presented an experimental analysis of the most well-known orthog- 
onal factorizations for computing the numerical rank of dense matrices. The 
comparison includes the LAPACK SVD and QR factorization with column 
pivoting, a new block-partitioned implementation of the URV decomposition, 
and three efficient rank-revealing QR factorizations, which have been recently 
developed. 
The new RRQR factorizations consistently outperform the traditional QR 
factorization with column pivoting on the SGI RlOOOO and the SUN Hypersp- 
arc platforms. Moreover, routines DGEQPX and DGEQPY provide reliable rank- 
revealing information. Routine DGEURV is highly efficient for matrices with 
rank close to full, while if the rank is low, the performance of this routine de- 
creases very fast. 
We have also presented parallel implementations of the rank-revealing QR 
factorizations on a distributed-memory architecture. The results showed that a 
numerical behavior closely similar to that of the traditional QR factorization 
with column pivoting (SPGEQPF) and a remarkable increase in the perfor- 
mance of routine SPGEQPX. 
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