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The dynamics of stochastic systems, both classical and quantum, can be studied by analysing the
statistical properties of dynamical trajectories. The properties of ensembles of such trajectories for
long, but fixed, times are described by large-deviation (LD) rate functions. These LD functions play
the role of dynamical free-energies: they are cumulant generating functions for time-integrated ob-
servables, and their analytic structure encodes dynamical phase behaviour. This “thermodynamics
of trajectories” approach is to trajectories and dynamics what the equilibrium ensemble method of
statistical mechanics is to configurations and statics. Here we show that, just like in the static case,
there is a variety of alternative ensembles of trajectories, each defined by their global constraints,
with that of trajectories of fixed total time being just one of these. We show that an ensemble of
trajectories where some time-extensive quantity is constant (and large) but where total observation
time fluctuates, is equivalent to the fixed-time ensemble, and the LD functions that describe one en-
semble can be obtained from those that describe the other. We discuss how the equivalence between
generalised ensembles can be exploited in path sampling schemes for generating rare dynamical
trajectories.
PACS numbers: 05.70.Ln, 05.30.Rt, 75.10.Hk
I. INTRODUCTION
There is currently a growing interest in the dynam-
ical large-deviations (LD) [1–4] of many-body systems,
both classical [5–10] and quantum [11–13]. This is mo-
tivated largely by the fact that the emergent, collective
dynamics of many-body systems is, in many cases, richer
than what can be directly gleaned from their stationary
or thermodynamic properties. That is, dynamics is often
more than statics. In order to fully understand dynami-
cal behaviour one necessarily has to focus on trajectories,
and not just on states or configurations.
A possible method to achieve this is the one we term
thermodynamics of trajectories [6, 12]. This is essen-
tially Ruelle’s thermodynamic formalism for dynamical
systems [3], adapted to stochastic systems [8]. It amounts
to an ensemble method for trajectories of the dynam-
ics, analogous to the thermodynamic ensemble method
for configurations or microstates of standard equilibrium
statistical mechanics [14, 15]. Within this approach ap-
propriate order parameters are time-extensive observ-
ables whose fluctuation behaviour characterises the dy-
namics of the system. For dynamics, the large-size—or
thermodynamic—limit also includes that of large obser-
vation time. This is the regime of large-deviations [4],
where the probability distributions of dynamical order
parameters (or their generating functions) are fully cap-
tured by (large-deviation) functions which play the role
of dynamical entropies or free-energies [4, 6, 8, 12]. In
particular, the LD functions that correspond to scaled
cumulant generating functions of dynamical observables,
just like free-energies in the static case, encode in their
analytic structure dynamical phase behaviour. This
has allowed, for example, to reveal phase transitions in
the space of trajectories between (equilibrium and non-
equilibrium) dynamical phases in systems such as classi-
cal glasses [9, 10], and other interesting dynamical fluc-
tuation phenomena in a variety of classical and quantum
systems [7, 12, 13].
One advantage of having an ensemble method for tra-
jectories is that the conceptual and technical machinery
developed for equilibrium statistical mechanics [14, 15]
can be brought to bear, with appropriate adjustments, on
the study of dynamics. Thinking thermodynamically one
question arises very naturally, that of the existence and
convenience of alternative trajectory ensembles. This is
the question we address in this paper.
What is considered most often is a trajectory ensem-
ble with fixed observation time, i.e., one defined by the
set of trajectories generated by the dynamics of a certain
(and fixed) time duration τ . Within such an ensemble
it is natural to consider the behaviour of a trajectory
observable K. In particular, by controlling the field s
conjugate to K (as reviewed below) one can define a “bi-
ased” ensemble of trajectories—the so-called s-ensemble
[10]—corresponding to the set of actual dynamical tra-
jectories of time extent τ with an average value of K
determined by s. The s-ensemble is thus the trajec-
tory ensemble defined by controlling observation time τ
and field s. One alternative ensemble is that of fixed τ
and fixed K, and the equivalence between this ensemble
and the s-ensemble was discussed recently in Ref. [16].
In this paper we consider a different class of trajectory
ensembles, those defined not by controlling observation
time, but some other trajectory observable such as K.
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2These are fluctuating observation time ensembles. We
describe how these new ensembles, in their appropriate
large “size” limit, are also described by corresponding
LD functions, and prove their equivalence with fixed τ
ensembles. Furthermore, these new ensembles allow for
potentially significant improvements in numerical simu-
lations of rare trajectories.
The paper is organised as follows. In section II we
review the s-ensemble approach for classical stochastic
systems. In Sect. III we introduce the new x-ensembles
of trajectories with fluctuating time, and in Sect. IV we
prove the equivalence in the long time limit between the
s-ensemble and the x-ensemble. Section V extends the
x-ensemble to the case where multiple dynamical observ-
ables are considered, and in Sect. VI we generalise our
results to the case of open quantum systems. Section VII
describes how to implement the x-ensemble numerically
with transition path sampling in classical or quantum
systems described by continuous time Markov chains, il-
lustrating this method with several examples. We end in
Sect. VIII with a general discussion of potential benefits
of the x-ensemble for path sampling of rare trajectories
more generally.
II. THERMODYNAMICS OF TRAJECTORIES
AND s-ENSEMBLE
Consider a classical stochastic system described by the
Master Equation [15, 17]
∂t|P (t)〉 = W|P (t)〉. (1)
Here the vector |P (t)〉 represents the probability distri-
bution at time t,
|P (t)〉 ≡
∑
C
P (C; t)|C〉 (2)
where P (C; t) indicates the probability of the system be-
ing in configuration C at time t, and {|C〉} is an orthonor-
mal configuration basis, 〈C|C′〉 = δC,C′ . For concreteness
we focus on continuous time Markov chains, but gener-
alisations of what we describe below are straightforward.
The master operator W is the matrix
W ≡
∑
C′ 6=C
W (C → C′)|C′〉〈C| −
∑
C
R(C)|C〉〈C|, (3)
where W (C → C′) is the transition rate from C to C′, and
R(C) the escape rate from C. In this description, the
expectation value of an operator A is given by 〈A(t)〉 =
〈−|A|P (t)〉, where 〈−| ≡∑C〈C| (such that 〈−|P (t)〉 = 1
due to probability conservation).
The dynamics described by Eqs. (1-3) is realised by
stochastic trajectories. A trajectory of total time τ is a
time record of configurations, and of waiting times for
jumps between them, observed up to a time τ . That is,
if we denote by Xτ such a trajectory, then Xτ = (C0 →
Ct1 → . . . → Ctn), where C0 is the initial configuration
and ti the time when the transition from Cti−1 to Cti
occurs (so that the waiting time for the i-th jump is ti−
ti−1). The trajectory Xτ has a total of n configuration
changes (and tn ≤ τ , i.e., between tn and τ no jump
occurred). Eqs. (1-3) imply that the probability P (Xτ )
to observe this trajectory out of all the possible ones of
total time τ is given by
P (Xτ ) = p0(C0)
n∏
i=1
e−(ti−ti−1)R(Cti−1 )W (Cti−1 → Cti)
×e−(τ−tn)R(Ctn ) (4)
with t0 = 0. The last factor is the survival probability of
the configuration Ctn between tn and τ , and we have also
included the probability p0 of the initial configuration.
The properties of the dynamics can be studied by
considering the statistics of time-extensive observables
[3, 6, 8]. One such trajectory observable is the “dynami-
cal activity”, defined as the total number of configuration
changes in a trajectory [8, 9, 18]. Its distribution over all
trajectories Xτ of total time τ is
Pτ (K) =
∑
Xτ
δ
(
K − Kˆ[Xτ ]
)
P (Xτ ) (5)
where the operator Kˆ counts the number of jumps in a
trajectory. For large τ this probability acquires a LD
form [4, 8],
Pτ (K) ∼ e−τϕ(K/τ) (6)
Equivalent information is contained in the generating
function,
Zτ (s) ≡
∑
K
e−sKPτ (K) =
∑
Xτ
e−sKˆ[Xτ ]P (Xτ ), (7)
whose derivatives give the moments of the activity,
〈Kn〉 = (−)n∂ns Zτ (s)|s=0. For large τ the generating
function also acquires a LD form [4, 8],
Zτ (s) ∼ eτθ(s). (8)
The analogy with equilibrium statistical mechanics is
now evident from Eqs. (6,8). For the dynamics, the
equivalent objects to configurations, or microstates, are
trajectories. Order parameters are time-extensive ob-
servables, in this case the activity K. The large-size limit
becomes that of large observation time τ (more specifi-
cally the limit of large space-time volume for a many-
body system), and in this limit the order parameter dis-
tribution Pτ (K) is described by the function ϕ(k), which
plays the role of, say, a Helmholtz free-energy, which for
constant “volume” τ is only a function of the intensive
“density” (of the number of transitions) k = K/τ . Sim-
ilarly, Zτ (s) is like a partition sum with an associated
free-energy θ(s) (which in this analogy would be like a
grand-potential) dependent on the counting field s (akin
3to a chemical potential for the activity). Just like ther-
modynamic potentials, the LD functions ϕ(k) and θ(s)
are related by a Legendre-Fenchel transformation [4, 8]
ϕ(k) = −min
s
[θ(s) + ks], (9)
together with the inversion formula
θ(s) = −min
k
[ϕ(k) + ks]. (10)
The LD function θ(s) is the quantity of interest. It is
the scaled cumulant generating function for the activity,
i.e., the n-th cumulant of the activity (per unit time) is
given by
〈〈Kn〉〉
τ
= (−)n ∂
n
∂sn
θ(s)
∣∣∣∣
s=0
, (11)
where 〈〈·〉〉 indicates cumulant (mean, variance, etc.). It
thus contains the full statistical information about K.
Furthermore, just like a free-energy, its analytic proper-
ties encode the the phase structure of the dynamics. In
particular, singularities of θ(s) are indicative of dynami-
cal, or trajectory, phase transitions.
It is useful to clarify the meaning of s at this point.
While K is a physical observable, its conjugate field s is
not in principle a physical field (such as pressure or mag-
netic field); it is a mathematical field which defines the
generating function of K. Furthermore, it would appear
that only s = 0 matters. But to recover all cumulants,
derivatives to all orders at s = 0 are needed, see (11),
so that the behaviour of θ(s) for all values s is relevant
to the full statistics of K. In the vicinity of s = 0 the
LD function θ encodes statistical information about all
trajectories (as one calculates averages by setting s = 0)
and therefore provides information about typical dynam-
ics. In contrast, θ in the vicinity of s 6= 0 carries informa-
tion about rare trajectories and thus atypical dynamics.
In particular, we can think of s as defining an ensemble
of trajectories whose probability is given by
Ps(Xτ ) ≡ Z−1τ (s)e−sKˆ[Xτ ]P (Xτ ), (12)
where Xτ are the same trajectories as the ones generated
by the dynamics (1-3), but their probability of occurring
is now biased by the their activity. The ensemble given
by (12) is often termed s-ensemble [8–10]. Note that this
is an ensemble of trajectories defined by controlling the
total time τ and the field s, so it can be thought of as
a (τ, s)-ensemble for trajectories, analogous to a (V, µ)-
ensemble for configurations. Figure 1(a) illustrates this
ensemble.
The function θ(s) can be obtained from a deformation
of the master operator W [2, 4, 5]. Specifically, for the
case of the activity, this deformed operator is [8, 9]
Ws ≡
∑
C′ 6=C
e−sW (C → C′)|C′〉〈C| −
∑
C
R(C)|C〉〈C|, (13)
and θ(s) is its largest eigenvalue. For general s the op-
erator Ws does not conserve probability and does not
describe a proper stochastic evolution. It only does so at
s = 0, where it reverts to W, and where θ(0) = 0. The
operator Ws is the “transfer matrix” for the “partition
sum” Zτ (s), that is,
Zτ (s) = 〈−|eτWs |p0〉, (14)
where |p0〉 is the vector for the initial state probability,
|p0〉 ≡
∑
C p0(C)|C〉. The above expression is easy to
prove from the definitions (4) and (7). Just like in equi-
librium statistical mechanics, this provides a simplifica-
tion, as calculating θ(s) then becomes then an eigenvalue
problem.
III. FLUCTUATING OBSERVATION TIME:
THE x-ENSEMBLE
Consider now the case where, instead of keeping fixed
the total time τ of trajectories generated by (1)-(3), what
is kept fixed is the total number of configuration changes
K, i.e. the activity, in each trajectory. That is, if we
denote byYK such a trajectory, thenYK = (C0 → Ct1 →
. . .→ Cτ ), where the number of configuration changes is
fixed to be K, but the time τ of the final K-th jump
fluctuates from trajectory to trajectory. From (1)-(3)
the probability of XK) is
P (YK) = p0(C0)
K∏
i=1
e−(ti−ti−1)R(Cti−1 )W (Cti−1 → Cti),
where t0 = 0 and tK = τ .
In analogy with the last section, we ask the question:
what is the distribution PK(τ) of total trajectory length
τ for fixed activity K. From the definitions above we
have,
PK(τ) =
∑
Yτ
δ (τ − τˆ [YK ])P (YK) (15)
=
∑
C0···CK
p0(C0)
K−1∏
i=1
∫ ti+1
0
dtie
−(ti−ti−1)R(Cti−1 )
×W (Cti−1 → Cti).
For large K this probability has a LD form,
PK(τ) ∼ e−Kφ(τ/K), (16)
The corresponding moment generating function for τ is
ZK(x) ≡
∫ ∞
0
dτe−xτPK(τ)
=
∑
YK
e−xτˆ [YK ]P (YK), (17)
so that 〈τn〉 = (−)n∂nxZK(x)|x=0. For large K the gen-
erating function also has a LD form,
ZK(x) ∼ eKg(x). (18)
4FIG. 1. (a) The s-ensemble is the set of all trajectories that are possible with the dynamics (1)-(3), of fixed total time τ ,
and where the probability of each trajectory is weighed by the number of configuration changes. It is the ensemble defined
by fixed (τ, s). The ensemble of trajectories that corresponds to the actual dynamics (1)-(3) is given by (τ, 0). We sketch two
trajectories, the squares indicate the times where trajectories begin and end, and the tick where jumps between configurations
take place. (b) The x-ensemble is the set of all trajectories that are possible with the dynamics (1)-(3), of fixed number of
configuration changes K, and where the probability of each trajectory is weighed by the trajectory length. It is the ensemble
defined by fixed (x,K).
The definitions (15)-(18) are the analogous to (5)-(8)
above: all trajectories have fixed activity K (cf. τ above);
the large limit is that of large K (cf. large τ); the LD
function φ determines the probability of τ at large K (cf.
ϕ for K at large τ); x is the conjugate field to τ (cf. s
and K), and the LD function g is the cumulant gener-
ating function for τ at large K (cf. θ(s) for K at large
τ). As before, the LD functions φ and g are related by
Legendre-Fenchel transforms,
φ(t) = −min
x
[g(x) + tx], g(x) = −min
t
[φ(t) + tx]. (19)
Equation (17) is the “partition sum” for the ensemble
of trajectories with probabilities
Px(YK) ≡ Z−1K (x)e−xτˆ [YK ]P (YK). (20)
If the s-ensemble of the previous section, of fixed (τ, s),
is analogous to an equilibrium (V, µ) ensemble (since τ
plays the role of volume and s of chemical potential for
the activity), then this x-ensemble, of fixed (x,K), can
be thought of as analogous to an equilibrium (p,N) en-
semble, as x is conjugate to the size trajectories τ (cf. p
and V for configurations). The x-ensemble is sketched in
Fig. 1(b).
The generating function ZK(x) can also be written in
terms of a transfer matrix operator,
ZK(x) = 〈−|TKx |p0〉, (21)
where
Tx ≡
∑
C′ 6=C
W (C → C′)
x+R(C) |C
′〉〈C|. (22)
This is obtained by noting from (17) that ZK(x) is the
Laplace transform of PK(τ), and therefore the elements
of Tx are the Laplace transforms of the factors in the in-
tegrand of (15). The LD function g(x) then corresponds
to the logarithm of the largest eigenvalue of Tx.
IV. ENSEMBLE EQUIVALENCE
Both the s-ensemble and the x-ensemble are different
ways to consider the same underlying dynamics gener-
ated by Eqs. (1)-(3). Just like in the configurational
equilibrium case, we expect that in the “thermodynamic
limit” of large τ and large K the two ensembles will be
equivalent (except perhaps at phase transitions [16]), and
that the properties of one ensemble will be obtainable
from those of the other. This equivalence can be proved
directly from the spectral properties of the operators Ws
and Tx.
The matrices Ws and Tx are directly related to each
other. Specifically, from Eqs. (13) and (22) we have
e−sTx = Ws ·Qx + I− xQx, (23)
where I is the identity, I ≡∑C |C〉〈C|, and Qx the diago-
nal matrix,
Qx ≡
∑
C
1
x+R(C) |C〉〈C| (24)
Consider now a left vector 〈l| that is simultaneously an
eigenvector of Ws and Tx with eigenvalues θ(s) and eg(x),
respectively. If we left multiply (23) by this vector we
obtain, (
e−s+g(x) − 1
)
〈l| = [θ(s)− x] 〈l|Qx. (25)
We see that our assumption (of 〈l| being an eigenvector
of both Ws and Tx) can only be satisfied if g(x) = s and
θ(s) = x. That is, given the function g, the function θ is
obtained from its inverse, and vice-versa,
θ(s) = g−1(s), g(x) = θ−1(x). (26)
Since the LD rate functions are convex the relation be-
tween g and θ is one-to-one (except perhaps at their
5boundaries, or at phase-transition points [16]). Equa-
tion (26) is the statement of the equivalence between the
s-ensemble and the x-ensemble at the level of their re-
spective “free-energies”.
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FIG. 2. (a) Classical two-level system. (b) Classical three-
level system. (c) Quantum T = 0 two-level system: the full
line indicates a coherent transition of frequency Ω and the
wavy line a dissipative quantum jump of rate γ associated
to emission into the bath. (d) Quantum T4 6= 0 two-level
system: same as before, but now absorption from the bath
leads to a second kind of quantum jump with rate λ.
A. Example: classical two-level system
As an elementary example consider the classical two
level system of Fig. 2(a), where there are only two con-
figurations, C ∈ {0, 1}, and the transition rates are,
W (0→ 1) = γ and W (1→ 0) = λ. The operator Ws
is,
Ws =
( −λ e−sγ
e−sλ γ
)
, (27)
and θ(s) is given by its largest eigenvalue,
θ(s) =
1
2
(λ+ γ)
(√
1− 4λγ
(λ+ γ)2
(1− e−2s)− 1
)
. (28)
From θ(s) we can extract the cumulants of the activity.
For the average activity per unit time, i.e. the average
transition rate between the two levels, we obtain
〈K〉τ
τ
= −θ′(0) = 2λγ
λ+ γ
, (29)
as expected. For the case γ = λ the LD function reduces
to θ(s) = λ(e−s − 1), which is the cumulant generating
function for a Poisson process with rate λ.
Similarly, the operator Tx for this problem reads,
Tx =
(
0 γx+γ
λ
x+λ 0
)
, (30)
and from its largest eigenvalue we obtain the LD function
g(x)
g(x) =
1
2
log
(
λγ
(x+ λ)(x+ γ)
)
. (31)
This function g is indeed the inverse of the function θ
(28). The cumulants of the total time are obtained from
g(x). In particular, the average total time, scaled by the
number of jumps, is
〈τ〉K
K
= −g′(0) = λ+ γ
2λγ
, (32)
which is the inverse of (29). Analogous relations between
the moments of K in the fixed τ ensemble, and those of
τ in the fixed K ensemble can be obtained by virtue of
Eq. (26).
V. GENERALISATION OF THE x-ENSEMBLE
TO MULTIPLE OBSERVABLES
In the sections above we have proved the equiva-
lence between the s-ensemble of fixed observation time
τ , where s is conjugate to the overall activity, and the x-
ensemble of fixed activity K, where x is conjugate to the
total time. This equivalence can be extended to the case
where one or more s fields couple to other time-extensive
quantities.
Consider a setup as that of Section II, but now we
are interested in the statistics of several different time-
extensive quantities [9]. For example, one could think of
counting, instead of the total activity, the total number
of certain kind of transitions, or the time integral of a
certain quantity such as the energy. Lets say that there
are N different dynamical observables, which we denote
collectively by the vector ~M ≡ (M1, . . . ,MN ). Under the
dynamics Eqs. (1)-(3) there will be a joint probability for
observing a combination of these M quantities, Pτ ( ~M).
For large τ this joint probability will have a LD form,
Pτ ( ~M) ∼ e−τΦ( ~M/τ), (33)
where the LD function now depends on the whole vector
of intensive observables (M1/τ, . . . ,MN/τ). The corre-
sponding moment generating function for ~M also has a
LD form at large τ [4],
Zτ (~s) ≡
∑
~M
e−~s· ~MPτ ( ~M) ∼ eτΘ(~s), (34)
where for each observable Mn there is a counting field sn,
collected in the vector ~s ≡ (s1, . . . , sN ), and where the
LD function Θ(~s) is a now function of this whole vector.
The partition function Zτ (~s) has a transfer matrix rep-
resentation similar to (14) in terms of an operator W~s.
For simplicity we will assume that the time-extensive ob-
servables ~M only change at jumps between configurations
(extending to cases where observables accumulate in the
periods between jumps is straightforward). In this case
W~s reads [8],
W~s ≡
∑
C′ 6=C
e−~s·~m(C→C
′)W (C → C′)|C′〉〈C|
−
∑
C
R(C)|C〉〈C|, (35)
6where mn(C → C′) is the change in Mn under the transi-
tion C → C′ (for the activity this was just 1 for all C, C′
as it counted all transitions equally). Θ(~s) is the largest
eigenvalue of the operator (35). As before, LD functions
are related by Legendre-Fenchel transforms
Φ(~m) = −min
~s
[Θ(~s)+ ~m·~s], Θ(~s) = −min
~m
[Φ(~m)+ ~m·~s].
Eqs. (34),(35) define an (τ, ~s)-ensemble for a general set
of dynamical order parameters ~M .
In analogy with Section III, there is an equivalent con-
struct for studying the statistics of ~M in trajectories
where the total activity K is fixed. The probability of
observing ~M , together with a total time τ , for a fixed
and large K has the form,
PK(τ, ~M) ∼ e−KΦ(τ/K, ~M/K). (36)
The corresponding moment generating function is
ZK(x,~s) ≡
∑
~M
∫ ∞
0
dτe−xτ−~s· ~MPK(τ, ~M)
∼ eKG(x,~s), (37)
with Φ and G related by
Φ(t, ~m) = −min
x,~s
[G(x,~s) + tx+ ~m · ~s],
G(x,~s) = −min
t,~m
[Φ(t, ~m) + tx+ ~m · ~s].
Equations (36),(37) define a generalised x-ensemble.
The partition sum ZK(x) can be written in terms of a
transfer matrix, ZK(x) = 〈−|TKx,~s|p0〉, with
Tx,~s ≡
∑
C′ 6=C
W~s(C → C′)
x+R(C) |C
′〉〈C|, (38)
where W~s(C → C′) are the coefficient of the off-diagonal
entries of (35). This allows to prove the ensemble equiv-
alence in this generalised case. From Eqs. (24),(35),(38)
we have that
Tx,~s = W~s ·Qx + I− xQx. (39)
As in Section IV we search for conditions for which a
left vector 〈l| is simultaneously an eigenvector of both W~s
and Tx,~s with eigenvalues Θ(~s) and eG(x,~s), respectively.
Multiplying 〈l| into = (39) we get,(
eG(x,~s) − 1
)
〈l| = [Θ(~s)− x] 〈l|Qx. (40)
It follows that Eq. (40) is satisfied when
Θ(~s) = x∗(~s), (41)
where x∗(~s) is the solution of
G(x∗(~s), ~s) = 0. (42)
Equations (41),(42) prove the equivalence between the
general ~s-ensemble and the general x-ensemble: they al-
low to obtain the “free-energy” LD functions in one from
those in the other, and thus encode the statistical prop-
erties of each other. In the case where ~M corresponds
only to the activity K, as in Sections II-IV, the function
G(x, s) = g(x)− s, and Eqs. (41),(42) reduce to (26).
A. Example: classical three-level system
As a simple example of how the general s- and x- en-
sembles relate, consider the classical three-level system in
a setup like that of Fig. 2(b). Suppose we only observe
the jumps between configurations 2 and 0. In the nota-
tion above we have N = 1, and ~M is just K20, the total
number of transitions between top and bottom levels. In
the s-ensemble, the largest eigenvalue of the operator
Ws20 = γ
 −1 1 00 −1 1
e−s20 0 −1
 , (43)
(where s20 is the field conjugate to K20) gives the LD
function Θ(s20) = γ(e
−s/3 − 1), which is the cumulant
generating function for the number of jumps K20 per unit
time. In the x-ensemble context, the relevant operator is
Tx,s20 =
γ
x+ γ
 0 1 00 0 1
e−s20 0 0
 . (44)
From its largest eigenvalue we obtain the LD function
G(x, s20) = −s20/3 + log γ− log (x+ γ). This is the gen-
erating function for cumulants of both τ/K and K20/K.
If we solve G(x∗, s20) = 0 for x∗ we get, x∗(s20) = Θ(s20)
above, in accordance with (41),(42).
VI. x-ENSEMBLE IN OPEN QUANTUM
SYSTEMS
In the previous section we focused for simplicity on
stochastic Markovian classical systems. The extension
to Markovian open quantum systems [19–21] is straight-
forward. In this case, instead of a master equation for
the probability distribution we have a master equation
for the density matrix ρ
∂tρ(t) =W[ρ(t)], (45)
where the quantum master operator is the super-operator
[21],
W(·) ≡ −i[H, ·] +
NL∑
i=1
Li(·)L†i −
1
2
{L†iLi, ·}. (46)
Here H is the Hamiltonian, which generates the coher-
ent part of the evolution, and Li (i = 1, . . . , NL) are
7(bounded) quantum jump operators corresponding to
the incoherent effect of the interaction with the envi-
ronment [19–21]. The evolution described by (45)-(46)
can be realised by an “unravelling” in terms of stochastic
wave-functions [20–22]. This stochastic evolution is given
by propagation of the wave-function under the action of
the non-Hermitian operator Heff ≡ H− 12
∑
i L
†
iLi, punc-
tuated at random times by “quantum jumps” due to the
action of the jump operators Li. That is, a quantum
version of the continuous time Markov chains discussed
above.
We denote again by ~M ≡ (M1, . . . ,MN ) the time-
integrated observables we wish to count, and by Θ(~s) the
large-deviation rate function corresponding to the cumu-
lant generating function for ~M/τ in the large τ limit. If
under the action of the jump operator Li the observable
Mn is incremented by m
(i)
n , then the deformed quantum
master operator for which Θ(~s) is its largest eigenvalue
reads [12],
W~s(·) ≡ −i[H, ·]+
NL∑
i=1
e−~s·~m
(i)
Li(·)L†i−
1
2
{L†iLi, ·}. (47)
This is the open quantum equivalent s-ensemble operator
to that of Eq. (35) for the classical case.
The generalised x-ensemble corresponds to controlling
the fields x, conjugate to the total time τ , and ~s, conju-
gate to ~M , in quantum stochastic trajectories of total and
fixed K quantum jumps. The corresponding LD function
G(x,~s) is the largest eigenvalue of the super-operator,
Tx,~s(·) ≡
NL∑
i=1
e−~s·~m
(i)
Li
[
(x+R)−1(·)]L†i , (48)
where (x+R)−1 is the inverse super-operator to (x+R),
i.e., (x+R)−1[(x+R)(·)] = (·). Here R is the “escape”
super-operator, R(·) ≡ iHeff(·) − i(·)H†eff , where H†eff ≡
H − 12
∑
i L
†
iLi. Equation (48) is, in the open quantum
context, equivalent to Eq. (38) in the classical context. It
is obtained in a similar manner as (38) by noting that the
probability to observe a trajectory of K quantum jumps
due to the action of operators (Li1 , . . . , LiK−1 , LiK ) that
occur at times (t1, . . . , tK−1, τ) is
Tr
[
LiKe
−i(τ−tK−1)HeffLiK−1 · · ·Li1e−it1Heffρ0
eit1H
†
effL†i1 · · ·L†iK−1ei(τ−tK−1)H
†
effL†iK
]
, (49)
where ρ0 is the initial density matrix.
Just like in the classical case, W~s and Tx,~s are directly
related,
Tx,~s(·) =W~s[Q(·)] + (I − xQ)(·), (50)
where I is the identity super-operator and Q ≡ (x +
R)−1. The equivalence between the s and x-ensembles
is proved in the same manner as before. We act to the
left on a matrix λ which we ask to be simultaneously a
left-eigenmatrix of Tx,~s and W~s with eigenvalues eG(x,~s)
and Θ(~s), respectively (where the left action of a super-
operator is that of the adjoint), we get
(λ)Tx,~s = Q[(λ)W~s] + (I − xQ)(λ)
eG(x,~s)λ = Θ(~s)Q(λ) + λ− xQ(λ)
⇒
(
eG(x,~s) − 1
)
λ = [Θ(~s)− x]Q(λ), (51)
which has as solutions (41),(42) as in the classical case.
A. Example: quantum two-level system
As a simple example consider the quantum two-level
system of Fig. 2(c), corresponding to a system two quan-
tum levels |0〉, |1〉 coherently driven on resonance at Rabi
frequency Ω and coupled to a zero temperature bath [17].
The operators that enter in the definition of W are the
Hamiltonian,
H = Ω (|0〉〈1|+ |1〉〈0|) , (52)
and the single jump operator (NL = 1)
L1 =
√
γ|0〉〈1|. (53)
We count the number of quantum jumps due to this op-
erator, and consider for simplicity the case where γ = 4Ω
(a particular parameter point where the algebra is sim-
ple). We can write the super-operator Ws as a matrix
[12],
Ws = Ω
 0 4e
−s i −i
0 −4 −i i
i −i −2 0
−i i 0 −2
 , (54)
which acts on the 2× 2 density matrix ρ which we write
as the vector,  ρ00ρ11ρ01
ρ10
 . (55)
The largest eigenvalue of (54) is [12],
θ(s) = 2Ω(e−s/3 − 1). (56)
In this matrix form the operator Tx,s reads,
Tx,s = 4Ωe
−s
(x+ 2Ω)3
 2Ω
2 (x+ Ω)2 + Ω2 −ixΩ ixΩ
0 0 0 0
0 0 0 0
0 0 0 0
 .
From its largest eigenvalue we obtain,
G(x, s) = −3 log
(
1 +
x
2Ω
)
− s, (57)
8and it is easy to see that G[θ(s), x] = 0, as expected
from Eqs. (41),(42). In particular, g(x) = G(x, 0) is the
cumulant generating function for the trajectory length
τ . Using the transform (19) we obtain the distribution
of total time τ in the large K limit,
PK(τ) ≈
(
2Ωτ
3K
)3K
e−2Ωτ+3K , (58)
which is the expected result given that the probability of
waiting time between jumps (except for the first one if
the initial condition is not |0〉) is p(tw) = 4(Ωtw)2e−2Ωtw .
VII. PATH SAMPLING IN THE x-ENSEMBLE
In this section we describe how to numerically gener-
ate the x-ensemble, that is, how to obtain ensembles of
trajectories weighted by their fluctuating total observa-
tion time (and perhaps other observables) by adapting
the transition path sampling [23] techniques previously
developed to study the s-ensemble [10]. We illustrate
this approach with a number of examples of classical and
quantum stochastic systems ranging from few level sys-
tems to many-body glass models, and argue that in most
cases the x-ensemble based TPS scheme is more efficient
than that where the trajectories have a fixed observation
time.
Transition path sampling (TPS) [23] is a set of numer-
ical techniques developed to generate so-called reaction
trajectories that occur sufficiently infrequently that their
direct observation from simulated dynamics is unfeasi-
ble. The rare trajectories description at the heart of the
s- and x-ensemble is therefore well suited to be studied
by TPS, and it has had success in numerically describing
the s-ensemble of a variety of glassy systems [10, 24, 25].
Rather than biasing the dynamics of a system under
study, TPS generates rare trajectories by, in effect, per-
forming a biased random walk in the space of trajectories
towards the region of trajectory space compatible with
some target trajectory distribution.
A large part of the TPS literature [23] is devoted to
techniques for adapting segments of an existing trajec-
tory to propose a new trajectory that is kept or discarded
according to the criteria of the biased random walk (usu-
ally a metropolis acceptance probability). It is this pro-
cess that allows TPS to generate rare trajectories more
efficiently than naive sampling of equilibrium dynamics,
and great care is taken to ensure it is done without break-
ing detailed balance with respect to the desired trajec-
tory distribution. While there are a wide variety of TPS
techniques, the most efficient ones tend to be variants of
“forwards-backwards shooting/shifting”, where an exist-
ing trajectory is cut somewhere along its history, and one
of the two resulting segments is discarded and replaced
(perhaps after shifting the remaining segment to the op-
posite end of the trajectory). It is important to note that
replacement of the past of the trajectory requires some
form of time-reversed dynamics being run from the cut
point. For stochastic systems in equilibrium, portions of
trajectories in the past are easy to generate by simply
inverting forwards dynamics. This is in general not pos-
sible out-of-equilibrium, and the inability to achieve time
reversal in a simple manner can thus hinder the effective-
ness of TPS when a system is driven (which is the typical
situation in quantum open dynamics).
A. TPS with fluctuating observation time
Like in the sections above we consider continuous time
Markov chains, both classical or quantum. For systems
subject classical or quantum master equations, Eqs. (1)-
(3) or (45)-(46), respectively, the standard way to sim-
ulate stochastic trajectories is by means of continuous
time Monte Carlo [26] (often called quantum jump Monte
Carlo for the case of open quantum systems [20]). For
the classical case such as scheme amounts to the follow-
ing [26]: (i) given the current configuration of the system
C, compute the time tw to the next transition by solving
PC(tw) = r1, with PC(tw) ≡ e−twR(C) being the “survival
probability”, R(C) the escape rate from C, and r1 ∈ [0, 1]
a uniformly distributed random number; (ii) choose a
transition C → C′ by drawing a second random number
r2, where the probability to make the jump C → C′ is
given by W (C → C′)/R(C); (iii) change the current con-
figuration from C to C′ and repeat from (i).
In the open quantum case, quantum jump Monte
Carlo amounts to an “unravelling” of the quantum mas-
ter equation, Eqs. (45)-(46), that leads to a stochastic
evolution for the wave function [20–22]. Again (quan-
tum) jumps occur stochastically, but in contrast to the
classical case the wave function also evolves between
jumps through the action of the effective Hamiltonian
Heff . That is, if the wave function at t is |ψ(t)〉, and
no quantum jumps occur between t and t + tw, then
|ψ(t + tw)〉 = e−itwHeff |ψ(t)〉. Furthermore, the survival
probability for the waiting time until the next quan-
tum jump is given by Pψ(tw) ≡ ||e−i~Heff tw |ψ(t)〉||2. A
stochastic trajectory can then be generated in the follow-
ing way [20]: (i) given the (normalised) state |ψ(t)〉, com-
pute the time to the next jump by solving Pψ(tw) = r1,
where r1 ∈ [0, 1] is a uniformly distributed random num-
ber; (ii) evolve the wave function by tw, |ψ(t + tw)〉 =
e−itwHeff |ψ(t)〉; (iii) draw a second random number r2 to
select which quantum jump to perform, where the prob-
ability to make the quantum jump i is proportional to
〈ψ(t+ tw)|L†iLi|ψ(t+ tw)〉; (iv) make the selected quan-
tum jump, |ψ(t + tw)〉 → Li|ψ(t + tw)〉, normalise the
resulting state, and repeat from (i).
The x-ensemble is well suited to describe systems
whose dynamics is generated by such classical or quan-
tum continuous time Monte Carlo. A trajectory with a
fixed total number K of jumps is fully determined by K
pairs of random numbers, {r1, r2}K . A TPS scheme for
the x-ensemble can then be devised based on the method
9of Ref. [27]. Since a trajectory is fully encoded in pre-
determined set of K pairs of random numbers, randomly
selecting one of these pairs and modifying it is an effi-
cient way to generate a new trajectory from an old one.
The change in the extensive quantities of interest, ∆τ
and ∆ ~M , where ~M again denotes the counted observ-
ables, can be calculated and the new trajectory accepted
or rejected based on the Metropolis acceptance crite-
rion Paccept = min{1, e−(x∆τ+~s·∆ ~M)}. After a sufficiently
large number of accepted moves, a trajectory typified by
the fields (x,~s) is generated.
Due to the ensemble equivalence demonstrated in Sec-
tion IV, it is possible to convert x-ensemble TPS results,
where the values of the fields (x,~s) are fixed, to their
equivalent s-ensemble described by ~s only. In order to
do this it is necessary to find the curve x∗(~s), see Eq.
(42). This curve passes through the origin of the space
spanned by (x,~s), since G(0, 0) = 0 trivially. It is then
possible to move along the x∗(~s) curve by expanding (42)
for small increments δ~s in ~s which allow to relate the re-
quired change in δx to the current averages of τ and ~M :
δx =
δ~s · 〈 ~M〉x,~s
〈τ〉x,~s + o(δs
2). (59)
In order to compute the s-ensemble we can therefore start
at the point (x = 0, ~s = 0), i.e. unbiased dynamics, and
progress towards ~s by adjusting x according to (59), using
an x-ensemble TPS algorithm for each value of (x,~s). In
this way we recover the properties of ensembles of trajec-
tories with fixed total observation time from simulations
of trajectories with fixed number of transitions or jumps.
B. Example: TPS for T 6= 0 quantum two-level
system
We again consider the quantum two-level system, but
now for the case of T 6= 0, Fig. 2(d) [20]. In most open
quantum systems, generating time-reversed dynamics is
non-trivial, whether due to the coherent component of
the dynamics, or the possibility of an unpaired Lindblad
term for which there is no reverse process. In such sys-
tems conventional TPS is limited to forward shooting
only, limiting its efficiency. We use the simple case of the
T 6= 0 two-level problem to illustrate how the x-ensemble
TPS can efficiently sample such systems.
Compared to the T = 0 case of Sect. VI A, when T 6= 0
there is a second jump operator, L2 ≡
√
λ|1〉〈0|, associ-
ated to the absorption of a quanta from the bath, which
leads to a projection to the |1〉 state at a rate λ (where
the ratio λ/γ is determined by the temperature T ). Lets
say we are interested in the statistics of the number of
jumps K1 due to L1 (53). Using the x-ensemble TPS
scheme we can compute the average total time, 〈τ〉(x, s1),
and the average number of 1-jumps, 〈K1〉(x, s1), for fixed
total jumps K (i.e. due to both L1 and L2) as a func-
tion of the fields x and s1. Figure 3(a) shows the ra-
tio 〈τ〉/〈K1〉 as a function of x, along the curve x∗(s1)
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FIG. 3. T 6= 0 quantum two-level system. (a) x-ensemble:
〈τ〉/〈K1〉 as a function of x, along the curve x∗(s1) in the
x-ensemble; symbols are from TPS simulations and the curve
from exact diagonalisation of Tx,s1 . (b) s-ensemble: the sym-
bols are the s-ensemble expectation values as a function of
s, as obtained from the x-ensemble TPS simulation, and the
curve those from the exact diagonalisation of Ws1 . The pa-
rameters here are γ = 6Ω and λ = 2Ω.
(41)-(42), comparing the TPS simulation to the exact
result. Figure 3(b) shows the activity associated to K1
in the s-ensemble, 〈K1〉s = −θ′(s1)τ , both the exact re-
sult from diagonalisation of Ws1 , and the numerical es-
timation from the conversion from the x-ensemble TPS
simulation, 〈K1〉s = 〈K1〉x∗(s1)〈τ〉x∗(s1).
C. Example: micromaser
Next we consider a micromaser [28], a single-mode cav-
ity coupled to a finite-temperature bath, and pumped by
sending excited two-level atoms through the cavity at
a constant rate. There are four quantum jump opera-
tors associated with the system, two for the atom-cavity
interaction L1 =
√
r sin(λ
√
aa†)√
aa†
a, L2 =
√
r cos(λ
√
aa†),
and two for the cavity-bath interaction, L3 =
√
κa,
L4 =
√
γa†. Here the a, a† are the raising/lowering op-
erators of the cavity mode, r is the atom beam rate, and
λ encodes the time of flight of atoms through the cav-
ity. For simplicity, the system can be parameterised by
a single “pump parameter” α = λ
√
r/(κ− γ). It can be
shown that if the system is initiated in a state with diag-
onal density matrix, the system stays in a diagonal state.
It should be noted that while this effectively reduces the
problem to a classical one, generating time-reversed dy-
namics is still problematic as there is no clear reverse
process for action under L1.
The micromaser has a rich trajectory phase diagram
with many dynamical phase transitions between states
characterised by different photon occupations, 〈N〉, of
the cavity [29]. This complex dynamical phase structure
is made manifest by coupling to the number of events M1
under the action of L1, i.e. measurements on the atoms
leaving the cavity where the atom is in its ground state.
Below we will reproduce this behaviour by converting
results from the x-ensemble, described by fields (x, s1),
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FIG. 4. Micromaser: average number of L1 jumps, 〈M1〉, as a
function of s1 and α/pi. (a) Results from x-ensemble TPS of
trajectories of fluctuating observation time τ , transformed to
the s-ensemble. (b) Exact numerical diagonalisation of Ws1 .
Both plots at the same resolution.
to the equivalent s-ensemble described by s1.
Transitions from states with high to low photon oc-
cupation occur far more readily than the reverse. This
can present a problem when trying to numerically recre-
ate a transition away from x = 0 from a state with low
photon occupation to a state with a higher photon oc-
cupation. This is similar to the problem of a thermal
system becoming stuck in a potential well that is not the
global minimum. While there are many techniques to
deal with such an issue, such as replica-exchange, there is
a more novel approach in the micromaser. Since suitable
time-reversed are not available, it is simple to fix the ini-
tial state of the trajectory to a large photon occupation,
N , and set the trajectory length (defined by K) large
enough that the initial conditions do not have significant
impact on the latter stages of the trajectory. Since the
micromaser frequently returns to the same state under
a TPS algorithm, the x-ensemble TPS approach is not
punished by large trajectory lengths in the same way the
s-ensemble is (by returning to a previous state, in effect
a constant amount of computation is needed to propose
a new trajectory under the x-ensemble, where an amount
of time of O(τ) is needed in the s-ensemble, since on av-
erage half the trajectory is always recomputed; see next
section).
Figure 4(c) provides a comparison between the effi-
ciency of the x-ensemble to that of the s-ensemble. It
shows the same quantity as in (a) in the range s ∈ [0, 0.1]
and α ∈ [pi, 4pi] but generated using an s-ensemble for-
ward shooting algorithm. It took about 100 times more
computational effort using the s-ensemble TPS to gen-
erate the data in (c), over a fraction of the parameter
range of (a), and clearly the convergence to the exact
result is still poor, cf. panel (b). Furthermore, no useful
data could be generated in that time using an s-ensemble
TPS approach for s1 < 0. This illustrates the efficiency
of the x-ensemble TPS scheme as compared to the stan-
dard fixed observation time TPS.
D. Example: East facilitated spin model of glasses
The s-ensemble method was first applied [6, 9] to un-
cover the dynamical phase structure of kinetically con-
strained models [30] of glassy systems. Such systems are
thermodynamically simple but dynamically complex, and
this can be traced back to a singularity in ensemble of tra-
jectories, between “active” (equilibrium) and “inactive”
(non-equilibrium) dynamical phases. These two phases
are stabilised by negative or positive s, respectively, with
a first-order transition between them at s = 0 (in the
limit of large system size, and for the case where the
kinetic constraints are “hard”, i.e. cannot be violated).
For a demonstration of the functionality of the x-
ensemble approach in a many-body glassy systems, we
consider the East model in one-dimension [30], defined
on a lattice of N sites with a binary variable at each
site, ni = 0, 1 (i = 1, . . . , N), and with energy func-
tion E =
∑
i ni. A transition at site i, from 0 → 1
with rate c, and from 1 → 0 with rate (1 − c), can oc-
cur only if the neighbouring site to the left is excited,
ni−1 = 1. This latter condition on the rates is the ki-
netic constraint. The transition rates are temperature
dependent with c = (1 + e1/T )−1. Note that with these
definitions detailed balance is obeyed with respect to the
Boltzmann equilibrium with energy E at temperature T ,
and since E is non-interacting, despite the strong dy-
namical interactions, the system evolves towards a non-
interacting equilibrium state.
The x-ensemble TPS approach is able to efficiently re-
cover the results obtained through s-ensemble TPS. Fig-
ure 5 shows that we recover the active-inactive crossover,
which is seen to get sharper with increasing lattice size,
and is present at all temperatures, as expected [9]. Again
we have converted from an x-ensemble described by field
x to an s-ensemble described by field s.
E. Application of the x-ensemble in Transition
Path Sampling
While we have focused on systems simulated with
continuous-time Monte Carlo (both classical and quan-
tum), it should be noted that x-ensemble TPS is ap-
plicable to any system whose trajectories can be fully
described by sets of random numbers. The efficiency of
the approach will be dependent on the nature of the sys-
tem under study, but in general there are several factors
that should contribute to a greater efficiency in the x-
ensemble than the equivalent s-ensemble TPS schemes.
These factors are the following:
(i) A new trajectory Y′ is generated by altering the i-
th random number that defines the current trajectory Y
leaving the other random numbers, before and after, un-
changed. If at any later stage j > i the trajectory visits
the same state as in Y then no further computation is re-
quired to generate Y′. This drastically reduces the com-
putation overhead required to propose a new trajectory.
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FIG. 5. (a) The s-dependent mean activity per site, K/Nτ
and (b) The s-dependent mean excitation density per site,
ρn/N . Both plots are at temperature T = 0.5, for chain
lengths N = 15, 30, 60, and the simulations were made using
x-ensemble TPS. (c/d) Same as before but now for N = 60
and for temperatures T = 0.91, 0.75, 0.5.
While this recurrence is unlikely in large systems, it will
be the main source of efficiency in few-body problems,
and perhaps also in systems with large state spaces but
with limited dynamical pathways (cf. the micromaser).
(ii) Smoothness of the acceptance criteria. s-ensemble
TPS has a Metropolis acceptance probability of Paccept =
min (1, e−s∆K). Since the number of events is necessarily
an integer, a change in activity is only seen if K changes
by at least 1. This can lead to low acceptance proba-
bilities, particularly for large s. The x-ensemble, on the
other hand, has a metropolis acceptance probability of
Paccept = min (1, e
−x∆τ ) [or more generally for multiple
observables, Paccept = min (1, e
−x∆τ−~s·∆ ~M )]. Since the
trajectory length τ is continuous small incremental im-
provements, towards a trajectory typical of the desired
value of (x,~s), are more likely to be accepted.
(iii) Trajectories are not altered as drastically. Work-
ing in such a manner where trajectories are fully de-
scribed by a sequence of sets of random numbers,
an s-ensemble forwards-backwards shooting approach is
equivalent to a replacement, on average, of half of the
random numbers. While the relationship between the
random numbers used to describe a trajectory and the
activity of that trajectory is obviously highly non-trivial
for a complex system, it is nevertheless to be expected
that smaller changes to the random numbers defining the
trajectories will have a smaller impact on the activity.
By modifying one pair of random numbers only, the x-
ensemble approach makes smaller incremental improve-
ments facilitating faster convergence.
We expect the x-ensemble to be particularly useful in
systems that display an active-inactive dynamical phase
coexistence, such as glassy systems [9, 10]. Using a fixed-
time trajectory, as in the s-ensemble, the length of the
trajectory needs to be set long enough that any interest-
ing behaviour in the inactive phase is captured. But this
can lead to an unnecessarily large amount of information
on the active phase being recorded. In contrast, in the x-
ensemble little computation time is wasted on the active
phase: by fixing total event numbers, the same quality
of statistics is generated for both active and inactive dy-
namics.
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