1. Let A and B be symmetric positive-definite matrices, and Ai and Bi the submatrices obtained by deleting the ith row and ith column. The following is the well-known Bergstrom inequality (see [1) - [3] ):
This result can be reformulated as follows. Proof It is easy to verify that
where /.I. is an arbitrary number. Writing the three scalar products in (2) in the form (3), we obtain an inequality similar to (1) (for any fixed x the block matrix (~ ~) can be made positive-definite by choosing a sufficiently large /.I.). Thus (2) follows from (1) . We now prove the converse. The relation (3) for a symmetric positive-definite n x n matrix T can be rewritten in the form IT 1/1 Tn 1= tnn -(Tnl~,tn},where ~ = (tIn' t 2n , .
•. , tn-l,n)'
Replacing the three terms in (1) by such expressions we obtain an inequality similar to (2). Thus (2) is a reformulation of (1) .
Remark. Another proof of (2) using quasi-linearization was given in [4] .
2. Let P and Q be arbitrary matrices of the same size. The Hadamard product of P and Q is the matrix R = P*Q, where rij = PilIi} (see [2] ). As is evident from Theorem 1, the following theorem can be regarded as a multiplicative analogue of Bergstrom's inequality.
Theorem 2. Let A and B be symmetric positive-definite matrices; then for any x and y (4)
Proof We introduce the square matrix Y = (Yij), where Yij = YiYj-Then (4) can be rewritten as
We shall write M ~ ]V if the matrix M -N is non-negative definite. Then the last inequality can be written in the form 
The last inequality is called the generalized Bergstrom inequality and is proved in [1] , 69. Hence if all the Yi are non-zero, (4) is true. In the case when some components of y vanish it is sufficient to use a passage to the limit.
3. Inequality (4) enables us to obtain easily the majority of the known inequalities concerning the . determinants of Hadamard products. In the following A and B are always positive-definite symmetric matrices.
Corollary 1 (Oppenheim, [5J, 421 ). 
