This paper deals with the convergence properties of the nonconforming quadrilateral Wilson element for a class of nonlinear parabolic problems in two space dimensions. Optimal H and L2 error estimates for the continuous time Galerkin approximations are derived. It is also shown for rectangular meshes that the gradient of the Wilson element solution possesses superconvergence, and that the Lx error on the gradient is of order h log( 1 ¡h).
Introduction
The need to reduce the computational work in the use of conforming elements for the solution of higher-order elliptic problems has led to the invention of nonconforming elements. An issue in the study of nonconforming elements is the creation of a proper test that guarantees convergence of the elements. Recently, Shi [3] gave a certain condition on mesh subdivisions which ensures convergence of the quadrilateral Wilson element applied to a class of elliptic problems. The basic error analysis of Galerkin methods applied to parabolic equations is studied in [1, 6] , where conforming finite elements are considered. In this paper we extend the techniques and results in [ 1, 6] to the nonconforming quadrilateral Wilson element under the aforementioned condition in [3] . It is found that the convergence rates of approximate solutions for the problems under consideration have the same order of accuracy as in the comparable elliptic problems. For the nonconforming rectangular Wilson element, the Lê rror estimate and superconvergence for the gradient are shown as well. The paper is organized as follows. Section 2 deals with a general description of nonconforming methods for solving nonlinear parabolic problems. Section 3 contains some lemmas concerning error estimates for an auxiliary variational problem. The main results of the paper are established in §4. Optimal L2 and Hl error estimates, as well as almost optimal maximum-norm error and superconvergence order estimates for the gradient, are obtained.
Nonconforming methods for solving nonlinear parabolic problems
Let fi be a polygonal domain in R2 with boundary <9fi. Consider the following nonlinear parabolic initial-boundary value problem:
in fi, where / denotes a finite interval [0, T].
We shall assume that a, b¡, and / are sufficiently smooth functions on fi x R which, together with an appropriate number of derivatives, are bounded there, and that the function a satisfies (2.2) 0< ci <a(x, u) < c2 for (x, u) £ fi x R, for some constants c, and c2. The global nature of our assumptions with respect to u does not constitute any serious restriction. In fact, the approximate solutions to be considered will be shown to be uniformly close to the exact solution u, and thus depend only on the nature of a, b¡■, and / in a neighborhood of the range of u. We now consider the numerical approximation of (2.1) by a nonconforming finite element method. Let fi = (JKeK K be a decomposition of fi into elements K with diameters < h . With this subdivision we associate a nonconforming finite element space Sh consisting of certain functions v vanishing at the nodes belonging to dfi. In general, the inclusion Sh c H0(Q) does not hold. The norm associated with Sh is H. il2 = i. i2 =Vl-l2 II Hs,, I li,A _ Z^ I li,*: • K In this paper we shall confine ourselves to the nonconforming spaces Sh of the Wilson element, i.e., the finite element spaces of all functions whose restrictions to each quadrilateral element K e Kh are the shape functions defined by equations (3.1)-(3.3) of [3] . We also assume the subdivisions Kh to satisfy the regularity conditions in [3] . Let hK denote the diameter of the element K and h = maxÂ:eÂ: hK. We introduce a further assumption on mesh subdivisions. The distance dK between the midpoints of the diagonals of K £ Kh is of the order 0(hK), uniformly for all elements K as h -► 0.
The nonconforming approximation of the solution of (2.1) is the following. Find a differentiable map £/:/-► Sh such that
where (q>, y/)= / <py/dx, (tp, y/)n = V / <py/dx,
Here, (•, -)K denotes the inner product in L2(K) . Without loss of generality we shall assume the initial condition in (2.1) to be u0(x) = 0 throughout this paper.
Lemmas
Let u and U be the solutions of problems (2.1) and (2.3), respectively. In order to estimate the error U-u, we introduce an auxiliary variational problem:
Find a map « : / -► Sh such that 
where G denotes the set of nice stress points and N = 0(h~ ) is the cardinal number of G.
(The nice stress points relative to the given subdivision are the centers of the rectangular elements of that subdivision.)
We now give the following estimates for the error ü -u between solutions of (3.1) and (2.1). and 11^1'1/2,9* = II^H-1/2,dK ' where n = ü -u. The existence of yK is guaranteed by the Hahn-Banach theorem, since Hl/2(dK) is the dual of H~l,2(dK).
It is well known that if K is convex, then <pK e H (K) and (ii) The second assertion of the lemma can be proven using the same technique as the one leading to (3.15 Applying Lemma 3.1 to the first two terms on the right-hand side of (3.32), we conclude that (3.33) \Dn(u; ut, ntp)\ < ch2\\ut\\2\\tp\\2 h , (3.34) \Dn(u;u,ntp)\<ch2\\u\\2\\<p\\2h.
For the last term of (3.32), we have by Green's formula,
-A*h(u;n,n(p)=J2lv-(a(u)tVn(P)ndx-J2 (a{u))tn-^-dx Proof, (i) Let u e Sh be such that for tel For the L2-norm we proceed by duality. Note that ;=i Using arguments similar to those used to derive inequalities (3.27) and (3.38), one has (3.48) /1+/2 + /3 + /4<cA2||M||2||ç»||2.
Noting that ut e //0'(fi), we have from (3.45) and ( We now estimate the last term of (3.55). Since nu £ Sh, we can write nu as the sum of the conforming part yh and the nonconforming part zh , (3.56) nu = yh + zn.
Hence,
Together with (3.55), these bounds show our assertions on V«. In the same way, the uniform boundedness of üt and Vù( can be proved. We omit the details, a
Error estimates
The main objective of this section is to derive error estimates for U -u. With ü defined by (3.1), we write the error U-u = {U-ü) + (ü-u) = C + n.
The lemmas in §3 give estimates on n . It remains to estimate £. To do this, we need an additional assumption on U. Assume that there exists a positive constant c* such that
Without loss of generality, assume c* > 2c (see (3.54) ).
The following theorem gives the fundamental result on £.
Theorem 4.1. Let u, U, and ü be the solutions of problems (2.1), (2.3), and (3.1), respectively. Assume that u, ut £ L2(ff2(íí))nL0C(W/l,0O(fi)) and that utt e L2(H2(Q)). Then (4.2) IICII^, + |K||^W + K,|| HSh)<ch2.
Proof. Using (2.1), (2.3), and (3.1), we observe that
Differentiating (4.3) with respect to / yields iZtt,V) + Ah{U;titV)
We first discuss estimates of (4.3). Setting V = t¡t and using (4.1), we see that the left-hand side of (4.3) is The first two terms of (4.9) are bounded above by (4.10) clWrif + Kf + Utf + W2,,].
For the last term of (4.9), we get by Green's formula, To complete our argument, we must show that for A sufficiently small, \\U,\\r ,, , < 2c < c*. We use the inverse inequality, (3.54), and We are now in a position to prove the main results of this paper. First, by using Lemmas 3.2 and 3.6 and Theorem 4.1, we obtain immediately the following Theorem 4.2. Let u and U be the solutions of (2A) and (2.3), respectively. Assume that u, ult e L^//2^)) nL^^1'00^)) and that ult e L2(H2(Çï)). We now turn to the maximum-norm estimate for the error in the gradient. Ejv^o)i2| <^EiivíiiL«x,) {^EÄ_2nv<w} <mx,h<ch2 D
Then

