Abstract This article reports a multifaceted comparison between statistical and neural machine translation (MT) systems that were developed for translation of data from massive open online courses (MOOCs). The study uses four language pairs: English to German, Greek, Portuguese, and Russian. Translation quality is evaluated using automatic metrics and human evaluation, carried out by professional translators. Results show that neural MT is preferred in side-by-side ranking, and is found to contain fewer overall errors. Results are less clear-cut for some error categories, and for temporal and technical post-editing effort. In addition, results are reported based on sentence length, showing advantages and disadvantages depending on the particular language pair and MT paradigm.
Introduction

Background
Since the inception of machine translation (MT), new techniques have regularly generated high expectation, often followed by disappointing results. Qualitative B Sheila Castilho sheila.castilho@adapcentre.ie 1 improvements have tended to be incremental rather than exponential. Statistical machine translation (SMT) became the dominant MT paradigm for comprehension and production purposes following its adoption by Internet MT providers and the appearance of the first commercial SMT systems in the 2000s (Gaspari and Hutchins 2007) . Since then, MT for production has become mainstream, to the extent that by 2016, 56% of language service providers offered an integrated, client-or project-specific MT system as part of their workflows, using in-house or third-party engines trained by one of the many dedicated MT providers (Lommel and DePalma 2016) . As MT has become more popular, pressure on costs has increased, making these providers increasingly eager for a leap in MT quality (Moorkens 2017) , such that new or improved techniques reported from MT research are quickly deployed in commercial systems.
This has been the case recently, as Neural MT (NMT) has emerged as a promising new MT paradigm, raising interest in academia and industry by outperforming phrasebased statistical MT (PBSMT) systems despite many years of SMT development, based on impressive results in automatic evaluation Bojar et al. 2016; Sennrich et al. 2016a ) and well-publicised research and deployment by Google (Wu et al. 2016) . Resultant claims that NMT is producing translation "as good as human translation" or has reached "human parity" (Hassan et al. 2018 ) have appeared in the media, often along with related predictions of the end of human translation as a profession. 1 Many subsequent studies have been more circumspect, reporting increases in quality when comparing NMT with PBSMT using either automatic metrics Jean et al. 2015) , or small-scale human evaluations (Bentivogli et al. 2016; Wu et al. 2016 ).
Objectives and structure of the paper
While initial experiments concerning NMT have shown impressive results and promising potential, so far there have been a limited number of large-scale human evaluations of NMT output. The key question addressed in this work is whether NMT results also surpass those of SMT when using human evaluation. To this end, the article reports detailed results of a quantitative and qualitative comparative evaluation of SMT and NMT carried out using automatic metrics and a small number of professional translators, considering the translation of educational texts in four language pairs, from English into German (DE), Portuguese (PT), Russian (RU) and Greek (EL). We employ a variety of metrics, including side-by-side ranking, rating for accuracy and fluency, error annotation, and measurements of post-editing effort. Preliminary findings of this work were reported in Castilho et al. (2017a) together with a few other use-cases, and with more details in Castilho et al. (2017b) , but this paper extends those results in several ways, particularly by comparing the performance of PBSMT and NMT depending on sentence length, and by relating error categories in the output to scores of adequacy and fluency for all the language pairs under consideration. One of the key contributions of this paper is that, to the best of our knowledge, it is the first study to systematically correlate fluency and adequacy ranking with error types for NMT systems.
The rest of this article is structured as follows: in Sect. 2, we review previous work comparing SMT and NMT output. We explain the motivation behind our experiments in Sect. 3. We describe our MT systems and the experimental setup in Sect. 4, and the results of human and automatic evaluations in Sect. 5. Finally, we draw the main conclusions of the study and outline promising avenues for future work in Sect. 6. This large-scale evaluation was part of the work of TraMOOC, 2 a European-funded project focused on the translation of Massive Open Online Courses (MOOCs), which established a replicable semi-automated methodology for high-quality MT of educational data. As such, the MT engines tested are built using generic and in-domain data from educational resources, as detailed in Sect. 4.1.
Related work 2.1 Previous studies comparing SMT and NMT
A number of papers have been published recently comparing various aspects of SMT and NMT, and the following is a review of a selection of the most interesting work in this area. Bentivogli et al. (2016) asked five professional translators to carry out light postediting on 600 segments of English TED talks data translated into German. These comprised 120 segments each from one NMT and four SMT systems. Using HTER (Snover et al. 2006) to estimate the fewest possible edits from pre-to post-edit, they found that technical post-editing effort (in terms of the number of edits) when using NMT was reduced on average by 26% when compared with the best-performing SMT system. NMT output showed substantially fewer word-order errors, notably with regard to verb placement (which is particularly difficult when translating into German), and fewer lexical and morphological errors. The authors concluded that NMT has "significantly pushed ahead the state of the art", especially for morphologically rich languages and language pairs that are likely to require substantial word reordering (Bentivogli et al. 2016) . Wu et al. (2016) used BLEU (Papineni et al. 2002) scores and human side-by-side assessment of 500 Wikipedia segments that had been machine-translated from English into Spanish, French, Simplified Chinese, and vice-versa. Results from this paper again show that the NMT systems strongly outperformed other approaches and improved translation quality for morphologically rich languages, with human evaluation ratings that were closer to human translation than PBSMT. The authors noted that some additional 'tweaks' would be required before NMT would be ready for real data, and NMT engines subsequently went live on Google Translate for the language pairs tested shortly after this paper was published . Burchardt et al. (2017) noted a "striking improvement" in English to German translation quality after this move to NMT.
Results of the 2016 Workshop on Statistical Machine Translation (WMT16) 3 (Bojar et al. 2016) found that NMT systems were ranked above SMT and online systems for six of 12 translation directions for the news translation task, according to the official results based on human ranking. Direct assessment of six translation directions also showed strong performance of NMT in terms of fluency, with NMT systems top-ranked for 4 translation directions, but less so in terms of adequacy, with NMT systems being top-ranked for only 2 translation directions. In addition, for the automatic post-editing task, neural end-to-end systems were found to represent a "significant step forward" over a basic statistical approach.
Toral and Sánchez-Cartagena (2017) compared NMT and PBSMT for nine language pairs (English to/from Czech, German, Romanian and Russian, plus English to Finnish), with engines trained for the news translation task at WMT16. BLEU scores were higher for NMT output than PBSMT output for all language pairs, except for Russian-English and Romanian-English. NMT and SMT outputs were found to be dissimilar, with a higher inter-system variability between NMT systems. NMT systems appear to perform more reordering than SMT systems, resulting in more fluent translations (taking perplexity of MT outputs on neural language models as a proxy for fluency). The authors found that the tested NMT systems performed better than SMT for inflection and reordering errors in all language pairs. However, using the chrF1 automatic evaluation metric (Popović 2015) , which they argue is more suited to NMT, they found that SMT performed better than NMT for segments longer than 40 words. We revisit the impact of sentence length on NMT and PBSMT output quality in a detailed comparison presented in Sect. 3.1. Klubička et al. (2017) followed this by carrying out a manual evaluation of pure and hierarchical PBSMT (Chiang 2005) and NMT in English to Croatian using a taxonomy adapted from the multidimensional quality metrics (MQM) (Lommel et al. 2014) . The factored PBSMT system resulted in fewer accuracy errors, with NMT producing the most omission errors. However, NMT output was considered more fluent and more grammatical than that from the other systems, with fewer fluency errors and fewer errors overall found by the two annotators. Popović (2017) analysed PBSMT and NMT output for English-German and German-English. She found that NMT produced fewer overall errors, and that NMT output contained improved verb order and verb forms, with fewer verbal omissions. NMT also performed strongly regarding morphology and word order, particularly on articles, phrase structure, English noun collocations, and German compound words. Her finding that NMT was less successful in translating prepositions, ambiguous English words, and continuous English verbs led to a suggestion of a possible hybrid SMT and NMT approach. Burchardt et al. (2017) also suggested the investigation of hybrid systems, this time with rule-based MT, as a possible future research topic.
The speed and quality of NMT systems are improving as new techniques are discovered for computational efficiency and for calculation of the best possible output [e.g. (Sennrich et al. 2017a) ]. High computational and power consumption costs have so far confined the application of newly discovered techniques (and deployment of NMT more generally) to large and well-funded projects run by leading research groups. 4 Given the progress in NMT development in the last few years, it seems safe to assume that in the foreseeable future NMT systems will continue to be adopted by more users, such as multilingual institutions and organisations as well as language service providers. This prospect increases the need for comparative evaluations of the respective strengths and weaknesses of NMT versus PBSMT for multiple language pairs and in diverse domains.
Methodological rationale
Sentence length and machine translation quality
The average sentence length has been shown to be related to the register, text type or genre of texts (Kucera and Francis 1967; Westin 2002) , and is considered a key feature for the identification of an author's style (Biber and Conrad 2009; Lehtonen 2015) .
With specific reference to MT, a number of papers have researched the relationship between sentence length and the quality of MT output. Stymne and Ahrenberg (2012) conducted an error analysis of the output of two English-Swedish SMT systems, dividing the sentences into two sets: short (with a maximum length of 20 words) and random (any length, with average sentence length of 21.9 words). Based on this distinction and on error annotation performed by two individuals, a particularly valuable finding of this study was that the errors found in the short sentences were not representative of the errors in the whole data set, both in nature and quantity.
In NMT, translation quality has also been found to heavily depend on sentence length. Early sequence-to-sequence models without attention Sutskever et al. 2014 ) performed poorly for long sentences. Cho et al. (2014) showed that NMT output tends to suffer from a clear drop in quality (in terms of BLEU score) for longer sentences (which they defined as those with over 20 tokens), observing in particular that the problem becomes especially severe when the input sentences are longer than those used for training. The introduction of the attention model has mitigated the problem somewhat, but recent studies report that attentional NMT systems underperform PBSMT systems on long sentences (Koehn and Knowles 2017) .
In light of this, consistently with the relevant literature, we take 20 tokens as a convenient cut-off point to differentiate long from short input sentences, and in Sect. 5 we compare the performance of PBSMT and NMT in terms of sentence length on this basis. In addition, since there is ample evidence that text type and genre can be described, among other criteria, according to their average sentence length, we consider this as a particularly relevant parameter to organise our experiments; while our evaluation of MT quality is conducted on user-generated educational data, we anticipate that the length-based results will help to inform the choice of MT users when selecting PBSMT or NMT for their own purposes, depending on which engine type offers the best performance for texts with the sentence length of specific interest to them.
MT errors vis-à-vis fluency and adequacy
Extending the findings reported in Castilho et al. (2017b) , this section investigates the relationship between the types of errors identified in the MT output, based on the predefined taxonomy described in Sect. 4.5, and the evaluation of adequacy and fluency carried out by professional translators. Elliott et al. (2004) is an example of early work analysing the correlations between error frequencies based on an ad hoc categorisation scheme and human evaluations of fluency and adequacy. Their automated MT evaluation system involved a hierarchical classification scheme of fluency errors in English MT output (with French as the source language), to identify error types and their frequencies in samples representing various text types. Interestingly, on the basis of the evaluation carried out by three judges and concerning four MT systems, (Elliott et al. 2004, p. 66) remarked that "having set out to annotate fluency errors, adequacy errors were also detectable as contributors to disfluency". Koponen (2010) started from the assumption that MT quality can be considered from different complementary perspectives such as accuracy, fluency, and fitness for purpose, emphasising, however, that preserving semantic accuracy is most important in real-world scenarios. The study therefore attempted to uncover criteria for assessing MT quality specifically in terms of the accuracy of the semantic content in the output, and showed how an analysis of the different error types can help to identify such criteria for the specific evaluation of semantic accuracy.
Stymne (2013) evaluated an English-Swedish SMT system by applying an extended error typology derived from a grammar checker and then related the error types to fluency and adequacy ratings. The author concluded that the majority of the errors made by the SMT system concerned fluency, emphasising that their automatic identification, and perhaps also correction, were possible at least in principle. Federico et al. (2014) analysed the impact of different MT error types on output quality, considering various language pairs involving translations into Chinese, Arabic and Russian. They conducted two sets of experiments, one exploring the relationship between errors and human quality judgements, and the other concerning the relationship between errors and automatic metrics. Although they did not formally differentiate between adequacy and fluency judgements as a function of the errors identified in the output, they concluded in particular that the frequency of errors of a given type did not correlate with human preference, and that errors with the strongest impact could be isolated.
Costa-jussà and Farrús (2015) investigated how linguistically motivated human evaluation (morphology, syntax, semantics, and orthography) correlated with the different types of MT systems (rule-based vs. statistical), as well as with adequacy and fluency ratings. The results showed not only that adequacy and fluency were related to the total quantity of errors made by the system, but also (more specifically) that adequacy was strongly correlated with semantics, moderately with syntax, and not at all with orthography and morphology. In contrast, fluency judgements correlated with all error categories to varying degrees, in the following descending order of importance: semantics, syntax, orthography, and morphology. Ljubešić et al. (2010) evaluated a Croatian SMT system in terms of automatic metrics and adequacy and fluency, using a randomly selected 200-sentence sample examined by a single evaluator. Segments that did not receive the highest score were error-tagged according to these four coarse categories (with their relative percentages found in the data set): all lexical items were correct, but meaning was changed by word order or punctuation errors (39.7%); lexical items were translated incorrectly (34.5%); unknown words in the source (17.2%); and, finally, typing errors in the source (8.6%). Even though the authors did not investigate in detail the connection between such errors and human ratings of adequacy and fluency, they concluded that BLEU, NIST (Doddington 2002) and METEOR (Banerjee and Lavie 2005) correlated very strongly with each other.
Finally, Štajner et al. (2016) tackled English to Portuguese MT in the IT domain. In a scenario in which only limited domain-specific parallel data was available, they compared a PBSMT and a hybrid system, and tested three strategies to overcome the problem of data sparsity, along with a systematic in-depth error analysis. One of the objectives of this work was to explain how different fine-grained error types affect fluency and adequacy , relating the relevant human assessments to the detailed error analysis. In terms of adequacy, when both outputs were rated as similarly good, PBSMT performed slightly worse than the hybrid MT system for untranslated words and additions. In contrast, when the output of both systems was rated as similarly bad, the hybrid system made twice as many word-sense errors as PBSMT, while the errors in common concerned mistranslations, untranslated words, additions and omissions. With regard to fluency, they observed that in general, the hybrid system failed more often for capitalisation and missing punctuation marks, while PBSMT made more reordering errors, with untranslated and missing words. In particular, when fluency received low scores, errors in word order and verb mood were more harmful for PBSMT, while capitalisation and punctuation errors as well as wrong prepositions were more prominent in the hybrid MT output.
Experimental setup
As part of this study, PBSMT and NMT systems were created and evaluated for four translation directions: English to German, Greek, Portuguese, and Russian. Evaluation was performed using both human and state-of-the-art automatic evaluation metrics. Professional translators carried out side-by-side ranking, adequacy and fluency rating, post-editing and error annotation based on a predefined taxonomy.
MT systems
Training data
The MT engines used in the TraMOOC project were trained on large amounts of data from various sources; we used the training data from the WMT shared translation tasks and OPUS (Tiedemann 2012) as mixed-domain data, and as in-domain training data we used TED from WIT3 (Cettolo et al. 2012) , the QCRI Educational Domain Corpus (QED) (Abdelali et al. 2014 ), a corpus of Coursera MOOCs, and our own collection of educational data. The amount of parallel training data used is shown in Table 1 , broken down by target language. The PBSMT systems used the target side of all parallel corpora for language modelling, plus the News corpora from WMT as additional monolingual data. Statistics are shown in Table 2 .
Phrase-based SMT
The PBSMT system used is Moses (Koehn et al. 2007) , with MGIZA (Gao and Vogel 2008) used to train word alignments, and KenLM (Heafield 2011) for training and scoring the language models.
The MT model is a linear combination of various features, including standard Moses features such as phrase translation probabilities, phrase and word penalty, and 5 g language model with modified Kneser-Ney smoothing (Kneser and Ney 1995) , as well as the following advanced features: a hierarchical lexicalised reordering model (Galley and Manning 2008) , a 5-gram operation sequence model (Durrani et al. 2013) , sparse features indicating phrase pair frequency, phrase length, and sparse lexical features, and, for English-Russian, we employ a transliteration model for unknown words (Durrani et al. 2014) . Feature weights are optimised to maximise BLEU with batch MIRA (Cherry and Foster 2012) on an in-domain tuning set. For Greek and Portuguese, the in-domain tuning set consists of English MOOC data provided by Iversity and VideoLectures.NET, which were translated by professional translators within the TraMOOC project (2687 sentences). For German and Russian, the indomain tuning sets are the development portions of the QED corpus (646 and 744 sentences, respectively).
Adaptation to the MOOC domain is performed via three mechanisms: sparse domain indicator features in the phrase table, learning of feature weights on the indomain tuning set, and linear interpolation of language models. As component models for the language model interpolation, a separate language model is trained on each of the listed parallel corpora; the monolingual news data is divided by year, and a separate language model is trained on each portion.
Neural MT
The NMT systems are attentional encoder-decoder networks , trained with Nematus (Sennrich et al. 2017b) . We generally follow the settings used by Sennrich et al. (2016a) , namely word embeddings of size 500, hidden layers of size 1024, minibatches of size 80, and a maximum sentence length of 50. We train the models with Adadelta (Zeiler 2012 To enable open-vocabulary translation, words are segmented via byte-pair encoding (BPE) (Sennrich et al. 2016c ). For Portuguese, German, and Russian, the source and target sides of the training set for learning BPE are combined to increase consistency in the segmentation of the source and target text. For each language pair, we learn 89,500 merge operations.
For domain adaptation, we first train a model on all available training data, then fine-tune the model by continued training on in-domain training data (Luong and Manning 2015; Sennrich et al. 2016b) . Training is continued from the model that is trained on mixed-domain data, with dropout and early stopping. The models are an ensemble of four neural networks with the same architecture. We obtain the ensemble components by selecting the last four check-points of the mixed-domain training run, and continuing training each on in-domain data.
The MOOCs domain
As this evaluation was intended to identify the best-performing MT system for the TraMOOC project, test sets were extracted from real MOOC data. These data included explanatory texts, subtitles from video lectures, and user-generated content (UGC) from student forums or the comment sections of e-learning resources. One of the test sets was UGC from a business development course and the other three were transcribed subtitles from medical, physics, and social science courses. The UGC data was often poorly formulated and contained frequent grammatical errors. The other texts presented more standard grammar and syntax, but contained specialised terminology and, in the case of the physics text, non-contextual variables and formulae.
Materials, evaluators, and methods
For the purposes of this study, four English-language datasets consisting of 250 segments each (1000 source sentences in total) were translated into German, Greek, Portuguese, and Russian using our PBSMT and NMT engines. The evaluation methods included two conditions: (i) side-by-side ranking and (ii) post-editing, assessment of adequacy and fluency, and error annotation. Both conditions were assessed by professional translators. More specifically, the ranking tasks consisted of only a subset (100 source segments) with their translations from PBSMT and NMT which were randomised. The assessments were carried out by three experienced professional translators (four of them in the case of Greek). The ranking was performed using Google Forms.
For the second condition (ii), all the datasets (1000 source sentences) were translated and the MT output (from both NMT and PBSMT) was mixed in each dataset, and the tasks were assigned in random order to the translators. The segments were presented sequentially, so as to maintain as much context as possible. These tasks were carried out by three experienced professional translators (two in the case of English-German) using PET (Aziz et al. 2012 ) over a two-week period. The participants were sent the PET manual and given PET installation instructions, a short description of the overall TraMOOC project and of the specific tasks, and requested to (in the following order) (i) post-edit the MT output to achieve publishable quality in the final revised text, (ii) rate fluency and adequacy (defined as the extent to which a target segment is correct in the target language and reflects the meaning of the source segment) on a four-point scoring scale for each segment, and (iii) perform error annotation using a simple taxonomy (more details are provided in Sect. 4.5). This setup had the advantage that measurements of two of Krings' (2001) categories of post-editing effort could be drawn directly from PET logs, namely temporal effort (time spent post-editing) and technical effort (edit count).
Automatic evaluation with state-of-the-art metrics
The BLEU, chrF3 and METEOR automatic evaluation metrics are used in this study, and two post-edits are used as references for each segment, as Popović et al. (2016) suggest that the use of a single post-edited reference from the MT system under evaluation tends to introduce bias. In addition, the HTER metric (Snover et al. 2006 ) was used to estimate the fewest possible edits between pre-and post-edited segments.
Human evaluation performed by professional translators
Ranking
The professional translators were asked to tick a box corresponding to their preferred translation of an English source sentence for the side-by-side ranking task. PBSMT and NMT output was mixed and presented to participants using Google Forms. Two to three segments, where PBSMT and NMT output happened to be identical, were excised for each language pair, as the judges did not have the option to indicate a tie. The remaining tasks were carried out within the PET interface.
Post-editing and error annotation
The professional translators were asked to post-edit the MT segments to publishable quality, and then to highlight issues found in the MT output based on a simple error taxonomy comprising inflectional morphology, word order, omission, addition, and mistranslation. Each sentence could be annotated with more than one error category, but each error category could be assigned only once. Therefore, a segment could contain all the errors, some of the errors, as well as no errors (no issues), but if the translator found that the segment contained two mistranslation errors, for example, the mistranslation category would be assigned only once to that segment. Our expectation was that there would be fewer morphology and word order errors with NMT, especially for short segments. Section 5 investigates the relationship between these categories of errors found in the output and judgements of adequacy and fluency.
Adequacy and fluency rating
The judges were asked to rate adequacy in response to the question 'How much of the meaning expressed in the source fragment appears in the translation fragment?'. To avoid centrality bias, a scoring scale of one to four was used, where one was 'none of it' and four was 'all of it'. Similarly, fluency was rated on a scale of one to four, where one was 'no fluency' and four was 'native'. Again, our expectation was that NMT would be rated positively for fluency, with possible degradation for adequacy, especially for longer segments Neubig et al. 2015) . The impact of sentence length is analysed in detail in Sect. 5.
Results and discussion
The results presented in Castilho et al. (2017a, b) , have shown that NMT presents mixed results with human evaluation, while it receives consistently higher scores with automatic metrics. In this work, we summarise the previous results for automatic metrics, ranking, and post-editing, focusing on more fine-grained results of error annotation and their relationship with adequacy and fluency when making distinctions between short (20 tokens or fewer) and long sentences (more than 20 tokens). To compute statistical significance, a one-way ANOVA pairwise comparison was performed, where p < 0.05 indicates statistically significant results. Table 3 shows that BLEU and METEOR scores considerably increase for German, Greek, and Russian with NMT when compared to the PBSMT scores (marginally for Portuguese). 7 HTER scores show that more post-editing was performed when using the output from the PBSMT system for German, Greek and Russian. Finally, the chrF3 scores also show good improvement for NMT over PBSMT for German and Russian, but very similar results for Greek and Portuguese. Statistically significant results are marked with ‡.
Automatic metrics
Ranking
Participants preferred NMT output across all language pairs, with a particularly marked preference for English-German (Table 4) . We also applied short/long distinctions for the NMT system and found that there was a 53% preference for NMT for short segments, and a 61% preference for NMT for long segments. Even though the experimental setup does not allow us to strictly relate the individual domains to the results obtained for MT system types across all four language pairs considered in this study, we surmise that the text genres in which fluency appears to be more important (i.e. business and marketing) have yielded better evaluations for NMT, as opposed to medicine and physics; this applies also to longer segments, on the assumption that for the latter domains translators would tend to adopt a more 'literal' translation.
Post-editing
The number of segments considered by participants to require interventions during the MT post-editing task was lower for NMT when compared to the PBSMT system. Temporal effort (seconds/segment) was marginally improved for German (PBSMT 74.8 : NMT 72.8), Greek (PBSMT 77.7 : NMT 70.4) and Portuguese (PBSMT 57.7 : NMT 55.19) when doing post-editing of NMT, whereas for Russian, PBSMT showed a slightly better performance (PBSMT 104.6: NMT 105.6). Temporal effort is also expressed in words per second in Table 5 . Technical post-editing effort (number of edits performed in keystrokes/segment) was reduced for NMT in all language pairs: German (PBSMT 5.8 : NMT 3.9), Greek (PBSMT 13.9 : NMT 12.5), Portuguese (PBSMT 3.8 : NMT 3.6) and Russian (PBSMT 7.5 : NMT 7.2) (cf. the HTER scores in Table 3 ). The distinction between long and short segments was also considered for postediting effort, where in terms of words per second (WPS) (see Table 6 ), the NMT system performs better with short sentences for German, Greek and Portuguese when compared to the PBSMT system, with the Portuguese language nearly reaching the average professional rate reported for English-German in Moorkens and O'Brien (2015) . Interestingly, the Russian output shows a slightly better WPS average for the PBSMT system for short sentences. Regarding long sentences, Greek and Russian show fewer WPS for NMT, but Portuguese and German show fewer WPS for the PBSMT system. Even though the results for the post-editing assessment were not statistically significant, they suggest that the PBSMT segments that were edited required more cognitive effort than NMT segments for German, Greek, and Portuguese, but the Russian output shows lower effort with PBSMT.
Error annotation
As mentioned previously, for the error-annotation tasks professional translators annotated each target sentence according to five error categories: inflectional morphology, word order, addition, mistranslation, and omission. In this section, we first summarise the general results found in Castilho et al. (2017a, b) , and then we detail the results when distinguishing long from short sentences. Moreover, we go one step further and divide the error category into fluency and adequacy, according to the MQM typology, 8 where inflectional morphology and word order are errors related to fluency, while addition, mistranslation and omission are related to adequacy.
Previous results have shown that for all the language pairs, the total number of issues found at the segment level was higher for the PBSMT system (DE = 1687, EL = 1277, PT = 1082 and RU = 1654) compared to the NMT system (DE = 1234, EL = 1086, PT = 1003 and RU = 1346). The percentage of sentences not annotated (that is, sentences considered to have no issues) was greater for NMT compared to PBSMT for all language pairs (DE: NMT = 18.9%, PBSMT = 6%; EL: NMT = 16.8%, PBSMT = 9%; PT: NMT = 23.6%, PBSMT = 19.7%; and RU: NMT = 19.5%, PBSMT = 10%).
Across all languages, the NMT output contained fewer sentences with word-order and inflectional morphology errors compared to the PBSMT output. On average, NMT also had fewer sentences with omission and addition errors than PBSMT, and about the same number with mistranslation errors. For English-Greek, however, the PBSMT output contained fewer sentences with errors of omission, addition, or mistranslation than the NMT output. For English-Russian, PBSMT contained fewer sentences with mistranslations.
Inflectional morphology, word order, and mistranslation were the most frequent problems found in both types of MT systems.
Short sentences versus long sentences
For the experiments reported here the distinction between short and long sentences used in the error-annotation task (i.e., assuming 20 tokens as the cut-off point) is based on the work reviewed in Sect. 3.1. In total, from our dataset of 1000 sentences, 676 sentences contained 20 tokens or fewer (short sentences), and 324 sentences contained more than 20 tokens (long sentences). Table 7 shows the total error count per sentence type, as well as the percentage of sentences annotated as containing that type of error, calculated as the number of errors per category divided by the total number of sentences.
When looking at the German language, we notice that the PBSMT system presents a slightly higher percentage of short sentences with omission errors (13%) than in long sentences (11%), while the NMT system shows a lower percentage of short sentences with errors for all categories when compared to the long sentences. When comparing the results for the two MT systems, the NMT system for German consistently shows a lower percentage of sentences annotated with errors when compared to the PBSMT system. This result is statistically significant for sentences with word order error type ( ‡). In long sentences, however, this difference for word order was only moderate ( p = 0.07). We observe that in long sentences, both systems show similar results for omission and addition errors. Although not statistically significant, these results correlate well with results reported in Castilho et al. (2017b) in which we observed that results for the adequacy assessment were less consistent, where the German PBSMT system showed slightly higher means for adequacy than the NMT system (more details are given in Sect. 5.6).
Regarding the Greek language, both PBSMT and NMT systems show a higher percentage of short sentences with omission errors (6% both systems) when compared to long sentences (PBSMT 3%, NMT 5%), which is more evident for the PBSMT system. These results were only fair ( p = 0.10). While NMT shows lower percentages of short sentences with inflectional morphology and word order errors compared to the PBSMT system, it shows a slightly higher percentage for sentences with mistranslation errors than PBSMT. Interestingly, PBSMT and NMT show the same percentage of sentences with omission and addition errors. We observe again that NMT outperforms PBSMT for long sentences with inflectional morphology and word order errors, while for sentences with omission, addition and mistranslation NMT shows higher error percentages than PBSMT. These results, however, were not statistically significant. Overall, these results correlate with previous findings for adequacy (Castilho et al. 2017b) , where no distinctions of long/short was made) when both Greek systems were found to perform equally. For the Portuguese language, although none of the results were statistically significant, we note that the PBSMT system shows a lower percentage of long sentences with omission and addition errors compared to its results in short sentences, while NMT shows the same percentage of short and long sentences with omission errors, but lower percentages of errors for the other categories. When compared to PBSMT in short sentences, the Portuguese NMT system shows a lower percentage of sentences with word order, addition, mistranslation and omission errors, but, interestingly, a higher rate of sentences with inflectional morphology errors. When compared to PBSMT in long sen- tences, NMT shows higher percentages of omission and addition and a slightly higher percentage of long sentences with mistranslation errors than PBSMT, but fewer cases of sentences with fluency errors (inflectional morphology and word order). Finally, regarding the Russian language, even though no statistical significance was found, we observe a lower percentage of errors for short sentences in all categories for both MT systems when compared to long sentences. Russian also shows the highest percentage of omission errors compared to all the other languages for both systems, in short and long sentences. When compared to PBSMT, the NMT output shows a lower percentage of errors for all categories apart from mistranslations, both in short and long sentences, which correlates with the somewhat mixed results obtained in the adequacy assessment reported in previous work. Interestingly, Russian has the highest number of the addition (in short and long sentences) and omission (for long sentences) types of error among all the languages. These results are also evident in Fig. 1 .
The percentage of sentences annotated with 'no issues' (Table 8 ) was higher for NMT across all target languages when compared to PBSMT. Statistically significant results between PBSMT and NMT are marked with ‡. For all languages, NMT showed a lower percentage of short sentences with errors when compared to long sentences (significance marked with *). For the PBSMT system, this difference was only statistically significant for EL, PT and RU (marked with †). We therefore observe that the specific types of errors displayed by NMT and PBSMT output are to some extent dependent on the particular language pairs involved, and are clearly influenced by the specific morphosyntactic features of the target language.
We note that due to the limitations of the annotation process, a metric such as the number of errors of each type per word would have allowed for a more in-depth analysis of error counts and types, but our results are still able to show the type of errors that each sentence contained.
Fluency and adequacy
In previous work, we noted that NMT was rated as more fluent than PBSMT for all language pairs when looking at the percentage of scores assigned a 3-4 fluency value (Near Native or Native); in addition, the NMT systems appear to have fewer problems when compared against the PBSMT systems for all the languages when looking at the percentage of scores assigned a 1-2 fluency value (no or little fluency). Castilho et al. (2017b) discussed a few examples of how NMT improved the fluency of sentences, such as making correct use of the imperative form in German, or choosing a better semantic fit for Portuguese, correctly using the quantifying objects for Russian and successfully using the genitive form and generic masculine in Greek.
The results for adequacy, however, are less consistent. While NMT output received the highest mean ratings for all other language pairs, when considering 3-4 rankings ('Most of It' and 'All of It') as well as 1-2 rankings ('None of It' and 'Little of It'), English-German PBSMT was ranked higher, and English-Greek systems performed equally well. A few examples of errors made by both systems were given in Castilho et al. (2017b) , such as mistranslations and word-order errors in which polysemous terms seemed to pose the main problem for the NMT system especially for Greek and Russian. Table 9 shows the means for fluency and adequacy for short and long sentences. When looking at the results for short sentences, we observe that the NMT system has higher mean results for fluency when compared to the PBSMT system in all language pairs [only a moderate statistical significance was found ( p = 0.09)]. The difference for adequacy, however, is not large and not statistically significant. The same holds true for long sentences in which, again, the results for fluency highlight a marked difference between NMT and SMT [only a moderate significance was found ( p = 0.09)]. Similarly to short sentences, the means of adequacy are not as different between the systems.
Short sentences versus long sentences
These findings correlate with results presented previously for the error annotation, in which we showed that addition and omission have similar counts and percentages for NMT and PBSMT in all target languages. Similarly, in line with our expectations, long sentences show lower ratings for fluency and adequacy for both MT systems for all languages (with the exception of adequacy in German where ratings are almost identical for long and short sentences). However, it is interesting to note that German, Greek and Portuguese show similar adequacy ratings for both short and long sentences (for both NMT and PBSMT systems), whereas the difference in adequacy means for Russian is larger between short and long sentences. Table 7 ) divided by the total number of sentences that contain errors (see Table 8 ). We observe that for German, Greek and Portuguese, the most common errors for both MT systems appear to be those related to fluency (inflectional morphology and word order) as well as mistranslation. For Russian, however, the word-order type of error is not as prominent, and can be closely compared to addition and omission.
The mixed results previously observed for adequacy ratings might be explained when looking at the addition (both in short and long sentences), mistranslation and omission error types for all the languages in Fig. 1 . While for German the NMT system shows fewer long sentences with mistranslation errors, we observe close numbers to PBSMT for sentences with omissions and additions. The results for short sentences are either very close, or NMT shows fewer sentences with errors than PBSMT. For Greek, NMT shows a slightly higher number of both short and long sentences with adequacy errors than PBSMT, although the difference is more evident in long sentences, especially for the mistranslation category. For Portuguese, again the results seem very close, but we note that in long sentences adequacy errors appear more often than in the NMT system, whereas short sentences with adequacy errors seem to be less frequent for both systems. Interestingly for Russian, sentences with mistranslations seem to be the biggest problem for the NMT system when compared against the PBSMT system. These results for Greek and Russian correlate with findings reported in Castilho et al. (2017b) , in which it was noted that polysemous words seem to pose a big problem to NMT for these two target languages. Moreover, even when producing sentences with fewer errors on average, the number of times one error appears in a sentence may influence translators when rating fluency and adequacy. It would seem that the number of times adequacy errors appear in the sentences marked as containing issues (as seen in Fig. 1 ) directly influences the mixed ratings for adequacy as assessed by translators.
Finally, the NMT system shows fewer sentences (both short and long) with problems than PBSMT when it comes to fluency-related errors. These results follow those for the fluency rating (see Table 9 ), in which we observed that the NMT system shows higher means across all languages, in both short and long sentences. Again, we believe that the number of times fluency errors appear in the sentences marked as containing issues directly influences the high ratings for fluency for the NMT system as assessed by translators.
Conclusion and future work
One of the limitations of the study is the fact that it was not possible to tag an error type more than once per sentence, as the tool used did not allow for word-level tagging. However, the data analysis still shows the types of errors contained in each sentence. In work being carried out currently, we have fixed that limitation and allowed for errors to be tagged as many times as they appear in a sentence. In addition, due to lack of space, we have not discussed in detail the occasionally contradictory results obtained from automatic metrics, ranking and post-editing effort evaluations, focusing instead on the clearer, and more consistent, findings; further in-depth research into these complex areas is required to avoid offering hasty explanations that at this stage would be mostly based on speculation.
Furthermore, because of time constraints, training with participant translators was not possible. We provided a detailed guide on how to use the tool, along with guidelines on how to post-edit and assess the sentences. It is important to note that the choice of tool, evaluation data set size, and number of translators, as well as the opportunities for training, were impacted by the short amount of time available to perform the comparison, as we needed to move the TraMOOC project forward.
Nonetheless, we contend that the contributions of the study are valuable. We performed a fine-grained comparative evaluation of PBSMT and NMT systems adding to the results reported previously. We have extended the evaluation by distinguishing between long and short sentences, and correlating the types of errors annotated with fluency and adequacy rankings; to the best of our knowledge, this is the first study to correlate fluency and adequacy ranking with error types for NMT systems, in particular.
According to the chosen subset of the MQM error typology, fluency errors consisted of inflectional morphology and word order, while adequacy errors comprised cases of addition, mistranslation, and omission. The results show that rating for fluency correlates well with error annotation, in which NMT outperforms PBSMT across all language pairs in both short and long sentences. These results match our expectation that NMT would produce fewer sentences with inflectional morphology and word order errors, as it has higher fluency ratings. However, the initial hypothesis that NMT would do especially poorly on long sentences (worse than PBSMT) was not confirmed in our results for fluency. Regarding adequacy, the results for rating and error annotation are not so clear-cut, with mixed results between NMT and PBSMT. Although some differences in error type can be seen for different target languages, in general, mistranslation seems to be the biggest problem in terms of adequacy, with high frequency for both systems across all languages.
We note that NMT is currently a far more active research area than PBSMT, and that NMT systems continue to improve at a relatively steep rate according to automatic metrics. In future work, we intend to investigate to what extent this improvement in automatic metric scores is also reflected in measurable improvements in human evaluation and increased post-editing efficiency.
