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The construction of multicast tree within given constraints, such as delay and capacity, is
becoming a major problem in many wireless networks, especially wireless mesh networks
(WMN). Due to the limited capacity of the wireless node, amulticast call may be dropped if
there is no multicast tree formed within the given constraints. In this paper, we propose a
newmulticast tree construction algorithmwhich has maximum traffic flow andminimum
delay under capacity constraints. The problem of multicast is formulated as a Linear
Programming (LP) problem with associated constraints. A cost function (CF) is defined to
choose the less loaded route among the available ones. A Minimum Delay Maximum Flow
Multicast (MDMF) algorithm is proposed to solve this problem using CF and associated
constraints. The performance of the proposed algorithm and CF is evaluated and compared
withwell-known algorithmswith respect to packet delivery fraction, latency, and network
throughput. The results obtained show that the proposed algorithm has a lesser number
of transmissions for a given CF. Moreover, the proposed algorithm has high throughput,
packet delivery fraction and less latency compared to other well-known algorithms in this
category.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Wireless mesh networks (WMNs) is an emerging technology for providing cost effective solutions to the users of diverse
backgrounds. It is due to their nature of self healing and easy deployment [1]. The nodes in a WMN often act as both relays,
forwarding traffic to or from other mesh nodes, or providing localized connectivity to mobile or pervasive wireless devices,
such as laptops, desktops and other mobile clients [1]. There are a number of resources in WMNs which can be used in
an efficient manner for maximizing the aggregate throughput of the whole network. For maximum aggregate throughput,
packet scheduling and routing decisions play a crucial role in these networks.
In past years, above mentioned issues are explored a lot by the research community, e.g., joint routing and scheduling
has been considered to improve the performance ofWMNs [2–5]. Most of the existing work on joint routing and scheduling
assumes accurate traffic information, e.g., active source–destination pairs and the traffic demand for each pair. However,
accurate traffic information is not often available because traffic is dynamic and its accurate measurements are rarely
available. In addition, dissemination of traffic information incurs delay and signaling overhead, resulting in low throughput
and capacity degradation in WMNs.
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To improve the throughput and to increase the capacity of WMN, multi-channel multi-radios are used [6], because
multiple radios on a single node can be tuned to distinct channels to increase the overall capacity and throughput of the
network. But due to variable link qualities and wireless interference, the fundamental challenge in these types of networks
is to maximize the traffic flow under capacity constraints for communication in WMNs. Moreover, as the wireless links
may suffer interference from their neighbors so deploying more nodes in certain geographic regions is also not a feasible
solution [7,8]. The concept of opportunistic routing can also be used to improve throughput inWMNs by effectively utilizing
a shared wireless medium [9,10]. However, in opportunistic routing, all neighboring nodes that are closer to the destination
may overhear a data packet, causing an occurrence of interference which results in performance degradation.
Motivated by the above facts, this paper proposes a multicast routing with maximum traffic flow and minimum delay
algorithm for WMNs. The problem is formulated as a LP problem with specified constraints. Then a Minimum Delay
MaximumFlowMulticast (MDMF) algorithm is proposedwhich constructs amulticast tree havingminimumcost in terms of
delay and load. A cost function (CF) for each link is proposed and then the effective load on each link of the path is calculated
using this CF. After the execution of the algorithm, theminimum costmulticast tree is constructedwhich is used tomulticast
the packets from source to destination.
Specifically, the following are the proposed key contributions of this paper:
• a traffic flow and delay-aware CF for path selection in WMNs, and
• a minimum delay and maximum traffic flow aware routing algorithm.
The remainder of the paper is organized as follows. Section 2 describes the related work. Section 3 describes the network
model with problem formulation and constraints. The proposed algorithm and its complexity analysis are provided in
Section 4. Section 5 presents the simulation environment and results. Finally, Section 6 concludes the paper.
2. Related work
There are a number of multicast routing proposals in the existing literature for single as well as multiple channels
for a WMN [11–19]. Jahanshahi et al. [11] proposed a cross-layer design for joint channel assignment and multicast tree
construction problem inWMNs. A comprehensive cross-optimization framework based on the binary integer programming
(BIP) formulation of the problem is presented which also addresses the hidden channel problem inWMNs. Karimi et al. [12]
proposed an iterative primal–dual optimization framework for multicasting based on Lagrange relaxation for throughput
maximization inWMNs. Authors in [13] have proposed a multicast routing algorithm forWMNs. It builds a Steiner tree and
multicast data packet using gateway nodes. But the scheme proposed in [13] only works when the Internet Service Provider
(ISPs) sets the prefix for all the gateways andmobile network subscribers. A mesh client node without a prefix will not have
the authority to register with the gateway as proposed in [13]. These algorithms try to minimize the interference among
multicast nodes in a routing tree in order to maximize the throughput of the multicast group.
Lim et al. [14] proposed an efficient multicasting for multichannel WMNs. Nguyen [15] proposed two multicast
algorithms as the Level Channel Assignment (LCA) algorithm and the Multichannel Multicast (MCM) to improve the
throughput for multichannel andmulti-interfaceWMNs. These algorithms build efficient multicast trees by minimizing the
number of relay nodes and total hop count distances of the trees. Also, they use dedicated channel assignment strategies to
reduce the interference to improve the network capacity. Zeng et al. [16] proposed three separate algorithms formulticasting
based on three intelligent computational methods such as genetic algorithm, simulated annealing, and tabu search. The
proposed algorithms aim to searchminimum-interferencemulticast treeswhich also satisfy the end-to-end delay constraint
and optimize the usage of the network resources. Li et al. [17] proposed two new load aware routing metrics FLMM and
FLMMR to solvemulticast throughput optimization problem. Authors have considered concurrentmulticast flows and show
that the throughput can be improved by seeking the multicast route with lower channel congestion degree. Pourfakhar [18]
proposed a new neural network model to predict route or node disconnection to control congestion and losses specifically
in the gateways. This prediction leads to recover before fault occurrence. In the same work, authors also proposed a new
QoS multicast routing framework for WMNs to solve the problem of load balancing and to enhance the QoS in multicast
communication among Internet hosts and mesh hosts dynamically. Prashanth et al. [19] proposed an algorithm, MARS
which is distributed in nature, and relies on local network measurements to select a transmission bit-rate for a given
multicast group. The proposed algorithm facilitates the joint use of bit-rate selection and link-layer mechanisms such as
acknowledgments and retransmissions to improve reliability of high throughput multicast streams.
Han and Guo [20] have studied the problem of collision-free multicast routing in multi-interface multi-channel wireless
mesh networks, and present two heuristic algorithms with the aim of reducing both the interface redundancy and the
multicast latency. Authors in [21] have proposed a novel approach using traffic engineering to enhance the performance
of QoS multicast routing algorithms. A prioritized admission control scheme is used for optimal consumption of bandwidth
in different connections in amulticast session. A Probabilistically ReliableMulticast Routing (PRMR) algorithm based on link
cost is proposed in [22]. Moreover, a QoS aware multicast routing algorithm is proposed in [23].
Torkestani and Meybodi [24] proposed a weighted routing algorithm in which the mobilityparameters are supposed to
be random variables with unknown distribution. In the proposed scheme, themulticast routing problem is first transformed
into an equivalent stochastic Steiner tree problem. A learning automata-based algorithm is proposed for solving the proxy
Steiner tree problem in the proposed scheme. Rolando et al. [25] proposed an efficient multicast routing using sender
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Fig. 1. Network model for multicasting in the proposed system.
initiatedmulticastmeshes. Authors proposed amulticast routing structure approximating the set of source-rooted shortest-
path trees frommulticast sources to receivers, without requiring the dissemination of control packets from each source of a
multicast group. The proposed scheme dynamically elects a core for the mesh of a multicast group among the sources of the
group, and aggregatingmulticast routing state in thenodes participating inmulticasting so that only control packets from the
core are disseminated toward the receivers of a group. Kharraz et al. [26] proposed an efficient on demandmulticast routing
protocol with efficient route discovery. The proposed solution improves multicasting mechanism by efficiently managing
floodingmechanismbased ondelay characteristics of the contributing nodes. In the proposed scheme, only nodes that satisfy
the delay requirements can flood the Join-Query messages.
All of the above proposals have considered high-throughput and efficiency as one of the key issues. Moreover, these
algorithms do not consider the load, capacity and routing delay estimation on an individual link in WMNs.
Todealwith these issues,wepropose amulticast routing algorithmwithmaximumtraffic flowandminimumdelay under
capacity constraints. The load on each link is calculated in the process of the construction of a multicast tree. Moreover, the
CF is defined for each link from source to destination. Based upon the CF, the multicast tree is constructed and evaluated for
minimum cost.
3. Network model and problem formulation
3.1. Considered network model
AWMN consists of wireless mesh routers (MRs) which have limitedmobility. Some of these routers may act as gateways
which are directly connected to the Internet. Basically, there are three layers in a WMN: the Gateway Layer, Mesh Router
Layer and Mesh Client Layer [1] as shown in the network model of Fig. 1. Both mesh gateway (MG) and MR are routing
devices to connect the mesh clients (MCs) to the Internet. The MR maintains the load of MCs and a MG maintains the load
of all the traffic from/to MRs to/from the Internet. Each node in the network has one or more omni direction antennas such
as IEEE 802.11 b/g to provide the network connectivity to the neighboring nodes. We have considered a hybridWMNwhich
combines the properties of both Infrastructure and Client WMN. MCs connect to the MG by either a single hop or multi-hop
manner, i.e., MCs connect to an infrastructure network via MGs and MGs relay the messages from the Internet to the MCs.
As the nodes join or leave the network, there is traffic flow across the network, i.e., some nodesmay have even loadswhile
other nodes may have uneven loads. An uneven load in a network can create high packet delay and high packet loss. A load
balancing network is a network which does not have uneven traffic on any node [27,28]. On the other hand, a load-balanced
network can provide a well-balanced load on all the nodes in the network with less jitter, delay and packet loss.
3.2. Problem formulation
Let a WMN be represented by G = (V , E), where V = {ν1, ν2, . . . , νn} is the set of nodes and E = {e1, e2, . . . , en} is the
set of edges in the network. Of the set V of the wireless nodes, some of them are gateways, i.e. MGs, which have gateway
functionality and provide the Internet connectivity. Let k nodes be the gateway nodes and the remaining |V | − k nodes
be the ordinary nodes. Some of these nodes act as MR. Each MR aggregates the traffic from all its users and then routes it
to the Internet using gateways. Let each edge (i, j) be assigned a non-negative number, cost function CF(e) and capacity
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Table 1
Notation summary.
Notation Meaning
n Total number of nodes in a WMN
S Source node
Ce Capacity of link e in packets per second (pps)
msg Message
le Load on e in pps
CF(e) Cost function of e in pps
de Delay of e in ms
TF e Traffic flow of e
d′ Multicast demand
V Set of nodes
E Set of edges
p Total number of paths
T p Partial multicast tree
Ce. Let aij be the amount of flow through an edge (i, j). An integer number is also assigned for traffic demand. A multicast
routing is from a single source to multiple receivers. The multicast source node sends the periodic multicast messages to all
the nodes in the network, the receiver nodes join the multicast group by giving a reply to this message. The multicast tree
grows dynamically with the joining of new nodes in the current multicast tree. If some nodes leave the network, then the
tree needs to be restructured by deleting existing entries. Table 1 shows the notation summary.
For a given WMN, our objective is to minimize the cost function defined for each link. With the use of this CF for each
link, there is a maximization of multicast traffic flowwith minimum delay under the constraints of the capacity of the links,
and this can be mathematically formulated as follows: given a graph G = (V , E)with capacity Ce for every link e and CF(e),
find a suitable set of paths p between the source and every node in V that minimizes CF(e) or maximizes the traffic flow
TF e. The corresponding selection of paths is called efficient routing.
The capacity of the link is a crucial issue during the construction of amulticast routing tree. None of the existing solutions
have considered the maximization of the traffic flow across the link of the network under capacity constraints. As the
multicast tree grows in sizewith the addition of newnodes in the group, the cost for each link is calculated and theminimum
cost route is chosen. Although the minimum cost tree construction already exists in the literature [11–19], none of the
existing solutions have considered the traffic flow under capacity constraints of the network. To deal with this issue, we
propose a Minimum Delay Maximum Flow Multicast (MDMF) algorithm under capacity constraints. We define the CF for
each link as follows:
CF(e) = de
TF e
, (1)
where de represents the sum of transmission delay along the path in milliseconds and TF e is the traffic flow of the link e in
pps.
Let d′ = 1, 2, 3, . . . ,D and p = 1, 2, 3, . . . , P be the multicast demand and the number of available paths, respectively.
Then, the objective function OF is given by
OF = min
−
e∈E
CF(e), (2)
with the following constraints:
d′ ≤ Ce, e = 1, 2, 3, . . . , E, (3)
n−
j=1
aij =
n−
k=1
aki, (4)
where the constraint in Eq. (3) ensures that the load on a particular link should be less than the capacity of the link. The
constraint in Eq. (4) is the conservation law, i.e., the flow comes out of the link must be equal to the incoming flow to
the link.
4. Proposed approach
The proposed algorithm is a hybrid multicast in which the source node sends the multicast request packets (MRP)
periodically, similar to that described in [21]. But our proposed algorithmhas a different route request and route reply packet
format with associated cost functions. The algorithm is divided into two phases. The first phase consists of the construction
of capacity and delay-constrained minimum cost paths between the source and every destination. At the end of this phase,
the source node hasminimum cost paths. In the second phase, amulticast routing treewith source as the root is constructed.
This tree uses the P minimum cost paths produced in the first phase. The algorithm starts with an empty tree. The size of
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the tree grows by adding new source destination paths in the partially constructed tree. As the nodes join the network, the
multicast tree is constructed. All the receiver nodes join the multicast tree by sending the reply packets (RP) to the source.
The paths are added without violation to the constraints defined in Eqs. (3) and (4).
We achieve themaximum traffic flowwith given capacity constraints. Themulticast routing is divided into the following
phases:
• starting a multicast session with receiver joins the multicast session, and
• maintenance of a multicast session with nodes leaving the session.
4.1. Starting a multicast session
The proposed multicast routing is based on demand routing. All the routes are discovered on-demand by using the
flooding method. When the source node receives a request to set up a multicast connection with a given load and bound
on the capacity of the link, it floods an MRP in the network. Also, the time to live (TTL) value in the packet is set for the
delay measurement. Any node that receives the packet with a valid TTL sends the packet to the next destination. When any
destination node receives the packet, it will send back RPs to the source node. This process continues till the TTL value is
zero.
In the initial stage, whenever the request for starting a multicast session starts with the constraints as defined in Eqs. (3)
and (4), the source node sends an MRP to its neighboring nodes with the following parameters:
(Source_ID,Destination_IDs, Seq, le, Ce, Catg, TTL),
where Source_ID is used for the unique identification of each route request packet, Destination_IDs are used for all the
destinations to whom the route request packet has to send. Then, Seq is a sequence number which is monotonically
increasing and is used to check the freshness of the route request from the source. le is used for loading each individual
link in pps, Ce is used for the capacity of the link in pps, Catg is used for the type of the packet sent, and TTL is used for the
time to live for a packet. As soon as the route request packet is received by the intermediate node, the node attaches its ID,
le, Ce and decreases the TTL by one and retransmits the packet. This operation is iterative until the value of TTL is not zero.
Whenever the value of TTL becomes zero, then the route request packet is dropped.
The destination node waits for a pre-defined timeout and sends back an RP with full information about all the links, their
load and capacity back to the source node. Following is the RP format:
(Source_ID,Destination_node, Seq, le, Ce, Catg, TTL),
where Destination_node is the ID of the destination node. When the source node has received all the route reply packets, it
has the full information about the load on each individual link and their capacities for all destinations.
4.2. Maintenance of multicast session
In the case of node join, the multicast tree is constructed by adding one destination node at a time to the tree. First,
whenever a newnodewants to join themulticast group, it sends a join request packet containing its ID. The source nodemay
receive more than one join request packet, so it will wait for a pre-defined time interval. It will check the route availability
with respect to the parameters le, Ce and deletes those packets that do not satisfy the constraints defined in Eqs. (3) and (4). If
the constraints are satisfied, then the request is granted and the requesting node starts receiving or forwarding the packets.
This node will send back a route reply packet to the source including all the information about link load and capacity of the
link going through this node. The source node also waits for a pre-defined timeout and chooses one or more least cost paths
for the new joining node according to Eqs. (1)–(4). The following steps are performed for a node to connect to the tree Ti.
1. Initiate a delay constrained low-cost function path to node νi.
2. If the path setup initiated by some node reaches a node that is already in tree Ti, then this node initiates low-cost path
setup to νi with a delay di.
3. Once νi receives the setup packets from the nodes in step 2, it computes a selection function for each path.
4. If the path cannot be satisfied with respect to delay and capacity constraint then νi will receive failure packets from such
nodes and will not use these paths at later stages.
5. Else for each path connecting any intermediate node to νi, the selection of the path is done by the CF defined above.
6. All the nodes send themsg up the tree toward the source node S with the aggregated CF.
7. νi selects the path with the lowest CF value to join to the tree.
8. Tree Ti−1 augmented with this selected path constitutes the next tree Ti.
9. S sends amessage using theminimumcost path to all the nodes. Themessage contains the address of the next destination.
In this way, the multicast tree is constructed.
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Fig. 2. Construction of the multicast tree as nodes join the tree.
Fig. 3. Cost calculation in the constructed multicast tree using the hop count and cost function.
4.3. Case study of a multicast tree construction
The multicast tree is constructed using the CF as shown in Figs. 2 and 3. Starting from source node S, the size of the tree
increases or decreases as the nodes joins or leaves. The existing multicast routing algorithms use hop count as a metric in
path selection. But the hop count does not always give the desired output for some applications which require high traffic
flow [29]. So, to deal with this issue, we have the defined CF with constraints defined in Eqs. (3) and (4). In Fig. 2, we have
marked the edges with the total CF from the source to that node. As shown in Fig. 2(a), there are three paths from node c ,
namely c–k, c–d, and c–e. But theminimumCF path is c–d. So, this path is chosen and included in the partial tree constructed
from the source to the destination as shown in Fig. 2(b). In this way, the full multicast tree is constructed. We have taken
the CF as the metric and compare the existing hop count with the CF when the full multicast tree is constructed as shown in
Fig. 3. To compare hop count with the CF, we have marked each node with two numbers which represents delay and traffic
flow. For simplicity, we have considered a network of 10 nodes including S and three receiver nodes.
As shown in Fig. 3, there are two paths to reach receiver r3. Note that we have considered only two paths for simplicity.
The dashed edges are used for hop count while bold edges are used for the CF. As shown in Fig. 3, to reach r3, the total cost
of the path with six hops via S–b–e–d–g–r3 is 38, while the total cost of the path with seven hops via S–c–f –e–i–h − r3 is
30, i.e., the proposed cost function does not depend on the number of hops but rather the cost of the path as defined by the
metric delay and traffic flow, as shown in Table 2.
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Table 2
Comparison of hop count and cost function.
No. Paths Number of hops Cost function
1 S–b–e–d–g–r3 6 38
2 S–c–f –e–i–h–r3 7 30
4.4. Minimum Delay Maximum Flow (MDMF) multicast algorithm
The pseudo code for minimum delay and maximum flow multicasting under capacity constraints is presented in
Algorithm 1.
Algorithm 1Minimum Delay Maximum Flow (MDMF) Multicast Algorithm
1: Input Source S, Receiver r, V , p, Ce, T p
2: Output TF ki for i ∈ p
3: ProcedureMulticast Session Start/Join(S)
4: S sendsMRP to all the destinations and initialize p ← 0
5: while TTL > 0 do
6: Wait for themsg to be received from r .
7: ifmsg.RP = Join then
8: if Constraints are satisfied then
9: p ← p+ 1
10: TF pi ← TF pi−1 +min{Ce|e ∈ p}
11: CF pe ← CF pe−1 +
∑
e∈p Ce(TF
p
i − TF pi−1)
12: Cnewe ← Ce − (TF pi − TF pi−1)
13: T p ← T p + ri, 1 ≤ i ≤ n
14: Update the multicast routing table with receiver as ri
15: else
16: Drop the request to join
17: end if
18: else ifmsg.RP = Leave then
19: Call Procedure Multicast Session Leave(r)
20: else
21: Wait for the next multicast session with new TTL
22: end if
23: end while
24: End Procedure
25: ProcedureMulticast Session Leave(r)
26: Leaf node informs its parent node to stop forwarding data packets to itself
27: Multicast tree is broken into several parts
28: Employ a local repair scheme
29: All the sub trees rooted at the children keep current topologies and states
30: Delete the entry from the multicast routing table for receiver r
31: Update the number of paths
32: Update the traffic flow TF ki and CF as above
33: End Procedure
The source node sends the MRP packet to all the destinations and initializes the path. It will then wait until the message
comes for the receiver nodes. There are two types of requests it can receive, namely, join or leave. If all the constraints are
satisfied and it receives the join command from the receiver nodes then the partial multicast tree is constructed, otherwise
the request is dropped. It will update the path and routing table as the node joins themulticast node. Tomaximize the traffic
flow, the traffic flow of each link is added to the minimum cost of the edge and the corresponding flow is decreased from
the capacity of the link and the new capacity of the link is calculated. On the other hand, if the message received by the
source is to leave the multicast tree, then the multicast tree is broken into several parts and a local repair is applied. All
the sub-trees and children keep their current topologies and states. The corresponding entries for the multicast table are
deleted with updates in routing cost and traffic flow. The processing time is of order O(|V |2) for completion. Therefore, the
overall running time of the algorithm is O(|V |2).
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Table 3
Simulation parameters.
Parameter Value
Link capacity 8–12 Mbps
Transmission range 110 m
Multicast group size 1–50
Nodes/Router
Gateway
Fig. 4. 16× 8 grid topology used in the simulation.
5. Simulation results
5.1. Simulation environment
Wehave evaluated the performance of the proposedMDMF algorithm using simulation on NS-2 network simulator. Each
multicast group has one sender. The number of destinations are fixed for each scenario. The sender and the destinations of
a multicast group are selected randomly, and the same sender and destinations with the same network configuration are
used for a load and delay aware multicast routing algorithm in order to obtain a fair comparison. The performance metric is
the CF defined in Section 3.1. We also vary the number of flows from 1 to 500. A 16× 8 grid topology used in the proposed
scheme is shown in Fig. 4. A series of simulation experiments are carried out with the parameters listed in Table 3.
5.2. Simulation results
5.2.1. Impact of the CF on the multicast group size, packet delivery fraction, network throughput, and multicast latency
The results of the impact of multicast group size on the CF are described in Fig. 5(a). As shown in Fig. 5(a), the MDMF tree
requires the least number of transmissions, compared to Hydra [25], on demandmulticasting [26] and hybrid QoS [18]. This
shows the efficiency of the proposed algorithm. Moreover, the performance gap between the trees widens as the group size
increases. A possible reason is that as the trees grow, they become denser, increasing the possibility that multiple nodes can
be reached by one transmission. Moreover, the MDMF algorithm takes the channel diversity of the networks which further
reduces the number of transmissions. The efficiency of theMDMF trees can best be seen for largemulticast groups. So, as the
group size increases, the trees grow larger and as a result, the CF decreases which shows the effectiveness of the proposed
scheme.
Fig. 5(b)–(d) show the performance of the proposed scheme on packet delivery fraction, network throughput and
multicast latency. As projected in Fig. 5(b), packet delivery fraction in the proposed scheme is better than all the other
schemes with an increase in multicast flows. This is due to the fact that the proposed scheme chooses routes according to
the defined CF which includes the load on each link and delay estimation. As a result, congestion is significantly reduced,
leading to the ability of the proposed scheme to accommodate higher loadswithout significant performancedegradation. But
in the other schemes, as the number of flows increases, the network suffers several contentions such as channel contention
which significantly increases the frequency of collision-induced losses leading to higher loss of packets and increase in
latency. These types of losses are decreased in the proposed scheme, as each individual link unit cost is calculated under
capacity constraints. Hence, the probability of channel collision and overloading of a particular link is minimized in the
proposed scheme. Hence, the network throughput increases by a considerable amount in the proposed scheme compared
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(a) Multicast group size. (b) Packet delivery fraction.
(c) Network throughput. (d) Multicast latency.
Fig. 5. Impact of the CF.
to other schemes. Moreover, the proposed cost metric has a direct impact on reducing the multicast latency and an increase
in network throughput as shown in Fig. 5(c) and (d).
5.2.2. Impact of the capacity constraints on the performance of the proposed solution
Fig. 6(a) and (b) show the effect of varying the capacity constraints. We have tested the performance of the proposed
scheme with respect to the call acceptance rate. As the capacity of the link increases, the call acceptance rate also increases.
As seen in Fig. 6(a) and (b), the proposed algorithm outperforms the other algorithms with respect to the call acceptance
rate under capacity constraints. Since the MDMF algorithm constructs the multicast tree by adding a new receiver to the
tree according to the defined CF and constraints at each stage in the algorithm, its processing time is much lower than the
other proposed algorithms in its category. This is due to the fact that when delay constraints aremore dominating, the other
proposed algorithms require long search mechanisms to establish a delay constrained path. This results in larger delay in
tree construction, while in the MDMF algorithm, tree construction time is considerably reduced as the paths are included in
the partial multicast tree based on the value of CF which considers the delay metric and capacity constraints.
6. Conclusions
In this paper, we have proposed minimum delay maximum flow aware multicast routing in WMNs. The problem of
constructing a multicast routing tree has been studied many times in recent years. The existing solutions to this problem
have taken hop count as a routing metric for tree construction without considering the capacity of the link. Different from
the existing solutions, we have defined a CF for the selection of best path from the existing ones. We have formulated the
problem as a LP problem with associated constraints and proposed a delay and traffic flow-aware routing algorithm called
MDMF.We have defined the CF for each link, which is used during the construction of themulticast routing tree. TheMDMF
algorithm constructs trees with the least number of transmissions when compared with other multicast routing algorithms
such as Hydra, on demandmulticasting and hybrid QoS. The performance of the proposed scheme is evaluated using various
metrics such as:multicast group size, number of transmissions, packet delivery fraction, latency and throughput. The results
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(a) Call acceptance rate. (b) Multicast tree construction time.
Fig. 6. Impact of capacity constraints.
obtained show that the proposedMDMF algorithmhas a lesser number of retransmission, high packet delivery fraction, high
throughput and low multicast latency.
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