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Introduction
Des téléphones aux centres de calcul, les systèmes informatiques jouent aujourd’hui un rôle majeur
dans la plupart des activités humaines. On les retrouve dans des contextes variés, dont la diversité
reflète celle de leurs applications. En première approche, on peut distinguer trois types de système in-
formatique : les systèmes généralistes qui correspondent aux ordinateurs utilisés dans la vie de tous
les jours, les systèmes embarqués comme les smartphones, ou les supercalculateurs. Malgré leurs
différences, le fonctionnement de tous ces systèmes informatiques est basé sur l’utilisation d’un proces-
seur, qui réalise les calculs, et de la mémoire, qui permet de stocker les données. La puissance d’un tel
système correspond à la vitesse à laquelle le processeur peut calculer.
Entre les années 1960 et 2010, le développement des processeurs est dicté par des progrès techno-
logiques rapides. A cette époque, ces progrès suivent les lois de Moore et de Dennard et la puissance
des ordinateurs double tous les deux ans. Cette avancée technologique est maintenant en très net
ralentissement : les spécialistes estiment qu’au rythme actuel, il faut attendre 20 ans pour observer
un doublement de la performance des processeurs. Ce ralentissement oblige les fabricants à repen-
ser l’architecture des processeurs et à se tourner vers la spécialisation. Développer des processeurs
spécialisés permet d’obtenir de meilleures performances sur un champ d’applications précis.
Le nombre de systèmes informatiques embarqués (par exemple les smartphones) a également ex-
plosé ces 15 dernières années. L’émergence de l’internet des objets laisse à penser que cette augmen-
tation va croitre encore plus rapidement dans les années à venir. Les systèmes embarqués se caracté-
risent par de fortes contraintes en termes de consommation énergétique et de performance. Lorsqu’un
fabricant de circuit développe un processeur destiné à un système généraliste (machine de bureau,
serveur, etc.), il cherche à maximiser la performance obtenue dans une enveloppe thermique donnée.
Au contraire, pour un processeur embarqué, les fabricants cherchent à minimiser l’énergie consommée
pour atteindre le niveau de performance nécessaire.
Ces systèmes embarqués se caractérisent également par le très large spectre d’applications qu’ils
doivent exécuter. Par exemple, sur un smartphone, certaines applications requièrent un très haut ni-
veau de performances, tandis que d’autres doivent pouvoir être exécutées en consommant le moins
d’énergie possible. De fait, l’architecture matérielle doit offrir au système d’exploitation, ou au dévelop-
peur, la possibilité de changer dynamiquement le compromis entre la performance et la consommation
énergétique. Depuis les années 2000, cette adaptation dynamique a été réalisée grâce au changement
dynamique de la tension d’alimentation et de la fréquence de fonctionnement du processeur (DVFS pour
Dynamic Voltage and Frequency Scaling). Toutefois, la DVFS est de moins en moins intéressante sur
les nouvelles générations de transistors à cause de la fin de la loi de Dennard. En effet, la hausse de
performance se fait au prix d’une plus grande hausse de la consommation énergétique ; la baisse de
performance a un impact plus faible sur la consommation énergétique.
Pour offrir plus de compromis entre la performance et la consommation énergétique, les fabricants
de processeurs ont mis au point des systèmes multi-cœurs hétérogènes. Le principe de ces systèmes
est de proposer différents types de processeurs intégrés sur un même circuit. Le compromis entre la per-
formance et la consommation énergétique peut donc être géré en choisissant le processeur qui exécute
toute (ou une partie de) l’application. L’architecture big.LITTLE de ARM est un exemple de plateforme
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multi-cœurs hétérogène. Celle-ci embarque sur un même circuit des processeurs faible-consommation
(LITTLE) et des processeurs haute performance (big). Les processeurs big et les processeurs LITTLE
sont capables d’exécuter les mêmes programmes car ils supportent le même jeu d’instructions ARM.
Cette compatibilité binaire est un aspect fondamental des systèmes big.LITTLE. En effet, celle-ci permet
au système d’exploitation de migrer de façon quasi-transparente une application d’un type de proces-
seur à un autre.
Pour des sytèmes multi-cœurs hétérogènes, le besoin de compatibilité binaire limite le choix des
processeurs pouvant être utilisés. Pourtant, ces systèmes gagneraient à embarquer d’autres types de
processeurs (par exemple les processeurs Very Long Instruction Word, ou VLIW). Ceux-ci permettent,
pour certains types d’applications, d’atteindre un haut niveau de performance, tout en maintenant une
consommation énergétique faible. Sur certaines applications, un processeur VLIW peut donc être plus
rapide et consommer moins qu’un processeur big utilisé dans les big.LITTLE actuels. Les processeurs
VLIW reposent cependant sur une architecture de jeu d’instructions explicitement parallèle, qui ne peut
être rendue compatible avec un jeu d’instructions standard (ARM, x86, etc.), tel qu’utilisé dans les sys-
tèmes de type big.LITTLE.
La traduction dynamique de binaires (DBT pour Dynamic Binary Translation) permet de s’affranchir
de cette limitation. Le principe de la DBT est d’exécuter une application compilée pour un processeur
basé sur un jeu d’instructions A sur un processeur basé sur un jeu d’instructions B. Lors de l’exécution,
l’outil de DBT traduit les instructions de l’application en un équivalent compatible avec le processeur B.
Cette traduction augmente toutefois le temps d’exécution, puisqu’il faut traduire chaque instruction avant
de pouvoir l’exécuter.
L’intérêt de la DBT dans un système hétérogène est de permettre l’intégration de processeurs VLIW
tout en offrant l’illusion d’une compatibilité binaire. Quand une application est migrée vers le processeur
VLIW, celle-ci est traduite par l’outil de DBT. Le surcoût lié à la traduction impacte cependant les perfor-
mances et la consommation énergétique du processeur VLIW, ce qui réduit son efficacité énergétique.
Il existe plusieurs outils de DBT permettant d’exécuter des applications sur un processeur VLIW. Par
exemple, le Code Morphing Software de Transmeta [25] ou l’architecture Denver de NVidia [12]. Dans
les deux cas, l’objectif est de contourner la limitation du jeu d’instructions et d’exploiter l’efficacité éner-
gétique des processeurs VLIW. Il n’existe cependant que très peu d’informations sur le fonctionnement
de ces deux outils commerciaux. A notre connaissance, il n’existe pas d’infrastructure de DBT pour
VLIW ouverte pouvant être utilisée dans le cadre de travaux de recherche sur ce sujet.
Contributions
Les travaux de cette thèse portent sur l’utilisation d’accélarateurs matériels pour améliorer l’efficacité
des approches à base de DBT. Nous avons proposé et réalisé un flot complet de DBT, basé sur un par-
titionement logiciel/matériel des différentes étapes de la traduction. Ainsi, des accélérateurs matériels
ont été développés pour réduire le coût des étapes critiques du flot. Pour chacune des transformations
à accélérer, nous avons étudié différents algorithmes et différentes représentations des données afin de
mettre au point un accélérateur performant et peu coûteux. Ces composants matériels permettent de
réduire la durée d’exécution et le coût énergétique des étapes accélérées par deux ordres de grandeurs.
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Ces travaux sont la contribution majeur de cette thèse et sont présentés en détail dans le chapitre 3 de
ce document.
Nos travaux ont également abordé la gestion des processeurs VLIW dynamiquement reconfigurable.
Ceux-ci sont capables d’activer ou de désactiver des unités d’exécution pour s’adapter à l’application en
cours d’exécution. Dans ce type de machine, une application compilée pour une configuration donnée
ne peut pas être exécutée sur une autre. Afin de lever cette limitation, nous avons modifié notre flot de
traduction afin que celui-ci puisse gérer les 24 configurations possibles de notre processeur VLIW de
référence. Pour chaque sous-programme d’une application, l’outil d’optimisation explore les différentes
configurations du VLIW pour déterminer les plus intéressantes.
Dans le but d’augmenter les performances du VLIW, nous avons également développé un système
de spéculation de dépendances mémoire. Le principe de l’approche est d’ignorer certaines dépen-
dances entre des lectures et des écritures mémoire afin de pouvoir extraire plus de parallélisme d’ins-
tructions. Au cours de l’exécution, un mécanisme matériel vérifie que ces accès mémoire accèdent
effectivement à des adresses différentes. Dans ce cas, le processeur doit annuler et ré-exécuter la lec-
ture mémoire ainsi que toutes les instructions ayant utilisé la valeur lue. Le flot d’optimisation dynamique
permet de profiler les accès mémoire et de choisir précisemment les endroits où la spéculation est bé-
néfique. L’approche logicielle/matérielle que nous avons utilisée permet de profiter de la spéculation de
dépendance mémoire tout en réduisant grandement leur coût matériel.
Ces deux flots d’optimisation continue sont présentés dans le chapitre 4 de ce document.
Le flot de traduction et d’optimisation mis au point est présenté sur la figure 1. Il est organisé en trois
étapes :
— Dans le niveau d’optimisation 0, les instructions RISC-V sont traduites en instructions VLIW. L’outil
de DBT ne cherche pas à exploiter le parallélisme d’instructions disponible.
— Dans le niveau d’optimisation 1, les binaires sont optimisés à l’échelle des blocs de base. L’outil
de DBT construit une représentation intermédiaire de plus haut-niveau que les binaires. Cette
représentation est utilisée pour réaliser un ordonnancement des instructions sur les unités d’exé-
cution du VLIW.
— Dans le niveau d’optimisation 2, l’outil de DBT réalise des optimisations à l’échelle de la procé-
dure, puis ordonnance les instructions pour générer les binaires VLIW.
Ce flot de traduction et d’optimisation repose sur trois accélérateurs matériels permettant de ré-
duire le coût de la DBT de plusieurs ordres de magnitude. Ces accélérateurs permettent de réaliser la
première traduction, de construire la représentation intermédiaire et d’ordonnancer les instructions.
Le niveau d’optimisation 2 permet également de gérer deux aspects d’optimisation dynamique :
la gestion des VLIW dynamiquement reconfigurables et la gestion de la spéculation de dépendances
mémoire.
Plan du document
Ce document est organisé en quatre chapitres. Dans le premier chapitre, nous présentons en détail
l’importance de l’adaptation dynamique dans le systèmes embarqués et les principales techniques pour
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FIGURE 1 – Présentation du flot de traduction et d’optimisation de Hybrid-DBT. Ce flot s’appuie sur trois
accélérateurs matériels pour réaliser les phases critiques de la traduction : la première traduction, la
construction d’une représentation intermédiaire et l’ordonnancement des instructions. Le niveau d’opti-
misation 2 fait également intervenir des transformations logicielles, dont la gestion de processeur VLIW
dynamiquement reconfigurable et la gestion de la spéculation de dépendances mémoire.
Dans le chapitre 2, nous présentons le principe de la compilation dynamique et plus particulièrement de
la traduction dynamique de binaires. Le chapitre 3 est consacré à l’étude du fonctionnement de Hybrid-
DBT, l’outil de traduction dynamique de binaires développé pendant cette thèse. Nous étudions en détail
le flot de traduction et d’optimisation ainsi que les accélérateurs mis au point. Dans le chapitre 4, nous
présentons les deux approches d’optimisation dynamique que nous avons mises au point : la gestion




Trois facteurs impactent le développement des architectures de processeurs : la technologie, l’archi-
tecture du jeu d’instructions et la micro-architecture.
La technologie des transistors a beaucoup évolué depuis les années 1960. Cette évolution suit deux
lois empiriques : la loi de Moore et la loi de Dennard. La loi de Moore prédit une évolution exponentielle
du nombre de transistors pouvant être intégrés dans un circuit. Ces transistors étant de plus en plus
petits, le temps de propagation du signal diminue et la fréquence de fonctionnement des circuits peut
être augmentée. La loi de Dennard prédit, quant à elle, que la densité de puissance des transistors
n’augmente pas d’une génération à l’autre.
Jusqu’aux années 2000, ces évolutions technologiques ont été déterminantes dans le développe-
ment des processeurs. En effet, celles-ci ont permi d’obtenir régulièrement de nouvelles générations de
processeurs plus rapides, et moins énergivores.
A partir des années 2000, les fabricants de circuits intégrés se sont heurtés à une barrière techno-
logique, surnommée power wall. La puissance thermique dissipée à la surface d’une puce est devenue
trop importante, entrainant un risque pour le bon fonctionnement de la puce. Cette barrière technolo-
gique correspond à la fin de la loi de Dennard : les avancées ne permettent plus de réduire la tension
d’alimentation des transistors et d’augmenter, en même temps, la fréquence de fonctionnement des
nouvelles générations de processeurs. Cette difficulté a freiné l’augmentation des performances single-
thread des processeurs. En réponse à ces nouvelles contraintes et pour exploiter le nombre croissant
de transistors disponibles, les fabricants de circuits se sont tournés vers des architectures multi-cœurs.
La fin de la loi de Dennard a également mené à un deuxième phénomène, qui a pris le nom de
utilization wall ou encore dark silicon. L’intégralité des transistors présents sur une puce ne peut plus
être utilisée à un niveau de performance maximal : ou bien une partie des transistors fonctionne à
fréquence maximale, et le reste du circuit est désactivé, ou l’intégralité du système doit fonctionner à
une fréquence réduite.
A cause de cet utilization wall, les fabricants de processeurs ont commencé à proposer des architec-
tures multi-cœurs hétérogènes. Ces systèmes intègrent plusieurs types de processeurs, chacun offrant
un compromis différent entre la performance et l’efficacité énergétique.
L’architecture du jeu d’instructions est l’interface entre le processeur et le compilateur et définit
le modèle de programmation d’un processeur. Un changement de jeu d’instructions provoque l’impos-
sibilité d’exécuter les applications compilées pour l’ancien jeu d’instructions. De ce fait, chaque marché
de processeurs (par exemple l’informatique bureautique ou l’informatique embarquée) s’est organisé
autour d’un jeu d’instructions dominant (le x86 ou le Arm). Par exemple, le x86 de Intel est utilisé dans
la quasi-totalité des machines de bureau et serveurs, le jeu d’instructions ARM domine quant à lui le
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Chapitre 1 – Architecture des processeurs
marché de l’embarqué. Ces deux jeux d’instructions sont propriétaires : par exemple, si un fabricant
souhaite commercialiser un processeur supportant le jeu d’instructions x86, il doit avoir l’autorisation de
Intel 1. Puisque ces jeux d’instructions sont propriétaires, nos travaux se sont basés sur le RISC-V, un
jeu d’instructions libre de droits.
Enfin, la micro-architecture détermine comment le processeur exécute les instructions. Pour aug-
menter la performance, il est nécessaire d’exploiter le parallélisme d’instructions. Pour ce faire, les fabri-
cants de processeurs ont développé des mécanismes complexes permettant, par exemple, d’analyser
dynamiquement les instructions d’une application et de changer leur ordre d’exécution pour faire appa-
raitre plus de parallélisme d’instructions.
L’objectif de ce chapitre est d’appréhender et de motiver les travaux réalisés dans le cadre de cette
thèse. Dans la section 1.1, nous commençons par discuter des spécificités des systèmes embarqués
et de leur besoin d’adaptabilité. Dans la section 1.2, nous étudions les différentes micro-architectures
utilisées dans les systèmes multi-cœurs hétérogènes en comparant leur performance et leur efficacité
énergétique. Enfin, nous présentons les processeurs VLIW, leurs avantages et leurs inconvénients.
1.1 Gestion dynamique du compromis performance/énergie
Les systèmes embarqués se caractérisent par de fortes contraintes en performance, en coût de
production et en consommation énergétique. Lorsqu’un fabricant développe un système de calcul gé-
néraliste, son objectif est de maximiser les performances tout en respectant une enveloppe thermique
imposée. Dans le cas d’un système embarqué, l’objectif est de minimiser la consommation énergé-
tique, tout en atteignant un niveau de performance imposé (par exemple la capacité de traiter un flux
vidéo HD en temps réel). Les plateformes matérielles embarquées actuelles doivent également exé-
cuter un large spectre d’applications. Par exemple, sur un téléphone portable, certaines applications
requièrent de très hautes performances tandis que d’autres doivent être exécutées en consommant le
moins d’énergie possible. En raison de ce large spectre, les fabricants de processeurs ont proposé des
techniques permettant de contrôler dynamiquement le compromis entre la performance du processeur
et sa consommation énergétique.
Afin de mieux appréhender ces compromis, nous commençons par rappeler les différentes sources
de la dissipation de puissance dans un circuit VLSI. Cette dissipation est la combinaison de la puis-
sance statique Pstat et de la puissance dynamique Pdyna. La puissance statique est liée aux courants
de fuite dans les transistors. La puissance dynamique est liée à la puissance dissipée lors des change-
ments d’état des transistors. Ces deux grandeurs physiques peuvent être approximées par les formules
suivantes :
Pdyna = α× C × V 2dd × f (1.1)
Pstat = Vdd × Ifuite (1.2)
où α correspond à la fréquence moyenne de basculement des transistors,C correspond à la capacitance
1. Actuellement, seul Transmeta et AMD ont obtenu cette autorisation, et Intel a racheté Transmeta depuis. Pour obtenir une
license ARM, le fabricant doit payer plusieurs millions de dollars.
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du circuit, Ifuite est le courant de fuite, f est la fréquence de fonctionnement de l’architecture et Vdd sa
tension d’alimentation. Les paramètres C et Ifuite dépendent de la technologie utilisée, de la taille du
circuit et du taux de transition des transistors (c’est-à-dire combien de fois ils changent d’état en un
temps donné).
Dans la suite de cette section, nous présentons différentes approches permettant d’adapter dyna-
miquement le compromis entre la performance et la consommation énergétique d’un processeur. Nous
commençons par présenter la technique de DVFS (modification dynamique de la fréquence et de la
tension d’alimentation). Nous introduisons ensuite les approches à base de systèmes multi-cœurs hé-
térogènes.
1.1.1 L’utilisation de la DVFS et ses limites
La première technique étudiée est la modification dynamique de la fréquence et de la tension d’ali-
mentation du processeur (Dynamic Voltage and Frequency Scaling, DVFS). Le principe est de modifier
la fréquence de fonctionnement conjointement avec la tension d’alimentation du processeur afin de
contrôler le compromis performance/consommation énergétique. Une augmentation de la tension d’ali-
mentation d’un circuit accroit le temps de propagation du signal, ce qui permet au circuit de fonctionner
avec une fréquence plus importante, au prix d’une augmentation de la puissance dissipée.








dans laquelle K et Cout sont des facteurs dépendant de l’architecture et de la technologie et où Vth
correspond à la tension de seuil du transistor (la tension à laquelle il devient passant). Tcc est le temps
de propagation sur le chemin critique du circuit et fmax est la fréquence de fonctionnement maximale
du circuit.
A titre d’exemple, Flatresse et al. [35] ont déterminé des couples de valeurs possibles pour Vdd et
fmax, dans le cas d’un processeur ARM, pour une technologie 28 nm à basse tension de seuil (c’est à
dire la technologie basse consommation). Nous avons utilisé ces valeurs pour modéliser l’impact de la
DVFS sur la consommation d’énergie dynamique. Le résulat de cette modélisation est représenté sur la
figure 1.1
Les résultats présentés sur la figure 1.1 peuvent être interprétés de deux manières différentes :
— le système d’exploitation décide d’augmenter les performances. Il peut augmenter la tension d’ali-
mentation et la fréquence de fonctionnement du processeur. La performance du système aug-
mente linéairement, au prix d’une augmentation quadratique de la consommation énergétique.
— le système d’exploitation décide de réduire l’énergie consommée. Il peut baisser la tension d’ali-
mentation et la fréquence du processeur. L’énergie consommée diminue de façon quadratique,
au prix d’une réduction linéaire des performances.
Cependant, les compromis possibles dépendent du ratio entre la puissance dynamique et la puis-
sance statique d’une architecture, ainsi que de la possibilité de réduire la tension d’alimentation du
processeur. Les évolutions technologiques tendent à augmenter la part de la puissance statique par
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FIGURE 1.1 – Evolution de la consommation énergétique selon les différents niveaux de DVFS. Les
couples de fréquence et de tension sont ceux définis dans [35] . Les valeurs sont normalisées selon
l’énergie consommée à 2GHz.
rapport à la puissance dynamique. De plus, la tension d’alimentation devient de plus en plus proche de
la tension de seuil ce qui réduit les possibilités de réduction de la tension par DVFS. Les gains dans les
technologies les plus récentes sont donc moins intéressants [59].
1.1.2 Les systèmes multi-cœurs hétérogènes
Une plateforme multi-cœurs hétérogène regroupe plusieurs types de processeurs sur une même
puce. Chacun de ces processeurs offre un niveau de performance et de consommation énergétique
différent. Les processeurs varient de par leur capacité à extraire du parallélisme d’instructions, impactant
ainsi leur performance. Toutefois, un processeur plus performant se traduit également par un coût (en
transistors) plus élevé, ce qui à son tour impacte la consommation énergétique à travers les paramètres
α,C, Ifuite,K,Cout vus précédemment.
Les systèmes hétérogènes les plus courants sont formés d’un processeur associé à un accélérateur
graphique intégré. Dans ce type de machine, les deux architectures sont basées sur des modèles de
programmation différents : l’un est séquentiel et l’autre est basé sur l’utilisation intensive de threads.
De fait, la répartition des tâches entre le processeur et l’accélérateur graphique est en général réalisée
statiquement, lors du développement ou lors de la compilation de l’application.
Pour changer le compromis entre la performance et la consommation énergétique, l’application exé-
cutée doit être migrée depuis un type d’architecture (par exemple le processeur) vers un autre (par
exemple l’accélérateur graphique). Puisqu’il n’y a pas de compatibilité binaire entre ces deux architec-
tures, plusieurs versions de l’application doivent donc être embarquées.
Pour résoudre ce problème, Kumar et al. proposent, en 2003, l’utilisation de systèmes hétérogènes
à jeu d’instructions unique [56, 55]. L’idée est d’utiliser un système multi-cœurs hétérogène dans lequel
chaque cœur peut exécuter les mêmes instructions. Le choix de la micro-architecture utilisée est la
seule différence entre les différents processeurs, celui-ci impactant la performance et la consommation
énergétique. L’adaptation dynamique est alors possible puisqu’une application peut être migrée d’un
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FIGURE 1.2 – Exemples de compromis atteignables grâce à l’utilisation combinée d’un système hété-
rogène et de la DVFS. Cette image est tirée d’un document ARM et n’est pas le résultat d’une étude
expérimentale. Pour cette raison, aucune valeur ni aucune unité n’est donnée sur les axes.
L’architecture big.LITTLE de ARM est l’exemple le plus connu de système multi-cœurs hétérogène à
jeu d’instructions unique [41]. Ce système intègre deux types de cœur sur un même circuit :
— les processeurs big sont des processeurs à exécution dans le désordre capables d’atteindre un
niveau de performance élevé ;
— les processeurs LITTLE sont des processeurs superscalaires à exécution dans l’ordre qui per-
mettent de calculer en dépensant peu d’énergie.
Pour mieux comprendre les différences entre ces deux types de processeurs, ces deux types de
micro-architectures sont étudiées en détail dans la section 1.2 de ce document.
La figure 1.2 illustre les compromis offerts par l’architecture big.LITTLE. Chaque courbe représente
les compromis atteignables avec un type de cœur, en utilisant la DVFS. L’hétérogénéité du système
permet d’atteindre des points de fonctionnement que la DVFS seule ne pourrait pas offrir. Il existe de
nombreuses implémentations de systèmes big.LITTLE combinant des types de processeurs différents.
Certaines implémentations proposent même trois types de cœurs différents [61]. Un système multi-
cœurs hétérogène peut également être constitué de cœurs basés sur la même micro-architecture. Par
exemple Rangan et al. [74] ont proposé un système composé de plusieurs processeurs à exécution dans
l’ordre, dont l’architecture a été optimisée pour une fréquence et une tension différentes. Le niveau de
performance et la consommation énergétique sont donc spécifiques à chaque cœur.
Dans les approches que nous venons d’étudier, le système peut changer le compromis entre la
performance et la consommation énergétique en migrant les applications d’un cœur à un autre. Or
cette migration entraine un surcoût important : au-delà des coûts dus au changement de contexte, le
processus continue son exécution sur un nouveau cœur, avec un autre cache et un autre prédicteur
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de branchement. Ces deux mécanismes ont besoin de temps pour arriver à un état de fonctionnement
efficace. Pour éviter ce surcoût important, certains travaux proposent d’utiliser des architectures de
processeurs polymorphiques, c’est-à-dire capables de se modifier dynamiquement [73, 4, 7, 9, 16]. En
d’autres termes, dans ces systèmes, les applications n’ont pas besoin d’être migrées d’un cœur à un
autre, car c’est le cœur qui se reconfigure.
Dans les années 2000, plusieurs travaux ont exploré cette idée de processeurs polymorphiques.
Cette technique permet par exemple de reconfigurer dynamiquement des processeurs à exécution dans
le désordre [73, 4, 7, 9]. Brandon et al. l’ont également utilisée en proposant un VLIW capable de
modifier dynamiquement le nombre de voies d’exécution [16]. Nous parlerons plus en détail de ces
architectures dans le chapitre 4 de ce document qui présente nos propres travaux sur la question.
1.2 Présentation de différentes micro-architectures de processeur
Les systèmes multi-cœurs hétérogènes offrent, sur une même puce, différentes micro-architectures
ayant différents niveaux de performance et de consommation énergétique. Migrer une tâche d’un type
de cœur à un autre permet donc d’adapter dynamiquement l’efficacité énergétique du système. Pour
mieux comprendre ces différents compromis, nous devons étudier de près le fonctionnement des dif-
férentes micro-architectures utilisées. Nous commençons par présenter le principe des processeurs
superscalaires, puis décrivons le fonctionnement des processeurs à exécution dans le désordre.
Nous voyons ensuite que, si on s’autorise à changer le jeu d’instructions, il est possible d’utiliser des
processeurs plus spécialisés, qui offrent une plus grande efficacité énergétique sur certains types de
traitements, comme c’est le cas pour les processeurs VLIW.
1.2.1 Les micro-architectures dynamiquement ordonnancées
Pour mieux comprendre les compromis offerts par les architectures big.LITTLE, nous allons présen-
ter le fonctionnement des micro-architectures utilisées dans cette plateforme. Les cœurs d’un système
big.LITTLE reposent sur des micro-architectures superscalaires dynamiquement ordonnancées. Le prin-
cipe de ces micro-architectures est d’exécuter un flot d’instructions séquentiel et de répartir dynamique-
ment les instructions sur les différentes unités d’exécution pour qu’elles soient exécutées en parallèle. Il
existe plusieurs approches pour réorganiser ces instructions et extraire le parallélisme. Dans cette sous-
section, nous présentons le fonctionnement des processeurs superscalaires à exécution dans l’ordre,
puis nous introduisons les mécanismes d’exécution dans le désordre puis les mécanismes d’exécution
spéculative.
Le parallélisme d’instructions et les architectures superscalaires
Pour augmenter la performance des processeurs et exploiter le nombre croissant de transistors dis-
ponibles sur une puce, les fabricants cherchent à exploiter le parallélisme d’instructions (ILP : Instruction-
Level Parallelism). Le principe des processeurs superscalaires consiste à exécuter plusieurs instructions
en même temps. Nous avons vu au début de ce chapitre que les jeux d’instructions ne peuvent pas être
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modifiés facilement. Or, ceux qui sont utilisés majoritairement aujourd’hui (x86 et ARM) sont basés sur
une exécution purement séquentielle. C’est donc la micro-architecture qui est chargée d’extraire et d’ex-
ploiter ce parallélisme à partir d’un flux (séquentiel) d’instructions à exécuter. Pour cette raison, ces










































FIGURE 1.3 – Organisation simplifiée d’un processeur superscalaire à exécution dans l’ordre. Le pipeline
est organisé en quatre étages, dont celui de dispatch en charge d’assigner les instructions à une unité
d’exécution. Les unités d’exécution sont organisées en deux ou quatre étages de pipeline.
La micro-architecture superscalaire à exécution dans l’ordre est l’approche la plus simple pour ex-
ploiter du parallélisme d’instructions dans un flot séquentiel d’instructions. La figure 1.3 en propose
une représentation simplifiée. Le processeur est organisé en quatre étages de pipeline : l’étage Fetch
charge, à chaque cycle, une ou plusieurs instructions ; l’étage Decode décode l’instruction et lit la valeur
des opérandes dans le banc de registres ; l’étage dispatch, qui est consacré à l’ordonnancement dyna-
mique, détecte d’éventuelles dépendances (en comparant les registres utilisés par l’instruction entrante
avec les registres modifiés par les instructions en cours d’exécution) et affecte l’instruction à une unité
d’exécution ; celles-ci sont en charge de réaliser le calcul, ce qui peut nécessiter plus d’un cycle pour
s’exécuter.
La figure 1.4 représente une trace d’exécution dans un processeur superscalaire à exécution dans
l’ordre. Au cycle t + 4 de cette exécution, le processeur exécute quatre instructions en parallèle. Il est
important de noter que les opérandes des instructions 7 et 8 sont disponibles dès le cycle t + 5 mais
que l’exécution de ces instructions ne démarre qu’au cycle t + 9 à cause des contraintes d’ordonnan-
cement dans l’ordre. Ainsi, le mécanisme de Dispatch permet d’exploiter le parallélisme d’instruction
tout en s’assurant que les opérandes de l’instruction à exécuter sont prêts. Ce mécanisme ne peut ce-
pendant pas remettre en cause l’ordre des instructions : toute l’exécution peut ainsi être bloquée parce
que l’exécution d’une instruction a besoin d’un résultat en cours de calcul, même si les instructions sui-
vantes sont indépendantes. Dans la suite, nous étudions comment les mécanismes d’exécution dans le
désordre permettent d’éviter ces blocages.
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t t+1 t+2 t+3 t+4 t+5 t+6 t+7
F DC E1 WB
F DC E1 WB
1- addi r3 r5 5
2- addi r4 r6 16
3- mul r7 r9 r9
4- mul r8 r10 r10
5- ldw r12 15(r7)
6- ldw r13 0(r8)
7- andi r7 r3 r12
8- andi r8 r4 0xfff
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FIGURE 1.4 – Exemple de trace d’exécution sur un processeur superscalaire à exécution dans l’ordre : le
processeur utilisé peut charger deux instructions par cycle, exécute les opérations arithmétiques simples
en deux cycles et les opérations arithmétiques complexes en 4 cycles. Sur la trace d’exécution, l’étage
Fetch charge deux instructions à chaque cycle. Les instructions 3 et 4 commencent leur exécution dès
le cycle t + 4 car ils ne dépendent pas des instructions 1 et 2. Cependant, l’exécution des instructions
5 et 6 utilise les résultats des instructions 3 et 4. Par conséquent, les instructions 5 et 6 sont bloquées
dans l’étage de Dispatch jusqu’au cycle t + 8. Les opérandes des instructions 7 et 8 sont prêts dès le
cycle t + 5 mais à cause de l’ordonnancement dans l’ordre, leur exécution ne commence qu’au cycle
t+ 9. Ils terminent toutefois leur exécution avant les instructions 5 et 6.
Exécution dans le désordre : l’approche de Tomasulo
Pour éviter les blocages liés à l’exécution des instructions dans l’ordre, les fabricants de processeurs
ont mis en place des mécanismes d’exécution dans le désordre. L’approche de Tomasulo est l’un de ces
mécanismes [86]. Elle a été utilisée pour la première fois dans l’unité flotante du IBM 360/91, en 1967.












































FIGURE 1.5 – Organisation simplifiée d’un processeur superscalaire à exécution dans le désordre basé
sur l’algorithme de Tomasulo. Un étage de pipeline est consacré au renommage des registres et des
files d’attente ont été ajoutées pour gérer l’exécution dans le désordre.
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Le fonctionnement d’une telle micro-architecture est le suivant :
— les instructions sont lues dans l’ordre séquentiel lors de l’étage Fetch, puis un mécanisme est
utilisé pour renommer les registres. Chaque valeur créée reçoit un identifiant unique qui est éga-
lement utilisé lorsque la valeur sert d’opérande dans une autre instruction. Ce mécanisme de
renommage permet de s’affranchir des dépendances de noms, c’est-à-dire des dépendances
entre deux instructions écrivant dans le même registre (WAW pour Write After Write) ou des dé-
pendances entre une instruction qui lit un registre et une qui écrit dans ce même registre (WAR
pour Write after Read).
— les instructions décodées sont ensuite placées dans des files d’attente, regroupées avec les
autres instructions s’exécutant sur le même type d’unité. En plus de l’instruction, ces files d’at-
tente stockent également les identifiants et les valeurs des opérandes, ainsi que l’identifiant du
résultat de l’instruction. Si la valeur d’un opérande est connue au moment du décodage de l’ins-
truction, elle est stockée dans la file d’attente en même temps que l’instruction.
— lorsque tous les opérandes d’une instruction sont prêts, l’exécution de celle-ci commence. Le
résultat, accompagné de son identifiant, est ensuite envoyé vers le banc de registres. De plus,
l’identifiant du résultat est comparé à l’identifiant de chaque opérande de chaque instruction pré-
sente dans les files d’attente. En cas de correspondance, la valeur est stockée dans la file d’at-
tente. Ainsi, de nouvelles instructions peuvent devenir prêtes à être exécutées. Il est important de
noter que plusieurs résultats sont générés à chaque cycle, ce qui duplique la logique nécessaire
à ce mécanisme.
Ce mécanisme d’exécution dans le désordre concerne uniquement les instructions arithmétiques,
qui peuvent être réorganisées sans risque. Cependant, les accès mémoire et les instructions de bran-
chement sont exécutées différemment, pour garantir une exécution correcte.
Les accès à la mémoire sont gérés en deux étapes. Tout d’abord, l’adresse de l’accès est calculée,
ensuite l’instruction est ajoutée dans la file d’attente des accès mémoire. Quand l’unité mémoire est
disponible, l’instruction est exécutée. Dans l’approche de Tomasulo, les accès à la mémoire doivent être
exécutés dans le même ordre que dans le programme original. Cette restriction permet de s’assurer que
les dépendances mémoire sont respectées. De même, aucune instruction ne peut être exécutée avant
que toutes les instructions de branchement qui la précèdent ne soient résolues.
La figure 1.6 représente une trace d’exécution sur un processeur superscalaire à exécution dans le
désordre. Les instructions exécutées sont les mêmes que sur la figure 1.4. Tout comme pour l’exécution
dans l’ordre, les instructions 5 et 6 ne peuvent commencer avant le cycle t + 8 car les opérandes ne
sont pas disponibles. Cependant, le mécanisme d’exécution dans le désordre autorise à commencer
l’exécution des instructions 7 et 8 dès le cycle t + 6, donc avant que l’exécution des instructions 5 et 6
n’ait commencé. Ainsi, aux cycles t+ 6 et t+ 7, le processeur exécute quatre instructions en parallèle.
Ce mécanisme d’exécution dans le désordre permet d’identifier un plus grand nombre d’instructions
indépendantes qu’un simple mécanisme d’exécution dans l’ordre. Cependant, la gestion des instruc-
tions de branchement et des accès mémoire limite fortement le parallélisme d’instructions pouvant être
exploité. Le concept d’exécution spéculative présenté dans la suite permet de lever cette limite.
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t t+1 t+2 t+3 t+4 t+5 t+6 t+7
F R E1 WB
F R E1 WB
1- addi r3 r5 5
2- addi r4 r6 16
3- mul r7 r9 r9
4- mul r8 r10 r10
5- ldw r12 15(r7)
6- ldw r13 0(r8)
7- andi r7 r3 r12
8- andi r8 r4 0xfff
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FIGURE 1.6 – Exemple de trace d’exécution sur un processeur superscalaire à exécution dans le
désordre. Les paramètres d’exécution et les instructions exécutées sont les mêmes que pour la figure
1.4. Comme pour le processeur à exécution dans l’ordre, l’étage de Fetch charge deux instructions par
cycle. Ces instructions passent ensuite par les étages de renommage et de décodage. Si tous ses opé-
randes sont disponibles, l’exécution de l’instruction commence. Sinon, celle-ci est stockée dans une file
d’attente (étage Q sur la figure). Les instructions 5 et 6 passent ainsi trois cycles dans les files d’attente.
Les opérandes des instructions 7 et 8 sont disponibles au cycle t + 5, ces instructions n’ont donc pas
besoin d’attendre dans une file.
Exécution spéculative
Pour augmenter le parallélisme d’instructions exploitable, les micro-architectures ont été modifiées
pour permettre l’exécution spéculative. Les instructions situées après un branchement conditionnel
peuvent être exécutées sans que le résultat du branchement ne soit connu. Les accès mémoire peuvent
être exécutés dans le désordre, afin de pouvoir commencer un chargement mémoire aussi tôt que pos-
sible. Pour préserver la sémantique du programme d’origine, des mécanismes matériels ont été ajoutés
pour vérifier que la spéculation est correcte ou pour annuler des instructions lorsque celles-ci n’auraient
pas dû être exécutées.
Le premier ajout est un mécanisme de prédiction de branchement perfectionné capable de prédire le
bloc d’instructions qui sera exécuté après un branchement. Les instructions de ce bloc sont exécutées
spéculativement. Ce mécanisme est non seulement capable de prédire les branchements conditionnels
(c’est-à-dire de prédire si un branchement est pris ou non) mais également la destination de branche-
ments indirects [81].
Deux autres mécanismes sont ajoutés pour permettre d’annuler l’exécution d’une instruction ou pour
détecter la violation d’une dépendance mémoire :
— Le Re-Order Buffer (ROB) permet de stocker les instructions dont l’exécution est terminée (c’est-
à-dire les instructions dont le résultat a été calculé par l’unité d’exécution) jusqu’à ce qu’elles
soient validées (c’est-à-dire jusqu’à ce que le résultat soit écrit dans le banc registre). Les ins-
tructions sont validées dans l’ordre du programme séquentiel afin de garantir que la sémantique
du programme d’origine est respectée. Le résultat de l’instruction peut cependant être utilisé
pour d’autres opérations avant cette validation. Si jamais l’instruction n’est pas validée, toutes les
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instructions ayant utilisé son résultat sont également annulées.
— La Load-Store Queue (LSQ) permet de vérifier la spéculation de dépendances mémoire. En
effet, le mécanisme d’exécution dans le désordre permet d’effectuer les différentes opérations
mémoire dans le désordre et la LSQ compare les adresses afin de déterminer si des dépen-
dances mémoires ont été violées. Toutes les opérations de lecture et d’écriture de la mémoire,
ainsi que l’adresse de l’accès sont conservées dans une mémoire dédiée. Les écritures mémoire
sont effectives que lors de la phase de validation de l’instruction (donc dans l’ordre). Si, lors d’une
lecture, la LSQ contient une écriture à la même adresse située après la lecture dans l’ordre sé-
quentiel, la valeur souhaitée est toujours présente en mémoire (puisque l’écriture n’a pas pu être
validée avant la lecture en cours). Si, lors d’une écriture, on trouve une lecture à la même adresse
située après l’écriture dans l’ordre séquentiel, la lecture en question est annulée ainsi que toutes
les instructions ayant utilisé cette valeur. Le fonctionnement précis d’une Load-Store Queue est














































FIGURE 1.7 – Organisation simplifiée d’un processeur à exécution dans le désordre avec les méca-
nismes permettant l’exécution spéculative. En raison de la complexité du schéma, la représentation des
étages de pipeline a été omise.
Maintenant que le principe de base des différents composants a été exposé, nous allons présen-
ter l’organisation globale d’un processeur à exécution dans le désordre avec exécution spéculative.
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La figure 1.7 est une représentation simplifiée d’une telle architecture. Les composants clés évoqués
précédemment sont représentés ici :
— Le prédicteur de branchements et le cache d’instructions chargent les instructions à exécuter
dans l’ordre séquentiel, en spéculant sur le chemin pris lors de l’exécution ;
— L’unité de décodage et de renommage décode les instructions et accède à la table de renom-
mage et au banc de registres pour obtenir la valeur des opérandes ainsi qu’un identifiant pour
le résultat. Ces instructions sont ensuite réparties entre les différentes files d’attente. Trois files
sont utilisées ici : une pour les accès mémoires, une pour les instructions arithmétiques simples
(qui sont exécutées sur les Unités Arithmétiques et Logiques (UAL)) et une pour les instructions
en arithmétique flottante (qui sont exécutées par la Floating Point Unit (FPU)).
— Les instructions exécutées sont ensuite stockées dans le Re-Order Buffer en attendant d’être
validées. Dans l’intervalle, leur résultat pourra être utilisé comme opérande pour les instructions
à exécuter.
— Les accès mémoire sont gérés conjointement par la Load-Store Queue et par le Re-Order Buffer
afin de détecter et de corriger les aléas lors des accès mémoire.
Le bon fonctionnement d’un processeur à exécution dans le désordre repose sur un équilibre délicat
entre le nombre d’instructions entrantes, le nombre d’instructions pouvant être validées en même temps,
la taille des files d’attente, de la LSQ et du ROB ainsi que du nombre d’unités d’exécution et de la
taille du banc de registres. Tous ces paramètres impactent la performance de la micro-architecture
mais également sa surface et sa consommation énergétique. Dans la suite, nous présentons quelques
exemples d’implémentation de processeur à exécution dans le désordre. L’objectif est de fournir un
ordre de grandeur de la taille des ROB, du nombre de registres et du nombre d’unités d’exécution dans
différents processeurs.
Présentation de quelques implémentations
Pour appréhender les ordres de grandeur des différents paramètres utilisés dans les processeurs
superscalaires à exécution dans le désordre (ou bien processeurs OoO pour Out-of-Order ) modernes,
nous allons présenter plusieurs exemples de tels processeurs. Ces processeurs ne sont pas destinés au
même domaine (ordinateur de bureau ou système embarqué) et font des choix de valeurs de paramètres
différents.
Les implémentations présentées sont :
— Intel Coffee Lake micro-architecture : Une des dernières générations de micro-architecture Intel,
elle a été annoncée fin 2017 et constitue un bon exemple d’une configuration pour un processeur
haute performance.
— Arm Cortex A15 : Processeur embarqué commercialisé en 2015. Celui-ci est notamment utilisé
comme processeur big dans les premiers systèmes big.LITTLE de ARM.
— Berkeley Out-of-Order Machine (BOOM) : Processeur à exécution dans le désordre développé
à Berkeley qui a la particularité d’être open-source et a été développé dans le cadre d’un projet
académique [21]. Ce processeur est basé sur le jeu d’instructions BOOM. Pour ces raisons, le
BOOM est souvent utilisé comme point de comparaison dans le reste de ce document. Notons
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également que le BOOM est configurable, la version présentée ici est la configuration par défaut
du processeur.
Intel Arm
Coffee Lake Cortex A15 BOOM
Année 2017 2015 2017
Jeu d’instructions x86_64 ARMv7 RISC-V
Unités d’exécution 8 8 4
Taille du décodage 5 3 2
Taille des files d’attente 97 40+ 46
Taille du ROB 224 128 48
Taille de la LSQ 72+56 16 16
Nombre de registres
(entiers + flottants) 180+168 ? 70+64
TABLE 1.1 – Comparaison de différentes implémentations de processeur à exécution dans le désordre.
Le tableau 1.1 résume les caractéristiques des différents processeurs étudiés. Les processeurs Intel
Coffee Lake et Arm Cortex A15 sont deux processeurs commerciaux. Les chiffres montrent que la micro-
architecture Intel est beaucoup plus agressive dans les mécanismes d’exécution dans le désordre : les
tailles des files d’attente, du Re-Order Buffer et de la Load-Store Queue sont nettement plus importantes
que pour le processeur ARM, même si le nombre d’unités d’exécution est similaire. Cela vient entre
autre du marché ciblé : les processeurs Intel sont utilisés dans les ordinateurs de bureau avec pour seul
objectif d’offrir un niveau maximal de performance, tandis que les processeurs Arm sont utilisés dans
des systèmes embarqués où les contraintes énergétiques sont beaucoup plus fortes.
Dans cette partie, nous avons montré que l’utilisation de micro-architectures complexes permettait
d’améliorer les performances, au prix d’une complexité matérielle (et donc d’un surcoût en énergie
important).
Dans la suite de cette section, nous présentons le fonctionnement des architectures statiquement
ordonnancées, qui s’avèrent plus efficaces énergétiquement que les OoO sur certaines applications.
1.2.2 Les micro-architectures statiquement ordonnancées
Les architectures statiquement ordonnancées permettent d’atteindre des compromis performance/énergie
différents de ceux offerts par des processeurs dynamiquement ordonnancés. Dans ces architectures, le
parallélisme d’instructions est explicitement encodé dans le jeu d’instructions. Le compilateur est donc
en charge d’analyser le code de l’application et d’appliquer des transformations permettant d’extraire
du parallélisme d’instructions. Il réalise ensuite un ordonnancement des instructions sur les différentes
unités d’exécution et génère le binaire de l’application. Lors de l’exécution, la micro-architecture exé-
cute les instructions en exploitant le parallélisme d’instructions exposé par le compilateur. Parce qu’elles
n’utilisent pas de mécanismes spéculatifs et/ou d’exécution dans le désordre, les architectures statique-
ment ordonnancées sont très efficaces énergétiquement. Toutefois, certaines applications exhibent un
flot de contrôle difficile à prédire et ne sont pas adaptées à de telles architectures.
L’architecture statiquement ordonnancée la plus courante est le processeur Very Long Instruction
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Word (VLIW). A chaque cycle d’exécution, le processeur lit et exécute un agrégat de plusieurs instruc-
tions indépendantes (qu’on appellera dans la suite un bundle d’instructions). Ces bundles sont construits
statiquement par le compilateur lors de la phase d’ordonnancement des instructions. Le modèle de pro-
grammation des VLIW suppose que ces instructions peuvent être exécutées en parallèle [34].
Dans la suite de cette section, nous présentons en détail l’organisation d’un processeur VLIW et les
différents choix possibles dans son architecture. Nous présentons ensuite leurs limitations et discutons




















































FIGURE 1.8 – Organisation simplifiée du processeur VLIW développé pendant cette thèse. Il peut exé-
cuter jusqu’à quatre instructions par cycle et son pipeline est organisé en quatre ou cinq étages, selon
la voie utilisée.
La figure 1.8 est une représentation simplifiée du VLIW utilisé dans nos différents travaux, librement
inspiré du processeur ST200/Lx [32]. Ce processeur VLIW dispose de quatre voies d’exécution, la fi-
gure 1.8 représente donc quatre unités de décodage et quatre unités d’exécution. Le banc de registres
permet de lire deux valeurs et d’en écrire une pour chaque unité d’exécution. L’exécution d’un bundle
d’instructions comprend les étapes suivantes :
— Le Fetch lit des bundles d’instructions dans le cache d’instructions et les envoie vers les unités
de décodage. Celles-ci vont lire le code de l’instruction, la décoder et charger les différents opé-
randes. Un ou deux accès au banc de registres sont ensuite réalisés pour chaque instruction afin
de récupérer la valeur des opérandes.
— L’étape suivante concerne les unités d’exécution. La plupart des VLIW utilisent des voies d’exé-
cution spécialisées : l’instruction n d’un bundle ne pourra appartenir qu’à un sous-ensemble du
jeu d’instructions global. Cela permet de simplifier les unités de décodage et les unités d’exé-
cution. Dans l’exemple de la figure 1.8, la liste des instructions pouvant être exécutées sur une
voie est donnée dans l’unité de décodage associée (arith, mem, branch et mult). Toutes les voies
peuvent exécuter les opérations arithmétiques simples cependant seule la première peut exé-
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cuter des branchements, seule la deuxième a accès à la mémoire et seule la troisième peut
exécuter les instructions arithmétiques complexes (multiplication et division).
— Une fois l’exécution terminée, son résultat est écrit dans le banc de registres.
La profondeur du pipeline (c’est-à-dire le nombre de cycles nécessaires à l’exécution d’une ins-
truction) dépend de la spécialisation de la voie d’exécution. Dans notre exemple, les voies capables
d’exécuter des opérations arithmétiques complexes ont besoin de deux étages d’exécution tandis que
les autres n’en ont qu’un. Exécuter des opérations arithmétiques simples sur ces voies d’exécution
demande quand même un cycle supplémentaire.
Le processeur VLIW que nous utilisons s’inspire du processeur ST200 de STMicroelectronics. Notre
VLIW présente cependant une différence importante dans certains choix d’implémentation. L’architec-
ture du ST200 détecte et gère les aléas en gelant le pipeline quand nécessaire. Ce mécanisme est
similaire à celui utilisé dans les architectures pipelinées simples, cependant son coût est augmenté
pour les VLIW. Le VLIW que nous utilisons laisse au compilateur le soin de gérer les aléas de pipeline :
si une instruction a été ordonnancée à un endroit donné c’est que ses opérandes sont prêts.
Plusieurs paramètres peuvent être modifiés dans l’architecture d’un VLIW, impactant sa consomma-
tion énergétique et ses performances : le nombre de voies du VLIW, le nombre de registres dans le
banc de registres et la spécialisation de chaque voie d’exécution. Les deux premiers paramètres ont un
impact important sur la taille du VLIW (et sur sa consommation). En effet, plusieurs facteurs entrent en
jeu : plus on exécute d’instructions en parallèle, plus le nombre de résultats à conserver dans le banc
de registres est grand. La taille du banc de registres est donc liée au nombre de voies. De plus, chaque
voie du VLIW peut réaliser un accès en écriture et plusieurs accès en lecture dans le banc de registres.
Pour notre VLIW, une instruction ne peut utiliser plus de deux registres. Chaque voie réalise donc deux
lectures. La taille du banc de registres dépend du nombre de bits, du nombre de registres, du nombre de
ports de lecture et du nombre de ports d’écriture. Augmenter l’un des paramètres aura un impact linéaire
sur la taille du banc de registres. En considérant qu’augmenter le nombre de voies d’un VLIW augmente
linéairement le nombre de registres qu’il faut utiliser, et en prenant en compte l’augmentation du nombre
de ports de lecture/écriture, augmenter le nombre de voies d’un VLIW a un impact quadratique sur la
taille du banc de registres.
Le dernier paramètre (la spécialisation des différentes voies d’exécution) impacte principalement les
performances de l’architecture. En effet, une limitation du nombre d’instructions pouvant être exécutées
sur une voie donnée réduit la taille des unités de décodage et des unités d’exécution, ainsi que la
profondeur du pipeline. Par exemple, le VLIW représenté sur la figure 1.8 utilise deux étages de pipeline
pour réaliser une multiplication. Puisque l’architecture n’offre pas de mécanismes de forwarding, toute
instruction exécutée sur cette voie demandera un cycle supplémentaire.
Dans cette première partie, nous avons présenté le fonctionnement des processeurs VLIW. Le fait
d’encoder le parallélisme d’instructions permet de réduire la complexité de l’architecture et donc de
réduire sa consommation énergétique. Dans la suite de cette section, nous allons comparer les proces-
seurs VLIW et les processeurs OoO en terme de performance et de consommation énergétique.
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1.2.3 Comparaison de ces deux paradigmes
L’objectif de cette sous-section est de comparer les deux paradigmes d’exécution que nous venons
de présenter : les architectures statiquement ordonnancées et les architectures dynamiquement ordon-
nancées à exécution dans le désordre. Nous présentons également plusieurs approches qui ont tenté
de réduire l’écart entre ces deux paradigmes.
Comparaison qualitative
Grâce à leurs mécanismes d’ordonnancement dynamique et de spéculation, les processeurs OoO
permettent en général d’obtenir de meilleures performances que les processeurs VLIW. Les travaux de
McFarlin et al. tentent de mesurer la différence de performance entre les architectures statiquement
ordonnancées et les architectures dynamiquement ordonnancées et essaient d’étudier d’où provient
cette différence [62]. Ils identifient deux sources potentielles pour la différence de performance :
— La capacité à générer un ordonnancement dynamique, qui permet à ces architectures de réagir
extrêmement bien à des événements imprévisibles tels que les cache miss. Au lieu de stop-
per l’exécution en attendant la donnée, l’architecture dynamiquement ordonnancée sera capable
d’exécuter d’autres instructions qui ne dépendent pas de l’accès mémoire bloqué.
— La capacité des architectures OoO à spéculer grâce à de nombreux mécanismes matériel : la
prédiction de branchements permet de spéculer sur les prochains blocs exécutés, la load-store
queue permet de spéculer que des accès mémoire sont indépendants et le re-order buffer permet
de d’exécuter spéculativement des instructions en offrant des mécanismes d’annulation. La plu-
part des architectures statiquement ordonnancées n’ont pas accès à ce genre de mécanismes.
La première étude réalisée par McFarlin et al. permet de comparer la capacité de spéculation des
processeurs statiquement et dynamiquement ordonnancés. Pour cela, les auteurs ont mesuré la ca-
pacité d’un processeur OoO à explorer les blocs de base spéculativement. Ils ont compté le nombre
moyen de blocs de base présents, à un instant donné, dans le re-order buffer. Pour dériver une mé-
trique similaire pour les processeurs statiquement ordonnancés, ils ont dénombré le nombre de blocs
de base présents dans une région de code ordonnancée par le compilateur, c’est-à-dire la capacité du
compilateur à fusionner des blocs avec différentes techniques. Cette étude montre que les principales
techniques de fusion de blocs permettent de créer des régions allant de 3,5 à 5 blocs. Certaines tech-
niques d’analyse dynamique permettent de dépasser les 6 blocs [70]. Les résultats pour le processeur
OoO montrent que 70% de ses ordonnancements utilisent les instructions provenant de 4 blocs de base,
et 82% utilisent les instructions venant de 6 blocs de base. L’étude montre également que certains or-
donnancements du OoO utilisent jusqu’à 15 blocs de base en même temps. Les mécanismes du OoO
permettent donc d’extraire du parallélisme d’instructions sur une fenêtre beaucoup plus grande que les
compilateurs statiques, ce qui laisse à penser que la capacité à spéculer joue un rôle important dans la
différence de performance entre architectures statiquement et dynamiquement ordonnancées.
Pour confirmer cette idée, les auteurs ont développé un outil permettant de simuler une exécution
sur un processeur dynamiquement ordonnancé, d’extraire l’ordonnancement le plus fréquemment utilisé
pour chaque région de l’application et de l’exécuter sur une architecture statiquement ordonnancée. Ils
ont mesuré les différences de performances entre l’architecture statiquement ordonnancée, l’architec-
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ture dynamiquement ordonnancée et leur simulateur. Leurs résultats suggèrent que l’architecture sta-
tiquement ordonnancée arrive en moyenne à 47% des performances de l’architecture dynamiquement
ordonnancée. Leur outil de simulation permet en revanche d’atteindre 89% des performances du OoO.
Les auteurs concluent ainsi que la différence de performance vient à 79% de la capacité à spéculer
correctement. Le reste peut être attribué à la capacité à réagir dynamiquement à certains événements.
Afin de combler l’écart entre ces deux paradigmes d’exécution, de nombreux travaux ont proposé
des techniques permettant de mieux gérer les événements dynamiques dans des architectures statique-
ment ordonnancées. Par exemple, pour gérer les cache miss, des mécanismes permettant de continuer
d’exécuter les instructions sans attendre la valeur de l’accès mémoire ont été développés [45, 64, 29].
L’idée de ces mécanismes est simple, lorsqu’un accès mémoire bloque parce que la donnée n’est pas
présente dans le cache, l’état courant du banc de registre est sauvegardé et la valeur du registre de
destination est contaminée. L’exécution continue au lieu de se bloquer. Les instructions ayant des opé-
randes contaminés contaminent leur registre de destination et sont stockées dans une mémoire tampon.
Les instructions n’ayant aucun opérande contaminé sont exécutées normalement. Lorsque la donnée
devient disponible, les instructions mises de côté sont ré-exécutées en utilisant les valeurs des registres
sauvegardées au moment de l’accès mémoire. L’exécution revient ainsi à un état cohérent.
Approches intermédiaires
Comme nous venons de le voir, les mécanismes de spéculation dans les processeurs dynamique-
ment ordonnancés permettent un gain de performance important mais entrainent une augmentation
considérable de la puissance dissipée. Dans cette partie, nous étudions plusieurs architectures qui
combinent les avantages des processeurs OoO et des processeurs VLIW. Certaines des approches
discutées sont basées sur des travaux universitaires et leur évaluation repose souvent sur l’utilisation
de simulateurs, d’autres approches sont en revanche implémentées et commercialisées.
Lorsqu’un processeur OoO exécute une boucle, il recalcule un ordonnancement pour chaque nou-
velle itération de cette boucle. Il est tentant d’essayer de réutiliser (au moins partiellement) cet ordon-
nancement pour les itérations suivantes. Toutefois, il est important de souligner que les mécanismes
d’ordonnancement dynamique d’un OoO ne sont pas pensés pour générer des ordonnancements réuti-
lisables. Par exemple, le renommage de registres réalisé pour une itération d’une boucle n’a aucune
raison d’être compatible avec la prochaine itération (les valeurs d’entrée ne sont pas forcément dans les
mêmes registres physiques). Des mécanismes matériels non triviaux doivent donc être mis en oeuvre
pour permettre de réutiliser ces ordonnancements et il n’existe pas à ce jour d’implémentation matérielle
permettant de quantifier les surcoûts en performance ou en consommation causés par ces modifications
profondes. Cette approche a été dérivée sous différentes formes : Padmanabha et al. proposent une
version modifiée d’un processeur superscalaire à exécution dans l’ordre, dans lequel ils ont ajouté des
mécanismes de spéculation simplifiés [67, 66]. Ces machines peuvent ainsi supporter un renommage
contraint et sont équipées d’une load-store queue. Ils ont également modifié une architecture à exécution
dans le désordre pour que les ordonnancements générés soient compatibles avec les mécanismes de
spéculation simplifiés. Lors de l’exécution, si un ordonnancement est souvent réutilisé, il s’exécutera sur
l’architecture statiquement ordonnancée afin de réduire sa consommation. Leurs estimations montrent
25
Chapitre 1 – Architecture des processeurs
que l’utilisation de ces processeurs à exécution dans l’ordre permet de réduire l’énergie consommée de
30%, au prix d’une baisse de performance de 5%. L’approche de Villavieja et al. repose sur une idée
similaire mais fournit moins de détails sur l’implémentation des différents cœurs utilisés [87].
Brandalero et al. proposent de suivre la même approche en couplant un processeur OoO et un
CGRA simplifié [14]. Les ordonnancements souvent utilisés par le OoO sont traduits en une configu-
ration du CGRA qui sera utilisée à la prochaine exécution. Les auteurs contournent les difficultés liées
au renommage de registres et les instructions sortant du CGRA repassent dans le re-order buffer afin
de s’assurer que les spéculations faites lors de la première exécution sont toujours valables. Ce mé-
canisme risque donc d’induire une forte pression sur le ROB, réduisant ainsi les performances. L’étude
expérimentale réalisée montre que leur système est 30% plus performant que le OoO seul tout en
consommant 30% moins d’énergie. Le modèle de CGRA sur lequel ils basent leur expérience suppose
cependant qu’ils puissent effectuer trois opérations arithmétiques ou logiques chaînées dans un même
cycle lorsqu’ils utilisent le CGRA tout en fonctionnant à la même fréquence que le processeur. Cette
hypothèse de travail est peu raisonnable et biaise fortement les résultats en faveur de leur approche.
Les processeurs Itanium sont également une approche intermédiaire, dont l’objectif est de se po-
sitionner entre les processeurs OoO trop énergivores et les processeurs VLIW pas suffisamment per-
formants. Ils ont été commercialisés par Intel entre 2001 et 2017 [82]. La micro-architecture peut être
vue comme un superscalaire dynamiquement ordonnancé à exécution dans l’ordre : les instructions
sont chargées séquentiellement et placées dans des files d’attente de la même façon que pour un OoO
mais ici elles sont exécutées dans leur ordre d’arrivée uniquement. Cette restriction simplifie fortement
l’architecture. Le jeu d’instructions utilisé (EPIC pour Explicitely Parallel Instruction Computer ) est un
jeu d’instructions explicitement parallèle, similaire à celui d’un VLIW. En effet, les instructions sont or-
ganisées en groupements indépendants qui peuvent être de taille variable. Des bits sont ajoutés dans
l’encodage pour délimiter ces groupes. Ainsi le parallélisme est explicité dans le jeu d’instructions mais
laisse néanmoins une certaine liberté au processeur pour les réorganiser. Ce jeu d’instructions a été
construit pour améliorer les performances des architectures statiquement ordonnancées : il embarque
de nombreux mécanismes permettant la spéculation logicielle (toutes les instructions sont prédiquées,
des bancs de registres spéciaux sont utilisés pour ces prédicats et chaque registre a un bit de contami-
nation permettant de voir si il résulte d’un accès incorrect à la mémoire).
1.3 Bilan
Dans ce chapitre, nous avons présenté en détail une partie du contexte dans lequel nos travaux
ont été réalisés. Nous avons présenté en détail les différents moyens utilisés pour adapter dynami-
quement le compromis entre la performance et l’efficacité énergétique d’un système. En particulier, les
architectures multi-cœurs hétérogènes à jeu d’instructions unique utilisent, sur un même circuit, diffé-
rentes micro-architectures, offrant chacune un compromis différent. Lorsqu’une application est exécutée
sur un tel système, elle peut être migrée d’un type de cœur à un autre pour s’adapter à ses besoins.
Nous avons également présenté le principe des architectures statiquement ordonnancées et conclu
que de tels processeurs peuvent offrir un compromis différent de ceux utilisés dans les big.LITTLE ac-
tuels, si toutefois on peut s’affranchir du problème du jeu d’instructions. Dans le prochain chapitre, nous
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présentons le principe de la traduction dynamique de binaires. Ce mécanisme permet d’exécuter une
application compilée pour un jeu d’instructions A sur un processeur prévu pour un jeu d’instructions B.
En utilisant cette approche, il est possible d’utiliser des processeurs VLIW dans un système hétérogène




LA TRADUCTION DYNAMIQUE DE
BINAIRES
Dans le chapitre précédent, nous avons introduit la notion de systèmes embarqués et mentionné
leur besoin d’adaptation dynamique. Pour répondre à ces besoins, les frabricants de processeurs ont
été amenés à proposer des systèmes multi-cœurs hétérogènes (entre autre). Un tel système embarque
différents types de micro-architectures, chacune offrant un compromis différent entre la performance
et la consommation énergétique. Pour que l’adaptation dynamique soit possible, ces différentes micro-
architectures doivent être capables d’exécuter les mêmes binaires et donc de supporter le même jeu
d’instructions.
Les processeurs pouvant être intégrés au sein d’un tel système sont contraints d’offrir de la compati-
bilité binaire. Les processeurs VLIW permettent d’obtenir, pour certaines applications, des performances
plus élevées et une consommation d’énergie moindre que les processeurs OoO. Toutefois, ces archi-
tectures ne peuvent pas être intégrées dans un système multi-cœurs hétérogène à jeu d’instructions
unique car elles sont basées sur des jeux d’instructions explicitement parallèles.
La traduction dynamique de binaire (DBT pour Dynamic Binary Translation) permet l’intégration des
architectures statiquement ordonnancées dans les systèmes multi-cœurs hétérogènes. Le principe de
la DBT est de traduire à l’exécution un binaire compilé pour un jeu d’instructions A vers un binaire pour
un jeu d’instructions B. Dans le cadre d’un système multi-cœurs hétérogène, la DBT permet d’intégrer
différents types d’architectures en conservant l’illusion d’un système à jeu d’instructions unique.
Traduire dynamiquement un programme binaire pour un jeu d’instructions séquentiel vers un binaire
ciblant un jeu d’instructions explicitement parallèle est un problème difficile. En effet, si on souhaite
pouvoir profiter du parallélisme d’instructions, l’outil de DBT doit transformer le graphe de flot de contrôle
pour exposer plus de parallélisme puis ordonnancer les instructions. Malgrè ces difficultés, il existe
déjà des systèmes basés sur cette approche. Par exemple, le processeur Denver de NVidia permet
d’exécuter des binaires ARM sur une architecture de type VLIW [12].
Dans ce chapitre, nous présentons en détail le principe de la compilation dynamique ainsi que les
défis posés par le temps de compilation. Nous étudions plus en détail les approches existantes, en nous
focalisant sur celles qui ciblent des architectures statiquement ordonnancées.
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2.1 La compilation dynamique
Dans cette première section, nous présentons les différentes formes de compilation dynamique exis-
tantes. Nous discutons également de la forte contrainte liée au temps de compilation et de plusieurs
approches permettant de le réduire.
2.1.1 Des différents usages de la compilation dynamique
L’exemple le plus fréquent d’utilisation de techniques de compilation dynamique sont les machines
virtuelles Java Hotspot [54], le compilateur .NET pour le C# [40], Dalvik dans certaines versions du
système Android ou encore le Javascript dans les navigateurs tels que Chrome (V8) ou Firefox (Spider-
monkey) [24]. Dans ces outils, l’utilisation de la compilation dynamique permet d’obtenir de meilleures
performances qu’une approche basée sur des techniques d’interprétation. Ce type de compilation est
appelée compilation JIT (Just-in-Time).
L’aspect dynamique de la compilation JIT est un avantage par rapport à la compilation statique :
pour des langages dynamiquement typés, un outil de compilation JIT permet d’augmenter les perfor-
mances à l’aide de techniques de spécialisation de type [36]. De plus, certains langages (par exemple
le Javascript) permettent d’exécuter des programmes construits dynamiquement (en utilisant la fonction
eval()), ce qui rend la compilation statique de programmes Javascript impossible.
La compilation dynamique est également utilisée pour l’optimisation dynamique de code. Par exemple,
Kistler et al. ont étudié le coût et les bénéfices de l’optimisation continue [51]. Dans cette étude, ils ont
analysé le coût du profilage et de certaines transformations (propagation de variables, elimination de
code mort, construction dynamique de traces, optimisation de l’organisation mémoire pour les langages
objet). Cette étude montre que, grâce aux informations de profilage, les optimisations réalisées dynami-
quement s’avèrent souvent plus efficaces que les optimisations statiques.
Apollo est un autre exemple d’outil d’optimisation dynamique [50, 18]. Celui-ci permet d’appliquer des
transformations polyédriques sur des boucles qui ne sont normalement pas représentables dans le mo-
dèle (par exemple des boucles dont les accès ne sont pas une fonction linéaire des indices de boucle).
Appolo analyse l’exécution de la boucle et construit une représentation polyédrique approximée à partir
de plusieurs itérations. Des analyses et des transformations polyédriques (analyse des dépendances
inter-itération, tuilage, parallélisation et vectorisation automatique) sont ensuite appliquées à ce modèle
et du code optimisé est re-généré. L’outil injecte également des instructions de vérification permettant
d’assurer que la boucle suit toujours le modèle polyédrique approximé.
Un autre outil basé sur la technique de l’optimisation dynamique est l’outil deGoal [23]. Celui-ci
permet de générer dynamiquement un noyau binaire spécialisé en fonction des données effectivement
utilisées lors de l’exécution. L’outil deGoal est également original de part sa manière de fonctionner :
le développeur décrit son noyau d’exécution dans un langage spécifique qui est ensuite analysé stati-
quement pour créer une compilette. Une compilette est un générateur de code spécialisé pour le noyau
décrit qui est capable de propager les valeurs des variables utilisées et d’effectuer des optimisations
classiques (déroulage, élimination de code mort) sur le noyau ciblé. Grâce à ce mécanisme, le coût de
la génération de code est grandement réduit.
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Le fonctionnement de deGoal s’apparente à la split-compilation qui consiste à séparer la compi-
lation d’une application en deux phases : l’une statique et l’autre dynamique. Les phases coûteuses
et indépendantes de l’architecture ciblée sont réalisées statiquement tandis que les transformations
spécifiques au processeur ciblé et la génération de code sont effectuées dynamiquement. Si des op-
timisations spécifiques à l’architecture ciblée s’avèrent coûteuses, la phase statique peut précalculer
certaines informations permettant de les simplifier. Par exemple, Nuzman et al. ont étudié la spéciali-
sation dynamique de code vectorisé [65]. Selon les standards utilisés dans les différents processeurs
(par exemple SSE3, SSE4 ou AVX), la taille des vecteurs et les opérations disponibles sont différentes.
Une analyse dynamique des binaires permettant de générer ces vecteurs entraine une augmentation
importante du temps d’exécution. Si le code est analysé statiquement, l’information calculée est per-
due avant la génération dynamique du code machine. Nuzman et al. ont cherché à déterminer quelles
étaient les informations les plus importantes obtenues lors de ces analyses statiques, et ont proposé
de les encoder dans la représentation intermédiaire utilisée pour la split-compilation. Ces informations
sont ensuite utilisées pour générer dynamiquement les instructions vectorisées qui exploitent le mieux
l’architecture utilisée.
2.1.2 La contrainte du temps de compilation
Un des défis de la compilation dynamique est que le temps passé à optimiser le code doit être
compensé par le temps d’exécution économisé grâce à ces optimisations. Par exemple, passer plusieurs
secondes à optimiser des instructions qui ne seront exécutées qu’une seule fois n’est pas bénéfique. A
l’opposé, si une boucle représente 90% du temps d’exécution d’un programme, passer plus de temps à
l’optimiser peut s’avérer pertinent.
Pour raisonner sur ce type de situations, il est nécessaire d’introduire plusieurs notions :
— le cold-code est une région de code qui n’a encore jamais été exécutée et sur laquelle aucune
information de profilage n’est disponible ;
— le hot code ou hotspot représente une part importante du temps d’exécution total. Cette partie
du programme a déjà été exécutée plusieurs fois et des informations de profilage sont donc
disponibles.
Pour réduire l’impact de la compilation dynamique sur le temps d’exécution, les outils sont organi-
sés en plusieurs niveaux d’optimisation. Par exemple, lors de sa première exécution, le cold-code est
interprété afin d’augmenter la réactivité du système. Quand un même code est ré-interprété plus d’une
dizaine de fois, l’outil de compilation dynamique en génère une version non optimisée. En fonction du
nombre d’exécutions de cette version du code, des optimisations supplémentaires peuvent-être mises
en oeuvre, ainsi, les optimisations les plus coûteuses ne sont appliquées qu’aux parties les plus cri-
tiques.
L’utilisation d’accélérateurs matériels permet également de réduire le coût de la compilation dyna-
mique. Par exemple, Carbon et al. utilisent cette approche pour accélérer le module de compilation JIT
de LLVM [20]. Ils ont ainsi développé un accélérateur matériel pour manipuler les arbres bicolores. Cette
structure de données est utilisée pour implémenter les set et les map dans la librairie standard C++.
Les auteurs ont également modifié les fonctions d’allocation dynamique de mémoire pour qu’elles uti-
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lisent cette structure de données. Leur approche permet une réduction de 20% du temps de compilation
dynamique de LLVM.
Hu et al. ont également étudié les avantages de co-développer l’architecture et l’outil de compila-
tion dynamique afin de réduire le surcoût de la compilation[48]. Leur étude montre que la réactivité du
système est principalement impactée par la gestion du cold-code. Ils proposent donc deux solutions
pour réduire ce surcoût. La première idée consiste à utiliser des décodeurs matériels similaires à ceux
utilisés pour traduire les instructions x86 en micro-code. La deuxième consiste à ajouter des instructions
spécialisées pour réaliser cette traduction. Leur étude expérimentale montre que chacune de ces deux
approches permet de réduire le coût de la gestion du cold-code. L’approche basée sur le décodeur ma-
tériel est celle qui permet d’atteindre le plus rapidement le niveau de performance maximal, cependant,
lorsque ce niveau est atteint, le décodeur matériel doit rester activé. A l’inverse, l’utilisation d’instruc-
tions spécialisées est moins efficace lors des premières exécutions mais, une fois le code optimisé, les
composants matériels ne sont plus utilisés et, par conséquent, ne consomment plus d’énergie.
Enfin, les différents outils de compilation dynamique exposés précédemment se distinguent éga-
lement par leur format d’entrée. Par exemple, la JVM utilise un bytecode qui résulte d’une première
compilation statique. Ce bytecode a été développé dans le but de minimiser l’empreinte mémoire et de
faciliter l’interprétation. A contrario, les outils de compilation dynamique de Javascript traitent directe-
ment le code source. Cette différence de format peut impacter la difficulté de la traduction mais égale-
ment la quantité d’informations disponibles pour l’outil. Un autre aspect de la compilation dynamique est
la traduction dynamique de binaire qui utilise un fichier binaire comme format d’entrée.
2.2 Introduction à la traduction dynamique de binaires
La traduction dynamique de binaire (DBT Dynamic Binary Translation) consiste à exécuter une appli-
cation compilée pour un jeu d’instructions A (dit jeu d’instructions guest) sur une architecture utilisant un
jeu d’instructions B (dit jeu d’instructions host). Les instructions du programme invité doivent alors être
analysées et traduites en des instructions de la machine hôte. La traduction dynamique de binaire est
principalement utilisée dans un contexte d’émulation d’une architecture (avec par exemple Qemu [11]).
Les techniques de DBT sont également utilisées pour assurer la portabilité entre différentes générations
de jeu d’instructions. Par exemple, le système DAISY a été utilisé par IBM pour assurer la compatibi-
lité binaire entre différentes générations de processeurs VLIW [30, 31, 83]. La DBT permet également
d’assurer la portabilité d’un système à l’autre. Par exemple, la société Apple a développé Rosetta pour
faciliter la migration de ses machines basées sur des PowerPC vers des architectures x86, de même
Microsoft utilise depuis peu la DBT pour exécuter des applications x86 sur Arm. La DBT peut également
être utilisée pour effectuer de l’instrumentation de code. Cette approche est utilisée par les outils Val-
grind et Dynamo-Rio [17] pour analyser l’utilisation de la mémoire, pour débugguer ou pour réaliser un
profilage précis d’une application.
Enfin, la traduction dynamique de binaire est également utilisée pour exécuter un programme sur
une architecture utilisant un jeu d’instructions pour lequel il n’a pas été compilé. Par exemple, la DBT
permet de traduire une application compilée pour un jeu d’instructions séquentiel vers un jeu d’ins-
tructions VLIW. L’intérêt est de réduire la consommation énergétique tout en conservant un niveau de
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performance comparable. C’est l’approche qui a été adoptée par l’outil Code Morphing Software (CMS)
de la société Transmeta [25]. Cet outil est capable d’exécuter des applications compilées pour du x86
sur un processeur VLIW, moins énergivore qu’un processeur superscalaire classique. Plus récemment,
NVidia a adopté une approche similaire pour le processeur Denver [12]. Ici encore, l’objectif est d’exé-
cuter des programmes ARM sur une architecture basée sur un jeu d’instructions VLIW. Ici aussi, une
phase de traduction permet d’assurer la compatibilité binaire. Il est important de noter que ces deux ap-
proches sont des produits commerciaux à propos desquels il existe très peu d’informations disponibles.
Ces approches sont discutées plus en détail dans la section 2.3.
Si les processeurs Denver et Efficeon utilisent la DBT pour exécuter des binaires séquentiels (x86,
Arm) sur des architectures VLIW, les travaux de Michel et al. [63] abordent le problème inverse à sa-
voir la simulation rapide d’architectures VLIW via des techniques de traduction dynamique de binaires.
En effet, l’interprétation ou la traduction naïve des binaires ne fonctionne pas directement à cause de
certains mécanismes spécifiques aux VLIW. Par exemple, deux instructions au sein d’un même bundle
doivent être exécutées en parallèle et peuvent comporter des dépendances de nom. De même, des
registres peuvent garder leurs valeurs pendant un ou deux cycles après le début d’une instruction et
certains outils d’allocation de registres peuvent tirer parti de ce mécanisme. Enfin, certaines instruc-
tions peuvent être placées après les instructions de branchement quand il y a un delay slot (c’est-à-dire
quand l’architecture va toujours exécuter la ou les instructions suivant immédiatement le branchement).
Les auteurs détaillent ces différentes difficultés et proposent des solutions pour les gérer efficacement.
La DBT est soumise aux mêmes contraintes que la compilation dynamique : chaque cycle passé à
optimiser (ou traduire) du code doit être compensé par l’accélération apportée par l’optimisation. Les
surcoûts causés par la traduction dynamique de binaire ont été étudiés par Borin et al. [13]. Ceux-
ci ont tenté de caractériser ce surcoût afin d’en identifier les différentes causes. L’outil sur lequel ils
basent leur étude est StarDBT [89]. StarDBT est un outil de DBT permettant de traduire des binaires
x86 en des binaires x86. Cet outil a été développé pour caractériser les flots de DBT et faciliter la
recherche sur ces techniques. Les auteurs ont identifié cinq facteurs de ralentissement : l’augmentation
de la mémoire utilisée qui impacte le taux de cache miss, l’exécution de cold-code, la gestion des
branchements indirects dont la destination ne peut être connue lors de la traduction, et enfin le coût
du profilage. Les deux derniers points représentent la grande majorité du surcoût. De même, Hiser et
al. ont étudié spécifiquement le problème des branchements indirects dans les outils de DBT [46] et
proposent plusieurs options pour réduire ce surcoût. Par exemple, l’utilisation d’une table qui garde en
mémoire les dernières destinations réduit le coût de ces branchements.
Pour réduire le coût lié à la traduction et à l’optimisation de binaires, il est possible d’utiliser diffé-
rents niveaux d’optimisation. Ainsi, les transformations les plus coûteuses ne sont appliquées qu’aux
points chauds de l’application. C’est la stratégie suivie par DAISY [30] et par Transmeta CMS [25]. Il
est également intéressant de constater que QEMU n’utilise pas ces niveaux d’optimisation : parce que
son objectif est d’être plus rapide que la simulation, un niveau d’optimisation unique suffit amplement.
Notons tout de même les travaux de Hong et al. qui proposent une extension de QEMU avec un second
niveau d’optimisation [47]. Pour cela, ils traduisent les binaires vers la représentation intermédiaire de
LLVM, ce qui leur permet d’accéder aux transformations de ce compilateur. Ces optimisations ne sont
déclenchées que sur les points chauds.
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Les travaux de Wang et al. [88] étudient les intéractions entre un outil de compilation dynamique et un
outil de traduction dynamique. Par exemple, l’exécution d’une application Android sur une architecture
Efficeon de Transmeta. L’existence de deux niveaux de compilation dynamique entraine une perte des
informations contenues dans le bytecode Android. Les auteurs proposent donc des techniques pour
passer l’information directement au Code Morphing Software du processeur.
Les travaux de Wu et al. [91] présentent la plateforme TwinPeaks. Celle-ci fait intéragir un processeur
à exécution dans le désordre avec peu d’unités d’exécution et un processeur à exécution dans l’ordre
offrant beaucoup d’unités d’exécution. La traduction dynamique de binaires est utilisée pour augmenter
les performances sur le processeur à exécution dans l’ordre et ce dernier n’est utilisé que si le système
estime que l’application a les caractéristiques adéquates.
2.3 La traduction dynamique de binaires pour processeur VLIW
Dans cette section, nous présentons les principaux travaux portant sur la traduction dynamique
de binaires pour les architectures VLIW. Notre étude sera élargie à d’autres approches basées sur
la compilation dynamique. Afin de pouvoir appréhender la difficulté de la compilation dynamique pour
VLIW, nous commençons par présenter les enjeux de la compilation pour des architectures statiquement
ordonnancées.
2.3.1 Le défis de la compilation pour processeur VLIW
Compiler pour des architectures VLIW présente plusieurs difficultés. Comme nous l’avons vu dans
la section 1.2.2, la philosophie des processeurs VLIW est de déléguer une grande partie du travail au
compilateur. En effet, le VLIW ne fait qu’exécuter les bundles d’instructions. La compilation pour VLIW a
été très étudiée mais, pour des raisons de place, seul les principaux résultats sont discutés dans cette
section. La complexification de la chaîne de compilation se fait à deux niveaux : la phase d’optimisation
(ou middle-end) et la phase de génération de code (ou back-end).
Générer du code binaire pour VLIW consiste principalement à ordonnancer les instructions. Ce pro-
blème consiste à placer chaque instruction sur une unité d’exécution, à un cycle donné [2, 26]. A ce
problème s’ajoute l’allocation de registres, qui consiste à attribuer à chaque variable du programme un
registre physique de l’architecture. L’allocation de registres peut également décider de sauvegarder des
variables en mémoire pour libérer des registres quand c’est nécessaire (on parle de spill) [22, 72, 19]. Le
problème de l’allocation de registres n’est pas spécifique aux architectures VLIW et est particulièrement
important pour les processeurs x86 qui utilisent très peu de registres. L’allocation présente cependant
une difficulté supplémentaire pour les architectures VLIW car elle est inter-dépendante du problème
de l’ordonnancement des instructions [39, 71]. Si les instructions sont ordonnancées avant l’allocation
de registres, on peut aboutir à des situations où le nombre de registres disponibles ne permet pas
de stocker les variables vivantes, et où l’insertion d’instructions de spill dégrade l’ordonnancement. Au
contraire, si l’allocation de registres est réalisée avant l’ordonnancement des instructions, des dépen-
dances de nom sont créées et contraignent l’ordonnancement. Dans leur formulation classique, les pro-
blèmes d’ordonnancement des instructions et d’allocation de registres sont deux problèmes NP-complet
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[22].
Notons que les problèmes d’allocation de registres et d’ordonnancement des instructions sont beau-
coup moins critiques lorsque le code est destiné à une architecture à exécution dans le désordre. En
effet, ces processeurs renomment les registres pour supprimer les dépendances de nom et modifient
dynamiquement l’ordonnancement des instructions.
La seconde différence réside dans l’étape d’optimisation du code. Pour que plus de parallélisme
d’instructions soit exposé lors de l’ordonnancement des instructions, il est nécessaire de modifier le
graphe de flot de contrôle de l’application et de créer des régions contenant plus d’instructions. L’étude
de McFarlin et al. (déjà discutée dans le chapitre précédent) s’est interessée au dénombrage, à un
moment donné, du nombre de blocs de base différents représentés dans le Re-Order Buffer d’un pro-
cesseur OoO. Cette étude, effectuée sur les applications de SPEC2000, a montré que dans 30% des
cycles d’exécution d’un processeur OoO, le ROB contient des instructions provenant d’au moins 5 blocs
de base différents. Dans 18% des cycles, les instructions proviennent d’au moins 7 blocs. A certains
cycles, jusqu’à 15 blocs sont représentés dans le ROB. Cette étude montre l’efficacité des mécanismes
de prédiction de branchement. Ceux-ci permettent au processeur OoO de commencer en avance l’exé-
cution des blocs futurs. Cette capacité du processeur à travailler sur une fenêtre très large lui permet de
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FIGURE 2.1 – Présentation des formes de régions les plus couramment utilisées lors de la compilation
pour processeur VLIW. La partie a) donne un exemple de graphe de flot de contrôle et les parties b) c)
et d) donnent trois exemples de région possible. Cet exemple est tiré de [34].
Les processeurs VLIW n’ont pas cette capacité et c’est au compilateur de jouer ce rôle. La technique
consiste à augmenter la taille des régions à ordonnancer pour offrir plus de parallélisme d’instrutions.
La figure 2.1 illustre les différents types de régions pouvant être construites. La partie a) de la figure
représente un exemple de graphe de flot de contrôle simple, constitué uniquement de blocs de base
(blocs n’ayant qu’un seul point d’entrée et un seul point de sortie). Ce graphe de flot de contrôle peut
être modifié pour créer les régions suivantes :
— Une trace est un chemin dans le graphe de flot de contrôle (généralement le chemin le plus
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courant) et peut comporter plusieurs points d’entrée et plusieurs points de sortie [33]. La partie
b) de la figure 2.1 fournit un exemple d’une telle trace, avec des points de sortie au niveau de B1
et B3 et des points d’entrée au niveau de B1, B3 et B4.
— Un superblock est une trace dans laquelle il n’y a qu’un seul point d’entrée [49]. Lorsqu’une
jointure est nécessaire (c’est-à-dire quand deux arcs mènent à un même bloc), le bloc en question
est dupliqué. La partie c) de la figure 2.1 est un exemple de construction de superblock : les blocs
B3 et B4 ont été dupliqués pour ne pas ajouter de points d’entrée dans le superblock.
— Un hyperblock est une région avec une entrée unique, plusieurs sorties et utilisant des instruc-
tions prédiquées. Par exemple, les deux branches d’un If peuvent être fusionnées, avec des
instructions prédiquées pour contrôler la valeur des variables en sortie. La partie d) de la figure
2.1 est un exemple d’hyperblock dans lequel les blocs B2 et B5 ont été fusionnés, ce qui évite de
dupliquer les blocs B3 et B4 [60].
Il est à noter que la construction de blocs peut être encore plus complexe et se baser sur des
analyses dynamiques et des mécanismes matériels pour créer de très larges groupes d’instructions
[92].
L’exécution de boucles représente une grande part du temps d’exécution d’une application. Les
compilateurs VLIW utilisent la technique de déroulage de boucle, qui est la continuation directe du
principe de superblock. Cette technique permet d’augmenter le parallélisme d’instructions disponible
et de réduire le nombre d’opérations à effectuer en factorisant certaines instructions. Le déroulage
d’une boucle peut être réalisé plusieurs fois, on parle alors de facteur de déroulage. Un facteur de
déroulage plus grand permet d’augmenter l’ILP disponible mais également la taille du binaire, impactant
ainsi les performances du cache d’instructions : un binaire plus grand augmente le nombre de cache
miss et peut réduire les peformances. Le meilleur compromis entre l’ILP et la taille du binaire peut être
trouvé en essayant différents facteurs de déroulage et en modélisant l’efficacité du cache. Quand il y a
plusieurs boucles dans une application, l’approche locale n’est pas suffisante : les différentes boucles
ne sont pas exécutées le même nombre de fois et présentent des compromis différents entre l’ILP et
la taille du binaire. Les travaux de Heydemann et al. [44] abordent ce problème en deux étapes. Dans
un premier temps, l’outil teste différents facteurs de déroulage pour chaque boucle de l’application et
mesure l’impact sur les performances et sur la taille du binaire. Ces mesures permettent de pondérer
les contributions de chaque boucle. Heydemann et al. utilisent ensuite ces résultats pour construire un
modèle de programmation en nombre entier représentant le problème global. La fonction objectif est de
maximiser les performances tout en respectant une taille de binaire donnée.
Une autre solution consiste à utiliser des techniques de pipeline logiciel (on parle également de
modulo scheduling ou de software pipeline) [75, 58]. Le principe est de commencer l’itération n d’une
boucle avant que l’itération n − 1 ne soit terminée. L’intervalle d’initiation (ou II) définit la période de
démarrage d’une nouvelle itération de la boucle. Dans la suite de ce paragraphe, nous détaillons un
algorithme permettant de construire un pipeline logiciel. La première étape consiste à choisir une valeur
pour le II. Pour faire ce choix, des bornes inférieures peuvent être calculées en comptant le nombre
d’opérations et le nombre d’unités d’exécution ou encore en mesurant la longueur de la plus longue
chaîne de dépendance entre deux itérations. Une fois le II choisi, on réalise un ordonnancement modulo.
Cela consiste à ordonnancer les instructions du bloc mais en travaillant toujours modulo II : si une
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FIGURE 2.2 – Présentation du principe d’exécution pipelinée des boucles. La partie a) de la figure
montre une boucle exécutée simplement, la partie b) illustre le principe d’ordonnancement modulo et de
la construction du noyau et la partie c) le pipeline logiciel qui en résulte.
instruction est placée au cycle 4, le cycle 4+II est marqué comme occupé. Les différentes instructions
du bloc sont ainsi placées sur la fenêtre. S’il n’y a plus d’emplacement disponible pour placer une
instruction, l’algorithme choisit un II plus grand et recommence. Si toutes les instructions peuvent être
placées, alors on a réussi à construire un noyau, c’est-à-dire un bloc de II cycles contenant toutes les
instructions du bloc. L’ordonnancement qui précède le noyau correspond à l’initialisation et est exécuté
une fois au début de la boucle. L’ordonnancement après le noyau correspond à la terminaison, et est
exécuté une fois à la sortie de la boucle. Le noyau est exécuté pour chaque itération.
La figure 2.2 est une illustration du principe de pipeline logiciel : la partie a) est une boucle exécutée
simplement, nécessitant 8 cycles pour une itération donnée. S’il faut exécuter 100 itérations, il faut 800
cycles avec cette version du binaire. La partie b) illustre le principe de l’ordonnancement modulo avec
un II de 3. On constate que, pour chaque instruction de l’itération i, la même instruction pour l’itération
j est placée 3 cycles plus bas et une troisième instance pour l’itération k est placée 6 cycles plus bas.
On remarque également le premier noyau qui apparait sur l’ordonnancement. Enfin, la partie c) montre
le pipeline logiciel qui en résulte. Pour exécuter les 100 itérations, il faudra 6 + 98 ∗ 3 + 5 = 305 cycles.
Le pipeline logiciel est une technique très efficace pour exploiter le parallélisme d’instructions sans
augmenter la taille du code. Cependant, sa mise en oeuvre est complexe car les dépendances inter-
itérations (dont les dépendances mémoire) doivent être traitées soigneusement.
La compilation pour processeur VLIW nécessite d’extraire et d’expliciter le parallélisme d’instructions.
Ces deux tâches sont complexes pour un compilateur statique travaillant sur un programme C. Dans le
cas de la DBT, ces transformations sont réalisées dynamiquement et l’outil n’a que peu d’informations
sur l’application en cours d’exécution, puisqu’il travaille sur un binaire. Malgré ces défis, plusieurs outils
de traduction dynamique de binaire visant des architectures VLIW ont été développés et industrialisés.
37
Chapitre 2 – La traduction dynamique de binaires
Ces outils sont présentés en détail dans la prochaine sous-section.
2.3.2 Etudes des outils de DBT pour VLIW
Nous avons vu dans la partie précédente que la compilation pour une machine VLIW peut être com-
plexe. Dans le cadre de la DBT, les analyses et les transformations doivent être réalisées dynamique-
ment, avec pour seules informations une représentation binaire de l’application. Malgré ces difficultés,
plusieurs approches de DBT ciblant des architectures VLIW ont été développées. Dans cette section,
nous étudions les outils suivants :
— l’outil DAISY de IBM qui permet d’abstraire l’architecture du VLIW utilisée et d’offrir une compati-
bilité binaire entre différentes générations de processeur [30, 31, 83],
— le Code Morphing Software (CMS) de Transmeta qui permet d’exécuter des applications x86 sur
une architecture VLIW pour réduire la consommation énergétique [25],
— le IA32 Execution Layer (IA32EL) de Intel permettant d’exécuter des applications x86 sur les
processeurs Itanium [10],
— le processeur Denver de NVidia, capable d’exécuter des binaires Arm sur son architecture su-
perscalaire à exécution dans l’ordre [12].
Ces quatre approches sont étudiées en détail dans ce document.
Il existe également des travaux sur la compilation JIT ciblant des architectures VLIW. Par exemple,
Agosta et al. [3] ont proposé un outil de traduction du bytecode Java vers un VLIW. Leur outil est basé
sur une heuristique de list scheduling pour l’ordonnancement des instructions et sur une allocation
gloutonne des registres. Dupont de Dinechin a également développé un outil de compilation JIT pour le
bytecode CLI, ciblant un processeur VLIW [26]. Ses travaux se sont concentrés sur l’ordonnancement
des instructions, la partie allocation de registres étant déjà résolue dans le flot. L’approche est basée
sur l’heuristique du scoreboard scheduling, et Dupont de Dinechin propose une extension permettant
d’optimiser l’ordonnancement entre des blocs voisins dans le graphe de flot de contrôle.
Il existe également des approches de compilation dynamique ciblant des architectures CGRA. Les
CGRA sont des architectures statiquement ordonnancées n’utilisant pas de bancs de registres. Les
opérandes sont acheminés sur un réseau d’interconnections programmable. La compilation pour ces
architectures demande non seulement d’expliciter le parallélisme d’instructions, mais aussi de détermi-
ner un schéma de routage pour ces opérandes. Ce problème s’apparente au placement routage des
LUTs dans ls FPGA et les algorithmes utilisés sont donc très complexes [68].
L’approche de Watkins et al. [90] propose de combiner un processeur à exécution dans le désordre
et un CGRA. Cependant, l’approche utilise un outil de DBT pour générer les binaires. Etant donnée
la complexité de la compilation pour CGRA, seules les parties les plus critiques de l’application sont
migrées sur CGRA. Le reste peut s’exécuter nativement sur le OoO. Les auteurs s’affranchissent ainsi
de la pénalité liée au cold-code.
Pour limiter le coût de la traduction dynamique, les outils de DBT ciblant les processeurs VLIW se
basent sur une traduction incrémentale. L’objectif est le même que dans la compilation dynamique :
chaque cycle passé à optimiser du code doit être compensé par l’accélération due à l’optimisation.
Ce phénomène est d’autant plus important lorsque l’architecture ciblée est un processeur VLIW, étant
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FIGURE 2.3 – Exemple d’un flot standard de traduction dynamique de binaire pour processeur VLIW. Le
binaire source n’est pas compatible avec le processeur VLIW et ne peut pas être exécuté directement.
L’outil de traduction dynamique de binaire va appliquer différents niveaux d’optimisation aux blocs de ce
binaire, selon leur niveau d’utilisation. Chaque niveau d’optimisation est plus coûteux mais mène à de
meilleures performances.
donné l’importance et la complexité des phases de compilation. La figure 2.3 donne un exemple d’orga-
nisation d’un tel flot : la traduction et l’optimisation du binaire est découpée en trois niveaux. Le niveau
d’optimisation 0 s’applique au cold code et consiste à commencer l’exécution le plus rapidement pos-
sible. Les outils vont alors interpréter les binaires source ou procéder à une traduction naïve de chaque
instruction individuellement. Le niveau d’optimisation 1 s’applique au warm code et commence à exploi-
ter le parallélisme d’instructions : l’outil réalise un ordonnancement des instructions à l’échelle du bloc
de base (une dizaine d’instructions environ). Enfin, le niveau d’optimisation 2 n’est appliqué que sur le
hot code et réalise les transformations les plus coûteuses car les binaires générés sont susceptibles
d’être exécutés souvent. Plusieurs optimisations inter-blocs (déroulage de boucles, construction de su-
perblock ou d’hyperblock) sont appliquées pour extraire du parallélisme d’instructions et l’outil réalise
un ordonnancement des instructions plus fin.
La suite de cette section est consacrée à une étude détaillée de quatre outils de traduction dyna-
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IBM DAISY Transmeta CMS Intel IA32EL NVidia Denver
Année 1997 2003 2003 2015
ISA Source PowerPC x86 x86 Armv8
Architecture VLIW VLIW Itanium Superscalairede destination dans l’ordre
Cold Code Interprétation Interprétation Traduction naïve Décodeur matérielbasée sur des patterns
Warm Code Construction de Génération naïve Construction d’hyperblocs, OrdonnancementTree Regions, de binaires analyse du x86, génération dans l’ordre
Hot Code
spéculation et Optimisations et optimisation d’une Optimisations
ordonnancement inter-bloc représentation intermédiaire, et ordonancement
adaptatif logicielles ordonnancement logiciel
TABLE 2.1 – Présentation des principales caractéristiques des outils de traduction dynamique de binaire
pour VLIW.
mique de binaires ciblant des architectures VLIW. Afin de faciliter leur comparaison, le tableau 2.1 offre
une vue qualitative des différentes approches. Celles-ci sont étudiées et commentées dans l’ordre chro-
nologique de leur dévelopement. Il est important de noter que ces quatre approches sont des outils
industriels. Par conséquent, très peu d’informations ont été communiquées sur leur implémentation.
L’outil DAISY de IBM
L’outil de traduction dynamique DAISY de IBM a été proposé dans le but d’offrir une compatibilité
binaire entre différentes générations de processeurs VLIW [30, 31, 83]. Contrairement aux autres ap-
proches présentées dans cette section, DAISY se base sur une architecture de VLIW arborescente. Les
instructions ne sont pas regroupées en bundles mais en arbres dont les différentes branches corres-
pondent à différents prédicats.
addi r2 r2 2
if not b1
ldw r8 A(r1)
addi r1 r1 4
cmplti b2 r2 5
subi r2 r7 1
Instr 1
Instr 3
Instr 2 Instr 2
if b2
1 addi r2 r2 2 ;
2 if not b1 then
3 cmplti b2 r2 5 ;
4 if b2 then
5 subi r2 r7 1 ;
6 goto instr2 ;
7 end
8 else




13 ldw r8 A(r1) ;
14 addi r1 r1 4 ;
15 goto instr3 ;
16 end
FIGURE 2.4 – Exemple d’une instruction VLIW générée par DAISY ainsi que son interprétation.
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La figure 2.4 illustre ce principe. Les noeuds correspondent à des tests sur des registres 1 bit,
les branches correspondent aux différents résultats du test. La partie droite de la figure donne une
description plus précise de la sémantique de l’instruction VLIW présentée. L’utilisation de ce type de
VLIW complexifie l’architecture matérielle mais simplifie la spéculation. En effet, l’ordonnancement des
hyperblock ou des traces est simplifié par les prédicats. De plus, des chaînes de décision complexes
peuvent être résolues en un seul cycle grâce à la structure en arbre. L’architecture matérielle offre
également des mécanismes pour permettre la spéculation : un mécanisme de vérification d’adresse
permet d’exécuter des chargements mémoire avant des écritures mémoires ; un banc de registres deux
fois plus grande que celle du PowerPC permet de renommer les registres facilement.
DAISY est organisé en deux étapes : les instructions PowerPC sont tout d’abord interprétées puis
traduites et ordonnancées quand la région a déjà été exécutée quelques fois. L’algorithme d’ordonnan-
cement utilisé est une heuristique gloutonne qui considère les instructions source une par une et les
place en tant que feuille de l’arbre actuel. Si les opérandes sont disponibles, l’instruction est ordonnan-
cée aussi tôt que possible et son résultat est placé dans un registre renommé. Un move est ensuite
placé en tant que feuille de l’arbre actuel.
Afin de réduire le coût de la traduction et de l’optimisation, l’ordonnancement généré par DAISY
est adapté au cours du temps. Les premiers ordonnancements générés ne sont pas très complexes
et, en fonction du comportement dynamique du programme, des techniques plus coûteuses sont appli-
quées. L’étude expérimentale montre qu’il faut, en moyenne, 4 000 cycles pour traduire une instruction
PowerPC. Cette même étude montre que DAISY atteint 80% des performances obtenues grâce à un
compilateur statique.
Les différents travaux sur DAISY sont également très précis sur l’organisation du système : orga-
nisation de la mémoire pour distinguer les zones traduites, gestion des branchements en utilisant un
mécanisme appelé le VLIW Instruction Translation Lookaside Buffer, gestion des exceptions précises et
du code auto-modifiant et gestion du cache de traduction. Les études expérimentales sont également
très précises mais la structure très particulière du VLIW rend toute comparaison difficile.
Le Code Morphing Software de Transmeta
L’objectif de Transmeta est d’exécuter des binaires x86 sur une architecture VLIW. Leur outil de tra-
duction dynamique de binaires, le CMS (Code Morphing Software) est capable d’interpréter, de traduire
et d’optimiser les binaires x86. Le CMS a été utilisé dans deux générations de processeurs VLIW :
— Le processeur Crusoe, un processeur VLIW à quatre voies commercialisé en 2000. [52] ;
— Le processeur Efficeon, un VLIW à huit voies commercialisé en 2003.
Les leçons tirées par David Ditzel, l’un des fondateurs de Transmeta, ont été résumées lors d’une
conférence sur la traduction de binaires en 2008 [28]. Une des principales conclusions est que le pro-
cesseur doit être développé conjointement avec l’outil de traduction afin de permettre une spéculation
peu coûteuse et agressive. L’approche adoptée par Transmeta est l’utilisation de shadow registers qui
correspondent à une copie cachée de chaque registre présent dans le x86. Ces registres permettent
de stocker le résultat des instructions dans les zones de spéculation. Si l’hypothèse qui a été prise pour
spéculer se révèle fausse, les valeurs stockées dans ces registres peuvent être détruites et les valeurs
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stockées dans les registres originaux restent inchangées (on parle de roll-back ). Si la spéculation est
correcte, les valeurs sont copiées dans les registres originaux (on parle de commit). Ces mécanismes
permettent de simplifier la spéculation logicielle.
Le flot de traduction et d’optimisation de CMS est organisé en quatre niveaux :
— Le niveau 0 correspond à l’interprétation des instructions. L’outil réalise en même temps un pro-
filage de l’application et des différents branchements exécutés.
— Le niveau d’optimisation 1 crée une première traduction des binaires pour des régions de codes
allant jusqu’à 100 instructions x86. Des optimisations légères et un ordonnancement glouton des
instructions sont réalisés.
— Le niveau d’optimisation 2 consiste à effectuer des optimisations plus complexes (élimination de
sous expressions communes, réorganisation des accès mémoire) sur la région. Un ordonnance-
ment plus fin du chemin critique est réalisé.
— Le dernier niveau d’optimisation va fusionner différentes régions et réaliser les optimisations les
plus complexes.
Enfin, l’article de Dehnert et al. présentant le fonctionnement de CMS traite également de la ges-
tion de différents points nécessaires pour respecter la spécification du x86 : la gestion correcte des
interruptions x86 et la gestion des codes auto-modifiants [25].
L’outil IA32 Execution Layer de Intel
L’outil IA32 Execution Layer permet d’exécuter des applications x86 sur un processeur Itanium [10]
(voir Section 1.2.3 pour plus de détails sur ces processeurs). Avant cet outil, les processeurs Itanium
utilisaient un mécanisme matériel pour réaliser une traduction naïve des binaires x86. Contrairement
aux autres approches présentées ici, cet outil de traduction dynamique ne travaille qu’au niveau des
applications et la partie système est déployée nativement, en IA64.
L’outil est organisé selon deux niveaux d’optimisation :
— Dans un premier temps, pour gérer le cold code, l’outil travaille au niveau des blocs de base (4-5
instructions x86). Une première traduction naïve des instructions est générée en se basant sur
des motifs prédéterminés. L’outil réalise également une analyse de la durée de vie des différents
bits de flag utilisés dans le x86. Pendant cette première étape, des instructions de profilage
sont insérées pour compter le nombre d’exécutions de chaque bloc ainsi que les décisions des
branchements.
— Lorsqu’une partie de l’application est exécutée régulièrement, le second niveau d’optimisation
est déclenché. L’outil utilise alors les informations de profilage pour construire un hyperblock
(environ 50 instructions x86) sur lequel les optimisations seront appliquées. L’outil ré-analyse
ensuite le binaire x86 pour construire une représentation intermédiaire, qui est ensuite optimisée
(gestion des accès non alignés, propagation de constantes, analyse de la durée de vie des bits
de flag et analyse plus fine des instructions SIMD et FP). Enfin, la représentation intermédiaire
est ordonnancée dans des bundles en suivant les contraintes et les capacités de spéculation des
processeurs Itaniums [82].
Les quelques résultats expérimentaux fournis montrent que l’utilisation de IA32El permet d’atteindre
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65% des performances obtenues en compilant les applications directement pour Itanium. Contrairement
au Denver de NVidia et au CMS de Transmeta, l’outil proposé par Intel est utilisé pour faire fonctionner
des binaires x86 sur un processeur existant. Par conséquent, les développeurs n’ont pas pu utiliser une
approche de co-design logiciel/matériel pour réduire le coût de leur traduction.
L’architecture Denver de NVidia
Dans la continuité de Transmeta, NVidia a introduit en 2011 l’architecture Denver. Le principe est
d’exécuter des binaires ARMv8 sur une architecture superscalaire à exécution dans l’ordre à 7 voies [12].
Le jeu d’instructions de ce processeur est différent du ARM et une phase de traduction et d’optimisation
de binaires est utilisée. L’une des particularités du Denver est l’utilisation d’un composant matériel pour


















FIGURE 2.5 – Présentation de l’architecture Denver de NVidia. Figure extraite de l’article de Boggs et al.
[12]
La figure 2.5 représente l’architecture Denver. Le système se base sur un processeur superscalaire
à exécution dans l’ordre disposant de 7 unités d’exécution. L’architecture est également dotée d’un
décodeur d’instructions ARMv8 capable de décoder jusqu’à deux instructions par cycle.
Le système de DBT de Denver est organisé en trois niveaux d’optimisation :
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— Lorsqu’une portion de binaire est exécutée pour la première fois, le décodeur matériel ARM est
utilisé. Il permet de décoder jusqu’à deux instructions par cycle, qui sont ensuite exécutées par
l’architecture superscalaire. La version décodée des binaires est sauvegardée dans un cache
d’instructions.
— A partir de la deuxième exécution d’une portion de binaires, une version traduite est présente
dans le cache d’instructions. Le décodeur ARM est donc désactivé et le mécanisme d’ordonnan-
cement dans l’ordre peut exploiter plus de parallélisme d’instructions.
— Les portions de binaire les plus critiques sont analysées par un processus logiciel. Celui-ci tra-
vaille directement sur le cache d’instructions et réordonnance les instructions afin d’augmenter
les performances de l’architecture à exécution dans l’ordre.
L’approche utilisée par Denver permet de gérer très efficacement le cold code grâce au décodeur
matériel et permet également d’exploiter très tôt un parallélisme d’instructions limité, grâce au méca-
nisme d’ordonnancement dans l’ordre. C’est un exemple d’accélération matériel du procédé de traduc-
tion dynamique de binaire. Cette architecture est encore commercialisée et il y a peu de détails sur les
optimisations logicielles qui sont réalisées.
Dans ce chapitre, nous avons présenté les techniques de compilation dynamique et, plus spécifique-
ment, la traduction dynamique de binaires. Nous avons également abordé les principaux défis posés lors
de la compilation pour un processeur VLIW et étudié différents outils de DBT ciblant de telles architec-
tures. L’un des défis de la compilation dynamique est de limiter l’impact du temps de compilation sur le
temps d’exécution. Dans le prochain chapitre de ce document, nous présentons Hybrid-DBT, un outil
de DBT pour processeur VLIW utilisant trois accélérateurs matériels pour réduire le coût des parties
critiques de la traduction.
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CHAPITRE 3
HYBRID-DBT : COMPILATION HYBRIDE
LOGICIELLE/MATÉRIELLE POUR VLIW
Dans les deux chapitres précédents, nous avons étudié la traduction dynamique de binaires et conclu
que cette technique permet d’ajouter des processeurs VLIW dans des systèmes multi-cœurs hétéro-
gènes à jeu d’instructions unique. Le surcoût de la DBT doit toutefois être minimisé afin de conserver le
niveau de performance et l’efficacité énergétique de ces processeurs.
Dans ce chapitre, nous présentons la principale contribution de cette thèse, une chaîne de traduction
dynamique de binaires permettant d’exécuter des binaires RISC-V sur des architectures VLIW. Pour
réduire le coût de cette traduction, Hybrid-DBT utilise trois accélérateurs matériels permettant de réaliser
les phases critiques de la traduction rapidement et à moindre coût énergétique. De plus, cet outil est
open-source 1 pour faciliter la reproductibilité des résultats et permettre à la communauté académique
de travailler sur ce type de machines.
Nous commencons par présenter une vision globale de l’outil et des hypothèses posées dans la
section 3.1. Une présentation plus précise du flot de traduction et d’optimisation est fournie dans la
section 3.2. La section 3.3 fournit une description détaillée des trois composants matériels développés
pour accélérer la traduction. Enfin, la section 3.4 présente les résultats expérimentaux qui démontrent
l’intérêt de notre approche.
3.1 Présentation de l’outil Hybrid-DBT
Dans cette section, nous présentons une vision d’ensemble de notre plateforme. L’objectif est éga-
lement d’expliciter nos choix d’implémentation. Nous commençons par présenter l’organisation maté-
rielle de la plateforme en décrivant les différents éléments du système, puis nous discutons du choix
de partitionnement logiciel/matériel fait dans notre outil. Enfin nous abordons en détail le choix de la
représentation intermédiaire.
3.1.1 Vue d’ensemble de la plateforme
La plateforme Hybrid-DBT permet d’exécuter des binaires RISC-V sur une architecture statique-
ment ordonnancée : des processeurs VLIW. Pour ce faire, elle utilise une combinaison d’accélérateurs
matériels et de transformations logicielles.
1. https ://github.com/srokicki/HybridDBT
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FIGURE 3.1 – Schéma de l’organisation globale d’un système Hybrid-DBT composé du processeur DBT
et de ses trois accélérateurs matériels. Il est accompagné par deux processeurs VLIW en charge de
l’exécution des applications.
Dans ce système, nous avons choisi d’utiliser un processeur basse consommation dédié à la tra-
duction du binaire. Ce choix permet de réaliser les traductions et les optimisations en avance de phase,
pendant que le VLIW exécute une version naïve des binaires et ainsi de masquer une partie du coût
de traduction. Cela simplifie également le partage des accélérateurs entre plusieurs VLIW puisque c’est
le processeur DBT qui arbitre le partage de la ressource (la DBT pourrait également être gérée par
le processeur VLIW en charge d’exécuter l’application, ou par un autre cœur du système). Nous avons
utilisé un processeur dédié dans les premières versions de ces travaux et n’avons pas exploré les autres
possibilités.
L’architecture de la plateforme est représentée sur la figure 3.1 et est composée des éléments sui-
vants :
— Plusieurs processeurs VLIW sont utilisés pour l’exécution de l’application. Ceux-ci sont conçus
sur le modèle défini par Fisher et al. et sont, de fait, très proches d’un ST200. Ils sont compo-
sés de 4 voies d’exécution et de 64 registres de 64 bits. Les différentes voies d’exécution sont
pipelinées à 4 ou 5 étages selon leur spécialisation. Aucun mécanisme de détection d’aléas de
pipeline ou de forwarding n’est utilisé. Le système de traduction dynamique de binaires peut être
partagé entre plusieurs cœurs d’exécution.
— Le processeur DBT est un processeur pipeliné qui est chargé de la traduction et de l’optimisation
des binaires, en parallèle de leur exécution. Ce processeur dispose d’un accès direct au buffer
de traduction du VLIW pour y stocker les binaires traduits. Il dispose également d’un accès à la
mémoire de données pour y récupérer les informations de profilage.
— Enfin, le système embarque trois accélérateurs permettant de réduire le coût de la traduction.
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Nous avons également ajouté un ensemble de mémoires permettant d’échanger des informa-
tions entre le processeur DBT et ces accélérateurs. Le processeur DBT peut réaliser des accès
mémoire pour modifier leur contenu tandis que les accélérateurs disposent d’un accès direct à
chaque banc mémoire. Ces mémoires sont utilisées pour communiquer avec le processeur DBT
qui envoie les données d’entrée, démarrer l’accélérateur et accéder aux données de sortie. L’or-
ganisation et le fonctionnement de ces différents accélérateurs sont décrits dans la section 3.3.
3.1.2 Partitionnement logiciel/matériel
Comme nous l’avons vu précédemment, Hybrid-DBT utilise trois accélérateurs matériels pour réduire
le coût du processus de traduction et d’optimisation. Un des points clés de notre approche est le choix
du partitionnement logiciel/matériel au niveau des différentes étapes du flot de traduction. Nous avons
suivi plusieurs principes pour prendre ces décisions :
— La compilation dynamique est basée sur le principe que chaque cycle et chaque joule dépensés
pour traduire ou optimiser le code doivent être compensés par le gain provenant du code optimisé.
Or, lorsque l’outil traduit du cold-code, il ne peut pas savoir combien de fois ce code sera exécuté.
L’outil dépense donc le moins de temps possible à le traduire et à l’optimiser. Les transformations
qui ont été accélérées sont celles utilisées dans les premiers niveaux du processus. En effet, ce
sont les parties les plus critiques et les plus largement utilisées.
— Si un accélérateur matériel permet d’obtenir de meilleures performances (à la fois en temps
d’exécution et en consommation énergétique), il est cependant beaucoup moins flexible. Ainsi,
les transformations ayant de nombreux cas particuliers à gérer ne sont pas de bonnes can-
didates pour une accélération matérielle. Les transformations accélérées sont basées sur des
algorithmes simples et plusieurs hypothèses permettent d’ignorer des cas particuliers.
Dans notre système, l’accélérateur appelé First-Pass Translator est chargé de réaliser une première
traduction des binaires aussi peu coûteuse que possible. L’accélérateur appelé IR Generator est chargé
d’analyser ces binaires pour construire une représentation de plus haut niveau de chaque bloc de base
de l’application (en construisant notamment son graphe de flot de données). Enfin l’accélérateur IR
Scheduler va utiliser cette représentation intermédiaire et effectuer un ordonnancement des instructions
sur les différentes voies d’exécution du VLIW.
Toutes les autres optimisations de notre flot interviennent à des niveaux d’optimisation plus élevés.
Par exemple, la construction de superblock ou la réallocation des registres travaillent à l’échelle des sous
programmes. Ces optimisations sont plus complexes et ne sont pas utilisées systématiquement (elles
dépendent de la forme du code). Par exemple, une optimisation de déroulage de boucle n’est appliquée
que lorsqu’une boucle est identifiée dans un hotspot. Ces transformations sont donc préférablement
appliquées de manière logicielle par le processeur en charge de la DBT.
Un autre élément clé de notre approche est liée au fait que les accélérateurs matériels sont plus
efficaces sur des structures de données de type tableaux, impliquant des motifs d’accès relativement
simples. Suivant le principe du co-design, nous avons donc défini une représentation intermédiaire
dans l’optique de "faciliter" l’utilisation d’accélérateurs. Cette représentation intermédiaire, ainsi que les
hypothèses qui ont été posées lors de son développement, sont décrites ci-après, car il est nécessaire
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de bien les comprendre avant d’appréhender la mise en œuvre des accélérateurs.
3.1.3 Choix de la représentation intermédiaire
Comme pour tout compilateur, le flot de traduction et d’optimisation de Hybrid-DBT est basé sur
l’utilisation d’une représentation intermédiaire (Intermediate Representation (IR)). Le choix de cette re-
présentation a été influencé par deux contraintes :
— la représentation intermédiaire est générée et utilisée par des accélérateurs matériels. Par consé-
quent, elle a été pensée pour être aussi régulière que possible et éviter d’utiliser des structures
de données basées sur des objets ou des pointeurs,
— la représentation intermédiaire a été développée dans le but de simplifier certaines transforma-
tions logicielles (par exemple le déroulage de boucle, l’allocation de registres ou la construction
de traces).
L’ordonnancement des instructions sur les unités d’exécution du VLIW et l’allocation de registres
sont des étapes critiques du flot. En effet, ces transformations sont coûteuses et sont exécutées très
souvent. L’objectif principal de l’IR est de réduire le coût de ces deux étapes. Par conséquent, le graphe
de flot de données (DFG pour Data-Flow Graph) de chaque bloc de base a été encodé directement dans
la représentation : pour chaque instruction d’un bloc, l’IR encode explicitement la liste des instructions
devant être exécutées avant celle-ci ainsi que le nombre d’instructions qui dépendent de celle-ci.
Dépendances de donnée et dépendances de contrôle
La représentation intermédiaire que nous utilisons dans Hybrid-DBT encode complètement le graphe
de flot de données d’un bloc (bloc de base, trace, superblock, ...). Ainsi, pour chaque instruction, la liste
de ses prédécesseurs dans ce graphe est accessible. Deux types de dépendances sont encodés :
— Une dépendance de donnée entre une instruction i1 et une instruction i2 signifie que i2 a besoin
du résultat de i1. Lors de l’ordonnancement, il faudra s’assurer que i2 est ordonnancée après i1
à une distance minimale qui dépend de la voie d’exécution sur laquelle i1 est placée.
— Les dépendances de contrôle servent à capturer toutes les autres contraintes liées à l’organi-
sation séquentielle du code. Par exemple, elles aident à garantir que les instructions d’accès à
la mémoire sont exécutées dans le même ordre que dans le code d’origine. Elles permettent
également de s’assurer que certaines instructions sont placées après une instruction de bran-
chement dans le cas des traces. Contrairement aux dépendances de donnée, les dépendances
de contrôle n’entrainent pas de distance minimale lors de l’ordonnancement. S’il y a une dépen-
dance de contrôle entre une instruction i1 et une instruction i2, il faut simplement que i2 soit
ordonnancée strictement après i1.
Les dépendances de nom (WAR pour Write after Read et WAW pour Write after Write) ne sont pas
encodées dans l’IR. Comme nous allons le voir dans la prochaine sous-section, l’allocation de registres
est partiellement résolue lors de l’ordonnancement des instructions. Par conséquent, ces dépendances
doivent être calculées et respectées pendant l’ordonnancement. Dans l’exemple de la figure 3.4, on
peut voir que l’IR ne contient pas de dépendance WAW entre les instructions 2 et 6 qui écrivent dans le
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Dépendances de contrôle
Dépendances de donnée
0 - 00812023   sw s0,0(sp)
1 - 0101a403   lw s0,16(gp)
2 - 00150493   addi s1,a0,1
3 - 40848433   sub s0,s1,s0
4 - 0081a823   sw s0,16(gp)
5 - 00450413   addi s0,a0,4
6 - 00458493   addi s1,a1,4
7 - 40940533   sub a0,s0,s1






















FIGURE 3.2 – Exemple de graphe de flot de données encodé dans un bloc de la représentation intermé-
diaire. Deux types de dépendances sont représentés : les dépendances de donnée et les dépendances
de contrôle.
même registre et pas de dépendance WAR entre les instructions 4 et 5 alors que 5 écrit dans un registre
lu par 4.
La figure 3.2 est un exemple de graphe de flot de données. Les dépendances de donnée sont
représentées en trait plein tandis que les dépendances de contrôle sont en pointillés. On peut par
exemple observer qu’une dépendance de contrôle permet de s’assurer que l’instruction d’écriture en
mémoire 0 sera ordonnancée avant l’instruction de lecture en mémoire 1. En effet, puisqu’on ne connait
pas les adresses des accès mémoire réalisés par les instructions 0 et 1, il est nécessaire de les exécuter
dans leur ordre d’origine pour être conservatif.
Gestion de l’allocation de registres
Dans la représentation intermédiaire, nous avons posé plusieurs hypothèses sur la manière de réali-
ser l’allocation des registres qui permettent de simplifier sa mise en oeuvre, ainsi que l’ordonnancement
des instructions. Ainsi, quand une instruction utilise une valeur, elle peut référencer un résultat local qui
correspond à un résultat produit dans le même bloc, ou un résultat global qui correspond à un résultat
produit dans un autre bloc (ou dans une autre itération du même bloc). De même, lorsqu’une instruction
produit un résultat, elle peut le stocker dans un registre temporaire ou dans un registre global. Un
registre temporaire ne peut être accédé que dans le bloc courant (l’information du registre physique qui
lui a été alloué n’est pas conservée). A l’opposé, un registre global peut être utilisé comme un résultat
global dans un autre bloc. Attention, une instruction peut accéder à un résultat local (produit dans le
même bloc) stocké dans un registre global (car réutilisé dans un autre bloc).
Par défaut, chaque instruction d’un bloc stocke son résultat dans un registre global, dont l’identifiant
est encodé dans l’IR. Initialement, cette allocation des registres globaux est construite à partir des
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registres du binaire d’origine. Ce choix d’implémentation facilite les premières étapes de la traduction et
fonctionne bien car le RISC-V utilise suffisamment de registres.
Le flot de traduction et d’optimisation offre également la possibilité de ré-allouer les registres tempo-
raires lors de l’ordonnancement des instructions. L’intérêt de cette ré-allocation est de s’affranchir des
dépendances de nom. Dans l’IR, les instructions utilisant un registre temporaire sont identifiées par un
bit nommé alloc.
Lors de l’ordonnancement d’une instruction i utilisant un registre temporaire, deux situations sont
possibles. Si des registres physiques sont disponibles, l’outil en alloue un à l’instruction et garde trace
de cette allocation. Le nombre de registres physiques disponibles est diminué de 1. Si aucun registre
physique n’est disponible, l’instruction utilise le registre global encodé dans l’IR. Dans la suite de l’or-
donnancement, si une autre instruction référence le résultat de i, l’outil d’ordonnancement est capable
de retrouver le registre physique effectivement utilisé.
Puisque l’allocation des registres peut être modifiée pendant l’ordonnancement des instructions, les
dépendances de nom ne sont pas encodées dans l’IR. Ces dépendances doivent être calculées pendant
l’ordonnancement en fonction des registres effectivement utilisés.
Cette représentation a plusieurs avantages :
— La séparation entre registres temporaires et globaux permet une optimisation incrémentale du
binaire généré. Dans un premier temps, chaque instruction utilise les registres globaux déduits du
binaire d’origine. L’ordonnancement généré est fortement contraint par les dépendances de nom.
L’outil peut ensuite réaliser une analyse locale permettant d’identifier les registres temporaires, et
les identifier grâce au bit alloc. Ces registres sont ensuite ré-alloués lors de l’ordonnancement.
Enfin, l’outil peut également ré-allouer tous les registres d’une procédure, au prix d’une analyse
complexe des durées de vie.
— Les registres globaux ne sont pas modifiés pendant l’ordonnancement. Il est donc possible d’op-
timiser et d’ordonnancer un unique bloc de l’IR. Cette fonctionnalité est utilisée lors de certaines
phases d’optimisation continue.
La figure 3.3 représente deux interprétations possibles d’un bloc, selon la valeur des bits alloc des
instructions 2 et 3. Le graphe de flot de données du bas correspond au cas où les registres ne sont
pas ré-alloués, entrainant ainsi des dépendances WAW et des dépendances WAR. Ces dépendances
forcent les instructions 5 et 6 à être ordonnancées après les instructions 2, 3 et 4. Le chemin critique
dans ce graphe est de 5. Au contraire, dans le graphe du haut, ces registres temporaires sont ré-alloués
et l’outil s’affranchit de ces dépendances de nom. Le chemin critique est alors de 3.
Encodage des instructions
Maintenant que les principales idées de l’IR ont été présentées, nous détaillons l’encodage pré-
cis de chaque instruction. La figure 3.4 schématise l’encodage d’une instruction de la représentation
intermédiaire.
La représentation contient les éléments suivants :
— Le champ nbRead contient le nombre d’utilisations du résultat de l’instruction courante dans le
bloc. Cette valeur permet de déterminer quand un registre peut-être libéré, c’est-à-dire quand la
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Dépendances de contrôle
Dépendances de donnée
0 - 00812023   sw s0,0(sp)
1 - 0101a403   lw s0,16(gp)
2 - 00150493   addi s1,a0,1
3 - 40848433   sub s0,s1,s0
4 - 0081a823   sw s0,16(gp)
5 - 00450413   addi s0,a0,4
6 - 00458493   addi s1,a1,4
7 - 40940533   sub a0,s0,s1
Avec alloc = 1 
pour 2 et 3
Avec alloc = 0 













































FIGURE 3.3 – Illustration du mécanisme de renommage des registres. Le premier graphe représente la
version où le bit alloc des instructions 2 et 3 est à un. Par conséquant, il n’y a pas de dépendances
de nom. A l’opposé, le deuxième graphe représente la version où le bit alloc est à zero. Plusieurs
dépendances de nom contraignent l’ordonnancement.
valeur stockée n’est plus utilisée.
— Le champ predNames est un tableau contenant jusqu’à 5 prédécesseurs de l’instruction courante.
Lors de la phase d’ordonnancement des instructions, il faudra s’assurer que chacun de ces pré-
décesseurs soit ordonnancé avant l’instruction courante. Ce tableau peut contenir deux types
de prédécesseurs : les prédécesseurs de donnée qui correspondent à l’attente d’un résultat et
les prédécesseurs de contrôle capturent les autres contraintes. Le nombre de 5 instructions a
été choisi de manière à pouvoir encoder plusieurs dépendances tout en gardant la taille de l’IR
raisonnable.
— Les champs nbPred et nbDPred contiennent respectivement le nombre total de prédécesseurs et
le nombre total de prédécesseurs de donnée de l’instruction courante. Ces champs sont utilisés
pour savoir comment parcourir le tableau predNames et comment déterminer le type de chaque
dépendance (celles-ci sont triées dans le tableau).
— Le champ dest contient l’identifiant du registre dans lequel le résultat de l’instruction sera écrit et
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0 - 00812023   sw s0,0(sp)
1 - 0101a403   lw s0,16(gp)
2 - 00150493   addi s1,a0,1
3 - 40848433   sub s0,s1,s0
4 - 0081a823   sw s0,16(gp)
5 - 00450413   addi s0,a0,4
6 - 00458493   addi s1,a1,4




Instruction de l’IR sur 96 bits
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FIGURE 3.4 – Présentation de l’encodage des instructions dans la représentation intermédiaire de
Hybrid-DBT.
le champ alloc contient un bit permettant de savoir si le registre peut être renommé ou non.
— Le champ instr contient toutes les informations sur l’instruction (code de l’opération, constantes
utilisées etc.). Il est utilisé pour générer l’instruction binaire une fois qu’elle a été ordonnancée.
Cet encodage permet de représenter le graphe de flot de données d’un bloc. Dans la prochaine
sous-section, nous présentons rapidement la représentation des procédures et du graphe de flot de
contrôle dans l’IR.
Représentation du graphe de flot de contrôle
Dans les paragraphes précédents, nous nous sommes principalement intéressés à l’encodage du
graphe de flot de données à l’intérieur d’un bloc. La représentation intermédiaire utilisée permet éga-
lement de représenter le graphe de flot de contrôle (CFG pour Control Flow Graph) d’une fonction.
Toutefois, cette représentation ne sera utilisée qu’aux niveaux d’optimisation les plus élevés et ne sera
pas manipulée directement par des accélérateurs. Pour ces raisons, ce graphe est représenté grâce à
des listes chaînées de noeuds et de successeurs.
Pour chaque bloc, l’outil a un accès immédiat à la liste de ses successeurs dans le CFG de la
procédure. Il a également accès la liste des instructions de branchement, chacune étant associée à un
bloc de destination. Cette représentation est utilisée pour construire des traces, identifier et/ou dérouler
des boucles ou fusionner spéculativement des blocs de code.
Dans cette section, nous avons présenté les principaux choix de conception de Hybrid-DBT. Nous
avons justfié le choix des différents accélérateurs matériels et motivé l’utilisation d’une représentation
intermédiaire spécialisée. La prochaine section présente le flot de traduction et d’optimisation de Hybrid-
DBT et précise quand et comment les différents accélérateurs sont utilisés.
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Instruction 
Translation


































Graphe de flot de 
contrôle de la fonction
Graphe de flot de 
contrôle du bloc
Informations sur 
les frontières des 
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Détails sur les informations 
contenues dans l’IR
FIGURE 3.5 – Représentation du flot de traduction et d’optimisation d’un binaire RISC-V vers un binaire
VLIW. Les différents niveaux d’optimisation décrits dans cette section sont représentés sur cette figure.
3.2 Flot de traduction et d’optimisation
Dans cette section, nous décrivons le flot de traduction et d’optimisation de Hybrid-DBT. Comme pour
de nombreux outils de compilation dynamique, nous nous basons sur différents niveaux d’optimisation
qui dépendent de la fréquence d’exécution de la région de code. La figure 3.5 illustre ce flot. Le flot est
composé de trois niveaux d’optimisation :
— La traduction des instructions est le niveau d’optimisation 0 de notre flot. La première fois
qu’une région de code est exécutée, l’outil de DBT commence l’exécution aussi vite que pos-
sible en cherchant à consommer aussi peu de temps et d’énergie que possible. Ainsi, nous nous
contentons de réaliser une traduction naïve de chaque instruction, une par une, en une ou plu-
sieurs instructions VLIW. Ce niveau d’optimisation ne cherche pas à exploiter du parallélisme
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d’instructions.
— La construction des blocs et l’ordonnancement des instructions constituent le niveau d’opti-
misation 1 du flot. Quand un bloc a plus de 8 instructions ou s’il possède un branchement arrière,
il est considéré comme un candidat éligible pour le premier niveau d’optimisation : la représen-
tation intermédiaire est construite et est utilisée pour ordonnancer les instructions sur les voies
d’exécution du VLIW. L’utilisation de deux accélérateurs matériels permet de réduire le coût de
ce niveau d’optimisation et donc de le déclencher de manière très agressive, sans avoir besoin
de profiler l’exécution. Lors de ce niveau d’optimisation, l’outil insère également des instructions
de profilage dans les blocs, permettant de déclencher le niveau d’optimisation suivant.
— La construction des fonctions et les optimisations inter-blocs constituent le niveau d’optimi-
sation 2 de notre flot. Quand un bloc a été exécuté plus de 20 fois, ce niveau d’optimisation est
déclenché. L’outil de DBT construit le graphe de flot de contrôle de la région environnant le bloc.
Ces informations seront alors utilisées pour appliquer plusieurs optimisations visant à augmenter
les performances.
Dans la suite de cette section, nous allons présenter en détail les différents niveaux d’optimisation
et comment ils utilisent les accélérateurs mis à disposition.
3.2.1 Traduction des instructions
Quand une portion de code est exécutée pour la première fois, l’exécution doit commencer le plus
vite possible. De plus, l’outil ne peut prévoir le nombre d’exécutions du code à traduire. Pour ces deux
raisons, nous avons choisi de commencer par une première traduction naïve des binaires qui n’essaie
pas d’exploiter le parallélisme d’instructions. Ainsi chaque instruction RISC-V sera lue et traduite indé-
pendamment. S’il y a une dépendance de donnée entre deux instructions, des NOP sont insérés pour
s’assurer de l’exécution correcte.
Essayer d’exploiter du parallélisme d’instructions pendant cette première traduction peut poser plu-
sieurs problèmes. En effet, la traduction aurait pu être réalisée de manière à exécuter en parallèle
certaines opérations. Un mécanisme similaire à ceux utilisés dans les processeurs superscalaires à
exécution dans l’ordre aurait rempli cette fonction. Toutefois, nous désirons ici traduire une fois pour
toutes les instructions RISC-V. Si, lors de cette traduction, la destination d’un branchement arrière est
située entre deux instructions qui ont été regroupées en un seul cycle, les binaires générés sont in-
corrects. Pour cette raison, nous avons choisi de générer des binaires moins efficaces mais toujours
corrects lors de cette première traduction.
Pour réduire encore plus le coût de cette première traduction, nous avons mis au point un accélé-
rateur (appelé First-Pass Translator) capable de traduire des portions de binaire avec une cadence
importante. Plus de détails sur cet accélérateur sont fournis dans la sous section 3.3.1.
Pendant cette traduction, l’accélérateur extrait deux informations :
— l’emplacement et la destination de tous les branchements rencontrés pendant la traduction (les
adresses conservées sont celles des binaires d’origine) ;
— le nombre d’instructions qui sont insérées pendant cette traduction (parce qu’une instruction
RISC-V a besoin de plusieurs instructions VLIW ou parce qu’un NOP a été inséré à cause d’une
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dépendance). Cette information est utilisée pour traduire une adresse dans les binaires RISC-V
en son équivalent dans les binaires VLIW.
En utilisant ces deux informations, l’outil de DBT est capable de calculer les frontières des différents
blocs et d’encoder ces informations dans une première version de la représentation intermédiaire (ap-
pelée IR (a) sur la figure 3.5). Cette représentation intermédiaire ne contient que les informations sur
le début et la fin de chaque bloc identifié dans les binaires.
Le flot de DBT devra également gérer les sauts directs (où la destination est connue statiquement) et
indirects (c’est-à-dire les sauts vers une adresse stockée dans un registre). Pendant la première traduc-
tion, tous les sauts sont remplacés par des sauts vers une procédure permettant de recalculer l’adresse
correspondante en utilisant la destination initiale (c’est-à-dire l’adresse RISC-V) et les informations sur
les insertions d’instructions. En parallèle de l’exécution, l’outil de DBT examinera les différents sauts
directs pour calculer la bonne destination. Les binaires générés seront corrigés en conséquence. Pour
les instructions indirectes, l’adresse ne peut être calculée que pendant l’exécution. On passera donc
toujours par la procédure qui calcule les adresses.
La gestion des branchements indirects dans les outils de DBT a été étudiée par Hiser et al. [46].
Comme ils le proposent, nous utilisons une table de hachage qui stocke les dernières adresses RISC-
V et leur équivalent VLIW. Lors d’un branchement, les derniers bits de l’adresse de destination sont
utilisés comme hachage et cette destination est comparée à la destination sauvegardée. Si elles sont
identiques, on peut résoudre le saut sans calculer l’adresse. Sinon, la destination effective est calculée
et sauvegardée dans la table. D’autres options sont proposées par Hiser et al. pour éviter de polluer
les caches d’instructions et de données : au lieu de se déplacer dans la section qui gère les branche-
ments, la résolution avec la table de hachage peut se faire dans le bloc de base contenant le saut ;
pour économiser la table de hachage, elle peut être remplacée par une vérification de la destination
la plus courante. Ces deux options ne sont pas encore implémentées et constituent des améliorations
possibles de notre outil.
3.2.2 Construction des blocs et ordonnancement des instructions
Lors de la traduction des instructions, l’outil a identifié les différents blocs de base de l’application. À
cette étape du flot de traduction et d’optimisation, la représentation intermédiaire construite ne contient
que le début et la taille de chaque bloc détecté et les binaires VLIW en cours d’exécution n’exploitent
pas d’ILP. À ce niveau d’optimisation, l’outil de DBT sélectionne des blocs de taille suffisante, génère
l’IR et s’en sert pour ordonnancer les instructions sur les différentes voies d’exécution du VLIW.
Pour générer la représentation intermédiaire décrite dans la sous-section 3.1.3, nous utilisons un ac-
célérateur matériel nommé IR Builder. Cet accélérateur lit et analyse les binaires VLIW pour construire
le graphe de flot de données et l’encoder dans l’IR. Sur la figure 3.5, cette IR est représentée en tant
que IR (b). Plus de précisions sur l’accélérateur sont disponibles dans la sous-section 3.3.2.
Une fois la représentation intermédiaire construite, l’outil de DBT utilise un autre accélérateur ma-
tériel, appelé IR Scheduler. Celui-ci est chargé de réaliser l’ordonnancement des instructions et l’al-
location des registres temporaires de l’IR. Cette étape d’ordonnancement doit respecter les différentes
hypothèses posées lors du développement de l’IR : il faut s’assurer que les dépendances de donnée
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et de contrôle représentées dans l’IR soient respectées. Il faut également respecter les dépendances
de nom qui ne sont pas encodées. Cet accélérateur supporte également l’utilisation du bit alloc qui
permet la ré-allocation d’un registre temporaire. La sous-section 3.3.3 apporte plus de détails sur cet
accélérateur.
Enfin, les binaires générés sont insérés à la place de leurs précédentes versions (celles générées
lors de la première traduction). Si le bloc optimisé contient un branchement arrière (ce qui correspond
généralement à une boucle), l’outil de DBT insère également une instruction de profilage permettant de
déclencher le prochain niveau d’optimisation.
Il faut souligner que ce niveau d’optimisation n’est pas déclenché par du profilage. Il suffit en effet
que le bloc contienne suffisament d’instructions pour qu’il soit optimisé. Ce niveau d’agressivité dans le
flot d’optimisation est rendu possible par l’utilisation des deux accélérateurs.
3.2.3 Optimisation à l’échelle des fonctions
Quand un bloc est exécuté plus de 20 fois, l’outil de DBT déclenche le niveau d’optimisation 2 qui
correspond aux optimisations inter-blocs. L’outil analyse la région de code avoisinant le bloc concerné
pour construire le graphe de flot de contrôle de la procédure qui le contient. Plus précisement, l’analyse
commence sur le bloc qui était profilé et ajoute, par itérations successives les successeurs et les pré-
décesseurs de chaque bloc présent dans la procédure en cours de construction. Sur la figure 3.5, cette
IR est représentée en tant que IR (c). L’outil insère également des instructions de profilage dans les
différents blocs pour déterminer le poids des différents chemins dans la fonction. Ce poids correspond
au taux d’utilisation d’un bloc.
Des analyses sur le code permettent de déclencher différentes transformations logicielles qui ont
pour but d’exposer plus de parallélisme d’instructions. Ces différentes transformations ne seront pas ap-
pliquées automatiquement sur tous les binaires. En effet, des analyses sur le graphe de flot de contrôle
et le résultat du profilage vont permettre de choisir où les appliquer. Etant appliquées moins souvent,
ces optimisations sont réalisées de manière logicielle et non matérielle.
Dans la suite de cette sous-section, nous présentons les différentes transformations qui sont utilisées
pour optimiser les binaires générés.
Création de super-blocs
Un super-bloc est un bloc ne disposant que d’un seul point d’entrée mais de plusieurs points de
sortie. Il correspond à un chemin dans le graphe de flot de contrôle. Travailler sur des super-blocs plutôt
que sur des blocs de base permet de commencer l’exécution des instructions du bloc suivant avant de
savoir s’il faut effectivement les exécuter ou non. En ce sens, cela est très similaire aux mécanismes de
spéculation des OoO.
Pour construire un super-bloc, nous utilisons une transformation pour fusionner spéculativement
deux blocs :
— Toutes les instructions du premier bloc sont parcourues pour garder une trace de la dernière
instruction ayant modifié chaque registre global, des derniers accès mémoire réalisés et de la
dernière instruction de branchement rencontrée.
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— Le deuxième bloc est ensuite analysé et ses instructions sont ajoutées dans la représentation
intermédiaire du premier bloc. Les instructions qui utilisent une valeur globale définie dans le pre-
mier bloc référencent maintenant cette valeur comme une valeur locale. Des dépendances sont
ajoutées pour s’assurer que les accès mémoire soient toujours effectués dans l’ordre et que les
écritures mémoire du deuxième bloc soient bien ordonnancées après le point de sortie éventuel.
Des registres sont alloués aux variables temporaires pour permettre l’exécution spéculative. Des
dépendances de contrôle sont insérées entre les instructions de branchement et les instructions
qui génèrent des variables globales pour que ces dernières soient ordonnancées après le point
de sortie.
— Le branchement situé à la fin du premier bloc est modifié pour permettre de sortir dans le cas où
le second bloc ne doit pas être exécuté.
Une transformation similaire est utilisée pour dérouler les boucles.
Allocation de registres
Nous exploitons deux niveaux d’allocation de registres dans notre flot d’optimisation : une ré-allocation
naïve (renommage) est réalisée lors de l’ordonnancement des instructions et une allocation plus globale
permet d’obtenir un registre de destination pour toutes les instructions qui produisent une valeur. Nous
avons donc deux analyses de durée de vie dans notre flot :
— La première analyse ne porte que sur un bloc de l’IR et consiste à trouver la liste des registres
globaux qui ne sont lus et modifiés que dans le bloc courant (c’est-à-dire la liste des valeurs lo-
cales). Ces instructions pourront donc être marquées en utilisant le bit alloc de la représentation
intermédiaire.
— La deuxième analyse, plus complexe, analyse les binaires à l’échelle des procédures, en déter-
minant les registres modifiés et lus dans chaque bloc. Les différents chemins du graphe de flot
de controle sont ensuite examinés pour définir la durée de vie de chaque registre global. Une fois
ces durées de vie connues, il est possible d’identifier un plus grand nombre de registres tempo-
raires (par exemple des registres qui sont écrits dans un bloc, non ré-écrits à la fin du bloc mais
pourtant non lus dans chaque chemin quittant le bloc), ou de ré-allouer des registres globaux.
Dans cette section, nous avons présenté le flot de traduction et d’optimisation utilisé dans Hybrid-
DBT. Comme nous l’avons vu, ce flot est basé sur trois accélérateurs matériels qui permettent de réduire
le coût des premiers niveaux d’optimisation. Dans la prochaine section, nous présentons en détail le
fonctionnement de ces différents accélérateurs.
3.3 Description des accélérateurs matériels utilisés
Dans cette section, nous décrivons la structure et le fonctionnement des différents accélérateurs ma-
tériels qui ont été développés pour notre flot de traduction. Chacun de ces composants a été développé
en utilisant un outil de synthèse de haut-niveau. Nous avons développé une description fonctionnelle
des algorithmes en C puis utilisé Mentor Catapult C pour générer la description RTL correspondante.
57
Chapitre 3 – Hybrid-DBT : Compilation Hybride Logicielle/Matérielle pour VLIW
Pour augmenter les performances des accélérateurs générés, plusieurs optimisations ont été faites sur
le code :
— pipeline de boucle pour augmenter le débit des accélérateurs et cacher la latence de traitement
d’une instruction ;
— modification des algorithmes pour utiliser des structures de données régulières (pas de structures
basées sur des pointeurs) ;
— partitionnement des mémoires pour offrir plus d’accès en parallèle ;
— ajout de mécanismes de forwarding explicites afin de retirer des dépendances mémoire entre
itérations.
Le reste de cette section présente les trois différents accélérateurs utilisés dans Hybrid-DBT : le
first-pass translator, le IR builder et le IR Scheduler.
3.3.1 Description du First-pass Translator
L’objectif du first-pass translator est de traduire des blocs d’instructions le plus rapidement pos-
sible tout en consommant le moins d’énergie possible. Cet accélérateur n’a pas pour objectif de générer
un code fortement optimisé. L’accélérateur que nous avons conçu lit chaque instruction RISC-V indépen-
damment, la décode (et extrait ainsi les champs opcode, funct3, funct7, rs1, rs2 et rd) puis utilise ces
informations pour reconstruire une ou plusieurs instructions VLIW. Si la plupart des instructions peuvent
être traduites quasi directement, certaines instructions RISC-V nécessitent plus d’une instruction VLIW
pour respecter la sémantique. Nous avons restreint le jeu d’instructions du VLIW pour permettre un
décodage plus simple. Parmi les différences entre les deux jeux d’instructions, les instructions du pro-
cesseur VLIW utilisent des champs plus courts pour encoder les valeurs immédiates.
En ce qui concerne l’allocation des registres, le VLIW a accès à 64 registres physiques alors que la
spécification du RISC-V ne définit que 32 registres. Pour des raisons de simplicité, nous faisons le choix
d’établir une correspondance directe entre les registres RISC-V et les 32 premiers registres du VLIW
lors de cette première traduction.
Afin de maximiser la cadence de traduction des instructions, notre accélérateur est pipeliné. Ainsi
une nouvelle instruction VLIW est générée à chaque cycle. Le jeu d’instructions du RISC-V et celui du
VLIW étant très proches, la conception et la mise en oeuvre de cet accélérateur est relativement simple.
S’il avait fallu concevoir ce même type d’accélérateur pour des jeux d’instructions plus complexes, le coût
en surface de ce composant pourrait s’en ressentir. Cependant, de par la nature des formats considérés,
la complexité (au sens algorithmique) du processus de traduction reste en O(1) et il devrait toujours être
possible de produire une instruction VLIW par cycle.
Enfin, il faut noter que l’accélérateur utilise des mémoires internes pour garder trace des insertions
réalisées ainsi que de l’emplacement et de la destination des instructions de branchement. Ces infor-
mations peuvent être générées en parallèle de la traduction. Comme nous l’avons expliqué auparavant,
elles sont utilisées par l’outil de DBT pour calculer la destination des branchements directs et indirects.
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3.3.2 Description du IR Builder
L’objectif du deuxième accélérateur matériel, que nous avons nommé IR Builder, est encore d’ana-
lyser les binaires VLIW mais cette fois-ci dans le but de construire la représentation intermédiaire décrite
dans la sous-section 3.1.3. L’accélérateur analyse chaque instruction dans l’ordre séquentiel et construit


















































FIGURE 3.6 – Représentation simplifiée de l’organisation interne de l’accélérateur IR Builder : on peut y
voir les principales mémoires utilisées pour la traduction ainsi que les registres permettant de conserver
les derniers accès mémoire analysés. Les blocs decodeur et encodeur servent à décoder et encoder
les instructions.
La figure 3.6 est une représentation simplifiée de l’accélérateur matériel. Les composants suivants y
sont représentés :
— Une mémoire appelée lastWriter permet de stocker l’identifiant de la dernière instruction ayant
écrit dans chaque registre physique. Au début de l’analyse d’un bloc, chaque valeur de la mémoire
est initialisée à -1.
— Une mémoire appelée IR contient les instructions de la représentation intermédiaire qui sont
générées.
— Un registre contient l’identifiant du dernier accès en écriture à la mémoire et trois registres
contiennent les identifiants des trois dernières lectures de la mémoire. Ces trois registres sont
organisés comme des registres à décalage.
Analyser une instruction VLIW et l’ajouter à la représentation intermédiaire du bloc s’effectue cinq
étapes, décrites ci-dessous. Ces étapes sont également représentées sur la figure 3.7 qui décrit un
59
Chapitre 3 – Hybrid-DBT : Compilation Hybride Logicielle/Matérielle pour VLIW
ordonnancement des différents accès mémoire réalisés pendant ces étapes. En effet, les accès à la
mémoire sont le goulot d’étranglement des performances de l’accélérateur.
— L’instruction utilise au plus deux valeurs provenant de registres comme opérandes. L’identifiant
de la dernière instruction du bloc ayant écrit dans ces registres est obtenue depuis la mémoire
lastWriter. Quand cette valeur est -1, cela signifie que le registre n’a pas été mis à jour dans
le bloc courant, cette valeur est donc considérée comme globale dans l’IR. Dans le cas contraire
(c’est-à-dire lorsque la valeur est différente de -1), l’identifiant de l’instruction source est récupéré
et encodé dans l’IR. Ces deux accès à la mémoire lastWriter sont notés lire ra et lire rb
sur la figure 3.7.
— L’instruction peut produire un résultat qui sera stocké dans un registre. L’accélérateur doit alors
stocker l’identifiant de l’instruction en cours d’analyse dans la case mémoire correspondante de
lastWriter. Ainsi, les futures instructions qui utilisent cette valeur référencent l’instruction en
cours d’analyse. Cet accès, qui est nommé écrire rd sur la figure 3.7, doit être fait après les
accès en lecture de la même itération mais avant ceux de l’itération suivante.
— L’accélérateur doit également gérer les dépendances de donnée. L’instruction courante peut ré-
férencer au plus deux autres instructions dont elle lit le résultat. Or, dans la représentation inter-
médiaire, le nombre d’utilisations du résultat d’une instruction est explicitement encodé (c’est le
champ nbReads). L’accélérateur lit donc les instructions IR de ses deux prédécesseurs en faisant
des accès à IR. Il incrémente ensuite les champs nbReads et réécrit l’instruction IR en mémoire.
Sur la figure 3.7, ces quatre accès sont appelés lire p1, lire p2, écrire p1 et écrire p2.
— Enfin, lorsque l’instruction réalise un accès mémoire, l’accélérateur doit insérer des dépendances
de contrôle pour assurer la cohérence mémoire.
— Si l’instruction est une lecture mémoire, une dépendance est ajoutée entre la dernière ins-
truction qui modifie le contenu de la mémoire et l’instruction courante. L’instruction courante
est également ajoutée à la liste des trois derniers accès en lecture. S’il y a déjà trois accès
sauvegardés dans cette liste, on utilise un mécanisme de chaînage : une dépendance est
ajoutée entre le plus ancien accès de la liste et l’instruction courante. Cet ancien accès est
ensuite remplacé par la nouvelle instruction.
— Si l’instruction est une écriture en mémoire, des dépendances provenant des trois derniers
accès en lecture sont ajoutées dans l’IR. L’instruction est ensuite sauvegardée comme étant
le dernier accès en écriture.
— Enfin, l’instruction sur 96 bits est générée à partir de toutes les informations préalablement ras-
semblées et est stockée dans la mémoire IR. Sur la figure 3.7, cet accès est nommé écrire
instr.
Comme on peut le voir dans ces différentes étapes, les dépendances de contrôle sont utilisées pour
maintenir la cohérence mémoire. Or, à cause du nombre limité de dépendances pouvant être encodées
dans la représentation intermédiaire, nous avons choisi de ne garder que les trois dernières lectures
mémoire et de chaîner les dépendances quand on en rencontre plus de trois.
La figure 3.7 présente les différents accès à la mémoire réalisés par l’accélérateur ainsi qu’un ordon-
nancement pipeliné capable de commencer l’analyse d’une nouvelle instruction tous les trois cycles.
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Itération i-1 Itération i Itération i+1 Itération i+2
lire ra lire rblastWriter
IR1
IR2
t t+1 t+2 t+3 t+4 t+5 t+6 t+7































FIGURE 3.7 – Ordonnancement des différents accès mémoire réalisés par l’accélérateur avec un pipe-
line analysant une nouvelle instruction tous les trois cycles.
3.3.3 Description du IR Scheduler
Le dernier accélérateur conçu dans le cadre de ce travail est le IR Scheduler. Celui-ci est chargé de
calculer un ordonnancement des instructions et d’allouer des registres pour les valeurs temporaires de
l’IR. Deux versions de cet accélérateur ont été développées, basées sur deux heuristiques différentes
pour l’ordonnancement des instructions : la première version développée est basée sur le list-scheduling
et la deuxième sur le scoreboard scheduling. Ces deux heuristiques permettent de résoudre le problème
différement :
— le list-scheduling parcourt chaque cycle de l’ordonnancement et y place une instruction prête ;
— le scoreboard scheduling parcourt les instructions du bloc et les place dans une fenêtre d’ordon-
nancement.
A cause de cette différence, ils ne travaillent pas sur la même représentation intermédiaire. La repré-
sentation intermédiaire présentée dans la section 3.1.3 est celle utilisée pour le scoreboard scheduling
qui est la version de l’accélérateur la plus performante.
Dans le reste de cette sous-section, nous présentons les différences entre les deux représentations
intermédiaires et nous tâchons de convaincre que l’étape de génération de l’IR est similaire pour les
deux versions. Nous présentons ensuite les deux algorithmes ainsi que les accélérateurs correspon-
dants.
Les deux variantes de la représentation intermédiaire
La représentation intermédiaire utilisée dans le flot de traduction et d’optimisation a été spécialement
développée pour accélérer l’ordonnancement des instructions. Son encodage dépend donc fortement
de l’algorithme utilisé et des hypothèses retenues. La première version de Hybrid-DBT étant basée sur
une heuristique différente, elle utilise également une représentation intermédiaire différente. Toutefois,
l’idée principale de l’IR reste la même : le graphe de flot de données du bloc à ordonnancer est en-
codé directement dans l’IR. La différence réside dans la manière de l’encoder. Les deux versions de la
représentation intermédiaire sont :
— La représentation arrière : la liste des prédécesseurs de chaque instruction et le nombre d’uti-
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lisations du résultat est encodé dans l’IR . Cette version, présentée dans la sous-section 3.1.3,
est celle utilisée par défaut dans Hybrid-DBT. Elle est associée à l’algorithme de scoreboard
scheduling.
— La représentation avant : la liste des successeurs de chaque instruction ainsi que le nombre de
prédécesseurs est encodé dans l’IR. Cette représentation est utilisée par le list-scheduling.
La figure 3.8 présente un graphe de flot de données encodé dans les deux IR. La première repré-
sentation correspond à la représentation arrière, la seconde à la représentation avant.
dest predNames[5]
nbPrednbDPrednbRead
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FIGURE 3.8 – Comparaison des deux représentations intermédiaires utilisées dans les deux versions
de l’outil. La première version (celle du haut) est la représentation arrière qui a été présentée dans la
sous-section 3.1.3 et qui est utilisée pour le scoreboard scheduling. La seconde version (en bas) est la
représentation avant, utilisée pour le list-scheduling.
La représentation avant utilise les champs suivants :
— Le champ nbDep contient le nombre total de prédécesseurs de l’instruction dans le graphe de flot
de données. Il correspond au champ nbPred de la représentation arrière.
— Les champs nbSucc et nbDSucc contiennent respectivement le nombre total de successeurs et le
nombre de successeurs de donnée dans le bloc courant. On peut noter que la valeur de nbDSucc
correspond au champ nbRead de la représentation arrière.
— Les champs succNames contiennent la liste de tous les successeurs de l’instruction courante.
Une autre différence importante réside dans la gestion des dépendances de nom : si celles-ci sont
62
3.3. Description des accélérateurs matériels utilisés
ignorées dans la représentation arrière, elles sont encodées dans la représentation avant. C’est pour
cette raison que les valeurs des champs nbPred et nbDep dans la figure 3.8 sont différentes alors qu’elles
représentent la même information. Ce choix est motivé par les algorithmes utilisés pour l’ordonnance-
ment : il est facile de calculer automatiquement les dépendances de nom dans le scoreboard scheduling
alors que cette tâche est beaucoup plus délicate à réaliser dans le list-scheduling.
Les deux représentations sont similaires. Il est donc facile de se convaincre que les quelques dif-
férences n’entraînent pas de changements fondamentaux dans les différentes étapes de traduction et
d’optimisation. Il y a toutefois des différences subtiles dans la génération de l’IR. En effet, pour ajouter
une dépendance de contrôle entre deux instructions i1 et i2 dans la représentation dite "avant", il faut
charger l’instruction de i1 et y ajouter i2 dans la liste des successeurs. Le nombre de dépendances de
i2 est incrémenté. Insérer une dépendance de contrôle demande donc à la fois une lecture et une écri-
ture dans la mémoire contenant l’IR. L’ajout des trois dépendances de contrôle assurant la cohérence
mémoire est donc coûteuse et le nombre d’accès concurrents à la mémoire stockant l’IR devient trop
élevé pour permettre une cadence de pipeline élevée pour l’accélérateur IR Builder. De plus, comme
les dépendances de nom sont encodées dans l’IR, il faut également les insérer ce qui augmente encore
la pression sur les ports de la mémoire IR. Par conséquent, notre mise en oeuvre de l’accélérateur per-
mettant de générer la représentation avant ne traite qu’une nouvelle instruction tous les 5 cycles, contre
une tous les 3 cycles pour l’accélérateur générant la représentation arrière.
L’algorithme de list scheduling
Le premier algorithme qui a été utilisé pour ordonnancer les instructions est le list-scheduling. Pour
chaque cycle de l’ordonnancement, l’algorithme tente d’assigner une instruction prête à chaque unité
d’exécution disponible. Nous avons adapté cette heuristique gloutonne pour exploiter correctement les
informations contenues dans la représentation intermédiaire et pour gérer l’allocation de registres.
L’algorithme 1 décrit les différentes étapes réalisées par notre algorithme modifié. La variable currentCycle
désigne le cycle actuellement considéré par l’algorithme. Il contient les tableaux suivants :
— Le tableau appelé IR contient la représentation intermédiaire du bloc à ordonnancer. Pour cet
algorithme, la représentation dite "avant" est utilisée.
— Le tableau appelé reservationTable[][] est un tableau à deux dimensions contenant l’identi-
fiant des instructions ordonnancées au cycle courant ainsi qu’aux deux cycles précédents, sur
les différentes unités d’exécution du VLIW.
— Le tableau appelé readyList est un groupe de listes contenant les instructions prêtes à être exé-
cutées pour les différents types d’instructions (arithmétiques simples, mémoires, branchements
ou arithmétiques complexes).
— Le tableau freeRegisters est une FIFO contenant la liste des registres disponibles pour l’allo-
cation.
— Le tableau nbRead contient le nombre de lecture d’un registre dans le bloc courant. Quand ce
nombre atteint 0, le registre peut être libéré. Cette valeur est initialisée en utilisant le champ
nbDSucc contenu dans l’instruction de l’IR qui a produit son résultat dans le registre.
— Le tableau placeReg permet de faire le lien entre l’instruction qui produit un résultat et le registre
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physique dans lequel ce résultat est stocké.
— Le tableau nbDeps contient, pour chaque instruction du bloc, le nombre de prédécesseurs qu’il lui
reste avant de pouvoir être ordonnancée. Cette valeur est initialisée grâce au champ nbDeps de
la représentation intermédiaire.
— Le tableau binaries contient les binaires VLIW générés par l’accélérateur.
1 while nbInstrScheduled < blockSize do
2 for oneExecUnit in execUnits do
3 instrId = readyList.get(oneExecUnit.type) ;
4 irInstr = IR[instrId] ;
5 rdest = irInstr.getDest() ; if irInstr.isAlloc then
6 if freeRegisters.isEmpty() then
7 fails() ;
8 end
9 rdest = freeRegister.get() ;
10 end
11 nbRead[rdest] = irInstr.nbDSucc ;
12 placeReg[instrId] = rdest ;
13 ra = placeReg[irInstr.dataPred1] ;
14 rb = placeReg[irInstr.dataPred2] ;
15 reservationTable[currentCycle][currentExecUnit] = instrId ;
16 binaries = assembleInstr(ra, rb, rdest) ;
17 nbInstrScheduled++ ;
18 end
19 for oneInstrId in reservationTable[previousCycle] do
20 irInstr = IR[oneInstrId] ;
21 for oneSuccessor in irInstr.succNames do
22 nbDeps[oneSuccessor]– ;
23 if nbDeps[oneSuccessor] == 0 then
24 type = oneSuccessor.type ;
25 readyList.insert(oneSuccessor, type) ;
26 end
27 end
28 for oneRegUsed in getLocalRegisters(irInstr) do
29 nbRead[oneRegUsed]– ;







Algorithm 1: Description de l’algorithme de list-scheduling
Le traitement d’un cycle de l’ordonnancement se fait en deux étapes. La première correspond à la
première boucle for de l’algorithme 1. Pour chaque unité d’exécution du VLIW, une instruction compa-
tible est prise dans la FIFO des instructions prêtes pour être placées. Si l’instruction a le bit alloc à 1,
l’algorithme tente de lui allouer un registre. S’il en reste un de libre, il est alloué ; sinon l’ordonnancement
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échoue (L’IR doit alors être modifiée par le processeur DBT avant de recommencer un ordonnancement).
S’il ne faut pas allouer de registre, le registre de destination encodé dans la représentation intermédiaire
est utilisé. Les registres physiques utilisés comme opérandes sont trouvés grâce au tableau placeReg.
Les différents tableaux placeReg et nbRead sont mis à jour, puis l’instruction est placée dans la table de
réservation et une version encodée est placée dans les binaires VLIW générés.
La seconde étape englobe les deux dernières boucles for de l’algorithme et correspond à la vali-
dation des instructions ordonnancées. Lorsque les instructions sont retirées de la table de réservation,
cela signifie que leur résultat sera prêt au prochain cycle considéré. Ainsi, chaque instruction retirée est
analysée : on parcourts tous ses successeurs et on décrémente leur nombre de dépendances. Si le
nombre de dépendances d’un successeur de l’instruction atteint 0, il est inséré dans la liste des instruc-
tions prêtes. Le même traitement est réalisé pour les registres lus par l’instruction à retirer : leur nombre
de lectures restantes est décrémenté. Si un registre temporaire n’a plus de lecture, il peut être inséré
dans la liste des registres prêts.
L’accélérateur pour le list scheduling
En utilisant la synthèse de haut-niveau, nous avons implémenté l’algorithme de list-scheduling décrit
dans la partie précédente. La figure 3.9 est une représentation simplifiée du chemin de données de
l’accélérateur et des différentes connexions. On peut y voir que les différents tableaux utilisés dans
l’algorithme 1 sont assignés à des mémoires. Les tableaux les plus fréquement utilisés sont assignés à



















































































FIGURE 3.9 – Schéma du chemin de données utilisé par l’accélérateur du list-scheduling. Les diffé-
rentes mémoires y sont représentées ainsi que les principales connections.
La figure 3.10 décrit l’ordonnancement des accès mémoire pour les deux boucles lignes 2 et 19 de
l’algorithme 1. L’exécution de ces deux boucles est pipelinée : la boucle ligne 2, qui assigne une ins-
truction prête à chaque unité d’exécution, peut commencer une nouvelle itération tous les deux cycles ;
la deuxième boucle, qui correspond à la fusion de la boucle ligne 21 traitant les successeurs et de la
boucle ligne 28 traitant les registres lus, peut commencer une nouvelle itération à chaque cycle. L’ordon-
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nancement représenté figure 3.10 montre que l’exécution de la première boucle, relativement simple,
est limitée par les accès à la mémoire placeReg. La seconde boucle se prête très bien à une exécution
pipelinée. Les accès représentés sont ceux réalisés dans le pire cas (lors du traîtement d’une instruction
dont les successeurs passent dans l’état prêts et dont le registre de destination se libère). La figure 3.10
représente également de nombreux conflits entre les accès en lecture et en écriture sur les mémoires
nbRead et nbDep. En effet, la première lecture de l’itération i peut se retrouver en conflit avec l’écri-
ture de l’itération i − 1. Nous avons mis en place un mécanisme de forwarding explicite dans le code
source : l’adresse des deux accès est comparée et la valeur utilisée est celle de l’itération précédente
s’il y a conflit. Une directive spécifique est transmise à l’outil de HLS pour lui indiquer d’ignorer cette
dépendance mémoire.
Enfin, même si l’exécution des deux boucles est pipelinée, l’accélérateur passe souvent d’une boucle
à l’autre et paye le coût de la latence (4 cycles pour chacune des boucles). Le temps d’ordonnancement
d’un bloc est difficile à prédire et dépend de la taille de l’ordonnancement généré puisqu’on parcourt les
différents cycles.
Itération i-1 Itération i














































































Boucle 1: Ordonnancement des instructions Boucle 2 : Réduction des successeurs
FIGURE 3.10 – Ordonnancement des différents accès mémoire pour l’accélérateur du list-scheduling.
L’algorithme de scoreboard scheduling
Le deuxième algorithme que nous avons évalué pour l’ordonnancement des instructions est le sco-
reboard scheduduling. C’est une heuristique gloutonne qui consiste à traiter chaque instruction et tenter
de la placer dans une fenêtre de cycles, en respectant ses dépendances. Si l’instruction ne peut être
placée dans la fenêtre actuelle, celle-ci est avancée pour libérer une place. Cet algorithme a été modi-
fié pour permettre de prendre en compte les dépendances de nom et l’allocation de registres pour les
valeurs temporaires.
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L’algorithme 2 décrit les différentes opérations réalisées. Huit tableaux sont utilisés :
— Le tableau appelé IR contient la représentation intermédiaire du bloc en cours d’ordonnancement.
Cet IR est celle avec la version arrière des dépendances.
— Le tableau window est utilisé pour la fenêtre glissante. À chaque fois que l’algorithme place une
instruction, tous les emplacements de la fenêtre vont être inspectés pour voir si une unité d’exé-
cution est disponible. Si l’instruction ne peut être placée dans la fenêtre, celle-ci sera décalée de
manière à ce que l’instruction puisse être placée au dernier emplacement.
— Le tableau placeOfInstr contient le cycle auquel chaque instruction a été ordonnancée. Il est
complété au fur et à mesure de l’ordonnancement.
— Les tableaux lastRead et lastWrite contiennent les identifiants des dernières instructions ayant
lu/écrit dans chaque registre physique du VLIW.
— Le tableau placeReg permet de faire le lien entre les instructions du bloc et le registre physique
dans lequel leur résultat a été stocké.
— Le tableau nbRead permet de compter, pour chaque registre physique, le nombre de fois qu’il
doit être lu avant de pouvoir être libéré. Cette valeur est initialisée en utilisant le champ nbRead
contenu dans l’instruction de l’IR qui a écrit son résultat dans le registre.
— Le tableau binaries est celui qui contient les binaires VLIW générés.
L’ordonnancement d’une instruction avec l’algorithme 2 peut être divisé en trois étapes. La première
correspond à la première boucle for qui itère sur chaque prédécesseur de l’instruction et trouve le
premier cycle auquel toutes les dépendances de l’instruction sont respectées. Le cycle auquel un pré-
décesseur a été ordonnancé est obtenu grâce au tableau placeOfInstr et un offset y est ajouté en
fonction du type de dépendance.
La deuxième étape de l’algorithme permet de gérer le mécanisme d’allocation de registre : si l’ins-
truction à ordonnancer est marquée comme alloc, un nouveau registre physique est pris dans une
FIFO et lui est alloué. Si le registre ne doit pas être ré-alloué, le registre par défaut est utilisé. Le
système adapte ensuite la valeur du premier cycle auquel l’instruction peut être placée en fonction de
l’emplacement de la dernière lecture et écriture dans le registre de destination. La valeur de nbRead est
initialisée grâce à l’IR.
Enfin la troisième étape correspond à la deuxième boucle qui inspecte les différents emplacements
de la fenêtre pour trouver le premier emplacement libre étant situé après le point où l’instruction est
prête. Si aucun emplacement n’est trouvé, la fenêtre est décalée pour offrir de nouvelles places. Si
le problème est qu’aucun emplacement n’est libre, un décalage de 1 suffit. Si le problème est que les
dépendances ne pourront pas toutes être résolues dans la fenêtre, la fenêtre est décalée de la différence
entre earliestPlace et window.end. Ainsi, l’instruction devra toujours être placée au dernier cycle de
la fenêtre.
Après ces trois étapes, les différents tableaux sont mis à jour : lastRead, lastWrite, placeReg
et nbRead sont modifiés en fonction des registres utilisés ; l’emplacement dans la fenêtre est marqué
comme utilisé et est stocké dans placeOfInstr. Enfin, l’instruction est encodée et placée dans les
binaires générés à l’adresse adéquate.
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1 for oneInstruction in IR do
2 earliestPlace = windowStart ;
3 for onePredecessor in oneInstruction.predecessors do
4 if onePredecessor.isData then
5 earliestPlace = min(earliestPlace, placeOfInstr[onePredecessor] + latency) ;
6 else
7 earliestPlace = min(earliestPlace, placeOfInstr[onePredecessor] + 1) ;
8 end
9 end
10 rdest = oneInstruction.getDest() ;
11 if oneInstruction.isAlloc then
12 rdest = freeRegisters.get() ;
13 end
14 earliestPlace = max(earliestPlace, lastRead[rdest], lastWrite[rdest]+1) ;
15 for oneCycle in window do
16 for oneIssue in oneCycle.issues do
17 if oneIssue.isFree and oneIssue.isCompatible(oneInstruction) and oneCycle ≥
earliestPlace then




22 if notFound then
23 window.move(max(1, earliestPlace - window.end)) place = window.end
24 end
25 window[place] = instrId ;
26 placeOfInstr[instrId] = place ;
27 ra = placeReg[pred1] ;
28 rb = placeReg[pred2] ;
29 placeReg[instrID] = rdest ;
30 lastRead[ra] = place ;
31 lastRead[rb] = place ;
32 lastWrite[rdest] = place ;
33 binaries[place] = assembleInstr(ra, rb, rdest) ;
34 end
Algorithm 2: Description de l’algorithme de scoreboard scheduling
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Organisation de l’accélérateur pour le scoreboard scheduling
L’algorithme du scoreboard scheduling décrit précédemment a également été implémenté grâce
à la synthèse de haut niveau. La figure 3.11 est une représentation simplifiée des différents éléments
du chemin de données de l’accélérateur et de leurs intéractions. Des composants mémoire sont utilisés
pour la plupart des tableaux de l’algorithme 2, à l’exception de la fenêtre du scoreboard scheduling
utilise des registres afin d’offrir un accès parallèle à l’ensemble des cases du tableau. Ce choix d’implé-
mentation permet de dérouler entièrement la boucle de la ligne 15 de l’algorithme 2, dont les traitements
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FIGURE 3.11 – Schéma du chemin de données utilisé par l’accélérateur du scoreboard scheduling.
Les différentes mémoires y sont représentées ainsi que les principales connections.
Les autres étapes de l’algorithme décrivent le processus d’encodage et de décodage des instructions
ainsi la mise à jour des mémoires. Toutes ces opérations peuvent être exécutées en parallèle. Cepen-
dant, la première boucle demande un accès à la mémoire placeOfInstr pour chaque prédécesseur
potentiel. Ces accès vont devenir le principal goulot d’étranglement de l’accélérateur.
L’exécution de la boucle principale (ligne 1) qui itère sur toutes les instructions du bloc est pipelinée
pour augmenter le débit de l’accélérateur. La figure 3.12 présente un ordonnancement des différents
accès mémoire dans le cas ou on ordonnance une nouvelle instruction tous les quatre cycles. Le lecteur
peut remarquer que le cycle t + 4 de l’ordonnancement est vide, mais il correspond à l’exécution de
la boucle de la ligne 15. Comme aucun accès mémoire n’est impliqué dans cette étape, elle n’est pas
visible sur cette figure.
Les facteurs limitant la performance de cet accélérateur sont (i) les accès à la mémoire placeOfInstr,
(ii) les dépendances inter-itérations sur ces valeurs. En effet, l’ordonnancement d’une instruction i2 peut
dépendre de l’emplacement de l’instruction i1 placée à l’itération précédente. Dans ce cas, les diffé-
rents accès en lecture à placeOfInstr doivent avoir eu lieu avant de commencer l’accès en écriture qui
marque l’emplacement de l’instruction actuelle. Sur la figure 3.12, au cycle t + 5, le premier accès en
lecture à placeOfInstr ainsi que le premier accès en écriture de l’itération précédente sont réalisés en
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FIGURE 3.12 – Ordonnancement des différents accès mémoire pour l’accélérateur du scoreboard
scheduling.
parallèle. Pour éviter tout conflit, un système de forwarding explicite a été ajouté (comme pour l’accélé-
rateur de list-scheduling) : les adresses des deux accès sont comparées et, en cas d’égalité, la valeur
de l’écriture est utilisée. Des directives signalent à l’outil de HLS qu’il faut ignorer cette dépendance.
La surface utilisée par l’accélérateur dépend principalement de la taille de la fenêtre. Nous avons
utilisé une fenêtre de taille 16 ce qui nous a semblé le meilleur compromis entre la qualité de l’ordon-
nancement généré et la taille de l’accélérateur. La description utilisée en entrée de l’outil de HLS est
générique, et il est donc très facile de modifier cette valeur.
Discussion sur le choix de l’algorithme
Les deux stratégies d’ordonnancement présentées reposent sur des heuristiques très différentes.
Une première différence, qui vient de l’approche utilisée par chacune des heuristiques pour appréhen-
der le problème de l’ordonnancement, est que le temps d’exécution du list-scheduling dépend de la
taille de l’ordonnancement généré alors que celui du scoreboard scheduling dépend du nombre d’ins-
tructions dans le bloc. La deuxième approche est donc beaucoup plus prédictible puisqu’on connait le
nombre d’instructions à l’avance. De plus, les opérations réalisées par le second accélérateur sont plus
régulières.
D’autre part, l’utilisation d’une boucle unique dans le scoreboard scheduling permet de pipeliner le
traitement de chaque instruction, menant à un traitement global plus rapide que pour le list-scheduling,
qui implique deux boucles internes et nécessite de payer régulièrement le coût de la latence.
Enfin, la principale différence réside dans la gestion de l’allocation de registres. En effet, l’approche
basée sur le scoreboard scheduling permet de calculer très facilement les dépendances de nom qui
sont présentes dans le bloc à ordonnancer. Cela permet donc de ne pas les encoder dans la repré-
sentation intermédiaire, ce qui permet de simplifier l’allocation des registres temporaires : s’il n’est pas
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possible d’allouer un registre dans l’approche basée sur le scoreboard scheduling, il est toujours pos-
sible d’utiliser le registre global pour continuer l’ordonnancement. Cette stratégie crée des dépendances
de nom mais l’ordonnancement généré restera correct. À l’inverse, pour exploiter correctement les mé-
canismes de ré-allocation de registres pour les variables temporaires dans le cas du list-scheduling, il a
fallu éliminer les dépendances de nom disparues en raison de cette ré-allocation. Il n’est alors pas pos-
sible de revenir à l’allocation initiale car cela peut mener à des dépendances de nom ignorées. Dans un
tel scénario, l’algorithme de list-scheduling échoue et il faut utiliser une transformation supplémentaire
(mise en oeuvre en logiciel sur le processeur DBT) pour modifier la représentation intermédiaire avant
d’essayer de nouveau un ordonnancement.
Au delà des considérations algorithmiques et de l’impact sur la mise en oeuvre des accélérateurs, il
faut également évaluer les coûts et les performances obtenus. C’est l’objet de la sous-section suivante.
3.4 Etude expérimentale
Dans cette section, nous présentons les résultats de l’étude expérimentale réalisée. Cette étude a
plusieurs objectifs : mesurer l’efficacité des accélérateurs matériels développés pour Hybrid-DBT, étu-
dier le coût en surface et le niveau de performance de notre approche, et enfin démontrer l’intérêt de
l’accélération matérielle. Dans cette section, nous discutons à la fois de la performance des accéléra-
teurs matériels, qui impacte le temps de compilation dynamique et de la performance de l’exécution des
applications.
Pour chaque expérience, le protocole expérimental est présenté succinctement. L’annexe A de ce
document contient une présentation complète de tous les protocoles expérimentaux, ainsi qu’un lien
vers un dépôt contenant les sources et les scripts permettant de reproduire ces études expérimentales.
3.4.1 Performance des accélérateurs matériels
Dans cette première étude, nous nous intéressons à la performance des accélérateurs matériels
développés. Les algorithmes permettant de réaliser la première traduction, de générer l’IR et d’ordon-
nancer les instructions ont été implémentés de manière logicielle et compilés vers du RISC-V. Nous
avons ensuite utilisé un simulateur de jeu d’instructions RISC-V pour obtenir une estimation du temps
d’exécution de chaque étape, que nous avons utilisée pour estimer le coût moyen de traitement d’une
instruction. Cette exécution logicielle a été comparée à l’exécution (simulée) des différents accéléra-
teurs.
Les résultats liés au temps d’exécution des accélérateurs sont représentés sur la figure 3.13. La
partie gauche de la figure correspond aux facteurs d’accélération obtenus grâce aux différents accé-
lérateurs. La partie droite de la figure représente le temps moyen de traitement d’une instruction par
l’accélérateur. Les résultats expérimentaux montrent que le First-Pass Translator divise par 250 le
temps d’exécution de cette première traduction et traduit une instruction en moins de deux cycles. Cette
première traduction consiste principalement à décoder et ré-encoder les instructions, ce qui explique
le facteur d’accélération particulièrement élevé. L’accélérateur IR Builder permet de construire une
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FIGURE 3.13 – Le graphique de gauche représente le facteur d’accélération des différents accélérateurs
matériels, en comparaison d’une approche logicielle exécutée sur le processeur DBT. Le graphique de
droite représente le nombre moyen de cycles d’exécution requis pour traiter une instruction avec les
accélérateurs matériels.
instruction de l’IR en 6 cycles en moyenne et l’accélérateur IR Scheduler (la version basée sur le sco-
reboard scheduling) peut en ordonnancer une tous les 4 cycles. Ces deux accélérateurs sont environ
150 fois plus rapides que leur équivalent logiciel, exécuté sur le processeur DBT.
Notons tout de même que les transformations logicielles utilisées n’ont pas été complètement opti-
misées. En effet, nous avons mis au point une version logicielle des transformations qui n’utilise pas les
types spécifiques à la HLS, mais n’avons pas remis en cause la structure globale des transformations.
Une version plus travaillée de ces transformation mènerait sans doute à une accélération moindre. Pour
fournir un autre élément de comparaison, nous avons réalisé une estimation du coût de l’ordonnance-
ment dans les travaux de Dinechin [26]. Cette estimation a montrée que l’algorithme d’ordonnancement
utilisé par Dinechin (qui s’exécute sur un VLIW à 4 voies) nécessite environs 400 cycles pour ordonnan-
cer une instruction. Notons que l’algorithme utilisé par Dinechin est une version améliorée du scoreboard
scheduling, ce qui augmente sans doute son côut. Cependant, ce temps d’exécution ne comprend que
le temps requis pour l’ordonnancement des instructions, et ne comptes pas le temps nécessaire pour
encoder les instructions ou renommer les registres. Notre accélérateur est environs 100 fois plus rapide
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FIGURE 3.14 – Facteur de réduction de la consommation énergétique des différents accélérateurs ma-
tériels, en comparaison d’une approche logicielle exécutée sur le processeur DBT.
Un autre aspect important dans le contexte des systèmes embarqués est la consommation énergé-
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tique. L’utilisation des différents accélérateurs permet de réduire également l’énergie consommée pour
le traitement d’une instruction. Ces facteurs de réduction de la consommation énergétique sont repré-
sentés sur la figure 3.14. Là encore, l’utilisation des accélérateurs permet de consommer entre 70 et
200 fois moins d’énergie pour réaliser les traitements. Ces réductions de la consommation énergétique
sont principalement liées à la réduction du temps d’exécution discutée précédement.
3.4.2 Performance de l’architecture
La seconde partie de l’étude expérimentale s’intéresse aux performances de Hybrid-DBT sur un en-
semble d’applications et à l’importance des différents niveaux d’optimisation. Nous avons exécuté les
différentes applications avec la plateforme de DBT, limitée à différents niveaux d’optimisation. Ces exé-
cutions sont labélisées Hybrid-DBT O0, Hybrid-DBT O1 et Hybrid-DBT O2. Le niveau d’optimisation O2
contient les optimisations inter-bloc présentées dans la sous-section 3.2.3 ainsi que la spéculation de
dépendance mémoire, présentée dans le chapitre 4 de ce document. Nous avons également utilisé un
simulateur de processeur RISC-V pipeliné (qui peut s’apparenter aux processeurs LITTLE des archi-
tectures big.LITTLE), et un modèle GEM5 de processeurs OoO (qui peut s’apparenter à un processeur
big). Pour chaque application, tous les simulateurs exécutent le même fichier binaire. Ces exécutions
sont labélisées respectivement In-Order et OoO. Pour estimer l’énergie consommée pendant ces diffé-
rentes exécution, nous avons synthétisé le processeur à exécution dans le désordre BOOM [21] et le
processeur In-Order Rocket [6] pour la technologie 28 nm de STMicroelectronics. Nous avons ensuite
utilisé Design Compiler pour estimer la puissance moyenne dissipée par ces processeurs.
La figure 3.15 représente les niveaux de performance des différentes exécutions, normalisés selon
la performance obtenue pour In-Order. Une valeur plus élevée signifie un temps d’exécution plus faible.
Plusieurs points peuvent être observés sur cette figure :
— Concernant le niveau d’optimisation 0, le niveau de performance est souvent similaire à celui
du processeur à exécution dans l’ordre. En effet, la première traduction n’exploite pas de paral-
lélisme d’instructions. Les quelques différences observées (pour jacobi-2d, epic ou gsm) sont
provoquées par des différences dans le pipeline des deux processeurs. Par exemple, la pénalité
liée à un branchement est plus faible pour le VLIW, ce qui explique les performance de epic et
gsm.
— Concernant le niveau d’optimisation 1, on remarque que l’ordonnancement des instructions im-
pacte grandement la performance de l’architecture. A ce niveau d’optimisation, l’exécution est en
moyenne (géométrique) 26% plus rapide que celle basée sur le processeur In-Order.
— Le niveau d’optimisation 2 de Hybrid-DBT permet d’être 48% plus rapide que le processeur
In-Order. Pour les applications floyd-warshall, heat-3d, jacobi-1d, nussinov et seidel on
observe que le niveau d’optimisation 2 apporte nettement moins. Cela est dû aux transforma-
tions logicielles implémentées dans ce niveau d’optimisation : l’outil ne peut pas encore créer
d’hyperblock et, par conséquent, ne peut dérouler que les boucles constituées d’un unique bloc.
On constate également que le gain lié au niveau d’optimisation 2 est moins important pour les
applications de Mediabench (à partir de adpcm) qui cont plus complexes que celles de Polybench.
Cela pourrait être corrigé en améliorant la construction de traces réalisée dans le niveau d’opti-
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FIGURE 3.15 – Performance lors de l’exécution avec différents niveaux d’optimisation et différentes ar-
chitectures de processeurs. Les résultats affichés correspondent au temps d’exécution sur le processeur
In-Order divisé par le temps d’exécution dans le scénario concerné. Une valeur plus élevée représente
un temps d’exécution plus faible.
misation 2.
— Enfin, dans la plupart des cas, Hybrid-DBT offre un niveau de performance plus élevé que celui
du processeur OoO.
Notons que les résultats obtenus pour deriche, gramschmidt, lu et ludcmp avec le processeur OoO
sont bien supérieurs aux autres. Après une étude plus poussée des résultats, nous avons réalisé que
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ces applications sont celles montrant le plus haut taux de cache miss. La simulation du cache n’est pas la
même dans les modèles GEM5 et dans nos simulateurs. Nous avons donc ré-exécutés les applications
en utilisant le modèle GEM5 d’un processeur à exécution dans l’ordre. Ces exécutions ont montré un
niveau de performance plus élevé, rendant l’accélération du OoO par rapport au In-Order semblable aux
autres applications. Par conséquent, comparer les résultats de Hybrid-DBT et ceux du processeur In-
Order a du sens car ils sont basés sur le même modèle. Cependant, comparer les résultats du OoO
aux autres a moins de sens quand le taux de cache miss est élevé.
Les résultats obtenus pour jacobi-2d sont également particuliers : le niveau d’optimisation 1 offre
un niveau de performance bien supérieur au niveau d’optimisation 2. L’étude des résultats montre que,
lorsque le niveau d’optimisation 2 est utilisé, la grande majorité des cycles d’exécution est consacrée
à du code généré par le First Pass Translator. A l’inverse, si le niveau d’optimisation est limité à 1,
l’exécution passe la majorité de son temps sur du code ordonnancé. Cette différence est probablement
due à un problème dans l’insertion des branchements vers le code optimisé.
Pendant cette étude expérimentale, nous avons également étudié l’énergie consommée lors de
chaque exécution. Ces résultats sont représentés dans la figure 3.16, qui représente l’efficacité énergé-
tique normalisée selon celle du processeur In-Order : une valeur plus haute représente une consomma-
tion énergétique moindre. On peut voir que l’approche basée sur Hybrid-DBT (au niveau d’optimisation
2) consomme 3,5 fois plus d’énergie que le processeur In-Order, mais également 2,6 fois moins que
celle basée sur le processeur OoO.
Il est important de noter que les valeurs de consommation énergétique n’incluent pas la consom-
mation des caches. En effet, notre approche ne modifie nullement le nombre d’accès ou le nombre de
cache miss. Les caches ajoutent donc un surcoût constant pour chaque exécution (In-Order, Hybrid-
DBT et OoO). La considération de ce surcoût réduit l’écart relatif entre les différentes exécutions. A
titre d’indication, nous avons estimé le coût des caches pour l’exécution utilisant Hybrid-DBT au niveau
d’optimisation 2. Notre expérience a montrée que les caches augmentent de 50% la consommation
d’énergie de ces exécutions.
3.4.3 Intérêt de l’accélération matérielle
La troisième étude expérimentale étudie l’impact de l’accélération matérielle de la DBT sur la perfor-
mance et l’efficacité énergétique de l’exécution. Pour ce faire, nous avons modélisé le temps d’exécution
et la consommation énergétique des différentes phases de Hybrid-DBT. Pour ce faire, nous avons "si-
mulé" la contribution du temps de traduction sur les performances globales, en considérant le cas ou
celle-ci est réalisée en logiciel ainsi que le cas ou elle est réalisée en matériel.
La figure 3.17 représente le gain en temps d’exécution de la version accélérée par rapport à la ver-
sion logicielle. En moyenne, l’exécution est 5% plus rapide pour la version accélérée. On peut noter que
la valeur pour jpeg_decode se détache des autres. En effet, cette application s’exécute très rapidement
(4 millions de cycles) et le modèle logiciel n’a pas le temps d’appliquer toutes les optimisations avant la
fin de l’exécution. Cette application est donc très impactée par l’utilisation d’accélérateurs réduisant le
coût de l’optimisation. Il est important de rappeler que nous avons fait le choix d’utiliser un processeur
dédié à la DBT, qui est en charge d’appliquer les différentes optimisations. Ainsi, le temps de traduction
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Efficacité énergétique Hybrid-DBT O0 Hybrid-DBT O1 Hybrid-DBT O2 OoO
FIGURE 3.16 – Efficacité énergétique lors de l’exécution pour différents niveaux d’optimisation et diffé-
rentes architectures de processeurs. Les valeurs affichées correspondent à l’énergie consommée par
l’exécution sur le processeur In-Order divisée par l’énergie consommée dans le scénario concerné. Une
valeur plus élevée représente une consommation d’énergie moindre.
n’impacte que faiblement le temps d’exécution d’une application.
Pendant ces exécutions, nous avons également estimé la consommation énergétique du système.
Même si l’optimisation est réalisée par un coeur dédié, l’énergie consommée pour effectuer les optimi-
sations est englobée dans l’énergie totale. La figure 3.18 représente la réduction de la consommation
énergétique due à l’utilisation des accélérateurs. On peut constater que l’énergie consommée est ré-
duite de 21%. Notons une fois encore que la consommation des caches n’est pas prise en compte dans
les différentes études expérimentales réalisées. Leur considération réduirait certainement l’impact de































FIGURE 3.17 – Gain en temps d’exécution du à l’utilisation des accélérateurs matériels pour la DBT,





























Réduction de la consommation énergétique
FIGURE 3.18 – Reduction de l’énergie consommée en utilisant les accélérateurs matériels pour la DBT,
comparé au flot de DBT entièrement logiciel.
comprenant les phases d’optimisation continue que nous présenterons dans le chapitre 4.
3.4.4 Surcoût en surface
La dernière partie de l’étude expérimentale s’intéresse aux surcoûts matériels liés à la plateforme
Hybrid-DBT. En effet, si les résultats précédents ont démontré l’utilité de l’accélération matérielle, il est
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important d’évaluer également leur coût matériel. Les différents composants de la plateforme (ainsi que
les coeurs Rocket [6] et BOOM [21]) ont été synthétisés pour une technologie 28 nm de STMicroelec-
tronics, en utilisant Synopsys Design Compiler.
Composant Surface (µm2) Processeur/Mémoire Surface (µm2)
VLIW 106 621 Rocket 30 792
First Pass Translator 6 146 Hybrid-DBT 185 400
IR Builder 15 374 BOOM 513 048
IR Scheduler 7 155 Cache L1 69 290
Processeur DBT 30 792 Cache L2 540 469
Scratchpads 19 300 Buffer de traduction 51 700
TABLE 3.1 – Surface des différents composants de la plateforme Hybrid-DBT, de la plateforme complète
et des processeurs Rocket et BOOM.
Les tableaux 3.1 représentent ces coûts. La partie gauche précise le coût individuel de chaque com-
posant de la plateforme Hybrid-DBT. Le tableau de droite précise le coût total de différents processeurs.
Globalement, notre plateforme utilise une surface six fois plus grande que celle du Rocket, mais trois
fois inférieure à celle du BOOM. Contrairement aux autres processeurs, le BOOM contient une FPU
dont la surface est de 27 000µm2.
Le tableau de droite contient également la surface des différents caches utilisés, estimée avec l’outil
Cacti [8]. Le cache L1 est un cache de 16 ko avec des blocs de 64 octets et une associativité de 4. Le
cache L2 est un cache de 256 ko avec des blocs de 128 octets et une associativité de 8. Enfin, nous
fournissons également la surface d’un buffer de traduction de 32 ko. Cette dernière surface est donnée
à titre indicatif : le système actuel ne modélise pas ce buffer. Pour les processeurs Rocket et Boom, le
système comprend deux caches L1 et un cache L2. La plateforme Hybrid-DBT ne contient qu’un cache
L1, un buffer de traduction et un cache L2.
3.5 Positionnement par rapport à l’état de l’art
Dans cette section, nous discutons du positionnement de notre approche par rapport à l’état de l’art.
Nous abordons notamment les différences avec le CMS de Transmeta et l’architecture Denver de NVidia.
Nous insistons également sur les différences de l’approche par rapport à un processeur superscalaire
à exécution dans le désordre.
Le Code Morphing Software de Transmeta permet d’exécuter des binaires x86 sur un processeur
VLIW. Tout comme notre outil, le CMS repose sur le principe du co-développement logiciel/matériel.
L’idée est de développer un système en travaillant conjointement sur la partie logicielle et sur la partie
matérielle. En effet, des modifications réalisées sur une de ces deux parties peut simplifier le dévelop-
pement de l’autre.
En pratique, l’architecture du VLIW utilisé par Transmeta propose plusieurs mécanismes permet-
tant de simplifier l’optimisation du binaire. Par exemple, des mécanismes de shadow register et de
rollback/commit des valeurs de ces registres permettent de simplifier les optimisations liées à la spécu-
lation. A notre connaissance, Transmeta ne fait intervenir aucun accélérateur matériel dans son flôt de
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traduction et d’optimisation. A l’inverse, nous avons choisi d’accélérer complètement les étapes clés de
la traduction du binaire. L’une des faiblesses des processeurs Transmeta concernait le surcoût lors du
démarrage d’une application. Notre approche permet de réduire drastiquement ce coût.
L’architecture Denver de NVidia partage plus de points communs avec notre approche. Comme nous
l’avons vu dans la section 2.3.2, la traduction du cold code fait intervenir un composant matériel capable
de traduire deux instructions ARM par cycle, offrant ainsi des performances identiques à celles d’un
petit processeur superscalaire à exécution dans l’ordre. Ce composant est très similaire au First Pass
Translator de Hybrid-DBT. La seule différence réside dans la manière d’utiliser cet accélérateur : dans
notre approche, l’accélérateur est totalement déconnecté du processeur VLIW et traduit les binaires
région par région ; au contraire, le décodeur matériel du Denver est intégré au sein du pipeline du
processeur et permet de décoder les instructions juste avant qu’elles ne soient exécutées. L’approche
du Denver permet donc de ne traduire que les instructions effectivement exécutées par le processeur.
Toutefois, notre approche permet de simplifier la gestion de la DBT puisque toutes les instructions d’une
région sont traduites et que l’outil conserve la trace des insertions d’instructions, permettant de convertir
toute adresse du binaire d’origine en une adresse dans les binaires traduits.
La gestion de l’ordonnancement des instructions est le deuxième point de comparaison entre Denver
et Hybrid-DBT. Le système développé par NVidia est basé sur un processeur superscalaire à exécution
dans l’ordre. Par conséquent, un mécanime matériel de dispatch permet d’ordonnancer les instructions
sur les unités d’exécution sans en modifier l’ordre. Cette approche permet de commencer à exploiter le
parallélisme d’instructions dès l’exécution du cold-code. L’ordre des instructions ne peut être modifié que
par une transformation logicielle, intervenant sur les régions de binaire fréquemment exécutées. Dans
notre approche, aucun parallélisme d’instructions n’est exploité lors de l’exécution du cold code, mais
l’utilisation d’accélérateurs matériels pour la génération de l’IR et pour l’ordonnancement des instructions
permet d’arriver beaucoup plus rapidement à l’étape où l’ordre des instructions est remis en cause.
Enfin, le troisième point de notre discussion porte sur le positionement de notre approche par rapport
à un processeur superscalaire à exécution dans le désordre (OoO). Tout comme un processeur OoO,
notre système utilise un mécanisme matériel permettant de renommer les registres et d’ordonnancer les
instructions sur les différentes unités d’exécution. Cependant, parce qu’il réalise une traduction du pro-
gramme, notre approche permet de réutiliser les ordonnancements générés. En effet, le fait de travailler
à l’echelle d’un bloc ayant un unique point d’entrée et le fait de ne pas modifier l’allocation des registres
globaux permet d’assurer que l’ordonnancement généré est totalement équivalent au binaire d’origine.
D’autre part, notre accélérateur est découplé du pipeline du processeur. Ainsi, une cadence de traduc-
tion d’instructions de 4 cycles est acceptable, là où le mécanisme d’ordonnancement d’un processeur
OoO doit être capable de gérer plusieurs instructions par cycle.
Hybrid-DBT se présente donc comme une approche intermédiaire entre un processeur VLIW et un
processeur OoO. Pour les processeurs VLIW, l’ordonnancement est généré lors de la compilation sta-
tique et ne peut pas être modifié ultérieurement. Le compilateur ne peut donc pas utiliser d’information
de profilage dynamique pour générer un binaire de meilleure qualité et adapter les optimisations à la
phase de l’exécution. A l’opposé, les processeurs OoO génèrent un nouvel ordonnancement à chaque
instant de l’exécution, permettant de s’adapter à l’exécution de manière très efficace. Notre approche
cherche à combiner le meilleur des deux mondes : les ordonnancements peuvent être générés rapi-
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dement, permettant ainsi d’optimiser le binaire en fonction des informations de profilage. Notre outil
pourrait être étendu pour construire dynamiquement les traces les plus probables à un instant donné et
les ordonnancer (ce point est discuté dans les perspectives).
3.6 Conclusion
Dans cette section, nous avons présenté le fonctionnement du système Hybrid-DBT, qui forme la
contribution principale de cette thèse. Cet outil de DBT tire parti de trois accélérateurs matériels afin
de réduire le coût de la traduction et de l’optimisation. Les résultats experimentaux ont montré que
l’utilisation de ces trois accélérateurs permet de réduire le coût de ces transformations de plusieurs
ordres de grandeurs, et réduit également l’énergie consommée lors d’une exécution. La plateforme
Hybrid-DBT permet d’atteindre un niveau de performance proche de celui d’un processeur OoO.
Pour aller plus loin, l’accélération et la réduction du coût en énergie du processus de traduction et
d’optimisation permettent de développer des stratégies d’optimisation continue plus aggressives. Dans
le prochain chapitre, nous présentons des flots d’optimisation continue basés sur Hybrid-DBT et per-
mettant la gestion de processeurs VLIW dynamiquement reconfigurables, ou permettant de spéculer
sur des dépendances mémoire. La première approche permet de spécialiser la configuration du VLIW à
chaque procédure exécutée, tandis que la seconde permet d’augmenter la performance de Hybrid-DBT.
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CHAPITRE 4
OPTIMISATION CONTINUE DANS UN
ENVIRONNEMENT DE TRADUCTION
DYNAMIQUE DE BINAIRE
Dans le chapitre précédent, nous avons présenté Hybrid-DBT, une chaîne de traduction dynamique
de binaires exploitant des accélérateurs matériels ciblant la phase de génération des instructions. L’utili-
sation de ces accélérateurs permet d’augmenter la réactivité et de réduire la consommation énergétique
d’un tel système, mais elle facilite énormément l’utilisation de techniques d’optimisation continue. Le
principe de l’optimisation continue est d’analyser les binaires en cours d’exécution et de les ré-optimiser
à la volée en tirant parti des informations obtenues dynamiquement. Dans ce chapitre, nous présentons
deux flots d’optimisation continue intégrés dans Hybrid-DBT et exploitant le coût réduit de la génération
de binaires.
Dans la première partie de ce chapitre, nous présentons rapidement la notion de processeur VLIW
dynamiquement reconfigurable. Ces processeurs VLIW peuvent modifier, au cours de l’exécution, le
nombre de voies d’exécution ou le nombre de registres disponibles. Chacune de ces configurations offre
un compromis différent entre performance et efficacité énergétique. Le flot d’optimisation de Hybrid-DBT
a été modifié pour explorer dynamiquement les différentes configurations du VLIW et choisir celle qui est
la plus appropriée (la décision se prenant au niveau sous-programme). L’outil se base sur des directives
du système pour pondérer la performance et la consommation énergétique. Ce sujet sera traité dans la
section 4.1.
Dans la deuxième partie de ce chapitre, nous présentons une approche pour la spéculation de dé-
pendance mémoire. Le principe de cette technique est de spéculer sur le fait que deux accès mémoire
sont indépendants, afin de pouvoir ignorer cette dépendance lors de l’ordonnancement. Pendant l’exé-
cution, un composant matériel, qui est similaire à la Load/Store Queue (LSQ) des processeurs OoO,
est chargé de comparer les adresses des différents accès et de détecter des spéculations incorrectes.
L’exécution de l’application doit alors réaliser un rollback et ré-exécuter certaines instructions en utilisant
les valeurs correctes. L’outil Hybrid-DBT a été modifié pour construire dynamiquement des groupes de
spéculation et les profiler afin de décider si la spéculation est rentable ou non. En effet, le gain lié à
la suppression de la dépendance doit être supérieur au coût des différents rollback. Notre approche
se base sur le principe du co-développement logiciel/matériel pour offrir une amélioration des perfor-
mances de l’exécution tout en conservant un surcoût matériel le plus faible possible. Cet aspect est
présenté en détail dans la section 4.2.
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4.1 Support pour processeur VLIW dynamiquement reconfigurable
Dans la section 1.1.2, nous avons vu que l’utilisation de systèmes multi-cœurs hétérogènes permet
de modifier dynamiquement le compromis entre la consommation énergétique et la performance. Nous
avons également mis en avant l’intérêt de l’utilisation de systèmes à jeu d’instructions unique pour
faciliter l’adaptation dynamique. Pour augmenter les compromis disponibles dans de tels systèmes,
nous proposons d’ajouter des processeurs VLIW, via une traduction dynamique pour conserver l’illusion
d’un jeu d’instructions unique.
Les approches basées sur les systèmes multi-cœurs hétérogènes permettent de s’adapter dynami-
quement à la charge de travail du système ou à des contraintes extérieures. Cependant, ces techniques
ne permettent pas de s’adapter aux caractéristiques de l’application en cours d’exécution. Par exemple,
lors de l’exécution d’une application ayant un fort potentiel de parallélisme d’instructions, le système
peut tirer parti d’une architecture offrant de nombreuses voies d’exécution. A l’inverse, si l’application
présente un graphe de flot de contrôle complexe et des blocs de base de petite taille, le système favorise
une architecture efficace énergétiquement. Au sein d’une même application, les différentes procédures
peuvent offrir un niveau de parallélisme différent.
Les processeurs VLIW dynamiquement reconfigurables sont capables de modifier dynamiquement le
nombre d’unités d’exécution actives ainsi que la taille de leur banc de registres. Pour ce faire, ils utilisent
la technique de power gating. Le power gating permet de désactiver l’alimentation d’une partie de l’ar-
chitecture, ramenant ainsi leur consommation statique et dynamique à des valeurs très faibles. Puisque
le parallélisme d’instruction est explicitement encodé dans le jeu d’instructions, deux configurations du
VLIW ne peuvent exécuter le même binaire.
Dans cette section, nous présentons un flot d’optimisation continue permettant d’exploiter des VLIW
dynamiquement reconfigurable. Lors de l’exécution, l’outil explore les différentes configurations du VLIW,
en fonctionnant au niveau sous-programme. L’outil est ensuite capable de décider de la meilleure confi-
guration à utiliser en suivant différentes directives données par le système pour pondérer la performance
et la consommation énergétique.
Dans le reste de cette section, nous commençons par présenter différentes approches permettant
d’exploiter le power gating pour désactiver des voies d’exécution dans des processeurs. Nous présen-
tons ensuite l’architecture du VLIW dynamiquement reconfigurable utilisée dans ces travaux, ainsi que
l’ensemble des configurations utilisables. Ensuite, nous présentons les modifications apportées au flot
de traduction et d’optimisation de Hybrid-DBT ainsi qu’aux accélérateurs matériels dans la sous-section
4.1.4. Enfin, nous présentons comment l’utilisation de ces différentes configurations peut permettre
d’adapter dynamiquement le compromis entre consommation énergétique et performance de l’architec-
ture avant de valider les résultats avec une étude expérimentale.
4.1.1 Les approches existantes
L’idée d’exploiter le power gating pour désactiver les unités d’exécution non utilisées a été étudiée
suivant différentes approches, la plupart d’entre d’elles reposant sur une phase de compilation statique
pour insérer les instructions pour activer ou désactiver les unités d’exécution.
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Les travaux de Rele et al. [76] utilisent le mécanisme de power gating pour désactiver les unités
d’exécution non utilisées dans le contexte d’un processeur superscalaire à exécution dans le désordre.
Leur approche repose sur une première phase de compilation statique, qui consiste à chercher les
zones où certains opérateurs sont peu utilisés et à les marquer à l’aide d’instructions spécialisées. Lors
de l’exécution, l’outil exploite les mécanismes de prédiction de branchement pour détecter et ignorer les
paires d’instructions d’activation et de désactivation trop rapprochées les unes des autres, pour ne pas
désactiver une unité qui est utilisée peu de temps après.
L’approche de Roy et al. [78, 79] suit le même principe mais cette fois-ci appliqué à des processeurs
embarqués. N’ayant plus accès aux mécanismes dynamiques de l’exécution dans le désordre, l’étape
de compilation statique doit être plus précise lors de la détection des phases dans lesquelles une unité
d’exécution n’est pas utilisée. Les travaux plus récents de Giraldo et al. [38] suivent la même approche
pour désactiver les voies d’exécution ou réduire la taille de la file de registres dans un processeur
VLIW. Les travaux de Tabkhi et al. [85] se basent également sur un analyse statique des binaires pour
désactiver des parties de le banc de registres.
Anjam et al. [5] ont introduit en 2011 le processeur VLIW polymorphique. Ils montrent dans leurs
travaux que l’adaptation du nombre de voies d’exécution à l’application exécutée permet de réduire la
consommation énergétique. Dans leurs premiers travaux, une configuration fixe est assignée à chaque
application lors de la compilation statique, et les binaires sont générés spécifiquement pour cette confi-
guration. En 2013, Brandon et al. [15] introduisent le concept de binaires génériques capables de fonc-
tionner sur toutes les configurations du VLIW. Ils permettent ainsi de changer la configuration du VLIW à
tout moment de l’exécution pour s’adapter à des évènements extérieurs. Le fonctionnement des binaires
génériques se base sur une contrainte supplémentaire, ajoutée lors de la compilation, qui impose que
toutes les instructions d’un bundle puissent être exécutées indépendamment. Il est ainsi possible de
couper un bundle de huit instructions en deux bundles de quatre instructions ou en quatre bundles de
deux instructions. A partir de ces travaux, ils ont étudié comment prédire efficacement la meilleure confi-
guration du VLIW à utiliser [42] ou encore comment décomposer les huit unités d’exécution d’un VLIW
pour former plusieurs processeurs VLIW moins aggressifs, permettant ainsi de trouver un compromis
dynamique entre le parallélisme d’instructions et le parallélisme de threads [16].
Grâce à l’utilisation d’un binaire générique, les binaires exécutés par les différentes configurations
sont exactement les mêmes. Par conséquent, le surcoût nécessaire pour changer la configuration du
VLIW est minime et ne mène à aucun problème de cache. Cependant, l’utilisation d’un format binaire
spécifique à l’approche proposée peut freiner l’adoption du système, à cause du besoin de maintenir une
chaîne de compilation spécifique. De plus, cette technique ne permet pas de développer un système
hétérogène utilisant à la fois un processeur à exécution dans le désordre et des processeurs VLIW
reconfigurables. Un tel système doit embarquer deux versions des binaires, limitant ainsi les possibilités
d’adaptation dynamique.
L’utilisation des binaires génériques ajoute également des contraintes sur le choix de l’architecture du
VLIW. En effet, lorsqu’un bundle est découpé, les instructions doivent être sur une voie qui est capable
de les exécuter. Le VLIW doit donc être symétrique. De plus, ces binaires ne permettent pas de gérer la
modification dynamique du nombre de registres utilisés. Notre approche va générer une nouvelle version
des binaires spécifique à chaque architecture et est donc très flexible sur les architectures supportées.
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4.1.2 Processeur VLIW dynamiquement reconfigurable
Avant de présenter les modifications apportées au flot d’optimisation de Hybrid-DBT, nous présen-
tons dans cette section l’architecture du VLIW reconfigurable utilisée dans ce travail. Nous listons éga-
lement l’intégralité des configurations exploitables par ce processeur.
Le VLIW reconfigurable que nous utilisons est une extension du VLIW de Hybrid-DBT. Ce proces-
seur dispose d’un total de huit voies d’exécution, trois unités arithmétiques complexes et deux voies
d’exécution dédiées aux accès mémoire. Il dispose également d’un banc de 64 registres (non parti-
tionné). En utilisant des mécanismes de power gating, il est capable de désactiver la moitié du banc de
registres ou des voies d’exécution (à une granularité de deux voies). L’étage de fetch dispose également
de multiplexeurs permettant de router une instruction sur la voie d’exécution qui est activée.
Nous nous sommes basés sur les hypothèses de Roy et al. qui considèrent que 10 cycles sont





















































































FIGURE 4.1 – Représentation de l’architecture du VLIW reconfigurable fonctionnant sous différentes
configurations. Le premier exemple est une configuration haute performance qui utilise les huit unités
d’exécuion et les 64 registres disponibles. Le deuxième exemple est une configuration intermédiaire
n’utilisant que 4 voies d’exécution. Enfin, le troisème exemple est une configuration basse consomma-
tion n’utilisant que deux voies et 32 registres.
La figure 4.1 est une représentation simplifiée du VLIW utilisé dans trois configurations différentes : la
partie la plus à gauche est la configuration haute performance où toutes les unités d’exécution sont ac-
tivées, la partie centrale représente une configuration intermédiaire avec seulement 4 voies d’exécution
et la partie de droite est la configuration basse consommation, avec seulement deux unités d’exécution
et 32 registres. Notons également que la deuxième voie d’exécution (en partant du haut) permet de réa-
liser à la fois les multiplications et les accès mémoire. Cela permet d’obtenir une configuration à deux
voies, capable d’exécuter l’intégralité des instructions.
L’architecture permet d’exploiter 22 configurations différentes, qui varient sur le nombre d’unités
d’exécution, leur spécialisation ou encore sur la taille du banc de registres. La figure 4.2 introduit une
notation des configurations qui sera utilisée dans la suite, et détaille toutes les configurations possibles
de notre VLIW.
Dans la suite de cette section, nous présentons les différentes étapes du flot permettant d’exploiter
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Nommage d’une configuration :
(#Voies, #Mem, #Mult, #Reg)
#Voies : Nombre de voies
#Mem : Nombre d’accès mémoire
#Mult : Nombre de multiplieurs
#Reg : Nombre de registres
FIGURE 4.2 – Description de notre convention de nommage des configurations et liste de toutes les
configurations atteignables avec notre système. Pour chacune des 12 configurations listées ici, le banc
de registres peut avoir 32 ou 64 registres.
efficacement les différentes configurations de ce VLIW.
4.1.3 Evaluation et classement des différentes configurations
Le principe de notre approche est de spécialiser la configuration du VLIW à une région de code de
l’application. Etant donné que la reconfiguration du VLIW entraine un surcoût, un grain de reconfiguration
trop fin risque de dégrader les performances. Dans nos travaux, nous avons fait le choix de spécialiser le
VLIW à l’échelle des fonctions de l’application. Par ailleurs, seules les fonctions critiques de l’application
profitent de cette spécialisation.
Pour chacune de ces fonctions, le flot modifié explore dynamiquement différentes configurations du
VLIW. Pour chacune de ces configurations, un ordonnancement est généré et utilisé pour calculer deux
scores reflétant les performances et la consommation énergétique de la configuration choisie.
Le score mesurant le temps d’exécution se base sur la taille des ordonnancements de chaque bloc
de la fonction, multipliée par le taux d’utilisation de chacun de ces blocs. Ce taux d’utilisation est obtenu
grâce à un profilage dynamique des différents blocs présents dans la fonction. L’objectif ici est de donner
plus de poids aux blocs souvent exécutés dans la fonction. Par exemple, les blocs constituant le cœur
d’une boucle sont très souvent exécutés et représentent donc une part importante dans le score de
performance.
Plus concrètement, la formule utilisée pour obtenir le score d’une fonction f dans une configuration




ρb ∗ taille(b, c)
où ρb représente la fréquence du bloc b, et taille(b, c) la taille de l’ordonnancement de b dans la
configuration c.
Le second score que nous utilisons modélise l’énergie consommée lors de l’exécution de la fonction
dans une configuration donnée. Pour ce faire, nous utilisons une liste pré-calculée de la puissance
dissipée de chaque configuration du processeur. Cette liste a été estimée statiquement, en utilisant des
outils de simulation (gatelevel) et d’estimation de la consommation. Le score énergétique est obtenu
en multipliant le temps d’exécution estimé par la consommation de la configuration. Concrètement,
la formule utilisée pour obtenir le score énergétique d’une fonction f dans une configuration c est la
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suivante :
E(f, c) = Pc ∗ Texec(f, c) = Pc ∗
∑
b∈f
ρb ∗ taille(b, c)
où Pc est la puissance dissipée par la configuration c du processeur VLIW.
Ces deux scores sont très simples à calculer à partir de l’ordonnancement des différents blocs d’une
fonction.
Ces scores obtenus pour les différentes configurations du VLIW, représentent différents compromis
atteignables. Pour cette raison, on utilise la notion de front de Pareto : une configuration est sur le
front de Pareto si et seulement si, il n’existe pas de configuration offrant des performances strictement
meilleures tout en consommant moins d’énergie. La figure 4.3 représente les différents scores obtenus
pour une multiplication de matrices avec notre outil. L’axe horizontal représente le temps d’exécution
estimé (plus un point est à gauche, meilleures sont les performances) et l’axe vertical représente la
consommation énergétique estimée (plus le point est bas, plus l’exécution a été efficace en énergie).
Chaque point représente une configuration possible de notre VLIW. Enfin, la courbe rouge représente le



















































































FIGURE 4.3 – Représentation des compromis entre performance et consommation énergétique pour une
multiplication de matrices. Le graphique de gauche montre l’ensemble des configurations atteignables
ainsi que le front de Pareto complet. Le graphique de droite ajoute la notion d’enveloppe thermique (tdp)
et montre le front de Pareto lorsque le tdp est limité à 25% de son maximum.
Pendant l’exécution, le système doit sélectionner une configuration pour la fonction. Afin que le com-
promis soit acceptable, le point doit faire partie du front de Pareto. Pour choisir lequel utiliser parmi ces
points, l’outil d’optimisation reçoit deux directives de la part du système d’exploitation :
— La directive energy_ratio permet de pondérer le score d’énergie par rapport au score de perfor-
mance. Cette directive permet de choisir un point parmi le front de Pareto.
— La directive max_tdp permet de limiter la puissance instantanée dissipée. Cela permet d’interdire
des points de fonctionnement dissipant trop de puissance.
La deuxième directive permet de distinguer la puissance dissipée à un moment donné de l’éner-
gie consommée par une application. Si minimiser l’énergie peut sembler plus important, contrôler la
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puissance dissipée par un cœur dans un contexte de multi-cœurs peut avoir un intérêt, car il offre une
réponse aux enjeux du dark-silicon. La partie droite de la figure 4.3 représente les compromis dispo-
nibles pour la multiplication de matrices et y ajoute les informations sur l’enveloppe thermique. Quatre
zones y sont représentées selon la limite qu’on impose sur le tdp. Le front de Pareto représenté est celui
utilisé si la valeur de max_tdp était à 25% .
4.1.4 Modifications du flot de Hybrid-DBT
Dans la section précédente, nous avons présenté les différents scores utilisés pour évaluer une confi-
guration donnée, ainsi que le concept de front de Pareto. Cette section est consacrée à la description
du flot d’optimisation continue permettant de supporter les VLIW dynamiquement reconfigurables. Les
changements apportés au flot de Hybrid-DBT sont illustrés sur la figure 4.4, qui reprend le flot d’origine
(voir figure 3.5) de manière simplifiée et schématise les deux nouvelles phases permettant de gérer le
VLIW dynamiquement reconfigurable : la phase d’exploration et la phase d’adaptation.
La partie droite de la figure 4.4 montre le mode de fonctionnement du VLIW aux différentes étapes du
flot. Lors des deux premiers niveaux d’optimisation, lorsque l’outil n’exploite pas ou peu de parallélisme
d’instructions, une configuration basse consommation du VLIW est utilisée (deux voies d’exécution, un
accès mémoire, un multiplicateur et 32 registres). Lorsque le flot commence à optimiser des fonctions
de l’application, il s’autorise à reconfigurer le VLIW pour augmenter le nombre d’instructions pouvant
être exécutées en parallèle ou le nombre de registres disponibles.
Deux des trois accélérateurs présentés dans la section 3.3 ont été modifiés pour supporter les
différentes configurations du VLIW : le first-pass translator et le IR Scheduler. Le first-pass
translator a été légerement modifié pour pouvoir générer du code pour différentes configurations du
VLIW. Selon la configuration, les accès mémoire ou les instructions de multiplication traduits ne sont
plus placés à la même position dans un bundle. Les changements réalisés dans le IR Scheduler per-
mettent de générer du code pour toutes les configurations du VLIW. Concrètement, la fenêtre du score-
board scheduler a été agrandie pour supporter huit instructions par cycle et des registres peuvent être
modifiés pour configurer l’activation ou la spécialisation de chaque voie. Ceux-ci sont utilisés lors de la
phase d’exploration de la fenêtre pour dire si l’emplacement est un emplacement possible ou non.
Lorsque le flot d’optimisation rencontre une fonction fréquement exécutée et déclenche le niveau
d’optimisation 2, il entre dans la phase d’exploration des différentes configurations. Il sélectionne une
configuration parmi les configurations possibles, utilise le IR Scheduler pour générer un ordonnance-
ment de chaque bloc et calcule les scores précédemment présentés. En utilisant les directives système
(energy_ratio et max_tdp), l’outil peut calculer un score unique et décider si la configuration actuelle-
ment testée est meilleure que celle d’origine. Si elle l’est, les binaires générés sont validés sinon, ils
sont abandonnés et une nouvelle configuration est testée.
Des instructions de reconfiguration doivent être insérées dans les points d’entrée du binaire généré
pour que le VLIW se trouve dans la bonne configuration lors de l’exécution. Ces instructions doivent
également être insérées aux points de sortie (c’est à dire lorsqu’un autre appel ou un retour de fonction
est exécuté) pour revenir dans la configuration basse consommation.
En raison du faible coût de l’ordonnancement des instructions, la version actuelle de l’outil explore
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Scores obtenus pour 
























Détails sur les 
informations 
IR Builder IR Scheduler
IR






























FIGURE 4.4 – Flot de traduction et d’optimisation de Hybrid-DBT modifié pour supporter les VLIW dyna-
miquement reconfigurables. Les niveaux d’optimisation 0 et 1 ont été simplifiés par rapport à la figure
3.5. Le niveau d’optimisation 2 est séparé en deux phases : la phase d’exploration et la phase d’adapta-
tion. La partie droite de la figure représente le mode de fonctionnement du VLIW aux différents niveaux
d’optimisation.
toutes les configurations du VLIW pour construire le front de Pareto. Cependant, il est possible d’affiner
ce processus pour n’explorer qu’un sous-ensemble de configurations ayant une forte probabilité d’ap-
partenir au front de Pareto. L’ordre dans lequel les différentes configurations sont explorées dépend des
ordonnancements déjà établis. En effet, l’exploration démarre par la configuration basse consommation
du VLIW et, à chaque fois qu’un ordonnancement est généré pour une nouvelle configuration, l’outil
calcule un score secondaire permettant de mesurer le facteur limitant d’une configuration. Ce score est
par exemple le nombre d’accès mémoire divisé par le nombre d’emplacements possibles pour les accès
mémoire. Ensuite, à partir de ce score, le système choisit une nouvelle configuration qui augmente le
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facteur limitant.
Lorsque toutes les configurations du VLIW ont été testées pour une fonction donnée et les scores
correspondants établis, le flot d’optimisation entre dans la phase d’adaptation. L’outil conserve les dif-
férents scores et, lorsque les directives système changent, détermine la nouvelle meilleure configuration
à partir de ces scores. Les binaires VLIW sont de nouveau générés et validés. Grâce aux différents ac-
célérateurs matériels, le système est capable de réagir très rapidement à des changements de directive.
4.1.5 Etude expérimentale
Dans cette section, nous présentons les résultats expérimentaux mesurant l’intéret de la reconfi-
guration dynamique. Pour chaque expérience, le protocole expérimental est présenté succinctement.
L’annexe A de ce document contient une présentation complète de tous les protocoles expérimentaux,
ainsi qu’un lien vers un dépôt contenant les sources et les scripts permettant de reproduire ces études
expérimentales.
Performance des différentes configurations de VLIW
L’objectif de la première étude expérimentale est de mesurer l’efficacité du flot de reconfiguration
dynamique. Pour ce faire, nous avons exécuté les applications sur différentes configurations (fixes) du
VLIW. Nous les avons également exécutées en activant le flot de reconfiguration dynamique, en utilisant
deux valeurs différentes pour le coefficient energy_ratio : 10% et 90%. Pendant ces exécutions, nous
avons collecté le temps d’exécution et la consommation énergétique.
La figure 4.5 représente la performance obtenue lors des différentes exécutions. Pour la plupart des
applications, on peut observer les écarts de performances entre les configurations à 2, 4, ou 6 voies.
Ces écarts démontrent que l’outil est capable d’extraire et d’exposer du parallélisme d’instruction. L’écart
de performance entre les configurations 6 ou 8 voies est bien moindre : seule l’application syrk tire
partie de ces voies d’exécution supplémentaires. Notons également que pour les applications deriche,
jacobi-2d et gsm le changement de configuration du VLIW n’affecte que très peu la performance. Ces
différentes applications ont déjà été mentionnées dans le l’étude expérimentale du chapitre 3 parce que
l’outil ne les gère pas correctement.
La figure 4.6 représente l’efficacité énergétique des différentes exécutions. Une efficacité énergé-
tique plus grande signifie que l’exécution a consommée moins d’énergie. On peut observer que, pour
toutes les exécutions, la configuration à 2 voies est celle qui consomme le moins d’énergie. Les configu-
rations à 4 et 6 voies sont souvent équivalentes. En effet, la configuration à 6 voies impacte grandement
le temps d’exécution mais ne consomme pas beaucoup plus que la configuration à 4 voies. Enfin, la
configuration à 8 voies est la moins efficace énergétiquement.
La première exécution exploitant le mécanisme de reconfiguration dynamique utilise un coefficient
energy_ratio de 10% : l’outil privilégie la performance par rapport à l’efficacité énergétique. Sur les
figures 4.5 et 4.6. On constate que pour la plupart des application, ce mode d’exécution offre un niveau
de performance proche de la meilleure configuration, et une efficacité énegétique faible. Quand la confi-
guration à huit voie n’apporte que peu de performance (par exemple l’application lu), l’outil n’utilise pas
cette configuration et offre une efficacité énergétique plus grande. On constate enfin que, dans plusieurs
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Performance Conf (2,1,1,32) Conf (4, 1, 2, 64) Conf (6, 2, 1, 64)
Conf (8, 2, 3, 64) Reconf 10% Reconf 90%
FIGURE 4.5 – Performance obtenue en utilisant différentes configurations du VLIW ou en utilisant le
flot de reconfiguration dynamique présenté dans ce chapitre. Les quatre premières exécutions cor-
respondent respectivement à des VLIW ayant deux, quatre, six ou huit voies d’exécution. Le flot de
reconfiguration dynamique a été utilisé avec deux valeurs différentes pour energy_ratio : le premier
utilise un coefficient de 10% (la performance est privilégiée), le deuxième utilise un coefficient de 90%
(l’efficacité énergétique est privilégiée). Les résultats affichés correspondent au temps d’exécution sur
le processeur VLIW à deux voies divisé par le temps d’exécution dans le scénario concerné. Une valeur
plus haute signifie un temps d’exécution plus faible.
cas, cette configuration offre un niveau de performance légèrement meilleur que la configuration fixée à
8 voies. Cette variation est due à des différences dans la stratégie d’optimisation.
La seconde exécution exploitant le mécanisme de reconfiguration dynamique utilise un coefficient
de 90%, privilégiant ainsi l’efficacité énergétique par rapport à la performance. On peut voir que, une
fois encore, la configuration permet d’atteindre la meilleur efficacité energétique possible, au prix de la
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Efficacité énergétique Conf (2,1,1,32) Conf (4, 1, 2, 64) Conf (6, 2, 1, 64)
Conf (8, 2, 3, 64) Reconf 10% Reconf 90%
FIGURE 4.6 – Efficacité énergétique obtenue en utilisant différentes configurations du VLIW ou en uti-
lisant le flot de reconfiguration dynamique présenté dans ce chapitre. Les quatre premières exécutions
correspondent respectivement à des VLIW ayant deux, quatre, six ou huit voies d’exécution. Le flot de
reconfiguration dynamique a été utilisé avec deux valeurs différentes pour energy_ratio : le premier
utilise un coefficient de 10% (la performance est privilégiée), le deuxième utilise un coefficient de 90%
(l’efficacité énergétique est privilégiée). Les résultats affichés correspondent à l’énergie consommée
par l’exécution sur le processeur VLIW à deux voies divisée par l’énergie consommée dans le scénario
concerné. Une valeur plus haute représente une consommation d’énergie moindre.
performance.
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Utilisation des différents configurations
La seconde étude expérimentale réalisée mesure l’utilité des différentes configurations du proces-
seur VLIW. Pour chacuns des sous-programmes de chacune des applications, nous avons construit le
front de Pareto du compromis performance énergie. Nous avons ensuite comptabilisé le nombre d’ap-
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Nombre d'apparition dans le front de Pareto
FIGURE 4.7 – Nombre d’apparition de chaque configuration dans le front de Pareto de l’un des sous-
programme d’une application.
La figure 4.7 représente les résultats obtenus. On peut voir que la configuration (2, 1, 1, -) et (4, 1,
2, -) sont les plus présentes, sans doute parce que la différence de performance et de consommation
entre elles sont très marquées. Les configurations offrant des hautes performances sont globalement
utilisées, à l’exception de la configuration (6, 2, 3, -). Les configurations (6, 1, 2, -), (4, 1, 3, -) et (6, 1,
3, -) ne sont jamais utilisées, sans doute à cause du déséquilibre des unités d’exécution. En effet, ces
configurations offrent un grand nombre d’unité d’exécution ou de multiplication pour un unique accès à
la mémoire. Aucune des applications utilisées ici ne peut tirer partie de ces configurations.
Adaptation dynamique de la configuration
L’objectif de la dernière étude expérimentale est de donner un exemple de changement dynamique
du coefficient energy_ratio. L’outil Hybrid-DBT a été modifié pour que le coefficient change tous les 7
millions de cycles. La figure 4.8 représente l’évolution du nombre d’instruction exécuté par cycle et de
la puissance dissipée au cours du temps. Sur cette figure, on identifie très clairement les changements
de configurations et leur impact sur l’IPC et sur la puissance dissipée.
Dans cette section, nous avons présenté le flot d’optimisation continue permettant de gérer les pro-
cesseurs VLIW dynamiquement reconfigurable. Pendant l’exécution de l’application, l’outil explore les
































FIGURE 4.8 – Exemple de changements dynamiques de la valeur du coefficient energy_ratio. Le
nombre moyen d’instructions exécutées par cycle ainsi que la puissance dissipée sont représentés
au cours du temps. Cette courbe a été obtenue avec l’application trmm et le coefficient est modifié tous
les 7 millions de cycles.
le compromis entre la consomation énergétique et la performance du processeur. La prochaine sec-
tion est consacrée à l’étude d’un deuxième processus d’optimisation continue permettant de gérer la
spéculation de dépendances mémoire.
4.2 Spéculation mémoire
Dans la partie 1.2.2, nous avons présenté les travaux de McFarlin et al. qui analysent les perfor-
mances des architectures à exécution dans le désordre [62]. Cette étude a démontré que les per-
formances de ce type de micro-architecture proviennent essentiellement de sa capacité à tirer partie
de l’exécution spéculative. Dans ces processeurs, les mécanismes de prédiction de branchement per-
mettent d’explorer une large fenêtre d’instructions pour extraire le parallélisme d’instructions. De même,
la Load-Store Queue permet de réorganiser les accès mémoire afin d’exécuter les chargements mé-
moire dès que l’adresse est connue. Cette technique est connue sous le nom de spéculation de dépen-
dances mémoire. Pour réduire l’écart de performance entre les processeurs OoO et les processeurs à
exécution dans l’ordre, McFarlin et al. prônent le développement d’architectures à exécution dans l’ordre
ayant des mécanismes matériels permettant de faciliter la spéculation.
De telles architectures ont été développées dans les années 2000 avec, notamment, l’architecture
Itanium, basée sur le jeu d’instructions EPIC. Celui-ci offre à la fois des mécanismes d’ordonancement
dynamique simplifié et un support matériel pour la spéculation. Les processeurs Crusoe, Efficeon et
Denver utilisent également ce type de mécanismes mais il n’existe que très peu d’informations sur leur
fonctionnement.
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Dans cette section, nous présentons les modifications apportées à Hybrid-DBT afin de permettre
la spéculation de dépendances mémoire. L’objectif est de pouvoir exécuter un chargement mémoire
avant une écriture mémoire sans être sûr que les emplacements mémoire ciblés soient différents. Cette
technique de spéculation permet d’augmenter la performance délivrée par notre flot en exposant plus
de parallelisme à l’ordonnanceur.
Plus précisement, nous avons ajouté un mécanisme matériel simplifié, similaire aux load/store queue
utilisées dans les processeurs à exécution dans le désordre, qui est controlé par des instructions spécia-
lisés. Nous avons également développé un système permettant de ré-exécuter une portion de code en
cas de mauvaise spéculation. Le flot d’optimisation de Hybrid-DBT a été modifié afin d’ignorer certaines
dépendances entre des loads et des stores, permettant ainsi d’exécuter les chargements mémoire plus
tôt.
Dans la suite de cette section, nous commençons par présenter les approches existantes de spécu-
lation de dépendances mémoire. Les parties suivantes sont consacrées à la description du flot d’optimi-
sation modifié et des différents mécanismes matériels ajoutés au système. Enfin la partie 4.2.6 présente
les résultats de notre étude expérimentale.
4.2.1 Rappels sur la spéculation de dépendances mémoire
Dans cette partie, nous présentons les différents mécanismes de spéculation de dépendances mé-
moire utilisés dans les processeurs OoO.
Comme nous l’avons mentionné dans la section 1.2.1 de ce document, ceux-ci peuvent changer
l’ordre des instructions d’accès à la mémoire [43]. Un mécanisme appelé Load/Store Queue (LSQ)
permet de vérifier les adresses de ces différents accès et de gérer les éventuels conflits. Dans la suite
de cette description, nous utilisons les notations suivantes :
— la fonction age représente l’emplacement d’une instruction dans l’ordre séquentiel d’exécution.
Ainsi pour deux instructions i et j, si age(i) < age(j), alors l’instruction i doit être exécutée avant
l’instruction j dans l’ordre séquentiel.
— la fonction addr représente l’adresse d’un accès mémoire.
Pendant une exécution dans le désordre, plusieurs types de conflit mémoire peuvent se produire :
1. Une instruction de lecture mémoire l est exécutée avant une instruction d’écriture mémoire e,
alors que age(e) < age(l) et addr(e) = addr(l). Dans cette situation, la valeur obtenue pour
l’instruction l n’est pas correcte.
2. Une instruction d’écriture mémoire e1 est exécutée avant une autre instruction d’écriture mémoire
e2, alors que age(e2) < age(e1) et addr(e2) = addr(e1). Dans cette situation, la valeur en mémoire
est effacée par la deuxième instruction.
La LSQ permet de détecter et de résoudre ces deux types de conflits mémoire. Ce composant
matériel est composé de deux mémoires. La première stocke l’adresse et l’âge de toutes les lectures
mémoire réalisées. La seconde stocke l’adresse, l’âge et la valeur de chaque écriture mémoire exécutée.
La figure 4.9 illustre le traitement réalisé par la LSQ lorsqu’une instruction de lecture mémoire l est
exécutée. Son adresse addr(l) et son âge age(l) sont stockés dans la Load Queue. En parallèle, pour











FIGURE 4.9 – Illustration du fonctionnement de la LSQ lors de l’exécution d’une instruction de charge-
ment mémoire. L’adresse et l’âge de l’instruction sont stockés dans la Load Queue. Toutes les entrées de
la Store Queue sont examinées à la recherche d’une éventuelle instruction écrivant à la même adresse
mémoire et étant plus ancienne que l’instruction courante. Si une telle instruction est trouvée, la valeur
stockée est utilisée comme résultat.
l’instruction l. Si age(s) < age(l) et addr(s) = addr(l), le résultat de la lecture mémoire est la valeur
stockée dans la store queue. Si cette store queue contient plusieurs écritures mémoires à l’adresse
demandée, la valeur de l’écriture la plus ancienne est retournée. Si la store queue n’en contient aucune,










FIGURE 4.10 – Illustration du fonctionnement de la LSQ lors de l’exécution d’une instruction d’écriture
mémoire. L’adresse, l’âge et la valeur de l’instruction sont stockés dans la Store Queue. Toutes les
entrées de la Load Queue sont examinées à la recherche d’une éventuelle instruction accedant à la
même mémoire et étant plus ancienne. Si une telle instruction est trouvée, un rollback est déclenché.
La figure 4.10 illustre le fonctionnement de la LSQ lorsqu’une instruction d’écriture mémoire s est
exécutée. Son adresse addr(s), son âge age(s) et sa valeur sont ajoutés dans la store queue. En paral-
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lèle, pour chaque entrée l de la load queue, l’adresse et l’âge de l sont comparés à l’adresse et à l’âge
de l’écriture. Si age(l) > age(s) et addr(l) = addr(s), cela signifie que l’instruction de lecture mémoire
l n’a pas renvoyé la bonne valeur. Par conséquent, elle doit être annulée, ainsi que toutes les instruc-
tions dépendant de cet accès. Cette annulation est possible grâce au mécanisme du Re-Order Buffer.
L’écriture mémoire devient effective lors de la phase de validation dans l’ordre.
Les instructions de lecture et d’écriture mémoire sont retirées de la LSQ lorsqu’elles ont été validées.
La combinaison de la LSQ et du ROB autorise les processeurs OoO à exécuter les chargements
mémoire aussi tôt que possible. Plusieurs travaux proposent des variantes pour réduire la surface de la
LSQ en utilisant des structures similaires à des caches ou en filtrant les accès avec des filtres de Bloom
[1, 80, 69, 84]. Par exemple, Roth et al. [77] proposent de réduire le coût de la vérification des adresses
lors des écritures en ré-exécutant la lecture avant sa validation. Si la valeur a changé, l’instruction peut
être invalidée.
Les mécanismes de LSQ et de ROB sont coûteux en surface et réduisent l’efficacité énergétique des
processeurs OoO. Des mécanismes similaires ont été développés pour les architectures superscalaires
à exécution dans l’ordre. Dans ces approches, des instructions spécialisées sont utilisées pour les ac-
cès spéculatifs à la mémoire, et un mécanisme similaire à la LSQ est utilisé pour stocker et comparer
les adresses de ces instructions. Par exemple, Gallagher et al. [37] ont proposé un mécanisme ap-
pelé Memory Conflict Buffer. Celui-ci permet de stocker les adresses des lectures et écritures mémoire
spéculatives. Après la spéculation, une instruction spécialisée permet de vérifier que la spéculation est
correcte, et provoque un branchement dans le cas contraire. Dans ce type d’approche, le compilateur
statique est chargé d’identifier les groupes d’instructions où la spéculation est prometteuse, d’ordon-
nancer les instructions en conséquence et de générer le code de gestion permettant de corriger une
mauvaise spéculation.
Les processeurs Itanium de Intel utilisent une approche similaire appelée Advances Load Address
Table (ALAT) [82]. Ces processeurs utilisent deux instructions pour vérifier la spéculation. La vérification
complexe vérifie les adresses et branche vers une section de code spécifique en cas d’erreur. La véri-
fication simple ré-exécute simplement le chargement mémoire. Cette seconde instruction ne peut être
utilisée que si aucune instruction n’a utilisé le résultat du premier chargement mémoire.
Les informations disponibles sur le système CMS de Transmeta et sur le processeur Denver nous
apprennent qu’ils utilisent un mécanisme similaire pour exécuter des chargements mémoire de manière
spéculative [25, 12]. Cependant, ces architectures étant propriétaires, nous n’avons pas été en mesure
d’obtenir des précisions sur la mise en oeuvre exacte de cette technique ni sur son surcoût matériel.
Dans la suite de cette section, nous présentons notre mise en oeuvre de ces techniques au sein de
Hybrid-DBT. Une étude expérimentale nous a permis d’estimer, à la fois en terme de performance et de
surface, les gains obtenus via cette technique.
4.2.2 Aperçu du système de spéculation
Comme expliqué précédement, nous avons intégré un mécanisme de gestion de la spéculation de
dépendances mémoires dans Hybrid-DBT. Nous avons ainsi modifié le flot d’optimisation logiciel ainsi
que l’architecture matérielle du système.
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Plus précisement, nous avons ajouté ou modifié les éléments suivants :
— l’accélérateur matériel IR Scheduler pour que l’ordonnancement généré permette d’annuler la
spéculation. Celui-ci génère également des masques de rollback.
— deux composants matériels sont ajoutés au VLIW pour simplifier l’exécution spéculative : la Par-
titioned Load/Store Queue (PLSQ), qui est utilisée pour vérifier que l’hypothèse spéculée est
effectivement correcte, et un mécanisme qui s’apparente à l’exécution prédiquée permet de ne
pas exécuter certaines instructions chargées lors du Fetch.




















FIGURE 4.11 – Schéma simplifié du système de spéculation de Hybrid-DBT et des différents acteurs :
le processeur DBT construit les groupes de spéculation et modifie la représentation intermédiaire, le IR
Scheduler génère les binaires VLIW (avec spéculation) ainsi que les masques de rollback, le proces-
seur VLIW possède deux nouveaux composants pour la spéculation : une PLSQ qui permet de vérifier
la spéculation réalisée et de profiler les accès mémoires et un mécanisme pour masquer les instruc-
tions exécutées. Enfin une mémoire, appelée Spec Info contient les différents masques de rollback et
les informations de profilage. Cette mémoire sera utilisée par le processeur DBT pour décider s’il faut
spéculer ou non.
Le principe général du nouveau système est représenté sur la Figure 4.11. Le flot d’optimisation
exécuté par le processeur DBT identifie des groupes de spéculation dans la représentation intermédiaire
d’une procédure. Les dépendances de contrôle entre les accès mémoires et les écritures mémoires
sont retirées de la représentation intermédiaire. Les instructions du bloc sont ensuite ordonnancées
par le IR Scheduler, qui génère non seulement le binaire VLIW, mais aussi des masques de rollback.
Ces masques permettent d’identifier les instructions ayant utilisé une valeur issue d’une instruction
spéculée. Les binaires générés par le IR Scheduler sont exécutés par le VLIW et, à chaque exécution
d’un accès mémoire spéculatif, l’adresse de l’accès est sauvegardée dans la PLSQ et comparée à
l’adresse des opérations d’écriture mémoire du groupe de spéculation. Si la PLSQ détecte un alias
(c’est-à-dire deux accès réalisés à la même adresse), l’exécution reprend à l’endroit du chargement
fautif et ré-exécute le groupe d’instructions en utilisant le masque de rollback. Les instructions utilisant
une valeur "contaminée" par la spéculation sont ré-exécutées mais pas les autres.
La PLSQ est également utilisée pour profiler les accès mémoire des groupes de spéculation : deux
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compteurs sont utilisés pour compter le nombre d’exécutions d’un accès mémoire ainsi que le nombre
d’alias détectés. Grâce à ces informations, le système d’optimisation continu peut décider s’il est ren-
table de spéculer ou non.
Dans la suite de cette section, nous présentons le flot d’optimisation modifié pour supporter la spécu-
lation de dépendance mémoire, puis nous détaillons le fonctionnement de la PLSQ et les modifications
apportées au IR Scheduler.
4.2.3 Description du flot de spéculation dynamique
Afin d’exploiter la spéculation de dépendances mémoire, nous avons modifié le flot d’optimisation
dynamique de Hybrid-DBT. Ce nouveau flot est représenté sur la Figure 4.12. Les niveaux d’optimisation
0 et 1, qui correspondent aux optimisations à l’échelle des instructions ou des blocs de base, n’ont pas
été modifiés. Le second niveau d’optimisation, qui consiste à analyser et optimiser à l’echelle du sous-
programme, a été séparé en trois étapes : la construction des groupes de spéculation (voir ci-après),
l’activation et la désactivation d’une spéculation.
Un groupe de spéculation est une paire d’ensembles (S, L) d’instructions mémoire telle que :
— les instructions de S sont des écritures en mémoire ;
— les instructions de L sont des lectures en mémoire ;
— pour chaque lecture l ∈ L, il existe au moins une écriture s ∈ S située avant la lecture l dans le
binaire RISC-V original ;
— pour chaque écriture s ∈ S, il existe au moins une lecture l ∈ L située après l’écriture s dans le
binaire RISC-V original ;
— une instruction d’écriture s ne peut appartenir qu’à un seul groupe de spéculation.
Plus concrètement, un groupe de spéculation doit permettre de retirer des dépendances mémoire.
De fait, il n’est pas utile d’avoir dans un groupe une écriture mémoire sans aucune lecture qui en dépend,
ni l’inverse.
Dans le second niveau d’optimisation, l’outil d’optimisation dynamique construit le graphe de flot de
contrôle des procédures, déroule certaines boucles et construit des superblocs (voir la partie "Niveau
d’optimisation 2" de la figure 4.12). Une fois ces transformations appliquées, l’outil d’optimisation analyse
les blocs les plus critiques (les traces et les corps de boucle) pour construire des groupes de spéculation
de manière gloutonne. Si le bloc analysé contient plus d’instructions qu’il n’y a d’emplacements dans
le groupe de spéculation, un deuxième groupe est créé. Ce sont les caractéristiques de la PLSQ qui
dictent la taille maximale d’un groupe de spéculation et le nombre de groupes de spéculation qu’il est
possible de créer dans un même bloc. Ensuite, l’outil assigne à chaque groupe une adresse dans la
mémoire Spec Info qui permettra de stocker les masques de rollback et les données de profilage.
Lorsque l’outil d’optimisation dynamique a analysé tous les blocs de la procédure, il va procéder à
la génération des binaires VLIW, en utilisant le IR Scheduler. Il est important de souligner que, à cet
endroit du flot, les groupes de spéculation sont construits mais les dépendances entre les opérations
d’un groupe donné n’ont pas été supprimées. Les binaires VLIW générés ici n’utilisent donc pas la
spéculation. Dans cette première étape, ils sont dans un mode dit de "profilage" : la PLSQ est utilisée
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FIGURE 4.12 – Présentation du flot de traduction et d’optimisation exploitant la spéculation mémoire.
Les niveaux d’optimisation 0 et 1 restent inchangés, et la PLSQ n’est pas utilisée à ce stade. Le niveau
d’optimisation 2 commence par identifier les groupes de spéculations et génère des binaires en mode
profilage. Si le taux d’aliasing d’un groupe passe sous les 10%, le système déclenche la spéculation : les
dépendances mémoire sont retirées et les bits add des loads sont mis à 1. Le IR Scheduler est utilisé
pour générer les binaires VLIW (avec spéculation) et les masques de rollback. Si le taux d’aliasing
passe au dessus de 15%, le système coupe la spéculation : les dépendances mémoires sont ajoutées
de nouveau, et les bits add des stores sont mis à 1. Puis le IR Scheduler est utilisé pour générer des
binaires VLIW (sans spéculation).
informations de profilage sont sauvegardées dans la mémoire Spec Info, à l’emplacement assigné au
groupe de spéculation.
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En parallèle de l’exécution des binaires VLIW, l’outil de DBT parcourt régulièrement la liste des diffé-
rents groupes de spéculation et leurs données de profilage. Si il détecte un groupe en mode profilage
ayant un taux d’alias inférieur à 10%, il active la spéculation pour le groupe (voir la partie "Niveau d’opti-
misation 2 - Ajout spéculation" de la figure 4.12). Pour ce faire, il supprime les dépendances de contrôle
entre les instructions du groupe de spéculation. Si deux instrutions du groupe possèdent également
une dépendance de donnée, celle-ci n’est pas modifiée pour assurer un fonctionnement correct. Une
nouvelle version des binaires est alors générée à partir de cette IR modifiée. Puisque qu’il y a des ins-
tructions spéculatives dans le bloc, le IR Scheduler génère également un masque de rollback pour
chaque groupe de spéculation utilisé. Ce masque est stocké dans la mémoire Spec Info, et sera utilisé
si un alias est détecté pendant l’exécution. Le groupe de spéculation passe alors en mode spéculation.
Quand l’outil de DBT détecte un groupe de spéculation en mode spéculation dont le taux d’alias
est supérieur à 15%, il désactive la spéculation pour le groupe (voir la partie "Niveau d’optimisation 2
- Retrait spéculation" de la figure 4.12). Pour ce faire, il ajoute des dépendances de contrôle entre les
différentes opérations du groupe de spéculation (seulement entre les écritures et les lectures situées en-
suite). Une nouvelle version du binaire et alors générée par le IR Scheduler. Le groupe de spéculation
passe en mode profilage.
Les valeurs de transition entre la phase de profilage et la phase de spéculation (10% et 15%) ont été
choisies à partir des quelques exemples étudiés. Idéalement, il est possible de calculer le gain lié à la
spéculation (différence entre la taille de l’ordonnancement avec et sans la spéculation) ainsi que le coût
d’un rollback. L’outil peut ainsi trouver un palier à partir duquel la spéculation est rentable.
Les sous-sections suivantes sont consacrées à la description des modifications matérielles appor-
tées au système.
4.2.4 Fonctionnement de la PLSQ
Le flot d’optimisation modifié de Hybrid-DBT permet de créer des groupes de spéculation, puis d’ac-
tiver ou de désactiver la spéculation en fonction du taux d’alias mesuré. Dans ce nouveau flot, le com-
posant matériel appelé Partitioned Load/Store Queue (PLSQ) est chargé de comparer les adresses
des différents accès mémoires des groupes de spéculation dans le but de mesurer le taux d’alias et de
déclencher des rollback lorsque cela est nécessaire.
L’organisation interne de la PLSQ est similaire à celle d’une load queue (cf. 4.2.1). Une des prin-
cipales différences provient du fait que la PLSQ est partitionnée, c’est-à-dire qu’elle est organisée en
plusieurs bancs, chaque banc correspondant à une load queue de petite taille. La PLSQ que nous avons
développée est controlée de manière logicielle, en utilisant quatre instructions spécifiques ajoutées au
jeu d’instructions de notre processeur VLIW :
— L’instruction specInit permet d’initialiser la PLSQ avec les informations d’un groupe de spécu-
lation donné (masque de rollback et informations de profilage). Elle est composée d’un champ
specID permettant d’identifier le banc de la PLSQ à utiliser et d’un champ specInfo qui corres-
pond à l’adresse du groupe de spéculation dans la mémoire Spec Info. Cette instruction doit être
terminée avant d’exécuter une instruction d’un groupe de spéculation.
— L’instruction specClear permet de remettre à zéro un banc de la PLSQ, c’est-à-dire de remettre
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tous les champs "ages" à zéro pour ne pas détecter de faux alias avec les instructions qui seront
exécutées ensuite. Cette instruction est uniquement composée d’un champ specId permettant
d’identifier le banc de la PLSQ qui doit être remis à zéro. De plus, cette instruction déclenche
l’incrément des compteurs de profilage de la PLSQ : le compteur d’utilisation d’un groupe de
spéculation est incrémenté à chaque fois que l’instruction de remise à zéro est rencontrée, le
compteur d’alias est, quant à lui, incrémenté si un alias a été détecté depuis la dernière remise à
zéro.
— Les instructions load et store ont été modifiées : un bit a été ajouté pour déterminer si l’accès
mémoire est spéculatif ou non. Si il est spéculatif, un champ specId permet d’identifier le banc
de la PLSQ à utiliser et un bit add permet de décider si l’adresse doit être ajoutée dans la PLSQ
ou comparée aux adresses déjà stockées. Ce bit add permet d’utiliser la PLSQ pour vérifier la
spéculation (les load sont alors ajoutés dans la PLSQ) ou simplement pour profiler le groupe de





























FIGURE 4.13 – Schéma de fonctionnement de la PLSQ, constituée de trois bancs. Outre ces bancs, le
schéma représente également la mémoire Spec Info qui permet de stocker les masques de spéculation
et les informations de profilage ; un registre pour chaque banc contient le masque à appliquer si un alias
est detecté.
La figure 4.13 est une représentation simplifiée d’une PLSQ partitionnée en trois bancs. Les prin-
cipaux signaux permettant de contrôler la PLSQ y sont représentés : specId et specInfo. A ces deux
signaux s’ajoutent les bits init et clear placés à 1 lorsque l’instruction exécutée correspond à un
specInit ou un specClear respectivement. La figure 4.13 représente également la mémoire specInfo
et les différents bancs et registres utilisés pour stocker les masques.
Lorsqu’une instruction specInit est exécutée, l’adresse encodée dans specInfo est utilisée pour
accéder au masque de rollback et aux informations de profilage. Ces informations seront ensuite sto-
ckées dans le banc correspondant, identifié par le signal specId. Les autres instructions sont traitées
au niveau des bancs de la PLSQ.
La figure 4.14 représente l’organisation d’un banc de la PLSQ. Ce banc contient deux compteurs
permettant de profiler les groupes de spéculation et six registres, organisés en registres à décalage,
pour stocker des adresses et les bits d’âge ainsi que les différents comparateurs d’adresse. Les signaux
d’entrée sont ceux des instructions présentées précédemment : add, specId, address et clear.
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FIGURE 4.14 – Schéma de fonctionnement d’un banc de la PLSQ, capable de stocker 6 accès mémoires.
Le schéma représente notamment les registres permettant de compter le nombre d’utilisations et le
nombre d’alias, les registres pour sauvegarder les adresses accédées et les différents comparateurs.
Lorsqu’une instruction d’accès à la mémoire est exécutée et que son bit de spéculation est à 1, elle
est traitée par un banc de la PLSQ. En fonction de la valeur du bit add, deux traitements sont possibles :
— si le bit add est à 1, l’adresse de l’instruction est ajoutée en entrée des registres à décalage, avec
le bit d’âge mis à 1 ;
— si le bit add est à 0, l’adresse de l’accès mémoire est comparée aux adresses stockées dans les
registres à décalage, dont le bit d’âge est à 1. Si une de ces adresses est identique à celle de
l’accès courant, le signal de rollback est déclenché.
Toutefois, l’interprétation du signal rollback est effectuée par le processeur de VLIW, qui ne doit pas
revenir en arrière si c’est un store qui le déclenche (car dans ce cas le groupe de spéculation est en
mode profilage et non en mode spéculation).
Lorsqu’une instruction specClear est exécutée, tous les âges du banc concerné sont remis à zero
et les compteurs sont incrémentés. La nouvelle valeur des deux compteurs est également inscrite dans
la mémoire specInfo.
4.2.5 Modifications de l’accélérateur IR Scheduler
L’accélérateur matériel IR Scheduler, en charge d’ordonnancer les instructions de l’IR, a été mo-
difié pour supporter la spéculation de dépendances mémoire. L’accélérateur modifié ordonnance les
instructions et place les instructions de chargement mémoire aussi tôt que possible. Les autres instruc-
tions sont placées de façon à ce qu’aucun résultat nécessaire pour le rollback ne soit perdu et qu’aucune
écriture mémoire possiblement fausse ne soit exécutée avant vérification. L’accélérateur construit égale-
ment le masque de rollback qui permet d’identifier toutes les instructions qui doivent être ré-exécutées
en cas de mauvaise spéculation.
Pour ce faire, l’algorithme propage des bits de contamination pendant l’ordonnancement afin d’iden-
tifier les instructions utilisant ou générant des données possiblement incorrectes. Un ordonnancement
fin des instructions permet d’assurer que les binaires générés remplissent les contraintes données.
L’algorithme de scoreboard scheduling présenté dans la section 3.3.3 a été modifié pour respecter
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1 for oneInstruction in IR do
2 earliestPlace = windowStart ;
3 for onePredecessor in oneInstruction.predecessors do
4 if onePredecessor.isData then
5 earliestPlace = min(earliestPlace, placeOfInstr[onePredecessor] + latency) ;
6 else
7 earliestPlace = min(earliestPlace, placeOfInstr[onePredecessor] + 1) ;
8 end
9 end
10 rdest = oneInstruction.getDest() ;
11 if oneInstruction.isAlloc then
12 rdest = freeRegisters.get() ;
13 end
14 earliestPlace = min(earliestPlace, lastRead[rdest], lastWrite[rdest]) ;
15 if poisoned[operand] & !instruction.isAlloc then
/* Instruction have to be scheduled after last speculative store */
16 end
17 for oneCycle in window do
18 for oneIssue in oneCycle.issues do
19 if oneIssue.isFree and oneCycle ≥ earliestPlace then




24 if notFound then
25 window.move(max(1, earliestPlace - window.end)) place = window.end
26 end
27 if isSpecLoad then
28 poisoned[dest] = 1 ; // Poison dest
29 mask[place] = 1 ; // Mask instruction
30 end
31 if isSpecStore then
32 lastStore = ... ; // Update last spec store
33 end
34 if poisoned[operand] then
35 poisoned[dest] = 1 ; // Poison dest
36 end
37 if poisoned[operand] ‖ isBranch then
38 mask[place] = 1 ; // Mask instruction
39 end




Algorithm 3: Modifications apportées à l’algorithme de scoreboard scheduling pour supporter le flot
de spéculation proposé. Pendant l’ordonnancement, des bits de poisoning sont utilisés pour identifier
les instructions utilisant et/ou créant des valeurs provenant d’un load spéculatif. Cette information est
utilisée pour construire le masque de rollback.
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ces nouvelles contraintes. L’algorithme 3 est la nouvelle version de l’algorithme. Trois nouveaux tableaux
sont utilisés pour chaque banc de la PLSQ :
— Le tableau lastStores permet de stocker l’emplacement de la dernière instruction d’écriture
mémoire ordonnancée pour le groupe de spéculation.
— Le tableau poisonned contient 64 bits de contamination, un pour chaque registre physique du
VLIW. Ces bits permettent de déterminer si un registre contient une valeur possiblement incor-
recte.
— Le tableau mask contient le masque de rollback en cours de construction. Chaque bit correspond
à l’emplacement d’une instruction dans l’ordonnancement en cours. Si une instruction utilise un
registre contaminé, le bit du masque correspondant à son emplacement est mis à 1. L’instruction
est ainsi ré-exécutée en cas de mauvaise spéculation.
L’algorithme original a été modifié en y ajoutant deux étapes. La première intervient après l’étape
d’allocation des registres temporaires et avant le parcours de la fenêtre d’ordonnancement. Le tableau
poisoned est utilisé pour vérifier si les opérandes de l’instruction à ordonnancer sont contaminés par une
opération spéculative. Si c’est le cas, le résultat de l’instruction risque d’être incorrect. Si le résultat est
écrit dans un registre temporaire, l’instruction peut être placée sans risque car aucune donnée ne sera
perdue. Si l’instruction écrit dans un registre global, il y a un risque d’écraser une valeur vivante (au sens
de liveness), rendant le rollback inefficace. Dans ce cas, une contrainte est ajoutée pour que l’instruction
soit ordonnancée après la dernière écriture mémoire du groupe de spéculation, dont l’emplacement est
stocké dans le tableau lastStores. Si les opérandes de l’instruction ne sont pas contaminés, aucun
traitement spécifique n’est requis.
La seconde étape intervient lorsque l’emplacement de l’instruction est connu. Celle-ci consiste à
propager les bits de contamination et mettre à jour le tableau lastStores et le masque de spéculation.
Si l’instruction ordonnancée est une écriture mémoire spéculative, le tableau lastStores est mis à jour
avec l’emplacement de l’instruction. Si l’instruction est une lecture mémoire spéculative, le registre qui
stocke son résultat est marqué comme contaminé. Si une instruction utilise un opérande contaminé, son
résultat est contaminé également, et le bit du masque correspondant à son emplacement est marqué à
1.
4.2.6 Etude expérimentale
Dans cette section, nous présentons les résultats expérimentaux montrant l’impact de notre tech-
nique de spéculation de dépendances mémoire sur les performances et sur la surface du système. Pour
chaque expérience, le protocole expérimental est présenté succinctement. L’annexe A de ce document
contient une présentation complète de tous les protocoles expérimentaux, ainsi qu’un lien vers un dépôt
contenant les sources et les scripts permettant de reproduire ces études expérimentales.
Performance avec spéculation mémoire
La première étude expérimentale menée mesure la performance de Hybrid-DBT avec et sans la
technique de spéculation de dépendance mémoire. Cette expérience a été menée sur un processeur
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VLIW à quatre voies (dont un unique accès à la mémoire) ainsi que sur un processeur VLIW à 6 voies

































FIGURE 4.15 – Performance obtenue avec et sans le flot de spéculation de dépendances mémoire, pour



































FIGURE 4.16 – Performance obtenue avec et sans le flot de spéculation de dépendances mémoire, pour
un VLIW offrant deux accès à la mémoire. Une valeur plus haute signifie un meilleur temps d’exécution.
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La figure 4.15 représente la performance des différentes exécutions sur le processeur VLIW à 4
voies. On remarque que la majorité des applications profite grandement de la spéculation de dépen-
dances mémoire. En moyenne, cette technique réduit le temps d’exécution de 10%. On remarque éga-
lement que plusieurs applications n’en profitent pas du tout. Parmi celles-ci, les applications deriche,
floyd-warshall, heat-3d, jacobi-1d et nussinov ont été identifiées dans le chapitre 3 comme étant
mal gérée par l’outil. En effet, Hybrid-DBT n’est pas capable d’identifier la boucle principale et de la
dérouler. Une fois encore, cela peut être corrigé en implémentant la construction d’hyperblock. Pour les
applications de Mediabench (les applications entre adpcm-dec et jpeg-dec) la structure du code est
plus complexe et l’implémentation actuelle de la construction de trace ne permet pas de construire des
régions contenant des groupes de spéculation.
La figure 4.16 représente la performance des différentes exécutions sur le processeur VLIW à 6
voies. Ce processeur permet d’exécuter deux instructions mémoire en parallèle. On peut voir que le
flot de spéculation de dépendances mémoire apporte le même gain que pour un processeur n’offrant
qu’une seule voie d’accès à la mémoire.
Surcoûut en surface




VLIW (4 issues) 106 621
BOOM 513 048
LSQ
size = 8 17 938
size = 16 36 692
size = 32 81 189
PLSQ size = 4× 4 4 144
Spec Info 6 300
IRScheduler 8 630
TABLE 4.1 – Surface des différents composants matériels.
Le tableau 4.1 contient la surface des composants modifiés ou ajoutés pour supporter le flot de
spéculation. Nous avons également synthétisé la Load/Store Queue du processeur BOOM en modifiant
sa taille. On peut observer que la surface utilisée par notre PLSQ est beaucoup plus faible que celle
utilisée par la LSQ du BOOM. Deux points expliquent cette différence :
— notre PLSQ ne contient qu’une file alors que la LSQ du BOOM contient une file pour la Load
Queue et une file pour la Store Queue qui stocke également la valeur à stocker en mémoire ;
— notre PLSQ est partitionnée, réduisant ainsi le nombre de comparaisons à réaliser en parallèle.
Globalement, l’ajout du IR Scheduler, de la mémoire Spec Info et de la PLSQ est moins coûteux




Dans ce chapitre, nous avons présenté deux flots d’optimisation continue. Le premier permet de gé-
rer les processeurs VLIW dynamiquement reconfigurables et de choisir dynamiquement la configuration
la plus adaptée à chaque procédure d’une application. Le second flot permet de gérer la spéculation de
dépendances mémoire pour pouvoir exécuter les chargements mémoire aussi tôt que possible.
Les résultats des différentes études expérimentales ont montré que le premier flot permet d’augmen-
ter les performances ou de réduire la consommation du système en suivant des directives système. Le
second flot permet d’augmenter la performance du système de 10% en moyenne, au prix d’un surcoût
en surface faible.
Il est important de remarquer que ces deux flots d’optimisation utilisent de manière intensive l’accé-
lérateur IR Scheduler. En effet, lors de la phase d’exploration du premier flot présenté, l’accélérateur
est utilisé pour générer des ordonnancements pour chacune des configurations du VLIW, permettant
ainsi de calculer leurs scores. Dans le deuxième flot, la version améliorée du IR Scheduler est utilisée
pour passer du mode dit "profilage" au mode spéculation. Nos différents choix de conception reposent




Dans ce document, nous avons présenté nos travaux de recherche qui portent sur l’utilisation d’ac-
célérateurs matériels pour la traduction dynamique de programmes binaires. Nous avons proposé un
partitionnement logiciel/matériel pour un flot de DBT et développé trois accélérateurs pour permettre de
réduire le coût de la traduction. Ceux-ci sont en charge de réaliser la première traduction des binaires,
de construire la représentation intermédiaire et d’ordonnancer les instructions sur les différentes voies
d’exécution du VLIW. L’utilisation de ces accélérateurs permet de diviser le coût de ces transformations
par 150, en comparaison à une implémentation logicielle. Concernant la performance globale de notre
système, nos résultats montrent également que l’accélération matérielle réduit le temps d’exécution de
5% et l’énergie consommée de 21%. Sur les applications de Polybench, notre système permet d’être
48% plus rapide qu’un processeur à exécution dans l’ordre et d’atteindre 98% des performances d’un
processeur superscalaire à exécution dans le désordre.
Deux autres contributions ont porté sur l’exploitation de ces accélérateurs pour explorer plusieurs
types d’optimisations continues. La première contribution consiste à exploiter des processeurs VLIW
dynamiquement reconfigurables afin de déterminer la configuration la plus proche des besoins appli-
catifs. Cette approche permet d’offrir les meilleurs compromis entre la performance et l’efficacité éner-
gétique. La seconde contribution consiste à exploiter des mécanismes de spéculation de dépendance
mémoire en déterminant, à l’exécution, les dépendances à spéculer. Ici encore, notre approche logi-
cielle/matérielle permet d’augmenter les performances du système de 10% tout en maintenant le sur-
coût matériel bas.
Le projet Hybrid-DBT est disponible sur Git-Hub 1. Il est composé du flot de traduction et d’optimisa-
tion, de la description des trois accélérateurs et du processeur VLIW.
L’idée d’un support matériel pour la compilation n’est pas nouvelle : la machine Symbol [57], déve-
loppée en 1971, est basée sur une approche similaire. Il a cependant fallu près de 10 ans pour la mise
en oeuvre et le débogage de ce système. David Ditzel, le co-fondateur de la société Transmeta qui a
proposé une analyse post-mortem du projet [27], a conclu qu’un compilateur était beaucoup trop com-
plexe pour pouvoir être réalisé en matériel. C’est l’une des raisons qui a motivé le choix de Transmeta
d’utiliser une approche logicielle lors du développement du Code Morphing Software.
Toutefois, l’amélioration récente des outils de synthèse de haut-niveau a grandement simplifié le
développement matériel. En effet, grâce à la HLS, il est possible de décrire le comportement et l’ar-
chitecture d’un composant et de générer une description matérielle rapidement. L’utilisateur peut ainsi
explorer différents choix architecturaux, différents compromis entre la performance, l’énergie ou la sur-
face du composant. De plus, l’utilisation du langage C permet de simplifier le partitionnement logiciel
matériel d’un outil. Lors du développement de nos différents accélérateurs, l’intégralité du travail de dé-
veloppement (et de déboggage) a été fait sur la version C du programme. Lorsque le C est correcte,
1. https ://github.com/srokicki/HybridDBT
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l’outil de HLS génère la description matérielle et une phase de simulation vérifie le comportement de
l’accélérateur. Dans notre plateforme, les différents accélérateurs matériels, le processeur DBT ainsi
que le processeur VLIW ont tous été développés via la synthèse de haut-niveau. Pour le processeur
VLIW, nous avons en fait réalisé un modèle RTL du processeur en C. Retrospectivement, les travaux
que nous avons réalisés n’auraient sans doute pas été possibles sans ces outils.
Perspectives de recherche
Les travaux de cette thèse ont porté sur la traduction dynamique de binaire. Bien qu’une petite
communauté continue à étudier cette thématique de recherche, il n’y a que très peu de travaux sur la
DBT ciblant les processeurs VLIW, similaires à Transmeta ou à Denver. Un tel outil est très complexe
à mettre en oeuvre et demande de combiner une expertise en compilation, en micro-architecture et en
conception matérielle (CAO), soit trois communautés disctinctes. Par ailleur, certains de nos résultats
(accélération matérielle) se sont avérés difficiles à valoriser dans la communauté "compilation", qui reste
focalisée sur les aspects algorithmiques. De même, nous avons pu constater que les enjeux liés à la
compilation dynamique étaient souvent mal compris dans la communauté "CAO/systèmes embarqués".
Il est à noter que ces approches de DBT souffrent du fait que les principaux jeux d’instruction (ARM,
x86) sont propriétaires, et il est de fait difficile de proposer ce type d’outils sans risquer de litiges. Par
exemple, Microsoft a récemment proposé un outil permettant d’exécuter les applications x86 sur les
systèmes Arm via une phase de traduction dynamique de binaire. Suite à cette annonce, la société
Intel a menacé d’engager des poursuites contre Microsoft. Il est par ailleurs important de comprendre
que développer un tel outil sous une licence open-source ne résous pas ce type de problème, bien au
contraire (ceci explique peut-être la faible quantité de travaux dans le domaine).
Pour ces raisons, nous avons donc fait le choix d’un jeu d’instruction libre de droit, porté par le
consortium RISC-V. Outre que ce choix nous a libéré des contraintes juridiques, il nous a également
permis de bénéficier du dynamisme de cette communauté, qui s’est très fortement développée depuis
le début de cette thèse. Dans cette logique, nous fait le choix de mettre notre outil à disposition de cette
communauté.
Dans la suite de cette section, nous détaillons plusieurs pistes de recherche à court et moyen terme
autour de ces problématiques.
Intégration dans un système d’exploitation
Les travaux de cette thèse se sont principalement concentrés sur le flot de traduction et d’optimi-
sation ainsi que sur le développement des accélérateurs matériels. Des aspects essentiels du système
n’ont pas été étudiés précisément. Par exemple, la gestion du cache de traduction est un élément im-
portant d’un outil de DBT qui n’est pas modélisé dans notre outil. Grâce à l’utilisation d’accélérateurs
matériels, le système est capable de traduire une instruction RISC-V en moins de deux cycles, ou d’or-
donnancer une instruction de l’IR en quatre cycles. Ce temps de traduction est similaire à celui d’un
cache miss. La gestion du buffer de traduction est fortement influencée ces résultats de performance.
Il serait intéressant de mesurer le niveau de performance du système en utilisant plusieurs tailles pour
110
le cache de traduction et plusieurs politiques de remplacement. Cette réduction de la taille du cache
pourrait être un autre avantage lié à notre approche.
La gestion des codes auto-modifiants est également un aspect important. Non seulement il faut être
capable de gérer ce type d’application en détectant les portions de code qui ont été modifiées et en
invalidant la traduction qui a été faite, mais également en essayant de gérer ce code de manière effi-
cace. Le fait d’exécuter des applications qui se modifient très souvent (des compilateurs dynamiques
par exemple) va nécessiter de retraduire les binaires très souvent. Cela peut également augmenter l’in-
térêt de nos travaux. C’est d’ailleurs une piste intéressante pour la continuation de nos travaux : certains
articles ont étudié les interactions possibles entre différents niveaux de compilation dynamique [88]. Par
exemple lors de l’exécution d’une application Android (application déployée en bytecode Dalvik puis
compilée dynamiquement) sur un processeur Efficeon de Transmeta, le premier compilateur dynamique
va analyser le bytecode contenant des informations de haut-niveau pour générer des binaires x86 ;
ensuite, le Code-Morphing Software de Transmeta va analyser ce binaire pour construire une repré-
sentation de plus haut niveau qu’il va utiliser pour générer des binaires VLIW. Dans un tel scénario, de
l’information est perdue entre les deux outils de compilation dynamique et les auteurs montrent qu’il est
possible de faire communiquer les deux outils pour améliorer la qualité du binaire généré. L’utilisation
de notre flot open-source permettrait d’aller plus loin dans cette direction et peut-être de modifier les
première étapes de la DBT pour faire en sorte, par exemple, que les outils de compilation Javascript
génèrent une version riche de l’IR.
Construction dynamique de traces
Les résultats des différentes études expérimentales soulignent le besoin de construire des blocs
d’instructions plus grands. L’implémentation des techniques classiques de compilation (par exemple la
construction d’hyperblock) permettrait d’augmenter les performances de certaines applications. Dans
la version actuelle, le processeur DBT réalise une construction très basique de superblocks avant que
ceux-ci ne soient ordonnancés par le IR Scheduler.
Les processeurs VLIW et les processeurs OoO ont deux visions opposées de la construction de
traces : dans les processeurs VLIW, les traces sont construites statiquement par le compilateur et ne
sont jamais remises en question ; à l’opposé, le processeur OoO ré-ordonnance toujours les instructions
situées sur sa trace d’exécution actuelle. Notre approche se situe entre les deux autres. En effet, l’uti-
lisation des accélérateurs matériels pour l’ordonnancement des instructions permet de ré-ordonnancer
très souvent les instructions.
On peut ainsi imaginer un mécanisme similaire aux prédicteurs de branchements utilisés dans les
OoO, permettant de construire dynamiquement les traces les plus probables. Le processeur DBT peut
ainsi les consulter régulièrement pour vérifier si une autre trace ne serait pas plus adaptée à l’état actuel
de l’exécution. Une approche similaire a été proposée par Yourst et al. [92] sans toutefois qu’ils ne
proposent d’implémentation des mécanismes ni d’informations sur le surcoût matériel.
Dans le flot d’optimisation de Hybrid-DBT, la fusion de deux blocs de l’IR est réalisée par le proces-
seur DBT et est beaucoup plus coûteuse que l’ordonnancement des instructions. Si on souhaite ajouter
un mécanisme capable de construire et de mettre à jour des traces d’instructions à une granularité très
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fine, il faut également réduire le coût de cette transformation. Pour cela, nous pensons généraliser le
processus de spéculation mis en oeuvre dans le chapitre 4. En effet, les modifications réalisées sur le
IR Scheduler ajoutent des bits de contamination et un mécanisme permet de s’assurer qu’une instruc-
tion qui altère définitivement l’état de l’exécution (écriture mémoire ou modification d’un registre global)
soit placée en dehors de la zone de spéculation. Une généralisation de ce mécanisme permet d’ordon-
nancer plusieurs blocs dans la même fenêtre d’ordonnancement sans avoir à modifier l’IR à chaque
changement de trace.
Failles de sécurité liées aux mécanismes de spéculation
En janvier 2018, Kocher et al. rendent public le fonctionnement de la faille Spectre [53]. L’idée de
cette faille est d’exploiter les mécanismes de spéculation et les caches des processeurs à exécution
dans le désordre pour lire le contenu de zones mémoire protégées.
1 char array1[100], array2[65536] ;
2 int index = @target ;
3 if index<array1.size then
4 char a = array1[index] ;
5 int index2 = (a*0x100) + 0x200 ;
6 if index2<array2.size then
7 char b = array2[index2] ;
8 end
9 end
10 ... ; // Cache Side Channel
FIGURE 4.17 – Exemple d’attaques de type Spectre, exploitant les mécanismes de spéculation des
processeurs à exécution dans le désordre.
La faille Spectre concerne les processeurs superscalaires à exécution dans le désordre capables
de spéculation. La version la plus connue de l’attaque exploite le mécanisme de prédiction de bran-
chements. Un exemple d’une telle attaque est donné sur la figure 4.17. Dans cet exemple, l’attaquant
contrôle la valeur de @target et fait en sorte que l’adresse array1 + @target pointe vers la donnée qu’il
souhaite obtenir. Le code utilisé est constitué de deux accès tableau : le premier accès se fait sur le
tableau array1 à l’offset choisi par l’attaquant ; le second accès se fait sur le tableau array2, à un index
calculé à partir du résultat du premier accès.
Dans un premier temps, l’attaquant entraine le prédicteur de branchement pour que le chemin entrant
dans les deux if soit privilégié. Il va donc réaliser de nombreux accès à un index correct. Après un
certain temps, l’attaquant s’assure que le tableau array2 n’est pas présent dans le cache, met l’index à
la valeur @target et exécute de nouveau le code. Le prédicteur de branchement prédit que l’exécution
entre dans les deux if et exécute spéculativement le premier accès, le calcul du deuxième index, ainsi
que le deuxième accès. A un moment donné, le processeur réalise que, cette fois-ci, l’index est inférieur
à la taille du tableau et invalide les valeurs de a et de b. Cependant, en mesurant le temps d’accès aux
différentes valeurs de array2, l’attaquant peut trouver laquelle est déjà présente dans le cache et, par
conséquent, déduire la valeur de index2 et donc la valeur de a. Cette exploitation du cache pour faire
112
fuiter la donnée est appelée Cache Side Channel Attack.
Une deuxième variante de la faille Spectre exploite le mécanisme de spéculation de dépendances
mémoire et la LSQ.
Les failles Spectre étant causées par les mécanismes de spéculation des processeurs OoO, un pro-
cesseur VLIW ne devrait pas y être sensible. Toutefois, les différents mécanismes de spéculation des
processeurs OoO trouvent leur équivalent dans des transformations de compilation : la prédiction de
branchement équivaut à la création de traces et la spéculation de dépendance mémoire est également
réalisée par certains compilateurs ciblant des processeurs VLIW. Dans notre plateforme, ces trans-
formations sont appliquées dynamiquement. Par conséquent, notre système est vulnérable aux failles
Spectre.
Les contre-mesures actuelles consistent à insérer une instruction permettant de stopper la spécu-
lation dans les zones sensibles. L’identification de ces zones est faite statiquement par le compilateur.
Cette solution a un impact très important sur la performance des processeurs OoO car la spéculation
est la cause principale de leur niveau de performance.
L’étude de ces failles dans le contexte des processeurs VLIW basés sur la DBT est donc une piste
de travail intéressante. En effet, nous pensons que ces contre-mesures sont plus simples à mettre en
place pour de tels systèmes. La raison est que les outils de DBT ont un contrôle beaucoup plus précis
de la spéculation et de l’ordonnancement généré. Ces outils peuvent profiler l’exécution et détecter des
indicateurs de faille Spectre, puis bloquer ou limiter la spéculation. De plus, les différentes failles Spectre
ne sont exploitables qu’à travers une double indirection (accès à la valeur, calcul d’un index dépendant
de cette valeur et accès à la mémoire). Un tel schéma d’accès peut être identifié dans notre flot en
propageant les bits de contamination (voir la section 4.2.5) et des contraintes peuvent être ajoutées
pour que le deuxième accès soit placé en dehors de la zone de spéculation. Cette solution aurait un
impact beaucoup plus faible sur les performances.
Au-delà des failles Spectre, étudier les aspects de sécurité liés à l’utilisation de la DBT est également
une piste de recherche prometteuse.
Utilisation de plateformes multi-cœurs hétérogènes avec Hybrid-DBT
Notre principale motivation lors du développement de l’outil Hybrid-DBT est son utilisation dans un
système multi-cœurs hétérogène. En effet, notre outil permet d’ajouter un autre type de cœur dans
ces systèmes, tout en conservant l’illusion d’un jeu d’instructions unique. Nos résultats expérimentaux
montrent que, sur certaines applications, Hybrid-DBT permet d’atteindre un niveau de performance
supérieur à celui des processeurs OoO, tout en consommant moins d’énergie. L’utilisation d’une archi-
tecture VLIW permet de s’adapter en fonction des caractéristiques de l’application à exécuter, là où les
systèmes big.LITTLE actuels ne permettent de s’adapter qu’à la charge de travail.
Dans un tel système, allouer dynamiquement un processeur à une application en cours d’exécution
est un problème non trivial. En effet, il est difficile de prévoir le niveau de performance d’un proces-
seur sur une application donnée. La génération dynamique de cette allocation constitue une piste de
recherche intéressante. Il faut définir un ensemble d’indicateurs de performance et les extraire pen-
dant l’exécution de l’application sur l’un des processeurs. Par exemple, ces indicateurs peuvent être
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la taille moyenne des blocs de base, la proportion d’accès mémoire, le taux de cache-miss ou encore
des informations liées à la prédiction de branchements. Dans des architectures OoO, des indicateurs
plus poussés peuvent capturer le taux de réutilisation d’un ordonnancement ou le taux de mauvaise
spéculation. Une fois ces indicateurs réunis, des algorithmes de classification peuvent être utilisés pour
décider du meilleur processeur à utiliser. Par exemple, une application ayant des blocs larges, avec peu
d’accès à la mémoire et des ordonnancements réguliers est une candidate parfaite pour une exécution
sur VLIW. Cette approche peut être complexifiée en ajoutant d’autres types de processeurs.
Les systèmes multi-cœurs hétérogènes offrent également d’autres possibilités. Par exemple, il est
possible d’utiliser ces indicateurs de performance pour identifier plus rapidement les points chauds de
l’exécution et pour les optimiser en avance de phase. Ainsi, l’application est migrée sur le processeur
VLIW quand l’outil de DBT a déjà généré une version efficace des binaires.
Liste des publications
Les travaux de cette thèse ont mené à trois publications dans des journaux ou dans des conférences
internationnales, une publication dans une conférence française et une publication dans un workshop
international. Ces publications sont les suivantes :
— Simon Rokicki, Erven Rohou et Steven Derrien, Hybrid-JIT : Hardware Accelerated JIT Compi-
lation for Embedded VLIW Processor au 5th International Workshop on Dynamic Compilation
Everywhere, 2016, Barcelone
— Simon Rokicki, Erven Rohou et Steven Derrien, Hybrid-JIT : Compilateur JIT Matériel/Logiciel
pour les Processeurs VLIW Embarqués à Conference d’informatique en Parallelisme, Archi-
tecture et Systeme (Compas), 2016, Lorient
— Simon Rokicki, Erven Rohou et Steven Derrien, Hardware-Accelerated Dynamic Binary Trans-
lation à IEEE/ACM Design, Automation and Test in Europe Conference and Exhibition (DATE),
2017, Lausanne
— Simon Rokicki, Erven Rohou et Steven Derrien, Supporting Runtime Reconfigurable VLIWs
Cores Through Dynamic Binary Translation à IEEE/ACM Design, Automation and Test in Eu-
rope Conference and Exhibition (DATE), 2018,
— Simon Rokicki, Erven Rohou et Steven Derrien, Hybrid-DBT : Hardware/Software Dynamic Bi-
nary Translation Targeting VLIW dans le journal IEEE Transactions on Computer-Aided Design
of Integrated Circuits and Systems, 2018
Ces travaux ont également été présentés aux 10èmes Journées de la Compilation en 2016 à Banyuls-
sur-Mer, lors du 6ème Workshop RISC-V en 2017 à Shanghai et un poster a été présenté à la conférence
International Symposium on Code Generation and Optimization en 2016 à Barcelone.
Enfin, un article nommé Aggressive Memory Speculation in HW/SW Co-Designed Machines a été
soumis à DATE’19 et est actuellement en phase d’évaluation par les pairs. Celui-ci reprend les travaux
sur la spéculation de dépendances mémoire présentés dans le chapitre 4.
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Plusieurs études expérimentales ont été réalisées dans ce document pour mesurer l’efficacité de
notre approche. Un objectif de ces travaux était de mettre en place un outil de recherche open-source
pour la traduction dynamique de binaires, la reproductibilité des résultats est un point important.
Cependant, de nombreuses expériences demandent des outils qui nécessitent une licence (Catapult
HLS, Design Compiler, Modelsim). Ainsi, les études expérimentales qui mesurent la surface, fréquence
et consommation d’une architecture ne seront pas facilement reproductibles.
Cependant, toutes les autres expériences, qui visent à mesurer la performance de notre système et
à les comparer à d’autres types de processeurs, sont scriptées et peuvent être reproduites facilement.
Un dépot Git 1 a été mis en place avec le code source des différentes applications utilisées comme
benchmark, des consignes détaillées pour installer les différents outils, et des scripts pour lancer les
experiences et réunir les résultats. Dans la suite de cette annexe, nous tâchons de décrire de façon
détaillée les protocoles expérimentaux utilisés pour les différentes expériences menées dans ce docu-
ment.
Experience Section Reproductibilité Outils nécessaires
Performance des accélérateurs 3.4.1 % Flot ASIC et Catapult
Performance de Hybrid-DBT 3.4.2 ! Gem5 et Hybrid-DBT
Intérêt de l’accélération 3.4.3 ! Hybrid-DBT
Coût en surface des accélérateurs 3.4.4 % Flot ASIC et Catapult
Performance de la reconfiguration dynamique 4.1.5 ! Hybrid-DBT
Utilisation des configurations 4.1.5 ! Hybrid-DBT
Etude de la reconfiguration dynamique 4.1.5 ! Hybrid-DBT
Performance de la spéculation mémoire 4.2.6 ! Hybrid-DBT
Coût en surface de la spéculation 4.2.6 % Flot ASIC et Catapult
TABLE A.1 – Liste des études expérimentales menées pour valider les résultats présentés dans ce
document, classées selon leur ordre d’apparition. Les expériences marquées comme non reproductibles
sont celles qui ne peuvent pas être reproduite sans licence payante.
Protocoles expérimentaux
Pour toutes les expériences impliquant une exécution, les différentes applications de Polybench et de
Mediabench ont été compilées pour le jeu d’instructions RISC-V 64 bits, avec le niveau d’optimisation
1. https ://github.com/srokicki/HybridDBT-benchmarks
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O3. Ces applications sont également linkés statiquement avec la Newlib. Les binaires obtenus sont
utilisés pour toutes les exécutions. La suite d’applications Polybench donne accès à des paramètres
permettant de contrôler le temps d’exécution des applications. Celles-ci ont été calibrées pour prendre
entre 25 et 600 millions de cycles d’exécution. Les temps d’exécution des applications de Mediabench
sont distribués entre 4 et 400 millions de cycles. Dans la suite cette section, nous listons les protocoles
expérimentaux utilisés dans chacune des expériences reproductibles, listées dans le tableau A.1.
Performance de Hybrid-DBT
Pour cette expérience, les applications ont été exécutées avec trois simulateurs différents :
— Le scénario d’exécution sur un processeur OoO utilise la version RISC-V du simulateur GEM5.
Le modèle de processseur utilisé est disponible sur le dépot Git et est inspiré du modèle de
processeur big fourni dans GEM5.
— Le scénario d’exécution sur un processeur à exécution dans l’ordre utilise un simulateur de pro-
cesseur pipeliné disponible sur le dépot de Hybrid-DBT.
— Les trois scénarios basés sur Hybrid-DBT utilisent notre similateur de VLIW.
Ces trois outils simulent une hiérarchie de cache composée d’un L1 de 16 ko et d’un L2 de 256 ko.
Les simulateurs pour le processeur in-order et pour le processeur VLIW utilisent exactement la même
modélisation du cache, tandis que la simulation du GEM5 est différente. Cette différence impacte l’exé-
cution de certaines applications.
Les trois scénarios d’exécutions basés sur Hybrid-DBT utilisent des niveaux d’optimisation diffé-
rents :
— Le niveau O0 n’utilise que le First-pass Translator pour réaliser la traduction naïve des ins-
tructions RISC-V.
— Le niveau O1 utilise également le IR Generator et le IR Scheduler pour ordonnancer les ins-
tructions à l’échelle du bloc de base.
— Le niveau d’optimisation O2 applique également les optimisations à l’échelle des procédures : la
construction de superblocs, le déroulage de certaines boucles et une réallocation des registres
globaux. Pour cette expérience, la spéculation de dépendances mémoire est également activée.
Pour estimer l’énergie dissipée lors de ces exécutions, nous avons synthétisé le processeur Rocket,
le processeur Boom et notre processeur VLIW pour une technologie 28 nm Low Power, High Threshold
de STMicroelectronics. Pour notre processeur VLIW, nous avons ensuite réalisé une simulation précise
au niveau cycle afin d’obtenir le taux de changement d’états de chaque porte logique du processeur.
Avec cette information, DesignCompiler est capable d’estimer la puissance dissipée de manière très
précise. Pour les processeurs Rocket et Boom, nous avons utilisé les fichiers VCD générés par Verila-
tor pour dériver le taux de changement d’états des ports de chaque composant. Design Compiler est
ensuite capable de propager cette information pour estimer la puissance consommée, mais cette esti-
mation est moins précise que celle basée sur la simulation gate-level. Les valeurs obtenues lors de cette





Surface (µm2) 30 851 106 621 598 116
Consommation (mW) 10,3 56,7 203,8
TABLE A.2 – Valeurs utilisées pour l’estimation de la consommation d’énergie des différentes exécutions.
Intérêt de l’accélération matérielle
Dans cette expérience, nous avons mis en avant l’impact des accélérateurs matériels sur la per-
formance des exécutions. Dans le simulateur de Hybrid-DBT, le coût des optimisations est également
simulé : le simulateur applique les transformations de manière instantanée, et modélise le temps d’op-
timisation t_opt à partir du temps de traitement moyen d’une instruction. Le simulateur exécute ensuite
t_opt cycles sur le processeur VLIW sans appliquer d’autres optimisations. L’énergie dépensée pour
l’optimisation est également estimée à partir de la puissance dissipée par les accélérateurs et par le
processeur DBT.
Pour cette étude expérimentale, Hybrid-DBT a été configuré à son plus haut niveau d’optimisation.
La spéculation de dépendances mémoire ainsi que le support pour les VLIW dynamiquement reconfigu-
rables sont activés (ce dernier flot utilise un coefficient energy_ratio de 100%, privilegiant ainsi l’efficacité
énergétique).
Les applications ont été exécutées deux fois, en utilisant des modélisations différentes du temps et
de l’énergie consacrés à l’optimisation.
Performance de la reconfiguration dynamique et utilisation des différentes confi-
gurations
Cette étude expérimentale utilise uniquement Hybrid-DBT. Chaque application est exécutée six fois :
— Quatre exécutions utilisent des configurations de VLIW fixées à deux, quatre, six ou huit voies
d’exécution.
— Les deux autres exécutions ont été réalisées en utilisant la gestion de la reconfiguration dyna-
mique, avec des coefficients de 10% et de 90%.
Pour cette étude expérimentale, toutes les optimisations de Hybrid-DBT ont été activées (y compris
la spéculation de dépendances mémoire). Les exécutions utilisant le support pour les VLIW dynamique-
ment reconfigurables ont également permis de compter le nombre d’utilisations de chaque configuration
du processeur VLIW. En effet, pour chaque procédure identifiée, Hybrid-DBT construit le front de Pareto
et renvoie le nombre d’apparitions de chaque configuration.
Performance de la spéculation de dépendances mémoire
La dernière étude expérimentale mesure la gain en performance lié à l’utilisation de la spéculation
de dépendances mémoire. Pour cette expérience, les différentes applications ont été exécutées avec et
sans le flot de spéculation de dépendances mémoire, sur deux configurations différentes du processeur
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VLIW (une à 4 voies dont une qui permet d’accéder à la mémoire, l’autre à 6 voies dont deux permettent
d’accéder à la mémoire).
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Titre : Accélération matérielle pour la traduction dynamique de pro-
grammes binaires
Mot clés : Systèmes embarqués, Traduction Dynamique de Binaires, VLIW, Accélération matérielle
Resumé : Cette thèse porte sur l’utilisation
de techniques d’accélération matérielle pour la
conception de processeurs basés sur l’optimisa-
tion dynamique de binaires. Dans ce type de ma-
chine, les instructions du programme exécuté par
le processeur sont traduites et optimisées à la vo-
lée par un outil de compilation dynamique intégré
au processeur. Ce procédé permet de mieux ex-
ploiter les ressources du processeur cible, mais est
délicate à exploiter car le temps de cette recompi-
lation impacte de manière très significative l’effet
global de ces optimisations.
Dans cette thèse, nous montrons que l’uti-
lisation d’accélérateurs matériels pour certaines
étapes clés de cette compilation (construction de la
représentation intermédiaire, ordonnancement des
instructions), permet de ramener le temps de com-
pilation à des valeurs très faibles (en moyenne 6
cycles par instruction, contre plusieurs centaines
dans le cas d’une mise en œuvre classique). Nous
avons également montré comment ces techniques
peuvent être exploitées pour offrir de meilleurs
compromis performance/consommation sur cer-
tains types de noyaux de calculs. La thèse à éga-
lement débouché sur la mise à disposition de la
communauté de recherche du compilateur déve-
loppé.
Title : Hardware acceleration of Dynamic Binary Translation
Keywords : Embedded Systems, Dynamic Binary Translation, VLIW, Hardware/Software Co-Design
Abstract : This thesis is focused on the hardware
acceleration of processors based on Dynamic Bi-
nary Translation. Such architectures execute bina-
ries by translating and optimizing each instruction
at run-time, thanks to a DBT toolchain embedded
in the system. This process leads to a better res-
source utilization but also induces execution time
overheads, which affect the overall performances.
During this thesis, we’ve shown that the use of
hardware components to accelerate critical parts
of the DBT process (First translation, genera-
tion of an intermediate representation and instruc-
tion scheduling) drastically reduce the compilation
time (around 6 cycles to schedule one instruction,
against several hundreds for a fully-software DBT).
We’ve also demonstrated that the proposed ap-
proach enables several continuous optimizations
flow, which offers better energy/performance trade-
offs. Finally, the DBT toolchain is open-source and
available online.
