This research work focuses on the design and implementation of a facial expression detection system focusing mainly on three expressions which are happiness, anger and sadness. Every image is received as jpeg files, Images are then preprocessed forl feature extractions. Feature extraction on each images received is extracted using principal component analysis (PCA), extracted features are passed to the neural networks. Java object oriented programming language and support vector machines (SVM) algorithm was used in the design and implementation of the system. In this research work, facial expression detecting system is implemented using java programming language and SVM algorithm. The project introduces a simple architecture for human facial expression detection and elaborate more on what facial expression and facial expression detection system is about. The project looks into the existing system, identifies the problem thereby deploying a new system which is user interactive. The system developed achieved a good result of 81.25% for happiness, 75% for anger and 60% for sadness.
INTRODUCTION
Facial expression is one or more motions or positions of the muscles beneath the skin of the face. [29] These movements convey the emotional state of an individual to observers. Facial expressions are the most important information for emotions perception in face to face communication and a form of nonverbal communication. They are a primary means of conveying social information between humans, but they also occur in most other mammals and some other animal species. Facial expression detection is one of the most relevant applications of image processing and biometric system, it is not an easy task because of circumstances like illumination, facial occlusions, face colour, shape etc. These expressions can vary between individuals [28] . Face detection systems have many problems pertaining to pose, light, facial expression and quality of picture. It can be solved by applying some sort of image preprocessing before they are applied for further analysis purpose. Face detection determines the locations and sizes of faces in an input image, they are easily located in cluttered scenes by infants and adults alike. However, automatic human face detection by computers is a very challenging task because face patterns can have significantly variable image appearances [28] & [29] . For example, human faces vary from genders, ages, hair styles and races etc. In addition, the variations of scales, shapes and poses of faces in images also hinder the success of automatic face detection systems. Several different approaches have been proposed to solve the problem of face detection and each approach has its own advantages and disadvantages [28] .
STATEMENT OF PROBLEM
Emotions are read by humans through detection of face muscles and behaviour of some features on the face. We detect faces effortlessly in a wide range of conditions, under bad lightning conditions or from a great distance and this conditions might not allow us to get the accurate expression of the face. This system will help in reducing the difficulty in detecting human expressions accurately.
THE PROPOSED SYSTEM
Looking into the problem statement and having an insight on the already existing system, the system will be able to detect the primary emotions which are sadness, anger and happiness and to easily tell if the user is in any of this three states. The system will be human-computer interaction systems that will help detect human facial expression and emotions, it will provide the ability to perform real-time, frame-by-frame analysis of the emotional responses of users, detecting and tracking expressions. 
METHODOLOGY
The system was developed after the model has been designed, the system is designed to recognize three basic expressions only which are happy, sad and angry. The learning algorithm for the model deployed is Neural Networks with one hidden perceptron's for Parameter Optimization, it is a supervised learning model [6] 
Every image is received as jpeg files, Images are then converted to buffered images (object of a class in java) for graphical feature extractions. Feature extraction on each images received is being extracted using principal component differences and dimensions, extracted features are passed to the neural networks [6] , [7] , [15] & [18] . Classification function of each class is given as and the classification is modeled by winner takes all i.e. class with highest probability owns data. Java object oriented programming language and support vector machines (SVM) algorithm was used in the design and implementation of this system [4] . The system has four interfaces and they are; 
The Home Page
The home page is the first interface of the system, it is the first page where users can click on file and then select option on what they want to do on the system. The file button has different options which are classification, predict, view result and exit. Classification takes users to the training phase, predictions shows an interface for testing data and prediction of the result view result brings out the output result after prediction. 
Training Phase
During training, the network is trained to associate outputs with input patterns. When the network is trained, it identifies the input pattern and tries to output the associated output pattern. The power of neural networks is realized when a pattern of tokens, during testing, is given as an input and it identifies the matching pattern it has already learned during training.
The User will browse on the data for the three different expressions, select a file name for the data model and then click on the train button. The process is then completed and moves to the testing phase. Click on the browse button for happy face and select an image that will be used to train the system, the same procedure is done for the other two expressions which are happiness and sadness. When this is done, the user then clicks on the train button and accuracy result comes up. The result is then completed and moves on to the testing phases to test the image that is to be predicted. The data model file that was used in the testing phase is stored in a folder where the software is located as a .ser file 
Testing phase
Once the training is over, the system is ready to recognize gesture presented as its input. If user wants to recognize the gesture of existing image, then it can be loaded from memory of the computer and the data model file is select from the folder where it has been saved during the training phase in a .ser format. To test the system, three different sets of gestures of persons are prepared. These images are totally different from the learning subset of images in the sense that each face image was taken at different time with different instance of gesture. The system was trained using the 3 different gesture images. The category used for the training and testing are angry faces in table 1, sad faces table 2, and happy faces in  table 3 . After the data has been inputted, the user select a filename for the prediction result and click on the predict button. A message box pops up to indicate that testing of that image data has been completed successfully. 
Prediction of Result
This phase shows the predicted result of the data that has been tested, it shows if the data that was tested is in a happy, sad or angry phase. During prediction, a word document that was saved as the file name opens and shows data of the result and prediction. This word document is also saved in the folder where software is located. Figure 7 below is an example of the output result of multiple data The table below show the statistical summary of the result gotten when the images were tested with the system. 
SYSTEM REQUIREMENTS Hardware requirements
The hardware required for development of a facial expression detecting system can work on any compatible personal computer with the following properties; 
Software Requirement
The software resources required for the developed system to function effectively and efficiently are:
 JAVA: the reason why java was used for the project is because the programming language has a very user friendly interface, it is easy and flexible to use
System Restrictions and Limitations


The system is to detect facial expression only, its scope is not in individual facial recognition or tracking.
The learning machines are sensitive to supply data. They tend to learn wrong thing from wrong data set. And extreme outliers will influence their performances.  Images are to have the same size and picture type.
The system can only detect three emotions. 
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