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Аннотация: Рассматривается метаэвристический метод комбинаторной оптимизации, основанный 
на использовании алгоритмов табу-поиска и ускоренного вероятностного моделирования. Излагается 
общая вычислительная схема предложенного метода, названного алгоритмом GS-tabu. Приведены 
результаты серии вычислительных экспериментов по решению известных задач коммивояжера и 
квадратичных задач о назначении.  
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Формальная постановка задач комбинаторной оптимизации 
Задачи комбинаторной оптимизации (ЗКО) возникают при исследовании многих сложных процессов – 
например таких, как исследование организации сложных систем. Такие задачи – наряду с методами их 
решения – имеют ключевое значение при решении проблем проектирования и размещения объектов, 
планирования экспериментов, управления процессами обработки данных, принятия решений в экономике 
и бизнесе и др. [1-2].  
В настоящее время общепринятым является определение ЗКО, предложенное Пападимитриу и 
Стайглицем [2]: необходимо найти  x* ∈ X такое, что 
*
x D X
x arg min f ( x )
∈ ⊆
= ,       (1) 
где  X – конечное (или, возможно, счетное бесконечное) пространство решений задачи, D – его 
подпространство, определяемое ограничениями задачи,  f: X→R1 – заданная целевая функция задачи. 
Такое определение однозначно относит к ЗКО все проблемы оптимизации на конечных множествах, 
однако в случае бесконечных пространств не позволяет четко классифицировать задачи оптимизации по 
структуре элементов пространства решений. К.Берж [3] предложил формализовать понятие 
комбинаторной конфигурации следующим образом: пусть имеем m, n – натуральные, а также два 
множества U={1, … , m}, V={v1, … , vn }, причем на V задан некий строгий порядок v1 <… < vn (т.е. V – цепь).  
Определение 1 [3]. Комбинаторной конфигурацией называется отображение :U Vϕ → , которое 
удовлетворяет некоторому комплексу ограничений Λ. 
Из определения следует, что при фиксированных  m  и  n  число комбинаторных конфигураций конечно. 
Выбор ограничений в  Λ  позволяет описывать различные комбинаторные конфигурации. 
В работе [4] предлагается следующее обобщение схемы Бержа. Пусть заданы Y={1, … , m}, Z – 
дискретное, в частности, конечное пространство (назовем его образующим), ϕ – гомоморфизм,  
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:Y Zϕ → , удовлетворяющий некоторой системе ограничений Ω. Напомним, что под дискретным 
пространством понимается множество, состоящее из изолированных точек. 
Определение 2. Под комбинаторным объектом  κ  будем понимать триаду  ( , , )Xκ ϕ= Ω , где X  – 
базовое пространство.  
Определение 3. Назовем комбинаторными объектами  1-го порядка такие комбинаторные объекты, у 
которых  базовое пространство совпадает с образующим: 
(1)( , , )Xκ ϕ= Ω ,  (1)X Z≡ . 
Нетрудно убедиться, что если Z – это конечная цепь, то такие комбинаторные объекты совпадают с 
комбинаторными конфигурациями в смысле Бержа [5]. 
Определение 4. Комбинаторными объектами  k-го порядка (k > 1) назовем комбинаторные объекты 
( )( , , )kXκ ϕ= Ω , где ( ) ( 1) .kk kX X X−⊆ ∪  
Возвращаясь к оптимизационной задаче (1), дадим следующее  
Определение 5. Задача (1) называется задачей КО, если пространство ее решений Х – это пространство, 
элементами которого являются комбинаторные объекты. 
Специфика большинства ЗКО типа (1) состоит в наличии большого количества экстремумов целевой 
функции. Кроме того, как правило эти задачи относятся к числу NP-трудных, так что точное их решение 
весьма проблематично даже с использованием современных и перспективных компьютеров.  
Среди наиболее эффективных подходов к решению ЗКО следует выделить использование 
метаэвристических алгоритмов, или метаэвристик. Существует несколько подходов к классификации 
метаэвристических алгоритмов, среди которых наиболее удачным представляется деление на 
метаэвристики 1-го рода и метаэвристики 2-го рода; в свою очередь, метаэвристики 1-го рода 
представлены классами траекторных и популяционных метаэвристик. Траекторными метаэвристиками 
являются методы имитационного отжига, табу-поиск [5], алгоритмы ускоренного вероятностного 
моделирования [6]. Класс популяционных метаэвристик представляют генетические алгоритмы, 
алгоритмы оптимизации муравьиными колониями, иммунные алгоритмы [7,8].  
Метаэвристический алгоритм (GS-tabu) 
В работе [9] предложен подход к построению метаэвристического метода на основе алгоритмов табу-
поиска и ускоренного вероятностного моделирования. В качестве базового был выбран метод ускоренного 
вероятностного моделирования (GS-method [10]), который реализует стратегию «золотого сечения». Для 
построенного алгоритма предложено название GS-tabu.  
Алгоритмы ускоренного вероятностного моделирования были разработаны для преодоления таких 
недостатков методов локального поиска, как преждевременная сходимость алгоритма и большая 
зависимость конечного результата от выбора начального приближения решения. А среди алгоритмов, 
которые принадлежат к классу ускоренного вероятностного моделирования, следует выделить G-
алгоритмы, которые успешно применялись для решения многих сложных практических задач [6].  
Главная идея алгоритма табу-поиска состоит в постоянной локальной модификации текущего решения 
задачи при запоминании произведенных изменений – чтобы предотвратить алгоритм от повторного 
построения неэффективных решений и зацикливания процедуры поиска решения [5]. Осуществленные 
модификации запоминаются в специальных банках памяти, которые называются «табу-списками» (tabu 
list). Общая схема предлагаемого метаэвристического метода GS-tabu приведена на рис.1.  
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При практической апробации GS-tabu было установлено, что наилучшие результаты были получены при 
размере банка памяти около n/3, где n-размерность задачи. Кроме того, в нашем случае величина μt  
определяется как меньшая (левая) из двух точек, которые реализовывают «золотое сечение» отрезка 
[μt,1]. Таким образом, правило «золотого сечения» задает динамику приближения левой границы этого 
отрезка к 1 [9]. 
 
procedure  GS-tabu(x) 
    begin 
      x0 := некоторый начальный допустимый вариант решения из Х; 
      0μ := 0;   h := 0;   t := 0;   xrec:= x0;   frec := f( x0 );   ТабуСписок=∅; 
      while окрестность текущего решения  ( )hL x  не просмотрена полностью do begin 
        while не выполнено условие равновесия  do begin 
          у := ГенерированиеСледующейТочкиОкрестности ( )hL x ; 
          ПрохождениеПроверкиТабуСписка(у); 
          Вычисление ( , )hx yΦ ; 
          p := (1– tμ ) ( , )hx yΦ ; 
          ξ := random[0,1]; 
          if  p ≥ ξ  then   
                          h:=h+1;  xh := y; 
                          if  frec > f(xh)  then  xrec := xh;  frec := f( xh ) end if 
          end if; 
          ОбновлениеТабуСписка; 
        end; 
        ФормированиеОчередногоЗначения 1+tμ ;        t := t + 1; 
      end; 
      return   x= xrec; 
    end 
Рис. 1. Вычислительная схема алгоритма GS-tabu. 
Правилом останова может служить: окончание перебора всех точек в окрестности без реализованного 
перехода в новую точку; ограничение по продолжительности работы алгоритма; достижение требуемой 
точности – при известной нижней границе целевой функции. Еще одно из распространенных правил – 
сравнение разности максимального и минимального значений целевой функции с максимальным 
значением изменения этой функции  при данном значении μ: если это соотношение стремится к единице, 
то вычисления завершаются. 
Исследование практической эфективности GS-tabu 
Для исследования практической эффективности GS-tabu по сравнению с алгоритмом GS-method были 
выбраны два наиболее известных класса ЗКО: задачи коммивояжера из библиотеки TSPLIB95 [11] и 
квадратичные задачи о назначениях из библиотеки QAPLIB [12]. Результаты решения серий реальных и 
тестовых задач алгоритмами GS-method и GS-tabu приведены в табл.1 (задача коммивояжера) и табл. 2 
(квадратичная задача о назначениях). Для каждой задачи приведено ее библиотечное имя [11,12], 
размерность (n) и наилучшее из известных решений. 
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Таблица 1. Результаты решения задачи коммивояжера 
 
 
Рис. 2. Относительная точность решений 
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Таблица 1. Результаты решения квадратичной задачи о назначениях 
 
На рис. 2 приведен график отклонений по точности найденных метаэвристическим методом и GS-
алгоритмом вариантов решения от наилучших из известных решений, упорядоченных по возрастанию 
размерностей задач.  
Вычислительный эксперимент проводился на ПК Athlon 64 X2 4Ghz, 2 Gb оперативной памяти. 
Программный комплекс, реализующий оба метода, написан с помощью среды разработки Delphi. 
Заключение 
Результаты вычислительного эксперимента свидетельствуют о том, что применение предложенного 
метаэвристического метода, построенного на базе алгоритмов GS-method и табу-поиска, позволило 
улучшить точность получаемых решений по сравнению с использованием отдельных алгоритмов, 
входящих в его схему.  
Направление дальнейших исследований будет сосредоточено на исследовании как практической, так и 
теоретической эффективности нового метода. Особое внимание предполагается уделить возможности 
построения с помощью GS-tabu новых эффективных метаэвристик 2-го рода, предназначенных для 
решения широкого круга прикладных ЗКО.  
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