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Preface
This dissertation, Development and computational implementation of estimation and
inference methods in flexible regression models. Applications in biology, engineering and
environment, is the result of research work carried out over the last few years.
The structure of this essay is divided into two different parts which share the same
background, i.e., flexible regression models. In general, regression analysis plays a fun-
damental role in statistics. The purpose of this technique is to evaluate the influence of
some explanatory variables on the mean of the response. In the case of flexible regression,
the dependence between the response and the covariates is modelled without specifying
in advance the function that links them. Development and implementation of different
methods of estimation and inference regarding these models is the central issue of the
thesis.
Part One focuses on nonparametric regression models with factor-by-curve interac-
tions, and presents an estimation method for these types of models along with different
techniques for drawing inferences about them. Part Two tries to solve or propose an alter-
native to one of the well-known problems which affect regression models in general, and
flexible regression models in particular, namely, variable selection. Indeed, it provides a
new forward stepwise-based selection procedure for solving this problem.
An important aspect of this dissertation is the application of the methodology devel-
oped to real data sets. Based on this premise, several problems are solved including fields
as diverse as biology, engineering and the environment. Moreover, we believe that there
is an unquestionable need for new statistical methodologies to be developed and imple-
mented in user-friendly software, and this was one of our main goals. Specifically, the R
packages NPRegfast and FWDselect were developed for each of Parts.
Finally, it should be noted that the course of the thesis does not faithfully reproduce
the time sequence of the way in which the results were obtained. The application shown
in Section 2.2 marks the starting point of our research. This study was accepted for publi-
cation in Journal of Shellfish Research, a known journal included in the fisheries category,
and we therefore wanted to explore the mathematical development of these techniques in
greater depth.
The layout of both parts is the same: firstly, the developed methodology is presented
along with its simulation results; secondly, the proposed techniques are applied to one
or more real data sets; and lastly, the implementation of these methods in a user-friendly
software is explained. A more detailed structure of each of the Parts can be found in
their corresponding Introductions. Finally, this dissertation concludes by suggesting some
interesting lines for future research.
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Part I
Testing critical points of regression
curves

3Introduction to testing critical points of regression curves
Part One of this dissertation focuses on regression models incorporating the so-called
factor-by-curve interaction, where the effect of a continuous covariate on the response
varies across groups defined by levels of a categorical variable.
Chapter 1 introduces this problem, and in particular, situations that call for compar-
isons of regression curves and their derivatives which may vary across groups defined
by different experimental conditions. In such situations, interest might focus on drawing
inferences about some critical points of the curve (e.g., maxima, minima or inflection
points), studying for this purpose the derivatives of the curve. To this end, this first Chap-
ter of Part One essentially provides the following two bootstrap-based tests: (i) a global
test to detect significant features of regression curves through the study of their deriva-
tives; and, (ii) a local test to draw inferences about critical points linked to the derivative
curves. This Chapter also describes the estimation procedure for these types of models,
based on the use of local polynomial kernel smoothers, and shows the procedure used to
select the bandwidth of the estimator and the technique applied to speed up the estimation
and inference methods. Finally, the performance of the proposed procedures is examined
by means of simulation studies. The contents of this Chapter can also be found in Sestelo
and Roca-Pardiñas (2012).
The testing techniques proposed here are applied to different data sets in Chapter 2,
solving two real problems related to the biology and management of two different aquatic
living resources. In Section 2.2, we use our methodology to study the length-weight
relationship of the barnacle Pollicipes pollicipes on the Atlantic coast of Galicia and also
to determine the ideal size of capture of this species. In Section 2.3, the growth of two
commercial species of clams (one native and one introduced) is analysed and compared,
taking into account the environmental conditions prevailing along different estuaries and
in zones of each estuary. This Chapter is based on Sestelo and Roca-Pardiñas (2011) and
in Bidegain et al. (2013).
Part One is brought to a conclusion by Chapter 3. In our view, this Chapter addresses
an important issue associated with the methodological development, computational de-
velopment or software that will enable the procedures presented in this Part of the disser-
tation to be transferred and used, either by the statistical community or by professionals
engaged in different disciplines of modern life (computer software, biomedicine, biology,
etc.). Accordingly, a detailed description of the software implemented, NPRegfast, can





1.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2. Nonparametric estimation procedures . . . . . . . . . . . . . . . . . 8
1.3. Bandwidth selection and computational aspects . . . . . . . . . . . 9
1.4. Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.1. Global test . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.2. Local test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5. Simulation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6. Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6 Chapter 1. Testing critical points
1.1. Introduction
In many practical situations, the target response, Y , depends on a continuous covari-
ate, X . In this regression framework, consideration might well be given to the nonpara-
metric regression model
Y = m(X) + ", (1.1)
where m is a smooth unknown function and " is the regression error with zero mean. By
studyingm, one can establish the functional relationship between the mean response and
the covariate. Additionally, it might be of interest to draw inferences about some point
in the support of X which is associated with some critical point of m (e.g., minimum,
maximum or inflection point which indicate changes in the sign of curvature), studying
for this purpose the derivatives ofm. For instance, in the application to real data outlined
in the next Chapter, the point that maximises the first derivative of the regression curvem




with mr(x) being the r-th derivative of m at point x. In certain circumstances, the re-
lationship between Y and X can vary among subsets defined by levels 1, . . . ,M of a
categorical covariate F , resulting in a regression model with factor-by-curve interactions.
In this framework, the critical point specific to the l level of F will be denoted x0l, which




withml(x) = E(Y |X = x, F = l). At this stage, it is of interest to test the null hypothesis
H0 : x01 = · · · = x0M .
It is important to highlight the fact that the specific critical points could possibly co-
incide even if the derivatives of the regression curves of ml were different. One example
of this can be observed in the first application to real data (Chapter 2, Section 2.2). In this
Section, this methodology will be applied to studying the growth of the stalked barnacle
Pollicipes pollicipes (Gmelin, 1789), and, in particular, to estimating the minimum size
of capture of this species. The study of derivatives is extremely useful when it comes to
establishing this ideal size. Specifically, in this Chapter we propose that the minimum size
corresponds to the point (or size) where the first derivative reaches the maximum. From
this point onwards, weight gain from one size to the next decreases, so that the yield ob-
tained ceases to be profitable. At this point, the proposed methodology lets us compare the
derivatives of the growth curves between the two years of study; and it shows, moreover,
that the point which maximises the first derivative is the same for both years.
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The possibility of incorporating factor-by-curve interactions in nonparametric regres-
sion models has already been discussed by Hastie and Tibshirani (1990). Ruppert and
Wand (1994) and Coull et al. (2001) also presented an algorithm based on penalised
splines (P-splines), which would enable these types of interactions to be incorporated
into these types of models. Recently, Cadarso-Suárez et al. (2006) and Roca-Pardiñas
et al. (2006) have successfully applied these interactions to estimating neuron firing rates.
Additionally, an issue that tends to arise in this type of model is the need to ascertain
whether the estimated curves are equal to each other. This problem -testing for the equal-
ity of nonparametric regression curves- has also been widely addressed in the statistical
literature. Relevant papers on this topic are Härdle andMarron (1990), Kulasekera (1995),
Young and Bowman (1995), Bowman and Young (1996), Dette and Neumeyer (2001),
Neumeyer and Dette (2003), Pardo-Fernández et al. (2007), Srihera and Stute (2010),
among others. Unlike the above references, which furnish global tests for detecting sig-
nificant differences between curves, this piece of research adds to existing approaches the
possibility of testing curves locally enabling to draw inferences about critical points.
The main contributions of this Chapter are: (i) to provide a global test to detect signif-
icant features of regression curves by studying their derivatives; and, (ii) to propose a new
methodology that can be used to draw inferences about critical points (such as maxima
or inflection points) linked to the derivative curves. To this end, we develop and im-
plement a computational algorithm based on local polynomial kernel smoothers to allow
for nonparametric estimation of the curves. The bootstrap method is used for practical
implementation of tests capable of detecting significance features of such curves.
The remainder of the Chapter is organised as follows: the estimation algorithm based
on kernel smoothers is presented in Section 1.2; practical questions, such as bandwidth
selection and computational acceleration based on binning techniques are addressed in
Section 1.3; Section 1.4 proposes bootstrap methods for the implementation of differ-
ent tests designed to detect significant features of the curves based on the study of their
derivatives; Section 1.5 reports the results pertaining to the numerical performance of the
different test statistics under review; and lastly, Section 1.6 concludes with some remarks.
This Chapter is based on Sestelo and Roca-Pardiñas (2012).
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1.2. Nonparametric estimation procedures
The following nonparametric regression model including factor-by-curve interactions
is considered
Y = f0(X) +
8<:
f1(X) + "1 if F = 1
· · ·
fM(X) + "M if F = M
(1.2)
where "1, . . . , "M are the zero-mean errors for each level of the factor, f0 represents the
global effect of X on the response, and fl is the specific effect of X associated with
the l-th level of factor F . Note that under model (1.2), the regression curves ml(x) =
E(Y |X = x, F = l) are given by
ml(X) = f0(X) + fl(X) for l = 1, . . . ,M.
In order to prevent different combinations of f0, f1, . . . , fM leading to the same model,
the sum of the specific effects across the levels are assumed to be zero. That is to say, for
each x,
PM
l=1 fl (x) = 0 is met. Note that this identifiability condition does not place any
constraints on our model because it can be modified to conform this condition. The factor-
by-curve regression model in (1.2) is estimated using local polynomial kernel smoothers
(Wand and Jones, 1995; Fan and Gijbels, 1996).
Given a sample {(Xi, Fi, Yi)}ni=1, be n independent and identically distributed (i.i.d.)
observations, and considering observations in all the levels of F , the estimate of f0
at a point x is given by fˆ0(x) = ↵ˆ0(x), with ↵ˆ0(x) the first position of the vector














whereK is a kernel function (normally, a symmetric density), h0 is the smoothing param-
eter or bandwidth and R is the degree of the polynomial.
Once the estimation of f0, for l = 1, . . . ,M , is obtained, the estimates fˆl(x) = ↵ˆ0l(x)














where Y li = Yi   fˆ0 (Xi) and hl is the bandwidth used in the estimation of fl.
Note that the obtained estimates do not necessarily meet the imposed identifiability
condition. To do so, the following procedure is used. For each x, calculate the mean of
the specific effects of each level, S(x) = M 1
PM
l=1 fˆl(x), and replace the original fˆ(x)
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and fˆl(x) respectively by fˆl(x)   S(x) and fˆ0(x) + S(x). Finally, the estimated curves
for each level at point x are given by
mˆl(x) = fˆ0(x) + fˆl(x) for l = 1, . . . ,M.
Moreover, the estimated r-th (r  R) derivative of ml(x) is given by mˆrl (x) = fˆ r0 (x) +
fˆ rl (x) where fˆ r0 (x) = r!↵ˆr(x) and fˆ rl (x) = r!↵ˆrl(x).
1.3. Bandwidth selection and computational aspects
Bandwidth selection
It is well known that the nonparametric estimates mˆrl (X) depend heavily on the band-
widths h0, h1, . . . , hM used in the kernel-based algorithm for the estimation of the partial
functions f0, f1, . . . , fM . Various methods for an optimal selection have been suggested,
such as Generalised Cross-Validation (GCV) (Golub et al., 1979) or plug-in methods (see
e.g. Ruppert et al., 1995). See Wand and Jones (1995) for a good overview of this topic.
However, optimal bandwidth selection is still a challenging problem. Furthermore, the
results obtained from the tests that will be presented in Section 1.4 depend heavily on the
smoothing parameter, and a distinction should be made between the choice of bandwidth
for estimation and that for testing.
As a practical solution, in the equation (1.3) of the estimation algorithm, the band-





Yi   fˆ ( i)0 (Xi)
⌘2
, (1.5)
where fˆ ( i)0 (X) indicates the fit atX , leaving out the i-th data point based on the smooth-







Yi   fˆ0 (Xi)  fˆ ( i)l (Xi)
⌘2
, (1.6)
where fˆ ( i)l (X) indicates the fit atX , leaving out the i-th data point based on the smooth-
ing parameter hl.
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Computational aspects
Bootstrap resampling techniques are time-consuming processes because it is neces-
sary to estimate the model many times. Moreover, the use of the cross-validation tech-
nique for the choice of the bandwidths used in the nonparametric estimates implies a high
computational cost, since as it is necessary to repeat the estimation operations several
times to select the optimal bandwidths. Additionally, the first application to real data
(Section 2.2) involves a large amount of data (n = 16 562). Consequently, recourse to
some computational acceleration technique is fundamental to ensure that the problem can
be addressed adequately in practical situations.
In this dissertation, we use binning techniques to speed up the process. A detailed
explanation of this technique can be found in Fan and Marron (1994). There now follows
a brief description of the procedure that we use to construct the binning versions of the
estimators fˆ0 (x) and fˆl (x) given in Section 1.2.
In the equation (1.3) of the estimation procedure, we consider a grid of N equidistant























1    Xi  X•j      + ,
with X+ = max {0, X} and   denoting the distance between two neighbouring knots.
































where Y •li = Y •i   fˆ0 (X•i ) andW •li = W •i I{Fi=l}.
As in the estimation with the binning technique, the cross-validation errors in (1.5)

















Y •i   fˆ ( i)0 (X•i )
W •li
  fˆ ( i)l (X•i )
!2
,
where the estimates fˆ ( i)0 and fˆ
( i)
l (l = 1, . . . ,M) are obtained by leaving out the i-th
grid point.
These approximations substantially reduce computing time because, to evaluate the
kernel K, the cross-validation errors are only calculated at a maximum of N different
points for each choice of bandwidth.
Needless to say, the finer the grid of points selected, the better the approximation.
The choice of the number of grid points is a compromise between approximation error
and computational speed. A detailed study of the compromise between computational
time and the error of the binning approximations can be seen in De Uña Álvarez and
Roca Pardiñas (2009). The conclusion to be drawn from this study is that, asN increases,
the errors of the estimates decrease, but computing time may increase substantially.
1.4. Inference
When a factor-by-curve interaction is detected in model (1.2), it might be of interest
to draw inferences about some critical points of curves (such as minima, maxima or in-
flection points), studying for this purpose the derivatives. In general, the critical point x0l
referring to the l level will be obtained from the derivative curve mrl (x), for some r. For
example, in the application to real data, it will be of interest to determine the point x0l
which maximises the first derivative of the regression curvem1l (x), for each l level.
The procedure proposed in this Section enables us to test the hypothesis that, among
the levels of a given factor, the critical points are equal. With this goal in mind, we first
need to propose a global test which assumes the hypothesis of equality of the M regres-
sion functions. As we mentioned in the Introduction, there exists a vast literature about
this topic. Härdle and Marron (1990) introduce a semiparametric methodology to test
the equality of two curves. Hall and Hart (1990) propose a bootstrap test for detecting
the difference between two regression means in a nonparametric framework while King
et al. (1991) introduce a procedure based on the difference between linear, but nonpara-
metric, estimates. Delgado (1993), Kulasekera (1995), Kulasekera and Wang (1997), and
Neumeyer and Dette (2003) use approaches related to the empirical process. Young and
Bowman (1995) compare more than two curves using the classical idea of the covariance
and also apply a reference band for the comparison of two nonparametric curves in Bow-
man and Young (1996). The case of unbalanced groups is considered by Munk and Dette
(1998) and by Lavergne (2001). Dette and Neumeyer (2001) discuss several procedures
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for testing the equality of a collection of regression curves and Pardo-Fernández et al.
(2007) suggest a test applied to k regression functions based on the comparison of two es-
timators of the distribution of the errors in each population. Additionally, Park and Kang
(2008) introduces a graphical method for the test of equality of two regression curves
based on SiZer analysis. More recently, Lin and Kulasekera (2010) address this issue
under the assumption that models are single-index models and Srihera and Stute (2010)
based their approach on a weighted comparison of nonparametric estimators.
All the above references focus on testing the equality of regression function however,
to our knowledge, there is not references dealing with the comparison of derivatives.
Based on this, we expose a procedure to test the following null hypothesis:
Hr0 : m
r
1(·) = · · · = mrM(·) (1.7)
versus the general alternative
Hr1 : m
r
i (·) 6= mrj(·) for some i, j 2 {1, . . . ,M}.
Note that, if Hr0 is not rejected, then the equality of critical points x01, . . . , x0M will also
be accepted. On the other hand, ifHr0 is rejected, the conclusion about these critical points
should be postponed, and the local test proposed below should be used.
1.4.1. Global test
Here we propose a bootstrap procedure that enables to test the null hypothesis (1.7)
based on the model (1.2). Note that this hypothesis is equivalent to f r1 (·) = · · · =
f rM(·) = 0, and therefore fl(x) =
Pr 1
j=0 ajlx
j will be a polynomial of degree r   1
for l = 1, . . . ,M .§ Accordingly, the null regression model is given by




j + "1 if F = 1
· · ·Pr 1
j=0 ajMX
j + "M if F = M
(1.8)
and the regression curvesml are give byml(X) = f0(X) +
Pr 1
j=0 ajlX
j . Note that in the
expression (1.8) we have abused of notation because when r = 0 we are actually referring
to the null model Y = f0(X) + ".
§Let us assume that fr(x) = gr(x) for all x. Let h(x) = f(x) g(x). Hence, hr(x) = fr(x) gr(x) =
0. By applying Taylor’s theorem to the function h up to order r, and taking into account that the derivatives
of h of order higher or equal than r are zero, we obtain




which shows that h(x) is a polynomial of degree r   1.
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To test Hr0 , we propose the use of eight test statistics. The first three —T1, T2 and































The second group of test statistics —T4, T5 and T6— are based on nonparametric




The advantage of this approximation is that, even when we want to test the equality of
derivatives for some r, it is not necessary to obtain the estimates of the derivatives. As in



























Finally, the last group —T7 and T8— is based on the differences between the residual
sum of squares under the null hypothesis and under the alternative. T7 derives of the
approach of Dette (1999) and T8 follows the concepts of Fan and Jiang (2005)
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Note that if Hr0 holds, the value of T —which represents Tj(j = 1, . . . , 8)— should
be close to zero. The test rule based on T consists of rejecting the null hypothesis if T
is larger than its (1   ↵)-percentile obtained under H0. To approximate the distributions
of the test statistic resampling methods such as the bootstrap introduced by Efron (1979)
(see also Efron and Tibshirani, 1993; Härdle and Mammen, 1993; Kauermann and Op-
somer, 2003) can be applied instead. Here we use the wild bootstrap (Wu, 1986; Liu,
1988; Mammen, 1993) because this method is valid for heteroscedastic models where
the variance of the error is a function of the covariate. The testing procedure used here
involves the following steps:
Step 1. Compute the value of the test statistic, T , in the sample as explained above.
Step 2. Estimate the null regression model in (1.8). For this purpose, estimate f0(Xi) as
we mentioned in Section 1.2. Calculate Y li = Yi  fˆ0 (Xi) and with that fit the polynomial
using least squares for each level. Obtain the pilot estimates for i = 1, . . . , n,






Step 3. For b = 1, . . . , B, generate bootstrap samples
  
Xi, Fi, Y •bi
  n
i=1
with Y •bi =
mˆFi(Xi) + "
•b














2 with probability p =
5 p5
10
where "ˆi = Yi   mˆFi(Xi) are the residuals under H0, and compute T •b as in Step 1.
Finally, the decision rule consists of rejecting the null hypothesis if T > T 1 ↵, where
T 1 ↵ is the empirical (1  ↵)-percentile of values T •b(b = 1, ..., B) previously obtained.
1.4.2. Local test
As mentioned above, if the previous test is significant and the equality of the mrl
curves (l = 1, . . . ,M ) is thus rejected, testing the null hypothesis of equality of critical
points becomes of interest. Note that it is possible for these points to be equal, even if the
curves and/or their derivatives are different.
For instance, taking into account the maxima of the first derivatives, interest lies in
testing the following null hypothesis
H0 : x01 = · · · = x0M
versus the general alternative
H1 : x0i 6= x0j for some i, j 2 {1, . . . ,M}.
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The above hypothesis is true if d = x0j   x0k = 0 where




otherwiseH0 is false. It is important to highlight the fact that, in practice, the true x0j are
not known, and consequently neither is d, so an estimate dˆ = xˆ0j   xˆ0k is used, where, in
general, xˆ0l are the estimates of x0l based on the estimated curves mˆl.
Needless to say, since dˆ is only an estimate of the true d, the sampling uncertainty of
these estimates needs to be taking into account. Hence, a confidence interval is created
for d at a specific level of confidence. Based on this, the null hypothesis is rejected if zero
is not contained in the interval.
The steps for construction of the bootstrap confidence interval for the true d are:
Step 1. From the sample data {(Xi, Fi, Yi)}ni=1, obtain the estimates for i = 1, . . . , n
mˆFi(Xi) = fˆ0(Xi) + fˆFi(Xi)
based on the general model in (1.2), obtain the estimates of x0l and then retrieve the dˆ
value.
Step 2. For b = 1, . . . , B, generate bootstrap samples
  
Xi, Fi, Y •bi
  n
i=1
as in Step 3 of
the algorithm for the global test presented earlier, though, in this case, using the residuals
of the general model in (1.2), "ˆi = Yi   mˆFi(Xi), and compute d•b as in Step 1.






where dˆp represents the p-percentile of dˆ•1, . . . , dˆ•B.
In the procedure to obtain the above confidence interval, it is necessary to estimate the
point which maximises the r-th derivative of theml curves. Accordingly, we defined this




A natural estimator of x0l can be obtained as the maximiser of
mˆrl (k1), . . . , mˆ
r
l (kN)
with k1, . . . , kN being a grid of N equidistant points in a range of X values.
Finally, note that the proposed methodology makes sense when the support of X is
the same for all the levels and it is also a closed and bounded interval.
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1.5. Simulation studies
This Section reports the results of two simulation studies aimed to asses the validity
of: (a) global derivative factor-by-curve interaction test; and, (b) critical-point test. In
both cases, we consider a factor-by-curve unidimensional regression problem where the
explanatory covariate X was drawn from a uniform distribution [ 2, 2], the factor F was




m1(X) +N(0,  1(x)) if F = 1
m2(X) +N(0,  2(x)) if F = 2
(1.9)
with  j(x) = 0.2 + |0.25mj(x)| for j = 1, 2. One thousand independent samples
{(Xi, Fi, Yi)}ni=1 were generated from the model (1.9).
In both cases, to determine the critical values of the tests we apply the bootstrap
method. Specifically, this entails 1000 bootstrap samples for calculating type I errors
and 500 bootstrap samples for calculating the power under the alternative.
In the first study we asses the validity of the global first derivative factor-by-curve
interaction test. In particular, we consider the null hypothesis H0 : m11(·) = m12(·) under
the model in (1.9) withm1(x) = (2 3x2) andm2(x) = 1  (1 a)3x2, and with a being
a constant. Consequently, the first derivative regression curves are given bym11(x) =  6x
andm12(x) =  6(1  a)x.
Note that the regression curves m1 and m2 are always different, yet the constant a
governs the first degree factor-by-curve interaction of the model. The value a = 0 corre-
sponds to the null hypothesis H0, and as the value of a increases, so does the degree of
interaction of the model.
To determine the critical values of the global test, we apply the bootstrap method as
described above in Subsection 1.4.1. Table 1.1 displays the estimated type I errors for the
proposed test statistics at different significance levels and for different sample sizes. As
can be seen from this table, the tests perform reasonably well, with the level coming quite
close to the nominal size.
We also study power performance for the alternatives, as a function of a. Power
results are shown in Figure 1.1 (for T1, T4 and T7) and Table 1.2. All the test statistics
produce satisfactory power curves, with the probability of rejection rising in response to
any increase in the value of the constant a. The test statistics of the second group based
on the nonparametric estimates of gl (T4, T6 and T5) reach upper powers than the others,
followed by the tests based on the likelihood ratio test (T7 and T8) and by those based
on the nonparametric estimates of the specific functions f rl (T1, T3 and T2). Additionally,
it seems that the better performance within the first and second group of the tests is the
obtained with the L1 norm.
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Table 1.1: Estimated type I error (in %) for the global test for different sample sizes and
nominal levels (1, 5, 10, 15 and 20%).
n = 100 n = 200 n = 500
Test 1% 5% 10% 15% 20% 1% 5% 10% 15% 20% 1% 5% 10% 15% 20%
T1 1.2 5.6 10.8 16.8 21.2 1.5 4.8 9.3 15.0 19.5 1.2 5.3 10.4 15.6 21.0
T2 0.9 5.4 10.6 16.3 21.7 1.4 5.2 9.9 15.0 20.1 1.3 5.6 10.7 16.7 20.9
T3 0.6 4.5 10.3 16.9 21.9 1.5 4.5 11.4 16.4 20.0 1.1 5.4 10.5 15.9 21.6
T4 0.7 5.5 11.4 17.6 23.4 1.4 6.2 10.8 16.3 21.2 1.9 5.5 9.6 15.1 19.2
T5 0.5 5.0 9.8 17.1 22.2 0.7 5.4 10.1 16.7 21.5 1.7 5.0 9.3 14.4 19.6
T6 0.6 5.5 11.0 16.6 23.0 1.6 6.4 11.3 16.9 21.4 1.3 5.6 9.8 14.7 18.7
T7 0.4 5.0 10.0 17.0 22.3 0.7 5.3 10.1 16.7 21.6 1.7 5.0 9.3 14.4 19.7
T8 0.8 4.6 8.9 14.8 19.2 1.0 5.5 10.1 16.2 20.4 1.6 5.1 9.2 14.2 19.3
In the second simulation study, we consider the local hypothesisH0 : x01 = x02 where
x0j = argmaxm1j(x). In this study we again consider the model (1.9) with m1(x) =
2 + x  x3 andm2(x) = 1 + 2x  (x  a)3, where a is again a constant. In this case, the
first derivatives are given bym11(x) = 1 3x2 andm12(x) = 2 3(x a)2, and are always
different. It is nevertheless important to stress that if a = 0, then the null hypothesis will
be true.
Average results are displayed graphically in Figure 1.2. The left panel plots the data-
generating function (m2 with a = 0) and its estimates for 1000 simulation replicates. The
accuracy of the resulting estimates is evident. The functional form of the corresponding
true curve is recovered very successfully. The right panel shows its first derivative, and
some simulation replicates of its estimate. Note that this estimate shows more variability
at the extremes of the curve resulting from the intrinsic features of the kernel estimator
—boundary effect (Gasser, T. and Müller, H. G., 1979, 1984; Gasser et al., 1985; Müller,
H. G., 1991). Ticks on the horizontal axis of this right panel represent the estimated a
value for each simulation run, which corresponds to the maximisers of the first derivative
(x02 = a). It is important to stress the fact that the estimation of this point should be close
to zero because the true a value was forced to be zero in the data-generating function. The
Box-Plots for aˆ, according to sample size n, are shown in Figure 1.3. As expected, the
interquartile range decreases as sample size n increases.
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Figure 1.1: Percentage of rejections for global test based on the test statistics T1, T4 and T7
(which obtained the best power for each of the groups) on increasing a for nominal levels
of 5 and 10% (left and right panel, respectively). Upper panel: rejections for sample size
n = 100. Middle panel: rejections for sample size n = 200. Lower panel: rejections for
sample size n = 500.
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Table 1.2: Percentage of rejections (in %) for all the test statistics with sample size
n = 100, 200, 500, for different a values and nominal levels (1, 5, 10, and 20%).
n = 100 n = 200 n = 500
a Test 1% 5% 10% 20% 1% 5% 10% 20% 1% 5% 10% 20%
0.04
T1 2.7 8.4 16.9 30.0 3.1 9.6 16.6 29.8 5.1 13.9 26.1 42.0
T2 2.2 7.9 15.3 28.7 2.4 8.5 14.5 28.7 3.4 11.5 22.7 39.0
T3 2.0 8.3 14.9 29.2 2.3 7.9 14.8 28.5 4.3 12.9 23.0 41.5
T4 5.2 12.5 19.3 32.2 4.8 12.5 20.7 34.4 12.7 25.9 35.2 47.7
T5 3.5 9.8 18.6 30.5 3.9 10.9 18.9 32.4 9.2 21.2 30.9 46.7
T6 4.7 11.0 19.0 31.7 3.7 11.0 19.7 33.8 12.3 24.2 34.4 48.4
T7 3.5 9.7 18.1 30.5 3.8 10.9 18.9 32.4 9.2 21.2 31.0 46.7
T8 3.7 9.8 16.0 27.2 3.7 10.1 17.7 31.4 9.3 19.8 31.4 46.0
0.09
T1 5.0 14.1 25.5 43.1 8.7 21.3 35.9 55.8 29.5 55.7 69.8 84.0
T2 4.1 11.8 23.6 39.7 5.8 18.2 31.2 49.9 20.5 44.7 62.7 78.4
T3 3.9 13.1 24.0 41.4 6.6 19.3 33.4 51.7 25.2 50.3 65.0 80.8
T4 11.5 24.2 34.8 48.3 23.1 38.4 50.2 64.3 59.0 74.5 82.5 88.8
T5 8.0 22.3 32.6 45.9 16.7 32.7 45.3 60.5 47.6 66.4 76.8 87.3
T6 11.2 24.1 34.0 46.9 22.0 37.1 48.7 62.9 57.7 73.7 82.4 88.9
T7 7.8 22.2 32.5 46.2 16.7 32.7 45.3 60.5 47.6 66.4 76.8 87.3
T8 9.7 20.3 29.0 43.0 18.0 31.2 44.0 58.9 47.7 66.6 77.1 87.1
0.13
T1 9.6 24.7 40.2 59.6 26.0 49.9 66.6 82.1 77.1 93.0 96.9 99.4
T2 7.4 21.3 35.0 55.5 17.1 41.9 58.7 77.5 62.4 87.1 94.7 98.4
T3 7.8 22.3 36.4 56.1 23.3 46.7 62.2 78.7 73.1 90.5 95.5 98.9
T4 23.3 42.6 54.9 67.2 53.8 69.5 80.4 88.1 94.2 97.9 99.2 99.5
T5 16.9 35.6 50.0 65.2 43.4 63.8 74.8 86.3 89.1 96.1 98.0 99.5
T6 22.1 42.0 53.0 66.4 52.2 68.0 78.5 87.6 93.2 98.1 99.0 99.6
T7 16.9 35.4 49.5 65.0 43.4 63.8 74.8 86.3 89.1 96.1 98.0 99.5
T8 17.3 33.9 47.3 62.0 44.2 63.8 74.5 84.8 89.6 96.3 97.9 99.3
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Figure 1.2: True function (m2) and first derivative (solid broad lines) with 1000 simulation
runs (grey lines) with a = 0 and n = 500. Ticks on the horizontal axis of the right panel
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n
Figure 1.3: Box-Plot for the estimated a with different sample sizes (n = 100, 200 and
500).
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To determine the confidence interval for d, we apply the bootstrap method as described
in Subsection 1.4.2. Type I errors and power is calculated as the proportions of rejections
in 1000 runs. Test size and power are determined for different levels (1, 5, 10, and 20%)
and for different sample sizes (n =100, 200 and 500).
Table 1.3 shows the results obtained according to type I errors. As can be seen, this
test performs well in general. Type I errors are quite close to nominal level even with
small sample size.
The power curves shown in Figure 1.4 display the expected behaviour pattern. For
a = 0, the probability of rejection is approximately at the nominal level, reaching a value
of 1 when the sample size increase. Moreover, the test shows an improvement in power
as the sample size grows.
Finally, to know the performance of the critical-point test when the critical point is
not in the middle of the support of the X we repeat this latter simulation. In this case,
the explanatory covariate was drawn from a uniform distribution [b, 2], being b a constant
with values ranging from -1.8 to 0. Note that a value of b close to 0 locates the critical
point at the boundary and as this value decreases, the point is led to locate at the center of
the support of the covariate. Power results for a sample size of n = 500 and for different
values of b are shown in Figure 1.5. As we could expect, as the value of b increases, the
power of the test decreases.
The bandwidths used in this simulation study are obtained using the cross-validation
mechanism explained in Section 1.3. As stated before, the choice of bandwidths may be
far from optimal however, the testing procedures seem to perform reasonably well in this
simulation study.
Table 1.3: Estimated type I errors (in % terms) for local test.
Level n: 100 200 500
1 1.3 1.4 0.7
5 6.3 5.3 5.8
10 11.1 10.5 10.7
15 15.9 15.3 15.2
20 20.3 20.4 20.9




























































Figure 1.4: Percentage of rejections for local test on increasing a for nominal levels of 1,
5, 10, and 20% and sample sizes of n = 100, 200 and 500.
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Figure 1.5: Percentage of rejections for local test on increasing a for different values of
b. Nominal levels of 5 and 10% (left and right panel, respectively) with a sample sizes of
n = 500.
1.6. Concluding remarks
In this Chapter, local polynomial kernel smoothers have been used to obtain nonpara-
metric estimates of regression curves and their derivatives, based on regression models
with factor-by-curve interactions. The main goals have been to provide a global test for
detecting significant features of the regression curves and their derivatives, and to draw
inferences about critical points related to the derivative curves.
Both to determine the critical values of the statistic T (global test) and to construct a
confidence interval for d (local test), bootstrap—particularly wild bootstrap— techniques
have been used. In the first test, bootstrap replicates have to be generated under the null
hypothesis of equality of curves. However, in the second one, in which bootstrap samples
must not be generated under H0, the resample has been based on the residuals of the
general model.
It is well known that the use of bootstrap resampling techniques may entail a high
computational cost. In this research we have use binning-type acceleration techniques to
reduce cosinderably the computational time.
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2.1. Introduction
In this Chapter, the techniques proposed in the preceding one are applied to solve two
real problems connected with the management of two aquatic living resources. The first
Section (2.2), which is based on the paper Sestelo and Roca-Pardiñas (2011), examines the
length-weight relationship of the barnacle Pollicipes pollicipes and also furnishes a pos-
sible method of estimating an ideal size of capture for this species on Galicia’s Atlantic
coast. The second Section (2.3) is devoted to analysing and comparing the growth of two
species of clams, the grooved carpet shell clam Ruditapes decussatus and the Manila clam
Ruditapes phillippinarum, and, in addition, studying the effect of estuaries and zones on
individual weight-gain patterns. This Section is based on Bidegain et al. (2013). The
Chapter concludes with an Appendix (2.A), which gives a detailed outline of two proce-
dures to test whether a data set can be modelled by means of a classical parametric model
frequently used in biological sciences, namely, the allometric model.
2.2. Length-weight relationship of Pollicipes pollicipes
2.2.1. Motivation
The stalked barnacle, Pollicipes pollicipes (Gmelin, 1789), is a strictly littoral and
essentially intertidal pedunculate cirripede which lives by forming dense aggregates or
clumps on exposed rocky shores and cliffs associated with a high degree of hydrody-
namism (Barnes, 1996). Of the three species belonging to the genus Pollicipes (Newman,
1987), P. pollicipes is found along the Atlantic seaboard of France, Spain, Portugal, Mo-
rocco and Senegal. In addition, colonies of this species have been reported on theMediter-
ranean coasts of Spain, France, Morocco and Algeria (Darwin, 1851; Barnes, 1996; Cruz,
2000). In terms of commercial exploitation, the tropical Pacific species, Pollicipes ele-
gans Lesson, 1830, serves a small, localised demand in Costa Rica (Bernard, 1988) and
Perú (Pinilla, 1996; Ramírez et al., 2008), whilst Pollicipes polymerus Sowerby, 1833 is
collected on the coast of Canada (Bernard, 1988; Lauzier, 1999).
In contrast, the Atlantic species, P. pollicipes, has been and is the most exploited of
the three, with countries such as France, Spain, Portugal and Morocco harvesting this re-
source along their coasts (Girard, 1982; Goldberg, 1984; Bernard, 1988; Cruz and Araujo,
1999). Commercial interest in barnacles resides in their muscular peduncle, the edible part
of the species, which commands high prices on the market (Goldberg, 1984). In Galicia
(NW Spain), the leading barnacle producing region in Spain, the declared average an-
nual production of P. pollicipes stands at approximately 400 metric tons (official figure,
Galician Regional Authority/Xunta de Galicia, http://www.pescadegalicia.com). Yet, this
is far below the real amount, due to the fact that a great proportion of the catch is not
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reported. Indeed, strong Spanish market demand has made it necessary for barnacles (P.
pollicipes and P. polymerus) to be imported from France, Portugal, Morocco and Canada
(Girard, 1982; Bernard, 1988; Molares, 1993). In Spain and Portugal alike, countries
with the highest harvests of P. pollicipes, the phenomenon of overfishing has affected this
species to differing degrees (Bernard, 1988; Cardoso and Yule, 1995; Cruz, 2000; Molares
and Freire, 2003).
Pedunculate cirripedes, which include species of the genus Pollicipes, grow in height
due to an increase in peduncle length and width by lamellar accretion caused by the addi-
tion of calcium carbonate to the capitular plates (Anderson, 1994). According to Darwin
(1854), environmental factors, such as food, temperature and quality of water, may influ-
ence the shape and size of individuals of the same species of cirripedes.
Despite the economic importance of P. pollicipes both in Spain and other countries,
our knowledge of the biology and ecology of this species is fragmentary, and several
aspects call for further research. One of these aspects is the growth in this crustacean’s
weight. Accordingly, the main goal of this study is to estimate how individuals gain
weight as their size increases, and thereby establish the length-weight relationship for P.
pollicipes.
To this end, two biometric variables were selected, namely: rostro-carinal length (RC),
the variable that best represents the growth of the species (Cruz, 1993, 2000); and indi-
vidual weight, which enables to be evaluated the use of this resource. To observe the
relationship between these two variables, we use two regression models, which are then
compared: the classical allometric model and a nonparametric model. In the case of the
nonparametric model, the length-weight relationship of P. pollicipes is estimated using
local linear kernel smoothers. Such nonparametric regression models allow for a more
flexible fit of real data than do the parametric regression techniques usually used. Simi-
larly, they make it possible for the first derivative of the regression curve to be calculated,
thereby enabling the different stages of growth to be defined as the species increases in
size. Furthermore, calculation of this derivative could have a direct application in the
management of this species, possibly in estimating a size of capture.
To establish the size of capture of any species that is subject to exploitation, a range
of biological and ecological aspects must be taken into account, such as individual size
at sexual maturation, growth rate and biological cycle. Additionally, each specimen’s
weight gain must be assessed. In this respect, the Food and Agriculture Organisation
(FAO) of the United Nations states that “The basic purpose of fish stock assessment is to
provide advice on the optimum exploitation of aquatic living resources (...) and fish stock
assessment may be described as the search for the exploitation level which in the long
run gives the maximum yield in weight from the fishery" (Sparre and Venema, 1997). In
line with this indication, we feel that the study of derivatives is extremely useful when it
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comes to establishing ideal size of capture. In particular, we propose that the minimum
size corresponds to the point (or size) where the first derivative reaches the maximum.
From this point onwards, the rate of weight gain from one size to the next decreases.
Apart from affording an optimised methodology for studying the length-weight re-
lationship in various marine resources, this study also furnishes a possible method of
estimating an ideal size of capture for this species on Galicia’s Atlantic coast.
2.2.2. Materials and methods
Specimens were collected from five sites along an intertidal zone that is representa-
tive of the region’s Atlantic coastline and corresponds to the stretches of coast where this
species is harvested (Figure 2.1). The study was conducted over two years, from Jan-
uary 2006 to December 2007, during which we sought to maintain a monthly sampling
periodicity.
The following biometric variables of each specimen were measured: rostro-carinal
length (RC) which is the maximum distance across the capitulum between the ends of the
rostral and carinal plates (Figure 2.1); and dry weight (DW) which is obtained on the basis
of drying individuals in a forced air oven for 24 hours at 100 C (Montero-Torreiro and
Martínez, 2003). All measurements were made using a digital calliper with a precision of
0.1 mm, and a 0.01 g precision balance. A total of 16 562 specimens were measured.
The relationship that defines the growth in a species’ weight with respect to its length
is one of the most frequent in fish biology and fisheries, and is an important element
in population dynamics and stock assessment (Oniye et al., 2006). Indeed, this length-
weight relationship has been studied in various marine species, using different parametric
models which are easy to apply and estimate, and are all fully described in the literature
(i.e. Froese, 2006; Ismen et al., 2007; Neves et al., 2009; Pinheiro and Fiscarelli, 2009;
Nieto-Navarro et al., 2010; Ramón et al., 2010). One of the most widely used models of
this type is the allometric model proposed by Huxley (1924). The regression curve of this
model is E[DW |RC] = aRCb and is usually converted into its logarithmic expression.
This conversion, which is quite simple, both conceptually and mathematically, facilitates
the estimation of its parameters by linear regression. For detailed estimation procedure
see Appendix 2.A.
Despite the fact that such parametric models are frequently used, there is a problem
associated with their use. In certain circumstances the assumption of a given curve on the
effects of the covariates is very restrictive and is not supported by the data at hand. In this
setting, nonparametric regression techniques are involved in modelling the dependence
betweenDW andRC, without specifying in advance the function which links the covari-
ate to the response. Hence, to ascertain the length-weight relationship for P. pollicipes,
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we propose the use of a nonparametric model of the type
DW = m(RC) + ", (2.1)
where m is a smooth function and " is the error which is assumed to be heteroscedastic
with mean zero. It should be noted that in this type of model, there is no need to establish
a parametric form ofm. Moreover, a specific case of (2.1) is the nested allometric model
obtained by usingm(RC) = aRCb.
Figure 2.1: First row: Sampling sites. Second row: Picture of P. pollicipes on the rock,
and sketch depicting longitudinal variable measured.
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Shown in Figure 2.2 are the estimated regression curves of the previous models and
their first derivatives. As will be seen below, the regression curves of both models are
monotone increasing functions, and the value of DW increases with the values of RC.
In the nonparametric model, however, the increase in weight per unit of RC (given by
the first derivative ofm) registers a maximum at a given size, denoted rc0, beyond which
such weight gain declines (or at least remains constant). This trend is not observed in the
allometric model, in which the first derivative always increases.
An incorrect specification in the model could lead to incorrect conclusions, and so a
procedure is proposed to solve this. To this end, consideration will be given to a test for
the null hypothesis of an allometric model versus the general nonparametric model. To
address this problem, a bootstrap-based test for testing a parametric allometric model is
introduced (see Appendix 2.A).
Lastly it should be noted that, as mentioned above, the nonparametric model enables
to determine a maximum in the first derivative of m at a given size (rc0), which could
then be used to estimate a possible ideal size of capture.
2.2.3. Results
Firstly, Figure 2.2 depicts the regression curves of the length-weight relationship es-
timated by means of the two proposed models and their first derivatives. The grey lines
refer to the allometric model and the black lines to the nonparametric model.
Under the allometric model, the regression curve shows the way in which individ-
uals’ size increase as their weight rise. The length-weight relationship seems to be a
rising function across the entire range of values. The first derivative of this curve is a
rising monotone function (Figure 2.2, right). On the other hand, under the nonparametric
model, the regression curve is also rising and very similar to the curve estimated with the
allometric model. However, the final sections of these curves seem to differ according
to the model used. The nonparametric model detects variations in the final part of the
figure, which the allometric model is not capable of discerning. In Table 2.1, which lists
the estimatedDW s with their corresponding 95% confidence intervals, it can be seen that
both models estimate similarDW values until an RC of 20.18 is reached. Thereafter, for
an RC of 23.23, the allometric model yields a DW value of 2.57 versus 2.35 estimated
by the nonparametric model. Similarly, for an RC of 25.10, theDW ranges from a value
of 3.21 (allometric model) to 2.70 (nonparametric model).


















































































































































































































































































































































































































































































































































































































































































































































Figure 2.2: Regression curves and first derivatives (solid lines) with bootstrap-based 95%
confidence intervals (dashed lines) for dry weight (DW ) and rostro-carinal length (RC).
Grey lines: allometric model. Black lines: nonparametric regression model.
Table 2.1: DW predictions and their 95% confidence intervals according to the two pro-
posed models.
Regression curve First derivative
RC Allometric Nonparametric Allometric Nonparametric
5.18 0.03 (0.03, 0.03) 0.03 (0.03, 0.03) 0.02 (0.02, 0.02) 0.02 (0.02, 0.02)
8.23 0.13 (0.13, 0.13) 0.12 (0.12, 0.12) 0.05 (0.05, 0.05) 0.05 (0.05, 0.05)
10.10 0.24 (0.23, 0.24) 0.22 (0.22, 0.23) 0.07 (0.07, 0.07) 0.07 (0.07, 0.07)
13.15 0.50 (0.50, 0.50) 0.50 (0.50, 0.50) 0.11 (0.11, 0.11) 0.12 (0.12, 0.12)
15.02 0.74 (0.73, 0.74) 0.75 (0.75, 0.75) 0.14 (0.14, 0.14) 0.15 (0.15, 0.15)
18.07 1.25 (1.24, 1.26) 1.28 (1.27, 1.29) 0.20 (0.20, 0.20) 0.20 (0.19, 0.20)
20.18 1.71 (1.70, 1.73) 1.72 (1.70, 1.73) 0.24 (0.24, 0.25) 0.22 (0.21, 0.23)
23.23 2.57 (2.55, 2.59) 2.35 (2.27, 2.43) 0.32 (0.31, 0.32) 0.22 (0.19, 0.25)
24.16 2.88 (2.85, 2.90) 2.53 (2.40, 2.65) 0.34 (0.34, 0.35) 0.21 (0.17, 0.25)
25.10 3.21 (3.18, 3.24) 2.70 (2.49, 2.88) 0.37 (0.36, 0.37) 0.20 (0.14, 0.26)
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Focusing on the first derivative of this curve (Figure 2.2, right), the above-described
situation becomes even clearer. This derivative, rather than being monotone increasing
as predicted by the allometric model, the nonparametric model displays a maximum at a
specific size, after which it begins to decrease. This is clearly visible in Table 2.1, where
the estimatedDW values are 0.20 for an RC of 18.07, 0.22 for an RC of 23.23, and 0.20
again for an RC of 25.10.
When the study is repeated with the data being stratified by year, it shows the same
behaviour as the overall study. Similarly, the allometric model would seem to be incapable
of detecting variations in the data which the nonparametric model is able to record.
At this point, the above-mentioned test for the null hypothesis H0 : m(RC) = aRCb
is applied (see Appendix 2.A). The result of this test is that, for a 5% significance level,
the null hypothesis is rejected (p-value < 0.01), both overall and splitted by year. Based
on these results, the use of the nonparametric model would seem to be a good alternative
to the classical model. Figure 2.3, which depicts the overall study, plots the nonparametric
regression curve of weight gain as the value of RC increases, based on the former model.











































Figure 2.3: Regression curve and first derivative (solid lines) with bootstrap-based 95%
confidence intervals (dashed lines) for dry weight (DW ) and rostro-carinal length (RC),
overall study. Solid vertical line: estimated rc0. Grey area: confidence interval con-
structed for crc0.
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It is important to underscore the fact that this curve is initially exponential, until it
reaches a point where the relationship between dry weight and rostro-carinal length con-
tinues with a more linear trend. The first derivative of this curve increases as individuals
grow in size, until it peaks at an RC of 21.5 mm (solid vertical line).
In biological studies, and specifically in population dynamics and stock assessment, it
is relevant to asses whether this size remains constant across time and is not altered by any
possible annual variability in the growth of this species. Therefore, the study is repeated
including the factor-by-curve interaction. The first and second rows of Figure 2.4 refer
to 2006 and 2007, respectively. As with the overall study, in both cases the regression
curves show the way in which smaller-sized individuals increase in weight exponentially,
whereas larger-sized individuals increase in weight more linearly. To sum up, Table 2.2
shows the values estimated for rc0 by each of the studies conducted.
Now it is reasonable to determine if the year factor produces an effect on the response
and thus a true interaction is present or, in contrast, if the previous regression curves are
equal. Therefore, we apply the global test explained in the previous Chapter (Subsection
1.4.1). The p-values obtained for the regression curves and first derivatives are less than
0.01, and so the null hypotheses of equality of curves and equality of first derivatives are
both rejected.
As mentioned above, in this application it would also be useful to know whether the
size sought (rc0), which maximizes the first derivative of both years, is equal for the two
levels. The local test (Subsection 1.4.2) is therefore applied. A value of dˆ of 0.08 with a
confidence interval of ( 3.23, 3.16) is obtained. This confidence interval indicates that
the size at which this species reaches its maximum yield is significantly the same. This
situation occurs even when the effects of RC on the response depends on the factor and
consequently the curves and their derivatives are different for each level.
Finally, in this application interest also lies in testing whether optimal size varies ac-
cording to the geographic distribution of the species. We therefore select two sampling
sites and fit a model with factor-by curve interaction using the site as factor. The esti-
mations of rc0 are 20.93 (19.97, 22.37) and 17.35 (16.82, 18.13) for the first and second
site, respectively. The p-value obtained with the global test is less than 0.01, and the local
test applied to this context results in a dˆ value of -3.57 ( 5.03,  2.53). This confidence
interval indicates significant differences in size between sites, suggesting the possible ex-
istence of geographical differentiation in the growth of P. pollicipes.
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Figure 2.4: Regression curve and first derivative (solid lines) with bootstrap-based 95%
confidence intervals (dashed lines) for dry weight (DW ) and rostro-carinal length (RC).
First row: year 2006; second row: year 2007. Solid vertical line: estimated rc0. Grey
area: confidence interval constructed for brc0.
2.2. Length-weight relationship of Pollicipes pollicipes 35
Table 2.2: Size, crc0, which maximizes the first derivative of the regression curves, with
95% confidence interval, for each of the studies conducted.
Study brc0 95% CI
Global 21.50 (19.96, 23.42)
2006 21.18 (19.75, 23.56)
2007 21.10 (19.60, 22.89)
2.2.4. Concluding remarks
The length-weight relationship has been used in fishery analyses for several purposes,
e.g., to convert one variable to another, to estimate the expected weight for a certain size,
or to detect ontogenetic morphological changes linked to maturation of crustaceans and
fishes (Pinheiro and Fransozo, 1993). Moreover, the allometric model m(RC) = aRCb
is used in studies on relative growth. When investigating allometric growth, researchers
almost always choose the linear model for log-transformed data, which is quite simple
both conceptually and mathematically, and has parameters that are easy to estimate by
linear regression (Katsanevakis et al., 2007). However, it has been shown that the use of
the classical allometric model when not supported by the data might lead to characteristic
mistakes, such as misinterpretation of data and loss of valuable biological information
(Rabaoui et al., 2007).
Accordingly, this study has described a new approach to estimating this kind of rela-
tionship, based on the use of a nonparametric model. Results obtained from the length-
weight relationship of P. pollicipes indicate that modelling the data nonparametrically
would appear to be able to capture the effect of the values lying at either end of the dis-
tribution. Other more rigid models, such as the allometric model, may change the form
of this length-weight relationship. In the example used in this study, a large part of the
information would have been lost if we have chosen the classical allometric model. We
therefore think that weight gain with the increase in size in this species can be more reli-
ably explained by the nonparametric model.
The behaviour of the proposed statistical methodology have been verified with bi-
ological data obtained from a crustacean. In terms of weight gain, in the case of the
overall study, individuals have been estimated to grow exponentially and thus ensure a
high commercial yield until they reached an RC of 21.50 mm. This cut-off point ensures
that any barnacle under this size has not yet attained its maximum yield in weight and,
in accordance with FAO guidelines (Sparre and Venema, 1997), should therefore not be
captured. From this point, the accumulated weight of individual specimens will continue
to rise with size but the increase in weight from one size to the next will be progressively
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less. Thus, the yield obtained ceases to be profitable when seen against the time that the
barnacle remains in place without being harvested.
Our testing methods have revealed that: (a) stalked barnacles reach a maximum com-
mercial yield at a size of 21.50 mm; (b) this point or size (rc0) is the same for both years
of the study; and, (c) this point or size (rc0) is different between the two sites studied.
2.3. Estimating the minimum suitable size of capture of
two clam species
2.3.1. Motivation
The grooved carpet shell clam Ruditapes decussatus (Linnaeus, 1758) is a commercial
species native to Europe, found along the NE Atlantic and Mediterranean coasts (Gosling,
2003). The Manila clam Ruditapes phillippinarum (Adams and Reeve, 1850), which is
endemic in the Indian and Pacific Oceans, was introduced into Europe at the beginning of
the 1970s for culture purposes and swiftly naturalised in estuaries and lagoons, occupying
an habitat that overlaps that of the native species R. decussatus (Jensen et al., 2004). In
the space of a few years, the Manila clam became a commercially exploited resource,
due to its considerable commercial value (Usero et al., 1997) and comparatively higher
productivity and resistance to unfavourable conditions than the native species (Melià et al.,
2004). R. phillippinarum is known to be hardier and more resistant than R. decussatus
(Breber, 1985, 1991), and to grow more quickly over a wide range of temperatures (Laing
et al., 1987; Jensen et al., 2004, and references therein) or under the influence of a potential
competitor (Mistri, 2004).
On the northern coast of Spain, the Bay of Santander and Santoña salt marshes1
are considerably productive estuaries in terms of dry weight of standing stocks of these
species, with 58 metric tones of R. decussatus, 90 metric tones of R. phillippinarum, 18
metric tones of R. decussatus and 16 metric tones of R. phillippinarum respectively (GE-
SHA, 2005b). In addition to the shellfishing of natural resources, some R. phillippinarum
farming areas are located on the central south-eastern sand flats of the Bay of Santander.
In 2005 and 2010, assessment of populations of these clam species were evaluated in both
estuaries revealed a considerable decrease in the relative abundance of R. decussatus in
the Bay of Santander (Juanes et al., 2012). Clam fishery management in these estuaries
has been based on setting a minimum size of capture and closing areas by annual lo-
cal regulations (e.g., Cantabrian Regional Authority Order DES/25/2011). Regardless of
the important biological differences that exist between these species, the minimum size
1In Spanish, Bahía de Santander and Marismas de Santoña.
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of capture of individuals established for these estuaries and the entire north coast of the
Iberian Peninsula is the same (40 mm) for both species. However, the minimum legal size
established by the European Union was 40 mm for both species up to 2007, after which it
was reduced to 35 mm for the Manila clam (Dang et al., 2010).
A fishery management model that is not solidly based on scientific knowledge could
lead to overexploitation of the target species. Such knowledge is even more relevant when
introducing a fast-growing and resistant species like the Manila clam, which must more-
over coexist with native species, due to a real risk of the latter species being dislodged
and displaced to very restricted areas. Indeed, this is what occurred in other European
estuaries, e.g., Arcachon Bay, the Venice Lagoon (Auby, 1993; Miller, 2002; Marin et al.,
2003). The estimation of and compliance with an appropriate specific minimum size of
capture could have important positive effects on the conservation of the native species and
on clam fishery yields. This might, in turn, also benefit a great variety of macropredators,
such as crabs, birds and fishes, in the medium term (Toba, 1992; Jamieson et al., 2001;
Byers, 2005; Caldow et al., 2007; Lum, 2011).
In this regard, setting the minimum differential size of capture of exploited clam
species is one of the most important and widely used measures in fishery management
strategies (e.g. Berthou et al., 2005; Gilbert et al., 2006); and studying the length-weight
relationship is essential for this purpose. For the grooved carpet shell and Manila clams,
this relationship has usually been defined by the classical allometric model (Bald and
Borja, 2001; Caill-Milly et al., 2003; Bald and Borja, 2005; Bradbury et al., 2005; Caill-
Milly et al., 2006), in which clamweight (DW, g) is related to shell length (ML, cm) by the
equation E[DW |ML] = aMLb, with a and b being constants. In other bivalve species,
such as Macoma baltica or Mercenaria mercenaria, this relationship has also been anal-
ysed using the same model (Bachelet, 1980; Hofmann et al., 2006). As explained in the
previous Section, in Sestelo and Roca-Pardiñas (2011) we analysed the potential benefit
of using this relationship to obtain an objective estimate of a suitable size of capture for
the barnacle Pollicipes pollicipes, in order to guarantee maximum fishery yields in the
long run. We proposed that the minimum size of capture should be the one at which the
first derivative of the length-weight relationship regression curve (nonparametrically esti-
mated) reached the maximum, thereby ensuring that from this point onwards, weight gain
from one size to the next decreased.
Success in the application of this nonparametric model to other commercial marine
species (e.g., bivalves) could confirm this technique as an alternative method for studying
the length-weight relationship and for estimating the minimum size of capture. Within
this context, the aims of this study are: (a) to assess the suitability of the nonparametric
model for studying the length-weight relationship of Ruditapes decussatus and Ruditapes
phillippinarum; and, (b) to analyse the applicability of this model to estimating a mini-
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mum size of capture for each species, taking into account the environmental conditions
prevailing along the different estuaries and in their respective zones.
2.3.2. Materials and methods
This study was conducted in the intertidal areas of the two most important estuaries
in northern Spain (Gulf of Biscay)2, namely, the Bay of Santander (22.7 km2) and the
Santoña salt marshes (18.7 km2), see Figure 2.5.
Specimens of R. decussatus and R. phillippinarum were collected from different sites
along both estuaries, where these resources are commercially exploited. Sampling was
performed during spring low tides in April 2010.
Along the Bay of Santander, individual specimens were collected from 18 stations
located in three zones, namely, the central zone, regarded as being a more oceanic area,
and the northern and southern zones, regarded as being more estuarine or inner areas. In
the Santoña salt marshes, individual specimens were gathered from 30 stations located in
four zones, namely, the central zone, regarded as being a more open oceanic area, and the
northern, southern and western zones, regarded as being inner areas (Figure 2.6).
Figure 2.5: Study area: Bay of Santander and Santoña salt-marsh estuaries located on the
northern coast of Spain.
2In Spanish, Golfo de Vizcaya.
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Figure 2.6: Location of the sampling stations and zones where R. decussatus and R.
phillippinarum specimens were collected in the Bay of Santander (left) and Santoña salt-
marsh (right) estuaries. Stations are represented by black circles and zones are represented
by grouping circles: in the Bay of Santander, the central zone, regarded as being a more
oceanic area and the northern and southern zones, regarded as being more estuarine or in-
ner areas; in Santoña salt marshes, the central zone regarded as more oceanic open zone,
and the northern, southern zone and western zones regarded as inner areas.
This classification of stations in terms of inner or open area was made by GESHA
(2005a), based on spatial proximity and similar environmental characteristics, in line with
the requirements of the Water Framework Directive for the classification of superficial
water bodies (Vincent et al., 2002; Borja et al., 2004). Taxonomic determination of each
individual specimen was performed in the laboratory, followed by maximum shell length
(ML, mm) and dry weight (DW, g) measurements. These measurements were taken using
a digital caliper with a precision of 0.1 mm and a 0.01 g precision balance, after oven
drying of specimens for 72 hours at a temperature of 60 C until constant weight. A
total of 2 693 specimens were measured (1 605 specimens of R. decussatus and 1 088
specimens of R. phillippinarum).
As in the case of P. pollicipes (Section 2.2), to study the length-weight relationship of
these clams two models are considered, the classical allometric model and a nonparamet-
ric model of the type
DW = m(ML) + ", (2.2)
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where m is an smooth unknown function and " is the error which is assumed to be het-
eroscedastic with mean zero.
It is important to stress the fact that, in practice, incorrect specification in the model
could lead to incorrect conclusions. Hence, we also propose the use of the testing proce-
dure explained in the Appendix 2.A, where the aim is to test
H0 : m(ML) = aML
b
versus H1 with m being a smooth function. Note that if H0 is not rejected, then the
parametric model will be suitable for the data and the use of a more general model will be
rejected. In contrast, ifH0 is not true, the conclusion to be drawn is that the specified form
is not correct and that the nonparametric model proposed above will have to be fitted.
In this study, it is also interesting to compare the estimated curves between the differ-
ent levels of a given factor, species, estuary and zone. In such a framework, a generalisa-
tion of the “pure” model in (2.2) is the regression model with factor-by-curve interactions.
In this type of model, the relationship betweenDW andML can vary among subsets de-
fined by levels of a categorical covariate, F .
Here, specifically, we are interested in comparing, firstly, the length-weight relation-
ship between the two species targeted for study. To this end, the following model is
considered:
DW = f0(ML) +
8<:
f1(ML) + "1 if F = 1
f2(ML) + "2 if F = 2
(2.3)
where "1 and "2 are the zero-mean errors for each levels of the factor, f0 represents the
global effect ofML on the response, and f1 and f2 are the specific effects ofML associ-
ated with levels 1 (R. decussatus) and 2 (R. philipinarum) of factor F (“species”).
Secondly, in order to detect a possible effect of the estuary on the gain weight pattern,
two alternative models are proposed, one for each species. These models are analogous
to that presented in (2.3) but taking into account the factor F as “estuary”, with the Bay
of Santander being level 1 and the Santoña salt marshes being level 2.
Thirdly, to ascertain the effect of the zone, we again propose a similar model for each
species, with F being the factor “zone”, and the inner and open zones being levels 1 and
2 respectively.
Finally, based on the general model in (2.2), a possible size of capture for these species
could be suggested. The ideal size, here denoted ml0, will be given by the maximiser of
the first derivative of m. Analogously, ml01 and ml02 can be obtained as the maximisers
of m11(ml) and m12(ml), with m1(ml) and m2(ml) being the regression curves of DW
on ML for levels 1 and 2 of the factor respectively, under the model (2.3). To draw
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inferences about this size and make comparisons between the two levels of the factor
(species, estuary or zone), we propose the use of the local test described in Chapter 1
(Subsection 1.4.2).
2.3.3. Results
The allometric model fitted is dDW = 4.2410 5ML3.26 for R. decussatus, while the
resulting model for R. phillippinarum is dDW = 7.3410 5ML3.19 (Figure 2.7). Under the
nonparametric model, the regression curves are increasing functions for both species, very
similar to those obtained with the allometric model. However, the nonparametric model
detects variations in the final part of the regression curve, which are more pronounced for





































































































































































































































































































































































































































































Figure 2.7: Regression curves of the length-weight relationship between dry weight
(DW ) and maximum length (ML) for Ruditapes decussatus (left) and Ruditapes phillip-
pinarum (right). Grey solid lines refer to the allometric model and black solid lines refer
to the nonparametric model. Bootstrap-based 95% confidence intervals are represented
by dashed lines. Both estuary data sets are used.
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Both models estimate very similar DW values until ML values of 40 mm for R. de-
cussatus and 45 mm for R. phillippinarum are reached. Thereafter, for an ML size of
50 mm, the allometric model estimates a mean DW value (95% confidence interval) of
14.92 g (14.50, 15.53) for R. decussatus versus 13.86 g (13.52, 14.18) estimated by the
nonparametric model. Similarly, for R. phillippinarum, the allometric model estimates
a DW value of 19.80 g (18.97, 20.43) versus 17.92 g (17.24, 18.57) estimated by the
nonparametric model. Figure 2.8 shows the first derivatives of the above curves for both
species. Under the allometric model, these curves display increasing monotone func-
tions. Under the nonparametric model, however, the first derivative shows a maximum at
a specific size after which it begin to decrease.
The results obtained from the test for the allometric model (Table 2.3) for comparing
the fit of the models show that a better fit of the data is achieved with the nonparametric
model. The same result is obtained for both species, whether using the entire data set or
using a splitted by estuary or by inner and open zone.












































Figure 2.8: First derivative of the regression curves for Ruditapes decussatus (left) and
Ruditapes phillippinarum (right). Grey solid lines refer to the allometric model and black
solid lines refer to the nonparametric model. For the nonparametric model, the solid
vertical line represents the estimatedml0 (size where first derivative is maximum) and the
grey area represents the confidence interval constructed for the estimatedml0. Bootstrap-
based 95% confidence intervals are represented by dashed lines. Both estuary data sets
are used.
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Table 2.3: Results of the test for the allometric model for each of the proposed models:
the first model with species as factor (R. decussatus and R. phillipinarum), the models
with estuary as factor (Bay of Santander and Santoña salt marshes) for each species, and
the last models with zone as factor (inner and open areas) for each species. The H0 is
rejected for p-values < 0.05 (marked by an asterisk).
Factor Level n Statistic p-value
Species
R. decussatus 1 605 0.06 0.02*
R. phillippinarum 1 088 0.20 0.01*
Estuary
R. decussatus
Bahía Santander 926 0.08 0.01*
Marismas Santoña 679 0.19 0.01*
R. phillippinarum
Bahía Santander 949 0.05 0.01*
Marismas Santoña 139 1.74 0.01*
Zone
R. decussatus
Inner zones 861 0.05 0.01*
Open zones 744 0.09 0.02*
R. phillippinarum
Inner zones 404 0.26 0.03*
Open zones 684 0.14 0.04*
Based on these results, the first derivative of the resulting regression curve is used to
estimate the minimum suitable size of capture (Table 2.4). Additionally, when the local
test outlined in Chapter 1 (Subsection 1.4.2) is used, the minimum size (49.5 mm) of R.
decussatus is observed to be significantly larger than that estimated for R. phillippinarum
(44.7 mm), see Table 2.5. The analyses undertaken to estimate a possible size of capture
for each estuary and zone studied (i.e., inner and open) show that, for R. decussatus, this
size is significantly higher in the Santoña salt marshes and inner estuarine zones. For R.
phillippinarum, in contrast, this size of capture seems to be the same for both estuaries
and for inner and open zones alike (Tables 2.4 and 2.5, Figures 2.9 and 2.10).
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Table 2.4: Size cml0 with 95% confidence interval, for each of the models: the first with
species as factor (R. decussatus and R. phillipinarum), the models with estuary as factor
(Bay of Santander and Santoña salt marshes) for each species, and the last models with
zone as factor (inner and open areas) for each species.
Factor Level n cml0
Species
R. decussatus 1 605 49.51 (48.25, – )
R. phillippinarum 1 088 44.74 (43.52, 46.76)
Estuary
R. decussatus
Bahía Santander 926 48.66 (47.53, – )
Marismas Santoña 679 56.00 (52.71, – )
R. phillippinarum
Bahía Santander 949 46.98 (44.01, – )
Marismas Santoña 139 43.58 (40.69, 48.46)
Zone
R. decussatus
Inner zones 861 54.56 (48.74, – )
Open zones 744 48.88 (46.90, 50.77)
R. phillippinarum
Inner zones 404 44.79 (42.73, 49.05)
Open zones 684 44.52 (41.24, 50.30)
Table 2.5: Results of the local test used to compare the size cml0, as between species,
estuaries and zones. The asterisk indicates that the null hyphotesis is rejected.
Factor dˆ
Species  4.77 ( 12.03,  2.34)*
Estuary
R. decussatus 7.34 (0.43, 8.29)*
R. phillippinarum  3.40 ( 7.11, 3.31)
Zone
R. decussatus  5.68 ( 8.65,  0.18)*
R. phillippinarum  0.27 ( 6.01, 5.14)
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Figure 2.9: Nonparametric regression curve and first derivative (solid curved lines) with
bootstrap-based 95% confidence intervals (dashed lines) for dry weight (DW) and maxi-
mum length (ML) of Ruditapes decussatus in the Bay of Santander (a) and Santoña Salt
marshes (b), and for Ruditapes phillippinarum in the Bay of Santander (c) and Santoña
Salt marshes (d). Solid vertical lines: estimated ml0 (size where first derivative is maxi-
mum). Grey area: confidence interval constructed for the estimatedml0.
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Figure 2.10: Nonparametric regression curve and first derivative (solid lines) with
bootstrap-based 95% confidence intervals (dashed lines) for dry weight (DW) and maxi-
mum length (ML) of Ruditapes decussatus in inner (a) and open zones (b), and for Rudi-
tapes phillippinarum in inner (c) and open zones (d). Solid vertical lines: estimated ml0
(size where first derivative is maximum). Grey area: confidence interval constructed for
the estimatedml0.
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2.3.4. Concluding remarks
The results obtained have demonstrated the feasibility of using nonparametric tech-
niques based on local linear kernel smoothers to analyse the length-weight relationship
and to estimate the minimum capture size of commercial species which display differen-
tiated weight-gain patterns over the course of their development.
The flexible techniques applied in this Chapter proved to be appropriate when study-
ing the length-weight relationships of R. decussatus and R. phillippinarum in northern
Spain’s two major estuaries. This indicates that the use of a nonparametric model can be
considered as viable alternative to the classical allometric model for both species. These
results are in agreement with those reported in the previous Section for the gooseneck
barnacle P. pollicipes, which is also a species that displays a differentiated weight-gain
pattern during its development.
The estimated minimum suitable sizes of capture have been different between these
species and larger than those currently envisaged under EU and regional regulations.
These results are in line with the biological differences between this species and may
provide considerably higher fishery yields in terms of weight.
This have been both a preliminary study and a starting point for possibly revising the
minimum legal size of capture of the species targeted, in order to improve current man-
agement models and, in the long run, obtain an increase in available commercial stocks.
Finally, it is important to underscore the fact that the potential effects of gonadal develop-
ment of some individuals and the lack of large individuals remain to be determined.
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Appendix 2.A Test for the allometric model
In this Chapter, we propose the use of a nonparametric model to estimate the relation-
ship between two biometric variables. Nevertheless, there are other parametric models
in the literature which, in certain circumstances, can be suitable for modelling data sets.
One of the models most widely used for estimating the above relationship in fish biology
and fisheries is the classical allometric model proposed by Huxley (1924).
2.A.1 Testing procedure
As stated before, the allometric model is a classical potential model. This model is
usually converted into its logarithmic expression
log Y = log a+ b log X + ",
or analogously,
Y ⇤ = a⇤ + b⇤X⇤ + ", (2.4)
being " the mean zero-error, X⇤ = log X , a⇤ = log a and b⇤ = b . This conversion,
which is quite simple, both conceptually and mathematically, facilitates the estimation of
its parameters by linear regression.
Despite that fact that such parametric models are appealing in many situations, there
is a problem associated with their use. In certain circumstances the assumption of a
given curve for the effects of the covariates is very restrictive and is not supported by the
data at hand and, consequently, if the parametric model fails then the conclusions will be
erroneous. In this setting, nonparametric regression techniques are involved in modelling
the dependence between Y and X , though without specifying in advance the function
which links the covariates to the response.
Hence, in order to facilitate the choice of a model appropriate to the data while at
the same time trying to minimise the loss of information, we develop the following two
different bootstrap-based procedures that test whether the data can be modelled by an al-
lometric model. Firstly, we propose a test based on the residuals of the fit of an allometric
model. Secondly, keeping in mind circumstances where one might be interested in decid-
ing on the basis of a graph rather than only a p-value, a confidence band for the residuals
is constructed (e.g. Knafl et al., 1985; Eubank and Speckman, 1993; Hall and Horowitz,
2012). In both cases, for simplicity of notation, the interaction is not considered and we
work with the logarithm of the original variables, X⇤ = log(X) and Y ⇤ = log(Y ). Based
on a general model of the type
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Y ⇤ = m(X⇤) + ",
the aim here is to test the null hypothesis of an allometric model
H0 : m(x
⇤) = a⇤ + b⇤x⇤ (2.5)
versus general hypothesisH1, withm being an unknown nonparametric function; or anal-
ogously,
H1 : m(x
⇤) = a⇤ + b⇤x⇤ + g(x⇤), (2.6)
with g(x⇤) being an unknown function not equal to zero.
Bootstrap-based test
There now follows a detailed outline of the procedure to test H0 via the bootstrap-






with gˆ(X⇤i ) being the nonparametric estimation of g(X⇤i ) according to the expression in
(2.6) with a sample {(X⇤i , Y ⇤i )}ni=1.
If the null hypothesis is verified, then Q should be close to zero, but will be positive.
Thus, the test rule for checking H0 with a significance level ↵ is that the null hypothesis
is rejected if Q is larger than its (1   ↵)-percentile. To approximate the distributions of
the test statistic under the null hypothesis, we use resampling methods such as bootstrap
introduced by Efron (1979) (see also Efron and Tibshirani, 1993; Härdle and Mammen,
1993; Kauermann and Opsomer, 2003). The steps of the procedure are as follows:
Step 1. From the sample data {(X⇤i , Y ⇤i )}ni=1 , obtain the estimates of a⇤ and b⇤ according
to the null model in (2.5), compute the residuals as ri = Y ⇤i   aˆ⇤   bˆ⇤X⇤i and obtain the
nonparametric estimates of g(X⇤) according to the model ri = g(X⇤i ) + "i. Compute the
Q value.
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where "ˆi = Y ⇤i   aˆ⇤  bˆ⇤X⇤i are the residuals of the null model, and computeQ•b the same
way as in Step 1.
Since the bootstrap resamples are constructed under the null hypothesis, this proce-
dure approximates the distribution of Q under H0. Consequently, the test rule based on
Q consists of rejecting the null hypothesis if Q > Q1 ↵, where Q1 ↵ is the empirical
(1  ↵)-percentile of the values Q•1, . . . , Q•B previously obtained.
Bootstrap confidence band
The second procedure proposed is the construction of a bootstrap confidence band for
the estimates of g(X⇤). The construction of confidence bands for a regression function
has a history going back to Working and Hotelling (1929). Given 0  ↵ < 1 and an
estimator gˆ(x) for g(x) we want to find a bound Z↵ such that
P (sup
x
| gˆ(x)  g(x) | Z↵)   1  ↵.
It is important to stress the fact that if the null hypothesis is verified, gˆ(X⇤) should
be zero, and the constructed band would then contain the zero along the entire support of
X⇤. However, if this band does not contain the zero in at least one of the X⇤i values, H0
will be rejected. The steps for the construction of this band for the true g(X⇤) values are
as follows:
Step 1. From the sample data {(X⇤i , Y ⇤i )}ni=1, obtain the nonparametric estimates for
i = 1, . . . , n ofm(X⇤i ) based on the following general model
Y ⇤ = m(X⇤) + ". (2.8)
Step 2. Obtain the estimates of a⇤ and b⇤ according to the null model in (2.5), compute
the residuals as ri = Y ⇤i   aˆ⇤   bˆ⇤X⇤i and obtain the nonparametric estimates of g(X⇤)
according to the model ri = g(X⇤i ) + "i.
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where "ˆi = Y ⇤i   mˆ(X⇤i ) are the residuals of the general model in (2.8), and obtain
gˆ(X⇤)•b as in Step 2.
Step 4. For each bootstrap resample compute Z•b as
Z•b = max
i
(| gˆ•b(X⇤i )  gˆ(X⇤i ) |).
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Finally, the limits for the 100(1  ↵)% confidence band of g(X⇤i ) are given by✓
gˆ(X⇤i )± Z1 ↵
◆
where Zp represents the p percentile of Z•1, . . . , Z•b.
Furthermore, in a case of having heteroscedastic data or estimates with high variability
(boundary effects), we propose a small modification of the previous procedure, taking the
variance of the estimates in eachX value into account (Faraway and Sun, 1995). The steps
for constructing this band with varying width are the same as in the previous procedure
but in this case include the following three differences:
- In Step 3 it would be necessary to calculate the variance of the bootstrap estimates












- Z•b would be obtained in Step 4 as
Z•b = max
i




- The confidence band with varying width would be given by
✓




This Section reports the results of two simulation studies designed to assess the va-
lidity of the two proposed procedures. As mentioned above, the allometric model can be
converted into a linear expression by only applying logarithms. Accordingly, and for sim-
plicity, in this simulation we consider a parametric linear regression problem where the
explanatory covariate X was drawn from a uniform distribution [ 2, 2] and the response
variable Y was generated according to
Y = m(X) + ", (2.9)
withm(X) = 2X+aX2, " being the error distributed in accordance with as aN(0,  (X))
where  (X) = 3 | 0.1m(X) | and a being a constant.
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One thousand independent samples {(Xi, Yi)}ni=1 were generated from the model (2.9)
for the purpose of testing the following null hypothesis:
H0 : m(X) = 2X.
Note that the value a = 0 corresponds to the hypothesis H0, and as the a value increase,
so does the effect of X2, and consequently we will be under the alternative.
Both to determine the critical value of the test statistic and to construct the two con-
fidence bands (with constant and varying width), we apply bootstrap as described above.
Specifically, this entailed 1000 bootstrap samples for calculating type I error and 500
bootstrap samples for calculating the power under the alternative. The type I error, as
well as the power, are calculated as the proportion of rejections ofH0 in 1000 runs. Table
2.6 displays the estimated type I error for the proposed methods at different significance
levels and for different sample sizes. As can be seen from this table, the methods based
on Q and on the band with varying width (B2) perform similarly and reasonably well,
coming quite close to the nominal level. However, the procedure based on the band with
constant width (B1) seems to reject the null hypothesis more often than it should whenH0
is true. In contrast, when the sample size is considerably large, the B2 procedure seems
to be more conservative than the test based on Q.
Table 2.6: Type I error for the three procedures —test based on the Q statistic (Q), confi-
dence band (B1) and confidence band with varying width (B2)— for nominal levels of 1,
5, 10, 15 and 20% and sample sizes of n =100, 200, 500 and 5000.
Level (%)
n Test 1 5 10 15 20
100
Q 0.9 4.5 9.4 16.0 20.2
B1 2.6 9.1 16.0 22.7 27.5
B2 2.1 7.1 13.1 17.9 23.7
200
Q 0.8 5.4 11.5 16.2 22.2
B1 1.9 7.1 13.8 18.8 23.8
B2 1.6 6.5 11.5 15.8 19.1
500
Q 1.0 5.1 11.5 16.6 21.2
B1 2.0 7.7 13.1 18.6 23.5
B2 0.8 4.5 9.7 15.3 20.7
5000
Q 0.8 5.5 9.5 14.9 19.5
B1 1.1 7.0 13.0 18.4 24.2
B2 0.30 3.6 7.5 12.4 18.2
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We also study power performance for the alternatives, as a function of a. Table 2.7
and Figure 2.11 show the power results for the test based on Q, the procedure based on
the confidence band with constant width and the procedure based on the confidence band
with varying width. The three procedures register satisfactory power curves, with the
probability of rejection increasing in response to any increase in the value of the constant
a and the sample size.
As can be seen in Table 2.7 and Figure 2.12, the test based on Q yields greater power
than the test based on the band with constant width (B1). Furthermore, it can be seen that
the constructed band taking into account the variance of the estimates (B2) produces better
results than the others do. Indeed, the behaviour of this confidence band is satisfactory
and similar to the test based on Q.
Figure 2.13 shows 100 simulations runs for estimate g with a = 0 and n = 500. The
accuracy of the resulting estimates is acceptable, with estimated values close to zero. Note
that these estimates have a high variability at the boundary. Because of this, the band with
varying width may perform better than the other one.
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Figure 2.11: Percentage of rejections for the test based on Q (upper panel), for the pro-
cedure based on the confidence band with constant width (B1) (middle panel) and for
the procedure based on the confidence band with varying width (B2) (lower panel) on a
increasing for a nominal level of 1 and 5% and sample sizes n = 100, 200, 500 and 5000.
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Figure 2.12: Percentage of rejection for the three procedures on a increasing for a nominal
level of 5% and sample sizes of n = 200 (left panel) and n = 500 (right panel).

















Figure 2.13: True function of g with their 100 simulation runs (grey lines) with a = 0 and
n = 500.
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Table 2.7: Percentage of rejections (in %) for the three procedures —test based on the Q
statistic (Q), confidence band (B1) and confidence band with varying width (B2)— on a
increasing for nominal levels of 1, 5, 10, 15 and 20% and sample sizes of n = 100, 200
and 500.
Level (%)
a n Test 1 5 10 15 20
0.2
100
Q 8.8 27.6 39.6 48.4 56.3
B1 10.8 26.2 36.3 43.5 49.8
B2 13.3 28.8 38.2 45.0 52.2
200
Q 25.2 51.9 64.6 70.8 77.0
B1 19.7 37.4 48.8 55.9 60.9
B2 26.6 47.4 60.0 66.7 72.8
500
Q 57.0 80.8 88.0 91.5 93.2
B1 42.2 65.3 73.5 78.4 81.4
B2 63.6 83.6 90.5 92.9 95.0
0.3
100
Q 25.1 54.1 65.7 71.4 77.2
B1 25.3 41.9 53.0 59.5 64.9
B2 32.7 53.2 64.7 70.9 76.6
200
Q 46.6 75.7 83.9 89.8 92.5
B1 39.4 61.2 70.9 75.5 77.8
B2 59.7 81.3 88.9 92.3 94.7
500
Q 99.3 99.9 100.0 100.0 100.0
B1 75.7 87.5 91.3 93.9 95.3
B2 96.4 99.1 99.5 99.7 99.9
0.4
100
Q 52.9 81.3 89.1 92.9 94.7
B1 40.8 60.3 69.7 75.1 78.4
B2 57.1 76.5 85.1 88.9 92.3
200
Q 90.3 98.1 98.9 99.3 99.8
B1 60.7 78.4 84.2 87.8 90.1
B2 89.4 96.1 98.3 99.3 99.7
500
Q 100.0 100.0 100.0 100.0 100.0
B1 93.1 97.6 98.4 98.8 99.3
B2 100.0 100.0 100.0 100.0 100.0
0.5
100
Q 75.1 93.5 96.9 98.1 98.7
B1 54.9 73.1 79.7 83.5 87.3
B2 76.2 90.4 94.6 96.1 97.1
200
Q 99.0 99.8 99.9 100.0 100.0
B1 82.3 90.3 93.3 95.8 96.4
B2 97.2 99.2 99.7 99.9 99.9
500
Q 100.0 100.0 100.0 100.0 100.0
B1 98.6 99.3 99.7 99.7 99.9
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3.1. Introduction
The preceding Chapters have been devoted to explaining the developed methodol-
ogy used to estimate factor-by-curve regression models based on kernel smoothers. In
addition, several procedures to test different features of the estimated regression curves
have also been described, and these developments have been applied to a couple of real
situations.
In view of the high cost entailed in the estimation procedure for these methodologies,
we used Fortran (FORmula TRANslation, Gehrke, 1995) as the programming language.
However, to facilitate the use in practice of all these methodologies, a user-friendly R
package is implemented. This software provides numerical and graphical outputs of the
regression models and testing procedures reviewed in Chapter 1. It is now time to outline
the implemented functions of our package in detail, and illustrate these with a real data
set.
A brief review of software developments for carrying out kernel-based regression
could start with the ksmooth function of the stats package, with which it is possi-
ble to obtain estimates using the Nadaraya-Watson estimator. However, to study kernel-
based nonparametric estimators in depth, the KernSmooth package (Wand, 2011) af-
fords more possibilities for R users. Using its main function, locpoly, a probability
density function, regression function or their derivatives can be estimated using local
polynomials. Another option might be the use of the lokern package (Herrmann and
Maechler, 2011), which features kernel regression smoothing with adaptive local or global
plug-in bandwidth selection. Finally, in a multivariate framework, the np package (Hay-
field and Racine, 2008, 2012) provides a variety of nonparametric (and semiparametric)
kernel methods that seamlessly handle a mix of continuous, unordered and ordered factor
data types often found in applied settings.
This Chapter describes the R-based NPRegfast package capabilities for estima-
tion and inference in factor-by-curve regression models. This library enables R users to
compare the regression curves specific to each level, and even to compare their critical
points (e.g., maxima, minima or inflection points) through the study of their derivatives.
The main estimation procedure is based on local polynomial kernel smoothers. It is also
possible, however, to estimate the models using a classical parametric model —the allo-
metric model— one of the most frequently used models in fishery management. Inference
with this package (confidence intervals and tests) is based on bootstrap resampling meth-
ods. Accordingly, binning acceleration techniques are also implemented to ensure that
the package is computationally efficient.
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The remainder of the Chapter is structured as follows: Section 3.2 describes the imple-
mentation of the methods in NPRegfast and illustrates the package capabilities using
a real data example; Section 3.3 reports the computational details; and lastly, Section 3.4
adds some concluding remarks and proposals for future work and package improvements.
3.2. NPRegfast in practice
The NPRegfast software contains a set of functions for estimating nonparametric
models, first and second derivatives, critical points, etc., as well as different tests for
drawing inferences about the estimated models. The functions within NPRegfast are
briefly described in Table 3.1. Guidance on the usage of these functions can be obtained
with Help Pages (see Appendix A).
The package is designed along lines similar to those of other R regression packages.
Hence, this main function of the library is frfast which, by default, fits a nonpara-
metric regression model based on local polynomial kernel smoothers. The arguments
of this function are shown in Table 3.2. Note that through the argument formula
users can decide to fit a model by taking or not taking the interaction into account.
Numerical and graphical summaries of the fitted object can be obtained by using the
generic functions, print.frfast, summary.frfast and plot.frfast (argu-
ments of the latter function are shown in Table 3.3). Another of these generic functions is
predict.frfast, which takes a fitted model of the frfast class and, given a new
data set of values of the covariate, produces predictions.
As mentioned above, this package can be used to fit models taking into account factor-
by-curve interactions. In this framework, it will be necessary to ascertain if the factor
produces an effect on the response and thus, there is a interaction or, in contrast, the esti-
mated regression curves are equal. To this end, the package provides the globaltest
function which answers this question through a bootstrap-based test. If the factor results
significant, then plot.diff() enables the user to obtain a graphical representation that
shows the differences between the estimated curves (estimate, first or second derivative)
for any set of two levels of the factor. Additionally, with maxp() it is possible to obtain
the value of the covariate that maximises the estimate and first and second derivatives, for
each of these levels. Again, to test if these estimated points are equal for all levels, the
package provides the localtest function. Note that, to compare these points between
any set of two levels, a confidence interval for the difference can be obtained by applying
maxp.diff().
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Table 3.1: Summary of functions in NPRegfast package.
Function Description
frfast Main function for fitting regression models and obtain-
ing the different outputs (model estimates, first and sec-
ond derivatives).
summary Method of the generic summary function for frfast
objects.
plot Visualization of frfast objects. Provides the plots
for model estimates and their 95% confidence intervals
based on bootstrap techniques.
plot.diff Draws the plots that shows the differences between the
model curves with their 95% confidence intervals based
on bootstrap methods.
predict Takes a fitted frfast object produced by frfast()
and, given a new set of values for the model covariate,
produces predictions.
maxp Provides a table with the covariate X value (with 95%
confidence interval) that maximises the initial estima-
tion, and first and second derivatives.
maxp.diff Provides a table with the 95% confidence interval for the
differences between theX values that maximises the ini-
tial estimation, and first and second derivatives, for every
two levels.
globaltest Function to test the equality of the curves specific to each
level.
localtest Function to test the equality of the critical points esti-
mated from the respective level-specific curves.
allotest Function to test the null hypothesis of an allometric
model versus the general hypothesis where the effect of
the covariate on the response is flexible and unknown.
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Table 3.2: Summary of the arguments of the main function frfast.
Arguments Description
formula An object of class formula: a symbolic description of
the model to be fitted.
data A data frame or matrix containing the model response
variable and covariates required by the formula.
model The nonparametric regression fitting by local polynomial
kernel smoothers (model = "np"). Also, model =
"allo" is used to fit an allometric model.
h The kernel bandwidth smoothing parameter. Large band-
width values make for smoother estimates, smaller band-
width values make for less smooth estimates. The default
is a bandwidth computed by cross-validation.
nh Integer number of equally-spaced bandwidth on which
the h is discretised, to speed up computation.
weights Prior weights on the data.
kernel Character which determines the smoothing kernel. By
default, kernel = "epanech" , the Epanechnikov
density function. Several types of kernel functions can
also be used, e.g., triangular and Gaussian density func-
tions, with the "triang" and "gaussian" terms re-
spectively.
p Degree of polynomial used. Its value must be greater
than or equal to the value of derivative. The default de-
gree value is 3.
kbin Number of binning nodes on which the function is to be
estimated.
nboot Number of bootstrap replicates.
rankl Number or vector specifying the minimum value for an
interval at which to search for the x value that max-
imises the estimate, and first or second derivative (for
each level). The default is the minimum data value.
ranku Number or vector specifying the maximum value for an
interval at which to search for the x value that max-
imises the estimate, and first or second derivative (for
each level). The default is the maximum data value.
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Table 3.3: Summary of the arguments of the function plot.frfast.
Arguments Description
model frfast object.
fac Number or vector that determines the level to be taken
into account in the plot. By default this is NULL.
der Number or vector that determines any inference process.
By default der is NULL. If this term is 0, the plot shows
the initial estimate; if it is 1 or 2, it is designed for the
first or second derivative respectively.
points Draws the original data on the plot. By default it is
TRUE.
xlab A title for the x axis.
ylab A title for the y axis.
ylim The y limits of the plot.
main An overall title for the plot.
col A specification for the default plotting colour.
CIcol A specification for the default confidence-interval plot-
ting colour.
ablinecol The colour to be used for abline .
abline Draws a horizontal line on the plot of the second deriva-
tive of the model.
type What type of plot should be drawn. Possible types are p
for points, l for lines, o for overplotted, etc. See details
in ?par.
CItype What type of plot should be drawn for confidence inter-
vals. Possible types are p for points, l for lines, o for
overplotted. See details in ?par.
lwd The line width, a positive number, defaulting to 1.
CIlwd The line width for confidence intervals, a positive num-
ber, defaulting to 1.
lty The line type. Line types can either be specified as an
integer (0=blank, 1=solid (default), 2=dashed, 3=dotted,
4=dotdash, 5=longdash or 6=twodash).
CIlty The line type for confidence intervals. Line types can
either be specified as an integer (0=blank, 1=solid (de-
fault), 2=dashed, 3=dotted, 4=dotdash, 5=longdash or
6=twodash).
3.2. NPRegfast in practice 63
3.2.1. An example with child data
The NPRegfast package includes a data set called barnacle with measurements
of rostro-carinal length and dry weight of barnacles from the Atlantic coast of Galicia
(Spain). Due, however, to the previous treatment of this data set in Chapter 2 (Section
2.2), in this Subsection we have decided to show the capabilities of NPRegfast with
another data set, which contains the age and height measurements of 2 345 children aged
5 to 19 years, splitted by sex (1 118 females and 1 227 males). The usage of the library
is illustrated by constructing the growth curves for school-aged children and adolescents
and also analysing possible differences in the growth for boys and girls. Other studies of
this type can be obtained from http://www.who.int/childgrowth/en/. Below is an excerpt




1 female 5.42 120.5
2 female 5.50 122.0
3 female 5.50 113.0
4 female 5.58 110.0
5 female 5.83 134.2
6 male 5.83 121.5
Each line represents the information from one individual under study. The categorical
variable sex indicates the individual’s gender (male or female), the age variable corre-
sponds to age in years, and height is measured in centimetres. To estimate the growth of








Number of observations: 2345
Number of bootstrap repeats: 500
Bandwidth: 0.8965517
Kernel function: Epanechnikov
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Note that, by default, the function frfast fits a flexible model using local poly-
nomial smoothers where the bandwidth is selected by cross-validation. The graphical
representation of the fitted model can easily be obtained. Figure 3.1 plots the estimated
curve with its 95% confidence interval. As expected, children’s height rises with the in-
crease in years of life until they reach a specific age; and thereafter their heights remain
more o less constant. This plot can be obtained by using the following input command:
R> plot(fit,der=0)














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.1: Regression curve (solid lines) with bootstrap-based 95% confidence intervals
(dashed lines) for children’s height and age (overall study).
A common issue is to compare the growth between boys and girls. With this in mind,
we fit a model taking into account the interaction. A numerical summary of the fit can be




frfast(formula = height ~ age:sex, data = children)






Degree of polinomium: 3
Number of bootstrap repeats: 500
Number of binning nodes 100
Total number of data: 2345
Factor levels: female, male
Number of data for female level: 1118
Number of data for male level: 1227
Summaries for the response variable (for each level):
Female level:
Min. 1st Q. Median Mean 3rd Q. Max.
110.0 140.9 154.5 150.4 160.7 179.5
Male level:
Min. 1st Q. Median Mean 3rd Q. Max.
110.7 142.6 159.0 156.3 171.0 188.8
The estimated curves for each gender can again be obtained with the function plot.
To represent both the estimation and its first derivative, this condition must be specified
with the argument der. Figure 3.2 shows the estimated curves for males and females
together with their first derivatives.
R> plot(fit2,der=c(0,1))
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Figure 3.2: Regression curve and first derivative (solid lines) with bootstrap-based 95%
confidence intervals (dashed lines) for height and age of females (first row) and males
(second row).
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It is now time to asses if the factor really produces an effect on the response. To this
end, we apply the bootstrap-based test implemented in globaltest(). Judging by
the function output, the results would appear to suggest that the factor, sex, produce a real
influence on the children’s growth, as it seems observed from the graphical representation.




1 505.2629 0 Rejected
R> globaltest(height~age:sex,data=children,der=1)
Statistic pvalue Decision
1 204.3673 0.01 Rejected
In addition, observation of Figure 3.2 (right panels) seems to suggest that females
experience a spurt in growth earlier than males do, with the two sexes achieving maximum
rates of growth at ages close to 10 and 13 years, respectively. These ages are obtained by
the maxp function using the following input command:
R> maxp(fit2,der=1)
Max point Lower Upper
Female level 10.43604 9.947686 10.80306
Male level 13.42663 13.073193 13.80691
To test if these differences are significant, we apply the localtest function. It tests
whether the points that maximise the first derivatives of the curves are equal. Judging by
these results, the sex-related differences in growth seem to be evident.
R> localtest(height~age:sex,data=children,der=1)
D Lower Upper Decision
1 -2.9906 -3.3032 -2.6372 Rejected
3.3. Computational details
The results in this Chapter were obtained using R 2.15.1 (R Core Team, 2014). We
hope that the NPRegfast package will be available from the Comprehensive R Archive
Network as soon as possible.
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3.4. Improvements of the package
This Chapter discusses the implementation in R of some methods developed for esti-
mating models with factor-by-curve interactions using local polynomial smoothers. The
package also implements two bootstrap-based procedures designed to test different fea-
tures of the estimated curves, e.g., to analyse whether the specific curves for each levels
are equal.
There are many possible and interesting extensions of the package. Maybe, the most
obvious of these is the implementation of this methodology for applying generalized ad-
ditive models. In such a case, it would be of interest to add other procedures to test the
effect of the covariates, for example, to asses if the covariate really produces an effect on
the response or if it is possible to model this effect using a linear function.
Part II




Introduction to variable selection in a regression framework
Part Two of this dissertation is devoted to variable selection in regression models and,
in particular, focuses on selecting the specific subset of variables that will best ensure
optimal predictive capability. The layout of this Part is described below.
Chapter 4 formally introduces the problem and provides a possible procedure for solv-
ing it. In cases where a multiple regression model has a large number of covariates that
may or may not be important for making predictions about the response, it is useful to be
able to reduce the model. The question of how many variables are relevant is not a trivial
matter and solving this problem requires a trade-off between bias and variance. To this
end, we present a new forward stepwise-based selection procedure, which includes the
selection of the best combination of q variables and the determination of the number of
covariates to be included in the model. Additionally, to assess the validity of the proposed
procedure, we report the results of two simulation studies. This Chapter is partially based
on Sestelo et al. (2013b).
The proposed method of selection is applied to solving a real problem in Chapter 5,
with an analysis of the relative importance of several dasymetric parameters and other
variables in the accuracy of Global Positioning System receiver observations collected in
forest environments. The contents of this Chapter can also be found in Ordoñez et al.
(2012).
Finally, Chapter 6 concludes Part Two. As mentioned above, in our opinion all
methodological development must be accompanied with computational development, and
have therefore also implemented our procedure in a software to facilitate its use in prac-
tice. A detailed description of this user-friendly R package, called as FWDselect, can
be found here. The contents of this Chapter are currently under review in Computational
Statistics and Data Analysis.

Chapter 4
Variable selection algorithm in
regression models
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4.1. Introduction
In a multivariate regression framework, the target response Y can depend on a set of
p initial covariates X1, X2, . . . , Xp but in practical situations, one has to decide which
covariates are “relevant” to describe this response. A question that tends to arise in re-
gression models, and that has not been totally satisfactorily solved yet, is determining the
best subset or subsets of q (q  p) predictors which will establish the model or models
with the best predictive capability. This problem is particularly important when p is high
and/or when there are redundant predictors. As a general rule, an increase in the number
of variables to be included in a model provides an “apparently” better fit of the observed
data. However, these estimates are not always satisfactory for different reasons. On the
one hand, inclusion of irrelevant variables would increase the variance of the estimates,
resulting to a partial loss of the predictive capability of the model; and on the other hand,
inclusion of many variables would mean that the model would be difficult to interpret.
Model selection (and variable selection in regression, in particular) is a trade-off be-
tween bias and variance. This is the statistical principle of parsimony. Inference based
on models with few variables can be biased, however, models that take into account too
many variables may result in a lack of precision or false effects. These considerations
call for a balance between under- and over-fitted models, the so-called model-selection
problem (Forster, 2000).
To solve this problem, there are several procedures in the literature, e.g. shrinkage
regression methods, such as ridge regression or the Lasso (least absolute shrinkage and
selection operator) (Tibshirani, 1996; Hastie et al., 2003), the Bayesian approach, (Green,
1995; Kuo and Mallick, 1998; Park and Casella, 2008) or iterative procedures, such as
stepwise, based on the use of some information criteria to compare the model obtained
in the course of the simplification or complexification scheme. Several criteria have been
used for this purpose (Venables and Ripley, 1997; Miller, 2002), including Mallow’s Cp
(Mallows, 1973) or the Akaike Information Criteria or AIC (Akaike, 1973).
Another option is to use a full information criteria-based approach, which compares
all possible models and ranks them (Calcagno and de Mazancourt, 2010). On the one
hand, this procedure enables us to find the “best” model —according to the criterion—
and on the other hand, and more importantly, this method allows for better assessment of
model-selection uncertainty and better performance of multi-model inference than a sin-
gle model would (Burnham and Anderson, 2002; Johnson and Omland, 2004; Calcagno
and de Mazancourt, 2010). An example of this procedure is Roca-Pardiñas et al. (2009),
where selection of variables is based on searching through all the possible subsets. Nev-
ertheless, there is a problem associated with its use. If there is a large number of vari-
ables, this selection procedure may require an excessively high computational cost (e.g.,
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if p = 20, the number of estimated models will be 1 048 575), and the problem thus
becomes intractable.
In view of the above, we now propose and implement an adaptation of the previous
method, a new forward stepwise-based selection procedure that greatly reduces computa-
tional costs. The methodology developed includes the following two topics: i) selecting
the best combination of q variables by using a step-by-step procedure; and perhaps more
importantly, ii) determining the number of covariates to be included in the model, based
on bootstrap resampling techniques.
This Chapter is structured as follows: Section 4.2 describes the forward algorithm
used to select the best subset of size q, along with the bootstrap techniques that are used
to determine the number of variables to be included in the model and the step-by-step
procedure used to select these; to assess the validity of these procedures, two simulation
studies are provided in Section 4.3; and lastly, Section 4.4 concludes with some remarks.
This Chapter is partially based on Sestelo et al. (2013b).
4.2. Variable selection algorithm
This Section introduces the developed methodology and gives a description of the
variable selection algorithm. The implemented procedure can be used with different types
of models (parametric or nonparametric). However, based on the main issue of this dis-
sertation which focus on flexible regression models, the procedure will be explained using
a nonparametric regression model with continuous response.
Let X = X1, X2, . . . , Xp be the set of p initial variables and Y the response, an
additive regression model can be expressed as
Y = m(X) + ", (4.1)
where
m(X) = ↵ +m1(X1) +m2(X2) + · · ·+mp(Xp)
wheremj(j = 1, . . . , p) are smooth and unknown functions and " is the zero-mean error.
Additionally, to guarantee the identification of the above model, a constant ↵ is introduced
in the model and it is required that the partial function satisfy
E[mj(Xj)] = 0, j = 1, . . . , p. (4.2)
This implies that E[Y ] = ↵.
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To date, several approaches to estimating the model in (4.1) have been suggested in
the statistical literature, e.g., Buja et al. (1989), Härdle and Hall (1993), Mammen et al.
(1999). We estimate the latter using the backfitting algorithm (Opsomer, 2000). This
algorithm cycles through the covariates Xj (j = 1, . . . , p) and estimates each mj by
applying local polynomial kernel smoothers to the partial residuals. These residuals are
obtained by removing the estimated effects of the others covariates.
Given a sample {(Xi, Yi)}ni=1 the steps of the estimation algorithm are as follows:
Initialize. Compute the initial estimates ↵ˆ =
Pn
i=1 Yi/n and mˆ
0
j(Xij), for i = 1, . . . , n
and j = 1, . . . , p.
Step 1. For j = 1, . . . , p calculate the residuals by removing the estimated effects of all
the others covariates:






mˆ0s(Xis), i = 1, . . . , n
and with these residuals compute for i = 1, . . . , n the local polynomial kernel estimator
to obtain mˆj(Xij) similarly to the estimation of the global effect described in Section 1.2.
Finally, in order to meet the identifiability condition (4.2) the resulting estimate mˆj(·) is
















for all the j = 1, . . . , p where ✏ is a small threshold.
In some circumstances, the generalized additive models extends the additive models
by allowing for different distributions of the response. In these models the relationship
between E[Y|X] and the covariates is defined as follows
E[Y |X] = g(↵ +m1(X1) +m2(X2) + · · ·+mp(Xp)),
where g is an unknown function (the inverse of the link function). The selection procedure
that we propose in this Chapter can also be used in this type of models (see Appendix B).
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It is important to highlight that, in situations involving a large number of variables,
correct estimation of the response will be obtained on the basis of selecting the appropriate
predictors. In the case that we have information a priori about which of the initial set
of variables are relevant, it would be possible to apply a likelihood ratio test (Neyman
and Pearson, 1928) or a F-test type (Seber and Wild, 1989; Seber, 1997) in a parametric
framework, or a generalized likelihood ratio test (Fan et al., 2001; Fan and Jiang, 2005,
2007) in a nonparametric one. However, in situations where we do not have information
in advance, it will be necessary to select the model according to a selection algorithm.
As we mentioned, there are described in the literature traditional or classical para-
metric procedures to select the appropriate model. These procedures try to simplify the
maximum model —containing all possible explanatory variables— to a reduced model
that only contains the variables which provide important information about the response.
These methods involve two topics, the choice of the selection criterion—a criterion which
orders all possible models from “best” to “worst”— and the choice of the selection pro-
cedure —a procedure to determine this “best” model.
In relation with the first issue, many different criteria have been suggested through
time. The most common criteria could be: i) the coefficient of determination or R2 which
refers to the proportion of the total amount of variation in the data which can be explained
by the fitted model, ii) the F-test criterion which tests if a reduced model provides as good
fit to the data as the maximum model and iii) the Mallows’s Cp criterion which compares
the unbiased estimate of the error variance between the reduced and the maximum model.
According to the selection strategy, the traditional procedures deal with: i) the all pos-
sible models procedure, where all possible models are fitted and compared using some
criteria to choose the best one, ii) the forward selection and backward elimination pro-
cedures, which concentrate on deciding if each of the explanatory variables should, or
should not, be included in the final model, and iii) the stepwise regression procedure,
developed from the previous, to improve the possibility of achieving the “best” model.
For example, in the forward selection procedure, we start with an “empty” model without
explanatory variables and we add the variable with the lowest p-value of the F-test for sig-
nificance of a single variable. The procedure ends when no more variables can be added
in the model at a critical significance level (e.g., 10%). The difference with the stepwise
regression procedure is that, in the latter, each time a new variable is added to the model,
the significance of each of the variables already in the model is re-examined. The back-
ward elimination is a reversed version of the forward selection. Instead of starting with a
model without variables, we start with the maximum model and remove the variable with
the highest p-value one by one.
78 Chapter 4. Variable selection algorithm in regression models
These last procedures have some limitations, such as the statistical significance is lost
after applying successive tests to choose the added or removed variable in each step, it
is not possible to test the number of significance variables in the model (obtaining a p-
value) and finally, with these methods is not possible, given a number q, to obtain the
“best” q variables. According to this, we propose a procedure that includes two topics: i)
selecting the best combination of q variables; and ii) determining the minimum number
of covariates to be included in the model. Both topics are explained as follows.
4.2.1. Selecting the best variables
The first topic of our procedure is, given a number q (q  p), to select the best com-
bination of q variables. For this purpose, one option is to use the method described in
Roca-Pardiñas et al. (2009), which requires all possible models to be considered. When
confronted with a large number of variables, however, the computational cost of the pro-
cedure can be very high or even prohibitive. In view of this, we use a new method that
speeds up the process and is described step-by-step below.
Let Xj1 , . . . , Xjk be a subset of variables of size k (k  q). We define ICj1,...,jk as
one possible information criterion (such as AIC, deviance, residual variance, etc.) of the
nonparametric model
Y = ↵ +mj1(Xj1) +mj2(Xj2) + . . .+mjk(Xjk) + "
0, (4.3)
where "0 is the zero-mean error.
In this piece of research, we use the residual variance obtained by cross-validation.
Given a sample {(Xi, Yi)}ni=1 we define  ˆ2j1,...,jk as the sample variance obtained by cross-






Yi   Yˆ ( i)i
⌘2
,
where Yˆ ( i)i indicates the estimate of Yi leaving out the i-th element of the sample ob-
tained by fitting the model in (4.3)1. Based on this information criterion, IC, the proposed
procedure is an automatic forward stepwise method that, given a number q, selects the q
1 In the case of using a generalized additive model, it is useful to introduce the deviance term which





where l(µˆi) and l(yi) are the individual log-likelihood of the proposed model and satured model (including
all data).
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variables Xl1 , . . . , Xlq which minimises the following expression




Step 1: The elements of the vector of indices (l1, l2, . . . , lq) are selected consecutively in
the following manner:





Note that all possible models of one variable must be estimated.












Fix Xl1 , Xl2 , . . . , Xlq 1 , and repeat the procedure analogously until the q-th vari-






Step 2: Once variables Xl1 , Xl2 , . . . , Xlq have been selected, run through positions j =
1, . . . , q and replace each lj element as follows, only if the obtained IC is less than the
minimum criterion obtained with the previous lj ,





Step 3: Step 2 is repeated until there is no change in the selected covariates, i.e., the
algorithm stops when it has gone through a complete cycle without changing any of the q
positions.
As we mentioned, given a number q, the algorithm selects the best model of q vari-
ables attending to an information criterion. Any criterion can be used without correcting
it taking into account the number of variables. This is possible because the models which
are compared have always the same number of variables. Additionally, it should be high-
lighted that the solution that we obtain from (4.4) is an approximation of the optimal one.
This solution could to be achieved based on searching through all the possible subsets
however this procedure supposes a very high computational cost. Therefore, we provide
a method that, although it does not reach the optimal solution, could be close to it.
4.2.2. Testing the number of significant variables
Previously, the best subset of q variables is selected according to an information cri-
terion. However, the question that arises in this procedure is to know the optimal number
q. Thus, the second topic in our methodology is to decide the number of covariates that
should be included in the model, i.e, determining the number of significant variables.
Accordingly, we propose a procedure to test the null hypothesis of q significant vari-
ables in the model versus the alternative in which the model contains more than q vari-
ables. Based on the general model
Y = m(X) + " where m(X) = ↵ +m1(X1) +m2(X2) + . . .+mp(Xp),
the following strategy is considered: for a subset of size q, considerations will be given to




I{mj 6=0}  q




I{mj 6=0} > q.
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Given a i.i.d. sample {(Xi, Yi)}ni=1, with X = (X1, . . . , Xp), to test the above null
hypothesis we propose the following strategy:
Step 1. Obtain the best subset of q variables using for this purpose the selection algorithm
exposed in Subsection 4.2.1. For simplicity of notation, the X vector will be considered
as X = (X1, . . . , Xq, Xq+1, . . . , Xp) and the variables selected by the algorithm will be
the first q. Note that this is not a constraint, we are just reordering the X. Therefore, the
regression function under the null model is
m0(X) = ↵ +m1(X1) + . . .+mq(Xq). (4.5)
Step 2. Obtain the nonparametric estimates of the null model, mˆ0(Xi), compute the
residuals as ri = Yi  mˆ0(Xi) and obtain the nonparametric estimates of g(Xi) according
to the model2
ri = g(Xi) + " where g(X) = ↵ + gq+1(Xq+1) + . . .+ gp(Xp). (4.6)
Finally, we propose the following four test statistics, based on the estimations of g (T1
and T2) and on the differences of the residual sum of squares (T3 and T4) —closely related













i=1 (Yi   mˆ0(Xi))2 and RSS1 =
Pn
i=1 (Yi   mˆ0(Xi)  gˆ(Xi))2 .
It is important to stress that, if the null hypothesis holds, T —which represents T1,
T2, T3 and T4— should be close to zero. Thus, the test rule for checking H0(q) with a
significance level of ↵ is that the null hypothesis is rejected if T is larger than its (1 ↵)-
percentile. To obtain the critical values of T , we apply the wild bootstrap method. The
testing procedure consists on the following steps:
Step 1: Obtain T from the sample data as explained above.
Step 2: Obtain the estimates, for i = 1, . . . , n, of mˆ0(Xi) based on the null model in
(4.5).
2 In situations where the number of initial covariates is very high we propose a minor modification of
the procedure. To obtain the estimates of g, now we only include one covariate in the model in (4.6). This
unique covariate will be chosen fromXq+1, . . . , Xp applying the selection algorithm exposed in Subsection
4.2.1.
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with Y •bi =














2 with probability p =
5 p5
10
where "ˆi = Yi   mˆ0(Xi) are the residuals of the null model, and compute the bootstrap
estimates of T •b.
The test rule based on T is given by rejecting the null hypothesis if T > T 1 ↵, where
T 1 ↵ is the empirical (1  ↵)-percentile of values T •b (b = 1, . . . , B).
Applying this test to q = 1, . . . , p  1 could be an important issue in a covariate selec-
tion procedure. IfH0(q) is not rejected, only the subset of the covariatesXj1 , . . . , Xjq will
be retained, and the remaining variables will be eliminated from the model. In all other
cases, the test is repeated with q+1 variables until the null hypothesis is not rejected. For
example, if H0(1) is not rejected just one variable should be included into the model. If
this hypothesis is rejected it will be required to testH0(2). If this new hypothesis is again
rejected, H0(3) should be tested and so on until a certain H0(q) is accepted.
4.3. Simulation studies
This Section reports the results of two simulation studies conducted both to assess
the validity of our method and to compare it against other existing methodologies created
to perform automated variable selection or model selection. Accordingly, the validation
of the approach relying on the bootstrap-based test is followed by the comparison with
the regsubsets function from the R package leaps (Lumley and Miller, 2009), the
step function (Hastie and Pregibon, 1992; Venables and Ripley, 1997) built into the
stats package and the Lasso method (Tibshirani, 1996) implemented, for example, in
the glmnet package (Friedman et al., 2013).
4.3.1. Simulation 1. Bootstrap-based test
Here, we report the results of a simulation study designed to assess the validity of the
bootstrap-based test conducted to determine the number of variables to be included in the
model. We focus our attention on situations where there is correlation between covariates.
We consider a vector of 5 covariates, X = (X1, . . . , X5), and a continuous response,
Y , generated in accordance with








2 sin(2⇡Xj) if j 2 {1, 2}
2 a sin(2⇡Xj) if j 2 {3, 4, 5}
and " being the error distributed in accordance with a N(0,  (X)) with  (X) = 0.5 +
0.05 |m(X)|. The explanatory covariates were generated with the following expression:
Xj = (Uj + tU)/(1 + t), where U1, . . . , U5, U are i.i.d. random variables from uniform
distribution [0, 1]. To check the performance of the test for different levels of correlation
between covariates, a constant t is included. The used values (corresponding correlation
shown in brackets) are t = 0 (0.0), t = 1 (0.5) and t = 2 (0.8).
One thousand independent samples {(Xi, Yi)}ni=1 were generated from the model (4.7)




I{mj 6=0}  2 versus H1(2) :
5X
j=1
I{mj 6=0} > 2
Note that the constant a governs the number of non-informative covariates. While the
value a = 0 corresponds to the null hypothesis H0(2), with three predictors (X3, X4, X5)
being uninformative, as the value of a rises, so do the effects of X3, X4 and X5. To test
the above hypothesis, we use the bootstrap procedure described in Section 4.2, specifi-
cally using B = 1000 bootstrap samples to calculate type I error and B = 500 bootstrap
samples to calculate the power under the alternative. Both type I error and power are
calculated on the basis of 1000 simulations runs.
Estimated type I errors registered by the tests at different significance levels, t values
and sample sizes are displayed in Table 4.1. All the test statistics perform reasonably
well, with the level coming relatively close to the nominal size, specially with large sam-
ple sizes. I should be note, however, that they seems to reject the null hypothesis more
often than they should when H0 is true. The test based on T4 seems to produce better
approximations of the nominal level than the others.
We also study power performance for the alternatives as a function of a. Power results
for the test with different sample sizes and taking different t values into account are shown
in Figure 4.1. As expected, the probability of rejection rises with the increase in the con-
stant a and sample size. Additionally, in Figure 4.2 it can be observed that the power of
the test depends on the correlation between predictors, so that power decreases as corre-
lation increases (high values of t). Additionally, as can be seen in Table 4.2 and Figure
4.1, the T1 and T2 yield slightly upper power than T3 and T4, situation more remarkable
when the correlation increases.
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Table 4.1: Estimated type I error (in %) for t = 0, 1, 2, for different sample sizes and
nominal levels (1, 5, 10, 15 and 20%).
t = 0 t = 1 t = 2
n Test 1% 5% 10% 15% 20% 1% 5% 10% 15% 20% 1% 5% 10% 15% 20%
200
T1 1.1 7.0 13.1 20.2 25.7 1.3 6.3 10.6 17.4 23.3 1.3 7.0 13.1 19.8 26.7
T2 0.8 6.9 13.1 19.2 26.0 1.1 5.8 11.4 17.3 24.0 1.0 6.6 12.9 19.9 25.3
T3 0.8 7.6 12.6 20.3 25.3 1.0 7.7 12.9 17.7 24.0 0.9 6.3 12.8 18.8 24.2
T4 0.7 5.2 10.4 16.7 21.7 0.8 6.6 11.2 14.9 20.0 0.7 5.0 9.7 14.9 19.9
500
T1 0.7 6.3 11.5 17.0 22.6 0.6 5.0 9.2 13.8 19.5 1.1 5.8 11.1 17.9 22.3
T2 0.6 5.7 11.0 16.9 22.0 0.3 4.8 9.1 15.1 19.9 1.0 6.2 11.4 17.3 22.8
T3 0.9 6.3 11.4 18.1 23.2 0.3 4.0 8.3 14.7 19.4 0.9 6.9 11.7 17.8 23.1
T4 1.1 5.9 10.6 16.4 21.5 0.3 3.7 8.1 13.6 18.4 1.0 5.9 10.4 16.5 21.5
1000
T1 0.9 6.4 11.8 16.9 22.8 0.9 6.2 10.7 16.6 21.6 1.1 5.4 10.8 16.9 23.7
T2 0.9 6.9 12.0 17.1 22.7 1.2 5.6 10.7 16.6 21.6 1.3 6.1 10.9 17.2 23.6
T3 0.8 6.1 11.0 15.8 20.9 1.1 5.1 9.2 15.5 20.3 1.5 5.7 10.9 19.3 23.7
T4 0.7 5.8 10.5 15.4 20.0 1.1 5.0 8.8 15.3 19.5 1.4 5.7 10.5 18.3 22.8
In view of the results shown, our procedure could be said to determine the number of
variables correctly. At this point, it is also important to evaluate if the selection of vari-
ables performs reasonably well. We therefore apply the step-by-step procedure proposed
in Section 4.2.1 to select the best subset of variables of size q = 2. The data were gener-
ated in accordance with the above scenario, with the a value being kept at 0. The results
of this selection, based on 1000 simulation runs with sample sizes of n = 200, 500 and
1000, and t values of t 0, 1 and 2, are successful, with the right variables (X1 and X2)
being selected 100% of the times in all cases.
4.3.2. Simulation 2. Comparing methodologies
To date, several procedures that carry out automatic variable selection have been re-
ported in the literature. We therefore want to compare the methodology proposed in this
dissertation to some of these existing methods. We choose the R regsubsets function
of the leaps package, which selects the best variables for each subset of size q without
determining the number of variables that users have to include in the model; the step
function which selects a formula-based model using the AIC; and the package glmnet
in which the Lasso method is implemented.
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Figure 4.1: Percentage of rejections for T1, T2, T3 and T4 on a increasing for nominal
levels of 5% and 10% (left and right panel, respectively), keeping t = 0. Upper panel:
rejections for sample size n = 200. Middle panel: rejections for sample size n = 500.
Lower panel: rejections for sample size n = 1000.
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Figure 4.2: Percentage of rejections on a increasing for the tests based on T1 (left upper
panel), T2 (right upper panel), T3 (left lower panel) and T4 (right lower panel) for different
correlation values (t = 0, t = 1 and t = 2), keeping the nominal level at 5% and for a
sample size of n = 500.
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Table 4.2: Percentage of rejections (in %) for all the test statistics with t = 0, 1, 2, for
different a values, sample sizes and nominal levels (1, 5, 10, and 20%).
t = 0 t = 1 t = 2
a n Test 1% 5% 10% 20% 1% 5% 10% 20% 1% 5% 10% 20%
200
T1 3.7 17.1 25.0 37.6 2.2 9.8 17.5 30.5 2.4 12.6 21.7 36.1
T2 3.5 16.7 24.2 37.8 2.1 9.5 17.2 30.7 2.2 12.5 21.0 35.5
T3 2.8 15.0 23.4 38.4 2.2 9.6 14.4 29.6 2.0 10.1 20.0 34.8
T4 2.9 11.9 19.9 32.8 1.4 7.7 12.3 24.9 1.8 8.2 15.5 28.8
0.02 500
T1 9.8 23.8 34.0 47.9 3.6 12.9 21.5 35.2 4.2 15.9 25.5 43.4
T2 8.3 24.6 34.3 48.3 3.8 12.8 20.6 35.7 3.5 15.6 23.1 41.1
T3 7.7 22.8 32.1 46.9 1.6 8.3 15.6 29.9 2.9 15.8 23.7 40.0
T4 7.3 21.8 30.9 45.2 1.3 7.7 14.4 28.7 3.1 14.8 22.1 37.2
1000
T1 19.8 41.4 51.5 66.5 10.5 25.6 35.3 49.4 8.1 27.9 37.4 55.5
T2 18.3 41.3 51.1 65.2 10.2 25.2 34.4 48.8 7.6 26.7 36.3 54.5
T3 15.7 39.4 47.2 63.6 4.7 19.5 26.4 41.4 7.0 24.5 35.1 51.3
T4 15.4 38.5 47.5 62.9 5.2 19.8 26.3 41.3 6.9 23.7 34.8 50.7
200
T1 14.2 33.4 43.5 59.1 7.8 23.9 33.1 48.2 5.7 23.5 33.7 50.2
T4 12.9 32.6 43.1 60.1 7.0 23.3 32.3 47.3 4.9 21.6 32.3 50.1
T3 10.2 29.3 40.2 55.8 5.1 17.7 26.7 40.5 4.4 19.3 30.2 46.3
T4 9.5 26.0 36.4 51.1 4.1 14.2 22.5 35.4 4.1 16.6 25.3 41.6
0.04 500
T1 35.1 60.6 70.7 81.8 19.9 44.8 55.3 68.7 13.5 38.3 50.8 68.7
T2 35.2 60.0 71.6 82.9 19.4 43.4 53.6 67.4 11.8 35.7 48.1 66.4
T3 28.7 53.6 64.5 78.1 9.3 28.5 39.0 52.4 9.9 30.7 44.5 61.6
T4 29.6 52.2 63.2 76.7 9.2 27.6 37.3 50.7 10.5 29.5 41.2 60.3
1000
T1 69.6 87.6 92.1 96.2 50.9 75.0 82.3 90.2 33.8 62.9 73.7 86.0
T2 68.5 87.3 90.8 96.0 49.6 73.6 82.1 89.9 30.6 62.2 72.2 82.9
T3 61.6 82.9 88.1 94.8 28.0 50.9 60.9 71.9 26.5 54.7 64.8 79.5
T4 62.1 82.4 87.6 94.3 28.6 51.1 60.2 71.6 26.8 53.7 64.3 79.2
200
T1 29.7 55.3 66.3 79.3 20.3 43.4 54.3 67.8 12.3 37.1 48.8 64.7
T2 27.5 55.6 68.0 80.3 18.4 42.1 53.4 67.2 10.5 34.5 46.4 62.8
T3 22.9 48.8 60.3 75.7 10.3 28.6 38.5 52.7 8.0 30.5 42.5 60.0
T4 22.1 45.2 55.4 70.8 9.5 25.8 34.8 48.4 7.9 25.9 37.0 54.0
0.06 500
T1 71.2 89.5 93.5 96.9 55.0 77.1 84.9 91.0 32.7 64.2 73.3 85.2
T2 70.2 88.4 93.3 96.8 52.3 76.5 83.5 90.3 29.9 61.3 72.6 84.7
T3 61.0 83.3 88.8 95.0 29.0 54.6 63.3 73.6 24.5 53.2 65.3 79.9
T4 61.0 83.0 87.9 94.3 28.3 53.2 62.9 73.1 24.4 52.0 63.7 78.7
1000
T1 96.2 99.4 100 100 90.5 97.4 98.4 99.6 67.1 88.7 93.5 96.7
T2 95.8 99.3 99.8 100 90.0 96.8 98.5 99.7 65.8 86.5 91.5 96.4
T3 93.1 98.2 99.4 99.8 61.5 80.5 85.7 91.1 56.4 81.9 88.3 93.7
T4 93.1 98.3 99.4 99.8 61.5 80.7 85.5 91.0 56.2 80.6 87.9 93.7
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We start by showing the results of the simulation study which compares our procedure
(denoted here as selection function) to the above-mentioned regsubsets function.
This function is based on all subsets or, in other words, exhaustive variable selection using
the AIC. The method identifies the best subsets of linear predictors using a branch-and-
bound algorithm (Miller, 2002).
As mentioned previously, our procedure is able to select the best predictor in differ-
ent regression contexts (parametric or nonparametric). However, as the regsubsets
function is only suitable for linear frameworks, in order to evaluate the behaviour of both
methods different scenarios to one used in the previous Subsection are used. Two new sce-
narios are thus considered, namely: (a) a linear scenario in which the explanatory variable
depends on two covariates; and, (b) another linear scenario, in which three informative
variables appear. These scenarios were generated according with the model in (4.7) with
(a) m(X) = X1 + 2 a X2 + 3 a X3 + 0.5X4 + 2 a X5,
(b) m(X) = X1 + 2 a X2 + 3 a X3 + 0.5X4 + 2X5.
In both cases, " is the error distributed in accordance with a N(0,  (X)) with  (X) =
0.75 + 0.05 |m(X)|. The vector of covariates X was generated as in the previous Subsec-
tion, while the a value was kept at zero.
The results of the selection for a given subset of size q, q = 2 for scenario (a) and
q = 3 for scenario (b), based on 1000 simulated samples with sample sizes of n = 200,
500 and 1000, and t values of 0, 1 and 2, are the same for both methods (Table 4.3, only
shown n = 200). Performance is good, in that the proportion of mistakes decreases as
sample size increases. This proportion rises as correlation (value of t) and the number of
selected variables increases. For instance, with n = 200, t = 1 and selecting 3 variables,
the methods are only wrong 0.1% of the times. With t = 0 none of the methods make
mistakes in selection, and that for n = 500 or more, they are equally successful, even with
different values of t.
The reviewed literature features other methodologies for jointly determining the num-
ber and choice of variables. One example of this is the model-selection oriented function
step (Hastie and Pregibon, 1992; Venables and Ripley, 1997) which uses a stepwise
selection procedure based on AIC. We try to assess its performance by means of a sim-
ulation study. Initially, to compare the methodologies in the same framework, we used
the scenario proposed in Subsection 4.3.1, applying the function to a model of class gam.
However, due to its poor performance (in each case we obtained a new model with four
variables), we decided to replace it with a linear scenario —specifically scenario (a) de-
scribed above— in which the step function could be applied to a recommended model
of class lm.
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Table 4.3: Percentage of mistakes selecting the best subset of size q = 2 —scenario (a)—
and q = 3 —scenario (b)— for regsubset and selection functions based on 1000
simulation runs for n = 200 and for different t values.
Scenario (a) Scenario (b)
n t regsubset selection regsubset selection
0 0.0 0.0 0.0 0.0
200 1 0.1 0.1 0.1 0.1
2 2.4 2.4 3.5 3.5
Table 4.4 shows the models selected by this function, based on 1000 simulation runs
for different sample sizes and t = 0. The method performs correctly, selecting the right
variables (X1 and X4), 59% of the times (n = 200), 58.9% (n = 500) and 59.4% (n =
1000). Note that, if we would want to compare it with our procedure, testing the null
hypothesis of a model with two variables, type I error would be quite high (41% with n =
200, 41.1% with n = 500 and 40.6% with n = 1000). Additionally, it should also be
pointed out that 90% of the mistakes are due to selection of one more variable.
Finally, we compare our procedure with the Lasso method, applying for this purpose
the functions implemented in the glmnet package (Friedman et al., 2013).
In relation with this method, we focus our attention in assessing only the validity of
the procedure selecting correctly the number of variable that have to be included in the
model. To this end, one thousand independent samples were generated from the scenario
(a). The proportion of mistakes selecting the correct number of variables (q = 2) based
on the use of the minimum lambda ( min ) and on “one-standard error” rule ( 1se) are
displayed in Table 4.5. The performance using the minimum lambda is unsatisfactory,
with a proportion of mistakes close to 75% even with t = 0. Insofar as the use of the
other lambda ( 1se), the percentage of mistakes decreases as the sample size grows and
it increases as the correlation rises (value of t). If we would want to compare these last
results to ours, testing H0(2) of a model with two variables, type I error would be quite
high for t = 1 and t = 2.
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Table 4.4: Selected models with their percentages, by the step function based on 1000
simulation runs for different sample sizes and t = 0.
Model n: 200 500 1000
1, 4 59.0 58.9 59.4
1, 2, 4 12.6 11.8 9.6
1, 3, 4 10.9 11.7 12.7
1, 4, 5 10.7 11.5 12.2
1, 2, 3, 4 2.0 1.9 2.1
1, 2, 4, 5 2.3 2.0 1.6
1, 3, 4, 5 1.9 1.5 1.9
1, 2, 3, 4, 5 0.6 0.7 0.5
Table 4.5: Proportion of mistakes selecting the correct number of variables (q = 2) based
on the use of the minimum lambda ( min) and on “one-standard error” rule ( 1se) for
different sample sizes.
t = 0 t = 1 t = 2
n  min  1se  min  1se  min  1se
200 75.6 3.7 81.1 17.6 82.7 42.2
500 74.2 1.1 78.8 9.5 85.1 34.9
1000 76.4 0.2 78.4 5.0 83.3 24.3
4.4. Concluding remarks
This Chapter discusses a new algorithm for solving the problem of model selection
in a regression framework. The proposed procedure is a simple method for assesing
which variables are relevant for prediction purposes and how many of these should be
included in the model. The method is a new forward stepwise-based selection procedure
that selects a model containing a subset of variables according to an information criterion,
and also takes the computational cost into account. Bootstrap techniques have been used
to determine the minimum number of variables needed to obtain an appropriate prediction.
Insofar as the validity of the method is concerned, we think that the results obtained
in the simulations are correct and, in some cases, indicate a better performance than other
procedures used in the literature.
Finally, it should be noted that, even though the methodology described in this Chapter
has been designed with continuous-type predictors in mind, it can easily be adapted to
other types of data or structures, such as models including factor-by-curve interactions.
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5.1. Introduction
Knowledge of the shape and dimensions of the Earth’s surface and, more specifically,
identification of the position of its characteristic features is a standard exercise in various
branches of engineering, including forestry. The development of techniques based on the
global navigation satellite and global positioning systems (GNSS and GPS, respectively)
have particularly transformed surveying practices (Intituto Geografico Nacional, IGN,
2012). The use of triangulation and traversing methods is no longer limited by the avail-
ability of a direct line of sight between a known position and the object whose position is
to be determined (Hofmann-Wellenhof et al., 2001).
Although satellite positioning systems provide reliable information on the position of
individual points, irrespective of the weather conditions, at any time and place on or near
the terrain surface, they require an unobstructed line of sight to a minimum of four satel-
lites (Bao-Yen Tsui, 2000). The use of GNSS techniques to study, describe and measure
land used for forestry is an increasingly common practice. Studies of the application of
GPS and GNSS techniques in forestry include plot inventories (Evans et al., 1992), cadas-
tral surveys (Soler et al., 1996; Yoshimura et al., 2002), map and plan making (McDonald
et al., 2002), geographic information systems (Wing and Frank, 2011), surface area and
plot perimeter estimates (Tachiki et al., 2005), and even forestry planning and implemen-
tation (McDonald et al., 2002). However, tree cover reduces the effectiveness of these
techniques due to the trunks, branches and foliage causing interference and signal loss
(Ordóñez et al., 2011b). This is evident in the lower precision obtained regarding the po-
sition of characteristic terrain features (Sigrist et al., 1999). Most studies report a number
of complications in using these techniques and provide practical recommendations for
ensuring correct measurement.
Previous research has revealed that, along with conventional causes, several dasy-
metric parameters —tree dimensions, tree growth and standing volume— significantly
influence accuracy in measurements made in forest environments. Bakula et al. (2009)
referring to real time kinematic observations, indicated the need to resolve ambiguities to
ensure a high degree of precision and accuracy. Hasegawa and Yoshimura (2003), who
evaluated the accuracy of static-mode dual-frequency GPS receivers operating in forest
environments, developed a model that estimates the probability of resolving ambiguities
using logistic regression, with the observation period and tree cover index as independent
covariates. They concluded that, although position was more accurate when tree cover
was less dense, 15 minutes of observation was sufficient to resolve ambiguities and ob-
tain satisfactory precision under tree cover. Using a method based on genetic algorithms,
Ordóñez et al. (2011a) concluded that dasymetric parameters had a greater relevance on
positioning accuracy than variables associated with the GPS signal did. Considering only
the accuracy of vertical measurements, Wing and Frank (2011) recorded significant differ-
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ences between measurements made with GPS receivers with the same settings in environ-
ments with and without tree cover, concluding that forest cover had a negative influence
on accuracy.
Here, we describe a methodology for analysing the relative importance of eight dasy-
metric parameters (arithmetic mean diameter, tree density, treetop height, Hart-Becking
index, dominant height, basal area, standing volume and slenderness coefficient) and vari-
ables linked to the GPS signal (signal-to-noise ratio in codes coarse acquisition and pre-
cise, position dilution of precision, number of satellites transmitting signal, number of
satellites receiving code and mean elevation angle) in the accuracy of GPS-receiver ob-
servations made under tree cover. For this purpose, we use the methodology described in
Chapter 4 but using, in this application, a linear regression model. To compare results, we
use a backward stepwise method currently implemented in R (R Core Team, 2014).
The layout of the remainder of this Chapter is as follows: Section 5.2 presents the
model used and gives a detailed outline of the variables used in this framework; Section
5.3 reports and briefly discusses the results; and lastly, Section 5.4 concludes with some
remarks. The contents of this Chapter can also be found in Ordoñez et al. (2012).
5.2. Methodology
In this application, we aim to locate the variables with the greatest influence on the
horizontal accuracy (Hacc) and vertical accuracy (Vacc) of GPS measurements under tree
cover. We use the procedure described in Section 4.2 of the previous Chapter, considering
a linear model of the type
Y =  0 +  1X1 +  2X2+, . . . ,+ pXp + " (5.1)
where  0,  1, . . . ,  p are the parameters of the model and " is the zero-mean error. The use
of this model is based on previous reported studied in the literature, in which the relation
between the variables was modelled in this way.
As information criterion (IC) we use the coefficient of determination obtained by













where Yˆ ( i)i indicates the estimate of Yi living out the i-th element of the sample obtained
by fitting the model in (5.1) and Y¯ = n 1
Pn
i=1 Yi.
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5.2.1. Experimental test
The usefulness of the proposed method is tested for a set of code-range and carrier-
phase observations captured using two dual-frequency GPS receivers (Hyper-Plus, Top-
con Positioning Systems, Inc., Livermore, CA, USA) in 12 forest scenarios with different
kinds of tree cover. The observations, each lasting a minimum of 1.5 hours, were made
over four working days (lasting 5–6 hours) between 20 and 23 August 2007. The logging
rate was 1 s and antenna height was 1.45-1.60 m.
Records were subsequently reviewed to check for signal continuity, and blocks of
data corresponding to one-hour periods for each of the 12 sites were then selected. The
coordinates for the point used for control purposes (reference point) —obtained by means
of differential correction of the coordinates for the Ponferrada (León, Spain) reference
station, the nearest of those belonging to the Castilla y León GNSS Network1— were
42°41’08” N, 6°38’03” O (latitude and longitude referenced to WGS84) for an ellipsoidal
height of 933 829 m. Universal Transverse Mercator (UTM) coordinates for the reference
point –693 814 623 m, 4 728 635 531 m (Easting, Northing; Datum ETRS89; zone 29
N)– were used to calculate true positions for the 12 scenarios.
Table 5.1 shows the input variables or covariates, IN, (21 in total) and the output,
or response, variables, OUT, (two variables, one for each model) used in the research.
The input variables are parameters characterising tree cover (TC) —see Ordóñez et al.
(2011a) for a more detailed explanation of these variables— and variables referring to
the GPS signal at each point below forest cover and at the reference station. The output
variables were the horizontal accuracy (Hacc) and vertical accuracy (Vacc) for each of the
12 positions.
Horizontal and vertical accuracy measurements are determined from observations in
accordance with the following expressions:
Hacc =
p
(Ei   Etrue)2 + (Ni  Ntrue)2,
Vacc = |Zi   Ztrue|,
where Ei, Ni and Zi are the positions measured at the i-th second and Etrue, Ntrue and
Ztrue are the true positions in the easting, northing and ellipsoidal height directions, re-
spectively.
Based on the results obtained by applying the proposed method and the accuracy
measurements for the points analysed, we select the subsets of variables of size q (q  p)
that best predicted horizontal and vertical accuracy for each observed point.
1http://gnss.itacyl.es/
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IN TC X1 dm Arithmetic mean diameter
IN TC X2 Tth Treetop height (total height less height to the first
branch)
IN TC X3 HBI Hart-Becking index (relationship between mean spac-
ing between trees and dominant height)
IN TC X4 H0 Dominant height (mean height of the four largest trees
in each plot)
IN TC X5 N Tree density (number of trees per hectare)
IN TC X6 G Basal area
IN TC X7 V Wood volume
IN TC X8 SLC Slenderness coefficient (relationship between mean
height and mean diameter)
IN GPS X9 PDOPp Position dilution of precision for each point under the
forest canopy
IN GPS X10 nCAp Number of satellites receiving CA (coarse acquisition)
code for each point under forest canopy
IN GPS X11 Ep Mean elevation angle for the satellites transmitting the
signal for points under the forest canopy
IN GPS X12 DLLSNCAp Indicator of the signal-to-noise ratio in CA code (in
db·Hz) for a point under the forest canopy
IN GPS X13 DLLSN1p Indicator of the signal-to-noise ratio in P (precise) code
for L1 (in db·Hz) for a point under the forest canopy
IN GPS X14 nL1p Number of satellites receiving code in the L1 carrier for
a point under the forest canopy
IN GPS X15 PDOPr Position dilution of precision for the reference point
IN GPS X16 Er Mean elevation angle for the satellites transmitting the
signal received by the reference point
IN GPS X17 DLLSNCAr Indicator of the signal-to-noise ratio in CA (coarse ac-
quisition) code (in db·Hz) for the reference point
IN GPS X18 DLLSN1r Indicator of the signal-to-noise ratio in P code for L1
(in db·Hz) for the reference point
IN GPS X19 nL1r Number of satellites receiving code in the L1 carrier for
the reference point
IN GPS X20 XY racc XY error for the reference point
IN GPS X21 Zracc Z error for the reference point
OUT X22 Hacc Horizontal accuracy
OUT X23 Vacc Vertical accuracy
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5.3. Results and discussion
According to horizontal accuracy (Hacc), the application of the proposed methodology
to our observations indicates that, for a confidence level of 95%, the null hypothesis is
rejected until seven variables are included (q = 7) and thereafter accepted.
Table 5.2 shows, for models with 1–21 variables, the covariates that yield the best hor-
izontal accuracy predictions in terms of the coefficient of determination. The horizontal
line marks the minimum number of variables needed to obtain the best model (highest
R2). Table 5.3 shows the variables for the second-best models (second highest R2).
Figure 5.1 depicts the above results in graphical form. The horizontal axis shows the
number of variables included in the model and the vertical axis shows the coefficient of
determination associated with the best and second-best models with q variables. It can be
observed that the coefficient of determination increases with the number of variables q up
to a point at which it then begins to decrease.
The best model for predicting horizontal accuracy is one that considers the variables
X3, X6, X10, X12, X13, X19 and X20. This implies that horizontal accuracy depends, not
only on tree cover but also, as expected, on the quality of the GPS signal and on reference
point error. Figure 5.2 depicts variations in horizontal accuracy measured over time and
estimates obtained with the best predictor model.
However, as Table 5.3 indicates, other combinations of seven variables provide a sim-
ilar coefficient of determination. The fact that these models in Tables 5.2 and 5.3 have
the variables X3, X6, X10, X19 and X20 in common can be interpreted as an indication of
the importance of these five covariates. The Hart-Becking index (X3) and basal area (X6)
are two dasymetric parameters that are important in explaining loss of accuracy in GPS
observations in forest environments —a conclusion consistent with the results of previous
research (Naesset et al., 2000; Ordóñez et al., 2011b,a). The number of satellites from
which the receiver obtains a signal (X10 andX19) is a signal-related variable that explains
horizontal accuracy. It also seems obvious that the error in the reference point (X20) is
related to the error in the points under cover, given that the former is close to the latter.
Similarly, the fact that certain variables do not feature in any of the equivalent best mod-
els with the q variables can be interpreted as an indication of their irrelevance in terms of
horizontal accuracy.
5.3. Results and discussion 97
Table 5.2: Hacc prediction: composition of the best model with q variables and R2 (in %).
q R2 X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20 X21
1 28.99 x
2 38.48 x x
3 40.67 x x x
4 42.29 x x x x
5 42.94 x x x x x
6 43.80 x x x x x x
7 46.43 x x x x x x x
8 46.19 x x x x x x x x
9 48.03 x x x x x x x x x
10 48.80 x x x x x x x x x x
11 50.03 x x x x x x x x x x x
12 50.49 x x x x x x x x x x x x
13 50.21 x x x x x x x x x x x x x
14 49.98 x x x x x x x x x x x x x x
15 49.55 x x x x x x x x x x x x x x x
16 49.48 x x x x x x x x x x x x x x x x
17 48.98 x x x x x x x x x x x x x x x x x
18 43.02 x x x x x x x x x x x x x x x x x x
19 42.37 x x x x x x x x x x x x x x x x x x x
20 41.53 x x x x x x x x x x x x x x x x x x x x
21 39.76 x x x x x x x x x x x x x x x x x x x x x
Table 5.3: Hacc prediction: composition of the second-best model with q variables andR2
(in %).
q R2 X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20 X21
1 28.99 x
2 38.48 x x
3 40.67 x x x
4 42.29 x x x x
5 42.94 x x x x x
6 43.80 x x x x x x
7 46.43 x x x x x x x
8 46.19 x x x x x x x x
9 48.03 x x x x x x x x x
10 48.80 x x x x x x x x x x
11 50.03 x x x x x x x x x x x
12 50.49 x x x x x x x x x x x x
13 50.21 x x x x x x x x x x x x x
14 49.98 x x x x x x x x x x x x x x
15 49.55 x x x x x x x x x x x x x x x
16 49.48 x x x x x x x x x x x x x x x x
17 48.98 x x x x x x x x x x x x x x x x x
18 43.02 x x x x x x x x x x x x x x x x x x
19 42.37 x x x x x x x x x x x x x x x x x x x
20 41.53 x x x x x x x x x x x x x x x x x x x x
21 39.76 x x x x x x x x x x x x x x x x x x x x x
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Figure 5.1: Hacc prediction: the R2 value (in %) for the best model (circles) and the
second best model (triangles) for each subset size q (where q = 1, 2, . . . , p).






























Figure 5.2: Variations in horizontal accuracy measured over time (solid line) and esti-
mates obtained with the best predictor model (dashed line).
5.3. Results and discussion 99
Analysing the problem by using the backward stepwise algorithm, which initially
builds a model with all the covariates and gradually removes them based on the AIC
(Hastie and Pregibon, 1992), a model of thirteen variables in which all covariates are
significant is selected; namely, X1, X3, X4, X6, X9, X10, X11, X12, X24, X16, X17, X19
and X20. Again, the variables X3, X6, X10, X19 and X20 are included in the model.
The proposed variable selection method performs better than methods used by other
authors to determine the important variables on the accuracy of the GPS observations
made under forest cover (Naesset et al., 2000; Yoshimura and Hasegawa, 2003). Ad-
ditionally, it yields a simpler model that is also easier to interpret. This is preferable,
according to the principle of parsimony (Royston and Altman, 1994), than one with more
variables.
A similar analysis is performed for the variables that affect vertical accuracy (Vacc).
The optimal number of covariates is q = 8. Explaining vertical accuracy thus required
one more variable than explaining horizontal accuracy did. Tables 5.4 and 5.5 show,
for models composed of 1–21 variables, the variables yielding the best and second-best
models respectively, for Vacc. Figure 5.3 depicts the results in graphical form.
The best predictor is obtained considering the input variables X2, X4, X5, X6, X8,
X9, X12 and X21. Figure 5.4 shows the measurement errors and the estimated errors. As
with the horizontal accuracy estimate, other models with eight variables obtain a similar
R2, e.g., with X4, X5, X6, X8, X9, X12, X15 and X21.
As occurred with horizontal accuracy, the basal area is an important dasymetric pa-
rameter in explaining vertical accuracy. This parameter is also identified by Naesset
(2001) as particularly relevant to the accuracy of GPS observations.
The problem analysed with the backward stepwise algorithm yields a model with
sixteen variables, namely, X1, X2, X3, X4, X5, X6, X7, X8, X9, X10, X11, X12, X13,
X16,X17 andX21. Our method results in a 50% reduction in covariates in the best vertical
accuracy model.
Knowing which variables yield the best model is sufficient for many applications.
However, one sometimes needs to know the relative importance of variables. As a so-
lution, we propose calculating the resulting increase in R2 on passing from a model in
which a variable has been removed to the best model. Application of this method to the
best model obtained for our problem is shown in Table 5.6. A remarkable aspect of the
horizontal accuracy model is the relevance of the signal-to-noise ratio (X12), followed by
the number of satellites (X10) and basal area (X6). As for the vertical accuracy model, the
PDOP (X9) is the most important variable, followed by two dasymetric variables, basal
area (X6) and density (X5). In both cases, the signal variables have the greatest relative
importance.
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Table 5.4: Vacc prediction: composition of the best model with q variables and R2 (%).
q R2 X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20 X21
1 23.48 x
2 32.13 x x
3 38.09 x x x
4 39.81 x x x x
5 42.25 x x x x x
6 43.69 x x x x x x
7 54.52 x x x x x x x
8 56.66 x x x x x x x x
9 56.79 x x x x x x x x x
10 56.99 x x x x x x x x x x
11 57.82 x x x x x x x x x x x
12 57.90 x x x x x x x x x x x x
13 57.91 x x x x x x x x x x x x x
14 57.41 x x x x x x x x x x x x x x
15 56.99 x x x x x x x x x x x x x x x
16 56.47 x x x x x x x x x x x x x x x x
17 56.21 x x x x x x x x x x x x x x x x x
18 53.80 x x x x x x x x x x x x x x x x x x
19 53.13 x x x x x x x x x x x x x x x x x x x
20 52.40 x x x x x x x x x x x x x x x x x x x x
21 51.59 x x x x x x x x x x x x x x x x x x x x x
Table 5.5: Vacc prediction: composition of the second-best model with q variables and R2
(%).
q R2 X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20 X21
1 11.04 x
2 29.42 x x
3 36.41 x x x
4 39.72 x x x x
5 41.87 x x x x x
6 43.46 x x x x x x
7 52.53 x x x x x x x
8 53.88 x x x x x x x x
9 56.49 x x x x x x x x x
10 56.79 x x x x x x x x x x
11 57.10 x x x x x x x x x x x
12 57.62 x x x x x x x x x x x x
13 57.47 x x x x x x x x x x x x x
14 56.39 x x x x x x x x x x x x x x
15 56.95 x x x x x x x x x x x x x x x
16 56.35 x x x x x x x x x x x x x x x x
17 55.97 x x x x x x x x x x x x x x x x x
18 53.21 x x x x x x x x x x x x x x x x x x
19 53.05 x x x x x x x x x x x x x x x x x x x
20 52.33 x x x x x x x x x x x x x x x x x x x x
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Figure 5.3: Vacc prediction: R2 value (in %) for the best model (circles) and the second
best model (triangles) for each subset size q (where q = 1, 2, . . . , p).


























Figure 5.4: Variations in horizontal accuracy measured over time (solid line) and esti-
mates obtained with the best predictor model (dashed line).
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Table 5.6: Relative importance of each variable for the best models in predicting Hacc
(left) and Vacc (right).
Hacc Vacc
Variable Importance Variable Importance
X3 9.57% X2 3.26%
X6 10.87% X4 5.57%
X10 13.53% X5 21.54%
X12 52.73% X6 19.44%
X13 0.29% X8 15.97%
X19 10.25% X9 23.09%
X20 2.76% X12 3.73%
X21 7.41%
Finally, with regard to the computational time of the used algorithm, this is pro-
grammed in Fortran to reduce the computational time. For instance, taking into account
the 21 covariates of this study and operating with a computer having a 3.06 GHz Intel
Core 2 Duo processor, only 0.09375 s needed to select seven variables and 0.10937 s for
a subset of q = 8 variables.
5.4. Conclusions
We have evaluated the influence of dasymetric parameters and GPS-signal-related
variables on the accuracy of observations made with a GPS receiver under tree cover,
using a linear regression model and a variable selection method that determines the mini-
mum number of variables needed to obtain the best estimate. The results obtained indicate
that no single model explains accuracy, as different combinations offered a similar pre-
diction capability.
The proposed method has provided better results than conventional methods have done
–such as the stepwise method– as it has reduced the number of covariates by approxi-
mately 50% and has yielded simpler models that were easier to interpret. Moreover, by
yielding a range of equivalent models, variables that are repeated in and excluded from
the best matching models are highlighted, meaning that the problem is analysed in greater
depth.
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Our study establishes basal area as a relevant dasymetric parameter in the measure-
ment of the horizontal and vertical accuracy of GPS observations. It also shows that
GPS-signal-related variables, such as the PDOP and the number of satellites from which
the receiver captures the signal, also have a bearing on measurement accuracy. In the
case studied, the model used to estimate vertical accuracy required one more independent
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6.1. Introduction
The previous Chapters have been devoted to discussing the development and applica-
tion of our procedure to variable selection in a regression model context. In this Chapter,
we turn our attention to how practical analysis can be performed in an R computing envi-
ronment (R Core Team, 2014).
Several software or R packages have been developed to carry out automatic variable
selection or model selection. For instance, the meifly package (Wickham, 2012) can
be used to search through all the different models. In other cases, this search is based on
some algorithm, as in leaps (Lumley and Miller, 2009), which uses a branch-and-bound
algorithm or subselect (Orestes Cerdeira et al., 2011), which implements a simulated-
annealing algorithm. To use the Lasso method, the user can apply, for example, the lars
function implemented in the lars package (Hastie and Efron, 2012) or the glmnet
function, which fits a generalized linear model via penalised maximum likelihood, imple-
mented in the glmnet package (Friedman et al., 2013). When it comes to model selec-
tion with generalized linear models, one option could be to use the glmulti (Calcagno,
2012) or bestglm (Mcleod and Xu, 2011) package. Additionally, another procedure
used by the R community seems to be the model-selection-oriented step function built
into the stats (Hastie and Pregibon, 1992) package.
The FWDselect package described in this Chapter introduces an alternative to ex-
isting approaches, in the form of a simple method whereby R users can select the best
model to be applied to different types of data (continuous, binary or Poisson response) in
different contexts (parametric or nonparametric).
The methodology implemented in FWDselect is applied to the prediction of at-
mospheric SO2 pollution incidents. One of the problems that arises is to decide which
temporal instants are relevant for prediction purposes, since inclusion of all the times may
well degrade the overall performance of the prediction model.
The remainder of the Chapter is organised as follows: Section 6.2 is devoted to a
detailed description of the FWDselect package, and its usage is illustrated by analysis
of one real data set; Section 6.3 reports the computational details; and finally, Section 6.4
presents the conclusions and future possible extensions of the package.
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6.2. FWDselect in practice
This Section introduces an overview of how the package is structured. FWDselect is
a shortcut for “Forward selection” and this is its major functionality: to provide a forward
stepwise-based selection procedure. This software helps the user select relevant variables
and evaluate how many of these need to be included in a regression model. In addition, it
enables both numerical and graphical outputs to be displayed.
Our package includes several functions that enable users to select the variables to be
included in linear models, generalized linear models or generalized additive models. The
functions within FWDselect are briefly described in Table 6.1.
Users can obtain the best combinations of q variables by means of the main function
which is selection. Additionally, if one wants to obtain the results for more than one
subset size, it is possible to apply the qselection function, which returns a summary
table showing the different subsets, selected variables and information criterion values.
The object obtained with this last function is the argument required for plot, which
provides a graphical output. Finally, to determine the number of variables that should be
introduced in the model, only the test function needs to be applied. Table 6.2 provides
a summary of the arguments of the selection, qselection and test functions.
Table 6.1: Summary of functions in the FWDselect package.
Function Description
selection Main function for selecting a subset of q variables. Note that the
selection procedure can be used with lm, glm or gam functions.
print.selection Method of the generic print function for selection objects, which
returns a short summary.
qselection Function that enables users to obtain the selected variables for more
than one size of subset. Returns a table showing the chosen covariates
to be introduced into the models and their information criteria.
plot.qselection Visualisation of qselection objects. It plots the cross-validation
information criterion for several subsets with size q chosen by users.
test Function that applies a bootstrap based test for covariate selection. It
helps determine the number of variables to be included in the model.
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Table 6.2: Summary of selection, qselection and test functions.
selection() arguments
x A data frame containing all the covariates.
y A vector with the response values.
q An integer specifying the size of the subset of variables to be selected.
criterion The cross-validation-based information criterion to be used. Default is the de-
viance. Other functions provided are the coefficient of determination (“R2”)
and residual variance (“variance”).
method A character string specifying which regression method is used, “lm” (lin-
ear model), “glm” (generalized linear model) or “gam” (generalized additive
model).
family This is a family object specifying the distribution and link to use in fitting.
seconds A logical value. If TRUE then, rather than returning the single best model only,
the function returns a few of the best models.
nmodels Number of secondary models to be returned.
qselection() arguments
x A data frame containing all the covariates.
y A vector with the response values.
qvector A vector with more than one variable-subset size to be selected.
criterion The cross-validation-based information criterion to be used. Default is the de-
viance. Other functions provided are the coefficient of determination (“R2”)
and residual variance (“variance”).
method A character string specifying which regression method is used, “lm” (lin-
ear model), “glm” (generalized linear model) or “gam” (generalized additive
model).
family This is a family object specifying the distribution and link to use in fitting.
test() arguments
x A data frame containing all the covariates.
y A vector with the response values.
method A character string specifying which regression method is used, “lm” (lin-
ear model), “glm” (generalized linear model) or “gam” (generalized additive
model).
family This is a family object specifying the distribution and link to use in fitting.
nboot Number of bootstrap repeats.
speedup A logical value. If TRUE (default), the testing procedure is accelerated by a
minor change in the statistic.
unique A logical value. If TRUE, the test is performed only for one null hypothesis,
given by the argument num.h0.
num.h0 If unique is TRUE, num.h0 is the integer number q of H0(q) to be tested.
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6.2.1. An example with pollution data
The usage of this package is applied to the prediction of atmospheric SO2 pollution
incidents. Combustion of fuel oil or coal releases sulphur dioxide into the atmosphere in
different quantities. Current Spanish legislation governing environmetrical pollution con-
trols the vicinity of potential point sources of pollution, such as coal-fired power stations.
It places a limit on the mean of 24 successive determinations of SO2 concentration taken
at 5-minute intervals. An emission episode is said to occur when the series of bi-hourly
means of SO2 is greater than a specific level, r. In this framework, it is of interest for a
plant, both economically and environmentally, to be able to predict, when the legal limit
will be exceeded with sufficient time for effective countermeasures to be taken.
In previous studies (García-Jurado et al., 1995; Prada-Sánchez et al., 2000; Prada-
Sánchez and Febrero-Bande, 1997; Roca-Pardiñas et al., 2004), semiparametric, partially
linear models and generalized additive models with unknown link functions were applied
to the prediction of atmospheric SO2 pollution incidents in the vicinity of a coal/oil-fired
power station. Here, we present a new approach to this problem, whereby we try to predict
a new emission episode, focusing our attention on the importance of ascertaining the best
combinations of time instants for the purpose of obtaining the best prediction. Bearing
this in mind, the selection of the optimal subset of variables could be a good approach to
this issue.
Let t be the present time, and Xt the value obtained by the series of bi-hourly means
for SO2 at instant t (5-minute temporal instants). Setting r = 150 µg/m3N as the max-
imum value permitted for the SO2 concentration, and half-an-hour (6 instants) as the
prediction horizon, it is of interest to predict Y = Xt+6, with the best vector of Xl =
(Xt, Xt 1, Xt 2, . . . , Xt 17). Note that one of the problems that arises is to decide which
temporal instants (Xt, Xt 1, Xt 2, . . . , Xt 17) are relevant for prediction purposes, since
inclusion of all the times Xl may well degrade the overall performance of the prediction
model. Based on this, we demonstrate the package capabilities using these data. An




In17 In16 In15 In14 In13 In12 In11 In10 In9 In8
1 3.02 3.01 3.01 3.01 3.01 3.03 3.03 3.03 3.03 3.03
2 16.49 16.55 16.42 16.35 16.56 16.75 16.74 16.72 16.63 16.53
3 4.78 4.56 4.48 4.46 4.38 4.29 4.34 4.85 5.75 7.17
4 5.30 5.29 5.28 5.23 5.14 4.92 4.73 4.27 3.96 3.67
5 68.83 63.76 59.14 51.63 42.21 34.04 30.07 26.70 24.28 22.90
6 9.78 9.62 9.46 9.43 9.37 9.27 9.07 9.22 9.21 9.11
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In7 In6 In5 In4 In3 In2 In1 In0 InY
1 3.03 3.03 3.03 3.03 3.03 3.03 3.03 3.03 10.78
2 16.32 16.08 15.77 15.47 14.81 14.30 13.70 13.35 10.65
3 8.39 9.56 10.36 10.47 10.43 10.42 10.44 10.21 10.23
4 3.47 3.23 3.09 3.04 3.01 3.00 3.00 3.00 3.00
5 22.08 20.64 17.28 13.30 9.58 6.92 5.38 4.77 4.52
6 9.00 8.92 9.06 9.01 8.89 8.67 8.47 8.42 7.92
The variables from In17 to In0 correspond to the registered values of SO2 at a
specific temporal instant. In0 denotes the zero instant (Xt), In1 corresponds to the 5-
min temporal instant before (Xt 1), In2 is the 10-min temporal instant before (Xt 2),
and so on until the last variable. The last column of the data-frame (InY) refers to the
response variable, Y = Xt+6, the temporal instant that we wish to predict. For this
purpose, we propose the underlying generalised additive model
Y = m0(Xt) +m1(Xt 1) + . . .+m17(Xt 17) + " (6.1)
where mj , with j = 0, . . . , 17, are smooth and unknown functions and " is the error
which is assumed to have mean zero. To estimate the model in (6.1), FWDselect allows
penalised regression splines, implemented in the mgcv library (Wood, 2003, 2004, 2011).
It may often be of interest to determine the best subset of variables of size q needed to
predict the response. The question that naturally arises in this application is, what is the








Best subset of size q = 1 : In0
Information Criterion Value - deviance : 421847.9
****************************************************
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Additionally, if the selected variables for more than one subset size wish to be known,
this package contains the qselection function, which returns a table for the different




[1] "Selecting subset of size 1 ..."
[1] "Selecting subset of size 2 ..."
[1] "Selecting subset of size 3 ..."
[1] "Selecting subset of size 4 ..."
[1] "Selecting subset of size 5 ..."
[1] "Selecting subset of size 6 ..."
[1] "Selecting subset of size 7 ..."
R> obj2
q deviance selection
1 1 421847.87 In0
2 2 192723.93 In0, In2
3 3 212786.1 In0, In2, In1
4 4 249584.21 In0, In3, In1, In5
5 5 435614.94 In0, In3, In1, In7, In6
6 6 512708.69 In0, In3, In1, In5, In6, In7
7 7 1315273.3 In0, In2, In1, In5, In6, In8, In4
The above function output is a useful display that greatly helps determine the most
relevant variables. A plot of this object can easily be obtained by using the following
input command:
R> plot(obj2)
Figure 6.1 shows the deviance values (obtained by cross-validation) corresponding to
the different subsets. In each subset, q represents the number of temporal instants included
in the model. These models appear in Table 6.3. Note, however, that only the results until
subset of size q = 7 are shown because, from this size onwards, the rest of the obtained
models considerably worse results.
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Figure 6.1: For each subset of size q, cross-validation deviance obtained by the best
model.
Table 6.3: Deviance obtained with each selected model of size q, with t, 1, . . . , 17 being
temporal instants (Xt, Xt 1, Xt 2, . . . , Xt 17).
q Deviance t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 421847.9 x
2 192723.9 x x
3 212786.1 x x x
4 249584.2 x x x x
5 435614.9 x x x x x
6 512708.7 x x x x x x
7 1315273.0 x x x x x x x
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The performance of the proposed predictors was then evaluated in a real pollution
incident. The corresponding data are found in the episodeS02 data set, also included
in this package. The corresponding data frame is illustrated as follows:
R> data(episode)
R> head(episode)
In17 In16 In15 In14 In13 In12 In11 In10 In9 In8 In7 In6
1 3.02 3.02 3.03 3.10 3.10 3.10 3.10 3.22 3.27 3.33 3.36 3.38
2 3.02 3.03 3.10 3.10 3.10 3.10 3.22 3.27 3.33 3.36 3.38 3.47
3 3.03 3.10 3.10 3.10 3.10 3.22 3.27 3.33 3.36 3.38 3.47 3.50
In5 In4 In3 In2 In1 In0 InY time
1 3.47 3.50 3.56 3.61 4.28 4.60 5.45 00:00
2 3.50 3.56 3.61 4.28 4.60 4.68 6.20 00:05
3 3.56 3.61 4.28 4.60 4.68 4.78 6.85 00:10
The course of the incident is depicted in Figure 6.2. Temporal instants are plotted on
the horizontal axis and the real 2-hour mean SO2 concentration that we seek to predict
(Y = Xt+6) is represented by a grey line. The predictions obtained by applying the
different models achieved with the qselection function are shown in the same figure.
These predictions are obtained using the predict.gam function of the mgcv package.
The prediction obtained with the inclusion of just one variable in the model,Xt, is far from
the optimum. However, the addition of one more variable, Xt 2, resulted in a remarkable
increase in the model predictive capability. It makes possible for predictions close to real
values to be obtained. Lastly, it can be seen that the incorporation of one more variable
or temporal instant (Xt 1) in the model does not produce any improvement in pollution-
incident prediction. Numerically speaking, the same results can be observed by taking
into account the Mean Square Error for each model (Table 6.4).
Table 6.4: Mean Square Error of the selected models.
Model MSE
Y = Xt 1 682.14
Y = Xt +Xt 2 366.44
Y = Xt +Xt 2 +Xt 1 556.49
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Figure 6.2: Example of an SO2 pollution incident that occurred on 4 July 2003. Temporal
instants are shown on the horizontal axis. The grey line represents the known response
of SO2 levels in µg/m3N. Estimation of SO2 levels with one, two and three covariates are
represented by circles, squares and triangles respectively.
The question that now arises is what is the minimum number of variables that must be
used in order to obtain the best prediction. It is possible to deduce that there is an optimal
intermediate point between the number of variables that enters the model (preferably low)
and the deviance value (preferably also low). To find this point, the test described in
Chapter 4 for the null hypothesis H0(q) is applied for each size, q. To this end, the
following call is:
> test(x,y,method="gam",speedup=FALSE)
[1] "Processing IC bootstrap for H_0 ( 1 )..."
[1] "Processing IC bootstrap for H_0 ( 2 )..."
*************************************
Hypothesis Statistic pvalue Decision
1 H_0 (1) 11145.41 0 Rejected
2 H_0 (2) 4516.66 0.7 Accepted
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The deduction to be drawn from these results obtained is that, for a 5% significance
level, the null hypothesis is rejected with q = 1 and accepted thereafter. From these
results, it can be concluded that the best temporal instants for prediction of an emission
episode would be Xt and Xt 2.
6.3. Computational details
The results in this Chapter were obtained using R 2.15.1 (R Core Team, 2014). The
FWDselect package (Sestelo et al., 2013a) is available from the Comprehensive R
Archive Network at the URL http://cran.r-project.org/web/packages/FWDselect/.
6.4. Improvements of the package
This Chapter discusses implementation in R of a new algorithm for the problem of
variable selection in a regression framework. The FWDselect package providesR users
with a simple method for ascertaining the relevant variables for prediction purposes and
how many of these should be included in the model. The proposed method is a new
forward stepwise-based selection procedure that selects a model containing a subset of
variables according to an information criterion, and also takes into account the computa-
tional cost. Bootstrap techniques have been used to determine the minimum number of
variables needed to obtain an appropriate prediction.
In some situations, several statistically equivalent optimal models of size q may exist.
In such cases, FWDselect allows the user to visualise those models and select the one
that most interesting one. In addition, the software provides the user with a way of easily
obtaining the best subset of variables using different types of data in different contexts,
by applying the lm, glm and gam functions already implemented in R. The use of these
classical R functions nevertheless entails a high computational cost. Hence, a further
interesting extension would be the implementation of this package using Fortran (Gehrke,
1995) as the programming language. R users could profit from this advantage in a future
version of this package.
The goal of this package is to afford the research community with a new tool in the
selection framework. Nevertheless, our intention is not to replace other currently available
approaches but rather to provide a practical solution to this challenge.

Further research
This dissertation, Development and computational implementation of estimation and
inference methods in flexible regression models. Applications in biology, engineering and
environment, contains several contributions to the statistical analysis of testing critical
points and variable selection in regression, including the important issues of their appli-
cation and software development. The time has now come to suggest some interesting
fields for future research.
The first area to explore is functional cluster analysis. The formulation of a factor-by-
curve interaction model leads to several questions of interest, the first of which is whether
all the curves are equal. A possible procedure for answering this question has already
been presented in this dissertation. In the case where the curves are not equal, however,
the second question arises, namely, do groups or clusters of curves exist and, if so, how
many? Obviously, these questions could be extended to the critical points. This is an
interesting topic that is currently under investigation.
With regard to the NPRegfast package, a possible extension would be to implement
the entire methodology to the case of more than one covariate. Additionally, a further goal
for future research would be to develop and implement several procedures to test the ap-
propriateness of commonly used models for fitting biological data (e.g., Von Bertalanffy,
Gompertz, etc.).
Finally, depending on the selection algorithm used, we feel that the most important
limitation lies in the time taken in testing the precise number of variables that should be
included in the model. Bearing this in mind, it would be of interest to implement the
FWDselect package presented here using Fortran as the programming language. This
would serve to speed up the computation process and perform variable selection more





Title Nonparametric estimation for analyzing interactions factor-by-curve
Version 1.0
Date 2012-12-01
AuthorMarta Sestelo, Nora M. Villanueva and Javier Roca-Pardiñas
MaintainerMarta Sestelo <sestelo@uvigo.es>
Depends R (>=2.15.1)
Description This package allows the user to obtain nonparametric estimates using local
linear kernel smoothers and compare them between factor’s levels. Also a feature of the
package is its ability to draw inference about critical points, such as maxima or change
points linked to the derivative curves. The inference (confidence intervals and tests) is
based on bootstrap. This package allows not only to obtain smooth estimates also based on
classical parametric models, as allometric model, one of the most used models in biology
frameworks usually used to study the relationship between two biometrical variables.
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NPRegfast-package
Nonparametric estimation by using local linear kernel
smoothers
Description
This package provides a method for obtain nonparametric estimates using local linear
kernel smoothers.
Particular features of the package are facilities for fast smoothness estimation, and
the calculation of their first and second derivative. Users can define the smoothers
parameters. Confidences intervals calculation is provided by bootstrap methods. Bin-








NPRegfast provides functions for nonparametric regression models frfast,
plot.frfast. The term frfast is taken to include any nonparametric regres-
sion estimated by local lineal kernel smoothers. A number of other functions such
summary.frfast are also provided, for extracting information from a fitted
frfast Object.
For a listing of all routines in the NPRegfast package type:
library(help="NPRegfast"). For an overview of the NPRegfast package see
NPRegfast-package.
Author(s)
Marta Sestelo, Nora M. Villanueva and Javier Roca-Pardiñas.
Maintainer: Marta Sestelo <sestelo@uvigo.es>
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Examples
## See examples for frfast
122 allotest
allotest Bootstrap based test for testing an allometric model
Description
In order to facilitate the choice of a model appropriate to the data while at the same
time endeavouring to minimise the loss of information, a bootstrap-based procedure,
that test whether the data can be modelled by an allometric model, was developed.
Therefore, allotest tests the null hypothesis of an allometric model taking into
account the logarithm of the original variable (X⇤ = log(X) and Y ⇤ = log(Y )).
Based on a general model of the type
Y ⇤ = m(X⇤) + "
the aim here is to test the null hypothesis of an allometric model
H0 = m(x
⇤) = a⇤ + b⇤x⇤
vs. general hypothesis H1, with m being an unknown nonparametric function; or
analogously,
H1 : m(x
⇤) = a⇤ + b⇤x⇤ + g(x⇤)
with g(x⇤) being an unknown function not equal to zero. To implement this test we
have used the wild bootstrap.
Usage
allotest(formula, data = data, nboot=100)
Arguments
formula an object of class formula: a sympbolic description of the model
to be fitted.
data a data frame or matrix containing the model response variable and
covariates required by the formula.
nboot number of bootstrap repeats.
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Value
An object is returned with the following elements:
value the p-value of the test.
statistic the value of the test statistic.
Author(s)





frfast Fitting nonparametric models
Description
frfast is used to fit nonparametric models by using local linear kernel smoothers.
Usage
frfast(formula, data = data, model = 'np', h = -1.0,
nh = 30, weights = NULL, kernel = 'epanech', p = 3,
kbin = 100, nboot = 500, rankl = NULL, ranku = NULL)
Arguments
formula an object of class formula: a sympbolic description of the model to
be fitted. The details of model specification are given under ’Details’.
data a data frame or matrix containing the model response variable and
covariates required by the formula.
model type model used: model = ’np’ nonparametric regression model
with local linear kernel smoothers, model = ’allo’ the allomet-
ric model.
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h the kernel bandwidth smoothing parameter. Large values of band-
width make smoother estimates, smaller values of bandwidth make
less smooth estimates. The default is a bandwidth compute by cross
validation.
nh integer number of equally-spaced bandwidth on which the h is dis-
cretised, to speed up computation.
weights prior weights on the data.
kernel character which determines the smoothing kernel. By default
kernel = ’epanech’ , this is, the Epanechnikov density func-
tion. Also, several types of kernel funcitons can be used: triangular
and Gaussian density function, with ’triang’ and ’gaussian’ term, re-
spectively.
p degree of polynomial used. Its value must be greater than or equal to
the value of drv. The default value is of degree is drv + 1.
kbin number of binning nodes over which the function is to be estimated.
nboot number of bootstrap repeats.
rankl number or vector specifying the minimum value for an interval at
which to search the x value which maximizes the estimate, first or
second derivative (for each level). The default is the minimum data
value.
ranku number or vector specifying the maximum value for an interval at
which to search the x value which maximizes the estimate, first or
second derivative (for each level). The default is the maximum data
value.
Details
The models fit by frfast function are specified in a compact symbolic form. The
\~ operator is basic in the formation of such models. An expression of the form
y ~ model is interpreted as a specification that the response y is modelled by a
predictor specified symbolically by model. The possible terms consist of a variable
name or a variable name and a factor name separated by : operator. Such a term is
interpreted as the interaction of the continuous variables and the factor.
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Value
An object is returned with the following elements:
x vector of values of the grid points at which model is to be estimate.
p matrix of values of the grid points at which to compute the estimate,
their first and second derivative.
pl lower values of 95% confidence interval for the estimate, their first
and second derivative.
pu upper values of 95% confidence interval for the estimate, their first
and second derivative.
diff differences between the estimation values of a couple of levels (i.
e. level 2 - level 1). The same procedure for their first and second
derivative.
diffl lower values of 95% confidence interval for the differences between
the estimation values of a couple of levels. It is performed for their
first and second derivative.
diffu upper values of 95% confidence interval for the differences between
the estimation values of a couple of levels. It is performed for their
first and second derivative.
nboot number of bootstrap repeats.
n total number of data
dp degree of polynomial used.
h the kernel bandwidth smoothing parameter.
fmod factor’s level for each data.
xdata original x values
ydata original y values
w weights on the data.
nf number of levels.
kbin number of binning nodes over which the function is to be estimated.
pvalue it is NULL when the nonparamentric model is fitted. However, if the
p-value of the allometric test.
max value of covariate x which maximizes the estimate, first or second
derivative.
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maxu upper value of 95% confidence interval for the value max.
maxl lower value of 95% confidence interval for the value max.
diffmax differences between the estimation of max for a couple of levels (i.
e. level 2 - level 1). The same procedure for their first and second
derivative.
diffmaxu upper value of 95% confidence interval for the value diffmax.
diffmaxl lower value of 95% confidence interval for the value diffmax.
statistic the value of the test statistic.
repboot matrix of values of the grid points at which to compute the estimate,
their first and second derivative for each bootstrap repeat.
ranku minimum value for an interval at which to search the x value which
maximizes the estimate, first or second derivative (for each level).
The default is the minimum data value.
rankl maximum value for an interval at which to search the x value which
maximizes the estimate, first or second derivative (for each level).
The default is the maximum data value.
nmodel type model used: model = 1 the nonparametric model, model =
2 the allometric model.
label labels of the variables in the model.
numlabel number of labels.
kernel character which determines the smoothing kernel.
name name of the variables in the model.
formula a sympbolic description of the model to be fitted.
Author(s)











# Change the number of binning nodes and bootstrap replicates
fit<-frfast(DW~RC,data=barnacle,kbin=200,nboot=1000)
##############################################





globaltest Testing the equality of M curves specific to each level
Description
globaltest can be used to test the equality of theM curves specific to each level.
This bootstrap based test assumes the following null hypothesis
H0 : m1 = · · · = mM
Note that, if H0 is not rejected, then the equality of critical points will also accepted.
To test the null hypothesis, it is used an statistic, T , based on direct nonparametric
estimates of the curves. If the null hypothesis is true, the T value should be close to
zero but is generally greater. The test rule based on T consists of rejecting the null
hypothesis if T > T 1 ↵, where T p is the empirical p-percentile of T under the null
hypothesis.
Usage
globaltest(formula,data = data, der = NULL,
weights = NULL, nboot = 200, h = -1.0, nh = 30,
kernel = 'epanech', p = 3, kbin = 100)
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Arguments
formula an object of class formula: a sympbolic description of the model
to be fitted.
data a data frame or matrix containing the model response variable and
covariates required by the formula.
der number which determines any inference process. By default der is
NULL. If this term is 0, the calculate of the differences for maximum
point is for the estimate. If it is 1 or 2, it is designed for the first or
second derivative, respectively.
weights prior weights on the data.
nboot number of bootstrap repeats.
h the kernel bandwidth smoothing parameter. Large values of band-
width make smoother estimates, smaller values of bandwidth make
less smooth estimates. The default is a bandwidth compute by cross
validation.
nh integer number of equally-spaced bandwidth on which the h is dis-
cretised, to speed up computation.
kernel character which determines the smoothing kernel. By default
kernel=’epanech’, this is, the Epanechnikov density function.
Also, several types of kernel funcitons can be used: triangular and
Gaussian density function, with ’triang’ and ’gaussian’ term
respectively.
p degree of a polynomial.
kbin number of binning nodes over which the function is to be estimated.
Value
The T valueand the p-value are returned. Additionally, it is shown the decision,
accepted or rejected, of the global test. The null hypothesis is rejected if the p-
value< 0.05.
Author(s)










# Nonparametric regression with interactions
##############################################
glocaltest(DW~RC:F,data=barnacle, der=0)
localtest Testing the equality of critical points
Description
localtest can be used to test the equality of theM critical points estimated from
the respective level-specific curves. Note that, even if the curves and/or their deriva-
tives are different, it is possible for these points to be equal. For instance, taking the
maxima of the first derivatives into account, interest lies in testing the following null
hypothesis
H0 : x01 = · · · = x0M
The above hypothesis is true if d = x0j   x0k = 0 where
(j, k) = argmax1l<mM |x0l   x0m|
otherwise H0 is false. It is important to highlight that, in practice, the true x0j are
not known, and consequently neither is d, so an estimate dˆ = xˆ0j   xˆ0k is used,
where, in general, xˆ0l are the estimates of x0l based on the estimated curves mˆl with
l = 1, . . . ,M . Needless to say, since dˆ is only an estimate of the true d, the sampling
uncertainty of these estimates needs to be acknowledged. Hence, a confidence interval
(a, b) is created for d for a specific level of confidence (e.g., 95%).
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Usage
localtest(formula, data = data, der = NULL,
weights = NULL, nboot = 200, h = -1.0, nh = 30,
kernel = 1, p = 3, kbin = 100, ranku = NULL,
rankl = NULL)
Arguments
formula an object of class formula: a sympbolic description of the model
to be fitted.
data a data frame or matrix containing the model response variable and
covariates required by the formula.
der number which determines any inference process. By default der is
NULL. If this term is 0, the calculate of the differences for maximum
point is for the estimate. If it is 1 or 2, it is designed for the first or
second derivative, respectively.
weights prior weights on the data.
nboot number of bootstrap repeats.
h the kernel bandwidth smoothing parameter. Large values of band-
width make smoother estimates, smaller values of bandwidth make
less smooth estimates. The default is a bandwidth compute by cross
validation.
nh integer number of equally-spaced bandwidth on which the h is dis-
cretised, to speed up computation.
kernel character which determines the smoothing kernel. By default
kernel = ’epanech’ , this is, the Epanechnikov density func-
tion. Also, several types of kernel funcitons can be used: triangular
and Gaussian density function, with ’triang’ and ’gaussian’ term, re-
spectively.
p degree of a polynomial.
kbin number of binning nodes over which the function is to be estimated.
rankl number or vector specifying the minimum value for an interval at
which to search the x value which maximizes the estimate, first or
second derivative (for each level). The default is the minimum data
value.
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ranku number or vector specifying the maximum value for an interval at
which to search the x value which maximizes the estimate, first or
second derivative (for each level). The default is the maximum data
value.
Value
The estimate of d value is returned and its confidence interval for a specific-level of
confidence, i.e. 95%. Additionally, it is shown the decision, accepted or rejected, of
the local test. Based on the null hypothesis is rejected if a zero value is not within the
interval.
Author(s)





# Nonparametric regression with interactions
##############################################
localtest(DW~RC:F,data=barnacle, der=0)
maxp Maximum points for the estimate, first and second derivative,
with their 95% confidence intervals
Description
Value of covariate x which maximizes the estimate, first and second derivative, for
each level of the factor.
Usage
maxp(model, der = NULL)
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Arguments
model parametric or nonparametric regression out obtained by frfast
function.
der number which determines any inference process. By default der is
NULL. If this term is 0, the calculate of the maximum point is for the
estimate. If it is 1 or 2, it is designed for the first or second derivative,
respectively.
Value
An object is returned with the following elements:
Estimation outputs for the estimation where it is included maximum points, and
their 95% confidence intervals (for each level).
First_der outputs for first derivative with maximum points and their 95% con-
fidence intervals (for each level).
Second_der outputs for second derivative. It means, maximum points and 95%
confidence intervals (for each level).
Author(s)























maxp.diff Differences between the estimation of maximum points for
two factor’s levels
Description
Differences between the estimation of maxp for two factor’s levels. maxp, a returned
element of class frfast, is the value of covariate x which maximizes the estimate,
first or second derivative.
Usage
maxp.diff(model, factor2 = NULL, factor1 = NULL,
der = NULL)
Arguments
model parametric or nonparametric regression model obtained by frfast
function.
factor1 first factor’s level at which to perform the differences between maxi-
mum points.
factor2 second factor’s level at which to perform the differences between
maximum points.
der number which determines any inference process. By default der is
NULL. If this term is 0, the calculate of the differences for maximum




Differences are calculated by subtracting a factor relative to another
(factor2   factor1). By default factor2 and factor1 are NULL, so the differ-
ences calculated are for all possible combinations between two factors.
Value
An object is returned with the following element:
maxp.diff a table with a couple of factor’s level where it is used to calculate the
differences between maximum points, and their 95% interval confi-
dence (for the estimation, first and second derivative).
Author(s)











plot.diff Visualization of the differences between the estimation of
curves for two factor’s levels
Description
Useful for drawing the differences between the estimation of curves (initial estimate,
first or second derivative) for two factor’s levels. Missing values of factor’s levels is
not allowed.
Usage
plot.diff(model, factor2, factor1, der = NULL,
est.include = FALSE, xlab = model$name[2],
ylab = model$name[1], ylim = NULL, main = NULL,
col = "black", CIcol = "grey50", ablinecol = "red",
abline = TRUE, type = "l", CItype = "l", lwd = 1,
CIlwd = 1.5, lty = 1, CIlty = 2, ...)
Arguments
model allometric or nonparametric regression model obtained by frfast
function.
factor2 second factor’s level at which to perform the differences between
curves.
factor1 first factor’s level at which to perform the differences between curves.
der number or vector which determines any inference process. By default
der is NULL. If this term is 0, the calculate of the maximum point is
for the estimate. If it is 1 or 2, it is designed for the first or second
derivative, respectively.
est.include
draw the estimates of the model. By default it is FALSE.
xlab a title for the x axis.
ylab a title for the y axis.
ylim the y limits of the plot.
main an overall title for the plot.
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col a specification for the default plotting color.
CIcol a specification for the default confidence intervals plotting color.
ablinecol the color to be used for abline.
abline draw an horizontal line into the plot of the second derivative of the
model. By default it is TRUE.
type what type of plot should be drawn. Possible types are, p for points, l
for lines, o for overplotted, etc. See details in par.
CItype what type of plot should be drawn for confidence intervals. Possible
types are, p for points, l for lines, o for overplotted.
lwd the line width, a positive number, defaulting to 1. See details in par.
CIlwd the line width for confidence intervals, a positive number, defaulting
to 1.
lty the line type. Line types can either be specified as an integer
(0=blank, 1=solid (default), 2=dashed, 3=dotted, 4=dotdash,
5=longdash, 6=twodash). See details in par.
CIlty the line type for confidence intervals. Line types can either be spec-




simply produce a plot.
Author(s)













plot.frfast Visualization of frfast objects
Description
Useful for drawing the estimation, first and second derivative (for each factor)
Usage
plot(model, fac = NULL, der = NULL, points = TRUE,
xlab = model$name[2], ylab = model$name[1], ylim = NULL,
main = NULL, col = "black", CIcol = "black",
ablinecol = "red", abline = TRUE,type = "l",
CItype = "l", lwd = 2, CIlwd = 1,lty = 1, CIlty = 2,...)
Arguments
model frfast object.
fac number or vector which determines the level to take into account in
the plot. By default is NULL.
der number or vector which determines any inference process. By default
der is NULL. If this term is 0, the plot show the initial estimate. If it
is 1 or 2, it is designed for the first or second derivative, respectively.
points draw the original data into the plot. By default it is TRUE.
xlab a title for the x axis.
ylab a title for the y axis.
ylim the y limits of the plot.
main an overall title for the plot.
col a specification for the default plotting color.
CIcol a specification for the default confidence intervals plotting color.
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ablinecol the color to be used for abline.
abline draw an horizontal line into the plot of the second derivative of the
model.
type what type of plot should be drawn. Possible types are, p for points, l
for lines, o for overplotted, etc. See details in par.
CItype what type of plot should be drawn for confidence intervals. Possible
types are, p for points, l for lines, o for overplotted.
lwd the line width, a positive number, defaulting to 1. See details in par.
CIlwd the line width for confidence intervals, a positive number, defaulting
to 1.
lty the line type. Line types can either be specified as an integer
(0=blank, 1=solid (default), 2=dashed, 3=dotted, 4=dotdash, 5=long-
dash, 6=twodash). See details in par.
CIlty the line type for confidence intervals. Line types can either be spec-




simply produce a plot.
Author(s)



















predict.frfast Prediction from fitted frfast model
Description
Takes a fitted frfast object and produces predictions (and optionally estimates stan-





model a fitted frfast object as produced by frfast().
newdata a data frame containing the values of the model covariates at which
predictions are required. If newdata is provided, then it should con-
tain all the variables needed for prediction: a warning is generated if
not.
fac number or vector which determines the level to take into account in
the plot. By default is NULL.
der number or vector which determines any inference process. By default
der is NULL. If this term is 0, the plot show the initial estimate. If it
is 1 or 2, it is designed for the first or second derivative, respectively.
Details
print.frfast tries to be smart about summary.frfast.
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Value
predict.frfast computes and returns a list containing predictions of the esti-
mates, first and second derivative, with their 95 % confidence intervals.
Author(s)


















summary.frfast Summarizing fits of frfast class
Description






model a fitted frfast object as produced by frfast().
Details
print.frfast tries to be smart about summary.frfast.
Value
summary.frfast computes and returns a list of summary information for a fitted
frfast object.
model type of estimate.
h the kernel bandwidth smoothing parameter.
dp degree of a polynomial.
nboot number of bootstrap repeats.
kbin number of binning nodes over which the function is to be estimated.
n total number of data.
fmod factor’s levels.
Author(s)


















Title Selecting variables in regression models
Version 1.1
Date 2013-02-01
AuthorMarta Sestelo, Nora M. Villanueva and Javier Roca-Pardiñas
MaintainerMarta Sestelo <sestelo@uvigo.es>
Depends R (>=2.15.1), mgcv
Description FWDselect package introduces a simple method to select the best model or
best subset of variables using different types of data (continuous, binary or Poisson) and
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FWDselect-package
FWDselect: Selecting variables in regression models
Description
FWDselect package introduces a simple method to select the best model using dif-
ferent types of data (continuous, binary or Poisson) and applying it in different con-
texts (parametric or nonparametric). The proposed method is a new forward stepwise-
based selection procedure that selects a model containing a subset of variables accord-
ing to an optimal criterion (obtained by cross-validation) and also takes into account
the computational cost. Additionally, bootstrap resampling techniques are used to im-
plement tests capable of detecting whether significant effects of the unselected vari-








FWDselect is just a shortcut for “Forward selection” and is a very good summary of
one of the package’s major functionalities, i.e., that of providing a forward stepwise-
based selection procedure. This software helps the user select relevant variables and
evaluate how many of these need to be included in a regression model. In addition, it
enables both numerical and graphical outputs to be displayed.
The package includes several functions that enable users to select the variables to
be included in linear, generalized linear or generalized additive regression models.
Users can obtain the best combinations of q variables by means of the main function
selection. Additionally, if one wants to obtain the results for more than one size
of subset, it is possible to apply the qselection function, which returns a sum-
mary table showing the different subsets, selected variables and information criterion
values. The object obtained when using this last function is the argument required for
plot.qselection, which provides a graphical output. Finally, to determine the
number of variables that should be introduced into the model, only the test function
needs to be applied.
Author(s)
Marta Sestelo, Nora M. Villanueva and Javier Roca-Pardiñas.
Maintainer: Marta Sestelo <sestelo@uvigo.es>
References
Burnham, K., Anderson, D. (2002). Model selection and multimodel inference: a
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pollution Emission of SO2. Pollution incident
Description
Registered values of SO2 in different temporal instant. Each column of the dataset
corresponds with the value obtained by the series of bi-hourly means for SO2 in the








episode Episode of SO2. Pollution incident.
Description
Registered values of SO2 in different temporal instant. Each column of the dataset
corresponds with the value obtained by the series of bi-hourly means for SO2 in the
instant t (5-min temporal instant). The values of this dataset are greater than the









plot.qselection Visualization of qselection object
Description
This function plots the cross-validation information criterion for several subsets of
size q chosen by the user.
Usage







Simply returns a plot.
Author(s)























The function returns a summary table with the subsets of size q, their information
criterion values and the chosen variables for each one.
Author(s)
















## S3 method for class 'selection'





The function returns the best subset of size q and its information criterion value. In
the case of seconds=TRUE this information is returned for each alternative model.
Author(s)











qselection Selecting variables for several subset sizes
Description
Function that enables to obtain the best variables for more than one size of subset.
Returns a table with the chosen covariates to be introduced into the models and their
information criteria.
Usage
qselection(x, y, qvector, criterion = "deviance",
method = "lm", family = "gaussian")
Arguments
x A data frame containing all the covariates.
y A vector with the response values.
qvector A vector with more than one variable-subset size to be selected.
criterion The cross-validation-based information criterion to be used. Default
is the deviance. Other functions provided are the coefficient of deter-
mination ("R2") and residual variance ("variance").
method A character string specifying which regression method is used, i.e.,
linear models ("lm"), generalized additive models ("glm") or gener-
alized additive models ("gam").
family A description of the error distribution and link function to be used in
the model: "gaussian", "binomial" or "poisson".
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Value
q A vector of subset sizes.
criterion A vector of Information criterion values.
selection Selected variables for each size.
Author(s)












selection Selecting a subset of q variables
Description
Main function for selecting the best subset of q variables. Note that the selection
procedure can be used with lm, glm or gam functions.
Usage
selection(x, y, q, criterion = "deviance",




x A data frame containing all the covariates.
y A vector with the response values.
q An integer specifying the size of the subset of variables to be selected.
criterion The cross-validation-based information criterion to be used. Default
is the deviance. Other functions provided are the coefficient of deter-
mination ("R2") and residual variance ("variance").
method A character string specifying which regression method is used, i.e.,
linear models ("lm"), generalized additive models ("glm") or gener-
alized additive models ("gam").
family A description of the error distribution and link function to be used in
the model: "gaussian", "binomial" or "poisson".
seconds A logical value. By default, FALSE. If TRUE then, rather than return-
ing the single best model only, the function returns a few of the best
models (equivalent).
nmodels Number of secondary models to be returned.
Value
Best model The best model. If seconds=TRUE, it returns also the best alterna-
tive models.
Variable name
Names of the variable.
Variable number
Number of the variables.
Information criterion
Information criterion used and its value.
Prediction The prediction of the best model.
Author(s)












test Bootstrap based test for covariate selection
Description
Function that applies a bootstrap based test for covariate selection. It helps to deter-
mine the number of variables to be included in the model.
Usage
test(x, y, method = "lm", family = "gaussian",
nboot = 50, speedup=TRUE, unique=FALSE, num.h0=1)
Arguments
x A data frame containing all the covariates.
y A vector with the response values.
method A character string specifying which regression method is used, i.e.,
linear models ("lm"), generalized additive models ("glm") or gener-
alized additive models ("gam").
family A description of the error distribution and link function to be used in
the model: "gaussian", "binomial" or "poisson".
nboot Number of bootstrap repeats.
speedup A logical value. If TRUE (default), the testing procedure is acceler-
ated by a minor change in the statistic.
unique A logical value. If TRUE, the test is performed only for one null
hypothesis, given by the argument num.h0.




In a regression framework, let X1, X2, . . . , Xp, a set of p initial variables and Y the
response variable, we propose a procedure to test the null hypothesis of q significant
variables in the model versus the alternative in which the model contains more than q
variables. Based on the general model
Y = m(X) + " where m(X) = m1(X1) +m2(X2) + . . .+mp(Xp)
the following strategy is considered: for a subset of size q, considerations will be




I{mj 6=0}  q




I{mj 6=0} > q
Value
Hypothesis Number of the null hypothesis tested
Statistic Value of the T statistic
pvalue pvalue obtained in the testing procedure
Decision Result of the test for a significance level of 0.05
Note
The detailed expression of the formulas are described in HTML help (http://
cran.r-project.org/web/packages/FWDselect/FWDselect.pdf). For
more details about the testing procedure see Sestelo et al. (2013).
Author(s)
Marta Sestelo, Nora M. Villanueva and Javier Roca-Pardiñas.
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Esta tesis, Desarrollo e implementación computacional de métodos de estimación e infe-
rencia en modelos de regresión flexible. Aplicaciones en Biología, Ingeniería y Medioam-
biente, es el resultado del trabajo de investigación llevado a cabo en los últimos años.
La memoria está dividida en dos partes que comparten el mismo fundamento, los mo-
delos de regresión flexibles. En general, la regresión constituye un problema fundamental
en la estadística. El objetivo de esta técnica es evaluar la influencia de alguna variable
explicativa en la respuesta media. En el caso de los modelos de regresión flexibles, la
dependencia entre la respuesta y la covariable es modelada sin especificar de antemano la
función que las une. El desarrollo y la implementación de diversos métodos de estimación
e inferencia en relación a estos modelos es el tema central de la tesis.
La Parte I se centra en los modelos de regresión con interacción factor-por-curva y
presenta un método de estimación para este tipo de modelos, así como distintas técnicas
para hacer inferencia sobre ellos. La Parte II trata de solucionar o proponer una alternativa
a uno de los problemas ampliamente conocidos que afectan a los modelos de regresión
en general, y a los modelos de regresión flexible en particular; la selección de variables.
Aportamos, por tanto, un nuevo procedimiento de selección para solventar este problema.
Un aspecto importante de esta tesis es la aplicación de la metodología desarrollada
a conjuntos de datos reales. Por ello hemos tratado de resolver diversas cuestiones que
afectan a áreas como la Biología, Ingeniería y Medioambiente. Además, consideramos
que existe la necesidad de desarrollar e implementar nuevas metodologías estadísticas
en un software amigable para el usuario final. Por ello, y como uno de los principales
objetivos, hemos desarrollado dos paquetes deR, NPRegfast y FWDselect, para cada
una de las partes.
El Capítulo 1 introduce los modelos de regresión con interacciones factor-por-curva,
en particular, situaciones en donde se pretende comparar las curvas de regresión y sus de-
rivadas que pueden variar según grupos definidos por diferentes condiciones experimen-
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tales. En estas situaciones, puede resultar interesante hacer inferencia sobre los puntos
críticos de las curvas (por ejemplo, máximos, mínimos o puntos de inflexión), estudiando
para ello sus derivadas. Así, en este capítulo, aportamos dos contrastes basados en boots-
trap: (i) un contraste global para detectar características significativas de las curvas de
regresión a través del estudio de sus derivadas; y, (ii) un contraste local que permite hacer
inferencia sobre puntos críticos relacionados con las derivadas.
En un contexto de regresión no paramétrico con interacción factor-por-curva, la rela-
ción entre X e Y puede expresarse como
Y = f0(X) +
8><>:
f1(X) + "1 si F = 1
...
fM(X) + "M si F = M
(C.1)
donde "1, . . . , "M son los errores de media cero para cada uno de los niveles del factor
F , f0 representa el efecto global de X en la respuesta, y fl es el efecto específico de X
asociado con el l-ésimo nivel del factor (l = 1, . . . ,M ). Nótese que bajo el modelo en
(C.1), la curva de regresiónml(x) = E(Y |X = x, F = l) se puede expresar como
ml(X) = f0(X) + fl(X), para l = 1, . . . ,M.
Para estimar estos modelos, en este primer Capítulo proponemos el uso de suavizado-
res locales polinómicos tipo núcleo. Además mostramos el procedimiento utilizado tanto
para la selección de la ventana del suavizador como para la aceleración de los procesos
de estimación e inferencia.
En la aplicación a datos reales pretendemos determinar el punto x0l que hace máxima
la primera derivada de la curva de regresiónm1l (x), para cada nivel l. En general, el punto
crítico x0l referido al nivel l puede obtenerse, para la r-ésima derivada, a partir de la




siendo ml(X) = E(Y |X = x, F = l). En este contexto, entendemos además que puede
resultar interesante contrastar la hipótesis nula de que los puntos críticos de cada uno de
los niveles del factor son todos iguales entre sí, es decir,H0 : x01 = · · · = x0M . Teniendo




1(·) = · · · = mrM(·). (C.2)
Nótese que si se cumple Hr0 , entonces la igualdad de los puntos críticos x01, . . . , x0M
también. En caso contrario, siHr0 se rechaza, la conclusión sobre los puntos críticos debe
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ser pospuesta, y será necesario utilizar el contraste local propuesto.
Para contratar la hipótesis nula anterior Hr0 , proponemos el uso de ocho estadísticos.
Los tres primeros —T1, T2 y T3— se basan en las estimaciones no paramétricas directas






























El segundo grupo de estadísticos —T4, T5 y T6— se basa en las estimaciones no




gl(X). La ventaja de esta aproximación es que, incluso cuando queremos contrastar la
igualdad de derivadas para algún r, no es necesario obtener las estimaciones de dichas



























Finalmente, el último grupo —T7 y T8— se basa en las diferencias entre la suma
residual de cuadrados bajo la hipótesis nula y la hipótesis alternativa. T7 deriva de la
aproximación de Dette (1999) y T8 sigue el concepto de Fan and Jiang (2005)




























Para aproximar los valores de T —que representa Tj(j = 1, . . . , 8)—bajo la hipótesis
nula utilizamos el método bootstrap, particularmente el wild bootstrap. Este método de
remuestreo es válido para modelos heterocedásticos donde la varianza del error es una
función de la covariable X .
Como mencionamos anteriormente, si el contraste anterior resulta significativo y, por
lo tanto, se rechaza la igualdad de las mrl curvas (l = 1, . . . ,M ), entonces nos interesará
contrastar la hipótesis nula de igualdad de puntos críticos. Nótese que es posible que estos
puntos sean iguales incluso siendo las curvas y/o sus derivadas distintas. Por ejemplo,
teniendo en cuenta el máximo de las primeras derivadas, ahora contrastamos la siguiente
hipótesis nula
H0 : x01 = · · · = x0M ,
frente a la alternativa general de que existe alguna diferencia entre estos puntos.
Esta hipótesis es cierta si d = x0j   x0k = 0 donde




en cualquier otro caso H0 es falsa. Es importante resaltar el hecho de que, en la práctica,
el verdadero x0j no es conocido, y consecuentemente tampoco d, así que utilizamos una
estimación dˆ = xˆ0j   xˆ0k, donde, en general, xˆ0l son las estimaciones de x0l en base a las
curvas estimadas mˆl.
Ya que dˆ es sólo una estimación del verdadero d, resulta necesario conocer la variabi-
lidad de estas estimaciones. Por ello, construimos un intervalo de confianza para d, para
un determinado nivel de confianza, y rechazamos la hipótesis nula si el intervalo no con-
tiene al cero. Para construir dicho intervalo recurrimos igualmente al wild bootstrap, sin
embargo, ya que en este caso las réplicas no deben ser generadas bajo la hipótesis nula,
el bootstrap que empleamos se basa en los residuos del modelo general. El contenido de
este Capítulo puede encontrarse en Sestelo and Roca-Pardiñas (2012).
Las técnicas propuestas se aplican a dos conjuntos de datos en el Capítulo 2. So-
lucionamos dos problemas reales relacionados con la gestión pesquera de dos especies
diferentes de recursos marinos. En la Sección 2.2 utilizamos nuestra metodología para
estudiar la relación talla-peso del percebe Pollicipes pollicipes en la costa atlántica de
Galicia y para determinar una posible talla de captura de esta especie. Los resultados ob-
tenidos en esta aplicación sugieren que modelar los datos de una manera no paramétrica
nos permite detectar variaciones en la parte final de la curva que, utilizando algún otro
modelo paramétrico clásico como es el modelo alométrico, no detectaríamos. Ajustando
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un modelo flexible hemos podido comprobar que: (i) los individuos crecen de manera ex-
ponencial —lo que asegura una alto rendimiento comercial— hasta alcanzar una talla de
21.50 mm de RC (longitud rostro-carenal); (ii) esta talla es la misma para los dos años de
estudio; y, (iii) esta talla es diferente entre las dos localidades de muestreo estudiadas. En
la Sección 2.3, analizamos y comparamos el crecimiento de dos especies comerciales de
almejas (una nativa, Ruditapes decussatus y otra introducida, Ruditapes phillippinarum),
teniendo en cuenta las condiciones ambientales asociadas a los diferentes estuarios y zo-
nas de cada uno de los mismos. Las técnicas flexibles aplicadas en esta Sección parecen
ser apropiadas para estudiar la relación talla-peso estas especies en los dos mayores estua-
rios del norte de España, la Bahía de Santander y las Marismas de Santoña. El Capítulo
se basa en Sestelo and Roca-Pardiñas (2011) y en Bidegain et~al. (2013).
El Capítulo 3 se centra en el desarrollo computacional, permitiendo que los procedi-
mientos presentados en esta primera parte de la tesis puedan ser transferidos y utilizados,
tanto por la comunidad estadística como por profesionales relacionados con otras áreas
(Bioinformática, Biología, Medicina, etc.). Debido a que los procesos de estimación de la
metodología desarrollada implican un elevado gasto computacional, hemos utilizado For-
tran (FORmula TRANslation, Gehrke, 1995) como lenguaje de programación. Sin embar-
go, para facilitar su uso en la práctica hemos implementado la metodología en una librería
de R. En este Capítulo presentamos una descripción detallada del paquete NPRegfast
y lo aplicamos a un conjunto de datos.
Tal y como mencionamos, la Parte II de esta tesis aborda la selección de variables en
modelos de regresión, en particular, intenta seleccionar el mejor subconjunto de variables
con el que se asegurará una capacidad predictiva óptima.
En el Capítulo 4 introducimos formalmente este problema y aportamos un posible
procedimiento para solucionarlo. En un contexto de regresión múltiple, la respuesta Y
puede depender de un conjunto de p covariables X1, X2, . . . , Xp. Sin embargo, en si-
tuaciones prácticas uno tiene que decidir qué variables son relevantes para describir la
respuesta. La pregunta que surge en los modelos de regresión múltiple, y que todavía no
se ha cerrado del todo, es determinar el mejor subconjunto o subconjuntos de q (q  p)
predictores con los que se establecerá el modelo o modelos con la mejor capacidad pre-
dictiva.
La selección del modelo de regresión, y en particular la selección de variables en
regresión, es un compromiso entre el sesgo y la varianza. Mientras que la inferencia ba-
sándonos en modelos con pocas variables puede ser sesgada, los modelos que tienen en
cuenta muchas variables pueden dar lugar a una falta de precisión o a falsos efectos. Pa-
ra solucionar este problema, proponemos e implementamos un nuevo procedimiento de
selección “paso a paso” (forward stepwise-based selection procedure). Esta metodología
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incluye dos tópicos: (i) seleccionar la mejor combinación de q variables utilizando dicho
procedimiento; y quizás la más importante, (ii) determinar el número de covariables q que
deberían incluirse en el modelo basándonos en técnicas de remuestro bootstrap.
En primer lugar, para seleccionar el mejor subconjunto de q variables, utilizamos un
criterio de información (IC). Las q posiciones del modelo se corresponderán con la com-
binación de variables que mejore dicho criterio.
Sea Xj1 , . . . , Xjk un subconjunto de variables de tamaño k (k  q). Definimos
ICj1,...,jk como un posible criterio de información (por ejemplo, AIC, deviance, varianza
residual, etc.) del modelo no paramétrico
Y = ↵ +mj1(Xj1) +mj2(Xj2) + . . .+mjk(Xjk) + "
0,
donde "0 es el error de media cero. Nosotros, en este Capítulo, hemos utilizado la varianza
residual obtenida por validación cruzada.
Basándonos en el criterio de información, el procedimiento propuesto es un método
stepwise hacia delante que, dado un número q, selecciona las q variablesXl1 , . . . , Xlq que
minimizan la siguiente expresión




Detallamos a continuación el procedimiento:
Paso 1: Los elementos del vector de índices (l1, l2, . . . , lq) se seleccionan de manera con-
secutiva como sigue:





Nótese que para ello deben estimarse todos los posibles modelos de una única va-
riable.
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FijaXl1 , Xl2 , . . . , Xlq 1 , y repite el procedimiento de manera análoga hasta la q-ésima






Paso 2: Una vez seleccionadas las variables Xl1 , Xl2 , . . . , Xlq , recorre las posiciones j =
1, . . . , q y reemplaza cada elemento lj como sigue, sólo si el IC obtenido es menor que





Paso 3: Repite el Paso 2 hasta que no cambie ninguna de las variables seleccionadas.
Una vez seleccionada la mejor combinación de q variables, la pregunta que surge es
determinar el número óptimo q. Por ello, a continuación, nos centramos en decidir el nú-
mero de covariables que deberían incluirse en el modelo. Con este fin, proponemos un
procedimiento para contrastar la hipótesis nula de q variables significativas en el modelo
frente a la hipótesis alternativa en la cual el modelo contiene más de q variables. Basán-
donos en el modelo general,
Y = m(X) + " donde m(X) = ↵ +m1(X1) +m2(X2) + . . .+mp(Xp),
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donde mj(j = 1, . . . , p) son funciones suaves y desconocidas y " es el error de media
cero, consideramos la siguiente estrategia: para un tamaño de subconjunto q, pretendemos




I{mj 6=0}  q




I{mj 6=0} > q.
Dada una muestra i.i.d. {(Xi, Yi)}ni=1, con X = (X1, . . . , Xp), para contrastar la hipó-
tesis nula superior proponemos la siguiente estrategia:
Paso 1. Obtén el mejor subconjunto de q variables utilizando el algoritmo de selección
propuesto. Por simplicidad de notación, X = (X1, . . . , Xq, Xq+1, . . . , Xp) y las variables
seleccionadas por el algoritmo serán las q primeras. Nótese que esto no supone una res-
tricción, sólo estamos reordenando las X. La función de regresión bajo el modelo nulo
es
m0(X) = ↵ +m1(X1) + . . .+mq(Xq).
Paso 2. Obtén las estimaciones no paramétricas del modelo nulo, mˆ0(Xi), computa los
residuos como ri = Yi   mˆ0(Xi) y obtén las estimaciones no paramétricas de g(Xi) de
acuerdo con el modelo
ri = g(Xi) + " donde g(X) = ↵ + gq+1(Xq+1) + . . .+ gp(Xp).
Finalmente, proponemos el uso de cuatro estadísticos basados en las estimaciones
de g (T1 y T2) y en las diferencias de la suma residual de cuadrados (T3 y T4) —muy














i=1 (Yi   mˆ0(Xi))2 y RSS1 =
Pn
i=1 (Yi   mˆ0(Xi)  gˆ(Xi))2 .
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Es importante resaltar que si la hipótesis nula se mantiene, el valor de T —que re-
presenta T1, T2, T3 y T4— debería ser cercano a cero. Por ello, la regla de decisión para
contrastar la H0(q), con un nivel de confianza ↵, es que la hipótesis nula se rechaza si T
es mayor que su (1   ↵)-percentil. Para obtener los valores críticos de T utilizamos el
wild bootstrap.
Aplicar este contraste a q = 1, . . . , p   1 podría ser un paso importante en el proce-
dimiento de selección de variables. Si H0(q) se acepta, sólo el subconjunto de variables
Xj1 , . . . , Xjq se mantiene en el modelo. En cualquier otro caso, el contraste se repite con
q + 1 variables hasta que la hipótesis nula no se rechace. Por ejemplo, si H0(1) no se
rechaza sólo debería incluirse una variable en el modelo. Sin embargo, si esta hipótesis
se rechaza será necesario contrastar H0(2). Si esta nueva hipótesis se rechaza otra vez
entonces debería contrastarse H0(3) y así sucesivamente hasta que una cierta H0(q) se
acepte.
Para finalizar el Capítulo 4 mostramos además dos estudios de simulación que com-
prueban la validez de nuestro método y lo comparan con otras metodologías descritas en
la literatura. Este Capítulo se fundamenta en Sestelo et~al. (2013b).
Las técnicas propuestas en el Capítulo anterior se aplican a un conjunto de datos en el
Capítulo 5. Aquí analizamos la importancia relativa de varios parámetros dasimétricos y
otras variables que influyen en la precisión de las observaciones recogidas en ambientes
forestales por parte de un GPS (Global Positioning System). Para ello, utilizamos la meto-
dología descrita en el Capítulo 4 aplicando un modelo de regresión lineal. Para comparar
resultados utilizamos un método backward stepwise implementado en R. Los resultados
obtenidos indican que, no sólo un único modelo explica la precisión del sistema, sino
que diferentes combinaciones de variables ofrecen una capacidad predictiva similar. Este
Capítulo se basa en Ordoñez et~al. (2012).
En elCapítulo 6 damos por concluida la Parte II. Comomencionamos, todo desarrollo
metodológico debería acompañarse de un desarrollo computacional o software que facilite
su uso en la práctica. En este segundo bloque implementamos en R un nuevo algoritmo
para el problema de la selección de variables en un contexto de regresión. La librería
FWDselect aporta a los usuarios de R un método simple para conocer las variables
relevantes para la predicción. El uso de este paquete se ilustra con datos de polución
ambiental.
Por último, sugerimos algunos temas interesantes para investigaciones futuras. El pri-
mer área que pretendemos explorar es el análisis cluster funcional. La formulación de un
modelo con interacciones factor-por-curva nos lleva a plantear diversas cuestiones de in-
terés, la primera de las cuales es si todas las curvas son iguales. Un posible procedimiento
para contestar esta pregunta es el que hemos presentado en esta tesis. Sin embargo, si las
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curvas no fuesen iguales, surge una segunda cuestión; existen grupos o clusters de cur-
vas, y si es así, ¿cuántos? Obviamente, estas preguntas podrían extenderse a los puntos
críticos. Éste es un tema interesante que estamos investigando actualmente.
Con respecto al paquete NPRegfast, una posible extensión podría ser implementar
toda la metodología desarrollada al caso de más de una covariable. Además, otro objetivo
para trabajos futuros será desarrollar e implementar varios procedimientos para contrastar
la adecuación de los modelos comúnmente utilizados en el modelado de datos biológicos
(e.g., Von Bertalanffy, Gompertz, etc.)
En relación al algoritmo de selección desarrollado, creemos que la limitación más im-
portante es el tiempo necesario para llevar a cabo el contraste del número de variables que
deben incluirse en el modelo. Teniendo esto en cuenta, resulta interesante implementar el
paquete FWDselect utilizando Fortran como lenguaje de programación. Esto aceleraría
los procesos de computación dando como resultado una selección de variables más rápida
de la que actualmente se obtiene utilizando las funciones clásicas de R.
Finalmente anotamos que el índice de esta tesis no reproduce de manera explícita
el orden cronológico en el que obtuvimos los resultados. La aplicación expuesta en la
Sección 2.2 fue el punto de partida de nuestra investigación. Este estudio fue aceptado
para su publicación en Journal of Shellfish Research —una revista incluida en el área
de pesquerías— y por ello, decidimos profundizar en el desarrollo matemático de estas
técnicas.
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