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Abstract
In Transcranial Magnetic Stimulation, rapid electromagnetic fields (EM) are applied to the brain.
The fundamental effects of TMS are poorly understood so we need smaller coils to perform
invasive measurements on mice. Based on established physics principles, I have designed, built
and modelled four mouse-specific TMS coils. A capacitor is discharged through these coils at
50 V power supply. The magnetic flux densities of these coils were measured with a Hall probe
at the base of the coils and 2 mm above the Hall sensor. The induced electric field strengths
of these coils were measured with a wire loop at 50 V power supply. The heating in coils were
measured at 50 V supply with thermocouple probe.
I aimed to design and demonstrate a mouse-specific TMS coil that can generate high and
focused induced electric field. I have designed, measured and modelled 50-turn tapered powdered
iron core-coil that generated magnetic field strengths of around 700 mT at 0 mm above the coil
and 340 mT at 2 mm above the coil. This shows that the coil is close to the B-field value
of human TMS coils. These B-fields are larger than the previously designed coils by other
researchers. However, while the induced E-field was focused at 10 V/m, it was still significantly
lower in strength than for human TMS coils.
Finally, I have applied 1200 pulses of continuous theta burst stimulation (cTBS) and in-
termittent theta burst stimulation (iTBS) to mouse brain slices and analysed the change in
spontaneous electrical activity and evoked potential response in mouse brain with the 50-turn
tapered powdered iron-core coil. For SLE experiments, we see a significant change in SLE fre-
quencies. For cTBS, the frequency decreases over 0–20 minutes after stimulation and for iTBS
the frequency increases over 0–20 minutes after stimulation. For evoked potential experiments,
we see no significant change in either peak-to-peak amplitudes or gradient responses.
In this four-year thesis project, a tapered mouse-specific TMS coil has been designed and
demonstrated in vitro. The electromagnetic field strengths measured for this coil are sufficient
to change the spontaneous behaviour of mouse brain slice with theta burst stimulation.
Preface
Over the recent decades, considerable research has been done to study the brain conditions in
the interest of early diagnosis and better therapeutic methods. In the past, frequent research
has been done using invasive brain stimulation techniques with painful side effects [145]. Over
the past few years, Transcranial Magnetic Stimulation (TMS) has been emerged as a brain
stimulation technique in regard to treatment of neurological disorders [44,230].
In 1974, TMS was first introduced by Anthony Barker and his collegues. They succesfully
demonstrated that TMS has ability to stimulate both nerves and the brain with no pain [15,17].
TMS is a non-invasive technique that provides electrical stimulation to the brain [71,211]. During
TMS, a time varying magnetic field induces an electric field inside the brain that modulates
neurological activity.
TMS has proven itself in the treatment of major depression [123,148,176] and therapeutically
tested for various neurological and psychiatric disorders [117,190] including; epilepsy [34], stroke
[211], Parkinson’s disease [245], focal hand dystonia [105, 199, 243] and Alzheimer’s disease [50,
67, 96, 141]. However, many of the neurophysiological effects of TMS are still unclear, such
as the fundamental mechanisms by which TMS can persistently change the neuronal activity
(TMS-induced plasticity) [103,134,179,180,204,208,240,241,251]. Therefore, there is a need to
perform invasive measurements to obtain a profound understanding of the specific underlying
principles of TMS [81,119,129,134,179,180,204,207,212,231].
Animal trials are required to make such invasive measurements to obtain a better understand-
ing behind the mechanisms of TMS [237]. Mice are particularly suitable for such experiments
because their brain geometry and connections have been well mapped [167]. However, existing
commercial human TMS coils are not suitable for mice experiments as they are designed to stim-
ulate large areas deep inside the brain or relatively small and focused areas of human cortex. A
figure-of eight TMS coils for stimulating a small focal point (few cm2) of human cortex shown in
Figure 0.1. Each half of standard figure-of-eight coil is around 60–70 mm diameter [18,116], with
magnetic flux density of around 1.5–2.5 T [61,72,116,166] and induced electric field strength on
the surface of the cortex of approximately 150–250 V/m [144].
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Figure 0.1: Commercial Figure-of-Eight Human TMS coil. The figure is under Creative Commons
Attribution-Share Alike 4.0 International license.
If one applied a human TMS coil to a mouse, it would stimulate the entire mouse brain as
shown in Figure 0.2, limiting the relevance for mechanistic research [182,190,205,226,230].
Figure 0.2: Figure-of-Eight human TMS coil compares with mouse brain. This picture has been taken
from [180], which is an open access article distributed under the terms of the Creative Commons licence
CC-SA, which permits unrestricted use, distribution, and reproduction in any medium.
Therefore, we need mouse-specific TMS coils that could replicate the electromagnetic field
strengths of a human TMS coils [18, 174, 207, 242]. They should be designed in terms of size
difference of human and mouse brain. Generally, the mouse brain is smaller than the human
brain by a factor of 10 in linear dimensions [78]. Furthermore, the surface of the mouse brain
lies nearly 2 mm below the skin surface at the top of head [192] as opposed to human brain
which is approximately 20 mm below from the surface [112,235]. Therefore, mouse coils should
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be designed and constructed of approximately 5–7 mm in size as shown in Figure 0.3. The
difference of distance between human and mouse brain is shown in Figure 0.4.
Figure 0.3: [180] proposed ideal figure-of-eight mouse coil. This picture has been taken from [180],
which is an open-access article distributed under the terms of the Creative Commons Attribution-
Noncommercial-Share Alike 3.0 Unported.
Figure 0.4: The difference of brain distance in human and mouse. This picture has been taken from [180],
which is an open-access article distributed under the terms of the Creative Commons licence CC-SA.
The development of mouse-specific TMS coils are challenging due to overheating [37, 44,
170, 207, 242]. Moreover, there is an uncertainty on how a mouse-coil should be optimised [43,
242]; options include greater stimulation focality by offsetting coil position [182,227], improving
stimulation focality by scaling down human TMS coils [206], or achieving high magnetic flux
intensities [151].
Another challenge for researchers designing mouse coils is scaling down both magnetic field
and electric field intensities at the same time. The reason is that while only one-tenth current
is required to scale the magnetic field intensity to match with B-field of standard human TMS
coil, the same amount of current as in human coils is required to scale the electric field. Thus
dangerous levels of Joule heating could be expected [17, 132]. Generally, there is a trade-off
v
between greater electric field intensity and focused stimulation [45], which makes mouse-coil
design considerably challenging.
There has been some previous work on small coil design but electromagnetic fields are still
much lower than they need to be, unless they are not well focused. Overall, this thesis will focus
on physics, electronics, neuroscience, computational modelling and other desciplines to get the
increased electromagnetic fields. In this research, I have aimed to design, build, measure, model
and demonstrate a mouse-specific TMS coil with increased field strengths more comparable to
those of human TMS.
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The underlying principle of TMS is based on Faraday’s law of electromagnetic induction. This
is shown in Equation 1 which states that when a brief high intensity pulse applied to a coil,
placed above the human head, generates a transient magnetic field of around 1–2 Tesla (T).
The time-varying magnetic field then induces an electric field (E) and associated currents inside
the brain that change neural behaviour, producing various neurophysiological and behavioural




Lenz’s law states that the electric current induced by a magnetic field flows in a direction
to oppose the magnetic field. Therefore, the induced electric currents in the brain circulate
in the opposite direction to an electric current which produced the increasing magnetic field.
According to Lenz’s law, the induced secondary ionic currents in the brain move in a parallel
plane to the TMS coil. These currents flow in the opposite direction of the original increasing
curent.
1.1.1 Inductance of coil
Consider a coil with N number of turns. When a time-varying current i(t) is flowing through
a coil, a time-varying B-field is produced which in result leads to a change in magnetic flux
(ΦB). If the rate of change of magnetic flux is same across all the turns, the electromotive force
(emf) induced in a coil with a transient current is N times greater than the one induced in a
single turn. The magnetic flux ΦB through the coil is related to the current I and the coil’s self
inductance L, as ΦB = LI. The S.I. unit of inductance is the henry (H). The Faraday law of







When an electric field is induced in the brain through a TMS coil, the ions in the brain
undergo some redistribution, that alter the electric fields and cause stimulation of the brain, if
the fields are large enough, or possibly modulate brain behaviour at lower intensities.
2 Introduction
1.2 Fundamentals of TMS
The nervous system is a highly complex part of a human body and is composed of large set of
cells, called neurons. The neurons, within the nervous system, communicate with each other. A
neuron is a basic building block of the brain that transmits signals to other nerve cells, muscle
and gland cells. Neurons are composed of a cell body, an axon and dendrites. The cell body
contains the nucleus which is important for cellular function, an axon extends from the cell body
and transmits signals to different parts of human body, the dendrites extend from the neuron
cell body and are responsible for receiving signals from other neurons [2, 230]. Human brain is
made up of structural and functional properties of interconnected neurons. A single neuron is
shown in Figure 1.1.
Figure 1.1: A picture of a single neuron of human brain. This picture has been
taken from Wikimedia commons and is licensed under the Creative Commons licence CC-SA
(https://creativecommons.org/licenses/by-sa/3.0/).
Neurons send electrochemical signals to human brain. The chemicals in the nervous system
cause an electric signal. When chemicals in the body are electrically-charged, they are called
ions. The most common positive ions in the nervous system are sodium (Na+), potassium (K+),
with one positive (+) charges and calcium (Ca2+) with two positive (++) charges. The most
important negative ion in the nervous system is chloride (Cl− ). However, there are also some
negatively charged protein molecules. When a neuron is not sending a signal, it is “at rest” and
the inside of the neuron is negatively relative to the outside. The concentrations of the different
ions are different either side of the membrane. However, they are unable to balance on both side
of membrane as the cell membrane allows only few ions to pass through ion channels. When a
neuron is “at rest”, K+ ions can cross through the membrane easily. The negatively charged
protein molecules inside the neuron cannot cross the membrane. Besides that, there is a pump
that uses energy to move three Na+ ions out of the neuron for every two Ka+ ions it puts in.
At equillibrium, the resting potential of neuron is achieved by balancing all these forces. The
resting potential is also measured by the difference in the voltage between inside and outside of
the neuron. The resting potential of a neuron is approximately -70 mV(millivolt), which means
that the inside of the neuron is 70 mV less than the outside of the neuron. The negative resting
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membrane potential reflects the fact that there are relatively more Na+ ions outside the neuron
and more K+ ions inside that neuron [33].
1.2.1 Action potential
An action potential, often known as impulse or spike, occurs by firing an electrical activity
through a depolarizing current. As shown in a diagram of action potential in Figure 1.2, a
stimulus causes the resting potential, at −70 mV, move towards 0 mV. When a neuron becomes
sufficiently depolarized, at threshold level (−55 mV), a neuron will fire an action potential.
Firstly, a stimulus causes the Na+ channels to open. As Na+ has a positive charge, the neuron
becomes more positive and becomes depolarized. It takes longer time for K+ channels to open.
However, when these potassium channels open, K+ ions rush out of the cell reversing the de-
polarization. Reversing depolarization is called repolarization, which means that the membrane
potential moves back towards −70 mV and Na+ channels start to close. When the action po-
tential goes past −70 mV, hyperpolarization occurs, which means that K+ channels stay open.
The ion concentrations go back to resting levels and the cell returns to −70 mV gradually [33].
Figure 1.2: Occurence of action potential. This picture has been taken from Wikimedia commons,
which is licensed under Creative Commons licence CC-SA.
1.3 Evoked potential
Evoked potential, also known as evoked response, is an electrical potential in a specific pattern
recorded from the brain following presentation of a stimulus. There are different types of evoked
potentials result from stimuli of different types and intensities [229]. Evoked potentials are
useful for monitoring and electrodiagnosis that include disease detection, drug-related sensory
dysfunction and interaoperative monitoring of sensory pathway integrity [200]. Generally, evoked
potentials range from less than a microvolt to several microvolts [6]
1.3.1 Motor evoked potential
Motor evoked potentials (MEPs) are produced by non-invasive stimulation of the motor cortex,
shown in Figure 1.3. MEPs were first introduced by Merton and Morton. They reported on
use of 1000-1500 V electrical stimulation with 50-100 microsecond pulses applied to the motor
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cortex. Later, Barker introduced magnetic stimuli, which includes rapidly transient fields with
variable flow direction and intensity of approximately 1.5–2.5 T to evoke MEPs through the
scalp [9].
MEP recordings are widely used in clinical trials as well as in experimental research. MEP
threshold refers to the lowest intensity of the magnetic stimulus that evokes a MEP of mini-
mal size during either muscle relaxation or contraction. Moreover, the threshold reflects the
excitability of the corticospinal connections. After the introduction of the techniques of single-
pulse TMS, it was demonstrated that recording MEPs represented a reliable method to detect
abnormalities of impulse propagation along the corticospinal tract. Subsequently, new techniques
of paired-pulse and repetitive TMS have been successfully introduced to test the excitability of
motor cortical areas [9].
Figure 1.3: Structure of human brain that represents three classes of cortex; Primary motor cortex (in
dark blue colour), Premotor cortex (in magenta colour) and Supplementary motor area (in purple colour).
The picture has been taken from Wikimedia commons which is licensed under Creative Commons licence
CC-SA.
When a TMS is applied at an appropriate intensity, the induced electric field is sufficient
to create action potentials and to depolarize neurons [155]. If TMS is applied in form of trains
of multiple pulses with a short interval-stimulus interval (frequencies of about 1 Hz or greater),
the effects are long lasting changes in cortical excitability, that last long beyond the time of
stimulation [162].
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1.4 TMS and Plasticity
The neurons can be activated or inhibited briefly by using different amounts of stimulus and
with different time duration. TMS can be used to localize brain functions in both space and
time. These effects were first used to map the motor cortex but now have been applied to stim-
ulate cognitive functions and sensory processes [76]. Through different TMS procedures of the
motor cortex stimulation, one can assess various measures of cortical excitability (strength of the
response of cortical neurons) that are useful in studying brain physiology such as cortical plastic-
ity and brain disorders. TMS can induce certain plastic changes in the brain such as long-term
potentiation (LTP), defined as the long-lasting increase (strengthening) in signal transmission
between two neurons, or long-term depression, defined as the long-lasting decrease (weaken-
ing) in signal transmission between two neurons [71]. These mechanisms are also observed in
vitro [39].
The synapse, in the nervous system, is a structure that allows a neuron to pass an electrical or
chemical signal to another neuron [57]. Chemical synapses refer to biological junctions through
which neurons’ signals can be sent to each other and to non-neuronal cells such as in muscles
or glands. Moreover, they allow neurons to form circuits within the central nervous system.
Synaptic plasticity is the ability of synapses to strengthen or weaken the chemical synapses
over time [5], in response to increase to decrease their activity [93]. Plastic change results from
the alteration of the number of neurotransmitter receptors (a membrane receptor protein that
is activated by a neurotransmitter) located on the synapse [62]. There are several underlying
mechanisms to achieve synaptic plasticity such as changes in the quantity of neurotransmitters
released into a synapse and changes in how significantly cells respond to those neurotransmitters
[59]. Moreover, synaptic plasticity in excitatory and inhibitory synapses has been found to be
reliant on postsynaptic calcium release [62]. An excitatory synapse increases the probability of
an action potential occuring in a postsynaptic cell. On the other hand, an inhibitory synapse
allows a postsynaptic neuron to be less likely to generate an action potential [8, 171].
The term neuroplasticity also refers to brain plasticity or neural plasticity. It is the ability
of the brain to change continuously throughout an individual’s life. Neural plasticity can be ob-
served at multiple scales, that is from microscopic changes in individual neurons to larger-scale
changes such as cortical remapping in response to brain damage (destruction or degeneration
of brain cells of brain cells) [4, 156]. A large body of evidence from neurophysiologic and neu-
roimaging studies in humans and animal studies supports the idea that the human’s central
nervous system can be changed and adapted throughout life (plasticity) [38, 101]. As the ner-
vous system is capable of modification, plasticity can also be demonstrated in the adult nervous
system creating new dendritic connections and possible formation of new synapses [101]. TMS
has the ability to change neural activity in a way that is useful for studying the neural plasticity
(permanent changes in brain behaviour) in humans [254], the functional roles of brain regions
and brain behaviour [163] and providing clinical treatments [117]. Plastic changes in the central
nervous system includes the recovery of function after injury and underly the acquisition of new
adaptions and changes to new contexts [38,69,70,152,154,160].
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1.5 Single Pulse TMS
TMS application is subdivided into three classes of protocols: single pulse TMS (sTMS), paired
pulse TMS and Theta Burst stimulation (TBS). TBS is further classified into repetitive TMS
(rTMS). Subsequently, rTMS applications are subdivided into two classes of TBS: continuous
TBS (cTBS) and intermittent TBS (iTBS).
Single pulse TMS (sTMS) is a non-invasive medical technique of activating the human mo-
tor cortex [30]. As the name suggests, a single electric current burst is given to a TMS coil to
stimulate brain only once. It is generally a suprathreshold stimulus, given directly to depolarise
a large population of underlying neurons. TMS can be applied in single pulses to scalp positions
over the motor cortex while recording MEPs [70,236], that allows the generation of cortical out-
put maps serially in the same subject. It also allows the correlation with measures of functional
capacity. sTMS can also be used to demonstrate the reorganization of cortical motor outputs
following transient immobilization, acquisition of new motor skills, recovery from central nerous
system injury and amputation [38,120,153,158,159].
sTMS has been used as a non-drug migraine treatment option. The Migraine Trust orga-
nization has designed a sTMS device for self-administration and self-management at home or
work [3]. It involves in delivering a brief pre-set magnetic pulse by placing the sTMS device
against the back of the head for less than a second
1.5.1 Stimulus Response Curve
sTMS can be used to estimate the strength and excitability of the motor cortex and its descending
pathways. In terms of producing a TMS stimulus response curve (SRC), TMS intensities can
be incrementally increased either in terms of the maximum stimulator output or in proportion
to resting motor threshold (the minimum stimulus intensity that produced a minimal MEP
response of about 50 microVolts at rest) or active motor threshold (the minimum stimulus
intensity that produces a minimal motor evoked response during isometric contraction of the
tested muscle at about 10 percent of the maximum force). SRC parameters may correlate with
specific neurophysiological elements, such as, changes in the cortical motor map [177,247].
1.5.2 Paired-Pulse TMS
Paired pulse TMS can be defined as the application of two sequential TMS stimulii of variable
intensities seperated by preselected interstimulus intervals. If TMS applied as a pair of pulses to
the same cortical location seperated by variable interstimulus intervals allows for the noninvasive
assement of excitatory and inhibitory cortical circuits [110,228,253,255]. The paired-pulse TMS
techniques [110] can be used to study intracortical excitability, level of activity of different
cortico-cortical connections and neurotransmitter systems.
Moreover, TMS can provide insight into the excitability and integrity of corticocortical
connections. The two sequential TMS stimuli are known as initial conditioning stimulus fol-
lowed by a subsequent test stimulus (TS). Inhibition and excitation of cortical circuits has been
shown to be a function of conditioning TMS stimulus intensity and the interstimulus inter-
vals [31, 94, 110, 169]. Paired pulse TMS have been demonstrated its effects within the human
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cortex [31, 225]. These studies explain the mechanisms of modulation of motor cortical repre-
sentation during the acquisition of new skills [252].
1.6 Theta Burst Stimulation and Repititive TMS
Theta burst stimulation (TBS) is a specific form of repetitive TMS (rTMS) where TMS pulses are
applied as bursts of frequency 5 Hz. Usually three pulses are applied in a burst, with an interval of
20 ms between successive pulses. These standards were originally developed based on studies in
both human and rodents and are associated with long term potentiation (LTP) [79,106,114,198].
rTMS protocols were originally developed to investigate plasticity mechanisms in the human
brain [79]. The same protocols that initiate LTP in single hippocampal cells, when applied
with TMS, result in the non-specific stimulation of large numbers of cortical neurons. These
protocols also cause potentiation in the cortex. They provide a powerful understanding of
underlying long-term potentiation (LTP) and long-term depression (LTD) processes. The high
frequency rTMS (greater than 5 Hz) induces excitatory effects, whereas, low frequency rTMS
(less than 1 Hz) induces inhibitory effects in the brain. The long-term neural rTMS mechanisms
can alter synaptic plasticity (LTD/LTP) of excitatory synaptic transmission [127,250].
TBS protocols have also been applied as novel treatments for various neurological conditions,
and are used for investigating cognitive functions. The short trains of rTMS at frequencies of
approximately 25 Hz can be used to disrupt speech output, generate maps of language function
and determine hemispheric language dominance [53, 157]. rTMS can be used to study plastic
reorganization in various cortical area following brain injury [74]. rTMS can also enhance or
decrease cortical excitability. In addition to that, rTMS also potentiate or reduce neuroplastic
processes [160,161].
The Food and Drug Administration (FDA) agency of United States (US) approved rTMS as a
treatment for medication resistant patients with major depression in 2008 [191,250]. A number
of elements, such as reductions in motor slowness in bodily speech and movement, improved
facial expressivity and increased voice volume are associated with antidepressive effects of rTMS
and clinical outcomes [32,214,250].
Many studies have used rodent animals including mice and rats to investigate rTMS potential
cellular and molecular mechanisms related to synaptic plasticity [68,115,205,248].
1.6.1 Continuous Theta Burst Stimulation and Intermittent Theta Burst
Stimulation
The standard cTBS consists of bursts of pulses applied continuously for a certain duration. A
common example is a 600-pulse protocol, where 200 bursts of 3 pulses are applied at a rate of
5 bursts per second. This would take 40 seconds to deliver [224]. In cTBS, burst of 3 pulses at
a rate of 50 Hz are applied at 5 Hz frequency of either 100 bursts of TBS (20 seconds) or 200
bursts of TBS (40 seconds).
On the other hand, conventional iTBS typically consists of bursts of pulses applied for a
certain period (the ’ON’ time, often 2 seconds) followed by a gap (the ’OFF’ time, often 8
seconds) before the next application. A 600-pulse iTBS application with a burst rate of 5 Hz
8 Introduction
and ON and OFF times of 2 seconds and 8 seconds respectively would take 200 seconds in iTBS.
A simple illustration of cTBS and iTBS protocols is shown in Figure 1.4
Figure 1.4: A simple illustration of conventional TBS (cTBS and iTBS) protocols, consists of 3-pulse
burst at 50 Hz delivered after every 200 milliseconds, that is 5 Hz frequency. The figure has been taken
from an open-access article (Intermittent Theta Burst Stimulation of the Prefrontal Cortex in Cocaine
Use Disorder: A Pilot Study) distributed under the terms of Creative Commons licence CC-SA. For
cTBS, 200 continuous bursts are given continuously for 40 sececonds. For iTBS, a train of 10 bursts, ON
for 2 seconds and OFF for 8 seconds for a total of 190 seconds.
TBS in human motor cortex can produce an LTP or LTD like effects by using bursts at same
frequency, 3 pulses at 50 Hz frequency, repeated five times per second and intensity without
experimentally changing other factors, such as membrane potential [88,89,91]. The direction of
after effects depend on whether the bursts are delivered continuously (cTBS), producing LTD-
like effects, or intermittently (iTBS), producing LTP-like effects. However, when the length of
the train of bursts and pause between the trains are longer than those of iTBS and the train is
shorter than that of cTBS, there may be no significant after effect [89,91]. These effects appear in
hand muscles, consistent with the findings in slice preparations, cTBS reduces MEP amplitude,
producing an LTD–like phenomenon for about 30 minutes after stimulation. Contrary to that,
iTBS increases MEPs, producing an LTP-like phenomenon after 30 minutes of stimulation [147].
It has been noted that the finding of lower cortical stimulus-frequency stimulation, approxi-
mately 1 Hz but increased excitability after high frequency stimulation of around 5–20 Hz has
been attributed to synaptic plasticity [54, 212, 216], in iluustrating LTP and LTD induced by
similar stimulation-frequency protocols in in vivo studies of cortical excitatory connections [221].
In the recent past, it has been introduced that, depending on burst-train duration, cTBS and
iTBS protocols can either induce depression or facilitation of cortical activity [89].
On the other hand, cTBS protocol, which induces depression of cortical activity, includes
a single 40 s train of 50 Hz bursts repeated at 5 Hz [89]. However, this observation is quite
ambigious as both protocols would be expected to increase cortical excitability via synaptic po-
tentiation induced by the high stimulation frequency. Consequently, not only synaptic plasticity
but also variations in the activity of inhibitory cortical systems cause modulation of cortical
excitability following TMS. Recent studies have shown the application od cTBS and iTBS to
anaesthetized rats, that alters the expression of proteins, contributing the activity of inhibitory
systems [219,220].
Besides the advantages of TMS, there are several challenges that includes translating the
profound knowledge obtained from the motor region to non-motor regions that mostly lack ob-
vious observable output which can be used to measure TMS effects [149], large interindividually
variabilty in response to TMS [176] and difficulty in optimizing TMS protocols due to nonlinear
linkage between TMS stimulation parameters and their outcomes [60].
Chapter 2
TMS coil Designs
2.1 Human TMS coil designs
One of the most important features of TMS is their coil design. The optimization of coil designs
could lead to reductions in the driving current and heating in coils. Different human coil designs
have been proposed previously in literature such as circular coils, first invented and used by
Anthony Barker and his team [15, 16], shown in Figure 2.1. The other type of human TMS
coil designs are figure-of-eight coils, that are made up of two circular widings and the currents
flow in the opposite directions in these windings [222, 223]. The figure-of-eight coils generate
high induced currents under the middle of coils. This enables more highly localized stimulation
than with circular TMS coil. There are some more elaborate ideas that have been proposed for
human TMS coil designs such as by using an array of four or more coils over the head. This
will cause a possibility of high flexibility in the design of the spatiotemporal pattern of magnetic
field pulses [55, 64, 186]. These standard TMS coils are effective in the treatment of depression,
with a common target at a the depth of 2–2.5 cm from the surface of human head. However,
the magnetic field strength generated by this technique is not enough to reach the deep cortical,
subcortical and limbic areas.
Figure 2.1: Circular human TMS coil design and TMS stimulator invented and used by Barker et.
al [15]. This picture has been taken from [15], licensed under a Creative Commons licence CC-SA.
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Deng et. al [45] compared 50 TMS coil designs for humans that exhibit a wide range of electric
field focality and depth, followed by a depth-focality trade off. Deng et. al [46] demonstrated
that smaller TMS coils are more focal than larger coils. However, this advantage reduces with
increasing target depth. The smaller coils have a disadvantage of requiring more energy for
stimulation that results in coil heating, noise and internal coil forces.
Lu et. al compared induced electric field strengths by using different coil configurations
for deep TMS [124] on the surface of the human head model, as shown in Figure 2.2. The
double cone coil as shown in Figure 2.2 (a), is a larger figure-of-eight coil with a fixed angle of
approximately 95 degress between two wings. The inner and outer radii of the circular wings are
20 mm and 70 mm respectively [122] with 10 number of turns in each wing. The double cone
TMS coil is useful in stimulation of regions at a depth of 30–40 mm [102] and has been used for
direct activation of pelvic floor and lower limb motor representation [109]. The H-coil as shown
in Figure 2.2 (b), consists of a base portion placed tangential to the scalp and return portions
removed from the head having inner and outer radii of 138 mm and 150 mm respectively with
5 turns. The H-coil is designed to generate summation of the induced electric field in a specific
brain region of 40–60 mm depth [75, 91, 184, 185]. Figure 2.2 (c), shows a Halo-circular coil
assembly (HCA) that is described by a large circular Halo coil placed around the head which
is being proposed to work with a standard circular coil of mean diameter 90 mm and 14 turns
placed 100 mm above the Halo coil at the top of the head. The HCA is designed to stimulate
the brain regions at a greater depth as compared with the typical round coil [42,136]. All these
four coils were compared with standard figure of eight coil as shown in Figure 2.2 (d) having
inner and outer radii of the circular wings are 10 mm and 50 mm respectively with 10 turns in
each wing. They concluded that deeper electric field penetration was obtained by double cone
coil, Halo coil and HCA coil by reducing the rate of decay of the electric field as a function of
distance. The double cone and HCA coils had better ability to stimulate deep brain regions and
subregions, whereas, the Halo coil had less depth penetration. The detailed values of magnetic
and induced electric field strengths for deep brain regions can be seen in [124].
Figure 2.2: The realistic human head models with different TMS coil designs; (a) Double cone coil (b)
H-coil (c) HCA coil and (d) figure-of-eight coil [124]. The picture is has been taken from [124] that is
licensed by the respective authors for use and distribution in accordance with the Creative Commons
licence CC-SA.
Rastogi et. al [174] proposed a new human TMS coil with an improved focality over the
standard figure-of-eight coil (Magstim 70 mm diameter coil). They designed Quadruple Butterfly
Coil (QBC) with two sets of larger coils, same as the size of figure-of-eight coil and two smaller
coils which are 40 % of the size of the larger coils. Both larger and smaller coils were inclined
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at 45 degrees as shown in Figure 2.3. However, without an additional set of smaller coils, the
QBC geometry was based on 50 mm V-coil as shown in [45,51]. The QBC design increased the
induced electric field to be more comparable to that of figure-of-eight coil [174]. However, the
small coils overheat quickly and it is difficult to maintain the temperature than in case of larger
coils [174]. Their results show the increased focality of QBC towards the direction of the outer
coil windings, whereas, QBC stimulates at weaker electric field intensities than figure-of-eight
coil.
Figure 2.3: Comparison of conventional figure-of-eight TMS coil and Quadruple Butterfly coil positioned
on the vertex (a-b) and on the dorsolateral prefrontal cortex region (c-d) of the realistic human head
model. The picture was taken by [174] which is distributed under a Creative Commons licence CC-SA.
Magstim designed single coils, S90 standard and remote coil [1]. They are single circular
shaped coil used in early research and generate a broad magnetic field strength. They designed
six figure-of-eight structured double coils (known as butterfly coils) that provide a focal magnetic
field. Five cooled coils have been designed that are used to manage ambient air flow to ensure
peak performance during longer protocols. Three specialist coils have been designed in a specific
way to generate increased focality or increased depth of magnetic field , along with three sham
coils that look alike to their active coils. The sham coils are designed to mimic stimulation
sounds and replicate the sensation of the magnetic stimulation.
2.2 Mouse coil designs
A lot more reseach on TMS is needed for improvement of the stimulating device, the behaviour
of the coil and for a systematic approach for using results obtained through TMS for proper
diagnosis and better treatment methods [177,197,234]. The progress and development of systems
suitable for TMS on mice is important as this allows rapid development in TMS research field.
The existing TMS coils are designed for human and mostly for rats. There are many fewer
TMS coils for mice. For an ideal TMS coil for mice, the required magnetic and electric fields
are approximately the same as in humans. With small-scale coils, some problems also arise
such as scaling of electric and magnetic field strengths, the trade-off between high electric field
or focal electric field and high heating. There are some other problems that are described in
the following sections of this chapter. However, research is still in progress in designing coils
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suitable for mice. The following paragraphs will review some existing designs, identifying their
sizes, strengths and weaknesses.
March et. al designed a focused and deep brain TMS coil for mice on the basis of two coil
configuration similar to the Halo coil design. They have used a heterogeneous MRI derived head
model of mouse to obtain focused and strong electric field of approximately 150 V/m inside the
brain. The dimensions of horizontal and vertical coils were similar to the commercially available
Magstim small animal figure-of-eight coils. Both horizontal and vertical coils had 10 concentric
turns with outer radii of 37.2 mm and 31.2 mm respectively [131] as shown in Figure 2.4. For
this, they have designed a helmet system made of ceramic that allows the exact positioning of
the coils needed to deliver a focused electric and magnetic fields as shown in Figure 2.5. The
helmet system features the ability to rotate that allow to adjust the electric field within the
brain [132].
Barnes et. al characterized the electric field produced by electric stimulation with electrodes
at various depths in a mouse model. This approach was intended to approximate the focality and
strength of the stumulation in TMS. However, improvements were needed on this model that
includes refined electrode placement and placing insulation around electrodes, to focus the path
of the current flow and increase the distinction between resulting electric field distributions [18].
Figure 2.4: TMS coil design for mice based on a two coil configuration similar to Halo coil. Both
horizontal and vertical coils had 10 concentric turns with outer radii of 37.2 mm and 31.2 mm respectively.
This picture has been taken from [131], in reference to IEEE copyrighted material which is used with
permission in this thesis.
Figure 2.5: TMS coil design for mice based on a two coil configuration similar to Halo coil. Both
horizontal and vertical coils had 10 concentric turns with outer radii of 37.2 mm and 31.2 mm respectively.
This picture has been taken from [132], in reference to IEEE copyrighted material which is used with
permission in this thesis.
Crowther et. al showed that numerical calculations using animal models are needed to help
design suitable coils for use in animal experiments, more specifically to estimate the electric field
induced in animal brains. They have implemented a high-resolution anatomical MRI-derived
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mouse model. They measured magnetic flux density at the surface of the coil and compared with
the calculations in order to validate the measured magnetic and induced electric field strengths
in the brain. They used a commercially available 25 mm Magstim double coil, each with an
outer diameter of 43 mm. Each coil’s winding consists of 15 turns of insulated copper wire. The
coil was positioned on the surface of the mouse head. The electric fields obtained in the range
from 143 V/m to 43 V/m were induced in cerebral hemisphere. The magnetic field strengths
obtained was around 1.7 T at the surface of the coil [41].
Ratogi et. al compared seven different TMS coil designs for the stimulation on the mouse
brain with electric and magnetic fields at different brain regions. They have used finite element
analysis tool for the calculation of electric and magnetic fields inside the heterogeneous mouse
model [173]. Figure 2.6 shows the seven different coils were (1) “Slinky” coil consists of 13 coils
with the mean radius of 14 mm. (2) “V” coil is similar to the “Figure-of-Eight” coil with the
angle of 45 degrees angle between the coils. (3) “Figure-of-Eight” coil consists of two sets of
coils with 15 coils in each of them, with the mean radius of 13 mm (4) “Circular” coil has 12
coils, with the mean radius of 16 mm (5) “Solenoid” coil consists of ten coils with the radius
of 20 mm (6) “Helmholtz” coil has ten coils, divided in a group of two, and with the mean
radius of 21 mm (7) “Animal Halo” coil has ten coils in the vertical position with the mean
radius of 27 mm and ten coils in the horizontal position with the mean radius of 40 mm. Their
study demonstrated that “slinky” coil has the most focal electric field of around 100 V/m and
magnetic field is around 0.6 T as compared to six other configurations.
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Figure 2.6: Comparison of seven different TMS coil design for mice. These coils are positioned 5 mm
above the mouse head for accurate measurements of magnetic and electric field strengths. (a) “Slinky”
coil, (b) “V” coil, (c) “Figure-of-Eight” coil, (d) circular coil, (e) solenoid coil, (f) “Helmholtz” coil, and
(g) “Animal Halo” coil. This picture has been taken from [173], in reference to IEEE copyrighted material
which is used with permission in this thesis.
Hsieh et. al demonstrated iTBS in rodents at high intensities induced neural plasticity in the
motor cortex [86]. Trippe et. al, Labedi et. al and Hoppenrath et. al showed that the potential
mechanisms of iTBS induced plasticity in rodents, indicate variations and modifications in both
excitatory and inhibitory activity [82, 83, 111, 220]. Weissman et. al suggested that there are
lack of rodent-specific coils and the existing animal TMS coils are larger than the rodent brain,
that resulted high magnetic field intensity of 1 T but non-focal stimulation [207, 238]. Tang et.
al designed two rodent-specific circular TMS coils of the same dimensions having 8 mm outer
diameter with air core and iron core, with windings of 780 turns of insulated copper wire and
applied on anaesthetized rats as shown in Figure 2.7. The peak B-fields for the air and iron cores
90 and 120 mT respectively. Their finite element modelling with an iron core, in a simplified
rat model indicates a peak electric fiels of 85 V/m within the skull and 12.7 V/m within the
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brain [207]. Tang et. al used rodent models to investigate plasticity and mechanisms related to
it using rTMS [205].
Wilson et. al have outlined challenges in designing TMS coils for mice. They have focused
on producing electric field strengths at the surface of the brain using cylindrical coil geometry.
They designed and built a 5 mm outer diameter soft ferrite core mouse TMS coil by winding
70 turns of copper wire of diameter 0.4 mm as shown in Figure 2.8. The number of turns were
reduced as used in [207]. Their technique was to reduce the number of turns, that allows lower
inductance and allows more rapid change in current implying a greater induced electric field.
They measured a peak B-field of 180 mT, 2 mm below the coil [242].
Figure 2.7: Two rodent-specific circular TMS coils of the same dimensions having 8 mm outer diameter
with air core and iron core, with windings of 780 turns of insulated copper wire around a steel or plastic
bobbin. This picture has been taken from [207] which is an open-access article under the terms of Creative
Commons Attribution License (CC BY).
Figure 2.8: 5 mm outer diameter soft ferrite core mouse TMS coil by winding 70 turns of copper wire
of diameter 0.4 mm. The coil is glued with rubber washers.
Salvaraj et. al proposed the design of a small-scale TMS stimulator and a focused coil for
smal animals such as mice. They demonstrated that the designed monophasic TMS stimulator
have the potential of handling small inductive loads that enables stimulation of specific regions
within the mouse brain. Finite element modelling was used for the modeling of the coil by
using an MRI-derived heterogeneous small male rat model. They modelled a coil in the cone
shaped angle that provides the maximum magnetic field on the brain of a rat model as shown in
Figure 2.9. The coil has 40 turns having an 18 mm outer diameter. They have used manganese-
zinc ferrite core in cylindrical shape, positioned inside the coil to improve the focality and to
increase the magnetic flux density toward the animal brain. They modelled a maximum B-field
of 0.6 T and the surface electric field strength on the cerebral hemisphere was 93 V/m. The
coil was constructed physically with similar number of turns and geometry used in modeling,
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positioned on a plastic mouse model as shown in Figure 2.10. They have measured magnetic field
strength at the centre of coil was 0.17 T. Though this coil design is small enough to stimulate
a portion of mouse brain but it is limited for single pulse stimulation.
Figure 2.9: Small-scale focused coil, angled in the shape of coil, having an outer diameter of 18 mm using
cylindrical manganese-zinc ferrite core positioned inside the coil. This picture has been taken from [190],
in reference to IEEE copyrighted material which is used with permission in this thesis.
Figure 2.10: Small-scale focused coil positioned on a plastic mouse model. This picture has been taken
from [190], in reference to IEEE copyrighted material which is used with permission in this thesis.
As shown in Table 2.1, there are very limited coils available in literature. Tang et. al
and Wilson et. al constructed small-scale coils with small outer radii for mice; still there is
a considerable way to go when compared to human coils. To make an understanding of what
factors are important for designing a good mouse coil, it is important to understand the physics
of mouse coils and the challenges facing in designing these coils.
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Table 2.1: Mouse TMS coils. d is representing the diameter of coils, B − field is the magnetic flux
density and E − field is the induced electric field of coils
Mouse TMS coils
Authors coils d (mm) B-field E-field
March et. al (2013) Halo coils 37.2, 31.2 - 150 V/m
Ratogi et. al (2016) Slinky coil 28 0.6 T 100 V/m
Tang et. al (2016) iron coil 8 120 mT 12.7 V/m
Wilson et. al (2018) soft-ferrite coil 5 180mT -
Salvaraj et. al (2018) cone shaped coil 18 0.17 T -
2.3 Physics of TMS coils for mice
This section is a review of the most important points from the work of Wilson et al. [242] as it
relates to the design and use of mouse TMS coils.
2.3.1 Electromagnetic theory and stimulating electronics of TMS
The electric field produced through electromagnetic induction is a function of position r and
time t as shown in Equation (3), where B(r, t) is a magnetic flux density produced by the TMS
coil.
∇×E(r, t) = −∂B(r, t)
∂t
(3)
In relation to magnetic vector potential A(r, t), the electric field will be represented as follows
in Equation: 4, where, B = ∇×A and φ is a scalar function of r and t.
E(r, t) = −∂A(r, t)
∂t
−∇φ(r, t) (4)
Pashut et. al showed that for a circular current loop in a vacuum, there are no scalar
fields and hence an analytic relationship for magnetic vector potential and electric field [165]
is simply ~E = −∂A∂t . For a circular current loop, the electric field is zero on the axis and
significantly highest near the loop. In terms of practical TMS applications, the current pulse in
a TMS coil generates an induced electric field in the scalp, skull and numerous tissues within the
brain. Since the scalp, skull and tissues within the brain are electrically conductive, the induced
current produces charge seperation at boundaries between elements of different conductivities.
This results in a static electric potential φ that contributes the total electric field E. A charge
separation caused by the induced current dominates the charge separation due to the dielectric
properties of the material as shown in Equation: 5
στd  εrε0 (5)
where σ is the electrical conductivity of a tissue, τd is the time scale of TMS pulse, usually
less than 1 millisecond, εr is the relative permittivity of the tissue and ε0 is the permittivity
of free space. Therefore, we can consider the problem as quasi-static and, hence, the dielectric
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properties described by the relative permittivity (εr) do not play an important role [194, 213].
The human cortex is convoluted, which means, the electric field will be almost perpendicular
to the cortical surface. Therefore, for human cortex as shown in Figure 2.12 (a), the scalar
potential term of Equation (4) plays a significant role [26, 213]. For mouse cortex as shown in
Figure 2.12 (b), which is less folded, the right-hand-side of Equation: 4 is still significant. For
example, for mouse cortex, no current can flow across the CSF and skull boundary. For a given
coil geometry and time derivative of current, solving for ∂A∂t in Equation (4) is simple, whereas,
when solving for ∇φ knowledge of the brain geometry and tissue properties is essential.
However, the electric and magnetic fields induced on a mouse brain surface are geometri-
cally different from those in human TMS. This can be explained schematically in Figure 2.12.
As shown in Figure 2.12 (a), the induced electric field in the human cortex generates charge
conduction in the relatively conductive cerebrospinal fluid (CSF) in the sulci. Less current flows
in the relatively less conductive grey matter. This results in polarization of the sulci walls that
strongly influences the elctric field strengths induced at the surface of the human cortex. On
the contrary, from Figure 2.12 (b) these sulcal effects are absent in the mouse.
2.4 Stimulating electronics for TMS coil
A capacitor is discharged through the TMS coil to provide a current pulse to the coil, defined




where τd is the time constant of rapidly discharging capacitor of the pulse, L is the TMS coil
inductance and C is the capacitance. For a basic LC circuit, when the capacitor-coil system is
left to oscillate, this time constant τd gives the oscillation period. In practice, there are resitive
loses, and more elaborate circuits can be used to allow energy to be transferred to another
capacitor [77,138,139,188]. In practice, for human TMS, the time constant τd is approximately
0.5 ms.
2.4.1 Inductance of the TMS coil and ring-down time
The inductance of the TMS coil is an important factor in describing the fundamentals of dis-







where Vi is the initial voltage over the capacitor before discharge and L is the inductance of
the coil. In practical, if the inductance L of the coil is small, the rise time of the current (didt)
through the coil is increased. For resonant RLC circuit, the oscillations drop exponentially with
time as shown in Figure 2.11. This shows that we can obtain inductance and resistance values
from discharge time and ring down time in two steps. In step 1, we measure the period T . We
know the capacitance of the capacitor because we have chosen it therefore, we can now calculate
inductance L. In step 2, we can measure ring-down time τr. As we know L from step 1. we
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can now find resistance R. It is also shows that the resistance in the circuit should be as low
as possible to achieve higher ring-down time. This effect of inductance and resistance is seen





where R is the resistance of the coil. Thus, if τr is large, the coil loses energy slowly. Hence, to
recover a substantial amount of energy provided in a TMS pulse, τr >> τd.
T = 2 √LCπ
ring-down time = 2L/R
Figure 2.11: A sketch of RLC circuit against time (solid line) that shows the oscillations drop exponen-
tially with time (dashed line). The graph shows that to recover a substantial amount of energy provided
in a TMS pulse, ring-down time should be higher than the discharge time T . The figure has been taken
from [242].
2.5 Problems in designing mouse coils
Deng et al. [45] outlined various factors, such as, focality, depth and intensity, through which
a TMS coil can be measured. Despite that, it is still unclear of what is most important for
generating physiological effects and what should be optimized in designing a TMS coil. The
effect of electric and magnetic fields on populations of neurons is not clear. Long-term changes
can happen in the cortex even if neurons are stimulated at subthreshold levels [129]. Roth et
al. [183] hypothesized that along an axon, it is the gradient of the electric field that is significant
for stimulating a neuron to fire. This is because a high gradient involves a high charge flow
through the walls of the axon, hence producing a change in membrane potential. Thus, in
relation to induced electric field, the shape of the cortex is particularly important, as the shape
of cortex specifies the orientation of the long axons.
However, the previous multi-compartment modelling models of neurons indicate that the
gradient of induced electric electric field along an axon slightly contributes to neuronal firing
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[164, 165]. At the same time, it also suggests that the after-effects of neuronal stimulation are
unclear. Meanwhile, according to new experimental studies, the induced electric field intensity
plays a dominant role for neural stimulation. Moreover, the TMS pulse width against time is
the most important factor to consider for optimization of coil designs and optimizing induced
electric field intensity. For instance, the two TMS pulses with different time scales but with same
induced electric field intensities should have different effects. To prove this, Shirota et al. [193]
showed that in paired-pulse TMS, an incresed TMS pulse width reduce the motor threshold and
has identical effects to an increased intensity. The lack of clear answers of what is the most
important to generate, a miximized induced electric field, a maximized time-integrated induced
electric field or a blend of two, makes designing of a small-scale coil design and linked electronic
optimization much more complicated. The subsequent sections of the thesis will consider of how
to better optimize the electric field intensity associated with coil designs and electronics.
2.6 Scaling of magnetic and electric field strengths
The brain size of human and mouse plays an important role when it comes to scale magnetic
and electric fields. The primary difference is that a mouse brain is of one-tenth the size in linear
dimension as compared to human brain size. The mouse brain is extremely near to the outer
surface of the skull (appoximately 2 mm below the head) as compared to human’s (apporoxi-
mately 20 mm below the head). Moreover, the mouse brain has no substantial convolution of
the cortical surface as compared to human brain. These main differences play an important part
in describing physics of mouse TMS coils.
2.6.1 B-field





where g is a dimensionless function of coil geometry, that is, the lengths and positions of the
geometry measured in terms of the coil radius. Reducing the linear size (r) of human TMS
coil with the same current (I) by a factor 10 for mice gives a ten-fold increase in B-field as in
human [242]. Therefore, only 1/10 current is required for small-sale coils for mice in order to
generate the same B-field at the surface of mouse cortex as compared to human cortex assuming
no other effects are significant.
2.6.2 E-field Strength





As compared to B-field, E-field does not scale by reducing the coil size (human to mouse).
To generate the same induced electric field strength in mouse cortex as in human cortex, a
small-scale coil according to mouse brain size is needed with the same pulse duration and same
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currents (6000 A) comparable to human TMS coils [85, 242]. To produce such high currents in
scale-down coil seems to be unrealistic. Therefore, while designing mouse coils, it is not possible
to match B-field and E-field at the same time. It is easy to scale B-field with coil size but at
the same time it is quite subtle to scale E-field with size. Therefore, in the next chapter of coil
designs, the terms B-field and E-field strengths will be used seperately instead of using the term
electromagnetics.
Figure 2.12: The fundamental concept of producing an induced electric field in the human and mouse
brain. (a) The cortex is highly convoluted for human. The E-field travels across the grey matter (GM)
and cerebrospinal fluid (CSF), which will develop incread charge seperation across boundaries. It follows
an increased induced electric field in the grey matter at the sulcul wall regions and decrease in the CSF
withing the sulcus. (b) The cortex is less folded for mouse but polarization emerges at the skull/CSF
boundary as in human. A similar situation applies for a mouse as in human. To generate an identical
shaped induced electric field, the size of human coil must be scaled down.
Figure 2.12 shows the effect of the folding of the brain on induced electric fields. Charge
separation at the sulcal walls in a human leads to larger electric fields in places than would be
expected in free-space. In a mouse this boost to the field does not happen; however, there is
still some charge separation at the skull/cerebrospinal fluid boundary.
2.7 Power dissipation in small coils
To look at the resistive losses in small-scale coils, one can consider the dimensional analysis of





where Q is a power dissipation in a coil, σ is the electrical conductivity of the coil wire and h is
a dimensionless function of the coil geometry. The power dissipation Q scales as 1/r. If a coil
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radius reduced by a factor of 10 with a corresponding reduction in diameter of coil wire and
length of coil produces a ten-fold increase in power dissipation [242]. The scaling 1/r becomes
an important element if heat generated per unit area is considered. This assumes that heat is
lost through radiative cooling and is dependent on the temperature of the coil. This is because
the heat generation per unit area scales as 1/r3 when the coil area scales as r2, and hence we
can expect severe heating in small coils.
2.7.1 Energy in a TMS pulse





where C is the capacitance of the capacitor and Vi is the initial voltage. By discharging a
capacitor, E is transferred through the coil where resistive losses occur [242]. The capacitance





To generate a pulse time τd similar to that in human, τd is required to be approximately 0.5
ms [242]. From [242], to increase E-field, few turns should be used, which reduces the inductance
and requires an increase in capacitance of the capacitor to keep τd appropriate. However, large
capacitors result in increased TMS pulse energy. As explained by [242], reducing the aspect
ratio (length/diameter) of the coil slightly decreases the energy in TMS pulse.
2.7.2 Ring down time of TMS oscillations
Energy can be recovered and transferred back to the capacitor where it is used for the next TMS
pulse if the ring down time τr is longer than TMS pulse time τd (τr >> τd), otherwise large





where N is represented as number of turns of diameter d around a cylinder of radius r and
conductivity of coil wire is represented by σ. Thus, Equation 8 can re-written and is represented






where total turns N and aspect ratio e describe the dimensionless parameters of the coil. There-




To achieve significant ring down time, packing fraction plays an important role. The packing
ratio is defined as the fraction of space taken up by the coils. It is a measure of the cross-sectional
area of conductor in relation to the axial cross-sectional area at the average coil radius
Therefore, to achieve a significat ring down time, a higher packing fraction is required at
smaller aspect ratios. Therefore, higher packing fraction can be achieved by using tightly packed
windings around the coil.
2.7.4 Heating in small coils
The shorter ring-down time and higher TMS energies generates large resistive heating in the
coil. From [242], the temperature increase per pulse of a given coil is higly dependent on the
number of turns. However, with low number of turns there is higher heating in coils. To design
an ideal TMS mouse coil with high induced electric field strength Emax, higher ring down time
2L/R (of approximately of 1 ms or greater) with minimum heat loss should be achieved. This
should be easy in human case but for mouse coils, it is likely to be unreachable.
2.8 Discussion
Wilson et al. [242] described the basic electromagnetic phenomenon involve in designing small
coils. They discussed in detail the fundamental physical challenges such as heating in coils
and by what measures in mouse coils should be optimized to induce high electric field with
less heating. The reduction of a coil in radius and coil length will produce ten-fold increase in
heating. The primary source of heating is resistive heating in the coil. A permeable core ensures
high enough inductance to give a sufficient ring-down time (larger than about 0.5 ms) in the
inductor-capacitor circuit while keeping capacitance below a millifarad, thus reducing the pulse
energy and heating. However, this advantage is reduced when the core approaches saturation.
It is possible that further improvement could be made by more sophisticated shaping of the core
and coil.
On the basis of this, high permeable cores are used to progress this thesis such as soft ferrite
and powdered iron cores. The detailed description of these cores are described in the next
chapter. Furthermore, to produce a good mouse coil and to achieve high induced electric field
with less resistive heating, a small-scale coil with low number of turns with high packing fraction
will be used that will give lower inductance and thus allow a more rapid change in the current.
Moreover, in future, instead of using circular copper wires, one can use rectangular cross-sectional
copper wires that give more compact windings and more better electrical efficiency than circular
copper wires [215,249].
To understand the fundamental concepts of physics, principles of generating B-fields and
induced E-fields and other factors such as heating in small-scale coils, they detailed a math-
ematical description using a basic concept of cylindrical coil geometry. The following points
are important in designing mouse TMS coils. However, these relationships are quite subtle as
follows;
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1. Use few turns with high packing fraction to increase induced electric field strength in small
TMS coils.
2. Heating can be minimized by using high permeablilty cores such as ferrite core or powdered
iron core that will increase the inductance and thus increased ring down time [231] and
lower capacitance.
Chapter 3
Designing, measuring, modelling and
improving of mouse TMS coils
This chapter focuses on some improved parameters for mouse TMS coil designs. After detailed
literature review, I have constructed and measured four mouse TMS coils with different core
materials and geometries as shown in Table 3.1. The electrical properties (resistance and induc-
tance) are measured as shown in Table 3.2. The magnetic flux densities, induced electric field
strengths and temperatures of these coils are measured.
As mentioned above, a thick diameter of 0.4 mm of copper wire was used for winding the
coils to ensure a low resistance. There has been a lot of experimentation done by designing
several coils using different diameters of coil wires such as thin wires (0.25 mm and 0.3 mm).
These resulted a high resistance and high heating in coils. While 0.5 mm diameter copper wires
are thicker, they proved hard to bend around a small diameter core, therefore 0.4 mm diameter
of copper wire has been used to ensure lower resistance and higher ring-down time. The strength
of the electromagnet increases with the increase in the wire thickness as resistance is inversely
proportional to cross-sectional area. Therefore, if resistance drops, more current flows through an
electromagnet that results an increased magnetic field. Copper wire is better to use for winding
the coils as it is electrically conductive, having the lowest resistivity at room temperature of
any commonly used wire material. The windings are secured in place with glue (Loctite R©
Superglue). Similarly, several coils has been designed with different of number of turns such as
30, 40, 50, 60, 100, 150 and 200. The lower number of turns gives lower inductance.
Table 3.1: Different core materials along with their geometries and number of turns
Coil labels Core material Geometry Turns
A 4B1 Ferrite cylinder (l = 15 mm, d = 4 mm) 50
B carbonyl Powder iron cylinder (l = 19 mm, d = 5 mm) 50
C carbonyl Powder iron cylinder (l = 19 mm, d = 5 mm) 25
D carbonyl Powder iron tapered (l = 19 mm, d = 5 mm) 50
3.1 Coil measurements and TMS stimulating circuit
The electrical properties (resistance, reactance and inductance) of Coils A, B, C and D were
measured with an Agilent E4980A four-point impedance meter (Agilent Instruments, Santa
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Table 3.2: Measured Resistances and Inductances of designed mouse TMS coils
Coil labels Resistance Inductance
A 163 mΩ 40 µH
B 218 mΩ 46.4 µH
C 95 mΩ 8.49 µH
D 212 mΩ 27.1 µH
Clara, California, U. S. A).
The magnetic field in cylindrical geometry is rotationally symmetric and implies that the
field has no azimuthal component. It can be represented mathematically as ~B = Bz(z, r) ~az +
Br(z, r)~ar, where z is the on-axis distance below the base of the coil, r is the radial distance from
the axis and az and ar are unit vectors in the axial and radial directions respectively. Where
r = 0, the B-field is purely axial, that is B = ~Bz(z)az. The induced electric field is purely
azimuthal with cylindrical symmetry. Mathematically, ~E = Eθ(z, r) ~aθ, where aθ is a unit vector
in the azimuthal direction. The geometry is shown in Figure 3.1.
Specifically, the axial component of the B-field on-axis below the coil, that is, Bz (r = 0, z)
was measured with A1302KUA-T Hall effect sensor (ALLEGRO MICROSYSTEMS). The axial
component of the B-field at radial distances was also measured from the axis 2 mm below the
coil, that is, Bz (r, z = 2 mm). For on-axis measurements, the B-field is purely axial and the
Hall sensor was oriented accordingly. The field intensity of the designed coils has been shown to
be decayed by around half at z = 2 mm below the coil compared with its value at the coil base.
According to the datasheet, there is no indication of spatial resolution, however, the Hall
sensor size seems to be about 0.5 mm across. The Hall probe was chosen as it gives high temporal
(output bandwidth of 20 kHz) for magnetic field (B-field), for up to order 200 mT in magnitude.
The sensitivity of the sensor was found in terms of voltage per unit B-field, to be 90 mT/V,
in agreement with the manufacturer’s specification of 77 mT/V ± 20 %. The sensitivity check
experiment was done by Dr. Marcus Wilson (University of Waikato) by using a Helmholtz coil.
The Hall probe was calibrated using Helmholtz coil arrangement. The Hall voltage measured
by applying known currents to the coil and the B-field (at the centre of the Helmholtz coil
calculated from the current and geometry). The Hall probe measures a maximum B-field of 225
mT. However, this field is sufficient for measurements made in much of the space region in the
vicinity of the coil, the very close to the coil, the B-fields larger at the highest supply voltages.
In this thesis, I limited the coil mesurements up to 50 V power supply as using higher than
this value can be hazardous and require a complete protection setup in laboratory. It is to be
noted that doing coil measurements of coils using 50 V still need a lot of care while using the
electronics setup.
For our experiments, to estimate the maximum B-field at the base of the coil at 50 V power
supply using the same Hall probe, the supply-voltage dependency of the B-field at the base of the
coil was compared with the supply-voltage dependency on axis 2 mm below the coil. The voltage
is used to characterise the fields because it is easier to measure than the current. However, the
voltage is not directly related to B-field. As the current is a result of voltage in a circuit and the
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fluctuations in the applied voltages cause simultaneous changes in B-field. Since, the B-field is
directly related to the current in the wire, the B-field would increase with an increase in voltage
in the circuit. We assume B(z, V ) = f(z)g(V ), where B is the size of the B-field on axis (r = 0),
z is the distance below the coil, V is the supply voltage and f and g are functions. For coil A,
B(z = 0 mm,V) was measured from 0 to 26 V supply, for coil B, C and D, B(z = 0 mm,V) was
measured from 0 to 15 V supply, at 2 V intervals. At this voltage, the Hall sensor reaches its
maximum and saturates. We then measured B(z = 2 mm,V) from 0 to 50 V supply by using
the same sensor. The scale factor k was such that B(z = 0 mm,V) = kB(z = 2 mm,V) over the
range 0 to 26 V (for coil A), 0 to 15 V (for coils B, C and D). The same scale factor was applied
to the higher voltage measurements, thus estimating the B-field at the coil base at 50 V to be
kB(z = 2 mm, 50 V). It is to be noted that the B-field density measurements are indirect by
applying the scale factor to the measured values.
Figure 3.1: The orientation of the coil and core for measurement of magnetic field at a distance z below
the coil and distance r from the axis of the coil.
It is to be noted that the induced E-field measured for this thesis was due to the changing
magnetic field generated by the coil, and any static electric fields are not able to be measured
in this way. The measurements were taken in air; in brain tissue where charge separation may
occur electric fields could be significantly different. The corresponding induced electric field
strength of these coils were measured as a function of radial distance of 2 mm below the coil,
by measuring the voltage induced around a thin loop of wire. A loop of wire was positioned
in such a way that the long sides were perpendicular to the direction of the electric field and
the short side of 1.3 mm was parallel to the E–field direction. However, the measured values
of induced electric fields in this thesis are not a direct indication of the E-field to be expected
in the vicinity of the mouse brain. This is because a charge will build-up at interfaces between
regions of different conductivity. However, they are still of use in terms of comparing between
different coil designs. A distance of 2 mm was chosen since it corrosponds approximate distance
from the coil base to the mouse cortex in mouse experiments [180]. However, the cylindrical
symmetry of the coil allows the measurements to be carried out with a single orientation. Thus,
a full three-dimensional mapping of electric field direction is not required since the E-field is
purely azimuthal.
The detailed geometry of thin loop wire to measure induced E-field is shown in Figure 3.2.
The loop is being used to measure the field at a distance d below the coil. The loop is oriented
in such a way that its apex lies on the axis of the coil, and its short side b lies parallel to the
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direction of the induced electric field, which is azimuthal for a cylindrically symmetric situation.
The long sides a and c are thus perpendicular to the induced electric field. The induced voltage
V around the loop is equal to the line integral of the electric field around the loop. The long
sides contribute zero to the integral, being perpendicular to the induced electric field, whereas,
the short side contributes Eb, where E is the induced E-field and b is the short length of the
side. Hence, by measuring the induced voltage V we find the induced electric field as E = V/b.
This is mathematically represented by equations (3.1–3.3), where L is the loop. The first and
third terms in Equation (3.2) are zero because ~E is perpendicular to ~dl in these elements. It
is to be emphasized that this arrangement is only valid to measure the induced electric field
in a cylindrically symmetric geometry, whereas, to measure in different geometries (e.g. of a
figure-of-eight coil) or to measure static electric fields, more complicated measurement techniques
are required [45–47, 108]. For the above mentioned coils, we had significant uncertainty in the
measurement of radial distance since the thin loop used to measure E-field was b = 1.3 mm in
width.
(a) (b)
Figure 3.2: The orientation of the coil and core for measurement of induced electric field at a distance
d below the coil and distance r from the axis of the coil. The apex of the loop is located on the coil axis,
so that the wires ‘a’ and ‘c’ are perpendicular to the electric field. Only the short wire ‘b’ contributes












~E.d~l = VL (3.2)
0 + Eb+ 0 = VL (3.3)
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For the measurements, an LCR circuit was built to discharge a capacitor through the coil.
The circuit is closed by gating a switch using Metal-Oxide Semiconductor Field Effect Transistor
(MOSFET). Electrolytic capacitors (nominal value 220 µF ± 20 % rated to 50 V, Panasonic-
ECA1HM221) were discharged through the coils. These capacitors are chosen to make sure
that they give low resistance in the circuit. The resistance of the capacitor is lower than that
of the MOSFET and hence it is the MOSFET that is primarily responsible for heating in the
circuit. This is because the MOSFET resistances are still rather bigger. The different values of
capacitors are used with respect to different inductances of coils. By changing of inductance,
capacitance will also change to make sure the time scale of TMS pulse, 2π
√
LC would be same.
The capacitors of 440 µF (2 × 220 µF) is discharged at 45 V power supply through coil A. A
capacitor of nominal value of 220 µF was discharged through coils A (up to 45 V power supply),
B and D (up to 50 V), whereas, capacitors of 880 µF (4 × 220 µF) is discharged at 50 V through
coil C. The capacitance of Panasonic capacitors used in this thesis was measured with Agilent
E4980A four-point impedance meter (Agilent Instruments, Santa Clara, California, U. S. A)
across the frequency range of 20 Hz to 2 MHz. The capacitance was constant at 206 µF. The
self-resonant frequency was measured to be around 60 kHz which is higher than the frequency
scales for coil discharge.
3.1.1 TMS circuit
The circuit was closed by gating an AUIRL3705N (HEXFET R© Power MOSFET) low on-
resistance (10 mΩ) MOSFET at 10 V. This type of power MOSFET was specifically designed
for automotive applications along with fast switching speed. The power MOSFET is a voltage
controlled device and easy to operate. It requires negligible power to hold it in the ON state.
They are sensitive and need special care while handling (such as careful soldering process), oth-
erwise they can be damaged due to static electricity. The main reason for using this MOSFET
is its low ON-resistance. This needs to be less than the coil resistance.
At start, the gating of MOSFET was provided with 10 V amplitude at 5 Hz frequency as
the data sheet mentioned 10 V (gate-source voltage) for AUIRL3705N MOSFET, provided by
the signal generator. The output of the signal generator was then connected to the oscilloscope
to see the desired TMS pulse. The digital output from the oscilloscope (8-bit resolution, Tek-
tronix, TBS1000B) was then saved and used to measure B-field and E-field strengths. The 8-bit
resolution causes the discrete nature of the following oscilloscope plots which detracts a little
from the accuracy of the measurements. This methodology has been applied to measure fields
of all above mentioned coils. After achieving promising fields for TMS coil B and coil D, these
coils were used for in-vitro experiments.
3.2 Coil Modelling
For modelling the coils, I first attempted to use the software ANSYS Maxwell 3D. However, this
software proved inappropriate for the problem since it does not allow induced electric fields to
be modelled in a vacuum. Since, for designing coils, I am interested in the shape of the fields
when no tissue is present (although modelling with tissue clearly is also important), this is highly
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limiting. After six months work with ANSYS Maxwell 3D, I moved to COMSOL Multiphysics
with 2D axial symmetry. While a full three dimensional situation would have been better, the
3D version was not available under the licence held by the University of Waikato, and to upgrade
was well beyond the budget for this research. The two dimensional modelling is sufficient for
axial symmetric coils, but would be unable to handle more complicated coil designs.
The electromagnetic fields of the coils A, B, C and D were modelled using COMSOL Mul-
tiphysics with 2-D axial symmetry. The maximum current (I) for each coil was calculated by
estimating peak currents (Ip) by assuming the electrostatic energy in the capacitor C at 50 V
power supply is completely transferred to the magnetic energy in the coil, using the measured
value of coil inductance (L). The maximum current-turns was then calculated by multiplying
r.m.s current with number of turns. The maximum current-turns It was then spread over coil’s
area (A) found using coil’s dimensions. The total current density (J) in a coil was then cal-
culated by using coil’s cross-sectional area. This is represented in Table 3.4 and Table 3.5.
A frequency-domain calculation with frequency equal to 1800 Hz was used. This corresponds
to the experimentally-measured biphasic pulse period of about 0.55 ms. The geometry of the
modelled coils were simplified slightly by modelling the boundaries between the core and air,
windings and air, and core and windings as straight line segments. However, the current density
in the COMSOL simulation was identical to the current density of the actual coil. For modelling
powdered iron cores, the cores were modelled as iron with electrical conductivity set to zero to
account for powdering of the core eliminating eddy currents. For ferrite core, the permeability
was set to 1500 [143] with electrical conductivity set to zero. The coils were modelled as cop-
per. However, the axial and radial electrical conductivities set to zero to prevent modelling of
currents in these directions. For coil modelling, I have performed a mesh refinement to see if
spatial density of mesh could affect the modelling results. I have modelled B-fields and E-fields
with different mesh sizes as shown in Table 3.3. According to analysis, one can see no change
in fine elements of mesh. Therefore, I have used the extremely fine mesh to model the coils.
Table 3.3: Mesh refinement analysis using number of elements. B-field (mT) and E-field (V/m) are
modelled using different mesh elements.
Mesh Number of elements B-field E-field
Extremely Coarser 96 409.7 7.1
Extra Coarser 147 410.9 7.2
Coarser 252 412.1 7.3
Coarse 349 412.2 7.4
Normal 651 412.1 7.5
Fine 1003 412 7
Finer 1956 412 7
Extra Fine 6572 412 7
Extremely Fine 26058 412 7
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Table 3.4: Measured maximum current of designed mouse TMS coils
Coil labels C L V Ip Irms It
A 440 µF 40 µH 50 V 117 A 83 A 4150 A
B 220 µF 46.4 µH 50 V 114 A 81 A 4050 A
C 880 µF 8.49 µH 50 V 509 A 360 A 9000 A
D 220 µF 27.1 µH 50 V 140 A 99 A 4950 A
Table 3.5: Measured area and current density of designed mouse TMS coils
Coil labels A J
A 25 mm2 1.7× 108 A/m2
B 24 mm2 1.7× 108 A/m2
C 42 mm2 2.1× 108 A/m2
D 22.5 mm2 2.2× 108 A/m2
3.3 Results
Resistance of coils has been measured as a function of frequency as shown by the plots in sections
below. It is noted that the resistance was constant for frequencies less than 10 kHz and began
to rise at higher frequencies. As described earlier, the timescales of TMS pulse were around
0.5 ms, corresponding to frequencies lower than 10 kHz. Thus, the increased resistance at high
frequency should not be problematical. Reactance (X) of the coils was measured as a function of
frequency (f). It is noted that reactance scales linearly with frequency, represented by a gradient
of 1 on log X against log f plot. This implies that there are no significant eddy currents in the
core at higher frequencies.
3.4 Magnetic Materials
The magnetic materials have large magnetic susceptibility of around 10–100000. They are
termed as hard or soft materials depending on their magnetic properties. Permanent magnets
are known as hard magnetic materials. For these materials, a large magnetic field is needed to
align the magnetic domains. The soft magnetic materials are easy to magnetize and demagnetize.
This property is characterized by coercivity, which is measure of the ability of a magnetic
material to resist an external magnetic field without becoming demagnetized. The materials
with high coercivity are known as hard magnetic materials with high magnetic remanence and
are used in application of making permanent magnets. However, with low coercivity and high
permeability, materials are magnetically soft and are used in making transformers and inductor
cores. Hard magnetic materials have high saturation magnetization and have large hystere-
sis loss, whereas, the soft magnetic materials have high saturation magnetization with small
hysteresis loop. The magnetization (M) lags behind the applied field (H), and follows out a
characteristic curve known as the hysteresis loop. The applied field strength (H) at which the
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magnetization (M) reverses is called the coercive field. The width of the hysteresis loop indicates
the hardness of the magnetic material. For example, narrow loops correspond to soft magnets,
and wide loops correspond to hard magnets [14].
In general, ferrite cores are dense and homogeneous ceramic structures. These cores are
made to meet various operational requirements by mixing iron oxide with carbonates or oxides
of one more metals such as zinc, manganese, nickel or magnesium.
For this thesis, FERROXCUBE 4B1 Nickel-Zinc soft ferrite was used as it has low coercivity,
medium permeability and high resistivity. A high permeability boosts inductance; a high resis-
tivity means low eddy-current losses in the core. The advantage of using soft ferrites is that they
change their magnetization easily. They reverse their polarity of their magnetization without
a significant amount of energy to reverse the polarity, that indicates less energy losses [146].
4B1 ferrite is a high frequency material for use in wideband electromagnetic interference (EMI)
suppression (where unwanted high frequency signals are blocked and only wanted signals can
pass).
Figure 3.3: Schematic illustration of hysteris in hard and soft magnetic materials. The narrow hysterisis
loop correspond to soft magnets, and wide loop corresponds to hard magnets. The figure is taken from [14].
It is available via Creative Commons Attribution 4.0 International license.
3.5 Coil A
Coil A was constructed by winding 50 turns of copper wire (conductive diameter of 0.4 mm)
onto a 4 mm diameter cylindrical nickel-zinc ferrite core (FERROXCUBE, material 4B1). To
reduce the inductance, the number of turns reduced from 70 [as used in [242]] to 50. This is
because, the smaller number of turns decreases the inductance in the coil and allows a rapid
change in current. This will increase the electric field strength [242].
The length of the 50-turn soft ferrite iron core was A = 15 mm and the diameter B = 4 mm.
The diameter of coil was F = 9 mm. The length of coil has a diameter of H = 10 mm. The
geometry of coil A is shown in Figure 3.4.
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B = 4 mm
F = 9 mm
A = 15 mm
E = 10 mm
Figure 3.4: A photograph of Coil A consisting of 50 turns of conductive diameter of copper wire (0.4
mm). The dimensions of the core and coil are shown on the figure.
3.5.1 Electrical properties of coil
Figure 3.5 (a) shows the resistance of the coil as a function of frequency. It is constant at about
163 mΩ for frequencies less than around 10 kHz. The reactance of the coil as a function of
frequency, shown in Figure 3.5 (b). The inductance of the coil is constant at about 40 µH across
the frequency range.
Figure 3.5: The electrical properties of Coil A (a) The resistance of the coil as a function of frequency.
(b) The reactance of coil as a function of frequency.
3.5.2 B-field and E-field
A measurement of the B-field strength as a function of supply voltage up to 50 V is shown in
Figure 3.6. Since, the B-field is directly related to the current in the wire. However, the B-field
increases with an increase in voltage in the circuit. The black line shows measurements at the
base of the coil (z = 0); the solid blue line shows on-axis measurements at z = 2 mm below
the coil. The dashed blue line shows the z = 2 mm measurements scaled to match the z = 0
mm measurements at the lower voltages; the two curves match very well and the continuation
of the dashed blue curve then indicates an estimate of B-field at the base of the core at the
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higher voltages. The estimated B-field at 50 V power supply is 357 mT. The Hall sensor started
saturating at approximately 25 V.
The heating of the coils were measured and recorded at room temperature with temperature
sensor (PASCO, Xplorer GLX, PS-2002). A thermocouple temperature probe was inserted
against the core before the coil was wound. The B-field showed no change when the temperature
was raised from room temperature of 28.2 ◦C to 30.8 ◦C, after 120 seconds (600 pulses), usually
uniform 5 pulses per second and 28.2 ◦C to 32.8 ◦C, after 240 seconds (1200 pulses) at 50 V
power supply. The temperature against time is shown in Figure 3.7.
Figure 3.6: The maximum B-field against voltage of Coil A. The black curve shows the B-field measured
at the base of the coil; the Hall sensor saturates at about 25 V supply. The blue line shows the B-field
measured about 2 mm below the coil. It reaches the saturation value for the sensor at about 50 V.
The dashed blue line shows the B-field below the coil (blue line) scaled by a factor to match the low
voltage measurements at the base of the coil. The continuation of this line at the higher voltages gives
an indication of the B-field at the base of the coil at the higher voltages.
Figure 3.7: The temperature of coil A for the case of repetitive stimulation at 5 Hz with 50 V power
supply.
The plot of B-field against time was taken at 24 V power supply, at the base of the coil as
shown in Figure 3.6. There is no ring to the coil therefore this shows an over-damped oscillation.
This shows that losses are too big. The field reaches a peak after approximately 0.10 ms, and the
pulse has decayed by 0.7 ms without oscillating. The spatial distribution is shown in Figure 3.10
(a) and (b). Both plots were taken at 24 V power supply and were scaled to show a maximum
B-field strength at the base of the coil. The decay of the B-field strength with on-axis distance
is shown in part (a). For on-axis measurements, the magnetic field is expected to be purely
axial and the Hall probe was oriented accordingly. At 2 mm below the coil, the field intensity
has decayed to almost half compared with its value at the coil base. The decay of the B-field
strength with axial displacement is shown in part (b). The B-field measured from the Hall sensor
at 2 mm below the coil at 50 V power supply was around 180 mT. The experimental values are
also compared with the COMSOL modelling. From modelling, the B-field at the base of coil at
50 V power supply is 385 mT and 2 mm below the coil at 50 V power supply is 208 mT.
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Figure 3.8: The time course of the B-field for a pulse measured at the base of the coil A. The plot was
taken at 24 V power supply and was scaled to show a maximum B-field at the base of the coil. There is
no ring to the coil and the pulse energy has vanished after approximately 0.5 ms.
Figure 3.12 shows the induced electric field, measured at a vertical distance of 2 mm below
the coil at 50 V. The E-field strength as a function of time is shown in Figure 3.12 (a). It shows
a short pulse (around 0.1 ms duration) of E-field with a maximum strength of 6–7 V/m. The
change of E-field with radial distance is shown in Figure 3.12 (b). The plot shows a maximum
E-field at 1 mm. The experimental values for E-field are compared with the COMSOL modelling.
Figure 3.9 and Figure 3.11 show the results of modelling with COMSOL Multiphysics for the
B-field and E-field respectively, for 50 V supply. In Figure 3.9 (a), the left white outline shows
the soft ferrite core geometry and the right white outline shows the coil geometry as described
in Figure 3.4. The lines of B-field are shown, together with the magnitude of the B-field with
a colour scale. In Figure 3.9 (b) shows a close-up in the vicinity of the base of the coil. The
modelled B-field at the base of the coil, on axis, is around 385 mT in magnitude, and 2 mm
below the coil on axis it is about 208 mT. Figure 3.11 (a) shows the magnitude of the E-field
on a colour scale. Figure 3.11 (b) shows the E-field in the vincinity of the base of the coil in
more detail. The maximum E-field modeled at the base of the coil is around 15 V/m, with
this maximum occurring about 2 mm from the axis. At 2 mm below the coil, the maximum
E-field is around 7 V/m and occurs at about 4.5 mm from the axis. It is to be noted that there
are uncertainties in the modelling process due to the consequence of the unphysically sharp
corners used in finite-element COMSOL approach. It is to be noted here that the sharp corners
increase the fields nearby, but in practice, the corners of coil are not that sharp. Overall, the
measurements of B and E agree well with the modelling, but the peak of the E-field occurs at 1
mm for the measurements and 4.5 mm for the model - quite a discrepancy. Given the significant
errors controlling the exact placement of the wire loop to make the measurements, it is likely
that the measurements have significant error in this regard. Therefore, the difficuly in measuring
the E-fields is possibly the cause of the discrepency.
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(a)
(b)
Figure 3.9: The B-field modelled with COMSOL Multiphysics using 2-D axial symmetry for coil A, at
50 V supply. (a) Lines of B-field, with magnitude indicated by the colour scale, in Tesla. The geometry
of the core and coil are shown with the white outline. (b) A close-up of the region by the tip of the coil.
In both parts (a) and (b) the horizontal axis is distance from the coil’s axis in mm and the vertical axis
is the distance in mm along axis from the base of the coil.
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Figure 3.10: The spatial distribution of the B-field with experimental values and COMSOL Multiphysics
using 2-D axial symmetry for coil A. (a) The B-field as a function of on-axis distance below the coil. (b)
The axial component of the B-field as a function of radial distance from the axis of the coil measured at
2 mm below the base of the coil. Both plots were taken at 24 V power supply and are scaled to show
maximum B-fields at the base of coil. The solid black line shows the experimental measurements and
dotted black line shows the modelling values
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(a)
(b)
Figure 3.11: The E-field modelled with COMSOL Multiphysics using 2-D axial symmetry for coil A,
for 50 V supply. (a) The magnitude of the E-field is shown by the colour scale, in V/m; its direction
is azimuthal (i.e. perpendicular to the page). (b) A close-up of the region by the tip of the coil. The
magnitude of the E-field is shown by the colour scale. The scale is different from part (a) in order to
better show the variation in E-field in the vicinity of the tip of the coil. The core and coil geometry is
marked by the white lines.
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Figure 3.12: The E-field strengths as a function of time and space of coil A. (a) The E-field against
time for a typical pulse at 50 V, 2 mm below the coil and at 1 mm radial displacement, measured with a
wire loop and oscilloscope. (b) The comparison of E-field as a function of radial distance from the axis
of the coil, measured at 2 mm below the coil at 50 V between expeiments and COMSOL modelling. The
solid black line shows the experimental measurements and dotted black line shows the modelling values.
The maximum B-field of around 357 mT compares with the saturation flux density of ferrite
core of 0.2–0.4 T [189], so, it was unlikely to get much improvement out of the ferrite-cored
coils. To achieve better results relating to B-field and E-field, powdered iron cores have been
tried next that have saturation flux density of 1.5–1.9 T [35].
Due to the lower saturation flux density for ferrite, I have moved to a carbonyl powdered
iron core (Micrometals, U. S. A) for subsequent coil designs. The carbonyl iron is composed of
spherical micropartocles and usually has an apperance of grey powder. It is a pure iron prepared
by chemical decomposition of purified iron carbonyl. They have high resistivity, low hysterisis.
The saturation flux density for powdered iron cores is about 1.5 T but it varies depending on
material. As shown in Table 3.1, three different designs of powdered iron core-coils haven been
constructed. These 3-types of powdered iron coils are represented by Coil B, Coil C and Coil D
respectively.
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3.6 Coil B
The length of the 50-turn powdered iron core was A = 19 mm and the diameter B = 5 mm.
The diameter of coil was F = 9 mm. The length of coil has a diameter of E = 12 mm. The
geometry of coil B is shown in Figure 3.13.
B = 5 mm
A = 19 mm
F= 9 mm
E = 12 mm
Figure 3.13: A photograph of Coil B consisting of 50 turns of conductive diameter of copper wire (0.4
mm). The dimensions of the core and coil are shown on the figure.
3.6.1 Electrical properties of coil
Figure 3.14 (a) shows the resistance of the coil as a function of frequency. It is constant at about
218 mΩ for frequencies less than around 10 kHz and begins to rise for higher frequencies. The
reactance of the coil shows a linear behaviour with frequency, shown in Figure 3.14 (b). The
inductance of the coil is constant at about 46.4 µH across the frequency range.
Figure 3.14: The electrical properties of Coil B (a) The resistance of Coil B as a function of frequency.
(b) The reactance of Coil B as a function of frequency.
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3.6.2 B-field and E-field
A measurement of the B-field strength as a function of supply voltage up to 50 V is shown in
Figure 3.15. The estimated B-field was measured at 50 V power supply was around 672 mT.
However, at 50 V supply, the field still shows significant increase in strength with increasing
voltage, suggesting that the core has still not fully saturated. The B-field showed no change
when the temperature was raised from 28.2 ◦C to 34.4 ◦C, after 120 seconds (600 pulses) and
28.2 ◦C to 36.8 ◦C, after 240 seconds (1200 pulses) at 50 V power supply. The temperature
against time is shown in Figure 3.16.
Figure 3.15: The maximum B-field against voltage of Coil B. The black curve shows the B-field measured
at the base of the coil (z = 0 mm); the Hall sensor saturates at about 14 V supply. The blue line shows
the B-field measured about 2 mm below the coil (z = 2 mm). It reaches the saturation value for the
sensor at about 50 V. The dashed blue line shows the z = 2 mm measurements scaled to match the z =
0 mm measurements at the lower voltages; the two curves match very well and the continuation of the
dashed blue curve then indicates an estimate of B-field at the base of the core at the higher voltages.
Figure 3.16: The temperature of coil B for the case of repetitive stimulation at 5 Hz with 50 V power
supply.
The plot of B-field against time was taken at 14 V power supply, at the base of the coil as
shown in Figure 3.17. The spatial distribution is shown in Figure 3.19 compared with modelling
values (a) and (b). Both plots were taken at 14 V power supply and were scaled to show a
maximum B-field strength at the base of the coil. The decay of the B-field strength with on-axis
distance is shown in part (a). For on-axis measurements, the magnetic field is expected to be
purely axial and the Hall probe was oriented accordingly. At 2 mm below the coil, the field
intensity has decayed almost half compared with its value at the coil base. The decay of the
B-field strength with axial displacement is shown in part (b). The B-field was measured from
the Hall sensor at 2 mm below the coil at 50 V power supply was 346 mT.
42 Designing, measuring, modelling and improving of mouse TMS coils
Figure 3.17: The time course of the B-field for a pulse measured at the base of the coil B. The plot
was taken at 14 V power supply and was scaled to show a maximum B-field at the base of the coil. The
field reaches a peak after approximately 0.15 ms after stimulation with a ring to the coil, but the pulse
energy and decayed after 0.8 ms duration.
Figure 3.21 shows the induced electric field, measured at a vertical distance of 2 mm below
the coil. The E-field strength as a function of time is shown in Figure 3.21 at distance of 1 mm.
This position was selected since it gives the maximum E-field on a plane 2 mm below the coil.
(a) It shows a short pulse of around 0.1 ms duration, of E-field with a maximum strength of
12–13 V/m. The change of E-field with radial distance is shown in Figure 3.21 (b) The plot
shows a maximum E-field at 1 mm.
Figure 3.18 and Figure 3.20 show the results of modelling with COMSOL Multiphysics for the
B-field and E-field respectively, for 50 V supply. In Figure 3.18 (a), the left white outline shows
the powdered core geometry and the right white outline shows the coil geometry as described
in Figure 3.13. The lines of B-field are shown, together with the magnitude of the B-field with
a colour scale. In Figure 3.18 (b) shows a close-up in the vicinity of the base of the coil. The
modelled B-field at the base of the coil, on axis, is around 712 mT in magnitude, and 2 mm
below the coil on axis it is about 386 mT. Figure 3.20 (a) shows the magnitude of the E-field
on a colour scale. Figure 3.20 (b) shows the E-field in the vincinity of the base of the coil in
more detail. The maximum E-field modeled at the base of the coil is around 19 V/m, with
this maximum occurring about 1.5 mm from the axis. At 2 mm below the coil, the maximum
E-field is around 13 V/m and occurs at about 4.5 mm from the axis. Again, there is a good
agreement between measurement and modelling, except for radial position for maximum E-field
as described in case of Coil A.
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(a)
(b)
Figure 3.18: The B-field modelled with COMSOL Multiphysics using 2-D axial symmetry for coil B, at
50 V supply. (a) Lines of B-field, with magnitude indicated by the colour scale, in tesla. The geometry
of the core and coil are shown with the white outline. (b) A close-up of the region by the tip of the coil.
In both parts (a) and (b) the horizontal axis is distance from the coil’s axis in mm and the vertical axis
is the distance in mm along axis from the base of the coil.
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Figure 3.19: The spatial distribution of the B-field with experimental values and COMSOL Multiphysics
using 2-D axial symmetry for Coil B. (a) The B-field as a function of of on axis distance below the coil
(b) The axial component of the B-field as a function of radial distance from the axis of the coil measured
at 2 mm below the base of the coil. Both plots were taken at 14 V power supply and are scaled to show
maximum B-fields at the base of coil. The solid black line shows the experimental measurements and
dotted black line shows the modelling values.
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(a)
(b)
Figure 3.20: The E-field modelled with COMSOL Multiphysics using 2-D axial symmetry for coil B,
for 50 V supply. (a) The magnitude of the E-field is shown by the colour scale, in V/m; its direction
is azimuthal (i.e. perpendicular to the page). (b) A close-up of the region by the tip of the coil. The
magnitude of the E-field is shown by the colour scale. The scale is different from part (a) in order to
better show the variation in E-field in the vicinity of the tip of the coil. The core and coil geometry is
marked by the white lines.
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Figure 3.21: The E-field strengths as a function of time and space of Coil B. (a) The E-field against
time for a typical pulse at 50 V, 2 mm below the coil and at 1 mm radial displacement, measured with
a wire loop and oscilloscope.(b) The comparison of E-field as a function of radial distance from the axis
of the coil, measured at 2 mm below the coil at 50 V between expeiments and COMSOL modelling. The
solid black line shows the experimental measurements and dotted black line shows the modelling values.
3.7 Coil C
The length of the 25-turn powdered iron core was A = 19 mm and the diameter B = 5 mm. The
diameter of coil was F = 12 mm. The length of coil has length to a diameter of H = 12 mm. The
geometry of coil C is shown in Figure 3.22. The wire consisted of two lengths of 0.4 mm diameter
copper wire wound together. The doubling of the wire ensured a lower electrical resistance for
the coil, commensurate with the drop in inductance, thus achieving a similar ring-down time.
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A = 19 mm F = 12 mm
B = 5 mm
E = 12 mm
Figure 3.22: A photograph of Coil C consisting of 25 turns of doubled copper wire (diameter = 0.4
mm). The dimensions of the core and coil are shown on the figure. The end of core is showing glue stains
that is not likely to affect measurements.
3.7.1 Electrical properties of coil
Figure 3.23 (a) shows the resistance of the coil as a function of frequency. It is constant at about
95 mΩ for frequencies less than around 10 kHz and begins to rise for higher frequencies. The
reactance of the coil shows a linear behaviour with frequency, shown in Figure 3.23 (b). The
inductance of the coil is constant at about 8.49 µH across the frequency range.
Figure 3.23: The electrical properties of Coil C (a) The resistance of Coil C as a function of frequency.
(b) The reactance of the Coil C as a function of frequency.
3.7.2 B-field and E-field
A measurement of the B-field strength as a function of supply voltage up to 50 V is shown in
Figure 3.24. The B-field was measured at 50 V power supply as 786 mT. However, at 50 V
supply, the field still shows significant increase in strength with increasing voltage, suggesting
that the core has still not fully saturated. The B-field showed no change when the temperature
was raised from 28.2 ◦C to 35.8 ◦C, after 120 seconds (600 pulses) and 28.2 ◦C to 37.8 ◦C, after
240 seconds (1200 pulses) at 50 V power supply. The temperature against time is shown in
Figure 3.25.
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Figure 3.24: The maximum B-field against voltage of Coil C. The black curve shows the B-field measured
at the base of the coil (z = 0 mm); the Hall sensor saturates at about 14 V supply. The blue line shows
the B-field measured about 2 mm below the coil (z = 2 mm). It reaches the saturation value for the
sensor at about 50 V. The dashed blue line shows the B-field below the coil (blue line) scaled by a factor
to match the low voltage measurements at the base of the coil. The continuation of this line at the higher
voltages gives an indication of the B-field at the base of the coil at the higher voltages.
Figure 3.25: The temperature of coil C for the case of repetitive stimulation at 5 Hz with 50 V power
supply.
The plot of B-field against time was taken at 14 V power supply, at the base of the coil as
shown in Figure 3.26. The spatial distribution is shown in Figure 3.28 compared with modelling
values (a) and (b). Both plots were taken at 14 V power supply and were scaled to show a
maximum B-field strength at the base of the coil. The decay of the B-field strength with on-axis
distance is shown in part (a). For on-axis measurements, the magnetic field is expected to be
purely axial and the Hall probe was oriented accordingly. At 2 mm below the coil, the field
intensity has decayed almost half compared with its value at the coil base. The decay of the
B-field strength with axial displacement is shown in part (b). The B-field was measured from
the Hall sensor at 2 mm below the coil at 50 V power supply was around 336 mT.
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Figure 3.26: The time course of the B-field for a pulse measured at the base of Coil C, showing a small
ring to the coil. The field reaches a peak after approximately 0.15 ms, and the pulse has decayed by 1.2
ms. The plot was taken at 14 V power supply and is scaled to show a maximum B-field at the base of
the coil.
Figure 3.30 shows the induced electric field, measured at a vertical distance of 2 mm below
the coil. The E-field strength as a function of time is shown in Figure 3.21 (a). It shows a short
pulse (around 0.1 ms duration) of E-field with a maximum strength of 13–14 V/m. The change
of E-field with radial distance is shown in Figure 3.30 (b). The plot shows a maximum E-field
at 1 mm distance.
It is to be noted that thicker copper wire (twisted copper wire with double thickness) reduced
the resistance in the coil and hence measured increased B-field strength as compared to 50-turn
cylindrical powdered iron core-coil. The disadvantage of this coil is that the thicker copper wire
makes this coil fat and hotter which makes it difficult to use in mouse brain slice experiments.
Therefore, we disregard this coil to use in mice experiments.
Figure 3.27 and Figure 3.29 show the results of modelling with COMSOL Multiphysics for the
B-field and E-field respectively, for 50 V supply. In Figure 3.27 (a), the left white outline shows
the powdered core geometry and the right white outline shows the coil geometry as described
in Figure 3.22. The lines of B-field are shown, together with the magnitude of the B-field with
a colour scale. In Figure 3.27 (b) shows a close-up in the vicinity of the base of the coil. The
modelled B-field at the base of the coil, on axis, is around 872 mT in magnitude, and 2 mm
below the coil on axis it is about 442 mT. Figure 3.29 (a) shows the magnitude of the E-field
on a colour scale. Figure 3.29 (b) shows the E-field in the vincinity of the base of the coil in
more detail. The maximum E-field modeled at the base of the coil is around 22 V/m, with
this maximum occurring about 1.5 mm from the axis. At 2 mm below the coil, the maximum
E-field is around 14 V/m and occurs at about 4.5 mm from the axis. Again, there is a good
agreement between measurement and modelling except for the position of the radial distance
for the maximum E field as described in sections Coil A and Coil B.
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(a)
(b)
Figure 3.27: The B-field modelled with COMSOL Multiphysics using 2-D axial symmetry for coil C, at
50 V supply. (a) Lines of B-field, with magnitude indicated by the colour scale, in tesla. The geometry
of the core and coil are shown with the white outline. (b) A close-up of the region by the tip of the coil.
In both parts (a) and (b) the horizontal axis is distance from the coil’s axis in mm and the vertical axis
is the distance in mm along axis from the base of the coil.
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Figure 3.28: The spatial distribution of the B-field with experimental values and COMSOL Multiphysics
using 2-D axial symmetry for Coil C. (a) The B-field as a function of on-axis distance below the coil. (b)
The axial component of the B-field as a function of radial distance from the axis of the coil measured at
2 mm below the base of the coil. Both plots are taken at 14 V supply and are scaled to show a maximum
B-field at the base of the coil. The solid black line shows the experimental measurements and dotted
black line shows the modelling values.
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(a)
(b)
Figure 3.29: The E-field modelled with COMSOL Multiphysics using 2-D axial symmetry for coil C,
for 50 V supply. (a) The magnitude of the E-field is shown by the colour scale, in V/m; its direction
is azimuthal (i.e. perpendicular to the page). (b) A close-up of the region by the tip of the coil. The
magnitude of the E-field is shown by the colour scale. The scale is different from part (a) in order to
better show the variation in E-field in the vicinity of the tip of the coil. The core and coil geometry is
marked by the white lines.
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Figure 3.30: The E-field strengths as a function of time and space for Coil C. (a) The E-field against
time for a typical pulse at 50 V, 2 mm below the coil and at 1 mm radial displacement, measured with a
wire loop and oscilloscope. (b) The comparison of E-field as a function of radial distance from the axis
of the coil, measured at 2 mm below the coil at 50 V between expeiments and COMSOL modelling. The
solid black line shows the experimental measurements and dotted black line shows the modelling values.
3.8 Coil D
The length of the untapered powdered iron core was A = 19 mm and the diameter B = 5 mm.
In an attempt to increase focality of the fields, we tapered the core over the final C = 3 mm of
its length to a diameter of D = 2 mm, by careful sanding by hand. The coil was also tapered
in shape. Its total height was E = 12 mm and its diameter at the non-tapered end was F = 9
mm. It was tapered over its final G = 3 mm of length to a diameter of just H = 4 mm. The
geometry of coil D is shown in Figure 3.31.
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B = 5 mm
F = 9 mm
D = 2 mm
H = 4 mm
A = 19 mm
C, G = 3 mm
Figure 3.31: A photograph of Coil D. 50 turns of conductive diameter of copper wire (0.4 mm). The
dimensions of the core and coil are shown on the figure. The solid line shows the approximate shape of
the coil and the dashed line the shape of the core.
3.8.1 Electrical properties of coil
Figure 3.32 (a) shows the resistance of the coil as a function of frequency. It is constant at about
212 mΩ for frequencies less than around 10 kHz and begins to rise for higher frequencies. The
reactance of the coil shows a linear behaviour with frequency, shown in Figure 3.32 (b). The
inductance of the coil is constant at about 27.1 µH across the frequency range.
Figure 3.32: The electrical properties of Coil D (a) The resistance of Coil D as a function of frequency.
(b) The reactance of Coil D as a function of frequency.
3.8.2 B-field and E-field
A measurement of the B-field strength as a function of supply voltage up to 50 V is shown in
Figure 3.33. The B-field being measured at 50 V power supply as 880 mT. However, at 50 V
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supply, the field still shows significant increase in strength with increasing voltage, suggesting
that the core has still not fully saturated. The B-field showed no change when the temperature
was raised from 28.2 ◦C to 31.2 ◦C, after 120 seconds (600 pulses) and 28.2 ◦C to 34.2 ◦C, after
240 seconds (1200 pulses) at 50 V power supply. The temperature against time is shown in
Figure 3.34.
Figure 3.33: The maximum B-field against voltage for Coil D. The black curve shows the B-field
measured at the base of the coil (z = 0 mm); the Hall sensor saturates at approximately 12 V power
supply. The blue line shows the B-field measured about 2 mm below the coil (z = 2 mm). It reaches the
saturation value for the sensor at about 50 V. The dashed blue line shows the B-field below the coil (blue
line) scaled by a factor to match the low voltage measurements at the base of the coil. The continuation
of this line at the higher voltages gives an indication of the B-field at the base of the coil at the higher
voltages.
Figure 3.34: The temperature of coil D for the case of repetitive stimulation at 5 Hz with 50 V power
supply.
The time variation of the B-field is shown in Figure 3.35. The spatial distribution is shown
in in Figure 3.37 (a) and (b) compared with the modelling values. The decay of the B-field
strength with on-axis distance is shown in part (a). At z = 2 mm below the coil, the field
intensity has decayed approximately half compared with its value at the base of the coil. This
shows at 50 V power supply, the B-field would be approximately 420 mT. The decay of the axial
component Bz of the B-field with radial displacement r, at an axial distance of z = 2 mm below
the coil, as shown in part (b). The B-field decays to about half its maximum 2 mm from the
axis, showing significant focality. It is to be noted that at larger radial distances the B-field will
have a significant radial component and thus, the magnitude of the B-field will be larger than
shown on this plot.
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Figure 3.35: The time course of the B-field for a pulse measured at the base of Coil D, that showed a
peak after approximately 0.1 ms and the pulse has decayed by 1 ms duration. The plot was taken at 12
V power supply and is scaled to show the maximum B-field at the base of coil.
Figure 3.39 shows the induced electric field, measured at a vertical distance of 2 mm below
the coil. The E-field strength as a function of time is shown in Figure 3.39 (a). It shows a short
pulse (around 0.1 ms duration) of focussed E-field with a maximum strength of 8–10 V/m . The
change of E-field with radial distance is shown in Figure 3.39 (b). The plot shows a maximum
E-field at 0.5 mm.
Figure 3.36 and Figure 3.38 show the results of modelling with COMSOL Multiphysics for the
B-field and E-field respectively, for 50 V supply. In Figure 3.36 (a), the left white outline shows
the powdered core geometry and the right white outline shows the coil geometry as described
in Figure 3.31. The lines of B-field are shown, together with the magnitude of the B-field with
a colour scale. In Figure 3.36 (b) shows a close-up in the vicinity of the base of the coil. The
modelled B-field at the base of the coil, on axis, is around 1.7 T in magnitude, and 2 mm below
the coil on axis it is about 500 mT. Figure 3.38 (a) shows the magnitude of the E-field on a colour
scale. Figure 3.38 (b) shows the E-field in the vincinity of the base of the coil in more detail.
The maximum E-field modeled at the base of the coil is around 18 V/m, with this maximum
occurring about 1.5 mm from the axis. At 2 mm below the coil, the maximum E-field is around
7 V/m and occurs at about 4.5 mm from the axis.
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(a)
(b)
Figure 3.36: The B-field modelled with COMSOL Multiphysics using 2-D axial symmetry for coil D, at
50 V supply. (a) Lines of B-field, with magnitude indicated by the colour scale, in tesla. The geometry
of the core and coil are shown with the white outline. (b) A close-up of the region by the tip of the coil.
In both parts (a) and (b) the horizontal axis is distance from the coil’s axis in mm and the vertical axis
is the distance in mm along axis from the base of the coil.
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Figure 3.37: The spatial distribution of the B-field with experimental values and COMSOL Multiphysics
using 2-D axial symmetry for Coil D. (a) The B-field as a function of on-axis distance the coil (b) The
axial component of the B-field as a function of radial distance from the axis of the coil measured at 2
mm below the base of the coil. All plots are taken at 12 V B-field as a function of on-axis distance below
the coil at 50 V.The solid black line shows the experimental measurements and dotted black line shows
the modelling values.
3.8 Coil D 59
(a)
(b)
Figure 3.38: The B-field modelled with COMSOL Multiphysics using 2-D axial symmetry for coil D, at
50 V supply. (a) Lines of E-field, with magnitude indicated by the colour scale, in V/m. The geometry
of the core and coil are shown with the white outline. (b) A close-up of the region by the tip of the coil.
In both parts (a) and (b) the horizontal axis is distance from the coil’s axis in mm and the vertical axis
is the distance in mm along axis from the base of the coil.
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Figure 3.39: The E-field strengths as a function of time and space for Coil D. (a) The E-field against
time for a typical pulse at 50 V, 2 mm below the coil and at 1 mm radial displacement, measured with
a wire loop and oscilloscope. (b) he comparison of E-field as a function of radial distance from the axis
of the coil, measured at 2 mm below the coil at 50 V between expeiments and COMSOL modelling. The
solid black line shows the experimental measurements and dotted black line shows the modelling values.
3.9 Discussion
A brief comparison of measured values of above mentioned coils A, B, C and D is shown Table
3.6. The B-field at the base of coil, B-field at 2 mm below the coil are mentioned as B0, B2
respectively at 50 V supply . The induced E-field measured at 2 mm below the coils at 50 V
supply are mentioned in Table 3.6.
By consideration of the underlying physical principles, four small TMS coils were constructed
that exhibits strong electric field for its size. However, the electric fields are much smaller as
compared in human TMS coils (150–250 V/m) [144]. Though, the field strengths produced
are lower than as compared to human TMS coils, still coil D has produced considerable field
strengths. It is the B-field that is large for coil D. The E-field is actually lower than for coils B
and C, but for coil D it is more focused. The application of coil D in vitro will be demonstrated
in the next chapter.
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Table 3.6: Measured B-fields at the base of coil and at 2 mm below the coil, E-field (V/m) at 50 V
supply of TMS coils A, B, C and D.
Labels B0 B2 E − field
A 357 mT 180 mT 6–7 V/m
B 672 mT 346 mT 12–13 V/m
C 786 mT 336 mT 13–14 V/m
D 800 mT 420 mT 8–10 V/m
From previous work done on challenges facing the designs of TMS coils for mice [242], the
number of turns have been reduced from 70 (as used in [242]) to 50. The windings were tried
to be tightly packed but still there is a limitation as windings have been done by hand. The
designs of small coils were modified to tapered coil design, coil D, with the aim to channel the
magnetic flux to a targeted region of mouse brain surface. It is to be expected that the narrow
end of this design, the B-field should be intensified. Surprisingly, however, the position of the
maximum of the modelled E-field did not shift closer to the axis. As shown in Table 3.6, the
B-field strengths at the base of coil and above 2 mm above the coil are larger than the other
small coils (coils A, B and C), whereas, the E-field strength is lower than the coils B and C.
This was constructed manually. Due to the small size powdered iron cores, it was very difficuly
to taper them properly by using a machine. In my work, I first tried to taper the coil using
machine but it broken several times therefore I decided to taper by sanding manually.
For each of the four coils, the measured and modelled B-field and E-fields are similar in terms
of strength of field at 0 mm and 2 mm below the base of the coil. This gives some confidence
in the modelling procedure. However, in terms of B-fields, the experimental measurements and
modelled B-fields show a good agreement between the two. In terms of E-field strengths, a key
difference is the radial position of the maximum E-field 2 mm below the coil. The modelling
has the maximum E-field in the plane 2 mm below the coil occuring at a radial position about
4.5 mm for all the four coils, whereas the measurement has the maximum much closer to the
axis. Given the significant errors controlling the exact placement of the wire loop to make the
measurements, it is likely that the measurements have significant error in this regard. Therefore,
the difficuly in measuring the E-fields is possibly the cause of the discrepency.
The construction of coils A, B, C and D were quite challenging. Although the windings of the
coils were secured with glue, there were still some loosening of the outermost turns. Associated
with this, the coil emitted audible clicks on discharge of the capacitor, especially at the higher
voltages. Future designs will include better windings using winding machines and insulation of
the coil as discussed by Tang et. al and Baker et. al [13, 207]. Additionally, more advanced
electronic engineering can be applied to control the time-course of the current pulse and resistive
heating. This means going beyond an LCR circuit as used in this project, so we can move to
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current profiles that are not necessarily decaying sine waves, though there is a limit on what can
be achieved.
Chapter 4
Using Seizure-like-Events to measure
mouse coil performance
Generally, seizures occur where there is a generation of abnormal behaviour in the brain. It
is believed that they occur in a brain when there is a sudden disruption in the pattern of the
electrical and chemical communication [7, 52]. The most commonly occurring neurological dis-
order is known as epilepsy that affects an approximately of 1% of the population worldwide
and is characterized by spontaneous seizures [66, 80]. There is a vast history of the use of elec-
trical stimulation to treat different neurological disorders including epilepsy [133]. Researchers
have modulated seizure activity with different experimental protocols [36, 175, 244]. However,
there is still little known about the fundamental cause and no modifying therapies exist [80].
The engineering and biological aspects of neural stimulation are well understood, but there is
still a need to understand the transient changes in the fundamental neural dynamics that sus-
tains seizure-like activity spontaneously as well as in electrically stimulated tissue [121,133,246].
To explore the underlying mechanism of epilepsy, laboratory animals exhibiting spontaneous
seizires provide an important tool to develop novel therapeutic approaches [66]. Mice are the
most commonly used laboratory animal used because of their small size, docility, rapid breed-
ing, availability of advanced genetic tools and low cost and maintainance for chronic study of
spontaneous recurrent seizures [66].
4.1 Mimicking seizures in mouse brain slices
Spontaneous seizures are induced in mouse brain slice (in vitro) experiments, by bathing the
slice in zero-magnesium artificial cerebrospinal fluid (ACSF) [12,25,133,187,233]. The primary
cellular effect, in the zero-magnesium model, is to remove the voltage-dependent blockade of
N-Methyl-D-aspartic acid (NMDA) receptors [135]. The zero-magnesium model used in vitro
leads to intense bursts of interneuronal activity [150,217,218].
4.1.1 Local Field Potentials
Local Field potential (LFP) is the electric potential in the extra cellular space around neurons.
They arise as consequence of transient electrical signals generated by the neurons. They are
recorded at depth or within the cortical tissue. They are known as local because they are
measured by an electrode placed near the generating cells, field because the extracellular charge
separation produced a local electric field and potential because they are the voltage that results
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from the charge separation in the extracellular space. Clinically, LFPs are measured and recorded
with a high impedance microelectrode, such as metal, silicon or glass micropipettes, placed in
the middle of a population of cells. For research purposes, LFPs can also be recorded placed in
the brain of an anesthetized animal or in a brain slice using microelectrodes (metal, silicon or
glass micropipettes) [20,209].
Measuring LFP in slices
Throughout LFP recordings, an extracellular signal is recorded using a microelectrode placed
at a sufficient distance from individual local neurons to block any specific cell from dominating
electrophysiological signals. The recorded signal is then usually filtered and amplified. The
resulting LFP is then recorded. The positioning of the recording electrode allows the electrical
activity of a group of neurons to contribute to the signal. The unfiltered recorded signal reflects
the sum of action potentials from cells within approximately 50–350 micrometers from the tip
of electrode [65, 100, 118]. A low-pass filter removes the spikes in a recorded signal and passes
the lower frequency LFP signal. The opening of an ion-channel results in the net flow of ions
into or out the cell. Thus, the recorded LFP represents the potential caused by the sum of all
local currents on the surface of the electrode [239].
The signal is passed through an analogue to digital convertor to measure the electrical po-
tential difference between the microelectrode and a reference electrode. One end of the reference
electrode is connected to the analogue to digital convertor and the other end of the electrode
is placed in a medium which is continuous and identical to the extracellular medium. It then
passes the data on to a PC for recording and processing.
4.2 Spontaneous seizure events
Spontaneous electrical activity of the brain takes the form of rhythmic waves, also known as
oscillations. The spontaneous seizure events occur when vast regions of brain generate un-
controlled, synchronous neural activity, which defines epilepsy [99]. Focal-onset seizures, also
known as partial-onset seizures (a seizure event occurs in only one area of the brain), is a most
common form of epilepsy. These type of seizures are drug-resistant [24]. Seizures can exist
by itself or linked to other neurological disorders [11, 58, 178]. The two major classifications
of spontaneous seizure activities are commonly found as fast oscillations and spikes (with or
without waves) [168]. Another noticeable feature of seizures across humans or animals, is that
they can be triggered in a normal brain using an array of inducing conditions. Electric shock
treatment and stress can induce seizures in humans [98,126,142] and in animals, electrical stim-
ulation or administration of various chemicals is used to evoke seizures in vivo [172]. A broad
range of protocols can be used in vitro to produce seizure-like events. The electrophysiological
nature of in vitro seizures is similar to seizures recorded in vivo, including the presence of fast
oscillations [92,99].
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4.3 Experimental Method
Seizure-like events or spontaneous epileptiform-like activity were induced in a slice by preparing
it in a zero-magnesium ACSF. This is an established method to quantify NMDA-dependent
excitability such as long term potentiation (LTP) [87,195]. The following sections describe how
the amplitude and rate of seizure-like events in the mouse cortex measured through LFP changes
after theta-burst stimulation (TBS). This method does not give direct and precise detail about
TMS interaction with the mouse brain slice. However, it allows a simple demonstration that
the TMS coil’s electric and magnetic field strengths are sufficient to cause unspecified changes
in the brain as a result of TMS.
4.4 Methodology
The following TBS protocols have been used to measure the impact of stimulation on seizure-like
events (in vitro) which are as follows;
1. For coil B and coil D, we have used 1200 pulses of cTBS at 3 pulses per burst, 20 ms
between pulses and 5 bursts per second. This protocol takes 80 seconds.
2. For coil B and coil D, we have used 1200 pulses of iTBS at 3 pulses per burst, 20 ms
between pulses and 5 bursts per second, repeated for 2 seconds ’ON’ and 8 seconds ’OFF’.
This protocol takes 400 seconds.
3. For coil D, we have used 600 pulses of cTBS at 3 pulses per burst, 20 ms between pulses
and 5 pulses per second. This protocol takes 40 seconds.
4. For coil D, we have used 600 pulses of iTBS at 3 pulses per burst, 20 ms between pulses
and 5 pulses per second, repeated for 2 seconds ’ON’ and 8 seconds ’OFF’. This protocol
takes 200 seconds.
There is a difference between coil B and coil D protocols. The 1200 pulse protocols were
applied first. Since no differences were observed with coil B, a decision was made not to apply
a 600 pulse protocol for this coil. This avoided unnecessary sacrificing of mice. However, with
coil D, since significant differences were observed with 1200 pulses, I also looked at the effect of
a shorter 600 pulse train.The 1200 pulse protocols were applied first. Since no differences were
observed with coil B, a decision was made not to apply a 600 pulse protocol for this coil. This
avoided unnecessary sacrificing of mice. However, with coil D, since significant differences were
observed with 1200 pulses, I also looked at the effect of a shorter 600 pulse train.
4.4.1 TMS circuit for in-vitro experiments
For these in vitro experiments, the gate voltage was provided by amplifying the output from an
Arduino Uno microcontroller with a non-inverting operational amplifier (LM741), which pro-
duces an amplified output signal. The Arduino allows for a programmable pulse sequence, for
example, cTBS and iTBS. The Arduino consists of both physical programmable circuit board
(often mentioned as microcontroller), having 14 digital input/output pins. It usually has a USB
connection, a power jack and a reset button. It also consists of Integrated Development Envi-
ronment (IDE) software that is used to write and upload computer code to the physical board.
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The gating of MOSFET was provided with 10 V pulses in cTBS or iTBS sequencies (described
in previous chapters), provided by the amplified output of an Arduino Uno microcontroller as
shown in Figure 4.1. The heating of these coils was measured with a temperature probe. The
temperature against time for 5 pulses per second at 50 V power supply was recorded. After 600
pulses (120 seconds) and after 1200 pulses (240 seconds) was recorded.
Figure 4.1: When the AUIRL3705N MOSFET (M) opens, the 220 µF capacitor C charges via 50 Ω
resistor R up to 50 V supply voltage When M closes, the capacitor C discharges through the coil L. The
gating of MOSFET M was provided with 10 V pulses in TBS (cTBS or iTBS) sequencies, provided by
the amplified output of an Arduino Uno microcontroller. Picture credit: Dr. Marcus Wilson (University
of Waikato.
4.4.2 In-vitro experiments
The mouse brain slice experiments used for this thesis were approved by the Animal Ethics
Committee at the University of Waikato (Hamilton, New Zealand). Dr. Logan J. Voss (Hospital
Scientist, Waikato District Health Board, Hamilton New Zealand) prepared the brain slices with
an experimental setup to carry out mouse brain slice experiments. To control interference and
electrical noise, these experiments were conducted in a Faraday shielded room. All experiments
were done at room temperature.
Mice used for these experiments were of both sexes with the genetic background C57. Their
age varied from 4 to 10 months old. They were raised up in a temperature-controlled room with
unlimited access to food and water. For iTBS experiments, 10 coronal brain slices from 5 mice,
usually 2 slices from each mouse were used and for cTBS experiments, 10 coronal brain slices
from 3 mice, usually 3 slices from each mouse were used. Firstly, carbon dioxide was used to
anesthetize the mice and then they were decapitated. Secondly, their brain was dissected and
stored in an ice-cold HEPES-buffered ’normal’ ACSF. The normal ACSF solution, as shown
in Table 4.1, was oxygenated with 95 percent oxygen (Perfect2 oxygen concentrator, Invacare,
New Zealand). Soon after, the farmost posterior and anterior coronal sections of the brain were
removed with a razor blade. The remaining brain, approximately between Bregma 1 and -5 mm,
was glued onto a metallic plate, placed into oxygenated ice-cold HEPES-buffered ‘normal’ ACSF,
and coronally sectioned into slices 400 microns thick (Vibratome, Campden Instruments Ltd.,
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United Kingdom). The pH level of all solutions was adjusted to 7.4 with 10 M sodium hydroxide.
Apart from HEPES (ITW Reagents, Spain) and sodium chloride (EMSURE, Denmark), the
ACSF ingredients were all obtained from Sigma (USA). The brain slices were sectioned, then
were shifted into oxygenated HEPES-buffered ‘zero-magnesium’ ACSF, as shown in Table 4.1
for a minimum 1-hour recovery at room temperature.
Following the minimal recovery period, one slice at a time was shifted to a submersion-style
perfusion bath (Kerr Scientific Instruments, New Zealand). The perfusion bath was continu-
ously filled with oxygenated ‘zero-magnesium’ ACSF by gravity-feed at a rate of 5 ml/min. The
coil was clamped above the perfusion bath where the slice was resting. A 75 micron diameter
silver/silver chloride (GoodFellow Ltd., United Kingdom) electrode was positioned in layer IV
of the mouse cortex as shown in Figure 4.5 to record spontaneous local field potential (LFP)
activity. The reference electrode (silver/silver chloride disc) was positioned in the ACSF distant
from the slice. The earth electrode was tied to the reference. The analog signal was recorded
through a headstage placed in close proximity to the slice preparation. The recorded signal was
then amplified 1000 times, low pass (300 Hz) and high pass (1 Hz) filtered (Model 3000 differ-
ential amplifier, A-M Systems, USA) and converted to a digital signal at 1 kHZ samples/second
(Power-lab, ADInstruments, Australia). Lastly, the amplified and filtered signal was saved for
later analysis. The temperature of the ACSF was monitored with a thermocouple probe. The
experimental set-up is shown in Figure 4.2 and as a block diagram Figure 4.3 and Figure 4.4.
Figure 4.2: An overview of experimental set-up for slice experiments.
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Figure 4.3: A general block diagram of experimental set-up for seizure-like events.
Figure 4.4: A general block diagram of electrical set-up for seizure-like events.
4.4 Methodology 69
Figure 4.5: (a) The slice with recording electrode in place. (b) The coil in position for TMS application
2 mm above the slice.
The spontaneous seizure-like events (SLEs) were analysed with respect to amplitude and
inter-event frequency. The amplitude of an SLE is defined as the maximum (peak) value of the
LFP minus the minimum (trough) value during the course of a single SLE. A simple example of a
single no-magnesium seizure-like event (SLE) is shown in Figure 4.6. The inter-event frequency
is defined as the number of events in a given time interval (in the case of this work, 10 minutes)
divided by the time interval. For each experiment, a total of 20 brain slices were used which were
typically taken from 5 mice, 10 slices were used for cTBS and 10 for iTBS experiments. Each
slice received both stimulation and sham treatments; half slices received stimulation first and half
received sham first. For stimulation, the coil was clamped 2 mm above the slice (touching the
slice perfusion fluid), whereas, for sham treatment the coil was clamped 20 mm above the slice
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and thus received much lower EM field strengths. For the stimulation-first slices, the timeline
consisted of 15 minutes baseline recording of SLEs, then 1200 pulses of TBS, either cTBS or
iTBS, then 30 minutes of SLE recording. This was followed by 1200 pulses of sham stimulation,
either cTBS or iTBS, and 30 more minutes of SLE recording. For the sham-first slices, the
timeline was the same, except that the order of sham and stimulation was reversed. Figure 4.7
parts (a) and (c) show these stimulation-first order for cTBS and iTBS respectively and parts
(b) and (d) shows the sham-first stimulation order for cTBS and iTBS respectively. The post-
stimulation and post-sham LFPs were analysed in three 10-minute segments, specifically 0-10
min, 10-20 min and 20-30 min after stimulation or sham. The average SLE amplitude and inter-
event frequency (events per minute) were computed in each segment and the relative changes
compared with the baseline were calculated. For the second stimulation in a protocol, i.e. the
sham stimulation of Figure 4.7 (a) and (c), or the cTBS and iTBS of Figure 4.7 (b) and (d)
respectively, the activity in the 10-minute segment immediately before the second stimulation
was used as the baseline.
Amplitude
Figure 4.6: A conventional example of an expanded view of a single no-magnesium seizure-like event
(SLE). The dotted line represents the amplitude in millivolts (mV) that defines the height of single SLE.
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Table 4.1: Solution Compositions
ACSF composition in (mM)
Normal Zero-Magnesium
Sodium chloride 130 130
Potassium chloride 2.5 5
Magnesium chloride 1 -
Calcium chloride 2 2
Sodium bicarbonate 2.5 2.5
HEPES 10 10
D-glucose 20 20
Figure 4.7: (a) For the cTBS experiments, activity from five slices was recorded for 15 minutes (baseline),
then the slice was subjected to 1200 pulses of cTBS. The activity was then recorded for 30 minutes, before
a sham stimulation and 30 minutes recording. (b) Also for cTBS, five more slices were stimulated as for
(a), but with the order of cTBS and sham stimulation reversed. (c) and (d) For the iTBS experiments,
the timeline was as for cTBS, except that the cTBS stimulation was replaced with iTBS. Five slices were
stimulated with iTBS first, and another five with sham first.
4.5 Results
4.5.1 TBS protocols with 1200 pulses
cTBS protocol
Relative change in amplitudes and frequencies for Coil B and coil D
For each experiment, we applied a 2-way repeated measures ANOVA (RMANOVA) to test for
changes due to treatment group (TBS or sham) and time. Where changes were statistically
significant, we applied post-hoc t-tests to the distributions for the TBS and sham groups. The
cut-off p-value for application of post-hoc t-test to the distributions are calculated as 0.017 with
the Bonferroni correction for 3 comparisons. The p-value calculated from Bonferroni correction
is the chosen p-value for rejecting the null hypothesis i.e p = 0.05 divided by the number of
periods (3 time periods).
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For cTBS protocols, Figure 4.8 shows the relative change in amplitudes and Figure 4.9
shows the relative change in frequencies from the baseline after cTBS and sham stimulation
for periods 0–10 min, 10–20 min and 20–30 min after stimulation. Table 4.2 and Table 4.3
shows the three p-values for treatment group, time group and both treatment-group and time
interaction for relative change in cTBS amplitudes and frequencies of coil B and coil D. For coil
B and D amplitudes, no statistical difference is found for either of these groups. For changes
in frequency, no statistical significance is found for coil B, but for coil D, a significant effect in
treatment group and treatment-time group has been obtained but no effect on time group.
(a)
(b)
Figure 4.8: (a) the relative change in SLE amplitude after cTBS and sham stimulation for 0-10 min,
10-20 min and 20-30 min after stimulation for coil B. (b) the relative change in SLE amplitude after cTBS
and sham stimulation for 0-10 min, 10-20 min and 20-30 min after stimulation for coil D. The fourth plot
in (a) and (b) shows the response of the various individual slices; black denotes cTBS stimulation and
blue sham.
Table 4.2: p-values for relative change in cTBS amplitudes of coil B and coil D for different groups, for
1200 pulses.
TMS Coils treatment time treatment-time
Coil B 0.4920 0.8280 0.1926




Figure 4.9: (a) the relative change in SLE frequency after cTBS and sham stimulation for 0-10 min,
10-20 min and 20-30 min after stimulation for coil B. (b) the relative change in SLE frequency after cTBS
and sham stimulation for 0-10 min, 10-20 min and 20-30 min after stimulation for coil D. The fourth plot
in (a) and (b) shows the response of the various individual slices; black denotes cTBS stimulation and
blue sham.
Table 4.3: p-values for relative change in cTBS frequencies of coil B and coil D for different groups, for
1200 pulses.
TMS Coils treatment time treatment-time
Coil B 0.6707 0.2833 0.8811
Coil D 0.0053 0.0240 0.0186
iTBS protocol
Relative change in amplitudes and frequencies for Coil B and coil D
For iTBS protocols, Figure 4.10 shows the relative change in amplitudes and Figure 4.11 shows
the relative change in frequencies from the baseline after iTBS and sham stimulation for periods
0–10 min, 10–20 min and 20–30 min after stimulation. For statistical analysis of each SLE
experiment, a 2-way repeated measures ANOVA (RMANOVA) was applied to test for changes
due to treatment group (TBS or sham) and time. Table 4.4 and Table 4.5 shows the three
p-values for treatment group, time group and both treatment-group and time interaction for
74 Using Seizure-like-Events to measure mouse coil performance
relative change in cTBS amplitudes and frequencies of coil B and coil D. For coil B and D
amplitudes, no statistical difference is found for either of these groups. For changes in frequency,
no statistical significance is found for coil B, but for coil D, a significant effect in treatment group
and treatment-time group has been obtained but no effect on time group.
(a)
(b)
Figure 4.10: (a) the relative change in SLE amplitude after iTBS and sham stimulation for 0-10 min,
10-20 min and 20-30 min after stimulation for coil B. (b) the relative change in SLE amplitude after iTBS
and sham stimulation for 0-10 min, 10-20 min and 20-30 min after stimulation for coil D. The fourth plot
in (a) and (b) shows the response of the various individual slices; black denotes iTBS stimulation and
blue sham.
Table 4.4: p-values for relative change in iTBS amplitudes of coil B and coil D for different groups, for
1200 pulses.
TMS Coils treatment time treatment-time
Coil B 0.4420 0.2234 0.2886
Coil D 0.06 0.47 0.3573
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(a)
(b)
Figure 4.11: (a) the relative change in SLE frequency after iTBS and sham stimulation for 0-10 min,
10-20 min and 20-30 min after stimulation for coil B. (b) the relative change in SLE frequency after iTBS
and sham stimulation for 0-10 min, 10-20 min and 20-30 min after stimulation for coil D. The fourth plot
in (a) and (b) shows the response of the various individual slices; black denotes iTBS stimulation and
blue sham.
Table 4.5: p-values for relative change in iTBS frequencies of coil B and coil D for different groups, for
1200 pulses.
TMS Coils treatment time treatment-time
Coil B 0.7224 0.2555 0.3908
Coil D 0.0009 0.098 0.0343
4.6 600 TBS pulses with coil D
The SLE measurements have been repeated for 600 pulses of cTBS (40 seconds) and iTBS (200
seconds) bursts per second. This protocol with 600 pulses, commonly used in literature, have
been used to see if the changes could happen with fewer pulses.
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cTBS protocol
Relative change in amplitudes and frequencies
Figure 4.12 shows the relative change in amplitude and frequency from the baseline after cTBS
and sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation.From
Table 4.6 and Table 4.7, no statistical significance is found for either treatment group, time
group or combined treatment-time groups.
(a)
(b)
Figure 4.12: (a) the relative change in SLE amplitude after cTBS and sham stimulation for 0-10 min,
10-20 min and 20-30 min after stimulation. (b) the relative change in SLE frequency after cTBS and
sham stimulation for 0-10 min, 10-20 min and 20-30 min after stimulation. The fourth plot in both (a)
and (b) shows the response of the various individual slices; black denotes cTBS stimulation and blue
sham.
Table 4.6: p-values for relative change in cTBS amplitudes with 600 pulses of coil D for different groups.
TMS Coils treatment time treatment-time
Coil D 0.7688 0.178 0.5540
iTBS protocol
Relative change in amplitudes and frequencies
Figure 4.13 shows the relative change in amplitude and frequency from the baseline after iTBS
and sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation. From
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Table 4.7: p-values for relative change in cTBS frequencies with 600 pulses of coil D for different groups.
TMS Coils treatment time treatment-time
Coil D 0.2809 0.4945 0.3558
Table 4.8 and Table 4.9, no statistical significance is found for either treatment group, time
group or treatment-time groups.
(a)
(b)
Figure 4.13: (a) the relative change in SLE amplitude after iTBS and sham stimulation for 0-10 min,
10-20 min and 20-30 min after stimulation. (b) the relative change in SLE frequency after iTBS and sham
stimulation for 0-10 min, 10-20 min and 20-30 min after stimulation. The fourth plot in both (a) and (b)
shows the response of the various individual slices; black denotes iTBS stimulation and blue sham.
Table 4.8: p-values for relative change in iTBS amplitudes with 600 pulses of coil D for different groups.
TMS Coils treatment time treatment-time
Coil D 0.3040 0.8804 0.4062
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Table 4.9: p-values for relative change in iTBS frequencies with 600 pulses of coil D for different groups.
TMS Coils treatment time treatment-time
Coil D 0.0277 0.4183 0.4825
4.7 Potentiation at 20 Hz
After the discovery of long-term potentiation (LTP), Bliss et. al showed that it could serve as a
memory mechanism, given the conditions that seemed necessary to induce the effect. After the
discovery of TBS, Larson et. al described its significance by showing the patterns of neuronal
firing occurred spontaneously during behavior and if appropriately timed, can induce LTP. LTP
consists of induction events that are transient and very brief (less than 1 millisecond) [22,113,114]
The synaptic plasticity with long-term increase or decrease in the efficiency of synaptic
transmission has been used as a cellular model of memory and learning [21, 130]. The synaptic
transmission is usually increased by high frequency stimulation, known as long-term potentiation
(LTP), whereas, the long-term depression (LTD) is usually decreased by low frequency stimu-
lation. Chen et. al [29] demonstrated that the largest level of LTP was found approximately at
20 Hz in rat hippocampal slices.
Significance of protocol of producing potentiation at 20 Hz
Given the difficulty of getting LTP/LTD out of iTBS and cTBS protocols, a protocol to produce
potentiation at 20 Hz has been applied that is known to give strong potentiation in slices.
To produce potentiation, a repetitive protocol consisting of single pulses applied 20 times
per second has been applied, for a total of 1200 pulses. For this experiment, 9 coronal brain
slices from 5 mice, usually 2 slices from each mice were used. The 20 Hz repetitive stimulation
protocol have been used to see if any significant difference is found to produce potentiation.
From Table 4.10 and Table 4.11 , no statistical significance is found for either treatment group,
time group or treatment-time groups.
This is a surprising result, given that the 1200 pulse cTBS and iTBS protocols with coil D
showed clear changes in SLE frequency. It may indicate that the fields are overall still weak.
Table 4.10: p-values for relative change in 20 Hz protocol amplitudes of coil D for different groups.
TMS Coils treatment time treatment-time
Coil D 0.5374 0.1294 0.9911
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Table 4.11: p-values for relative change in 20 Hz protocol frequencies of coil D for different groups.
TMS Coils treatment time treatment-time
Coil D 0.6678 0.8045 0.9665
4.8 Heating of coils during SLE experiments
After observing a significant change in mouse brain slice activity with coil D, a temperature
experiment was also conducted to see the heating of the coil. It is to be noted that the tem-
perature measurements are taken specifically for TBS (cTBS and iTBS) with 1200 pulses. This
experiment was different from the standard heating experiment while conducting B-field and
E-field experiments. The heating of the coil D was monitored for the case of the coil in air (i.e.
not applied to the slice). However, no heating experiment has been conducted using coil D for
TBS (cTBS and iTBS) with 600 pulses. This is because we have not seen any significant change
in mouse brain slice experiments.
For iTBS, the temperature of the coil D rose by 10 ◦C after 1200 pulses at 50 V power supply
at room temperature of 22 ◦C. For cTBS, the temperature of the coil rose by 20 ◦C after 1200
at 50 V power supply at room temperature of 22 ◦C. The temperature of the slice perfusion
fluid have also been recorded during the experiments. It rose by just 0.2 ◦C after stimulation
with 1200 pulses of cTBS (the same rise was also recorded after 1200 pulses of iTBS) with a
background room temperature of 24.0 ◦C. To test whether this increase in temperature affected
SLE activity, Dr. Logan Voss has independently measured SLE activity in a slice before and
after raising the fluid temperature by 0.3 ◦C through gentle heating. There was no change
in SLE activity (results not shown) which suggests that any changes in SLE activity due to
temperature change in this experiment are likely to be insignificant.
For the above mentioned mouse coils to be suitable for in vivo experiments, there would
need to be either cooling of the coil (e.g. through a heat sink) or thermal insulation to prevent
conduction of heat from the coil to the head of the mouse. However, its application to experi-
ments in vitro is still possible because of the removal of heat from the brain slice through forced
convection by the ACSF.
4.9 Coil Modelling for SLE experiments
Figure 4.14 and Figure 4.15 show the results of modelling with COMSOL Multiphysics for the B-
field and E-field respectively, for 50 V supply 2 mm below the coil. In Figure 4.14, the left white
outline shows the powdered core geometry and the right white outline shows the coil geometry
as described in Figure 3.31. The lines of B-field are shown, together with the magnitude of the
B-field with a colour scale. The position of the recording electrode is shown by the black vertical
line, 2 mm below the coil and 4 mm from the axis of the coil. Figure 4.14 shows a plot for the
B-field. The modelled B-field at this position is around 240 mT in magnitude. Figure 4.15,
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shows a similar plot for the E-field. The magnitude of the E-field 2 mm below the slice and 4
mm from the axis is around 7 V/m.
Figure 4.14: A copy of Figure 3.36. The B-field modelled with COMSOL Multiphysics using 2-D axial
symmetry for coil D, at 50 V supply 2 mm below the coil. The black line shows the recording electrode
positioning in the slice. The lines of B-field, with magnitude indicated by the colour scale, in Tesla. The
geometry of the core and coil are shown with the white outline. The horizontal axis is distance from the
coil’s axis in mm and the vertical axis is the distance in mm along axis from the base of the coil.
Figure 4.15: A copy of Figure 3.38. The E-field modelled with COMSOL Multiphysics using 2-D axial
symmetry for coil D, at 50 V supply 2 mm below the coil. The black line shows the recording electrode
positioning in the slice. The lines of B-field, with magnitude indicated by the colour scale, in Tesla. The
geometry of the core and coil are shown with the white outline. The horizontal axis is distance from the
coil’s axis in mm and the vertical axis is the distance in mm along axis from the base of the coil.
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4.10 Discussion
We have used 50- turn powdered iron coils (cylindrical and tapered). It is to be noted that
50-turn cylindrical coil has been modified in to a tapered design to produce strong B-field and
E-field strengths. Although, the E-field strengths of tapered coil (coil D) are lower than coil B
and coil C (cylindrical coil), the E-field is possibly more focused and has the ability to produce
a slight change in mouse brain activity. Coil C has not been tried to use for mice experiments.
The 50-turn cylindrical coil (coil B) was used to measure the SLE activity in mouse cortex
due to its stronger electromagnetic field strengths than coil A. We used coil B with 1200 TBS
pulses (cTBS and iTBS), but no significant difference has been found before and after the TMS.
Then, coil D has been implemented for slice experiments. It is to be emphasized that to see a
change in vitro, I have needed to use 1200 pulses with the strongest and focused coil (coil D)
as compared to other coils. The 1200 pulses of TBS (cTBS and iTBS) on the coil have been
implemented and I have found a statistically significant difference before and after TMS. Then,
a conventional method of 600 pulses of TBS (cTBS and iTBS) has been implemented on the
tapered coil (coil D) to see if there is any change before and after the TMS. I have found no
significant difference in cTBS amplitudes and frequency with 600 pulses, however, an indication
of an increase has been seen in iTBS frequency with 600 pulses, though the increase is not
quite statistically significant. No change has been found in iTBS amplitudes with 600 pulses.
A problem with implementing these experiments is the positioning of the coil and recording
electrodes. To see the local effect of stimulation, one would want the recording electrode to be
located in a region of maximum E-field. To achieve a better situation, more advanced set-ups
might be required. This might also be the reason why no changes were seen with a 20 Hz
repetitive protocol, which is known to cause LTP in slices. Ideally, to see a greater amount
of change the recording electrode should be at the same place where the coil is as shown in
Figure 4.16 but practically thats not the case. However, the practicalities of the set-up of
Figure 4.3 meant that the recording electrode was located approximately 4 mm from the axis
of the coil as shown from modelled B and E-field plots, shown in Figure 4.14 and Figure 4.15.
Figure 4.16: To see a greater amount of change, the recording electrode should be at the same place of
stimulation where the coil is, but practically due to the coil size, the recording electrode was stimulating
the other side of brain slice and the coil is stimulating the other side of the brain slice.
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Despite weaker electromagnetic fields than in human case, we have demonstrated that coil
D with 1200 pulses is sufficient to cause biophysical changes in a brain slice over a time scale
of 20 minutes when applied as cTBS or iTBS. The cTBS resulted in a decrease in frequency
of SLE activity, whereas iTBS had an opposite effect. However, responses are highly variable
between slices. The results achieved with tapered coil are broadly consistent with the canonical
decrease and increase in excitability following human cTBS and iTBS respectively [90, 201],
although significant effects in our measurements were limited to 20 minutes after stimulation.
However, as comparison to human case, the effects due to repetitive transcranial magnetic
stimulation (rTMS) rarely last longer than 30 minutes [89]. While our method measures the
local field potential due to spontaneous activity, the mechanisms are likely to be similar to
those in humans [125]. Zero-magnesium SLE activity in cortical slices is NMDA-based [10]
and lowering ACSF magnesium levels facilitates generation of LTP via an NMDA-dependent
process in hippocampal [87] and neocortical [195] slices, so, while the experimental procedure
has not been designed to test particular mechanisms of action of the coil on the brain tissue, it
demonstrates that the fields are sufficient to achieve changes in the brain on the scale of several
minutes. More discriminating experimental methods to assess plasticity and excitability of the
cortex or other brain areas could be implemented [19,203]. Following is summary table of TBS
(cTBS and iTBS) using coil B and coil D with 600 and 1200 pulses, where Nil is representing
that no experiment is done for that particular case as mentioned above.
Table 4.12: Relative change in cTBS and iTBS amplitudes of coil B and coil D with 600 and 1200
pulses respectively.
cTBS iTBS
600 1200 600 1200
Coil B - No change - No change
Coil D No change No change No change No change
Table 4.13: Relative change in cTBS and iTBS frequencies of coil B and coil D with 600 and 1200 pulses
respectively. shows an indications of an increase and that the iTBS frequency with 600 pulses are not
quite statistically significant, shows that cTBS frequency decreased up to 20 minutes post stimulation
and shows that iTBS frequency increased upto 20 minutes post stimulation.
cTBS iTBS
600 1200 600 1200
Coil B - No change - No change
Coil D No change Decreased increased Increased
Chapter 5
Evoked Potentials
An evoked potential is an electrical potential recorded from a specific part of the brain following
a specific electrical stimulation. TMS evoked potentials (TEPs) are a series of time-locked peaks
and troughs of brain EEG recordings generated in response to a single TMS pulse [95]. They are
sensitive to TMS parameters such as intensity of stimulus and pulse shape of stimulation [27].
They depend on the cortical site stimulated, differ depending on the changes in cortical properties
and brain disorders [27, 28, 181]. Although TMS induced evoked potentials have become a
powerful emerging technique in brain stimulation, the physiological properties such as size,
shape and distribution of TEPs are not clear. The effectiveness of rTMS in humans is typically
measured by stimulating the motor cortex with single pulses of TMS non-invasively, before
and after rTMS and recording the motor evoked potential (MEP) using electromyography from
target muscles [48,97,204]. After rTMS protocols, the change in the amplitude of MEP provides
a measure of change in excitablity of the polysynaptic neural pathway that drops from the motor
cortex to the target muscles [56,73,89]. rTMS in human cortex can induce a long-lasting change
in cortico-spinal excitability [81,107].
rTMS protocols in animal models are focused on cellular and molecular neuroplastic change
rather than MEP modulation [63, 140, 232]. This perspective offers researchers to observe and
detect the direct effects of rTMS on neurons and helps them to understand the mechanisms
through which rTMS effects on these stimulated neurons [204]. For example, Makowiecki et
al. [128] applied low-intensity rTMS to modulate visual evoked potentials in adult mice. They
showed that neural activity and degree of co-ordination in cortical population activity interacts
with low-intensity rTMS to modulate excitability in a context dependent manner. Tang et
al. [206] demonstrated that low-intensity rTMS can modulate skilled motor learning that depends
on the timing of intervention, but the molecular basis for these effects are not clear. By applying
TBS to the motor cortex in animals, one can induce LTP and LTD and modulate cortical
excitability [88, 91, 210]. According to previous animal studies, the standard cTBS protocol
depresses the cortical excitability [49,91] and iTBS increases the cortical excitability [91,202].
The brain slice preparation in vitro is a useful technique to investigate the physiology and
mechanism of brain neuronal networks. It is also useful in interpreting the mechanisms of
in vitro evoked potentials. Electrically evoked potentials have been measured for this thesis
to measure the electrical activity in mouse brain slice. This will be discussed in detail in later
sections of this chapter. The evoked potential amplitudes generated from elctrical stimulus are
recorded within a range from less than a microvolt to several microvolts. These low intensity
signals are susceptible to electrical noise. Therefore, signal averaging is required to improve the
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signal-to-noise ratio. In this thesis, we averaged over many such evoked potentials in order to
resolve the average response. Evoked potentials give a more direct way to investigate plasticity
and excitability mechanisms within the brain than the seizure-like events discussed in Chapter
4.
5.1 In-vitro experiments
Mice used for these experiments were of both sexes with the genetic background C57 (same as
used in SLE experiments) were approved by the University of Waikato Animal Ethics Committee.
Their age varied from 4 to 10 months old. For both cTBS and iTBS experiments, 9 coronal brain
slices from 5 mice were used, usually 2 slices from each mouse. Firstly, Carbon dioxide were
used to anesthetize the mice and then they were decapitated. Once their brain were dissected,
they were placed immediately in an ice-cold HEPES-buffered ‘normal’ ACSF with 95 percent
oxygen (Perfect2 oxygen concentrator, Invacare, New Zealand) and 5 percent carbon dioxide.
Soon after, the farmost posterior and anterior coronal sections of the brain were removed with
a razor blade. The remaining brain, approximately between Bregma 1 and −5 mm, was glued
onto a metallic plate, placed into oxygenated ice-cold HEPES-buffered ‘normal’ ACSF, and
coronally sectioned into slices 400 microns thick (Vibratome, Campden Instruments Ltd., United
Kingdom). The pH level of all solutions was adjusted to 7.4 with 10 M sodium hydroxide. Apart
from HEPES (ITW Reagents, Spain) and sodium chloride (EMSURE, Denmark), the ACSF
ingredients were all obtained from Sigma (USA). The brain slices were sectioned and they were
shifted into oxygenated HEPES-buffered ‘normal’ ACSF, for a minimum 1-hour recovery at
room temperature before recording. Following the minimal recovery period, one slice at a time
was shifted in a submersion-style perfusion bath (Kerr Scientific Instruments, New Zealand).
The perfusion bath was continuously filled with oxygenated ‘normal’ ACSF by gravity-feed at
a rate of 5 ml/min. The brain slices were submerged and maintained at room temperature. It
is to be noted that all evoked potential experiments were done at room temperature of 22 ◦C.
The temperature measurements will be explained in the next sections of this Chapter.
The coil was clamped above the perfusion bath where the slice was resting. To record
evoked potentials, the brain slices were stimulated with constant current of 100 microseconds
square-wave pulses delivered at 0.2 Hz (DS3, Digitimeter Ltd, Welwyn Garden City, UK). A 75
micron diameter having 0.5 mm seperation parallel bipolar tungsten electrode (FHC, Bowdoin,
U.S.A) was positioned in the subcortical white matter. To record an evoked potential, the
current amplitude was adjusted within a range of 300–900 microAmperes. A 75 micron diameter
silver/silver chloride (GoodFellow Ltd., United Kingdom) electrode was positioned in layer IV
of the mouse cortex as shown in Figure 5.1. An Ag/AgCl disc electrode was used in bath
as a reference electrode. The analog signal was recorded through a headstage placed in close
proximity to the slice preparation. The recorded signal was then amplified 1000 times, low
pass (10kHz) and high pass (1 Hz) filtered (Model 3000 differential amplifier, A-M Systems,
USA) and converted to a digital signal at 10 kHz samples/second (Power-lab, ADInstruments,
Australia). Lastly, the amplified and filtered signal was saved for later analysis. The temperature
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of the ACSF was monitored with a thermocouple probe. The block diagrams for setup used for
generating electrically evoked potential experiments is shown in Figure 5.2 and Figure 5.3.
(a)
(b)
Figure 5.1: (a) The slice with recording electrode and stimulating electrodes are all close together and
in place. (b) The coil in position for TMS application 2 mm above the slice.
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Figure 5.2: A general block diagram of experimental set-up for evoked potentials.
Figure 5.3: The block diagram of electrical set-up for generating electrically evoked experiments.
5.2 Methodology
The following TBS protocols have been used to measure the impact of stimulation on evoked
potentials as shown in on mouse brain using coil D, as follows;
1. 1200 pulses of cTBS at 3 pulses per burst, 20 ms between pulses and 5 bursts per second.
This protocol takes 80 seconds.
2. 1200 pulses of iTBS at 3 pulses per burst, 20 ms between pulses and 5 bursts per second,
repeated for 2 seconds ‘ON’ and 8 seconds ‘OFF’. This protocol takes 400 seconds.
Several brain slices have been tried and rejected due to weak or sometimes no-biological
responses (failed events). A selection of total 18 healthy brain slices with ‘good’ biological
responses (no-failed events) were used which were typically taken from 5 mice, 9 slices were
used for cTBS and 9 for iTBS experiments. Each slice received both stimulation and sham
treatments; half slices received stimulation first and half received sham first. For stimulation,
the coil was clamped 2 mm above the slice (touching the slice perfusion fluid), whereas, for sham
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treatment the coil was clamped 20 mm above the slice and thus received much lower EM field
strengths. For the stimulation-first slices, the timeline consisted of 15 minutes baseline recording
of SLEs, then 1200 pulses of TBS, either cTBS or iTBS, then 30 minutes of electrical evoked
potential recording. This was followed by 1200 pulses of sham stimulation, either cTBS or
iTBS, and 30 more minutes of evoked potential recording. For the sham-first slices, the timeline
was the same, except that the order of sham and stimulation was reversed. The protocols
used for evoked potentials experiments are same as used for SLE experiments as shown in
Figure 5.4; parts (a) and (c) show these stimulation-first order for cTBS and iTBS respectively
and parts (b) and (d) shows the sham-first stimulation order for cTBS and iTBS respectively.
The post-stimulation and post-sham electrically evoked potentials were analysed in three 10-
minute segments, specifically 0-10 min, 10-20 min and 20-30 min after stimulation or sham. The
EP data was analyzed by using the length of the time period. Each period was 10 minutes long,
and we had an evoked potential every 10 seconds, that’s 60 evoked potentials in each period. The
average evoked potential amplitude (microvolts) were then computed. After that, the relative
changes in peak-to peak amplitudes compared with the baseline were calculated. For the second
stimulation in a protocol, i.e. the sham stimulation of Figure 5.4 (a) and (c), or the cTBS and
iTBS of Figure 5.4 (b) and (d) respectively, the activity in the 10-minute segment immediately
before the second stimulation was used as the baseline.
EEP recordingEEP recording cTBS EEP recording(a)
EEP recording EEP recording EEP recording(b) cTBS
sham
sham
EEP recording EEP recording EEP recording(c) iTBS sham
EEP recording EEP recording EEP recording(d) iTBSsham
Figure 5.4: (a) For the cTBS experiments, activity from five slices was recorded for 15 minutes (baseline),
then the slice was subjected to 1200 pulses of cTBS. The activity was then recorded for 30 minutes, before
a sham stimulation and 30 minutes recording. (b) Also for cTBS, four more slices were stimulated as for
(a), but with the order of cTBS and sham stimulation reversed. (c) and (d) For the iTBS experiments,
the timeline was as for cTBS, except that the cTBS stimulation was replaced with iTBS. Five slices were
stimulated with iTBS first, and another four with sham first.
5.3 Data Analysis
Figure 5.5 is an averaged peak resulted from 60 evoked potentials in each each 10 minute segment.
The peak-to-peak amplitudes were then identified. The arrows shows the stimulus artifact peak
(P1N1 and N1P2). The following sections describe how the evoked potentials in the mouse brain
slice in vitro changes after theta-burst stimulation. The P2-N2 was either not always present
or could not be resolved reliably from the stimulus artifact. This was because all 18 brain slices
were different from each other. Hence, Figure 5.5 is an example of averaged peak taken from one
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of the 18 slices. The amplitude of the wave P3 was analysed from the voltage from N2 trough
to peak P3. The P3-N3 wave was used as the basis for analysis of biological response in brain
slice. Figure 5.6 represents a P3-N3 gradient. The interpretation of changes in amplitude of
peak (P3N3) can be complicated by long polysynaptic components, but the gradient is likely to
be a more robust measure of response [19]. The maximum gradient was found by numerically
differentiating the voltage response and smoothing by averaging over a rolling 1 millisecond
window. Finally, the most negative value (maximum gradient) was calculated in the 11.5–15
millisecond range.
150 microVolts
Figure 5.5: It shows a compressed time view of the entire evoked response. The stimulus artifact peak
extends downwards beyond the scale of this plot. The downward arrow shows the time of electrical
stimulation. The P3-N3 wave was used as the basis for analysis of biological response in brain slice as








Figure 5.6: The P3-N3 gradient was calculated as the maximum gradient between peak P3 and N3
trough.
5.4 Results
5.4.1 Analysis of peak-to-peak amplitude for cTBS
For each experiment, we applied a 2-way repeated measures ANOVA (RMANOVA) to test for
changes due to treatment group (TBS or sham) and time. Where changes were statistically
significant, we applied post-hoc t-tests to the distributions for the TBS and sham groups. The
cut-off p-value for application of post-hoc t-test to the distributions are calculated as 0.017 with
the Bonferroni correction for 3 comparisons.
P2N2 amplitude
The Figure 5.7 shows the relative change in P2N2 amplitude from the baseline after cTBS and
sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation. Table 5.1
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shows the three p-values for treatment group, time group and both treatment-group and time in-
teraction for relative change in P2N2 cTBS amplitude. For coil D P2N2 amplitude, no statistical
difference is found for either of these groups.
Figure 5.7: Relative change in cTBS P2N2 amplitudes of coil D for different groups, for 1200 pulses.
Table 5.1: p-values for relative change in cTBS amplitudes of P2N2 analysis coil D for different groups,
for 1200 pulses.
TMS Coil treatment time treatment-time
Coil D 0.6216 0.8518 0.3672
N2P3 amplitude
The Figure 5.8 shows the relative change in N2P3 amplitude from the baseline after cTBS and
sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation. Table 5.2
shows the three p-values for treatment group, time group and both treatment-group and time in-
teraction for relative change in N2P3 cTBS amplitude. For coil D N2P3 amplitude, no statistical
difference is found for either of these groups.
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Figure 5.8: Relative change in cTBS N2P3 amplitudes of coil D for different groups, for 1200 pulses.
Table 5.2: p-values for relative change in cTBS amplitudes of N2P3 analysis coil D for different groups,
for 1200 pulses.
TMS Coil treatment time treatment-time
Coil D 0.3014 0.3407 0.6628
P3N3 amplitude
The Figure 5.9 shows the relative change in P3N3 amplitude from the baseline after cTBS and
sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation. Table 5.3
shows the three p-values for treatment group, time group and both treatment-group and time in-
teraction for relative change in P3N3 cTBS amplitude. For coil D P3N3 amplitude, no statistical
difference is found for either of these groups.
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Figure 5.9: Relative change in cTBS P3N3 amplitudes of coil D for different groups, for 1200 pulses.
Table 5.3: p-values for relative change in cTBS amplitudes of P3N3 analysis coil D for different groups,
for 1200 pulses.
TMS Coil treatment time treatment-time
Coil D 0.0783 0.8557 0.3091
5.4.2 Analysis of peak-to-peak amplitude for iTBS
P2N2 amplitude
The Figure 5.10 shows the relative change in P2N2 amplitude from the baseline after iTBS
and sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation. Ta-
ble 5.4 shows the three p-values for treatment group, time group and both treatment-group and
time interaction for relative change in P2N2 cTBS amplitude. For coil D P2N2 amplitude, no
statistical difference is found for any of these groups.
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Figure 5.10: Relative change in iTBS P2N2 amplitudes of coil D for different groups, for 1200 pulses.
Table 5.4: p-values for relative change in iTBS amplitudes of P2N2 analysis coil D for different groups,
for 1200 pulses.
TMS Coil treatment time treatment-time
Coil D 0.6063 0.3054 0.2699
N2P3 amplitude
The Figure 5.11 shows the relative change in N2P3 amplitude from the baseline after iTBS
and sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation. Ta-
ble 5.5 shows the three p-values for treatment group, time group and both treatment-group and
time interaction for relative change in N2P3 cTBS amplitude. For coil D N2P3 amplitude, no
statistical difference is found for any of these groups.
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Figure 5.11: Relative change in iTBS N2P3 amplitudes of coil D for different groups, for 1200 pulses.
Table 5.5: p-values for relative change in iTBS amplitudes of N2P3 analysis coil D for different groups,
for 1200 pulses.
TMS Coil treatment time treatment-time
Coil D 0.2292 0.2075 0.2372
P3N3 amplitude
The Figure 5.12 shows the relative change in P3N3 amplitude from the baseline after iTBS and
sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation. Table 5.6
shows the three p-values for treatment group, time group and both treatment-group and time in-
teraction for relative change in P3N3 iTBS amplitude. For coil D P3N3 amplitude, no statistical
difference is found for any of these groups.
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Figure 5.12: Relative change in iTBS P3N3 amplitudes of coil D for different groups, for 1200 pulses.
Table 5.6: p-values for relative change in iTBS amplitudes of P3N3 analysis coil D for different groups,
for 1200 pulses.
TMS Coil treatment time treatment-time
Coil D 0.0714 0.2871 0.4066
5.5 Analysis of gradient of P3N3 transition
In addition to the amplitude analysis, the gradient of the P3N3 transition was also analyzed.
The gradient has been used in other research to analyse evoked potentials [204].
5.5.1 Gradient of P3N3 with cTBS
The Figure 5.13 shows the relative change in gradient of the P3N3 transition from the base-
line after cTBS and sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after
stimulation. Table 5.7 shows the three p-values for treatment group, time group and both
treatment-group and time interaction for relative change in P3N3 gradient after cTBS. For coil
D P3N3 gradient after cTBS, no statistical significance is found for any of these groups.
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Figure 5.13: Relative change in cTBS P3N3 gradient of coil D for different groups, for 1200 pulses.
Table 5.7: p-values for relative change in cTBS P3N3 gradient for coil D for different groups, for 1200
pulses.
TMS Coil treatment time treatment-time
Coil D 0.0613 0.2581 0.7753
5.5.2 Gradient of P3N3 with iTBS
The Figure 5.14 shows the relative change in gradient of P3N3 amplitude from the baseline after
iTBS and sham stimulation for periods 0–10 min, 10–20 min and 20–30 min after stimulation.
Table 5.8 shows the three p-values for treatment group, time group and both treatment-group
and time interaction for relative change in P3N3 gradient after iTBS. For coil D, P3N3 gradient
after iTBS, no statistical difference is found for either of these groups.
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Figure 5.14: Relative change in iTBS P3N3 frequencies of coil D for different groups, for 1200 pulses.
Table 5.8: p-values for relative change in iTBS P3N3 gradient for coil D for different groups, for 1200
pulses.
TMS Coil treatment time treatment-time
Coil D 0.0766 0.2981 0.9649
5.6 Heating of coil D during evoked potential experiments
Before doing evoked potential experiments, heating of the coil was measured as in the case of
SLE experiments. It is to be noted that the temperature measurements are taken specifically
for TBS (cTBS and iTBS) with 1200 pulses.
For iTBS, the temperature of the coil D rose by 10.2 ◦C after 1200 pulses at 50 V power
supply at a room temperature of 22.2 ◦C. For cTBS, the temperature of the coil rose by 20.2
◦C after 1200 at 50 V power supply at room temperature of 22.0 ◦C. The temperature of the
slice perfusion fluid has also been recorded during the experiments. It rose by around 0.2 ◦C
(the same as in SLE experiment of Chapter 4) after stimulation with 1200 pulses of cTBS (the
same rise was also recorded after 1200 pulses of iTBS) with a background room temperature of
24.0 degrees Celsius. This implies that it is unlikely that coil heating has caused any substantial
changes to the electrical response of the slice.
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5.7 Coil Modelling for TMS evoked potential experiments
Figure 5.15 and Figure 5.16 show the results of modelling with COMSOL Multiphysics for the B-
field and E-field respectively, for 50 V supply 2 mm below the coil. In Figure 5.15, the left white
outline shows the powdered core geometry and the right white outline shows the coil geometry
as described in Figure 3.31. The lines of B-field are shown, together with the magnitude of the
B-field with a colour scale. The recording electrode was 2 mm below the coil and displaced 8 mm
from the axis; the stimulation electrode was 2 mm below the coil and 9 mm from the axis. These
positions are shown by the two vertical black lines in the figure. Figure 5.15 shows the plot for
B-field. The B-field at the recording electrode was around 100 mT in magnitude. Figure 5.16
shows the plot of the E-field, The E-field modeled at the recording electrode is around 5 V/m
and 4.8 V/m respectively.
Figure 5.15: A copy of Figure 3.36. The B-field modelled with COMSOL Multiphysics using 2-D
axial symmetry for coil D, at 50 V supply 2 mm below the coil. The black lines shows the recording
electrode (left line) positioning and stimulating electrodes (right line) in the slice. The lines of B-field,
with magnitude indicated by the colour scale, in Tesla. The geometry of the core and coil are shown with
the white outline. The horizontal axis is distance from the coil’s axis in mm and the vertical axis is the
distance in mm along axis from the base of the coil.
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Figure 5.16: A copy of Figure 3.38. The E-field modelled with COMSOL Multiphysics using 2-D
axial symmetry for coil D, at 50 V supply 2 mm below the coil. The black lines shows the recording
electrode positioning (left line) and stimulating electrodes (right line) in the slice. The lines of E-field,
with magnitude indicated by the colour scale, in Volts per meter. The geometry of the core and coil are
shown with the white outline. The horizontal axis is distance from the coil’s axis in mm and the vertical
axis is the distance in mm along axis from the base of the coil.
5.8 Discussion
The coil D has been implemented for evoked potential experiments because it gave statistically
significant results for the SLE experiments. For evoked potential experiments, I have analyzed
peak to peak amplitudes as shown in Figure 5.5. The peak-to-peak amplitude analysis have
been done on peaks P2 to N3 to see if there is any change in any of the peaks. However, the
P3 wave is most likely representative of any biological changes. It can be seen that there is no
significant change in any of the peak-to-peak amplitudes and gradient of P3N3 transitions.
It was surprising to see no changes with evoked potential experiments as they were seen in
SLE experiments. One major reason is that evoked potential experiments are likely to be more
sensitive experiments than SLEs. One possible reason for seeing no effect is the positioning
of the various electrodes. Ideally, one needs to have the stimulating electrodes, the recording
electrodes, and the coil, all in similar locations. This was less problematic in SLE experiments
as discussed in Chapter 4. However, for the case of evoked potential experiments, This becomes
more problematic because of having an addition of the stimulating electrode along with the
recording electrode. The stimulating electrodes coating was quite thick (150 microns), however,
for these experiments, to use stimulating electrode without coating would cause short circuits.
Therefore, the coil was necessarily not optimally located or stimulating a little area of brain
slice as in shown in Figure 5.2. Figure 5.16 demonstrates that for the set-up used, E-fields were
significantly lower, at about 5 V/m, that what was experienced in the SLE experiments. This is
likely to have affected the efficacy of the experiment. One possible way to position stimulating
electrodes is to place them under the bath setup and from there to position them on slice as
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shown in Figure 5.17. Another possible way of making more space for the TMS coil is to use
the stimulating electrodes with thin coating if possible as shown in Figure 5.18.
One possible way forward is to generate magnetically evoked potentials instead of generating
electrically evoked potentials as shown by Tang et. al [207]. They used magnetic stimulation
using iron-core coil and figure of eight coil to provide the stimulation for the evoked potentials, as
well as modulating rTMS in vivo and used recording electrode to record motor evoked potentials
inserted into the right brachioradialis muscle and reference electrode inserted between the 3rd
and 4th digit of the right forepaw. Another way is to shown by Barry et. al, for plasticity
experiments in vivo. They showed the coil and test electrical stimulus in similar places of left
side of mouse cortex and recording electrode located right side of mouse cortex to record motor
evoked potentials [19]. Probably to look at plasticity, it would be best to place coil D over the
region where the electrical stimulus is applied on the brain slice.
Figure 5.17: A block diagram for evoked potential experiments with a different way of position of
placing stimulating electrode under the bath setup.
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Figure 5.18: A block diagram for evoked potential experiments with a different way of position of
removing stimulating electrode coating.
Chapter 6
Discussion
In this thesis, four mouse-specific TMS coils i.e coil A, coil B, coil C and coil D (explained
in Chapter 3) have been constructed. Coil D (50-turn tapered powdered-iron-core) exhibits
stronger and more focused B-field (700 mT at the base of the coil and 340 mT, 2 mm below
the coil) and focused electric field strengths (10 V/m) than previously constructed small-scale
coils [23, 137, 207, 242]. Particularly, the B-field strength is of order of hundreds of millitesla
which compares well with previously constructed mouse coils and high pearmeability cores. To
achieve this, significant changes in number of turns, diameter of coil have been made [242].
Changes have been made by reducing the number of turns to increase induced E-field strength,
using a high saturation magnetization core material to minimize heating and increase B-field
strength and a tapering of one end of the core to improve focality. Attention has also been
given to reducing the electrical resistance in the control circuitry. However the field strengths
are still less than the magnetic field strength and electric field strengths than human TMS coils.
The designed coils were then modeled in COMSOL 2D with axial symmetry and shows that the
maximum E-field was slightly more focused, at 2 mm below the coil than other designed coils
in this thesis.
Heating is major problem in designing and measuring field strengths in mouse coils as dis-
cussed in Chapter 2. The temperatures of the designed coils have been measured with a tem-
perature probe as discussed in Chapter 3. The temperature results indicate that larger voltages
are expected to give significant increase in heating. To use this coil for the in vivo experiments,
one needs to be careful in either cooling of mouse coil through a heat sink or applying thermal
insulation that can prevent conduction of heat from the coil to the mouse head. However, for
the in vitro experiments of this thesis, the brain slice was kept cool through forced convection
by ACSF. The resistive heating was the primary source of heating in the coil. A high saturation
magnetization core ensures higher inductance to give a ring-down time larger than 0.5 mil-
lisecond in the inductor-capacitor circuit by keeping capacitance below a millifarad [242]. The
advantage of this property reduced the pulse enery and heating in the small-scale coils, however,
this advantage is reduced when the core reaches its saturation value. Further improvements can
be made by designing and constructing advanced shaping of the core and coil. The winding
of the coil can also be improved by using professional winding machines for small-scale coils to
increase its reproducibility.
Though magnetic and electric field strengths are still weaker than human TMS coils, we have
demonstrated that these fields are still sufficient to cause biophysical changes in a brain slice
0–20 minutes after theta burst stimulation (cTBS and iTBS). cTBS with coil D resulted in a
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decrease of SLE activity (Figure 4.9 (b)), whereas iTBS resulted in an increase in SLE activity
(Figure 4.11 (b)). The SLE results following cTBS and iTBS using the tapered mouse coil (coil
D) are broadly consistent with the canonical decrease and increase in excitability following cTBS
and iTBS in human TMS coils [90,201]. However, these significant effects in our measurements
were limited over a time scale of 20 minutes post stimulation. SLE activity due to removal of
magnesium ions from the ACSF is though to be an NMDA-mediated phenomenon [10]. We
would therefore expect some connection between changes in SLE activity due to TMS in vitro
and plasticity changes such as LTP and LTD, which are also NMDA-mediated [196]. However, it
is important to note that the SLE experimental procedure has not been designed to test specific
mechanisms of action of the TMS mouse coil on the slices.
For modelling the coils, I first attempted to use the software ANSYS Maxwell 3D. However,
this software proved inappropriate for the problem since it does not allow induced electric fields
to be modelled in a vacuum. Since, for designing coils, I am interested in the shape of the fields
when no tissue is present (although modelling with tissue clearly is also important), this is highly
limiting. After six months work with ANSYS Maxwell 3D, I moved to COMSOL Multiphysics
with 2D axial symmetry. While a full three dimensional situation would have been better, the
3D version was not available under the licence held by the University of Waikato, and to upgrade
was well beyond the budget for this research. For future work, COMSOL Multiphysics with 2D
axial symmetry can be used to design coils before building up the coils in practical. Different coil
designs can designed with different materials of cores, different sizes of cores and coils, removing
the sharp edges of coil by removing straight line segments and using different current densities.
These possibilities can give a better idea of how much B-fields and E-fields can we achieve before
doing experiments. The two dimensional modelling is sufficient for axial symmetric coils, but
would be unable to handle more complicated coil designs.
To assess the efficacy of cTBS and iTBS protocols, I have measured evoked potentials
in vitro. No change has been seen in either peak-to-peak amplitudes after 1200 pulses or
in gradient of biological response (P3N3). One problem experienced in doing evoked potential
experiments was the experimental set-up for analysing them. Possible ways of how to improve
experimental setup for application of evoked potentials in future using mouse coil have been
described in Chapter 5. However, for this thesis, such improvised experimental ways were diffi-
cult to achieve in our electrophysiology laboratory. The future coil designs could include better
insulation and securing of the coil’s windings and more advanced electronics engineering can be
applied to control the heating and time-course of current pulse of mouse coils.
Chapter 7
Conclusion
In this thesis, I have designed and tested four small TMS coil suitable for applying TMS to a
mouse. For coil D (tapered powdered iron core with 50 turns), the field strengths are larger
than previously designed mouse TMS coils. While the B-field strength at 50 V of 700mT–1T
is close to that of some human coils, the E-field strength of aroud 10 V/m is still substantially
lower. The coil D has been implemented for SLE experiments (Chapter 4). For human TMS,
600 pulses of TBS is more commonly applied than 1200 pulses but with coil D, I have needed
to use 1200 pulses of cTBS and iTBS to see a change in vitro. 600 pulses of cTBS gave no
significant difference in amplitudes and frequency. However, for 600 pulses of iTBS, an indication
of an increase has been seen in iTBS frequency, though the increase is not quite statistically
significant. The measurements with evoked potentials gave no significant differences in responses
before and after 1200 pulses of cTBS or iTBS with coil D (Chapter 5).
To close, a small-scale 50-turn tapered TMS coil suitable for mice has been designed and
built for applying TMS to a mouse brain. The designed coil generated electromagnetic field
strengths strong enough to modulate spontaneous brain activity in vitro.
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