Abstract-Motivated by the limitations of current optimal flow control approach, we develop a new utility max-min flow control framework using classic sliding mode control. It consists of a source algorithm and a binary congestion feedback mechanism, in which only the sources with the highest utility at each congested link are required to reduce their transmission rates. It can be directly applied to a multi-service network with heterogeneous applications that have different QoS characteristics. The proposed framework achieves the utility max-min fairness among applications efficiently in the sense of low overhead and rapid convergence. Rigorously, the system is proven to be asymptotically stable by means of Lyapunov's theorem.
I. INTRODUCTION

I
N recent years, flow control and resource allocation for communication networks have been extensively studied [1] , [2] . In these models, each user is associated with an increasing, strictly concave and continuously differentiable utility function modelling Quality of Service (QoS). A global optimization problem is formulated to maximize the total utility for all users under link capacity constraints. By various optimization techniques, it is solved in a distributed manner at links and sources. The links measure the congestion based on the aggregate rate and sources adjust the transmitting rate according to the congestion information feedback from the network. Despite great advances in the above optimal flow control theory and its applications, serious limitations still exist.
First, optimal flow control approach is merely suitable for elastic traffic, where the strict concavity of utility functions ensures the feasibility of optimal solutions and the convergence of flow control algorithms [3] . It can not deal with congestion control and resource allocation for communication networks incorporating inelastic traffic, especially the increasingly popular real-time services that possess nonconcave utilities. Even worse, if we directly apply optimal flow control algorithms developed for concave utility functions in a multi-service network (with both concave and nonconcave utility functions), it could lead to instability and high network congestion [4] .
The second concern is from the implementation perspective of efficiency and scalability. Majority of optimal flow control algorithms in the literature are on the Lagrangian basis, which are not viable for problems with a large number of constraints. Each resource constraint results in a Lagrangian multiplier (or "price") that needs to be periodically updated and distributed to the sources. In turn, the source also needs to periodically notify the links along the path of its updated rate [5] . It incurs a considerably large computation and communication overhead. The goal of this letter is to contribute to both two aforementioned issues. Instead of maximizing aggregate utility, utility max-min fairness [6] , [7] is desired for different applications. The utility max-min flow control framework contains a source algorithm and a feedback mechanism using a one-bit congestion signal. The source algorithm is designed involving sliding mode control, a classic control theory widely used in nonlinear control systems. In Section II we describe and formulate the problem and in Section III we introduce the utility max-min flow control framework with algorithm and stability analysis. Section IV presents the simulation result to illustrate the performance of the framework.
II. PROBLEM FORMULATION
For a practical network application, people may care about the bandwidth allocation, but a more important factor that the application really emphasizes is its utility or QoS performance. The utility function of an application is a measure of QoS performance based on provided network services such as bandwidth, transmission delay and packet loss ratio. In this letter, we characterize the utility in terms of the allocated bandwidth, which is a common model in the optimal flow control literature.
In communication networks, the applications can be categorized broadly into two classes. One corresponds to elastic traffic such as file transfer, which are rather tolerant of throughput and delay. The utility function is described as a (strictly) concave increasing function as shown in Fig. 1(a) . The other corresponds to inelastic traffic such as real-time applications, which are bandwidth and delay sensitive. Unlike elastic data traffic, inelastic traffic has an intrinsic bandwidth requirement because the data generation rate is independent of the network congestion. Thus the degradation in bandwidth may cause serious packet drops and severe performance degradation. A reasonable description of the utility function is a sigmoid function as shown in Fig. 1(b) .
In this context, we consider a network that consists of a set L = {1, 2, . . . , L} of links with a capacity c l , l ∈ L. The network is shared by a set S = {1, 2, . . . , S} of sources. Each source s is characterized by five parameters 
Since we are considering the different QoS requirements among network users, it may not be appreciative for the network to simply share the bandwidth equally as maxmin fairness does. Instead, the network should allocate the bandwidth to the competing users according to their different QoS utilities. This motivates the proposal of the criterion of utility max-min fairness [6] .
Definition 1: A source rate allocation is utility max-min fair, if it is feasible and for each user s, its utility U s (x s ) cannot be increased while maintaining feasibility, without decreasing the utility U s (x s ) for some user s with a lower utility U s (x s ) ≤ U s (x s ).
III. UTILITY MAX-MIN FLOW CONTROL FRAMEWORK
A. A Utility Max-Min Fair Algorithm
The utility max-min flow control framework encompasses a source algorithm and a feedback scheme of binary congestion signal. The distributed source algorithm for each source s using the sliding mode approach is as follows.
where the projection [z] + = max{0, z} ensures nonnegativeness of the source rate. γ > 0 is the step size and κ is the stability coefficient set sufficiently large to guarantee the stability of the algorithm (both parameters determine the chattering upper bounds as well, see next section). Typically,
where S is the total number of sources. e s is a binary congestion signal for each source s which is set by Scheme 1 through the entire network.
To implement this scheme, each link (actually executed by the corresponding router) is required to examine the congestion status and compare the current utility that is already contained in the header of arriving packets, then mark it properly if needed. Intuitively, the resulting rate allocation of source algorithm equation (1) and Scheme 1 is utility max-min fair in the sense that the maximum utility is always penalized. In other words, the minimum utility is possibly maximized and it is indeed the alternative interpretation of Definition 1.
In order to show it formally, we first give the concept of utility bottleneck and the necessary and sufficient condition for a rate allocation to achieve utility max-min fairness.
Definition 2: Given a feasible rate allocation
T , we say that link l ∈ L s is a utility bottleneck for a source s ∈ S if and only if l's capacity is fully utilitzed, i.e., f
Lemma 1: [6] A feasible rate allocation x is utility maxmin fair if and only if each source has a utility bottleneck link with respect to x. Now we are able to state the following proposition: Proposition 1: In an arbitrary network, if each source adapts the source rate described by equation (1) with feedback of binary congestion signal generated by links according to Scheme 1, the resulting rate allocation is utility max-min fair.
Proof: From equation (1), clearly the source rate will keep increasing as long as the feedback signal e s = 0. However, since each link is bounded by its capacity, eventually in equilibrium, each source will be bottlenecked by a particular link that marks its e s = 1. To complete the proof, by Lemma 1, it remains to show that whenever each source s is marked owing to the congested link l s : U s (x s ) ≥ U i (x i ), ∀i ∈ S ls . Assume on contrary that there exists a i ∈ S ls such that
We immediately obtain a contradiction to step 2 in Scheme 1, since both source s and i pass link l s and the lower utility source s gets marked.
B. Stability Analysis
In this section, we will show the stability of our proposed framework in a continuous time environment similar to the approach adopted by Kelly [1] . The continuous time approximation of the discrete source algorithm (1) is given aṡ
Theorem 1: The utility max-min flow control framework, consisting of source control algorithm (3) with κ sufficiently large to satisfy equation (2) and feedback Scheme 1 of a binary congestion signal, is asymptotically stable. Proof: The framework is stable in view of the subsystems corresponding to the different bottleneck links are stable in sequence. The proof of subsystem is based on Lyapunov's theorem applied to a suitable Lyapunov function. Define l as the most congested link (least utility) and let y l = s∈S l x s and the sliding variable s l = y l − c l . Choose the candidate Lyapunov function
Note that V l is always positive except the equilibrium (s l = 0 or the link is fully utilized) and radically unbounded (x → ∞ ⇒ V l → ∞). Now we take the derivative of V l (x):
In this case, if
Invoking Lyapunov stability theorem, the sliding variable s l will asymptotically converge to 0. Therefore, the subsystem of most congested link is asymptotically stable. Continuing in this way, applying the similar argument to the subsequent congested bottleneck links, it is concluded that the whole system is asymptotically stable.
Remark 1: All the sliding variables sequentially reach the equilibrium (0) in finite time O( 1 γ ), i.e., it is confirmed existing the bottleneck links. From Proposition 1, the utility maxmin fairness is then achieved in equilibrium. By the nature of sliding mode control, the inevitable chattering, upper bounded by < γκ, is superimposed on the source rates. However, in the networking case, it is not as sensitive as mechanical systems. The results are used as numerical source rate adaption rules, in contrast to physical hardware realization.
IV. SIMULATION RESULTS
We evaluate through simulations the performance of our proposed utility max-min flow control framework. Fig. 2 depicts the network topology. It is including three links labelled L 1 , L 2 and L 3 with capacities c = (10, 15, 10) in Mbps and shared by 3 sources S 1 , S 2 and S 3 . Different utility functions as Fig. 1 alike are involved, in particular U 1 (x 1 ) = 1/(1 + e −2(x1−5) ), U 2 (x 2 ) = log(x 2 + 1)/ log 11 and U 3 (x 3 ) = 0.1x 3 .
In the simulation, we set γ = 0.01 and κ = 10. It consists of 3 stages: in the first stage (t = 0 → 20 s) S 1 and S 2 are in the network, in the second stage (t = 20s → 40 s) S 3 joins the network, and in the final stage (t = 40s → 60 s) S 2 quits the network.
The simulation result is given in Fig. 3 . It verifies that our algorithm converges rapidly and allocates the source rate properly to achieve utility max-min fairness in all stages. Especially, in stage 2, multiple bottlenecks are observed, i.e., S 1 and S 3 are bottlenecked on L 3 and S 2 on L 1 . Unlike divergence and severe congestion led in by optimal flow control approach, sources with different QoS characteristics are treated in a fair manner and guaranteed high QoS performance. Since each source only needs a single bit as feedback, we believe the overhead incurred is low or nearly can be neglected. The framework thus is simple and efficient.
V. CONCLUSIONS
In this letter, we have developed a utility max-min flow control framework to guarantee the performance of heterogeneous applications with different QoS characteristics. We have shown that the utility max-min fairness is achieved with low overhead. Furthermore, the framework is proven to be asymptotically stable.
