Abstract
Introduction

20
Just as cartography requires a balance to be struck between the loss of important detail and the exactitude 21 of a map that has "the scale of a mile to the mile" (Carroll, 1889) , so too science rquires careful extraction and 22 summarization following an experiment. In other words, to present concisely the important components of the 23 data and analyses, an investigator reports the experiment and makes a generalized conclusion based on some 24 supporting evidence: a small condensed set of numbers. The crucial question is: how much or to which extent the time series is scaled by the mean value at each voxel, so that the effect estimate can be directly interpreted 123 as a percent signal change relative to the voxel-wise temporal mean; as a result, effect estimates themselves 124 are interpretable, carry real information about the size of the BOLD effect, and are comparable across brain 125 regions, conditions, subjects, groups, studies and scanners 1 .
126
One may argue that the voxel-wise baseline, instead of the mean, is a more accurate candidate to serve 127 as the scaling factor. However, in FMRI the drift effect (or the presence of low frequency components due to 128 scanner drift, shim effects) embedded in the signal complicates the isolation of the "real" baseline value. In 129 practice, the fluctuations due to the task effect are very small relative to the absolute values of the signal (e.g.,
130
most task effects are around 1% or less relative to the BOLD signal mean), leading to a negligible difference 131 when the voxel-wise mean, instead of the "true" but unknown baseline, is used in scaling 2 . Even if there are 132 different preferred mechanisms of scaling, it appears to be a truth universally acknowledged that the BOLD 133 1 Similarly, "grand mean scaling" is typically performed in FSL (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/) and SPM (http://www.fil.ion.ucl.ac.uk/spm/), by dividing the signal by the average value across the brain as well as across time. The purpose of grand mean scaling is to bring the effect estimates to a similar range so that they are roughly comparable across brain regions, sessions, days, subjects, studies, and scanners. However, such a scaling method does not exactly lead to the interpretation of percent signal change because of spatial heterogeneity. A separate toolbox MarsBaR (Brett et al., 2002 ) is often used to convert the effect estimates into percentage at the regional level.
2 The negligible effect of replacing the true "baseline" value by the voxel-wise mean can be demonstrated by a back-of-theenvelope calculation. Suppose that the signal intensity at a voxel has a mean value of 2400 for the time series (after slow drift effects are removed), peak intensity corresponding to a task is 2410, and a "real baseline" value is 2390. The scaled peak value at the voxel by the mean is 100 ⇥ 2410/2400 ⇡ 100.417, and the scaled baseline value of 100 ⇥ 2390/2400 = 99.583. The percent signal change for the task relative to the baseline is thus estimated as (100.417 99.583)/100 ⇡ 0.834% in the regression model. Alternatively, if we analyze the data without scaling, the "true" percent signal change of the condition would be calculated as fully understood due to the complicated and multifaceted biophysical processes involved.
144
As the underlying components comprising the BOLD signal are still poorly understood, the performance the result is not statistically significant, then it proves that no effect or difference exists. As the p-value under 166 a null hypothesis is a conditional probability, it cannot be stated that the probability of obtaining the data 167 under the current study given the null is the same as that of the null given the data.
168
There is a clear difference between statistical significance and practical significance. The absence (or ig- one be unable to gauge the false negative rate or power of the study, (i.e., the probability of failure or success, 182 respectively, to detect the effect), but it would also be impossible to assess two other useful but less known contrast could be statistically insignificant (e.g., t(15) = 1.65, two-tailed p = 0.12) (Fig. 2) .
192
The classical statistical testing is consistent with the Popperian paradigm in which science advances through Why is it crucial to report effect estimates?
200
The effect estimate provides a piece of hard, quantitative evidence in an analysis, and it should be reported In fact, the availability of the effect estimate in the literature becomes pivotal in cross-examining or repro- 
248
To drive home the point that a statistic or p value is not the whole picture nor as informative as combining 249 with the effect estimate, consider the following example. Suppose that at one region the effect estimate is clusters. In addition to the conventional FWE control, we believe that, if the individual voxels within a region 295 achieve a basic significance level (e.g., p  0.05) and if the cluster possesses some practically significant spatial 296 extent, its reporting is warranted. Nevertheless, the reporting has to be combined with the corresponding effect 297 estimate as well as a cautionary statement about the marginality. On the other hand, the activation of a cluster 298 may become questionable with an unreasonable effect magnitude (e.g., 3.5% signal change) even if the cluster 299 survives stringent statistical thresholding, and again, readers can only detect such suspicious results if the effect 300 estimate is reported, providing a safeguard against potential false positives (Fig. 3 ).
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Figure 3: Modeling with multiple basis functions may provide more accurate characterization of the HDR as well as more powerful activation detection. For example, differences in shape features such as undershoot (A) and peak/recovery duration can be readily revealed in addition to peak (B). Furthermore, a false response curve, although statistically significant, would be identified (C) if its estimated shape dramatically differs from the signature shape of HDR.
Validation of BOLD response modeling through hemodynamic response curve each condition in the individual subject analysis reflects the major HDR magnitude (e.g., percent signal change).
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The second approach makes no assumption about the IRF's shape and estimates it with a set of basis functions, 307 the number of which varies depending on the basis set and the duration over which the response is being modeled.
308
For example, a common approach to this estimated-shape method consists of using a set of equally-spaced effect estimate without the auxiliary information about its reliability in the form of standard error, confidence 377 interval, or statistic value. Both pieces of information are needed to see the whole picture. In addition to the 378 response magnitude's serving as a benchmark, another benefit is that, if these multiple pieces of information 379 were available in literature, one could identify those regions that showed substantial response magnitude but 380 failed to achieve a significance level in the study due to large variability across subjects (such results are typically 381 undisclosed.
382
Some effort has been devoted to promote the standardization of the reporting process in neuroimaging 
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Regarding clusterization, we recommend that: 3) the full set of parameters (threshold value, degrees of freedom for each statistic test, cluster-wise 397 probability, etc.) be explicitly stated.
398
Effect estimates should also be included in tabulated results at the regional level, with the peak defined as 399 the maximum of the effect estimate, not of the statistic values. They can serve as another layer of supporting 400 evidence in activation identification, and this becomes especially crucial when some practical constraints (e.g.,
401
few subjects, suboptimal spatial cross-modality/subject alignment, small regions) lead to a situation in which 
