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1. Introducción 
1.1. Motivación 
En los últimos años los procesadores gráficos (GPU’s) han experimentado un notable 
incremento en su potencia computacional, siendo capaces de procesar primitivas geométricas 
de forma paralela con rendimientos por encima de los 750 GFLOPs. Esta evolución los ha 
llevado a cotas muy superiores a las que podemos encontrar en las unidades de 
procesamiento central (CPU’s). Un ejemplo de ello se puede observar en la siguiente figura: 
 
Figura 1: Comparativa CPU - GPU 
A la par que se incrementaba su rendimiento, los procesadores gráficos han ido evolucionando 
en su arquitectura hasta convertirse en unidades preparadas para la ejecución de aplicaciones 
paralelas de carácter general, dejando atrás su uso exclusivo para el procesamiento de 
primitivas gráficas. 
Esta evolución ha propiciado la aparición de entornos de computación heterogéneos donde 
conviven arquitecturas CPU multi-core, GPU's y otras plataformas como CELL/BE o DSP's. 
Ante esta situación, era necesaria la aparición de un estándar que permitiera explotar el 
conjunto de recursos computacionales de estos nuevos entornos. Es aquí donde aparece 
OpenCL, un estándar abierto que define una API y un lenguaje de programación para la 
construcción de aplicaciones paralelas capaces de explotar todos los recursos computacionales 
de un sistema. 
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1.2. Objetivos del proyecto 
El objetivo del proyecto es el estudio y la evaluación del estándar OpenCL como plataforma 
para el desarrollo de aplicaciones. 
 El estudio de OpenCL se realizará tomando como base su especificación oficial y comprenderá 
los siguientes puntos: 
- Estudio de la arquitectura que presenta la plataforma. 
- Estudio del modelo o modelos de programación, memoria y ejecución presentes 
en OpenCL. 
- Estudio de las funcionalidades y  herramientas  disponibles para el desarrollo de 
aplicaciones con OpenCL. 
En cuanto a la evaluación, esta se centrará en los siguientes puntos: 
- Evaluación del estado de las implementaciones existentes y su interoperabilidad. 
- Evaluación del proceso de desarrollo de aplicaciones. 
- Evaluación de las mejoras de rendimiento al utilizar OpenCL como plataforma de 
desarrollo. 
Definido el marco a explorar, se opta por desarrollar una aplicación cuya elaboración permita 
cumplir con todos los puntos anteriores. La aplicación elegida es una implementación del 
algoritmo de raytracing clásico. 
El núcleo de la aplicación a desarrollar deberá cumplir con los siguientes requisitos 
funcionales: 
- Lectura  de la información de escena a partir de un fichero en disco. El contenido 
del archivo deberá regirse bajo un formato determinado. 
- Ejecución del algoritmo de raytracing clásico sobre la información de escena para 
sintetizar una imagen representativa de la escena. 
- Exportación de la imagen generada a partir de la información de escena a un 
formato de imagen determinado. 
La aplicación se desarrollará en Java y el proceso de ejecución del algoritmo de raytracing 
clásico se acelerará con OpenCL. Paralelamente se realizará también una implementación en 
Java del algoritmo de raytracing que se utilizará para realizar las pruebas de comparativa de 
rendimiento. 
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1.3. ¿Por qué el algoritmo de Raytracing? 
El principal uso de OpenCL es la creación de aplicaciones paralelas que se ejecutan en entornos 
de computación heterogéneos. Para ilustrar todo el proceso se necesitaba encontrar un 
proceso computacional cuya paralelización fuera sencilla e inherente a su definición. El 
algoritmo de raytracing, como se mostrará a lo largo de esta memoria, reúne las características 
idóneas para ser paralelizado, adaptándose perfectamente al modelo de programación que 
presenta OpenCL. 
Por otro lado, se necesitaba encontrar una aplicación que fuera computacionalmente intensa 
para conseguir tanto explotar el hardware sobre el que se realizan las pruebas, como para 
tener suficiente margen en las comparativas de rendimiento. El algoritmo de raytracing vuelve 
a mostrarse adecuado, siendo una de sus principales características la necesidad de una alta 
potencia de cálculo para la síntesis de imágenes. 
1.4. ¿Por qué Java? 
Para el desarrollo de aplicaciones con OpenCL inicialmente se proporcionan los recursos 
necesarios para la programación con lenguajes nativos como C y C++. De hecho, en los inicios 
de este proyecto se utilizaron estas herramientas para realizar primeras versiones de la 
aplicación desarrolladas en C++. 
A medida que OpenCL se fue desarrollando, empezaron a aparecer bindings que permitían 
desarrollar aplicaciones OpenCL con Java. A partir de este momento, se decidió pasar a 
desarrollar en Java traduciendo desde C++ el trabajo realizado hasta la fecha. 
El motivo principal para adoptar Java radica en una de las características principales de 
OpenCL: la portabilidad. Con OpenCL se pueden desarrollar aplicaciones portables que se 
pueden ejecutar en cualquier plataforma para la cual existan implementaciones fieles al 
estándar. Java también se caracteriza por ser una plataforma con la que se desarrollan 
aplicaciones portables, por lo tanto, se vio adecuado unir las dos tecnologías para llevar el 
ámbito de la portabilidad un paso más allá que si se hubiera mantenido el desarrollo en C++.  
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2. OpenCL 
2.1. Introducción 
El Open Computing Language (OpenCL) es un estándar abierto para la programación de 
entornos heterogéneos donde coexistan diferentes fuentes de computación: CPU's, GPU's,  
Cell, etc.  
El objetivo de OpenCL es habilitar la creación de aplicaciones de propósito general capaces de 
utilizar el estándar para explotar de forma eficiente todos los recursos computacionales de un 
mismo sistema. Para lograrlo, OpenCL va más allá de la definición de un lenguaje y ofrece un 
completo framework así como su propio runtime para el desarrollo de software. 
Debido a la heterogeneidad de las plataformas sobre las que se despliega, OpenCL se define de 
forma abstracta al hardware, es responsabilidad de cada fabricante proporcionar una 
implementación fiel al estándar para hacer que su hardware sea accesible desde OpenCL. Esta 
característica permite que la elaboración de aplicaciones OpenCL sea completamente 
independiente del hardware que las ejecuta, con lo que se consigue un alto grado de 
portabilidad en el código desarrollado. 
El nuevo marco para el aprovechamiento de recursos computacionales junto con las ventajas 
que aporta su portabilidad inherente a su definición, permiten a OpenCL perfilarse como la 
herramienta con la que conseguir sustanciales mejoras de rendimiento en aplicaciones 
caracterizadas por ser computacionalmente intensas. 
A continuación se describe el estándar OpenCL empezando con su historia y recorriendo todos 
los elementos y conceptos incluidos en él. 
2.2. Historia 
OpenCL dio sus primeros pasos de la mano de Apple que creó la especificación inicial. 
Posteriormente junto con varios equipos técnicos de compañías como AMD, Intel y Nvidia la 
refinó y elaboró una propuesta inicial que presentaría para su estandarización al Khronos 
Group.
 
El Khronos Group fundado en Enero de 2000 por empresas como Intel, Nvidia, AMD, 
Discreet, Sun Microsystems, etc. se dedica a la creación de estándares abiertos libres de 
royalties en el ámbito de la computación paralela, computación de gráficos y multimedia. 
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El 16 de Junio de 2008 se crea el Khronos Compute Working Group, con representación de 
fabricantes de CPU’s, GPU’s, sistemas empotrados y software, que trabajará durante 5 meses 
para concretar los detalles técnicos de la especificación de la primera versión, ya convertido en 
un estándar abierto, de OpenCL. De este proceso destaca cómo OpenCL pasó de ser una 
propuesta inicialmente enfocada por Apple para la explotación de las capacidades de 
computación exclusivamente de las GPU's a ampliar el ámbito de actuación a todo tipo de 
fuentes de computación, erigiendo así a OpenCL como el estándar de facto para la explotación 
computacional de plataformas heterogéneas. La especificación resultante fue revisada por el 
resto de miembros del Khronos Group y aceptada para su publicación el 8 de Diciembre de 
2008.  
Una vez hecha pública la especificación inicial, los fabricantes de hardware iniciaron el 
desarrollo de implementaciones que permitieran utilizar sus productos bajo OpenCL. Para 
asegurar la calidad de las mismas, en Mayo de 2009, el Khronos Group publica tests de 
evaluación que permiten comprobar el correcto funcionamiento de las implementaciones. 
Desde la segunda mitad de 2009 diversos fabricantes han ido publicando sus implementación 
del estándar. Entre ellos destacan: 
- Nvidia. Publica a partir de Mayo de 2009 diversos drivers para sus tarjetas gráficas con 
soporte OpenCL en versiones beta. Finalmente, en Noviembre de 2009 hace públicos 
los drivers finales con soporte OpenCL 1.0. Actualmente, OpenCL se encuentra 
integrado junto con el resto de herramientas para GPU Computing que la compañía 
ofrece, lo que denomina CUDA Toolkit, cuya última versión estable disponible es la 3.1 
incluyendo soporte para la revisión 1.0.48 de OpenCL.  
 
- AMD. En Octubre de 2009 AMD lanza en versión beta del conocido como ATI Stream 
SDK incluyendo soporte parcial de OpenCL tanto en tarjetas gráficas ATI como en 
CPU’s x86 que cuenten con SSE3 disponible. Actualmente, el ATI Stream SDK se 
encuentra en la versión 2.1 soportando plenamente OpenCL 1.0. 
 
- IBM.  Lanza en Octubre de 2009 el OpenCL Development Kit, la implementación de 
IBM del estándar que permite utilizar OpenCL en plataformas Cell.  La última revisión 
del kit de desarrollo data del 30 de Junio de 2010 soportando OpenCL 1.0. 
En un primer momento la convivencia entre implementaciones se hacía complicada ya que  
sólo se podía programar simultáneamente sobre una de ellas pese a que en una misma 
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plataforma se encontraran dispositivos gobernados por implementaciones diferentes. En 
Enero de 2010, Nvidia aporta al Khronos Group la especificación de un ICD (Installable Client 
Driver) que permitirá la explotación simultánea de los diferentes dispositivos disponibles 
desde OpenCL, independientemente del origen de la implementación que los haga accesibles.  
Este tipo de soluciones son utilizadas también en otros estándares como, por ejemplo, 
OpenGL.  Nvidia hizo públicos los primeros controladores compatibles con el ICD aprobado por 
Khronos en Marzo de 2010 y poco después AMD hizo lo propio. 
Actualmente el Khronos Group ha hecho pública la especificación de la versión 1.1 de OpenCL  
en la que se aportan nuevas funcionalidades al estándar. Junto a la nueva versión aparecen las 
primeras implementaciones beta de controladores que la soportan. Por otro lado, también se 
está estudiando la viabilidad de llevar OpenCL a dispositivos móviles en lo que se denomina el 
OpenCL 1.0 Embedded Profile. 
2.3. La Arquitectura OpenCL 
La arquitectura de OpenCL se muestra en profundidad en la siguiente figura. En ella se pueden 
encontrar todos los elementos que intervienen en la ejecución de aplicaciones OpenCL 
distribuidos en capas ordenadas de más alto a más bajo nivel. 
 
Figura 2: Arquitectura OpenCL 
 
A continuación se realiza una descripción de cada una de las capas destacando los conceptos 
más importantes en el desarrollo de aplicaciones con OpenCL. 
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 16 
2.3.1. La aplicación OpenCL 
Una aplicación OpenCL es aquélla que durante su ejecución, que hasta ese momento no difería 
respecto a la de una aplicación corriente, utiliza funcionalidades específicas de OpenCL para 
llevar a cabo tareas computacionales en las unidades de computación disponibles en el 
sistema donde se ejecuta. 
Estas tareas computacionales se pueden considerar como nuevos subprogramas cuya vida y 
ejecución queda ligada específicamente al dispositivo al que han sido encargado. En el ámbito 
de OpenCL estos subprogramas reciben el nombre de kernels. 
La utilización de kernels hace que el entorno de ejecución de una aplicación OpenCL no esté 
compuesto únicamente por el generado por la aplicación inicial, sino que también hay que 
añadir los entornos de ejecución que se generan en los dispositivos en los que se ejecutan los 
kernels. Estos nuevos entornos de ejecución son gestionados desde la aplicación inicial a 
través de mecanismos proporcionados por OpenCL. 
2.3.2. El Framework OpenCL 
El framework de OpenCL es el encargado de proporcionar los recursos necesarios para el 
desarrollo de aplicaciones OpenCL. Está compuesto por la API OpenCL,  el lenguaje OpenCL C y 
el compilador OpenCL. 
- La API OpenCL 
La API OpenCL es un conjunto de funciones que permite controlar desde la aplicación 
inicial la ejecución de las tareas computacionales sobre los dispositivos disponibles. 
Mediante llamadas a la API se consigue gobernar todo el proceso de ejecución, desde 
obtener inicialmente los dispositivos disponibles, hasta preparar el entorno, ejecutar el 
kernel y recuperar los resultados obtenidos. La API también incluye métodos para la 
sincronización de kernels así como también métodos para obtener información de 
profiling. 
 
- El lenguaje OpenCL C 
El lenguaje OpenCL C es el lenguaje de programación con el que se escriben los kernels. 
Está basado en el lenguaje C99 al que se le han realizado los cambios necesarios para la 
programación de aplicaciones bajo el modelo de OpenCL. 
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- El compilador OpenCL 
El compilador de OpenCL se encarga de procesar los kernels escritos en OpenCL C y 
elaborar ejecutables binarios listos para ser ejecutados en los dispositivos. 
2.3.3. El Runtime OpenCL 
El runtime de OpenCL se encarga de ejecutar todas las tareas que se envían a través de la 
llamada a las funciones de la API de OpenCL. El runtime intenta llevar a cabo esta ejecución 
aprovechando los recursos disponibles de la forma más eficiente posible. 
2.3.4. Drivers y Hardware 
En el último nivel de la ejecución de las aplicaciones OpenCL encontramos los dispositivos 
donde, en última instancia, se ejecutan los kernels. Estos dispositivos son controlados 
mediante los drivers proporcionados por sus fabricantes. Para que el dispositivo sea accesible 
desde OpenCL, el driver debe soportarlo proporcionando una implementación del estándar fiel 
a la especificación oficial de OpenCL. 
2.4. Jerarquía de modelos OpenCL 
Una vez descritos todos los elementos que forman su arquitectura, para conseguir explorar los 
conceptos clave en el entorno del desarrollo de aplicaciones OpenCL se seguirá el mismo 
esquema que aparece en la especificación oficial ya que se considera el más adecuado. Este 
esquema consiste en clasificar en una jerarquía de modelos todos los elementos que definen 
OpenCL. Dicha jerarquía está formada por los siguientes modelos: 
- Modelo de plataforma. Describe la visión global que utiliza OpenCL para esquematizar 
las plataformas computacionales heterogéneas sobre las que se despliega. 
 
- Modelo de ejecución. Describe como se lleva a cabo la ejecución de los kernels en los 
dispositivos OpenCL, así como también los elementos que se deben definir para 
llevarla a cabo. 
 
- Modelo de memoria. Describe la jerarquía de memoria utilizada en la ejecución de los 
kernels. 
 
- Modelos de programación. Describe las técnicas de programación que soporta 
OpenCL para la elaboración de kernels. 
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2.4.1. Modelo de plataforma 
El esquema que define OpenCL como modelo conceptual para la plataforma sobre la que se 
ejecutan las aplicaciones está formado por un host conectado a uno o varios dispositivos que 
soportan OpenCL. 
 
Figura 3: Interacción Host - Device 
El host es el encargado de iniciar la ejecución de la aplicación OpenCL. La comunicación entre 
el host y los dispositivos a los que se tiene acceso se realiza mediante el envío de comandos a 
través de los cuales se consigue ejecutar las tareas de preparación, ejecución y obtención de 
resultados de los kernels. Todo este proceso se realiza mediante la utilización de las llamadas 
que proporciona la API de OpenCL. 
OpenCL define también una esquematización de los dispositivos. Según ésta, los dispositivos 
están divididos en unidades de computación que a su vez se dividen en elementos de 
procesado. Estos últimos son los encargados de llevar a cabo la ejecución de los kernels. 
 
Figura 4: Estructura OpenCL Device 
2.4.2. Modelo de ejecución 
La ejecución de las aplicaciones OpenCL se realiza en dos partes. Por un lado existe una 
aplicación inicial que se ejecuta en el host. Se encarga de inicializar todos los elementos 
necesarios para establecer la comunicación con los dispositivos OpenCL, así como también de 
realizar el envío de tareas a los dispositivos OpenCL. Por otra parte, se realiza la ejecución, 
ordenada desde el host, de los kernels sobre los dispositivos a los que se tiene acceso. 
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2.4.2.1. Elementos OpenCL del  Host 
Para que una aplicación pueda iniciar la ejecución de kernels OpenCL se deben inicializar una 
serie de estructuras que permitan el envío de órdenes hacia los dispositivos accesibles. Esta 
inicialización se realiza mediante llamadas a la API de OpenCL. En el siguiente diagrama se 
muestran todas las estructuras relacionadas. Acto seguido se describe cada uno de estos 
elementos en el orden lógico en el que habitualmente se crean. 
 
 
- El contexto OpenCL 
En el inicio de la aplicación, mediante OpenCL sólo se tiene acceso a la información relativa a 
los dispositivos conectados en el sistema accesibles desde OpenCL. La información de los 
dispositivos se distribuye en plataformas. Habitualmente una plataforma se corresponde con 
una implementación de OpenCL e incluye todos los dispositivos que deberán ser accedidos a 
través de ella.  
Por ejemplo, en un sistema con una CPU AMD y una GPU NVIDIA, aparecerán dos plataformas 
ya que la CPU se incluirá en la plataforma de AMD y la GPU en la plataforma de NVIDIA. En 
cambio, en un sistema con una CPU AMD y un GPU ATI sólo aparecerá una plataforma ya que 
los dos dispositivos son gobernados por la implementación de AMD.   
Un contexto OpenCL se crea sobre una plataforma y contiene un subconjunto de los 
dispositivos disponibles en ella. Todas las llamadas OpenCL posteriores se realizarán sobre el 
contexto creado y sólo se tendrá acceso a los dispositivos que el contexto incluya.  
Una misma aplicación puede tener varios contextos posibilitando la ejecución de kernels 
OpenCL en dispositivos de diferentes plataformas. 
Plataforma 
Contexto 
Cola de comandos 
Device Device Device 
Programa 
Kernel 
Figura 5: Elementos OpenCL del Host 
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- Las colas de comandos 
En OpenCL toda la interacción entre Host y dispositivos se realiza mediante comandos. Para 
iniciar su envío a los dispositivos incluidos en la definición de un contexto se debe crear una 
cola de comandos para cada dispositivo al cual se quieran enviar.  
Una cola de comandos puede recibir los siguientes tipos de comandos: 
- Comandos de ejecución de kernel. Se utilizan para iniciar la ejecución de un kernel en 
el dispositivo asociado a la cola de comandos. 
 
- Comandos de memoria. Se utilizan para interactuar con la memoria del dispositivo 
asociado a la cola de comandos. 
 
- Comandos de sincronización. Se utilizan para controlar el orden de ejecución de los 
comandos. 
La ejecución de comandos en los dispositivos se realiza de forma asíncrona respecto a la 
aplicación Host. Cada vez que se envía un comando se genera una estructura de evento que 
permite a la aplicación host conocer el estado de ejecución del comando enviado. 
Internamente las colas de comandos se pueden configurar para controlar el comportamiento 
de los comandos una vez han sido enviados. Existen dos configuraciones: 
- Ejecución en orden. Todos los comandos se ejecutan en el mismo orden en que se 
enviaron. 
 
- Ejecución fuera de orden. Todos los comandos inician su ejecución, si es posible,  al 
llegar a la cola de comandos. Puede suceder que un comando enviado más tarde 
acabe antes que otro que fue enviado antes.  
- Los kernels 
A pesar de que los kernels OpenCL van ligados a los dispositivos que los ejecutan, es en la 
aplicación Host donde se deben crear previamente a ser enviados a su ejecución. Los kernels 
se pueden crear mediante dos formas. 
- A través de código fuente. La aplicación Host deberá leer el código fuente del kernel 
OpenCL. Una vez leído invocará al compilador OpenCL para que genere un ejecutable 
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binario que, si no han habido errores de compilación, quedará listo para ser enviado a 
ejecutarse al dispositivo . 
 
- A través del binario. Cuando se compila el código fuente de un kernel, OpenCL da la 
posibilidad de guardar en disco el binario generado por el compilador. Este binario 
puede ser recuperado en futuras ejecuciones para evitar tener que recompilar el 
código del kernel. 
Además de los kernels escritos en OpenCL C, OpenCL define lo que denomina kernels nativos. 
Un kernel nativo es una función definida en el código de la aplicación de Host o en una librería 
externa que puede ser utilizada como un kernel. La posibilidad de utilizar este tipo de kernels 
queda restringida sólo a aquellos dispositivos que lo soporten.  
2.4.2.2. Proceso de ejecución de un kernel 
La forma en que se lleva a cabo la ejecución de un kernel marca la filosofía con la que se deben 
desarrollar las aplicaciones OpenCL. 
Cuando un kernel se ejecuta se define un espacio indexado de N dimensiones donde N puede 
ser uno, dos o tres. Para cada punto de este espacio se crea una instancia del kernel a ejecutar. 
Estas instancias se conocen con el nombre de work-items. Cada uno de ellos se ejecutará de 
forma independiente; si bien se compartirá el mismo código de programa, la evolución de cada 
work-item podrá ser distinta a lo largo de su ejecución.  
Dentro del espacio indexado, los work-items se pueden agrupar en grupos que reciben el 
nombre de work-groups. La utilización de work-groups permite regular la granularidad con la 
que se divide el espacio indexado.  
A modo de ejemplo, la figura siguiente muestra una distribución de work-items y work-groups 
sobre un espacio indexado bidimensional. 
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Desde el código del kernel se puede identificar la posición dentro del espacio indexado que 
ocupa el work-item que se está ejecutando. Para ello a los work-item se les asignan dos tipos 
de identificadores: 
- Identificador global. Identifica de forma absoluta la posición del work-item. Está 
compuesto por un valor para cada dimensión del espacio indexado. 
 
- Identificador local. Identifica de forma absoluta la posición del work-item dentro del work-
group al que pertenece. Para obtener la posición absoluta dentro del espacio indexado a  
cada work-group se le asigna también un identificador. Para calcular la posición global, por 
ejemplo en dos dimensiones, se utiliza:   
                                 
Donde (gx, gy) es el identificador global, (wx, wy) es el identificador dentro del work-group y 
(Sx, Sy) es el número de work-groups por cada dimensión del espacio indexado 
 
La utilización de estos identificadores es imprescindible para la elaboración de aplicaciones 
OpenCL  como se ejemplificará más adelante en la descripción del modelo de programación 
 
2.4.3. Modelo de memoria 
En una aplicación OpenCL se definen dos espacios de memoria distintos: 
- Espacio de memoria de la aplicación. Es la memoria que habitualmente utilizan las 
aplicaciones durante su ejecución utilicen o no las funcionalidades de OpenCL.  
 
K 
work-item 
K 
work-item 
work-group 
K 
work-item 
K 
work-item 
work-group 
K 
work-item 
K 
work-item 
work-group 
Figura 6: Distribución de work-items 
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- Espacio de memoria de dispositivo. Es la memoria a la que tiene acceso un work-item 
durante la ejecución de un kernel. Este espacio se encuentra definido en el dispositivo 
donde se está llevando a cabo la ejecución. 
2.4.3.1. Jerarquía de memoria de dispositivo 
El espacio de memoria disponible en el dispositivo para que un work-item realice la ejecución 
de un kernel presenta la siguiente jerarquía: 
 
Figura 7: Modelo de memoria 
Tal como se muestra en la figura, se distinguen cuatro regiones de memoria: 
- Memoria Global. Región de memoria que permite lecturas y escrituras realizadas por 
todos los work-items en ejecución. En aquellos dispositivos que lo soporten, los 
accesos a la memoria global pueden ser acelerados utilizando técnicas de caché. 
 
- Memoria Constante. Región de la memoria global que permanece constante durante 
la ejecución del kernel. 
 
- Memoria Local. Región de memoria que permite lecturas y escrituras por los work-
items que comparten un determinado work-group. Por tanto, work-items de 
diferentes work-groups no tienen acceso a la misma memoria local. La memoria local 
puede ser implementada en los dispositivos como una región específica de la memoria 
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global o bien utilizar regiones de memoria dedicadas exclusivamente a su utilización 
como memoria local. 
 
- Memoria privada. Región de memoria exclusiva para los work-items. Todo lo definido 
en memoria privada por un work-item es accesible únicamente or él mismo. 
2.4.3.2. Manejo de la memoria de dispositivo 
El manejo de memoria de dispositivo se realiza de forma explícita desde el código de la 
aplicación. Los objetivos que persigue este manejo de memoria son los siguientes:  
- Reserva. Reservar el espacio de memoria necesario para los datos con los que el 
kernel necesitará trabajar durante su ejecución. 
 
- Inicialización. Inicializar el espacio de memoria reservado con los valores de entrada 
con los que se quiere ejecutar el kernel. Habitualmente esta inicialización se realiza 
mediante la transferencia de datos entre el espacio de memoria de la aplicación y el 
espacio de memoria del dispositivo. 
 
- Recuperación. Recuperar los datos de salida que el kernel ha elaborado durante su 
ejecución. La recuperación se realiza mediante la transferencia de datos entre el 
espacio de memoria del dispositivo y el espacio de memoria de la aplicación. 
La API de OpenCL proporciona llamadas específicas para el cumplimiento de los objetivos 
descritos anteriormente. En concreto proporciona dos modalidades de trabajo sobre la 
memoria de dispositivo: 
- Modalidad de transferencia. Mediante comandos OpenCL se ejecutan transferencias 
de bloques de memoria entre el espacio de memoria de la aplicación y el espacio de 
memoria de dispositivo y viceversa. 
 
- Modalidad de mapeo. Mediante comandos OpenCL se mapea la memoria de 
dispositivo sobre una región de la memoria de la aplicación. A partir de ese momento 
la aplicación realiza todas las operaciones de inicialización y recuperación sobre la 
región mapeada. Una vez finalizadas todas las operaciones y también mediante 
comandos OpenCL, se deshace el mapeo permitiendo que los cambios lleguen a la 
memoria de dispositivo.  
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Por último, en el manejo de la memoria de dispositivo OpenCL se definen dos tipos de objetos 
de memoria que se utilizan en forma de abstracción de la memoria del dispositivo. 
- Buffers 
Un buffer es una región de memoria que puede contener cualquier tipo de dato, desde 
tipos básicos hasta estructuras definidas por el programador. Los buffers se caracterizan 
por almacenarse de forma secuencial de forma que se pueda acceder de forma directa 
desde el interior del código de un kernel. 
 
- Imágenes 
Una imagen representa una región de memoria que contiene información de color bajo un 
formato predefinido. A diferencia de los buffers, las imágenes son opacas desde el interior 
de un kernel, sólo se puede acceder a su contenido a través de funciones predefinidas y 
bajo unos parámetros que el programador puede establecer mediante la creación de 
samplers. 
2.4.4. Modelo de programación 
Teniendo en cuenta el modelo de ejecución que siguen los kernels, OpenCL define dos 
modelos de programación: 
- Data parallel 
El modelo de programación data parallel consiste en ejecutar una secuencia de 
instrucciones sobre los diferentes elementos que forman un bloque de datos. El 
modelo de ejecución por work-items de los kernels encaja perfectamente con este 
modelo ya que se puede hacer corresponder a cada work-item con cada bloque de 
datos sobre los que se quiere operar. Aún así, OpenCL no requiere que se realice una 
correspondencia uno a uno entre los work-items y los elementos del bloque de datos 
teniendo el desarrollador libertad para hacer la correspondencia como desee. 
 
- Task parallel 
El modelo task parallel consiste en ejecutar una sola instancia de los kernels de forma 
independiente al espacio indexado que se defina. Es decir, los dispositivos se 
convierten en procesadores paralelos de tareas independientes a nivel de dispositivo. 
 
De entre los dos modelos de programación soportados por OpenCL se da prioridad al data 
parallel ya que OpenCL fue diseñado principalmente bajo su influencia. 
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2.4.4.1 Ejemplo de conversión de una aplicación convencional al modelo OpenCL 
Supongamos que queremos elaborar un programa que multiplique componente a 
componente dos vectores de enteros guardando el resultado en un tercer vector. En una 
aplicación habitual el código que se escribiría para llevar a cabo esta tarea no sería muy 
diferente al siguiente: 
 
Esta aplicación puede adaptarse a OpenCL utilizando el modelo de programación data parallel 
ya que se está realizando una operación (la multiplicación) sobre cada uno de los elementos de 
un bloque de datos (los vectores). Por tanto, se deberá diseñar un kernel que realice  el 
producto individual de una posición de los vectores y se ejecutará en un espacio indexado del 
tamaño de la longitud de los vectores. Como el kernel se instanciará para cada una de las 
posiciones de los vectores, el cálculo del resultado se realizará de forma paralela. 
Para saber sobre qué posición de los vectores debe trabajar el kernel, se utilizará el 
identificador global del work-item. 
A continuación se muestra cómo quedaría el código del kernel: 
 
 
__kernel void mul(global float* a, global float *b, global float *c) { 
 
 // Obtenemos la posición del work-item en el espacio indexado 
int gid = get_global_id(0);  
 
// Realizamos la operación a nivel de elemento de memoria 
c[gid] = a[gid] * b[gid]; 
}; 
#define N 20 
 
int main() { 
 
 // Definimos los vectores 
 int vecA[N]; 
 int vecB[N]; 
 int vecC[N]; 
 
 // Recorremos los vectores multiplicando sus componentes uno a uno 
 for(int i = 0; i < N; i++) { 
  vecC[i] = vecA[i] * vecB[i]; 
 } 
 
 return 0; 
} 
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2.5. El lenguaje OpenCL C 
El lenguaje OpenCL C es el lenguaje definido por OpenCL para la escritura de los kernels que se 
ejecutan en los dispositivos OpenCL.  Está formado por un subconjunto del lenguaje C ISO/IEC 
9899:1999 también conocido como C99. A esta base se le han añadido diversas extensiones 
para adaptarlo al uso que se le da en OpenCL. 
Como principales características del OpenCL C destacan: 
- Identificador de entrada de kernel. En el código de un programa OpenCL pueden 
existir diversas rutinas. Para saber cuál es la que se ejecutará como punto de partida 
se utiliza la etiqueta _kernel que se coloca justo antes de la definición de la cabecera. 
Dentro de un mismo archivo de código fuente pueden existir diversas cabeceras 
marcadas por la etiqueta _kernel. Es el host quien deberá especificar el nombre de la 
función entre las marcadas que actuará como punto de entrada del programa cuando 
crea el kernel mediante las llamadas a la OpenCL API. 
 
- Recursividad no permitida.  La recursividad dentro de los programas OpenCL no está 
permitida.  
 
- Vectores de tipos básicos predefinidos. OpenCL C define vectores de tipos básicos 
predefinidos para ser usados como tipos directamente. Así pues, por ejemplo, si 
queremos utilizar en nuestro código un vector de 4 elementos de tipo float OpenCL 
predefine el tipo float4 para ser utilizado directamente sin necesidad de declarar un 
array de tipo float con 4 posiciones. El ejemplo se puede aplicar al resto de tipos 
básicos y con dimensiones potencia de 2 hasta el máximo que soporte el dispositivo. 
 
- Aritmética de tipos vector. A parte de la definición de tipos vector, OpenCL también 
define el comportamiento de estos tipos con los operadores básicos unarios y binarios. 
El comportamiento está definido tanto entre elementos de tipo vector, que 
habitualmente se resuelve ejecutando el operador componente a componente, como 
también entre tipo vector y tipo básico que se resuelve ejecutando la operación 
componentes a componente con el valor del operando de tipo básico. 
 
- Identificadores de espacio de memoria. OpenCL da la posibilidad de controlar donde 
se declaran las variables o sobre qué espacio de memoria apuntan los punteros que se 
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declaran mediante identificadores de espacio de memoria. Existen cuatro 
identificadores y responden a la jerarquía de memoria que se ha descrito 
anteriormente. Los identificadores son: _global, _constant, _local, _private. 
 
- Funciones predefinidas. OpenCL C tiene predefinidas una series de funciones que 
permiten facilitar las siguientes tareas: 
 
 Funciones para work-items.  Dan información sobre los identificadores del work-
item actual, tanto el identificador global como el local, así como también sirven 
para informar del número total de grupos y work-items en ejecución. 
 
 Funciones matemáticas. Se corresponderían a las funciones que podríamos 
encontrar en el Math.h de la librería estándar de C. Encontramos desde funciones 
coseno, seno, hasta potencias y raíces cuadradas pasando por funciones de 
redondeo. 
 
 Funciones geométricas. Permiten ejecutar operaciones sobre los tipos de 
vectores. Encontramos funciones para normalizar un vector, para realizar 
productos vectoriales y escalares, etc. 
 
 Funciones comunes y relacionales. Encontramos funciones para el paso entre 
grados y radiantes así como también funciones que permiten ejecutar 
comparaciones entre valores. 
2.6. Ejemplo OpenCL comentado 
A continuación se muestra el código fuente comentado paso a paso del programa OpenCL que 
ejecutaría el kernel de multiplicación de vectores convertido a OpenCL en la descripción del 
modelo de programación. 
La aplicación se inicia obteniendo la información de las plataformas disponibles en el sistema 
donde se ejecuta. De las plataformas obtenidas se selecciona la primera disponible y se crea 
un contexto sobre ella.  
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Para crear el contexto, se especifica en sus propiedades el identificador de la plataforma sobre 
la cual se quiere crear. También se especifica que queremos incluir en nuestro contexto todos 
los dispositivos de la plataforma de tipo GPU. 
 
Una vez obtenido el contexto de ejecución se debe crear una cola de comandos sobre alguno 
de los dispositivos incluidos en él. Para ello consultamos en el contexto los dispositivos que ha 
incluido en su creación y pedimos a OpenCL que construya una cola de comandos asociada a 
uno de ellos. 
 
Antes de utilizar la cola de comandos para preparar el entorno de ejecución del kernel, 
leeremos su código fuente  y lo compilaremos para dejarlo preparado para su ejecución.   
 
/* Leemos el código fuente desde disco */  
String sourceCode = readSourceCode(srcFileName); 
 
/* Creamos el programa */ 
cl_program Program = clCreateProgramWithSource(Context, 1, new 
String[]{sourceCode}, null, null); 
         
/* Compilamos el programa */ 
clBuildProgram(Program, 0, null, null, null, null); 
 
cl_kernel Kernel = clCreateKernel(Program, “mul”, null); 
 
          
 
/* Obtenemos los dispositivos disponibles en el contexto */  
clGetContextInfo(Context, CL_CONTEXT_DEVICES, 0, null, numBytes);  
 
int numDevices = (int) numBytes[0] / Sizeof.cl_device_id; 
cl_device_id devices[] = new cl_device_id[numDevices]; 
clGetContextInfo(Context, CL_CONTEXT_DEVICES, numBytes[0], 
Pointer.to(devices), null); 
                        
/* Creamos una cola de commando para el primer dispositivo disponible */ 
CommandQueue = clCreateCommandQueue(Context, devices[0], 0, null); 
/* Obtenemos las plataformas disponibles */ 
cl_platform_id platforms[] = new cl_platform_id[1]; 
clGetPlatformIDs(platforms.length, platforms, null); 
      
 
/* Indicamos en las propiedades del contexto la plataforma sobre la que 
se crea */ 
cl_context_properties contextProperties = new cl_context_properties(); 
contextProperties.addProperty(CL_CONTEXT_PLATFORM, platforms[0]); 
 
 
/* Obtenemos el contexto para trabajar con dispositivos GPU */         
Context = clCreateContextFromType(contextProperties, CL_DEVICE_TYPE_GPU, 
null, null, null); 
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Al crear el kernel se debe pasar como argumento el nombre de método etiquetado con 
_kernel que hará de punto de entrada en la ejecución. En este caso el punto de entrada es el 
método con el nombre “mul”. 
El kernel multiplica dos vectores y los guarda en un tercer vector. Por lo tanto, necesitaremos 
reservar memoria para los tres vectores así como también copiar los vectores inicializados a la 
memoria del dispositivo OpenCL. 
El primer paso es crear los vectores en el espacio de memoria del host 
 
Acto seguido se crean los buffers en el dispositivo OpenCL. 
 
La reserva de memoria se realiza mediante comandos para la creación de buffers de memoria. 
Estos comandos, además, permiten inicializar la región de memoria del dispositivo a partir de 
una región de memoria del host. En nuestro caso inicializaremos la memoria del dispositivo 
con los vectores inicializados previamente en la memoria de host. 
Una vez la memoria esta creada e inicializada correctamente en el dispositivo, los espacios 
reservados se enlazan con los parámetros de entrada del kernel. 
cl_mem memObjects[] = new cl_mem[3]; 
 
memObjects[0] = clCreateBuffer(Context, CL_MEM_READ_ONLY | 
CL_MEM_COPY_HOST_PTR, Sizeof.cl_float * n, srcA, null); 
 
memObjects[1] = clCreateBuffer(Context, CL_MEM_READ_ONLY | 
CL_MEM_COPY_HOST_PTR, Sizeof.cl_float * n, srcB, null); 
 
memObjects[2] = clCreateBuffer(Context, CL_MEM_READ_WRITE,  
Sizeof.cl_float * n, null, null); 
          
 
int N = 10; 
 
/* Reservamos memoria para los vectores */ 
float srcArrayA[] = new float[N]; 
float srcArrayB[] = new float[N]; 
float dstArray[] = new float[N]; 
 
/* Inicializamos los vectores */ 
for(int i=0; i<N; i++){ 
srcArrayA[i] = i; 
      srcArrayB[i] = i; 
} 
 
/* Obtenemos las referencias a los vectores */ 
Pointer srcA = Pointer.to(srcArrayA); 
Pointer srcB = Pointer.to(srcArrayB); 
Pointer dst = Pointer.to(dstArray);          
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La asignación de los parámetros de entrada del kernel se realiza mediante el índice que ocupa 
en la definición de la cabecera del método indicado como punto de entrada. 
A partir de este momento el entorno de ejecución del kernel está listo, es el momento de 
ejecutarlo. Al enviar el comando de ejecución a la cola de comandos indicamos las 
dimensiones del espacio indexado con las que se ejecutará el kernel. 
 
Una vez el kernel ha finalizado su ejecución hay que leer el resultado desde la memoria del 
dispositivo. 
 
Por último, liberamos las estructuras creadas así como la memoria que se ha reservado en el 
dispositivo.
 
  
/* Liberamos memoria y estructuras reservadas */ 
clReleaseMemObject(memObjects[0]); 
clReleaseMemObject(memObjects[1]); 
clReleaseMemObject(memObjects[2]); 
clReleaseKernel(Kernel); 
clReleaseProgram(Program); 
clReleaseCommandQueue(CommandQueue); 
clReleaseContext(Context);  
/* Leemos el resultado de la ejecución */ 
clEnqueueReadBuffer(CommandQueue, memObjects[2], CL_TRUE, 0,  
n * Sizeof.cl_float, dst, 0, null, null); 
/* Establecemos las dimensiones del espacio indexado */ 
long global_work_size[] = new long[]{N}; 
         
/* Ejecutamos el kernel */ 
clEnqueueNDRangeKernel(CommandQueue, kernel, 1, null, global_work_size, 
null, 0, null, null);  
 
/* Establecemos los espacios de memoria previos como argumentos del 
kernel */ 
 
clSetKernelArg(kernel, 0, Sizeof.cl_mem, Pointer.to(memObjects[0])); 
clSetKernelArg(kernel, 1, Sizeof.cl_mem, Pointer.to(memObjects[1])); 
clSetKernelArg(kernel, 2, Sizeof.cl_mem, Pointer.to(memObjects[2]));        
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3. Raytracing 
3.1. Introducción 
Desde la aparición de las primeras interfaces gráficas para sistemas informáticos, se ha 
intentado crear técnicas capaces de generar realidad a partir de procesos computacionales. 
Este esfuerzo ha derivado en la elaboración de numerosas técnicas destinadas a la creación de 
imágenes representativas de la realidad vía ordenador. Hoy en día el campo de la computación 
gráfica sigue estando en constante evolución llegando a cotas muy altas de realismo. Pese a su 
corto tiempo de vida, la computación gráfica ya se encuentra presente de forma habitual en 
muchos ámbitos de la ingeniería , el ocio y el entretenimiento.  
Este proyecto toma como base una de las técnicas considerada de las más elegantes que han 
aparecido en el ámbito de la computación gráfica: el trazado de rayos o raytracing. En la 
actualidad la generación de imágenes vía trazado de rayos se sigue utilizando aplicándole 
mejoras más avanzadas, pero manteniendo la base que se describe en este proyecto. 
El trazado de rayos o raytracing es un algoritmo para la síntesis de imágenes bidimensionales 
que representan de forma físicamente realista una escena determinada. Se basa en el trazado 
de rayos y la intersección de estos con las superficies que contiene la escena que se quiere 
representar. Es un algoritmo cuya principal característica es intentar representar de forma fiel 
el comportamiento de la luz en la vida real. Para ello, es habitual que la generación de 
imágenes mediante el algoritmo de raytracing suela requerir un nivel intenso de computación. 
El algoritmo de raytracing ha ido definiéndose a lo largo de la historia a partir de aportaciones 
de diferentes autores. La idea del trazado de rayos fue introducida ya en 1637 por René 
Descartes pero el punto de partida del raytracing computacional se produce en 1968 con la 
definición del algoritmo de raycasting por parte de Arthur Appel. 
En este capítulo se describe el algoritmo de raytracing utilizado en el proyecto de forma 
incremental a cómo ha ido evolucionando a lo largo de su historia. Por último, se muestra la 
arquitectura de un raytracer. 
3.2. Raycasting de Arthur Appel (1968) 
En 1968 Arthur Appel publica el artículo “Some techniques for shading machine rendering of 
solids” en el que define el algoritmo de Raycasting. El raycasting era explicado como un 
algoritmo para obtener imágenes de sólidos a partir del trazado de rayos. Los rayos se 
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lanzaban desde el observador y pasaban por un plano perpendicular situado justo delante del 
él. Este plano era en realidad una cuadrícula en la que cada una de sus posiciones 
representaba un píxel de la imagen resultante. El rayo lanzado pasaba a través de uno de los 
elementos de la cuadrícula, es decir, por un píxel de la imagen resultante. Sólo quedaba 
determinar el color de este píxel dependiendo de si el sólido que se quería representar se 
encontraba en medio del camino que el rayo realizaba. En caso afirmativo, el color del sólido 
pasaba a ser el color del rayo y a su vez el color del píxel de la imagen generada. De esta forma 
y repitiendo el trabajo  para cada uno de los elementos de la cuadrícula o píxel se obtenía una 
imagen completa con la representación del sólido. 
 
Figura 8: Descripción de raycasting 
El algoritmo de raycasting es fácilmente extrapolable a la representación de escenas 
compuestas por diversos objetos, basta con realizar el test de intersección contra todos los 
elementos que forman la escena y quedarnos, si existe, con la intersección más próxima al 
observador. A continuación se muestra una escena con varios elementos renderizada 
utilizando la técnica de raycasting: 
 
Figura 9: Escena aplicando raycasting 
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Una de las principales ventajas que se pueden encontrar en el uso del algoritmo de raycasting, 
y que también heredarán sus sucesores, es el hecho de que es capaz de renderizar superficies 
complejas siempre y cuando se pueda proporcionar una ecuación de intersección con el rayo. 
Por otra parte el hecho tener que lanzar un rayo por píxel y realizar la intersección contra toda 
la escena provoca que la cantidad de trabajo a realizar para sintetizar una imagen sea muy 
grande en función de la resolución de la imagen y del tamaño de la escena. Por tanto, es 
necesaria una gran potencia de cálculo para realizar un render con el algoritmo de raycasting. 
Esta característica, como se verá a continuación, se asevera en sus sucesores. 
3.3. El Raytracing clásico de Turner Whitted (1979)  
Turner Whitted evoluciona el concepto de raycasting publicando en el  SIGGRAPH ’79 el 
artículo  “An improved illumination model for shaded sisplay”. 
 
Turner Whitted en su artículo presenta un modelo para sintetizar imágenes basado en el 
algoritmo de raycasting de Appel extendiéndolo y convirtiéndolo en recursivo. Basándose en 
que la luz, en su propagación, realiza rebotes cuando se encuentra con superficies, por 
ejemplo, reflectantes, extiende el trazado de rayos inicialmente planteado por Appel e incluye 
en su modelo la posibilidad de que a partir de la primera intersección rayo-escena se generen 
nuevos rayos dependiendo de las características del modelo con el que se interseca. 
Para cada nuevo rayo se vuelve a realizar el proceso de buscar la primera intersección rayo-
escena y así sucesivamente hasta que en el proceso se genere un rayo que no interseque 
contra ningún objeto de la escena o bien interseque un objeto cuyas propiedades no 
favorezcan el rebote de la luz. 
Ante la aparición de nuevos tipos de rayos Whitted propone una clasificación para los rayos 
que se generan durante el algoritmo, ahora ya, conocido como raytracing. En concreto 
Whitted clasifica los rayos en dos grupos: 
- Primary Rays: Son los primeros rayos que genera el algoritmo. Tienen como origen la 
posición del observador y atraviesan la cuadrícula que representa la imagen. 
El SIGGRAPH es la conferencia y exhibición internacional sobre computación gráfica y 
técnicas interactivas. Se celebra anualmente y constituye una de las referencias más 
importantes en el campo de los gráficos generados por ordenador. 
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- Secondary Rays: Son los rayos que se han generado a partir de la intersección de un 
rayo primario contra un modelo cuyas propiedades favorecen el rebote de la luz. Están 
incluidos todos los niveles de rebote a partir de la primera intersección. De este tipo 
de rayos podemos encontrar: 
 Rayos por reflexión de la luz. Se generan a partir de la intersección de un rayo 
contra un modelo que presenta propiedades reflectantes 
 Rayos por refracción de la luz. Se generan a partir de la intersección de un 
rayo contra un modelo que presenta propiedades refractantes. 
En el grupo de los secondary rays, Whitted incluyo un nuevo tipo de rayo que no aparece en el 
comportamiento habitual de luz pero que resulta extremadamente útil a la hora de sintetizar 
imágenes realistas. Este nuevo rayo es conocido por el nombre de shadow ray, y como su 
nombre indica se utiliza para determinar partes de los modelos que se encuentran a la sombra. 
Que una región de un modelo se encuentra a la sombra, significa que a ningún punto de esa 
región le llega luz desde las fuentes de luz que tiene la escena. Para conocer cuándo esta 
situación se produce, Whitted propone lanzar un shadow ray desde el punto de intersección 
del primary ray (o secondary ray, si estamos calculando un rebote de la luz) hacia cada una de 
las fuentes de luz de la escena. Si existe algún objeto que se interpone en el camino entre el 
shadow ray y la fuente de luz y esto ocurre para todas las fuentes de luz, entonces el punto 
sobre el que hemos intersecado se encuentra a la sombra. 
A continuación se muestra una representación del algoritmo de raytracing en el que se puede 
identificar todo el proceso de la generación del color de un píxel. 
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Figura 10: Descripción de raytracing 
En el siguiente fragmento de pseudocódigo se muestra el algoritmo de raytracing clásico para 
el cálculo de color de un rayo. 
 
Color  Shading (ray :Ray, scene :Scene, renderParams :RenderParameters, depthActual:Int, 
maxDepth:Int) { 
 
 if(depthActual >= maxDepth) return {0.0, 0.0,0.0, 1.0};   
  else { 
 
  iInfo :IntersectionInfo := intersect(ray,scene); 
 
  if(!iInfo.existIntersection) return renderParams.backgrounColor; 
 
  outColor :Color; 
  outColor := getIntersectionColor(iInfo, scene, ray);   
 
  if(iInfo.material.hasReflection) { 
   outColor += Shading(ray.getReflectedRay(). scene, renderParams,  
                depthActual+1, maxDepth); 
  }  
 
  if iInfo.material.hasRefraction { 
   outColor += Shading(ray.getReflectedRay(). scene, renderParams,  
                depthActual+1, maxDepth); 
  } 
  return outColor; 
 } 
} 
Reflected Ray 
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Entre las ventajas que incorpora el algoritmo de raytracing encontramos una mayor calidad en 
el realismo de las imágenes resultantes ya que el comportamiento de la luz se simula de forma 
más fiel gracias a la inclusión de los secondary rays. Así pues, efectos como la reflexión y 
refracción de la luz aparecen reproducidos en los resultados. Esta ventaja no sólo se produce 
en relación al algoritmo de raycasting sino también ante otros modelos de renderizado como 
el modelo proyectivo en el que simular reflexiones y refracciones suponen una tarea más 
compleja ante la facilidad con la que el algoritmo de raytracing lo realiza. 
 
Como aspecto negativo tenemos un incremento de la necesidad de cálculo para obtener 
imágenes mediante raytracing. Si ya el algoritmo de raycasting necesitaba un alto nivel de 
computación debido a la necesidad de repetir el proceso de intersección por cada rayo y píxel, 
ahora, en raytracing la necesidad de ejecutar este proceso se multiplica con la aparición de los 
shadow rays y los secondary rays. Por tanto, escenas con elementos reflectantes y refractantes 
necesitaran una mayor potencia de cálculo para ser representadas. 
Un ejemplo de imagen creada a partir del algoritmo de raytracing podría ser la siguiente: 
 
Figura 11: Escena aplicando raytracing 
El modelo proyectivo permite sintetizar imágenes a partir de escenas tridimensionales 
mediante la proyección de la escena sobre el plano de la imagen. Es un modelo que se 
caracteriza por su rapidez y es el modelo más extendido en la computación gráfica en 
tiempo real. Por ejemplo, OpenGL implementa el modelo proyectivo. 
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3.4. Arquitectura de un raytracer 
Se llama raytracer a la pieza de software que ejecuta el algoritmo de raytracing a partir de una 
escena y sintetiza una imagen bidimensional que la representa. Los elementos que forman un 
raytracer se representan en la siguiente figura: 
 
 
Los bloques representados son: 
- Escena. La definición de la escena a partir de la cual se quiere sintetizar una imagen 
mediante el algoritmo de raytracing es el punto de entrada del algoritmo de 
raytracing. 
 
- Raytracer.  El raytracer contiene una serie de bloques que se encargan de las tareas 
principales que aparecen en el algoritmo de raytracing. 
 
 Generación de Rayos.  Es el bloque encargado de generar los rayos tanto 
primarios como secundarios. En el caso de los primarios es necesaria la 
información de la cámara que se define con la escena. En el caso de los 
secundarios es necesaria la información de la intersección y las propiedades 
del modelo que los genera. 
Escena 
Generación de rayos 
Test de intersección 
Cálculo de color 
(Shading) 
Imagen Final 
Raytracer 
 
Figura 12: Arquitectura de un raytracer 
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 Test de intersección. Recibe como entrada un rayo y realiza dos tipos de 
intersección útiles para el proceso de raytracing: 
 
 Test de intersección completo: Devuelve la intersección más próxima 
si existe entra la escena y el rayo. 
 Test de existencia de intersección: Busca si existe alguna intersección 
no necesariamente debe encontrar la más próxima. Este test se realiza 
con los shadow rays donde sólo interesa saber si hay alguna oposición 
en la trayectoria del rayo hacia la fuente de luz. 
 
 Calculo de color (Shading). Se encarga de determinar el color del rayo, y a su 
vez el color del píxel resultante. Habitualmente suele necesitar de las 
propiedades del modelo sobre el que ha intersecado el rayo. 
 
- Imagen Final. El resultado de la ejecución del raytracer es un mapa de píxels con la 
representación de la escena. Esta representación podría ser, por ejemplo, codificada 
en un formato determinado y guardada en disco. 
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4. El raytracer NetRay 
4.1. Introducción 
NetRay es el raytracer desarrollado para este proyecto. Implementa el algoritmo de raytracing 
clásico de Whitted y sigue la distribución de bloques descrita en el punto anterior. 
En este apartado se describe cómo NetRay define cada uno de los bloques que componen un 
raytracer, así como también las funcionalidades que implementa. La descripción se lleva a 
cabo de forma teórica dejando los detalles relativos a la implementación para su capítulo 
correspondiente. 
4.2. La escena 
La escena es el punto de entrada del algoritmo de raytracing. Incluye la definición de todos los 
elementos que la constituyen, concretamente, la cámara, las fuentes de luz y toda la 
información relativa a la definición de los modelos.  
4.2.1. La cámara 
La cámara hace el papel del observador en el algoritmo de raytracing. Define el punto desde el 
cual se trazaran los rayos junto con todas las características del plano que formará la 
cuadricula de píxeles a generar. 
En NetRay se utiliza una cámara en perspectiva que se define mediante los siguientes 
parámetros: 
- Posición: Coordenadas cartesianas que sitúan a la cámara en el espacio tridimensional. 
La posición de la cámara constituirá el origen de los rayos primarios del algoritmo de 
raytracing. 
- Orientación: La orientación de la cámara en el espacio tridimensional viene dada por 
tres vectores que definen el sistema de coordenadas propio de la cámara: 
 Vector de dirección: Marca la dirección en la que mira la cámara. Este vector 
es conocido como forward vector o direction vector. 
 Vector vertical: Marca la dirección que la cámara tomará como vertical. Este 
vector es conocido como up vector. 
  Vector horizontal: Marca la dirección que la cámara tomará como horizontal. 
Este vector es conocido como right vector. 
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A continuación se representa el sistema de coordenadas de la cámara. 
 
Figura 13: Vectores de cámara 
- Campo de visión: Es el ángulo que define la apertura de la cámara. 
- Relación de aspecto: Establece la relación entre el alto y  el ancho del plano de píxeles 
a generar. 
- Distancia al plano de píxeles: Mide la distancia entre el punto que determina la 
posición de la cámara y el plano de píxeles a generar. 
- Distancia al plano de cierre de la cámara: Mide la distancia entre el punto que 
determina la posición de la cámara y el plano que cierra el espacio que es capaz de ver 
la cámara. 
En la siguiente imagen se representan todas las propiedades de la cámara: 
 
 
Posición 
Cámara 
Alto 
Ancho 
R. de aspect. = ancho /alto 
Campo 
de visión 
Plano de la 
imagen 
Plano de 
cierre 
Figura 14: Elementos de la cámara 
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4.2.2. Las fuentes de luz 
Las fuentes de luz iluminan la escena y son clave para poder determinar los puntos de la 
escena que se encuentran a la sombra. En NetRay las fuentes de luz son puntuales, es decir, 
carecen de área. Las propiedades que definen una fuente de luz son: 
- Posición: Determina la colocación de la fuente de luz en el espacio tridimensional. 
- Color: Las fuentes de luz tienen un color propio. Este está representado en RGBA. 
- Atenuación: La luz pierde intensidad a medida que se propaga por el espacio. Para 
simular este fenómeno  la definición de la luz incluye tres coeficientes de atenuación: 
constante, lineal y cuadrático. La atenuación global que se aplica a una fuente de luz 
en un punto determinado viene dada por la fórmula: 
                                              
Donde d es la distancia entre el punto y la fuente de luz. 
4.2.3. Los modelos 
Los elementos principales de la escena, más allá de la cámara y las fuentes de luz, son los 
modelos.  Al finalizar el algoritmo de raytracing los modelos deberán quedar representados en 
la imagen resultante bajo la iluminación de  las fuentes de luz y vistos desde la perspectiva que 
define la cámara. 
Como propiedades generales de un modelo se encuentran: 
- Posición: Determina la posición global del modelo en el espacio tridimensional. 
- Orientación: Determina la orientación del modelo. La orientación se expresa mediante 
tres ángulos siguiendo el modelo de Euler. 
 
Además de las propiedades generales, en NetRay, un modelo queda definido por la malla de 
triángulos que tiene asociada y las propiedades lumínicas que presenta. 
Mallas de triángulos 
En NetRay los modelos se representan mediante triángulos. Cada modelo tiene asociada una 
malla de triángulos que define su contorno. A modo de ejemplo, la siguiente imagen muestra 
la malla de triángulos asociada a un modelo que representa a un delfín. 
Los ángulos de Euler permiten describir la orientación de un sólido mediante la 
composición de tres rotaciones elementales aplicadas en un cierto orden. Por tanto, gracias 
a este método se puede expresar la orientación de un modelo con tres ángulos 
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Figura 15: Ejemplo de malla de triángulos de un modelo 
Cada triángulo tiene por vértice las siguientes propiedades: 
- Posición: Determina la posición del vértice en el espacio tridimensional. Consta de 
cuatro componentes, una por cada eje cartesiano (x,y,z) además  de la componente 
homogénea. 
- Normal: Es el vector perpendicular al plano al que pertenece el triángulo. 
 
 
Propiedades lumínicas. El material 
Cuando un rayo interseca a un modelo y se quiere calcular el color en el punto de la 
intersección, que será mostrado en la imagen resultante, es importante conocer las 
propiedades lumínicas del modelo. Por propiedades lumínicas se entienden las características 
que presenta el modelo ante la interacción de la luz. En el mundo de la computación gráfica 
estas propiedades suelen recibir el nombre de material del modelo. 
En NetRay un material se define por las siguientes propiedades: 
V1 
(px, py, pz, pw) 
(nx, ny, nz, nw) 
V2 
(px, py, pz, pw) 
(nx, ny, nz, nw) 
V3 
(px, py, pz, pw) 
(nx, ny, nz, nw) 
Figura 16: Componentes de un triángulo 
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- Color especular Determina el color que muestra el material cuando la luz al rebotar en 
él se propaga en una única dirección definida. Este color toma protagonismo en 
modelos con propiedades brillantes, por ejemplo, metales. 
- Color difuso: Determina el color que muestra el material cuando la luz al rebotar en él 
se propaga en diversas direcciones. Este color toma protagonismo en modelos con 
propiedades poco brillantes, por ejemplo, cerámica. 
- Color ambiente: Es el color que se utiliza para representar la luz residual después de 
que los rayos de luz hayan realizado muchos rebotes.  
- Color de reflexión: Es el color que se mezcla con el color que refleja un modelo con 
propiedades reflectantes. 
- Color de refracción: Es el color que se mezcla con el color que muestra un modelo con 
propiedades de transparencia. 
- Coeficiente de brillantez: Determina el grado de brillo que se imprime en el material 
cuando la luz incide directamente. 
- Coeficiente de transparencia: Determina el nivel de transparencia que presenta el 
material en una escala de 0 a 1. 0 representa un material opaco y 1 un material 
completamente transparente. 
- Coeficiente de reflexión: Determina el nivel de reflexión que presenta el material en 
una escala de 0 a 1. 0 representa un material sin reflexión y 1 un material puramente 
reflectante. 
- Índice de refracción: Determina cómo la luz se comporta al atravesar el material 
internamente. 
4.3. Generación de rayos 
A lo largo del algoritmo de raytracing existen diversos puntos donde se deben generar rayos.  
A continuación, se describe la definición de rayo que utiliza NetRay así como también las 
diversas técnicas utilizadas en la generación de rayos. 
4.3.1. Definición 
En NetRay un rayo queda definido por: 
- Origen: Punto definido en el espacio de coordenadas cartesiano que sitúa el origen del 
rayo.  
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- Direccion: Vector que define la dirección en la que se desplaza el rayo. Para evitar 
incoherencias en las imágenes resultantes el rayo sólo se desplaza en un sentido bajo 
la dirección que marca su vector asociado. 
4.3.2. Generación de rayos primarios 
El primer momento del algoritmo de raytracing en el que se debe generar un rayo es en la 
generación de los rayos primarios. Los rayos primarios se generan desde el observador y pasan 
por uno de los píxeles de la cuadrícula que se superpone imaginariamente en la dirección de 
visión del observador, constituyendo una representación de la imagen resultante. A partir de 
ese momento el rayo queda asociado al píxel y de su interacción con la escena se obtendrá el 
color que para ese píxel aparecerá en la imagen resultante. 
Dada la posición de un píxel en la cuadrícula y una cámara bajo la definición explicada 
anteriormente, se debe obtener un origen y una dirección para formar el rayo primario. 
Obtener el origen es un paso inmediato: los rayos primarios se originan en el observador, en 
este caso representado por la cámara, por tanto, el origen del rayo primario se corresponde 
con la posición de la cámara. 
Para obtener la dirección del rayo basta con obtener la dirección desde la posición de la 
cámara a la posición del píxel. El principal impedimento para obtener esta dirección radica en 
que la posición del píxel está expresada en función de la cuadrícula de la imagen y para 
obtener la dirección deseada debería estar expresada en términos del espacio tridimensional 
en el que se define la cámara.  
Para conseguir esta conversión hay que traducir la cuadricula de píxeles en el plano de píxeles 
que define la cámara con sus parámetros.  Para ello, se debe obtener el tamaño del plano de 
píxeles que define la cámara y dividir este tamaño entre los píxeles que forman la imagen. Con 
las coordenadas iniciales del píxel podremos acceder a la posición del píxel en el plano de 
píxeles, estas nuevas coordenadas sí están definidas en el espacio tridimensional de la cámara.  
Con estas nuevas coordenadas del píxel podemos obtener la dirección del rayo primario 
simplemente obteniendo la dirección desde la posición de la cámara a las nuevas coordenadas 
del píxel. 
 
 
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 47 
4.3.3. Generación de rayos de sombra 
Cuando un rayo primario interseca a un modelo se debe determinar si este modelo en el punto 
de intersección recibe luz. Para ello se utilizan los rayos de sombra y se utilizará uno por cada 
fuente de luz que presente la escena. 
El test de intersección contra la escena de un rayo de sombra generado para una determinada 
fuente de luz debe determinar si existe algún obstáculo entre el punto de intersección del rayo 
primario y la fuente de luz seleccionada. Ante estas condiciones obtener un rayo de sombra 
para una fuente de luz determinada es trivial. El origen del rayo será el punto de intersección 
con el modelo y la dirección quedará determinada por el vector que une la posición de la 
fuente de luz y el punto de intersección del rayo primario. 
4.3.4. Generación de rayos de reflexión y refracción 
Una vez el rayo primario interseca contra un modelo y se determina que éste recibe 
iluminación desde al menos una de las fuentes de luz de la escena, puede ocurrir que la luz 
rebote en forma de reflexión o refracción desde el punto de intersección. Para que esto ocurra 
el material del modelo debe presentar propiedades reflectantes o refractantes. 
Generación de rayos de reflexión 
Cuando el material del modelo con el que se interseca presenta características reflectantes, es 
decir, cuando el coeficiente de reflexión es mayor que 0, se debe generar un nuevo rayo que 
representa la reflexión de la luz al rebotar sobre el modelo. 
El rayo reflejado tendrá como origen el punto de intersección. Para obtener la dirección se 
aprovecha que el ángulo de incidencia es igual al ángulo de reflexión. Bajo esta igualdad, tal 
como se muestra en la siguiente imagen, la dirección del rayo reflejado R se encuentra 
restando a la dirección del rayo incidente 2 veces la proyección del rayo incidente sobre el 
normal del punto de intersección. 
 
α α 
proLN 
N 
R L 
Figura 17: Rayo reflejado 
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Así pues, el rayo reflejado se obtiene aplicando: 
           
Sabiendo que:                la ecuación anterior se puede simplificar quedando: 
             
Generación de rayos de refracción 
Si en vez de contra un modelo con propiedades de reflexión, el rayo interseca contra un 
modelo con propiedades refractantes también se debe generar un nuevo rayo, pero esta vez 
un rayo que simule la refracción de la luz al atravesar el modelo. 
De igual forma que en el caso de la reflexión, el origen del rayo refractado coincide con el 
punto de intersección del rayo incidente. Para obtener la dirección hay que tener en cuenta los 
elementos que aparecen en la siguiente figura: 
 
 
La dirección R se puede expresar en términos de su descomposición en G  y N de la forma: 
                 
Teniendo en cuenta que de entrada sólo conocemos la dirección L, el normal N y el ángulo de 
incidencia α hay que aplicar modificaciones a la fórmula anterior para llegar a obtener R. 
Para empezar tenemos que G se puede obtener mediante:     
     
    
 
G 
α 
proLN 
N 
R 
L 
θ 
Figura 18: Rayo refractado 
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Por otro lado es conocida la ley de Snell que relaciona los ángulos de incidencia y refracción 
mediante los índices de refracción del medio exterior (Ie) y el medio interior (Ii). 
                
Aplicando las dos fórmulas anteriores junto con simplificaciones trigonométricas se obtiene 
que: 
     
  
  
        
   
   
             
  
  
   
4.4. Test de intersección rayo - escena 
El papel del test de intersección entre el rayo y la escena consiste en encontrar, si es que 
existe, el modelo más cercano al origen del rayo que se cruce en su dirección. 
En el caso de NetRay, la escena está formada por modelos representados por mallas de 
triángulos, por tanto, el test de intersección rayo-escena se convierte en un recorrido por 
todos los modelos de la escena comprobando si existe intersección entre el rayo y sus 
triángulos y si ésta es más cercana que las anteriores encontradas. 
4.4.1. Intersección rayo-triángulo 
Existen diversas formas de realizar el test de intersección entre un rayo y un triángulo,  en 
NetRay se utiliza el método elaborado por Möller Thomas y Ben TrumBore publicado en el 
artículo “Fast, Minimum Storage Ray-Triangle Intersection”. Este método se basa en las 
coordenadas baricéntricas.  
Las coordenadas baricéntricas permiten determinar la posición de un punto interior al 
triángulo mediante la influencia de cada vértice. Para cada punto interior existe una 
combinación de tres valores (u, v, w) que simbolizan la influencia de cada vértice sobre el 
punto. Cada valor se encuentra entre 0 i 1 y la suma total de los tres no puede ser mayor que 
1. 
Bajo estas reglas cada punto interior del triángulo sigue la siguiente fórmula: 
                       
La componente w, dado que la suma de los tres debe ser menor que 1, se puede expresar 
como combinación de u y v dejando la fórmula anterior en: 
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A continuación, a modo de ejemplo, se presenta un triángulo representando en coordenadas 
baricéntricas cada uno de sus vértices. También se muestra un punto situado en el centro del 
triángulo. 
 
 
Definidas las coordenadas baricéntricas el test de intersección debe ser capaz de encontrar, si 
existen,  los coeficientes (u,v) que permitan resolver la siguiente ecuación entre el triángulo y 
el rayo: 
                        
En la ecuación anterior aparece una nueva incógnita t que representa la distancia desde el 
origen al punto de intersección con el triángulo. 
Reordenando los términos, la ecuación se puede representar como un sistema de ecuaciones 
lineales. 
                
 
 
 
       
Para solucionar el sistema se utiliza la regla de Cramer obteniendo la siguiente solución: 
 
 
 
 
   
 
              
 
             
             
             
  
Donde e1 = V1 – V0, e2 = V2- V0, S =  o – V0. Para existir intersección la solución del sistema 
debe cumplir las siguientes condiciones: 
V0 
(u = 1, v = 0, w = 0) 
V1 
(u = 0, v = 1, w = 0) 
V2 
(u = 0, v = 0, w = 1) 
P (u = 0.5, v = 0.5, w = 0.5) P 
Figura 19: Coordenadas baricéntricas en un triángulo 
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- u > 0, v > 0, u + v <= 1, para cumplir con la definición de coordenadas baricéntricas de 
punto interior al triángulo. 
- t > 0 para que la intersección se encuentre siguiente la dirección positiva del rayo, es 
decir, la intersección no se produce a espaldas del rayo. 
4.4.2. Test de intersección con rayos de sombra 
Los rayos de sombra se utilizan para determinar si un punto de intersección se encuentra 
iluminado por alguna de las fuentes de luz de la escena. En este caso el test se puede reducir a 
encontrar si existe algún modelo que se interponga entre el punto de intersección y una 
fuente de luz, en vez de encontrar el modelo más cercano. Esto permite detener el proceso del 
test de intersección en cuanto se encuentre un modelo que se interponga entre la luz y el 
punto de intersección. 
4.4.3. Resultado del test de intersección 
Como resultado del test de intersección se definen una serie de parámetros que serán 
utilizados por el cálculo de color. Estos parámetros son: 
- Punto de intersección: Son las coordenadas geométricas del punto donde el rayo ha 
intersecado con el modelo. 
- Normal del punto de intersección: Es el vector que marca la dirección perpendicular al 
plano donde se encuentra el punto de intersección. 
- Coordenadas baricéntricas del punto de intersección: El punto de intersección se 
obtiene por la intersección entre un rayo y un triángulo. Por tanto, para todo punto de 
intersección existen unas coordenadas baricéntricas que definen su posición en el 
triángulo al que pertenece. 
- Distancia de intersección: Es la distancia entre el origen del rayo y el punto de 
intersección. 
- Identificadores de modelo y triángulo: Informan del identificador de modelo sobre el 
que se ha intersecado y, concretamente, sobre qué triángulo.  
4.4.4. Aceleración del test de intersección 
El test de intersección visto hasta el momento consiste en recorrer todos los modelos de la 
escena probando si el rayo actual (tanto primario como secundario) interseca con algún 
triángulo  de alguno de ellos.  
A medida que el tamaño de la escena aumenta resulta muy costoso realizar este tipo de test 
de intersección ya que el tiempo del recorrido por toda la escena se incrementa de forma 
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considerable.  Como añadido, estos recorridos en muchas ocasiones son innecesarios debido a 
que un rayo puede no intersecar con ningún modelo y en cambio se realizará el recorrido 
completo por igual. 
Para paliar el tiempo gastado en los test de intersección existen mecanismos que permiten 
acelerar el proceso de determinar si un rayo interseca una determinada escena o no. Estos 
mecanismos suelen ser estructuras de aceleración elaboradas a partir de la escena que 
permiten descartar modelos rápidamente sin necesidad de comprobar toda su geometría.  
Las estructuras de aceleración se clasifican en dos tipos: 
- Subdivisión de primitivas: La estructura realiza una distribución en forma jerárquica 
de los modelos que forman la escena. El test de intersección se inicia en la raíz de la 
jerarquía y se guía mediante el comportamiento del rayo al atravesar la jerarquía. 
 
- Subdivisión de espacio: La estructura realiza una subdivisión del espacio que ocupa la 
escena. Se crea una jerarquía espacial en que cada elemento guarda a los modelos que 
contiene. Cómo el rayo atraviesa el espacio que define la jerarquía determina el 
resultado del test de intersección. 
Como resultado de realizar el test de intersección utilizando cada uno de los tipos de 
estructuras de aceleración anteriores se obtiene un subconjunto, los más reducido posible, de 
modelos sobre los que el rayo tiene más probabilidades de intersecar. Estos modelos se 
recorrerán para encontrar, si existe, exactamente con qué triángulo interseca el rayo y obtener 
el resultado final del test de intersección. 
- Aceleración del test de intersección en NetRay 
En NetRay la aceleración de la intersección rayo-escena se implementa mediante un 
mecanismo de subdivisión de primitivas basado en la utilización de caja englobantes. Dado un 
modelo, su caja englobante es el cubo alineado con los ejes cartesianos que mejor se ajusta al 
contorno que marca la malla de triángulos que lo define. A continuación se muestra el modelo 
utilizado como ejemplo para las mallas de triángulos junto con su caja englobante. 
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La utilización sólo de cajas englobantes se puede considerar por si mismo un método de 
aceleración que permite descartar a un modelo simplemente realizando un test de 
intersección entre el rayo y su caja englobante. Si el rayo ya no interseca la caja englobante de 
un modelo podemos tener la seguridad de que no intersecará con ninguno de los triángulos 
que contiene y, por tanto, podemos descartar el modelo del test de intersección. 
Sobre este sencillo pero eficaz mecanismo de aceleración, NetRay implementa un nuevo 
sistema basado en la subdivisión de primitivas que consiste en crear una jerarquía de cajas 
englobantes sobre la base formada por todas las cajas englobantes de los modelos de una 
escena. 
La construcción de la jerarquía se inicia a partir de la caja que engloba a toda la escena. A 
partir de ese momento, se realizan sucesivas divisiones recursivas hasta que se llega a una 
determinada profundidad o bien la subdivisión actual contiene un determinado número de 
modelos. Cada subdivisión que se realiza consiste en obtener el punto óptimo dentro de la caja 
englobante que se está tratando y realizar la distribución de los modelos que contiene 
dependiendo del lugar dónde se encuentren en referencia al punto de división.  
Existen diversos métodos para la obtención del punto idóneo para realizar la división, en 
concreto, NetRay utiliza un heurístico que decide el lugar de la división basándose en 
minimizar el área de los nodos hijos. En cada paso se realizan un número determinado de 
divisiones a lo largo del eje cuya extensión de la caja englobante del nodo sea mayor. Para 
cada división se calcula el área del espacio que contendría todos los modelos que quedarían a 
un lado de la división y se repite el cálculo para los que queden al otro. De entre todas las 
divisiones realizadas se escogerá aquella que minimice el área resultante.  
El resultado del proceso de construcción es un árbol binario en que cada nodo incluye en su 
caja englobante a sus nodos hijos hasta llegar a los nodos hoja que contienen los modelos de la 
Figura 20: Caja englobante de un modelo 
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escena. Esta estructura jerárquica permite descartar modelos de forma más rápida que 
utilizando simplemente cajas englobantes, ya que si un rayo no interseca la caja englobante de 
un nodo intermedio en la jerarquía se puede descartar todos sus nodos hijos que en última 
instancia contendrán un determinado número de modelos. Estos modelos habrán sido 
eliminados del test de forma más rápida que recorriendo sus cajas englobantes una a una. 
Hay que añadir que la utilización de un heurístico que persigue la minimización del área de 
cada nodo tiene especial relevancia a la hora de utilizar este tipo de jerarquías para acelerar el 
proceso de raytracing. El hecho de minimizar el área provoca que la jerarquía quede más 
ajustada a la escena permitiendo descartar más rápidamente rayos que no intersecan 
modelos. 
A continuación se muestra una figura en la que se muestra una escena sobre la que se dibuja 
una jerarquía de cajas englobantes. A su derecha aparece de forma de árbol la jerarquía 
resultante. 
 
Figura 21: Construcción de la jerarquía de cajas englobantes 
Intersección rayo – cubo 
De igual que forma que para la intersección rayo –triángulo, existen diversos métodos para 
obtener la intersección rayo-cubo. En concreto, en NetRay se utiliza el sistema planteado por 
Kay y Kajiya en el artículo “Ray Tracing Complex Scenes”. 
Este método consiste en considerar los planos que contienen cada cara del cubo, 6 en total, y 
agruparlos por pares de planos paralelos, quedando 3 grupos, uno por cada eje cartesiano. 
Para cada par, se busca la intersección con el rayo, y de existir se obtienen dos valores, uno 
que indica la distancia más próxima desde el rayo al par de planos (dmin) y otro que indica la 
distancia más lejana (dmax). En la siguiente figura se muestra un ejemplo de intersección 
contra el par de planos frontales del cubo. 
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Como resultado de repetir el proceso en los 3 pares de planos se obtienen 3 pares de valores 
dmin y dmax. A partir de estos se calculan los siguientes coeficientes: 
                             
                             
Si el rayo interseca el cubo se debe cumplir que:           
4.5. Cálculo de color 
Dada una intersección entre un rayo y un modelo es necesario calcular el color en el punto de 
intersección y asignarlo al píxel que tiene asociado el rayo. Para conseguir este color los 
raytracers implementan modelos de iluminación que permiten obtener colores a partir de la 
información del material del modelo, de las fuentes de luz de la escena y de información 
propia de la intersección sobre la que se realizan los cálculos. 
En NetRay se han implementado dos métodos para el cálculo de color: el modelo de 
iluminación de Phong y las texturas. 
4.5.1. Modelo de iluminación de Phong 
El modelo de iluminación local de Phong permite simular superficies tanto difusas como 
reflectantes. Para realizar el cálculo del color, el modelo de iluminación de Phong necesita las 
siguientes entradas: 
- Color difuso (Cd): Color que muestra el modelo cuando la luz rebota en él de forma 
homogénea en todas direcciones. Este color se encuentra definido en el material. 
dmin 
dmax 
Figura 22: Determinación de la intersección rayo - cubo 
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- Color especular (Ce): Color que muestra el modelo cuando la luz rebota en él en una 
dirección concreta. Este color se encuentra definido en el material. 
- Color ambiente (Ca): Color que representa la luz residual que queda en la escena. . 
Este color se encuentra definido en el material. 
- Brillantez (br): Coeficiente que se representa el grado de brillantez del modelo. Este 
coeficiente se encuentra definido en el material. 
- Normal en el punto de intersección (N): Representa la dirección perpendicular al 
plano que contiene el punto de intersección. Lo obtenemos como resultado del test de 
intersección. 
- Dirección del observador (Obs): Vector que representa la dirección entre la posición 
del observador y el punto de intersección. 
- Dirección de la fuente de luz (Dluz): Vector que representa la dirección entre el punto 
de intersección y la fuente de luz que lo ilumina. 
- Dirección de reflexión de la luz (Dref): Marca la dirección en que la luz se refleja sobre 
el modelo. 
- Color de la fuente de luz (Cf): Valores RGB que determinan el color de la fuente de luz. 
Con toda esta información Phong define una fórmula que permite calcular el color del punto 
de intersección. La fórmula es la siguiente: 
                                                      
                
                 
 
En NetRay, el color ambiente se omite a favor de unas sombras más marcadas. Además en la 
fórmula anterior las fuentes de luz tienen un color difuso, especular y ambiente mientras que 
en NetRay el color de las fuentes de luz es único. Estas particularidades reducen la fórmula 
anterior a: 
                                            
                
                 
 
Tal como se muestra en la fórmula, el modelo de iluminación de Phong calcula el color del 
punto a partir de dos componentes principales: 
- Componente difusa: Esta componente tiene su origen en la orientación del punto de 
intersección respecto a la fuente de luz que lo ilumina. Para conocer esta orientación 
se realiza el producto escalar entre el vector normal del punto de intersección y el 
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vector que marca la dirección entre el punto de intersección y la fuente de luz. El 
producto escalar permite determinar el coseno del ángulo que forman estos dos 
vectores. A menor ángulo las direcciones son más paralelas y más orientado está el 
punto de intersección hacia la luz y, por tanto, más iluminado se encuentra. 
 
 
 
- Componente especular: Está destinada a simular efectos de brillo. Este brillo se simula 
mediante lo que se conoce como mancha especular, es decir, zonas del modelo en las 
que la fuente de luz se refleja directamente hacia la posición del observador. Es por 
esto que esta componente utiliza la dirección de reflejo de la luz y la dirección del 
observador respecto al punto de intersección. Contra más paralela sea la relación 
entre estas dos direcciones más contribución del a componente especular existirá. 
La siguiente imagen muestra una esfera iluminada bajo el modelo de iluminación de Phong 
desglosando en sus componentes: 
 
Mancha 
especular 
Zona a la sombra Componente difusa 
La dirección normal y la de 
la luz se encuentran muy 
próximas, por tanto, la 
influencia de la luz es alta. 
La dirección normal y la de 
la luz son opuestas por 
tanto la influencia de la luz 
es inexistente. 
Angulo ++ 
Cos(angulo) -- 
Angulo -- 
Cos(angulo)++
- 
Figura 23: Interacción entre el normal y la dirección de la luz en la componente 
difusa 
Figura 24: Componentes de la iluminación de Phong 
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4.5.2. Texturas 
En el mundo de la computación gráfica, una textura es un conjunto de información sobre uno 
o varios elementos de la escena agrupada en una unidad común. Existen texturas para guardar 
los normales de los modelos, sombras pre-calculadas, etc. pero el uso más habitual de las 
texturas es el de guardar información de color. En NetRay, se utilizan texturas para guardar el 
color difuso de los modelos. Las texturas no constituyen una sustitución del modelo de 
iluminación de Phong, con modelos texturados el modelo de iluminación de Phong se sigue 
aplicando pero esta vez obteniendo el color difuso de la textura asociada al modelo. 
La misión de las texturas es conseguir mayor realismo en la representación de los modelos ya 
que se pueden aplicar efectos de color más complejos que los que se pueden aplicar con 
colores únicos en los materiales. 
- Mapeo de texturas 
En NetRay, la textura es una imagen bidimensional que debe solaparse sobre el modelo que la 
tiene asociada. Este solapamiento se conoce con el nombre de mapeo y existen diversos 
métodos para llevarlo a cabo correctamente. Concretamente, en NetRay se utiliza el método 
llamado UV Mapping. 
El UV Mapping consiste en establecer un sistema de coordenadas sobre la textura y asignar 
coordenadas dentro de este sistema al modelo. De esta forma el modelo queda mapeado 
sobre la textura y se consigue obtener el color del modelo a partir de zonas de la textura. 
En NetRay se mapean los triángulos de los modelos sobre las texturas, para ello a la definición 
de los triángulos se añaden unas nuevas coordenadas llamadas coordenadas de textura. Cada 
componente de estas coordenadas se encuentra entre los valores 0 i 1, esto se hace porque el 
sistema de coordenadas que se crea sobre la textura es independiente al tamaño de la misma.  
 
V 
U 
0 1 
1 
Figura 25: Sistema de coordenadas de textura 
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Con las coordenadas de texturas los modelos quedan desplegados sobre la textura que tiene 
asociada. Para conseguir exactamente el color de la textura en puntos interiores de los 
triángulos se utilizan las coordenadas baricéntricas. Con ellas, se interpolan las coordenadas de 
textura de los vértices y se consiguen las coordenadas de texturas del punto interior del 
triángulo. A continuación se muestra el proceso para conseguir aplicar una textura a un cubo. 
 
 
4.5.3. Antialiasing 
Las dos técnicas descritas anteriormente describen cómo se calcula de forma unitaria el color 
de un píxel a partir de la información de material del modelo intersecado por el rayo que lo 
atraviesa. Si bien estos métodos constituyen la base del realismo que se imprime sobre las 
imágenes generadas por un raytracer, existen algunos fenómenos que les restan realismo y se 
deben corregir mediante técnicas o filtros específicos. Uno de estos fenómenos se conoce 
como el nombre de aliasing.  
El aliasing es un fenómeno que se produce por el hecho de limitar la imagen resultante, que 
por definición es infinitesimal, a una cuadrícula estanca de no tanta precisión. Esto se traduce 
 
La malla de 
triángulos se 
despliega con la 
forma de la textura Modelo 
La malla se 
sobrepone a la 
textura para obtener 
las coordenadas de 
textura 
Finalmente, se obtiene 
la representación del 
modelo con la textura 
asociada 
Figura 26: Ejemplo de mapeo de textura 
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en que el color de un píxel puede no ser calculado de forma totalmente correcta en 
determinados casos.  
Un ejemplo claro de este fenómeno se produce cuando el rayo asociado a un píxel concreto 
interseca justo en los bordes de un modelo. Este hecho produce que por problemas de 
precisión el test de intersección pueda indistintamente afirmar que existe intersección o que 
no. A nivel gráfico este fenómeno se traduce en la aparición de irregularidades en los 
contornos de los modelos, lo que en el mundo gráfico se conoce con el nombre de dientes de 
sierra. En la siguiente imagen se muestra una escena en la que se puede ver claramente los 
efectos del aliasing en el contorno del vehículo. 
 
Figura 27: Efecto del aliasing 
El antialiasing es la técnica encargada de reducir los efectos producidos por el aliasing durante 
el proceso de renderización de escenas. Habitualmente la técnica consiste en realizar un 
muestreo más exhaustivo por cada píxel con el fin de obtener más información de color 
asociada a él que permita realizar un cálculo de color más realista.  
En NetRay, el antialiasing se implementa mediante la generación de cuatro rayos extra por 
cada píxel, en concreto uno por cada esquina Para cada rayo extra se realiza el mismo proceso 
de obtención que color que se realizaba para los rayos originales. Al finalizar se realiza la 
combinación de los colores obtenidos para conseguir el color final del píxel. 
Como resultado se obtienen unos contornos más precisos que consiguen disimular los dientes 
de sierra originales dotando de más realismo a las imágenes renderizadas. A continuación se 
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muestra la misma escena anterior que mostraba dientes de sierra aplicando la técnica de 
antialiasing. 
 
Figura 28: Efecto del antialiasing 
Hay que destacar que el hecho de utilizar el filtro antialiasing hace incrementar 
considerablemente el trabajo realizado para sintetizar la imagen ya que estamos multiplicando 
el trabajo por cada uno de los rayos extra utilizados. 
4.6. La imagen 
Como resultado del algoritmo de raytracing se obtiene un mapa de píxeles con la 
representación de la escena. Habitualmente este mapa de píxeles se plasma en disco en forma 
de imagen en un formato concreto. NetRay no es una excepción, el resultado de la ejecución 
del algoritmo de raytracing se plasma en disco en una imagen en formato Bitmap. NetRay 
también utiliza el formato bitmap como formato de las texturas. 
4.6.1. El formato Bitmap 
El formato Bitmap también conocido como formato DIB es un formato de archivo para el 
almacenamiento de imágenes digitales. Es un formato que tradicionalmente se ha utilizado en 
sistemas Windows y OS/2. 
Se caracteriza por ser un formato sencillo y presenta una estructura compuesta por dos 
bloques: 
- Cabecera: Bloque inicial de toda imagen guardada en bitmap. Contiene información 
sobre las características de la imagen. Su estructura es la siguiente: 
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Tamaño (bytes) Descripción 
2 Identificador de archivo. 
4 Tamaño del archivo bitmap. 
4 Espacio sin utilizar. 
4 Offset hasta los datos de imagen 
4 Tamaño en bytes del header a partir de este punto. 
4 Alto de la imagen. 
4 Ancho de la imagen. 
2 Número de planos de color utilizados. 
2 Número de bits por píxel 
4 Compresión utilizada. 
4 Tamaño en bytes de los datos de imagen. 
4 Resolución horizontal. 
4 Resolución vertical. 
4 Número de colores en la paleta 
4 Número de colores importantes 
  
Se remarcan los campos especialmente importantes para llevar a cabo la carga de 
imágenes bitmap. 
 
- Datos de imagen: Es el bloque que contiene la imagen. En NetRay se utiliza la versión 
con 24 bits por píxel, que se distribuyen en un byte por cada componente de color 
RGB. 
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5. Formato de escena 
5.1. Introducción 
La escena constituye la entrada de datos del algoritmo de raytracing, por tanto, para conseguir 
sintetizar una imagen correcta es imprescindible determinar la forma en que se especifica.  
Habitualmente todo raytracer entiende uno o varios formatos en los que espera que esté 
especificada la escena que se va a representar. En la elección de estos formatos se puede 
optar por la creación de un formato propio o bien escoger algunos de los formatos que se 
utilizan habitualmente en el mundo de la computación gráfica. Estos últimos suelen ser 
heredados de aplicaciones gráficas ya existentes como, por ejemplo, herramientas de 
modelado. 
Para definir el formato de escena de NetRay se revisaron diversos formatos de escena 
existentes. Finalmente se optó por utilizar el formato conocido como COLLADA que pretende 
establecerse como el estándar de intercambio de información de escena. 
A continuación se realiza una breve descripción de los formatos considerados para después 
describir COLLADA en profundidad. 
5.2. Formatos considerados 
Previamente a optar de forma definitiva por COLLADA como formato de entrada de escena 
para NetRay se revisaron como alternativas dos formatos de larga tradición en el mundo de la 
computación gráfica:  el formato obj y el formato 3ds. 
5.2.1. Formato Obj 
El formato Obj fue desarrollado en los años 80 por la compañía Wavefront Technologies como 
formato para su paquete de animación conocido con el nombre de Advanced Visualizer. 
Se trata de una formato de archivo de texto que desde su simplicidad es capaz de especificar 
toda la información de los modelos que constituyen una escena. La definición del modelo se 
suele dividir en dos partes: la información geométrica y la información de color o material.  
En cuanto a la información geométrica del modelo, el formato permite especificar vértices, 
normales, coordenadas de texturas y las caras del modelo (mediante indexación sobre los 
vértices previamente definidos). La forma en que cada uno de estos elementos se especifica es 
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muy característica. Se reserva una línea del archivo de texto para cada uno de los posibles 
elementos que forman el modelo y para determinar qué se está especificando, a cada línea se 
le añade en su inicio un identificador.  Por tanto, un línea de un archivo en formato Obj seguirá 
la siguiente distribución: 
                                       
Habitualmente las líneas de información geométrica suelen aparecer agrupadas por 
identificador. La distribución de los identificadores entre los componentes geométricos del 
modelo que se pueden especificar es la siguiente: 
Identificador Componente 
v Vértice 
vn Vector Normal 
vt Coordenada de textura 
f Cara 
 
La información de color de los modelos se especifica en un archivo por separado con la 
extensión .mtl. El archivo obj enlaza un modelo con sus propiedades de color mediante una 
referencia al material en el inicio de la definición de su información geométrica.  
La definición de los materiales sigue la misma estructura de línea que la definición de la 
geometría. Únicamente se añade una etiqueta previa a la definición del material que le da un 
nombre identificativo. Este nombre es el que utiliza el archivo obj como referencia para 
especificar el material de un modelo. 
Los identificadores que se utilizan en la definición de materiales son los siguientes: 
Identificador Componente 
newmtl Identificador 
Ns Brillo 
d Transparencia 
illum Modelo de iluminación 
Kd Componente difusa 
Ks Componente especular 
Ka Componente ambiente 
  
A continuación se muestra un ejemplo completo de la especificación de un modelo. Se 
presentan por separado el archivo obj y el archivo de mtl. 
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Como punto fuerte del formato obj se encuentra su simplicidad, lo que lo hace una de las 
alternativas más sencillas en cuanto al proceso de importar la información. Además, pese a su 
sencillez es capaz de especificar todos los elementos geométricos y de material necesarios en 
un modelo.  
El problema encontrado es el hecho de que sólo permita este tipo de contenido cuando en 
NetRay además es necesaria de forma imprescindible la definición de más elementos como 
son la cámara y las fuentes de luz. Esto convierte al formato en incompleto para las 
necesidades de este proyecto.  
Otra alternativa habría sido escoger obj como formato para los modelos geométricos y definir 
un formato propio para el resto de elementos, pero se prefierió optar por elegir un formato 
que fuera capaz de incluir todo lo necesario. 
 
mtllib materiales.mtl 
 
# Asociando material 
usemtl default 
 
# Vertices 
v  13.035724 2.195760 -44.229733  
v  13.015932 2.212879 -44.246483  
v  12.998475 2.220872 -44.261814  
v  12.983353 2.219739 -44.275726 
… 
# Coordenadas de textura 
vt 0.207818 0.995562 0.0 
vt 0.208605 0.994361 0.0 
vt 0.208670 0.991404 0.0 
vt 0.208892 0.992975 0.0 
… 
# Normales 
vn  -0.000797 -0.942390 -0.334516  
vn  -0.000764 -0.942390 -0.334515  
vn  -0.000651 -0.978306 -0.207166  
vn  -0.000596 0.983116 -0.182983 
… 
# Caras 
f 729/699/835 709/709/818 710/710/823 
f 730/700/840 750/690/856 749/689/850 
f 749/689/850 729/699/835 730/700/840 
… 
newmtl default 
 Ns 32 
 d 1 
 illum 2 
 Kd 0.4 0.4 0.4 
 Ks 0.7 0.7 0.7 
 Ka 0.3 0.3 0.3 
Archivo .obj Archivo .mtl 
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5.2.2. Formato 3ds 
El formato 3ds fue desarrollado por la compañía AutoDesk como formato para su programa de 
diseño 3D llamado 3D Studio que vio la luz en los años 90. 
 
Los archivos con formato 3ds son archivos binarios estructurados en lo que se conoce como 
estructuración en bloques o chunks. La navegación se realiza de forma secuencial bloque a 
bloque a partir de que cada uno de ellos especifica la posición del siguiente a partir de la suya. 
Los chunks se estructuran en forma de árbol con varios niveles. Para identificar la información 
que guarda un bloque, el formato especifica un identificador único para cada tipo de 
información. A continuación, a modo de ejemplo, se presentan los identificadores principales: 
Identificador Componente 
0x4D4D Bloque principal de inicio 
0x4000 Modelos 
0x4600 Fuente de Luz 
0x4700 Cámara 
0xAFFF Material 
 
En contraste con el formato Obj, 3ds sí que permite definir todos los elementos de escena 
necesarios. Además, su naturaleza binaria lo hace especialmente eficiente en cuanto a espacio 
y  tiempo necesario para su importación.  
Finalmente no fue el formato escogido para NetRay debido a que, si bien es cierto que se 
pueden especificar todos los elementos necesarios, no se puede hacer de forma completa, por 
ejemplo, no es posible almacenar los normales por vértice de un modelo. Como añadido la 
única especificación oficial disponible data de 1997, lo que implica que se han arrastrado 
limitaciones relativas a su antigüedad. Por ejemplo, el número de vértices se encuentra 
limitado a 65536 y sólo se pueden almacenar 10 modelos por archivo. 
 
 
3D Studio ha sido desde su aparición uno de los software de diseño 3D más populares en la 
historia de la computación gráfica estando presente en muchos ámbitos comerciales 
(publicidad, cine, videojuegos). Actualmente se encuentra en su versión 2011 bajo el 
nombre de 3ds Max y su desarrollador continua siendo AutoDesk. 
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 67 
5.3. Formato COLLADA 
5.3.1. Introducción 
El formato COLLADA, acrónimo de “COLLAborative Design Activity”, nace con el propósito de 
convertirse en el formato estándar para el intercambio de información entre aplicaciones 3D. 
Hasta ahora, era habitual que cada aplicación 3D manejara su propio formato haciendo 
complicada la introducción de diferentes aplicaciones en el proceso de generación de 
contenido digital. Con la aparición de COLLADA es posible unificar el formato de importación y 
exportación entre las aplicaciones que lo soporten. 
COLLADA en un formato de texto que se basa en XML para definir su gramática. Con él se 
pueden especificar todos los elementos que aparecen en una escena. Habitualmente la 
extensión utilizada por los documentos COLLADA es .dae.  
En primera instancia, COLLADA fue creado por Sony Computer Entertainment y actualmente 
está incluido entre los estándares abiertos que dirige el Khronos Group, entre los que también 
se encuentra OpenCL.  
La primera versión de COLLADA vio la luz en Octubre de 2004 recibiendo en su desarrollo 
apoyo ya no sólo de Sony sino también de empresas como Autodesk, Avid Technology  o Alias 
System Corporation. Actualmente existen dos versiones de COLLADA. La versión 1.4  que es la 
considerada versión estable y la versión 1.5 que viene a ampliar a su predecesora con nuevas 
funcionalidades.  
COLLADA es el formato elegido para especificar las escenas de entrada que NetRay puede 
renderizar. Los principales motivos que llevaron a su adopción fue el hecho de ser un formato 
estándar, abierto y bien especificado. 
Antes de entrar en profundidad en los detalles relativos al propio formato, se presentará la 
librería para el manejo de documentos COLLADA creada internamente dentro de este 
proyecto. Posteriormente, se seguirá describiendo cada elemento utilizado del formato 
COLLADA a la vez que se detallará la estructura creada para su importación. 
5.3.2. Laundry, la librería de importación COLLADA 
En los inicios del proyecto cuando COLLADA fue elegido como formato a utilizar existían pocas 
alternativas en cuanto a librerías destinadas a la importación de archivos en este formato. En 
aquel momento se estaba utilizando C++ como lenguaje de programación y las alternativas se 
veían reducidas a una librería llamada COLLADA DOM. Pese a ser una librería oficial, sólo 
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aportaba algunas funcionalidades extra a las que se pueden encontrar en un importador XML. 
Esto se traducía en que el código encargado de importar los datos de un documento COLLADA 
quedaba ofuscado al tener que trabajar más a nivel de etiquetas XML que a nivel de elementos 
de escena. Como resultado se obtenía un código extenso y difícil de mantener y ampliar. 
Ya en aquel momento se inició la elaboración de una primera capa de abstracción con el 
objetivo de obtener un código de importación que trabajase a nivel de elementos de escena. 
Con la decisión final de adoptar Java como lenguaje de programación se optó por formalizar la 
tarea de elaborar una librería que permitiera trabajar con documentos COLLADA a nivel de los 
elementos de alto nivel que los forman.  
La librería tomaría el nombre de Laundry y debería cumplir los siguientes objetivos: 
- Utilizar las herramientas de procesado de archivo XML incluidas dentro de la 
distribución estándar de Java. 
- Utilizar un esquema orientado a objetos que permitiera trabajar con los documentos 
COLLADA a nivel de elementos de escena de forma transparente a su base XML. 
- Soportar todos los elementos de escena que necesita NetRay en su definición de 
funcionalidades. 
- Presentar un diseño que permita un fácil  mantenimiento y ampliación. 
En los siguientes puntos se describirá en profundidad la estructura y todos los elementos 
COLLADA utilizados en el proyecto. En cada explicación se añadirán las estructuras que utiliza 
Laundry para trabajar con ellos. Así, de forma paralela, se completará la documentación de 
todo el trabajo realizado sobre el formato COLLADA.  
5.3.3. Estructura de un documento Collada 
XML “eXtensbile Markup Language”, es un meta-lenguaje de etiquetas que permite la 
definición de gramáticas para lenguajes específicos. Una forma de definir estas gramáticas es a 
partir de lo que se conoce con el nombre de esquemas. Un esquema establece que elementos 
puede contener un documento, su organización y sus atributos. 
COLLLADA se basa en XML y define su propio esquema que determina cómo se expresan los 
elementos de una escena bajo este formato. Debido su origen todos los documentos COLLADA 
heredan los requisitos de forma de XML como son: 
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- Las etiquetas deben aparecer en estructura estrictamente jerárquica con correcta 
anidación entre etiquetas y elementos de cierre para etiquetas con contenido. 
- Sólo existe un elemento raíz. 
- Valores de los atributos entre comillas simples o dobles. 
En cuanto a la estructura, un documento COLLADA se puede dividir en dos bloques: 
- Etiqueta asset. Contiene información sobre el propio documento COLLADA. Aparece el 
autor del documento así como las fechas de creación, modificación, comentarios, etc. 
 
- Las librerías. La información que contiene el documento se distribuye en librerías. 
Existe una librería para cada tipo de elemento de la escena. Entre todas las que 
especifica la definición de COLLADA NetRay utiliza las siguientes:  
 
 Librería de cameras. Contiene la definición de las cámaras. 
 Librería de luces. Contiene la definición de las fuentes de luz. 
 Librería de geometría. Contiene la definición de los modelos de la escena. 
 Librerías de efectos y materiales. Contienen la información sobre los 
materiales definidos.  
 Librería de imágenes. Contiene la información sobre las imágenes utilizadas 
en la escena. 
 Librería de escenas. Contiene las escenas que se representan a partir de 
elementos definidos en el resto de librerías. 
 
5.3.4. Estructura de la librería Laundry 
Laundry tiene como objetivo aportar transparencia a la hora de trabajar con documentos 
COLLADA. Por esta razón, la visión que da de un documento COLLADA está formada 
únicamente por elementos de alto nivel, encapsulando todo el trabajo realizado sobre la 
estructura XML.  
Esta visión hacia el exterior sigue la misma estructuración que la que define un documento 
COLLADA, por tanto, a nivel de implementación la librería Laundry mimetiza la definición de 
COLLADA. 
El punto de entrada de Laundry es la clase ColladaDocument cuya especificación UML es la 
siguiente: 
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+loadFile(in fileName : string) : void
+getVersion() : string
+setVersion(in version : string) : void
-version : string
ColladaDocument
+getUpAxis() : Up
+setUpAxis()
CAsset
1
-Asset
1
CLibraryVisualScenesCLibraryGeometries
1
-Geometry Library1
1
-Scene Library1
...
 
Figura 29: UML - Laundry - ColladaDocument 
Utilizando el método loadFile accedemos a disco para cargar el documento COLLADA 
especificado en la ruta pasada como parámetro de entrada. A partir de ese momento la 
instancia de la clase ColladaDocument que estemos utilizando pasa a convertirse en una 
abstracción de alto nivel del documento COLLADA que hemos seleccionado. 
Mediante las funciones de consulta de la clase podemos acceder a toda la información que 
guarda el documento. Como primer paso, podemos acceder a sus dos bloques principales: el 
asset y las librerías. En el esquema anterior no se muestran todas las librerías a las que se tiene 
acceso, sólo se incluyen dos a modo de ejemplo. A continuación se muestra la especificación 
UML de la clase CAsset: 
+getUpAxis() : Up
+setUpAxis()
CAsset
+X_UP
+Y_UP
+Z_UP
«enumeration»
Up
1
-UpAxis
1
 
Figura 30 UML - Laundry - CAsset 
El elemento Asset que define COLLADA contiene más propiedades de las especificadas en esta 
clase. No se han añadido todas debido a que no son un requisito necesario para NetRay. 
El resto de elementos a los que se tiene acceso a través de la clase ColladaDocument son las 
librerías. Laundry define una clase para cada una de las librerías que contienen elementos de 
escena presentes en las funcionalidades de NetRay. El nombre de las clases sigue el patrón 
CLibraryElemento donde Elemento se sustituye por el elemento de escena que contiene. 
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Todas las clases librería presentan una estructura muy similar. Sus métodos se reducen a 
permitir consultar el número de elementos que guardan y a acceder a ellos. A modo de 
ejemplo, a continuación se incluye la especificación de la librería de cámaras. 
+loadLibrary()
+loadMoreCameras()
+getNumCameras() : int
+getCamera(in index : int)
+getCamera(in id : string)
CLibraryCameras
 
Figura 31: UML - Laundry - CLibraryCameras 
Los métodos de carga se utilizan de forma interna para autogenerar los elementos de la 
librería a partir del documento COLLADA. 
5.3.5. Definición de los elementos de escena 
En este punto se mostrará cómo se definen en COLLADA todos los elementos especificados en 
la definición de escena soportada por NetRay. Junto a cada elemento se incluirá una 
descripción de las estructuras utilizadas en Laundry para realizar la abstracción de sus 
características a partir de la definición mediante etiquetas XML.  
En la definición de los elementos se pueden utilizar lo que COLLADA define como perfiles. Los 
perfiles tratan de homogeneizar la definición de los elementos bajo una configuración 
determinada. La forma de indicar que la definición mostrada se encuentra bajo los criterios de 
un perfil es englobar toda la definición dentro de una etiqueta determinada. De entrada 
COLLADA define en su especificación el perfil común. Las etiquetas utilizadas para establecer 
que una definición sigue el perfil común son <technique_common> y <profile_COMMON>. 
Los criterios que deben seguir las definiciones que se encuentren dentro de estas etiquetas 
están claramente detallados en la especificación oficial de COLLADA. Por ejemplo, se definen 
los identificadores que se deberán utilizar para especificar parámetros como las coordenadas 
cartesianas de un vértice o sus coordenadas de textura. 
La utilización de perfiles permite también homogeneizar los puntos de extensión del formato 
que permiten incluir parámetros extra en la definición de los elementos que no habían sido 
contemplados en la especificación inicial. Habitualmente estos parámetros adicionales se 
indican mediante la etiqueta <extra> tal como se muestra en el siguiente fragmento: 
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A continuación, se inicia la descripción en términos COLLADA de todos los elementos de 
escena utilizados por NetRay. 
5.3.5.1. Cámara 
Los parámetros ópticos de la cámara perspectiva que utiliza NetRay para la generación de 
rayos se especifican mediante COLLADA de la siguiente forma:  
 
Las estructuras creadas en Laundry para la importación de cámaras desde un documento 
COLLADA tiene la siguiente especificación UML: 
<camera id="Camera-Camera" name="Camera-Camera"> 
<optics> 
  <technique_common> 
   <perspective> 
    <yfov>49.13434</yfov> 
    <znear>0.1</znear> 
    <zfar>100.0</zfar> 
   </perspective> 
  </technique_common> 
 </optics> 
</camera> 
<extra> 
 <technique profile="GOOGLEEARTH"> 
  <double_sided>1</double_sided> 
 </technique> 
</extra> 
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+loadLibrary()
+loadMoreCameras()
+getNumCameras() : int
+getCamera(in index : int)
+getCamera(in id : string)
CLibraryCameras
+findCameraType() : Optics
+getOptics() : Optics
+setOptics(in optics : Optics)
CCamera
+getYFov() : float
+getXFov() : float
+getAspect() : float
+getZnear() : float
+getZfar() : float
-setParams() : void
-yfov : float
-xfov : float
-aspect : float
-znear : float
-zfar : float
CCameraPerspective
1
-Cameras
*
+PERSPECTIVE
+ORTHOGRAPHIC
+UNKNOWN
«enumeration»
Optics
*
-Optics
1
 
Figura 32: UML - Laundry - CCamera 
La definición utilizada en COLLADA permite la existencia de diferentes tipos de cámaras 
quedando determinadas mediante sus parámetros ópticos. Este hecho ha sido incluido en 
Laundry mediante la creación de una jerarquía de tipos. Se ha creado una superclase para 
trabajar a nivel de cámara y luego se utiliza la herencia para crear subclases que permitan 
especificar los parámetros específicos de cada tipo de cámara. Esta jerarquía también permite 
que la librería de cámaras pueda trabajar a nivel de cámara sin tener que conocer el tipo 
específico de cada cámara que almacena. 
5.3.5.2. Fuentes de luz 
Las fuentes de luz utilizadas en NetRay se especifican en un documento COLLADA mediante la 
siguiente estructura: 
 
<light id="Lamp-light" name="Lamp"> 
 <technique_common> 
  <point> 
    <color>1 1 1</color> 
   <constant_attenuation>1</constant_attenuation> 
   <linear_attenuation>0</linear_attenuation> 
   <quadratic_attenuation>1</quadratic_attenuation> 
   </point> 
  </technique_common> 
 </light> 
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La especificación UML de las estructuras utilizadas por Laundry para la carga de fuentes de luz 
es la siguiente: 
+loadLibrary()
+loadMoreLights()
+getNumLights() : int
+getLight(in index : int)
+getLight(in id : string)
CLibraryLights
+findLightType() : LightType
+getType() : LightType
+setType(in optics : LightType)
CLight
+getColor() : float
+getConsAtt() : float
+getLinearAtt() : float
+getQuadAtt() : float
-setParams() : void
-color[] : float
-constAtt : float
-linearAtt : float
-quadAtt : float
CLightPoint
1
-Lights
*
+AMBIENT
+DIRECTIONAL
+POINT
+SPOT
+UNKNOWN
«enumeration»
LightType
*
-LightType
1
 
Figura 33: UML - Laundry - CLight 
Se puede apreciar fácilmente que la estructura elegida es prácticamente idéntica a la utilizada 
en el caso de las cámaras y su elección se rige por los mismos criterios explicados en el punto 
anterior. 
5.3.5.3. Materiales 
La especificación en COLLADA de los materiales tiene más complejidad de la vista en los casos 
de las cámaras y las fuentes de luz. Un material en COLLADA se define mediante dos 
conceptos: el material y el efecto. 
El efecto se corresponde con la definición de material que utiliza NetRay. Contiene todos los 
parámetros de color que especifican un comportamiento físico ante la interacción con la luz. 
La definición en formato COLLADA es la siguiente: 
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La definición incluida a modo de ejemplo se ha reducido ya que el conjunto de parámetros que 
no aparecen siguen una definición idéntica a los mostrados.  
Las estructuras creadas en Laundry para la importación de efectos siguen las mismas líneas 
que en el caso de la cámara y las fuentes de luz. En el caso de los efectos también existen 
subtipos por tanto las estructuras utilizadas siguen una disposición jerárquica. A continuación, 
se incluye la especificación UML de la jerarquía y de la librería encargada de almacenar 
efectos. 
 <effect id="Material-effect"> 
  <profile_COMMON> 
   <technique sid="common"> 
   <phong> 
    <ambient> 
     <color>0 0 0 1</color> 
    </ambient> 
    <diffuse> 
     <color>0.8 0.8 0.8 1</color> 
    </diffuse> 
    <specular> 
     <color>1 1 1 1</color> 
    </specular> 
    <shininess> 
     <float>12</float> 
    </shininess> 
    ...   
   </phong> 
  </technique> 
 </profile_COMMON> 
</effect> 
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+loadLibrary()
+loadMoreEffects()
+getNumEffects() : int
+getEffect(in index : int)
+getEffect(in id : string)
CLibraryEffects
+findEffectType() : EffectType
+getType() : EffectType
+setType(in optics : EffectType)
-params : string
CEffect
+getEmission() : float
+getReflectivity() : float
+getTransparency() : float
+getIndexOfRefraction() : float
+getShininess() : float
+getAmbient() : float
+getDiffuse() : float
+getReflective() : float
+getTransparent() : float
+getDiffuseTexture() : string
+getIsDiffuseTextured() : bool
-setParams() : void
-emission[] : float
-ambient[] : float
-diffuse[] : float
-specular[] : float
-reflective[] : float
-transparent[] : float
-reflectivity : float
-transparency : float
-indexOfRefraction : float
-shininess : float
-diffuseTexture : string
-isDiffuseTextured : string
CEffectPhong
1
-Effects
*
+PHONG
+UNKNOWN
«enumeration»
EffectType
*
-EffectType
1
 
Figura 34: UML - Laundry - CEffect 
El concepto de material presente en COLLADA establece que un material es una instanciación 
de un efecto. Cuando se define un material se está invocando a un efecto existente 
permitiendo que los parámetros que define el efecto sean modificados por la propia definición 
del material.  
Debido que la definición de efecto se corresponde perfectamente con las necesidades de 
NetRay, se tomarán siempre los parámetros que aparecen en su definición ignorando las 
posibles modificaciones realizadas por la invocación de un material. Pese a esto los materiales 
se siguen utilizando debido a que la asignación entre modelos y efectos se hace utilizando los 
materiales. 
La definición COLLADA de un material es la siguiente: 
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La estructuras creadas en Laundry para el manejo de materiales tienen la siguiente 
especificación: 
+loadLibrary()
+loadMoreMaterials()
+getNumMaterials() : int
+getMaterial(in index : int) : CMaterial
+getMaterial(in id : string) : CMaterial
CLibraryMaterials
-params : string
CMaterial
1
-Materials
*
CEffect
*
-Instanced Effect1
 
Figura 35: UML - Laundry - CMaterial 
La asignación entre materiales y efectos se guarda mediante la cadena de caracteres 
especificada en el atributo url de la etiqueta <instance_effect>. 
5.3.5.4. Imágenes 
La especificación COLLADA de una imagen se reduce a la información que permite acceder a 
ella, concretamente, su ubicación en disco. 
 
Las estructuras que utiliza Laundry para el acceso a las imágenes de un documento COLLADA 
tiene la siguiente especificación UML: 
<image id="night-fantasy-art_bmp"> 
 <init_from>../textures/night-fantasy-art.bmp</init_from> 
</image> 
 <material id="Material" name="Material"> 
  <instance_effect url="#Material-effect"/> 
 </material> 
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+loadLibrary()
+loadMoreImages()
+getNumImages() : int
+getImage(in index : int) : CImage
+getImage(in id : string) : CImage
+getImageIndex(in id : string)
CLibraryImages
+getInitFrom()() : string
-initFrom : string
CImage
1
-Images
*
 
Figura 36: UML - Laundry - CImage 
Las imágenes se utilizan como una información añadida en el cálculo de color, por tanto, están 
relacionadas con los materiales de NetRay o efectos en COLLADA. Cuando un efecto está 
enlazado a una textura aparecen en su definición dos parámetros adicionales: la superficie y el 
sampler. 
La superficie enlaza directamente a la imagen dentro de la librería de imágenes mientras que 
el sampler se encarga de especificar la forma en que se accede a la información almacenada en 
la textura. La definición COLLADA de estos dos parámetros se incluye dentro de la definición 
del material y es la siguiente: 
 
5.3.5.5. Modelos 
El concepto de modelo utilizado por NetRay se corresponde con el concepto geometría 
utilizado por COLLADA. Una geometría guarda toda la información necesaria para especificar 
un modelo. La especificación de un modelo en COLLADA se realiza en dos niveles: las fuentes 
de datos o sources y la definición del modelo. 
Fuente de datos o source 
Un source es un bloque de datos que contiene toda la información relativa a una propiedad 
específica del modelo, por ejemplo, en un source se pueden encontrar definidos de forma 
conjunta todos los vértices de un modelo. 
<newparam sid="textura_bmp-surface"> 
 <surface type="2D"> 
  <init_from>textura_bmp</init_from> 
 </surface> 
</newparam> 
<newparam sid="textura_bmp-sampler"> 
 <sampler2D> 
  <source>textura_bmp-surface</source> 
 </sampler2D> 
 </newparam> 
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Internamente un source está formado por dos elementos: el bloque de datos y el método de 
acceso. 
El bloque de datos habitualmente es un vector donde se encuentran de forma secuencial 
todos los datos de la propiedad que define el source. Por ejemplo, en el caso de los vértices el 
bloque de datos estaría compuesto por un vector de números en punto flotante. 
El método de acceso o accessor define cómo se debe interpretar la información que guarda el 
bloque de datos. Los parámetros que se definen en el método de acceso son los siguientes: 
- Número de elementos: Se define en el atributo count e indica el número de 
componentes unitarias que incluye el bloque de datos. Por ejemplo, en el caso de la 
especificación de los vértices definiría el número de vértices contenidos en el bloque 
de datos. 
- Tamaño de elemento: Se define en el atributo stride e indica el número de elementos 
del bloque de datos que forman una componente unitaria. Por ejemplo, en el caso de 
los vértices indicaría que un vértice está formado por tres elementos. 
- Definición de parámetros: Dentro del accessor se definen unas etiquetas con el 
identificador <param> que indican la semántica de cada elemento que forma una 
componente unitaria. Por ejemplo, en el caso de los vértices se indicaría como se 
asignan las coordenadas cartesianas a los tres elementos que forman un vértice. 
A continuación se muestra una especificación completa de un source encargado de almacenar 
los datos de los vértices de un modelo: 
 
La estructuras creadas en Laundry para trabajar con las fuentes de datos tienen la siguiente 
especificación UML: 
<source id="Cube-mesh-positions"> 
 <float_array id="Cube-mesh-positions-array" count="24"> 
  1 1 -1 1 -1 -1 -1 -0.99 -1  -0.99 1 -1 1 0.99 1 0.99 -1 1 -1 -0.99 1 -1 1 1 
 </float_array> 
 <technique_common> 
  <accessor source="#Cube-mesh-positions-array" count="8" stride="3"> 
   <param name="X" type="float"/> 
   <param name="Y" type="float"/> 
   <param name="Z" type="float"/> 
  </accessor> 
 </technique_common> 
 </source> 
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+getCount() : int
+getOffset() : int
+getStride() : int
-count : int
-offset : int
-stride : int
CAccessor
+getType() : string
-type : string
CParam
+getType() : string
+findSourceType()
-type : string
CSource
+getType() : string
+getIdValues() : string
+getNumValues() : int
-idValues : string
-numValues : int
+values[] : float
CSourceFloat
1
-params
*
-Accessor
1
1
+FLOAT
+INT
+BOOLEAN
+NAME
+IDREF
+UNKNOW
«enumeration»
SourceType
* -Source Type1
 
Figura 37: UML - Laundry - CSource - CAccessor 
La fuentes de datos también presentan una jerarquía en función del tipo de dato que guardan 
en su interior. De esta forma se puede trabajar con sources de forma independiente al tipo de 
datos que guardan, además, el accessor se enlaza sólo a la superclase reafirmando esta 
independencia. 
Definición del modelo 
La definición del modelo especifica cómo se enlazan las fuentes de datos a las propiedades del 
modelo. Este enlace se realiza en dos pasos: 
1. Se realiza la correspondencia entre propiedad y fuente de datos. Este paso se realiza 
utilizando elementos con etiqueta <input> que mediante su atributo semantic 
especifican un propiedad y con su atributo source la enlazan a una fuente de datos. En 
el caso particular de los vértices la etiqueta <input> se incluye en el interior de la 
etiqueta <vertices> específica para este propósito. 
2. Se construye la geometría del modelo a nivel de polígono indexando el contenido de 
los bloques de datos. En el caso particular de NetRay se construyen triángulos. La 
construcción se expresa mediante un nuevo bloque de datos formado por números 
enteros que se traducen en índices que apuntan a un determinado elemento de las 
fuentes de datos.  Para saber a qué fuente de datos hace referencia cada índice se 
utiliza el atributo offset especificado en las etiquetas <input>. 
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A continuación se muestra cómo se realiza la especificación del modelo de un cubo utilizando 
el formato COLLADA: 
 
La especificación UML de las estructuras creadas en Laundry para trabajar con los elementos 
que forman la definición de modelos en COLLADA es la siguiente: 
<vertices id="Cube-mesh-vertices"> 
 <input semantic="POSITION" source="#Cube-mesh-positions"/> 
</vertices> 
<polylist  count="12"> 
 <input semantic="VERTEX" source="#Cube-mesh-vertices" offset="0"/> 
 <input semantic="NORMAL" source="#Cube-mesh-normals" offset="1"/> 
 <input semantic="TEXCOORD" source="#Cube-mesh-map-0" offset="2" /> 
 <input semantic="COLOR" source="#Cube-mesh-colors" offset="3"/> 
 <vcount>3 3 3 3 3 3 3 3 3 3 3 3 </vcount> 
 <p> 4 0 0 0 0 0 1 1 3 0 2 2 4 1 3 3 3 1 4 4 7 1 5 5 2 2 6 6 6 2 7 7 7 2 8 8 2 3 9 9 7 3 10 
 10 3 3 11 11 1 4 12 12 5 4 13 13 2 4 14 14 5 5 15 15 6 5 16 16 2 5 17 17 0 6 18 18 4 6 
 19 19 1 6 20 20 4 7 21 21 5 7 22 22 1 7 23 23 4 8 24 24 7 8 25 25 5 8 26 26 7 9 27 27 
 6 9 28 28 5 9 29 29 0 10 30 30 1 10 31 31 2 10 32 32 0 11 33 33 2 11 34 34 3 11 35 
 35 </p> 
</polylist> 
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+loadLibrary()
+loadMoreGeometries()
+getNumGeometries() : int
+getGeometry(in index : int) : CGeometry
+getGeometry(in id : string) : CGeometry
CLibraryGeometries
+getGeoT()
CGeometry
1
-Materials
*
+MESH
+CONVEX_MESH
+SPLINE
+UNKNOWN
«enumeration»
GeoType
*
-Geometry Type
1
CGeometryMesh
CMesh
1
-Mesh1
+LINES
+LINESTRIPS
+POLYGONS
+POLYLIST
+TRIANGLES
+TRIFANS
+TRISTRIPS
+UNKNOWN
«enumeration»
MeshType
*
-Mesh Type
1
+getIndices() : int
+getNumIndices() : int
-indices[] : int
-numIndices : int
CMeshPolyList
+getOffset() : int
+getSemantic() : string
+getSet() : int
-semantic : string
-offset : int
-set : int
CInput
1
-Inputs
*
CSource -Source
* *
 
Figura 38: UML - Laundry - CGeometry - CMesh 
Escena 
Además de definir todas las propiedades de los elementos de escena, COLLADA define 
también cómo se construye la escena a partir de estos elementos. Para realizar esta tarea se 
utiliza una estructura en árbol en que cada hoja apunta a uno de los elementos definidos 
previamente. 
En terminología COLLADA las hojas del árbol de escena reciben el nombre de nodos y se 
pueden considerar una instanciación de alguno de los elementos definidos en las librería de 
elementos de escena. Cada nodo especifica del elemento que enlaza las siguientes 
propiedades: 
- Su posición expresada en coordenadas cartesianas mediante la etiqueta <translate>. 
- Su rotación respecto a los ejes cartesianos mediante etiquetas <rotate>. 
- Su escalado respecto a los ejes cartesianos mediante la etiqueta <scale>. 
- Propiedades adicionales como el material enlazado a un modelo. 
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Acto seguido se muestra la especificación COLLADA de un nodo que instancia a un modelo o 
geometría. Se ha escogido este ejemplo ya que incluye todas las propiedades especificadas en 
la lista anterior. 
 
Las estructuras creadas en Laundry para trabajar con la definición de escenas tienen la 
siguiente especificación: 
<node id="Cube" type="NODE"> 
 <translate sid="location">0 0 0</translate> 
 <rotate sid="rotationZ">0 0 1 0</rotate> 
 <rotate sid="rotationY">0 1 0 0</rotate> 
 <rotate sid="rotationX">1 0 0 0</rotate> 
 <scale sid="scale">1 1 1</scale> 
 <instance_geometry url="#Cube-mesh"> 
  <bind_material> 
   <technique_common> 
    <instance_material symbol="Material" target="#Material"> 
    </instance_material> 
   </technique_common> 
  </bind_material> 
 </instance_geometry> 
</node> 
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 84 
+loadLibrary()
+loadMoreScenes()
+getNumScenes() : int
+getScene(in index : int) : CVisualScene
+getScene(in id : string) : CVisualScene
CLibraryVisualScenes
+getNodeByInstance() : CNode
CVisualScene
1
-Scenes
*
-translate[] : float
CNode
1
-Instanced Effect*
-angles : float
-axis[]  : float
CRotate
+checkInstance() : bool
-url : string
CInstance
-Rotation
* 1
1
-Instance1
CInstanceGeometry
+getTarget() : string
+getSimbol() : string
-target : string
-simbol : string
CInstanceMaterial
*
-Material
1
+CAMERA
+LIGHT
+MATERIAL
+GEMOMETRY
+ANIMATION
+EFFECT
+SCENE
+UNKNOWN
«enumeration»
InstanceType
-Instance Type
1 *
 
Figura 39: UML - Laundry - CVisualScene 
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6. Implementación 
6.1. Introducción 
Una vez definidas de forma teórica todas las funcionalidades que se quieren implementar llega 
el momento de describir la estructura construida para llevarlas a cabo.  
La descripción se inicia con una visión global de la arquitectura que forma NetRay y continúa 
profundizando en cada una de las partes que aparecen en ella. Como complemento a las 
explicaciones, se presentan diagramas conceptuales siguiendo el modelo UML.  
 
Sólo en casos puntuales, donde resulte imprescindible para explicar decisiones de diseño, se 
entrará en explicaciones relativas al lenguaje utilizado para implementar NetRay, que como se 
expone y justifica en el capitulo introductorio de esta memoria es Java. 
6.2. Arquitectura de la implementación 
Para elaborar la arquitectura de NetRay se ha optado por utilizar conceptos de dos 
arquitecturas software: la arquitectura en tres capas y la arquitectura Modelo-Vista-
Controlador (MVC).  El resultado es una combinación de ambas que satisface las necesidades 
específicas de la implementación de un raytracer. 
A continuación se muestra un esquema completo de la arquitectura implementada en el que 
se muestran los bloques principales de NetRay. 
 
User Interface 
Scene 
Math Color 
Media 
OpenCL  
Raytracer 
OpenGL  
Raster 
Java  
Raytracer 
 
CScene CRender 
 
Modelo 
Datos 
El Unified Modeling Language (UML) es un lenguaje de modelado estándar creado por el 
Object Management Group. Es un lenguaje de propósito general ampliamente utilizado en 
el campo de la ingeniería del software para el diseño de sistema informáticos. 
Controladores 
Presentación 
Figura 40: Arquitectura de NetRay 
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La arquitectura de NetRay se puede dividir en cuatro capas: 
- Presentación: Se corresponde con la vista del modelo MVC y la capa de presentación 
del modelo de tres capas. Engloba toda la interfaz que se presenta al usuario y que 
permite ejecutar las funcionalidades implementadas en NetRay. 
 
- Controladores: Se corresponde con el modelo de controlador de MVC. La 
comunicación entre la interfaz de usuario y el núcleo de la aplicación pasa por esta 
capa. De esta forma se desacopla la interfaz y el núcleo de la aplicación permitiendo su 
desarrollo de forma independiente. Utilizando esta técnica se disminuye el impacto 
producido en caso de cambios estructurales en cualquiera de las dos partes.  
 
- Modelo: Constituye el núcleo de NetRay. Se corresponde a la capa de dominio del 
modelo de tres capas y al modelo del MVC. Engloba todos los elementos necesarios 
para llevar a cabo las funcionalidades implementadas en NetRay. El modelo se divide 
en dos grandes bloques. Por un lado tenemos el bloque relativo a la escena que se 
encarga de proporcionar los elementos necesarios para almacenar la información de 
escena. Por otro lado, el segundo bloque se encarga del proceso de renderizado que 
tal como se muestra en el esquema se puede realizar mediante tres bloques 
independientes: rasterización OpenGL, raytracing mediante OpenCL y raytracing 
mediante Java. 
 
- Datos: Se corresponde con la capa de datos del modelo de tres capas. Habitualmente 
esta capa se utiliza para la interacción con base de datos, en nuestro caso, esta capa se 
encargará de cargar la información escena y los elementos relacionados, por ejemplo, 
las texturas. 
En el resto del capítulo se profundizará en la descripción de cada una de las capas anteriores 
detallando la implementación de cada uno de los elementos que las forman. 
6.3. Presentación 
La capa de presentación engloba la programación de la interfaz gráfica presentada al usuario 
de NetRay.  En este caso, la interfaz no tiene un peso relevante en la implementación ya que la 
importancia se encuentra en el núcleo que permite la generación de imágenes. Por esta razón 
se ha decidido realizar una interfaz simple que muestre de forma directa y sencilla toda la 
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información necesaria para el control de la generación de imágenes. En concreto, los objetivos 
designados a la interfaz son los siguientes:  
- Deberá mostrar información de la escena que se va a renderizar, permitiendo al 
usuario conocer sus características más relevantes.  
- Deberá mostrar la escena mediante OpenGL con el objetivo de comprobar de forma 
rápida que la información de escena se ha cargado correctamente. 
- Deberá mostrar la imagen resultante del proceso de raytracing. 
- Deberá permitir configurar el proceso de elaboración de las imágenes mediante 
raytracing. Esta configuración podrá hacer referencia a características genéricas al 
proceso de renderizado o también a características específicas al método que se utilice 
(vía Java o vía OpenCL).  
- Deberá mostrar información estadística del proceso de renderizado que se utilizará 
posteriormente para los estudios de rendimiento. 
- Deberá permitir al usuario seleccionar gráficamente un archivo de escena compatible 
con NetRay. 
Para la creación de la interfaz se ha optado por utilizar el Standard Widget Toolkit (SWT). La 
elaboración de interfaces con SWT requiere que se defina la estructura que forman los 
elementos de la interfaz de forma precisa. 
 
A continuación se muestra el esquema que se ha tomado como plantilla para definir la 
estructura de la interfaz implementada con SWT.   
 
El Standard Widget Toolkit (SWT) es una librería de código abierto para Java creada dentro 
del proyecto Eclipse. Permite la creación de interfaces gráficas eficientes y portables. Junto 
con Swing es una de las principales librerías disponibles en Java para la elaboración de 
interfaces de usuario. 
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 88 
 
 
6.4. Controladores 
La capa de controladores se encarga de hacer de puente entre la interfaz de usuario y el 
núcleo de NetRay. Manteniendo estas dos partes por separado se consigue independencia 
tanto en el momento del desarrollo como también en el momento de realizar cambios en 
cualquiera de las dos.  
De igual forma que el núcleo de la aplicación se puede dividir en dos grandes bloques: uno 
para la escena y otro para el proceso de render, se ha optado por mantener la misma división 
en la capa de controladores. Por tanto, la capa de controladores está formada también por dos 
bloques: el controlador de escena y el controlador de render. 
6.4.1. Controlador de escena 
El controlador de escena es el encargado de proveer a la interfaz gráfica con todos los métodos 
necesarios para que pueda consultar la información relativa a la escena que posteriormente se 
mostrará al usuario. En la siguiente figura se muestra la definición UML de la clase del 
controlador de escena: 
 
 
View 
OpenGL Render 
 
 
View 
Raytracing Render 
 
 
OpenGL Render 
Configuration 
 
Raytracing Render 
Configuration 
 
 
Scene Info 
Panel 
File 
Window Bar 
Figura 41: Esquema de interfaz de usuario 
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+loadScene(in fileName : string) : bool
+sceneIsLoaded() : bool
+getSceneNumTriangles() : int
+getSceneNumMaterials() : int
+getSceneNumLights() : int
+getSceneNumModels() : int
+getSceneNumCameras() : int
+getSceneSize() : int
-scene : Scene
CScene
 
Figura 42: UML - NetRay - CScene 
El método más relevante es el método loadScene ya que debe interactuar con la capa de Datos 
para inicializar la escena a partir del nombre de fichero seleccionado por el usuario en la 
interfaz gráfica. 
Del resto de métodos no se añade ninguna explicación adicional ya que se considera que sus 
cabeceras son suficientemente explicativas. 
6.4.2. Controlador de render 
El controlador de render permite establecer desde la interfaz de usuario todas las propiedades 
relativas al proceso de generación de imágenes, así como también iniciar la ejecución del 
mismo. La definición UML de la clase del controlador de render es la siguiente: 
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+raytrace() : void
+displayGL() : void
+reshapeGL() : void
+getJavaNumberOfThreads() : int
+getRenderType() : RenderType
+isEnableAntialiasing() : bool
+isEnabledBBox() : bool
+isGlShowBBox() : bool
+isGlShowNormals() : bool
+setClDeviceDescription(in description : string) : void
+setEnableAntialiasing(in state : bool) : void
+setEnableBBox(in state : bool) : void
+setGlShowBBox(in state : bool) : void
+setGlShowNormals(in state : bool) : void
+setJavaNumberOfTheads(in value : int) : void
+setTextureId(in id : int) : void
+setRenderType(in renderType : RenderType) : void
CRender
RenderParameters
RenderSystem
«enumeration»
RenderType
1
-currentRenderType
1
-renderParams
1 1
1
-currentRenderSystem1
 
Figura 43: UML - NetRay  - CRender 
El proceso de generación de imágenes realizado por el núcleo de NetRay puede ser llevado a 
cabo a través de una implementación del algoritmo de raytracing realizada en Java o mediante 
una implementación realizada en OpenCL. La elección de uno u otro dependerá del 
currentRenderType seleccionado en el controlador. 
Mediante la función raytrace se inicializa el currentRenderSystem bajo el tipo seleccionado 
(por defecto el tipo de renderizado es vía OpenCL) y se ejecuta el proceso de renderizado 
definido en el núcleo. 
El proceso de renderizado es configurable a partir de una serie de parámetros definidos en la 
clase RenderParameters. El controlador mantiene una instancia de esta clase y aporta una 
serie de métodos que permiten ajustarlos y consultar su estado.  En el momento de iniciar el 
proceso de renderizado los parámetros son enviados al núcleo junto con la información de la 
escena. 
Como añadido a los parámetros del proceso de generación de imágenes, el controlador de 
render también permite controlar el renderizado rápido de la escena que se realiza mediante 
OpenGL. Estos nuevos parámetros también están incluidos en la clase RenderParameters. 
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Para el renderizado con OpenGL el controlador mantiene únicamente una instancia de la clase 
RenderSystem dedicada a realizar este proceso. El método que ejecuta la visualización de la 
escena mediante OpenGL es displayGL. 
6.5. Modelo 
La capa de modelo es el núcleo central de NetRay e implementa todo el proceso de generación 
de imágenes. Incluye desde el propio algoritmo de raytracing hasta todas las estructuras de 
datos necesarias para llevarlo a cabo. Se han añadido también funcionalidades extra para 
completar NetRay como, por ejemplo, la posibilidad de realizar un renderizado rápido vía 
OpenGL para comprobar que la escena se ha cargado correctamente. 
La estructura elegida para la capa de modelo se divide en dos partes: el bloque con la 
información de escena y el bloque que contiene las diferentes implementaciones de los 
procesos de renderizado disponibles. Se realiza esta división ya que se considera importante 
desacoplar lo máximo posible estos dos bloques consiguiendo implementar el núcleo de cada 
uno de ellos de forma independiente al otro. En definitiva, se consigue que la forma en que se 
implementa la escena sea independiente de los procesos de renderizado disponibles con lo 
que se gana libertad para incluir nuevos métodos o realizar cambios tanto en los procesos de 
renderizado actuales como en la propia estructura de la información de escena.  
A continuación se describen en profundidad los dos bloques que forman la capa de modelo. 
6.5.1. Bloque de escena 
El bloque de escena incluye la implementación de todos los elementos que constituyen una 
escena en NetRay. Se divide en dos niveles, en primer lugar, el nivel formado por la base 
matemática y la base de color y por encima el nivel que contiene la implementación de los 
elementos de escena. 
6.5.1.1. Base matemática  
Todos los elementos que forman una escena en NetRay tienen una base matemática en la que 
expresan sus propiedades. Esta base se ha extraído formando un bloque propio de clases que 
representan todas las entidades matemáticas comunes entre los elementos de escena.  Dentro 
de NetRay este nuevo bloque se conoce como Math. 
El nivel más bajo en el bloque Math lo constituyen las clases que representan al punto y al 
vector en el espacio cartesiano tridimensional. La especificación UML de estas dos clases se 
muestra en la siguiente figura: 
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+getX() : float
+getY() : float
+getZ() : float
+setX(in value : float)
+setY(in value : float)
+setZ(in value : float)
-x : float
-y : float
-z : float
-w : float
Point
+add(in v : Vector)
+subs(in v : Vector)
+mul(in v : Vector)
+norm()
+normalize()
+dotProduct(in v : Vector)
+crossProduct(in v : Vector)
+reverse()
-x : float
-y : float
-z : float
-w : float
Vector
 
Figura 44: UML - NetRay - Point - Vector 
Tal como se ha definido de forma teórica, los modelos en NetRay se forman a través de mallas 
de triángulos. El triángulo es la entidad de más alto nivel que se puede encontrar en el bloque 
Math.  Un triángulo se forma a partir de vértices que a su vez se construyen a partir de puntos 
y vectores. A continuación se muestra la especificación UML de cada uno de estos elementos y 
las relaciones que existen entre ellos: 
+getX() : float
+getY() : float
+getZ() : float
+setX(in value : float)
+setY(in value : float)
+setZ(in value : float)
-x : float
-y : float
-z : float
-w : float
Point
+add(in v : Vector)
+subs(in v : Vector)
+mul(in v : Vector)
+norm()
+normalize()
+dotProduct(in v : Vector)
+crossProduct(in v : Vector)
+reverse()
-x : float
-y : float
-z : float
-w : float
Vector
Vertex
+rayIntersection()
+getCenter()
+getInterpolatedNormal()
+getInterpolatedTexCoord()
Triangle
1
-Vertexs
3
1
-Position1
1
-TexCoord 1
1
-Normal1
 
Figura 45: UML - NetRay - Triangle 
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Otro de los elementos de más bajo nivel dentro del bloque son las matrices. Las matrices se 
utilizan para transformar la geometría de los modelos y colocarlos en la posición definida en 
sus propiedades. Esta transformación se realiza mediante la utilización de matrices conocidas 
como matrices homogéneas. La representación en forma de clase de este tipo de matrices es 
la siguiente: 
+concat(in m : MatrixHomogeneus)
+translate(in x : float, in y : float, in z : float)
+rotateX(in angle : float)
+rotateY(in angle : float)
+rotateZ(in angle : float)
Transformation
+mul(in m : MatrixHomogeneus)
+transpose()
-data : float[ ][ ]
MatrixHomogeneus
1
-Transformation Matrix1
1
-Inverse Transformation Matrix 1
 
Figura 46: UML - NetRay - Matrix 
En el esquema también aparece la clase que representa la propia transformación geométrica. 
Esta clase permite crear matrices específicas para transformaciones concretas como, por 
ejemplo, las translaciones. Además, permite realizar combinaciones de transformaciones 
encapsulando el trato con matrices. 
Por último, el bloque Math se completa con la entidad matemática base del algoritmo de 
raytracing: el rayo. En la siguiente figura se muestra cómo se implementa en NetRay: 
+refractedRay() : Ray
+reflectedRay() : Ray
+getDir() : float
+getDirReversed() : float
+getOrigin() : float
+setDir(in dir : Vector)
+setOrigin(in orig : Point)
-origin : float[ ]
-direction : float[ ]
Ray
 
Figura 47: UML - NetRay - Ray 
6.5.1.2. Base de color 
Además de la información matemática, la mayoría de elementos de escena incluyen 
información relativa al color que muestran al interactuar con la luz o bien, en el caso de las 
fuentes de luz, el color de la luz que emiten. Toda esta información se incluye traducida en 
forma de clases en el bloque llamado Color. 
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La clase principal de este bloque es la que representa la definición de un color siguiendo el 
modelo RGBA. Su especificación UML es la siguiente: 
+getColor() : float
+setColor(in r : float, in g : float, in b : float, in a : float)
-r : char
-g : char
-b : char
-a : char
Color
 
Figura 48: UML - NetRay - Color 
La clase Color se utiliza como base para la definición de los materiales que establecen el 
comportamiento de las superficies cuando estas interactúan con la luz. A continuación se 
muestra la especificación UML de los materiales: 
Material
-shininness : float
-reflectivity : float
-transparency : float
-isDiffuseTextured : bool
-textureId : int
MaterialPhong
-r : char
-g : char
-b : char
-a : char
Color
-Diffuse
1
0..1
-Ambient1 1
-Specular
1 1
 
Figura 49: UML - NetRay - Material 
Se ha creado una jerarquía de materiales ya que, pese a que en NetRay sólo se utilizan los 
materiales que siguen el método de Phong para el cálculo de color, se considera un posible 
punto de expansión en futuras ampliaciones del raytracer.  
En último lugar el bloque Color incluye la implementación de las texturas. Una textura es una 
estructura de datos que incluye información de color para ser aplicada sobre la geometría en 
el momento del renderizado. La especificación UML de la clase utilizada para representar 
texturas en NetRay es la siguiente: 
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-r : char
-g : char
-b : char
-a : char
Color
-height : int
-width : int
-bitsPerPixel : int
-format : int
Textures
-Texture Data
1
1..*
 
Figura 50: UML - NetRay - Texture 
Todo el proceso que se realiza para conseguir llenar la estructura de información que 
representa una textura se presentará en profundidad cuando se describa la capa de datos.  
6.5.1.3. Elementos de escena 
Una vez definidos todos los elementos que forman la base sobre la que se sustentan los 
miembros de las escenas utilizadas en NetRay, es el momento de conocer como estos se han 
implementado.  La especificación UML completa de una escena es la siguiente: 
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+loadModels(in i : SceneImporterFactory)
+loadLights(in i : SceneImporterFactory)
+loadCameras(in i : SceneImporterFactory)
+loadMaterials(in i : SceneImporterFactory)
+rayIntersection() : bool
+existRayIntersection() : bool
+transform()
+getLight() : Light
+getMaterial() : Material
+getModel() : Model
+getCamera() : Camera
+getNumTriangles() : float
+getSize() : float
+getNumModels() : int
+getNumLights() : int
+getNumMaterials() : int
+getNumCameras() : int
Scene
+getEuler() : float
+getPosition() : Point
+setEuler(in angles : float)
+setPosition(in p : Point)
-position : Point
-eulerOrientation : float
Model
+getPosition() : Point
+setPosition(in p : Point)
-position : Point
Light
+setColor(in c : Color)
+setAttenuation(in att : float)
+getColor() : Color
+getAttenuation() : float
-color : Color
-constAtt : float
-linearAtt : float
-quadAtt : float
LightPoint +getDirection() : Vector
+getPosition() : Point
+getUp() : Vector
+getRight() : Vector
+setDirection(in p : Vector)
+setPosition(in p : Point)
+setUp(in v : Vector)
+setRight(in v : Vector)
-position : Point
-up : Vector
-direction : Vector
-right : Vector
Camera
+getAspect() : float
+getFov() : float
+getZFar() : float
+getZnear() : float
+setAspect(in a : float)
+setFov(in f : float)
+setZfar(in zf : float)
+setZnear(in zn : float)
-aspect : float
-fov : float
-zfar : float
-znear : float
CameraPerspective
Triangle
1
-Triangles1..*
-Lights
1
1..*
-Cameras1
1..*
-Models
1 1..*
Material
*
-Material1
 
Figura 51: UML - NetRay - Scene 
La clase Scene guarda toda la información estadística a la vez que da acceso a todos los 
elementos que forman la escena. Añade rutinas de intersección utilizadas en el proceso de 
raytracing así como también métodos de importación para cada elemento. 
El resto de clases representan a cada uno de los miembros de la escena. Sus atributos y 
métodos son un reflejo de las definiciones teóricas descritas en profundidad en el capítulo 4. 
Sólo destacar la inclusión de jerarquía en aquellos elementos especialmente susceptibles a ser 
ampliados, como son los tipos de luces y los tipos de cámara. 
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6.5.2. Bloque de renderizado 
El bloque de renderizado contiene todas las estructuras necesarias para llevar a cabo el 
proceso de sintetización de imágenes a partir de la información que se almacena en el bloque 
de escena. Estos dos bloques son independientes lo que permite desacoplar completamente 
las implementaciones de cada uno. 
En NetRay el proceso de renderizado se puede realizar mediante tres sistemas: 
- Utilizando el modelo proyectivo vía OpenGL. 
- Utilizando una implementación en Java del algoritmo de raytracing. 
- Utilizando una implementación en  OpenCL del algoritmo de raytracing.  
Pese a que cada uno de ellos se implementa de forma diferente, se ha construido una 
jerarquía que permite tratarlos de forma independiente a su implementación. Como 
superclase de la jerarquía se ha definido la clase RenderSystem que permite homogeneizar 
tanto las implementaciones de los sistemas disponibles como las de futuros sistemas de 
renderizado que se deseen añadir. A continuación se muestra la especificación UML de la 
superclase RenderSystem: 
+render() : void
+addRenderListener() : void
+fireEvent() : void
+removeRenderListener() : void
RenderSystem
GLRender JavaRender CLRender
RenderParameters
*
-Parameters
1
 
Figura 52: UML - NetRay - RenderSystem 
La clase RenderSystem incluye también la implementación de un sistema de eventos. 
Mediante el evento definido en la clase RenderEvent, un sistema de renderizado puede 
notificar el fin del proceso a aquellos objetos que se hayan suscrito como receptores. 
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+getStartTime() : long
+getEndTime() : long
+setStartTime(in t : long) : void
+setEndTime(in t : long) : void
+getRenderTime() : string
-startTime : long
-endTime : long
RenderEvent
 
Figura 53: UML - NetRay - RenderEvent 
La utilización del evento RenderEvent es especialmente útil, por ejemplo, para notificar el fin 
de procesos de renderizado de larga duración como es el caso de aquellos en los que se utiliza 
el algoritmo de raytracing. 
Los sistemas de renderizado permiten configurar el proceso que realizan a través de una serie 
de parámetros determinados. Estos parámetros se encapsulan en la clase RenderParameters 
cuya especificación UML es la siguiente: 
-height : int
-width : int
-clOffsetX : int
-clOffsetY : int
-enableAntialiasing : bool
-enableBBox : bool
-enableBVH : bool
-enableReflections : bool
-enableRefraction : bool
-enableTextures : bool
-backgroundColor : float
RenderParameters
 
Figura 54: UML - NetRay - RenderParameters 
Una vez definida la estructura común de todos los sistemas incluidos en el bloque de 
renderizado se pasará a describir en profundidad la implementación de cada uno de ellos. 
6.5.2.1. Renderizado OpenGL  
El sistema de renderizado OpenGL genera una imagen de la escena utilizando la librería gráfica 
OpenGL. Para tener acceso a la API de OpenGL desde Java se ha utilizado la segunda versión 
del binding JOGL implementado por el grupo Jogamp . 
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El objetivo del renderizado OpenGL es representar de forma sencilla la escena que se va a 
enviar posteriormente a los sistemas de renderizado que utilizan raytracing. El renderizado vía 
OpenGL utiliza el modelo proyectivo y debido a que se realiza de forma muy sencilla el tiempo 
que se necesita para obtener una imágen de la escena es prácticamente nulo. De esta forma se 
comprueba de forma inmediata que la información que se ha cargado es correcta.  
Mediante el sistema de renderizado de OpenGL se realiza una representación de la escena 
conocida con el nombre de alambre o wireframe. En ella se muestran sólo las aristas de los 
polígonos que forman los modelos de la escena.  
El sistema permite también dibujar los normales de los triángulos que forman los modelos y 
mostrar las estructuras de aceleración disponibles. Estas dos opciones son configurables y se 
pueden activar y desactivar mediante los parámetros de renderizado. 
En la siguiente imagen se muestra el resultado del proceso de renderizado de un cubo 
mediante el sistema de renderizado OpenGL implementado en NetRay. 
 
Figura 55: Visor OpenGL 
En la imagen se muestra en color rojo la geometría del modelo junto con sus normales en color 
rojo y su caja englobante en color verde.  
 
La Open Graphics Library (OpenGL) es una especificación estándar que define una API para 
la creación de gráficos 2D y 3D. Fue creada por la compañía Silicon Graphics en el año 1992 
y actualmente está incorporada a los estándares que gestiona el Khronos Group.  
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6.5.2.2. Renderizado Java 
El sistema de renderizado Java es una implementación del algoritmo de raytracing en su 
definición recursiva tal y como se describe en el capítulo 3. 
La principal característica del sistema implementado es la utilización de la concurrencia para 
maximizar el rendimiento. El modelo de concurrencia seguido establece el cálculo de color de 
un píxel como la tarea que se va a paralelizar. La implementación consta de dos partes: 
- El monitor o JavaRender. Se encarga de controlar el proceso de renderizado. Su tarea 
consiste en repartir píxeles y almacenar el resultado del cálculo de color por píxel. El grafo de 
estados que sigue el monitor es el siguiente: 
 
Figura 56: Grafo de estados del monitor 
La clase que implementa el monitor tiene la siguiente especificación UML: 
JavaRenderItem
+getNextPixel() : int
+writePixelInfo(in pixelX : int, in pixelY : int, in color[] : char) : void
+render()
-currentX : int
-currentY : int
-numThreads
-numEndThreads
JavaRender
RenderParameters
-Render Item
*
-Monitor
1
-Parameters
1
*
 
Figura 57: UML - NetRay -JavaRender 
- El ítem de renderizado o JavaRenderItem. Implementa el algoritmo de raytracing a nivel de 
píxel. Pide al monitor las coordenadas de un nuevo píxel cada vez que finaliza el proceso de 
Inicio Fin
Reparto píxels 
válidos
Repartir píxels 
de finalización
Iniciación de los ítems
Actualizar 
contador
Recepcion de color
Quedan píxels
No quedan píxels Reparto finalizado
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renderizado de su píxel actual. Su vida se prolonga hasta que el monitor le notifica el fin del 
proceso de renderizado como respuesta a la petición de un nuevo píxel.  A continuación, se 
muestra el grafo de estados que sigue el ítem de renderizado. 
Cálculo 
Color
Inicio Fin
Pedir coordenadas 
de pixel
Pedir 
nuevo pixel
Fin cálculo 
de color
Recepción pixel válido
Recepción pixel de 
finalización
 
Figura 58: Grafo de estados ítem 
La clase que implementa un ítem de renderizado tiene la siguiente especificación UML: 
 
Figura 59: UML - NetRay -JavaRenderItem 
En la inicialización del proceso de renderizado el monitor inicializa los ítems. La cantidad de 
ítems que se inicializan es configurable a partir de los parámetros de renderizado. A partir de 
ese momento, el monitor mantiene un contador que le informa del estado del proceso. 
Cuando el contador expira comunica a los ítems el final del proceso enviando el píxel con 
coordenadas (-1,-1). 
Cada vez que un ítem de renderizado finaliza el cálculo de color de un píxel le comunica el 
resultado al monitor que lo almacena en la imagen resultante. La imagen resultante está 
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definida por una clase que almacena su información y propiedades. Su especificación UML es 
la siguiente: 
+getFrameData() : char
+getHeight() : int
+getWidth() : int
+setPixelColor(in pixelX : int, in pixelY : int, in color[] : char) : void
+setHeight(in h : int) : void
+setWidth(in w : int) : void
-height : int
-width : int
-frameData : char
Frame
 
Figura 60: UML - NetRay - Frame 
Al finalizar el proceso de renderizado en la instancia de la clase Frame se obtiene la 
representación final de la escena lista para ser guardada en disco o mostrada a través de la 
interfaz de NetRay. 
6.5.2.3. Renderizado OpenCL 
El sistema de renderizado vía OpenCL es una implementación del algoritmo de raytracing 
adaptada a las particularidades que presenta la programación con OpenCL en su versión 1.0. 
Constituye la parte más importante del trabajo de implementación realizado en este proyecto 
y para llevarlo a cabo se han realizado las siguientes tareas: 
- Creación de la capa de objetos CL. Elaboración de una capa orientada a objetos que 
facilite el trabajo con OpenCL. 
- Selección del método de paralelización. Determinar la forma en que se va a distribuir 
el trabajo a realizar bajo las condiciones que impone OpenCL. 
- Implementación de la parte Host del renderizado. Elaboración del código encargado 
de realizar la ejecución OpenCL y recoger sus resultados. 
- Implementación del kernel OpenCL. Elaboración del código de kernel encargado de 
ejecutarse en el device para sintetizar la imágen a partir la escena de entrada 
A continuación se describe en profundidad cada una de las tareas anteriores. 
- La capa de objetos CL 
Del mismo modo que ocurría con OpenGL, para acceder a la API de OpenCL desde Java se ha 
tenido que recurrir a la utilización de un binding específico. Tras probar de forma poco 
satisfactoria el binding creado por el grupo Jogamp se optó por utilizar el binding JOCL en su 
versión 1.3. 
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JOCL proporciona una interfaz directa a los métodos de OpenCL manteniendo el formato C 
presente en su especificación. Dado que Java es un lenguaje orientado a objetos se decidió 
crear un bloque de clases sobre la API aportada por JOCL que permitiera trabajar con la 
entidades de OpenCL desde el paradigma de la orientación a objetos. A este bloque de clases 
se le ha dado el nombre de CL y la especificación UML de cada una de las clases que lo forma 
es la siguiente: 
+getDevicesAvailable() : CLDevice
+getPlatfromByDeviceDescription(in d : string) : CLPlatform
+getDeviceByDescription(in d : string) : CLDevice
+queryPlatforms() : CLPlatform
-clRuntime
CLRuntime
+createContext() : void
+getClContext() : CLContext
+getDevices() : CLDevice
+initGLInteropProperties() : void
+release() : void
-clContext
CLContext
+getDevices() : CLDevice
+getDeviceName(in index : int) : string
+getDeviceName(in name : string) : string
+getId() : int
+getName() : string
+getNumDevices() : int
+getVendor() : string
-name : string
-vendor : string
-id : int
CLPlatform
+createCommandQueue() : void
+getDeviceId() : int
+getClCommandQueue() : CLCommandQueue
+release() : void
-clCommandQueue
-deviceId : int
-enableOutOfOrder : bool
-enableProfiling : bool
CLCommandQueue
+getDeviceType() : long
+getExtensions() : string
+getId() : int
+getMaxComputeUnits() : int
+getMaxWorkGroupSize() : int
+getName() : string
+getVersion() : string
+isLittleEndian() : bool
+supportImages() : bool
+supportGL() : bool
-id : int
-deviceType : long
-name : string
-version : string
-vendor : string
-extensions : string
-maxComputeUnits : int
-maxWorkItemSizes : int
-maxWorkGrouupSize : int
-isLittleEndian : bool
-imageSupport : bool
CLDevice
+getClMem() : CLMemoryObject
+release() : void
-clMem
CLMemoryObject
+createImageFromGL() : void
CLImage
+createBuffer() : void
+readBuffer() : void
+writeBuffer() : void
CLBuffer
+setKernelArg() : void
+executeKernel() : void
+queryExecutionTime() : void
+getExecutionTime() : string
+release() : void
-clKernel
-executionTime : long
CLKernel
+buildProgram() : void
+createKernel() : CLKernel
+createProgram() : void
+getCompilationResult() : string
+getHasErrors() : bool
+queryBuildLog() : string
+release() : void
-clProgram
-hasErrors : bool
-compilationResult : string
CLProgram
+getClCode() : int
+getClName() : string
+getMessage() : string
+translateCLErrorCode() : string
-clCode : string
-clName : string
-message : string
CLException
1
-Platforms
*
1 -Devices*
-Context
*
-Devices
*
-Device
1
-Queues
*
-Context1
-Queues*
-Program1
-Kernel*
* 1
-Kernel
*
-Arguments
*
Exception
 
Figura 61: : UML - NetRay - Bloque CL 
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Se ha creado una clase para cada una de las OpenCL utilizadas por NetRay. Además se han 
implementado métodos que permiten simplificar los procesos de trabajo habituales en 
OpenCL como son, por ejemplo, la compilación de los programas, la asignación de atributos a 
los kernels y su ejecución. 
Por último se ha creado un sistema de excepciones para notificar errores en la ejecución de los 
métodos OpenCL mediante una excepción propia de la clase CLException. 
- Modelo de paralelización 
El modelo de paralelización utilizado para elaborar la implementación sobre OpenCL del 
algoritmo de raytracing es similar al utilizado en la implementación multi-hilo de Java. La 
unidad de trabajo que se ha utilizado es el píxel y cada work-item de OpenCL se encargará del 
cálculo de color relativo a él. 
Cuando se ejecute el kernel se creará una cuadrícula de ejecución que se corresponderá con la 
imagen que se quiere obtener. De esta forma cada work-item mediante su identificador único 
se enlazará con un píxel de la imagen resultante en el que deberá guardar los resultados del 
cálculo de color. 
- Renderizado OpenCL – Host 
El proceso que realiza el Host cuando se inicia el proceso de raytracing consiste en las 
siguientes tareas: 
- Inicializar la memoria del device. Se crean buffers OpenCL y se inicializan con todos los 
datos que se guardan en el bloque de escena. El hecho de tener que utilizar buffers a 
la hora de trasladar la información desde la memoria del host hasta la memoria del 
device ha influido considerablemente en la forma en que se ha implementado el 
bloque de escena. Para ello se han utilizado los ByteBuffers nativos de Java 
consiguiendo que toda la información de escena quedase representada de forma 
correlativa en memoria, permitiendo así simplificar la transferencia entre host y 
device. De hecho, las clases descritas en el bloque de escena son clases estáticas que 
trabajan sobre ByteBuffers, es decir, no guardan elementos por sí mismas, sino que 
sirven de interfaz para trabajar sobre unos datos que están guardados de forma 
independiente y correlativa en ByteBuffers. 
 
- Ejecutar el kernel. En la ejecución del kernel se deben tener en cuenta las 
características del device sobre el que se está ejecutando. Debido a que la 
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paralelización se realiza a nivel de píxel siempre que sea posible se asignará como 
worksize para cada dimensión el tamaño de la imagen por dimensión que se quiere 
renderizar.  
En caso de que el device no soporte un worksize tan elevado se realizan divisiones del 
trabajo adaptadas al máximo worksize soportado y se va repitiendo la ejecución del 
kernel hasta que se completa la imagen total. Para guiar al kernel cuando se utilizan las 
divisiones del trabajo se utilizan offsets que adaptan la ejecución del kernel a la 
subdivisón necesaria. Los offsets se incluyen en los parámetros de renderizado. 
 
- Obtener el resultado de la ejecución. Una vez finalizado el proceso de renderizado se 
recupera de la memoria del device la imagen resultante del proceso de renderizado 
para que se pueda mostrar por pantalla. 
 
- Comunicar la finalización del proceso. Se envía un evento RenderEvent donde se 
comunica la terminación del renderizado junto con el tiempo de ejecución del kernel. 
- Renderizado OpenCL – Device 
La implementación del algoritmo de raytracing en forma de kernel que ejecuta el device 
OpenCL durante el proceso de renderizado se ha visto influida considerablemente por las 
particularidades de la programación con OpenCL. En concreto, el hecho de no poder ser 
utilizada la programación recursiva ha obligado a crear una implementación iterativa del 
algoritmo de raytracing. En el siguiente pseudocódigo simplificado se muestra la solución 
iterativa desarrollada: 
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La implementación iterativa ha tenido que tener en cuenta pasos que bajo la utilización de la 
recursividad son inmediatos. Es el caso de la acumulación de color cuando los rayos se 
encuentran con materiales reflectantes o refractantes. Cuando este hecho se produce se ha de 
iniciar un nuevo cálculo de color sobre el rayo originado pero este debe mantener un factor de 
atenuación marcado por las propiedades del material. Esta atenuación que automáticamente 
se aplica en el retorno de la recursividad debe ser almacenada específicamente para cada rayo 
en la versión iterativa .  
Así pues, el método en pseudocódigo addRay se encarga de asignar al rayo que añade al vector 
de rayos pendientes el factor que le corresponde. El factor se calcula mediante la 
void Shading (ray :Ray, scene :Scene, renderParams :RenderParameters, outColor :Color) { 
 
factorRays[MAX_RAYS] :FactorRay; 
initFirstFactorRay(factorRays, ray); 
currentRayIndex : Int := 0; 
lastRayIndex : Int := 1; 
 
 while( currentRayIndex < lastRayIndex ) { 
 
  currentRay :Ray := stackFactorRays[currentRayIndex]; 
  intersectMaterial :Material; 
  iInfo :IntersectionInfo; 
 
  if( rayIntersection(scene, currentRay, intersectMaterial, iInfo) ) { 
 
   currentColor :Color := PhongShading(iInfo); 
   outColor += currentColor * factorRays[currentRay].factor; 
 
   if(hasReflection(intersectMaterial) { 
 
    reflectedRay :Ray  := getReflectedDir(currentRay); 
    addRay(factorRays, reflectedRay); 
    lastRayIndex++; 
   } 
   if(hasRefraction(intersectMaterial) { 
 
    refractedRay :Ray := getRefractedDir(currentRay); 
    addRay(factorRays, refractedRay); 
    lastRayIndex++; 
   } 
 
  }  else  outColor += renderParams.backGroundColor *     
     factorRays[currentRay].factor;  
  currentRayIndex++; 
 } 
} 
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multiplicación del factor actual por el factor de atenuación que presenta el material tanto para 
la reflexión como la refracción. 
Otro factor que ha influido a lo largo de toda la implementación del kernel es la falta de 
memoria dinámica. Esto obliga, por ejemplo, a predefinir un número máximo de rayos  para el 
vector de rayos pendientes. 
6.5.2.4. Métodos de aceleración 
Una vez definidos los sistemas de renderizado se han implementado métodos de aceleración 
que permiten reducir el tiempo del proceso de render. Como se ha descrito de forma teórica 
en el capítulo 4, estos métodos de aceleración son estructuras que permiten reducir el tiempo 
dedicado a realizar el test de intersección entre el rayo y la escena.  Las estructuras necesarias 
para la implementación de los métodos de aceleración se encuentra en el bloque de clase 
Accel. 
La base de los métodos de aceleración implementados es la caja englobante. En NetRay se 
representa mediante  la clase BBox. Su especificación UML es la siguiente: 
+initialize() : void
+union(in p : Point) : void
+rayIntersection(in r : Ray) : bool
+getCenter() : float
+getMin() : float
+getMax() : float
-max[] : float
-min[] : float
BBox
 
Figura 62: UML - NetRay -BBox 
La caja englobante de un modelo se calcula a medida que el modelo se carga de disco. 
Progresivamente se va añadiendo vértice a vértice mediante el método Union hasta que la caja 
englobante contiene toda la geometría del objeto. 
Las cajas englobantes son utilizadas para constituir por si solas un método de aceleración. 
Cuando se activa su utilización antes de recorrer toda la geometría de un modelo para saber si 
un rayo interseca con él, se prueba de intersecar el rayo con la caja englobante. Si no existe 
intersección entre ellos el modelo se descarta directamente.  
Como segundo método de aceleración se ha creado la implementación de jerarquías sobre la 
base de cajas englobantes de la escena. Estas jerarquías se traducen en estructuras formadas 
por árboles binarios que permiten tener una organización de los modelos de la escena. Gracias 
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a este tipo de jerarquía se pueden descartar modelos de forma más rápida ya que si en algún 
punto de la jerarquía el rayo no interseca la caja englobante del nodo, entonces se puede 
descartar completamente esa rama de la escena. 
Los arboles binarios son representados por la clase BVHTree y están formados por nodos 
representados por la clase BVHNode. La especificación UML de ambas es la siguiente: 
+initialize() : void
+union(in p : Point) : void
+rayIntersection(in r : Ray) : bool
+getCenter() : float
+getMin() : float
+getMax() : float
-max[] : float
-min[] : float
BBox
+getLeft() : BVHNode
+getRight() : BVHNode
+getSplitAxis() : int
-splitAxis : int
BVHNode
+createTree(in scene : Scene) : void
+intersect(in r : Ray) : bool
BVHTree
1
-root
1 1
-childrenBBox
1
-right1 0..1
1 -left0..1
 
Figura 63: UML - NetRay -BVHTree 
Se utiliza el mismo nodo para representar tanto nodos raíz como nodos intermedios. La única 
diferencia radica en el hecho de que los nodos raíz sí que contienen modelos. 
La construcción de la jerarquía utiliza un heurístico basado en minimizar el área de la superficie 
de los nodos generados. Para ello se realizan un número determinado de divisiones sobre el 
eje de máxima extensión de la caja englobante del nodo. Para cada división se calcula el área 
que generarían sus nodos hijos y se selecciona la división que la minimice. Este proceso se 
repite de forma recursiva hasta llegar a una determinada profundidad o hasta un determinado 
número de modelos por nodos. 
Se ha implementado también una versión en OpenCL de la construcción de la jerarquía de 
cajas englobantes. De esto forma se ha podido experimentar la adaptación de la solución a un 
nuevo problema al modelo de programación de OpenCL. En el siguiente punto se describe en 
profundidad la implementación resultante.  
- Construcción Jerarquía BBox en OpenCL 
La construcción de una jerarquía de cajas englobantes se traduce en la construcción de un 
árbol binario. De igual forma que el propio algoritmo de raytracing este proceso de 
construcción encaja perfectamente con el modelo de programación recursivo del que no se 
dispone en OpenCL.  
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Además, realizar una traducción del algoritmo recursivo a un modelo iterativo tampoco es 
suficiente, puesto que se debe encontrar una forma de paralelizar la construcción de la 
jerarquía. Es este último, el punto crítico para realizar una implementación OpenCL 
satisfactoria. 
Analizando el problema se encuentran dos puntos posibles para realizar la paralelización, que 
tal como se describe en el artículo "Fast BVH Construction on GPUs" son los siguientes: 
- Paralelización de la subdivisón de nodos. Consiste en generar los nodos de cada nivel 
de la jerarquía de forma paralela. 
- Paralelización del cálculo del heurístico. Consiste en calcular el heurístico de cada 
nodo de forma paralelizada. 
En la implementación de NetRay se ha optado por realizar la paralelización de la subdivisión de 
los nodos. El kernel desarrollado recibe un vector de nodos, realiza el cálculo del heurístico y 
como salida genera un nuevo vector de nodos hijos de los nodos originales. 
El kernel es ejecutado iterativamente por el Host hasta que todos los nodos de salida son 
raíces o bien se ha llegado a un determinado nivel de profundidad. Por otro lado, el host es el 
encargado de tratar el vector con los nodos resultantes eliminado nodos raíz y vacíos, 
reordenarlo e incorporarlo de nuevo a la entrada del kernel para la siguiente ejecución. En la 
siguiente figura se muestra un paso del procesos de elaboración de la jerarquía con OpenCL. 
 
Nodos iniciales 
Ejecución 
Kernel 
Tratamiento 
Host 
Nodos finales 
Nodo inicial Nodo intermedio Nodo raíz Nodo vacío 
Figura 64: Construcción jerarquía de cajas englobantes en OpenCL 
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En cada iteración además, el host va construyendo la jerarquía en un buffer a parte enlazando 
los nodos y dejándolo listo para posteriormente ser utilizado por el kernel de renderizado. 
6.6. Datos 
La capa de datos tiene como objetivo cargar a partir de un archivo en formato compatible con 
NetRay, toda la información de escena que se utilizará en el proceso de renderizado. El 
formato de escena compatible, tal como se ha descrito en el capítulo anterior, es COLLADA y la 
capa de datos hará uso de la librería Laundry para acceder a toda la información de escena que 
contenga el archivo introducido por el usuario. 
El proceso de carga de la información de escena se puede dividir en dos partes: 
- Importación de información básica de escena. Consiste en importar toda la información 
básica de los elementos que forman la escena. 
- Importación de recursos relacionados. Se realiza cuando algún elemento de la escena 
requiere importar recursos externos al archivo introducido. Es el caso, por ejemplo, de las 
texturas cuando son requeridas por la información de material descrita en el archivo con 
formato COLLADA.  
Pese a que NetRay en su estado actual define claramente los formatos compatibles, tanto de 
escena como de imagen, es posible que se pueda llegar a necesitar expandirlos haciéndolo 
compatible con nuevas fuentes de información. Es por esto que se ha decidido llevar a cabo la 
implementación de las clases de la capa de datos utilizando el patrón de diseño conocido como 
Factory.  
El patrón Factory permite trabajar de forma transparente con diferentes formatos de 
información a pesar de que el proceso de importación sea distinto en cada uno. Para ello se 
define una interfaz de métodos genéricos que realizan las tareas de carga de información 
desde archivo. Para cada formato específico se implementa dicha interfaz adaptándose a las 
necesidades de cada formato.  
En última instancia, cuando se quiere cargar un archivo con un formato determinado, se pide a 
una clase conocida como Factory que nos dé una instancia de la clase encargada de importar 
ese formato manteniendo la interfaz genérica. Con esta interfaz común se podrán realizar las 
tareas de importación de información encapsulando completamente las necesidades 
específicas del formato con el que estamos tratando.  
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En el siguiente diagrama UML se muestra el patrón Factory aplicado a las clases encargadas de 
trabajar con el formato COLLADA como fuente de información de escena. 
+getSceneImporter(in fileName : string) : ISceneImporter
SceneImporterFactory
+loadScene(in fileName : string) : void
+getNumCameras() : int
+getCamerasSize() : int
+getCameras() : Camera
+getNumLights() : int
+getLightsSize() : int
+getLights() : Light
+getNumModels() : int
+getModelsSize() : int
+getModelsHeaderSize() : int
+getModels() : Model
+getTextures() : Textures
+getTexturesHeaderSize() : int
+getTexturesSize() : int
«interface»
ISceneImporter
-ColladaDocument
ColladaSceneImporter
 
Figura 65: UML - NetRay - SceneImporter 
Por último se ha aplicado el mismo patrón para el proceso de cargado de texturas. En el estado 
actual NetRay sólo soporta el formato Bitmap. En el siguiente diagrama se aplica el patrón 
Factory a la importación de texturas. 
+getImageHandler(in fileName : string) : ImageHandlerFactory
+isSupported(in fileName : string) : bool
-supportedFormats : string
ImageHandlerFactory
+exportToDisk(in fileName : string, in data : char) : void
+getImgInfo() : ImageInfo
+loadFromDisk(in fileName : string) : char
«interface»
IImageHandler
BitmapHandler
-width : int
-height : int
-bitsPerPixel : int
ImageInfo
 
Figura 66: UML - NetRay - ImageHandler 
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Como último añadido se ha creado la clase ImageInfo que se utiliza para guardar información 
genérica sobre las imágenes cargadas. 
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7. Evaluación de rendimiento 
7.1. Introducción 
Tal como se expone en el capítulo introductorio de esta memoria, uno de los objetivos 
principales de este proyecto es evaluar el rendimiento obtenido por el proceso de renderizado 
en su implementación OpenCL. 
Los test realizados tratarán de evaluar el impacto sobre el tiempo de renderización total de 
cada una de las funcionalidades implementadas en el raytracer. Se realizarán pruebas 
incrementales desde la base formada por el cálculo de color hasta la aplicación de antialiasing. 
Por otro lado, también se evaluarán los métodos de aceleración implementados y su influencia 
en la velocidad de renderizado. 
Las pruebas se realizaran en las implementaciones de Nvidia bajo GPU y de ATI bajo CPU. De 
esto modo se podrán sacar también conclusiones respecto al estado de cada una de ellas y la 
eficiencia del código OpenCL ejecutándose bajo hardware distinto. 
Todas las pruebas de rendimiento aplicadas a OpenCL se han repetido para la implementación 
realizada en Java. De esta forma se pretende realizar una comparativa de rendimiento con el 
objetivo de extraer conclusiones sobre las mejoras que aporta utilizar OpenCL como entorno 
de desarrollo. 
Aprovechando que la implementación Java permite configurar el grado de paralelismo, se han 
realizado pruebas para observar como escala el algoritmo de raytracing a medida que se va 
aumentando el paralelismo utilizado.  
En primer lugar, el capítulo presenta las especificaciones del entorno de pruebas utilizado. 
Acto seguido se describen todos los juegos de prueba creados para ser utilizados en los test de 
rendimiento. Por último, se detalla en profundidad cada uno de los test realizados 
presentando su motivación, los resultados esperados, los resultados obtenidos y las 
conclusiones justificadas a partir de ellos. 
7.2. Entorno de pruebas 
El entorno de pruebas está constituido por una única máquina en la que se han realizado todos 
los test de rendimiento. La máquina es un ordenador personal que presenta las siguientes 
especificaciones hardware: 
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CPU: Intel Core i7 920 
Memoria RAM: 6 Gb DDR3 1333 Mhz 
GPU: Nvidia Geforce GTX 470 
Disco duro: 2 x 500 Gb (RAID 0) 
  
En cuanto al software, la máquina de pruebas presenta la siguiente configuración: 
Sistema Operativo: Windows 7 Profesional 
SDK CUDA Toolkit: Versión 3,1 
SDK ATI Stream: Versión  2.2 
Java: Version 1.6.0 
Java OpenCL Binding: JOCL versión 1.3 
 
7.3. Juegos de prueba 
Para llevar a cabo los test de rendimiento se han diseñado escenas con el objetivo de mostrar 
todas las funcionalidades presentes en NetRay. A la hora de crearlas también se han tenido en 
mente los test de rendimiento para establecer ciertas propiedades como son el número de 
modelos de cada una, su disposición y su geometría.  
Las escenas se han creado utilizando el programa de modelado 3D de código libre Blender y 
exportadas a formato COLLADA mediante la herramienta que proporciona el propio programa. 
A continuación se describe cada una de ellas destacando sus características principales. 
7.3.1. Juego de Pruebas 1: Camioneta 
La escena de este primer juego de pruebas muestra una camioneta sobre un suelo reflectante.  
Pese a que simple vista se puede considerar que la camioneta constituye un único modelo, lo 
cierto es que su estructura completa se ha construido a partir de modelos menores que 
representan cada una de sus partes, desde las ruedas a las ventanillas. 
En la siguiente tabla se muestran las principales características de la escena: 
N. Triángulos: 44005 
Tamaño (bytes): 6344589 
Modelos: 98 
Materiales: 11 
 
El hecho de contar con un número considerable de modelos hace que el juego de pruebas sea 
idóneo para medir el impacto que tienen las estructuras de aceleración, ya que para ver 
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mejoras considerables en los tiempos de renderizado es necesario disponer de un número 
elevado de modelos en la escena. 
En cuanto a los materiales definidos, se incluye un material reflectante asignado al suelo para 
provocar un efecto de reflexión que dotará de más realismo a la escena, así como también 
incrementará el tiempo de ejecución debido a los cálculos extra asociados al rebote de la luz. 
Como añadido también se incluye un material refractante para simular las transparencias de la 
ventanilla del conductor. 
En la siguiente imagen se muestra la escena renderizada con todas las funcionalidades 
activadas. 
 
Figura 67: Juego de Pruebas 1 - Camioneta 
7.3.2. Juego de Pruebas 2: Salón 
El segundo juego de pruebas es una escena que representa un salón interior con todos los 
elementos característicos, pasando por la mesa junto con sus sillas hasta un cuadro colgado en 
la pared. Las características principales de la escena son las siguientes: 
N. Triángulos: 93983 
Tamaño (bytes): 19341776 
Modelos: 19 
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Materiales: 11 
 
La principal característica que hace particular este juego de pruebas es el hecho de disponer de 
materiales enlazados con texturas. De este modo se consigue aumentar el realismo de la 
escena, por ejemplo, mediante una textura se consigue dar apariencia de parquet al suelo del 
salón. Se han utilizado también texturas para el cuadro colgado en la pared y para dar aspecto 
de madera a la mesa. Como último añadido se ha otorgado una leve propiedad reflectante al 
suelo. 
Pese a que no en el mismo grado que el juego de pruebas anterior, esta escena también 
cuenta con un número elevado de modelos lo que también permitirá valorar las ganancias en 
tiempo aportadas por las estructuras de aceleración.  
A continuación se muestra la escena después de renderizarse con todas las funcionalidades 
activadas.  
 
Figura 68: Juego de Pruebas 2 - Salón 
7.3.3. Juego de Pruebas 3: Objetos 
El tercer y último juego de pruebas consiste en una escena en que se muestran tres objetos 
tradicionales dentro del mundo de la computación gráfica: la tetera de Utah y el dragón y 
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conejo del repositorio de modelos de la universidad Standford. Los tres modelos aparecen 
sobre un suelo reflectante. 
La siguiente tabla repasa las características principales de la escena: 
N. Triángulos: 175988 
Tamaño (bytes): 25343229 
Modelos: 4 
Materiales: 4 
 
La principal propiedad a destacar es el hecho de que la escena concentra mucha más 
geometría que los otros dos juegos de prueba. Además lo hace en muy pocos modelos. Estas 
dos características proporcionan un caso diferente a lo creado hasta el momento y se deberá 
comprobar cómo responden los métodos de aceleración a este hecho. 
En cuanto a los materiales se ha explotado al máximo la utilización de la reflexión y la 
refracción. Todos los objetos presentan propiedades o bien de reflexión o bien de refracción o 
ambas. Esto convierte a la escena en una demostración idónea de la capacidad del algoritmo 
de raytracing para simular este tipo de interacciones con la luz. 
La siguiente imagen muestra la escena renderizada con todas las funcionalidades de NetRay 
activadas:  
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Figura 69: Juego de Pruebas 2 - Objetos 
7.4. Pruebas de rendimiento 
Una vez definido el entorno de prueba y creadas las diferentes escenas de test, se han 
diseñado una serie de pruebas de rendimiento destinadas a aportar datos sobre el 
comportamiento de NetRay en determinadas situaciones.  En concreto, se ha querido obtener 
información sobre los siguientes casos: 
- Cómo se comporta la implementación Java al variar el grado de paralelismo utilizado. 
- Qué peso en el proceso de renderizado tiene cada una de las funcionalidades 
implementadas. 
- Qué diferencias temporales existen entre las diferentes implementaciones del proceso 
de renderizado. 
- Cómo influyen y en qué grado las estructuras de aceleración implementadas. 
- Cuáles son las diferencias temporales entre la construcción de la jerarquía de caja 
englobantes dependiendo de la implementación utilizada. 
Para obtener la información sobre cada una de las situaciones anteriores, las pruebas de 
rendimiento diseñadas se han ejecutado de forma uniforme siguiendo los siguientes 
principios: 
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- Durante todo el periodo de pruebas se ha mantenido a NetRay como única aplicación 
en ejecución por encima del entorno base de inicio del sistema operativo. 
- Las pruebas se han realizado con un ejecutable en formato Java JAR creado a partir del 
código implementado. 
- La ejecución de la aplicación se ha realizado desde la consola de comandos incluida 
por defecto en el sistema operativo. 
- Los tiempos finales se han obtenido realizando cada prueba individual en tres 
ocasiones y realizando la media a partir de los resultados obtenidos. 
A continuación se describen todas las pruebas de rendimiento realizadas junto con los 
resultados obtenidos. Además, para cada prueba se incluyen tanto las conclusiones como su 
justificación. 
7.4.1. Prueba 1: Escalabilidad de la implementación Java 
7.4.1.1. Motivación 
La implementación del proceso de renderizado implementada en Java permite configurar el 
grado de paralelismo utilizado en su ejecución. De este modo podemos seleccionar el número 
de hilos independientes que se encargaran del proceso del cálculo de color por píxel. 
Esta prueba se ha creado para comprobar el impacto de aplicar diferentes niveles de 
paralelismo al proceso de renderizado. Con los resultados obtenidos se podrá estimar cómo el 
algoritmo de raytracing es capaz de escalar a medida que se incrementa el número de hilos 
que puede utilizar para llevar a cabo su tarea. De los resultados también se extraerá la 
configuración de paralelismo óptima que será utilizada para el resto de pruebas. 
7.4.1.2. Descripción 
La prueba consiste en medir el tiempo del proceso de renderizado con diferentes grados de 
paralelismo; empezando por la ejecución con un hilo único e incrementando el paralelismo 
siguiendo las potencias de dos hasta 32. 
Para cada grado de paralelismo se han realizado pruebas incrementales a través de las 
funcionalidades implementadas. Como nivel más bajo se ha definido el cálculo de color básico 
sin reflexiones ni refracciones y en el nivel más alto aparecen todas las funcionalidades 
implementadas.  Como añadido, en todas las pruebas realizadas se ha aplicado la jerarquía de 
cajas englobantes como método de aceleración.  
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El juego de pruebas escogido para realizar este test ha sido la escena de la camioneta. La 
elección se debe a que es una escena equilibrada debido a que puede llegar a utilizar 
prácticamente todas las funcionalidades disponibles, pero no es considerada como la más 
compleja con lo que los tiempos con bajo grado de paralelismo no serán excesivamente largos. 
7.4.1.3. Resultados esperados 
El algoritmo de raytracing permite que su paralelización sea prácticamente trivial. El hecho de 
que el cálculo de color sea completamente independiente entre píxeles hace que a medida 
que el grado de paralelismo aumenta pueda escalar bien aprovechando la posibilidad de 
realizar los cálculos de varios píxeles a la vez.  
Como resultados se espera ver una disminución en el tiempo de render a medida que el grado 
de paralelismo aumente. Esta tendencia se debería mantener hasta copar con la máxima 
capacidad del procesador disponible en la máquina de pruebas. En concreto, desde el sistema 
operativo son visibles 8 procesadores (4 cores con posibilidad de 2 hilos por core), por tanto, a 
partir de 8 hilos independientes el incremento de tiempo debería verse prácticamente 
congelado. Por último, se deberá poder comprobar cómo es de uniforme el escalado en los 
grados de paralelismo por debajo de las capacidades del procesador.  
7.4.1.4. Resultados obtenidos 
En la siguiente tabla se muestran los resultados en segundos obtenidos en las pruebas junto 
con el gráfico de barras derivado de ellos: 
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Figura 70: Java(SMP). Tiempo de renderizado 
 
 
Nº Threads 1 2 4 8 16 32 
  Antialiasing 564,60 292,60 174,80 129,30 120,00 117,60 
Features Reflexiones 114,20 57,30 34,00 24,10 24,10 23,60 
  Refracciones 37,50 19,90 11,30 8,00 8,00 7,90 
  Base 30,10 15,30 9,30 6,50 6,50 6,40 
 
Se ha considerado adecuado realizar también un gráfico que muestre la ganancia que se 
obtiene en cada incremento del grado de paralelización. El gráfico y los resultados obtenidos 
son los siguientes: 
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Figura 71: Java (SMP). Speedup 
 
Nº Threads 2 4 8 16 32 
  Antialiasing 1,93 3,23 4,37 4,71 4,80 
Features Reflexiones 1,99 3,36 4,74 4,74 4,84 
  Refracciones 1,88 3,32 4,69 4,69 4,75 
  Base 1,97 3,24 4,63 4,63 4,70 
 
Media  1,94 3,29 4,61 4,69 4,77 
 
7.4.1.5. Conclusiones 
A partir de los datos obtenidos se puede concluir que la implementación Java sigue una 
escalabilidad muy próxima a la linealidad mientras se avanza a través de la capacidad del 
procesador utilizado. Cuando llegamos al máximo de la posibilidades del procesador, la 
ganancia queda estancada. Se debe tener en cuenta que en paralelo al proceso de 
renderizado, siempre se utiliza un thread para mantener la interfaz de usuario y el visor 
OpenGL. 
Cabe destacar también que a partir del desglose en funcionalidades se puede comprobar que 
todas presentan el mismo patrón de escalado siendo la funcionalidad de antialiasing la que 
claramente implica un aumento más pronunciado en el tiempo de renderizado. 
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7.4.2. Prueba 2: Tiempo de renderizado en las plataformas disponibles 
7.4.2.1. Motivación 
Uno de los objetivos del proyecto es evaluar el rendimiento que se obtiene cuando se 
desarrolla utilizando OpenCL. Dado que en NetRay se ha implementado tanto una versión en 
OpenCL como una en Java del proceso de renderizado, se ha definido este test con el objetivo 
no sólo de evaluar el rendimiento de la parte OpenCL sino también compararlo con la 
implementación en Java. De este modo se conseguirá obtener una visión comparativa entre 
ambas implementaciones en términos de tiempo de renderizado. 
Otro factor que se ha querido comprobar con esta prueba es el rendimiento obtenido por el 
código OpenCL en diferentes implementaciones del estándar.  Con los resultados obtenidos se 
espera ver cómo el código desarrollado se adapta a ellas. 
7.4.2.2. Descripción 
La prueba consiste en probar cada una de las escenas diseñadas de forma incremental en 
cuanto a las funcionalidades disponibles. De cada prueba se medirá el tiempo de renderizado 
utilizado. Todo el conjunto de pruebas se repetirá de forma exacta para las siguientes tres 
plataformas: 
- Implementación en Java del proceso de renderizado con 8 hilos ejecutándose en 
paralelo 
- Implementación en OpenCL del proceso de renderizado utilizando como hardware de 
aceleración la GPU disponible en el sistema. Se accederá a OpenCL a través de la 
implementación de Nvidia. 
- Implementación en OpenCL del proceso de renderizado utilizando como hardware de 
aceleración la CPU. Se accederá a OpenCL a través de la implementación de ATI. 
Todas las pruebas se han realizado aplicando la jerarquía de cajas englobantes como método 
de aceleración. 
7.4.2.3. Resultados esperados 
OpenCL permite explotar de una forma directa fuentes de computación hasta ahora 
reservadas para campos muy específicos de la informática. Estos nuevos recursos presentan 
unas características que les hacen idóneos para mostrar un alto rendimiento en la ejecución de 
tareas donde el paralelismo esté presente. 
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Bajo este principio se espera una reducción considerable entre los tiempos de ejecución 
obtenidos por la implementación Java y la implementación en OpenCL. Entre las dos 
implementaciones de OpenCL los resultados a priori no son tan predecibles, puesto que 
dependerá en gran medida del estado de la implementación en cada caso y, sobretodo, de 
cómo se adapte el código del kernel desarrollado a la arquitectura sobre la que se ejecuta. 
7.4.2.4. Resultados obtenidos 
A continuación se muestran los resultados obtenidos para cada escena junto con el gráfico de 
barras derivado en cada caso. 
 
Figura 72: Tiempo de renderizado - Camioneta 
 
 
Nº Threads Java (SMP) OpenCL (GPU) OpenCL (SMP) 
  Antialiasing 129,30 57,60 27,00 
Features Reflexiones 24,10 11,80 5,50 
  Refracciones 8,00 2,00 1,70 
  Base 6,50 1,50 1,40 
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Figura 73: Tiempo de renderizado - Salón 
 
 
Nº Threads Java (SMP) OpenCL (GPU) OpenCL (SMP) 
  Antialiasing 209,10 60,80 38,30 
Features Reflexiones 41,50 12,30 7,80 
  Texturas 30,70 8,10 5,60 
  Base 30,60 8,10 5,50 
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Figura 74: Tiempo de renderizado - Objetos 
 
Nº Threads Java (SMP) OpenCL (GPU) OpenCL (SMP) 
  Antialiasing 3910,23 331,85 2712,23 
Features Reflexiones 1174,32 67,9 553,76 
  Refracciones 444,51 15,02 134,87 
  Base 181,12 4,32 55,67 
 
7.4.2.5. Conclusiones 
La conclusión principal de la prueba realizada es que la utilización de OpenCL, sea en la 
plataforma que sea, aporta un aumento de rendimiento considerable en la ejecución del 
proceso de renderizado. Para las dos primeras escenas se ha obtenido un tiempo entre 5 y 6 
veces menor en la mejor versión en OpenCL respecto a la implementación en Java. En la 
tercera escena la diferencia es aún mayor, oscilando entre 11 y 45 veces más rápido. 
En cuanto a la versiones OpenCL en las dos primeras escenas la implementación bajo CPU 
obtiene unos tiempos más bajos que la versión ejecutada en GPU, en cambio, en la tercera 
escena sucede todo lo contrario. Esto es así debido a la naturaleza del algoritmo de raytracing 
y a la arquitectura interna de la GPU. Para que el código OpenCL se ejecute en la GPU de la 
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forma más rápida posible, es muy importante que internamente todos los work-items sigan el 
mismo camino a través del kernel. Si alguno de ellos se desvía, por ejemplo, entra en un 
condicional y el resto no lo hace, el resto de work-items quedan detenidos hasta que el work-
item desviado retorna. Teniendo en cuenta la naturaleza del algoritmo de raytracing y la 
posibilidad que existe de desvío de cada rayo entre los diferentes modelos de la escena, se 
comprueba como cuando el número de modelos es menor, la posibilidad de desvío también 
disminuye y el tiempo de renderizado en GPU disminuye considerablemente. 
7.4.3. Prueba 3: Métodos de aceleración 
7.4.3.1. Motivación 
En NetRay se han desarrollado dos métodos de aceleración basados en cajas englobantes con 
el objetivo de acelerar el proceso de renderizado. Con esta prueba se quiere comprobar cuál 
es el grado de influencia que tiene  la utilización de cada uno de estos métodos en el tiempo 
de renderizado final.  
7.4.3.2. Descripción 
La prueba consiste en ejecutar el proceso de renderizado en todas las escenas variando el 
método de aceleración utilizado. De este modo se probarán las siguientes configuraciones de 
aceleración con todas las escenas: 
- Ningún tipo de aceleración. 
- Utilización de cajas englobantes. 
- Utilización de la jerarquía de cajas englobantes. 
En cuanto a las funcionalidades, todas las pruebas se han realizado manteniendo activas todas 
las funcionalidades disponibles.  
7.4.3.3. Resultados esperados 
Como resultados se espera una reducción considerable a medida que se vayan aplicando los 
métodos de aceleración. El salto más grande debería producirse entre la no utilización de 
método de aceleración y la utilización de cajas englobantes.  
Entre los dos métodos de aceleración se espera que la jerarquía mejore los resultados de la 
utilización de sólo caja englobantes. Pese a esto, la mejora no debería ser tan pronunciada 
como en el caso anterior. 
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7.4.3.4. Resultados obtenidos 
A continuación se muestran los resultados obtenidos para cada escena junto con el gráfico de 
barras derivado en cada caso. 
 
 
Figura 75: Métodos de aceleración - Camioneta 
 
Plataforma Java (SMP) OpenCL (GPU) OpenCL (SMP) 
   Ninguna 2505,30 1104,68 656,12 
Aceleración BBox 151,19 65,98 27,59 
  BVH 119,25 58,75 26,20 
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Figura 76: Métodos de aceleración - Salón 
 
 
Plataforma Java (SMP) OpenCL (GPU) OpenCL (SMP) 
   Ninguna 4020,76 2:52:48 734,87 
Aceleración BBox 215,65 62,25 38,12 
  BVH 206,34 61,32 37,15 
 
 
Figura 77: Métodos de aceleración - Objetos 
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Plataforma Java (SMP) OpenCL (GPU) OpenCL (SMP) 
   Ninguna 13988,23 354,76 4959,61 
Aceleración BBox 5925,54 333,47 2710,31 
  BVH 5843,12 329,12 2727,23 
 
7.4.3.5. Conclusiones 
A partir de la prueba realizada se puede afirmar que mediante la utilización de métodos de 
aceleración se puede disminuir de forma considerable el tiempo de renderizado. También se 
ha podido comprobar que la diferencia de tiempos entre la utilización de la jerarquía de cajas 
englobantes y sólo cajas englobantes depende de la configuración de la escena. Si una escena 
contiene pocos modelos el hecho de travesar la jerarquía supone un trabajo extra que no 
ayuda a disminuir el tiempo final de renderizado. En cambio, a medida que aumente el 
número de modelos de la escena la utilización de la jerarquía contribuye a disminuir cada vez 
más el tiempo de renderizado. 
7.4.4. Prueba 4: Construcción de la jerarquía de cajas englobantes 
7.4.4.1. Motivación 
En NetRay se han implementado dos métodos para construir la jerarquía de cajas englobantes 
que posteriormente se utiliza para el proceso de renderizado. Uno de ellos es una versión 
recursiva en Java, el otro una implementación iterativa en OpenCL. 
Con esta prueba se pretende comparar el rendimiento que se obtiene versionando a OpenCL 
un problema de características poco favorables a este entorno. 
7.4.4.2. Descripción 
La prueba consistirá en medir el tiempo que se utiliza para la construcción de la jerarquía de 
cajas englobantes en cada una de las escenas de prueba. 
7.4.4.3. Resultados esperados 
Como resultados se espera que la implementación en Java presente un rendimiento mayor 
que la versión implementada en OpenCL. Esto se cree así debido a que la adaptación del 
algoritmo de construcción implica diversas ejecuciones OpenCL así como también un proceso 
de reconstrucción por nivel realizado desde Java. Todos estos factores harán que el 
rendimiento obtenido se vea mermado considerablemente. 
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7.4.4.4. Resultados obtenidos 
A continuación se muestran los resultados obtenidos para con el gráfico de barras derivado de 
ellos. 
 
 
Figura 78: Tiempo de construcción BVH 
 
 
Escena Camioneta Salón Objetos 
  OpenCL (SMP) 315,00 308,00 302,00 
Plataformas OpenCL (GPU) 280,00 270,00 265,00 
  Java (SMP) 15,50 12,10 10,90 
 
7.4.4.5. Conclusiones 
Los resultados obtenidos permiten concluir que para la construcción de la jerarquía de cajas 
englobantes no se ha obtenido una traducción a OpenCL que permita reducir el tiempo de 
construcción. Los principales puntos de penalización son el tratamiento Java que se realiza con 
los nodos resultantes y el hecho de no trabajar con grandes cantidades de nodos por nivel que 
permitan aprovechar las fuentes de computación. 
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El hecho de que la ejecución del kernel sea idéntica para cada work-item hace que la versión 
en GPU sea más rápida que la versión ejecutada sobre CPU, tal como sucedía con la tercera 
escena en la prueba 2. 
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8. Planificación y coste 
8.1. Planificación y coste  inicial 
En el inicio del proyecto, una vez definidas todas las tareas a llevar a cabo, se realizó una 
planificación inicial otorgando a cada una de ellas un tiempo estimado de desarrollo. El 
resultado de la planificación se muestra en forma de diagrama de Gantt en la siguiente página. 
Los criterios seguidos para la elaboración del diagrama son los siguientes: 
- La unidad de día en el diagrama se corresponde a  4 horas de trabajo. 
- Las tareas aparecen en secuencia para que se aprecie el tiempo individual de cada 
tarea. Si bien es cierto durante el desarrollo del proyecto se han podido solapar. 
- En el diagrama sólo se estima el tiempo de trabajo sobre el proyecto. No se contabiliza 
el tiempo dedicado a las reuniones semanales o quincenales mantenidas a lo largo del 
proyecto.  
A partir de la estimación temporal se ha realizado una estimación de coste del proyecto como 
si de un proyecto empresarial se tratase. En ella se reparte el tiempo estimado entre tres 
perfiles profesionales: 
- Jefe de proyecto. Se encargará de adecuar la definición del proyecto y velar por el 
cumplimiento y la calidad del trabajo. 
- Analista. Se encargará de las tareas de especificación y diseño de la solución creada. 
- Programador. Se encargará de llevar a cabo las labores de implementación. 
Tras la estimación se obtiene como coste del proyecto 6100€. La estimación desglosada del 
coste es la siguiente:  
 
Días Horas/día Horas €/hora   Total 
 Jefe de proyecto 20 4 80 35 700 € 
Analista 30 4 120 25 750 € 
Programador 145 4 580 20 2900 € 
Coste material 
    
1750 € 
       
 
TOTAL Horas:  780 Coste: 6100 € 
  
Como coste de material se incluyen desde gastos de oficina hasta la adquisición de la máquina 
utilizada como pruebas. 
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8.2. Planificación y coste  final 
A lo largo de la elaboración del proyecto se ha ido contabilizando el tiempo utilizado tomando 
como referencia la estimación temporal mostrada en el punto anterior. Al finalizar el proyecto 
se han tomado los nuevos datos y se ha realizado un nuevo diagrama de Gantt mostrando los 
puntos de desviación frente a la estimación inicial  El diagrama de Gantt final se encuentra en 
la siguiente página. Los puntos de desviación se marcan con color rojo. 
Los puntos de desviación a lo largo del proyecto han sido los siguientes: 
- Traducción de C++ a Java. En los inicios del proyecto, cuando se estaba 
implementando la librería para la importación de COLLADA se decidió realizar un 
cambio en el lenguaje de programación utilizado. Concretamente se pasó del lenguaje 
C++ a  Java. La justificación se puede encontrar en la introducción de esta memoria. 
- Optimización del renderizado vía Java. Una vez desarrollada la versión Java se decidió 
invertir más tiempo optimizando todo el proceso haciendo que el tiempo de 
renderizado se redujera lo máximo posible. Se consiguió una versión final cinco veces 
más rápida que la inicial. 
- Dificultad de desarrollo con OpenCL. El hecho de no contar con un entorno de 
desarrollo suficientemente evolucionado ha dificultado el desarrollo con OpenCL 
requiriendo más tiempo del previsto. 
- Creación del visor OpenGL. El visor de escena OpenGL no estaba inicialmente 
planificado. Se añadió a medida que se avanzaba en el proceso como ayuda para la 
verificación de  que la información de escena se cargaba correctamente. 
La desviación total respecto a la planificación inicial es de un mes y medio. 
A partir del diagrama de Gantt final se ha elaborado el coste final del proyecto añadiendo las 
desviaciones comentadas anteriormente. El coste final es 6880 € y su desglose tal como se hizo 
con el coste inicial es el siguiente: 
 
Días Horas/día Horas €/hora   Total 
 Jefe de proyecto 21 4 84 35 735 € 
Analista 31 4 124 25 775 € 
Programador 181 4 724 20 3620 € 
Coste material 
    
1750 € 
       
 
TOTAL Horas:  932 Coste: 6880 € 
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9. Conclusiones 
9.1. Conclusiones técnicas 
Las conclusiones generales que se pueden extraer a partir del trabajo realizado en este 
proyecto se resumen en los siguientes puntos: 
- OpenCL proporciona un incremento en el rendimiento de aplicaciones paralelizables. 
Si el algoritmo que se quiere optimizar presenta un método de paralelización sencillo 
basado en la división en subtareas complementarias, la traducción a OpenCL puede 
aportar un aumento  de rendimiento considerable. 
 
- OpenCL necesita mejorar su entorno de desarrollo. En la actualidad las tareas de 
desarrollo se dificultan por el hecho de no disponer de herramientas sencillas que 
permitan acceder ni comunicar lo que está sucediendo dentro de la ejecución del 
kernel. Esto implica que se tengan que desarrollar técnicas imaginativas cuando es 
necesario realizar un proceso de debugging. 
 
- Las implementaciones de OpenCL disponibles no son completamente homogéneas. 
Se han encontrado diferencias de ejecución entre las dos implementaciones probadas 
durante el proyecto. Las principales diferencias han sido la forma en que cada una 
inicializa las variables al declararlas y la utilización de las extensiones que define la 
especificación de OpenCL. 
 
- El algoritmo de raytracing se adapta perfectamente a la plataforma OpenCL. El hecho 
de poder dividir la generación de la imagen en tareas paralelas a nivel de píxel hace 
que desarrollar este algoritmo en OpenCL suponga un incremento considerable en el 
rendimiento obtenido. 
 
- Los métodos de aceleración del raytracing son muy eficaces. Los métodos de 
aceleración han demostrado ser muy eficaces a la hora de disminuir el tiempo de 
renderizado. Cabe señalar que la jerarquía de cajas englobantes no ha resultado 
excesivamente eficaz en todos los test más por las características de las pruebas 
realizadas que por la propia eficiencia del método. 
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- El formato COLLADA permite almacenar toda la información necesaria para una 
aplicación gráfica. En este proyecto sólo se ha utilizado un subconjunto del estándar y 
se ha tenido suficiente para gestionar toda la información necesaria en los juegos de 
prueba. 
9.2. Trabajo futuro 
La labor realizada en este proyecto se puede expandir en dos vías distintas: 
- Aumento de las funcionalidades del raytracer. Existen muchas más técnicas basadas 
en el trazado de rayos que permiten simular efectos y aumentar el realismo de los 
resultados obtenidos hasta ahora. Algunos ejemplos son: el raytracing distribuido, el 
método radiosity o el photon mapping. 
Por otro lado más allá de la funcionalidad base, se puede incrementar también la 
complejidad de los elementos de escena, por ejemplo, soportando nuevos tipos de 
luces o nuevos materiales que permitan un cálculo de color más detallado. Para poder 
cargar estos nuevos elementos desde disco se debería ampliar también el subconjunto 
de COLLADA que soporta la librería implementada en este proyecto. 
 
- Profundizar en la optimización del kernel OpenCL. Durante el desarrollo del kernel 
OpenCL no se ha tenido como prioridad profundizar en mecanismos de optimización 
que permitieran que el código se ejecutara de forma más eficiente en las plataformas 
disponibles. Una evolución muy interesante del proyecto sería conseguir realizar 
modificaciones estructurales sobre el kernel teniendo en cuenta el hardware donde se 
ejecuta, y de este modo conseguir explotar de forma más completa todos los recursos 
disponibles. 
9.3. Valoración personal 
Como apasionado del mundo de la computación gráfica he de valorar este proyecto de forma 
muy positiva. Me ha permitido conocer en profundidad uno de los algoritmos clásicos en este 
campo. Además el hecho de implementarlo desde cero me ha supuesto un gran aprendizaje en 
la materia. 
En cuanto a la iniciación en el desarrollo con OpenCL la experiencia no ha sido tan satisfactoria. 
El hecho de ser un estándar muy joven que prácticamente ha madurado a la par que se 
realizaba el proyecto ha hecho que la experiencia de realizar aplicaciones con él fuese en 
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ocasiones frustrante. La imposibilidad de detectar errores en el código fácilmente y la falta 
total de un entorno de desarrollo favorable han dificultado en exceso llevar a cabo este 
proyecto. Sí que quiero destacar como hecho positivo que ha sido beneficioso tener la 
experiencia de aproximarse a un estándar nuevo en pleno arranque desde el punto de vista del 
desarrollador.  
  
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 140 
  
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 141 
10. Bibliografía 
 
Artículos 
- Appel A. : Some techniques for shading machine renderings of solids. 
- Whitted T. : An Improved Illumination Model for Shaded Display. 
- Möller T., Trumbore Ben. : Fast, Minimum Storage Ray/Triangles Intersection. 
- Lauterbach C., Garland M., Sengupta S., Luebke D., Manocha D. : Fast BVH 
Construction on GPUs. 
 
Libros 
- Pharr M., Humphreys G. : Physically Based Rendering. 
- Lengyle E. : Mathematics for 3D Game Programming & Computer Graphics. 
- Akenine-Möller T., Haines E., Hoffman N., Real-Time Rendering. 
  
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 142 
  
 
 
 
Implementación de un raytracer para la evaluación de OpenCL | 143 
Anexo I: Contenido del CD 
 
Junto a la memoria del proyecto se incluye un CD con los siguientes contenidos adicionales: 
- Documentación. Se incluye una copia digital de esta memoria así como también todos 
los documentos utilizados para crearla.  
Los documentos incluidos son los siguientes: 
- Hoja de cálculo con los resultados de todos los test realizados. 
- Hoja de cálculo con los costes del proyecto. 
- Diagramas de Gantt de la planificación. 
- Diagramas UML del software desarrollado. 
 
- Código fuente. Se incluye el código fuente desarrollado en la implementación del 
raytracer. 
 
- Ejecutable. Se incluye el programa en versión ejecutable junto con escenas de prueba. 
