Retractions are a prevalent tool in Riemannian optimization that provides a way to smoothly select a curve on a manifold with given initial position and velocity. We review and propose several retractions on the manifold Mr of rank-r m × n matrices. With the exception of the exponential retraction (for the embedded geometry), which is clearly the least efficient choice, the retractions considered do not differ much in terms of run time and flop count. However, considerable differences are observed according to properties such as domain of definition, boundedness, first/second-order property, and symmetry.
Introduction
We consider the general low-rank optimization problem of minimizing a real-valued function on a set of matrices of fixed rank:
where
is the set of m × n matrices of rank r and m, n, and r < min(m, n) are positive integers. Applications of (1) appear in particular in learning problems, where the low-rank constraint is inherent to the model or introduced to reduce memory usage and computation time; see the list of applications in the introduction of [MMBS13b] .
Several techniques have been proposed to address (1)-or more specific instances thereof-by exploiting the fact that M r is a submanifold of the Euclidean space R m×n ; see, e.g., [MMBS13a,  .
X for f in the tangent space to M r at the current iterate X ∈ M r and then compute the next iterate by performing a line search along a curve γ on M r satisfying γ(0) = X and The purpose of this paper is to review several retractions on M r and propose new ones. In particular, we introduce the Lie-Trotter retraction, which directly follows from the first-order splitting method described in [LO13, §3.2 ]. An extended version of the "KSL" flavor of this retraction is known to have an exactness property [LO13, Theorem 4.1], from which we deduce that the Lie-Trotter retraction is a second-order retraction, i.e., the second derivative of t → R(X, t .
X)
at t = 0 belongs to the normal space to M r at X.
The paper is organized as follows. After Section 2 giving the necessary background and preliminaries, Section 3 presents the various retractions, discussing their implementation and their computational cost. Numerical experiments comparing the retractions are conducted in Sections 4
and 5. Conclusions are drawn in Section 6.
Background and preliminaries
This section recalls fundamental notions pertaining to the low-rank manifolds, flop counts, and retractions on manifolds.
The low-rank manifold
Central in this paper is the low-rank manifold M r (2). This subsection gives background on the geometry of M r , with an emphasis on the representation of its elements and tangent vectors.
We first introduce some notation. Let St(r, m) = {X ∈ R m×r : X ⊤ X = I r } denote the (compact) Stiefel manifold of orthonormal m × r matrices, R m×r * = {X ∈ R m×r : rank(X) = r} denote the noncompact Stiefel manifold of full column rank m × r matrices, GL(r) = {X ∈ R r×r : rank(X) = r} denote the general linear group of order r, i.e., the set of all r × r invertible matrices, and O(r) = {X ∈ R r×r : X ⊤ X = I r } denote the orthogonal group of order r, i.e., the set of all r × r orthogonal matrices.
The set M r is known to be a submanifold of dimension (m+n−r)r embedded in the Euclidean space R m×n [Lee03, Example 8 .14]. The low-rank optimization problem (1) is thus in the field of play of Riemannian optimization; see, e.g., [AMS08] .
In practice, we prefer not to store an X ∈ M r as an m × n matrix; it requires storing mn numbers, which is much larger than the manifold dimension (m + n − r)r in the frequent situation 
Several other representations exist, see [MMBS13b, §3] , but in this paper we will only make use of the three representations above, with an emphasis on (5). Note that the mappings 
are surjective (i.e., every X ∈ M r is represented) but not injective: the equivalence classes of representations are
We also point out, as we will allude to this fact later on, that each of the three "π" mappings is a submersion, i.e., its differential is surjective at every point; this is shown in detail in [AAM14, §2] for the case of π 1 , and the two other cases can be treated similarly. This provides us with three different expressions of M r as a quotient manifold. The one that concerns us most is
with quotient map (6) whose fibers are given by (7).
The set of all tangent vectors to M r at X = U SV ⊤ (5) is termed the tangent space to M r at X and denoted by T X M r . The concept of tangent vector to an abstract manifold can be found, e.g., in [Boo03] or [AMS08] . Since M r is a submanifold of R m×n , the tangent space T X M r is simply identified with {γ ′ (0) : γ smooth curve on M r with γ(0) = X}. Depending of whether we want to recall the foot X in the notation, we write (X,
The projection P X Z of Z ∈ R m×n onto the tangent space T X M r is given by X to M r at X ∈ M r can be written in the
However, the choice of Z to represent .
X is not unique, and moreover Z ∈ R m×n contains again mn numbers, to be compared with the dimension (m + n − r)r of the vector space T X M r . These drawbacks are remedied next.
Once a decomposition (5) is chosen for X ∈ M r , a unique representation (
This follows from [KL07, §2.1], or alternatively from the machinery of quotient manifolds by 
In order to get rid of the inverse of S that appears in the above formulas, we can set U p := .
U S
and V p = .
V S, which yields the unique representation considered in [Van13, §2.1]:
We will favor this representation. If . X = P X Z, and in particular if
is given by
Finally, the normal space at X is the orthogonal complement to T X M r , in the sense of the classical Frobenius inner product in the embedding space R m×n . Since the tangent space is given by
one finds that the normal space is
Flop counts
We will use flop counts as a way to compare the computational cost of various operations. Throughout the paper, we present dominant flop counts under the common assumption that the rank is very low, i.e., r ≪ m. For P X Z, the dominant flop count is thus 4mnr.
Retractions on manifolds
.1]) on a manifold M is a smooth mapping R from the tangent bundle T M onto M such that 1. R is defined and smooth on a neighborhood of the zero section in T M;
X for all X ∈ M and
When M is an embedded submanifold of a Euclidean space E, which is the case of the low-rank manifold M r , we say that a retraction R is a second-order retraction if moreover
belongs to the normal space at X to M in E. This is one of the criteria along which the retractions described in Section 3 differ; see in particular the discussion in Section 4.2.
Retractions are useful in optimization algorithms for applying an update vector .
X to a current point X [AMS08, §4] or for "lifting" an objective function to the tangent space [AMS08, §7] .
In the present paper, we also consider a related concept which we call extended retraction,
and Z ∈ R m×n , where P X denotes the orthogonal projector onto the tangent space to M at X. (In the case of M r , P is given by (9).)
The name "extended retraction" is justified by the fact that R(X, Z) with Z restricted to T X M is a retraction. This new concept will be exploited in Section 3.7.
Retractions on the low-rank manifold
In this central section, we present and analyze several retractions on the low-rank manifold M r .
At the beginning of each subsection, we mention the related literature of which we are aware. In particular, the developments in Sections 3.5 and 3.9 are new to the best of our knowledge. The
Lie-Trotter retractions of Sections 3.7 and 3.8 are arguably new as (extended) retractions but they directly follow from the material in [LO13, §3.2].
Projective retraction
The projective retraction is perhaps the retraction that most directly comes to mind on submani- 
X) exists, is unique, and
value decomposition (SVD) with singular values in decreasing order.
If
.
X is available in the form (12), then [Van13, §3] shows that R(X, . 
X) can be computed efficiently as follows. First perform orthonormalizations
It is shown in [AM12] that the projective retraction is a second-order retraction.
Matlab implementation details
In the numerical experiments of Sections 4 and 5, this retraction is labeled proj. The orthonormalizations are obtained with the polar decomposition mentioned in Section 2.2. The SVD is computed with the svd function, which we found to be faster than getting the truncated SVD directly with svds.
Flop count
Unless otherwise stated, we assume throughout the paper that X and .
X are given in the form (5) and (12), and we consider the dominant flop count when r ≪ m ≤ n.
The dominant flop count to compute ( If a line search has to be performed, it is also informative to estimate the additional flop count required to compute R(X, t .
X) for a new value of t. In the case of the projective retraction, this
Inverse retraction
Computing the inverse retraction is required in certain situations, e.g., the computation of the
Note however that, depending on the manifold and the retraction, the R-barycenter and the inverse retractions may not be uniquely defined.
The inverse projective retraction is given by R −1
X Y can be obtained from the expressions of the tangent space (13) and the normal space (14). In contrast, the retraction considered next has a very simple inverse, as it involves the intersection of two orthogonal affine subspaces of the embedding space R m×n .
Orthographic retraction
The orthographic retraction on M r is introduced in [AM12, §4.4], but computational aspects are not discussed therein. The concept can be found as far back as [Ros61, Lue72] .
The orthographic retraction R on M r is defined by setting R(X, .
X) as the point nearest to
This point is unique when .
X is sufficiently small. When X and .
X are represented as in (5) and (12), R(X, .
X) can be expressed as follows:
V + S V are orthonormalizations and
By virtue of the analysis in [AM12] , this is a second-order retraction.
Matlab implementation details
This retraction is labeled orth. In our Matlab implementation, the orthonormalizations are obtained with the polar decomposition, and we use mldivide in the computation of S + .
Flop count
Under the standing assumptions stated in Section 3.1.2, the flop count is 2mr
The dominant cost is thus
The dominant additional flop count to compute R(X, t .
X) for a new value of t can be reduced to 2(m + n)r 2 if adequate matrices are precomputed (namely, U S, U
Inverse retraction
The inverse orthographic retraction is simple:
where P is the projection (9).
This yields the form (12) for R −1 X Y .
Quotient-based retraction: compact Stiefel approach
A retraction that one naturally obtains by viewing M r as the quotient (8) is the following:
the decomposition (5) of X is not unique, we need to ensure that the outcome U + S + V ⊤ + does not depend on the choice of the decomposition. This invariance is seen to hold if and only if the retraction on Stiefel satisfies 
Matlab implementation details
We use the projective retraction on Stiefel for R St . The resulting retraction on M r is thus the one of [MS14, (7)], which we label StRSt-pj.
Flop count
Assuming as usually that .
X is provided in the representation (12), the dominant flop count is
The dominant flop count to compute R(X, t .
X) for a new t can be reduced to 2(m + n)r 2 if adequate matrices are precomputed.
Inverse retraction
Assume that the projective retraction is used on Stiefel. Given X = U SV
U )P U with P U symmetric positive definite, and this yields U ⊤ + U =: Q U P U (polar decomposition) and
X is given by (11).
Quotient-based retraction: noncompact Stiefel approach
Yet another possibility is to define
where U S +U p = U + S U and V S ⊤ +V p = V + S V are two orthonormalizations and
. This is a retraction that one naturally obtains by viewing M r as the quotient manifold (R m×r * × GL(r) × R n×r * )/(GL(r) × GL(r)) and favoring representations where the first and third factors are orthonormal.
Matlab implementation details
This retraction is labeled RRR. We use the polar decomposition for the orthonormalizations.
Flop count
Assuming that the orthonormalizations are chosen as polar decompositions, the dominant flop count is 2mr
X) for a new t is reduced to 4(m + n)r 2 if U S and V S ⊤ are precomputed, and even 2(m+n)r
V , and
V are also precomputed.
Inverse retraction
We seek .
X in the form (11) such that R
Simple second-order retractions
The retractions proposed in this section are more conveniently derived using a two-factor approach.
Without loss of generality, following the notation of [AAM14], we thus consider 
X) that makes R is a second-order retraction on M r .
We seek R in the form
where terms indexed by j (j = 0, 1, 2) are jth order expressions of .
X. The "0th order" condition on R (i.e., R(X, 0) = X) yields
The first-order condition on R (i.e.,
X) yields
Finally, the second-order condition on R (i.e.,
The above system of matrix equations is underdetermined. A simple solution is readily found to be
The resulting retraction is thus given by
where we set
In the three-factor representation (5) and (12), this yields 
Matlab implementation details
This retraction is labeled ez-2nd. We use the polar decomposition for the orthonormalizations.
We explicitly compute S −1 using inv as it appears twice.
Flop count
Assuming as usually that X as in (5) and .
X as in (12) are provided, the dominant flop count is 2mr
X) for a new t can be reduced to 2(m + n)r 2 with adequate precomputed matrices.
Simple second-order balanced retraction
In the underdetermined system of equations obtained in Section 3.5, if we moreover impose a better balancing between the left and right factors by further requiring that A 1 = C 1 , then we are led to the retraction proposed in [SWC13, Lemma 4]. In the representation (5) and (12), it writes as follows:
Matlab implementation details
This retraction is labeled Shalit. The same comments as those of Section 3.5 apply.
Flop count
The dominant flop count is the same as in Section 3.5.
Lie-Trotter extended retraction
Observe that the three terms in P X Z (9) belong to T X M R .
Following [LO13, §3.2], let us define the KSL Lie-Trotter extended retraction R on M r by setting R(X, Z) as follows for all
Z ∈ T X R m×n ≃ R m×n , thus in particular for all Z ∈ T X M r :
1. Obtain U 1 andŜ 1 from
One gets U 1 andŜ 1 by an orthonormalization U 1Ŝ1 = U S + ZV with U 1 orthonormal.
ObtainS 0 from
One getsS 0 byS 0 =Ŝ 1 − U ⊤ 1 ZV .
3. Obtain V 1 and S 1 from
One gets V 1 and S 1 by an orthonormalization
Finally, set
Analysis
We now need to show that the above procedure indeed defines an extended retraction on M r .
First, it can be shown that R(X, Z) is well defined, i.e., the outcome (25) does not depend on the choice of the representation (5) of X nor on the orthonormalizations that yield U 1 and V 1 . To see this, consider the above procedure carried out with two representations X = U SV ⊤ = U SV ⊤ , and use the underline notation to denote the results obtained with the second representation. One has, for some
For example, the first step yields U 1Ŝ1 = U S + ZV and U 1Ŝ1 = U S + ZV , which yields the above relations
Second, the mapping R is smooth. This is readily seen by choosing the polar decomposition for the orthonormalizations and noting that the polar factors are smooth functions of their product.
Third, it is readily checked that the zeroth-order property holds: R(X, 0) = X for all X ∈ M r .
The forth and final point is to show the first order property: 
First observe that if U (t)S(t) = A(t) is a time-varying polar decomposition, then U
where skew(A) = 
We then obtain
We have thus shown the following. 
Since R ortho is a second-order retraction, it follows that R is a second-order retraction.
Proof. We freely drop the foot X in the notation. Observe that R ortho (t
≤ ct 2 for all t sufficiently small. This yields
since DR (0) is the projection onto the tangent space,
by the exactness property.
Flop count
Assuming that Z is a full m × n matrix and X is available in the factorized form (5), the dominant cost is 2mr
Note however that this extended retraction does not play in the same league as the other retractions mentioned above, as its input is a full m × n matrix Z instead of an The dominant additional flop count to compute R(X, tZ) for a new value of t is 4mr
In comparison, for each retractionR defined above, computingR(X, tP X Z) for a new t has a cost of O((m + n)r 2 ) only, since P X Z can be precomputed. The Lie-Trotter extended retraction is thus not competitive in the "new t" scenario.
Lie-Trotter retraction
The (KSL) Lie-Trotter retraction R is simply defined as the Lie-Trotter extended retraction (25) where Z is restricted to belong to T X M r . The sole purpose of this section is to present a computationally efficient way of computing R(X, .
X) when
X is available in the (U p , S, V p ) form (12).
3. Get V 1 and S 1 by an orthonormalization
This is a second-order retraction in view of the analysis in Section 3.7.
This retraction is labeled KSL. We use the polar decomposition for the orthonormalizations. From the first step, we have
Flop count
The dominant flop count is 2mr
X) for a new t can be reduced to 4mr 2 + 6nr 2 .
Modified Lie-Trotter retraction
Observe that the above procedure adds .
S twice and subtracts it once. Instead, one could modify the procedure as follows to add it only once:
S.
3. Get V 1 and S 1 by a decomposition
This can be shown to be a retraction using techniques similar to those employed in Section 3.7.
However, numerical experiments indicate that this is not a second-order retraction; see Section 4.2.
Matlab implementation details
This retraction is labeled KSL+. In view of the first step, the product U ⊤ U 1 appearing in steps 2 and 3 can be computed as SŜ −1 1 .
Flop count
2 + 8nr 2 . When m < n, the "LSK" way (computing V 1 first) is preferable in terms of flops; this amounts to the (different) retraction that maps (X,
flop count of 8mr 2 + 6nr 2 . We use the LSK way in our experiments when m < n.
The dominant flop count to compute R(X, t . X) for a new t can be reduced to 2mr 2 + 6nr 2 if adequate matrix products are precomputed.
Exponential retraction
The exponential retraction is defined by R(X,
, where γ is the geodesic on M r (viewed as a Riemannian submanifold of R m×n ) with initial conditions γ(0) = X and γ
X. The exponential is arguably the "theoretically ideal" retraction, but it was realized early on that trying to move along geodesics is usually computationally expensive [Lue72] . Nevertheless, it is worthwhile investigating how the retractions proposed above compare with the exponential. To this end, we have implemented the following basic numerical scheme for solving the geodesic equation P X(t) X ′′ (t) = 0, where P is the tangent projection (9):
X(t).
As usually in numerical integration schemes, the choice of δ is guided by the conflicting goals of achieving low truncation errors, rounding errors, and computation times. In our numerical experiments, we found that δ = 10 −3 was an acceptable compromise, and we did not attempt to choose δ adaptively.
This retraction is labeled geod.
Numerical tests
We now compare numerically the various retractions described above. The Matlab code that generated the tables is available from http://sites.uclouvain.be/absil/2013.04.
Pairwise distances
In a first set of experiments reported in Table 1 , we compute the pairwise distances R i (X, t
X) F , where R i stands for the ith retraction in our list. Matrix X is represented as in (5),
where U and V are generated by orthonormalizing matrices drawn from the standard normal distribution and S is drawn from the standard normal distribution. The tangent vector
is generated by drawing an m × n matrix Z from the standard normal distribution. For this small value of t, one observes that the second-order retractions R (i.e., all the retractions but StRSt-pj, RRR, and KSL+) achieve the smaller distance between R(X, t . X) and R geod (X, t . X). Table 2 shows the results obtained for the same experiment but with S now chosen to have a large condition number. Specifically, we choose S with singular values equal to 1 (r − 1 times) and −6 (one time). The various retractions are seen to behave very differently in this ill-conditioned setting. In particular, a large discrepancy is observed between RRR, ez-2nd, Shalit, and the other retractions. These retractions are readily seen to be unbounded: bounded inputs do not yield bounded outputs. The orth retraction is also unbounded, but the unboundedness becomes apparent for inputs such that S + .
S is ill-conditioned. All the other retractions considered above are bounded, namely proj, StRSt-pj, KSL, KSL+, and geod. Several other experiments on pairwise distances could be conducted to get a more detailed understanding of the differences between the various retractions. In particular, since the retractions do not have the same domain of definition, pushing them to the limit of their domain of definition can reveal marked differences.
Second-order property
As we have seen, retractions proj, ortho, ez-2nd, Shalit, KSL, and geod are second-order retractions. In Table 3 , we report an experiment that corroborates this finding and indicates that the other retractions considered above are not second-order retractions. The table provides the values of the Frobenius norm of the tangent projection of the second-order finite difference, i.e., Table 3 that StRSt-pj, RRR, and KSL+ are not second-order retractions, while all the other retractions are second-order retractions.
Note that δ(t) is in fact identically zero in exact arithmetic for ortho and ez-2nd. This explains why the O(t) behavior is not visible in Table 3 for these two retractions. The property that δ(t) ≡ 0 is obvious for ortho: in view of (15), we have that P X (R ortho (X,
X, hence
is an odd function of t, and the property follows. 
Run times
For information, we report wall-clock computation times for X of square shape (Table 5 ) and for X of horizontal shape (Table 6) To test how these figures may depend on the platform, we also ran the same experiments with Matlab 8.1.0.604 (R2013a) on a PC with four Intel(R) Xeon(R) CPU X3210 2.13GHz, 4096 KB cache each, running Linux kernel 2.6.18. The outcomes are presented in Tables 7 and (8) .
Retractions at work: low-rank matrix completion
Several modern solvers for optimization on manifolds require the manifold of interest to be equipped with a retraction; see, in particular, the Manopt toolbox [BMAS14] . The behavior of the resulting optimization algorithm may crucially depend on the choice of the retraction. In this section, we illustrate this claim for the low-rank manifold M r (2), by showing that the retractions discussed above yield considerable variations in performance when they are used within a Riemannian trust-region solver applied to a low-rank matrix completion problem. The objective function f on M r is the one described in [AAM14] , namely,
where C is an m × n matrix, Ω ⊂ {1, . . . , m} × {1, . . . , n} is the set of indices of the observed entries, P Ω sets to zero the entries not in Ω while leaving the other entries unchanged, and · F denotes the Frobenius norm. A minimizer of f over M r is thus a rank-r matrix X such that
∈ Ω, is smallest in the least-square sense.
We conducted several numerical experiments with Matlab R2014a equipped with the Manopt toolbox, version 1.0.7. We chose the manifold structure of M r to be the one generated by fixedrankembeddedfactory (the geometry described in [Van13] ), with the exception of the retraction which was reassigned in turn to each of the retractions defined in Section 3. We experimented with various solvers (steepestdescent, conjugategradient, and trustregions), various procedures for constructing C, and various procedures for constructing the initial guess X 0 passed to the solver. We refer to this combination of choices as the setup.
The outcomes of the numerical experiments were very diverse and it is impractical to describe them in detail in view of the large number of setups that were considered. The big picture is that, for some setups, the choice of the retraction has little impact on the behavior of the algorithm, while for other setups, the choice of the retraction has a significant impact, with qualitative findings that may or may not be consistent across runs. (Runs differ when the procedures for constructing C or X 0 involve (pseudo)randomly generated matrices.)
In Table 9 , we report results obtained with a setup for which the qualitative findings were fairly consistent across runs. Matrix C is generated as C = LR ⊤ , where L of size m × r and R of size n × r are drawn from the standard normal distribution. The index set Ω is chosen uniformly at random with a sampling ratio of 4d/(mn), where d = k(m + n − k) is the dimension of M r . The initial iterate X 0 is chosen as the best rank-r approximation of P Ω (C) (obtained with an SVD of P Ω (C) truncated to its r largest singular values). Manopt's factory fixedrankembeddedfactory and solver trustregions are called with default parameters. The number of trust-region inner iterations in Table 9 correspond to one typical run. 1 In this specific setup, we found across all runs that retractions proj, ortho, KSL, and geod perform similarly, and better than the other retractions. Moreover, the ratio between the number of inner iterations taken by the worst and the best retraction was most often slightly smaller than 2. This shows that the choice of the retraction can have a considerable impact on the performance of low-rank optimization algorithms. Table 9 : Total number of inner iterations required to reach the first iterate number k such that f (X k ) = 1.0e-06 f (X 0 ), with m = 1.0e+03, n = 1.0e+03, r = 1.0e+01. 
Concluding comments
We have presented, analyzed, and tested numerically several retractions on the low-rank manifold M r of rank-r m×n matrices. In the absence of a closed-form expression, the exponential retraction (geod) is clearly the least time-efficient one, confirming that much computational effort can be spared by considering other retractions. A rather good coherence has been observed between flop counts and run times, but the differences between the various retractions along these criteria are rather inconsequential, except for geod. However, the various retractions differ markedly according to properties such as domain of definition, boundedness, first/second-order property, and symmetry. It also appears from the various low-rank matrix completion experiments mentioned in Section 5 that the choice of the low-rank retraction is an issue that deserves attention when a practical low-rank optimization problem is solved: in the seemingly innocuous setup used for Table 9 , replacing a retraction by an other can make the algorithm twice faster.
It is quite possible that one of the low-rank retractions will emerge from extended practice as the most adequate default choice within standard solvers, but it is premature to venture a definitive recommendation. The current state of affairs is that the developers of low-rank numerical methods have now available a sizeable collection of mechanisms-the various retractions presented in Section 3-to smoothly produce curves of fixed-rank matrices with given initial position and velocity; and we know from Table 9 that the choice of the mechanism may have a noticeable impact on the performance of the numerical method.
