Abstract. It is a consequence of the Morse-Bott Lemma (see Theorems 2.10 and 2.14) that a C 2 Morse-Bott function on an open neighborhood of a critical point in a Banach space obeys a Łojasiewicz gradient inequality with the optimal exponent one half. In this article we prove converses (Theorems 1, 2, and Corollary 3) for analytic functions on Banach spaces: If the Łojasiewicz exponent of an analytic function is equal to one half at a critical point, then the function is Morse-Bott and thus its critical set nearby is an analytic submanifold. The main ingredients in our proofs are the Łojasiewicz gradient inequality for an analytic function on a finite-dimensional vector space [58] and the Morse Lemma (Theorems 4 and 5) for functions on Banach spaces with degenerate critical points that generalize previous versions in the literature, and which we also use to give streamlined proofs of the Łojasiewicz-Simon gradient inequalities for analytic functions on Banach spaces (Theorems 8 and 9).
Introduction
Let K be R or C, and d ≥ 1 be an integer, and let K d * = (K d ) * denote the dual space. In order to better motivate our main results (Theorems 1, 2, and Corollary 3), we begin by recalling the well-known 
Łojasiewicz used the theory of semianalytic sets to prove Theorem 1.1 as 1 [58, Proposition 1, p. 92 (67) ] when K = R and gave the range for θ as the interval (0, 1). His article remained unpublished, but Bierstone and Milman gave a simplified and streamlined exposition of Łojasiewicz's method in [10] for K = R and later gave an elegant and entirely new proof in [11] of (1.1) using resolution of singularities for analytic sets [42] over arbitrary fields K as above and for which they also gave a new and significantly simplified proof. In [10, 11] , Bierstone and Milman state the range as for θ as the interval (0, 1).
In [31] , we proved Theorem 1.1 as [31, Theorem 1] by also appealing to resolution of singularities for analytic sets but in a different way from that of Bierstone and Milman [11] and that approach allowed us to give the forthcoming partial identification (1.4) of the Łojasiewicz exponent, θ, and show that it is restricted to the interval [1/2, 1), sharpening the range (0, 1) provided in [10, 11, 58] . Resolution of singularities for analytic varieties yields the following special case of [31, Theorem 4.5] (see [31, Theorem 1.1 now follows as an immediate corollary of Theorem 1.2 and Lemmas 1.3 and 1.4. The exponent θ = 1/2 is optimal in the sense that when a solution x(t), for t ∈ [0, ∞), to the negative gradient flow defined by f , dx dt = − grad f (x(t)), x(0) = x 0 ∈ U, converges to a point x ∞ ∈ Crit f as t → ∞, the norm of the difference, x(t) − x ∞ K d , converges to zero as t → ∞ like exp(−ct) for some c > 0 when θ = 1/2 but only like t −γ for some γ > 0 when θ ∈ (1/2, 1): see Appendix A for a discussion and references. The optimal exponent, θ = 1/2, is achieved when f : U → K is a C 2 function that is MorseBott at the origin, that is, the critical set, Crit f := {x ∈ U : f ′ (x) = 0}, is a connected, smooth submanifold of U (after possibly shrinking U ) of dimension equal to dim Ker f ′′ (0). This is readily seen by applying the Morse-Bott Lemma (see Theorems 2.10 or 2.14) to produce (after possibly shrinking U ) a C 2 As we shall see in Theorems 1, 2 and Corollary 3, this converse is indeed true in great generality -for a broad class of analytic functions, f : X ⊃ U → K, on Banach spaces, X , over K and for any analytic function f when X = K d . It is apparent from examples that θ ∈ [1/2, 1) provides a measure of complexity of the singularity of the critical set of f , at the origin. Theorems 1, 2 and Corollary 3 make this informal measure of complexity of the singularity precise for analytic functions on open neighborhoods of the origin in K d with arbitrary d ≥ 1 and even Banach spaces over K: the critical set is an analytic submanifold of the expected dimension when θ = 1/2. Intuition supporting the preceding conclusion can be obtained by examining the structure of the function π * f in (1.3) when N = 2, the lowest possible total degree of the monomial. Indeed, if N = 2, then (after relabeling coordinates) either n 1 = 2 and n i = 0 for all i ≥ 2 or n 1 = n 2 = 1 and n i = 0 for all i ≥ 3 and thus
In particular, the critical set of π * f is either the codimension-one submanifold, {y ∈ V : y 1 = 0}, or the codimension-two submanifold, {y ∈ V : y 1 = y 2 = 0}. These observations tell us that the condition θ = 1/2 imposes strong constraints on resolution morphism, π, and the structure of the analytic function f itself since resolution of singularities tends to 'increase degrees'. Because the identification (1.3) of π * f as a simple normal crossing function comes from resolution of singularities for analytic sets, one might expect that methods of algebraic geometry could be used to compute θ directly in terms of f and also lead to the conclusion that f must be Morse-Bott, at least when f is a polynomial and possibly even when f is analytic. However, while the Łojasiewicz exponent has been estimated for certain classes of polynomials (see [31, Section 1] for a survey), it appears difficult to estimate the exponent in any generality, even for polynomial functions. Using the fact that π * f (y) = ±y 2 1 or y 1 y 2 when f has Łojasiewicz exponent 1/2 to directly constrain the structure of f and the resolution morphism π in the proof of resolution of singularities appears challenging, although this may provide one route to a proof Corollary 3 using methods of algebraic geometry.
Our approach to proving Theorems 1, 2 in this article is analytic and relies on a version 3 (see Section 1.2) of the Morse Lemma for analytic functions f with degenerate critical points, together with our identification (1.5) of π * f when f has Łojasiewicz exponent 1/2 and π is a resolution of singularities (1.2) for the zero set, f −1 (0). 2 We omit the pair of possible signs, ±, when K = C. 3 I am indebted to Michael Greenblatt and András Némethi for pointing out to me that this should be a key analytical tool.
The concept of a Morse-Bott function was introduced by Bott in [13, Definition, p. 248] and used by him in his first proof of the Bott Periodicity Theorem [14] . Morse-Bott functions were employed by Austin and Braam [7, Section 3] in their approach to developing a Morse theory approach to equivariant cohomology.
1.1. Morse-Bott property of analytic functions with Łojasiewicz exponent one half. Let X , Y be Banach spaces over K, and L (X , Y ) denote the Banach space of bounded linear operators from X to Y , and Ker A and Ran A denote the kernel and range of A ∈ L (X , Y ), and X * denote the continuous dual space of X . Let L sym (X , X * ) ⊂ L (X , X * ) denote the closed subspace of operators, A, that are symmetric in the sense that x, Ay = y, Ax for all x, y ∈ X , where ·, · denotes the canonical pairing, X × X * ∋ (x, α) → α(x) ∈ K. We recall the canonical identifications,
Definition 1.5 (Morse-Bott properties)
. Let X be a Banach space over K, and U ⊂ X be an open neighborhood of the origin, and f : U → K be a C 2 function such that Crit f is a C 2 , connected submanifold.
(1) If x 0 ∈ Crit f and Ker f ′′ (x 0 ) ⊂ X has a closed complement X 0 and Ran f ′′ (x 0 ) = X * 0 , and
Morse-Bott function.
The Morse-Bott Lemma (see Theorem 2.10) implies that if f is Morse-Bott at a point, as in Definition 1.5 (1), then f is Morse-Bott along an open neighborhood of that point in Crit f , as in Definition 1.5 (2) . If Crit f in Definition 1.5 consists of isolated points and f ′′ (x 0 ) ∈ L (X , X * ) is invertible for each x 0 ∈ Crit f , then f is a Morse function. The finite-dimensional analogue of Definition 1.5 (2) is well-known. Remark 1.6 (Morse-Bott functions on Euclidean space). When X is finite-dimensional, the definition of a Morse-Bott function was given by Bott [13, Definition, p . 248], [14] . See Nicolaescu [63, Definition 2.41] for a modern exposition.
When X is infinite-dimensional, then one must impose hypotheses on f in addition to those of Bott in the finite-dimensional case in order to obtain a tractable version, such as Theorem 2.10, of the classical Morse-Bott Lemma (for example, Nicolaescu [63, Proposition 2.42] ). Because the operator f ′′ (x 0 ) ∈ L (X , X * ) is symmetric, Lemma 2.2 (1) implies that one always has Ran f ′′ (x 0 ) ⊂ X * 0 if X 0 is a closed complement of Ker f ′′ (x 0 ). Thus Item (1) in Definition 1.5 imposes the non-degeneracy condition Ran f ′′ (x 0 ) = X * 0 , like in the finite-dimensional case, but subject to an explicit requirement that Ker f ′′ (x 0 ) has a closed complement.
When the operator f ′′ (x 0 ) ∈ L (X , X * ) is Fredholm with index zero, Lemma 2.2 (2) yields the non-degeneracy condition, Ran f ′′ (x 0 ) = X * 0 . When the operator f ′′ (x 0 ) ∈ L (X , X * ) is not Fredholm but X is reflexive and Ker f ′′ (x 0 ) has a closed complement, Lemma 2.3 implies that the condition that Ran f ′′ (x 0 ) = X * 0 in Item (1) of Definition 1.5 is equivalent to the condition that Ran f ′′ (x 0 ) ⊂ X * be a closed subspace. We now state the main results of this article.
Theorem 1 (Morse-Bott property of an analytic function with Łojasiewicz exponent one half). Let X be a Banach space over K, and U ⊂ X be an open neighborhood of the origin, and f : U → K be a non-constant analytic function such that f (0) = 0 and f ′ (0) = 0 and f ′′ (0) ∈ L (X , X * ) is a Fredholm operator with index zero. If there is a constant C ∈ (0, ∞) such that, after possibly shrinking U ,
then f is a Morse-Bott function in the sense of Definition 1.5.
Hence, Theorem 1 is a converse to the simpler Theorem 6 when f is analytic. The conclusion of Theorem 1 implies that (using the version of the Morse-Bott Lemma provided by Theorem 2.10), after possibly shrinking U , there are an open neighborhood, V ⊂ X , of the origin and an analytic diffeomorphism, Φ : V → U , such that Φ(0) = 0 and
where
and, letting K := Ker A ⊂ X denote the finitedimensional kernel of A with closed complement, X 0 ⊂ X , and Ran A = X * 0 ⊂ X * (see Lemma 2.2 (2)) denote the closed range of A with finite-dimensional complement, K * , in X * = X * 0 ⊕K * (see Lemma 2.1), we have
where A 0 ∈ L sym (X 0 , X * 0 ) is an isomorphism of Banach spaces. Thus, (f • Φ) ′ (y) = Ay, for all y ∈ V , and Crit f •Φ = V ∩Ker A, an analytic submanifold of V of dimension equal to dim Ker A.
As explained in [32, Section 1.1], the hypotheses of Theorem 1 are restrictive since they imply that X is isomorphic to its continuous dual space, X * . (There are examples of Banach spaces that are isomorphic to their dual spaces but are not isomorphic to Hilbert spaces. However, even the implication that X is a reflexive Banach space is already restrictive for some applications of infinite-dimensional Morse Theory to geometric analysis. A classical theorem of Lindenstrauss and Tzafriri [56] asserts that a real Banach space in which every closed subspace is complemented (that is, is the range of a bounded linear projection) is isomorphic to a Hilbert space.) As in [76] , one can relax the restriction that X X * by introducing an extrinsic gradient operator, M (x), to represent the derivative, f ′ (x), for each x ∈ U . Let X andX be Banach spaces over K, andX ⊂ X * be a continuous embedding, and U ⊂ X be an open subset. A continuous map, M : U →X , is a gradient map if there is a C 1 function, f : U → K, its potential function, such that
where ·, · : X × X * → K is the canonical pairing.
A continuous embedding of Banach spaces,X ⊂ X * , induces a continuous embedding of Banach spaces of bounded linear operators,
by composing T with the continuous embedding, X ⊂ X * . We can therefore define
Some basic properties of gradient maps are listed in Proposition 2.5, including the fact that M (x) ∈ L sym (X ,X ) for all x ∈ U . WhenX = X * in Definition 1.7, then the derivative and gradient maps coincide. If we are given a C 1 function, f :
These observations motivate the following generalization of Definition 1.5.
Definition 1.8 (Generalized Morse-Bott properties)
. Let X andX be Banach spaces over K, andX ⊂ X * be a continuous embedding, and U ⊂ X be an open subset, and f : U → K be a C 2 function such that Crit f is a C 2 , connected submanifold and f ′ (x) ∈X for all x ∈ U .
(1) If x 0 ∈ Crit f and Ker f ′′ (x 0 ) has a closed complement and Ran f ′′ (x 0 ) =X and
⊂ X is a closed subspace, the quotient, X /K , is a Banach space, and the induced operator, f ′′ (x 0 ) ∈ L (X /K ,X ), is an isomorphism by the Open Mapping Theorem. However, in our proof of the Morse-Bott Lemma (see Theorem 2.14) for functions that are Morse-Bott at a point in the sense of Definition 1.8 (1), we shall exploit the existence of a splitting, X = X 0 ⊕ K , where X 0 ⊂ X is a closed subspace.
Again, the Morse-Bott Lemma (see Theorem 2.14) implies that if f is Morse-Bott at a point, as in Definition 1. 
then f is a Morse-Bott function in the sense of Definition 1.8.
Hence, Theorem 2 is a converse to the simpler Theorem 7 when f is analytic and, moreover, immediately yields Theorem 1 upon choosingX = X * .
The conclusion of Theorem 2 has an interpretation similar to that of Theorem 1. Using the more general version of the Morse-Bott Lemma provided by Theorem 2.14, after possibly shrinking U , there are an open neighborhood, V ⊂ X , of the origin and an analytic diffeomorphism, Φ : V → U , such that Φ(0) = 0 and
where A ∈ L sym (X ,X ) and, letting K := Ker A ⊂ X denote the finite-dimensional kernel of A with closed complement, X 0 ⊂ X , andX 0 := Ran A ⊂X denote the closed range of A with finite-dimensional complement,K K = Ker A, andX 0 X 0 (see Lemma 2.4), we have
is an isomorphism of Banach spaces that is symmetric with respect to the continuous embedding,X 0 ⊂ X * 0 , and canonical pairing, X 0 × X * 0 → K. Thus, (f • Φ) ′ (y) = Ay, for all y ∈ V , and Crit f • Φ = V ∩ Ker A, an analytic submanifold of V of dimension equal to dim Ker A.
When we specialize Theorem 1 to X = K d , we obtain the desired characterization of the optimal Łojasiewicz exponent for analytic functions on finite-dimensional vector spaces. 
, an analytic submanifold of V of dimension c. 
where [62] ; see [89] for another early application of [62] in the setting of Banach manifolds. Theorem 4 is also known as the Morse Lemma with parameters (see [70] [36] from C ∞ to C 2 . Remark 1.11 (Regularity of the function f ). It is likely that one adapt the arguments of Cambini [17] , Kuiper [50] , and Mawhin and Willem [59] to reduce the C p+2 (with p ≥ 1) regularity requirement on f in Theorem 4 to C 2 , as those authors allow for their versions of the Morse Lemma on Banach spaces, but the resulting proof would be lengthier and less elegant. See Remark 1.15 for further discussion. [31] for a detailed survey and references).
As noted in Section 1.1 (see the discussion prior to Theorem 2), the hypothesis in Theorem 4 that
is an isomorphism is strong but is relaxed in the following generalization which immediately yields Theorem 4 upon specializing toX = X * . See Kuo [51, Theorem, p . 364], Tromba [85] , [87] , and Mawhin and Willem [59, Theorem 1] for related refinements, though none provide the generality of Theorem 4. 
where [32, Theorem 4] (when f is C 2 and X is a Banach space and f ′′ (0) has certain Fredholm properties). We begin with the following analogue of Theorem 1 and which is similar to [30, Corollary 5] , which is proved with appealing to the Morse-Bott Lemma provided by Theorem 2.10, except that here we assume that f is C p+2 for some p ≥ 1. 
In our Łojasiewicz gradient inequality [30, Corollary 5] for C 2 Morse-Bott functions analogous to Theorem 6, we required that Ker f ′′ (x 0 ) have a closed complement X 0 but only that Ran f ′′ (x 0 ) ⊂ X * be a closed subspace (equivalent to Ran f ′′ (x 0 ) = X * 0 when X is reflexive by Lemma 2.3 (2). In the hypotheses for our [32, Theorem 4] , we impose the stronger requirement that f ′′ (x 0 ) ∈ L (X , X * ) be Fredholm, so those additional conditions are automatic -see Lemma 2.2 (2).
We have the following analogue of Theorem 2, which is like [30, Corollary 4] (proved without appealing to the Morse-Bott Lemma provided by Theorem 2.14), except that here we assume that f is C p+2 for some p ≥ 1. , we say that a C 2 function, f :
In the hypotheses for our Łojasiewicz gradient inequality [30, Corollary 4] for C 2 Morse-Bott functions analogous to Theorem 7, we required that Ker f ′′ (x 0 ) ⊂ X have a closed complement in X but only that Ran f ′′ (x 0 ) ⊂X be a closed subspace. In the hypotheses for our [32, Theorem 4], we impose the stronger requirement that f ′′ (x 0 ) ∈ L (X ,X ) be Fredholm, so those additional conditions are automatic -see Lemma 2.4 (2).
Theorem 7 immediately yields Theorem 6 upon choosingX = X * .
Remark 1.15 (On proofs of the Łojasiewicz-Simon gradient inequalities via Morse-Bott Lemmas).
As we shall see in Section 3.1, the Łojasiewicz-Simon gradient inequalities with exponent one half for C p+2 Morse-Bott functions (p ≥ 1) on Banach spaces are indeed easy consequences of the Morse-Bott Lemma (Theorems 2.10 and 2.14). However, the most useful version of such a Łojasiewicz-Simon gradient inequality (namely [30, Theorem 3] ), matching the generality of Theorem 10, does not appear to be an obvious consequence of a Morse-Bott Lemma. Second, because our primary focus in this article is on the Morse-Bott property of analytic functions with Łojasiewicz exponent one half, we have not striven to reduce the regularity requirements on f from C p+2 (with p ≥ 1) to C 2 . Mawhin and Willem [59, Theorem 1] do establish a Morse-Bott Lemma for functions that are only C 2 , but impose additional hypotheses on f that we do not in our Theorem 2.14, namely that X be a Hilbert space and (after identifying X * = X ) that f ′′ (0) ∈ L (X ) be Fredholm; Mawhin and Willem generalize earlier Morse-Bott Lemmas for functions that are only C 2 due to Cambini [17] , Hofer [43, 44] , and Kuiper [50] .
Remark 1.16 (Relationship between the Morse-Bott and other integrability conditions).
Given an open neighborhood U of a point x 0 in a Banach space X over K, the property that a C 2 function f : U → K be Morse-Bott at x 0 (as in Definition 1.8 (1)), is closely related to the integrability condition 5 (⋆) described by Adams and Simon in [2, pp. 229-230] and inspired by an earlier definition due to Allard and Almgren [3] : According to [2] , a critical point x 0 is integrable if
where O(u) := {u(t) : t ∈ (0, 1)} andG is a Banach space with continuous embeddings,X ⊂ G ⊂ X * , as in the hypotheses of Theorem 10. (Adams and Simon chooseG to be a certain Hilbert space but do not otherwise precisely specify the regularity properties of the path u in their definition.) At first glance, the Adams-Simon integrability condition is weaker than Definition 1.8 (1) since in the latter definition we assume that Crit f is a C 2 submanifold with T x 0 Crit f = Ker f ′′ (x 0 ). It is likely that in the proof of our result [32, Theorem 4] with Maridakis, the Adams-Simon integrability condition could replace the property that f be Morse-Bott at a point. We refer to Appendix C for a discussion of integrability and Morse-Bott conditions for the harmonic map energy function, together with examples. 
is a Fredholm operator with index zero then, after possibly shrinking U , there are constants C ∈ (0, ∞) and θ ∈ [1/2, 1) such that
The following generalization of Theorem 8 relaxes the strong hypothesis that f ′′ (0) ∈ L (X , X * ) be Fredholm and immediately yields Theorem 8 upon specializing toX = X * . 
is Fredholm with index zero then, after possibly shrinking U , there are constants C ∈ (0, ∞) and θ ∈ [1/2, 1) such that
Theorem 9 is deduced from Theorem 5 in Section 3. While Theorem 9 is sufficient for many applications in geometric analysis, it also excludes some important examples (see [32, Section 1.2] for a discussion of such examples), including Simon's [76, Theorem 3] . We call a bilinear form,
We say that a continuous embedding of a Banach space into its continuous dual space,  : X → X * , is definite if the pullback of the canonical pairing, X × X ∋ (x, y) → x, (y) X ×X * ∈ K, is a definite bilinear form. The following generalization of Theorem 9 does not appear to be a simple consequence of a Morse Lemma for degenerate critical points like Theorem 5. 
Suppose now thatG = H , a Hilbert space, so that the embedding G ⊂ H in Theorem 10, factors through G ⊂ H ≃ H * and therefore
using the continuous embeddings,X ⊂ H ⊂ X * . As we note in Remark 1.17, the hypothesis in Theorem 10 that the embedding, X ⊂ X * , is definite is implied by the assumption that X ⊂ H is a continuous embedding into a Hilbert space. Theorem 10 then yields The hypothesis in Theorem 10 on the continuous embedding, X ⊂ X * , is easily achieved given a continuous embedding ε of X into a Hilbert space H . Indeed, because y, [19] study the existence of 'slowly-converging' (volume-normalized) gradient flows for the Yamabe energy function on Riemannian metrics over a closed manifold of dimension three or more with the aid of results due to a) Adams and Simon [2] on the relationship between integrability and certain types of non-integrability and rates of convergence of geometric flows, and b) Chill [20] on the Łojasiewicz-Simon gradient inequality for functions on Banach spaces. In particular, for a certain class of geometric flows, Adams and Simon show that the integrability condition (⋆) implies an exponential rate of convergence [2, Theorem 1 (i)] and in a certain subcase where integrability fails [2, Theorem 1 (ii)], the flow converges according to a negative power law and thus is slowly converging in the terminology of [19] . We refer the reader to Appendix A for an exposition of our general result [29, Theorem 3] on the relationship between the rate of convergence for the gradient flow of a function obeying a Łojasiewicz-Simon gradient inequality near a critical point and the value of the Łojasiewicz exponent. When E is the Yamabe (or Einstein-Hilbert) energy function, Carlotto, Chodosh, and Rubinstein show that the Adams-Simon integrability condition (⋆) implies that the Łojasiewicz exponent for E at a critical point is equal to one half [19, Proposition 13] , for a suitable choice of Banach spaces, and that in turn indicates (by the main results of this article) that E should be Morse-Bott at the critical point. More generally, when E is an analytic function on a Banach space obeying the hypotheses similar to those of Theorems 1, 2, or perhaps even Theorem 10, we would expect the Adams-Simon integrability condition (⋆) for a critical point to imply that E is Morse-Bott at that point by generalizing the proof due to Kwon [52] of her Proposition C.2.
Harmonic map energy function for maps from a Riemann surface into a closed Riemannian manifold.
For background on harmonic maps, we refer to Hélein [40] , Jost [48] , Simon [78] , Struwe [81] , and references cited therein. Let (M, g) and (N, h) be a pair of closed, smooth Riemannian manifolds. One defines the harmonic map energy function by
For the harmonic map energy function, a Łojasiewicz gradient inequality with exponent one half,
has been obtained by Kwon [52, Theorem 4.2] for maps f : S 2 → N , where N is a closed Riemannian manifold and f is close to a harmonic map f ∞ in the sense that that there is an example (due to J. Harris) of a Riemann surface Σ of genus 5 such that the space of holomorphic maps from Σ into CP 1 has singularities. In general, the space of harmonic maps of degree d from S 2 into S 2n (with n ≥ 1) will not be a smooth manifold [34] . We survey some positive results for spaces of harmonic maps in Appendix C. The version of the 'Bumpy Metric Theorem' proved by Moore as [61, Theorem 5.1.1] states that if M is a compact manifold of dimension at least three and the Riemannian metric is generic, then all minimal two-spheres in M are as nondegenerate as allowed by the group of conformal automorphisms of S 2 , that is, they lie on nondegenerate critical submanifolds of Map(S 2 , M ), each such submanifold being an orbit for the symmetry group PSL(2, C). 
Moduli spaces of flat connections and representation varieties. When a base manifold
X is compact and Kähler 7 , and G is a complex reductive Lie group, Simpson proved that the singularities in the moduli space of flat connections are at worst quadratic at any reductive representation of the fundamental group [79, Corollary 2.4]; when G is a compact Lie group, this result is due to Goldman and Millson [35, Theorem 1]. When the base manifold X is not compact or Kähler then the singularities in the moduli space of flat connections may be worse. Indeed, this can occur for representation varieties for fundamental groups of certain closed, smooth threedimensional manifolds. Goldman and Millson [35, Section 9.1] choose X = H/Γ, where H is the three-dimensional real Heisenberg group and Γ ⊂ H is a lattice, so that X is the total space of an oriented circle bundle over a two-torus with non-zero Euler class. If G is an algebraic Lie group that is not two-step nilpotent and(1.21) E ′ (A) W −1,2 (X;Λ 1 ⊗adP ) ≥ C E (A) 1/2 , provided the curvature F A obeys (1.22) F A L s 0 (X;Λ 2 ⊗adP ) ≤ ε,where s 0 = d/2 when d ≥ 3 or s 0 > 1 when d = 2.
Generalized Morse Lemmas for functions on Banach spaces
In Sections 2.1 and 2.2, respectively, we collect some basic observations from linear and nonlinear functional analysis that we require in this article. In Section 2.3, we prove the Morse Lemma for functions on Banach spaces with degenerate critical points (Theorem 5) and in Section 2.4 we deduce some corollaries, including the Morse Lemma for functions on Banach spaces with nondegenerate critical points (Theorem 2.8), and the Morse-Bott Lemma for functions on Banach spaces (Theorems 2.10 and 2.14).
Preliminaries on linear functional analysis.
In this subsection, we gather a few elementary observations from linear functional analysis. We begin with the following useful In the proof of Lemma 2.1, we note that the adjoint, ι X * : Z * → X * , is continuous and (1) Ran A ⊂ X * 0 ; (2) If A is Fredholm with index zero, then Ran A = X * 0 . Proof. By hypothesis on K := Ker A, we have X = X 0 ⊕ K and thus X * = X * 0 ⊕ K * by Lemma 2.1. Suppose α ∈ K * ∩ Ran A, so α = Ax for some x ∈ X . If ξ ∈ K , then ξ, α = ξ, Ax = x, Aξ , since A is symmetric, and x, Aξ = 0 as ξ ∈ Ker A. Because ξ ∈ K was arbitrary, we see that α = 0 on K * and as α = 0 on X 0 (because X * = X * 0 ⊕ K * and α ∈ K * ), we obtain α = 0 on X and α = 0 ∈ X * . Hence, Ran A ⊂ X * 0 , as claimed in Item (1). If A is Fredholm, then K is finite-dimensional and thus has a closed complement, X 0 , by [73, 
We have the following generalization of [33, Lemma D.3] ; note that Lemma 2.3 (2) does not directly generalize Lemma 2.2 (2), since X is assumed to be reflexive in Lemma 2.3 and while it also helps motivate Definition 1.5 (1), it is not used elsewhere in this article.
Lemma 2.3 (Isomorphism properties of a symmetric operator). Let X be a reflexive Banach space over
is symmetric with closed range, then the following hold:
Proof. If M ⊂ X * is a subspace, we recall from [73, Section 4.6] that its annihilator is
where ·, · : X * × X * * → K denotes the canonical pairing, and that by [73, Theorem 4.12],
where A * : X * * → X * is the adjoint operator defined by
If J : X → X * * is the canonical map defined by J(x)α = α(x) for all x ∈ X and α ∈ X * , then J is an isomorphism by hypothesis that X is reflexive and thus
where ·, · : X × X * → K also denotes the canonical pairing, that is,
Hence, where if N ⊂ X * * is a subspace, we recall from [73, Section 4.6] that its annihilator is
This establishes Item (1). Consider Item (2). The argument yielding Item (1) now yields
Ran A = ⊥ (J (Ker A)) .
where if L ⊂ X is a subspace, we recall from [73, Section 4.6] that its annihilator is
where ·, · : X × X * → K denotes the canonical pairing. Therefore, by combining the preceding identities, we obtain Ran A = (Ker A) ⊥ .
Since Ker A ⊂ X is a closed subspace, the quotient space, X / Ker A, is a Banach space (by [15, Proposition 11.8] ). By assumption, Ker A has a closed complement, X 0 ⊂ X , so X = X 0 ⊕Ker A and X / Ker A X 0 . Hence, by [15, Proposition 11.9] there is an isomorphism of Banach spaces,
Consequently, we find that Ran A X * 0 , as claimed. This establishes Item (2) and completes the proof of Lemma 2.3.
We the following generalization of Lemma 2.2 which helps motivate Definition 1.8 (1) but is not used elsewhere in this article.
Lemma 2.4 (Isomorphism properties of a Fredholm operator). Let X andX be Banach spaces over K. If T ∈ L (X ,X ) is Fredholm and X 0 is a closed complement of Ker T in X , then the following hold:
Proof. Consider Item (1). Since T is Fredholm, then Ker T is finite-dimensional and thus has a closed complement, X 0 ⊂ X , such that X = X 0 ⊕ Ker T by [73, Lemma 4.21 (a)]. Similarly, because T is Fredholm, Ran T is a closed subspace ofX and Coker T =X / Ran T is finitedimensional, so Ran T has a closed complement,K ⊂X such thatX = Ran T ⊕K by [73, Lemma 4.21 (b)], andX / Ran T =K . Since Ran T is a Banach space and T : X 0 → Ran T bijective and bounded, then T is an isomorphism from X 0 onto Ran T by the Open Mapping Theorem. By [15, Proposition 11.9], we haveK * = (Ran T ) ⊥ , and (Ran T ) ⊥ = Ker T * by [73, Theorem 4.12], andK K * by finite-dimensionality. Hence,X X 0 ⊕ Ker T * , as claimed. Consider Item (2) . If Index T = 0, then dim Ker T * = dim Ker T and Ker T Ker T * by finite-dimensionality andX X 0 ⊕ Ker T .
Preliminaries on nonlinear functional analysis.
In this subsection, we gather a few observations from nonlinear functional analysis.
Differentiable and analytic maps on Banach spaces.
We refer to Huang [47, Section 2.1A]; see also Berger [9, Section 2.3]. Let X , Y be Banach spaces over K, let U ⊂ X be an open subset, and F : U → Y be a map. Recall that F is Fréchet differentiable at a point x ∈ U with a derivative,
Recall from Berger [ 
where y n ≡ (y, . . . , y) ∈ X × · · · × X (n-fold product). If F is differentiable (respectively, analytic) at every point x ∈ U , then F is differentiable (respectively, analytic) on U . It is a useful observation that if F is analytic at x ∈ X , then it is analytic on a ball B x (ε) (see Whittlesey [90, p. 1078] 
Gradient maps.
We recall the following basic facts concerning gradient maps. 
Proposition 2.5 (Properties of gradient maps). (See Huang
[E (x 1 ) − E (x 0 ) = 1 0 x 1 − x 0 , M (tx 1 + (1 − t)x 0 )) X ×X * dt, ∀ x 0 , x 1 ∈ U . (2) If M is of class C 1 ,
then M is a gradient map if and only if all of its Fréchet derivatives,
(3) If M is an analytic gradient map, then any potential E : U → R for M is analytic.
Morse Lemma for functions on Banach spaces with degenerate critical points.
In this subsection, we prove Theorem 5 and hence Theorem 4 by takingX = X * . Given Banach spaces, X and Z , over K, an open subset U ⊂ X , and a smooth map, f : U → Z , and an integer n ≥ 0, we partly follow Zeidler [92, Sections 4.3-4.5] and let Consider the C p+1 map,
and observe that its partial derivative with respect to x, that is, the C p map, 0) . By the Implicit Function Theorem, after possibly shrinking U and V , there exists a C p+1 map, 
functionf , and a C p+1 map,M , bỹ
The map, Ψ, has derivative,
an invertible operator at each (w, y) ∈ U × V . In particular, after possibly shrinking U and V , the map Ψ is a C p+1 diffeomorphism of an open neighborhood of the origin in X × Y by the Inverse Function Theorem. Therefore, the identity 
Therefore, usingM (0, y) = 0 for all y ∈ V ,
The expression for B defines a C p map,
We wish to write z = R(w, y)w ∈ X where, after possibly further shrinking U and V ,
is a C p map such that R(0, 0) = id X and
The identity (2.8) follows if we can write
Equation (2.9) is valid at (w, y) = (0, 0) with R(0, 0) = id X and B(0, 0) = A. We now generalize an argument due to Ang and Tuan (see [4, Lemma 1] ) from the casẽ X = X * to the caseX ⊂ X * and make the Definition 2.6 (A closed subspace of the space of continuous, linear operators). Let L A (X ) ⊂ L (X ) denote the closed subspace of operators R ∈ L (X ) whose adjoints R * ∈ L (X * ) restrict to 8 operators R * ↾X ∈ L (X ) after composition with the embeddingX ⊂ X * and obey (2.10)
We have the following generalization of Ang and Tuan [4, Lemma 1].
Claim 2.7 (Isomorphism onto a space of continuous, linear symmetric operators). The following linear map is an isomorphism of Banach spaces,
Proof. We first observe that the map (2.11) is well-defined by virtue of the Definition 2.6 of the subspace L A (X ). Second, we show that the map (2.11) is surjective. If C ∈ L sym (X ,X ), set
. Now, A * = A and C * = C ∈ L (X ,X ) by our earlier discussion of properties of operators in L sym (X ,X ) and thus also (
. By combining these observations, we see that
as required, and
completing the proof of surjectivity. Third, we show that the map (2.11) is injective. If AQ + Q * A = 0, then AQ = −Q * A ∈ L (X ,X ) while AQ = Q * A by (2.10) and thus AQ = 0 and so Q = 0 ∈ L A (X ) since A is invertible. Clearly, the map (2.11) is continuous and its inverse is also continuous by the Open Mapping Theorem. This completes the proof of Claim 2.7.
8 To avoid notational clutter, we omit explicit notation, such as ι :X ⊂ X * , for the continuous embedding. 9 Because AA −1 = id X = A −1 A and by [73, Exercise 4.8] , one has (A −1 )
The derivative of the quadratic map,
at P in the direction Q is given by
Note that the map (2.12) is well-defined. Indeed, (P * AP ) * = P * A * P * * ∈ L (X * * ), where P ∈ L (X ) has adjoint operator P * ∈ L (X * ) and bidual operator P * * ∈ L (X * * ). But P * * ↾ X = P (for example, see Brezis [15, Theorem 3.24] or Pietsch [69, Chapter 0, Section A.3.6]) and thus (P * AP ) * = P * A * P = P * AP ∈ L (X ,X ) and P * AP is symmetric. When P is the identity operator, we have DQ(id X ) = Q * A + AQ and this operator is an isomorphism by Claim 2. 
is an analytic diffeomorphism onto its image, with analytic inverse,
such that F (A) = id X . Therefore, Equation (2.8) 
Observe that the C p map, U × V ∋ (w, y) → (R(w, y)w, y) ∈ X × Y , has derivative at the origin, (2.14)
since R(0, 0) = id X , and thus is invertible. Hence, after possibly further shrinking U and applying the Inverse Function Theorem, the map
is an open neighborhood of the origin in X . We denote its C p inverse map by
and note that Ξ(0, 0) = (0, 0) with derivative at the origin,
by (2.14). Consequently,
Butf (w, y) = f (Ψ(w, y)) and setting (x, y) = Ψ(w, y) = Ψ(Ξ(z, y)) =: Φ(z, y), we obtain
which is the desired relation (1.12). Equations (2.6) and (2.15) and the Chain Rule give
which is (1.11). The conclusion on analyticity of Φ follows by replacing the role of the Inverse Function Theorem for C p maps in the preceding arguments by its counterpart for analytic maps when f is analytic (see Section 2.2.2). The proof of Theorem 5 is complete.
Applications to proofs of the Morse and Morse-Bott Lemmas for functions on
Banach spaces. We begin by recalling the 
there are an open neighborhood of the origin, V ⊂ X , and a C p diffeomorphism, V ∋ y → x = Φ(y) ∈ X with Φ(0) = 0 and DΦ(0) = id X , such that
Hilbert space with norm · , then one may further choose Φ and an orthogonal decomposition,
Theorem 2.8 is an immediate consequence of the more general Theorem 2.10 and which is proved below (see also Lang [53, Corollary 5.3 
]).
Remark 2.9 (Tangent space to the critical set as a subspace of the kernel of the Hessian operator). If the critical set Crit f of a smooth function f : U → K is a smooth submanifold of U and x 0 ∈ Crit f , then T 0 Crit f ⊂ Ker f ′′ (x 0 ). Indeed, if v ∈ T 0 Crit f and γ(t) is a smooth curve in Crit f with γ(0) = x 0 and γ ′ (0) = v, where t ∈ (−ε, ε), then f ′ (γ(t)) = 0 ∈ X * , since γ(t) ∈ Crit f , and so the Chain Rule gives
We have the following generalization of Theorem 2.8.
11
In other words, f is Morse at the point 0 ∈ X . 
Remark 2.11 (Morse-Bott Lemma for functions on Banach spaces and local coordinates). By Definition 1.5 (1, the closed subspace, K = Ker f ′′ (0) ⊂ X , has a closed complement, X 0 ⊂ X , such that X = X 0 ⊕K (and so
and ι * ∈ L (X * , X * 0 ) are the continuous projections (where ι : X 0 → X is the continuous injection), then (2.18) becomes
for coordinates adapted to the direct sum decomposition.
Remark 2.12 (Morse-Bott Lemma for functions on Hilbert spaces). Suppose now that X is a Hilbert space and identify X * X , so A ∈ L (X ) is self-adjoint (since A ∈ L (X , X * ) is symmetric) and thus has spectrum σ(A) ⊂ R by [73, Theorem 12.15 (b) ]. By the Spectral Theorem for bounded normal operators on a Hilbert space [73, pp. 321-327] , there are an orthogonal decomposition into closed invariant subspaces, X = X 0,+ ⊕ X 0,− ⊕ K corresponding to the Borel subsets, (0, ∞), (−∞, 0), and {0} of σ(A), continuous projections, π ± ∈ L (X , X 0,± ), and injections, ι ± ∈ L (X 0,± , X ), and invertible positive operators,
where z ± = π ± z. The operators A ± have (unique) invertible positive square roots S ± [73, Theorem 12.33] and so we may define a norm on X 0 that is equivalent to · by setting z ± S = S ± z ± for all z ± ∈ X 0,± , so that (2.19) becomes 
If f is analytic, then Φ is analytic.
Proofs of Theorem 2.10 and 2.14. Observe that Theorem 2.10 follows immediately from Theorem 2.14 by restricting to the caseX = X * , so we focus on the more general case.
Because f is C p+2 and Morse-Bott at the origin, Crit f ⊂ U is a C 2 submanifold by Definition 1.8 (1) and thus a C p+2 submanifold by the Implicit Function Theorem. Moreover, by Definition 1.8 (1), there is a direct sum decomposition, X = X 0 ⊕ K , where K = Ker f ′′ (0) and X 0 is a closed complement and T 0 Crit f = K . Hence, after possibly shrinking U , the Implicit Function Theorem provides a C p+2 diffeomorphism, Ξ, from an open neighborhood O of the origin in X onto U such that Ξ(0) = 0 and DΞ(0) = id X with
Therefore, we may assume without loss of generality that
Furthermore, Definition 1.8 (1) provides that Ran f ′′ (0) =X . Hence, Theorem 5 implies that, after possibly shrinking U , there exists a C p diffeomorphism, Φ :
where g(ξ) := f (Φ(0, ξ)), and
Crit f • Φ = K . Since 0 ∈ Crit g and g(0) = 0, there is a connected open neighborhood of the origin in K such that g ≡ 0 and by shrinking U if necessary, we may assume 
with Φ(0) = 0 and
and id c ∈ GL(c, C) and
Łojasiewicz gradient inequality for functions on Banach spaces
In Section 3.1, we use the Morse-Bott Lemma for C p+2 functions (p ≥ 1) (see Theorems 2.10 and 2.14) to give a concise proof of the Łojasiewicz gradient inequality for C p+2 Morse-Bott functions on Banach spaces (see Theorems 6 and 7); in Section 3.2, we apply the Morse Lemma for analytic functions with degenerate critical points (see Theorems 4 and 5) to give an elegant proof of the Łojasiewicz gradient inequality for analytic functions on Banach spaces (see Theorems 8 and 9).
3.1. Łojasiewicz gradient inequality for smooth Morse-Bott functions. In this subsection, we prove Theorem 7, and hence Theorem 6 upon choosingX = X * . We begin with the Lemma 3.1 (Łojasiewicz gradient inequality for quadratic forms). Let X andX be Banach spaces over K with continuous embedding,X ⊂ X * . If Q : X ∋ x → Q(x) = 1 2 x, Ax ∈ K is defined by a symmetric operator, A ∈ L sym (X ,X ), whose kernel is complemented in X and whose range isX , then Q has Łojasiewicz exponent 1/2, that is, there is a constant C ∈ (0, ∞) such that
Proof. The derivative of Q : X → K is given by
so Q ′ (x) = Ax ∈X . By hypothesis, X = X 0 ⊕ K as a direct sum of Banach spaces, where K := Ker A and X 0 ⊂ X is a closed subspace, and Ran A =X , so that A ∈ L (X 0 ,X ) is an isomorphism of Banach spaces by the Open Mapping Theorem. Note that for x = z+ξ ∈ X 0 ⊕K , we have
Hence, it suffices to prove that the Łojasiewicz gradient inequality (3.1) holds for all x ∈ X 0 . For such x ∈ X 0 , we have
by writing
On the other hand, for any x ∈ X ,
where we denote Λ := A L (X ,X ) ∈ (0, ∞) and where κ is the norm of the continuous embedding,
for all x ∈ X 0 and this yields the Łojasiewicz gradient inequality (3.1) for all x ∈ X .
We have the following generalization of Lemma 1.4. 
Because Φ is an open map, Φ(V ) is an open neighborhood of the origin in X and so by shrinking U if necessary, we may assume that Φ(V ) = U . Now (f • Φ)(y) = f (Φ(y)) = f (x) for all x ∈ U and y ∈ Φ −1 (x) and therefore the preceding gradient inequality yields
The Chain Rule yields
where M := sup y∈V Φ ′ (y) L (X ) and M < ∞ (possibly after shrinking V ). Because Φ(y) = x ∈ U , the preceding inequality simplifies to give
By combining the inequalities (3.2) and (3.3), we obtain
which is (1.16) with constant C/M , as desired.
Proof of Theorem 7. By hypothesis, f is a C p+1 Morse-Bott function at the origin and so, possibly after shrinking U , Theorem 2.14 provides an open neighborhood, V , of the origin in X and a C p diffeomorphism, Φ : V → U , such that Φ(0) = 0 and 
Proof. Let α := 1/θ ∈ (1, 2] and suppose that Inequality (3.4) holds. Since f ′ (0) = 0 and Q ′ (0) = 0, we may assume f ′ (x) ⊕ Q ′ (y) X ⊕Ỹ ≤ 1 for all (x, y) ∈ U × V , for small enough V and after possibly shrinking U . Observe that for all (x, y) ∈ U × V ,
(by Lemma 3.1 and Inequality (3.4))
Taking the 1/α root of the preceding inequality yields Inequality (3.5).
Conversely, suppose that Inequality (3.5) holds. For all x ∈ U ,
which gives Inequality (3.4) after taking the 1/α root. This completes the proof of Lemma 3.3.
We can now give the Proof of Theorem 9. The operator f ′′ (0) ∈ L sym (X ,X ) is Fredholm by hypothesis, with finitedimensional kernel, K := Ker f ′′ (0), and closed complement, X 0 ⊂ X , such that X = X 0 ⊕ K . Similarly, letX 0 := Ran f ′′ (0) ⊂X denote the closed range of f ′′ (0) with finite-dimensional complement,K K = Ker f ′′ (0), andX 0 X 0 (see Lemma 2.4). Therefore, writing x = (w, ξ) ∈ X = X 0 ⊕ K ,
is symmetric with respect to the continuous embedding, X 0 ⊂ X * 0 , and canonical pairing, X 0 × X * 0 → K. Moreover, A 0 is bijective and continuous by construction, so it is invertible by the Open Mapping Theorem.
By hypothesis, f is analytic and so, possibly after shrinking U , Theorem 5 provides an open neighborhood V of the origin in X and an analytic diffeomorphism, Φ : V → U , such that Φ(0, 0) = (0, 0) and By shrinking V if necessary, we may assume without loss of generality that V is connected. If g is identically zero on V , then we are done. Otherwise, if g is not identically zero on V , our hypothesis that f has Łojasiewicz exponent 1/2 and Lemmas 3.2 and 3.3 imply that g has Łojasiewicz exponent 1/2 as well.
If Ker g ′′ (0) = {0}, then Coker g ′′ (0) = {0}, since g ′′ (0) ∈ L (K , K * ) is symmetric 13 , and thus g ′′ (0) ∈ L (K , K * ) is invertible. Hence, g is a Morse-Bott function -in fact a Morse function with Crit g = {0} -and thus Φ * f is a Morse-Bott function. But then f itself must be a Morse-Bott function since Φ is a diffeomorphism from one open neighborhood of the origin in X onto another and this would complete the proof of Theorem 2.
If Ker g ′′ (0) {0}, then there exists v ∈ K such that v K = 1 and, since g is analytic, an integer m ≥ 3 such that g (m) (0)v m 0. The Taylor Formula then yields
for all t ∈ K such that tv ∈ V . Therefore, after possibly further shrinking V and hence V ,
for a positive constant C depending at most on m and |g (m) (0)v m | and sup ζ∈V g (m+1) (ζ) , where
and the inequality,
contradicts the fact that g has Łojasiewicz exponent 1/2, since (1.1) would yield, after possibly further shrinking V ,
for some positive constant C 0 . Hence, Ker g ′′ (0) = {0}, completing the proof of Theorem 2. 
and assume that the orbit
and a, γ are constants such that γ > a and
If in addition u obeys Hypothesis A.2, then u ∞ ∈ X and
where 
In applications, u ∈ C ∞ ([S, T ); X ) in Hypothesis A.2 will often be a solution to a quasi-linear parabolic partial differential system, from which an a priori estimate (A.6) may be deduced. For example, Hypothesis A.2 is verified by Feehan [29, Lemma 17 .12] for a nonlinear evolution equation on a Banach space V of the form (see Caps [18] , Henry [41] , Pazy [67] , Sell and You [75] , Tanabe [82, 83] 
where A is a positive, sectorial, unbounded operator on a Banach space, W, with domain V 2 ⊂ W and the nonlinearity, F, has suitable properties.
Results on the rate of convergence of a gradient flow defined by a function obeying a Łojasiewicz gradient inequality in specific examples have been proved earlier -see Simon [76] We are often asked about the relationship between Morse-Bott functions and quadratic simple normal crossing functions as in (1.5), so we explain the relationship in this section for K = R; the analogous discussion applies for K = C.
For an integer p ≥ 1 and writing R * = R \ {0}, we let 
where π : W ∋ (x, ℓ) → x ∈ W is the blowup map and E := π −1 (0) ⊂ W is the exceptional divisor.
The set W is a real analytic manifold and the quotient map π : W → W is real analytic and restricts to a real analytic diffeomorphism, π : W \ E W \ {0}. By viewing R p−1 = S p−1 /{±1} and R p \ {0} = R + × S p−1 , we may also write
where [u] = {±u} and, in the last writing, the blowup map is π : {y i = 0}, after possibly shrinking V and ̟ is a diffeomorphism from W \({s = 0}∪ {t = 0}) onto its image. Define a diffeomorphism of R 2 by (t 1 , t 2 ) → (s, t) = ϕ(t 1 , t 2 ) where t 1 = s + t and t 2 = s − t, so that s = , we review the concept of integrability of a Jacobi field along a harmonic map, describe the relation between integrability and the Morse-Bott condition for the harmonic map energy function at a harmonic map. We then indicate some of the few examples where integrability is known for harmonic maps. It follows that for two real-analytic manifolds, all Jacobi fields along all harmonic maps are integrable if and only if the space of harmonic maps is a manifold whose tangent bundle is given by the Jacobi fields [54, p. 470] . By Definition 1.5, the conclusion of Proposition C.2 is equivalent to the assertion that all Jacobi fields along ϕ 0 are integrable if and only if the harmonic map energy function E is Morse-Bott at ϕ 0 .
For a further discussion of integrability and additional references, see Adams and Simon [ According to [54, Theorem 1.3] any Jacobi field along a harmonic map from S 2 to CP 2 is integrable, where the two-sphere S 2 has its unique conformal structure and the complex projective space CP 2 has its standard Fubini-Study metric of holomorphic sectional curvature 1; see Crawford [24] for additional results.
From the list of examples provided by Lemaire and Wood [54, p. 471] , there are few other examples of families of harmonic maps that are guaranteed to be integrable, with the list including harmonic maps from S 2 to S 2 but excluding harmonic maps from S 2 to S 3 or S 4 [55] .
Fernández [34] has proved that the space Harm d (S 2 , S 2n ) of degree-d harmonic maps from S 2 into S 2n has dimension 2d+n 2 . However, thus far, integrability for such maps is known only when n = 1. Bolton and Fernandez [12] provide a nice survey of what is known regarding regularity of Harm d (S 2 , S 2n ): they recall that Harm d (S 2 , S 2 ) is known to be a smooth manifold, outline a proof that Harm d (S 2 , S 6 ) is also a smooth manifold, and survey results on the structure of Harm d (S 2 , S 4 ) and why that space is not a smooth manifold.
