Cable Model
In the previous notes, we described the action potential for a "point" cell, so that we could use an ODE model. Here, we consider propagation of the action potential along an axon.
Consider a system in which the intracellular and extracellular spaces are separated by a cell membrane. Let x be the one-dimensional spatial coordinate, and consider current conservation in the intracellular region corresponding to x 0 < x < x 0 + ∆x. Let i i be the electrical current density flowing in the intracellular region. We have:
A i (i i (x 0 ) − i i (x 0 + ∆x)) = p∆x C m ∂v ∂t + I ion + o(∆x).
Here, A i is the cross-sectional area of the intracellular region, p is the perimeter of the cell membrane cross-section, and v(x) = v i (x) − v e (x) is the membrane potential where v i and v e are the intracellular and extracellular voltages. The constant C m is the membrane capacitance per unit area of membrane and I ion is the ion channel current. Dividing the above by ∆x and taking the limit as ∆x → 0, we obtain:
If we consider current conservation for the extracellular region, we obtain, in exactly the same fashion as above:
−A e ∂i e ∂x = p C m ∂v ∂t
where A e is the cross-sectional area of the extracellular region. Let us now assume that the current densities i i and i e obey Ohm's law. In this case, the current densities must be proportional to the gradients of the voltages:
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Figure 1: A schematic diagram of the cable model. One may think of the cable model as being the continuum limit of the above circuit diagram. In this circuit diagram, we have taken the limit 1/(A e s e ) → 0 (see (8)), and therefore, the extracellular resistivity is equal to 0.
where s i and s e are the conductivities of the electrolyte solutions in the intracellular and extracellular spaces. Substituting this into equations (2) and (3), we obtain:
where we set σ i,e = s i,e A i,e . Assuming that σ i,e do not depend on x, we may reduce the above equations so that it is an equation for v only:
Taking the limit A e s e → ∞ and assuming that the cell diameter is a, we have:
Since I ion is a function of v, we see that v formally satisfies a reaction-diffusion equation in one space dimension. It should however be noted that I ion is not a term that represents chemical reactions and that the second derivative term does not come from any diffusion of a chemical. Suppose the ion channel current I ion is written in the following way:
where G 0 is a constant and v rmst is the constant stationary voltage. We saw that this is the case for the Hodgkin-Huxley current if we fix the gating variables m, n and h. Substituting this into (7) and making the equations dimensionless, we have:
where RT /F is the thermal voltage. The time scale is the same time scale that we saw for the Hodgkin-Huxley ODE. The length scale λ is known as the electrotonic length and using (8) it may be written as
The important fact here is that the electrotonic length is proportional to the square root of the radius a. If in (7) one adopts the Hodgkin-Huxley current equation, we will have:
Solving this equation with the equations for the gating variables s = m, n, h, one obtains the Hodgkin-Huxley equations for the propagation of the action potential.
The propagation of an action potential can be described qualitatively as follows.
1. Suppose that a certain spatial location experiences a large depolarization.
2. The membrane potential in neighboring regions also starts to rise. This comes from the second derivative term in the membrane voltage equation.
3. The membrane potential in neighboring regions rise above threshold thus generating an action potential.
4. This process is repeated so that the action potential propagates along an axon.
5. The reason why the action potential propagates only in one direction is because of the refractory period. Once an action potential has been fired, this part of the axon cannot fire an action potential for a while.
We shall examine the pulse solution to the above equations in the next section, but there are certain observations that can already be made. Nondimensionalize the Hodgkin-Huxley system as in (10) (we may let G 0 = G Na + G K + G L ). Suppose the Hodgkin-Huxley model possesses a pulse solution and let the dimensionless velocity be C HH . The dimensional velocity c HH may be expressed as:
Since the equations for m, h and n do not involve spatial derivatives, C HH does not depend on λ. We see from (11) that for a cylindrical axon, c HH is proportional to the square root of the radius. This holds quite well for unmyelinated axons. We shall return to this theme later in these notes.
The Spatial FitzHugh-Nagumo Model
Recall that we considered the FitzHugh-Nagumo ODE model to study the behavior of the Hodgkin-Huxley ODE model. We shall do the same for the PDE case. We study the following FitzHugh-Nagumo PDE system:
We consider the above equations on the whole real line. A consequence of this is that we can rescale the spatial coordinate in a way that fits our needs, and we have done so in such a way that the coefficient in front of the second derivative is ǫ 2 . This scaling allows us to obtain a distinguishes limit as ǫ → 0. It is expected that the above system possesses a traveling wave solution (See figure 2). We therefore set:
The constant c is the pulse propagation speed which will be determined later. Substituting the above into equations (14) and (15), we obtain:
The calculation below follows that of the FitzHugh-Nagumo ODE, and we therefore use the notation developed there. We first find that the leading order term of the outer solution satisfies the following equation:
If c > 0, the behavior of (v 0 , n 0 ) is the same as in the FitzHugh-Nagumo ODE analysis. The outer solutions follow the curves g + or g − . In order to construct a non-trivial propagating puluse solution, we thus have to insert two layers, one in which the solution transitions from g + to g − , and the other in which the solution transitions from g − to g + . Let this transition point be located at ξ = ξ 0 . Taking the ODE discussion as our guide, we introduce the inner layer coordinate ξ = ξ 0 + ǫη, and let N (η) = n(ξ 0 + ǫη) and
Substituting these into (17) and (18), we obtain:
Therefore, the leading order term in the transition layer has the form:
The matching condition must be satisfied at both ends of η ∈ (−∞, ∞).
Now, suppose that the solution transitions from g − to g + . We see from (23) that N 0 is constant within the transition layer. Thus, the matching condition for n implies that n 0 (ξ
For the above to make sense, the functions g + and g − must both be defined at N = N 0 , and therefore, we must have n − < N 0 < n + . To find the inner solution, we must thus solve for (22) under the boundary condition (26). To solve this problem, we recast (22) as follows:
From (26), we see that the inner solution connects the two points
The problem of finding the inner solution is thus equivalent to finding the heteroclinic trajectory starting at p − and terminating at p + . Phase plane arguments show that, for each N 0 , there is only one value c = c u (N 0 ) at which there is a heteroclinic trajectory connecting these two points. The inner solution can be found explcitly as follows:
There is no need to determine the value of k 3 given that changing the value of k 3 only has the effect of changing the position of the transition layer by a magnitude O(ǫ). Note that the function c u satisfies the following:
We set α < 1/2 and therefore, c u (0) > 0. The case when the inner solution transitions from g − (N 0 ) to g + (N 0 ) may be computed in a similar fashion, to yield:
where k 1,2,3 are the same constants as in (31).
We are now ready to construct the entire solution. For −∞ < ξ < 0, let us assume that the outer solution sits at the fixed point (0, 0), and suppose that there is transition layer at ξ = 0. In this transition layer, the inner solution transitions from (0, 0) = (g − (0), 0) to (g + (0), 0). We know from our calcualtions above that c = c u (0). The outer solution now follows g + , and given that c > 0, we see from (19) that n 0 must gradually increase. Since the curve g + ceases to exist at n = n + , the solution must transition back to g − before n reaches n + . Suppose the solution transitions at
Since the value of c determined at the the upstroke transition and the downstroke transition must be the same, we must have
. This implies that N d = n + + n − . After this transition, the outer solution follows the curve g − and relaxes back to (0, 0) in the limit ξ → ∞.
We may generalize the above construction as follows to obtain periodic pulse solutions. Let us start from the point (v, n) = (g − (N 0 ), N 0 ), 0 < N 0 < (n + + n − )/2 and insert a transition layer here so that the solution jumps from g − to g + . Since c = c u (N 0 ) is positive, the outer solution now follows g + and n 0 increases. Inserting a transition layer at
Once the solution has jumped back to g − we may let the solution jump back again to g + by inserting a transition layer at N 0 . We thus have a periodic pulse solution.
Let Λ be the wave length of the pulse. Noting that the transition layers have very small spatial extent, we see that:
Combining (36) with the relation c = c u (N 0 ), we see that there is a relationship between the wave speed c and the wave length Λ. This relationship is called the dispersion curve in analogy with the dispersion relation for the linear wave equation. In the case at hand, the dispersion curve is parametrized by N 0 . As N 0 → 0 + , Λ → ∞ and c approaches c u (0).
The Myelinated Axon
Many axons are myelinated. The axon is covered by a sequence of myelin sheaths, so that only a small portion of the axonal membrane is exposed to the extracellular space. The regions in which the axonal membrane is not covered by a myelin sheath are called the nodes of Ranvier. The nodes of Ranvier are placed periodically along an axon and the intervening region is covered by a myelin sheath. The myelin sheath is made of Schwann cells in the peripheral nervous system and oligodendroglia in the central nervous systems. These cells wrap around the axon, thereby making it difficult for axonal electric current to leak out into the extracellular space. The myelin sheaths are essentially insulators, analogous to the insulators used for electrical wires. By limiting axonal current leak, it is possible to speed up the action potential by a significant factor, as we shall now see. Let each node of Ranvier have length µ and let L be the length of the myelin sheath between the nodes of Ranvier. We assume that µ is small so that the voltage in each node of Ranvier is constant. Label each node of Ranvier by integers k and let v i,k and v e,k denote the intracellular and extracellular voltages of the nodes of Ranvier. Let i i,k and i e,k be the current density flowing from the k-th to (k + 1)-th node. Assuming that there is no transmembrane current over the myelin sheath, we have:
where s i,e are the intracellular and extracellular conductivities (compare the above equation with (4)). The current balance equation at the k-th node of Ranvier yields:
where p is the circumference of the axon and A i,e are the cross-sectional areas of the intracellular and extracellular spaces and
(compare above with (2) and (3)). Using (38) and (37), we have:
where D is the same as in (7). What we obtain is a dicrete version of the cable model. Consider a smooth function v(x) that interpolates the discrete values v k . That is to say, we consider a smooth function such that:
We then have:
We thus see that the discrete cable equation (39) may be approximated by:
Comparing this with (7), we see that myelination has the effect to increasing the "diffusion" coefficient D by a factor of (L + µ) 2 /µL. This means that the associated length scale or electrotonic length (λ in (10)) must be scaled by the square root of this factor:
This directly translates into a speed up of the action potential by a factor of (L + µ)/ √ µL. Since µ ≪ L, this is a significant factor.
The above discussion may lead us to believe that the the longer the myelination length L, the better. This is not so. The problem is that if the distance between the nodes of Ranvier increases beyond a certain point, action propagation will fail. This is easily understood by considering a very long internodal distance. If the nodal distance is too large, there will be a large drop in the voltage between node k and k + 1. If this voltage drop is too large, the voltage at node k + 1 will not reach the threshold voltage to fire an action potential, and thus propagation will fail. It may also be noted that our above analysis of the increase in wave speed was predicated on the assumption that we can replace the differencing operator by a second derivative. This replacement is only possible if (L + µ) is sufficiently small. A mathematical analysis of propagation failure is possible but somewhat technical. We omit the details.
Simulating the Action Potential
We now consider a numerical scheme for simulating an action potential propagating along an axon. Let us consider the following problem:
with boundary conditions:
We first discretize in space. Let x k = k∆x, k = 0, 1, · · · , N where N ∆x = L. Let us also define the midpoints x k = (k − 1/2)∆x, k = 1, · · · , N . Consider the integral of (44) over the interval x k−1 and x k :
From the above, we see that, for k = 2, · · · , N − 1:
and for k = 1 and k = N we have:
where we used the boundary conditions at x = 0 and x = L. This leads us to the following discretization of equation (44):
where v k and s k are approximations to v and s at the points x = x k . We may discretize (45) simply as:
It is convenient to rewrite the above by introducing the following vector notation:
Define the matrix:
We may write (51)-(54) as:
At this point, there are many choices for a time discretization of the system of equations. Let ∆t be the time step and let v n ∆ and s n ∆ be the approximations at n∆t. The forward Euler discretization will yield:
The backward Euler discretization will yield:
Evaluation of the right hand side at time n∆t is called explicit where as evaluation at time (n + 1)∆t is called implicit. The forward Euler scheme is a fully explicit scheme whereas the backward Euler scheme is a fully implicit scheme. The forward Euler scheme is simple in the sense that it does not require solving any equation. The backward Euler scheme, in contrast, requires a solution to a system of algebraic equations at each time step. The disadvantage of the forward Euler scheme, however, is that it suffers from a stability problem. The time step ∆t must be refined proportionally to (∆x) 2 for stable computations. This is often a severe restriction on the time stepping, and makes the computation very inefficient. The backward Euler scheme, on the other hand, does not suffer from this problem. The time step ∆t does not need to be refined in relation to ∆x. However, it may still be computationally costly to solve the nonlinear system of algebraic equations at each time step. A good balance may be achieved by the following scheme that treats certain terms implicitly and others explicitly:
In this treatment, the only term that is treated implicitly is the "diffusion" term. This term is the principal source of numerical instability, and is thus treated implicitly. Since we are only treating the "diffusion" term implicitly, the resulting equation we must solve is linear, and this is computationally inexpensive. If, for example, f and g are linear in v and s respectively, one many obtain a more stable numerical scheme by evaluating f and g at v n+1 ∆ and s n+1 ∆ respectively.
Stability, Consistency and Convergence for the Diffusion Equation
To gain insight into stability issues pertaining to the cable equations, we discuss stability and numerical analysis of the diffusion equation. Consider the equation:
Let us discretize the above diffusion equation in exactly the same way as we did for the cable equations. Let u k be the approximations to u at points x k = (k − 1/2)∆x, k = 1, · · · , N where N ∆x = 1 and let u ∆ = (u 1 , · · · , u N ) T . Discretizing in space, but keeping time continuous for the moment, we have:
Now, let us consider two time discretizations of the diffusion equation, the forward Euler and the backward Euler. Let u n ∆ be the approximation at time t = n∆t. We first consider the forward Euler disretization:
To analyze convergence, substitute the true solution into the above discrete equation. Note that:
For k = 2, · · · , N − 1 we have:
A similar relation holds for k = 1 and k = N (to show this, one needs to consider the value of the third derivative at the boundary, which can be obtained by taking the derivative of the diffusion equation with respect to x). Combining the above, and noting that u satisifies the diffusion equation, we see that:
where C r is a constant that only depends on the derivatives of u. The above states that the exact solution u satisfies the discrete equation up to a residual r n which tends to 0 as ∆t and ∆x tend to 0. This property is called consistency. In this case, the residual is proportional to ∆t and (∆x) 2 , and we thus say that the numerical scheme is first order in time and second order in space.
The fact that the residual goes to 0 as ∆t and ∆x tend to 0 does not necessarily imply that the error, the difference between the discrete and true solution, goes to 0. From (66) and (70), we see that
The term e n is the error at time n∆t. This may be rewritten as:
where I is the N × N identity matrix. Let us now solve the above recursion relation. For any 1 ≤ ℓ ≤ n, we have:
We may take the summation of the above from ℓ = 1 to n to find that:
Suppose now that e 0 = 0, that is to say, that at t = 0, we set the initial data of discretized solution to be equal to the initial data of the continuous problem. Then we have:
We want to estimate the magnitude of e n . For any vector v = (v 1 , · · · , v N ) T , let us consider the max norm and the L 2 norm:
Let us estimate the error at t = n∆t = T using the L 2 norm:
where · 2 for a matrix denotes the induced matrix norm. From (70), we see that: r
Suppose there is a constant K T that may depend on T such that
Then, we may conclude from (77), (78) and (79) that:
Condition (79) is called the stability condition. We thus see that if the scheme is consistent, then stability implies that the error behaves in the same way as the residual as ∆t and ∆x tend to 0. 
The last equality follows from the fact that L ∆ is a symmetric matrix. For (79) to hold we need L ∆ ≤ 1. The 2-norm of the matrix L ∆ is just equal to the eigenvalue with greatest absolute value. The eigenvalues and eigenvectors of A ∆ are given by:
The 2-norm of L ∆ is therefore:
Given that
we see that
A sufficient condition for the above to hold is:
Since N = 1/∆x is assumed large, we have not lost much by replacing cos(π/N ) with 1 in the above equations. This is sometimes called the CFL condition (Courant-Friedrichs-Lewy condition). The forward Euler scheme is thus convergent subject to the constraint (87). The problem with the forward Euler scheme is that the time step ∆t must be made increasingly small as ∆x tends to 0. We may perform a similar analysis using the max norm. Similarly to (77), we have:
where · ∞ is the matrix norm induced by the max norm. It is immediate from the properties of induced norms that
It is not difficult to show that
A sufficient condition for stability in the max norm is therefore:
It is easily seen that this is equivalent to (87). Therefore, under condition (87), the forward Euler scheme is convergent also in the max norm. In fact, it would have been sufficient to just prove convergence in the max norm since the L 2 norm is always smaller than the max norm. Let us now turn to the backward Euler scheme. In this case, the error satisfies the equation:
where r n satisfies the estimate in (70). Proceeding exactly as in the forward Euler case, we see that:
The stability condition in the L 2 norm is therefore:
Since λ k ≥ 0, this condition is satisfied for any choice of ∆t and ∆x. Therefore, for the backward Euler scheme, we have:
without restriction on ∆t or ∆x. The same conclusion can be obtained by looking at the max norm. We have seen that there is a severe time step restriction for the forward Euler scheme whereas the backward Euler scheme does not suffer from this problem. For diffusion type problems a backward Euler type method is thus often preferred over a foward Euler type method.
Problems
1. Voltage-gated ion channels have a voltage sensor that moves in response to the membrane potential, and this will increase the effective membrane capacitance. Suppose the density of voltage-gated ion channels in the membrane is given by ρ and suppose C m and G 0 may be written as:
where K C and K G are positive constants. Use (13) to argue that there is an optimal value of ρ at which the pulse propagation speed is greatest.
2. Obtain expressions (34) and (35) by performing a transition layer calculation similar to that used to obtain (29) and (30).
