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Abstraksi 
Pengenalan wajah manusia adalah salah satu bidang penelitian penting dengan banyak 
aplikasi yang dapat menerapkannya. Salah satu bidang ilmu yang dapat menerapkan aplikasi 
pengenalan wajah adalah kecerdasan buatan. Aplikasi pengenalan wajah dengan menggunakan 
kecerdasan buatan sebagai komponen utama khususnya jaringan saraf tiruan untuk pemrosesan dan 
identifikasi wajah masih belum banyak ditemui. Aplikasi pengenalan wajah menggunakan citra wajah 
yang diambil dari pose frontal dan masing-masing wajah memiliki tiga jarak pengambilan yaitu 
sedang, dekat dan jauh. Proses pelatihan menggunakan algoritma backpropagation. Pelatihan 
dilakukan terhadap citra wajah yang berjenis jarak sedang dan dekat. Setelah proses pelatihan selesai, 
kemudian dilakukan pengujian apakah aplikasi dapat mengenali ketiga jenis data citra termasuk data 
citra dengan jarak yang belum pernah dilatih. Hasil yang didapatkan dari uji coba menggunakan 45 
citra dengan wajah frontal dan kondisi pencahayaan relatif sama, dengan ukuran citra 350 X 300 
piksel adalah, proses klasifikasi jenis jarak menunjukkan angka keberhasilan sebesar 95.56% 
sedangkan untuk proses pengenalan wajah sebesar 82.23%.  
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1. Latar Belakang 
Dalam bidang penelitian pemrosesan wajah (face processing), pendeteksian wajah manusia  
(face detection) adalah salah satu tahap awal yang sangat penting di dalam proses pengenalan wajah 
(face recognition). Sistem pengenalan wajah digunakan untuk membandingkan satu citra wajah 
masukan  dengan suatu database wajah dan menghasilkan wajah yang paling cocok dengan citra 
tersebut jika ada. Sedangkan autentikasi wajah (face authentication) digunakan untuk menguji keaslian/ 
kesamaan suatu wajah dengan data wajah yang telah diinput sebelumnya. Bidang penelitian yang juga 
berkaitan dengan pemrosesan wajah adalah lokalisir wajah (face localization) yaitu pendeteksian wajah 
dengan asumsi hanya ada satu wajah di dalam citra. 
Teknologi yang menggunakan kecerdasan buatan sebagai komponen utama juga mulai banyak 
dipakai untuk aplikasi pengenalan wajah. Hal ini dikarenakan kecerdasan buatan dapat berfikir 
layaknya seorang otak manusia dalam mengambil suatu kesimpulan. Kecerdasan buatan yang sering 
dibicarakan adalah tentang jaringan saraf tiruan (JST) dalam bahasa Inggris disebut artificial neural 
network (ANN), atau juga disebut simulated neural network (SNN), atau umumnya hanya disebut 
neural network (NN). NN adalah jaringan dari sekelompok unit pemroses kecil yang dimodelkan 
berdasarkan jaringan saraf manusia. JST merupakan salah satu sistem pemrosesan informasi yang 
didesain dengan menirukan cara kerja otak manusia dalam menyelesaikan suatu masalah dengan 
melakukan proses belajar melalui perubahan bobot sinapsisnya. JST mampu mengenali kegiatan 
dengan berbasis pada data. Data akan dipelajari oleh JST sehingga mempunyai kemampuan untuk 
memberi keputusan terhadap data yang belum pernah dipelajari. 
Penelitian telah banyak dilakukan dalam bidang pengenalan wajah. Aplikasi pengenalan wajah 
dengan menggunakan kecerdasan buatan sebagai komponen utama khususnya jaringan saraf tiruan 
untuk pemrosesan dan identifikasi wajah masih belum banyak ditemui. Dalam penelitian yang sudah 
ada sebelumnya, [DEWI R., 2007] aplikasi pengenalan wajah menggunakan citra wajah yang diambil 
dari pose frontal dan memiliki jarak pengambilan citra yang relatif sama dan kekurangannya adalah 
apabila kita melakukan pemrosesan terhadap citra wajah yang sama dengan pengambilan jarak citra 
yang berbeda maka aplikasi tidak dapat mengekstraksi fitur wajah dengan sempurna dan hasilnya tidak 
akurat. Penelitian sebelumnya juga belum mengadaptasi kecerdasan buatan. Berdasarkan penelitian 
tersebut, Penulis bermaksud membuat sebuah aplikasi pengenalan wajah yang dapat menyelesaikan 
masalah dengan menggunakan jaringan saraf tiruan. 
 
 
2. Perumusan Masalah 
Dalam proses pembuatan sistem pengenalan wajah ini, Penulis melakukan penelitian yang 
menyangkut  permasalahan berikut : 
1. Bagaimana membuat sistem pengenalan wajah dengan data citra untuk setiap sample 
citra wajah diambil tiga kali dengan jarak pengambilan objek yang sudah ditentukan 
yaitu sedang, dekat dan jauh? 
2. Bagaimana ketiga jenis jarak citra wajah diharapkan dapat dikenali? 
 
Gambar 1. Contoh objek penelitian : 
(a)   Jarak Sedang 
(b)   Jarak Dekat 
(c)   Jarak Jauh 
        (a)              (b)      (c) 
 
3. Tujuan Penelitian 
Tujuan dari penelitian ini adalah menerapkan JST Backpropagation dalam membuat sistem 
pengenalan wajah. Aplikasi dilatih dengan memasukkan citra wajah. Setelah proses pelatihan selesai, 
citra wajah yang ingin dicari informasinya dimasukkan ke dalam aplikasi dan dilihat apakah aplikasi 
mampu mengenali citra wajah tersebut. Terdapat tiga jenis jarak pengambilan data untuk setiap citra 
wajah yaitu jarak dekat, sedang dan jauh. Aplikasi diharapkan mampu mengklasifikasi data citra dan 
mengenali ketiga jenis data citra dengan baik. Pada aplikasi apabila dilakukan pemrosesan terhadap 
citra wajah yang sama dengan yang pernah dilatih oleh JST pada aplikasi dengan jarak pengambilan 
objek yang berbeda, diharapkan aplikasi dapat mengenal citra wajah. 
 
4. Batasan Masalah 
Penelitian ini dibatasi pada ruang lingkup pembuatan aplikasi pengenalan wajah dengan 
menggunakan algoritma backpropagation yang merupakan algoritma pada jaringan saraf tiruan. Citra 
wajah diambil dalam posisi tampak depan dengan kondisi pencahayaan yang relatif bervariasi. Setiap 
citra wajah mempunyai tiga jenis pengambilan jarak yaitu sedang, dekat dan jauh. Jarak adalah ukuran 
pengambilan objek dari kamera ke posisi objek. Jarak objek X adalah jarak yang disebut sedang. Jarak 
objek yang diambil dengan ukuran pengambilan 2X disebut jarak jauh. Jarak objek yang diambil 
dengan ukuran pengambilan 1/2X disebut jarak dekat. 
 
5. Metode Penelitian 
Penelitian dilakukan dengan menggunakan metode studi pustaka, yaitu dengan 
mengumpulkan data, membaca buku serta artikel yang berhubungan dengan pengolahan citra, model 
warna, deteksi wajah, teori dasar matriks, kecerdasan buatan, jaringan saraf tiruan dan bahasa 
pemrograman MATLAB  yang berhubungan dengan pengolahan citra. Pengambilan objek sebagai data 
dilakukan dengan menggunakan kamera dijital dengan warna latar merah. Data mentah yang didapat 
kemudian diolah dengan menggunakan Adobe Photoshop 7.0 agar siap digunakan untuk aplikasi. 
Untuk membantu proses pengimplementasian program, dibangun sebuah perancangan antar muka 
(Graphical User Interface) sebagai interface menggunakan MATLAB 7.0 sebagai aplikasi untuk 
membuat aplikasi pengenalan wajah. 
 
6. Algoritma Backpropagation 
Algoritma  pelatihan  backpropagation  terdiri  atas  dua  langkah,  yaitu  perambatan  maju  
dan perambatan mundur. Langkah perambatan maju dan perambatan mundur ini dilakukan pada jaringan 
untuk setiap pola yang diberikan selama jaringan mengalami pelatihan. Jaringan backpropagation terdiri 
atas tiga lapisan unit pengolah. Gambar 2 menunjukkan jaringan  backpropagation dengan tiga lapisan 
pengolah. Bagian bawah sebagai masukan, bagian tengah disebut sebagai lapisan tersembunyi dan 
bagian atas disebut lapisan keluaran. Ketiga lapisan ini terhubung secara penuh. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2. Tiga Lapisan Jaringan Backpropagation 
 
Perambatan maju dimulai dengan memberikan pola masukan ke lapisan masukan. Pola 
masukan ini merupakan nilai aktivasi unit – unit masukan. Dengan melakukan perambatan maju 
dihitung nilai aktivasi pada unit – unit di lapisan berikutnya. Pada setiap lapisan, tiap unit pengolah 
melakukan penjumlahan berbobot dan menerapkan fungsi sigmod untuk menghitung keluarannya. 
 
Untuk menghitung nilai penjumlahan berbobot digunakan rumus : 
ji
n
i ij
waS   0  ………………………………………………. (1)         
Dengan : 
ai = masukan yang berasal dari unit i 
wji = bobot sambungan dari unit i ke unit j 
Setelah nilai Sj dihitung, fungsi sigmoid diterapkan pada Sj untuk membentuk f (Sj). Fungsi sigmoid ini 
mempunyai persamaan : 
f (Sj) =      1  ………………………………………………. (2)         
1   +   e-sj 
Hasil perhitungan f (Sj) ini merupakan nilai aktivasi pada unit pengolah j. Nilai ini dikirim ke 
seluruh keluaran unit j. Setelah perambatan maju selesai dikerjakan maka jaringan siap melakukan 
perambatan mundur. 
Yang dilakukan pada langkah perambatan mundur adalah menghitung bobot – bobot pada 
semua interkoneksinya. Di sini galat dihitung pada semua unit pengolah dan bobot pun diubah pada 
semua sambungan. Perhitungan dimulai dari lapisan keluaran dan mundur sampai lapisan masukan. 
Hasil keluaran dari perambatan maju dibandingkan hasil keluaran yang diinginkan. Berdasarkan 
perbedaan ini kemudian dihitung galat untuk lapisan keluaran, kemudian bobot – bobot setiap 
sambungan yang menuju ke lapisan keluaran disesuaikan. Setelah itu dihitung harga galat pada lapisan 
tersembunyi dan dihitung perubahan bobot yang menuju ke lapisan tersembunyi. Demikian proses 
dilakukan mundur sampai lapisan masukan secara iteratif. 
Algoritma selengkapnya pelatihan jaringan backpropagation adalah sebagai berikut [ARIEF 
H., 2006] : 
Langkah 0 : Inisialisasi bobot – bobot. 
Langkah 1 : Bila syarat berhenti adalah salah, kerjakan 2 sampai 9. 
Langkah 2 : Untuk setiap pasangan pelatihan, kerjakan langkah 3 – 8. 
 
Perambatan Maju 
Langkah 3 : Tiap unit masukan (xi, i = 1, ...., n) menerima isyarat masukan xi dan 
        diteruskan ke unit – unit tersembunyi. 
Langkah 4 : Tiap unit tersembunyi (zj, j = 1, ...., p) menjumlahkan isyarat masukan 
        terbobot. 
        z_injk = Voj +  
p
k iji
vx
1
      ……………………………………. (3)         
         dengan menerapkan fungsi aktivasi hitung : 
         zj = f (z_inj)      ………………………………………………..…..….. (4)         
         dan kirim isyarat ini ke unit – unit keluaran. 
Langkah 5 : Tiap unit keluaran (yk, k = 1, ...., m) menjumlahkan isyarat masukan  
        berbobot, 
         y_ink = wok +  
p
k jkj
wz
1
      ....………………………….……….. (5)         
Pola 
Lapisan 
Pola 
        dengan menerapkan fungsi aktivasi hitung, 
         yj = f ( y_ink) …………………………..………………..…. (6)         
 
Perambatan Mundur 
Langkah 6 : Tiap unit keluaran (yk, k = 1, ...., m) menerima pola sasaran 
        berkaitan dengan pola pelatihan masukannya. Hitung galat informasi : 
        )_(')( kkkk inyfyt        ……………………………..….... (7)         
        hitung koreksi bobot dan prasikapnya : 
        jkjk xw      ……………………………………….....….. (8)         
        kw k  0    ……………………………………..………. (9)         
Langkah 7 : Tiap unit tersembunyi (zj, j = , ...., p) menjumlahkan delta masukannya 
        (dari unit – unit di lapisan atasnya). 
         
p
k jkkj
win
1
_   …………………………………….. (10)         
         hitung galat informasinya : 
         )_(_ jjj inxfin   …………………………………….. (11)         
           hitung koreksi bobot dan prasikapnya : 
          ijij xv   …………………………………….…..……. (12)         
Perbaharui bobot dan prasikap : 
Langkah 8 : Tiap unit keluaran (yk, k = 1, ...., m) memperbaharui bobot – bobot dan 
           prasikapnya (j = 0, 1, ...., p) 
       wjk (baru) = wjk (lama) + wjk    ......................................... (13)         
        Tiap unit tersembunyi (zj, j = 1, ...., p) memperbaharui bobot – bobot dan 
       prasikapnya (i = 0, 1, ...., n) 
       vij (baru) = vij (lama) +  vij  ........................................................ (14)         
Langkah 9 : Uji syarat berhenti. 
 
Prosedur pembaharuan bobot – bobot dapat dimodifikasi dengan menggunakan momentum. 
Dengan menambahkan momentum ke dalam rumus pembaharuan bobot, biasanya konvergensi akan 
lebih cepat dicapai. Dalam pembaharuan bobot menggunakan momentum, nilai bobot pada iterasi ke 
(t+1) ditentukan oleh nilai bobot pada iterasi ke – t dan ke (t-1). 
Rumus pembaharuan bobotnya adalah sebagai berikut [1] : 
)]1()([)()1(  twtwztwtw jkjkjkjkjk        ……….….… (15)           
Atau 
)()1( twztw jkjkjk    …………………………….…….. (16)           
Dan  
)]1()([)()1(  twtwxtvtv jkjkijijij   ……………….. (17)     
     
Atau 
)()1( tvxtv ijijij     ………………………………….. (18)            
Dengan : 
x1 .. xn  : Masukan 
y1 .. yn  : Keluaran 
z1 .. zn  : Nilai lapisan tersembunyi 
vij  : Bobot antara lapisan masukan dan lapisan tersembunyi 
wjk  : Bobot antara lapisan tersembunyi dan lapisan keluaran 
   : Galat informasi 
   : Konstanta berkelanjutan 
 
Kecepatan konvergensi juga dapat ditingkatkan dengan memodifikasi laju belajar menjadi 
adaptif yang berubah selama proses pelatihan. Jika galat muncul lebih besar dari pada galat sebelumnya 
maka nilai bobot – bobot, prasikap, keluaran, dan galat yang baru diabaikan, dan nilai laju belajar 
diturunkan. Jika galat yang muncul lebih kecil dari pada galat sebelumnya, maka nilai bobot – bobot, 
prasikap, keluaran, dan galat yang baru disimpan, dan laju belajar ditingkatkan. 
7. Pengenalan Pola 
Pengenalan Pola dapat dikatakan sebagai kemampuan manusia mengenali objek-objek 
berdasarkan ciri-ciri dan pengetahuan yang pernah diamatinya dari objek-objek tersebut. Tujuan dari 
pengenalan Pola ini adalah mengklasifikasi dan mendeskripsikan pola melalui pengetahuan sifat-sifat 
atau ciri-ciri objek tersebut. Apakah pola dapat dikatakan sebagai identitas yang terdefinis dan dapat 
diberi suatu identifikasi atau nama. Pendekatan pengenalan pola ada 3 yaitu secara sintaks, statistik 
serta melalui jaringan saraf tiruan. Pendekatan secara sintaks adalah pendekatan dengan menggunakan 
aturan tertentu, misalnya baju si mamat mempunyai rule sebagai berikut, selalu berwarna Biru, 
bahannya kaos, bermerek adidas, lengannya lengan panjang dan memiliki berkerah. Jika ada sebuah 
baju dengan ciri-ciri 90% lebih dari ciri-ciri tersebut dapat dikatakan bajunya mamat dengan toleransi 
sekitar 10%. Pendekatan metoda statistik adalah pendekatan dengan menggunakan data-data yang 
berasal dari statisik misalnya dalam sebuah pasar saham terlihat kurva penjualan tertinggi adalah saham 
A, kemudian disusul saham B dan saham C, apabila seseorang datang ke pasar saham tersebut maka 
orang tersebut dapat dikatakan sekitar 95% orang tersebut membeli saham A, karena berdasarkan kurva 
saham A memiliki harga tertinggi. Pendekatan dengan pola jaringan saraf tiruan adalah pendekatan 
dengan menggabungkan pendekatan sintaks dan statistik. Pendekatan melalui pola-pola ini meniru cara 
kerja otak manusia, Pada pola ini sistem membuat rule-rule tertentu disertai dengan menggunakan data 
statistik sebagai dasar untuk pengambilan keputusan. Untuk pengenalan pola dengan pendekatan 
Jaringan Saraf Tiruan kita seolah – olah membuat sebuah sistem yang kinerjanya sama dengan otak 
kita. Agar sistem tersebut bisa menjadi cerdas, pelatihan terhadap sistem tersebut selama rentang waktu 
tertentu harus diberikan. Karena dengan melatih sistem tersebut maka akan menambah rule-rule serta 
data statistik yang digunakan oleh sistem untuk mengambil keputusan. 
 
Perolehan Pola Pada Aplikasi 
Perolehan pola pada aplikasi melewati lima proses. Gambar 3 merupakan gambaran proses yang akan 
dilewati setiap data citra yang akan diuji. Pola-pola ini yang akan menjadi informasi untuk setiap data 
citra wajah. Melalui pola ini pengenalan wajah akan dilakukan. 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3. Proses Perolehan Pola 
 
Penjelasan dari alur gambar 3 : 
1. Proses cropping dengan koordinat yang telah ditentukan. 
2. Proses perubahan gambar dengan tipe RGB menjadi Gray. 
3. Proses histeq yang dilakukan pada gambar hasil Gray. 
4. Proses filter pada gambar hasil histeq. 
5. Proses black-white dari gambar yang telah melewati proses filter.  
 
Gambar 4 adalah hasil pola yang didapatkan setelah melewati proses perolehan pola. Dapat dilihat pada 
gambar 4 bahwa citra dengan jenis jarak dekat dan sedang menghasilkan pola wajah yang tidak jauh 
berbeda. 
 
 
 
1 
2 3 4 5 
 
 
 
 
 
 
 
 
 
       Gambar 4. Hasil Perolehan Pola : 
(a) Jenis jarak dekat 
(b) Jenis jarak sedang 
 
 
 
 
 
 
 
 
 
      (a)      (b) 
 
8. Penutup 
Aplikasi pengenalan wajah yang dibuat pada penelitian kali ini menggunakan jaringan saraf 
tiruan dengan algoritma backpropagation. Data citra berupa wajah frontal dan kondisi pencahayaan 
relatif sama, dengan ukuran citra 350 X 300 piksel. Setiap wajah orang memiliki tiga jenis jarak 
pengambilan objek yaitu dekat, sedang dan jauh. Proses pelatihan harus dilakukan setiap kali aplikasi 
dijalankan. Proses pelatihan harus selesai dilakukan sebelum proses pengenalan wajah. Apabila tidak 
dilakukan proses pelatihan maka aplikasi tidak dapat melakukan pengenalan wajah. 
Setelah aplikasi diujicoba dan dianalisa, jaringan saraf tiruan dengan algoritma 
backpropagation dapat melakukan pengenalan wajah, akan tetapi berhasil/ tidaknya proses pengenalan 
wajah sangat dipengaruhi oleh penentuan parameter seperti hidden layer dan goal. Untuk menghasilkan 
konfigurasi parameter yang terbaik diperlukan waktu cukup lama dalam melakukan eksperimen untuk 
mencari parameter. 
 Pada aplikasi terdapat dua proses utama. Pertama adalah proses mengklasifikasikan jenis jarak 
pengambilan objek  Kedua adalah proses pengenalan wajah itu sendiri. Keseluruhan proses klasifikasi 
jenis jarak pengambilan ini 95.56% berhasil dilakukan terhadap 45 objek dari penelitian. Proses 
pengenalan wajah menunjukkan angka keberhasilan sebesar 82.23% dari 45 objek dari penelitian. 
Tingkat keberhasilan tersebut merupakan yang paling baik selama proses eksperimen untuk mencari 
konfigurasi parameter. Parameter yang digunakan untuk proses klasifikasi jenis jarak pengambilan 
adalah hidden layer 12 dan goal 0.0001 sedangkan untuk pengenalan wajah nilai hidden layer yang 
digunakan adalah 85 dan goal adalah 0.001. Banyaknya jumlah data citra untuk setiap wajah orang 
yang dilatih dapat mempengaruhi hasil proses pengenalan. Semakin banyak data yang dilatih, jaringan 
akan semakin baik mengenali pola sehingga hasil pengenalan akan lebih akurat, namun akan 
berdampak dengan melambatnya proses pelatihan. 
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