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Abstract
In this paper we introduce the steady state statis-
tics service as a useful means to collect approximate
statistical information about a peer-to-peer system.
As an example application we show how this ser-
vice can be employed for establishing an effective
deterministic join algorithm. Through simulation
we show that insertion of peers using the service
results in a well-balanced system. Moreover, our
join algorithm gracefully resolves load imbalances
in the system due to unfortunate biased leaves of
peers.
1 Introduction
Peer-to-peer (P2P) systems connect ordinary desk-
top computers throughout the Internet, leveraging
their united power beyond the sum of the individ-
ual parts. In a P2P system, peers share computer
resources and services without a central coordina-
tor. The most prevalent publicly available peer-to-
peer systems such as Gnutella or Kazaa focus on
the task of sharing multimedia data. In the near
future, however, we envision P2P systems designed
for more elaborate tasks, such as online collabora-
tions, or transactional database systems.
The growing popularity of real-world P2P sys-
tems has spawned a thriving research community.
The focus of most research is the development of
an efficient search operation (a.k.a. lookup mech-
anism): Given a search key, a peer responsible for
the key must be identified. This operation is re-
lated to hashing and is therefore sometimes also
known as distributed hashing in conjunction with
a distributed hash table (DHT).
Following the seminal work of Plaxton et al. [7],
an assortment of variants of P2P systems and dis-
tributed hashing algorithms have been proposed,
such as CAN [10], Chord [12], PAST [4], and
Kademlia [6]. These proposals can be summarized
as follows.1 Each peer is assigned a unique over-
lay identifier (which is typically a binary bit string,
as assumed for the rest of this paper). This ID
specifies the “domain space” of the peer; a peer is
responsible for storing all keys that are within its
domain space. In particular, a key is stored by the
peer whose bit string matches the longest prefix of
the key. A peer p with bit string b1b2 . . . bk keeps
contact with k other peers—its “neighbors.” Neigh-
bor pi (i = 1, . . . , k) of peer p features a similar bit
string as peer p; in particular all the first i− 1 bits
are the same as the bits of peer p, and the bit i
itself is inverted.2
The peers are connected in such a way that an
efficient logarithmic (in the number of peers, usu-
ally denoted by n) search operation is guaranteed,
and at the same time each peer only needs to con-
nect to a logarithmic number (that is, O(log n)) of
peers.3
In essence the logarithmic degree (number of
neighbors) and the logarithmic diameter (search
time) of P2P systems are required by the dynam-
ics and fluctuation of a P2P system. Peers are
highly unreliable—most users owning a peer will
join the P2P system only for the time they per-
1For reference, see Kademlia [6].
2Various systems handle the remaining bits differently;
this difference is not of relevance in this paper.
3There have also been proposed butterfly-based P2P ar-
chitectures such as Viceroy [5] that feature only a constant
number of neighbors; our contribution translates directly to
these approaches as well.
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sonally use (e.g. search and download a file) the
P2P system, which is on average only an hour [11].
A P2P system does not feature a stable central
server (or group of servers) that manages the sys-
tem. Instead, the P2P system is managed by the
peers themselves. Having only a logarithmic num-
ber of neighbors helps in the case of a leaving peer,
because only a logarithmic number of peers (the
neighbors of the peer that left) must search for a
new replacement neighbor.
1.1 Joins and Leaves
An important lingering problem, and the primary
focus of this paper, is how the overlay ID is assigned
to a peer. Since the P2P system is completely de-
centralized and highly dynamic, present solutions
assign the overlay IDs randomly. A newly join-
ing peer connects to an arbitrary peer in the P2P
system4, and chooses a random overlay ID. Simi-
larly to a search operation, the newly joining peer
searches for its place (determined by the randomly
chosen overlay ID) in the P2P system, and connects
to the neighbors. A peer leaving the P2P system
(generally without notice) drops all stored keys at
once.5
It is often argued (see Chord [12] for example)
that random overlay ID association will balance the
keys well. This is not quite true; in fact, a well-
known balls-into-bins analysis [8] will reveal that
there is a logarithmic imbalance factor [2]. In other
words, with high probability a highly loaded peer
stores a factor of Θ(log n) more keys than a peer
with average load.
There have been a number of recent proposals
on how to improve the imbalance. Byers et al. [2]
applied the “power of two choices”-paradigm origi-
nally developed by Azar et al. [1] to reduce the log-
arithmic imbalance to Θ(log n/ log log n). Rao et
al. [9] adopted hill-climbing techniques introduced
by Douceur et al. [3] in a different context to im-
prove the load balancing. Still, these improved so-
lutions are based on randomization.6 We propose a
non-randomized join algorithm deploying a new ab-
stract distributed information service for P2P sys-
tems, which leads to balanced P2P systems.
4This process is known as “bootstrapping.”
5In order to allow for fault tolerance, P2P systems store
keys at several peers; if one of the peers goes down, there
are still enough replicas available.
6A more cleverly form of randomization though.
The paper is organized as follows. In Section 2 we
introduce our service (dubbed “4S”) for P2P sys-
tems. Section 3 explains our join algorithms based
on the 4S. We compare the balance of our algo-
rithms for the join operation with random solutions
in Section 4. In Section 5 we give an implementa-
tion of 4S that does not generate additional traffic.
In Section 6 we conclude the paper.
2 Steady State Statistics Ser-
vice (4S)
The steady state statistics service (4S ) is an ab-
stract decentralized service which provides approx-
imate7 statistical information about the P2P sys-
tem.
4S is built on top of the regular P2P structure as
sketched in the introduction. The basic idea is as
follows: A peer p with bit string b1b2 . . . bk is consid-
ered to be an “expert” on all the sub domains of all
the prefixes of its bit string (that is, for b1b2 . . . bi,
i = 1, . . . , k). The expert knowledge is constructed
inductively through information exchange with the
neighbor peers. The peer p is by definition an ex-
pert about its own sub domain b1b2 . . . bk. Also,
the peer p can deduce the state in sub domain
b1b2 . . . bi by aggregating its own knowledge on sub
domain b1b2 . . . bi+1 (which is available by induc-
tion) with the knowledge provided by neighbor peer
pi+1 about sub domain b1b2 . . . bi+1 (peers period-
ically exchange sub domain information with their
neighbors). In the end, peer p can deduce the state
of the whole P2P system, which is equivalent to the
sub domain of the empty prefix.
For illustration, we give an example: We use 4S
to learn the total number of peers in the P2P sys-
tem. We assume to have a stable P2P system, as in
Figure 1. We describe our example from the per-
spective of peer p with bit string 001 (see Figure
2). Peers periodically exchange sub domain infor-
mation with their neighbors. In particular, peer p
sends the information that there is one peer in sub
domain 001 to neighbor peer p3 (with ID 000), and
in exchange learns that there is one peer in sub do-
main 000 from neighbor p3. Literally summing up
one and one, peer p deduces that there are 2 peers
7The exact up-to-date state of the whole system cannot
be known. This would be equivalent to consensus in an
asynchronous and dynamic distributed system, which is well
known to be impossible.
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ID:001
01
1
000
10
ID:1100
ID:011
Figure 1: A sample illustration of sub domains. Dashed
circles indicate the partitioning of the system into sub
domains for peer 001.
with prefix 00. Similarly, on the next higher level,
peer p exchanges information with neighbor peer p2
(ID 011) to learn there are 2 peers with prefix 01.
This sums up to a total of 4 peers with prefix 0.
In a last step, peer p learns from neighbor peer p1
(ID 1100) that there are 5 peers with prefix 1. Since
there are 4 peers with prefix 0 and 5 peers with pre-
fix 1, peer p knows that there is a total of 9 peers in
the P2P system. Note that 4S runs simultaneously
at every peer, and therefore provides statistics in a
bottom-up aggregated manner at every peer.
ID:1100
ID:001 ID:000
ID:011
“1 in 000“
2 peers
4 peers
9 peers
“1 in 001“
“2 in 00“ “2 in 01“
“4 in 0“ “5 in 1“
Figure 2: Illustration of the messages exchanged by
peer p = 001 for the example given in Figure 1.
The accuracy of 4S depends on the message
propagation mechanisms of the implementation. In
a stable system, 4S provides exact statistical in-
formation without message overhead. In a dy-
namic system, more accuracy requires more fre-
quent message exchanges between neighbors. We
discuss some of these implementational issues of 4S
in more detail in Section 5.
Besides the example, 4S can deliver a wide range
of information, such as the average up-time of
peers, or the total amount of bytes stored in the
system.
We emphasize that 4S is not coupled with any
specific P2P system and can be incorporated with
all existing proposals we are aware of. We advocate
4S as a basic building block for P2P systems that
can be used for all sorts of steady state statistics of
a P2P system.
3 Join Algorithm using 4S
The insertion of new peers is an essential and chal-
lenging operation in a P2P system. In this section
we introduce two join algorithms employing 4S as
an example application using information provided
by 4S.
3.1 Random Join (RJ)
Assignment of overlay IDs and insertion of new
peers into the P2P system is typically done very
similarly in all P2P proposals. As stated in Sec-
tion 1, joining peers are routed to their destina-
tion, which is determined by their randomly as-
signed overlay ID. We include this Random Join
(RJ) algorithm for reference in our simulations.
3.2 Number Join (NJ)
Through the 4S number of peers statistic service
presented in Section 2, each peer can deduce which
sub domain is sparser (has fewer peers). With a
first and simple join approach (Number Join, short
NJ ), a new peer (joiner) is first routed through the
P2P system to such sparse sub domains and then
assigned an overlay ID. At every passing peer, one
bit of the bit string of the joiner is fixed. This
guarantees termination. If a peer (inserter) cannot
route the joiner any further, it becomes responsible
for inserting the new peer. The inserter assigns the
joiner its own bit string plus a 1, and adds a 0 to
its own bit string, thus splitting its domain space
in half.
3.3 Depth Join (DJ)
As we will see in Section 4.1, the number of peers
in a certain sub domain is not an optimal criterion.
Consider Figure 1 again. Newly joining peers are
inserted on the left half of the tree, that is with pre-
fix 0, since the sub domain with prefix 0 is sparser.
This does not reduce the imbalance in the P2P sys-
tem, since the most loaded peer (ID 10) remains at
depth 2.
For an improved join algorithm we employ the
4S minimal depth statistic. The depth of a peer is
defined as the length of its bit string.8
8Note that we use bit strings of variable length. If the bit
strings are of fixed length, the depth of a peer is the length
of the so far assigned prefix of its bit string.
3
The minimal depth statistic of 4S works as fol-
lows (we consider the example given in Figures 1
and 2 again): Peer p with ID 001 wants to know in
which sub domain a peer with minimal depth can
be found. From its neighbor peer p3 (ID 000) it
knows that its minimal depth is 3, and so deduces
that with prefix 00 the minimal depth is 3, since
both the sub domain of p3 and p have the same
minimal depth. In the next inductive step, through
information exchanged with neighbor p2 (ID 01) it
learns that the minimal depth in the sub domain of
p2 is 3 as well. In a last step, peer p gets to know
from neighbor p1 (ID 1100) that the minimal depth
in its sub domain is 2. The overall minimal depth
is 2 and 4S provides peer p with this result.
The minimal depth (Depth Join, short DJ ) al-
gorithm works analogous to the NJ algorithm. In-
stead of using the number of peers, it uses the min-
imal depth statistic as criterion: joiners are routed
toward the sub domain with the smallest minimal
depth.
Note that both join approaches can be combined
with other load balancing strategies such as load-
stealing or load-shedding as described in [2].
As an additional feature, our join algorithms
also work against attackers: A malicious adversary
might attack a random join system by simply tak-
ing out all the peers of a sparse sub domain, making
that sub domain even sparser, and raising the load
of the remaining peers in the sub domain. Our non-
randomized solutions will constantly guide newly
joining peers towards the sparse sub domain, fill-
ing the gaps of the peers that left.
4 Simulation
We conducted a series of experiments running fine-
grained event-driven simulations (factoring in, for
example, message delay) of our algorithms. We ran
several simulations in order to test the algorithms
in different realistic situations, such as balanced
and imbalanced P2P systems. The size of the simu-
lated P2P system varies in the range from a couple
of hundreds up to tens of thousands of peers. New
peer arrivals are modeled as a Poisson process in
order to model a real world P2P system. In addi-
tion, each simulation consists of 10 runs in order to
average all measures and have statistically stronger
results.
We use two simple, but reasonable and handy cri-
teria for evaluating the proposed algorithms. The
first is the minimal depth D of a peer in the sys-
tem. We have chosen this quality measure since a
low depth stands for a high load. We therefore de-
sire a minimal depth to be as close as possible to
the optimal minimal depth.
The second measure, the balance measure B, is
more fine-grained and also takes the number of
peers with small depth into account:
B =
∑
i∈V
2−2di > 0
where V is the set of all peers in the sys-
tem and di is the depth of peer i. This way
we have a weighted measure in which peers with
smaller depth contribute more than peers with
larger depth. For expressiveness we normalize the
balance BAlg of algorithm Alg with the optimal
balance BOpt
9:
ρAlg =
BOpt
BAlg
> 0
By definition, an optimal algorithm Opt has a
ρOpt of 1.0.
4.1 Results
Already the na¨ıve NJ algorithm leads to good re-
sults when the initial setting for insertion of new
peers is a balanced P2P system (Figure 3).
9Note that in an optimal balanced P2P system all peers
are at depth blog2(n)c and dlog2(n)e.
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Figure 3: This simulation started with an initial P2P
system containing two peers. The graph shows distri-
bution of peers after insertion of 1106 peers with an
optimal depth of blog2(1108)c = 10.
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Figure 4: Initially the P2P system is populated with
995 peers in a imbalanced fashion. The graph shows
the distribution of peers after inserting 1113 peers to a
total of 2108 peers.
Unfortunately insertion of peers with the NJ al-
gorithm into imbalanced P2P systems does not
level out those (Figure 4). The problem is described
in Section 3.3. Consequently, the DJ algorithm is
superior to the others in resolving load imbalances
due to biased leaves of peers.
5 Implementation of 4S
In the implementation of 4S used in Section 3, ev-
ery peer periodically sends update messages to its
neighbors. The shorter the update interval, the
more accurate is the information available for join-
ing peers.
On the other hand, the shorter the interval, the
more update messages must be transmitted. For an
update interval of 90 time steps, for example, the
message load for 4S is 2.6 million with 563 peers,
while the number of messages sent for the join op-
eration is only in the order of thousands (Figure 5).
To be practical, the number of messages should be
small and scale with the number of peers.
As an improvement, we implement a second ap-
proach using an adaptive technique. Messages are
only sent if there is a change in the 4S data set.
For the 4S service providing minimal depth infor-
mation this means: a peer sends an update of the
4S information to its neighbor if the peer detects a
change in the minimal depth. Because changes of
minimal depth in an P2P system only take place
rarely, this clearly reduces the amount of messages
sent. Using the same simulation as above, the mes-
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Figure 5: This simulation used the DJ algorithm with
a periodic 4S with different update time interval. The
graph shows the distribution of peers after insertion of
561 peers into an empty P2P system.
sage count drops from millions to thousands, as can
be seen in Figure 6. Reducing the messages also re-
duces the quality of B.
Our final and preferred approach to reduce the
message overhead employs updating 4S informa-
tion while routing messages through the P2P sys-
tem. For our join application we simply piggy-
back the minimal depth with the “regular” mes-
sages. This introduces no additional messages into
the P2P system. As illustrated in Figure 6, the
quality only reduces scarcely.
Of course, piggybacking does not restrictively
Comparison of 4S strategies
0
50
100
150
200
250
300
350
400
450
500
7 8 9 10 11 12 13
Depth
N
u
m
b
e
r 
o
f 
p
e
e
rs
DJ/Periodic 90 DJ/Adaptive DJ/Piggyback
Message count for 4S with 
DJ/Periodic 90 -> 2'615'000
DJ/Adaptive -> 2'700
DJ/Piggyback -> 0
In comparison:
Message count for Join-> 5'000

DJ/Periodic 90 = 0.99

DJ/Adaptive = 0.91

DJ/Piggyback = 0.85
Figure 6: This graph shows the three described
approaches—Periodic 4S, Adaptive 4S, and Piggyback
4S—deployed for propagating 4S information through
the P2P system. The simulation started with an ini-
tial P2P system containing two peers and inserted 561
peers. This leads to an optimal depth of 9.
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Figure 7: This graph shows distribution of peers after
insertion of 22’211 peers with an optimal depth of 14.
apply to the insertion application. Any applica-
tion using a P2P system can employ piggybacking
to spread information within its regular messages.
This allows updating of 4S information at no addi-
tional message cost.
Simulations described so far use hundreds of
peers. In order to evaluate the scalability of our
approach, we simulate our proposed DJ algorithm
with piggyback 4S in a larger setting. Figure 7
shows that our solution performs better with re-
spect to balancing in a P2P system with about
22’000 peers inserted, compared to the commonly
used random join, at no additional message cost.
6 Conclusion
We introduced the steady state statistics service
as a simple yet useful tool for P2P systems. As a
sample application we showed how 4S is employed
for join operations. Our proposed join algorithm
is based on minimal depth information provided
by 4S. We show through simulation that it results
in better balanced P2P systems than the standard
assignment of random overlay IDs, especially in the
case where the leaves leave behind an imbalanced
P2P system.
As a next step we plan to integrate our join ap-
proach using steady state statistics service into an
existing P2P system. We intend to conduct exper-
iments in a real-world setting. Besides inserting
peers, we believe that 4S information can be em-
ployed by a wide variety of other applications.
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