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Asymptotic behaviour of tame nilpotent harmonic bundles
with trivial parabolic structure
Takuro Mochizuki
Abstract
Let E be a holomorphic vector bundle. Let θ be a Higgs field, that is a holomorphic section of End(E)⊗
Ω1,0X satisfying θ
2 = 0. Let h be a pluriharmonic metric of the Higgs bundle (E, θ). The tuple (E, θ, h) is
called a harmonic bundle.
Let X be a complex manifold, and D be a normal crossing divisor of X. In this paper, we study the
harmonic bundle (E, θ, h) over X −D. We regard D as the singularity of (E, θ, h), and we are particularly
interested in the asymptotic behaviour of the harmonic bundle around D. We will see that it is similar to
the asymptotic behaviour of complex variation of polarized Hodge structures, when the harmonic bundle
is tame and nilpotent with the trivial parabolic structure. For example, we prove constantness of general
monodromy weight filtrations, compatibility of the filtrations, norm estimates, and the purity theorem.
For that purpose, we will obtain a limiting mixed twistor structure from a tame nilpotent harmonic
bundle with trivial parabolic structure, on a punctured disc. It is a partial solution of a conjecture of
Simpson.
Keywords: Higgs fields, harmonic bundle, variation of Hodge structure, mixed twistor structure.
MSC: 14C30, 58E20, 30F99.
1 Introduction
1.1 Harmonic bundles
Let X be a complex manifold. Let (E, ∂E) be a holomorphic bundle. Let θ be a Higgs field of E, namely,
it is a holomorphic section of End(E)⊗Ω1,0 satisfying θ ∧ θ = 0. Let h be a hermitian metric of E. Let ∂E
denote the (1, 0)-part of the metric connection of (E, ∂E, h). We also have the adjoint θ
† of θ with respect
to the metric h. Then we obtain the following connection:
D
1 := ∂E + ∂E + θ + θ
† : C∞(X,E) −→ C∞(X,E ⊗ Ω1X ). (1)
More generally, we obtain the following λ-connection for any λ ∈ C:
D
λ := ∂E + θ + λ · (∂E + θ†) : C∞(X,E) −→ C∞(X,E ⊗Ω1X ).
Definition 1.1 The metric h is called pluriharmonic, if the connection D1 is flat, that is, D1 ◦D1 = 0. The
tuple (E,∂E , θ, h) is called a harmonic bundle.
Note that the condition is equivalent to “Dλ ◦Dλ = 0 for all of λ”. We have D0 = ∂E + θ, and the condition
D
0 ◦ D0 = 0 is equivalent to the condition that θ is a Higgs field.
Remark 1.1 Probably, such object should be called a ‘pluriharmonic bundle’. However we use ‘harmonic
bundle’ for simplicity.
Let D be a normal crossing divisor of a complex manifold X. In this paper, our main interest is a
harmonic bundle over X −D, and we investigate the asymptotic behaviour of the harmonic bundle around
D. We will impose the following conditions (see the subsection 4.2 for more detail):
Condition 1.1 Let P be any point of X, and (U , ϕ) be an admissible coordinate around P (Definition 4.1).
On U, we have the description:
θ =
l∑
j=1
fj · dzj
zj
+
n∑
j=l+1
gj · dzj .
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(Tameness) Let t be a formal variable. We have the polynomials det(t − fj) and det(t − gj) of t, whose
coefficients are holomorphic functions defined over U −⋃lj=1Dij . When the functions are extended to
the holomorphic functions over U, the harmonic bundle is called tame at P .
(Nilpotentness) Assume that the harmonic bundle is tame at P . When det(t − fj)|U∩Dij = tr, then the
harmonic bundle is called nilpotent at P .
When (E, ∂E, h, θ) is a tame nilpotent at any point P ∈ X, then it is called a tame nilpotent harmonic
bundle.
(Trivial parabolic structure) We say that the parabolic structure of (E,∂E , θ, h) is trivial, if the parabolic
structure of the prolongment of the restriction (E, ∂E, θ, h)|C is trivial for any holomorphic curve C
transversal with D. (See Condition 4.1 and Definition 4.5).
In the words of the flat bundle (E,D1), the combination of the nilpotentness condition and the triviality
of the parabolic structures are described as follows:
Condition 1.2
1. The monodromies around the components of D are unipotent.
2. Let s be a multiple-flat section. Let (U , ϕ) be an admissible coordinate around P . Then we have
C1 ·∏li=1 |zi|ǫ ≤ |s|h ≤ C2 ·∏li=1 |zi|−ǫ. (Precisely, we need only the estimate on curves.)
Recall that the harmonic bundle can be regarded as a generalization of the complex variation of polarized
Hodge structures (CVHS). On the CVHS, the highly developed theories for the asymptotic behaviour are
well known due to Cattani-Kaplan-Schmid and Kashiwara-Kawai. Briefly and imprecisely speaking, their
results say that we have some nice relations between the monodromies, and that the monodromy weight
filtrations describe the asymptotic behaviour. Although their results indicate the direction of our study, it
seems difficult to directly apply their method in our case.
When the base manifold X is one dimensional, such behaviour was deeply studied by Simpson. Moreover,
he proposed the ‘mixed twistor structure’, which is quite important for the study in the case X is higher
dimensional. In fact, most of the essential ideas contained in this paper are due to Simpson (see [32], [33],
[34] and [35]): We will heavily owe to many results and methods that he developed in [32] and [33]. We
will often use them without mention his name. The papers are fundamental for our study of harmonic
bundles. The mixed twistor structure was introduced in [34]. The mixed twistor structure permits us to
obtain some compatibilities on the relations between the monodromy weight filtrations at the intersection
points of divisors. (Such compatibilities are well known for the complex variation of the polarized Hodge
structure.) It seems difficult for the author to obtain such results, if we use only some rather classical elliptic
analytic argument without mixed twistor structure.
1.2 Main results
Recall that the harmonic bundle can be regarded as a generalization of the complex variation of Hodge
structure. Briefly speaking, our final but unreached purpose in this study is to see the following:
The asymptotic behaviour of a tame harmonic bundle around the singularity is similar to the
behaviour of CVHS around the singularity, in some sense.
As is already noted, we will mainly investigate the tame harmonic bundles under the assumptions of
nilpotentness and the triviality of parabolic structures. We explain what results are obtained in the case
dimX = 2.
1.2.1 Flat connection
Since we are interested in the asymptotic behaviour around the singularity of harmonic bundles, we can
assume that X = ∆2 = {(z1, z2) | |zi| < 1} and D = D1 ∪D2. Here we put Di := {zi = 0}. Let (E, ∂E , θ, h)
be a tame nilpotent harmonic bundle with trivial parabolic structure over X−D. Let P be a point of X−D.
We have the loop γi : [0, 1] −→ X −D defined as follows:
zj(γi(t)) =
{
zi(P ) · exp(2π
√−1t) (j = i)
zj(P ) (j 6= i).
We put V = E|P . We have the monodromy M(γi) ∈ End(E|P ) with respect to the flat connection D1
given in (1). Due to our assumption, it is unipotent. Thus we have the logarithm Ni = logM(γi). We put
N(a) =
∑2
i=1 ai ·Ni for a = (a1, a2) ∈ R2>0. Let W (a) denote the weight filtration of N(a). We have the
constantness of the filtration on the positive cone. Namely, the following holds.
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Theorem 1.1 We have W (a1) =W (a2) for any ai ∈ R2>0.
We put N(1) = N1 and N(2) = N1 + N2. We denote the weight filtration of N(j) by W (j). Let
Gr(1) denote the associated graded space of W (1). Then we have the induced filtration W (1)(2) on Gr(1).
On the other hand, we have the induced action N (1)(2) on Gr(1). Let W (N (1)(2)) denote the weight
filtration of N (1)(2). Namely, we have two filtrations W (1)(2) and W (N (1))(2) on the graded vector space
Gr(1) =⊕h Gr(1)h .
Theorem 1.2 We have W (1)(2)a+h ∩ Gr(1)a =W (N (1)(2))h ∩ Gr(1)a .
We put H := {ζ = x + √−1y ∈ C | y > 0}. Then we have the universal covering π : H2 −→ X − D
defined by π(ζ1, ζ2) =
(
exp(2π
√−1ζ1), exp(2π
√−1ζ2)
)
. We put as follows:
Z˜(id, 2, C,A) :=
{
(x1 +
√−1y1, x2 +
√−1y2) ∈ H2
∣∣ |x1| < A, |x2| < A, C · y1 > y2,}.
Let P˜ be a point of Z˜(id, 2, C,A). We have the pull back π∗(E,D1, h). The fibers π∗(E)|P˜ and E|P are
naturally identified.
Let u be a non-zero element of E|P . Then we have the numbers hj = deg
W (j)(u) for j = 1, 2. Let f be
a flat section of (π∗E,D1) such that f|P˜ = u.
Theorem 1.3 There exist positive numbers C1 and C2 such that the following inequality holds on Z˜(id, 2, C,A):
0 < C1 ≤ |f |2h · yh11 · yh2−h12 ≤ C2.
From the tuple (V,N1, N2), we obtain the following complex:
Π(N1, N2) : V
d−→ Im(N1)⊕ Im(N2) d−→ Im(N1N2).
It is easy to see H0(Π(N1, N2)) = Ker(N1) ∩ Ker(N2) and H2(Π(N1, N2)) = 0. The filtration W (2) on V
induces the filtration W of the complex as follows:
Wk(V ) =W (2)k, Wk(Im(Ni)) = Ni(W (2)k), Wk(Im(N1N2)) = N1N2(W (2)k).
It induces the filtration W on the cohomology group H∗(Π(N1, N2)).
Theorem 1.4 (Purity theorem) Assume that (E, ∂E, θ, h) has a real structure. We haveWkH
k(Π(N1, N2)) =
Hk(Π(N1, N2)). In other words, the naturally defined morphisms Ker(d)∩Wk(Π(N1, N2)k) −→ Hk(Π(N1, N2))
are surjective.
Remark 1.2 Due to Cattani-Kaplan-Schmid and Kashiwara-Kawai, the intersection cohomology and the
L2-cohomology of CVHS are isomorphic. The purity theorem was crucially used for the proof of such coinci-
dence. Although we do not discuss the relation between the intersection cohomology and the L2-cohomology
of harmonic bundles in this paper, it seems appropriate to include the purity theorem here. The author
intends to study the relations between L2-cohomology and the intersection cohomology in another paper.
1.2.2 Holomorphic bundles
In the previous subsubsection, we state the results in terms of the flat bundles and the monodromies. It
is reworded in terms of the holomorphic flat bundles and the residues. The (0, 1)-part ∂ + λ · θ† of the
connection D1 gives a holomorphic structure d′′ 1 to the C∞-vector bundle E. We denote the holomorphic
bundle (E,d′′ 1) by E1. Let ⋄E1 denote the prolongment of E1 by an increasing order. (See subsection 4.1.)
We can show that ⋄E1 is locally free and same as the canonical extension, i.e., D1 is of log type on ⋄E1.
We have the residues Ni := ResDi(D
1) ∈ Γ(Di, End(⋄E1|Di)) for i = 1, 2. We put D1 = D1 and
D2 = D1 ∩D2. For a ∈ R2>0, we put N(a) :=
∑2
i=1 ai · Ni |D2 . Let W (a) denote the weight filtration of
N(a).
Theorem 1.5 (Theorem 7.1) We have W (a1) =W (a2) for any ai ∈ R2>0.
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On D1, we put N(1) = N1. Let W (1) denote the weight filtration of N(1), which is a filtration of
⋄E1D1
by vector subbundles. We obtain the graded vector bundle Gr(1) on D1.
On D2, we put N(2) =
∑2
i=1Ni |Di . Let W (2) denotes the weight filtration of N(2), which is a filtration
of ⋄E1D2 .
Let consider Gr(1)|D1 . The filtration W (2) of
⋄E1|D2 induces the induced filtration W (1)(2) of Gr(1)|D1 . On
the other hand, N(2) induces the endomorphism N (1)(2) of Gr(1)|D2 . Then we obtain the weight filtration
W (N (1)(2)).
Theorem 1.6 (Theorem 8.1) We have W (1)(2)h+a ∩Gr(1)a =W (N (1)(2))h ∩Gr(1)a for any integers a and
h.
We will see more strong compatibility in Theorem 8.2. Clearly, we can replace the role of N1 and N2
(Theorem 8.3).
Let take a holomorphic frame v = (v1, . . . , vr) of
⋄E1 over X, compatible with the sequence of the
filtrations (W (1),W (2)). Namely it satisfies the following:
• v|Dj is compatible with the filtration W (j) over Dj . In particular, we obtain the induced frame v(1)
over D1.
• v(1)
|D2
is compatible with W (1)(2).
• We have degW (2)(vi) = degW (1)(2)(v(1)i ).
We put 2 · k1(vi) := degW (1)(vi) and 2 · k2(vi) := degW (2)(vi) − degW (1)(vi). We obtain the C∞-frame
v
′ = (v′1, . . . v
′
r) of E1 over X −D defined as follows:
v′i := vi · (− log |z1|)−k1(vi) · (− log |z2|)−k2(vi).
For a positive number C, we put as follows:
Z(id, 2, C) := {(z1, z2) ∈ X −D | |z1|C < |z2|}.
Theorem 1.7 (Theorem 9.1) On Z(id, 2, C), the C∞-frame v′ is adapted. Namely the hermitian matrix-
valued functions H(h, v′) and the inverse H(h, v′)−1 are bounded over Z(id, 2, C).
Clearly we can replace the roles of 1 and 2 (Theorem 9.2).
We put V = ⋄E1|D2 and Ni := Ni |D2 .
Theorem 1.8 (Theorem 9.6) Assume that (E,∂E , θ, h) has a real structure. The purity theorem for
(V,N1,N2) holds.
Let v be a holomorphic frame of ⋄E1, which is compatible with W (2) on D2. We put 2 · k(vi) :=
degW (2)(vi). Let consider the morphism ψm,2 : X −D −→ X −D defined by ψm,2(z1, z2) = (zm1 , zm2 ). We
have the pull back ψ∗m,2(E1,D1, h). We have the frame v(m) of ψ∗m,2E1 defined as follows:
v
(m)
i = ψ
∗
m,2(vi) ·m−k(vi).
Let F =
⊕r
i=1O∆∗ ·ui denote the trivial holomorphic bundle with the frame u = (ui). We denote the holo-
morphic structure of F by d′′F . Due to the frames v
(m) and u, we obtain the isomorphism Φm : ψ
∗
m,2E1 −→ F .
Then we obtain the sequences of the metrics {h(m)}, the connections {D1 (m)}, the (non-holomorphic) Higgs
fields {θ(m)} and the conjugates {θ(m) †}. We also obtain the sequences of the holomorphic structures
∂
(m)
F := d
′′
F − θ(m) †.
Theorem 1.9 (Theorem 9.5)
• We can pick a subsequence {mi} of {m} such that the corresponding sequences {h(mi)}, {D1 (mi)},
{θ(mi)}, {θ(mi) †}, {∂(mi)F } converge in the Lpl -sense for any l and for any sufficiently large p. The
limits are denoted by h(∞), D(∞), θ(∞), θ† (∞), and ∂
(∞)
F .
• The tuple (F, ∂(∞)F , θ(∞), h(∞)) is a CVHS.
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1.3 Mixed twistor structure
In the previous subsection, we stated the results for the holomorphic flat bundle (E1,D1). In fact, we will
consider the λ-connections (Eλ,Dλ), and the conjugates (E†µ,D†µ) for all λ and µ. We will show similar
results, at once. It is the merit to consider all of λ and µ that we obtain a limiting mixed twistor structure,
which is a partial solution of a conjecture by Simpson in [34]. (See Definition 2.30 for the definition of mixed
twistor.)
Let (E,∂E , θ, h) be a tame nilpotent harmonic bundle with trivial parabolic structure over ∆
∗ 2. Let P be
a point of ∆∗ 2, and O be the origin of ∆2. We obtain the vector bundle S(O,P ) over P1, and the morphisms
N△i : S(O, P ) −→ S(O, P )⊗OP1(2) for i = 1, 2. (See the subsubsection 5.2.2 for the construction.) We put
N△(2) :=
∑2
i=1N
△
i . We denote the weight filtration of N
△(2) by W (2).
Theorem 1.10 (A limiting mixed twistor theorem, Theorem 7.2)
• For any neighborhood U of O in ∆2, we can take an appropriate point P ∈ U ∩ ∆∗ 2 such that the
filtered vector bundle (S(O, P ),W (2)) is a mixed twistor.
• The morphisms N△i is a morphism of mixed twistors.
The mixed twistor structure is essentially used in the proof of the compatibility of the filtrations, that
is, Theorem 1.6. Briefly speaking, the proof of Theorem 1.6 is divided into three steps.
Step 1. Let b denote the bottom number of the filtration W (1)b. We see that we only have to prove the
coincidence in the bottom part, i.e., W (1)(2)h+b ∩ Gr(1)b =W (N (1)(2))h ∩ Gr(1)b .
Step 2. We see the implication W (1)(2)h+b ∩ Gr(1)b ⊃W (N (1)(2))h ∩ Gr(1)b .
Step 3. We see the coincidence W (1)(2)h+b ∩ Gr(1)b =W (N (1)(2))h ∩ Gr(1)b .
The step 1 is rather elementary. We will only use the linear algebra. In the step 2, we use a comparison
method and norm estimate in one dimensional case. However we need only rather classical analysis. We use
the mixed twistor in the step 3. We need the following:
• The filtration W (2) of S(O, P ) is a mixed twistor structure. This is a consequence of a limiting mixed
twistor theorem.
• We have the vector bundle:
GrW (N(1)(2))b,h :=
Gr(1)b ∩W (N (1)(2))h
Gr(1)b ∩W (N (1)(2))h−1
.
The equalities c1(GrW (N
(1)(2))
h,b ) = (h+ b) · rank(GrW (N
(1)(2))
h,b ) hold for any h. Here c1(F) denotes the
first Chern class of a coherent sheaf F on P1.
From these two facts and the implication W (1)(2)h+b ∩ Gr(1)b ⊂ W (N (1)(2))h ∩ Gr(1)b , we obtain the coinci-
dence, due to some general lemma for mixed twistors.
However, the consideration of all (Eλ,Dλ) and (E†µ,D†µ) raises some difficulties. It is a principle that
the arguments over C∗λ = C
∗
µ are not different from the arguments for λ = 1. On the other hand, we need
some additional argument around λ = 0.
One big difference is the existence of normalizing frames. Let v be a holomorphic frame of Eλ over X−D.
We obtain the λ-connection form A =∑Aj ·dzj/zj ∈ Γ(X −D,M(r)⊗Ω1,0X−D), determined by the relation
Dv = v · A. If Aj are constant, the frame v is called a normalizing frame. When λ 6= 0, we can always take
a normalizing frame. On the contrary, we do not have a normalizing frame in general, in the case λ = 0.
We will see that ⋄Eλ is locally free. Simpson has already shown that ⋄Eλ is locally free, if the base manifold
is one dimensional. By using the fact, it is easy to see that the normalizing frame of the prolongment Eλ
gives, in fact, the frame of ⋄Eλ. However, we have to prove some extension property of holomorphic sections
on hyperplanes, if λ = 0,
One more point which we should care the conjugacy classes of the residues Ni. When the base manifold
is one dimensional, Simpson showed that the conjugacy classes of N|(λ,O) are independent of λ. Thus it is
easy to see that the conjugacy classes of N1 | (λ,Q) are independent of λ, when Q is contained in D1−D2. On
the other hand, it is easy to see the conjugacy classes of N1 | (λ,Q) are independent of Q due to the existence
of a normalizing frame, when we fix λ 6= 0. As a result, we can immediately obtain that the conjugacy
classes of N1 | (λ,Q) are independent of (λ,Q) ∈ Cλ×D1−{0}×D2. However we need some argument to see
that the degeneration of the conjugacy classes does not occur at {0} ×D2. Interestingly, we can show that
the conjugacy classes of N1 | (λ,Q) are independent of λ for any Q ∈ D1, by using a limiting mixed twistor
theorem.
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1.4 Outline of the paper
1.4.1 Section 2
In the subsections 2.1–2.4, we make a preparation on the commuting tuples of nilpotent maps and the weight
filtrations, on vector spaces or vector bundles. The most part is well known and standard. What we would
like to see is summarized in Corollary 2.2, Proposition 2.1 and Corollary 2.3. In the subsection 2.5, we recall
mixed twistor structure and give lemmas which will be used later. The author feels that the mixed twistor
is useful when we would like to obtain a lower bound of the degree with respect to a filtration.
1.4.2 Section 3
In the subsection 3.1, we recall the definition of harmonic bundles. Following Simpson ([34] and [35]), we
consider the deformed holomorphic bundle and the conjugate. In the subsection 3.2, we recall some easy
examples of harmonic bundles over the punctured disc ∆∗. In particular, the model bundlesMod(l, a, C) will
be used later as a convenient tool. These examples can be closely investigated by direct calculations. Some
results, for example, the corollaries 3.1, 3.2, 3.3, 3.4 and 3.5 will be used. In the subsection 3.3, we discuss
the ‘convergency’ of a sequence of the harmonic bundles. We will see that we can pick a nice ‘convergent’
subsequence, as is naturally expected from the ellipticity of harmonic bundles.
1.4.3 Section 4
In the subsection 4.1, we prepare some words used in this paper. In the subsection 4.2, we recall definitions
of tameness and nilpotentness. We will recall an estimate of the norms of Higgs fields with respect to
the metric. In the subsection 4.3, we will recall some results of Simpson in one dimensional case. In the
subsection 4.4, we will recall the definition of triviality of parabolic structures. We will also see that the
tame nilpotent rank one harmonic bundle with trivial parabolic structure is smooth.
After the subsection 4.4, the harmonic bundles will be always assumed to be tame, nilpotent and has
trivial parabolic structure.
In the remaining of the section 4, we will see that the prolongment ⋄E of the deformed holomorphic
bundle by an increasing order are locally free. We will use some ideas of Cornalba-Griffiths ([10]). In the
subsection 4.5, we recall something from their paper. In the subsubsections 4.6.1–4.6.2, a normalizing frame
gives a frame over X ♯, and we show that ⋄E is locally free if ⋄E0 is locally free. In particular, it implies that
the ⋄E is locally free when the base manifold is one dimensional. In the subsubsection 4.6.3, we state the
family versions of the results in the subsection 4.3. In the subsection 4.7, we will show the extendability of
the sections on hyperplane in the case λ = 0. It immediately implies that ⋄E0 is locally free, and thus that
the ⋄E is locally free. In the subsection 4.8, we see the functoriality of the prolongment.
1.4.4 Section 5
In the subsections 5.1–5.2, we recall the construction of the vector bundle S(Q,P ) of Simpson. In the
subsection 5.3, a limiting mixed twistor theorem is given and proved, in the one dimensional case. In the
subsubsection 5.4.1, a refinement for higher dimensional case is given. Once we obtain a mixed twistor
structure, briefly speaking, we know that ‘a degeneration at λ = 0 does not occur’. Some easy and useful
consequences of such type are given in the subsubsections 5.4.2 and 5.4.3. In the subsubsection 5.4.4, we give
a weak constantness of the filtrations as an easy consequence of a limiting mixed twistor structure, although
it can be shown without mixed twistor structure.
1.4.5 Section 6
In the subsection 6.1, we explain our method of comparison to obtain some estimate for metrics. The
method will be used in the beginning of all of the latter sections. Briefly speaking, the method reduces
the estimate over the region to the estimate over the boundary. Since the dimension of the boundary is
lower, we can use an estimate for lower dimensional case. (In the subsection 6.1, we only need a rough
estimate on the boundary.) In the subsection 6.2, we consider the morphisms ψm,1 : ∆
n −→ ∆n defined
by (z1, . . . , zn) 7−→ (zm1 , z2, . . . , zn). For a harmonic bundle (E,∂E , θ, h) over ∆∗ l × ∆n−l, we obtain the
sequence
{
ψ∗m,1(E, ∂E, θ, h)
}
of harmonic bundles. We can apply the result of the subsection 3.3, due to the
rough norm estimate obtained in the subsection 6.2. In the subsection 6.3, we see some orthogonality in the
limit. In particular, we see that the limiting harmonic bundle is a CVHS in one dimensional case. In the
6
subsection 6.4, we investigate the first Chern class of the vector bundle GrW (N△(1)(2))h1,h2 over P1, obtained in
the subsubsection 5.4.3.
1.4.6 Section 7
In the section 7, we will prove the constantness of the filtrations on the positive cones for the tuple of
residues of harmonic bundles. As a preliminary, we give a norm estimate in some special case in the
subsection 7.1. Then we consider the morphisms ψm,n : ∆
n −→ ∆n defined by (z1, . . . , zn) 7−→ (zm1 , . . . , zmn )
in the subsection 7.2. By investigating the limiting harmonic bundle, we obtain the constantness of the
filtrations on the positive cones in some special case. Although the theorem is stated in the subsection 7.3,
the main part of the proof is done in the subsection 7.2.
1.4.7 Section 8
In the section 8, we see the strongly sequential compatibility of the residues. In the subsubsection 8.1.1, we
see some compatibility in the bottom part in the two dimensional case. By using a method of comparison,
we obtain some implication of the filtrations. Then we obtain the coincidence by using the result in the
subsubsections 5.4.3 and Lemma 2.19 for mixed twistor structures. Once we know such compatibility in two
dimensional case, a similar compatibility in the higher dimensional case is easy to obtain, which is shown in
the subsubsection 8.1.2. Then we obtain the theorems in the subsection 8.2.
1.4.8 Section 9
In the subsection 9.1, we obtain a norm estimate. As a preliminary, we consider the pull back of harmonic
bundle (E,∂E , θ, h) via the ‘blowup’ φN : X˜ −→ X, and we obtain the norm estimate for φ∗N(E, ∂E , θ, h)
in the subsubsection 9.1.1. The method is same as that in 6.1. Since we have already shown the strongly
sequential compatibility of the residues in the subsection 8.2, we can obtain a stronger estimate. By translat-
ing such a result, we obtain the theorem in the subsubsection 9.1.3. In the subsubsection 9.2.1, we consider
the pull backs of the harmonic bundles via the morphism ψm,n, as in the subsection 7.2. Then we obtain a
limiting harmonic bundle. We see that it is, in fact, a CVHS. As an application of limiting CVHS, we see
the purity theorem in the subsubsection 9.2.3.
1.5 Some remarks
Unfortunately, this paper looks rather long. However, the reader will know that much of the part is ele-
mentary and not new for both of the reader and the author. Many of the definitions, the lemmas and the
propositions are more or less standard, familiar and obvious. They are included to clarify what the author
would like to say.
This paper is the revision of [27]. The main difference is as follows:
• In [27], the dimensions of the base manifolds are assumed to be less than two. In this paper, we
discuss higher dimensional case. The much part of the preliminary for the filtrations are added for
that purpose.
• The explanation for the norm estimate in one dimensional case is added. In [33], such estimates are
stated for the cases λ = 0 and λ = 1. Clearly his argument works for the other λ. We only indicate
how to change.
• The explanation for the prolongation of the deformed holomorphic bundle is added.
• The mixed twistor structure is used more efficiently. As a result, some arguments for the filtrations on
the divisors are simplified.
• The author hopes that the discussion and the explanation in this paper are more clear than the previous
version [27].
The author’s original motivation of the study is to generalize the Kobayashi-Hitchin correspondence
(see for example, [4], [13], [32], [33] and [37]). Namely he would like to clarify the relation of stable Higgs
bundles and harmonic bundles. For that purpose it is clearly important to characterize the residues of the
Higgs fields. Unfortunately, the understanding seems insufficient to solve such problem in this stage, for
the author. Probably, one direction of the study is a more precise comparison of a limiting CVHS and the
original harmonic bundle.
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1.7 Some sets
We will use the following notation:
Z: the set of the integers, Z>0: the set of the positive integers,
Q: the set of the rational numbers, Q>0: the set of the positive rational numbers,
R: the set of the real numbers, R>0: the set of the positive real numbers,
C: the set of the complex numbers, n: the set {1, 2, . . . , n},
Sl: the l-th symmetric group.
We put as follows:
∆(C) := {z ∈ C | |z| < C}, ∆∗(C) := {z ∈ C | 0 < |z| < C}, C∗ = {z ∈ C | z 6= 0}.
When C = 1, we often omit to denote C, i.e., ∆ = ∆(1) and ∆∗ = ∆∗(1). If we emphasize the variable, we
describe as ∆z, ∆i. For example, ∆z × ∆w = {(z, w) ∈ ∆ ×∆}, and ∆1 × ∆2 = {(z1, z2) ∈ ∆ × ∆}. We
often use the notation Cλ and Cµ.
Unfortunately, the notation ∆ is also used to denote the Laplacian. The author hopes that there will be
no confusion.
The set of r× r-matrices with C-coefficient is denoted by M(r), and the set of r× r-hermitian matrices
by H(r).
In general, qi : X
n −→ X denotes the projection onto the i-th component, and πi : Xn −→ Xn−1 denotes
the projection omitting the i-th component. However we will often use π to denote some other projections.
Let l be a positive integer. We have the decomposition of Rl≥0 into
∐
I⊂lR
I
>0, defined as follows:
RI>0 := {(a1, . . . , al) ∈ Rl≥ 0 | ai > 0⇐⇒ i ∈ I}.
Let l be a positive integer, C be a positive real number, and σ be an element of Sl. Then we put as
follows:
Z(σ, l, C) :=
{
(z1, . . . , zn) ∈ ∆∗ l ×∆n−l
∣∣ |zσ(i−1)|C < |zσ(i)| i = 2, . . . , l}.
2 Preliminary for filtrations
2.1 Vector space and filtrations
2.1.1 Base and metric
Let V be an n-dimensional vector space over C. To describe a base of V , or more generally, to describe a
tuple of elements of V , we use a notation v = (v1, . . . , vn). Let v and w be two bases of V . We obtain the
matrix A = (Ai j) determined by the following formula:
vj =
∑
i
Ai j · wi.
In that case, it is described as v = w ·A.
Let h be a hermitian metric of V . Then we have the hermitian matrix H(h, v) = (Hi j) determined as
follows:
Hi j := h(vi, vj).
The H(h, v) ∈ H(n) is called the hermitian matrix of the metric h with respect to v.
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2.1.2 Compatibility with direct sum
Let V be a finite dimensional vector space with a direct sum decomposition V =
⊕
i Vi.
Let v be a non-zero element of V . It is called compatible with the decomposition if there exists an i such
that v ∈ Vi. The number i is called the degree of v.
Let v = (v1, . . . , vn) be a base of V . It is compatible with the decomposition if each vi is compatible
with the decomposition.
LetW be an increasing filtration of V . It is called compatible with the decomposition ifWj =
⊕
i(Wj∩Vi)
for any j. We denote the induced filtration of Vi by W ∩ Vi.
Let f be an endomorphism of V . It is called compatible with the decomposition if f(Vi) ⊂ Vi.
For a tuple (u1, . . . , ul) of elements of V , 〈u1, . . . , ul〉 denotes the vector subspace generated by (u1, . . . , ul).
2.1.3 Filtration
In this paper, we mainly use increasing filtrations. Thus ‘filtration’ means an ‘increasing filtration’ if we do
not notice.
Let V be a vector space with a filtration W , the associated graded vector space is denoted by GrW =⊕
iGr
W
i , where Gr
W
i := Wi/Wi−1.
For a filtration W , we have the number b(W ) determined as follows:
b(W ) := min{h |GrWh 6= 0}.
The number b(W ) is called the bottom number of W .
For a non-zero element v ∈ V , the number degW (v) is defined as follows:
degW (v) := min{h | v ∈ Wh}.
The number degW (v) is called the degree of v with respect to the filtration W . We have the induced element
v(1) of GrWdegW (v)(V ).
Let v = (v1, . . . , vn) be a base of V . We say that v is compatible with the filtration W , if the following
is satisfied:
For any i, we have a subset I ⊂ {1, . . . , n} such that {vj | j ∈ I} gives a base of Wi.
In that case, the induced elements v(1) = {v(1)1 , . . . , v(1)n } gives a base of GrW (V ) compatible with the natural
decomposition.
An endomorphism f of V is called compatible with the filtration W if f(Wi) ⊂ Wi.
2.1.4 The induced filtrations
Let W (1) and W (2) be a filtrations on V . We have the graded associated space of W (1):
Gr(1) :=
⊕
a
Gr(1)a , Gr
(1)
a := Gr
W (1)
a .
We have the induced filtration W (1)(2) by W (2) on Gr(1), which is defined as follows:
W (1)(2)l :=
⊕
a
W (1)(2)l ∩Gr(1)a , W (1)(2)l ∩Gr(1)a := W (2)l+a ∩W (1)aW (1)a−1 ⊂ Gr
(1)
a .
Let (W (1),W (2), . . . ,W (n)) be a filtrations on V . We have the induced filtrations (W (1)(2), . . . ,W (1)(n))
on Gr(1). Inductively, we obtain the filtrations W (m)(j) on Gr(m) for 1 ≤ m < j ≤ n as follows:
1. On Gr(m), we have the filtrations W (m)(j) for (j = m+ 1, . . . , n).
2. Then we put Gr(m+1) := GrW
(m)(m+1). We have the filtrations W (m+1)(j) (j = m+2, . . . , n) induced
by W (m)(j).
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2.1.5 Compatible sequence of filtrations
Let (W (1),W (2), . . . ,W (n)) be a filtrations on V . Let h = (h1, . . . , hn) be a tuple of integers. We have the
following morphism:
πh :
n⋂
j=1
W (j)hj −→ Gr(1)h1 .
The image of πh is always contained in Gr
(1)
h1
∩⋂nj=2W (1)(j)hj .
Definition 2.1 A sequence of the filtration (W (1), . . . ,W (n)) is called compatible, if the following holds,
inductively:
1. (W (1)(2), . . . ,W (1)(n)) is a compatible sequence.
2. For any h ∈ Zn, the image of πh is same as Gr(1)h1 ∩
⋂n
j=2W
(1)(j)hj .
Remark 2.1 When n ≤ 2, the condition is trivial.
Definition 2.2 Let (W (1), . . . ,W (n)) is a compatible sequence of filtrations. A non-zero element f ∈ V is
called compatible with the sequence (W (1), . . . ,W (n)) if the following holds, inductively:
1. The induced element f (1) ∈ Gr(1) is compatible with the sequence (W (1)(2), . . . ,W (1)(n)).
2. For any j ≥ 2, we have degW (j)(f) = degW (1)(j)(f (1)).
Definition 2.3 Let (W (1), . . . ,W (n)) is a compatible sequence of filtrations. A base v = (vi) of V is called
compatible, if the following holds, inductively:
• For each i, the element vi is compatible with the sequence (W (1), . . . ,W (n)).
• v is a compatible base with W (1).
• The induced base v(1) of Gr(1) is compatible with the sequence (W (1)(2), . . . ,W (1)(n)).
Let consider a decomposition of V into
⊕
h∈Zn Uh .
Definition 2.4 Let (W (1), . . . ,W (n)) is a compatible sequence of filtrations. A decomposition V =
⊕
h∈Zn Uh
is called a splitting compatible with the sequence (W (1), . . . ,W (n)), if the following holds for any h ∈ Zn:
n⋂
j=1
W (1)qj(h) =
⊕
k∈T (h)
Uk , T (h) := {k ∈ Zn | qj(k) ≤ qj(h)}.
Here qj denotes the projection Z
n −→ Z onto the j-th component.
The dimension of Uh is denoted by d(h).
Lemma 2.1 Let (W (1), . . . ,W (n)) is a compatible sequence of filtrations.
1. Let v be a base of V compatible with the decomposition V =
⊕
h∈Zn Uh . Assume that the decomposition
is compatible with (W (1), . . . ,W (n)). Then the base v is compatible with (W (1), . . . ,W (n))
2. Let v be a base of V compatible with the sequence (W (1), . . . ,W (n)). We put as follows:
Uh := 〈vi | degW (j)(vi) = qj(h)〉.
Then the decomposition V =
⊕
h∈Zn Uh is compatible with the sequence (W (1), . . . ,W (n)).
Proof Let see the first claim. We use an induction on n. Let v be a base compatible with the decomposition.
Clearly it is compatible with the filtration W (1).
Let π′h denote the composite of the following morphisms. Here we put h1 = h for simplicity of notation:⊕
k∈Zn
q1(k)=h
Uk
⊂−→
n⋂
j=1
W (j)hj
πh−→ Gr(1)h .
Since the decomposition is compatible with the sequence of the filtrations, π′h is isomorphic. Thus we obtain
the decomposition of Gr
(1)
h as follows:
Gr
(1)
h =
⊕
k∈Zn
q1(k)=h
π′h(Uk).
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Due to the following isomorphism, the decomposition is compatible with the sequence (W (1)(2), . . . ,W (1)(n)):
⊕
k
′∈T (l)
π′h(U(h,k′)) ≃
W (1)h ∩
⋂n−1
j=1 W (j + 1)lj
W (1)h−1 ∩
⋂n−1
j=1 W (j + 1)lj
≃ Gr(1)h ∩
n−1⋂
j=1
W (1)(j + 1)lj ,
Here we put T (l) = {k′ ∈ Zn−1, qj(k) ≤ lj , j = 1, . . . n − 1}, and (h,k′) denotes (h, k′1, . . . , k′n−1) for
k
′ = (k′1, . . . , k
′
n−1). By our assumption of the induction, the induced base v
(1) is compatible with the
sequence (W (1)(2), . . . ,W (1)(n)). We also have degW (j)(vi) = deg
W (1)(j)(vi) for j ≥ 2. Thus we obtain the
first claim.
The second claim can be shown similarly.
Lemma 2.2 Let (W (1), . . . ,W (n)) be a compatible sequence of the filtrations. There exists a decomposition
V =
⊕
h∈Zn Uh compatible with the sequence (W (1), . . . ,W (n)).
Proof We use an induction on n. Let consider the induced filtrations Gr
(1)
h ∩W (1)(j) on Gr(1)h , which is
easily checked to be compatible. By our assumption of the induction, we can take a compatible decomposi-
tion:
Gr
(1)
h =
⊕
k∈Zn−1
U ′h,k , Gr
(1)
h ∩
n−1⋂
j=1
W (1)(j + 1)lj =
⊕
k∈T (l)
U ′h,k .
For an element h = (h1, . . . , hn) ∈ Zn, we put h′ = (h2, . . . , hn). Since (W (1), . . . ,W (n)) is compatible,
U ′h1,h′ is contained in the following morphism:
πh :W (1)h1 ∩
n⋂
j=2
W (j)hj −→ Gr(1)h1 ∩
n⋂
j=2
W (1)(j)hj .
We pick the subspace Uh of W (1)h1 ∩
⋂n
j=2W (j)hj , which is isomorphic to U
′
h1,h′
via the morphism πh .
Then we obtain the decomposition V =
⊕
h∈Zn Uh .
By our construction, we have the following:[
W (1)h1 ∩
n⋂
j=2
W (j)hj
]
=
[
W (1)h1−1 ∩
n⋂
j=2
W (j)hj
]
⊕
 ⊕
k∈T (h′)
U(h1,k)
 .
Thus the induction can proceed.
2.2 A commuting tuple of nilpotent maps
2.2.1 Tensor product, symmetric products and exterior products
Let V be a finite dimensional vector space over C and N be an endomorphism of V . Then we have the
tensor product V ⊗ h, the symmetric products Symh(V ) and the exterior products
∧h(V ). We also have the
endomorphism of V ⊗h:
N˜ :=
∑ j−1︷ ︸︸ ︷
1⊗ · · · ⊗ 1⊗N ⊗
h−j︷ ︸︸ ︷
1⊗ · · · ⊗ 1 .
We often denote N˜ by N⊗n. We will not use the endomorphism
n︷ ︸︸ ︷
N ⊗ · · · ⊗N . Thus the author hopes that
any confusion does not occur. The morphism N⊗n preserves the subspaces Symh(V ) and
∧h(V ). Thus it
induces the endomorphisms of Symh(V ) and
∧h(V ). We denote them by N sym h and N∧ h respectively.
2.2.2 The weight filtration of nilpotent maps
Let V be a finite dimensional vector space over k and N be a nilpotent map of V . Recall that N induces
the weight filtration W (N) of V , which is characterized by the following properties:
• N ·Wl(N) ⊂Wl−2(N).
• The induced morphism Nk : GrW (N)k −→ GrW (N)−k is isomorphic for any k ≥ 0.
We have the following obvious lemma.
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Lemma 2.3 Let v be a base of V compatible with the filtration W (N). Then we have the following equality:∑
i
degW (N)(vi) = 0.
For any l ≥ 0, we put PlGrW (N)l := Ker
(
N l+1 : Gr
W (N)
l −→ GrW (N)−l−2
)
. When l− a = 2m ≥ 0 for some non-
negative integer m, we put PlGr
W (N)
a := Im(N
m
1 : PlGr
W (N)
l −→ Gra). Then we obtain the decomposition
Gra :=
⊕
0≤h Pa+2hGra, which is called the primitive decomposition.
2.2.3 Splittings of the weight filtrations
Let sl2 is a Lie subalgebra of the (2× 2)-matrix algebra M(2) with the following base:
N0 =
(
0 1
0 0
)
, N1 =
(
0 0
1 0
)
, C =
(
1 0
0 −1
)
.
Assume that we have a homomorphism of Lie algebras η : sl2 −→ End(V ). Then we obtain the weight
filtration W (η(N1)), and the decomposition of V into the eigenspaces of η(C):
V =
⊕
α
Vα.
Here α runs through the eigenvalues of η(C). Then we have the following:
Wl(η(N1)) =
⊕
h≤l
Vh.
For any non-negative integer n, we have the naturally induced representation η⊗n : sl2 −→ End(V ⊗n).
For an n-tuple α = (α1, . . . , αn) of the eigenvalues of η(C), we put Vα := Vα1 ⊗ · · · ⊗ Vαn . We have the
decomposition of V ⊗n as follows:
V ⊗n =
⊕
α
Vα .
Here α runs through the set of n-tuples of the eigenvalues of η(C). It is clear that Vα is contained in the
eigenspace of η⊗n(C) with the eigenvalue ρ(α) =
∑n
i=1 αi. Thus we have the eigen decomposition of V
⊗n:
V ⊗n =
⊕
α
( ⊕
α
ρ(α)=α
Vα
)
. (2)
Here α runs through the eigenvalues of η⊗n(C). Then we obtain the following:
Wl(η(N1)
⊗n) =
⊕
α
ρ(α)≤l
Vα =
{∑
x1 ⊗ · · · ⊗ xn
∣∣∣ ∑ degW (η(N1))(xi) ≤ l}. (3)
Let consider the case of the symmetric product and the exterior product. We put as follows for a set I :
S(I, n) :=
{
f : I −→ Z≥ 0
∣∣∣ ∑
i∈I
f(i) = n
}
.
For f ∈ S(I, n), we put ρ(f) :=∑i∈I i · f(i).
Let I be the set of the eigenvalues of η(C). Then we have the following decomposition:
Symn(V ) =
⊕
f∈S(I,n)
⊗
α∈I
Symf(α) Vα,
n∧
(V ) =
⊕
f∈S(I,n)
⊗
α∈I
f(α)∧
Vα. (4)
By considering the eigenvalues of η(C)sym n and η(C)∧n, we obtain the following:
Wl
(
η(N1)
sym n) = ⊕
f∈S(I,n),
ρ(f)≤l
⊗
α∈I
Symf(α) Vα =
{∑
x1 · · · · · xn
∣∣∣ ∑ degW (η(N1))(xi) ≤ l}
Wl
(
η(N1)
∧n
)
=
⊕
f∈S(I,n),
ρ(f)≤l
⊗
α∈I
f(α)∧
Vα =
{∑
x1 ∧ · · · ∧ xn
∣∣∣ ∑ degW (η(N1))(xi) ≤ l}. (5)
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Let N be a nilpotent map on a finite dimensional vector space V . We can pick a representation η :
sl2 −→ End(V ) such that η(N1) = N . Thus we obtain the following:
Wl(N
⊗n) =
{∑
x1 ⊗ · · · ⊗ xn
∣∣∣ ∑ degW (N) xi ≤ l},
Wl(N
sym n) =
{∑
x1 · · · · · xn
∣∣∣ ∑ degW (N) xi ≤ l},
Wl(N
∧n) =
{∑
x1 ∧ · · · ∧ xn
∣∣∣ ∑ degW (N) xi ≤ l}.
Let assume that we have a splitting of the weight filtration W (N), i.e., we have a decomposition V =⊕
h Uh such that W (N)l =
⊕
h≤l Uh. Then we have the decomposition of the products V
⊗n, Symn(V ) and∧n V by the same formula as those (2) and (4), although the meaning is slightly different. They give the
splitting of the filtrations W (N⊗n), W (N sym n) and W (N∧n) by the same formula as those (3) and (5).
2.2.4 Compatibility of a commuting tuple of nilpotent maps
Let V be a finite dimensional vector space with a decomposition V =
⊕
Vi. Let N be a nilpotent endomor-
phism of V . Then it induces the weight filtration, which we denote by W (N). Recall that n denote the set
{1, . . . , n}.
Definition 2.5 Let N1, . . . , Nn be a tuple of nilpotent maps of V . It is called a commuting tuple, if Ni and
Nj are commutative for any i, j ∈ n.
Definition 2.6 Let (N1, . . . , Nn) be a commuting tuple of nilpotent maps. We say that the constantness of
the induced filtration on the positive cones holds, if the following holds:
For any subset I ⊂ n, the filtration W (∑i∈I aiNi) is independent of (ai | i ∈ I) ∈ RI>0.
When the constantness of the filtrations on the positive cone holds, we denote the filtration W
(∑
i∈I aiNi
)
(ai > 0) by W (I).
Assume that the constantness of the filtrations on the positive cones holds. We put N(j) =
∑
i≤j Ni.
Let W (j) denote the weight filtration of N(j). We denote the graded vector space associated with W (1) by
Gr(1). We have the projection πh1 : W (1)h1 −→ Gr(1)h1 . Let h = (h1, . . . , hn) denote an n-tuple of integers.
Then we have the following morphism:
πh :W (1)h1 ∩W (2)h2 ∩ · · · ∩W (n)hn −→ Gr(1)h1 .
On the other hand, N(j) induces the morphismN (1)(j) on Gr(1). LetW (N (1)(j)) denote the weight filtration
of N (1)(j). Then we have the subspace Gr
(1)
h1
∩⋂nj=2W (N (1)(j))hj−h1 of Gr(1)h1 .
Definition 2.7 Let (N1, N2, . . . , Nl) be a commuting tuple of nilpotent maps. It is called sequentially com-
patible, if the following holds inductively:
• The constantness of the filtrations on the positive cones holds.
• We have the induced tuple (N (1)2 , . . . , N (1)l ) of the commuting nilpotent maps on GrW (N1). It is sequen-
tially compatible.
• For any h = (h1, . . . , hn), we have Im(πh) = Gr(1)h1 ∩
⋂n
j=2W (N
(1)(j))hj−h1 .
Remark 2.2 The third condition in Definition 2.7 can be reworded as follows:
• Let W (1)(j) denote the filtration of Gr(1) induced by W (j). Then we have the following:
W (1)(j)l+a ∩Gr(1)a =W (N (1)(j))l ∩Gr(1)a .
• We have Im(πh) = Gr(1)h1 ∩
⋂n
j=2W
(1)(j)hj for any h = (h1, . . . , hn) ∈ Zn.
Remark 2.3 On Gr(1), we have N (1)(j) =
∑
i≤j N
(1)
i =
∑j
i=2N
(1)
i .
Lemma 2.4 Assume that (N1, . . . , Nn) is compatible. Then (W (1), . . . ,W (n)) is a compatible sequence of
filtrations.
Proof We only have to note Remark 2.2.
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Definition 2.8 Assume that (N1, . . . , Nn) is sequentially compatible. A base v is called compatible with the
sequence (N1, . . . , Nn), if it is compatible with the sequence (W (1), . . . ,W (n)).
For any n-tuple h = (h1, . . . , hn), we have the following morphism:
Pπh :
[
Ker(N(1)h1+1) ∩
n⋂
j=2
W (j)hj
]
−→ Ph1Gr(1)h1 .
Lemma 2.5 When (N1, . . . , Nn) is a sequentially compatible, we have the following implication:
Im(Pπh) ⊂
[
Ph1Gr
(1)
h1
∩
n⋂
j=2
W (1)(j)hj
]
.
Proof We have the following implication:
Im(Pπh) ⊂
[
Ph1Gr
(1)
h1
∩ πh
( n⋂
j=1
W (j)hj
)]
⊂
[
Ph1Gr
(1)
h1
∩
n⋂
j=2
W (1)(j)hj
]
.
Thus we are done.
Definition 2.9 A tuple (N1, . . . , Nn) is called strongly sequentially compatible if the following holds:
• (N1, . . . , Nn) is sequentially compatible.
• For any tuple h = (h1, . . . , hn), we have the following:
Im(Pπh) =
[
Ph1Gr
(1)
h1
∩
n⋂
j=2
W (1)(j)hj
]
.
Definition 2.10 A commuting tuple (N1, . . . , Nn) of nilpotent maps are called of Hodge type, if the following
holds:
• For any permutation σ of n, the tuple (Nσ(1), . . . , Nσ(n)) is strongly sequentially compatible.
2.2.5 Sequential compatibility in the level h
Definition 2.11 Let (N1, N2, . . . , Nn) be a commuting tuple of nilpotent maps. It is called sequentially
compatible in the level h, if the following holds:
1. The constantness of the filtrations on the positive cones holds.
2. The induced tuple (N
(1)
2 , . . . , N
(1)
n ) on Gr
W (N1) is sequentially compatible.
3. For any h = (h1, . . . , hn) such that h1 ≤ h, we have Im(πh) = Gr(1)h1 ∩
⋂n
j=2W (N
(1)(j))hj−h1 .
In particular, when h is the bottom number of the filtration W (1), we say that (N1, . . . , Nn) are sequentially
compatible in the bottom part.
Lemma 2.6 Let (N1, . . . , Nn) be a commuting tuple of nilpotent maps satisfying the conditions 1 and 2 in
Definition 2.11. When we check whether (N1, . . . , Nn) is sequentially compatible in the bottom part, we only
have to check the following instead of the condition 3 in Definition 2.11.
4 For any h, we have W (1)b ∩ W (j)h = Gr(1)b ∩ W (N (1)(j))h−b, where b denotes the bottom number of
W (1).
Proof It is clear that the condition 3 implies the condition 4. In the bottom part, we have the equality:
W (1)b ∩
n⋂
j=2
W (j)hj =
n⋂
j=2
(
W (1)b ∩W (j)hj
)
.
Thus the condition 4 implies the condition 3.
Definition 2.12 Let (N1, . . . , Nn) be a commuting tuple of nilpotent maps. We say that it is universally
sequentially compatible in the bottom part, if (N∧m1 , . . . , N
∧m
n ) is sequentially compatible in the bottom part
for any non-negative integer m.
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2.2.6 Splitting of the sequentially compatible nilpotent maps
Lemma 2.7 Let (N1, . . . , Nn) be a commuting tuple, which is sequentially compatible in the level h. Then
there exists the decomposition of Wh(1):
Wh(1) =
⊕
k∈Zn
Uk .
The decomposition satisfies the following for any h = (h1, . . . , hn) such that h1 ≤ h:
n⋂
j=1
W (j)hj =
⊕
k∈U(h)
Uk , U(h) := {k ∈ Zn | ρj(k) ≤ hj j = 1, . . . , n}. (6)
Here we put ρj(k) :=
∑
i≤j ki for k = (k1, . . . , kn).
Proof We have the filtrations W (1)h ∩W (j) of W (1)h for any j. The sequence
(
W (1)h ∩W (1),W (1)h ∩
W (2), . . . ,W (1)h ∩W (n)
)
is compatible. Thus we obtain the compatible decomposition:
W (1)h =
⊕
k∈Zn
Uk .
For any h ∈ Zn, we put µ(h) := (ρ1(h), ρ2(h), . . . , ρn(h)). Then we put as follows:
Uh = Uµ(h).
Then the decomposition V =
⊕
h∈Z Uh has the desired property.
Let (N1, . . . , Nn) be a sequentially compatible in the level h. We put as follows:
R = dimW (1)h, b =
∑
a≤h
a · dimGr(1)a . (7)
We put V := ∧R V and Ni := N∧ Ri , and N (j) =∑i≤j Ni.
Lemma 2.8 Let consider the weight filtration W(j) :=W(N (j)).
• The bottom number of the filtration W(1) is b.
• We have the natural isomorphism W(1)b ≃ det(W (1)h).
• Let e be a non-zero element of W(1)b. Then we have degW(m)(e) = b for any m.
Proof The first two claims are clear, and we do not need the sequentially compatibility in the level h. (See
the subsubsection 2.2.3.) The sequence (W (1),W (m)) is compatible. Let take a frame v which is compatible
with the sequence (W (1),W (m)). Then we have the following equality:
degW (m)(vi) = deg
W (1)(m)(vi) = deg
W (1)(vi) + deg
W (N(1)(m))(v
(1)
i ).
We also have the following: ∑
degW (1)(vi)=a
degW (N
(1)(m))(v
(1)
i ) = 0.
Then we obtain the equality
∑
i deg
W (m)(vi) =
∑
a≤h a · dimGr(1)a = b
2.2.7 Splitting of strongly sequentially compatible nilpotent maps
Let q1 : Z
n −→ Z denote the projection onto the first component.
Lemma 2.9 Let (N1, . . . , Nn) be commuting tuple of nilpotent maps, which is strongly sequentially compat-
ible. Then we have the decomposition:
V =
⊕
k≥0
⊕
k∈Zn
PkUk .
It satisfies the following:
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1. It gives a splitting of the filtrations W (j), that is we have the following:
n⋂
j=1
W (j)hj =
⊕
k≥ 0
⊕
k∈U(h)
PkUk .
2. PkUk = 0 unless |q1(k)| ≤ k and k − q1(k) is even.
3. When −k < q1(k) ≤ k, we have N1
(
PkUk
)
= PkUk−2δ1 . Here we put k − 2δ1 = (k1 − 2, k2, . . . , kn)
for k = (k1, . . . , kn).
4. When q1(k) = −k, N1
(
PkUk
)
= 0.
Proof We have the sequentially compatible tuple (N
(1)
2 , . . . , N
(1)
n ) on PhGr
(1)
h . Thus we have the decom-
position of PhGr
(1)
h :
PhGr
(1)
h =
⊕
k∈Zn−1
PhUh,k , PhGr
(1)
h ∩
n−1⋂
j=1
W (N (1)(j + 1))h′
j
=
⊕
k∈U(h′)
PhUh,k .
For a tuple h = (h1, . . . , hn), we put χ(h) := (h1, h2−h1, h3−h2, . . . , hn−hn−1), and χ′(h) = (h2−h1, h3−
h2, . . . , hn − hn−1). Note that χ(h) ∈ U(h). When we put h′ = (h2 − h1, . . . , hn − h1) ∈ Zn−1, we have
χ′(h) ∈ U(h′).
Since (N1, . . . , Nn) is strongly sequentially compatible, the space Ph1Uh1,χ′(h) is contained in the image
of Pπh :
Pπh
[
Ker(N(1)h1+1) ∩
n⋂
j=2
W (j)hj
]
=
[
Ph1Gr
(1)
h1
∩
n⋂
j=2
W (N (1)(j))hj−h1
]
⊃ Ph1Uh1,χ′(h).
Thus we can take a subspace Ph1Uχ(h) of Ker(N(1)
h1+1) ∩⋂nj=2W (j)hj such that Ph1Uχ(h) is isomorphic
to Ph1Uh1,χ′(h) via the morphism Pπh .
For an integer m such that 0 ≤ m ≤ h1, we put as follows:
Ph1Uh−2mδ1 := N
m
1
(
Ph1Uh
)
.
Here we put h − 2m · δ1 = (h1 − 2m,h2, . . . , hn) for h = (h1, h2, . . . , hn). By our choice, we have
Nh1+11
(
Ph1Uh
)
= 0. Then we obtain the desired decomposition.
For any tuple h ∈ Zn and k ≥ 0, we have the number d(k,h) := dimPkUh . Clearly we have d(k,h) =
d(k − 2,h) if −k < q1(h) ≤ k.
Corollary 2.1 Assume that (N1, . . . , Nn) is strongly sequentially compatible. Then we can take a base v of
V satisfying the following:
1. v =
(
vk,h,η
∣∣∣ k ≥ 0,h ∈ Zn, η = 1, . . . , d(k,h)).
2. We have N1(vk,h,η) = vk,h−2δ1,η when −k < q1(h) ≤ k.
3. N1(vk,h,η) = 0 if q1(h) = −k.
4. degW (j)(vk,h,η) = ρj(h).
5. v is compatible with the sequence
(
W (1), . . . ,W (n)
)
.
Proof We take a base
(
vh1,h,η
∣∣∣ η = 1, . . . , d(h1,h)) of Ph1Uh in the case h = (h1, . . . , hn). We put
vh1,h−2mδ1,η := N
m
1 (vh1,h,η). Then we obtain the frame desired.
Definition 2.13 A frame v satisfying the condition in Corollary 2.1 is called strongly compatible with(
N(1), N(2), . . . , N(n)
)
.
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2.2.8 A reduction of the sequential compatibility
Proposition 2.1 Let (N1, . . . , Nn) be a commuting tuple. Assume the following:
• (N1, N2, . . . , Nn) is universally sequentially compatible in the bottom parts.
• (N1 +N2, N3, . . . , Nn) is sequentially compatible.
Then (N1, N2, . . . , Nn) is sequentially compatible.
Proof We only have to show that (N1, . . . , Nn) is sequentially compatible in the level h for any h. We use
an induction on h. We assume that we have already known that (N1, . . . , Nn) is sequentially compatible in
the level h− 1.
We put as follows:
R1 := dimW (1)h−1 + 1, b1 :=
∑
a≤h−1
a · dimGr(1)a + h.
We put V1 := ∧R1 V , Ni := N∧R1i and N (j) = ∑i≤j Ni. We obtain the weight filtration W(j) of N (j).
We denote the associated graded vector space of W(1) by Gr(1). Then the bottom number of the filtration
W(1) is b1 above. The tuple (N1, . . . ,Nn) is sequentially compatible in the bottom part. Thus we have the
following equality for any (h2, . . . , hn):
W(1)b1 ∩
n⋂
j=2
W(j)hj = Gr(1)b1 ∩
n⋂
j=2
W(N (1)(j))hj−b1 .
Due to our choice of R1, we have the natural isomorphism: Gr(1)b1 = W(1)b1 ≃ det(W (1)h−1) ⊗ Gr
(1)
h .
Under the isomorphism, the morphisms N (1)i and N (1)i also correspond. Thus we obtain the following
equality for any h and (h2, . . . , hn) under the isomorphism:
Gr(1)b1 ∩
n⋂
j=2
W(N (1)(j))hj−h = det(W (1)h−1)⊗
[
Gr
(1)
h ∩
n⋂
j=2
W (N (1)(j))hj−h
]
.
Thus we only have to check the following coincidence. (Here we put h1 = h for simplicity of notation):
n⋂
j=1
W(j)hj−h+b1 = det(W (1)h−1)⊗
[
Im
(
πh :
n⋂
j=1
W (j)hj −→ Gr(1)h
)]
.
First we see that det(W (1)h−1)⊗ Im(πh) is contained in
⋂n
j=1W(j)hj−h1+b. Let take a non-zero element
e of det(W (1)h−1). We know that the degree of e in
∧R V with respect to the filtration W (N(j)∧R) is
b = b1 − h1 for any j. Here R and b are given as follows: (See (7). We use h− 1 instead of h.)
R := dimW (1)h−1, b :=
∑
a≤h−1
a · dimGr(1)a = b1 − h1.
Thus we obtain the following inequality:
degW(j)(e ∧ y) ≤ b1 − h1 + hj .
It implies that e ∧ y ∈ ⋂nj=1W(j)b1−h1+hj .
Let see the implication
⋂n
j=1W(j)b1−h1+hj ⊂ det(W (1)h−1)⊗Im(πh). Any element of
⋂n
j=1W(j)b1−h1+hj
is described as follows:
e ∧ y, y ∈ W (1)h1 .
Let consider the splitting V =
⊕
k∈Zn−1 Uk compatible with the sequentially compatible tuple (N1 +
N2, N3, . . . , N1). Then we have the following decomposition:
y =
∑
k∈Zn−1
yk , yk ∈ Uk .
Due to the condition degW(n)(e ∧ y) ≤ hn − h1 + b, we have the following vanishing for any l > hn:
e ∧
∑
k∈Zn−1,
ρn(k)=l
yk = 0.
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It implies that
∑
ρn(k)=l
yk ∈W (1)h−1. We put as follows:
y′ = y −
∑
l>hn
∑
k∈Zn−1
ρn(k)=l
yk .
Then we know the following:
e ∧ y′ = e ∧ y, y′ ∈W (1)h.
Thus we can assume that yk = 0 if ρh(k) > hn, from the beginning.
By an inductive argument, we can assume that yk = 0 if there exist 2 ≤ j ≤ n such that ρj(k) > hj . In
that case, y is contained in
⋂n
j=1W (j)hj . It implies the implication desired. Thus we are done.
2.2.9 A lemma of Cattani-Kaplan
Let N1, . . . , Nn be a commuting tuple of nilpotent maps on V . Let t1 . . . , tn be formal variables and we put
N(t) :=
∑
ti · Ni. Let K denote the rational function field C(t1, . . . , tn) with variables t1, . . . , tn. Then
N(t) gives a nilpotent map over V ⊗C K. The weight filtration induced by N(t) is denoted by W (t).
Let a = (a1, . . . , an) be an element of C
n. Then we have N(a) =
∑
ai · Ni. We denote the weight
filtration of N(a) by W (a).
Definition 2.14 When we have dimC(W (a)l) = dimK(W (t)l) for any l, we say that a is general, or that
N(a) is general.
Since Ni are commuting, we always have Ni ·W (a)l ⊂Wl(a).
Lemma 2.10 (Cattani-Kaplan, [5]) When N(a) is general, we have Ni ·W (a)l ⊂W (a)l−1.
2.2.10 A lemma for the conjugacy classes of the nilpotent maps
We recall some general result on the conjugacy classes of nilpotent maps. We will use the result later without
mention. Let R be a discrete valuation ring. Let K and k denote the quotient field and the residue field of R
respectively. Let V be a free module over a discrete valuation ring R. Let N be a nilpotent maps of V defined
over R. We put VK := V ⊗R K and Vk := V ⊗R k. We have the induced nilpotent maps NK ∈ End(VK)
and Nk ∈ End(Vk). They induce the weight filtrations WK and Wk of VK and Vk respectively.
Lemma 2.11 We put l0 := min{l | dimWK,l 6= dimWk,l}. Then we have the following inequality:
dimK WK,l0 > dimkWk,l0 .
Proof First observe the following: Let b(K) and b(k) be the bottom numbers of the filtrations WK and
Wk. If N
l
K = 0, then N
l = 0 and thus N lk = 0. It implies that b(K) ≤ b(k). If b(K) = b(k) = b, then we
have the following inequality:
dimWK,b(K) = dim Im(N
b
K) ≥ dim Im(Nbk) = dimWk,b(k).
We put D =
∑
l<l0
dimWK,l. By considering the exterior product
∧D+1 V , we can reduce the problem
to the comparison of the dimension of the bottom parts. Thus we are done.
2.3 Vector bundles and filtrations
2.3.1 Words and Notation
Let X be a complex manifold and E be a C∞-vector bundle over C. The space of C∞-sections are denoted
by C∞(X,E). When E is a holomorphic bundle, the space of holomorphic sections is denoted by Γ(X,E).
For frame v and w, we have the transformation matrices B determined by v = w · B.
Let h be a hermitian metric of E, and v be a frame of E of rank r. Then we obtain the H(r)-valued
function H(h, v) and H(h, v)−1.
Definition 2.15 A frame v is called adapted, if H(h, v) and H(h,v)−1 are bounded over X.
Let Y be a subset of X. The restriction of E to Y is denoted by E|Y .
Assume that a decomposition of E|Y into a direct sum of vector bundles
⊕
Ei is given. The restriction
of a C∞-section f of E to Y is denoted by f|Y . It is called compatible with the decomposition, if there is
an i such that f|Y is a section of Ei. A frame v = (v1, . . . , vn) of E is compatible with the decomposition,
if each vi is compatible with the decomposition.
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2.3.2 Filtrations
A filtration W of E|Y by vector bundle is defined to be a finite increasing sequence of vector subbundles:
Wa ⊂ Wa+1 ⊂ · · · ⊂Wa+h ⊂ E|Y .
The associated graded vector bundle on Y is denoted by GrW (E|Y ).
If E is a holomorphic vector bundle, then a filtration of E by subsheaves is defined to be a similar finite
increasing sequence of subsheaves.
When a decomposition of E|Y is given, a filtration W of E|Y is called compatible with the decomposition
if Wl =
⊕
iEi ∩Wl.
Definition 2.16 Let W be a filtration of E|Y . A C
∞-section f of E is called compatible with the filtration
W , if the numbers degW|P (f(P )) are independent of P ∈ Y . In that case, we put degW (f) := degW|P (f(P ))
for some P ∈ Y .
Definition 2.17 Let v = (v1, . . . , vn) be a C
∞-frame of E. It is called compatible with the filtration W of
E|Y , if the following conditions are satisfied:
1. Each vi is compatible with the filtration W .
2. For any point P ∈ Y , the frame v|P is compatible with the filtration W|P .
The induced sections v(1) = (v
(1)
1 , . . . , v
(1)
n ) on Y gives a frame of Gr
W (E|Y ) compatible with the decom-
position.
We put X = ∆n, Di = {zi = 0} and D = ⋃li=1Di for l ≤ n. We put DI = ⋃i∈I Di for I ⊂ l. Let σ be
an element of the l-th symmetric group Sl. Then we obtain the sequence of the subset:
I1 ⊂ I2 ⊂ · · · ⊂ Il, Ij =
{
σ(i)
∣∣ i ≤ j}.
Then we obtain the sequence DI1 ⊃ DI2 ⊃ · · · ⊃ DIl .
Definition 2.18 Let E be a vector bundle over X. A sequence
(
W (I1),W (I2), . . . ,W (Il)
)
of the filtration
of E is the following data:
1. For any point Q ∈ DIm , the sequence
(
W (I1)|Q,W (I2)|Q, . . . ,W (Im)|Q
)
is a compatible sequence of
filtrations.
2. W (Ij) is a filtration of E|DIj by vector subbundles.
3. Let h = (h1, . . . , hm) denote a tuple of integers. We have a vector spaces
⋂m
j=1W (Ij)hj |Q for any
Q ∈ DIm . Then they form a vector subbundle of E|DIm . Namely we have a vector subbundle⋂m
j=1W (Ij)hj |DIm of E|DIm .
Let Q ∈ DIm . Then for any tuple h ∈ Zm, we have the number d(h) = dimUh for a splitting EQ =⊕
k∈Z Uk compatible with the filtrations
(
W (I1)|DIm , . . . ,W (Im)|DIm
)
.
Lemma 2.12 For a tuple h ∈ Zm, the number d(k) is independent of a choice of Q ∈ DIm .
Proof As is easily seen, the number d(k) is determined by the following numbers:
dim
[
m⋂
j=1
W (Ij)hj |Q
]
, (h1, . . . , hm) ∈ Zm.
By our assumption, the numbers are independent of a choice of Q.
On D(I1), we obtain the graded vector space Gr(1) associated with the filtration W (I1). For any point
Q ∈ Dm, we have the induced filtration W (1)(m)|Q of Gr(1)|Q .
Lemma 2.13
{
W (1)(Im)|Q
∣∣Q ∈ DIm} gives a filtration of E|Dm by vector subbundles.
Proof We only have to check that the dimension of W (1)(Im)|Q is independent of a choice of Q ∈ DIm . It
follows from the fact that the numbers d(h) are independent of a choice of Q ∈ DIm .
For any l ∈ Zm−1, we have the vector subspaces {⋂m−1j=1 W (1)(Ij+1)lj |Q |Q ∈ DIm}.
Lemma 2.14 For each l ∈ Zm−1, {⋂m−1j=1 W (1)(Ij+1)lj |Q |Q ∈ DIm} forms a vector subbundle over DIm .
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Proof Again we only have to see the independence of the dimension of the vector spaces
⋂m−1
j=1 W
(1)(Ij+1)lj |Q.
It follows from the fact that the numbers d(h) are independent of a choice of Q ∈ DIm .
We have the vector bundle Gr(1) on DI1 , and the filtrations W (1)(Ij) on DIj for j ≥ 1. We have already
seen the following proposition in the lemmas 2.13 and 2.14.
Proposition 2.2
(
W (1)(I2), . . . ,W
(1)(Il)
)
is a compatible sequence of filtrations.
Definition 2.19 Let f be a section of E over X. We say that f is compatible with the sequence of the
filtrations
(
W (I1),W (I2), . . . ,W (Il)
)
, if the following is satisfied:
• f is compatible with W (Ij) for any j.
• Let P be a point of DIj . Then f|P is compatible with the filtrations
(
W (I1)|P , . . . ,W (Ij)|P
)
.
Definition 2.20 Let v be a frame of E. We say v is compatible with the sequence
(
W (I1), . . . ,W (Il)
)
if
the following holds:
• v is compatible with the filtration W (Ij) for any j.
• Let P be a point of Ij. Then v|P is compatible with the sequence
(
W (I1)|P , . . . ,W (Ij)|P
)
.
2.3.3 The existence of compatible splitting
Let
(
W (I1), . . . ,W (Il)
)
be a compatible sequence of filtrations. For simplicity of notation, we assume that
Ij = j = {1, . . . , j}.
Lemma 2.15 For any 1 ≤ m ≤ l, there are decompositions of E|Dm:
E|Dm =
⊕
h∈Zm
Kh .
They satisfy the following:
1. For any h ∈ Zm, we have ⋂mj=1W (j)hj =⊕k∈T (h)Kk on Dm. Here T (h) denotes the set of k ∈ Zm
satisfying qj(k) ≤ hj for any 1 ≤ j ≤ m.
2. We have Kh |Dm+1 =
⊕
k K(h,k). Here (h, k) = (h1, . . . , hm, k) for h = (h1, . . . , hm).
Proof We use an induction on l. We have the vector bundle Gr(1)h on D1, and the filtrations Gr(1)h ∩W (1)(j)
on Dj . Since the sequence of the filtration is compatible, we have the compatible splitting:
Gr(1)
h |Dm
=
⊕
k′∈Zm−1
Kh,k′ .
We construct Kh on Dm by using an descending induction on m. Assume that we have already con-
structed Kh on Dm+1, and consider the decomposition on Dm.
For a tuple h = (h1, . . . , hm) ∈ Zm, we put h′ = (h2, . . . , hm). Then Kh1,h′ is contained in the image of
the following morphism on Dm, by our assumption:
πh :
m⋂
j=1
W (j)hj −→ Gr(1)h1 ∩
m⋂
j=2
W (1)(j)hj ⊃ Kh1,h′ .
On Dm+1, we already have
⊕
kK(h,k). By extending it, we can take a subbundle Kh of
⋂m
j=1W (j)hj on
Dm, satisfying the following:
• Kh is isomorphic to Kh1,h′ via the morphism πh .
• We have Kh|Dm+1 =
⊕
k K(h,k).
Thus the induction can proceed.
Definition 2.21 Such tuple {Kh |h ∈ Zm, m = 1, . . . , l} is called a compatible splitting of the sequence
(W (1), . . . ,W (l)).
Lemma 2.16 Let (W (1), . . . ,W (l)) be a compatible sequence of filtrations of E. There exists a frame v of
E compatible with the sequence (W (1), . . . ,W (l)).
Proof We take a compatible splitting {Kh |h ∈ Zm, m = 1, . . . , l} of the sequence (W (1), . . . ,W (l)). We
can take a frame v compatible with the splitting {Kh |h ∈ Zm, m = 1, . . . , l}. Thus we are done.
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2.4 Commuting tuple for a vector bundle
2.4.1 Constantness of the filtrations on the positive cones
Let E be a holomorphic vector bundle over ∆n. Let l be a natural number such that l ≤ n. We put
Di := {(z1, . . . , zn) ∈ ∆n | zi = 0}, and Dm = ⋂mi=1Di. Let Ni be an element of Γ(Di, End(E)|Di) for
i = 1, . . . , l. For m ≤ l, we have the nilpotent maps N1, . . . , Nm of End(E|Dm) on Dm. Then we put as
follows, for any a ∈ Rm≥0:
N(a) :=
m∑
j=1
aj ·Nj |Dm .
Definition 2.22 We say that the constantness of the the filtrations on the positive cones for (N1, . . . , Nl)
holds, if the following holds:
• For any m ≤ l, for any Q ∈ Dm and for any I ⊂ m, the filtration W (a)|Q is independent of a choice
of a ∈ RI>0.
• {W (a)|Q ∣∣Q ∈ Dm} forms the vector bundle on Dm.
2.4.2 Sequential compatibility
Let E be a holomorphic vector bundle over ∆n. We put Di := {(z1, . . . , zn) ∈ ∆n | zi = 0}, and Dm =⋂m
i=1Di. Let l be a number less than n. Let Ni be an element of Γ(Di, End(E)|Di) for i = 1, . . . , l. On Dm,
we have the nilpotent maps N1 |Dm , . . . , Nm |Dm of End(E|Dm).
Definition 2.23 A commuting tuple (N1, . . . , Nl) is called sequentially compatible, if the following holds:
1. Let P be a point of Dj. Then (N1 |P , . . . , Nj |P ) is sequentially compatible.
2. We put N(j) =
∑
i≤j Ni |Dj . Then the conjugacy classes of N(j)|Q are independent of Q ∈ Dj .
3. Let W (j) denote the weight filtration of N(j). Then (W (1), . . . ,W (l)) is a compatible sequence of
filtrations.
Remark 2.4 When we check whether a commuting tuple (N1, . . . , Nn) is sequentially compatible, we only
have to check the condition 3 in Definition 2.18 instead of the condition 3 in Definition 2.23.
Definition 2.24 Let (N1, . . . , Nl) be a sequentially compatible commuting tuple. A frame v is called com-
patible with (N1, . . . , Nl), if v is compatible with the sequence
(
W (1), . . . ,W (l)
)
.
Lemma 2.17 There are decompositions of E|Dm for 1 ≤ m ≤ l:
E|Dm =
⊕
h∈Zm
Kh .
They satisfy the following:
1. For any h ∈ Zm, we have ⋂mj=1W (j)hj =⊕k∈U(h)Kk on Dm. Here U(h) denotes the set of k ∈ Zn
satisfying ρj(k) =
∑
i≤j qi(k) ≤ hj for any 1 ≤ j ≤ m.
2. We have Kh |Dm+1 =
⊕
k K(h,k). Here (h, k) = (h1, . . . , hm, k) for h = (h1, . . . , hm).
Proof Since (W (1), . . . ,W (l)) is compatible, we have the compatible splitting {Kh |h ∈ Zm, m = 1, . . . , l}.
For any h = (h1, . . . , hm) ∈ Zm, we put µ(h) := (ρ1(h), ρ2(h), . . . , ρn(h)). Then we put as follows:
Kh = Kµ(h).
Then the tuple {Kh |h ∈ Zm m = 1, . . . , l} has the desired property.
Definition 2.25 Such tuple {Kh |h ∈ Zm, m = 1, . . . , l} is called a compatible splitting of the commuting
tuple (N1, . . . , Nl).
Corollary 2.2 Let E and N1, . . . , Nl be as above. We can take a holomorphic frame v of E, which is
compatible with (N1, . . . , Nl)
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2.4.3 Strongly sequential compatibility
Let E be a holomorphic vector bundle over ∆n. We put Di := {(z1, . . . , zn) ∈ ∆n | zi = 0}, and Dm =⋂m
i=1Di. Let l be a number less than n. Let Ni be an element of Γ(Di, End(E)|Di) for i = 1, . . . , l. For any
m ≤ l, we have the nilpotent maps N1 |Dm , . . . , Nm |Dm of E|Dm .
Definition 2.26 We say that the tuple (N1, . . . , Nl) is strongly sequentially compatible, if the following
holds:
1. All the assumptions in Definition 2.23 are satisfied.
2. Moreover (N1 |P , . . . , Nm |P ) is assumed to be strongly sequentially compatible for each P ∈ Dm.
Lemma 2.18 There are decompositions of E|Dm for 1 ≤ m ≤ l:
E|Dm =
⊕
k≥0
⊕
h∈Zm
PkKh .
They satisfy the following:
1. For any h ∈ Zm and k ≥ 0, we have ⋂mj=1W (j)hj =⊕k≥0⊕k∈U(h) PkKk on Dm. Here U(h) denotes
the set of k ∈ Zn satisfying ρj(k) ≤ hj for any 1 ≤ j ≤ m.
2. We have PkKh |Dm+1 =
⊕
a PkK(h,a). Here (h, a) = (h1, . . . , hm, a) for h = (h1, . . . , hm).
3. PkKh = 0 unless |q1(h)| ≤ k and k − q1(h) is even.
4. When −k < q1(h) ≤ k, we have N1
(
PkKh
)
= PkKh−2δ1 . Here we put h − 2δ1 = (h1 − 2, h2, . . . , hn).
5. When h1 = −k, N1
(
PkKh
)
= 0.
Proof On D1, we have the graded vector space PhGr
(1)
h . On Dj for 2 ≤ j ≤ l, we have the nilpotent
morphisms N
(1)
j of PhGr
(1)
h . Since (N
(1)
2 , . . . , N
(2)
l ) is sequentially compatible, we obtain the compatible
decompositions PhGr
(1)
h |Dm
=
⊕
k′∈Zm Kh,k′ for any 2 ≤ m ≤ l.
Then we construct PkKh on Dm by using an induction on m. Assume that we already have the decom-
position on Dm+1. Let h be a tuple (h1, . . . , hm). We construct Ph1Kh on Dm in the following.
For a tuple h = (h1, . . . , hm), we put χ(h) := (h1, h2 − h1, h3 − h2, . . . , hm − hm−1), and χ′(h) =
(h2 − h1, h3 − h2, . . . , hm − hm−1). Note that χ(h) ∈ U(h). If h′ = (h2 − h1, . . . , hm − h1) ∈ Zm−1, then we
have χ′(h) ∈ U(h′).
By our assumption, Kh1,χ′(h) is contained in the image of Pπh :
Pπh
[
Ker(N(1)h1+1) ∩
m⋂
j=2
W (j)hj
]
=
[
Ph1Gr
(1)
h1
∩
n⋂
j=2
W (N (1)(j))hj−h1
]
⊃ Ph1Kh1,χ′(h).
OnDm+1, we have
⊕
k K(χ(h),k). By extending it, we can take a subbundle Ph1Kχ(h) of Ker(N(1)h1+1)
⋂m
j=2W (j)hj
satisfying the following:
• Ph1Kχ(h) is isomorphic to Kh1,χ′(h) via the morphism Pπh .
• We have Ph1Kχ(h)|Dm+1 =
⊕
a Ph1K(χ(h),a).
By an inductive argument, we obtain PhKh on Dm for any m and h ∈ Zm such that h1 = h.
For an integer m such that 0 ≤ m ≤ h1, we put as follows:
Ph1Kh−2mδ1 := Nm1
(
Ph1Kh
)
.
Here we put h−2mδ1 = (h1−2m,h2, . . . , hn). By our choice, we have Nh1+11
(
Ph1Kh
)
= 0. Then we obtain
the desired decomposition.
Definition 2.27 Such tuple {PkKh | k ≥ 0, h ∈ Zm, m = 1, . . . , l} is called the strongly compatible splitting
of (N1, . . . , Nl).
For any tuple h ∈ Zl and k ≥ 0, we have the number d(k,h) := rankPkKh . Clearly we have d(k,h) =
d(k − 2,h) if −k < q1(h) ≤ k.
Corollary 2.3 Let E and (N1, . . . , Nl) be as above. Then we can take a holomorphic frame v of E, around
the origin O of ∆n, satisfying the following:
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1. v =
(
vk,h,η
∣∣∣ k ≥ 0,h ∈ Zl, η = 1, . . . , d(k,h)).
2. We have N1(vk,h,η) = vk,h−2δ1,η when −k < h1 ≤ k, on D1.
3. N1(vk,h,η) = 0 if h1 = −k, on D1.
4. degW (j)(vk,h,η) =
∑
i≤j hi.
5. v is compatible with the sequence
(
W (1), . . . ,W (l)
)
.
Such frame is called strongly compatible with (N1, . . . , Nl).
Definition 2.28 Such frame is called a frame strongly compatible with (N1, . . . , Nl).
Definition 2.29 A tuple (N1, . . . , Nl) is called of Hodge, if (Nσ(1), . . . , Nσ(l)) is strongly sequentially com-
patible for any σ ∈ Sl.
2.5 Mixed twistor structure
2.5.1 Definition
The harmonic metric can be regarded as a generalization of the variation of polarized Hodge structure. To
regard the harmonic metric as a variation of some structure, Simpson introduced the twistor structure.
Definition 2.30 (Simpson [34]) The pure twistor structure and the mixed twistor structure are defined
as follows:
1. A holomorphic vector bundle on the projective line P1 is called a pure twistor structure of weight i if it
is holomorphically isomorphic to a direct some of the line bundle OP1(i).
2. A holomorphic vector bundle V with an ascending filtration W by holomorphic vector subbundles is
called a mixed twistor structure if GrWi is a pure twistor structure of weight i.
He also introduced the variation of the twistor structure and observed that a harmonic bundle can be
regarded as the variation of the pure twistor structure. (See [34] for more detail.)
In the next subsubsections, we explain a method to use the mixed twistor structure in this paper.
2.5.2 Lower bound of the degree
We will use the mixed twistor structure to obtain a lower bound of the degree. We consider the following
situation. Let (V,W ) be a mixed twistor structure. Let L be a holomorphic vector subbundle of V with
the filtration WL. If we have the upper bound of the degree of any non-zero element of WL,l(L), i.e.,
degW (s) ≤ l + a for any non-zero s ∈ WL,l(L)λ, (λ ∈ P1), then we have the inclusion WL,l(L) ⊂ Wl+a. We
have the following easy lemma.
Lemma 2.19 Let (V,W ) be a mixed twistor structure. Let a be an integer. Let L be a holomorphic
vector subbundle of V with the filtration WL such that WL,l(L) ⊂ Wl+a and that the first Chern classes
c1(Gr
WL
l (L))) are (l + a) · rank(GrWLl (L)) for any l.
Then the induced morphisms GrWLl (L) −→ GrWl+a is an injection of vector bundles, that is, GrWLl
naturally gives a subbundle of GrWl+a. Moreover Gr
WL
l (L) is a pure twistor of weight l + a.
In particular, the degree of any non-zero element s ∈ WL,l(Lλ)−WL,l−1(Lλ) is exactly l + a.
Proof Let b be the bottom number of the filtration WL. First we consider the bottom part WL,b. It is
well known that a holomorphic vector bundle WL,b over P
1 is holomorphically a direct sum
⊕
iO(i)⊕ni .
Assume that WL,b is not a pure twistor structure of weight b + a. Since we have the equality
∑
nii =
(b + a) · rank(WL,b), there is an i > b + a such that ni 6= 0. It is easy to see that Hom(O(i),Wb+a) = 0
for any i > b + a. Hence we have no injective morphism WL,b → Wb+a, which contradicts the fact that L
is a subbundle of Wb+a. Thus WL,b is a pure twistor structure of weight b + a. Moreover the composition
WL,b −→Wb+a −→ Grb+a is injective of the vector bundles.
We use an induction. We assume that we have proved the claims of the theorem for WL,l for any
l < l0 and then we prove that the claim for WL,l0 holds. We have the morphism φl0 : Gr
WL
l0
−→ GrWl0+a.
Assume that φl0 is not injective. Note that c1(Ker(φl0)) is larger than (l0 + a) · rankKer(φl0). We put
Kl0−1 := π
−1
l0−1
(Kerφl0), where πl0−1 denotes the projection WL,l0 −→ WL,l0/WL,l0−1. Then we have
the morphism φl0−1 : Kl0−1/WL,l0−2 −→ Grl0+a−1. We have the nontrivial kernel Ker(φl0−1) such that
c1(Ker(φl0−1)) > (l0 − 1 + a) · rank(Ker(φl0−1)). We put Kl0−2 := π−1l0−2(Kerφl0−1), where πl0−2 denotes
the projection WL,l0 −→ WL,l0/Wl0−2. In general, we denote the projection WL,l0 −→ Wl0/WL,i by πi.
Inductively, we can construct the vector subbundles Ki of WL,l0 as follows:
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Assume that we haveWL,i ⊂ Ki ⊂Wi+a. Then we have the morphism φi : Ki/WL,i−1 −→ Gri+a.
We put Ki−1 := π
−1
i−1(φi).
Then we can check that c1(Ki) > (i + a) rankKi. For sufficiently small i, we obtain the inequality 0 =
c1(Ki) > (i + a) · 0 = 0. Thus we arrive at the contradiction if we assume that φl0 is not injective. Thus
we obtain the injectivity of the morphism φl0 : GrL,l0 −→ Grl0+a as a vector bundles, namely φl0|P is
a injection for each point P ∈ P1. Since Grl0+a is pure twistor of weight l0 + a, we have the inequality
c1(GrL,l0) ≤ (l0 + a) rankGrl0+a, which is in fact equality by assumption. Thus GrL,l0 is a pure twistor of
weight l0 + a.
Remark 2.5 It is remarkable that we obtain the lower bound of degree from some topological information,
that is, Chern class.
2.5.3 Morphism of mixed twistors
Definition 2.31 Let (V (i),W (i)) (i = 1, 2) be mixed twistors. A morphism of mixed twistors are the mor-
phism of locally free coherent sheaves V (1) −→ V (2) preserving the filtrations.
Let f be a morphism of locally free coherent sheaves V (1) −→ V (2). We have the morphism f|P : V (1)|P −→
V
(2)
|P for any P ∈ P1. Then the rank of f|P are not constant, in general. However, when f is a morphism of
mixed twistors, then the rank of f|P is constant, as we will see in the following lemma.
Lemma 2.20 Let (V (i),W (i)) (i = 1, 2) be mixed twistors, and f be a morphism of mixed twistors.
1. The rank of f|P is constant, and thus the Cok(f) is locally free. Hence {Ker(f)|P |P ∈ P1} and
{Im(f) |P ∈ P1} form subbundles of V (1) and V (2) respectively.
2. We put Wl(Ker(f)) =W
(1)
l ∩Ker(f). The filtration W·(Ker(f)) induces the mixed twistor structure to
Ker(f).
3. We put Wl(Cok(f)) = π(W
(2)
l ), where π denotes the projection V
(2) −→ Cok(f). Then the filtration
W·(Cok(f)) gives the mixed twistor structure to Cok(f).
4. We have the equality f(W
(1)
l ) = Im(f) ∩W (2)l . We put Wl(Im(f)) = f(W (2)l ), and then the filtration
W·(Im(f)) gives the mixed twistor structure to Im(f).
Proof Note that W
(i)
l (i = 1, 2) are naturally mixed twistor structures, and that we have the morphism
fl :W
(1)
l −→W (2)l of the mixed twistors. Thus we can use the induction on l.
Assume that l is the bottom number b1 of W
(1). We have the morphism fb1 : W
(1)
b1
−→ W (2)b1 and W
(1)
b1
is isomorphic to a direct sum of O(b1). We denote the projection W (2)b1 −→ Gr
(2)
b1
by π
(2)
b1
. Then we obtain
the following morphisms
W
(1)
b1
fb1−−−−−→ W (2)b1
π
(2)
b1−−−−−→ Gr(2)b1 .
We have the composite Grb1(f) := π
(2)
b1
◦ fb1 . Since W (1)b1 and Gr
(2)
b1
are pure twistor of weight b1, it is easy
to see the following:
• The ranks of Grb1(f)|P are independent of P ∈ P1.
• The kernel, the image and the cokernel of Grb1(f) are pure twistors of weight b1. The kernel is a
subbundle of W
(1)
b1
.
We have the naturally defined morphism Ker(Grb1(f)) −→W (2)b1−1. Then it is easy to see that the morphism
is in fact 0. Thus Ker(Grb1(f)) and Ker(fb1) are same. We also obtain the following exact sequence:
0 −→W (2)b1−1 −→ Cok(fb1) −→ Cok(Gr(fb1)) −→ 0.
Thus the Cok(fb1) is locally free, and the ranks of fb1 |P are independent of P ∈ P1. We also know that
the image Im(fb1) is a subbundle of Wb1 , and Im(fb1) is a pure twistor of weight b1. Thus we can show the
claim 4. In all, we obtain the claims in the case that l is the bottom number of W (1).
We assume that the claims hold for fl−1 : W
(1)
l−1 −→ W (2)l−1, and we will prove that the claims hold for
fl :W
(1)
l −→W (2)l . Since fl preserves the filtration, we have the natural morphism Grl(f) : Gr(1)l −→ Gr(2)l .
Because Gr
(i)
l are pure twistors of weight l, it is easy to see the following:
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• The ranks of Grl(f)|P are independent of P ∈ P1.
• The kernel, the image and the cokernel of Grl(f) is pure twistors of weight l. The kernel is a subbundle
of Gr
(1)
l , and the image is a subbundle of Gr
(2)
l .
We have the natural morphism φ : Ker(fl) −→ Ker(Grl(f)). By an easy diagramm chasing, we obtain the
injection Cok(φ) −→ Cok(fl−1) of coherent sheaves. By our assumption, Cok(fl−1) is mixed twistor, such
that Grl(Cok(fl−1)) = 0. On the other hand, Cok(φ) is a quotient of a pure twistor Ker(Grl(f)) of weight l.
Thus the morphism Cok(φ) −→ Cok(fl−1) must be 0, in other words, φ must be surjective. Thus we obtain
the exact sequence:
0 −→ Ker(fl−1) −→ Ker(fl) −→ Ker(Grl(f)) −→ 0.
It implies the assertions for Ker(fl). We also obtain the exact sequences:
0 −→ Im(fl−1) −→ Im(fl) −→ Im(Grl(f)) −→ 0.
0 −→ Cok(fl−1) −→ Cok(fl) −→ Cok(Grl(f)) −→ 0.
It implies the assertions for Im(fl) and Cok(fl). Thus we are done.
Remark 2.6 Note that the property 4 is remarkable. If we consider a morphism of filtered vector spaces
(V (1),W (1)) −→ (V (2),W (2)), the properties 1, 2 and 3 obviously holds. However 4 does not hold, in general.
Let (V,W ) be a mixed twistor, and a be an integer. Then we have the naturally defined mixed twistor
of V ⊗O(a), as follows:
Wl(V ⊗O(a)) = Wl−a(V )⊗O(a).
It is easy to check that (V ⊗O(a),W ) gives a mixed twistor.
Let f : V −→ V ⊗O(a) be a morphism of locally free coherent sheaves. Then f|P : V −→ V is determined
as an element of P(M(r)∨). Here r denotes a rank of V and M(r)∨ denotes the dual space of the vector
space of r-matrices. When f is nilpotent, then it induces the filtration W (f|P ) on the fiber V|P for any point
P ∈ P1.
Lemma 2.21 Let (V,W ) be a mixed twistor and f : (V,W ) −→ (V ⊗O(2),W ) be a nilpotent morphism of
mixed twistor. Then the conjugacy classes of the endomorphisms f|P are independent of P ∈ P1.
Proof Let η be a generic point of P1. Then we have the filtration W (f|η) of V|η induced by the nilpotent
maps f|η . Let b be the bottom number of the filtration W (f|η). We use the induction on b.
When b = 0, then f|η = 0. Thus f = 0. Thus we have nothing to prove. Assume that we have proved
the claim in the case b > b0, and we will prove the claim in the case b = b0. Note that the bottom part
of the filtration W (f|η) is same as Im(f
−b0
|η
) in V|η, and W−b0−1(f|η) is same as Ker(f
−b0
|η
). We also have
f−b0+1 = 0.
We have the morphism f−b0 : V −→ V ⊗ O(−2b0), which is a morphism of mixed twistors. Then
Ker(f−b0) and Im(f−b0) are subbundles of V and V ⊗O(−2b0), and they have the naturally induced mixed
twistors. We put as follows:
V ′ =
Ker(f−b0)
Im(f−b0 )⊗O(2b0) .
Then it has the naturally induced mixed twistor structure.
We have the naturally induced morphism f˜ : V ′ −→ V ′ ⊗ O(2). We can apply the claim for b < b0 to
f˜ , and thus the conjugacy class of f˜|P are independent of P ∈ P1. Then we obtain the independence of the
conjugacy class of f˜|P .
2.5.4 Sub mixed twistors
Let (V,W ) be mixed a twistor. Let V1 be a subbundle of V . Then we obtain the filtration of V1 by the
coherent subsheaves Wh ∩ V1.
Definition 2.32 We say that V1 is a sub mixed twistor of (V,W ) if the filtration {Wh ∩ V1 |h ∈ Z} gives a
mixed twistor structure.
We have already shown the following:
Lemma 2.22 Let f : (V1,W1) −→ (V2,W2) be a morphism of mixed twistors. Then the kernel and image
are sub mixed twistors of (V1,W1) and (V2,W2) respectively.
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Lemma 2.23 Let (V,W ) be a mixed twistor, and Vi (i = 1, 2) be sub mixed twistors. Then V1 + V2 and
V1 ∩ V2 are also sub mixed twistors.
Proof We can regard V1 ∩ V2 is the kernel of the morphism of mixed twistors V1 ⊕ V2 −→ V . We can
regard V1 + V2 is the image of the morphism.
Let N : (V,W ) −→ (V,W ) ⊗ O(2) be a morphism of mixed twistors. Since the conjugacy classes of N
are independent of λ ∈ P1, we obtain the weight filtration W (N) of N by vector subbundles. The following
lemma is easy to see.
Lemma 2.24 For any h, the vector subbundle W (N)h is a sub mixed twistor.
Let Ni : (V,W ) −→ (V,W )⊗O(2) be a morphism of mixed twistors for i = 1, . . . , n.
Lemma 2.25 For any tuple h = (h1, . . . , hn) ∈ Zn, ⋂nj=1W (Ni)hj is sub mixed twistor of (V,W )
2.5.5 Commuting tuple of nilpotent maps
Let V be a vector bundle over P1. Let (N1, . . . , Nn) be a commuting tuple of nilpotent morphisms V −→
V ⊗OP1(2).
Proposition 2.3 Assume the following:
1. The weight filtration W (n) of N(n) is a mixed twistor.
2. N(j) : (V,W (n)) −→ (V,W (n))⊗O(2) (1 ≤ j ≤ n) gives a morphism of mixed twistor structure.
3. (N1 | λ, . . . , Nn−1 | λ, Nn |λ) is sequentially compatible at any point λ ∈ P1.
4. (N1 | λ, . . . , Nn−1 | λ) is strongly sequentially compatible at any point λ ∈ P1.
Then (N1 |λ, . . . , Nn−1 | λ, Nn | λ) is strongly sequentially compatible at any λ ∈ P1.
Proof First we note that we have W (1)(j)a+l ∩Gr(1)a =W (N (1)(j))l ∩Gr(1)a , by the assumption 3. By the
assumption 4, Pπh induces the following isomorphism for any h ∈ Zn−1:
Pπh : Ker(N(1)
h1+1) ∩
n−1⋂
j=2
W (j)hj −→ Ph1Gr(1)h1 ∩
n−1⋂
j=2
W (1)(j)hj (8)
Due to the conditions 1 and 2, the filtrations W (n) and W (1)(n) induces the mixed twistor structures on
the both sides of (8). Due to the condition 3, The morphism Pπh preserves the mixed twistor structures.
Thus we can conclude that the morphism Pπh gives an isomorphism of the filtered vector bundles over P
1.
It implies that (N1 | λ, . . . , Nn−1 |λ, Nn |λ) is strongly sequentially compatible at any λ ∈ P1.
3 Preliminary for harmonic bundles
3.1 Harmonic bundles and deformed holomorphic bundles
3.1.1 harmonic bundles
Let X be a complex manifold. Let (E, ∂E) be a holomorphic bundle. Here E denotes a C
∞-vector bundle
and ∂E denotes an operator ∂E : C
∞(X,E) −→ C∞(X,E ⊗ Ω0,1X ), such that (∂E)2 = 0 and that ∂E(fv) =
∂(f) · v + f ·∂E(v) for any f ∈ C∞(X) and v ∈ C∞(X,E). Let h be a hermitian metric of E. We
denote the inner product of h by (·, ·)h. We often omit h if there is no confusion. For a holomorphic
vector bundle (E,∂E) with a hermitian metric, we obtain ∂E : C
∞(X,E) −→ C∞(X,E ⊗ Ω1,0) satisfying
∂(f, g)h = (∂E(f), g)h+(f, ∂(g))h. We denote the curvature of the unitary connection ∂E+∂E by R(∂E+∂E).
Let θ be a section of C∞(X,End(E) ⊗ Ω1,0). It is called a (holomorphic) Higgs field if ∂Eθ = 0 and
θ ∧ θ = 0. The tuple (E, ∂E , h) is called a Higgs bundle.
We have the adjoint of θ with respect to h, which we denote by θ†, namely (θ ·f, g)h = (f, θ† ·g)h. Then
θ† is an element of C∞(X,End(E)⊗Ω0,1) satisfying ∂E(θ†) = 0 and θ† ∧ θ† = 0.
From a Higgs bundle (E,∂E , θ) with a hermitian metric h, we obtain the following connection:
D
1 := ∂E + ∂E + θ + θ
† : C∞(X,E) −→ C∞(X,E ⊗ Ω1X ).
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Definition 3.1 A tuple (E, ∂E , h, θ) is called a harmonic bundle, if D
1 is flat, namely D1 ◦ D1 = 0.
Remark 3.1 Probably, such object should be called a pluriharmonic bundle. But we use ‘harmonic bundle’
for simplicity.
The condition D1 ◦ D1 = 0 is equivalent to the following:
(∂E + θ
†)2 = (∂E + θ)
2 = R(∂E + ∂E) + θ ∧ θ† + θ† ∧ θ = 0.
Lemma 3.1 (Simpson, [35]) Let (E, ∂E , h, θ) be a harmonic bundle. Then we have ∂E(θ) = ∂E(θ
†) = 0.
Proof We know that ∂2E = θ
2 = (∂E + θ)
2 = 0. It implies that ∂E(θ) = 0. Similarly we obtain the equality
∂E(θ
†) = 0.
3.1.2 The deformed holomorphic bundle
Let (E, ∂E, h, θ) be a harmonic bundle over X. We denote Cλ × X by X . We denote the projection
Cλ×X −→ X by pλ. We have the C∞-bundle p−1λ (E) over X . We have the operator d′′ : C∞(X , p−1λ (E)) −→
C∞(X , p−1λ (E)⊗ Ω0,1X ).
d′′ := ∂E + λ · θ† + ∂λ.
Lemma 3.2 (Simpson, [35]) The operator d′′ gives a holomorphic structure of p−1λ (E).
Proof We only have to see that d′′ ◦ d′′ = 0, which follows from ∂E(θ†) = 0.
The holomorphic bundle (p−1λ (E), d
′′) is denoted by E , which we call the deformed holomorphic bundle.
We have the pull back of the hermitian metric h. The metric connection is given by the following:
dλ + ∂E + ∂E + λ · θ† − λ · θ.
The curvature of the metric is as follows:
−dλ¯ · θ + dλ · θ† +R(∂¯E + ∂E)− |λ|2[θ, θ†]. (9)
We put as follows:
X λ := {λ} ×X, X ♯ := C∗λ ×X.
The restrictions (E , d′′)|Xλ and (E , d′′)|X♯ are denoted by (Eλ, d′′λ) and (E♯, d′′ ♯).
3.1.3 The λ-connection
Let (E,∂E) be a holomorphic bundle. Let λ be a complex number. In general, an operator∇λ : C∞(X,E) −→
C∞(X,E ⊗ Ω1) is called a λ-connection if the following holds for any f ∈ C∞(X) and v ∈ C∞(X,E):
∇λ(f · v) = (λ∂(f) + ∂(f)) · v + f · ∇λ(v).
It is called holomorphic if the (0, 1)-part is same as ∂E . It is called flat if ∇λ ◦ ∇λ = 0.
It is easy to see that a flat holomorphic 0-connection is equivalent to a pair of holomorphic structure and
a holomorphic Higgs field. And a flat holomorphic 1-connection is equivalent to an ordinary holomorphic
flat connection.
Let (E, ∂E , θ, h) be a harmonic bundle overX. Then we have the operator D
λ : C∞(X,E) −→ C∞(X,E⊗
Ω1X ) defined as follows:
D
λ = ∂E + θ + λ(∂E + θ
†).
Recall that we have the holomorphic bundle Eλ on X λ, whose holomorphic structure is given by ∂E + λθ†.
Lemma 3.3 The operator Dλ is a flat holomorphic λ-connection of Eλ.
Proof It is clear from the definition that Dλ gives a holomorphic λ-connection of Eλ. We have the following
equality:
D
λ ◦ Dλ = (∂E + λ · θ†)2 + (λ∂E + θ)2 + λ · (R(∂E + ∂E) + [θ, θ†]).
Since we have ∂(θ) = ∂E(θ
†) = 0, we can obtain the desired flatness.
The Dλ is called the λ-connection associated with the harmonic bundle (E, ∂E , θ, h). We have the
operator D : C∞(X , E) −→ C∞(X ,E ⊗ p∗λΩ1X ) defined by D = ∂E + θ + λ(∂E + θ†). The operator D is also
called the λ-connection associated with (E, ∂E , θ, h).
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Note that D and ∂λ are commutative. Thus D(v) is holomorphic if v is holomorphic section of E . Let v
be a holomorphic frame of E on an open subset U of X . Then the λ-connection form A = (Ai j) is defined
by the following relation:
Dvj =
∑
i
Ai j · vi.
Obviously Ai j are holomorphic sections of p∗λΩ1,0X , i.e., A is an element of Γ(U,M(r)⊗ p−1λ Ω1,0X ), where r is
a rank of E. We describe as Dv = v · A.
3.1.4 The associated flat connections
For any λ 6= 0, we have the holomorphic flat connection of X λ:
D
λ,f := ∂E + λ · θ† + ∂E + λ−1θ.
Again the flatness follows from the equalities ∂E(θ) = ∂E(θ
†) = 0.
We have the operator Df := ∂E + ∂E +λθ
†+λ−1θ : C∞(X ♯, E♯) −→ C∞(X ♯, E♯⊗ p∗λΩ1X ). We call it the
associated family of the flat connections.
Let v be a holomorphic frame of E♯ on some open subset U of X ♯. Then we obtain the holomorphic
section Af = (Afi j) of Γ(U,M(r)⊗ p∗λΩ1,0X ) defined as follows:
D
fvj =
∑
i
Afi j · vi, i.e., Dfv = v · Af .
Lemma 3.4 We have the relation Af = λ−1 · A.
Proof The (0, 1)-parts of Df and D are same, we have the following relation between the (1, 0)-parts of Df
and D:
D
f (1,0) = ∂E + λ
−1θ = λ−1(λ · ∂E + θ) = λ−1 · D(1,0).
Thus we are done.
3.1.5 Conjugate
We denote the conjugate of X by X†. Namely X† denotes the complex manifold whose underlying C∞-
manifold is same as X and whose holomorphic structure is given by ∂. If (E,∂E) is a holomorphic bundle
over X, then (E, ∂E) is a holomorphic bundle over X
†. If θ is a holomorphic Higgs field of (E, ∂E) over X,
then θ† is a holomorphic Higgs field of (E, ∂E) over X
†.
Let (E, ∂E, θ, h) be a harmonic bundle over X. Then the conjugate (E, ∂E, h, θ
†) is a harmonic bundle
over X†. We put X † := Cµ × X†. We denote the projection X † −→ X† by p†µ. From a harmonic
bundle (E, ∂E, h, θ
†) over X†, we obtain the deformed holomorphic bundle (E†, d′′ †) over X †. Under the
identification of X and X†, the underlying C∞-bundle of E† is p† ∗µ (E), and the holomorphic structure d′′†
is given by the operator ∂E + µ · θ + ∂µ.
We put X †µ = {µ} ×X† and X † ♯ = C∗µ ×X. The restrictions of (E†, d′′ †) to X †µ and X † ♯ are denoted
by (E†µ, d′′µ) and (E† ♯, d′′ ♯). The operator d′′µ is same as ∂E + µ · θ.
We have the associated µ-connections, which we denote by D† µ. Namely we have the following operator:
D
†µ := ∂E + θ
† + µ · (∂E + θ) : C∞(X †µ, E†µ) −→ C∞(X †µ, E†µ ⊗ Ω1X† µ).
We have the following operator, which we also call the µ-connection:
D
† := ∂E + θ
† + µ · (∂E + θ) : C∞
(X †, E†) −→ C∞(X †, E† ⊗ p† ∗µ Ω1X†).
For any µ 6= 0, The associated flat connections are given as follows:
D
† µ f := ∂E + µ · θ + ∂E + µ−1θ† : C∞(X †µ, E†µ) −→ C∞(X †µ, E†µ ⊗ Ω1X†µ).
We have the family of the flat connections:
D
† f := ∂E + µ · θ + ∂E + µ−1θ† : C∞(X † ♯, E† ♯) −→ C∞(X † ♯, E† ♯ ⊗ p† ∗µ Ω1X†).
The following lemma is clear from the definition.
Lemma 3.5 If λ = µ−1, then we have D† µ,f = Dλ,f as the operator C∞(X,E) −→ C∞(X,E ⊗ Ω1X ).
Namely they give the same flat connection.
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We have the morphism C∗λ −→ C∗µ by the correspondence µ = λ−1. It induces the C∞-morphism
♣X : X ♯ −→ X † ♯. Although ♣X is not holomorphic, it is holomorphic in the direction of C∗λ. The following
lemma can be shown directly from the definitions.
Lemma 3.6 Under the identification of X ♯ and X † ♯ by the morphism ♣X above, we have the relation
D
f = D†,f .
3.1.6 Another relation between E and E†
Let (E, ∂E , h) be a holomorphic vector bundle with a hermitian metric. In general, a hermitian metric
h induces an anti-linear morphism ψ of E to the dual E∨. The morphism ψ gives an anti-holomorphic
isomorphism of E and E∨.
Let v = (v1, . . . , vn) be a holomorphic frame of E. We have the dual frame v
∨ of E∨. Then we put
v
† = ψ−1(v∨). Namely we put as follows: we have the matrix (bi,j) = H(h,v)
−1
, and frame v† = (v†1, . . . , v
†
n)
defined by the relation v†j :=
∑
bi,j · vi, that is, v† = v ·H(h, v)−1. Then v† is an anti-holomorphic frame
of E, in other words, v† is a holomorphic frame of (E, ∂E) over X
†.
Let (E, ∂E , θ, h) be a harmonic bundle over X. Then we have the deformed holomorphic bundle Eλ
over X λ, whose holomorphic structure is given by ∂E + λ · θ†. The anti-holomorphic structure is given by
∂E − λ¯ · θ. Thus v† gives a holomorphic frame of E† (−λ¯) over X † (−λ¯). The following lemma can be checked
by a direct calculation.
Lemma 3.7 When we have the relation Dλv = v · A, then we have the relation D† (−λ¯)v† = v† · tA.
Proof It follows from the following equality:(
D
λvi, v
†
j
)
h
=
(
(λ · ∂E + θ)vi, v†j
)
h
=
(
vi, (−λ¯∂E + θ†)v†j
)
h
=
(
vi,D
† (−λ¯)vj
)
h
.
We denote the metric connection of (E , d′′, h) by d′′ + d′. Then we have the holomorphic vector bundle
(E , d′) over C†λ ×X†. We have a holomorphic map F : Cµ −→ C†λ defined by λ¯ = −µ. Then we have the
naturally defined holomorphic map F : X † = Cµ ×X† −→ C†λ ×X†.
Lemma 3.8 The holomorphic bundle F−1(E , d′) is same as (E†, d′′ †). We also have F−1D = D†.
Proof It can be checked by direct calculations.
Let v be a (not-necessarily holomorphic) frame of E . Then v† can naturally be regarded as a frame of
E† in the sense of Lemma 3.8.
The following lemmas can be checked by direct calculations.
Lemma 3.9 Let vi (i = 1, 2) be frames of E related by the matrices B, that is, v1 = v2 · B. Then we have
the relation
v
†
1 = v
†
2 · F ∗(tB¯−1).
Here F denotes the above morphism Cµ ×X† −→ C†λ ×X† given by λ¯ = −µ.
Lemma 3.10 Let v be a holomorphic frame of E and A be a λ-connection form of D with respect to v.
Then F ∗(tA) is the µ-connection form of D†.
3.1.7 Functoriality
Let (E,∂E , θ, h) be a harmonic bundle over X. We have a various kind of functorial construction. We recall
some of them to fix our notation.
(Dual)
We denote the dual bundle of E by E∨. The metric h induces the naturally defined metric on E∨, which we
denote by h∨. The Higgs field θ naturally induces the holomorphic section θ∨ = −θ of End(E∨) ⊗ Ω1,0X ≃
End(E)⊗ Ω1,0X . Then the tuple (E∨, ∂E∨ , θ∨, h∨) gives a harmonic bundle.
Let (E ,D) be a λ-connection. We have the naturally induced λ-connection D on E∨. Let f be a holomor-
phic section of E∨ and g be a holomorphic section of E . We denote the natural pairing by (·, ·). We have
the obvious λ-connection D of OX . Then D∨ is determined by the following relation:
D(f, g) = (D∨f, g) + (f,D∨g).
It is easy to see that the deformed holomorphic bundle with λ-connection of (E∨, ∂E∨ , θ
∨, h∨) is naturally
isomorphic to (E∨,D∨).
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Similarly the conjugate deformed holomorphic bundle with µ-connection of (E∨, ∂E∨ , θ
∨, h∨) is naturally
isomorphic to the dual of (E†,D†).
(Tensor product)
Let (Ei, ∂Ei , θi, hi) (i = 1, 2) are harmonic bundles over X. We have the tensor product E1 ⊗ E2. We
have the naturally defined metric h˜ := h1 ⊗ h2 and the Higgs field θ˜ := θ1 ⊗ idE2 + idE1 ⊗ θ2. Here idE
denotes the identity of E. The tuple (E1 ⊗ E2, θ˜, h˜) gives a harmonic bundle over X. It is denoted by
(E1, θ1, h1)⊗ (E2, θ2, h2).
It is clear that the deformed holomorphic bundle with λ-connection of (E1, θ1, h1)⊗(E2, θ2, h2) is naturally
isomorphic to the tensor product (E1,D1)⊗ (E2,D2). Here (Ei,Di) denotes the deformed holomorphic bundle
of (Ei, θi, hi). We have a similar relation for the conjugate deformed holomorphic bundles with µ-connections.
(A direct summand)
Assume that (E1, θ1, h1) ⊕ (E2, θ2, h2) be harmonic bundles over X. Then it is easy to see that the direct
summands (Ei, θi, hi) are also harmonic bundles. We have the obvious relations for the deformed holomorphic
bundles and the conjugate deformed holomorphic bundles.
(The invariant part with respect to the group action)
Let (E, ∂E , θ, h) be a harmonic bundle over X. Let G be a finite group acting on the vector bundle E. We
assume that the action of G on X is trivial, and preserves θ and the metric. We have the decomposition
of E by the irreducible representations of G. The direct summands are naturally harmonic bundles. Such
decomposition is compatible with the construction of the deformed holomorphic bundles and the conjugate
deformed holomorphic bundles.
(The symmetric products and the exterior products)
We have the symmetric product and the exterior products of the harmonic bundle (E, ∂E, θ, h). They are
characterized as the direct summands of the tensor products.
We denote the symmetric product by Syml(E,∂E , θ, h) = (Sym
l(E), θsym l, hSym l). The deformed holo-
morphic bundle is denoted by (Syml E ,Dsym l, hsym l).
We denote the exterior product by
∧l(E, ∂E, θ, h) = (∧l(E), θ∧ l, h∧l). The deformed holomorphic bundle
is denoted by (
∧l E ,D∧ l, h∧ l).
(Determinant)
As a special case of the exterior product, we have the determinant line bundle det(E). The metric h
naturally induces the metric of det(E), which we denote by det(h). We have the natural isomorphism
End(det(E),det(E)) ≃ OX , and the trace morphism tr : End(E,E) −→ OX . The Higgs field θ naturally
induces the Higgs field tr(θ) ∈ Γ(X,Ω1,0). The tuple (det(E), ∂det(E), tr(θ),det(h)) gives a harmonic bundle.
The deformed holomorphic bundle is denoted by (det(E), tr(D),det(h)).
(Hom)
Let (Ei, θi, hi) (i = 1, 2) be harmonic bundles. Then we have (Hom(E1, E2), θ
∨
1+θ2, h
∨
1⊗h2) ≃ (E∨1 , θ∨1 , h∨1 )⊗
(E2, θ1, h2). We have the obvious relations for the deformed holomorphic bundles with λ-connections.
(Pull back)
Let f : Y −→ X be a morphism of complex manifolds. Let (E,∂E , θ, h) be a harmonic bundle over X. Then
we have the pull back (f∗E, f∗θ, f∗h), which gives a harmonic bundle over Y . The deformed holomorphic
bundle with λ-connection of f∗(E, θ, h) is naturally isomorphic to the pull back of (E ,D).
3.2 Model bundles
In this subsection, we recall some examples of harmonic bundles over the punctured disc ∆∗.
3.2.1 line bundles L(a)
We put L = O∆∗ · e. For any real number a ∈ R, we put ha(e, e) = |z|2a. Then ha gives a hermitian metric
of L. The anti-holomorphic structure ∂L is determined by
∂L(e) = e · adz
z
.
Then ∂L + ∂L gives a flat connection of L.
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We have the trivial Higgs field θ = 0 of L, and the conjugate θ† = 0. Then the tuple L(a) = (L, ha, θ)
gives a harmonic bundle.
Let see the deformed holomorphic bundle (L(a),D) over Cλ × ∆∗. The holomorphic structure d′′ is
∂L + ∂λ. Thus the natural C
∞-frame p−1λ (e) is holomorphic. The λ-connection D is ∂L + λ · ∂L. Thus we
have the following relation:
D(e) = e ·
(
λa
dz
z
)
.
The associated family of the flat connections is as follows:
D
f (e) = e ·
(
a
dz
z
)
.
The parabolic structure and the eigenvalue of the residue
We have the natural prolongment of L(a) over Cλ ×∆∗ to the holomorphic line bundle L(a)a over Cλ ×∆
by using the frame v above. Note that this prolongment is same as the prolongment by increasing order a
(See the subsection 4.1). In fact, the norm |v| is |z|a. The λ-connection D is of log type on L(a)a. Namely,
for a holomorphic section f of L(a)a, D(f) is a holomorphic section of L(a)a⊗p−1λ Ω1,0(log(O)). The residue
of D is λ · a ∈ Γ(Cλ, End(L(a)a |Cλ×O)) ≃ Γ(Cλ,O).
We have the conjugate (L(a)†,D†). The holomorphic structure is given by ∂L + ∂µ. The section e† =
|z|−2a · e gives a holomorphic frame. The µ-connection is D† = ∂L + µ · ∂L, and we have the relation:
D
†e† = e† · µ · (−a)dz¯
z¯
.
The associated family of the flat connections are as follows:
D
†,fe† = e† · (−a)dz¯
z¯
.
3.2.2 line bundles L(α)
We put L = O · e and h0(e, e) = 1. Then we have ∂L(e) = 0. For any complex number α ∈ C, we have the
Higgs field θ = α · dz/z. The conjugate θ† is α¯ · dz¯/z¯. We have the following relations:
R(∂L + ∂L) = 0, θ ∧ θ† + θ† ∧ θ = |α|2
(
dz · dz¯ + dz¯ · dz) = 0.
Thus L(α) = (L, h0, θ) is a harmonic bundle.
We have the deformed holomorphic bundle (L(α),D). The holomorphic structure is given by the operator
d′′ = ∂L + λα¯ · dz¯/z¯ + ∂λ. Thus we have the relation:
d′′(e) = e · (λα¯)dz¯
z¯
.
We put v = exp(−λα¯ log |z|2) · e. Then v gives a holomorphic frame of L(α). We have the equality:
h(v, v) = exp
(
−(λα¯+ λ¯α) log |z|2
)
= |z|−4Re(λα¯).
The λ-connection D is as follows:
D(v) =
(
λ∂L + θ
)
v =
(
λ(−λα¯) + α
)
· v · dz
z
= v · (−λ2α¯+ α)dz
z
.
The associated family of the flat connection is as follows:
D
fv = v · (−λα¯+ λ−1α)dz
z
.
The parabolic structure and the eigenvalues of the residues
Let fix a λ ∈ Cλ. We have the natural prolongment of L(α)λ over ∆∗ to the line bundle L(α)λ−2Re(λα¯) by
using the holomorphic v above. Note that the prolongment is same as the prolongment by the increasing
order −2Re(λα¯). In fact, the norm |v| is |z|−2Re(λα¯). The λ-connection D is of log type on the L(α)−2Re(λα¯).
The residue is (−λ2α¯+ α) ∈ End(L(α)−2Re(λα¯) | (λ,O)) ≃ C.
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3.2.3 line bundles L(a, α)
As is already seen, we have the harmonic bundles L(a) and L(α) for a ∈ R and α ∈ C. The tensor product
L(a, α) := L(a) ⊗ L(α) is also a harmonic bundle. It is a tuple (L, ha, α ·dz/z). We denote the deformed
holomorphic bundle by L(a,α). We have the natural frame v = exp ( − λα¯ log |z|2) · e of L(a,α). We have
the following:
ha(v, v) = |z|2(a−2Re(λα¯)), D(v) = v ·
( − λ2α¯+ α+ λa)dz
z
, Df (v) = v · (− λα¯+ λ−1α+ a)dz
z
.
Let fix a λ. We have the prolongment of L(α, a)λ over ∆∗ to the line bundle (L(α, a)λ)
a−2Re(λα¯)
over ∆.
This is same as the prolongment by the increasing order a− 2Re(λα¯). The λ-connection Dλ is of log type.
The residue is −λ2α¯+ α+ λa.
Lemma 3.11 Let take an arbitrary pair (A,B) ∈ R×C. Let fix a λ. We can take a pair (a, α) ∈ R×C
such that the parabolic structure of L(a, α)λa−2Re(λα¯) is A, and that the residue of Dλ is same as B. In fact,
we only have to put as follows:
a =
(1− |λ|2) ·A+ 2Re(λ¯ · B)
1 + |λ|2 , α =
B − λ ·A
1 + |λ|2
Proof We only have to check that A = a−2Re(λα¯) and B = −λ2α¯+α+λa. It can be checked by a direct
calculation.
3.2.4 Mod(l, a, C)
We put V2 = C · e1 ⊕C · e−1. We have the nilpotent map N2 defined by N2(e1) = e−1 and N2(e−1) = 0.
We have the holomorphic vector bundle E2 := V2 ⊗ O∆∗ , which have the natural frame e = (e1, e−1). We
have the Higgs field θ2 = N2 · dz/z. We have the following relation:
θ2(e1, e−1) = (e−1, 0) = (e1, e−1)
(
0 0
1 0
)
dz
z
.
We put y = − log |z|2. We take a metric h2 as follows:
h2(e−1, e−1) = y
−1, h2(e−1, e1) = 0, h2(e1, e1) = y.
The conjugate θ†2 of θ2 with respect to the metric h2 is as follows:
θ†2(e1, e−1) = (e1, e−1) ·
(
0 1
0 0
)
dz¯
z¯ · y2
Lemma 3.12 A tuple Mod(2) = (E2, ∂E2 , h2, θ2) gives a harmonic bundle.
Proof We denote the hermitian matrix H(h2, e) byH . The matrix H and and the connection form H
−1∂H
is as follows:
H =
(
y 0
0 y−1
)
, H−1∂H =
( −y 0
0 y−1
)
dz
z · y .
The curvature R(∂E2 + ∂E2) = ∂
(
H−1∂H
)
is as follows:
∂
(
H−1∂H
)
=
(
1 0
0 −1
)
dz · dz¯
y2 · |z|2 .
On the other hand, we have the following:
θ2 · θ†2 + θ†2 · θ2 =
((
0 0
0 1
)
+
( −1 0
0 0
))
dz · dz¯
|z|2 · y2 .
Thus we obtain the equality R(∂E2 + ∂E2) + [θ2, θ
†
2] = 0. The other relations ∂E2(θ2) = 0 and ∂E2(θ
†
2) are
trivial in this case, because we have Ω2,0∆∗ = Ω
0,2
∆∗ = 0.
Thus we obtain the harmonic bundle Mod(2). Note that we have the natural frame e = (e1, e−1).
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On the vector space
⊗l−1 V2 (l ≥ 1), we have the nilpotent map
Nl :=
l−2∑
a=0
a︷ ︸︸ ︷
1⊗ · · · ⊗ 1⊗N2 ⊗ 1⊗ · · · ⊗ 1.
We have the action of (l− 1)-th symmetric group Sl−1 on the (l− 1)-th tensor product V ⊗ (l−1)2 defined by
the transposition of the components. The l-dimensional vector space Vl := Sym
l−1(V2) is characterized as
the invariant part of the action. Since the nilpotent map Nl commutes with the action of Sl−1, the map Nl
preserves the subspace Vl. We denote the restriction of Nl to Vl also by Nl.
We have the harmonic bundle (E
⊗ (l−1)
2 , θl, hl), where we put θl = Nldz/z and hl =
⊗l−1 h2. We have
the natural inclusion El := Vl ⊗O ⊂ E⊗ (l−1)2 , which is the invariant part of the Sl−1-action. The action of
Sl−1 preserves ∂E⊗(l−1)2
, θl and hl. Thus the action preserves ∂E⊗(l−1)2
, and θ†l . Hence ∂E⊗ (l−1)2
, θl and θ
†
l
preserves the subbundle El. The adjoint of θl|El with respect to the metric hl|El is same as the restriction
θ†l |El . We denote the restrictions of θl, θ†l and hl to El by the same notation. From the consideration above,
it is easy to see the following.
Lemma 3.13 The tuple Mod(l) = (El, θl, hl) is a harmonic bundle.
Thus we obtain the harmonic bundle Mod(l). Note that we have the characterization of Mod(l) as the
Sl−1-fixed part of Mod(2)
⊗ (l−1). Note also that we have the natural frame e = (ep,q | p+ q = l− 1) defined
as follows:
ep,q := ep1 · eq−1.
Here the product is the symmetric product. Clearly e is an orthogonal holomorphic frame of El.
Let take a positive number a > 0 and a complex number C ∈ C such that |C| ≤ 1. Then the following
is easy.
Lemma 3.14 The tuple Mod(l, a, C) = (El, θl, a · hl(C · z)) gives a harmonic bundle for any a > 0 and
0 < |C| ≤ 1.
Proof We have no contribution of the positive constant a to the condition for the harmonic bundles. For
any C such that 0 < |C| ≤ 1, we have the morphism fc : ∆∗ −→ ∆∗ defined by z 7−→ C · z. Then we have
the isomorphism between Mod(l, a,C) and f∗cMod(l, a, 1) by using the natural frame e. Thus Mod(l, a, C)
is also harmonic.
We have the prolongment of El over ∆
∗ to (El)0 over ∆, by using the frame e. Note that it is same as
the prolongment by the increasing order 0. The θl is of log type. The residue
(
(El)0 |O,Res(θl)
)
is naturally
isomorphic to (Vl, Nl).
Let V be a finite dimensional vector bundle, and N be a nilpotent map on V . We can take an isomorphism
(V,N) ≃⊕i(Vli , Nli). Thus we have the following:
Lemma 3.15 For any pair (V,N) as above, we have a harmonic bundle
⊕
iMod(li, ai, Ci) such that the
residue is isomorphic to (V,N).
Notation
Although we do not have a canonical choice of such harmonic bundle, we often denote such harmonic bundle
by E(V,N) for simplicity.
3.2.5 The deformed holomorphic bundle of Mod(2, a, C)
First we see the deformed holomorphic bundle Mod(2, a, C) of Mod(2, a,C). We put y = − log |z|2 and
c = − log |C|2 ≥ 0. We have the natural C∞-section p−1λ ei (i = 1,−1) of Mod(2, a, C). For simplicity, we
denote p−1λ ei by ei. We put as follows:
v1,0 = e1, v
0,1 = e−1 − λ
y + c
· e1.
Then it can be directly checked that v1,0 and v0,1 are holomorphic. Thus v = (v1,0, v0,1) gives a holomorphic
frame of Mod(2, a, C). The λ-connection D is as follows:
D(v1,0, v0,1) =
(
v0,1 · dz/z, 0) = (v1,0, v0,1) · ( 0 0
1 0
)
dz
z
, i.e., Dv = v ·
(
0 0
1 0
)
dz
z
.
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The associated family of the flat connections is as follows:
D
f
v = v ·
(
0 0
λ−1 0
)
dz
z
.
To see the conjugate Mod(2, a, C)†, the frame v† = (v† 1,0, v†,0,1) is given by the following formula:
v
† = v ·H(h2, v)−1.
Then v† gives a holomorphic frame of Mod(2, a, C)†, and we have the following relation:
D
†
v
† = v† ·
(
0 1
0 0
)
dz¯
z¯
, D† fv† = v† ·
(
0 µ−1
0 0
)
dz¯
z¯
.
We take a C∞-frame v′ = (v′ 1,0, v′ 0,1) given as follows:
v′ 1,0 = y−1/2 · v1,0, v′ 0,1 = y1/2 · v0,1.
Let consider the transformation matrices B0 and B
′
0 defined as follows:
v = e · B0 = v(0) · B0, v′ = v′(0) · B′0.
Here v(0) denotes p−1λ (v|λ=0) precisely. Similar to v′(0). Clearly B0 and B′0 are elements of the space
C∞(Cλ ×∆∗,M(r)). In fact, they are given as follows:
B0(λ, z) =
(
1 −λ · (y + c)−1
0 1
)
, B′0(λ, z) =
(
1 −λ · y · (y + c)−1
0 1
)
. (10)
Lemma 3.16 Let B0 and B
′
0 be as above.
1. Let R1 and R2 be real numbers satisfying 0 < R1 and 0 < R2 < 1. The function B0(λ, z) is bounded
over ∆λ(R1)×∆∗z(R2). The boundedness is independent of C with |C| ≤ 1.
2. Let R1 be a real number satisfying R1 > 0. The function B
′
0(λ, z) is bounded over ∆λ(R1)×∆∗. The
boundedness is independent of C with |C| ≤ 1.
In particular, the C∞-frame v′ is adapted on the region.
Proof The boundedness of the B0 and B
′
0 are clear. It is easy to directly see that v
′(0) is adapted. Then
the adaptedness of v′ follows from the boundedness of B′0.
For the conjugate, the C∞-frame v′ † = (v′ †,1,0, v′ †,0,1) is given as follows:
v′ †,1,0 = y1/2v† 1,0, v′ †,0,1 = y−1/2v† 0,1.
Then we obtain the transformation matrices B†0 and B
′ †
0 satisfying v
† = v†(0) · B†0 and v′† = v′ †(0)B′†0 .
The formula of B†0 and B
′†
0 are given as follows:
B†0(µ, z¯) =
(
1 0
−µ · (y + c)−1 1
)
, B′†0 (µ, z¯) =
(
1 0
−µ · y · (y + c)−1 1
)
. (11)
3.2.6 The deformed holomorphic bundle of Mod(l + 1, a, C)
We describe the deformed holomorphic bundle Mod(l + 1, a, C) of Mod(l + 1, a, C). We remark that the
bundleMod(l+1, a, C) is the Sl-invariant part of
⊗lMod(2, a, C). Thus the following holomorphic sections
v =
(
vp,q | p+ q = l) of ⊗lMod(2, a, C) gives a holomorphic frame of Mod(l + 1, a, C):
vp,q := (v1,0)p · (v0,1)q.
Here the product is the symmetric product. The λ-connection D is described as follows:
D(vp,q) = p · vp−1,q+1 dz
z
. (12)
By using the trivialization v, the Mod(l + 1, a,C) is prolonged to the holomorphic vector bundle over
Cλ × ∆. It is same as the prolongment by the increasing order 0. Thus the prolongment is denoted by
Mod(l + 1, a,C)0.
The λ-connection D is of log type on Mod(l + 1, a,C)0. Thus we obtain the residue:
Res(D) ∈ Γ
(
Cλ × {O}, End
(Mod(l + 1, a,C)0 |Cλ×{O})).
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Lemma 3.17 The conjugacy class of Res(D) of the model bundle is independent of λ.
Proof Clear from the equation (12).
Corollary 3.1 Let V be a finite dimensional vector space and N be a nilpotent map on V . Let E(V,N)
be a harmonic bundle whose residue of the Higgs field is isomorphic to (V,N). Then the residue of the
λ-connection is also isomorphic to (V,N).
We have the C∞-frame v′ =
(
v′ p,q | p+ q = l) of Mod(l + 1, a,C), defined as follows:
v′ p,q := vp,q · y q−p2 .
We have the transformation matrices B0 = (B0,i,p) and B
′
0 = (B
′
0,i,p) satisfying the equalities, v = v(0) ·B0
and v′ = v′(0) ·B′0, or more precisely:
vp,l−p(λ, z) =
∑
i
B0,i,p(λ, z) · vi,l−i(0, z), v′ p,l−p(λ, z) =
∑
i
B′0,i,p(λ, z) · v′,i,l−i(0, z).
They are elements of C∞(Cλ ×∆∗,M(r)).
Lemma 3.18 We have the following equalities:
B0,i,p(λ, z) =
{
0, (i < p)
c(l − p, i− p) · λi−p · (−y − c)−i+p, (i ≥ p). (13)
Here c(l, p) denotes the constant given as the coefficient of xp in the polynomial (1 + x)l.
Similarly we have the following:
(
B0
)−1
i,p
(λ, z) =
{
0, (i < p)
c(l − p, i− p) · λi−p · (y + c)−i+p, (i ≥ p). (14)
As a result, the matrices B0 and B
−1
0 are bounded on the region ∆λ(R1) ×∆∗z(R2) for any 0 < R1 and
0 < R2 < 1. The boundedness is independent of the parameter C ≥ 0.
Proof We put γ = −λ · (y + c)−1. Then we have the following equalities:
vp,l−p(λ, z) = ep1 ·
(
e−1(z) + γ · e1(z)
)l−p
=
l−p∑
j=0
ep1 · c(l − p, j) · ej−1(z) · el−p−j1 (z) · γl−p−j
=
l−p∑
i=p
c(l − p, i− p)γi−p · ei1(z) · el−i−1 (z) =
l∑
i=p
c(l − p, i− p) · γi−p · vi,l−i(0, z) (15)
Thus we are done.
We have the following immediate corollary.
Corollary 3.2 We have the following equalities:
B′0,i,p(λ, z) =
{
0, (i < p),
c(l − p, i− p) · λi−p · (−y − c)−i+p · yi−p, (i ≥ p).
We also have the following equalities:
(
B′ −10
)
i,p
(λ, z) =
{
0, (i < p),
c(l − p, i− p) · λi−p · (y + c)−i+p · yi−p, (i ≥ p).
In particular, B′0(λ, z) and their inverses are bounded on the region ∆λ(R1) × ∆∗z for any 0 < R1. The
boundedness is independent of the parameter C ≥ 0.
Proof The formula is obtained from (14). The boundedness follows from the boundedness of y−1(y+ c).
Corollary 3.3
1. We put Hl := H(hl, v). Then Hl(λ, z) and Hl(0, z) are mutually bounded over ∆λ(R1) ×∆∗z(R2) for
any 0 < R1 and 0 < R2 < 1.
2. The C∞-frame v′ is adapted over ∆λ(R1)×∆∗z for any R1 > 0.
35
Proof The first claim follows from the boundedness of B0 and B
−1
0 . The adaptedness of v
′(0) is easy to
see. Thus the adaptedness of v′ is obtained from the boundedness of B′0.
Otherwise, it is also easy to see that the adaptedness of v′ follows from the adaptedness of v′ in the case
l = 2.
Corollary 3.4 When |z| → 0, B′0(λ, z) converge to B♥0 :
B♥0,j,p(λ) =
{
0, (i < p),
c(l − p, i− p) · λi−p · (−1)i−p, (i ≥ p),
(
B♥−10
)
j,p
(λ) =
{
0, (i < p),
c(l − p, i− p) · λi−p, (i ≥ p),
In particular, we have
(
B♥0
)
p,p
=
(
B♥−10
)
p,p
= 1 for any 0 ≤ p ≤ l. We also have (B♥0 )l,0 = (−1)l · λl and(
B♥−10
)
l,0
= λl.
Proof This is a direct corollary of Corollary 3.2
It will be convenient to replace the adaptedness for v′ in Corollary 3.5 with the adaptedness for some
more flexible frame. We have the residues Res(D), which is a holomorphic section of End(Mod(l+1, a, C)0)
on Cλ × {O}. Since the conjugacy classes are independent of λ, the nilpotent maps Res(D)|(λ,O) induces
the weight filtration W of Mod(l+1, a, C)|Cλ×O by vector subbundles. Let take a holomorphic frame w of
Mod(l + 1, a,C)0, which is compatible with the filtration W on Cλ × {O}. We put as follows:
k(wi) :=
1
2
degW (wi).
We have the C∞-frame w′ = (w′1, . . . , w
′
l+1) of Mod(l + 1, a, C) over ∆∗ defined as follows:
w′i := y
−k(wi) · wi.
The following is an easy corollary of Corollary 3.3.
Corollary 3.5 Let w′ be as above. Then w′ is adapted over ∆λ(R)×X for any R > 0.
Proof We only have to see that the transformation matrices of w′ and v′ and their inverses are bounded.
The section wi is described by v as follows:
wi =
∑
p
Cp,i · vp,l−p.
Here Cp,i are holomorphic on Cλ × ∆. Since both of w and v are compatible with the W , the following
holds:
If degW (wi) < deg
W (vp,l−p), then Cp,i(λ,O) = 0.
We have the following relation:
w′i =
∑
p
Cp,i · y−k(wi)+k(v
p,l−p) · v′ p,l−p.
Then the function Cp,i · y−k(wi)+k(vp,l−p) is bounded over ∆λ(R)×X for any R > 0. Similarly the inverse
of the transformation matrices are bounded.
Similarly we can see the conjugateMod(l+1, a,C). We have the holomorphic frame v† = (v†,p,q | p+q =
l
)
, given as follows:
v†,p,q =
(
v†,1,0
)p · (v†,0,1)q .
The µ-connection D† is described as follows:
D
†v†,p,q = q · v†,p+1,q−1. (16)
The prolongment of Mod(l + 1, a, C)† by the frame v† is same as the prolongment by increasing order 0.
We denote the prolongment by Mod(l+ 1, a, C)†0. The µ-connection D† is of log type on Mod(l+ 1, a, C)†0.
The residue can be obtained from (12).
We have the C∞-frame v′ † =
(
v′ †,p,q | p+ q = l), given as follows:
v′ †,p,q = y
p−q
2 · v†,p,q.
Then we have the transformation matrices B†0 =
(
B†0 i,q
)
and B′ †0 =
(
B′†0 i,q
)
defined as follows:
v†,l−q,q =
∑
i
B†0,i,q · v†,l−i,i, v′ †,l−q,q =
∑
i
B′ †0,i,q · v†,l−i,i.
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Remark 3.2 Note that the rules of the subscripts are slightly different in the cases B†0 , B
′†
0 and B0 and B
′
0.
Briefly speaking, the order is reversed.
We have the following formulas by the same calculation:
B†0,i,q :=
{
0 (i < q)
c(l − q, i− q) · µi−q · (−y − c)−i+q (i ≥ q). (17)
And thus we have the following:
B′†0,i,q :=
{
0 (i < q)
c(l − q, i− q) · µi−q · yi−q · (−y − c)−i+q (i ≥ q),
and
B′†−10,i,q :=
{
0 (i < q)
c(l − q, i− q) · µi−q · yi−q(y + c)−i+q (i ≥ q).
The limit B♥†0 of B
′ †
0 is as follows:
B♥†0,i,q :=
{
0 (i < q)
c(l − q, i− q) · µi−q (i ≥ q), B
♥†−1
0,i,q :=
{
0 (i < q)
c(l − q, i− q) · µi−q (i ≥ q).
3.2.7 Limit of Mod(l + 1, a, C)
Let ψn denote the morphism ∆ −→ ∆ defined by ψn(z) = zn. Later we will consider a ‘limit’ of harmonic
bundles ψ−1n (E, ∂E , θ, h) for a harmonic bundle (E, ∂E, θ, h) on ∆
∗. Here we see what happens in the case
of model bundles Mod(l, a, C) = (El, θl, a · hl(C · z)). We can assume that C ∈ R. Recall that we have the
natural frame e := v|λ=0 of Mod(l, a, C), that is we put e
p,q(z) := vp,q(0, z).
Let F be a holomorphic vector bundle with a frame u =
(
up,q | p+q = l) over ∆∗. We take a holomorphic
isomorphism of ψ−1n (El) to F by the following correspondence:
n−(l−2i)/2 · ψ−1n (ei,l−i) 7−→ ui,l−i.
Then we obtain the Higgs fields θ(n) and the metrics h
(n)
l on F for any n.
We also have the natural frame e := v|λ=0 of Mod(l, a, C1/n). By the frames e and u, we have the
isomorphism of F and El. It induces the isomorphism of harmonic bundles (F, θ
(n), h(n)) andMod(l, a, C1/n).
We take Θ(n) ∈ Γ(∆∗,M(r)⊗Ω1,0∆∗) and H(n) ∈ C∞(∆∗,H(r)) defined as follows:
θ(n)u = u ·Θ(n), H(n) = H(h(n),u).
Then it is easy to see that the sequences {Θ(n)} and {H(n)} are convergent on any compact subsetK ⊂ ∆∗, as
the elements of Γ
(
∆∗,M(r)⊗Ω1,0∆∗
)
or C∞
(
∆∗,H(r)). In fact, we have Θ(n) = Θ andH(n)(z) = a·H(C1/n·z).
Here Θ and H are given as follows:
θle = e ·Θ, H = H(hl, e).
Thus Θ(n) converges to Θ and H(n) converges to a ·H .
In the discussion above, we take a limit at λ = 0. Clearly, we can take a limit at any λ. Namely,
we put w(z) := v(λ, z) for a fixed λ, and consider the frames w(n) = (w(n) p,q) defined by w(n),p,q :=
n−(p−q)/2ψ−1n (w
p,q). We have the λ-connection form ψ−1n (D
λ)w(n) = w(n) ·A(n). Then {H(ψ−1n (hl),w(n))}
and
{A(n)} converges on any compact subset K ⊂ ∆∗ as the sequences in C∞(∆∗,H(r)) and Γ(∆∗,M(r)⊗
Ω1,0∆∗ ).
3.3 A convergence of a sequence of harmonic metrics
3.3.1 A convergence at λ = 1
Let X be ∆∗ l ×∆d−l, and (E(n), θ(n), h(n)) be a harmonic bundles on X such that rank(E(n)) = r. Recall
that we have the deformed holomorphic bundles (E1 (n), d′′ 1 (n),D1 (n), h(n)) on X 1 = {1} ×X ⊂ X . In this
subsection, the metric and the measure of X are
∑n
i=1 dzi · dz¯i and
∏n
i=1 |dzi · dz¯i|.
Assume that we have frames w(n) = (w
(n)
1 , . . . , w
(n)
r ) of E1 (n), and the following holds:
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Condition 3.1
1. We have the connection forms A(n) ∈ Γ(X,M(r) ⊗ Ω1,0X ) determined by D1 (n)w(n) = w(n)A(n). Then
the sequence
{
A(n)
}
converges to A(∞) ∈ Γ(X,M(r)⊗ Ω1,0X ) on any compact subset K ⊂ X.
2. We put H(n) := H(h(n),w(n)) ∈ C∞(X,H(r)). On any compact subset K ⊂ X, H(n) and H(n)−1 are
bounded independently of n. Namely we have a constant CK depending on K such that
∣∣H(n)∣∣ < CK
and
∣∣H(n)−1∣∣ < CK.
3. On any compact subset K ⊂ X, the norms |θ(n)|h(n) are bounded independently of n.
The element Θ(n) ∈ C∞(X,M(r)⊗ Ω1,0X ) is determined by the following relation:
θ(n)w = w ·Θ(n).
The following lemma is easy to see.
Lemma 3.19 Under the condition 2, the condition 3 is equivalent to the following: On any compact subset
K ⊂ X, |Θ(n)| are bounded independently of n.
Proposition 3.1 Let X, (E(n), θ(n), h(n)) and w(n) be as above. Then we can take a subsequence {ni} of
{n} such that the sequences {H(ni)}, {H(ni)−1} and {Θ(ni)} are convergent on any compact subset K in
the Lpl -sense. Here p is a sufficiently large real number, and l is an arbitrary large real number.
Proof We will use the following lemma without mention.
Lemma 3.20 Let K be a compact subset of X.
1. Let {fn} be a bounded sequence in Lpl (X) such that all of fn vanish on X −K.
Assume that the sequence {∂(fn)} are bounded in Lpl (X). Then {fn} is bounded in Lpl+1(X).
Similarly, when the sequence {∂(fn)} is bounded in Lpl (X), then {fn} is bounded in Lpl+1(X).
2. Let {fn} be a sequence of Lpl (X) satisfying that any fn vanish on X −K, and that fn converges to g
in Lpl (X).
Assume that {∂fn} converges to ∂g in Lpl (X). Then {fn} converges to gn in Lpl+1(X).
Similarly when {∂fn} converges to ∂g in Lpl (X), then {fn} converges to gn in Lpl+1(X).
Proof Let see the first claim. We only have to show the boundedness of {∂fn} in Lpl (X). Let D be a
differential operator with constant coefficient whose degree is less than l. We have the following equality:∫
(∂Dfn, ∂Dfn) =
∫
(∆Dfn, Dfn) =
∫
(∂Dfn, ∂Dfn).
Thus the Lpl -boundedness of {∂fn} implies that the Lpl -boundedness of {∂fn}.
The second claim can be shown similarly. Thus the proof of Lemma 3.20 is completed.
Let us return to the proof of Proposition 3.1. The elements Θ† (n) ∈ C∞(X,M(r)⊗Ω0,1X ) are determined
by the following condition:
θ(n)†w(n) = w(n)Θ(n)†.
Then we have the following relations:
Θ(n) † = H
(n)−1 · tΘ(n) ·H(n). (18)
Hence we also have the boundedness of the sequence {Θ(n) †} on any compact subset K ⊂ X.
Let ∇(n) be the unitary connection of (E1 (n), d′′ (n), h(n)). Then we have the relation
∇(n) = ∂E(n) + θ† (n) + ∂E(n) − θ(n) = D1 (n) − 2θ(n).
We determine the element B(n) ∈ C∞(X,M(r) ⊗ Ω1,0X ) by the relation ∇(n)w(n) = w(n) · B(n). Then we
have the following equalities by definitions:
B(n) = A(n) − 2Θ(n), i.e., Θ(n) = 1
2
(A(n) −B(n)). (19)
On the other hand, we have the following relation:
B(n) =
(
H(n)
)−1
∂H(n), i.e., ∂H(n) = H(n) ·B(n). (20)
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Let pick a compact subsetK ⊂ X, and let pick compact subsets K1 andK2 of X such thatK is contained
in the interior of K1, and that K1 is contained in the interior of K2. We can pick an element ϕ ∈ C∞(X,R),
satisfying the following:
0 ≤ ϕ(x) ≤ 1, ϕ(x) =
{
1 (x ∈ K)
0 (x 6∈ K2)
Let take a sufficiently large number p satisfying the following:
Let l be any real number larger than 1. For any elements f, g ∈ Lpl (X), the product f · g is
contained in Lpl (X).
Such p can be taken, depending only on dimX.
We need some equalities.
Lemma 3.21 We have the following equality:
∂(ϕmΘ(n)) = ϕm · [Θ(n),Θ(n)†] +m · ∂ϕ · ϕm−1 ·Θ(n). (21)
Proof We have ∂E(n)(θ
(n)) = 0, in other words,
(
d′′ 1 (n) − θ(n) †)(θ(n)) = 0. (Recall that we have d′′ 1 =
∂E + θ
†, by definition for a harmonic bundle, in general.) It is reworded as follows:
∂Θ(n) =
[
Θ(n) †,Θ(n)
]
.
The equality (21) follows immediately.
Lemma 3.22 We have the following equality:
∂
(
ϕm ·H(n)) = m · (∂ϕ) · ϕm−1 ·H(n) + ϕm ·H(n)(A(n) − 2Θ(n)). (22)
Proof The equality (22) follows from (20) and the equality B(n) = A(n) − 2Θ(n).
Lemma 3.23 For non-negative integers k and l, we have the following equality:
∂
(
ϕk+l ·H(n)−1) = (k + 2l) · ∂ϕ · ϕk+l−1 ·H(n)−1 − ϕk ·H(n)−1 · ∂(ϕl ·H) ·H(n)−1. (23)
Proof We have the following direct calculation. We omit (n) for simplicity, and we put k + l = m
∂(ϕmH−1) = m · ∂ϕ · ϕm−1 ·H−1 − ϕm ·H−1 · ∂(H) ·H−1
= m · ∂ϕ · ϕm−1 ·H−1 − ϕk ·H−1
(
∂(ϕl ·H)− ∂ϕl ·H
)
H−1
= (m+ l) · ∂ϕ · ϕm−1 ·H−1 − ϕk ·H−1∂(ϕl ·H)H−1. (24)
Thus we are done.
Lemma 3.24 We have the following lemma:
ϕk+l+mΘ(n) † =
(
ϕkH
(n)−1) · (ϕl · tΘ(n)) · (ϕm ·H(n)). (25)
Proof The equality follows immediately from (18).
Let us return to the proof of Proposition 3.1. We use the standard boot strapping. We divide the
argument into some lemmas.
Lemma 3.25
• The sequences {ϕ ·Θ(n)} and {ϕ3 ·Θ† (n)} are bounded in Lp1(X).
• The sequences {ϕ2 ·H(n)} and {ϕ4 ·H(n)−1} are bounded in Lp2(X).
Proof It is clear that ϕ·Θ(n) are bounded in Lp(X) independently of n. Then ∂(ϕ·Θ(n)) = ϕ[Θ(n) †,Θ(n)]+
∂ϕ ·Θ(n) are bounded independently of n. Thus ϕ ·Θ(n) are bounded in Lp1(X).
It is easy to see that ϕ ·H(n) are bounded in Lp(X). Thus ∂(ϕ ·H(n)) = ∂ϕ ·H(n)+ϕ ·H(n)(A(n)−2Θ(n))
are bounded in Lp(X). It implies that ϕ ·H(n) are bounded in Lp1(X). Then ∂(ϕ2 ·H(n)) = 2∂ϕ ·H(n)+ϕ ·
H(n) · (ϕ · A(n) − 2ϕ ·Θ(n)) are bounded in Lp1(X). Thus ϕ2 ·H(n) are bounded in Lp2(X).
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It is easy to see that ϕ · H(n)−1 are bounded in Lp(X). Then ∂(ϕ · H(n)−1) = ∂ϕ · H(n)−1 − ϕ ·
H(n)−1∂H(n) ·H(n)−1 are bounded in Lp(X). Thus ϕ ·H(n)−1 are bounded in Lp1(X). We have
∂(ϕ4 ·H(n)−1) = 6 · ∂ϕ · ϕ3 ·H−1 − (ϕ ·H(n)−1) · ∂(ϕ2 ·H(n)) · (ϕ ·H(n)−1).
Thus ∂(ϕ4H(n)−1) are bounded in Lp1(X), and hence ϕ
4H(n)−1 are bounded in Lp2(X).
Clearly, ϕ3 ·Θ† (n) = (ϕ ·H(n)−1) · (ϕ · tΘ(n)) · (ϕ ·H(n)) are bounded in Lp1(X).
Lemma 3.26
• The sequences {ϕ4 ·Θ(n)} and {ϕ24Θ† (n)} are bounded in Lp2(X).
• The sequences {ϕ6 ·H(n)} and {ϕ14 ·H(n)−1} are bounded in Lp3(X).
Proof By using the formulas (21) and the boundedness in Lemma 3.25, we obtain the boundedness of
∂(ϕ4Θ(n)) in Lp1(X). Hence we obtain the boundedness of ϕ
4Θ(n) in Lp2(X).
Similarly, by using the formulas (22), (23) and the boundedness in Lemma 3.25, we obtain the bounded-
ness of ∂(ϕ6H(n)) and ∂(ϕ14 ·H(n)−1) in Lp3(X).
Lastly we obtain the boundedness of ϕ10 · Θ(n) † in Lp2(X). And thus we obtain the boundedness of
ϕ24 ·Θ(n) † in Lp2(X).
Let take a subsequence {ni} of {n} satisfying the following:
• The sequences {ϕ4 ·Θ(ni)} and {ϕ24 ·Θ(ni) †} are convergent in Lp1(X). The limit is denoted by a and
d respectively.
• The sequences {ϕ6 ·H(ni)} and {ϕ14 · H(ni)−1} are convergent in Lp2(X). The limit is denoted by b
and c respectively.
Such subsequence (ni) can be taken due to the Sobolev’s embedding theorem.
We take the sequences of natural numbers {αl}, {βl}, {γl} and {δl} as follows:
• α1 = 4, β1 = 6, γ1 = 14 and δ1 = 24.
• We have the relations:
αl = αl−1 + δl−1, βl = βl−1 + αl,
γl = 2γl−1 + βl, δl = αl + βl + γl.
Such relations determines the sequence of the numbers uniquely.
Lemma 3.27
• The sequences {ϕαl ·Θ(ni)} and {ϕδl ·Θ(ni) †} are convergent in Lpl (X). The limits are ϕαl−2 · a and
ϕδl−24d respectively.
• The sequences {ϕβl ·H(ni)} and {ϕγl ·H(ni)−1} are convergent in Lpl+1(X). The limits are ϕβl−6 · b
and ϕγl−14 · c respectively.
Proof We use the induction on l. The assertions for l = 1 hold because of our choice. We assume that the
assertions for l − 1 hold, and we will prove the assertions for l.
Due to the formula (21), we have the following:
∂(ϕαl−1+δl−1 ·Θ(ni)) =
[
ϕαl−1Θ(ni), ϕδl−1Θ(ni) †
]
+ (αl−1 + δl−1) · ∂ϕ · ϕδl−1−1 ·
(
ϕαl−1 ·Θ(ni)).
Thus we obtain the convergence of ∂(ϕαl ·Θ(ni)) in Lpl−1(X). Thus we obtain the convergence of {ϕαlΘ(ni)}
in Lpl (X).
We have the following:
∂
(
ϕαl+βl−1H(ni)
)
= (αl + βl−1) · ∂(ϕ) · ϕαl+βl−1−1 ·H(ni) +
(
ϕβl−1H(ni)
) · (ϕαl ·A(ni) − ϕαl ·Θ(ni))
The convergence of the right hand side is in Lpl (X). Thus we obtain the convergence of {ϕβl · H(ni)} in
Lpl+1(X).
We have the following:
∂
(
ϕ2γl−1+βlH(ni)−1
)
= 2(γl−1 + βl) · ∂ϕ · ϕ2γl−1+βl−1 ·
(
ϕγl−1 ·H(ni)−1)
− ϕγl−1 ·H(ni)−1 · ∂(ϕβl ·H(ni)) · ϕγl−1 ·H(ni)−1. (26)
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The convergence of the right hand side is in Lpl (X), and thus the convergence of {ϕγl ·H(ni)−1} is in Lpl+1(X).
Lastly we have the following:
ϕαl+βl+γl ·Θ(n) † = (ϕγl ·H(ni)−1) · (ϕαl · tΘ(n)) · (ϕβl ·H(ni)).
Thus the induction can proceed.
By our choice of ϕ, we have ϕ = 1 on K. Thus we obtain the convergence of {Θ(ni)}, {H(ni)}, {H(ni)−1}
and {Θ† (ni)} on K. By using a standard diagonal argument, we can take a sequence {ni} such that the
sequences {Θ(ni)}, {H(ni)}, {H(ni)−1} and {Θ† (ni)} converge on any compact subset K ⊂ X. Thus the
proof of Proposition 3.1 is completed.
Let take a holomorphic bundle F =
⊕OX · ei with the frame e = (ei). The frames w(n) and e
induce the holomorphic isomorphism Φn : (E (n) 1,w(n)) −→ (F, e). Then we obtain the sequence of the
metrics {h(n)}, (non-holomorphic) Higgs fields {θ(n)}, the conjugates {θ(n) †} and the holomorphic structures
{∂(n) := d′′F − θ(n) †} on F . Let take the subsequence {ni} as in Proposition 3.1. Then the corresponding
sequences converge, and thus we obtain the limits h(∞), θ(∞), θ(∞) †, ∂
(∞)
on F .
Definition 3.2 The tuple of limits (F, ∂
(∞)
, θ(∞), h(∞)) will be called the limiting harmonic bundle of the
sequence {(E(n), θ(n), h(n))}, although we do not have the uniqueness of the limit, in general.
Remark 3.3 In this subsubsection, we discussed the convergence at λ = 1. Clearly, the same argument
works if λ 6= 0. The key equality is (19).
In the case λ = 0, the conditions 1 and 2 in Condition 3.1 imply the condition 3. Hence the convergence
of θ is obtained from the definition. But we do not have the relation of the metric connection and θ at λ = 0.
Thus the argument to treat the metric breaks.
3.3.2 The dependence on the holomorphic frames w(n)
Let w˙(n) be holomorphic frames of E (n) 1 satisfying Condition 3.1. We take a holomorphic vector bundle
F˙ =
⊕r
i=1OX · e˙i. The frames w˙(n) and e˙ induces the isomorphism Φ˙n : (E (n) 1, w˙(n)) −→ (F˙ , e˙). Then we
obtain the sequences {h˙(n)}, {θ˙(n)}, {θ˙(n) †}, and {∂˙
(n)
}. We take a subsequence {n˙i} of {n} such that the
corresponding subsequences are convergent to h˙(∞), θ˙(∞), θ˙(∞) † and ∂˙
(∞)
respectively. We can assume that
{n˙i} is a subsequence of {ni}.
Lemma 3.28 We can take a subsequence {n˙i} such that the limiting harmonic bundles (F˙ , ∂˙
(∞)
, θ˙(∞), h˙(∞))
is isomorphic to (F, ∂
(∞)
, θ(∞), h(∞)).
Proof We have the sequence of holomorphic frames Φn(w˙
(n)) of F . Due to the condition 2 in Condition
3.1 for w(n) and w˙(n), we can take a subsequence {nij } of {ni} such that Φnij (w˙
(nij )) converges to a
holomorphic frame of F . We can assume that {nij } is a subsequence of {n˙i}. We can replace {n˙i} by {nij },
and thus we can assume that {Φn˙i (w˙(n˙i))} are convergent.
The frames w(n) and w˙(n) induce the isomorphism G(n) of the harmonic bundles (F, ∂
(n)
, θ(n), h(n))
and (F˙ , ∂˙
(n)
, θ˙(n), h˙(n)), by our construction. For the subsequence {n˙i} above, the sequence G(n˙i) converges
to a holomorphic isomorphism G(∞). Clearly, G(∞) gives an isomorphism of limiting harmonic bundles
(F, ∂
(∞)
, θ(∞), h(∞)) and (F˙ , ∂˙
(∞)
, θ˙(∞), h˙(∞)).
Lemma 3.28 is reworded as follows.
Corollary 3.6 Let w(n) and w˙(n) be two holomorphic frames of E (n) 1 satisfying Condition 3.1. Then we
can take a subsequence {ni} of {n} such that we have the natural isomorphism between the limiting harmonic
bundles for the frames w(n) and w˙(n).
3.3.3 Convergence of a sequence of the frames of the deformed holomorphic bundles
Let continue to use the notation in the previous subsubsection. From harmonic bundles (F, ∂
(n)
, h(n), θ(n)),
we obtain the deformed holomorphic bundles F(n) = (p−1λ F, d′′ (n)) over X . Note that F(n) 1 over X 1
is same as (F, d′′F ) by our construction. Let take a subsequence {ni} as above. Since we have d′′ (n) =
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∂
(n)
+ λ · θ(n) † + ∂λ = d′′F + (λ− 1) · θ(n) † + ∂λ, and since the sequence of the Higgs fields {θ(ni)} and the
metrics {h(ni)} are convergent, the sequence {d′′ (ni)} converges to d′′ (∞) = d′′F + (λ− 1)θ(∞) † + ∂λ.
Let {f (n)} be a sequence of holomorphic sections of F(n) over X . Namely f (n) are elements of C∞(X , p−1λ F )
satisfying d′′ (n)(f (n)) = 0. Assume the following:
• For any compact subset K ⊂ X , we have a constant CK > 0 such that |h(n)(f (n), f (n))| < CK for any
n.
This is equivalent to the following:
• We have the C∞-functions f (n)i determined by f (n) =
∑
f
(n)
i · p−1λ ei. For any compact subset K ⊂ X ,
we have a constant CK > 0 such that |f (n)i | < CK .
Lemma 3.29 Let f (n) be as above. We can take a subsequence {nij } of {ni} such that the sequence {f (nij )}
is convergent to a holomorphic section of F(∞) on any compact subset K in the Lpl -sense. Here p is a
sufficiently large real number, and l is an arbitrary large real number.
Proof We can use an argument similar to the proof of Proposition 3.1.
Let v(n) = (v
(n)
1 , . . . , v
(n)
r ) be frames of F(n) over X . Assume that we have positive constants CK,1 and
CK,2 for any compact subset satisfying the following:
h(n)
(
v
(n)
i , v
(n)
i
)
< CK,1, h
(n)(Ω(v(n)),Ω(v(n))) > CK,2.
Lemma 3.30 We have a subsequence {nij } of {ni} such that the sequence {v(n)} converges to a holomorphic
frame {v(∞)} of F(∞) on any compact subset K in the Lpl -sense.
Proof By the boundedness of h(n)(v
(n)
i , v
(n)
i ) and Lemma 3.29, we have a subsequence {nij } such that
the sequence of sections {v(nij )i } converges to a holomorphic section v(∞)i . We only have to show that
v
(∞) = (v
(∞)
i ) gives a holomorphic frame.
On any compact subset K, we have the estimate h(n)
(
Ω(v(n)),Ω(v(n))
)
> CK,2. Thus we obtain
h(∞)
(
Ω(v(∞)),Ω(v(∞))
)
> CK,2. Hence v
(∞) gives a frame.
Corollary 3.7 Let v(n) be a holomorphic frame of F(n) satisfying the following:
• For any compact subset K, the hermitian matrices H(h(n), v(n)) and the inverse H(h(n), v(n))−1 are
bounded independently of n.
Then we can take a subsequence {nij } of {ni} such that the sequence {v(nij )} converges to a holomorphic
frame of F(∞).
Let v(n) be a holomorphic frame of F(n). Then we have the transformation matrices B(n) ∈ C∞(X ,M(r))
determined by the relation v(n) = p−1λ e · B(n). Corollary 3.7 can be reworded as follows:
Corollary 3.8 Let v(n) be a holomorphic frame of F(n). Assume that the transformation matrices B(n)
and their inverses B(n)−1 are bounded independently of n, on any compact subset K. Then we can take a
subsequence {nij } of {ni} such that {v(nij )} converges to a holomorphic frame of F(∞).
3.3.4 Convergence at any λ and µ
We reword the result as follows: Let (E(n), ∂E(n) , h
(n), θ(n)) be a sequence of harmonic bundles over X. We
have the deformed holomorphic bundles (E (n), d′′ (n),D(n), h(n)) over X . Let U1 be an open subset of Cλ.
We assume that U1 contains 1 ∈ Cλ for simplicity. We put U := U1 ×X ⊂ X .
Let v(n) be a holomorphic frame of E (n) over U .
Condition 3.2
1. We have the λ-connection form A(n) ∈ Γ(U ,M(r)⊗ p∗λΩ1,0X ), such that D(v(n)) = v(n) ·A(n). Then the
sequence {A(n)} converges to A(∞) ∈ Γ(U ,M(r)⊗ p∗λΩ1,0X ) on any compact subset K ⊂ U.
2. We put H(n) := H(h(n), v(n)) ∈ C∞(U ,H(r)). Then H(n) and H(n)−1 are bounded independently of
n, on any compact subset K ⊂ U.
3. On any compact subset K, we have a positive constant CK such that |θ(n)|h(n) < CK.
The element Θ(n) ∈ C∞(U ,M(r)⊗ p∗λΩ1,0X ) is determined by the relation θ(n)(v(n)) = v(n) ·Θ(n).
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Proposition 3.2 We can take a subsequence {ni} such that the sequences {H(ni)}, {H(ni)−1} and {Θ(ni)}
are convergent in Lpl on any compact subset K.
Proof When we take the restriction of v(n) to λ = 1, then Condition 3.1 is satisfied. Thus we can take
{ni} as in Proposition 3.1. Then we take a subsequence {nij } as in Corollary 3.7. By construction, it is
clear that the sequences {H(nij )}, {H(nij )−1} and {Θ(nij )} are convergent. We only have to replace {ni}
with {nij }.
Let pick an element λ ∈ U . We denote the restriction of v(n) to {λ}×X by v(n)|λ . We take a holomorphic
vector bundle F =
⊕r
i=1OX · ei. By the frames v(n)|λ and e = (ei), we have the holomorphic isomorphism
Φn,λ : (E (n)λ, v(n)|λ ) −→ (F, e). Then we obtain the sequence of the metrics {h(n)}, the (non-holomorphic)
Higgs fields {θ(n)}, the conjugates {θ(n) †} and the holomorphic structures {∂(n) := d′′F − λθ(n) †}. Let take
a subsequence {ni} as in Proposition 3.2. Then we obtain the limits of the sequences h(∞), θ(∞), θ(∞) † and
∂
(∞)
. The tuple of limits (F, ∂
(∞)
, θ(∞), h(∞)) is a harmonic bundle, called a limiting harmonic bundle.
By our construction, we can see that the limit is independent of a choice of λ, in the sense that we have
the canonical isomorphisms between the limits, once we fix an appropriate subsequence.
Let {v(n)} and {v˙(n)} are two sequences of holomorphic frames of E (n)|U satisfying Condition 3.2. By an
argument similar to that in the subsubsection 3.3.2, we can show the following.
Proposition 3.3 We have a subsequence {ni} of {n} satisfying the following:
• We have the limiting harmonic bundles for {v(ni)} and {v˙(ni)}.
• The limits are naturally isomorphic.
Let consider the case U = X for simplicity. We have the frame v(n) † of E (n) † over X †. We denote
the conjugate deformed holomorphic bundle of (F, ∂
(n)
, θ(n), h(n)) by F(n) †. The morphism Φn induces the
holomorphic isomorphism E (n) † −→ F(n) †, which we also denote by Φn. Thus we obtain the sequence of
holomorphic frames {Φn(v(n) †)}. The following lemma can be easily seen from our construction.
Lemma 3.31 The sequence {Φni (v(ni) †)} is convergent.
Let pick µ ∈ Cµ. We denote the restriction of v(n)† to {µ} × X† by v(n) †|µ . We take a holomorphic
bundle F † =
⊕r
i=1OX† · e†i . Due to the frames v(n) †|µ and e† = (e†i ), we have the holomorphic isomorphism
(E (n) † µ, v(n) †|µ ) −→ (F †, e†). Thus we obtain the sequence of the hermitian metrics {h(n)}, the Higgs fields
{θ† (n)} on X†, the conjugates {θ(n)}, and the holomorphic structure {∂(n) = d′′F † −µ ·θ(n)}. Due to Lemma
3.31, the corresponding subsequences for {ni} converge. The limit is independent of a choice of µ in the
sense that we have the canonical isomorphism between the limits, once we fix an appropriate subsequence.
Moreover the limit obtained from the frames
{
v
(n) †
|µ
}
are canonically isomorphic to the limit obtained from
the frames
{
v
(n)
|λ
}
.
4 Norm estimate in one dimensional case and prolongation
of the deformed holomorphic bundle
4.1 Prolongation by increasing orders
Let X be an n-dimensional complex manifold, and D =
⋃
i∈I Di be a simple normal crossing divisor.
Definition 4.1 Let P be a point of X, and Dij (j = 1, . . . , l) be components of D containing P . An
admissible coordinate around P is the tuple (U , ϕ):
• U is an open subset of X containing P .
• ϕ is a holomorphic isomorphism U −→ ∆n = {(z1, . . . , zn) | |zi| < 1} such that ϕ(P ) = (0, . . . , 0), and
ϕ(Dij ) = {zj = 0} for any j = 1, . . . , l.
Let (E, ∂E, h) be a holomorphic bundle with a hermitian metric defined over X − D. Let α = (αi | i ∈
I) ∈ RI be a tuple of real numbers.
Definition 4.2 Let U be an open subset of X, and s be an element of Γ(U − D,E). We say that the
increasing order of s is less than α, if the following holds:
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• Let P be a point of U . Let take an admissible coordinate (U , ϕ) around P . Let ǫ be any positive real
number. Then we have a positive constant C such that the following inequality holds on U:
|s|h ≤ C ·
l∏
j=1
|zj |αij−ǫ.
In the case, it is described as ord(s) ≤ α.
Let pick a tuple α. Then the OX-sheaf E≤α is defined as follows: For any open subset U ⊂ X,
Γ(U,E≤α) := {s ∈ Γ(U − U ∩D,E) | ord(s) ≤ α}.
We often use the notation Eα instead of E≤α . The sheaf Eα is called the prolongment of E by an increasing
order α.
Notation (⋄E)
In this paper, we are mainly interested in the case αi = 0 for any i. In that case we will use the notation
⋄E.
We also define the OX -sheaf E<α as follows:
Γ(U,E<α) := {s ∈ Γ(U − U ∩D,E) | ∃ǫ > 0, such that ord(s) ≤ α − ǫ · δ}
Here we put δ = (1, . . . , 1).
The Poincare´ metrics g1 on ∆ and g0 on ∆
∗ are given by the following formulas up to some minor
modification:
g1 =
2dz · dz¯
(1− |z|2)2 , g0 =
2dz · dz¯
|z|2(− log |z|2)2
The associated Kahler forms ω1 and ω0 are as follows:
ω1 =
√−1dz · dz¯
(1− |z|2)2 , ω0 =
√−1dz · dz¯
|z|2(− log |z|2)2
As the metric on ∆∗ l ×∆n−l, we have the metric and the Kahler form:
gp :=
l∑
j=1
π∗j g0 +
n∑
j=l+1
π∗j g1, ωp =
l∑
j=1
π∗jω0 +
n∑
j=l+1
π∗jω1,
Let P be a point of X and (U , ϕ) be an admissible coordinate around P . By the isomorphism ϕ : U−D ≃
∆∗ l ×∆n−l, we take the Poincare´ metric gp on U −D. The metric h of E and the metric gp on T (U −D)
induce the metric (·, ·)h,gp of End(E)⊗Ωp,q over U −D.
Definition 4.3 We say that (E, ∂E , h) is acceptable at P , if the following holds:
• Let (U , ϕ) be an admissible coordinate around P . The norms of the curvature R(h) with respect to the
metric (·, ·)h,gp is bounded over U −D.
When (E, ∂E, h) is acceptable at any point P , then we say that it is acceptable.
4.2 Tameness and nilpotentness
Let (E, ∂E, θ, h) be a harmonic bundle of rank r defined over X −D.
Definition 4.4 Let P be any point of X, and (U , ϕ) be an admissible coordinate around P . On U, we have
the description:
θ =
l∑
j=1
fj · dzj
zj
+
n∑
j=l+1
gj · dzj .
(Tameness) Let t be a formal variable. We have the polynomials det(t − fj) and det(t − gj) of t, whose
coefficients are holomorphic functions defined over U −⋃lj=1Dij . When the functions are extended to
the holomorphic functions over U, the harmonic bundle is called tame at P .
(Nilpotentness) Assume that the harmonic bundle is tame at P . When det(t − fj)|U∩Dij = tr, then the
harmonic bundle is called nilpotent at P .
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When (E,∂E , h, θ) is a tame nilpotent at any point P ∈ X, then it is called a tame nilpotent harmonic
bundle.
For the tame nilpotent harmonic bundle, we have the following estimate. Note that the proposition is
essentially contained in Theorem 1 of [33]. There, Simpson gave the proof when the residue is not nilpotent,
which is more difficult than the nilpotent case. For completeness, here, we give a proof of the nilpotent case,
i.e., the easier case, by following the ideas of Simpson and Ahlfors ([1]).
Proposition 4.1 (Simpson) . Let (E, ∂E, h, θ) be a tame nilpotent harmonic bundle. Let P , fj , gj be as
above. We put yj = − log |zj |2 for j = 1, . . . , l. Then there exists a positive constant C > 0 satisfying the
following:
|fj |h ≤ C · y−1j , (j = 1, . . . , l)
|gj |h ≤ C, (j = l + 1, . . . , n).
Proof From the beginning, we can assume that U = ∆n, and we can assume that D = ⋃lj=1Dj for l ≤ n,
where we put Dj := {zj = 0}. We only see that there exists a positive constant C satisfying |fj | ≤ C · y−1j
independently of (z1, . . . , zn). The estimate for gj can be shown similarly. We can assume that j = 1. We
denote z1 by z, and we put f0 = z
−1 · f1. For any positive number r, we put ψ(r) := (−r · log |r|)−1. Let π1
denote the projection ∆n −→ ∆n−1, omitting the first component.
We denote the dual of f0 with respect the metric h by f
†
0 .
First we note the following.
Lemma 4.1 There exists positive constants C′ > 0 and ǫ > 0 satisfying the following:
• Let a be one of the eigenvalues of the endomorphism f0(P ) of the fiber E|P . Then the following
inequality holds:
|a| ≤ C′ · |z(P )|−1+ǫ. (27)
Proof Since det(t − z · f0) is holomorphic over ∆n, and since det(t − z · f0)|z=0 = tn, the eigenvalues of
(z · f0)(P ) is dominated by C′ · |z(P )|ǫ for some C′ > 0 and ǫ > 0. Then we obtain the inequality desired.
For an element p ∈ ∆∗n−1, the tuple (E
|π−11 (P )
, f0 · dz, h) gives a harmonic bundle. Thus we obtain the
following inequality due to Simpson (See [32] and [33]):
∆ log |f0|2h ≤ −|[f0, f
†
0 ]|2h
|f0|2h
.
Here ∆ is the operator −(∂2s + ∂2t ) for the real coordinate z = s+
√−1t. We put |f0|2h.
Lemma 4.2 There are positive numbers C1 and C2 such that either one of the following holds for any
P ∈ ∆n −D (i) Q(P ) ≤ C1 · ψ(|z(P )|)2 or (ii) ∆(logQ)(P ) ≤ −C2 ·Q(P ).
Proof Let P be a point of ∆n −D. We take an orthogonal base e = (ei) of the fiber E|P with respect to
the metric h such that the filtration
{
Fi = 〈ej | j ≤ i〉
}
is preserved by the map f0 |P . We have the matrix
representation Γ of f0 |P with respect to the base e, that is, f0 |Pe = e · Γ. Then Γ is a triangular matrix
by our choice of e. We denote the diagonal part of Γ by Γ0 and we put Γ1 := Γ− Γ0. Let Γ† be the matrix
representation of f†0 with respect to the base e. It is the adjoint matrix of Γ, that is, Γ
† = tΓ. We denote
the diagonal part by Γ†0 and put Γ
†
1 := Γ
† − Γ†0.
We have the equality [Γ,Γ†] = [Γ0,Γ
†
1] + [Γ1,Γ
†
0] + [Γ1,Γ
†
1]. We denote the diagonal part of [Γ1,Γ
†
1] by
Ξ. It is easy to see that there is a positive number c1 such that |Ξ|2 ≥ c1|Γ1|2, where c1 depends only on
the dimension of the vector space E|P . Note that the diagonal parts of [Γ0,Γ
†
1] and [Γ1,Γ
†
0] are 0, so that
we obtain the inequality |[Γ,Γ†]| ≥ c1|Γ1|2.
On the other hand, we have |Γ0| ≤ c2|z(P )|−1+ǫ where c2 is a positive constant, which follows from the
estimates for the eigenvalues. We have the equality Q = |f0 |P |2h = |Γ0|2 + |Γ1|2. Thus there are positive
constants C1 and C2 such that if Q ≥ C1 · ψ(|z(P )|)2 then |Γ1|4 ≥ 2−1 ·Q2, so ∆ logQ ≤ −C2 ·Q.
We can assume that C2 = −8 by taking a multiplication of some constant. Then we know that one of
the following holds for any point P ∈ ∆∗ l × ∆n−l: (i) Q(P ) · |dz · dz¯| ≤ C1 · ψ(|z(P )|)2 · |dz · dz¯|, or (ii)
∆(logQ1/2)(P ) ≤ −4Q(P ). Note that we can make C1 larger. In particular, we can assume that C1 > 1.
The (ii) means that the curvature given by the pseudo metric Q|dz · dz¯| is less than −1.
We use the notation ∆x := {x ∈ ∆} and ∆∗z := {z ∈ ∆∗}. We take a holomorphic covering map
∆x −→ ∆∗z. We have the natural isomorphism ∆∗z ≃ π−11 (p) for any p ∈ ∆∗ l−1 × ∆n−l. Then we obtain
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the holomorphic covering map F : ∆x −→ π−11 (p). The pull back F−1
(
ψ(|z|2)|dzdz¯|) is same as dσ2 :=
(1 − |z|2)−2|dxdx¯|, because they are the Poincare´ metrics of ∆x. We put Qx := F−1(Q) · |dF/dx| and
u := logQ
1/2
x . Then one of the following holds for any P ∈ ∆x: (i) Qx(P )|dxdx¯| ≤ C1dσ2, or (ii) ∆(u)(P ) ≤
−4e2u(P ).
For any R < 1 which is sufficiently close to 1, we put vR(x) := logR(R
2− |x|2)−1 for |x| < R. Note that
the following equalities:
∆vR = −4e2vR , dσ2 = e2v1 |dxdx¯|, v1 ≤ vR.
We only have to show that e2u ≤ C3e2v1 over ∆x for some positive constant C3, independently of p ∈
∆∗ l−1 ×∆n−l.
We have already known that there exists a constant C4 > 0 such that one of the following holds for any
P ∈ ∆x: (i) u(P ) ≤ v1(P ) + C4, or (ii) ∆(u)(P ) ≤ −4e2u(P ). We will prove that (i) holds for any P ∈ ∆x,
in fact, in this stage.
We consider the region S(R) := {P ∈ ∆x |u(P ) > vR(P ) + C4}. On the region, we have the inequality
∆(u− vR +C4) ≤ −4(e2u − e2vR ) < 0. On {P ∈ ∆x | |x(P )| = R}, we have vR =∞. Thus the boundary of
S(R) does not intersect with {P ∈ ∆x | |x(P )| = R}. Thus we have the inequality u− vR + C4 ≤ 0 on the
boundary of S(R), which raises a contradiction. Thus the region S(R) is empty.
Taking a limit R → 1, we obtain the desired inequality u ≤ v1 + C4. Thus we completed the proof of
Proposition 4.1.
The following corollary is just a reformulation.
Corollary 4.1 Let P be a point of X and (U , ϕ) be an admissible coordinate around P . We have the metric
(·, ·)h,gp of End(E)⊗ Ωp,qU−D. The norm of θ with respect to the metric (·, ·)h,gp is bounded.
Let (E, ∂E , θ, h) be a tame nilpotent harmonic bundle. Then we have the deformed holomorphic bundle
(E , d′′, h) over X , and (Eλ, d′′λ, h) over X λ.
Proposition 4.2 The hermitian holomorphic vector bundles (Eλ, d′′λ, h) and (E , d′′, h) is acceptable.
Proof The assertion for (E , d′′, h) follows from the formula (9) and Corollary 4.1. Similar to (Eλ, d′′λ, h).
4.3 The tame nilpotent harmonic bundle over the punctured disc
4.3.1 Prolongation
We recall some results of Simpson. See the section 10 of [32] and the sections 3, 4 and 5 of [33]. Let (E,∂E , h)
be a hermitian holomorphic bundle over the punctured disc ∆∗. We denote the origin of ∆ by O, which
gives a smooth divisor of ∆. Simpson showed the following:
Lemma 4.3 Let α be a real number. If (E, ∂E, h) is acceptable, then the prolongation Eα is coherent locally
free.
Remark 4.1 Our definition of acceptable is slightly different from Simpson’s. He showed the stronger result
than that stated here. If the curvature R(h) is dominated by |z|−2(− log |z|2)−2 + f for some Lp-function f
on ∆, then prolongments Eα are coherent locally free. We will use his stronger result without mention.
Let β ≥ α be real numbers. Then we have the naturally defined morphism Eβ −→ Eα of coherent
sheaves. We obtain the morphism Eβ|O −→ Eα|O, which gives a descending filtration of the vector space
Eα|O. We denote the image of Eβ|O by F
β(Eα|O). Similarly we have the morphism E<β −→ Eα, and
thus E<β|O −→ Eα|O. We put Grα = Eα|O/E<α|O. Then the graduation of the filtration F ·(Eα|O) is⊕
α≤β<α+1Gr
β .
Condition 4.1 We mainly consider the case that α = 0 and dim(Gr0) = dim(E|O). In the case, we say
that the parabolic structure of (E, ∂E , h) is trivial.
We also refer the following.
Lemma 4.4 Prolongation is compatible with the procedures taking determinant, dual, and tensor products.
(See the papers [32] and [33] of Simpson for a precise statement.)
Let assume the parabolic structures of all hermitian holomorphic vector bundles are trivial, the the fol-
lowing holds:
• For (E, ∂E , h), we have ⋄det(E) ≃ det(⋄E) and (⋄E)∨ ≃ ⋄(E∨).
• For (Ei, ∂Ei , hi) (i = 1, 2), we have ⋄(E1 ⊗ E2) = ⋄E1 ⊗ ⋄E2. In particular, we have ⋄Syml(E) ≃
Syml(⋄E) and ⋄(
∧l E) ≃ ∧l(⋄E).
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In the case of harmonic bundle, we obtain the following corollary.
Corollary 4.2 Let (E, ∂E , h, θ) be a tame nilpotent harmonic bundle over ∆
∗.
• Eλα is coherent locally free for any α.
• Let f be a holomorphic section of Eλα, and then Dλ(f) is a holomorphic section of Eλα−1 ⊗ Ω1,0∆ .
Proof Since (Eλ, h) is acceptable, Eλα is locally free coherent sheaf. By the same argument as that in 737
page of [33], we can obtain the estimate for d′λ(f) for a holomorphic section f of Eλα . Here d′λ denotes the
(1, 0)-part of of the metric connection of the hermitian holomorphic bundle (Eλ, d′′λ, h). The second claim
follows from such estimate.
For each λ, we obtain the residue Res(Dλ):
Res(Dλ) : Eλα|O −→ Eλα|O.
It preserves the parabolic filtration Fα. Thus we also obtain the elements of End(Grβ), which we denote
by Res(Dλ)β.
Lemma 4.5
• Let (E, ∂E, θ, h) be a tame nilpotent harmonic bundle. Assume that the parabolic structure of (Eλ, h)
is trivial. Then we have ⋄det(Eλ) = det(⋄Eλ), and ⋄(Eλ∨) = (⋄Eλ)∨. Moreover, the induced residues
are same.
• Let (Ei, ∂Ei , θi, hi) (i = 1, 2) be tame nilpotent harmonic bundles. Assume that the parabolic structure
of (Eλi , hi) are trivial. Then we have ⋄(Eλ1 ⊗ Eλ2 ) = ⋄Eλ1 ⊗ ⋄Eλ2 . The induced residues are isomorphic.
In particular, similar things hold for symmetric products and exterior products.
4.3.2 Some inequalities
We recall the λ-connection version of the inequality due to Simpson (Lemma 4.1 of [33]). In this subsubsec-
tion, the metric of ∆∗ is the standard metric given by |dz · dz¯|.
Let (E, d′′E) be a holomorphic bundle over ∆
∗, and Dλ be a flat holomorphic λ-connection on (E,d′′E).
It is not necessarily obtained from a harmonic metric. Let h be a hermitian metric on E, which is not
necessarily harmonic. We denote the (1, 0)-part of the metric connection of d′′E with respect to h by d
′
E . We
denote the (1, 0)-part of Dλ by Dλ ′, that is Dλ = d′′E + D
λ ′.
We put as follows:
θ :=
1
1 + |λ|2 (D
λ′ − λd′E) ∈ C∞(X,End(E)⊗ Ω1,0X ). (28)
It is not necessarily holomorphic. Here we start from Dλ and the metric. Thus we use the notation θ(Dλ, h)
if we emphasize the dependence of θ on Dλ and h.
We denote the adjoint of θ with respect to h by θ†. Then we put as follows:
∂E := d
′′
E − λ · θ†, ∂E := d′E + λ¯ · θ.
Then we put as follows:
G(Dλ, h) := ∂E(θ).
It is easy to see that the tuple (E, ∂E, θ, h) is harmonic if and only if G(D
λ, h) = 0 .
The following lemma is just a λ-connection version of Lemma 4.1 of [33].
Lemma 4.6 Assume that λ 6= 0. Let s be a section of E such that Dλ(s) = 0. Then we obtain the following
inequality:
∆ log |s|2 ≤ 2(|λ|−1 + |λ|) · |G(Dλ, h)|h.
Proof We denote the curvature of d′E + d
′′
E by R(h, d
′′
E). By our assumption D
λ(s) = 0, the section s is
holomorphic. Thus we have the following equality:
∂∂|s|2h = (d′Es, d′Es)h + (s,R(h, d′′E)s)h.
We also have the following:
R(h, d′′E) =
(
∂E + λ · θ†
) · (∂E − λ¯ · θ)+ (∂E − λ¯ · θ) · (∂E + λ · θ†)
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By our assumption of the flatness of Dλ, we have the following:
0 = Dλ ◦ Dλ = (∂E + λ · θ†) · (λ∂E + θ) + (λ∂E + θ) · (∂E + λ · θ†).
Then we obtain the following by a direct calculation:
R(h, d′′E) = −(1 + |λ|2) ·
(
θ ∧ θ† + θ† ∧ θ) − λ−1 · (1 + |λ|2) ·G(Dλ, h). (29)
By our assumption Dλ(s) = 0, we have
(
λ∂E + θ
)
s = 0. Thus we obtain the following:
d′E(s) =
(
∂E − λ¯θ
)
s = −(λ−1 + λ¯) · θ(s) = −λ−1(1 + |λ|2) · θ(s). (30)
Hence we obtain the following equality:
∂∂|s|2h =
(
|λ|−2(1 + |λ|2)2 − (1 + |λ|2)
)
· (θs, θs)h −
(
1 + |λ|2) · (θ†s, θ†s)
h
− λ¯−1(1 + |λ|2) · (s,G(Dλ, h)s)
h
. (31)
Then we obtain the following:
∆′′|s|2h = −(1 + |λ|−2) · |θs|2h − (1 + |λ|2) · |θ†s|2h + λ−1(1 + |λ|2) ·
(
s,
√−1ΛG(Dλ, h)s)
h
.
Here Λ denotes the operator from Ω1,1 to C, such that dz · dz¯ 7−→ −√−1.
We have the following equality:
∆′′ log |s|2h = ∆
′′|s|2h
|s|2h
− |(s, d
′
Es)h|2
|s|4h
.
Due to (30), we have the following:
|(s, d′Es)h|2 = (|λ|−2 + 1) · |(s, θs)h|2 + (|1 + λ|2) · |(s, θ†s)h|2.
Thus we obtain the inequality desired.
Assume that |θ|h is dominated by |z|−2(− log |z|2)2. Then, due to the equality (29), the prolongments
Eα are locally free (See Remark 4.1). When we emphasize the dependence of the prolongments Eα to the
metric h, we use the notation Eα(h) instead of Eα.
Corollary 4.3 Assume that λ 6= 0. Let (E,Dλ) be as above. Let h1 and h2 satisfies the following conditions:
1. For i = 1, 2, the hermitian bundles (E,hi) are acceptable. and the functions |G(Dλ, hi)|hi are Lp.
2. We have Eα(h1) = Eα(h2) and E
∨
α (h1) = E
∨
α (h2) for any α. Note that it also implies the coincidence
of the parabolic structures.
Then the metrics h1 and h2 are mutually bounded.
Proof The argument is same as Corollary 4.2 and Corollary 4.3 of [33].
4.3.3 Norm estimate in one dimensional case
In this subsubsection, we give a norm estimate in one dimensional case. In [33], Simpson discussed the cases
λ = 0 and λ = 1. Clearly his argument works in general case. We only have to indicate how to change.
We recall the argument of Theorem 4 of [33]. Let (E,∂E , θ, h) be a tame harmonic bundle over a
punctured disc. We have the λ-connection (Eλ,Dλ). Let pick a real number α ∈ R. Then we have the
residues of Dλ: (
Grβ,Res(Dλ)β
)
(α ≤ β < α+ 1).
We decompose Grβ into the generalized eigenspaces of Res(Dλ)β.
(Grβ ,Res(Dλ)β) =
⊕
ω
(Grβω,Res(D
λ)β,ω).
Here ω runs through the set of eigenvalues of Res(Dλ)β . The pair (Gr
β
ω,Res(D
λ)β,ω) of the vector space and
the endomorphism is called the (β, ω)-part of (Eλα ,Dλ, h).
For (β, ω), we denote the nilpotent part of Res(Dλ)β,ω by N(β, ω), and we put V (β, ω) := Gr
β
ω.
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Let consider the following harmonic bundle (See the subsection 3.2):
(E0, ∂E0 , θ0, h0) :=
⊕
(β,ω)
E(V (β, ω), N(β, ω))⊗ L(C1, C2).
Here C1 and C2 are real numbers given as follows:
C1 =
(1− |λ|2) · β + 2Re(λ¯ · ω)
1 + |λ|2 , C2 =
β − λ · ω
1 + |λ|2
We have the corresponding deformed holomorphic bundle Eλ0 on X λ, and the λ-connection Dλ0 . By our
construction, the (β, ω)-part of (Eλ0,α,Dλ0 , h0) is isomorphic to the (β, ω)-part of (Eλα ,Dλ, h).
Lemma 4.7 There exists a holomorphic isomorphism f : Eλ0 −→ Eλ satisfying the following:
1. We put g1 := f|O◦Res(Dλ0 )−Res(Dλ)◦f|O and g2 := f−1|O ◦Res(Dλ)−Res(Dλ0 )◦f−1|O . Then g1(F β) ⊂ F<β
and g2(F
β) ⊂ F<β.
Proof First of all, we take an isomorphism f|O : Eλ0,α|O −→ Eλα|O such that the condition 1. It is possible
because the graded parts of the endomorphisms Res(Dλ) and Res(Dλ0 ) are isomorphic. And then we only
have to extend f|O to a holomorphic map f over ∆.
By the isomorphism f , we identify Eλ and Eλ0 . Thus the metric h0 and the λ-connection Dλ0 induces the
metric and the λ-connection on Eλ. Let compare h and h0. It is clear by our construction that the condition
2 in Corollary 4.3 is satisfied for h and h0. Recall that we obtain the non-holomorphic Higgs field from the
λ-connection and the metric (See (28)). Here we have the following:
θ(h,Dλ) = θ, θ(h0,D
λ
0 ) = θ0
They are not same in general. We also have θ1 = θ(h0,D
λ), which is not same as both of them above.
Lemma 4.8 The condition 1 in Corollary 4.3 is satisfied for the metrics h and h0 and the λ-connection D
λ.
Proof Precisely we have to show the following:
• |G(h,Dλ)|h is Lp.
• |G(h0,Dλ)|h0 is Lp.
Since (E, ∂E, θ, h) is harmonic, we know G(D
λ, h) = ∂E(θ) = 0. Thus we only have to care θ1 = θ(h0,D
λ)
and G(h0,D
λ). Let θ†1 denote the conjugate of θ1 with respect to h0.
Let δ′ denote the (1, 0)-part of the metric connection of Eλ with respect to the metric h0. By definition,
we have the following:
θ1 − θ0 = 1|λ|2 + 1
(
D
λ − λ · δ′ − Dλ0 + λ · δ′
)
=
1
|λ|2 + 1(D
λ − Dλ0 ).
We only have to recall the argument in page 747 of [33]: We put A = Dλ − Dλ0 ∈ Γ(∆∗, End(Eλ)). By our
choice of f , the order of A is less than −1 + ǫ for some positive ǫ > 0. By (29), we have the following:
λ−1 · (1 + |λ|2) ·G(Dλ, h0) = −(1 + |λ|2) ·
(
θ1 ∧ θ†1 + θ†1 ∧ θ1
)−R(h0, d′′Eλ0 ).
Since h0 and D
λ
0 is obtained from harmonic bundles, we have the following:
0 = λ−1 · (1 + |λ|2) ·G(Dλ0 , h0) = −(1 + |λ|2) ·
(
θ0 ∧ θ†0 + θ†0 ∧ θ0
)−R(h0, d′′Eλ0 ).
Hence we obtain the following:
λ−1G(Dλ, h0) =
(
θ0 ∧ θ†0 + θ†0 ∧ θ0 − θ1 ∧ θ†1 + θ†1 ∧ θ1
)
=
−1
|λ|2 + 1
(
[A,A†] + [A, θ†] + [θ, A†]
)
Hence we obtain the estimate G(Dλ, h0) ≤ C · |z|−2+ǫ for some ǫ > 0. Hence |G(Dλ, h0)|h0 is Lp with respect
to the measure |dz · dz¯|.
We have a direct corollary.
Corollary 4.4 The metrics h and h0 above are mutually bounded.
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We can reword Corollary 4.4. The nilpotent part of Res(Dλ)(β,ω) induces the weight filtration W(β,ω)
on Grβω. The filtrations {W(β,ω) |ω eigenvalue} give the filtration of Grβ =
⊕
ω Gr
β
ω. Let W denote the
filtration of
⊕
β Gr
β. We put Fβ = F
−β ⊂ Eλα|O. Then Fβ gives an ascending filtration. Then we obtain the
sequence of the filtrations (F·,W·). Let take a holomorphic frame v = (v1, . . . , vr) of Eλα over ∆ satisfying
the following:
• v|O is compatible with the ascending filtration {Fβ}.
• The induced base v(1) of ⊕Grβ is compatible with the filtration W .
Such frame v is called compatible with (F·,W·). The element vi |O induces an element of
⊕
Grβ, which we
denote by v
(1)
i . We put as follows:
αi = deg
F·(vi |O), ki =
1
2
degW (v
(1)
i ).
We have the C∞-frame v′ = (v′1, . . . , v
′
r) of Eλ over ∆∗, defined as follows:
v′i = |z|αi · (− log |z|)−ki · vi.
Corollary 4.5 The frame v′ is adapted.
Proof The claim follows from Corollary 3.5 and Corollary 4.4.
Let f be a holomorphic section of Eλα over ∆. We have the number α(f) := degF (f(O)) and k(f) :=
2−1 degW (f (1)(O)). Here F is the ascending filtration above.
Corollary 4.6 There exists positive constants C1 and C2 such that the following holds over ∆
∗:
0 < C1 < (− log |z|)−k(f) · |z|α(f) · |f |h < C2.
4.3.4 Finiteness of some norms and some consequences
In this section, the metric of ∆∗ is the standard one given by |dz · dz¯|. Let (E,∂E , θ, h) be a tame nilpotent
harmonic bundle over ∆∗. We have a prolongment ⋄E by increasing order 0. Then we have the vector spaces
We take a model bundle (E0, θ0, h0) and f :
⋄E0 −→ ⋄E as in Lemma 4.7. We will identify E0 and E over
∆∗ by the morphism f . We have already known that the metrics h and h0 are mutually bounded.
We have the deformed holomorphic bundle (Eλ,Dλ, h) and (Eλ0 ,Dλ0 , h0) over {λ}×∆∗, which are induced
by (E, θ, h) and (E0, h0, θ0) respectively.
We have the parabolic filtration and the weight filtration for ⋄Eλ and ⋄Eλ0 . We denote them by (F,W )
and (F0,W0) respectively.
Let take a holomorphic frame v of ⋄Eλ such that it is compatible with the sequence of the filtrations
(F,W ). We put as follows:
α(vi) := deg
F (vi(O)), k(vi) :=
1
2
degW (v
(1)
i ).
Here v
(1)
i denotes the induced element of Gr
F . We also take a holomorphic frame v0 of
⋄Eλ0 such that it
is compatible with the sequence of the filtrations (F0,W0). Similarly we obtain the numbers α(v0,i) and
k(v0,i).
Since the underlying C∞-vector bundles of Eλ and Eλ0 are naturally identified with E over ∆∗, v and
v0 give the C
∞-frames of E over ∆∗. Let I denote the C∞-isomorphism. Then we have the functions
Ii j ∈ C∞(∆∗,C) determined as follows:
I(v0 j) =
∑
i
Ii j · vi.
Remark 4.2 Note that our rule of subscription is different from the rule in [33]. There, our Ii j is denoted
by Ij i in the section 7 of [33]. We also note that the choice of the signature of α(vi) is opposite to that of
Simpson.
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Simpson considered the following norms || · ||Z and || · ||W for a function f on ∆∗(C):
||f ||Z,C =
∫
∆∗(C)
|f | · dr · dα
r · (− log r) , ||f ||W,C =
∫
∆∗(C)
|f | · dr · dα
r · (− log r) · log(− log r) .
Here the real coordinate z = r · exp(2π√−1α) is used. Simpson showed the following lemma to show that
the conjugacy classes of the resides are invariant (See section 7 in [33]).
Lemma 4.9 For any i and j, we have the following finiteness:∣∣∣∣∣∣z¯ · ∂zIi j |∆∗(C) · | log r|k(vi)−k(v0,j)+1 · r−α(vi)+α(v0,j)∣∣∣∣∣∣
Z,C
<∞. (32)
For any i and j such that α(vi)−α(v0,j) 6= 0, there exists a positive constant C > 0 satisfying the following:∣∣∣Ii j∣∣∣ · (− log r)k(vi)−k(v0,j) · r−α(vi)+α(v0,j) ≤ C(− log |z|)−1. (33)
For any i and j such that α(vi)− α(v0,j) = 0 and that k(vi)− k(v0j ) 6= 0, we have the following finiteness:∣∣∣∣∣∣Ii j |{λ}×B∗(C)| log r|(k(vi)−k(v0,j))∣∣∣∣∣∣
W,C
<∞. (34)
Proof We have ∂z(I) = λ · (θ† − θ†0) by definition of the holomorphic structures of Eλ0 and Eλ. Simpson
showed the following inequality (Lemma 7.7 in [33]):∫
|θ† − θ†0|h · (− log |z|) · |dz · dz¯| <∞.
Here the metric h is used. Since h0 and h are mutually bounded, we can also use h0. In fact, we can take any
metric mutually bounded to h0 and h. Thus we do not have to care a choice of the metric in the following.
Recall that the frames v′ = (vi) and v
′
0 = (v
′
0,i) are adapted, if we put as follows:
v′i := |z|α(vi) · (− log |z|)−k(vi) · vi, v′0,j := |z|α(v0,j ) · (− log |z|)−k(v0,j ) · v0,j .
Since we know that |θ†|h and |θ†0|h are bounded by (−|z| · log |z|)−1, we have the inequality:∣∣∣∂¯Ii j · |z|−α(vi)+α(v0,j) · (− log |z|)k(vi)−k(v0,j)∣∣∣ ≤ C · |λ| × (−|z| · log |z|)−1.
Thus any components ∂¯zIi j satisfy the inequality (32).
We obtain the inequalities (33) and (34) by using Lemma 7.1, Lemma 7.8 and the argument of corollary
7.10 in [33].
Note that many of the arguments in section 7 in [33] are not needed in our case, for we assumed that
the residue of (E, ∂E, θ, h) are nilpotent.
Corollary 4.7 The conjugacy classes of the residues (Grβω,Res(D
λ)(β,ω)) are independent of λ.
Proof Simpson showed that the conjugacy classes of Res(Dλ)|(1,O) and Res(D
λ)|(0,O) are same in [33] by
using the inequality (34). By the same method and Lemma 4.9, we can show that the conjugacy classes of
Res(Dλ)(β,ω) | (λ,O) and Res(D
0)(β,ω)| (0,O) are same for any λ 6= 0.
In particular, we obtain the following.
Corollary 4.8 Let (E, θ, h) be a tame nilpotent harmonic bundle over ∆∗. We also assume that the parabolic
structure of the prolongment ⋄E is trivial. Then the following holds:
• The parabolic structure of the prolongment ⋄Eλ is trivial for each λ.
• All of the eigenvalues of Res(Dλ) on ⋄Eλ|O are 0.
• The conjugacy classes of (⋄Eλ|O,Res(Dλ)) are independent of λ.
Let (E, ∂E, θ, h) be a tame nilpotent harmonic bundle over ∆
∗. Assume that the parabolic structure of
⋄E is trivial. When λ 6= 0, we have the flat holomorphic bundle (Eλ,Dλ,f ). We have a holomorphic frame
w of Eλ over ∆∗ satisfying the following:
• We have the flat connection form A ∈ Γ(∆,M(r) ⊗ Ω∆(logO)) determined by the relation Dλ,fw =
w · A. Then A is of the form A0dz/z for some constant matrix A0.
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• All of the eigenvalues of A0 are 0.
Such frame is called a normalizing frame in this paper. We have the prolongment of Eλ by a normalizing
frame.
Lemma 4.10 The prolongment by a normalizing frame is same as the prolongment ⋄Eλ by an increasing
order 0.
In particular, a normalizing frame naturally gives a frame of the prolongation ⋄Eλ.
Proof The claim follows from the uniqueness of the prolongation, for which the holomorphic connection is
of log type. (See [11]. In particular, II section 5.)
4.4 Definition of trivial parabolic structure
Let X be an n-dimensional complex manifold, and D be a normal crossing divisor of X. Let (E,∂E , h) be
a hermitian holomorphic bundle over X −D. Let C be a curve contained in X, transversal with D. Then
we obtain the hermitian holomorphic bundle (E, ∂E, h)|C−C∩D.
Definition 4.5 We say that the parabolic structure of the hermitian holomorphic bundle (E, ∂E, h) over
X −D is trivial, if the following holds:
For any curve C ⊂ X transversal with D, the hermitian holomorphic bundle (E, ∂E, h)|C−C∩D
over C − C ∩D is trivial in the sense of Condition 4.1.
As an example, let consider the case that X = ∆n and D =
⋃l
j=1Dj , where Dj = {zj = 0}. The
projection ∆∗ l ×∆n−l −→ ∆∗ l−1 ×∆n−l, omitting the j-th component, is denoted by πj . For any element
a ∈ ∆∗ l−1 ×∆n−l, we obtain the curve π−1j (a) ⊂ ∆∗ l ×∆n−l. Let (E, ∂E, h) be a hermitian holomorphic
bundle over X − D = ∆∗ l × ∆n−l. Then the parabolic structure is trivial if and only if the parabolic
structure of (E, ∂E , h)|π−1
j
(a)
is trivial for any a ∈ ∆∗ l−1 ×∆n−l and j = 1, . . . , l.
Corollary 4.9 Let (E, ∂E , θ, h) be a tame nilpotent harmonic bundle over X−D. Assume that the parabolic
structure of the hermitian holomorphic bundle (E,∂E , h) is trivial.
• The parabolic structure of (Eλ, d′′λ, h) is trivial for any λ.
• All of the eigenvalues of Res(Dλ) are 0 for any λ.
• If λ 6= 0, then we have the flat holomorphic bundle (Eλ,Dλ). All of the eigenvalues of the monodromies
around the divisor D are 1.
Proof The claims follow immediately from Corollary 4.8.
4.4.1 Rank 1
Let see the easy case, that is, the rank 1 case.
Lemma 4.11 Let (E, ∂E , θ, h) be a tame nilpotent harmonic bundle of rank 1 over ∆
∗ l × ∆n−l. Assume
that the parabolic structure is trivial. Then it is naturally extended to the harmonic bundle over ∆n. The
deformed holomorphic bundle is also extended to that over Cλ ×∆n.
Proof Let consider the holomorphic bundle (E, ∂E + θ
†) with the flat connection D1 = ∂E + ∂E + θ
† + θ.
Since the eigenvalue of the monodromy is 1, we can take a holomorphic frame e of E over X −D satisfying
the following:
D
1(e) =
(
∂E + θ
†
)
e =
(
∂E + θ
)
e = 0.
The (1, 0)-part of the metric connection of ∂E + θ
† with respect to h is given by ∂E − θ. We put h0 =
h(e, e) ∈ C∞(X −D,R). Then we have the following equation:
(∂h0) · h−10 = ∂(log h0) = −2θ.
Since the rank of E is 1, the sheaf End(E) is naturally isomorphic to O. The tameness and the nilpotentness
of θ implies that θ is, in fact, a holomorphic section of Ω1,0∆n . We also have the equality ∂(θ) = 0, because
(E, ∂E , θ, h) is harmonic. Thus we have a holomorphic function f such that ∂(f) = θ.
We have the following equality:
∂
(
log(h0) + 2f
)
= 0.
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Note that log(h0) is R-valued. Thus we can conclude that log(h0) = −4Re(f)+C for some constant C ∈ R,
that is, we obtain the following:
h0 = exp(−4Re(f) + C).
It means that the increasing order of e is 0, i.e., e is a holomorphic frame of ⋄E1, and h induces the C∞-metric
of ⋄E1.
We put v := exp
(
(1− λ)f¯) · e. We have the equality θ† = ∂(f¯). Then we obtain the following equality:(
∂E + λθ
†
) · v = (∂E + ∂(f¯)) · (exp((1− λ)f¯) · e) + (λ− 1) · ∂(f¯) · v = 0.
We have h(v, v) = exp
(
−2Re((1 + λ)f¯)). Thus v gives a holomorphic frame of ⋄E over Cλ ×∆.
Corollary 4.10 Let X be a complex manifold, and D be a normal crossing divisor. Let (E, ∂E , θ, h) be a
tame nilpotent harmonic bundle with trivial parabolic structure over X−D. Then it is naturally extended to
the harmonic bundle over X. The deformed holomorphic bundle (E , h) over X −D is extended to that over
X .
4.5 Some preliminary
Recall something from [10].
4.5.1 Some results of Andreotti-Vesentini
We recall some results of Andreotti-Vesentini in [2]. Let (Y, g) be a complete Kahler manifold, not necessarily
compact. We denote the natural volume form by dvol. Let (E,∂E , h) be a hermitian holomorphic bundle
over Y . The hermitian metric h and the Kahler metric g induces the fiberwise hermitian metric of E⊗Ωp,qY ,
which we denote by (·, ·)h,g. The space of (p, q)-forms with compact support is denoted by Ap,qc (E). For any
η1, η2 ∈ Ap,qc (E), we put as follows:
〈η1, η2〉h =
∫
(η1, η2)h,g · dvol, ||η||2h = 〈η, η〉h.
The completion of Ap,qc with respect to the norm || · ||h is denoted by Ap,qh .
We have the operator ∂E : A
p,q
c (E) −→ Ap,q+1c (E), and the formal adjoint ∂∗E : Ap,qc (E) −→ Ap,q−1c (E).
We use the notation ∆′′ = ∂
∗
E∂E + ∂E∂
∗
E . We have the maximal closed extensions ∂E : A
p,q
h (E) −→
Ap,q+1h (E) and ∂
∗
E : A
p,q
h (E) −→ Ap,q−1h (E). We denote the domains of ∂E and ∂
∗
E by Dom(∂E) and
Dom(∂
∗
E) respectively.
Proposition 4.3 (Proposition 5 of [2]) In W p,q := Dom(∂E) ∩ Dom(∂∗E), the space Ap,qc (E) is dense
with respect to the the graph norm: ||η||2h + ||∂Eη||2h + ||∂∗Eη||2h. (See also [10]).
Proposition 4.4 (Theorem 21 of [2]) Assume that there exists a positive number c > 0 satisfying the
following:
Then, for any η ∈ W p,q, we have ||∂Eη||2h + ||∂∗Eη||2h ≥ c · ||η||2h.
For any C∞-element η ∈ Ap,qh (E) such that ∂E(η) = 0, we have a C∞-solution ρ ∈ Ap,q−1h (E) satisfying the
equation ∂E(ρ) = η.
4.5.2 Kodaira identity
For the Kahler manifold Y , we have the operator Λ : Ωp,q −→ Ωp−1,q−1 (see 62 page of [24]). For a section
f of End(E) ⊗ Ωp0,q0Y , we have the natural morphism Ap,qc (E) −→ Ap+p0,q+q0c (E), defined by η 7−→ f ∧ η.
We denote the morphism by e(f).
We have the metric connection of E induced by the holomorphic structure ∂E and the hermitian metric
h. We denote the curvature by R(h). We have the Levi-Civita connection of the tangent bundle of Y . It
induces the connection of E ⊗Ω0,1:
∇ : A0,0c (E ⊗ Ω0,1) −→ A0,1c (E ⊗ Ω0,1)⊕ A1,0c (E ⊗ Ω0,1).
We denote the (0, 1)-part of ∇ by ∇′′ to distinguish with ∂E : A0,1c (E) −→ A0,2c . The (1, 0)-part of ∇ is
same as ∂ of E ⊗ Ω0,1. We denote the curvature of ∇ by R(∇).
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We denote the Ricci curvature of the Kahler metric g by Ric(g). We can naturally regard Ric(g) as a
section of End(E)⊗ Ω1,1, by the natural diagonal inclusion C −→ End(E).
Let f be a section of End(E)⊗ Ω1,1Y , and η be an element of A0,1c (E). Then we put as follows:
〈〈f, η〉〉h := −
√−1(ξ, η)
h
, ξ :=
(
Λ ◦ e(f)− e(Λ(f)))(η) = Λ(f · η)− Λ(f) · η
Let ϕi be an C
∞-orthogonal local coframe (ϕi) of the tangent bundle of Y , that is g =
∑
ϕi · ϕ¯i. We
also take a C∞-orthogonal local frame (ei) of E. We denote the dual frame by (e
∨
i ). We have the local
description:
η =
∑
ηµ,i · eµ ⊗ ϕ¯i, f =
∑
fµ,ν,i,j¯ · e∨µ ⊗ eν ⊗
(
ϕi ∧ ϕ¯j
)
.
Then we have the following local description ((9.1) in [10]):
〈〈f, η〉〉h :=
∑
fµ,ν,i,j¯ · ηµ,i · η¯ν,j . (35)
We recall the identity which is called Kodaira identity in [10]. We only need the following special case.
Proposition 4.5 (Kodaira [25], Cornalba-Griffiths [10]) Let η be an element of A0,1c (E). We have
the following equality:
||∂E(η)||2h + ||∂∗E(η)||2h = ||∇′′η||2 +
∫ 〈〈
R(h) +Ric(g), η
〉〉
h
dvol .
Proof (See [31] for some formulas of Nakano type.) We have the equality:
||∂E(η)||2h + ||∂∗E(η)||2h = 〈∆′′η, η〉h.
On the (0, 1)-forms, we also have the equality:
∆′′ = ∂∂∗ + ∂∗∂ −√−1Λ ◦ e(R(h)).
On A0,1c (E), we have ∂
∗ = 0 for an obvious reason. Thus we obtain the following:
〈∆′′η, η〉h = 〈∂η, ∂η〉h −
√−1
〈
Λ
(
R(h) · η), η〉
h
.
We also have the operator on A0,0c (E ⊗Ω0,1):
∆′′1 = ∇′′∇′′ ∗ +∇′′ ∗∇′′ = ∂∂∗ + ∂∗∂ −
√−1Λ ◦ e(R(∇)).
In this case, we have Λ ◦ e(R(∇))(η) = Λ(R∇) · η. Thus we obtain the following:
〈∆′′η, η〉h = ||∇′′η||2h −
√−1
〈
Λ
(
R(h) · η), η〉
h
+
√−1
〈
Λ
(
R(∇)) · η, η〉
h
.
We have R(∇) = R(h)+R(Ω0,1). It can be checked that √−1(Λ(R(Ω0,1) ·η), η)h is same as 〈〈Ric(g), η〉〉, by
a direct calculation and the coincidence of the Ricci curvature and the mean curvature of the Kahler metric
(See (7.23) in page 28 of [24].) Thus we obtain the following:
〈∆′′η, η〉h = ||∇′′η||2h +
∫ [
−√−1
(
Λ
(
R(h) · η) − Λ(R(h)) · η, η)
h
+ 〈〈Ric(g), η〉〉h
]
dvol .
Thus we are done.
Corollary 4.11 Let η be an element of Dom(∂E) ∩ Dom(∂∗E) in A0,1h (E). Then we have the following
inequality:
||∂E(η)||2h + ||∂∗E(η)||2h ≥
∫
〈〈R(h) + Ric(g), η〉〉h dvol .
Proof We only have to note the density of A0,1c (E) in Dom(∂E) ∩Dom(∂∗E) (Proposition 4.3).
54
4.5.3 The modification of acceptable metrics
Let consider the Poincare metric gp on Y = ∆
∗ l ×∆n−l, and the acceptable hermitian holomorphic vector
bundle (E, ∂E, h) (Definition 4.3).
Let a = (a1, . . . , al) be a tuple of real numbers. Let N be a real number. Then we put as follows:
τ (a, N) :=
l∑
i=1
ai log |zi|2 +N ·
(
l∑
i=1
log
(− log |zi|2)+ n∑
i=l+1
log(1− |zi|2)
)
.
Recall the following formulas:
∂∂ log |z|2 = 0, ∂∂ log(− log |z|2) = dz · dz¯
(− log |z|2)2 · |z|2 , ∂∂ log(1− |z|
2) =
dz · dz¯
(1− |zi|2)2 .
For a metric h, we put as follows:
ha,N := h · exp(−τ (a, N)) = h×
l∏
i=1
|zi|−2ai(− log |zi|)−N ×
n∏
i=l+1
(1− |zi|2)−N .
We use the notation | · |a,N , || · ||a,N , (·, ·)a,N and 〈〈·, ·〉〉a,N instead of | · |ha,N , || · ||ha,N , (·, ·)ha,N and
〈〈·, ·〉〉ha,N for simplicity. We also use the notation Ap,qa,N (E) instead of Ap,qha,N (E).
The (1, 0)-part of the metric connection for the ha,N is denoted by ∂a,N . The curvature is denoted by
R(ha,N ). We have the following formula for R(ha,N ):
R(ha,N ) = R(h)− ∂∂τ (a, N) = R(h)−N ·
(
l∑
i=1
dzi · dz¯i
(− log |zi|2)2|zi|2 +
n∑
i=l+1
dzi · dz¯i
(1− |zi|2)2
)
. (36)
In particular, we have the equality
√−1Λ(R(ha,N )) =
√−1Λ(R(h))− n ·N .
We will use the following later.
Lemma 4.12 When N is sufficiently smaller than 0, then the following inequality holds for any (0, 1)-form
η:
〈〈R(ha,N ) + Ric(g), η〉〉a,N ≥ |η|2a,N .
Proof It immediately follows from the equality (36) and the local description (35).
Remark 4.3 The real number N has no effect to the increasing order of holomorphic sections at the divisors.
Namely, if we have a holomorphic section s, the increasing order with respect to ha,N is independent of N .
On the contrary, a has an effect.
4.5.4 When N is sufficiently larger than 0.
Let see the case N is sufficiently larger than 0. The function τ (a, N) diverges at the boundary of Y . Thus
we consider Y (C) := ∆∗(C)l ×∆(C)n−l for a number 0 < C < 1. The projection of ∆∗(C)l ×∆(C)n−l −→
∆∗(C)l−1 × ∆(C)n−l, forgetting j-th component (1 ≤ j ≤ l), is denoted by πj . For any element p ∈
∆∗(C)l−1 ×∆(C)n−l, we obtain the curve π−1j (p) ⊂ Y (C), which is isomorphic to the punctured disc.
Let s be a holomorphic section of E of Y (C). Let consider the restriction of F to the curve π−1j (p). We
denote the restriction by F
π−1
j
(p)
. On π−1j (p), we have the following formula:
∆′′p|F|π−1
j
(p)
|a,N = −
∣∣∂a,NF|π−1
j
(p)
∣∣2
a,N
+
(
F
|π−1
j
(p)
,
√−1ΛR(ha,N ) · F|π−1
j
(p)
)
a,N
= −∣∣∂a,NF|π−1
j
(p)
∣∣2
a,N
+
(
F
|π−1
j
(p)
,
√−1ΛR(h) · F
|π−1
j
(p)
)
a,N
− n ·N · |F
π−1
j
(p)
|2a,N . (37)
Here ∆′′p denotes the Laplacian for the punctured disc π
−1
j (p) with the Poincare metric. Then we obtain the
following inequality:
∆′′p log |Fπ−1
j
(p)
|2a,N ≤
∆′′p|F|π−1
j
(p)
|2a,N
|F
|π−1
j
(p)
|2
a,N
+
|(∂a,NF|π−1
j
(p)
, F
|π−1
j
(p)
)a,N |2
|F
|π−1
j
(p)
|4
a,N
≤ −n ·N + |R|h,gp
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If (E, ∂E , h) is acceptable, then |R|h,gp is bounded by definition, and thus we obtain the following inequality
for any holomorphic section F and for any sufficiently large N :
∆′′p log |F|π−1
j
(p)
|2a,N < 0.
We can take such N independently of p, j and F . We can replace ∆′′p with the standard Laplacian −(∂2s+∂2t )
for the real coordinate zj = s+
√−1t.
As an example, we obtain the following corollary. It says, we obtain the increasing order of a holomorphic
section over ∆∗ l ×∆n−l from the increasing order of the restriction to the curves.
Corollary 4.12 Let F be a holomorphic section of Eλ. Let aj and kj be real numbers (j = 1, . . . , l).
For any point p ∈ ∆∗(C)l−1×∆(C)n−l and any 1 ≤ j ≤ l, we assume that we are given numbers C1(p, j),
C2(p, j), a(p, j) and k(p, j) satisfying the following:
1. C1(p, j) and C2(p, j) are positive numbers.
2. a(p, j) and k(p, j) are real numbers satisfying a(p, j) ≤ aj and k(p, j) ≤ kj.
3. The following inequality holds on π−1j (p):
0 < C1(p, j) ≤ |F|π−1
j
(p)
|h · |zj |−a(p,j) · (− log |zj |)−k(p,j) ≤ C2(p, j).
4. C1(p, j), C2(p, j), a(p, j) and k(p, j) may depend on p and j.
Then there exists a positive constant C3 and a large number M , satisfying the following:
• The inequality |s|h ≤ C3 ·
∏l
j=1 |zj |aj (− log |zj |)M holds over Y (C).
• C3 depends only on the values of |s|h at {(z1, . . . , zn) | |zj | = C, j = 1, . . . , l}.
Proof We put a = (0, . . . , 0). Let pick p ∈ ∆∗(C)l−1×∆(C)n−l and 1 ≤ j ≤ l. We note that the following
holds: By our assumption, we have the following for any number N :
lim
|zj |→0
log |F
|π−1
j
(p)
|a,N − a log |zj |
log |zj | = 0.
If N is sufficiently large, then we obtain the following inequality on π−1j (a):
∆(log |F
|π−1
j
(p)
|a,N − a log |zj |) ≤ 0
Here ∆ denotes the standard Laplacian −(∂2s + ∂2t ) on π−1j (p). Then the values of log |F|π−1
j
(p)
| − a log |zj |
on π−1j (p) are dominated by the values at {|zj | = C} ∩ π−1j (p). (See [33], in particular, Lemma 2.2 and the
proof of Corollary 4.2). Thus we obtain the following inequality:
|F
|π−1
j
(p)
|a,N ≤ C(p, j) · |zj |a. (38)
Here C(p, j) denotes a constant depending only on the values F at {|zj | = C} ∩ π−1j (p):
C(p, j) = max
{
|F
|π−1
j
(p)
(zj)|a,N
∣∣∣ zj ∈ C, |zj | = C}.
From the inequality (38), we obtain the following on π−1j (p):
|F
|π
−1
j
(p)
|h ≤ C(p, j) · |zj |aj · (− log |zj |)N .
Then we obtain the result by using an induction on l.
We also have the following:
Lemma 4.13 Let (E, h) be a hermitian holomorphic bundle over ∆∗ l×∆n−l. Let F be a holomorphic section
of E over ∆∗ l ×∆n−l. Assume that ||F ||a,N <∞. If N is sufficiently large, then ||F|π−1
j
(p)
||a,N <∞ for
any j and p ∈ ∆∗ l−1 ×∆n−l.
Proof We only have to use the subharmonicity of the function |F
|π−1
j
(a)
|a,N .
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4.6 Some reductions toward the prolongation of the deformed holomor-
phic bundles
4.6.1 The prolongation of Eλ when λ 6= 0
Let (E,∂E , θ, h) be a tame nilpotent harmonic bundle with trivial parabolic structure over ∆
∗ l×∆n−l. Let
consider the prolongation of Eλ over ∆∗ l ×∆n−l by increasing order (0, . . . , 0).
Since the eigenvalues of the monodromies are 1, we can take a normalizing frame w of Eλ over ∆∗ l×∆n−l,
namely, the connection form A of Dλ,f with respect to w = (w1, . . . , wr) satisfies the following:
• A is of the form A =∑lj=1Aj · dzj/zj for some constants matrices Aj ∈M(r).
• All of the eigenvalues of Aj are 0.
Note that the restriction w
|π−1
j
(p)
of w to the curves π−1j (p) gives a normalizing frame of (Eλ|π−1
j
(p)
,Dλ
|π−1
j
(p)
).
Thus w
|π−1
j
(p)
is a frame of ⋄Eλ
|π−1
j
(p)
, due to Lemma 4.10. In particular, the restrictions w
i | π−1
j
(p)
satisfies
the conditions of Corollary 4.12. Thus we can conclude that the increasing order of wi is less than (0, . . . , 0),
i.e., wi is a holomorphic section of
⋄Eλ.
On the other hand, let consider the following section of det(Eλ) over ∆∗ l ×∆n−l:
Ω(w) = w1 ∧ · · · ∧ wr.
By our choice, we know that Dλ(Ω(w)) = 0. Thus it naturally gives a holomorphic frame of ⋄det(Eλ) over
∆n.
Lemma 4.14 Let s = (s1, . . . , sr) be a tuple of holomorphic sections of the sheaf
⋄Eλ.
1. The section Ω(s) = s1 ∧ · · · ∧ sr over ∆∗ l×∆n−l naturally induces the section of ⋄det(Eλ). We denote
the section by the same notation.
2. Assume that Ω(s)(P ) 6= 0 in ⋄det(Eλ)|P . Then ⋄Eλ is locally free around P , and s gives a holomorphic
frame around P .
Proof The first claim is clear, for we only have to see the increasing order of Ω(s).
Let assume that Ω(s)(P ) 6= 0. Then we have an open subset U of ∆n such that Ω(s) gives a frame of
⋄det(Eλ) over U . On the open set U ′ = U ∩ (∆∗ l × ∆n−l), the tuple s gives a holomorphic frame of Eλ.
Let f be an element of Γ(U, ⋄Eλ). Since we have already known that s gives a frame on U ′, we have a
holomorphic functions fi defined over U
′ satisfying the following over U ′:
f =
∑
fi · si.
Let see f1. We know that f ∧ s2 ∧ · · · sr = f1 · Ω(s) gives a section of ⋄det(Eλ) on U . We also know that
Ω(s) gives a frame of ⋄det(Eλ) on U . Thus we can conclude that f1 is in fact a holomorphic function over
U . Similarly we can show that the other fi are also holomorphic over U .
As a corollary, we obtain the following:
Corollary 4.13 When λ 6= 0, then ⋄Eλ is locally free coherent sheaf, and the normalizing frame gives a
frame.
Corollary 4.14 The λ-connection Dλ and the flat connection Dλ,f is of log type on ⋄Eλ.
Remark 4.4 The argument of Lemma 4.14, which we learn at [10], will be used without mention.
Let v be a holomorphic frame of ⋄E1 over ∆n. Let consider the H(r)-valued function H(h, v).
Lemma 4.15 There exists a large number M and positive numbers Ci (i = 1, 2) satisfying the following:
C1 ·
l∏
i=1
(− log |zi|)−M ≤ H(h, v) ≤ C2 ·
l∏
i=1
(− log |zi|)M . (39)
Proof We only have to consider the case that v is a normalizing frame. We have already known the
following estimate for some positive number C3 and M1:
|vi| ≤ C3 ·
l∏
i=1
(− log |zi|)M1 (40)
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Thus we obtain the right inequality in (39). To see the left inequality, we use the dual. Namely let v∨
denote the dual frame of v. Then v∨ is also a normalizing frame of E1∨. Hence it satisfies the inequality
similar to (40). Hence we obtain the right inequality for H(h∨, v∨). Since we have H(h∨, v∨) ·H(h, v) = 1,
we obtain the result.
Remark 4.5 The argument of the proof of Lemma 4.15 works for any λ 6= 0. If λ = 0, we do not have a
normalizing frame, in general. However, the argument works once we know that the dual frame v∨ of E0∨
gives a frame of ⋄E0∨.
4.6.2 The prolongation of E♯
Let O(−{λ0}) denote the sheaf of the holomorphic functions which vanish on the divisor {λ = λ0}. The
sheaf O(−{λ0}) is a line bundle. We have the natural inclusion:
O(−{λ0}) ⊂ O, and thus E ⊗ O(−{λ0}) ⊂ E .
Proposition 4.6 Let (E,∂E , θ, h) be a tame nilpotent harmonic bundle with trivial parabolic structure over
∆∗ l ×∆n−l.
1. The prolongment of the deformed holomorphic bundle ⋄E♯ over C∗λ ×∆n is locally free.
2. If ⋄E0 over ∆n is locally free, then ⋄E over Cλ ×∆n is locally free.
Proof Let pick λ0 ∈ Cλ. We assume that λ0 6= 0 or that we know that E0 is locally free. We put
∆0 := {λ ∈ Cλ | |λ − λ0| < 1}. We can naturally identify ∆0 with ∆. We denote the projection of
∆0 ×∆∗ l ×∆n−l −→ ∆∗ l ×∆n−l by pλ. We denote the restriction of E to ∆0 ×∆∗ l ×∆n−l by the same
notation E .
Let take a holomorphic frame v = (v1, . . . , vn) of
⋄Eλ0 over ∆n. The restriction of v to ∆∗n is denoted
by t = (t1, . . . , tn). We have the C
∞-frame p−1λ (t) of E over ∆0 ×∆∗ l ×∆n−l.
Let d′′ denotes the holomorphic structure of E . We have the following:
d′′(p−1λ ti) = (λ− λ0) · p−1λ
(
θ†(ti)
)
=: ηi.
Let take a sufficiently negative number N . Let ǫ be any sufficiently small positive number. Let δ denotes
the tuple
l︷ ︸︸ ︷
(1, . . . , 1). Due to the estimate of θ† and the assumption on the increasing order of ti, the (0, 1)-form
ηi is an element of the following space:
A0,1−ǫ·δ,N
(
E ⊗O({−λ0})).
Since N is sufficiently negative, We can find an element ρi satisfying the following (Proposition 4.3, Propo-
sition 4.4, Corollary 4.11, Lemma 4.12):
ρi ∈ A0,0−ǫ·δ,N
(
E ⊗ O(−{λ0})), ∂Eρi = ηi.
Then we put t˜i := p
−1
λ (ti)− ρi. By our construction, it is easy to check the following:
• t˜i is holomorphic.
• The restriction to {λ0} ×∆∗ l ×∆n−l is same as ti.
• The increasing order of t˜i is less than −ǫ · δ.
Lemma 4.16 The increasing order of t˜i is less than (0, . . . , 0).
Proof Let consider the restriction of {λ} × t˜i to π−1j (p) for any p ∈ ∆∗ l−1 ×∆n−l and for any 1 ≤ j ≤ l.
We know that the parabolic structure of ⋄Eλ
|π−1
j
(p)
is trivial. Since ǫ is sufficiently small, we obtain that the
increasing order of the restriction of t˜i to {λ} × π−1j (a) is less than 0.
Then we can apply Corollary 4.12. (We put aj = 0 in applying.) Then we obtain that the increasing
order of t˜i is less than (0, . . . , 0).
Thus t˜ = (t˜i) are holomorphic sections of
⋄E around (λ0, O). Here O denotes the origin (0, . . . , 0) of
∆n. By our choice, Ω(t˜)(λ0, O) = Ω(t)(λ0, O) is not 0 in
⋄det(E)|(λ0,O). By the same argument to the proof
of Lemma 4.14, we obtain that E is locally free on a neighborhood U of (λ0, O), and that the t˜ gives a
holomorphic frame on U . Thus the proof of Proposition 4.6 is completed.
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4.6.3 One dimensional case, revisited
Corollary 4.15 Let (E, ∂E, θ, h) be a tame nilpotent harmonic bundle with trivial parabolic structure over
the punctured disc ∆∗. Then the prolongment ⋄E of the deformed holomorphic bundle is locally free. The
λ-connection Dλ is of log type.
Proof We have already known that the prolongment of E0 is coherent locally free. Thus ⋄E is locally free
due to Proposition 4.6.
Let f be a holomorphic section of ⋄E . Let consider D(f). It is holomorphic over X − D. Since a
normalizing frame gives a frame of ⋄E♯ over X ♯, D(f) is holomorphic as a section of ⋄E♯ ⊗ p∗λΩ1,0X over X ♯.
Then D(f) is a holomorphic section of locally free sheaf ⋄E ⊗ p∗λΩX(logD), outside the codimension two
subset D0. Thus D(f) is a holomorphic section of ⋄E ⊗ p∗λΩX(logD), over X , namely D is of log type.
We have already known that the conjugacy classes of Res(Dλ) is independent of λ. Thus the weight
filtrations of Res(Dλ) form the filtration of ⋄E|Cλ×O. We denote it by W . The associated graded vector
bundle over Cλ × {O} is denoted by Gr =
⊕
h Grh. We denote the primitive part of Grh by Ph+2aGrh.
Lemma 4.17 There exists a holomorphic frame v of ⋄E over Cλ ×∆, satisfying the following:
• We have the M(r)-valued holomorphic function J(λ) over Cλ × {O}, such that Res(Dλ) · v|Cλ×O =
v|Cλ×O · J(λ). Then J(λ) is, in fact, a constant matrix J.
Proof For any h ≥ 0, we have the surjective morphism of vector bundles:
πh : Ker
(
Res(Dλ)h+1
) −→ PhGrh.
We take a splitting φh of πh. We denote the image of φh by PhGr′h, which is a subbundle of ⋄ECλ×O. For
any 0 ≤ a ≤ h, we put PhGr′h−2a := Res(Dλ)a(PhGr′h). Note that Res(Dλ)h+1(PhGr′h) = 0 due to our choice
of PhGr′h. Then we obtain a decomposition:
⋄E|Cλ×O =
⊕
h
⊕
a≥0
Ph+2aGr′h.
We take a holomorphic frame uh of PhGr′h. Then we obtain the holomorphic frame of ⋄E|Cλ×O given as
follows: ⋃
h
(
h⋃
a=0
Res(Dλ)a(uh)
)
.
We extend the frame to a holomorphic frame of ⋄E over Cλ ×∆, which is a desired frame.
Let v be a holomorphic frame of ⋄E over Cλ ×∆, compatible with the filtration W . We put 2 · k(vi) :=
degW (vi). Then we put v
′
i := vi · (− log |z|)−k(vi), and we obtain the C∞-frame v′ = (v′i) over Cλ ×∆∗.
Proposition 4.7 For any compact subset K of Cλ, the frame v
′ is adapted over K ×∆∗.
Proof We can assume that v satisfies the condition in Lemma 4.17. We take a model bundle E(V, J) =
(E0, θ0, h0). We denote the deformed holomorphic bundle by (E0,D0, h0). We have the canonical frame v0
of ⋄E0, such that D0 · v0 = v0 · J · dz/z. Then the frames v and v0 induce the holomorphic isomorphism
Φ : ⋄E0 −→ ⋄E . Then we have the following:
Φ ◦Res(D0)−Res(D) ◦ Φ = 0, on Cλ × {O}. (41)
We only have to show the boundedness of Φ and Φ−1 over K ×∆∗ for any compact subset K ⊂ Cλ.
Note that Φ is a holomorphic section of Hom(E0, E), which is a deformed holomorphic bundle of
(Hom(E0, E),−θ0 ⊗ 1 + 1⊗ θ, h0 ⊗ h). Due to the Lemma 4.18 below, we have the inequality ∆′′z |Φ|h0⊗h ≤
|D(Φ)|h0⊗h. Due to (41), D(Φ) is holomorphic over Cλ × ∆, Thus we have the following inequality over
K ×∆∗ for any compact subset K ⊂ Cλ:
∆′′z |Φ|h0⊗h ≤ |D(Φ)|h0⊗h ≤ C · r−1+ǫ.
Here ∆′′z = −(∂2t + ∂2s ) for a real coordinate z = s +
√−1t. Hence we obtain the estimate, which is locally
uniform for λ.
Lemma 4.18 Let (E, ∂E, θ, h) be a tame nilpotent harmonic bundle over ∆
∗. Let f be a holomorphic section
of Eλ. Then we obtain the following inequality:
∆′′z |f |h ≤ |Dλf |h.
Here ∆′′z = −(∂2t + ∂2s) for a real coordinate z = s+
√−1t.
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Proof We denote the metric connection of Eλ by d′′λ + d′λ. We have the following equality:
∂∂|f |2h = (d′λf, d′λf)h + (f,R(d′′λ)f)h.
We also have the following equality:
R(d′′λ) = ∂E∂E + ∂E∂E − |λ|2 · (θ† · θ + θ · θ†) = −(1 + |λ|2) ·
(
θ† · θ + θ · θ†).
Thus we obtain the following:
∂∂|f |2h = (d′λf, d′λf)h −
(
1 + |λ|2) · (θf, θf)
h
− (1 + |λ|2) · (θ†f, θ†f)
h
.
We also have the following:(
d′λf, d′λf
)
h
+ (Dλf,Dλf)h − (1 + |λ|2) · (θf, θf)h = −(1 + |λ|2) · (∂Ef, ∂Ef)h.
Thus we obtain the following:
∂∂|f |2h = (1 + |λ|2) · (∂Ef, ∂Ef)h − (Dλf,Dλf)h − (1 + |λ|2) · (θ†f, θ†f)h.
Then we obtain the following:
∆′′|f |2h = −(1 + |λ|2) · |∂Ef |2h + |Dλf |2h − (1 + |λ|2) · |θ†f |2h ≤ |Dλf |2h.
Thus we are done.
We have a λ-family version of Lemma 4.9. Let v be a holomorphic frame of ⋄E over Cλ×∆, compatible
with the filtration W . We have the vector space V = ⋄E|(0,O) and the endomorphism N = Res(D)|(0,O).
Then we obtain the model bundle E(V,N) = (E0, θ0, h0). We denote the deformed holomorphic bundle by
(E0,D0, h0). We have the canonical frame v0.
By the frames v|{0}×∆∗ and v0|{0}×∆∗ , we obtain the holomorphic isomorphism I : E00 −→ E0 over
{0} × ∆. Then we obtain the C∞-isomorphism I : E0 −→ E defined over Cλ × ∆∗. Then we obtain the
elements Ii j(λ, z) ∈ C∞(Cλ ×∆∗z), determined as follows:
I(v0 j) =
∑
Ii j(λ, z) · vi, I(v0) = v · I.
Note that Ii j are holomorphic along the direction of λ, although it is not holomorphic along the direction
of z. The following lemma is clear from the proof of Lemma 4.9.
Lemma 4.19 The finiteness in Lemma 4.9 is locally uniform on Cλ. Namely the values of integrals (32)
and (34) are bounded on any compact subset K ⊂ Cλ.
4.7 Extension of holomorphic sections over hyperplanes
4.7.1 Preliminary
Let (E,∂E , θ, h) be a tame nilpotent harmonic bundle with the trivial parabolic structure over ∆ζ×∆∗n−1z =
{(ζ, z1, . . . , zn−1)}. We would like to show that the prolongment of (E, h) = (E0, h) is locally free. We note
that we have already known that the prolongment ⋄E1 is locally free (the subsubsection 4.6.1).
We put X −D := ∆ζ ×∆∗n−1z , X := ∆ζ ×∆n−1z , X0 −D0 := {0} ×∆n−1 ∗z , and X0 := {0} ×∆n−1z .
We assume the following as a hypothesis of the induction.
Assumption 4.1 1. The prolongment of the restriction E0|X0−D0 is locally free on X0.
Recall that we have already known the following (Lemma 4.15):
Condition 4.2 Let v be a frame of ⋄E1 over ∆ζ × ∆∗n−1z . The components of the hermitian matrices
H(h, v) and the inverse H(h, v)−1 are dominated by polynomials of − log |zi| for i = 1, . . . , n− 1.
By the relations θ · v = v ·Θ or θ† · v = v ·Θ†, we have the following elements:
Θ = Θζ · dζ +∑Θk · dzk/zk ∈ C∞(X,M(r)⊗ Ω1,0X−D),
Θ† = Θζ † · dζ¯ +∑Θk † · dz¯k/z¯k ∈ C∞(X,M(r)⊗ Ω0,1X−D).
By the estimate for θ (Proposition 4.1), the absolute values of the components of Θζ , Θk, Θζ † and Θk † are
bounded by the polynomials of − log |zi| for i = 1, . . . , n− 1.
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We have the flat connection form A of D1 with respect to the frame v, that is, D1v = (∂E + θ)v = v ·A.
The form A is a holomorphic section of M(r)⊗Ω1,0X (logD).
We have the relation ∂E(θ) = 0. It is translated as follows:
∂Θ† +
[
A−Θ,Θ†] = 0. (42)
Lemma 4.20
• The components of ∂ζΘ† is of the form
∑
k Ck · dz¯k/z¯k · dζ + Cζ · dζ¯ · dζ. Then the absolute values of
Ck and Cζ are dominated by a polynomial of (− log |zi|) for i = 1, . . . , n− 1.
• The components of ∂kΘζ † is of the form C · dz¯k/z¯k · dζ¯. Then the absolute values of C is dominated
by a polynomials of (− log |zi|) for i = 1, . . . , n− 1.
• Hence, for any z = (z1, . . . , zn−1) ∈ X0, Θ(ζ, z) is Lpk as a function of ζ. And the Lpk-norm is dominated
by the polynomials of (− log |zi|) for i = 1, . . . , n− 1.
Proof The claims immediately follow from (42).
4.7.2 A construction of a (0, 1)-cocycle and the extension property I
The restriction of the frame v to E1 overX−D can be regarded as a C∞-frame of E0. Let f be a holomorphic
section of ⋄(E0|X0−D0). We have C∞-functions fi on X0 −D0 determined by the relation:
f(z) =
∑
i
fi(z) · vi(0, z).
Since an increasing order of f is less than 0, we have some inequalities |f |h ≤ Cǫ ·
(∏l
j=1 |zj |
)−ǫ
for any
ǫ > 0. Due to the condition 4.2, we have some inequalities |fi|h ≤ Cǫ ·
(∏l
j=1 |zj |
)−ǫ
for any ǫ > 0. Since f
is holomorphic, we have the following equality:
0 = ∂f(z) =
∑(
∂fi(z) +
∑
k
Θk†i j(0, z) · η¯kfj(z)
)
· vi(0, z).
Here we use the notation η¯i = dz¯i/z¯i.
We put as follows:
f1 :=
∑
i fi(z) · vi(ζ, z), f2 := ζ¯ · g2,
g2 :=
∑
i,j Θ
ζ †
i j (0, z) · fj(z) · vi(ζ, z).
We have the following equality:
∂f1 =
∑(
∂fi(z) +
(∑
k
Θk †i j (ζ, z)η¯k +Θ
ζ †
i j (ζ, z)dζ¯
)
· fj
)
vi(ζ, z)
=
∑(∑
k
(
Θk †i j (ζ, z)−Θk †i j (0, z)
)
· η¯k
)
· fj(z) · vi(ζ, z) +
∑
Θζ †i j (ζ, z) · dζ¯ · fj(z) · vi(ζ, z). (43)
We also have the following equality:
∂f2 =
∑
Θζ †i j (0, z) · dζ¯ · fj(z) · vi(ζ, z) + ζ¯ · ∂g2.
Thus we obtain the equality ∂(f1 − f2) = ζ · F , when we put as follows:
F := ζ−1 ·
[∑(∑
k
(
Θk †i j (ζ, z)−Θk †i j (0, z)
)
dz¯k +
(
Θζ †i j (ζ, z)−Θζ †i j (0, z)
)
dζ¯
)
· fj · vi(ζ, z) + ζ¯ · ∂g2
]
.
By our construction, we have the equality ∂F = 0, and the norm |F |h,gp is dominated by a polynomial of
(− log |zi|) for i = 1, . . . , l. (Use Lemma 4.20.) Thus we have the finiteness for any ǫ > 0 and any number
M : ∫
|F |2h ·
n−1∏
j=1
(
|zj |ǫ · (− log |zj |)M
)
dvol <∞
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Here dvol is obtained from the Poincare´ metric.
Let take a small positive number ǫ and a sufficiently large real number M . Then we can find a solution
G satisfying the equation ∂(G) = F and the finiteness
∫ |G|2h ·∏n−1j=1 (|zj |ǫ · (− log |zj |)M) dvol < ∞, due to
Proposition 4.3, Proposition 4.4, Corollary 4.11, Lemma 4.12).
We put f3 = f1 − f2 − ζ ·G. Then by our construction, it satisfies the following:
∂(f3) = 0, f3 |X0−D0 = f,
∫
|f |2h ·
n−1∏
j=1
(|zj |ǫ · (− log |zj |)M) dvol <∞.
By lemma 4.13, we obtain the finiteness of the integral over π−1j (a) for any a ∈ ∆∗ l−1 × ∆n−l and any
1 ≤ j ≤ l. Then the increasing order of f is dominated by −ǫ. By the triviality of the parabolic structures,
the increasing order of f3 is, in fact, 0. Thus f3 is a holomorphic section of
⋄E0 satisfying f3 |X0 = f , due to
Corollary 4.12.
By using the extension result above, we obtain the following immediate corollary.
Corollary 4.16 The sheaf ⋄E0 is locally free in codimension 1, under the assumption 4.1.
Remark 4.6 It is interesting that we can derive the fact ⋄E0 is locally free if the dimension of the base
complex manifold is 2. Let consider the case X = ∆2 = {(z1, z2)} and D = {z1 ·z2 = 0}. We put O = (0, 0).
We have already known that ⋄E0 is locally free overX−{O}. We can show that we have a sections f1, . . . , fN
of ⋄E0 such that they generate ⋄E0 over X−{O}. Use, for example, an argument in page 35 in [10]. Then we
obtain the morphism ϕ : O⊕N −→ ⋄E0. The image of ϕ is denoted by Im(ϕ), which is coherent. On X−{O},
we have Im(ϕ) = ⋄E0. Let consider the double dual of Im(ϕ), namely, we put F := Hom(Im(ϕ,O),O).
Then F is coherent, and locally free. Since F is locally free, we have ⋄E0 ⊂ F due to Hartogs theorem. On
the other hand, we can show that the increasing orders any holomorphic sections of F are less than 0, due
to Corollary 4.12. Thus we have F = ⋄E0.
The argument works in higher dimensional case, i.e., we can show that ⋄E0 is coherent and reflexive by
the same argument. But the double dual of coherent sheaf is just reflexive, and not locally free in general.
4.7.3 The metrics and the curvatures of O(i) on P1
To resolve the difficulty in the intersection of the divisors, we need some preparation. We denote the one
dimensional projective space over C by P1 = {[t0 : t1]}. The points [0 : 1] and [1 : 0] are denoted by 0 and
∞ respectively. We use the coordinates t = t0/t1 and s = t1/t0. We have a line bundle O(i) over P1. The
coordinates of O(i) is given as follows: (t, ζ1) over P1 − {∞}, and (s, ζ2) over P1 − {0}. The relations are
given by s = t−1 and t−i · ζ1 = ζ2.
Recall that we have the smooth metric hi of O(i). Let ξ = (t, ζ1) = (s, ζ2) be an element of O(i).
hi(ξ, ξ) := |ζ1|2 ·
(
1 + |t|2)−i = |ζ2|2 · (1 + |s|2)−i.
For any real numbers a and b, we have the possibly singular metrics hi,(a,b) of O(i): Let ξ = (t, ζ1) = (s, ζ2)
be an element of O(i).
hi,(a,b)(ξ, ξ) := hi(ξ, ξ) ·
(
1 + |t|−2)a · (1 + |t|2)b = hi(ξ, ξ) · (1 + |s|2)a · (1 + |s|−2)b.
Around |t| = 0, the order of h0,(a,b) is equivalent to |t|−2a. Around |s| = 0, the order of h0,(a,b) is equivalent
to |s|−2b. The curvature R(hi,a,b) is as follows:
R(hi,a,b) = (−a− b+ i) · dt · dt¯(
1 + |t|)2 .
When i = −1 and a = b = −1/2, then we have the following:
R(h−1,a,b) = 0.
Let take a point P ∈ P1. Then we obtain a morphism O(i) −→ O(i+1) of coherent sheaves. The morphism
is bounded with respect to the metrics hi,(a,b) and hi+1,(a,b).
We are mainly interested in the case i = −1. We regard O(−1) as a complex manifold. The open
submanifold Y is defined to be
{
ξ ∈ O(−1) ∣∣h−1,(0,0)(ξ, ξ) < 1}. We denote the naturally defined projection
of Y onto P1 by π. We denote the image of the 0-section P1 −→ Y by P1. Then we have the normal crossing
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divisor D′ = P1 ∪π−1(0)∪π−1(∞) of Y . The manifold Y −D′ is same as {(t, x) ∈ C∗ 2 ∣∣ |x|2(1+ |t|2) < 1}.
We have the complete Kahler metric g := g1 + g2 + g3 of Y −D′ given as follows: As a contribution of the
0-section P1, we put τ1 = − log
[(
1 + |t|2) · |x|2], and as follows:
g1 :=
1
τ 21
(
t¯ · dt
1 + |t|2 +
dx
x
)
·
(
t · dt¯
1 + |t|2 +
dx¯
x¯
)
+
1
τ1
dt · dt¯(
1 + |t|2)2 .
Note that g1 gives the complete Kahler metric of Y − P1.
As a contribution of π−1(∞), we put τ2 = log
(
1 + |t|2), and as follows:
g2 =
1
τ2
(
−1 + |t|
2
τ2
)
· dt · dt¯(
1 + |t|2) .
Note that we have −1 + |t|2 · τ2 > 1. Around |t| = ∞, or equivalently, around |s| = 0, the g2 is similar to
(−|s| log |s|)−2ds · ds¯. Around |t| = 0, we have g2 =
(
2−1 + o(|t|2)) · dt · dt¯.
As the contribution of the divisor π−1(0), we put τ3 := log(1 + |t|2) − log |t|2 = log(1 + |s|2), where we
use s = t−1. And we put as follows:
g3 =
1
τ3
·
(
−1 + |s|
2
τ3
) ds · ds¯(
1 + |s|2)2 .
By the symmetry, the behaviour of g3 is similar to g2.
The following lemma is easy to see.
Lemma 4.21 g gives the complete Kahler metric of Y −D′. Around the 0-section P1, π−1(0) and π−1(∞),
the behaviours of the metric are equivalent to the Poincare´ metric.
We note the following formulas:
∂∂ log τ1 =
1
τ 21
( t¯ · dt
1 + |t|2 +
dx
x
)
∧
( t · dt¯
1 + |t|2 +
dx¯
x¯
)
+
1
τ1
dt ∧ dt¯(
1 + |t|2)2 =: ω1,
∂∂ log τ2 =
1
τ2
(
−1 + |t|
2
τ2
)
· dt ∧ dt¯(
1 + |t|2)2 =: ω2, ∂∂ log τ3 = 1τ3
(
−1 + |s|
2
τ3
)
· ds ∧ ds¯(
1 + |s|2)2 =: ω3.
We put ω = ω1 + ω2 + ω3. We put as follows:
H0 =
1
τ1
+
1
τ2
(
−1 + |t|
2
τ2
)
+
1
τ3
(
−1 + |s|
2
τ3
)
> 0.
Then we have the following:
ω2 = det(g) · dt ∧ dt¯ ∧ dx ∧ dx¯ =
( 1
τ 21 · |x|2 ·
(
1 + |t|2)2 ×H0
)
· dt ∧ dt¯ ∧ dx ∧ dx¯.
We put as follows:
H1 :=
H0(
1 + |t|2) · (1 + |s|2)
Recall that we have Ric(g) = ∂∂(det(g)).
Lemma 4.22
• Let C be a number such that 0 < C < 1. On the domain {(t, x) ∈ C∗ 2 ∣∣ |x|2 · (1 + |t|2) ≤ C}, we have
the following similarity of the behaviour:
H1 ∼ (log |t|)−2, (|t| → ∞, or, |t| → 0).
• We have the equality: Ric(g)− ∂∂ log(H1) = −∂∂ log τ 21 .
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4.7.4 Extension property II
Let consider the blow up of ∆2 = {(z1, z2)} at O = (0, 0) which we denote by ∆˜2. We denote the proper
birational projective morphism ∆˜2 −→ ∆2 by φ′. We have the divisor {zi = 0} of ∆2. The proper
transformation of {zi = 0} in ∆˜2 is denoted by Di. We can take a holomorphic embedding ι of Y , given in
the previous subsubsection, to ∆˜2 satisfying the following:
• The image of the 0-section P1 is the exceptional curve.
• We have ι−1(D1) = π−1(∞) and ι−1(D2) = π−1(0).
We denote the composite φ′ ◦ ι : Y −→ ∆2 by φ. The restriction φ′|Y−D′ is an open embedding into
∆2 −D1 ∪D2.
Let consider the one dimensional subvariety C′(1, 1) = (z, z) ∈ ∆2 of ∆2. We denote the closure of the
inverse image of C′(1, 1) − {O} via φ in Y by C(1, 1). Clearly the natural morphism φ|C(1,1) gives an open
embedding of C(1, 1) into C′(1, 1).
Let consider the product with ∆n−2. We obtain the naturally defined morphism φ : Y × ∆n−2 −→
∆2×∆n−2. The restriction φ|(Y−D′)×∆∗n−2 gives an open embedding of (Y −D′)×∆∗n−2 into ∆2 ∗×∆∗n−2.
We have the divisors C′(1, 1) ×∆n−2 ⊂ ∆2 ×∆n−2, and C(1, 1)×∆n−2 ⊂ Y ×∆n−2.
Let consider the tame nilpotent harmonic bundle (E,∂E , θ, h) over ∆
∗n. Then we obtain the harmonic
bundle φ∗(E, ∂E, h) over (Y − D′) × ∆∗n−2. We also have the deformed holomorphic bundles φ∗E1 over
{1} × (Y −D′)×∆∗n−2.
We will use the coordinate (t, x) of Y −D′ and (z2, . . . , zn) of ∆∗,n−2.
Note the following:
• The prolongment ⋄φ∗E1 is locally free.
• We have the holomorphic frame v of ⋄φ∗E1. Around P = [1 : 1] in the 0-section P1, the components
of the hermitian matrices H(φ∗h, v) and H(φ∗h, v)−1 are dominated by the polynomials of (− log |x|)
and (− log |zi|) for i = 2, . . . , n.
• We denote the curvature of (E, ∂E , h) by R(h). It is dominated by φ∗∂∂ log τ (a, N).
Let ǫ be sufficiently small positive number. Let a and b be positive numbers such that a = b = −1/2.
The metric h˜ of φ∗(E)⊗OP(−1) is defined as follows:
h˜ := φ∗ha,N · h−1,a,b ·H−11 · τ 2+ǫ1
(
τ2 · τ3
)ǫ
.
Lemma 4.23 When N is sufficiently smaller than 0, then the following inequality holds for any η ∈
A0,1c (φ
∗E):
〈〈R(h˜) + Ric(g), η〉〉h˜ ≥ ǫ||η||2h˜.
Proof We have the following equality:
R(h˜) + Ric(g) = R(φ∗ha,N) +R(h−1,a,b)− ∂∂ logH1 + (2 + ǫ) · ∂∂ log τ1 + ǫ · ∂∂(log τ2 + log τ3) + Ric(g)
= R(φ∗ha,N ) + ǫ(ω1 + ω2 + ω3). (44)
By taking sufficiently negative N , we can assume the following inequality for any η ∈ A0,1c (E):
〈〈R(ha,N), η〉〉a,N ≥ 0.
Then, by a fiberwise linear algebraic argument, it is easy to see that the following inequality holds for any
η ∈ A0,1c (φ∗(E)):
〈〈φ∗R(ha,N ), η〉〉h˜ ≥ 0.
On the other hand, we obtain
〈〈
ω1+ω2+ω3, η
〉〉
h˜
≥ ǫ · ||η||h˜ , which can be checked directly from definition.
Thus we are done.
Lemma 4.24 Let f be a holomorphic section of ⋄E0|C′(1,1)×∆n−2 . Then we have a holomorphic section f˜ of
⋄E0 such that f˜|C′(1,1)×∆n−2 = f .
Proof We identify C(1, 1)×∆n−2 and C′(1, 1)×∆n−2. By the same argument as that in the subsubsection
4.7.2, we can show that we have an extension of f , say f3, to the section of
⋄φ∗E0, by using the metric h˜. Let
consider the norm of f3 with respect to our original metric h. We consider the restriction of f3 to π
−1
j (a),
for any a ∈ ∆∗ l−1 × ∆n−l and for 1 ≤ j ≤ l. First we consider the case j = 1. On π−11 (a), the metric
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h˜ is equivalent to h · |z1|1/2+ǫ × Q, where Q denotes a polynomial of log |z1|. Thus the increasing order of
|f
3 | π−11 (a)
|h is less than −1/2−ǫ. Since the parabolic structure is trivial, we can conclude that the increasing
order is, in fact, less than 0. Similarly we can show that the increasing order of f
3 | π−12 (a)
with respect to
the metric h is 0. If j > 2, then the metrics h and h˜ are equivalent on π−1j (a). Thus the increasing order of
f
3 π−1
j
(a)
with respect to the metric h, is less than 0, also in this case. Thus we obtain that f3 is, in fact, a
section of ⋄E0, due to Corollary 4.12.
Corollary 4.17 The prolongments ⋄E0 and ⋄E are locally free.
Proof Assume that the prolongment of the restriction to the hyperplane is locally free. Let v = (vi) be
a holomorphic section of ⋄(E0|C(1,1)×∆n−2). We extend vi to a section v˜i of ⋄E0 as in the previous lemma.
Then v˜ = (v˜i) gives a holomorphic frame of E0 around (0, . . . , 0), for Ω(v˜)(0,...,0) is not 0 in ⋄det(E)(0,...,0).
Thus the induction can proceed.
Proposition 4.8
• For any λ ∈ C, Dλ is of log type. Namely if f is a holomorphic section of ⋄Eλ, then Dλ(f) is a
holomorphic section of ⋄Eλ ⊗ Ω1,0
Xλ
(logDλ).
• D is of log type.
Proof If λ 6= 0, a normalizing frame gives a trivialization of ⋄Eλ. It implies that Dλ is of log type. If λ = 0,
we know the estimate of the norm of θ. It implies that θ is of log type.
Let f be a holomorphic section of ⋄E . The section D(f) is holomorphic over X ♯ ∪ (X − D) = X − D0.
Thus it naturally gives a holomorphic section of ⋄E ⊗ p∗λΩX(logD).
Remark 4.7 Note that we also obtain the extendability of the holomorphic sections over the curves. We
will use the fact without mention.
4.8 Functoriality
Proposition 4.9 We have the following functoriality of the prolongment.
det(⋄E) ≃ ⋄( det(E)), ⋄E1 ⊗ ⋄E2 ≃ ⋄(E1 ⊗ E2), ⋄(E∨) ≃ (⋄E)∨.
Hom(⋄E1, ⋄E2) ≃ ⋄Hom(E1, E2) Syml(⋄E) ≃ ⋄Syml E , ∧l(⋄E) ≃ ⋄∧l E .
In each case, the λ-connection D is also isomorphic.
We also a similar isomorphisms of the conjugate deformed holomorphic bundles with µ-connections.
Proof Let see the case of determinant bundles. We have the natural morphism det(⋄E) −→ ⋄det(E).
By using the result of Simpson (see [33], or Lemma 4.4 in this paper) and the extension property of the
holomorphic sections, we can show that the morphism is surjective, and thus isomorphic. The other cases
are similar.
Let consider the morphism f : ∆mz −→ ∆nζ given as follows:
f∗(ζi) =
∏
j
z
ai j
j .
Let (E, ∂E, θ, h) be a tame nilpotent harmonic bundle with trivial parabolic structure over ∆
∗n
ζ . Then the
deformed holomorphic bundle of f∗(E, ∂E , θ, h) is naturally isomorphic to the pull back of (E ,D, h).
Proposition 4.10 We have the natural isomorphism of f∗(⋄E) and ⋄(f∗E).
Proof Since the prolongment is characterized by increasing orders, we have the natural morphism f∗(⋄E) −→
⋄(f∗E). We have to show that it is isomorphic. When rank of E is 1, then the claim is obvious. Let con-
sider the general case. Let v be a holomorphic frame of ⋄E . Then f∗Ω(v) gives a holomorphic frame of
f∗ det(⋄E) ≃ det(⋄f∗E). Thus f∗(v) gives naturally a frame of ⋄f∗E .
We see the relation of prolongments of E and E†. We put X = ∆n and D = {∏ni=1 zi = 0}. Let v be a
holomorphic frame of ⋄E over X . We have the restriction v|X−D of v to X −D, which is a frame of E over
X −D. Then we obtain the conjugate frame (v|X−D)† of E† over X † −D†.
Proposition 4.11 (v|X−D) naturally induces the frame of
⋄E† over X †.
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Proof When the rank of E is 1, the claim is obvious. Let consider the general case. By using the result
in the case of curves, we can show that the increasing order of v†
i | X−D
is less than 0, and thus it gives a
holomorphic section of ⋄E†. Let consider the section Ω(v†X−D). By functoriality of our construction, it is
same as Ω(v)†X−D, which gives a holomorphic frame of det(
⋄E†). Thus v†X−D gives a frame of ⋄E†.
We will denote the induced frame by v†|X−D simply by v
†.
5 Limiting mixed twistor structure
5.1 Preliminary
5.1.1 Normalizing frame
Let (E,D1) be a holomorphic vector bundle with a holomorphic flat connection over ∆∗n. Assume that the
monodromies are unipotent. Let fix the coordinate (z1, . . . , zn) of ∆
∗n. Recall that we have a holomorphic
frame such that the corresponding connection form is of the form
∑
iAidz/zi for Ai ∈M(r). Such a frame
is called the normalizing frame in this paper. Let us recall the construction of such a frame.
Let H denote the upper half plain {ζ ∈ C | Im(ζ) > 0}. Let take the universal covering π : Hn −→ ∆∗n,
given by zi = exp(2π
√−1ζi). Let P be a point of ∆∗n and P˜ be a point of Hn such that π(P˜ ) = P . Let γi
denote the following path:
{t ∈ R | 0 ≤ t ≤ 1} ∋ t 7−→ (z1, . . . , zi−1, exp(2π√−1t) · zi, zi+1, . . . , zn) ∈ ∆∗n.
We denote the monodromy along γi by M(γi).
Let pick a base e(P ) of E|P . Let Mi be the matrix representing the endomorphism M(γi) ∈ End(E|P )
with respect to the frame w(P ), that is, M(γi)w = e ·Mi. By our assumption, Mi is unipotent. We denote
the logarithm of Mi by Ni, i.e.,
Ni = log(Mi) :=
∞∑
m=l
1
m
(
Mi − 1
)m
, exp
(
Ni
)
= Mi.
The frame e(P ) of E|P naturally induces the base e(P˜ ) of π
∗E|P˜ . We can take the flat frame u of π
∗E
such that u|P˜ = e(P˜ ). Then we put as follows:
w = u · exp
(
−
n∑
i=1
(
ζi − ζi(P˜ )
) ·Ni).
Then w is, in fact, the pull back of some holomorphic frame of E on ∆∗n. We denote the frame over ∆∗n
by the same notation w. We have the following equality:
D
1
w = v ·
(
−
n∑
i=1
Ni · dζi
)
= w ·
(
−
n∑
i=1
Ni · dzi
2π
√−1zi
)
. (45)
Note that such normalizing frame is determined once we pick a point P and the frame e(P ), when we fix a
coordinate (z1, . . . , zn). Namely, we have the following lemma.
Lemma 5.1 Let w1 and w2 be normalizing frames such that w1(P ) = w2(P ). Then we have w1 = w2.
Proof On Hn, the frames wi are solutions of the equation (45), such that w1(P˜ ) = w2(P˜ ). Such solution
is uniquely determined.
Let see the dependence of a normalizing frame w on a choice of P , e(P ) and the coordinate. Let take
another frame e1(P ) of E|P . We denote the corresponding normalizing frame by w1. We have an element
g ∈ GL(r) such that e1(P ) = e(P ) · g. Then we have w1(P ) = w(P ) · g. We also have D1w · g = w ·A · g =
w · g · (g−1 ·A · g). Thus we obtain that w1 = w · g.
Let Q be another point of ∆∗n, and e(Q) be a base of E|Q. We denote the corresponding normalizing
frame by w2. We have an element g ∈ GL(r) such that w2(P ) = w(P ) · g. Then we know that w2 = w · g.
Let (z′1, . . . , z
′
n) denotes another holomorphic coordinate, satisfying {z′i = 0} = {zi = 0} =: Di for any
i. Note that (z′i) be a coordinate of an open subset U of C
n, which is not necessarily same as ∆n above.
Let take a covering π′ : Hn −→ U −⋃iDi. We use the coordinate (ζ′i) for Hn in this case. We denote the
corresponding normalizing frame w′.
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We have a holomorphic function gi defined over ∆
n satisfying (ζi − ζ′i) = gi, or zi/z′i = exp(2π
√−1gi).
Then we have the following relation:
w
′ = u · exp
(
−
∑(
ζ′i − ζ′i(P )
) ·Ni)
= u · exp
(
−
∑(
ζi − ζi(P )
) ·Ni +∑
i
(
gi + (ζ
′
i(P )− ζi(P ))
) ·Ni)
= w · exp
[∑
i
(
gi +
(
ζ′i(P )− ζi(P )
)) ·Ni]. (46)
5.1.2 Isomorphisms
Let w = (w1, . . . , wr) be a normalizing frame of a holomorphic flat connection (E,D
1). We regard it as
a frame of the prolongment ⋄E over ∆n. Let P and Q be points of ∆n. Let v be an element of ⋄E|P .
Then v can be uniquely described as a linear combination of wi |P , that is, v =
∑
i vi · wi |P for vi ∈ C.
Then we obtain the element ΦP,Q(v) =
∑
i vi · wi |Q of ⋄E|Q. Then we obtain the linear isomorphism
Φ(P,Q) :
⋄E|P −→ ⋄E|Q.
Lemma 5.2 When we fix a coordinate of ∆n, then the morphism Φ(P,Q) is independent of a choice of
normalizing frame.
Proof Letw1 andw2 be normalizing frames. Then we have the element g ∈ GL(r,C) such thatw1 = w2·g.
Thus we have the relation w1 |P = w2 |P · g and w1 |Q = w2 |Q · g. It implies that Φ(P,Q) is independent of
a choice of a normalizing frame.
Let P be a point contained in ∆∗n. Then we have the action of monodromies M(γi) and the logarithms
N(γi) on E|P . Let P be a point contained in Di = {zi = 0}. Then we have the endomorphism ResDi(D1)|P
of ⋄E|P . We denote it by N(γi) by abbreviation.
Lemma 5.3 Let P and Q be points of ∆n. Then the isomorphism Φ(P,Q) is compatible with N(γi).
Proof Both of the endomorphisms N(γi)|P and N(γi)|Q are represented by Ni with respect to the frames
w|P and w|Q. Thus the isomorphism Φ(P,Q) are compatible with N(γi).
We see the dependence of Φ(P,Q) on a choice of the coordinate. Let (z
′
i) be another coordinate. We
denote the corresponding morphism by Φ′(P,Q).
Lemma 5.4 We have the relation
Φ(P,Q) = exp
(∑
i
(
gi(P )− gi(Q)
) ·N(γi)) ◦ Φ′(P,Q).
Proof We have the relation (46) between w and w′. It implies the relation of Φ(P,Q) and Φ
′
(P,Q).
5.2 The vector bundle of Simpson
5.2.1 Normalizing frames
We put X = ∆n, Di = {zi = 0} and D = ⋃li=1Di for l ≤ n. Let (E, ∂E , θ, h) be a tame nilpotent harmonic
bundle with trivial parabolic structure over X −D. We have the prolongment of the deformed holomorphic
bundle ⋄E over X , and the λ-connection Dλ of log type. The following lemma is easy from the construction
of normalizing frames.
Lemma 5.5 We can take a holomorphic frame w of E♯ over X ♯ such that the restrictions w|Xλ are nor-
malizing frames for Dλ,f .
In that case, the following holds: Let Af ∈ Γ
(
X ♯,M(r)⊗p∗λΩ1,0X
)
be a holomorphic flat connection form
of Df with respect to w, that is, Df ·w = w · Af over X ♯. Then Af is of the following form:∑
i
Ci(λ) · dzi
zi
. (47)
Here Ci(λ) are M(r)-valued holomorphic functions of λ, but they are independent of zi. Let consider the
λ-connection form A of D with respect to the frame w. Then we have the relation Af = λ−1 · A. Thus A is
also of the form as in (47). A frame such as w above is also called a normalizing frame for D.
Note that there does not exist a normalizing frame for Higgs field. Namely the normalizing frame is
defined only over X ♯, in general.
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5.2.2 Construction
Let P and Q be points of X. As in the subsubsection 5.1.2, we obtain the following isomorphisms by using
the normalizing frame for any λ 6= 0:
Φλ,P,Q :
⋄E|(λ,P ) −→ ⋄E|(λ,Q).
Since w is holomorphic with respect to λ, the dependence of the morphisms Φλ,P,Q on λ is holomorphic.
Thus we obtain the holomorphic isomorphism of the following locally free sheaves over C∗λ for any P,Q ∈ X:
Φλ,P,Q :
⋄E♯|C∗
λ
×{P} −→ ⋄E♯|C∗
λ
×{P}.
Similarly we obtain the holomorphic isomorphism for any P,Q ∈ X†:
Φ†µ,P,Q :
⋄E† ♯|C∗µ×{P} −→ ⋄E† ♯|C∗µ×{P}.
We have the isomorphism C∗λ ≃ C∗µ given by µ = λ−1. Recall that we have the following identification
of C∞-bundles with the families of the flat connections (Lemma 3.5.):
(E♯,Df ) = (E† ♯,D† f ), over X ♯ −D♯ = X † ♯ −D† ♯.
Note that they are identification of the C∞-vector bundles, and the identification is holomorphic with respect
to λ and µ. Let P be a point of X −D. Then we have the following identification of holomorphic bundles
over C∗λ = C
∗
µ:
E♯|C∗
λ
×{P} = E† ♯|C∗µ×{P}.
Let Q1, Q2 be points of X, and P be a point of X − D. Then we obtain the following sequence of
isomorphisms:
⋄E♯|C∗
λ
×{Q1}
Φλ,Q1,P−−−−−−→ E♯|C∗
λ
×{P} E† ♯|C∗µ×{P}
Φ
†
µ,P,Q2−−−−−→ ⋄E† ♯C∗µ×{Q2}.
We denote the composite by Ψ(Q1, Q2, P ). We have the vector bundles E|Cλ×{Q1} over Cλ and E†|Cµ×{Q2}
over Cµ. By the gluing Ψ(Q1, Q2, P ), we obtain the holomorphic vector bundle over P
1 = Cλ ∪ Cµ. The
vector bundle is denoted by S(Q1, Q2, P, (zi)). When we fix the coordinate, then we often omit to denote
(zi). When Q1 = Q2 = Q, it is denoted by S(Q,P ). When we distinguish the harmonic bundle (E, ∂E, θ, h),
it is denoted by S(Q,P, (E, ∂E , θ, h)).
5.2.3 Nilpotent maps
Assume that Q1 and Q2 are contained in Di. Then we have the following morphisms of coherent sheaves:
ResDi(D) ∈ End
(⋄E|Cλ×{Q1}), ResD†
i
(D†) ∈ End(⋄E†|Cµ×{Q2}).
Lemma 5.6 The nilpotent morphisms ResDi(D) and −ResD†
i
(D†) induce the morphism of the coherent
sheaves:
N△i : S(Q1, Q2, P ) −→ S(Q1, Q2, P )⊗OP1(2).
Proof Then we have the following morphisms of the coherent sheaves:
ResDi(D
f ) ∈ End(⋄E|Cλ×{Q1}), ResD†
i
(D† f ) ∈ End(⋄E†|Cµ×{Q2}).
The relation of ResDi(D
f ) and ResDi(D), (resp. ResD†
i
(D† f ) and Res
D
†
i
(D†)) is given as follows:
ResDi(D
f ) = λ−1 ·ResDi(D),
(
resp. Res
D
†
i
(D† f ) = µ−1 ·Res
D
†
i
(D†).
)
On the other hand, the logarithms of the monodromies of the flat connections D along the path γi, induces
the following morphism of the coherent sheaves:
N(γi) ∈ End
(⋄E|Cλ×{P}).
By the morphisms Φλ,Q1,P , the ResDi(D
f ) is mapped to N(γi). On the other hand, the morphism Φ
†
µ,Q2,P
map the Res
D
†
i
(D† f ) to −N(γi). Thus we are done.
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5.2.4 Gluing matrices
Let v be a holomorphic frame of ⋄E over X . Then v† is naturally a holomorphic frame of ⋄E† over X †. We
obtain the frames v|Cλ×Q1 and v
†
|Cµ×Q2
of ⋄E|Cλ×Q1 and ⋄E†Cµ×Q2 respectively. We would like to describe
the gluing morphism Ψ(Q1, Q2, P ) with respect to the frames.
Let w be a normalizing frame of E♯ for the flat connections Df . Then w† is naturally a normalizing
frame of E† ♯ for the flat connection D† f . Let Γ ∈ C∞(X ♯, GL(r)) be the transformation matrices of v and
w that is, w = v · Γ. Then the transformation matrices of v† and w† is given by Γ† = F ∗(tΓ−1), that is,
w
† = v† · Γ†. Here F denotes the morphism Cµ −→ C†λ given by µ = −λ¯ (See subsubsection 3.1.6).
Let e be a frame of E0 over X 0 − D0. Then e† gives a frame of E† 0. The relation of e and e† is given
by e† = e ·H(h,e)−1.
Let B ∈ C∞(X −D, GL(r)) be a transformation matrices of p−1λ (e) and v, that is, v = p−1λ (e) ·B. Then
the transformation matrices of v† and p†−1µ (e
†) is given by B† = F ∗(tB
−1
), that is, v† = p†−1µ (e
†) · B†.
Then the gluing morphism Ψ(Q1, Q2, P ) for S(Q1, Q2, P ) is represented by the following GL(r)-valued
function A(λ, P ), with respect to the frames v|C∗
λ
×Q1 and v
†
|C∗µ×Q2
:
v
†
|C∗µ×Q2
= v|C∗
λ
×Q1 ·A(λ, P ),
A(λ,P ) := Γ(λ,Q1) · Γ(λ, P )−1 ·B(λ, P )−1 ·H(h,e)−1(P ) ·B†(µ, P ) · Γ†(µ, P ) · Γ†(µ,Q2)−1.
(48)
Here µ = λ−1.
5.2.5 Functoriality
Let see the functoriality of the construction of the vector bundle S(O,P ). To distinguish the harmonic
bundle (E, ∂E, θ, h), we use the notation S(O, P, (E, ∂E, θ, h)).
Proposition 5.1 We fix the coordinate of ∆n. Then we have the following natural isomorphisms:
det
(
S
(
O, P, (E, ∂E , θ, h)
)) ≃ S(O, P,det(E,∂E , θ, h)),
S
(
O, P, (E1, θ1, h1)
) ⊗ S(O,P, (E2, θ2, h2)) ≃ S(O, P, (E1, θ1, h1)⊗ (E2, θ2, h2))
S
(
O, P, (E, ∂E , θ, h)
)∨ ≃ S(O, P, (E∨, ∂E∨ , θ∨, h∨)),
Hom
(
S
(
O, P, (E1, θ1, h1)
)
, S
(
O, P, (E2, θ2, h2)
)) ≃ S(O, P,Hom((E1, θ1, h1), (E2, θ2, h2))),
S
(
O, P,Syml(E, ∂E, θ, h)
) ≃ Syml S(O, P, (E, ∂E, θ, h)),
S
(
O, P,
∧l(E, ∂E, θ, h)) ≃ ∧l S(O,P, (E,∂E , θ, h)),
In each isomorphism, the nilpotent morphisms N△i are also isomorphic, if O is contained in Di = {zi = 0}.
Proof Let see the case of the tensor product. Let wa = (wa i) be normalizing frames of
⋄Ea over Cλ ×∆n
for a = 1, 2. Then w1 ⊗w2 = (w1 i ⊗ w2 j) gives a normalizing frame of ⋄E1 ⊗ E2. Then it is easy to check
that our construction is functorial with respect to the tensor product. The other cases are similar.
Let consider the morphism f : ∆mz −→ ∆nζ considered in the subsection 4.8, given as follows:
f∗(ζi) =
∏
j
z
ai j
j .
Let (E, ∂E, θ, h) be a tame nilpotent harmonic bundle with trivial parabolic structure over ∆
∗ l
ζ ×∆n−lζ .
Proposition 5.2 We have the natural isomorphism of
S
(
Q1, Q2, P, f
∗(E, ∂E, θ, h)
)
≃ S
(
f(Q1), f(Q2), f(P ), (E, ∂E, θ, h)
)
.
Proof Let w be a normalizing frame of ⋄E♯. Then f∗(w) is a normalizing frame of f∗⋄E♯. Then the
proposition follows from the functoriality of the prolongation (Proposition 4.10).
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5.3 A limiting mixed twistor theorem
5.3.1 The filtration
Let consider the case that the base manifold is one dimensional, i.e., X = ∆ and D = {O}. Due to the
result of Simpson, the conjugacy classes of N△(λ,O) = Res(Dλ) is independent of a choice of λ. Thus the
weight filtrations W (Res(Dλ)) induced by Res(Dλ) form the filtrations of S(O,P ) by subvector bundles. We
denote the filtration by W△. Thus we obtain the filtered vector bundle (S(O, P ),W△).
Ideally, we hope that the filtered vector bundle is mixed twistor, namely, we hope that the l-th
graded part Grl is a direct sum of OP1(l).
We call it a conjecture of Simpson.
5.3.2 Example (the case of Mod(2, a, C))
As an example, let see what kind of filtered vector bundle is obtained in the case Mod(2, a, C). This is an
extremely easy example. We have the canonical frame v = (v1,0, v0,1) of E over Cλ × ∆. The restriction
v|Cλ×O gives a frame of Mod(2, a, C)|Cλ×O . For simplicity, we omit to denote the notation |Cλ × O. The
weight filtration W△ on Cλ is obviously given as follows:
W△−1 = 〈v0,1〉, W△1 = 〈v1,0, v0,1〉.
On the other hand, v† = (v† 1,0, v† 0,1) gives a holomorphic frame of Mod(2, a, C)†. Then the filtration W△
on Cµ is as follows:
W△−1 = 〈v† 1,0〉, W△1 = 〈v† 1,0, v† 0,1〉
Let consider the gluing matrices. Luckily v and v† are normalizing frames. We have the relations (10)
between v and p−1λ v|X0−D0 = p
−1
λ e, and the relation (11) between v
† and p†−1µ v|X† 0−D† 0 = p
†−1
µ e
†. Then
the gluing matrices A(λ,P ) is given as follows:(
1 λ · (y + c)−1
0 1
)
·
(
(y + c)−1 0
0 y + c
)
·
(
1 0
−µ · (y + c)−1 1
)
=
(
0 λ
−µ y + c
)
. (49)
Here y denotes − log |z(P )|, and we used the relation λ · µ = 1. Namely, we have the following relation:
(v† 1,0, v† 0,1) = (v1,0, v0,1) ·
(
0 λ
−µ y + c
)
=
(−µ · v0,1, λ · v1,0 + (y + c) · v0,1).
We have the graded vector space Gr = Gr−1⊕Gr1 associated with the filtration W△. The line bundle Gr−1
is obtained by the relation v† 1,0 = −µ · v0,1. Thus the first Chern class is −1. On the other hand, the line
bundle Gr1 is obtained by the relation v† 0,1 = λ · v1,0. Thus the first Chern class is 1. Namely the filtered
vector bundle (S(O,P ),W△) is a mixed twistor, in this case.
5.3.3 Example (the case of Mod(l + 1, a, C))
Let see the case of Mod(l+1, a, C) for general l. Since we know that Mod(l+1, a, C) = SymlMod(2, a, C),
we obtain a mixed twistor structure also in this case. We see the gluing matrices. We have the canonical
frame v = (vp,q | p + q = l) of Mod(l + 1, a, C) over Cλ ×∆. It is also a normalizing frame. The filtration
W△ is given as follows:
W△h = 〈vi,l−i | 2i− l ≤ h〉.
We have the conjugate frame v† = (v† p,q | p + q = l). It is also a normalizing frame. The filtration W△h is
given as follows:
W△h = 〈v† i,l−i | 2i− l ≥ −h〉.
We would like to show that the Chern class of the h-th graded part Grh is h. For that purpose, we would
like to calculate the transformation matrices A of v and v† determined by the following relation:
v† p,l−p =
∑
i
Ai,p · vi,l−i.
However it is not so easy to directly calculate whole of the matrices A. We have already known that the
filtration W△ have to be preserved by the gluing. Then we can derive the following information.
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• It implies that Ai,p = 0 if i > l − p.
• We also know that A have to be an element of GL(l + 1), so that Ai,l−i 6= 0.
On the other hand, we can show the following by a direct calculation:
• Ai,l−i is of the form ci · λ2i−l for some complex number ci.
(We only have to use the relations(14), (17) and the orthogonality of the frames v|{0}×∆ and v
†
|{0}×∆†
.)
Thus the the Chern class of Grh is h, namely the filtered vector bundle (S(O, P )) is a mixed twistor in
this case.
5.3.4 Some modification of the frames of ⋄E|Cλ×O and
⋄E†|Cµ×O
The gluing matrices (48) are divergent when P → O. (For example, see (49).) We would like to modify our
choice of frames of ⋄E|Cλ×O and ⋄E†|Cµ×O, so that the gluing matrices are convergent for some sequence of
points Pi → O.
Let v be a holomorphic frame of ⋄E , compatible with the weight filtration W△, over Cλ ×∆. Then the
weight filtration W△ over Cλ ×O is obviously given as follows:
W△h =
〈
vi |Cλ×O
∣∣ degW△(vi) ≤ h〉
We have the conjugate frame v† of ⋄E† over Cµ × ∆. It is also compatible with the filtration W△. Note
that degW
△
(vi) = − degW△ (v†i ). The weight filtration W△ over Cµ ×O is given as follows:
W△h =
〈
v†i |Cλ×O
∣∣ degW△(v†i ) ≤ h〉 = 〈v†i |Cλ×O ∣∣ degW△(vi) ≥ −h〉
Let take holomorphic vector bundles F :=
⊕r
i=1OCλui over Cλ. We give the filtration WF to the
bundle F , defined as follows:
WF,h :=
〈
ui
∣∣ degW△(vi) ≤ h〉.
Similarly we put F † :=
⊕r
i=1OCµu†i . We give the filtration WF † defined as follows:
WF †,h :=
〈
u†i
∣∣ degW△ (v†i ) ≤ h〉 = 〈u†i ∣∣ degW△(vi) ≥ −h〉
We also put as follows:
Uh := 〈ui | degW
△
(vi) = h〉, U†h := 〈u†i | degW
△
(v†i ) = h〉.
Then we have WF,h =
⊕
l≤h Ul and WF †,h =
⊕
l≤h U
†
l . Note the following obvious lemma.
Lemma 5.7 Let c = (ci | i = 1, . . . , r) be a tuple of non-zero complex numbers. We have the morphism
ηc :
⋄E|Cλ×O −→ F defined by vi 7−→ ci · ui for 1 ≤ i ≤ r. Then the morphism ηc preserves the filtrations
W△ and WF .
Similarly we have the morphism η†c :
⋄E†|Cµ×O −→ F † defined by v†i 7−→ ci · ui for 1 ≤ i ≤ r. Then the
morphism η† preserves the filtrations W△ and WF † .
Proof Clear from our choices of WF and WF † .
For any P ∈ ∆∗, we take the tuple of complex numbers c(P ) = (ci(P )) and c†(P ) = (c†i (P )), given as
follows:
ci(P ) := (− log |z(P )|)k(vi), c†i (P ) := (− log |z(P )|)k(v
†
i
) = (− log |z(P )|)−k(vi).
Here we put 2 · k(vi) := degW△(vi) and 2 · k(v†i ) := degW
△
(v†i ). Then we obtain the following isomorphisms
preserving the filtrations:
ηc(P ) :
(
⋄E|Cλ×O,W
) ≃ (F,WF ), ηc†(P ) : (⋄E†|Cµ×O,W ) ≃ (F †,WF †).
Then the gluing morphism Ψ(O,P ) for the vector bundle S(O, P ) induces the isomorphism g(P ) : (F,WF )|C∗
λ
≃
(F †,WF †)|C∗µ . The filtered vector bundle (S(O,P ),W△) is naturally isomorphic to the filtered vector bundle
obtained from (F,WF ), (F †,WF †) and the gluing g(P ).
We have the diagonal matrix L(P ) whose (i, i)-component is ci(P ) = (− log |z(P )|)k(vi). We also have
the diagonal matrix L†(P ) whose (i, i)-component is c†i (P ) = (− log |z(P )|)k(v
†
i
) = (− log |z(P ))|−k(vi). The
matrix L†(P ) is the inverse of L(P ). Let A(λ, P ) is an element of Γ(C∗λ, GL(r)) given in (48).
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Lemma 5.8 The gluing g(P ) is represented by L(P ) · A(λ,P ) · L†(P )−1 with respect to the frames u and
u
†.
Proof Since A(λ,P ) represents Ψ(O,P ) with respect to the frames v|Cλ×O and v|Cµ×O , the claim is clear
from our choices of ηc and η
†
c†
.
In the following, we assume that we take e = v|{0}×∆∗ for the construction of A(λ).
5.3.5 The statement and an outline of a proof
We will prove the following theorem.
Theorem 5.1 (A limiting mixed twistor theorem) Let (E, ∂E , θ, h) be a tame nilpotent harmonic bun-
dle with parabolic structure over ∆∗. For any open set U containing O, there is a point P ∈ U ∩∆∗ such
that the filtered vector bundle (S(O, P ),W△) gives a mixed twistor structure.
An outline of the proof of the theorem is as follows:
1. We can take some sequence of the points {Pi} converging to O, such that the corresponding sequence
of the gluing functions {g(Pi)} converge to the gluing function g∞ (the subsubsection 5.3.6).
2. We have the filtered vector bundle (S∞,W) obtained from (F,WF ), (F †,WF †) and g∞. We will see
that (S∞,W) is a mixed twistor. (the subsubsection 5.3.7)
3. Let consider the condition that a filtered vector bundle is a mixed twistor. We can see that the condition
is open. Since the sequence of the filtered vector bundles (S(O, Pi),W
△) converge to (S∞,W) in a
sense, we can conclude that they are mixed twistors for sufficiently large i (the subsubsection 5.3.8).
Before entering the proof, we state an obvious corollary.
Corollary 5.1 Let P be any point of ∆∗. The Chern class c1(Gr△h ) is h · rank(Gr△h ).
Proof If (S(O,P ),W△) is mixed twistor, the claim is clear. Since the Chern class is an topological invariant,
we obtain the result.
5.3.6 Convergency of the gluing functions
We only have to investigate the convergency of the sequence {L(Pl) · A(Pl) · L†(Pl)−1} for some sequence
{Pl}. We decompose L(P ) ·A(P ) · L†(P )−1 as follows:(
L(P ) · Γ(λ,O) · Γ(λ, P )−1 · L(P )−1
)
·
(
L(P ) ·B(λ, P )−1L(P )−1
)
×
(
L(P ) ·H(h, e)−1(P ) · L†(P )−1
)
×
(
L†(P ) ·B†(µ, P ) · L†(P )−1
)
·
(
L†(P ) · Γ†(µ, P ) · Γ†(µ,O)−1 · L†(P )−1
)
. (50)
Lemma 5.9 Let R be a real number such that 0 < R < 1. On the region T (R) =
{
λ ∈ Cλ
∣∣R < |λ| < R−1},
the sequence {L(Pl) · Γ(λ,O) · Γ(λ,Pl)−1 · L(Pl)−1} converges to the identity matrix, with respect to the sup
norms, for any sequence {Pl} converging to O.
Proof The sequence
{
Γ(λ,O) ·Γ(λ, Pl)−1
}
converges to the identity matrix for any sequence {Pl}. In fact,
we have an equality
∣∣Γ(λ,O) · Γ(λ, P )−1 − 1∣∣ ≤ C · |z(P )| over the region T (R), for some positive constant
C.
Lemma 5.10 Let
{
Pl
}
be a sequence of points of ∆∗, converging to O. Then we can take a subsequence{
Pli
}
such that the corresponding sequence
{
L(Pli) · H(h,e)
−1
(Pli) · L†(Pli)−1
}
converges to a positive
definite hermitian matrix M .
Proof We put e′i := (− log |z|)−k(ei) · ei for i = 1, . . . , r. Then the frame e′ = (e′1, . . . , e′r) of E0 over ∆∗ is
adapted. We have the following equality:
H(h, e′) = L(P )−1 ·H(h, e) · L(P )−1 = L†(P ) ·H(h,e) · L(P )−1.
Thus we are done.
Let us investigate the convergency of
{
L(P )−1 · B(λ, P ) · L(P )}. For that purpose, we take a model
bundle. We put V = ⋄E0|O and N = Res(θ). Then we have a model bundle (E0, θ0, h0) = E(V,N) over ∆∗.
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We denote the deformed holomorphic bundle of (E0, θ0, h0) by (E0,D0, h0). We have the canonical frame v0
of ⋄E0 over Cλ ×∆. We can assume degW (v0 i) = degW (vi).
We put e0 := v0 |{0}×∆. Then the frames e0 and e induce the isomorphism F of the holomorphic bundles
⋄E00 and ⋄E0, such that F|O ◦Res(θ0) = Res(θ)◦F|O . The morphism F induces the holomorphic isomorphism
F : E00 −→ E0 over ∆∗, such that F and the inverse F−1 are bounded with respect to the metrics h0 and h.
Since we have E0 = p−1λ E00 and E = p−1λ E0 by our definition, we obtain a C∞-isomorphism I : E0 −→ E
over Cλ ×∆∗. The morphism I and the inverse I−1 are bounded with respect to the metrics h and h0 by
our construction.
We have the GL(r)-valued function I determined by I(v0) = v · I . We have the GL(r)-valued function
B0 determined by v0 = p
−1
λ (e0) · B0.
Lemma 5.11 We have the relation B = B0 · I−1.
Proof We have v = p−1λ (e) ·B. On the other hand, we have the following:
v = I(v0) · I−1 = I(p−1λ e0) · B0 · I−1.
By our choice of I, we have I(p−1λ e0) = p−1λ e. Thus we are done.
Hence we have the following:
L(P ) ·B(λ, P ) · L(P )−1 =
(
L(P ) · B0(λ, P ) · L(P )−1
)
×
(
L(P ) · I−1(λ, P ) · L(P )−1
)
.
For the model bundle, we have already known the behaviour of the transformation matrices B0(P, λ)
when P → 0.
Lemma 5.12 When P → O, the sequence {L(P ) · B0(λ, P ) · L(P )−1} converges to a GL(r)-valued holo-
morphic function B¯(λ) =
(
B¯i j(λ)
)
over Cλ satisfying the following:
• We put k(vi) := 2−1 · degW (vi) = 2−1 · degW (v0 i). Then we have the following:
B¯i j(λ) =
{
0 (if k(vi) < k(vj) or if k(vj)− k(vi) is not an integer),
bi j · λk(vi)−k(vj), (bi j ∈ C) (if k(vj)− k(vi) is an integer).
• The matrices B¯(h, h) := (bi j | degW (vi) = degW (vj) = h) are invertible for any h.
• The matrices B¯(h,−h) := (bi j | degW (vi) = h,degW (vj) = −h) are invertible for any h ≤ 0.
A similar convergence holds for the sequence L†(P )B†0(P )L
†(P )−1, when P → O.
Proof The claims can be checked directly. (See Corollary 3.4.)
We put C(P ) := L(P ) · I(λ,P ) · L(P )−1, which is an element of C∞(Cλ ×∆∗, GL(r)).
Lemma 5.13 Let K be a compact subset of Cλ. Then C(P ) and the inverse C(P )
−1 are bounded over
K ×∆∗.
Proof We put v′i := (− log |z|)−k(vi) · vi. Then we obtain C∞-frame v′ = (v′i) of E over Cλ × ∆∗. We
also put v′0 i = (− log |z|)−k(v0 i) · v0 i, and then we obtain the C∞-frame v′0 of E0. For any compact subset
K ⊂ Cλ, the frames v′ and v′0 are adapted over K × ∆∗, for the metrics h and h0 respectively. Since I
and the inverse I−1 are bounded over K ×∆∗, the C∞-frame I(v′0) is adapted for the metric h. Then the
transformation matrices between v′ and I(v′0) are bounded. Now we have the relation I(v′0) = v′ · C by
our construction. Thus C and the inverse C−1 are bounded over K ×∆∗.
We have the following immediate corollary.
Corollary 5.2 Let {Pl} be a sequence of points in ∆∗ converging to O. Then we can take a subsequence
{Pli} such that the corresponding sequence {C(Pl)} converges to a GL(r)-valued holomorphic function C¯
with respect to the sup norm, over the region ∆λ(R) for any 0 < R < 1.
Then we have already known the existence of the sequence {Pl} such that
{
L(Pl) · A(λ,Pl) · L†(Pl)−1
}
converges to a GL(r)-valued holomorphic functions over the region T (R) =
{
λ |R < |λ| < R−1}. However,
we need a better sequence.
Lemma 5.14 There is a sequence {Pl} satisfying the following:
• The sequence {C(Pl)} converges to GL(r)-valued holomorphic function C¯ over Cλ.
• The (i, j)-components C¯i j are 0 if deg(vi) 6= deg(v0 j). In other words, C¯ preserves the decomposition
F =
⊕
h Uh.
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Proof We only have to see that we can take a sequence {Pl} satisfying Ci j(Pl)→ 0 for any pair (i, j) such
that deg(v0 j) 6= deg(vi).
Assume that deg(v0 j) 6= deg(vi). Due to Lemma 4.9 and Lemma 4.19, we obtain the following finiteness:∣∣∣∣∣∣∫
|λ|<R
|Ci j(λ, z)| · |dλ · dλ¯|
∣∣∣∣∣∣
W
=
∫
|λ|<R
||Ci j(λ, z)||W · |dλ · dλ¯| <∞.
Thus we can take a sequence {Pl} such that the sequence
{∫
|λ|<R
|Ci j(λ, Pl)|·|dλ·dλ¯|
}
converges to 0 for any
R > 0 Since the components Ci j(λ,Pl) depend on λ holomorphically, the sequence {Ci j(λ, Pl)} converges
to 0 on ∆λ(R) for any R > 0.
In all, we obtain the following:
Proposition 5.3 There exists a sequence {Pl} of points in ∆∗ converging to O satisfying the following:
• The corresponding sequence {L(P ) ·A(λ, P ) ·L†(P )−1} converges to a holomorphic GL(r)-valued func-
tion A¯ on C∗λ. The convergence is with respect to the sup norms on T (R) := {λ ∈ Cλ |R < |λ| < R−1}
for any 0 < R < 1.
• We have the decomposition of A¯ into the product:
A¯ = C¯ · B¯−10 ·M · B¯†0 · C¯†.
• M is a positive definite hermitian matrix. It is independent of λ and µ.
• B¯ is a holomorphic GL(r)-valued function defined over Cλ. It is given in Lemma 5.12.
• C¯ is a holomorphic GL(r)-valued function defined over Cλ. It preserves the decomposition F =
⊕
h Uh.
• B¯† and C¯† are GL(r)-valued holomorphic functions defined over Cµ. They are given as follows:
B¯†(µ) = tB¯(−λ¯)−1, C¯†(µ) = tC¯(−λ¯)−1.
• Similar things hold for the exterior products ∧l(E, θ, h).
Proof We have already seen the first five properties. The last two properties are clear from our construction.
Note that the transformation matrices for S
(
O, P,
∧l(E, θ, h)) is obtained from the transformation matrices
of S
(
O, P, (E, θ, h)
)
, by some standard linear algebraic procedures.
5.3.7 The property of g∞
Let g∞ denote the gluing given by the matrices A¯. From the filtered vector bundles (F,WF ), (F †,WF †)
and the gluing g∞, we obtain the filtered vector bundle. We denote it by (S
(∞),W(∞)). We denote the
associated graded vector bundle by
⊕
h Grh.
Proposition 5.4 The filtered vector bundle (S(∞),W(∞)) is a mixed twistor. Namely Grh is isomorphic to
a direct sum of OP1(h).
Proof First we see the following:
Lemma 5.15 We only have to care the transformation given by B¯−1 ·M · B¯†.
Proof The matrix valued function C¯ and the inverse are holomorphic for the variable λ over Cλ. Moreover
they preserve the decomposition
⊕
Uh. In particular, they preserve the filtration WF over Cλ. Thus we
can ignore C¯ to see Grh. Similarly we can ignore C¯†.
We denote the associated graded vector bundle of WF and WF † by GrF and GrF † . Since B¯−1 ·M · B¯†
preserves the filtrations WF and WF † , we obtain the morphisms of the graded parts. We denote them as
follows:
Grl(B¯
−1 ·M · B¯†) : GrWFl −→ Gr
W
†
F
l .
Let b(W ) be the bottom number of the filtration W(∞).
Lemma 5.16 The morphism Grb(W )(B¯
−1MB¯†) : GrWFb(W ) −→ Gr
W
F†
b(W ) is of the form λ
−b(W ) × Φb(W )(µ),
where Φb(W ) is holomorphic and invertible on Cµ. In particular, Grb(W ) is a pure twistor of weight b(W ).
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Proof We can regard the matrices B¯−1 and B¯† as the endomorphisms of F and F †. And the hermitian
matrix M can be regarded as the transformation of u = (ui) to u
† = (u†i ). We denote the submatrices(
(B¯−1)i j | deg(ui) = x,deg(uj) = y
)
by B¯−1(x, y). Similarly we put as follows:
B¯†(x, y) :=
(
B¯†i j | deg(u†i ) = x,deg(u†j) = y
)
,
M(x, y) :=
(
Mi j | deg(ui) = x,deg(u†j) = y
)
,
(B¯−1 ·M · B¯†)(x, y) := ((B¯−1 ·M · B¯†)i j | deg(ui) = x,deg(u†j) = y).
We will calculate (B¯−1 ·M · B¯†)(b(W ), b(W )). Note the following obvious lemma.
Lemma 5.17 We have B¯†(x, y) = 0 for any x > y. In particular B¯†(x, b(W )) = 0 if x 6= b(W ).
Then we obtain the following equalities:
(B¯−1 ·M · B¯†)(b(W ), b(W )) =
∑
y
B¯−1(b(W ), y) ·M(y, b(W )) · B¯†(b(W ), b(W ))
= B¯−1(b(W ),−b(W )) ·M(−b(W ), b(W )) · B¯†(b(W ), b(W ))
+
∑
y<−b(W )
B¯−1(b(W ), y) ·M(y, b(W )) · B¯†(b(W ), b(W )). (51)
If follows from Lemma 5.12 that the function B¯−1(b(W ),−b(W )) is of the form λ−b(W )Q1 where Q1 is an
element of GLr′(C). Here r
′ denotes dimGrb(W ). The matrix M(−b(W ), b(W )) is positive hermitian. Note
that we have the equality deg(ui) = − deg(u†i ). Moreover B¯†(b(W ), b(W )) is an element of GLr′(C). Thus
the first term in the right hand side B¯−1(b(W ),−b(W )) ·M(−b(W ), b(W )) · B¯†(b(W ), b(W )) is of the form
λ−b(W )Q2 where Q2 is an element of GLr′(C).
If follows from Lemma 5.12 that the function B¯−1(b(W ), y) (y < −b(W )) is of the form λ(−b(W )+y)/2Sy
where Sy denotes a matrix with C-coefficient and Sy is 0 unless b(W ) − y is even. Also M(y, b(W )) is a
matrix with C-coefficient. Thus we have the following equality:
(B¯−1MB¯†)(b(W ), b(W )) = λ−b(W ) × Φb(W )(µ)
Φb(W )(µ) = Q2 +
∑
i>0 µ
iS′i.
Here S′i (i > 0) denote the matrices with C-coefficient. The function Φb(W )(µ) is holomorphic and invertible
over Cµ.
In particular, Φb(W )(µ) is just a change of the trivialization of GrWF†b(W ) over Cµ. As a result, we can
conclude that Grb(W ) is a pure twistor of weight b(W ). Thus the proof of Lemma 5.16 is completed.
Then we will show the following claim by using an induction on h.
(Ph) For any l < h, the graded part Grl is a pure twistor of weight l.
We assume that Ph−1 holds and show that Ph holds. By assumption, Grl are pure twistor of weight l.
In particular the first Chern class of det(Grl) is l · rank(Grl).
We put R = rankW(∞)h−1 + 1. Note that we have already seen that the bottom part is a pure twistor of
an appropriate weight for any tame nilpotent harmonic bundle with nilpotent residues. In particular, the
bottom part of the filtered vector bundle
∧R(S(∞),W(∞)) is pure twistor of the following weight:
b0 :=
h−1∑
l=1
l · rankGrl + h =
h−1∑
l=1
c1(detGrl) + h = c1(detW(∞)h−1) + h.
There is the natural isomorphism:
Grb0
( R∧(
S(∞),W(∞))) ≃ det(W(∞)h−1)⊗ Grh.
Thus we can conclude that Grh is a pure twistor of weight h.
Hence the proof of Proposition 5.4 is completed.
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5.3.8 The end of the proof of a limiting mixed twistor theorem
For a positive number R such that 1 < R < ∞, we put T (R) := {z ∈ C |R−1 < |z| < R}. For any
holomorphic function g : T (R) −→ GL(n), we can naturally associate the holomorphic vector bundle of
rank n, which we denote by V (g). We denote the set of holomorphic function g : T (R) −→ GL(n) such that
c1(V (g)) = 0 by C0. We have the subset Ctriv = {g ∈ C0 |V (g) trivial }.
Lemma 5.18 Ctriv is open with respect to the topology given by the sup norm, i.e., if a sequence {gi ∈ C0}
converges to an element g ∈ Ctirv, then gi ∈ Ctriv for any sufficiently large i.
Proof We can translate the sequence of the gluing gi to the sequence of holomorphic structures ∂¯i on a
C∞-vector bundle E such that c1(E) = 0. The sequence ∂¯i converges to a holomorphic structure ∂¯ in L
p
l
for any l, such that (E, ∂¯) is isomorphic to the trivial bundle. Then we have to show that ∂¯i gives the
holomorphic structure which is holomorphically trivial for any sufficiently large i. It is a consequence of the
vanishing H1(P1,O) = 0.
By Lemma 5.18, we obtain the open-ness of the condition that a filtered vector bundle is a mixed twistor.
We have already known that the sequence of the gluings {g(Pl)} converges to a gluing g(P ), which gives a
mixed twistor. Then we can conclude that g(Pl) gives a mixed twistor if l is sufficiently large. Thus the
proof of Theorem 5.1 is completed.
5.4 Higher dimensional case of a limiting mixed twistor theorem
5.4.1 The morphisms induced by the residues
We put X = ∆n, Di = {zi = 0}, and D = ⋃li=1Di for some l ≤ n.
Let consider the tame nilpotent harmonic bundle (E, ∂E, θ, h) with trivial parabolic structure overX−D.
Let take a point Q ∈ D. We put I = {i ∈ l |Q ∈ Di}. Let take a point P and consider S(O, P ) over P1 for
(E, ∂E , θ, h). We have the nilpotent maps induced by the residues of D and D
† at Di and D†i respectively:
N△i : S(Q,P ) −→ S(Q,P )⊗OP(2), (i ∈ I).
For a tuple a = (ai | i ∈ I) ∈ CI , we put N△(a) :=∑i∈I ai ·N△i .
Lemma 5.19 Assume that all of ai are positive integers.
• The conjugacy classes of N△(a)|λ are independent of the choice of λ ∈ P1.
• Let W△(a) denote the weight filtration of N△(a). For an appropriate point P , the filtered vector bundle
(S(Q,P ),W△(a)) is a mixed twistor.
Proof Let consider the embedding ϕ : ∆ −→ X given as follows:
zi
(
ϕ(t)
)
=
{
tai (i ∈ I)
zi(Q) 6= 0 (i 6∈ I) (52)
We denote the origin of ∆ by O. Let take a point P˜ ∈ ∆ such that ϕ(P˜ ) = P .
We obtain the harmonic bundle ϕ∗(E, ∂E , θ, h) over ∆
∗. By our construction and the functoriality of the
prolongation, the residue Res(ϕ∗D) is isomorphic to N△(a)|Cλ . Thus the conjugacy classes of N
△(a)|Cλ
are independent of a choice of λ ∈ Cλ. Similarly the conjugacy class of N△(a)|Cµ are independent of a
choice of µ ∈ Cµ. Moreover, the filtration W△(a) gives a mixed twistor if we take an appropriate point P˜
of ∆∗, which is a consequence of Theorem 5.1.
We can take a general a, in the sense of 2.14, from QI>0. Let take an appropriate point P such that
(S(Q,P ),W△(a)) is a mixed twistor. We denote the associated graded vector bundle by Gr△(a).
Let consider the morphism N△i : S(Q,P ) −→ S(Q,P )⊗OP1(2) for i ∈ I . Due to lemma 2.10, we obtain
the following morphisms for h and i ∈ I :
N˜△i,h : Gr△(a)h −→ Gr△(a)h−1 ⊗O(2). (53)
Lemma 5.20 Let consider the case λ = 0 ∈ P1 and Q as above. We have the following implication:
N△i | 0
(
W△(a)h | 0
)
⊂W△(a)h−2 | 0.
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Proof Let describe θ as
θ =
l∑
j=1
fj · dzj
zj
+
n∑
j=l+1
gj · dzj .
We know that |fi|h ≤ C · (− log |zi|)−1. Thus we have
|ϕ∗(fi)|ϕ∗h ≤ C′ · (− log |t|)−1.
Here ϕ denotes the morphism given in (52) for a. Let consider the section s of ⋄ϕ∗E over ∆. Let deg(s) be
the degree of s(O) with respect to the weight filtration of Res(ϕ∗(θ)). Then we have the norm estimate:
|s|ϕ∗(h) ∼ (− log |t|)deg(s)/2.
It implies the following:
|ϕ∗(fi) · s|ϕ∗(h) ≤ C′′ · (− log |t|)(deg(s)−2)/2.
By the norm estimate for the sections on the punctured disc, we can conclude that the degree of ϕ∗fi · s(O)
is less than deg(s)− 2. Thus we are done.
We have the following immediate corollary.
Corollary 5.3 For i ∈ I, let N˜△i,h be the morphism in (53). Then we have N˜△i,h | 0 = 0. We also have
N˜△i,h |∞ = 0.
Proof The first claim is obvious from Lemma 5.20. The second claim is obtained by applying Lemma 5.20
to the tame nilpotent harmonic bundle (E†, θ†, h).
Corollary 5.4 Let N˜△i,h be the morphism in (53) for i ∈ I. Then N˜△i,h is, in fact, 0.
Proof Since (S(Q,P ),W△) is a mixed twistor, the vector bundles Grh(a) and Grh−1(a) ⊗ OP1(2) are
isomorphic to direct sums of O(h) and O(h + 1) respectively. Thus N˜△i,h is a section of the vector bundle
isomorphic to a direct sum of O(1).
On the other hand, we know that N˜△i,h vanishes at two points {0,∞} due to Corollary 5.4. Thus we can
conclude that N˜△i,h vanishes over P
1.
As a direct corollary, we obtain the following important theorem.
Theorem 5.2 The morphism N△i : (S(Q,P ),W
△(a)) −→ (S(Q,P ),W△(a)) (i ∈ I) give morphisms of
mixed twistor.
Proof The claim is equivalent to N△i ·W△(a)h ⊂W△(a)h−2. It is proved in Corollary 5.4.
5.4.2 Some consequences
The theorem 5.2 implies the following, for example.
Corollary 5.5 The conjugacy classes of N△i | λ are independent of a choice of λ ∈ P1 for each i ∈ I. Moreover
the conjugacy classes of N△(a)|λ are independent of a choice of λ ∈ P for each a ∈ CI .
The claim of the corollary 5.5 for λ 6= 0,∞ is rather obvious. However the fact that the conjugacy classes
of N△j does not degenerate at λ = 0,∞ is not trivial.
In each point Q ∈ Di, the nilpotent map Ni | (λ,Q) induces the weight filtration Wi | (λ,Q).
Corollary 5.6 The conjugacy classes of Ni | (λ,Q) are independent of (λ,Q) ∈ Di. As a result, the filtration
{Wi| (λ,Q) | (λ,Q) ∈ Di} forms the filtration of ⋄EDi by vector subbundles.
Proof Let fix λ 6= 0. Then it is easy to see that the conjugacy classes of Ni | (λ,Q) are independent of a
choice of Q ∈ Di. To see it, we only have to use a normalizing frame, for example.
Let fix Q ∈ Di. Then we know that the conjugacy classes of Ni | (λ,Q) are independent of λ. Thus we
obtain our result.
For any subset I ⊂ l, we put DI = ⋂i∈I Di. On DI , we have nilpotent maps, N(a) = ∑i∈I ai · Ni | DI
for any a ∈ CI .
Corollary 5.7 The weight filtrations W (a)|(λ,Q) of N(a)|(λ,Q) form the filtration of
⋄E|DI by vector sub-
bundles.
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Proof Similar to Corollary 5.6.
On Dj , we have the residues Ni | Dj for i ≤ j. We put N(j) =
∑
i≤j Ni | Dj . We have the weight filtration
W (j) of N(j), which is a filtration of ⋄EDj . In particular, we have the filtrations W (j) on ⋄EDm for any
j ≤ m.
Lemma 5.21 Let h = (h1, . . . , hm) be an m-tuple of integers. The intersections
⋂m
j=1W (j)hj form a vector
subbundle of ⋄EDm .
Proof Let fix λ 6= 0. Then it is easy to see that the rank of ⋂mj=1W (j)hj | (λ,Q) is independent of Q ∈ Dm.
We only have to use a normalizing frame, for example.
Let fix Q ∈ Dm. Let I denote the set {i ∈ l |Q ∈ Di}. Let a ∈ QI>0 be an element such that N(a)|(λ,Q)
is general for any λ. We pick an appropriate point P such that the vector bundle S(Q,P ) with the filtration
W△(a) is a mixed twistor. Then we know that
⋂m
j=1W
△(j)hj is a sub mixed twistor of S(Q,P ). In
particular, we obtain that the rank of
⋂m
j=1W (j)hj | (λ,Q) is independent of λ ∈ Cλ. Thus we obtain our
result.
Let Gr△ (1) denote the associated graded vector bundle to W△(1). We remark the following.
Lemma 5.22 We have c1(Gr△ (1)h ) = h·rank(Gr△ (1)h ). Here c1(F) denotes the first Chern class of a coherent
sheaf F on P1.
Proof If Q ∈ D1 is contained in D1 −⋃li=2D1 ∩Di, then we only have to consider the restriction of the
harmonic bundle to a curve which transversally intersects with D1 at Q. In the general case, we use the
topological invariance of the Chern class.
5.4.3 The graded part
Let Q be a point of Dm. We put I = {i |Q ∈ Di}. Let a be an element of QI>0 such that N△(a) is
general. For any j ≤ m, we put N△(j) :=∑i≤j N△i . Let W△(j) denote the weight filtration of N△(j). In
particular, we obtain the associated graded vector bundle Gr△ (1) of W△(1). When (S(W,P ),W△(a)) is a
mixed twistor, we have the naturally induced mixed twistor structure on (Gr△ (1),W△ (1)(a)).
We have the induced morphisms N△ (1)(j) : Gr△ (1) −→ Gr△ (1)⊗OP1(2). They are again the morphisms
of mixed twistors. In particular, the conjugacy classes of N△(1)(j)|λ are not independent of λ ∈ P1.
We will use the following special case later.
Lemma 5.23 The morphism N△(1)(2) induces the filtration W (N△(1)(2)) on Gr△(1) =⊕ Gr△(1)h by vector
subbundles. Thus we obtain the graded vector bundle GrW (N△(1)(2))
(h1,h2)
:= Gr
W (N△(1)(2))
h2
(
Gr△(1)h1
)
.
On D1, we obtain the graded vector bundle Gr(1) of W (1). For (λ,Q) ∈ Dm, we have the induced
filtrations W (1)(m)|(λ,Q) on Gr(1)|(λ,Q). We also obtain the morphism N (1)(m)|(λ,Q) ∈ End(Gr(1)|(λ,Q)).
Lemma 5.24
• The filtrations {W (1)(m)|(λ,Q) | (λ,Q) ∈ Dm} form a filtration of ⋄E|Dm by vector subbundles.
• The conjugacy classes of N (1)(m)|(λ,Q) are independent of a choice of (λ,Q) ∈ Dm.
Proof Let fix a λ 6= 0. Then the claims can be checked by a normalizing frame.
Let fix Q ∈ Dm. Let I denote the set {i ∈ l |Q ∈ Di}. Let a ∈ QI>0 be an element such that N(a)|(λ,Q)
is general for any λ. We pick an appropriate point P such that the vector bundle S(Q,P ) with the filtration
W△(a) is a mixed twistor.
Then we know that W△(1)(m) is a sub mixed twistor of (Gr△(1),W△(a)). Thus the rank of W (1)(m)h
is independent of λ. Since N△(1)(m) is a morphism of mixed twistor, the conjugacy classes are independent
of a choice of λ. Thus we obtain the result.
Lemma 5.25 The rank and the first Chern class of GrW (N△(1)(2))(h1,h2) is independent of a choice of Q and P .
Proof We have already seen the independence of the rank. Since the dependence of the vector bundle on
Q and P is continuous, the Chern class is invariant.
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5.4.4 The weak constantness of the filtrations
We continue to use the notation in the previous subsubsections. By using the theorem 5.2, we can show the
following weak constantness of the filtrations on the positive cones.
Proposition 5.5 Let a1,a2 ∈ CI be general. Then W△(a1) =W△(a2).
Proof Let a1 be general. We have already known that N
△(a) drops the degree with respect to the filtration
W△(a1) by 2, for any a. For non-negative k ≥ 0 let consider the following morphism:(
N△(a)
)k
: Gr△k −→ Gr△−k ⊗OP1(2k).
It is isomorphic when a = a1. Thus there is a Zariski open subset Uk ofC
n such that
(
N△(a)
)k
is isomorphic
for any a ∈ Ok. Then we know that there is a Zariski open subset U , such that W△(a) =W△(a1) for any
a ∈ U . Then we obtain W△(a) =W△(a1) if a is general.
6 Limiting harmonic bundle in one direction
6.1 The method of Comparison
We put X = ∆n = {(ζ1, . . . , ζn) ∈ ∆n}, Di := {ζi = 0}, and D = ⋃li=1Di for l ≤ n. Let (E, ∂E , θ, h)
be a tame nilpotent harmonic bundle with trivial parabolic structure over X − D. We have the deformed
holomorphic bundle (E ,D, h) on X −D, and the prolongment ⋄E . We have the residue Ni := ResDi(D).
We have already known that the conjugacy classes of N1 | (λ,Q) are independent of a choice of (λ,Q) ∈ D1
(Corollary 5.6). We have the weight filtration W (1) of N1. For any k ≥ 0 and h ∈ Z, we have the number
d(k, h) := dimPkGr
(1)
h determined by the conjugacy class of N1.
Let take a holomorphic frame v of ⋄E over X satisfying the following:
• v =
(
vk,h,η
∣∣∣ k ≥ 0, h ∈ Z, η = 1, . . . , d(k, h)).
• N1(vk,h,η) = vk,h−2,η if h > −k, and N1(vk,−k,η) = 0.
Note that N1 is represented by a constant matrix with respect to the frame v|D1 .
We put X˜ := ∆n = {(z1, . . . , zn) ∈ ∆n}, D˜i = {zi = 0}, and D˜ = ⋃li=1 D˜i. We have the morphism
X˜ −→ X defined as follows:
φ∗(ζi) =

l∏
j=i
zj , (i ≤ l)
zi, (i > l).
(54)
We obtain the tame nilpotent harmonic bundle φ∗(E, ∂E, θ, h), and the deformed holomorphic bundle
φ∗(E ,D, h). We put E˜ := φ∗E . We also have the prolongment ⋄E˜ = φ∗⋄E .
We have the projection q1 : Ω
1,0
X −→ q∗1Ω1,0∆ , and q1 : Ω1,0X (logD) −→ q∗1Ω1,0∆ (logO):
q1
( n∑
i=1
fi · dzi
)
:= f1 · dz1.
From the λ-connection D˜ = φ∗D : Γ(X˜ , ⋄φ∗E) −→ Γ(X˜ , ⋄φ∗E ⊗ p∗λΩ1,0X (logD)), we obtain the family of
λ-connections along the z1-direction:
q1(D˜) : Γ(X˜ , ⋄E˜) −→ Γ(X˜ , ⋄E˜ ⊗ p∗λq∗1Ω∆(logO)).
The residue ResD˜1(q1(D˜)) is same as φ
∗N1.
We have the holomorphic frame v˜ := φ∗v. We have the λ-connection form A ∈ Γ
(
X˜ ,M(r)⊗OX
)
of D˜
with respect to v˜, that is, D˜v˜ = v˜ ·A · dz1/z1.
Lemma 6.1 The restrictions A|D˜i (i = 1, . . . , l) are constant, say A0.
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Proof Clear from our construction. Note that φ(D˜i) ⊂ D1.
Let V be ⋄E| (0,O) and N be the residue Res(D)| (0,O). From the pair (V,N), we have a model bundle
E(V,N) = (E0, θ0, h0) on ∆
∗. We denote the deformed holomorphic bundle by (E0,D0, h0). We have the
canonical frame v0 such that D0v0 = v0 · A0 · dz/z.
Let q1 denote the projection ∆
n −→ ∆ onto the first component. We put E˜0 := q∗1E0. We have the
λ-connection D˜0 := q
∗
1D0 along the z1-direction. We also put v˜0 := q
∗
1v0.
Due to the frames v˜ and v˜0, we obtain the holomorphic isomorphism Φ :
⋄E˜0 −→ ⋄E˜ .
Lemma 6.2 Note the following.
• We have Φ ◦ D˜0 − D˜ ◦ Φ = 0 on D˜i for i = 2, . . . , l. Similarly we have Φ−1 ◦ D˜ − D˜0 ◦ Φ−1 = 0 on D˜i
for i = 2, . . . , l.
• We have Res(Φ ◦ D˜0 − D˜ ◦ Φ) = 0 on D˜1. Similarly we have Res(Φ−1 ◦ D˜− D˜0 ◦ Φ−1) = 0 on D˜1.
Proof Clear from our construction.
We have holomorphic bundles Hom(⋄E˜0, ⋄E˜) and Hom(⋄E˜ , ⋄E˜0). We have the naturally defined family of
the λ-connections along the z1-direction. induced by q1(D˜) and D˜0. We denote them by D1 and D2.
The morphism Φ and Φ−1 can be regarded as the sections ofHom(⋄E˜0, ⋄E˜) andHom(⋄E˜ , ⋄E˜0) respectively.
Then Lemma 6.2 can be reworded as follows:
Lemma 6.3
• D1Φ is holomorphic section of Hom(⋄E˜0, ⋄E˜)⊗ p∗λq∗1Ω∆(logO). It vanishes on
⋃l
i=2 D˜i.
• D2Φ is holomorphic section of Hom(⋄E˜ , ⋄E˜0)⊗ p∗λq∗1Ω∆(logO). It vanishes on
⋃l
i=2 D˜i.
We explain our method to obtain some estimate of norms. We have the metric q∗1(h0) of E˜0. Let a and
b be functions as follows:
• a is a positive function defined over ∆∗n−1. For simplicity, we assume that a(z2, . . . , zn) is a polynomial
of − log |z2|, . . . ,− log |zn|.
• b is a holomorphic function defined over ∆n−1, such that |b(z2, . . . , zn)| ≤ 1 for any (z2, . . . , zn) ∈ ∆n−1.
If we are given such functions a and b, we put as follows:
h˜0(λ, z1, z2, . . . , zn) := a(z2, . . . , zn)× h0
(
λ, b(z2, . . . , zn) · z1
)
From the metrics h˜ and h˜0, we obtain the metrics of Hom(E˜0, E˜) and Hom(E˜, E˜0). We denote them by
| · |h˜,h˜0 .
Lemma 6.4 Let C be a real number such that 0 < C < 1. Let R be a positive number.
• Assume that Φ is bounded with respect to the metrics h˜ and h˜0 on the boundary:
∆λ(R)×
{
(z1, . . . , zn) ∈ X˜ − D˜ | |z1| = C
}
.
Then Φ is bounded over the following region:
∆λ(R)×
{
(z1, . . . , zn) ∈ X˜ − D˜
∣∣ |z1| ≤ C}.
• Assume that Φ−1 is bounded with respect to the metrics h˜0 and h˜0 on the boundary ∆λ(R)×
{
(z1, . . . , zn) ∈
X˜ − D˜, ∣∣ |z1| = C}. Then Φ−1 is bounded over ∆λ(R)× {(z1, . . . , zn) ∈ X˜ − D˜ ∣∣ |z1| ≤ C}.
Proof Since D1Φ is holomorphic, and since D1Φ vanishes on
⋃l
i=1 D˜i, we obtain the inequality |D1Φ|h˜,h˜0 <
Cǫ · |z1|−ǫ over ∆λ(R) × (X˜ − D˜) for any 0 < ǫ < 1. Then we can dominate the values |Φ|h˜,h˜0 by the
boundary values, due to the same argument as that in Proposition 4.7. Thus we obtain the result.
Let use the method. Let M be an integer. We put as follows:
h˜M (λ, z1, . . . , zn) :=
l∏
i=2
(− log |zi|)M · h0(λ, z1).
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Lemma 6.5 If M is sufficiently larger than 0, then Φ is bounded. If M is sufficiently smaller than 0, then
Φ−1 is bounded.
Proof The claims are consequences of Lemma 6.4 and Lemma 4.15. Note that Lemma 4.15 is stated in
the case λ = 1. However the argument works for any λ.
We reword the lemma as follows: Let v1 be a holomorphic frame of
⋄E over X , compatible with the
filtration W (1) on D1. Then we obtain the frame v2 = φ∗v1 of ⋄E˜ over X˜ . It is compatible with the
filtration on D˜1. We put 2 · k(v2,i) := degW (1)(v2,i). We have the C∞-frame v′2 of E˜ over X˜ − D˜1, given by
v′2 i := (− log |z1|)−k(v2 i) · v2 i.
Corollary 6.1 Let ǫ and R be any positive numbers. Let consider the following region:
∆λ(R)×
{
(z1, . . . , zn) ∈ X˜ − D˜
∣∣ ǫ < |zj |, (j = 2, . . . , l)}.
On the region, the frame v′2 is adapted.
We also have the following estimate over ∆λ(R)× (X˜ − D˜):
C1
l∏
i=2
(− log |zi|)−M ≤ |v2 i|h˜ · (− log |z1|)−k(v2 i) ≤ C2
l∏
i=2
(− log |zi|)M .
Here C1 and C2 denote some positive constant, and M denotes a sufficiently large number.
6.2 Taking limit
6.2.1 Replacement of Notation
We essentially use the setting in the subsection 6.1. For simplicity of the notation, we replace X˜ with X,
and make the same replacement for others. More precisely, we consider as follows:
We put X = ∆n, Di = {zi = 0} and D = ⋃li=1Di for l ≤ n. Let (E, ∂E , θ, h) be a tame nilpotent har-
monic bundle with trivial parabolic structure over X−D. As usual, (E ,D) denote the deformed holomorphic
bundle with the λ-connection.
Let φ : ∆n −→ ∆n be the morphism considered in the subsection 6.1. It gives a morphism φ : X−D −→
X −D.
Assumption 6.1 Assume the following:
• We have a tame nilpotent harmonic bundle (E1, θ1, h1) with trivial parabolic structure over X−D, and
(E, θ, h) is φ∗(E1, θ1, h1).
Let (E1,D1) be the deformed holomorphic bundle with λ-connection of (E1, θ1, h1). On D1, we have the
weight filtration W (1) of ⋄E1, induced by the residue ResD1(D1). Let v1 be a holomorphic frame of the
prolongment ⋄E1 compatible with the filtration W (1).
Then we have the holomorphic frame v = φ∗v1 of
⋄E over X . It is compatible with the weight filtration
W (1) induced by ResD1(D), which is same as the pull back of the filtration above.
We put 2 · k(vi) := degW (1)(vi). We have the C∞-frame v′ of E over X − D1, given by v′i :=
(− log |z1|)−k(vi) · vi.
The following lemma is completely same as Corollary 6.1.
Lemma 6.6 Let ǫ and R be any positive numbers. Let consider the following region:{
(λ, z1, . . . , zn) ∈ X −D
∣∣ |λ| < R, ǫ < |zi|, (i = 2, . . . , l)}.
On the region, the frame v′ is adapted.
We also have the following estimate over the region ∆λ(R)× (X −D):
C1
l∏
i=2
(− log |zi|)−M ≤ |vi|h˜ · (− log |z1|)−k(vi) ≤ C2
l∏
i=2
(− log |zi|)M .
Here C1 and C2 denote some positive constant, and M denotes a sufficiently large number.
By the frame v, we decompose ⋄E as follows:
⋄E =
⊕
h
Uh, Uh :=
〈
vi
∣∣ degW (1)(vi) = h〉.
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6.2.2 Pull backs
Let m be a non-negative integers. We have the morphism ψm,1 : X −→ X or X −D −→ X −D, defined as
follows:
ψm,1(z1, z2, . . . , zn) := (z
m
1 , z2, . . . , zn).
Then we obtain the harmonic bundles ψ∗m,1(E, ∂E , θ, h) on X−D. We also obtain the deformed holomorphic
bundles and the λ-connections (ψ∗m,1
⋄E , ψ∗m,1D). We obtain the holomorphic frame v(m) of ψ∗m,1⋄E , defined
as follows:
v
(m)
i := ψ
−1
m,1(vi) ·m−k(vi).
We put H(m) := H(ψ∗m,1(h), v
(m)), which is an H(r)-valued function.
Lemma 6.7 On any compact subset K ⊂ X − D, the H(r)-valued functions {H(m)} and {H(m)−1} are
bounded independently of m.
Proof We put H ′ := H(h, v′). Let K′ be a compact subset of ∆∗ l−1 × ∆n−l. Then ∆∗1 × K′ naturally
gives a subset of X −D. We have ψm,1(∆∗1 ×K) ⊂ ∆∗1 ×K. Due to Lemma 6.6, H ′ and H ′−1 are bounded
over the region ∆∗1 ×K ⊂ X.
We put as follows:
v
′ (m) = ψ∗m,1(v
′), H ′ (m) := H(ψ∗m,1(h), v
′m) = ψ∗m,1H
′.
Then H ′ (m) and H ′ (m)−1 are bounded over the region ∆∗1 ×K ⊂ X, independently of m.
Let L denote the diagonal matrix whose (i, i)-component is (− log |z1|)k(vi). It is easy to check the
following relation:
L ·H ′ (m) · L = H(m).
Thus we obtain our result.
We have the λ-connection form A ∈ Γ(X ,M(r) ⊗ p∗λΩ1,0X (logX)) of D with respect to the frame v. We
decompose A as follows:
A =
∑
j
Aj , Aj ∈ Γ(X ,M(r)⊗ p∗λq∗i Ω∆(logO)).
We obtain Aj ∈M(r)⊗OX satisfying the following:
Aj =

A1 · dz1
z1
, (j = 1),
Aj · dzj , (j 6= 1).
Let fAj denote the section of End(
⋄E) over X , determined by the frame v and Aj , that is fAj (v) = v · Aj .
The decomposition ⋄E =⊕Uh induce the decomposition of fj as follows:
fAj =
∑
h,k
fAj (h,k), fAj (h,k)(Uk) ⊂ Uh.
The section fAj (h,k) induces the section of M(r) ⊗ OX by the relation fAj (h,k)(v) = v · Aj (h,k). Thus we
obtain the decomposition Aj =∑h,k Aj (h,k) · dzj .
Lemma 6.8 We have the following vanishing.
• If h > k − 2, we have A1 (h,k) | D1 = 0.
• If h > k, we have Aj (h,k) | D1 = 0 for j = 2, . . . , n.
Proof Since A is the flat λ-connection form, we obtain the following equality:
λ · dA+A ∧A = 0.
Note that A1 | D1 is constant, by our construction, i.e., d(A1 | D1) = 0. It implies that [A1 |D1 , Aj | D1 ] = 0 for
any j, in other words, fA1|D1 and fAj |D1 are commutative. Hence the sections fAj |D1 preserves the filtration
W (1) on D1. Thus we obtain the second claim. Moreover fA1|D1 drops the degree by 2. Thus we obtain the
first claim.
We have the λ-connection form A(m) of ψ∗m,1D with respect to the frame v(m). We decompose A(m) into∑
j A(m)j as in the case of A.
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Lemma 6.9 We have the following equalities:
A(m)j =

∑
h,k ψ
∗
m,1A1 (h,k) ·m(h−k+2)/2 · dz1
z1
(j = 1)
∑
h,k ψ
∗
m,1Aj (h,k) ·m(h−k)/2 · dzj (j 6= 1).
In particular, the sequences {A(m)} converges to A(∞) =∑j A(∞)j given as follows:
A(∞)j =

∑
h π
∗
1A1 (h,h+2) · dz1
z1
(j = 1)
∑
h π
∗
1Aj (h,h) · dzj (j 6= 1).
Here π1 denote the projection X −→ D1, omitting z1.
Proof The λ-connection form of ψ∗m,1D
∗ with respect to the frame ψ∗m,1v is represented by ψ
∗
m,1A. Thus
we obtain our result by a direct calculation.
We decompose θ into
∑l
i=1 fi · dzi/zi +
∑n
i=l+1 gi · dzi. Then we have ψ∗m,1θ = m · ψ∗m,1(f1) · dz1/z1 +∑l
i=2 ψ
∗
m,1(fi) · dzi/zi +
∑n
i=l+1 ψ
∗
m,1(gi) · dzi.
Lemma 6.10 We have the following inequality independent of m:
|m · ψ∗m,1(f1)|ψ∗m,1(h) ≤ C · (− log |z1|)−1, |ψ∗m,1(fi)|ψ∗m,1(h) ≤ C · (− log |zi|)−1, (2 ≤ i ≤ l),
|ψ∗m,1(gi)|ψ∗m,1(h) ≤ C, (l + 1 ≤ i ≤ n).
Proof We have the equality ψ∗m,1
(
(− log |z1|)−1
)
= m−1(− log |z1|)−1. Thus we obtain the result due to
Proposition 4.1
In all we obtain the following.
Lemma 6.11 The sequence {v(m)} satisfies Condition 3.2.
6.2.3 Limit
We can apply the result in subsection 3.3. Let F =
⊕r
i=1OX−D ·ui be a holomorphic bundle with the frame
u = (ui), over X −D. We put e(m) := v(m)|X0 . It is the frame of ⋄ψ∗m,1E0 over X 0 = {0} × X. The frames
e
(m) and u give the holomorphic isomorphism Φm : E0 −→ F over X −D.
The morphism Φm induces the structure of harmonic bundle on F . Namely, we obtain the metric h
(m),
the holomorphic Higgs fields {θ(m)} defined over X −D, which are the image of ψ∗m,1(h) and ψ∗m,1θ via the
morphism Φm. The tuple (F, ∂F , θ
(m), h(m)) gives a harmonic bundle for each m.
We obtain the deformed holomorphic bundles with λ-connection (F(m),D(m)). The morphism Φm induces
the holomorphic isomorphism ψ∗m,1E −→ F(m). Thus we obtain the frame ψm,1(v(m)) of F(m) over X −D.
Lemma 6.12 We can pick a subsequence {mi} of {m} satisfying the following:
• We have the holomorphic Higgs field θ(∞) and the metric h(∞). The sequence {θ(mi)} and {h(mi)}
converges to θ(∞) and h(∞) respectively, on any compact subset K ⊂ X −D. We denote the deformed
holomorphic bundle of (F, θ(∞), h(∞)) by (F(∞),D(∞))
• We have the holomorphic frame of v(∞) of F(∞) over X −D. The sequence {Φm(v(mi))} converges on
any compact subset K ⊂ X −D.
Proof We only have to apply Proposition 3.2 and Lemma 3.30.
Lemma 6.13 Let N be a sufficiently large number. We have the following estimate over X − D, for the
frame v(∞) = (v
(∞)
i ).
|v(∞)i |h(∞) < C · (− log |z1|)k(vi)
l∏
j=2
(− log |zj |)N
We also have the following estimate over X −D, for Ω(v(∞)) = v(∞)1 ∧ · · · ∧ v(∞)r :
0 < C1 < |Ω(v(∞))|h(∞)
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Proof By our construction of v(m), we obtain the estimate:
|v(m)i |ψ∗m,1(h) < C · (− log |z1|)
k(vi)
l∏
j=2
(− log |zj |)N
Hence we obtain the inequality in the limit.
We have the inequality 0 < C1 < |Ω(v)|h. It induces the following:
0 < C1 < |Ω(v(m))|ψ∗m,1(h).
Hence we obtain the inequality in the limit.
Corollary 6.2 The frame v(∞) of F(∞) over X −D naturally induces the frame of the prolongment ⋄F(∞)
over X .
The λ-connection form of D(∞) with respect to the frame v(∞) is given by A(∞).
6.3 The decomposition in Limit
6.3.1 Construction
Let Uh denote the vector subbundle of ⋄F(∞) generated by
{
v
(∞)
i
∣∣ degW(1)(vi) = h}.
Lemma 6.14 The vector bundle Uh does not depend on a choice of the original frame v of ⋄E compatible
with the filtration W (1).
Proof Let v˙ be another frame of ⋄E over X compatible with the filtration W (1). We have the holomorphic
functions bj i satisfying vi =
∑
j bj iv˙j . Since v and v˙ are compatible with the filtration W (1), we have the
following vanishing:
bj i | D1 = 0, if deg
W (1)(v˙j) > deg
W (1)(vi).
We obtain the relation of v(m) and v˙(m) for each m:
v
(m)
i =
∑
j
ψ∗m(bj i) ·mk(v˙j)−k(vi) · v˙(m)j .
Here we have 2k(v˙j) = deg
W (1)(v˙j). Then we obtain the relation of v
(∞) and v˙(∞) as follows:
v
(∞)
i =
∑
k(v˙j)=k(vi)
π∗1(bj i) · v˙(∞)j .
Here π1 denotes the projection X −→ D1, omitting the first component. Thus Uh does not depend on a
choice of the original frame.
Thus we obtain the decomposition F(∞) =⊕h Uh.
We have the λ-connection form A(∞) = ∑lj=1 A(∞)1 · dzj/zj +∑nj=l+1A(∞)j · dzj of D(∞) with respect
to the frame v(∞). Let f
A
(∞)
j
denote the sections of End(F(∞)) over X determined by A(∞)j and the frame
v
(∞).
Lemma 6.15
• We have f
A
(∞)
1
(
Uh
)
⊂ Uh−2.
• When j 6= 1, the morphisms f
A
(∞)
j
preserve the decomposition F(∞) =⊕h Uh.
Proof The claims immediately follow from Lemma 6.9 and Corollary 6.2.
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6.3.2 Orthogonality
We put Uλh := Uh |Xλ .
Theorem 6.1 If h 6= h′, then U0h and U0h′ are orthogonal.
Proof We only have to consider the case X = ∆ and D = {O}. We use the notation ψm instead of ψm,1
for simplicity. We put V = ⋄E0|(0,O) and N = Res(D)|(0,O). We have a model bundle E(V,N) = (E0, θ0, h0).
Let (E0,D0) denote the deformed holomorphic bundle with the λ-connection. We have the canonical frame
v of the prolongment ⋄E0, such that D0 · v = v ·N · dz/z.
We put e0 := v0 | X0 . Due to the frames e0 and e, we obtain the holomorphic isomorphism I : ⋄E00 −→ ⋄E0
such that Res(I ◦ θ0 − θ ◦ I) = 0. We obtain ψ∗mI : ψ∗mE00 −→ ψ∗mE0.
We take a limit of (E0,D0, h0) by using the frame v0, as in the subsection 6.2. Namely we have the
frames v
(m)
0 of ψ
∗
mE0 defined as follows:
v
(m)
0 i := ψ
−1
m (v0 i) ·m−k(v0 i).
We have the holomorphic isomorphism Φ0m : E00 −→ F given by the frames e(m)0 and u. Note that we have
Φ0m = Φm ◦ ψ∗mI.
Then Φ0m induces the holomorphic Higgs field θ
(m)
0 and the metric h
(m)
0 on F . The tuple (F, ∂F , θ
(m)
0 , h
(m)
0 )
gives a harmonic bundle. We denote the deformed holomorphic bundles by (F(m)0 ,D(m)0 ). We also obtain
the holomorphic frames Φ0m(v
(m)
0 ) of F(m)0 .
For the subsequence {mi}, we have the limits θ(∞)0 , h(∞)0 and v(∞)0 of the sequences {θ(mi)0 }, {h(mi)0 } and
{Φ0mi(v(mi)0 )} respectively. By our construction, we have the equality θ(∞)0 = θ(∞).
From the two harmonic bundles (F, θ(∞), h(∞)) and (F, θ
(∞)
0 , h
(∞)
0 ), we obtain the two deformed holo-
morphic bundles F(∞) and F(∞)0 . Since the underlying C∞-vector bundles of them is same as p−1λ (F ), we
have the natural C∞-isomorphism I(∞) : F(∞)0 −→ F(∞).
Proposition 6.1
• The morphism I(∞) is holomorphic.
• I(∞) naturally induces the isomorphism of the prolongments ⋄E0 −→ ⋄E .
• I(∞) preserves the weight filtrations of the residues Res(D0) and Res(D).
Proof The holomorphic map I : E00 −→ E0 induces the C∞-isomorphism I : E0 −→ E defined over X −D.
We have the elements Ii j(λ, z) ∈ C∞(X −D) determined as follows:
I(v0 j) =
∑
i
Ii j · vi, or equivalently, Φ0 0(v(0)0 j ) =
∑
i
Ii j · Φ0(v(0)i ).
Similarly we obtain the functions I
(m)
i j ∈ C∞(X −D) determined as follows:
Φ0m(v
(m)
0 j ) =
∑
i
I
(m)
i j · Φm(v(m)i ).
Since {Φ0mi(v(mi)0 )} and {Φmi (v(mi))} converge to v(∞)0 and v(∞) in Lpk for any large k and for a sufficiently
large p over any compact subset K ⊂ X −D, the functions {I(mi)i j } converges similarly. We denote the limit
by I
(∞)
i j . We obtain the following relation:
v
(∞)
0 j =
∑
i
I
(∞)
i j · v(∞)i .
We will show that I
(∞)
i j are holomorphic, which implies that I(∞) is holomorphic. In fact, I(m)i j are holo-
morphic along the direction of λ. Thus we will check that I
(∞)
i j are holomorphic along the direction of
z.
We use the following lemma.
Lemma 6.16 Note that we have the equality ||ψ−1m (f) ||Z,C = || f ||Z,Cn for any C∞-function f on ∆∗ such
that ||f ||Z,C <∞.
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Proof By using the real coordinate z = r · exp(√−1α), we have the following:
||ψ−1m (f) ||Z.C :=
∫
∆∗(C)
|ψ−1m (f)| dr · dαr · (− log r) =
1
m
∫
∆∗(C)
ψ−1m
(
|f | dr · dα
r · (− log r)
)
Since the degree of the map ψm : ∆(C) −→ ∆(Cm) is m, the right hand side is same as the following:∫
∆∗(Cm)
|f | dr · dα
r · (− log r) =: || f ||Z,Cm .
Thus we are done.
Let us return to the proof of Proposition 6.1. Note the following equality:
I
(m)
i j = ψ
−1
m
(
Ii j
) ·mk(vi)−k(v0 j).
Thus we obtain the following equality:
z¯ · ∂zI(m)i j (− log |z|)k(vi)−k(v0 j)+1 = ψ−1m
(
z¯ · ∂zIi j(− log |z|)k(vi)−k(v0 j)+1
)
Due to the result of Simpson, we know the finiteness for any C < 1:∣∣∣∣z¯ · ∂zIi j(− log |z|)k(vi)−k(v0 j)+1∣∣∣∣Z,C <∞.
Thus we obtain the following convergence:
lim
m→∞
∣∣∣∣z¯ · ∂zI(m)i j (− log |z|)k(vi)−k(v0 j)+1∣∣∣∣Z,C = limm→∞ ∣∣∣∣z¯ · ∂zIi j(− log |z|)k(vi)−k(v0 j)+1∣∣∣∣Z,Cm = 0.
Thus we obtain the following vanishing:∣∣∣∣z¯ · ∂zI(∞)i j (− log |z|)k(vi)−k(v0 j)+1∣∣∣∣Z,C = 0
It implies the vanishing ∂zI
(∞)
i j = 0. Thus I(∞) is holomorphic.
We know that Ii j · (− log |z|)k(vi)−k(v0 j) is bounded over K ×∆∗ for any compact subset K ⊂ Cλ. Thus
I
(∞)
i j is dominated by a polynomial of (− log |z|) on such regions. It implies that I(∞) naturally induces the
morphism of the prolongments.
When k(vi)− k(v0 j) 6= 0, we have the finiteness:
||I(∞)i j · (− log |z|)k(vi)−k(v0 j)||W,C <∞.
It implies that I
(∞)
i j | D
= 0 if k(vi) > k(v0 j) > 0. Namely I(∞) preserves the weight filtration on D.
Thus the proof of Proposition 6.1 is completed.
We have the conjugate θ(∞) † of θ(∞) with respect to the metric h(∞). We also have the conjugate θ
(∞) †
0
of θ
(∞)
0 with respect to the metric h
(∞)
0 .
Corollary 6.3 We have θ(∞)† = θ
(∞)†
0 .
Proof The holomorphic structures of F(∞) and F(∞)0 are given by the following:
∂λ + ∂F + λ · θ(∞)†, ∂λ + ∂F + λ · θ(∞)†0 .
Since the C∞-isomorphism F(∞) =−→ p−1λ (F ) =−→ F(∞)0 is holomorphic, we obtain the equality θ(∞) † =
θ
(∞)†
0 .
Corollary 6.4 We have the equality:
θ(∞) · θ(∞) † + θ(∞) † · θ(∞) = θ(∞)0 · θ(∞) †0 + θ(∞) †0 · θ(∞)0 .
We define the section C ∈ C∞(∆∗, End(F )) by C · dz · dz¯ := θ(∞) · θ(∞) † + θ(∞) † · θ(∞).
By our construction, we have U00,h = U0h on X 0 = {0} ×X.
Lemma 6.17 For any P ∈ ∆∗, the subspace U00,h | (0,P ) is the eigenspace of C|(0,P ) with the eigenvalue
h · φ(P ). Here φ(P ) denotes the function as follows:
−φ(P ) = |z(P )|−2 · (− log |z(P )|)−2 6= 0.
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Proof Since we have C · dz · dz¯ = θ(∞)0 · θ(∞) †0 + θ(∞) †0 · θ(∞)0 , we only have to check the equality in the case
of model bundles Mod(l + 1, 1, 1).
On Mod(l + 1, 1, 1), we have the canonical frame
(
ep1 · eq−1 | p + q = l
)
. Here (e1, e−1) is the orthogonal
frame for Mod(2, 1, 1), introduced in the subsubsection 3.2.4. We have the following:
θ0(e
p
1 · eq−1) = p · ep−11 · eq+1−1 ·
dz
z
, θ†0(e
p
1 · eq−1) = q · ep+11 · eq−1−1 ·
dz¯
z¯ · (− log |z|)2 .
Thus we obtain the following:
C(ep1 · eq−1) = −(p− q) · ep1 · eq−1 · φ(P ).
Hence we are done.
Lemma 6.18 The endomorphism C|P of E|P is anti-self adjoint with respect to the metric h|P .
Proof We put θ = f · dz. Let f† denote the adjoint of f with respect to the metric h. Then C|P is
f ◦ f† − f† ◦ f . Thus it is anti-self adjoint.
In general, the eigenspaces of the anti-self adjoint operator corresponding to the eigenvalues α1 and α2
are orthogonal, if α1 6= α2. Thus we can conclude that U0h|P and U0h′|P are orthogonal if h and h′ are
different. Hence the proof of Theorem 6.1 is completed.
6.3.3 Limiting CVHS in one dimensional case
We have the following immediate corollary.
Corollary 6.5 Let (E,∂E , θ, h) be a tame nilpotent harmonic bundle with trivial parabolic structure over
∆∗. Let (F, θ(∞), h(∞)) be a limiting harmonic bundle, via the pull backs ψm,1. Then (F, θ
(∞), h(∞)) gives a
complex variation of polarized Hodge structure, up to grading.
Proof We have the decomposition F =
⊕
h U0h. We have already known that Uh and Uh′ are orthogonal if
h 6= h′, and θ(∞)(Uh) ⊂ Uh−2 ⊗ Ω∆(logO).
Let a be an element of S1 = {z ∈ C | |z| = 1}. We have the morphism ρa : F −→ F given by
ρa :=
⊕
h a
−h · idU0
h
. It gives the isomorphism of the Higgs bundle (F, θ(∞)) and (F, a · θ(∞)). It also gives
the isomorphism of the hermitian metrics. Hence we obtain the S1-action on the harmonic bundle on the
harmonic bundle (F, θ(∞), h(∞)). Thus it gives a complex variation of the polarized Hodge structures. (See
[32] and [33]. See also Appendix.)
Let use the real coordinate z = r · exp(√−1α).
Proposition 6.2 The H(r)-valued function H(h(∞), v(∞)) is independent of α.
Proof Let consider H(m) = H(ψ∗m(h), v
(m)), and the restriction of H(m) to S1a := { z ∈ C | |z| = a } for 0 <
a < 1. The components H
(m)
i j is contained in the image of the linear morphism: Fm : L
2(S1an) −→ L2(S1a).
The image Jm of Fm is generated by the following:{
exp
(√−1h ·m · α) ∣∣∣ h ∈ Z}.
Since the intersection
⋂
mi
Jmi is {0}, we obtain the result.
6.4 The Chern class of the vector bundle Gr
W (N△(1)(2))
h1,h2
We use the notation in the subsubsection 5.4.3. Let consider the case Q ∈ D2. We have the vector bundle
GrW (N△(1)(2))h1,h2 over P1.
Lemma 6.19 Let b denote the bottom number of W (1). We have the following:
c1(GrW (N
△(1)(2))
b,h2
) = (h1 + h2) · rankGrW (N
△(1)(2))
b,h2
(55)
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Proof We only have to consider the harmonic bundles as in Assumption 6.1, because the property on
Gr△(1) of S(Q,P ) is not changed if we take a pull back via φ given in (54). Thus we assume Assumption
6.1 in the rest of the proof.
Since the first Chern class is topological invariant, it does not depend on a choice of points P ∈ X −D
and Q ∈ D2. We will use it in the following without mention. One immediate consequence is that we only
have to consider the case Q ∈ D2 −⋃i6=1,2D2 ∩Di.
Let (E, θ, h) be a harmonic bundle satisfying Assumption 6.1. We denote the vector bundle GrW (N△(1)(2))h1,h2
for (E, θ, h) by GrW (N△(1)(2))h1,h2 (E, θ, h) to distinguish the dependence on (E, θ, h).
Let take a limit (F, θ(∞), h(∞)) of (E, θ, h) as in the subsection 6.2. We obtain the vector bundle
GrW (N△(1))(2)h1,h2 (F, θ(∞), h(∞)).
We need the following lemma.
Lemma 6.20 We have the equality of the Chern classes:
c1
(
GrW (N△(1))(2)h1,h2 (F, θ
(∞), h(∞))
)
= c1
(
GrW (N△(1))(2)h1,h2 (E, θ, h)
)
. (56)
Proof We denote the vector bundle S(Q,P ) for (E, θ, h) by S(Q,P, (E, θ, h)). Let w be a normalizing
frame of the deformed holomorphic bundle (E ,D) of (E, θ, h) over X ♯ − D♯. Assume that w is compatible
with the filtration W (1). We put, as usual, w
(m)
i := ψ
∗
m(wi) ·m−k(wi). Here we put 2 · k(wi) = degW (1)(wi).
Since it gives the normalizing frame of (ψ∗mE ,D(m)), we obtain the following natural isomorphism:
S(Q,P, ψ∗m(E, θ, h)) ≃ S(Q,ψm(P ), (E, θ, h)).
The isomorphism preserves the nilpotent maps N△1 and N
△
2 . Thus we obtain the following:
c1
(
GrW (N△(1))(2)h1,h2
(
ψ∗m(E, θ, h)
))
= c1
(
GrW (N△(1))(2)h1,h2 (E, θ, h)
)
.
Let pick the subsequence {mi} of {m} for the limit (F, θ(∞), h(∞)). We can assume that the se-
quence of the frames
{
Φmi(w
(mi))
}
converges to w(∞). Then the sequence of the gluings of the bundle
S(Q,P, ψ∗m(E, θ, h)) converging to the gluings of S(Q,P, (F, θ
(∞), h(∞))). In Lemma 6.9 and Corollary 6.2,
we have seen the following:
• The conjugacy class of N(1) is not changed in the limit.
• The conjugacy class of N (1)(2) is not changed in the limit.
Then the gluings of the vector bundle GrW (N△(1))(2)h1,h2
(
ψ∗mi(E, θ, h)
)
converges to the gluing of the vector
bundle GrW (N△(1))(2)h1,h2 (F, θ(∞), h(∞)). Since the Chern class is topological invariant, we obtain the following
for sufficiently large mi:
c1
(
GrW (N△(1))(2)h1,h2
(
ψ∗mi(E, θ, h)
))
= c1
(
GrW (N△(1))(2)h1,h2 (F, θ
(∞), h(∞))
)
.
Thus the proof of Lemma 6.20 is completed.
Let us return to the proof of Lemma 6.19. We can assume that the harmonic bundle considered is a
limiting harmonic bundle in one direction. Let Q be a point contained in D2. Let consider the tuple of vector
space V := ⋄E|(λ,Q) and the nilpotent maps N1 := N1 | (λ,Q) and N2 := N2 | (λ,Q). The tuple (V,N1,N2) is
decomposed as follows:
Lemma 6.21 There exists the number M and the following data:
• Vector spaces Vi a for i = 1, 2 and for a = 1, . . . ,M .
• Nilpotent maps Ni a ∈ End(Vi a) for i = 1, 2 and for a = 1, . . . ,M .
They satisfy the following:
• V is isomorphic to a direct sum ⊕Ma=1 V1 a ⊗ V2 a.
• Under the isomorphism above, the nilpotent map N1 is same as ∑Ma=1N1 a ⊗ idV2 a .
• Under the isomorphism above, the nilpotent map N2 is same as ∑Ma=1 idV1 a ⊗N2 a.
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Proof We use the notation in subsection 6.2.2. We have the decomposition ⋄E = ⊕h Uh satisfying the
following:
f
A
(∞)
1
(Uh) ⊂ Uh−2, fA(∞)2 (Uh) ⊂ Uh.
The space
⊕
h Uh | (λ,Q) is naturally isomorphic to the graded associated vector space of the weight filtration
of N1. Thus we can decompose Uh | (λ,Q) into the primitive parts. Since N1 and N2 are commutative, the
primitive parts are preserved by N2. Hence we obtain Lemma 6.21.
Let compare the filtrations W (1)|(λ,Q), W (2)|(λ,Q) of
⋄E|(λ,Q), and W (N (1)(2))|(λ,Q) of Gr(1) = GrW (1).
For simplicity of the notation, we omit to denote the notation of the restriction ‘|(λ,Q)′. Let b be the
bottom number of the filtration W (1). Let v be a non-zero element of W (1)b. We have the degree of v
with respect to the filtration W (2), which we denote by degW (2)(v). Since we have the natural isomorphism
W (1)b ≃ Gr(1)b , we have the degree of v ∈ Gr(1)b with respect to the filtration W (N (1)(2)). The degree is
denoted by degW (N
(1)(2))(v).
Lemma 6.22 We have the following equality:
degW (N
(1)(2))(v) + b = degW (2)(v).
Proof Due to the decomposition as in Lemma 6.21, we only have to consider the case: V = V1 ⊗ V2,
N1 = N ′1 ⊗ idV2 , and N2 = idV1 ⊗N ′2. In this case, we can check the equality by using the decomposition
as in the subsubsection 2.2.1.
Thus we obtain the following implication of the vector subbundle over S(O, P ) for any point P :
GrW (N△(1)(2))b,h2 ⊂ Gr
W (N△(2))
b+h2
.
Let pick an appropriate point P from the curve {(t, t, c3, . . . , cn) ∈ X−D}. Then S(O,P ) with the filtration
W△(2) is a mixed twistor. Then GrW (N(2))b+h2 is isomorphic to a direct sum of OP1(b + h2). Thus we obtain
the following inequality:
c1
(
GrW (N△(1)(2))b,h2
)
≤ (b+ h2) · rank
(
GrW (N△(1)(2))b,h2
)
. (57)
On the other hand, we have the following equality:∑
h2
c1
(
GrW (N△(1)(2))b,h2
)
= c1
(
Gr(1)b
)
= b · rankGr(1)b .
Note the following equalities:∑
h2
rank
(
GrW (N△(1)(2))b,h2
)
= rank
(
Gr(1)b
)
,
∑
h2
h2 · rank
(
GrW (N△(1)(2))b,h2
)
= 0.
Thus we have the following equality:∑
h2
c1
(
GrW (N△(1)(2))b,h2
)
=
∑
h1
(b+ h2) · rank
(
GrW (N△(1)(2))b,h2
)
. (58)
The inequality (57) and the equality (58) imply the equality (55). Hence the proof of Lemma 6.19 is
completed.
7 The constantness of the filtrations on the positive cones
7.1 Preliminary norm estimate
We put X = ∆n = {(ζ1, . . . , ζn) ∈ ∆n}, Di := {ζi = 0}, and D = ⋃ni=1Di. We also put Dm = ⋂j≤mDj .
Let (E, ∂E , θ, h) be a tame nilpotent harmonic bundle with trivial parabolic structure over X − D. We
have the deformed holomorphic bundle (E ,D, h) on X − D, and the prolongment ⋄E . We have the residue
Ni := ResDi(D). For an element a = (ai) ∈ Cn, we put N(a)|(λ,O) :=
∑n
i=1 ai · Ni | (λ,O). We denote the
weight filtration of N(a)|(λ,O) by W (a)|(λ,O).
We have already known the following (Proposition 5.5 and Corollary 5.7):
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Lemma 7.1 If N(a1)|(λ,O) and N(a2)|(λ,O) be general in the sense of Definition 2.14, then W (a1)|(λ,O) =
W (a2)|(λ,O). We also know that if N(a1)|(λ,O) is general, then N(a1)|(λ′,O) is general for any λ
′.
Thus we say a is general if N(a)|(λ,O) is general for all λ. In the following of this subsection, we fix a general
element a.
Let d be a positive integer. Let bj = (bj 1, bj 2, . . . , bj n) be a general element of Z
n
>0, for j = 1, . . . , d. We
put X˜ = {(z1, . . . , zd) ∈ ∆d}, D˜i = {zi = 0}, and D˜ =
⋃d
i=1 D˜i. We also put D˜m =
⋂
j≤m D˜j . We have the
morphism f : X˜ −→ X defined as follows:
f∗(ζi) =
d∏
j=1
z
bj i
j .
Note that we have f(D˜i) ⊂ Dn. We put (E˜, θ˜, h˜) := f∗(E, θ, h). We also put (E˜ , D˜) = f∗(E ,D).
Let v be a holomorphic frame of ⋄E over X , which is compatible with the filtration W (a) on Dd. We
put 2 · k(vi) = degW (a)(vi). We obtain the frame v˜ := f∗v, which gives the frame of ⋄E˜ . We obtain the
C∞-frame v˜′ defined as follows:
v˜′i :=
(
−
d∑
j=1
log |zj |
)−k(vi) · v˜i.
Proposition 7.1 The frame v˜′ is adapted over ∆λ(R)× (X˜ − D˜) for any R > 0.
Proof We use an induction on d. We assume that the claim holds for d − 1, and we will prove the claim
for d, in the following. The assumption will be used in Lemma 7.5.
First of all, we note the following: Let v1 be another holomorphic frame of
⋄E over D, which is compatible
with the filtration W (a). Then we obtain the C∞-frame v˜′1 by the same procedure.
Lemma 7.2 If v˜′1 is adapted over ∆λ(R)× (X˜ − D˜), then v˜′ is adapted over the same region.
Proof We have the relation vi =
∑
j cj i · v1 j over X . Since v and v1 are compatible with the filtration
W (a), we have the following:
degW (a)(vi) < deg
W (a)(v1 j) =⇒ cj i(λ,O) = 0.
We have the following relation:
v˜′i =
∑
j
f∗(cj i) ·
(
−
d∑
m=1
log |zm|
)−k(vi)+k(v1 j) · v˜′1 j .
If −k(vi) + k(v1 j) > 0, then f∗(cj i) is of the form (∏dm=1 zm) · g for some holomorphic function g over X˜ .
Hence the transformation matrices of v˜′ and v˜′1 are bounded. Thus we obtain Lemma 7.2.
Let us return to the proof of Proposition 7.1. Let take a holomorphic frame v of ⋄E over X , satisfying
the following:
• v|(λ,O) is compatible with the filtration W (a)|(λ,O) for the general a.
• For b1, the representing matrix of the endomorphism∑i b1 i ·Ni| (λ,O) with respect to the frame v|(λ,O)
is constant, in other words, independent of λ.
We only have to check the claim of Proposition 7.1 for the frame v.
We have the λ-connection form A of D with respect to v. We decompose A as follows:
A =
n∑
i=1
Ai(λ, ζ) · dζi
ζi
.
We denote the λ-connection form of D˜ with respect to the frame v˜ by A˜ =∑ A˜j . We have the following:
A˜ = f∗A =
n∑
i=1
f∗(Ai) · f∗
(dζi
ζi
)
=
n∑
i=1
f∗(Ai) ·
( d∑
j=1
bj i · dzj
zj
)
=
d∑
j=1
( n∑
i=1
bj i · f∗Ai
)dzj
zj
.
We put A˜j =
∑n
i=1 bj i · f∗Ai. We also have f(D˜j) ⊂ {O}. Then we obtain the following relation.
N˜j := ResD˜j (D˜) =
n∑
i=1
bj i · f∗
(
ResDi(D)|(λ,O)
)
, (j = 1, . . . , d). (59)
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Thus the weight filtration W (N˜j) on D˜j is naturally isomorphic to the pull back of W (bj) for each j.
The residue N˜1 is represented by the following M(r)-valued functions with respect to the frame v˜:
A˜1 | D˜1 =
n∑
i=1
b1 i · Ai(λ,O).
Note the following lemma.
Lemma 7.3 A˜1 | D˜j is constant, say A, for any j = 1, . . . , d.
Proof Recall that we have assumed that
∑n
i=1 b1 i · Ai(λ,O) is independent of λ.
We put V = ⋄E˜|(0,O˜) and N = ResD˜1(D˜)|(0,O˜). We have a model bundle E(V,N) = (E0, h0, θ0). We
denote the deformed holomorphic bundle by (E0,D0, h0). We have the canonical frame v0 such that D0v0 =
v0 ·A · dz/z.
Let q1 denote the projection ∆
n −→ ∆ onto the first component. We put E˜0 := q∗1E0. We have the
λ-connection D˜0 := q
∗
1D0 along the z1-direction. We also put v˜0 := q
∗
1v0.
Due to the frames v˜ and v˜0, we obtain the holomorphic isomorphism Φ :
⋄E˜0 −→ ⋄E˜ .
Lemma 7.4 Note the following.
• We have Φ ◦ D˜0 − q1(D˜) ◦Φ = 0 on D˜j for j = 2, . . . , d. Similarly we have Φ−1 ◦ q1(D˜)− D˜0 ◦Φ−1 = 0
on D˜j for j = 2, . . . , d.
• We have Res(Φ ◦ D˜0 − q1(D˜) ◦ Φ) = 0 on D˜1. Similarly we have Res(Φ−1 ◦ q1(D˜) − D˜0 ◦ Φ−1) = 0 on
D˜1.
Proof Clear from our construction. (See the subsection 6.1 for q1.)
We put as follows:
h˜0(λ, z1, . . . , zd) := h0
(
λ,
d∏
i=1
zi
)
.
Proposition 7.1 is a consequence of the following lemma.
Lemma 7.5 The morphisms Φ and Φ−1 are bounded with respect to the metrics h˜ and h˜0, over ∆λ(R) ×
(X˜ − D˜).
Proof Let a be an element of ∆∗. We put X˜a = {(a, z2, . . . , zn) ∈ X˜}, and D˜a i := X˜a ∩ D˜i. Since X˜a
is (d − 1)-dimensional, we can apply the assumption of the induction of the proof of Proposition 7.1 to
X˜a −→ X. Then we know the following: We have the C∞-frame v˜♣ defined as follows:
v˜♣i :=
(
−
d∑
j=2
log |zj |
)−k(v˜i) · v˜i.
Here we put 2 · k(v˜i) = degW (a)(vi). Then v˜♣ is adapted over ∆λ(R)× (X˜a − D˜a).
On the other hand, we have the C∞-frame v˜♣0 over X˜a defined as follows:
v˜♣0 i = v˜0 i ·
(
−
d∑
j=2
log |zj |
)−k(v0 i)
v˜0 i.
Then it is easy to see that v˜♣0 is adapted over ∆λ(R) × (X˜a − D˜a), due to our construction of v˜0 and the
metric h˜0.
Thus we obtain the boundedness of the morphisms Φ and Φ−1 over the boundary ∆λ(R)×
{
(z1, . . . , zn) ∈
X˜ − D˜ ∣∣ |z1| = C}. Then we obtain the boundedness of Φ and Φ−1 on the region ∆λ(R)× {(z1, . . . , zn) ∈
X˜ − D˜ ∣∣ |z1| ≤ C} due to Lemma 6.4.
Thus the induction of the proof of Proposition 7.1 can proceed, namely, the proof of Proposition 7.1 is
completed.
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7.2 Taking limit
7.2.1 Replacement of Notation
We essentially use the setting in the subsection 7.1, by putting d = n. For simplicity of the notation, we
replace X˜ with X, and make similar replacements for others. More precisely, we consider as follows:
We put X = ∆n, Di = {zi = 0} and D = ⋃ni=1Di. Let (E, ∂E, θ, h) be tame nilpotent harmonic bundle
with trivial parabolic structure over X−D. As usual, (E ,D) denotes the deformed holomorphic bundle with
the λ-connection. We assume the following:
Condition 7.1
• There is a tame nilpotent harmonic bundle (E1, θ1, h1) with trivial parabolic structure over X−D. We
denote the deformed holomorphic bundle by (E1,D1).
• There are general elements bj ∈ Zn>0 (j = 1, . . . , n), and f : X −→ X as in the subsection 7.1.
• We have f∗(E1, θ1, h1) = (E, θ, h).
• We have a frame v1 of ⋄E1 compatible with the filtration W (a) on Cλ ×{O} for general a ∈ Cn. And
we have v = f∗(v1).
By the frame v, we decompose ⋄E as follows:
⋄E =
⊕
h
Uh, Uh :=
〈
vi
∣∣ degW (N1)(vi) = h〉.
We put 2 · k(vi) = degW (N1)(vi). Recall that the degrees of vi with respect to the weight filtration W (Nj)
are independent of j, i.e., degW (Nj )(vi) = deg
W (N1)(vi).
7.2.2 Pull backs
Let m be a non-negative integers. We have the morphism ψm,n : X −→ X or X −D −→ X −D, defined as
follows:
ψm,n(z1, z2, . . . , zn) := (z
m
1 , z
m
2 , . . . , z
m
n ).
Then we obtain the harmonic bundles ψ∗m,n(E, ∂E, θ, h) on X−D. We also obtain the deformed holomorphic
bundles and the λ-connections (ψ∗m,n
⋄E , ψ∗m,nD). We obtain the holomorphic frame v(m) of ψ∗m,n⋄E , defined
as follows:
v
(m)
i := ψ
−1
m,n(vi) ·m−k(vi).
We put H(m) := H(ψ∗m(h), v
(m)), which is an H(r)-valued function. The following lemma can be shown by
an argument similar to the proof of Lemma 6.7, by using Proposition 7.1.
Lemma 7.6 On any compact subset K ⊂ X − D, the H(r)-valued functions {H(m)} and {H(m)−1} are
bounded independently of m.
We have the λ-connection form A ∈ Γ(X ,M(r) ⊗ p∗λΩ1,0X (logX)) of D with respect to the frame v. We
decompose A as follows:
A =
∑
j
Aj , Aj ∈ Γ(X ,M(r)⊗ p∗λq∗jΩ∆(logO)).
We obtain Aj ∈M(r)⊗OX satisfying the following:
Aj = Aj · dzj
zj
.
We decompose Aj into
∑
h,k Aj,(h,k) as in the subsubsection 6.2.2. We have the following:
Aj,(h,k)(λ,O) = 0, if h > k − 2.
We have the λ-connection form A(m) of ψ∗m,nD with respect to the frame v(m). We decompose A(m) into∑
j A(m)j as in the case of A.
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Lemma 7.7 We have the following equalities:
A(m)j =
∑
h,k
ψ∗m,nAj (h,k) ·m(h−k+2)/2 · dzjzj .
In particular, the sequences {A(m)} converges to A(∞) =∑j A(∞)j given as follows:
A(∞)j =
∑
h
Aj (h,h+2)(λ,O) · dzj
zj
.
Proof Similar to Lemma 6.9.
We decompose θ into
∑n
j=1 fj · dzj/zj Then we have ψ∗m,nθ =
∑
jm · ψ∗m(fj) · dzj/zj .
Lemma 7.8 We have the following inequality independent of m:
|m · ψ∗m(fj)|ψ∗m(h) ≤ C · (− log |zj |)−1.
Proof Similar to Lemma 6.10.
In all we obtain the following.
Lemma 7.9 The sequence {v(m)} satisfies Condition 3.2.
7.2.3 Limit
We can apply the result in the subsection 3.3 as in the subsubsection 6.2.3. Thus we obtain a limiting
harmonic bundle (F, θ(∞), h(∞)) and the frame v(∞) of the prolongment ⋄F(∞). We have the following
equality:
D
(∞)
v
(∞) = v(∞) · A(∞), A(∞) =
∑
j
∑
h
Aj (h,h+2)(λ,O)
dzj
zj
.
We have the C∞-frame v′ (∞) defined by v
′ (∞)
i =
(
−∑nj=1 log |zj |)−k(vi) · v(∞)i . Here v denotes our
original frame.
Lemma 7.10 The frame v′ (∞) is adapted.
Proof Let consider the C∞-frame v′ (m) defined as follows:
v
′ (m)
i := v
(m)
i ·
(
−
n∑
j=1
log |zj |
)−k(vi)
.
Then v′ (m) is adapted, independently of m. Then the adaptedness of v′ (∞) follows immediately.
We have the real coordinate zi = ri · exp(2π
√−1αi) for i = 1, . . . , n.
Lemma 7.11 The H(r)-valued function H(h(∞), v(∞)) is independent of αi for any i.
Proof Similar to Proposition 6.2.
We put e(∞) = v
(∞)
|X0
. We have the decomposition of F into
⊕
h Uh, where Uh denote the vector
subbundles of F generated by {e(∞)i | degW (N1)(ei) = h}. Note that Aj (h,h+2) and e(∞) determines the
morphism Uh+2 −→ Uh.
Let pick an element c = (c1, . . . , cn) ∈ Rn>0. Then we have the morphism Ξc : H −→ X −D defined as
follows:
Ξc(ζ) = (exp(2π
√−1c1ζ), . . . , exp(2π
√−1cnζ))
We put as follows:
(Fc , hc , θc) := Ξ
∗
c(F, h
(∞), θ(∞)), wc := Ξ
∗
ce
(∞), Uh,c := Ξ
∗
cUh.
We use the real coordinate ζ = x+
√−1y. We have the C∞-frame w′c defined by w′c i := y−k(vi) ·wc i. Here
v is our original frame.
Lemma 7.12
• H(hc,wc) is independent of x.
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• We have the following equality:
θc(wc) = wc ·
(∑
j
cj ·A(∞)j (0, O)
)
· (2π√−1dζ).
• We have A(∞)j (0, O) =
∑
hAj,(h,h+2)(0, O).
• The frame w′c is adapted.
We can descend (Fc, hc , θc) to the harmonic bundle over ∆
∗ by using the framing wc . Since H(hc,wc)
does not depend on x, it gives the metric hc defined over ∆
∗. Similarly we obtain the Higgs field θc and the
vector subbundles Uh,h defined over ∆
∗.
On ∆∗, we have the following:
Lemma 7.13
• We have the following equality:
θc(wc) = wc ·
(∑
j
cj · A(∞)j (0, O)
)
· dz
z
.
In particular, θc is tame and nilpotent.
• We have the C∞-frame w′c defined by w′c i := wc i · (− log |z|)−k(vi), where v = (vi) is our original
frame. Then the frame w′c is adapted.
Thus wc naturally gives a frame of
⋄Fv .
Lemma 7.14 The weight filtration of
∑
j cj ·A(∞)j (0, O) is same as the filtration
{
Wl :=
⊕
h≤l
⋄Uh |O | l ∈
Z
}
.
Proof We know that |wc i|hc ∼ (− log |z|)k(vi), where v is the original frame. Thus the norm estimate in
one dimensional case implies our result.
We put Ah,h+2(c) :=
∑
j cj · Aj h h+2(0, O). The endomorphism N(c)|(0,O) ∈ End(⋄E|(0,O)) induces the
morphism gh(c) : Gr
W (N1)
h | (0,O) −→ GrW (N1)h−2 | (0,O). We also have the frame v(1) of GrW (N1)|(0,O) induced by v. The
matrix Ah,h+2(c) represents gh+2(c) with respect to the frame v
(1).
Corollary 7.1 For any k ≥ 0, the following isomorphism is isomorphic:
g−k,−k+2(c) ◦ · · · ◦ gk−2,k(c) : GrW (N1)k | (0,O) −→ GrW (N1)−k | (0,O).
Proof We only have to note that ⋄Uk |O is naturally isomorphic to Gr
W (N1)
k via the frames v
(1) and wc .
Corollary 7.2 The weight filtration of N(c)|(λ,O) is same as W (N1)|(λ,O) for any λ.
Proof In the case λ = 0, it is a consequence of Corollary 7.1 and the fact that N(c)|(0,O) drops the degree
with respect to W (N1)|(0,O) by 2. In the other case, we only have to use the fact that the conjugacy classes
of N(c)|(λ,O) are independent of λ.
7.3 Constantness of the filtrations on the positive cones
We put X = ∆n, Di = {zi = 0} and D = ⋃li=1Di for l ≤ n. Let (E, θ, h) be a tame nilpotent harmonic
bundle over X −D.
Let Q be a point of Dm. We have the nilpotent maps Nj | (λ,Q) (j = 1, . . . ,m). For any element a ∈ Rm≥0,
we put N(a)|(λ,Q) :=
∑m
j=1 aj ·Nj | (λ,Q). Let W (a)|(λ,Q) denote the weight filtration of N(a)|(λ,Q).
Theorem 7.1 The constantness of the filtration on the positive cones holds. Namely we have W (a1)|(λ,Q) =
W (a2)|(λ,Q) for a1,a2 ∈ RI>0, where I denotes any subset of m.
Proof We only have to check the following: Assume that a1 j and a2 j are positive for j = 1, . . . , k. Assume
that a1 j = a2 j = 0 for j = k + 1, . . . , l. Then W (a1)|(λ,Q) =W (a2)|(λ,Q).
Since such property is not depend on λ, we only have to check the claim in the case λ = 1. Then, by using
the normalizing frame, we know that we have to check such claim when m = k, i.e., Q ∈ Dk−
⋃
j>k(Dk∩Dj).
We only have to check the claim when m = k = n. For, we take an m-dimensional hyperplane, which
intersects with Dm transversally at Q.
Thus we have reduced the theorem to the following claim:
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We put X = ∆n and D =
⋃n
i=1Di. Let (E, ∂E, θ, h) be a tame nilpotent harmonic bundle over
X −D. Let O be the origin. We have the residues Ni | (λ,O) i = 1, . . . , n. We have W (a1)|(λ,Q) =
W (a2)|(λ,Q) if ai ∈ Rn>0.
The following lemma can be shown by an elementary argument.
Lemma 7.15 Let a be an element of Rn>0. Then there exists general elements b1, . . . , bn contained in Q
n
>0
and positive numbers α1, . . . , αn satisfying the following:
a =
n∑
j=1
αj · bj .
Proof For example we can argue as follows: Let take general elements cj ∈ Rn>0 sufficiently close to
(
j−1︷ ︸︸ ︷
0, . . . , 0, 1,
n−j︷ ︸︸ ︷
0, . . . , 0). Then a is contained in the positive cone generated by ci (i = 1, . . . , n).
We take di ∈ Qn>0 sufficiently close to ci. Then di are general, and a is contained in the positive cone
generated by di.
We take bi ∈ Zn>0 such that bi = Ci ·di for some Ci ∈ R>0. Then the tuple (b1, . . . , bn) have the desired
property.
Then we take the morphism f : X˜ −→ X for (b1, . . . , bn) as in the subsection 7.1. For the harmonic
bundle f∗(E, θ, h), we have already known the constantness of the filtrations (Corollary 7.2). Hence we know
that a is general. Thus the proof of Theorem 7.1 is completed.
We restate a limiting mixed twistor theorem. Let Q be a point of D =
⋃l
i=1Di. We put I = {i |Q ∈ Di}.
Then we put N△(I) :=
∑
i∈I N
△
i . We denote the weight filtration of N
△(I) by W△(I).
Theorem 7.2 • Let U be any neighborhood of Q. For an appropriate point P ∈ U ∩(X−D), the filtered
vector bundle (S(Q,P ),W△(I)) is a mixed twistor.
• For any i ∈ I, the morphism N△i : S(Q,P ) −→ S(Q,P )⊗OP1(2) is a morphism of mixed twistor.
8 Strong sequential compatibility
8.1 The comparison in the bottom part
8.1.1 Two dimensional case
Let X be {(ζ1, ζ2) ∈ ∆2}, Di = {ζi = 0}, and D = D1 ∪D2. We put {O} = D1 ∩D2 = D2, and D1 = D1.
Let (E, ∂E, θ, h) be a harmonic bundle over X −D. We have the deformed holomorphic bundle (E ,D) and
the prolongment ⋄E . We put Ni = ResDi(D). On Dj , we put N(j) =
∑
i≤j Ni | Dj as usual. LetW (j) denote
the weight filtration of N(j). From the filtration W (1), we obtain the graded vector bundle Gr(1) over D1.
On Gr(1)|D2 , we have the induced operator N
(1)(2). Thus we obtain the weight filtration W (N (1)(2)).
Hence we have the filtrations W (1) and W (2) of ⋄E|D2 . Let b be the bottom number of W (1). We also
have the filtrations W (N (1)(2))h∩Gr(1)b|D2 and W
(1)(2)h∩Gr(1)b|D2 of Gr
(1)
b|D2
. We would like to see the relation
of them.
Then we have the natural isomorphism Gr(1)b ≃W (1)b. Thus we obtain the following inclusion:
W (N (1)(2))h ∩ Gr(1)b|D2 ⊂W (1)b | D2 ⊂
⋄E|D2 .
We also have the following:
W (1)(2)h ∩ Gr(1)b|D2 =W (2)h ∩W (1)b | D2 .
Lemma 8.1 We have the following implication:
W (N (1)(2))h ∩ Gr(1)b|D2 ⊂W (2)h+b ∩W (1)b | D2 .
Proof We have already known that both of them are vector bundle over D2 (subsubsection 5.4.3). Thus
we only have to prove the claim on C∗λ. Let pick λ 6= 0. Let take a normalizing frame v of ⋄Eλ compatible
with the sequence of the filtrations (W (1),W (N (1)(2))). Namely it satisfies the following:
• It is compatible with the filtration W (1) on D1.
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• The induced frame v(1) is compatible with W (N (1)(2)) on D(2).
Let A = A1 · dζ1/ζ1 + A2 · dζ2/ζ2 denote the λ-connection form of Dλ with respect to v. Here Ai are
elements of M(r). We put Ub := 〈vi | degW (1)(vi) = b〉, which is a subbundle of ⋄Eλ.
Lemma 8.2 The vector subbundle Ub is stable under the action of D
λ. Namely Dλ(f) is a section of Ub, if
f is a section of Ub.
Proof Let fAi be the endomorphism determined by v and Ai. Then we have fA1(Ub) ⊂ Ub−2 = 0 and
fA2(Ub) ⊂ Ub. It implies our claim.
We put X˜ = ∆2, D˜i = {zi = 0}, and D˜ = D˜1 ∪ D˜2. Let consider the morphism f : X˜ −→ X defined
by (z1, z2) 7−→ (z1 · z2, z2). We take the pull back (E˜ , D˜λ, h˜, v˜) := f∗(Eλ,Dλ, h, v). We also put U˜b := f∗U˜b.
Let A˜ denote the λ-connection form of D˜λ with respect to v˜. Then we have the following:
A˜ = A1 · dz1
z1
+ (A1 + A2) · dz2
z2
.
We take the projection q2 : Ω
1,0
X−D −→ q∗2Ω1,0∆∗ . Note that we consider the projection onto the second
component, different from the other cases. Then we obtain the λ-connection along the z2-direction: q2(D˜
λ).
By restriction, we have the holomorphic bundle U˜b and the λ-connection q2(D˜
λ). We put as follows:
v˜b := (v˜i | degW (1)(v˜i) = b).
Then we have q2(D˜
λ)(v˜b) = v˜b ·A3 · dz2/z2 for some constant matrix A3.
We put V = W (1)b | (λ,O). We have the induced operator N
(1)(2) on V . We denote it by N . Note that
it is represented by the matrix A3 for some appropriate base. Then we have a model bundle E(V,N) =
(E0, θ0, h0). We have the deformed holomorphic bundle (Eλ0 ,Dλ0 ) on ∆∗. We also have the canonical frame
v0 such that D
λ
0v0 = v0 ·A3 · dz/z.
Let q2 denote the projection ∆
∗
1 × ∆∗2 −→ ∆∗2 onto the second component. We put (E˜λ0 ,Dλ0 , v˜0) :=
q∗2(E0,D0, v0). We also put as follows:
h˜0(λ, z1, z2) := (− log |z1|)b · h0(λ, z2).
Due to the frames v˜b and v˜0, we obtain the holomorphic isomorphism Φ : E˜λ0 −→ U˜b, satisfying the
following:
Φ ◦ D˜0 − q2(D˜) ◦ Φ = 0. (60)
The morphism Φ induces the morphism E˜λ0 −→ E˜λ. We denote it by the same notation Φ. It satisfies (60).
Lemma 8.3 The morphism Φ is bounded with respect to the metrics h˜0 and h˜.
Proof We only have to check the boundedness on the boundary {(z1, z2) | |z2| = C}. Let v˜i be an element
of v˜b. Then we have deg
W (1)(v˜i) = b. Thus we obtain the estimate on the boundary, due to the norm
estimate in one dimensional case.
Let v˜i be an element of v˜b. Due to the lemma, we obtain the following inequality:
|v˜i|h˜ ≤ C · (− log |z1|)b/2 · (− log |z2|)k(v˜i).
Here we put 2 · k(v˜i) := degW (1)(2)(v˜i). Let consider the curve C(1, 1) = {(z, z) ∈ X˜}. On the curve C(1, 1),
we have the following estimate:
|v˜i |C(1,1)|h˜ ≤ C · (− log |z|)b/2+k(v˜i).
It implies v˜i(O) is contained in W (2)b+2k(v˜i). Thus we obtain our claim.
Lemma 8.4 We have W (N (1)(2))h ∩ Gr(1)b =W (1)(2)b+h ∩ Gr(1)b .
Proof We will use the mixed twistor structure. Let take an appropriate point P ∈ X˜ − D˜ such that the
filtration W (2) gives the mixed twistor structure to the filtered vector bundle S(O, P ). Then the filtration
{W (1)(2)h ∩ Gr(1)b |h ∈ Z} gives a mixed twistor structure to Gr(1)b . We denote the filtration by W ⋆ for
simplicity. The graded vector bundle is denoted by Gr⋆.
On the other hand, we have the nilpotent map N (1)(2) : Gr(1)b −→ Gr(1)b ⊗ O(2). The weight filtration
is denoted by W♥, and the associated graded bundle is denoted by Gr♥. Our purpose is to show that
W♥h =W
⋆
h+b.
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Due to Lemma 8.1, we have already known that W♥h ⊂ W ⋆h+b. Due to Lemma 6.19, we have c1(Gr♥h ) =
(h+ b) · rank(Gr♥h ). Then, due to Lemma 2.19, the vector bundle Gr♥h naturally gives a vector subbundle of
Gr⋆h+b.
We obtain the inequalities rankGr♥h ≤ rankGr⋆h+b. We also have the equalities:∑
h
rankGr♥h = rankGr(1)b =
∑
h
rankGr⋆h+b.
Thus we obtain the equalities rankGr♥h = rankGr⋆h+b. It implies that W♥h = W ⋆h+b.
8.1.2 Higher dimensional case
We put X := ∆n, Di = {zi = 0} and D = ⋃li=1Di for some l ≤ n. Let (E,∂E , θ, h) be a tame nilpotent
harmonic bundle with trivial parabolic structure over X − D. We have the deformed holomorphic bundle
with λ-connection (E ,D) and the prolongment ⋄E . We put Ni = ResDi(D).
Let Q be a point of Dm =
⋂
j≤mDj form ≤ l. We putN(j)|(λ,Q) =
∑
i≤j Ni | (λ,Q). We denote the weight
filtration of N(j)|(λ,Q) by W (j)|(λ,Q). Let b be the bottom number of W (1). On W (1)b | (λ,Q) ≃ Gr(1)b | (λ,Q),
we have filtrations W (1)(j)|(λ,Q) ∩ Gr(1)b | (λ,Q) and W (N (1)(j))|(λ,Q) ∩ Gr(1)b | (λ,Q).
Proposition 8.1 We have W (1)(j)h+b|(λ,Q) ∩ Gr(1)b | (λ,Q) =W (N (1)(j))h|(λ,Q) ∩ Gr(1)b | (λ,Q).
Proof We have already known that both of them are vector bundles over Dm. Thus we only have to see
the equality in the case λ 6= 0.
Let take a morphism X˜ −→ X defined as in the subsection 6.1. Let Q˜ ∈ D˜1 ∩ D˜j be a point such that
φ(Q˜) = Q. Then we have N˜1 | (λ,Q˜) := ResD˜1(D˜)|(λ,Q˜) = φ
∗N(1)|(λ,Q), and N˜j | (λ,Q˜) := ResD˜j (D˜)|(λ,Q˜) =
φ∗N(j)|(λ,Q). Thus we only have to compare N˜1 | (λ,Q) and N˜j | (λ,Q) at (λ, Q˜).
Since we have assumed λ 6= 0, we can take a normalizing frame. Then we only have to compare in the
case (λ, Q˜) ∈ D˜λ1 ∩ D˜λj −
⋃
i6=j,1 D˜λ1 ∩ D˜λj ∩ D˜λi .
Let take a two dimensional hyperplane of X˜, which intersects D˜1 ∩ D˜j at Q˜ transversally. Then we can
reduce Proposition 8.1 to Lemma 8.4.
8.2 Theorem
We put X = ∆n, Di = {zi = 0}, and D = ⋃li=1D for l ≤ n. We put Dm = ⋂j≤mDj . Let (E, ∂E , θ, h)
be a tame nilpotent harmonic bundle with trivial parabolic structure, over X −D. We have the deformed
holomorphic bundle with λ-connection (E ,D), and the prolongment ⋄E . We put Ni := ResDi(D).
Theorem 8.1 The tuple (N1, . . . , Nl) is sequentially compatible.
Proof We have already known the following:
• The conjugacy classes of N(j)|Q is independent of a choice of Q ∈ Dj (Corollary 5.7).
• Let h = (h1, . . . , hm) be anm-tuple of integers. The intersections ⋂mj=1W (j)hj form a vector subbundle
of ⋄EDm (Lemma 5.21).
Let Q be a point contained in Dm. We only have to check that (N1 | (λ,Q), . . . , Nm | (λ,Q)) is sequentially
compatible. We have already known that the constantness of the filtration on the positive cone holds
(Theorem 7.1).
We use an induction on l. We put C(1, 1) := {(t, t) ∈ ∆2} ⊂ ∆2, and C(1, 1)∗ = C(1, 1) − {O}. By
considering the restriction of (E, ∂E, θ, h) to C(1, 1)
∗ × ∆∗ l−2 × ∆n−l, we obtain that the tuple ((N1 +
N2)| (λ,Q), N3 | (λ,Q), . . . , Nl | (λ,Q)) is sequentially compatible, due to our assumption of induction.
Lemma 8.5 The tuple (N
(1)
2 , . . . , N
(1)
l ) is sequentially compatible.
Proof Let take a limiting harmonic bundle in one dimensional direction (F, θ(∞), h(∞)) of (E,∂E , θ, h). We
have the deformed holomorphic bundle (F(∞),D(∞)). Let pick a ∈ ∆∗. We putXa := {a}×∆n−1 ⊂ ∆n = X,
and Da i := Di ∩ Xa for i = 2, . . . , l. We have Xa ⊂ X and Da i = Di ∩ Xa. We have the residues
N
(∞)
a i := ResDa i(D
(∞)
|Xa
) for i = 2, . . . , l. By our assumption of the induction on l, we have already known
that (N
(∞)
a 2 , . . . , N
(∞)
a l ) is sequentially compatible.
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On the other hand, we have already seen that the tuple of the vector space ⋄F(∞) λ|(λ,Q) the residues
ResDi(D
(∞)λ
|Xλa
) are isomorphic to the tuple of the graded vector space Gr(1) and the residues N (1)i , due to
Lemma 6.9 and Corollary 6.2. Thus we obtain our claim.
We know that (N1, . . . , Nl) is sequentially compatible in the bottom part, due to Proposition 8.1. The
proposition 8.1 holds for any tame nilpotent harmonic bundle with trivial parabolic structure. Thus we obtain
the universal sequentially compatibility in the bottom part. Then we obtain the sequentially compatibility
due to Proposition 2.1.
Theorem 8.2 The tuple (N1, . . . , Nl) is strongly sequentially compatible.
Proof Let Q be a point contained in Dm. We only have to check that (N1 | (λ,Q), . . . , Nm | (λ,Q)) is strongly
sequentially compatible. We use an induction on m. We assume that the claim for m − 1 holds, and then
we will prove that the claim for m holds.
Assume that Q is contained in Dm − ⋃h>m(Dm ∩ Dh). Then we can pick a point P ∈ X − D
such that the filtration W△(m) of S(Q,P ) is a mixed twistor. By our assumption of induction, the se-
quence (N1 | (λ,Q), . . . , Nm−1 | (λ,Q)) is strongly sequentially compatible. We have already proved that the
sequence (N1 | (λ,Q), . . . , Nm−1 | (λ,Q), Nm | (λ,Q)) is sequentially compatible (Theorem 8.1). Thus we obtain
that (N1 | (λ,Q), . . . , Nm | (λ,Q)) is strongly sequentially compatible in this case, due to Proposition 2.3.
Let consider the case that Q is contained in
⋃
h>m(Dm ∩Dh). Let pick λ 6= 0. By using a normalizing
frame, we obtain that (N1 | (λ,Q), . . . , Nm−1 | (λ,Q), Nm | (λ,Q)) is strongly sequentially compatible, if λ 6= 0. We
put I = {i |Di ∋ Q}. Then we can pick an appropriate P such that (S(Q,P ),W△(I)) is mixed twistor. By
using the mixed twistor structure, we can conclude that (N1 | (0,Q), . . . , Nm | (0,Q)) is also strongly sequentially
compatible.
Thus the induction on m can proceed, namely the proof of Theorem 8.2 is completed.
Theorem 8.3 The tuple (N1, . . . , Nl) is of Hodge.
Proof For any σ ∈ L, the tuple (Nσ(1), . . . , Nσ(l)) is strongly sequentially compatible. Thus we are done.
9 Norm estimate and limiting CVHS in higher dimensional
case
9.1 Norm estimate
9.1.1 Preliminary norm estimate
We put X = ∆n = {(ζ1, . . . , ζn)}, Di = {ζi = 0} and D = ⋃li=1Di for any l ≤ n. Let (E, ∂E, θ, h) be a tame
nilpotent harmonic bundle with trivial parabolic structure over X −D. We have the deformed holomorphic
bundle with λ-connection (E ,D) and the prolongment ⋄E . We put Ni = ResDi(D). Then (N1, . . . , Nn) gives
a strongly sequentially compatible tuple.
Let v be a frame of ⋄E over X which is compatible with (N1, . . . , Nn). We put as follows:
2 · kj(vi) = degW (j)(vi)− degW (j−1)(vi)
We put X˜ := {(z1, . . . , zn) ∈ ∆n}, D˜i := {zi = 0}, and D˜ = ⋃li=1 D˜i. Let (c(1), . . . , c(n)) be a sequence
of integers such that 0 ≤ c(1) < c(2) < . . . < c(n). Let consider the morphism φN : X˜ −→ X defined as
follows:
φ∗N (ζi) =

(
l∏
j=i
zj
)Nc(i)
(i ≤ l)
zi (i ≥ l + 1).
(61)
We put (E˜, D˜, h˜) = φ∗N (E ,D, h). We also put v˜ = φ∗Nv. We have the C∞-frame v˜′ defined as follows:
v˜′i := v˜i ·
l∏
m=1
(
−
l∑
t=m
log |zt|
)−km(vi)
.
Proposition 9.1 The frame v˜′ is adapted over ∆λ(R)× (X˜ − D˜) for any R > 0.
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Proof We use an induction on l. We assume that the claim for l− 1 holds and we will prove the claim for
l. The assumption of the induction will be used in Lemma 9.2.
First we note the following: Let v1 be another frame compatible with the sequence (N1, . . . , Nl). By the
same procedure, we obtain the C∞-frame v˜′1.
Lemma 9.1 If v˜′1 is adapted over ∆λ(R)× (X˜ − D˜), then v˜′ is also adapted over the same region.
Proof We have the relation vi =
∑
j bj i ·v1 j . Since v and v1 are compatible with the sequence (N1, . . . , Nl),
we have the following:
degW (m)(vi) < deg
W (m)(v1 j) =⇒ bj i | Dm = 0.
If we put m0(i, j) = min{m | km(vi) < km(v1 j)}, then we obtain that bj i |Dm0(i,j) = 0. Since we have
φN (D˜t) ⊂ Dm0(i,j) for t ≥ m0(i, j), the holomorphic function φ∗Nbj i is of the form g ·
∏l
t=m0(i,j)
zt for some
holomorphic function g.
We have the following relation:
v˜′i =
∑
j
B˜′j i · v˜′1 j , B˜′j i = φ∗N(bj i) ·
l∏
m=1
(
−
l∑
t=m
log |zt|
)−km(vi)+km(v1 j)
.
Thus B˜′j i is bounded over ∆λ(R) × (X˜ − D˜) for any R > 0. Thus B˜′ is bounded over the same region.
Similarly, the boundedness of B˜′ −1 over the same region can be shown. Thus the proof of Lemma 9.1 is
completed.
Let v be a frame of ⋄E over X , which is strongly compatible with the tuple (N1, . . . , Nl) (See the
subsubsection 2.4.3 and Definition 2.29). Then v satisfies the following:
• v = (vk,h,η | k ≥ 0, h ∈ Zl, η = 1, . . . , d(k,h)).
• 2 · kj(vk,h,η) = hj .
• We put δ = (1, 0, . . . , 0). For an element h, the first component is denoted by h1. Then we have the
following:
N1(vk,h,η) =
{
vk,h−2·δ1,η (h1 > −k)
0 (h1 = −k).
We only have to prove the claim of Proposition 9.1 for such a frame v.
As a preliminary consideration, we see the frame v˜◦ defined as follows:
v˜◦k,h,η := v˜k,h,η ·
(
−
l∑
j=2
log |zj |
)−(h1+h2)/2 · l∏
i=3
(
−
l∑
j=i
log |zj |
)−hi/2
.
Lemma 9.2 Let C be a real number such that 0 < C < 1. On ∆λ(R) × {(z1, . . . , zn) ∈ X˜ − D˜ | |z1| = C},
the frame v˜◦ is adapted for any R > 0.
Proof Let take a ∈ C such that |a| = C. We put X˜a := {(a, z2, . . . , zn) ∈ X˜} and D˜a i := D˜i ∩ X˜a.
Then D˜a = D˜ ∩ X = ⋃li=2 D˜a,i. We also put Xa := {(ζ1, . . . , ζn) ∈ X | ζNc(2)−c(1)1 = aNc(2)−c(1) ζ2} and
Da i = Di ∩Xa. Then Da = D ∩X = ⋃li=2Da,i. We have the isomorphisms:
X˜a ≃ {(z2, . . . , zn) ∈ ∆n−1}, Xa ≃ {(ζ1, ζ3, . . . , ζn) ∈ ∆n−1}.
The restriction of φN gives the morphism X˜a −→ Xa. Applying the assumption of the induction, we obtain
the result.
We have the λ-connection along the z1-direction q1(D˜) (the subsection 6.1). We have the λ-connection
form A · dz1/z1 of q1(D˜) with respect to the frame v˜. We have the decomposition of the frame as follows:
v˜ =
⋃
k≥0, l∈Zl−1
(
vk,h,η | π1(h) = l, η = 1, . . . , d(k,h).
)
Here we put π(h) = (h2, . . . , hn) for h = (h1, h2, . . . , hn). Corresponding to the decomposition of the frame,
we obtain the decomposition of ⋄E :
⋄E =
⊕
k≥ 0
⊕
l∈Zl−1
Lk,l.
Lemma 9.3
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• The restrictions A|D˜i (i = 1, . . . , l) are constant.
• Corresponding to the decomposition of ⋄E , it is decomposed into Ak,l for k ≥ 0, and l ∈ Zl−1.
Proof The first claim is clear from our construction. The second claim corresponds to the fact that N1
preserves the bundles Lk,l for k ≥ 0 and l ∈ Zl−1.
For k ≥ 0 and l ∈ Zl−1, we put Vk,l := Lk,l | (0,O). The morphism N1 induces Nk,l on Vk,l . We
have a harmonic bundle E(Vk,l, Nk,l) = (E0,k,l, θ0,k,l , h0,k,l). We have the deformed holomorphic bundle
(E0,k,l,D0,k l). We have the canonical frame v0,k,l = (v0,k,h,η |π1(h) = l, η = 1, . . . , d(k,h)) satisfying
D0,k,lv0,k,l = v0,k,l ·Ak,ldz/z.
Let q1 denote the projection ∆
n −→ ∆ onto the first component. We put (E˜0,k,l, D˜0,k,l , v˜0,k,l) =
q∗1(E0,k l,D0,k,l , v0,k,l). We also put as follows:
h˜0,k,l(z1, . . . , zn) =
[
l∏
i=2
(
−
l∑
j=i
log |zj |
)li−1/2] · h0,k,l( l∏
j=1
zj
)
.
Let consider the frame v˜⋆0,k,l defined as follows:
v˜⋆0,k,h,η := v˜0,k,h,η ·
(
−
l∑
j=2
log |zj |
)−(h1+h2)/2 · l∏
i=3
(
−
l∑
j=i
log |zj |
)−hi/2
.
Note that we have hi = li−1 by definition.
Lemma 9.4 Let C be a real number such that 0 < C < 1. The C∞-frame v⋆0,k,l is adapted over ∆λ(R)×{
(z1, . . . , zn) ∈ X˜ − D˜
∣∣ |z1| = C} for any R > 0.
Proof Clear from our construction.
We put as follows:
(E˜0, D˜0, h˜0, v˜0) :=
⊕
k≥0
⊕
l∈Zn−1
(E˜0,k,l, D˜0,k,l , h˜0,k,l , v˜0,k,l).
By using the frames v˜0 and v˜, we obtain the holomorphic isomorphism Φ : E˜0 −→ E˜ . The proof of Proposition
9.1 is reduced to the following lemma.
Lemma 9.5 The morphisms Φ and Φ−1 are bounded with respect to the metrics h˜ and h˜0, over ∆λ(R) ×
(X˜ − D˜) for any R > 0
Proof We only have to check the boundedness on the boundary ∆λ(R)×{(z1, . . . , zn) ∈ X˜− D˜ | |z1| = C},
which we have already seen (Lemma 9.2 and Lemma 9.4).
Thus we obtain the adaptedness of the frame v˜. The induction on l can proceed, namely the proof of
Proposition 9.1 is completed.
9.1.2 Replacement of Notation
We put X = {(z1, . . . , zn) ∈ ∆n}, Di = {zi = 0}, and D = ⋃li=1Di for l ≤ n. Let (E, ∂E, θ, h) be a tame
nilpotent harmonic bundle with trivial parabolic structure over X −D. We have the deformed holomorphic
bundle with λ-connection (E ,D) and the prolongment ⋄E . We put Ni = ResDi(D). We take a holomorphic
frame v of ⋄E , which is compatible with (N1, . . . , Nl). We take the C∞-frame v′ defined as follows:
v′k,h,η = vk,h,η ·
l∏
i=1
(− log |zi|)−hi/2.
Then the following theorem is the reformulation of Proposition 9.1 when we put c(i) = i− 1.
Theorem 9.1 Let consider the following region:
Z(id, l, N) :=
{
(z1, . . . , zn)
∣∣ |zi−1|N < |zi|, i = 2, . . . , l}.
On Z(id, l, N), the frame v′ is adapted.
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Proof By the morphism φN , we have the isomorphism of the following regions:
∆∗ l ×∆n−l φN ≃−−−−−→ Z(id, l, N).
Moreover, we have the following replacement:
−N i−1
l∑
j=i
log |zj | φN←→ − log |zi|, (i ≤ l).
Here we put c(i) = i− 1. Thus we are done.
9.1.3 Theorem
Let σ be an element of Sl, and we put Ij = {σ(i) | i ≤ j} for j = 1, . . . , l. We put DIj =
⋂
i∈I Di. On
DIj , we put N(Ij) :=
∑
i∈Ij
Ni | DIj . We denote the weight filtration of N(Ij) by W (Ij). Then we obtain
the strongly sequentially compatible commuting tuple (Nσ(1), . . . , Nσ(l)) and the compatible sequence of the
filtrations (W (I1),W (I2), . . . ,W (Il)).
Let v be a holomorphic frame of ⋄E which is compatible with the sequentially compatible tuple (Nσ(1), . . . , Nσ(l)).
Recall that we have the number degW (I(j))(vi) for any vi and any j = 1, . . . , l. We put as follows:
2 · kj(vi) := degW (I(j))(vi)− degW (I(j−1))(vi).
We obtain the C∞-frame v′ defined as follows:
v′i := vi ·
l∏
j=1
(− log |zσ(j)|)−kj (vi).
Recall that Z(σ, l, C) denotes the following region:
Z(σ, l, C) :=
{
(z1, . . . , zn) ∈ ∆∗n
∣∣ |zσ(i−1)|C < |zσ(i)|, i = 2, . . . , l}.
Then we obtain the following theorem, which is the norm estimate in higher dimensional case.
Theorem 9.2 Let C be a real number such that C > 1. The frame v′ is adapted on Z(σ, l, C).
Proof Clearly we only have to consider the case σ = id. We can choose a natural number N larger than
C. And then, we only have to apply Theorem 9.1.
Corollary 9.1 Let f be a holomorphic section compatible with the sequence of the filtrations:
(W (I1),W (I2), . . . ,W (Il)).
We put 2 · kj(f) := degW (Ij)(f) − degW (Ij−1)(f). Then we obtain the following estimate on Z(σ, l, C):
0 < C1 < |f |h ·
l∏
j=1
(− log |zσ(j)|)−kj(f) < C2.
Here Ci (i = 1, 2) denote positive constants.
9.1.4 Norm estimate for flat sections
We give a brief argument to obtain a norm estimate for flat sections. For simplicity, we consider a tame
nilpotent harmonic bundle (E, ∂E , θ, h) with trivial parabolic structure over ∆
∗n. Let (E1,D1) denote the
corresponding flat bundle, that is the deformed holomorphic bundle over {1} ×∆∗n.
Let P be a point of ∆∗n. Let γi denote the loop defined as follows:
zj(γi(t)) =
{
zi(P ) · exp(2π
√−1t) (j = i)
zj(P ) (j 6= i).
Then we obtain the monodromy M(γi) ∈ End(E1|P ). Since it is unipotent, we obtain the logarithm N(γi) ∈
End(E1|P ).
Let σ be an element of Sn. Then we obtain the sets Ij = {σ(i) | i ≤ j}. We put N(Ij) :=∑i∈Ij N(γi).
It induces the weight filtration W (Ij).
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Lemma 9.6 We have the following implication: N(Ij)
(
W (Ik)h
)
⊂W (Ik)h (k < j)
N(Ij)
(
W (Ik)h
)
⊂W (Ik)h−2 (k ≥ j).
Proof This is a consequence of Theorem 5.2 and Theorem 7.1.
We put H := {ζ = x + √−1y ∈ C | y > 0}. Then we have the covering π : Hn −→ ∆∗n given by
zi = exp(2π
√−1ζi). We put as follows:
Z˜(σ, n,C,A) :=
{
(x1 +
√−1y1, . . . , xn +
√−1yn) ∈ Hn
∣∣∣ |xi| < A, i = 1, . . . , n
C · yi−1 > yi, i = 2, . . . , n
}
.
Let take the pull back π∗(E1,D1, h). Let P˜ be a point of Z˜(σ, n, C,A) such that π(P˜ ) = P .
Let take a non-zero element v of E1|P . We have the numbers hj := degW (Ij )(v). We take a flat section f
such that π∗(f|P˜ ) = v. We have the following estimate of the norm of f .
Theorem 9.3 There exist positive numbers C1 and C2 such that the following equality holds on Z˜(σ, l, C,A):
0 < C1 ≤ |f |2h · yh11 ×
n∏
i=2
y
hi−hi−1
i ≤ C2.
Proof We give an only indication. We put as follows:
g = exp
(∑(
ζi − ζi(P˜ )
) ·N(γi)) · f.
Then g is a holomorphic section of E1 defined over ∆∗. In fact, it is a section of ⋄E1 compatible with the
filtrations on the divisors. Thus we obtain the norm estimate for g.
By using Lemma 9.6, we can show that the logarithmic order of the norm of g− f is lower than f . Thus
we obtain the norm estimate of f , by using Corollary 9.1.
9.2 Limiting CVHS
9.2.1 Taking a limit
We put X = ∆n, Di = {zi = 0}, and D = ⋃ni=1Di. For any non-negative integer m, we have the morphism
ψm,n : X −→ X defined as follows:
(z1, . . . , zn) 7−→ (zm1 , . . . , zmn ).
We will consider a limit of harmonic bundle via the pull backs of {ψmn |m ∈ Z}.
Let (E, ∂E , θ, h) be a tame nilpotent harmonic bundle over X −D. We have the deformed holomorphic
bundle with the λ-connection by (E ,D) and the prolongment ⋄E . Let v be a holomorphic frame of ⋄E ,
compatible with the filtration W (n) on Dn. We put 2 · k(vi) = degW (n)(vi).
Then we obtain the harmonic bundles ψ∗m,n(E, ∂E, θ, h) on X −D. We also obtain the deformed holo-
morphic bundles and the λ-connections (ψ∗m,n
⋄E , ψ∗m,nD). We obtain the holomorphic frame v(m) of ψ∗m,n⋄E ,
defined as follows:
v
(m)
i := ψ
−1
m,n(vi) ·m−k(vi).
We put H(m) := H(ψ∗m,n(h), v
(m)), which is an H(r)-valued function.
Lemma 9.7 Let K be a compact subset of X − D. On K, the functions H(m) and H(m)−1 are bounded
independently of m. Moreover, we have the following estimate for sufficiently large M and for a positive
constant C, independently of m:
|v(m)i |ψ∗m(h) ≤ C ·
n∏
i=1
(− log |zi|)M (62)
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Proof We only have to consider the boundedness on a compact subset K ⊂ Cλ × Z(σ, n,N) when σ =
id ∈ Sn. Note that Z(id, n, N) is stable under ψm,n.
Let w be a holomorphic frame of ⋄E over X , which is compatible with the sequence of the filtrations
(N(1), N(2), . . . , N(n)). We have the C∞-frame w′ over X −D, defined as follows:
w′i := wi ·
n∏
j=1
(− log |zj |)−kj(wi).
Here we put 2 · kj(wi) := degW (j)(wi) − degW (j−1)(wi). As we have already seen, the frame w′ is adapted
over ∆λ(R) × Z(id, n, N), namely, H(h,w) and H(h,w)−1 are bounded over ∆λ(R) × Z(id, n, N) for any
R > 0. It implies the boundedness of the functions
{
H(ψ∗m,nh, ψm,nw
′)
}
and
{
H(ψ∗m,nh, ψm,nw
′)−1
}
.
We put 2 · k(wi) = degW (n)(wi). Then we have the following equality:
n∑
j=1
kj(wi) = k(wi).
We have the following relation:
ψ−1m,nw
′
i = ψ
−1
m,n(wi) ·m−k(wi) ·
n∏
j=1
(− log |zj |)−kj(wi) = w(m)i ·
n∏
j=1
(− log |zj |)−kj(wi)
Here we put w
(m)
i := ψ
−1
m,n(wi) · n−k(wi). Let L denote the diagonal matrix whose (i, i)-component is∏n
j=1(− log |zj |)kj (wi). Then we obtain the following relation:
H(ψ∗m,nh,w
(m)) = L ·H(ψ∗m,nh, ψm,nw′) · L.
Thus we obtain the boundedness of {H(ψ∗m,nh,w(m))} over a compact subset K ⊂ Cλ × Z(id, n, N), in-
dependently of m. Similarly we obtain the boundedness of {H(ψ∗m,nh,w(m))−1} over a compact subset
K ⊂ Cλ × Z(id, n, N), independently of m.
We have the relation v = w ·B, namely we have the following equalities:
vj =
∑
i
bi j · wi.
Note that bi j(λ,O) = 0 if k(vj) < k(wi), for both of v and w are compatible with the filtration W (n). We
have the relation v(m) = w(m) ·B(m). The component of B(m) is determined by the following:
v
(m)
j =
∑
i
ψ∗m,n(bi j) ·m−k(vj)+k(wi) · w(m)i .
Namely we have B
(m)
i j = ψ
∗
m,n(bi j) · m−k(vj)+k(wi). It implies the boundedness of B(m) independently of
m. Similarly we obtain the boundedness of B(m)−1. Thus we obtain the boundedness of H(m) and H(m)−1
over any compact subset K, independently of m. The estimates (62) are also obtained.
Let consider Ω(v) = v1 ∧ · · · ∧ vr and Ω(v(m)) = v(m)1 ∧ · · · ∧ v(m)r .
Lemma 9.8 Let R be any positive number. There exist positive constants C1 and C2 satisfying the following
inequality over {(λ, P ) ∈ X −D | |λ| < R}, for any m:
0 < C1 < |Ω(v(m))|ψ∗m,n(h) < C2.
Proof Since Ω(v) gives a holomorphic frame of det(⋄E), we have the following inequality for some 0 <
C1 < C2:
0 < C1 < |Ω(v)|h < C2.
Then it is clear we obtain the result.
We put Uh := 〈vi | degW (n)(vi) = h〉. We have the λ-connection form A of D with respect to the frame
v. We decompose A into ∑j Aj = ∑Aj · dzj/zj . We also decompose Aj into Aj (h,k) corresponding to
the decomposition ⋄E = ⊕Uh (see the subsubsection 6.2.2). By our choice of Uh, we have the vanishing
Aj (h,k)(λ,O) = 0 when h > k − 1.
Let A(m) =∑A(m)j denote the λ-connection form of ψ−1m,nD with respect to the frame v(m).
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Lemma 9.9 We have the following equalities:
A(m)j =
∑
h,k
ψ∗m,nAj (h,k) ·m(h−k+2)/2 · dzjzj .
In particular, the sequences {A(m)} converges to A(∞) =∑j A(∞)j given as follows:
A(∞)j =
∑
h
Aj (h,h+2)(λ,O) · dzj
zj
Proof Similar to Lemma 6.9.
We decompose θ into
∑
fj · dzj/zj . Then ψ∗mθ =
∑
j m · ψ−1m,n(fj) · dzj/zj . Since we have the estimate
|fj |h ≤ C · (− log |zj |)−1, we obtain the following estimate independently of m:
|m · ψ∗m,n(fj)|ψ∗m(h) ≤ C · (− log |zj |)−1.
In all we obtain the following.
Lemma 9.10 The sequence {v(m)} satisfies Condition 3.2.
We can apply the result in subsection 3.3, as in the subsubsection 6.2.3. Then we can pick a subsequence
{mi} of {m} and the limiting harmonic bundle (F, θ(∞), h(∞)) for {mi}. We also obtain the deformed
holomorphic bundle with λ-connection (F(∞),D(∞)) and the holomorphic frame v(∞). Due to the estimates
(62), we obtain the estimates |v(∞)i |h(∞) < C ·
∏n
j=1(− log |zj |)M for sufficiently large M . We also obtain
the estimate 0 < C1 < |Ω(v(∞))|h(∞) . Thus v(∞) naturally gives a holomorphic frame of the prolongment
⋄F(∞).
We have the decomposition F(∞) = ⊕h Uh, where Uh denotes the vector subbundle generated by
{v(∞)i | degW (n) vi = h}.
Lemma 9.11 The subbundles Uh are independent of a choice of the original frame compatible with W (n).
Proof Similar to Lemma 6.14.
We have the λ-connection form A(∞) = ∑A(∞)j dzj/zj of D(∞) with respect to the frame v(∞). Let
f
A
(∞)
j
denote the endomorphism determined by A
(∞)
j and v
(∞).
Lemma 9.12 We have f
A
(∞)
j
(Uh) ⊂ Uh−2. In particular, we obtain θ(Uh) ⊂ Uh−2 ⊗ Ω1,0X−D.
Proof The claim immediately follows from Lemma 9.9.
We have the H(r)-valued function H(h(∞), v(∞)). We use the real coordinate zi = ri · exp(2π
√−1αi) for
i = 1, . . . , n.
Lemma 9.13 The function H(h(∞), v(∞)) is independent of αi for any i.
Proof Similar to Proposition 6.2.
We put Uλ := U|Xλ−Dλ .
Theorem 9.4 If h 6= h′, then U0h and U0h′ are orthogonal.
Proof We put ∆∗,nR,+ = R
n
>0 ∩∆∗n. We have the following:
H(h(∞), v(∞))(r1 · exp(2π
√−1α1), . . . rn · exp(2π
√−1αn)) = H(h(∞), v(∞))(r1 . . . rn).
Thus we only have to check the orthogonality over ∆∗nR,+.
Let (r1, . . . , rn) be an element of ∆
∗n
R,+. Then we have the real numbers αj > 0 satisfying rj = r
αj
1 .
The real numbers αj can be approximated by rational numbers. For any h ∈ Zn>0, we put Ch,R,+ :=
{(th1 , . . . , thn) | 0 < t < 1} ⊂ ∆∗nR,+. Then we know the following set is dense in ∆∗nR,+:⋃
h∈Zn>0
Ch,R,+.
Thus we only have to check the orthogonality on Ch,R,+.
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We put Ch := {(th11 , . . . , thnn ) ∈ ∆∗}. Since we have Ch,R,+ ⊂ Ch , we only have to check the orthogonality
on Ch . Note that Ch is the image of the morphism gh : ∆
∗ −→ X − D, and that we have the following
commutative diagramm:
∆∗
ψm,1−−−−−→ ∆∗
gh
y ghy
X −D ψm,n−−−−−→ X −D.
Thus the theorem 9.4 is reduced to the theorem 6.1.
As a direct corollary, we obtain the following theorem.
Theorem 9.5 The tuple (F, θ(∞), h(∞)) gives a complex variation of polarized Hodge structure, up to grad-
ing.
Proof Similar to Corollary 6.5.
Definition 9.1 The tuple (F, θ(∞), h(∞)) is called a limiting CVHS of (E, θ, h).
9.2.2 Real structure
Let consider the real structure of the harmonic bundles. Let (E, ∂E , θ, h) is a harmonic bundle over a
complex manifold X.
Definition 9.2 Let ι : E −→ E be an anti-linear isomorphism. We say that ι is a real structure of
(E, ∂E , θ, h), if the following holds:
• ι2 is the identity map.
• ι preserves the metric h.
• ι replaces ∂E and ∂E . Namely we have ι(∂Ef) = ∂Eι(f) and ι(∂Ef) = ∂Eι(f).
• ι replaces θ and θ†.
By the natural anti-linear isomorphism E ≃ E∨ induced by the hermitian metric h, we can also regard
ι as the holomorphic isomorphism E −→ E∨.
Remark 9.1 Recall that the harmonic bundle is regarded as a variation of pure polarized twistor structure,
according to Simpson ([34]). Although the real structure of harmonic bundle should be seen from such view
point, we do not discuss such issue.
We put X = ∆n, Di = {zi = 1} and D = ⋃ni=1Di. Let (E, ∂E, θ, h) be a tame nilpotent harmonic
bundle with trivial parabolic structure over X − D. Assume that (E, ∂E, θ, h) has a real structure ι. Let
consider the sequence
{
ψ∗m,n(E, ∂E , θ, h)
}
in the subsubsection 9.2.1. As in 6.2.3, Let F =
⊕r
i=1OX−D · ui
be a holomorphic bundle with the frame u = (ui), over X − D. We put e(m) := v(m)|X0 . It is the frame of
⋄ψ∗m,1E0 over X 0 = {0}×X. The frames e(m) and u give the holomorphic isomorphism Φm : E0 −→ F over
X −D. The morphism Φm induces the structure of harmonic bundle on F . Moreover we have the sequence
of real structure ι(m), which is the image of ψ∗m,n(ι) via the morphism Φm.
Note that |ψm,n(ι)|ψ∗m,n(h) = 1, and they are holomorphic as morphisms ψ∗m,nE −→ ψ∗m,nE∨. Thus
we can pick a subsequence {mi} for a limiting CVHS (F, θ(∞), h(∞)) such that the sequence {ι(mi)} also
converges. We denote the limit by ι(∞).
Lemma 9.14 ι(∞) gives a real structure to the limiting CVHS (F, θ(∞), h(∞)).
Proof It is clear from our construction that the conditions in 9.2 are satisfied. Thus ι(∞) gives a real
structure of a harmonic bundle.
Thus we only have to check ι(∞)(U0h) = U0−h. Let consider the filtration W and W† given as follows:
Wh :=
⊕
l≤h
U0l , W†h :=
⊕
l≥−h
U0l .
From ι(θ(∞)) = θ(∞) †, it is easy to see ι(Wh) = W†−h. Then we obtain ι(U0h) = U0−h, by using the
orthogonality of them and an easy ascending induction on h.
Definition 9.3 The tuple (F, θ(∞), h(∞), ι(∞)) is called a limiting RVHS.
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9.2.3 Purity theorem
Recall the setting of the purity theorem, following Kashiwara and Kawai (See [22] and [23]. But our filtration
is slightly different from theirs. See remark 9.2.) Let V be a finite dimensional vector space and (N1, . . . , Nn)
be a commuting tuple of nilpotent maps. We put N(j) =
∑
i≤j Ni. We denote the weight filtration of N(n)
by W (n). Let (e1, . . . , en) be the standard base of Z
n. We have the partial Koszul complex Π(N1, . . . , Nn).
The k-th part Π(N1, . . . , Nn)
k is defined as follows:
Π(N1, . . . , Nn)
k =
⊕
|J|=k,
J⊂n
ImNJ ⊗ (C · eJ ).
Here we put NJ =
∏
j∈J Nj and eJ =
∧
j∈J ej . The differential d is given by
∑n
j=1Nj ∧ ej . Namely we put
as follows:
d(v ⊗ eJ ) :=
n∑
j=1
Nj(v)⊗ (ej ∧ eJ ).
The filtration W of Im(Nj) is given as follows:
Wh(Im(NJ )) = NJ (Wh(n)) ⊂ Im(NJ ).
Then we obtain the filtration W of Π(N1, . . . , Nn)
k as follows:
Wh(Π(N1, . . . , Nn)
k) :=
⊕
|J|=k,
J⊂n
Wh(Im(NJ ))⊗ (C · eJ ).
We put X = ∆n, Di = {zi = 0} and D = ⋃ni=1Di. Let (E, ∂E, θ, h) be a tame nilpotent harmonic
bundle with trivial parabolic structure over X −D. We put V = ⋄E|(λ,O). Then we have the nilpotent maps
Ni := ResDi(D)|(λ,O) for i = 1, . . . , n.
Lemma 9.15 In this case, we have the following:
Wk(Im(NJ )) = Im(NJ ) ∩Wk−2|J|.
Proof Let take a point P ∈ X −D, and then the filtration W△(n) gives a mixed twistor structure to the
vector bundle S(O, P ). Then Lemma 9.15 is a consequence of Lemma 2.20.
We have the induced filtration on the cohomology group H∗(Π(N1, . . . , Nn)).
Theorem 9.6 Assume that (E, ∂E, θ, h) has a real structure. Then the purity theorem holds for the tuple
(V,N1, . . . , Nn). Namely we have the following:
Hk(Π(N1, . . . , Nn)) =Wk(H
k(Π(N1, . . . , Nn))).
In other words, the following morphism is surjective.
Wk(Π(N1, . . . , Nn))
k ∩Ker(d) −→ Hk(Π(N1, . . . , Nn)).
Proof Let Gr·(Π(N1, . . . , Nn)) denote the associated graded complex of the filtered complex Π(N1, . . . , Nn).
Then we obtain the following natural isomorphism:
Grh(Π(N1, . . . , Nn))
a :=
⊕
|J|=a,
J⊂n
NJ (Wh)
NJ (Wh−1)
⊗ (C · eJ) ≃
⊕
|J|=a,
J⊂n
NJ (Wh)
NJ (Wh) ∩Wh−1−2a ⊗ (C · eJ).
Lemma 9.16 To show Theorem 9.6, we only have to show the following:
Ha(Grk(Π(N1, . . . , Nn))) = 0, if a < k.
Proof It is shown by an elementary homological algebraic argument.
We put V
(∞)
h = Gr
W (n)
h , and V
(∞) =
⊕
h V
(∞)
h . The morphism Ni induces N
(∞)
i h : V
(∞)
h −→ V (∞)h−2 for
any h. We denote the direct sum
⊕
hN
(∞)
i h byN
(∞)
i . Then we obtain the commuting tuple (N
(∞)
1 , . . . , N
(∞)
n ).
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Let consider a limiting RVHS (F, θ(∞), h(∞)) of (E, θ, h) obtained in the subsubsection 9.2.1. Let F(∞)
denote the deformed holomorphic bundle. Due to Lemma 9.9 and the fact that v(∞) gives a frame of ⋄F(∞),
the tuple (V (∞), N
(∞)
1 , . . . , N
(∞)
n ) is isomorphic to the following tuple:
(⋄F(∞)|(λ,O),ResD1(D(∞))|(λ,O), . . .ResDn(D(∞))|(λ,O), ).
For a RVHS, the purity theorem holds, due to the result of Cattani-Kaplan-Schmid [7] or Kashiwara-Kawai
[23].
Note that the complex Π(N
(∞)
1 , . . . , N
(∞)
n ) is graded. The grading is induced by the grading of V
(∞).
Namely we have the following decomposition:
Π(N
(∞)
1 , . . . , N
(∞)
n )
a =
⊕
h
( ⊕
|J|=a,J⊂n
N
(∞)
J (V
(∞)
h )
)
. (63)
It is easy to see that the differential preserves the grading. Thus we obtain the following complex:
Π(N
(∞)
1 , . . . , N
(∞)
n )
a
h =
⊕
|J|=a,J⊂n
N
(∞)
J (V
(∞)
h ), d =
n∑
j=1
N
(∞)
j ∧ ej .
Since the decomposition of V (∞) gives the splitting of the filtration of V (∞), the decomposition (63) gives
the splitting of the filtration of Π(N
(∞)
1 , . . . , N
(∞)
n ). Namely we have the following:
Wk(Π(N
(∞)
1 , . . . , N
(∞)
n ))
a =
⊕
h≤k
Π(N
(∞)
1 , . . . , N
(∞)
n )
a
h.
Then the claim of the purity theorem for the tuple (V (∞), N
(∞)
1 , . . . , N
(∞)
n ) implies the following vanishing:
Ha(Π(N
(∞)
1 , . . . , N
(∞)
n )k) = 0, if a < k. (64)
By our construction, we have the following:
Π(N
(∞)
1 , . . . , N
(∞)
n )
a
k ≃
⊕
|J|=a,J⊂n
NJ (Wk)
NJ (Wk) ∩Wk−1−2a .
Namely we have the isomorphism of the complexes:
Grk(Π(N1, . . . , Nn)) ≃ Π(N (∞)1 , . . . , N (∞)n )k. (65)
Due to (64), (65) and Lemma 9.16, we obtain Theorem 9.6.
Remark 9.2 We should remark the relations between the weight filtration W of Π(N1, . . . , Nn) considered
here, W cks given by Cattani-Kaplan-Schmid, and W kk given by Kashiwara-Kawai. The weight filtration
W cks of Cattani-Kaplan-Schmid is as follows:
W cksh (Π(N1, . . . , Nn)
a) =Wa+h(Π(N1, . . . , Nn)
a).
The weight filtration W kk of Π(N1, . . . , Nn)
a for the RVHS of weight w is given as follows:
W kkh (Π(N1, . . . , Nn)
a) =Wh−w(Π(N1, . . . , Nn)
a).
The results can be stated as W cks0 H
h =W kkh+wH
h =WhH
h = Hh.
Remark 9.3 We should remark that we do not obtain another proof of the purity theorem for RVHS. We
just reduced the purity theorem for tame nilpotent harmonic bundles with trivial parabolic structure to the
purity theorem for RVHS.
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10 Appendix
We recall the definition of complex variation of polarized Hodge structure (CVHS), and the relation of CVHS
with a harmonic bundle. We also recall the real variation of polarized Hodge structure (RVHS).
Let X be a complex manifold. Recall the definition of complex variation of polarized Hodge structures
(See section 8 of [32], for example).
Definition 10.1 Let V be a C∞-vector bundle over X with a decomposition V =
⊕
p+q=w V
p,q. Let D1 be
a flat connection of V , and 〈·, ·〉 be a sesqui-linear form on V . The tuple
(⊕
p+q=w V
p,q,D1, 〈·, ·〉
)
is called
a complex variation of Hodge structure of weight w, if the following conditions are satisfied:
• We have the following implication:
D
1
(
C∞(X,V p,q)
)
⊂ C∞
(
X,V p+1,q−1 ⊗ Ω0,1
)
⊕ C∞
(
X,V p,q ⊗ Ω0,1
)
⊕C∞
(
X, V p,q ⊗ Ω1,0
)
⊕ C∞
(
X,V p−1,q+1 ⊗ Ω1,0
)
(66)
• 〈u, v〉 = (−1)w〈v, u〉.
• V p,q and V p′,q′ are orthogonal if (p, q) and (p′, q′) are different.
• We denote the restriction of 〈·, ·〉 by 〈·, ·〉(p,q). Then (
√−1)p−q〈·, ·〉(p,q) is positive definite on V p,q.
A complex variation of Hodge structure is called CVHS in this paper, for simplicity.
Let
(⊕
p+q=w V
p,q ,D1, 〈·, ·〉
)
be a CVHS on X. We obtain the metric h given as follows:
h =
⊕
p+q=w
(
√−1)p−q〈·, ·〉(p,q).
We have the decomposition of D1 corresponding to the decomposition V ⊗ Ω1 =⊕ V p,q ⊗ (Ω0,1 ⊕ Ω1,0):
D
1 = θ† + ∂V + ∂V + θ.
The following proposition can be shown by a direct calculation.
Proposition 10.1 A tuple (V, ∂V , θ, h) is a harmonic bundle. The (1, 0)-part of the unitary metric associ-
ated with ∂V and h is given by ∂V , and the adjoint of θ is θ
†.
On the other hand, we obtain a CVHS from a harmonic bundle with a nice grading. Let consider the
harmonic bundle (E, ∂E , θ, h), with a holomorphic decomposition E =
⊕
l El. Assume that the following:
• θ(El) ⊂ El−1 ⊗ Ω1,0.
• If l 6= l′, then El and El′ are orthogonal with respect to the metric h.
Let w be an integer. For example, we can put V p,q = Ep for a pair (p, q) such that p+ q = w. We have the
flat connection D1 of C∞-bundle V =
⊕
V p,q = E. By reversing the construction above, we obtain the flat
sesqui linear form 〈·, ·〉 on V . Then the tuple
(⊕
V p,q,D1, 〈·, ·〉
)
gives a CVHS. We do not have to care a
choice of the weight w and the way of superscripts (p, q).
Let consider the harmonic bundle (E, ∂E, θ, h), with a holomorphic decomposition E =
⊕
l El. Assume
that the following:
• θ(El) ⊂ El−2 ⊗ Ω1,0.
• If l 6= l′, then El and El′ are orthogonal with respect to the metric h.
In this case, we can put, for example, as follows: For a pair (p, q) ∈ Z2 such that p + q = 0, we put
V p,q0 = Ep−q. For a pair (p, q) ∈ Z2 such that p + q = 1, we put V p,q1 = Ep−q. We put V0 =
⊕
p+q=0 V
p,q
and V1 =
⊕
p+q=1 V
p,q . Then E is decomposed into V0 ⊕ V1. We have the induced structures of harmonic
bundles on V0 and V1. They are complex variations of polarized Hodge structures weight 0 and 1 respectively.
Definition 10.2 Let
(⊕
p+q=w V
p,q,D1, 〈·, ·〉
)
be a CVHS onX. A real structure ι of
(⊕
p+q=w V
p,q,D1, 〈·, ·〉
)
is an anti-linear C∞-isomorphism V −→ V satisfying the next conditions:
• ι2 = idV and ι(V p,q) = V q,p.
• ι preserves the metric ⊕p+q=w(−√−1)p−q〈·, ·〉.
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• ι is flat with respect to D. Equivalently, ι replaces (∂V , θ†) and (∂V , θ).
Such a tuple
(⊕
p+q=w V
p,q,D1, 〈·, ·〉, ι
)
is called a real variation of polarized Hodge structures. For simplic-
ity, it is called RVHS in this paper.
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