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ABSTRACT
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1. Introduction
Data security refers to protective measures that are applied
to prevent unauthorized access, disclosure and modification to
data stored on computers, databases and websites. Data security
is the main priority for organizations of every size and genre.
The control of information flow is one of the aspects of data
security. Information flow describes controls that regulate the
disclosure of information; controls to prevent leaking confiden-
tial data.
The theory of information flow is well defined for imperative
programming [1, 2, 3, 4, 5, 6, 7]. Intuitively, information flows
from an object x to an object y if the application of a sequence
of commands causes the information initially in x to affect the
information in y. For example, the sequence tmp := x; y := tmp;
has information flowing from x to y because the value of x at
the beginning of the sequence is revealed when the value of y is
determined at the end of the sequence.
As logic programming is considered as a declarative method
of knowledge representation and programming, it is thus well-
suited for both representing data and describing desired outputs.
Logic programming was developed in the early 1970s based on
work in automated theorem proving, in particular, on Robinson’s
resolution principle.
Many researchers related first order logic to data security. A
framework that models access control using logic programming
with set constraints of a computable set theory was presented by
Wang et al. [10]. A logic-based access control approach for Web
Service endpoint was defined by Coetzee et al. [12]. Open logic-
based security language was introduced by DeTreville [8] that
encodes security statements as components of communicating
distributed logic programs, used to express security statements
in a distributed system. Bai et al. [11] proposed a knowledge
oriented formal language to specify the system security poli-
cies and their reasoning in response to system resource access
request. The semantics of the language was provided by translat-
ing it into epistemic logic program in which knowledge related
modal operators are employed to represent agents’ knowledge
in reasoning. Bertino et al. [9] proposed a formal framework
for reasoning about access control models. The framework they
proposed is based on a logical formalism and is general enough
to model different access control models. Each instance of
the proposed framework corresponded to a C-Datalog program,
interpreted according to a stable model semantics.
Information flow in logic programming was introduced in
[13, 14, 15]. Yaacoub et al. defined the information flow in
logic programming and developed mechanisms to detect such
flows and proposed the notion of indistinguishability of flow
and elaborated definitions of protection mechanisms, secure
mechanisms, precise mechanisms and confidentiality policies
based on this notion. They gave a secure and precise protection
mechanism that prohibits any undesirable inferences and min-
imizes the number of denials of legitimate actions. The main
results of their researches have shown that, it is undecidable to
check whether there is a flow of information or not in the general
setting of logic program. But, if they restricted the language
to Datalog programs using top-down evaluation, they achieved
the decidability of the flow. They also worked on hierarchical,
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single variable occurrence (svo), non variable introducing (nvi)
Datalog programs.
In this paper, we study the flow of information in different
evaluation such as bottom up evaluation. Trying to check if
with bottom up algorithms, information flow can be decidable,
without the need to restrict the language.
In section 2, we briefly discuss the syntax and semantics
and highlight information flow detection mechanisms based on
top down evaluation in Datalog logic programming along with
some detection mechanims complexity results. At the end of
this section, Very Naive and Semi Naive buttom-up evaluation
techniques in Datalog are presented.
In section 3, we will present two information flow defini-
tions in logic programming based on bottom up evaluation in
Datalog programs. Moreover, we will highlight on the implica-
tions between these definitions, in addition to the implications
between flow definitions of top down evaluation vs flow defini-
tions of bottom up evaluation. Lastly, in section 4, we study the
decidability and computational complexity of flow based on bot-
tom up evaluation using Very Naive and Semi Naive evaluation
techniques.
2. Framework
2.1 Syntax and Semantics
In our context, we will deal with the first order logic [17]
and each clause is a Horn clause. A Horn clause is a clause of
the form A1 ← B1,B2, · · · ,Bn, where A1 is called the head of
the clause and B1, · · · ,Bn its body. The body is composed of
positive literals (appear in a positive manner without negation).
We will use p,q, · · · to represent predicates, a,b, · · · to represent
constants, function symbols are of the form f (x), a fact is of the
form A1← where its body is empty, and a goal is of the form
← B1. Herbrand Universe, denoted UL(P), is the set of constants
that appear in some program P.
Prolog: Prolog is a declarative programming language (it is
called prolog from the combination of programming and logic).
It deals with first order logic; the logic program is expressed
in terms of relations, represented as facts and rules. It allows
the existence of function symbols in its relations. Prolog can be
executed by running some query. Its evaluation is based on a
top down approach. Let’s list some of the characteristics of this
approach:
• Goal directed: this means that the program starts from the
given query and divides it into sub goals, then trying to
solve each sub goal to reach the answer.
• It selects the leftmost atom in the body; for example, if
we have p(x,y)← q(x,z), p(z,y), it selects q(x,z) first
and resolves it.
• It follows depth first search and backward chaining: this
means that when it divides the goal into sub goals, and
when it reaches the level of the facts, it starts to recollect
the data in a backward manner.
On the other hand, Prolog has a drawback that it may stuck
in an infinite loop so that it will not reach the desired goal. An
SLD-tree for a goal G in a logic program P is a (possibly infinite)
tree with each node labeled with a goal and each branch labeled
with a substitution. The shape of the SLD-tree generated for
a query depends on the particular computation rule employed
in the SLD-resolution; indeed, the choice of rule can have a
tremendous influence on the size of the corresponding SLD-
tree.
Datalog: Datalog is a subset of Prolog. It is a declarative
programming language as well. Datalog is the combination be-
tween database and logic (data-log) used for deductive database.
It is characterized by:
• Function symbols are not allowed in Datalog whereas in
Prolog they are allowed, for example: p(x) is admissible
while p( f (x)) is not.
• It is safe, this means that every variable appears in the
head of the clause must appear in a non arithmetic pos-
itive literal (not negated) in the body of the clause. For
instance: p(x,y) ← q(x,z), p(z,y) is allowed whereas
p(x,y)← q(x,x), p(x,z) is not (since variable y doesn’t
appear in the body).
• Terms are only variables or atoms.
• Does not have the cut operator(!)1.
• Predicates that appear in the head of the clause are called
intensional predicates(IDB), while those that appear only
in the body of the clause are called extensional predicates
(EDB) [19].
Example 2.1. Datalog Let P be a Datalog program with the
following input:
p(x,y)← q(x,y)
q(a,b)←
Let the goal be← p(x,y).
IDB predicate: {p} (it appears in the head of the clause).
EDB predicate: {q} (it appears in the body of the clause only).
2.2 Information flow in Datalog Logic Programming
The theory of information flow in logic programming is
based on the innovative work done by Yaacoub et al. [13, 14,
18]. They proposed several definitions for flow detection. These
definitions correspond to what can be observed by the user when
a query G(x,y) is run on a logic program P.
The first definition is based on Success/Failure (SF) of the
goals. Let P be a Datalog program and G(x,y) be a two vari-
ables goal. There is a flow of information from x to y in P
(x SF−→
P
G y based on SF in goal G and Program P) iff there exists
a,b ∈UL(P) such that P∪{G(a,y)}2 succeeds and P∪{G(b,y)}
1Used to prevent unwanted backtracking.
2P∪{G(a,y)} means running the goal G(a,y) on the program P.
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fails. This means that when the user only sees the outputs of
computations in terms of successes and failures, ∃ two different
a,b ∈UL(P) such that the user can distinguish between the out-
puts of the goals without seeing what concerns a and b. Now let
us show an example to make it clearer.
Example 2.2. Let P be a program:
p(a,b)←;
p(c,b)←;
and let G(x,y) be the following goal: ← p(x,y)
Since P∪{G(a,y)} succeeds and P∪{G(b,y)} fails, then x SF−→
P
G
y based on SF, goal G and Program P. In other words, if we
hide a and b from the goals and since the first goal succeeds
and the second one fails, we can distinguish by looking at the
facts that the first constant is a whereas the second one is b,
consequently the flow occurs.
The second definition is based on the substitution answers of
the goals. Let P be a Datalog program and G(x,y) be a goal. We
can say that there is an information flow from x to y in G(x,y)
with respect to substitution answers in P iff ∃ a,b ∈UL(P) such
that θ(P∪{G(a,y)}) 6= θ(P∪{G(b,y)}). In this definition, the
user only sees the outputs of computations in terms of substitu-
tion answers. Consequently, there is a flow of information from
x to y if this user can distinguish the output of P∪{G(a,y)} and
the output of P∪{G(b,y)}.
Example 2.3. Let us consider the following example of program
P:
p(a,b)←;
p(c,d)←;
and let G(x,y) be the following goal: ← p(x,y)
θ(P∪{G(a,y)}) = {y→ b} and θ(P∪{G(b,y)}) = /0, then
there is a flow from x to y (x SA−→
P
G y) based on substitution
answers in G(x,y) and P. In other words, let us hide both a
and b from the goals. The first answer is ”b”, by looking at
the facts we know that y is substituted by ”b” then ”a” is the
hidden constant. Whereas in the second goal, y is substituted
by empty set, this means that the first constant is either ”b” or
”d”, consequently, there is a flow.
Result:
As for results obtained from [13], implications between the
definitions of flows are as follows:
• The existence of a flow with respect to substitution an-
swers does not entail the existence of a flow with respect
to successes and failures.
• If x SF−→
P
G y (based on success/failure in goal G(x,y) and
program P) then x SA−→
P
G y (based on substitution answers
in goal G(x,y) and program P).
As in [13], the complexity results obtained for the following
two decision problems
piSF
{
Input: A logic program P, a two variables goal G(x,y)
Output: Determine whether x SF−→
P
G y
piSA
{
Input: A logic program P, a two variables goal G(x,y)
Output: Determine whether x SA−→
P
G y
are as follows:
• In the general settings of Prolog, the two decision prob-
lems are undecidable.
If the language is restricted to Datalog programs then determin-
ing the existence of information flows becomes decidable.
• piSF is EXPTIME-complete for Datalog programs.
• piSA is EXPTIME-complete for Datalog programs.
2.3 Very Naive and Semi Naive Bottom Up Evaluation
in Datalog
Datalog has two evaluation approaches, top down and bot-
tom up. In what follows, we will focus on the bottom up
evaluation. Now let’s list some of its characteristics:
• Not goal directed: this means that it does not start search-
ing for the desired answer from the query (the head of the
clause), it starts from the body of the clause.
• Starts from known facts and tries to infer new facts.
• It stops when no more new facts can be generated, i.e it
reaches a fixed point.
• Always terminates.
• The order of the rules is irrelevant, while in top down it
is extremely important. For example, in bottom up eval-
uation p(x,y)← q(x,z), p(z,y) is the same as p(x,y)←
p(x,z),q(z,y), whereas in top down it differs. For exam-
ple, p(x,y)← p(x,z),q(z,y) will lead to an infinite loot
using top down evaluation; but, using bottom up evalua-
tion, it will terminate.
In the upcoming parts, we will highlight on two of the algo-
rithms applied to the bottom up evaluation.
2.3.1 Very Naive Algorithm
Very Naive Algorithm is the first algorithm of the set of
bottom up evaluation algorithms[20]. First, we list some points
of how it works, then we write the evaluation algorithm and
explain it, after that we will write an example to demonstrate its
behavior by explaining in details every single step. Very Naive
algorithm works as follows:
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• It starts from scratch i.e it sets the values of all IDB predi-
cates to /0.
• It computes all the possible facts.
• It may infer irrelevant facts according to a certain query.
• The query is considered only at the end of the algorithm.
For example, if we have a goal: ← p(a,y), the answer of
this goal is returned as soon as the algorithm terminates
(i.e. after computing all the possible facts).
Require: Program P(
• List of EDB predicates {e1, · · · ,em}
• List of IDB predicates {r1, · · · ,rk}
• List of relations {E1, · · · ,Em} to serve as values of EDB
predicates. For example, if we have q(a,b). {q} is e1 and
{(a,b)} is E1.
• List of relations {R1, · · · ,Rk} to serve as values of IDB
predicates. For example, if we have p(a,b). {p} is r1
and {(a,b)} is R1.
• Goal: ← p(x,y)
)
Ensure: returns the answer of the goal in the input
begin
for i = 1 to k do
Ri = /0
end
repeat
for i = 1 to k do
Qi = Ri (save the old values)
end
for i = 1 to k do
Ri = EVAL(ri,E1, · · · ,Em,Qi, · · · ,Qk)
end
until Ri = Qi ∀i,1≤ i≤ k
return the answer of the goal in the input
end
Algorithm 1: Very Naive Algorithm
As we see in the first for loop, it sets all the IDB prdicates
to /0. Then, it repeats the following loops: first, it saves the old
values of the IDB predicates, where in the second one it applies
the EVAL function to each of the IDB’s. It does so until all
the IDB’s do not change, then it returns the answer of the input
goal.
Note: in the following example, we will explain more about the
EVAL function.
Example 2.4. Very Naive Algorithm Let P be a Datalog pro-
gram with the following input:
q(a,b)←;
q(b,c)←;
q(c,d)←;
p(x,y)← q(x,y);
p(x,y)← q(x,z), p(z,y);
Let the goal be← p(a,y).
In this example, we have 3 facts q(a,b), q(b,c) and q(c,d).
Also, q is the only EDB predicate since it appears only in the
body of the rules, whereas p is the only IDB predicate. More-
over, we have two rules as shown earlier. These rules will be
transformed into the following rule:
P(X ,Y ) = Q(X ,Y )∪ (piX ,Y (Q(X ,Z)on P(Z,Y )))
This what the EVAL function does, it is a combination of
select, project and join (database technique).
Now let’s execute this program.
Initially, set all the IDB’s to /0, here we only have p.
So P = /0, and Q = {(a,b),(b,c),(c,d)}
Round P
1 P = {(a,b),(b,c),(c,d)}
Explanation: Clearly, only the first rule works
in the first round because P is /0, so it takes all
the tuples from Q.
2 P = {(a,b),(b,c),(c,d),(a,c),(b,d)}
Explanation: Here, the second rule also works.
Applying the join between p and q, we get the
newly added tuples. The algorithm continues
because the values of P are changed.
3 P = {(a,b),(b,c),(c,d),(a,c),(b,d),(a,d)}
Explanation: New facts are generated, so the
algorithm continues.
4 P = {(a,b),(b,c),(c,d),(a,c),(b,d),(a,d)}
Explanation: No new facts are generated, the
algorithm stops. Now it considers the query,
piy(σx=a(P(x,y)). The answer is y = {b,c,d}.
We presented an example of the Very Naive Algorithm
to show how it works. As noticed, in each round, it gener-
ated new facts. But, it recomputed previously generated facts.
For example, in round 3, the new generated fact is (a,d), but,
(a,b),(b,c),(c,d),(a,c) and (b,d) are recomputed again. This
algorithm is thus inefficient. In the next part, we will show the
Semi Naive Algorithm.
2.3.2 Semi Naive Algorithm
There is a slight difference between Very Naive and Semi
Naive Algorithms, in which the latter does less work. For in-
stance, in the third round of the previous example, the tuple
(a,d) was newly generated, but all the other tuples were recom-
puted again, which is really a wasted time. The Semi Naive
Algorithm works in a different manner. Since the values of EDB
predicates never change during the whole execution except for
the IDB values, we can deduce the following:
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at round i for example, if we get a new fact (let’s say (a,b)), this
means that we used a newly generated fact at round i-1 to infer
(a,b) [20].
Require: Program P(
• List of EDB predicates {e1, · · · ,em}
• List of IDB predicates {r1, · · · ,rk}
• List of relations {E1, · · · ,Em} to serve as values of EDB
predicates.
• List of incremental predicates {∆R1, · · · ,∆Rk} where, for
each IDB predicate Ri, there is an incremental predicate
∆Ri that holds only the tuples added in the previous round
• Goal: ← p(x,y)
) Ensure: returns the answer of the goal in the input
begin
for i = 1 to k do
∆Ri=EVAL(ri,E1, · · · ,Em, /0, · · · , /0)
Ri=∆Ri
end
repeat
for i = 1 to k do
∆Qi=∆Ri
end
for i = 1 to k do
∆Ri=
EVAL(ri,E1, · · · ,Em,R1, · · · ,Rk,∆Q1, · · · ,∆Qk)
∆Ri=∆Ri-Ri
end
for i = 1 to k do
Ri=Ri∪∆Ri
end
until ∆Ri= /0 ∀i, 1≤ i≤ k
return the answer of the query
end
Algorithm 2: Semi Naive Algorithm
Indeed, this will avoid recomputing already generated facts
in addition to returning the same answer as the Naive one.
Now let’s list how this algorithm works:
• Starts from scratch i.e it sets the values all IDB predicates
to /0.
• Computes all the possible facts.
• It may infer irrelevant facts according to a certain query.
For example, if the goal: ← p(a,y), it may infer a fact of
predicate q (q(a,b) for instance).
• The query is considered only at the end of the algorithm.
For example, if we have a goal: ← p(a,y), the answer of
this goal is returned as soon as the algorithm terminates
(i.e. after computing all the possible facts).
• It introduces a new type of predicates called incremen-
tal predicates. The incremental predicates are those for
handling the newly generated facts [20].
• It stops when all the incremental predicates become /0.
Now let’s write the algorithm of the Semi Naive evaluation. In
the first f or loop, we apply the EVAL function to the incremen-
tal predicates having EDB predicates only in the body. Then,
we set all the IDB’s equal to the incremental predicates. In the
second loop, we save the old values of incremental predicates.
While in the third loop we apply the EVAL function to the incre-
mental predicates but including the newly generated facts from
loop number 1. After that, we remove the newly generated facts.
In the last loop, we add the new facts the original IDB predicate.
We repeat loop 2 to loop 4 until all the incremental predicates
become /0. Then, the answer of the query is returned.
Example 2.5. Semi Naive Algorithm
Now let’s consider the same example as before to show the
difference between the two algorithms. The difference occurs in
the rules:
1. ∆p(x,y)← q(x,y)
2. ∆p(x,y)← q(x,z),∆p(z,y)
Now let’s run this program. In the first loop, the incremental
predicates take values from the rules that have only EDB’s in
the body (here rule 1).
Thus, ∆P = {(a,b),(b,c),(c,d)} and P has the same values of
∆P.
Round
1 ∆P = {(a,b),(b,c),(c,d),(a,c),(b,d)}
∆P=∆P-P = {(a,c),(b,d)}
P=P∪∆P =
{(a,b),(b,c),(c,d),(a,c),(b,d)}
Explanation: Here we removed the newly
added tuples, then we will add those tuples
to the original predicate which is P. ∆P 6= /0,
the algorithm continues.
2 ∆P = {(a,c),(b,d),(a,d)}
∆P=∆P-P = {(a,d)}
P=P∪∆P =
{(a,b),(b,c),(c,d),(a,c),(b,d),(a,d)}
Explanation: Notice the difference here, ∆P
contains only two tuples (not 5 as in the Very
Naive Algorithm, here is the optimization).
3 ∆P = {(a,d)}
∆P=∆P-P = /0
P=P∪∆P =
{(a,b),(b,c),(c,d),(a,c),(b,d),(a,d)}
Explanation: Consequently, the algorithm
stops since all the incremental predicates be-
came /0. The answer of the query is: y =
{b,c,d}. Same answer as before but more effi-
cient since it didn’t recompute already gener-
ated facts in each round.
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3. Information Flow Definitions Revisited
using Bottom Up Evaluation Techniques
In this section, we will revisit information flow defintions
in Datalog programs but using a bottom up evaluation technique
using the two algorithms (Very Naive and Semi Naive). We
recall the first two definitions of detecting whether there is
a flow in a Datalog program based on bottom up evaluation
approach. Then, we show if there is any implication between
the definitions, for instance, if the existence of the first definition
entails the existence of the second one, and vice versa.
3.1 Definitions of Information Flow in Datalog Programs
based on Bottom Up Evaluation
The first definition is based on Success/Failure of the goals.
Let P be a Datalog program and G(x,y) be a two variables goal.
There is a flow of information from x to y in P (x SF−→
P
G y based
on SF in goal G and Program P) iff there exists a, b ∈UL(P)
such that P∪{G(a,y)} succeeds and P∪{G(b,y)} fails. This
means that when the user only sees the outputs of computations
in terms of successes and failures, ∃ two different a, b ∈UL(P)
such that the user can distinguish between the outputs of the
goals without seeing what concerns a and b. Now let’s show an
example to make it clearer.
Example 3.1. Information Flow based on Success/Failure using
Bottom Up Evaluation Let P be a program:
p(a,b)←;
and let G(x,y) be the following goal: ← p(x,y).
The set of generated facts using bottom up evaluation con-
sists of R = {p(a,b)}. Clearly, P∪ {G(a,y)} succeeds and
P∪{G(b,y)} fails (since we can find a fact p(a, .) ∈ R but no
fact of the form p(b, .) exists in R), then x SF−→
P
G y based on SF,
goal G and Program P. We retreive the same intuition as in the
case where the evaluation was based on a top down approach: if
we hide a and b from the goals and since the first goal succeeds
and the second one fails, we can distinguish by looking at the
facts that the first constant is ”a” whereas the second one is
”b”, consequently the flow occurs.
The second definition is based on the substitution answers
of the goals. Let P be a Datalog program and G(x,y) be a
goal. We can say that there is an information flow from x to
y in G(x,y) with respect to substitution answers in P iff ∃ a, b
∈UL(P) such that θ(P∪{G(a,y)}) 6= θ(P∪{G(b,y)}). In this
definition, the user only sees the outputs of computations in
terms of substitution answers. Consequently, there is a flow of
information from x to y if this user can distinguish the output of
P∪{G(a,y)} and the output of P∪{G(b,y)}.
Example 3.2. Information Flow based on Substitution Answers
using Bottom Up Evaluation Let’s consider the previous example
of program P:
p(a,b)←;
p(c,d)←;
and let G(x,y) be the following goal: ← p(x,y)
The set of generated facts using bottom up evaluation consists
of R = {p(a,b), p(c,d)}. Clearly, θ(P∪{G(a,y)}) = {y→ b}
and θ(P∪{G(b,y)}) = /0, then there is a flow from x to y(x SA−→
P
G
y based on substitution answers in G(x,y) and P).
3.2 Implications between Definitions based on Bot-
tom Up Evaluation
We retrieve the same results for the implication between the
definitions if it were based on a top down evaluation approach.
• The existence of a flow with respect to substitution an-
swers does not entail the existence of a flow with respect
to success and failures. To show this, let’s consider this
example.
Example 3.3. Existence of a flow w.r.t. SA doesn’t entail
the existence of a flow w.r.t SF Let P be the following
program:
q(a)←;
q(b)←;
p(a,b)←;
p(x,c)← q(x);
and let G(x,y) be the goal: ← p(x,y).
The set of generated facts using bottom up evaluation
is R = {q(a),q(b), p(a,b), p(a,c), p(b,c)}. Clearly, we
find that θ(P∪{G(a,y)}) = {y→ b,y→ c} and θ(P∪
{G(b,y)}) = {y→ c}, then x SA−→
P
G y based on substi-
tution answers in goal G(x,y) and program P. Since
P∪{G(a,y)} and P∪{G(b,y)} both succeed, then not
x SF−→
P
G y based on success/failure in goal G(x,y) and
program P.
• Let P be a logic program and G(x,y) be a two variables
goal. If x SF−→
P
G y based on success/failure in goal G(x,y)
and program P, then x SA−→
P
G y based on substitution an-
swers in goal G(x,y) and program P. The proof is as
follows:
Suppose that x SF−→
P
G y based on success/failure in goal
G(x,y) and program P, then ∃a, b ∈ UL(P) such that
P∪ {G(a,y)} succeeds and P∪ {G(b,y)} fails, i.e the
set of generated facts contains p(a, .), but does not con-
tain any p(b, .). Therefore, θ(P∪ {G(a,y)}) 6= /0 and
θ(P∪{G(b,y)}) = /0. Consequently, x SA−→
P
G y based on
substitution answers in goal G(x,y) and program P.
3.3 Flow Definitions based on Bottom Up Evaluation
VS Flow Definitions based on Top Down Evalua-
tions
In this part, we study the implications between the flow
definitions of the two evaluations (Bottom Up and Top Down).
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• The existence of a flow with respect to success/failure
using bottom up evaluation doesn’t entail the existence
of a flow with respect to success/failure using top down
evaluation. To show this, let’s consider this example.
Example 3.4. Existence of a flow w.r.t. success/failure
using bottom up evaluation doesn’t entail the existence
of a flow w.r.t. success/failure using top down evaluation
Let P be the following program:
p(a,b)←;
p(x,y)← p(x,y);
and let G(x,y) be the goal: ← p(x,y).
The set of generated facts using bottom up evaluation R
= {p(a,b)}.
Clearly, we find that P ∪ {G(a,y)} succeeds and P ∪
{G(b,y)} fails, then x SF−→
P
G y. But, using top down eval-
uation, this program does not terminate. Consequently,
flow can not be detected in top down.
• Let P be a logic program and G(x,y) be a two variables
goal. If x SF−→
P
G y using top down evaluation, then x
SF−→
P
G y
using bottom up evaluation. The proof is as follows:
Suppose that x SF−→
P
G y using top down evaluation, then
there ∃a,b ∈UL(P) such that P∪{G(a,y)} succeeds and
P∪{G(b,y)} fails.
Suppose that there is no flow using bottom up evaluation.
This means that P∪{G(b,y)} succeeds. Therefore, there
∃ a fact f for example, led to the success of P∪{G(b,y)}.
Consequently, the fact f should lead to the success of
P∪{G(b,y)} in top down. Contradiction, therefore, there
is a flow using bottom up evaluation.
• The existence of a flow with respect to substitution an-
swers using bottom up evaluation doesn’t entail the exis-
tence of a flow with respect to substitution answers using
top down evaluation. To show this, let’s consider this
example.
Example 3.5. Existence of a flow w.r.t. substitution an-
swers using bottom up evaluation doesn’t entail the exis-
tence of a flow w.r.t. substitution answers using top down
evaluation Let P be the following program:
p(a,b)←;
p(x,y)← p(x,y);
and let G(x,y) be the goal: ← p(x,y).
The set of generated facts using bottom up evaluation R
= {p(a,b)}.
Clearly, we find that θ(P∪ {G(a,y)}) = {y→ b} and
θ(P∪ {G(b,y)}) = /0, then x SA−→
P
G y. But, using top
down evaluation, this program does not terminate. Con-
sequently, flow can not be detected in top down.
• Let P be a logic program and G(x,y) be a two variables
goal. If x SA−→
P
G y using top down evaluation, then x
SA−→
P
G y
using bottom up evaluation. The proof is as follows:
Suppose that x SA−→
P
G y using top down evaluation, then
there ∃a,b ∈UL(P) such that θ(P∪{G(a,y)}) 6= θ(P∪
{G(b,y)}).
Suppose that there is no flow using bottom up evaluation.
This means that θ(P ∪ {G(a,y)}) = θ(P ∪ {G(b,y)}).
Therefore, there ∃ a generated fact of the form p(a,θ 1a ),
· · · , p(a,θ na ), p(b,θ 1b ), · · · , p(b,θmb ) such that p(a,θ ia) =
p(b,θ ja ) ∀ 1≤ i≤ n and ∀ 1≤ j ≤ m. Contradiction since
θ(P∪{G(a,y)}) 6= θ(P∪{G(b,y)}) in top down.
4. Decidability / Complexity
We study the computational complexity of the following
decision problems:
piSF
{
Input: A logic program P, a two variables goal G(x,y)
Output: Determine whether x SF−→
P
G y
piSA
{
Input: A logic program P, a two variables goal G(x,y)
Output: Determine whether x SA−→
P
G y
Thus, we present algorithms for detecting whether there is
a flow of information in Datalog program based on the bottom
up technique (Naive and Semi Naive respectively). Proofs of
this algorithm will be given such as Termination, Soundness,
Completeness; hardness and the complexity of the decision
problem will be studied, in addition to the running example to
demonstrate the detection of the flow.
4.1 Decidability and Computational Complexity of Flow
based on Bottom Up Evaluation Naive Algorithm
We now study the decidability and computational complex-
ity of (piSF) based on Bottom Up Evaluation Naive Algorithm.
The main point of this algorithm is to skim over the set of her-
brand universe and to check, at the end of the algorithm if there
are unremoved constants. If it is the case, then there is a flow.
For this, consider algorithm 3.
In order to demonstrate the decidability of (piSF), we need
to prove the following lemmas:
Lemma 4.1 (Termination). Algorithm 3 terminates.
Lemma 4.2 (Completeness). If x SF−→
P
G y, then Algorithm 3
returns true.
Lemma 4.3 (Soundness). If Algorithm 3 returns true, then
x SF−→
P
G y.
Proof of Lemma 4.1. According to Jeffrey D.Ullman [20], sup-
pose we have an upper limit of arity, let’s say a, and number of
symbols, let it be b. So, we have ba different tuples. Also, let
m be the number of IDB predicates, so, this algorithm needs at
most mba rounds to reach a fixed point and terminates.
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Require: Program P(
• List of EDB predicates {e1, · · · ,em}
• List of IDB predicates {r1, · · · ,rk}
• List of relations {E1, · · · ,Em} to serve as values of EDB
predicates.
• Distinct Herbrand Universe UL(P) {a1, · · · ,an}
• Goal: ← g(x,y)
)
Ensure: x SF−→
P
G y.
begin
succeed = false
for i = 1 to k do
Ri = /0
end
repeat
for i = 1 to k do
Qi = Ri
end
for i = 1 to k do
Ri = EVAL(ri,E1, · · · ,Em,Qi, · · · ,Qk)
if predicate(Ri,’g’) and arity(Ri,2) then
succeed = true
remove(constant(Ri,UL))
end
end
until Ri = Qi ∀i,1≤ i≤ k
if succeed == true and UL contains at least one
element then
return true
end
return false
end
Algorithm 3: Very Naive - Flow Detection based on Suc-
cess/Failure
Proof of Lemma 4.2. If x SF−→
P
G y, thus there ∃ two constants a,
b ∈UL with a 6= b such that G(a,y) succeeds whereas G(b,y)
fails. According to this algorithm, constant a will be removed
from UL and succeed will be set to true, while b will remain
in UL. Consequently, the if condition will be true and the
algorithm will return true.
On the other hand, if there is no flow x SF−→
P
G y, we have two
cases:
(1) ∀ constant ai ∈UL(1≤ i≤ n), G(ai,y) fails, OR
(2) ∀ constant ai ∈UL(1≤ i≤ n), G(ai,y) succeed and ai will
be removed from UL.
In both cases, this will lead to the falseness of the if condition
and the algorithm will return false.
Proof of Lemma 4.3. If the algorithm returns true, thus the
if condition is true, consequently succeed = true (1) and
UL contains at least one element (2).
From (1), there ∃ constant a ∈UL such that G(a,y) succeeded
and a is removed from UL.
From (2), there ∃ another constant b 6= a ∈UL such that G(b,y)
failed. (b 6= a because UL is distinct).
Thus, x SF−→
P
G y.
On the other hand, if the algorithm returns false, we have
two cases:
(1) succeed = false which leads to the fact that ∀ constant
ai ∈UL(1≤ i≤ n) G(ai,y) failed.
(2) UL contains zero elements, which means that ∀ constant
ai ∈UL(1≤ i≤ n), G(ai,y) succeeded and ai removed from UL.
In both cases 6 ∃ two constants a,b ∈UL with a 6= b such that
G(a,y) succeeds and G(b,y) fails. Thus, there is no flow.
As a consequence of lemmas 4.1 – 4.3, we have:
Theorem 4.4. Algorithm 3 is a sound and complete decision
procedure for (piSF).
It follows that (piSF) is decidable. Moreover,
Theorem 4.5. (piSF) is EXPTIME-Complete
Proof. (Membership) Now, we will explain briefly about the
complexity of this algorithm by estimating the time needed for
the loops and certain instructions.
The following for loop needs about θ(k) as a time complex-
ity.
for i = 1 to k do Ri = /0
EVAL function is a database technique (σ ,pi,on).
Suppose we have a table of length k.
σ : θ(k)
pi : θ(K)
Suppose we have two tables of length k, l respectively.
on: θ(k× l)
Also, we have ”repeat - until” and an inner for loop, so, this
algorithm can be executed in EXPTIME in the worst case.
(Hardness) In order to prove EXPTIME-hardness, we con-
sider the following decision problem known to be EXPTIME-
hard [21]:
pi
{
Input: A Datalog program P, a ground atom A
Output: P∪A (A is a logical consequence of P)
Let (P,A) be an instance of pi and let (P′,g(x,y)) be the
instance of piSF defined by P′ = P∪ {g(a,y)← A}, where g
is a new predicate symbol. Thus P∪A iff x SF−→
P′
g y based on
success/failure in goal g and program P′.
(→) Suppose that A is a logical consequence of P, thus, P′ ∪
{← g(a,y)} succeeds and P′∪{← g(b,y)} fails. Consequently,
x SF−→
P′
g y based on success/failure in goal g and program P
′.
(←) Suppose that x SF−→
P′
g y based on success/failure in goal g
and program P′. Then ∃a, b ∈UL(P) such that P′∪{← g(a′,y)}
succeeds and P′ ∪ {← g(b′,y)} fails. Hence, it follows that
a′ = a and b′ 6= a. Thus, P∪A.
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Example 4.6. Flow Detection based on SF using Naive Algo-
rithm in Bottom Up Evaluation This example will show how
algorithm 3 detects whether there is a flow or not based on
success/failure definition.
Let P be the following program:
g(a,b)←;
And let the goal be g(x,y).
Clearly, the herbrand universe UL(P) = {a,b}, and we have only
one predicate which is g.
When we reach the if condition, the predicate is ’g’ and the
arity is 2 also, then the boolean flag (succeed) will be set to
true. The function ”constant” returns the first argument of
the predicate ’g’ so that the function ”remove” removes it from
UL(P). Now UL(P) = {b}.
Now, the algorithm reaches the last if condition since no more
new facts can be generated. succeed is set to true and UL
contains at least one element, consequently, it returns true→
Flow Detected.
In contrast, if the program has one more fact g(b,a) in ad-
dition to the old one(g(a,b)), this will lead to the emptiness of
UL in some round. Consequently, this will lead to the falseness
of the if condition. The algorithm will returns false→ NO
Flow.
We now study the decidability and computational complex-
ity of (piSA) based on Bottom Up Evaluation Naive Algorithm.
For this, consider algorithm 4.
In algorithm 4, A is a set of (key/value) pairs representing
the substitution answers of each of the constants in UL. For
example, if we have A[a] = {a,b,c} this means that a is the key
and {a,b,c} is the value representing the substitution answer of
a.
In order to demonstrate the decidability of (piSA), we need
to prove the following lemmas:
Lemma 4.7 (Termination). Algorithm 4 terminates.
Lemma 4.8 (Completeness). If x SA−→
P
G y, then Algorithm 4
returns true.
Lemma 4.9 (Soundness). If Algorithm 4 returns true, then
x SA−→
P
G y.
Proof of Lemma 4.7. Same proof as 4.1.
Proof of Lemma 4.8. If x SA−→
P
G y, thus there ∃ constants a,b ∈
UL with a 6= b such that θ(g(a,y)) 6= θ(g(b,y)). So, according
to this algorithm, we have two cases:
(1) one of the substitution answers is /0, this means that this
constant is not removed from UL, while the other one has a
non empty set and removed from UL and added to A (A now is
not empty). Thus, A is not empty and UL contains at least one
Require: Program P (
• List of EDB predicates {e1, · · · ,em}
• List of IDB predicates {r1, · · · ,rk}
• List of relations {E1, · · · ,Em} to serve as values of EDB
predicates.
• Distinct Herbrand Universe UL(P) {a1, · · · ,an}
• Goal: ← g(x,y)
)
Ensure: x SA−→
P
G y.
begin
for i = 1 to k do
Ri = /0
end
repeat
for i = 1 to k do
Qi = Ri
end
for i = 1 to k do
Ri = EVAL(ri,E1, · · · ,Em,Qi, · · · ,Qk) if
predicate(Ri,’g’) and arity(Ri,2) then
A[constant(Ri1)] = constant(Ri2)
remove(constant(Ri1,UL)
end
end
until Ri = Qi ∀i,1≤ i≤ k
if A is empty or (UL contains zero elements not in keys
of A and A doesn’t contain two different substitution
answers) then
return false
end
return true
end
Algorithm 4: Very Naive - Flow Detection based on Substitu-
tion Answers
element not in keys of A. So, the if condition will be false,
consequently this algorithm will return true.
(2) All the constants are removed from UL. This means that UL
contains zero elements not in keys of A. Also, A is not empty
and contains two different substitution answers. Consequently,
the if condition is false, thus, the algorithm will return true.
On the other hand, if there is no flow x SA−→
P
G y, we have two
cases:
(1) ∀ constant ai ∈UL(1≤ i≤ n),θ(g(ai,y)) = /0, OR
(2) ∀ constant ai,a j ∈UL(1≤ i≤ n),θ(g(ai,y)) = θ(g(a j,y)).
In both cases, this will lead to the truth of the if condition.
Consequently, the algorithm will return false.
43
A. Yaacoub et al. / International Journal of Computer Science: Theory and Application
Proof of Lemma 4.9. If the algorithm returns true, thus, the
if condition is false. This means that A is not empty and (UL
contains at least one element not in keys of A or A contains two
different substitution answers).
(1) (A is not empty and UL contains at least one element not in
keys of A), OR
(2) (A is not empty and A contains two different substitution
answers).
In (1), A is not empty, then there ∃ a constant a ∈UL such that
θ(g(a,y)) 6= /0. And UL contains at least one element not in
keys of A means, there ∃ another constant b 6= a ∈UL such that
θ(g(b,y)) = /0. Consequently, x SA−→
P
G y.
In (2) as in (1) for A is not empty. And A contains two different
substitution answers means that there ∃ two constants a,b ∈UL
with a 6= b such that θ(g(a,y)) 6= θ(g(b,y)). Thus, x SA−→
P
G y.
On the other hand, if the algorithm returns false, we have two
cases:
(1) A is empty. Therefore, ∀ constants ai,a j ∈UL with ai 6= a j,
we have θ(g(ai,y)) = θ(g(a j,y)) = /0. Consequently, there is
no flow.
(2) UL contains zero elements not in keys of A and A doesn’t
contain two different substitution answers. This means that ∀
constant ai ∈UL(1≤ i≤ n),θ(g(ai,y)) 6= /0. But A doesn’t con-
tain two different substitution answers, so, ∀ constant ai,a j ∈
UL with ai 6= a j,θ(g(ai,y)) = θ(a j,y)). Thus, there is now
flow.
As a consequence of lemmas 4.7 – 4.9, we have:
Theorem 4.10. Algorithm 4 is a sound and complete deci-
sion procedure for (piSA).
It follows that (piSA) is decidable. Moreover,
Theorem 4.11. (piSA) is EXPTIME-Complete
Proof. (Membership) Concerning the time complexity of this
algorithm, our study will be based on the set of pairs A.
First, we have to sort the set of substitution answers which is
called A using merge-sort algorithm:
worst case:
Suppose the length of keys of A is n. And each entry of A (i.e
values of substitution answers) is n also.
To sort one row it is about θ(nlogn).
To sort all rows, time complexity will be about θ(n2logn).
To search an element in a sorted set, complexity will be θ(log2n).
To compare all rows with each other θ(n2logn).
Consequently, this algorithm is executed in EXPTIME.
(Hardness:) In order to prove EXPTIME-hardness, we con-
sider the following decision problem known to be EXPTIME-
hard [16, 21]:
pi
{
Input: A Datalog program P, a ground atom A
Output: P∪A (A is a logical consequence of P)
Let (P,A) an instance of pi and let (P′,g(x,y)) be the in-
stance of piSA defined by P′ = P∪{g(a,y)← A}, where g is a
new predicate symbol. Thus P∪A iff x SA−→
P′
g y.
(→) Suppose that A is a logical consequence of P, thus, θ(P′∪
{← g(a,y)}) 6= /0 and θ(P′∪{← g(b,y)}) = /0. Consequently,
x SA−→
P′
g y.
(←) Suppose that x SA−→
P′
g y. Then ∃a,b ∈ UL(P) such that
θ(P′∪{← g(a′,y)}) 6= /0 and θ(P′∪{← g(b′,y)}) = /0. Hence,
it follows that a′ = a and b′ 6= a. Thus, P∪A.
Example 4.12. Flow Detection based on SA using naive bottom
up evaluation Let’s consider the previous example.
Let P be the following program:
g(a,b)←
And let the goal be g(x,y).
Clearly, the herbrand universe UL(P) = {a,b}, and we have only
one predicate which is g.
When we reach the if condition, the predicate is ’g’ and the
arity is 2 also, then the first constant of g will be added to the
keys of A, whereas the second constant of g will be added to
the substitution answers of the first constant. And the function
”constant” returns the first argument of the predicate ’g’ so that
the function ”remove” removes it from UL(P). Now UL(P) = {b}
and A[a] = {b}(A 6= /0).
Now, the algorithm reaches the last if condition since no more
new facts can be generated. We have A is not empty and UL
contains at least one element not in keys of A, consequently, it
returns 1→ Flow Detected.
In contrast, if we add another fact to the program, let it be
g(b,b). At some round, A will get a second entry which is for
constant b which in turn will be removed from UL. Now, UL = /0
and A[b]={b}. As soon as the algorithm stops, it reaches the
last if condition. Here, we have A 6= /0 but all entries of A are of
the same substitution answers in addition to UL = /0. Thus, the
algorithm returns zero. Consequently, NO Flow.
4.2 Decidability and Computational Complexity of Flow
based on Bottom Up Evaluation Semi Naive Algo-
rithm
We now study the decidability and computational com-
plexity of (piSF) based on Bottom Up Evaluation Semi Naive
Algorithm. For this, consider algorithm 5.
In order to demonstrate the decidability of (piSF), we need
to prove the following lemmas:
Lemma 4.13 (Termination). Algorithm 5 terminates.
Lemma 4.14 (Completeness). If x SF−→
P
G y, then Algorithm
5 returns true.
Lemma 4.15 (Soundness). If Algorithm 5 returns true,
then x SF−→
P
G y.
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Require: Program P (
• List of EDB predicates {e1, · · · ,em}
• List of IDB predicates {r1, · · · ,rk}
• List of relations {E1, · · · ,Em} to serve as values of EDB
predicates.
• List of incremental predicates {R1, · · · ,Rk} where, for
each IDB predicate Pi, there is an incremental predicate
∆Pi that holds only the tuples added in the previous round
• Distinct Herbrand Universe UL(P){a1, · · · ,an}
• Goal: ← g(x,y)
)
Ensure: x SF−→
P
G y.
begin
succeed = false
for i = 1 to k do
∆Ri=EVAL(ri,E1, · · · ,Em, /0, · · · , /0)
if predicate(∆Ri,’g’) and arity(∆Ri,2) then
succeed = true
remove(constant(∆Ri),UL)
end
Ri=∆Ri
end
repeat
for i = 1 to k do
∆Qi=∆Ri
end
for i = 1 to k do
∆Ri=
EVAL(ri,E1, · · · ,Em,R1, · · · ,Rk,∆Q1, · · · ,∆Qk)
∆Ri=∆Ri-Ri
if predicate(∆Ri,’g’) and arity(∆Ri,2) then
succeed = true
remove(constant(∆Ri),UL)
end
end
for i = 1 to k do
Ri=Ri∪∆Ri
end
until ∆Ri= /0 ∀i, 1≤ i≤ k
if succeed == true and UL contains at least one
element then
return true
end
return false
end
Algorithm 5: Semi Naive - Flow Detection based on Suc-
cess/Failure
Proof of Lemma 4.13. Same proof as 4.1.
Proof of Lemma 4.14. Same proof as 4.2.
Proof of Lemma 4.15. Same proof as 4.3.
As a consequence of lemmas 4.13 – 4.15, we have:
Theorem 4.16. Algorithm 5 is a sound and complete deci-
sion procedure for (piSF).
It follows that (piSF) is decidable. Moreover,
Theorem 4.17. (piSF) is EXPTIME-Complete
Proof. (Membership) Now, we will explain briefly about the
complexity of this algorithm by estimating the time needed for
the loops and certain instructions. This following for loop needs
about θ(k) as a time complexity.
for i = 1 to k do Ri = /0
EVAL function is a database technique (σ ,pi,on).
Suppose we have a table of length k.
σ : θ(k)
pi : θ(K)
Suppose we have two tables of length k, l respectively.
on: θ(k× l)
Also, we have ”repeat - until” and an inner for loop, so, this
algorithm can be executed in EXPTIME in the worst case.
(Hardness) In order to prove EXPTIME-hardness, we con-
sider the following decision problem known to be EXPTIME-
hard [16, 21]:
pi
{
Input: A Datalog program P, a ground atom A
Output: P∪A (A is a logical consequence of P)
Let (P,A) be an instance of pi and let (P′,g(x,y)) be the
instance of piSF defined by P′ = P∪ {g(a,y)← A}, where g
is a new predicate symbol. Thus P∪A iff x SF−→
P′
g y based on
success/failure in goal g and program P′.
(→) Suppose that A is a logical consequence of P, thus, P′ ∪
{← g(a,y)} succeeds and P′∪{← g(b,y)} fails. Consequently,
x SF−→
P′
g y based on success/failure in goal g and program P
′.
(←) Suppose that x SF−→
P′
g y based on success/failure in goal g
and program P′. Then ∃a, b ∈UL(P) such that P′∪{← g(a′,y)}
succeeds and P′ ∪ {← g(b′,y)} fails. Hence, it follows that
a′ = a and b′ 6= a. Thus, P∪A.
We now study the decidability and computational complex-
ity of (piSA) based on Bottom Up Evaluation Semi Naive Algo-
rithm. For this, consider algorithm 6:
Where, A is a set of (key/value) pairs representing the sub-
stitution answers of each of the constants in UL. For example, if
we have A[a] = {a,b,c} this means that a is the key and {a,b,c}
is the value representing the substitution answer of a.
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Require: Program P (
• List of EDB predicates {e1, · · · ,em}
• List of IDB predicates {r1, · · · ,rk}
• List of relations {E1, · · · ,Em} to serve as values of EDB
predicates.
• List of incremental predicates {R1, · · · ,Rk} where, for
each IDB predicate Pi, there is an incremental predicate
∆Pi that holds only the tuples added in the previous round
• Distinct Herbrand Universe UL(P){a1, · · · ,an}
• Goal: ← g(x,y)
)
Ensure: x SA−→
P
G y.
begin
for i = 1 to k do
∆Ri=EVAL(ri,E1, · · · ,Em, /0, · · · , /0)
if predicate(∆Ri,’g’) and arity(∆Ri,2) then
A[constant(∆Ri1)] = constant(∆Ri2)
remove(constant(∆Ri1),UL)
end
Ri=∆Ri
end
repeat
for i = 1 to k do
∆Qi=∆Ri
end
for i = 1 to k do
∆Ri=
EVAL(ri,E1, · · · ,Em,R1, · · · ,Rk,∆Q1, · · · ,∆Qk)
∆Ri=∆Ri-Ri
if predicate(∆Ri,’g’) and arity(∆Ri,2) then
A[constant(∆Ri1)]=constant(∆Ri2)
remove(constant(∆Ri1),UL)
end
end
for i = 1 to k do
Ri=Ri∪∆Ri
end
until ∆Ri= /0 ∀i, 1≤ i≤ k
if A is empty or (UL contains zero elements not in keys
of A and A doesn’t contain two different substitution
answers) then
return false
end
return true
end
Algorithm 6: Semi Naive - Flow Detection based on Substi-
tution Answers
In order to demonstrate the decidability of (piSA), we need
to prove the following lemmas:
Lemma 4.18 (Termination). Algorithm 6 terminates.
Lemma 4.19 (Completeness). If x SA−→
P
G y, then Algorithm
6 returns true.
Lemma 4.20 (Soundness). If Algorithm 6 returns true,
then x SA−→
P
G y.
Proof of Lemma 4.18. Same proof as 4.1.
Proof of Lemma 4.19. Same proof as 4.8.
Proof of Lemma 4.20. Same proof as 4.9.
As a consequence of lemmas 4.18 – 4.20, we have:
Theorem 4.21. Algorithm 6 is a sound and complete deci-
sion procedure for (piSA).
It follows that (piSA) is decidable. Moreover,
Theorem 4.22. (piSA) is EXPTIME-Complete
Proof. (Membership) Concerning the time complexity of this
algorithm, our study will be based on the set of pairs A.
First, we have to sort the set of substitution answers which is
called A using merge-sort algorithm:
worst case:
Suppose the length of keys of A is n. And each entry of A (i.e
values of substitution answers) is n also.
To sort one row it is about θ(nlogn).
To sort all rows, time complexity will be about θ(n2logn).
To search an element in a sorted set, complexity will be θ(log2n).
To compare all rows with each other θ(n2logn).
Consequently, this algorithm is executed in EXPTIME.
(Hardness:) In order to prove EXPTIME-hardness, we con-
sider the following decision problem known to be EXPTIME-
hard [16, 21]:
pi
{
Input: A Datalog program P, a ground atom A
Output: P∪A (A is a logical consequence of P)
Let (P,A) an instance of pi and let (P′,g(x,y)) be the in-
stance of piSA defined by P′ = P∪{g(a,y)← A}, where g is a
new predicate symbol. Thus P∪A iff x SA−→
P′
g y.
(→) Suppose that A is a logical consequence of P, thus, θ(P′∪
{← g(a,y)}) 6= /0 and θ(P′∪{← g(b,y)}) = /0. Consequently,
x SA−→
P′
g y.
(←) Suppose that x SA−→
P′
g y. Then ∃a,b ∈ UL(P) such that
θ(P′∪{← g(a′,y)}) 6= /0 and θ(P′∪{← g(b′,y)}) = /0. Hence,
it follows that a′ = a and b′ 6= a. Thus, P∪A.
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5. Conclusion
in this paper, we presented an ewest approach of information
flow detection in Datalog based using bottom up evaluation.
Implications between definitions were studied, in addition to
the implications between definitions of bottom up and top down
evaluations. We studied the decidability and computational
complexity of the flow detection using each the two algorithms,
Very Naive and Semi Naive respectively.
We showed that information flow detection in logic program-
ming using the two aforementioned algorithms is decidable and
it is EXPTIME-Complete.
Future work can be dedicated to the study of the third infor-
mation flow definition in Datalog programs based on bottom up
evaluation, which is the bisimilarity between goals.
Magic Sets algorithm is an efficient algorith for bottom-up
evalation for Dalaog goals, since it is query based algorithm. In
other words, it returns the same answer when the same query is
run using top down evaluation. A future study could be based
on studying the complexity of information flow detection.
Moreover, we can base our research on another type of
Datalog programs such as stratified Datalog, which is a Datalog
program that accepts negative literals in its rules, i.e. p(x,y)←
¬q(x,y).
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