Abstract. As tools and systems for producing and disseminating image data have improved significantly in recent years, the volume of digital images has grown rapidly. An efficient mechanism for managing such images in a digital archive system is therefore needed. In this study, we propose an image classification technique that meets this need. The technique can be employed to annotate and verify image categories when gathering images. The proposed method segments each image into non-overlapping blocks from which color and texture features can be extracted. Support Vector Machine (SVM) classifiers are then applied to train and classify the images. Our experimental results show that the proposed classification mechanism is feasible for digital archive management systems.
Introduction
There has been an enormous growth in the number of digital image files in digital libraries in recent years; however managing these files has become increasingly difficult. To reduce the cost of digital image management, an automatic tool for digital libraries is required. In digital image management, research activities include image retrieval [1] , digital rights management [2] , and image annotation [3] . These research activities are very much related to image classification techniques. In addition, if there is a large volume of images, an efficient classification technique is very useful for maintaining the quality and correctness of the digital library. Take, for example, a set of naïve images in which no metadata has been embedded. An image classification technique can be applied to annotate the images and store them in appropriate categories. Furthermore, we can use the classification technique to verify the correctness of manually labeled image categories and dubious images can be identified and double-checked to maintain the quality of the digital library.
In this paper, we integrate an image classification technique with a digital archive management system. Image classification in our system comprises two components: off-line image training and on-line image classification. In the first component, each image is segmented into non-overlapping blocks. A color and texture histogram of each image block is then extracted as its feature representation, and the Support Vector Machine (SVM) technique is applied to train several image category classifiers. In on-line classification, we extract the features of the image and use the trained SVM classifiers to store gathered images in appropriate categories.
The remainder of this paper is organized as follows. In the next section, we discuss related works. In Section 3, we address SVM training and classification, together with image feature extraction. Section 4 describes the implementation platform and experimental results. Finally, we present our conclusions and discuss future research directions in Section 5.
Related Work
Many content-based image retrieval (CBIR) systems have been developed since the early 1990s. CBIR for large image databases [5] has been studied extensively in relation to image processing, information retrieval, pattern recognition, and database management. Most CBIR research efforts have focused on finding effective feature representations for images. First, the histogram method has been widely used for various image categorization problems. Szummer and Picard [4] and Vailaya et al. [6] use color histograms to classify indoor and outdoor images. Chapelle et al. [7] apply SVM to classify images containing a generic set of objects based on color histogram features. The above works show that histograms can be computed at a low cost and are effective for certain classification cases. However, a major shortcoming of general histogram representation is that spatial structural information is missed. Hence, other features such as texture and shape have been proposed to solve this problem [8] [9] [10] [11] .
A number of methods that extract features by dividing an image into blocks have been proposed. Gorkani and Picard [12] first divide an image into 16 non-overlapping, equal-sized blocks, and then compute the dominant orientations for each block. Finally, the image is classified as a city or suburb scene by the major orientations of the blocks. Wang et al. [13] develop an algorithm for classifying graphs or photographs. The classifier divides an image into blocks, and classifies each block into one of two categories based on the wavelet coefficients in high frequency channels. If the percentage of blocks classified as photograph is higher than a predefined threshold, the image is marked as a photograph; otherwise, it is marked as a graph. Yu and Wolf [14] propose a Hidden Markov Model (HMM) classifier for indoor/outdoor scene classification that is trained on vector quantized (VQ) color histograms of image blocks. Li and Wang [15] suggest that a particular category of images can be captured by a two-dimensional multi-resolution HMM trained on the color and texture features of the image blocks. Yanai [16] describe a generic image classification system that uses images gathered automatically from the World Wide Web as training images for generic image classification, instead of using image collections gathered manually. Murphy et al. [17] propose four graph models that associate the features of image blocks with objects and perform joint scene and object recognition.
images sourced by the archive system and link them to categories through SVM training. Next, in the classification component, we classify unknown images into one of the categories using SVM classifiers. Figure 1 shows the workflow of the image training and classification modules in our digital archive management system. 
Feature Extraction
Since archive images in the same category have similar characteristics, an image's content, such as its color and texture, can be used to represent the characteristics of the category. For example, an image of Archaeological Data usually has an ancient object in the center of the image, while a Han Wooden Slip image usually exhibits natural wood colors, but the use of ultra red rays may reveal detail not visible in the chromatic image. In the following, we describe the color and texture feature extraction process.
To obtain color features, we first normalize the size of a training image into 96×120 pixels, and segment them into 4×4 non-overlapping blocks (see Figure 1) . Next a color histogram vector for each block is computed. A mean vector is also computed by averaging the color histogram vectors of the sixteen blocks. We then calculate the color histogram intersection between each block's histogram vector and the mean vector. Finally we have sixteen similarity values as our color feature representation.
For texture feature extraction, we apply Canny's edge detection algorithm [18] to each block. First, we use a Gaussian mask to smoothing the image's noise, and use a pair of 3x3 Sobel convolution masks to estimate the gradient in the x-direction (Gx) and y-direction (Gy). Then we use the gradient of Gx and Gy to compute the pixel direction as follows: 
For quantization, an edge direction is given a setting based on the range it falls within. An edge direction in the range (0~22.5 & 157.5~180 degrees) is set to 0 degrees. Any edge direction falling in the range (22.5~67.5 degrees) it is set to 45 degrees; in the range (67.5~112.5 degrees) it is set to 90 degrees; and in the range (112.5~157.5 degrees) is set to 135 degrees. We calculate the direction histogram of four region-ofinterest (ROI) blocks (blocks 6, 7, 10, and 11 in Figure 1 ) in the image to determine its texture feature representation.
SVM Training and Classification
The Support Vector Machine (SVM) technique utilizes the minimal structured risk principle in machine learning theory, and generally performs effectively on pattern classification problems without incorporating domain knowledge [19] . It is based on a binary classification method, and looks for a hyper-plane to divide objects into two classes. It can ensure the minimal error rate of classification. The main advantage of SVM is that it can process linearly inseparable cases by training and analyzing the given data to generate support vectors. After removing extreme data from the training data, it builds the support vectors into a model. It then classifies any existing test data into the appropriate classes.
The color and texture features are used for training and classification. We normalize the features of training images as follows: 
Experimental Results
Our image collections contain Archaeological Data, Buddhist Rubbings, Han Dynasty Stone Relief Rubbings, Fu-Ssu Nien Ancient Books, and Han Wooden Slips. An image database, built by Redhat Linux 7.3, is divided into two components: the multimedia center web system (MMC) and the image processing daemon (IPD). These two components share the kernel function module layer and the database and file storage layer. The MMC executes the Servlet through JavaBeans invoked and compiled by the Application Server. The IPD uses the API through the kernel function module layer to communicate with the database and file storage layer. The classification module was developed by Java-Servlet and SVM tools [20] . Figure 2 shows some of the class images from the digital archive management system. Table 1 lists the image collections. There are 2716 collected images (# CI) 385 training images (# TRI), and 2331 testing images (# TI). In the training stage, we use a different cross-validation parameter (# CV) in each class to increase the accuracy ((%) CVA). The recall rate, precision rate, and F-measure are used to evaluate the classification performance. Table 2 shows the accuracy rates derived from experiments that evaluated the proposed classification technique. The recall rate (Rec. (%)) is denoted by TI R / TI T , the precision rate (Pre. (%)) is defined by TI R / (TIr + TIw), and the F-measure is the harmonic mean of the recall and the precision rates.
TI R , TIw, and TI T are the number of correctly clustered images, the number of incorrectly clustered images, and the number of test images for each class, respectively. All values are represented in percentages. A test image estimated by each SVM classifier returns a decision value, and the classifier with the highest decision values is assigned as the category of the test image. ADV is average of the decision values in the classifier. We obtained an average F-measure of 86.67%, as shown in Table 2 . Figures 3 and 4 show the classification results of Archaeological Data and Fu-Ssu Nien Ancient Books in the digital archive management system. The results of Archaeological Data, Fu-Ssu Nien Ancient Books, and Han Wooden Slips (ultra red rays) are superior to the Buddhist Rubbing, Han Dynasty Stone Relief Rubbings, and Han Wooden Slips (chromatic). We assume that the color tones of the first three categories are similar. The image sizes in the last three categories are irregular so that the images have different textures. From our experimental results, it is clear that the average F-measure is extremely effective for image classification. 
Conclusions and Future Work
In this paper, we have integrated an image classification technique with a digital archive management system. Images are segmented into blocks to extract their color and texture histograms as their feature representations, which are then trained to generate Support Vector Machine (SVM) classifiers. Our experiments show very promising results for the proposed technique. We believe the proposed image classification technique would be very useful for automatic annotation and validation in large image databases.
In our future work, we will investigate and compare the effectiveness of other image features (shape, spatial layout, etc.) and classification techniques (Bayesian networks, decision trees, etc.). In addition, we will build a multi-level semantic annotation mechanism to facilitate image management and searching.
