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Abstrakt
V  této  práci  zkoumáme  rychlost  6  metod  výpočtu  průsečíku  paprsku  s  trojúhelníkem,  což  je 
elementární operace při sledování paprsku. Zkoumáme jak jejich implementace softwarové v C++ a 
SSE,  pro  výpočty  po  jednom  paprsku  i  po  svazcích  4  paprsků,  tak  lehkým  nástinem  jejich 
implementaci  hardwarovou.  Metody  jsou  podrobeny  testům s  náhodně  generovanými  i  reálnými 
scénami  a  z těchto testů  nejlépe vyšla  pro jednopaprskouvou implementaci  metoda  Havel-Herout 
(SSE4),  pro svazkovou pak metoda Shevtsovova (SSE),  přičemž Shevtsovova metoda je z těchto 
dvou vhodnější pro hardwarovou implementaci.
Abstract
In this thesis we try to examine speed of 6 methods for ray-triangle intersection computation, which is 
elementary operation performed in raytracing. We examine their software implementations in C++ 
and SSE, for both single-ray and 4-ray packet implementation, as well as their hypothetical hardware 
implementation. Methods are tested with both randomly generated and real scenes and best results 
were measured for method Havel-Herout (SSE4) among single-ray implementations and Shevtsov's 
method (SSE) among ray-packet implementations, where Shevtsov's  method is of those two more 
suitable for hardware implementation.
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1 Úvod
Trojúhelník je v oblasti počítačové grafiky jedním z nejčastěji využívaných geometrických primitiv, 
sledování paprsku není výjimkou. Sledování paprsku je metodou pro získání realistického obrazu, 
nicméně  aby obraz skutečně vyhlížel  realisticky,  je  třeba mít  zdrojovou scénu propracovanou do 
detailu, což v praxi znamená řádově milióny trojúhelníků. Navíc chceme-li mít obraz ve vysokém 
rozlišení,  výrazně  nám roste  i  počet  trasovaných  paprsků,  např.  pro  rozlišení  obrazu  „pouhých“ 
1280x800 bodů už máme  trasovat  1,024,000 paprsků,  a to počítáme pouze primární  paprsky bez 
odrazů, zalomení,  trasování ke zdrojům světla a vyššího vzorkování pro vyhlazení  hran.  Proto je 
potřeba, aby byly veškeré často opakované elementární operace při vykreslování scény co nejrychleji 
proveditelné,  zejména  pak výpočet  průsečíku paprsku s trojúhelníkem,  obzvláště chceme-li  scénu 
vykreslovat v reálném čase.
V této  písemné  práci  se  v  následující  kapitole  nejprve  prostudujeme  6  známých  metod  výpočtu 
průsečíku paprsku s trojúhelníkem, v další  kapitole se zaměříme na implementaci jejich variant v 
programovacím jazyce a v poslední kapitole na způsob a účel testů, kterým jsme metody podrobili, 
abychom  mohli  porovnat  jejich  vlastnosti.  V  rámci  této  třetí  kapitoly  si  popíšeme  náš 
implementovaný raytracer, jeho varianty s použitím jednoho paprsku, svazku 4 paprsků a KD-stromu 
pro rychlejší trasování. Dále pak uvedeme výsledky testů, na základě kterých shodnotíme vhodnosti 
metod pro dané situace, a tato hodnocení shrneme v závěru.
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2 Teorie výpočtu průsečíku 
paprsku s trojúhelníkem
Cílem této práce je srovnat efektivitu nejvhodnějších známých metod výpočtu průsečíku paprsku s 
trojúhelníkem a kombinovat tyto přístupy takovým způsobem, aby byl výpočet co nejrychlejší.
V současnosti je známo několik nejefektivnějších metod výpočtu průsečíku paprsku s trojúhelníkem, 
přičemž ty nejrychlejší  z  nich,  v kombinaci  s  dalšími  technikami  z oblasti  sledování  paprsku,  je 
možno použít k vykreslování obrazu se složitými scénami s vysokým rozlišením v reálném čase [2], 
nicméně počet snímků za sekundu ještě stále nedosahuje optimálních hodnot, proto je třeba zkoumat 
nové  možnosti  zrychlování  těchto  algoritmů,  například  také  výpočtu  průsečíku  paprsku  s 
trojúhelníkem.
2.1 Úvod do problematiky výpočtu průsečíku paprsku s 
trojúhelníkem
Výpočet průsečíku paprsku s trojúhelníkem v sobě zahrnuje výpočet průsečíku paprsku s rovinou, ve 
které  testovaný  trojúhelník  leží,  a  určení  barycentrických  souřadnic  průsečíku,  tedy  souřadnic, 
určujících pozici průsečíku paprsku s rovinou trojúhelníku vůči bodům (resp. stranám) trojúhelníku. 
Ve své podstatě se tedy jedná o řešení soustavy tří rovníc o třech neznámých
O  t⋅D = A  u⋅B−A  v⋅C−A (1)
kde  O představuje počáteční  bod paprsku,  vektor  D představuje směrový vektor paprsku (nejlépe 
normalizovaný), body A, B a C jsou body testovaného trojúhelníku. Řešením této soustavy jsou námi 
požadované parametry t, u, v. Parametr t představuje vzdálenost počátku paprsku od jeho průsečíku s 
rovinou testovaného trojúhelníku, v praxi podle něj poznáme pozici roviny trojúhelníku vúči paprsku 
(t < 0 znamená, že rovina trojúhelníku leží za počátkem paprsku a tudíž další výpočty nemají smysl) 
a také zda není trojúhelník překryt trojúhelníkem jiným, který je k počátku paprsku blíže. Parametry 
u  a  v, kromě samotného zjištění, zda paprsek daný trojúhelník skutečně zasáhne, mohou sloužit k 
určení barvy (popř. jiné vlastnosti) daného bodu na trojúhelníku v případě použití textur nebo pro 
interpolaci barvy při použití barevného přechodu v rámci trojúhelníku. Tyto parametry nabývají pro 
body ležící uvnitř trojúhelníku hodnot z intervalu <0; 1> a symbolizují poměrnou vzdálenost bodu na 
trojúhelníku od jedné strany trojúhelníku k přímce, která je s touto stranou rovnoběžná a prochází 
vrcholem trojúhelníku, který je dané straně protilehlý.
Tato soustava rovnic se dá řešit buď pomocí Cramerova pravidla ([4], [5]) nebo pomocí substituce 
(např.  [2] a  [3]).  V  případě  zásahu  testovaného  trojúhelníku  parametry  t,  u,  v musí  splňovat 
následující podmínky
tmin ≤ t ≤ tmax
        u ≥ 0                    (2)
v ≥ 0
uv ≤ 1
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kde tmin určuje minimální vzdálenost od počátku paprsku, která je teoreticky rovna nule, nicméně v 
praxi je lepší použít hodnotu o něco málo větší, která nám zaručí, že náš algoritmus pro sledování 
paprsku pro paprsek,  který se  odráží  od lesklého povrchu,  nenajde příští  průsečík s  tím stejným 
trojúhelníkem,  protože  se  jeho  počátek  nyní  přesunul  na  povrch  tohoto  trojúhelníku,  a  pomůže 
předejít nekonečným cyklům. Parametr tmax určuje maximální vzdálenost trojúhelníku od paprsku, 
která  je  teoreticky plus  nekonečno,  prakticky je  však  tento  parametr  inicializován na  vzdálenost 
maximální  viditelnosti  ve  scéně  a  pro  každý  další  výpočet  průsečíku  se  do  něj  ukládá  hodnota 
dočasně  nejbližšího  úspěšně  zasaženého  trojúhelníku,  čímž  je  u  většiny  metod  možno  omezit 
zbytečné výpočty, pokud je trojúhelník v daném směru paprsku překryt trojúhelníkem jiným.
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Obrázek 1.1: Průsečík paprsku s trojúhelníkem a parametry t, u, v.
2.2 Šest zkoumaných metod výpočtu průsečíku 
paprsku s trojúhelníkem
V této části si popíšeme principy šesti metod výpočtu průsečíku paprsku s trojúhelníkem, které jsou 
nejefektivnější ze všech doposud známých metod řešení tohoto problému, a poukážeme na případné 
výhody nebo nevýhody oproti ostatním z těchto zkoumaných metod.
2.2.1 Möller-Trumbore
Tato metoda počítá průsečík paprsku s trojúhelníkem pomocí Cramerova pravidla. Nejprve je však 
potřeba upravit rovnici (1)  do následujícího tvaru:
                                  [−D , B−A ,C−A] [ tuv ] = O−A                                      
kde  t,u,v  jsou hledané parametry. Tento zápis může být z hlediska geometrie interpretován tak, že 
posuneme daný trojúhelník do počátku souřadné soustavy (toto nám způsobí  O – A na pravé straně 
soustavy rovnic) a přetransformujeme jej na jednotkový trojúhelník ležící v rovině os  y,z, přičemž 
paprsek je rovnoběžný s osou x (tuto transformaci představuje matice [−D , B−A , C−A] ).
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Zbývá  nám tedy vyřešit  tuto  soustavu.  Použitím Cramerova  pravidla  a  zkráceným zápisem,  kde 
AB = B - A, AC = C - A, T = O - A dostaneme následující vztah:
[ tuv ] = 1∣−D , AB , AC∣[∣T , AB , AC∣∣−D ,T , AC∣∣−D , AB ,T∣]
po úpravě:       [ tuv ] = 1D×AC ⋅AB [T×AB⋅ACD×AC ⋅TT×AB⋅D ] = 1P⋅AB [Q⋅ACP⋅TQ⋅D ]                         (3)
kde hodnota P = D×AC a  Q = T×AB .  Jak je patrné již z uvedeného vzorce (3), tyto 
hodnoty  P  a Q  se  ve  vzorcích  vyskytují  vícekrát,  což  nám při  implementaci  umožňuje  jejich 
znovupoužití a částečně zjednoduší celý výpočet.
Tato metoda byla navržena pro co nejvyšší rychlost a zároveň co nejnižší spotřebu paměti, proto se 
vektory stran trojúhelníka AB a AC počítají v implementaci autorů této metody při každém výpočtu 
průsečíku znova. Nicméně vzhledem k tomu, že zadáním této práce není srovnání objemu zabrané 
paměti danými metodami ale pouze jejich rychlosti, v mé testovací implementaci byly vektory AB a 
AC  předpočítány a uloženy v každém objektu aby mohla  být  rychlost  metody co nejvěrohodněji 
srovnána s rychlostmi ostatních metod, které si implicitně předpočítávají různé pomocné hodnoty pro 
urychlení dalších výpočtů.
Časově výhodnou vlastností  této  metody je  fakt,  že  parametry  t,u,v jsou všechny děleny stejnou 
hodnotou, což můžeme při implementaci použít  k urychlení  výpočtu tak, že si  jednou vypočteme 
převrácenou hodnotu dělitele a pak touto hodnotou pouze násobíme, takže omezíme použití časově 
náročného dělení na minimum.
Dále  za  povšimnutí  stojí  poměrně  hojné  zastoupení  výpočetně  náročných operací:  4krát  skalární 
součin a 2krát  součin vektorový (použit  při  výpočtu hodnot  P a  Q).  Toto je nejspíše  způsobeno 
faktem,  že (pomineme-li předpočítání vektorů stran  AB a  AC,  které jsme použili  pro věrohodnost 
srovnání metod) nejsou v této metodě předpočítávány žádné pomocné hodnoty a metoda nevyužívá 
žádné abstrakce vedoucí k dalšímu zjednodušení počítaného problému.
2.2.2 Kensler-Shirley
Další metoda, kterou se v této práci budeme zabývat, je opět metoda, která počítá průsečík paprsku s 
trojúhelníkem čistě v trojrozměrném prostoru bez větší abstrakce pomocí Cramerova pravidla. I když 
algebraicky jsou výsledné principy dosti podobné těm z metody Möller-Trumbore, původní přístup je 
poněkud odlišný a odlišné jsou i rychlosti výpočtu průsečíků těmito metodami. Autoři této metody [5] 
si  povšimli,  že  svým způsobem všechny metody pro výpočet  průsečíku paprsku s  trojúhelníkem 
používají poměry objemů a liší se víceméně pouze tím, jaké objemy jsou při výpočtu brány v úvahu. 
Pro svou metodu si vybrali objemy čtyřstěnů daných vždy počátkem a koncovým bodem paprsku a 
dvěma body testovaného trojúhelníku (viz následující obrázek 1.2.2).  Základní vzorec pro výpočet 
znaménkového objemu čtyřstěnu (např. objemu V 1 )
V 1 =
1
6 [C−O × A−O ] ⋅ T−O
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je pak použit pro zjištění, zda paprsek zasáhne daný trojúhelník. Tento objem má kladné znaménko v 
případě,  že  vektory C−O , A−O  a T−O tvoří  pravotočivou  bázi  a  záporné  v  případě 
opačném.
Obrázek 1.2.2: Porovnávané objemy čtyřstěnů při výpočtu průsečíku paprsku s trojúhelníkem
(Obrázek s menšími úpravami převzat z článku [5])
V této metodě je pořadí vektorů zvoleno tak, že paprsek, který leží uvnitř trojúhelníku vůči dané 
straně trojúhelníku, způsobí levotočivou bázi a tudíž záporné znaménko objemu. Jestliže jsou všechny 
tři  objemy V 0, V 1,V 2  záporné (nebo v případě jiného pořadí zadávání vektorů obecně se stejným 
znaménkem), znamená to, že paprsek leží na vnitřní straně všech tří stran trojúhelníku a tudíž jej 
zasáhl z hlediska barycentrických souřadnic u a v.
Dále je ještě potřeba porovnat náš třetí parametr t, jestli není trojúhelník překryt jiným trojúhelníkem 
nebo není mimo viditelnou oblast případně za zády pozorovatele. Toho se dá dosáhnout porovnáním 
znamének  objemů  čtyřstěnů  ABCO (tento  objem si  označíme  V a )  a  ABCT (a  tento  objem si 
označíme  V b ). Jsou-li  znaménka opačná, znamená to, že bod, představující maximální  přípustné 
prodloužení  směrového  vektoru  paprsku,  je  na  opačné  straně  roviny  trojúhelníka,  než  počátek 
paprsku.
Když  tedy  shrneme  dohromady  výpočty  potřebné  pro  jeden  celý  výpočet  průsečíku  paprku  s 
trojúhelníkem, máme dohromady 5 objemů ( V 0, V 1, V 2, V a ,V b ). Nicméně pro tento výpočet stačí 
pouze  4  objemy (přičemž  objem  V představuje  součet  objemů V 0, V 1,V 2 )  a  dále  místo  vektoru 
T−O  stačí použít přímo směrový vektor paprsku D :
V = B−A×A−C ⋅D  
                                                     V a = B−A× A−C ⋅A−O                                     (4)   
V 1 =  A−O×D⋅A−C 
V 2 = A−O × D⋅B−A
Pomocí těchto hodnot už můžeme snadno určit hledané parametry:
t =
V a
V
, u =
V 1
V
, v = V2V
Za povšimnutí stojí, že ikdyž autoři přistupovali k řešenému problému z dosti jiného úhlu pohledu, dá 
se  ve  výsledných  vzorcích  najít  značná  podobnost  s  metodou  Möller-Trumbore,  např.  dělitel  z 
metody  z  minulé  kapitoly  D×AC ⋅AB je  prakticky  totožný  s  dělitelem  V z  této  metody
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AB×AC ⋅D , jedná se jen o jiné pořadí vektorů, což ovšem, jak už jsme zmiňovali, změní pouze 
znaménko  výsledné  skalární  hodnoty.  Nicméně  jak  už bylo  řečeno a  jak si  ukážeme  na  testech, 
rychlost této metody se ale od rychlosti metody Möller-Trumbore liší.
Ve vzorcích (4) opět vidíme opakující se stejné části, takže opět znovupoužitím vypočítaných hodnot 
výrazně urychlíme celý výpočet.  Celkem nám zůstanou 4 skalární součiny a 2 součiny vektorové 
(když eliminujeme opakování), což je stejný počet jako u předcházející metody, nicméně z těchto 2 
vektorových součinů se jeden počítá pouze z vektorů hran trojúhelníka, takže jej můžeme vypočítat 
pro každý trojúhelník při jeho inicializaci. Tím získáme o jeden vektorový součin rychlejší metodu, 
což  se  vzhledem k  náročnosti  výpočtu  vektorového  součinu  výrazně  promítne  na  rychlosti  této 
metody.
Stejně jako u předchozí zmiňované metody [4] jsou i v tomto případě parametry t,u,v děleny stejnou 
hodnotou  (objemem  V)  a  i  zde  je  tedy možno  minimalizovat  počet  dělení  na  minimum pomocí 
výpočtu převrácené hodnoty dělitele.
2.2.3 Badouel
Oproti metodám popsaným v předešlém textu tato metoda nepočítá průsečík paprsku s trojúhelníkem 
přímo  pomocí  Cramerova  pravidla,  ale  nepřímo  pomocí  substituce.  Autor  metody  [3]  si  rozdělil 
výpočet na dva kroky: v prvním vypočítal průsečík paprsku s rovinou, ve které trojúhelník leží, a v 
druhém kroku pak určil, zda průsečík leží v daném trojúhelníku.
První krok vychází z parametrické reprezentace roviny
N⋅Pd=0 (5)
kde N je normála roviny vypočítaná pomocí vektorového součinu bodů trojúhelníka,  P je libovolný 
bod roviny a d je konstanta d = −A⋅N .
Dále tento krok využívá parametrického vyjádření paprsku
r t  = OD⋅t                  (6)
kde O je počátek paprsku,  D směrový vektor paprsku a t je náš hledaný parametr. Když dosadíme 
pravou stranu této rovnice (6) do rovnice (5) za bod P, získáme po menších úpravách výsledný vztah 
pro určení hledaného parametru t:
t = − d
N⋅O
N⋅D
 (7)
Autor ve své práci uvádí, že použití tohoto vzorce vyžaduje 3 testy:  je třeba otestovat, jestli není 
paprsek rovnoběžný s  danou rovinou (neboli D⋅N = 0 )  a  dále  je  nutné  provést  testy  hodnoty 
parametru t zmiňované již v předchozích částech. Nicméně, co se týče implementace této metody  v 
programovacích jazycích, existuje ještě jeden způsob, jak dané testy provést, a to přeskočit první test 
na  rovnoběžnost  a  rovnou vypočítat  parametr  t a  provest  pouze testy  tohoto parametru  jak  bylo 
uvedeno ve vzorci (2). Tím, že se v případě paprsku rovnoběžného s rovinou trojúhelníka ve vzorci 
(7)  dělí  nulou,  získáme  ve  výsledku v  parametru  t hodnotu  buď  +inf nebo  -inf (v  závislosti  na 
vzájemné poloze paprsku a přímky) a ani jedna z těchto dvou hodnot nesplní podmínku ze vzorce (2) 
že  tmin≤t≤t max ,  protože  t min  bývá zpravidla velmi  malé kladné číslo a  tmax  většinou omezuje 
viditelnost v zobrazované scéně na číslo menší než je plus nekonečno. Zbývá otázka, který z těchto 
přístupů je vhodnější, první přístup vyžaduje výpočet a uložení mezihodnoty N⋅D  a jedno porovnání 
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navíc,  zatímco  druhý  přístup  vždy  počítá  celou  hodnotu  parametru  t i  v  případě  rovnoběžnosti 
paprsku a roviny trojúhelníka, kdy je to zbytečné. Při implementaci této metody jsme použili druhý 
přístup, protože pravděpodobnost rovnoběžnosti paprsku s rovinou trojúhelníka ve scéně je prakticky 
nulová, tudíž počet případů, kdy budeme zbytečně počítat parametr  t  při rovnoběžnosti paprsku a 
roviny  trojúhelníka,  se  ani  zdaleka  neblíží  množství  případů,  kdy  nám  vynechání  uložení 
mezivýsledku a provedení tohoto testu ušetří čas, byť nijak závratný.
Hodnoty potřebné pro tento výpočet (normála roviny a parametr d) jsou při implementaci vypočítány 
jednou  a  poté  uloženy,  protože  závisí  pouze  na  trojúhelníku  samotném,  což  podstatně  urychlí 
výpočet. Zbylé hodnoty ve vzorci (7) jsou počátek a směrový vektor paprsku, takže vlastně všechny 
potřebné hodnoty známe již na začátku celého testování trojúhelníku.
Druhý krok nejprve promítne testovaný trojúhelník do jedné z rovin xy, yz, xz, přičemž z těchto tří je 
třeba dobře zvolit, protože se může stát, že daný trojúhelník bude k některé z nich kolmý. Vhodný 
výběr roviny zajistíme tak, že zjistíme, která souřadnice normálového vektoru roviny (který už máme 
vypočítaný z minulého kroku) má největší absolutní hodnotu (označíme si ji k), a následně trojúhelník 
promítneme do roviny os zbylých dvou souřadnic. Pak si vytvoříme následující pomocné hodnoty 
(kde  p,q jsou zbylé dvě souřadnice a bod P představuje průsečík odvozený z parametru t):
a0=P p−Ap a1=B p−Ap a2=C p−Ap
 b0=Pq−Aq b1=Bq−Aq b2=Cq−Aq (8)
To znamená, že původní soustava 3 rovnic o dvou neznámých u,v:
AP = u ABv AC
se nám zjednoduší na 2 rovnice o 2 neznámých:
a0 = u⋅a1v⋅a2
b0 = u⋅b1v⋅b2
jejíž řešení je:
u =
∣a0 a2b0 b2∣
∣a1 a2b1 b2∣
, v =
∣a1 a0b1 b0∣
∣a1 a2b1 b2∣
(9)
Pseudokód výpočtu barycentrických souřadnic pak vypadá následovně:
if(a1 = 0)
then v ← a0/a2;
if(0 <= v <= 1)
then u ← (b0 – v*b2)/b1;
else v ← (b0*a1 – a0*b1)/(b2*a1 – a2*b1);
if(0 <= v <= 1)
then u ← (a0 – v*a2)/a1;
if(u >= 0 and v >= 0 and (u+v) <= 1)
then ZASAH;
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Tento pseudokód je prakticky výše uvedený vzorec (9), ve kterém je částečně zjednodušen výpočet na 
základě faktu, že parametry u,v mají stejného dělitele.
Za povšimnutí  u této metody stojí,  že velké množství výpočtů je prováděno vždu jen jednou pro 
každý trojúhelník při jeho inicializaci (normála roviny trojúhelníka a její parametr, dále parametry
a1, a2, b1, b2 ), což má pozitivní vliv na rychlost celého výpočtu. Dále je vidět výrazné zjednodušení 
výpočtu  barycentrických  souřadnic  u,v,  kterého  bylo  dosaženo  díky  abstrakci  z  trojrozměrného 
prostoru do jedné z rovin souřadných os systému.
Nicméně  je  zde  přítomno  dělení,  které  je  potřeba  vykonat  před  každým  testem.  Navíc  oproti 
předchozím metodám, kdy se všechny tři testované parametry  t,u,v dělily stejnou hodnotou a bylo 
proto  možné  vypočítat  z  dělitele  převrácenou hodnotu  a  tou  posléze  parametry  násobit,  má  tato 
metoda podstatnou nevýhodu, protože parametry u,v jsou zde děleny naprosto odlišnými hodnotami, 
než  parametr t.  Navíc  úprava  výpočtu  barycentrických souřadnic  u,v sice  přináši  určitou  úroveň 
zjednodušení,  ale  na  druhou stranu  značně  vzrostl  počet  testů  těchto  hodnot  nemluvě  o  tom,  že 
přicházíme  o výhodu dělení  obou těchto souřadnic  steným číslem,  takže prakticky při  úspěšném 
zásahu musíme dělit třikrát.
2.2.4 Wald
Tato metoda zveřejněná v práci  [2]  vychází  z podobné úvahy jako metoda  v předchozí  kapitole. 
Nejprve se stejným způsobem jako v předchozí metodě promítne daný trojúhelník do jedné z rovin os 
souřadného  systému,  přičemž  tato  rovina  je  vybrána  totožným  způsobem  tak,  aby  byla  plocha 
promítnutého  trojúhelníku  co  největší  a  nemohlo  dojít  k  průmětu  do  roviny  kolmé  k  rovině 
trojúhelníku  (čímž  by  došlo  k  degradaci  trojúhelníku  do  úsečky).  Výpočet  parametru  t je  pak 
prováděn podobně jako ve vzorci  (7),  ale používá se zde určité urychlení.  Vzhledem k tomu,  že 
vzorec (7) je nezávislý na délce normálového vektoru a projekční souřadnice k normálového vektoru 
je ze všech největší,  takže nemůže být nikdy rovna nule,  můžeme hodnotou této souřadnice celý 
normálový vektor  vydělit.  Je  zřejmé,  že  po tomto  dělení  je  souřadnice  N k  rovna jedné a  tudíž 
nemusí být uchovávána. Navíc nám tato vlastnost umožní zjednodušit výpočet parametru t, který se 
urychlí o dvě násobení:
t =
d−N p O pN qOqO k 
N p D pN q DqDk
  (10)
Co se týče souřadnic  u,v, získáme velmi podobné vztahy jako předcházející metoda, nicméně autor 
této metody se podařilo tyto vztahy upravit  tak,  že je možné nezanedbatelně velké části  výpočtů 
provést  jednou  pro  celý  trojúhelník  při  jeho  inicializaci  a  to  včetně  částí  obsahujících  časově 
náročné dělení. Ve výsledku tedy můžeme předpočítat pro každý trojúhelník hodnoty
del = AB p⋅AC q−AC p⋅AB q
U p = AC q/del
U q = −AC p/del
U d =
Aq⋅AC p−Ap⋅AC q
del
  (11)
V p = −ABq /del
V q = AB p/del
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V d =
Ap⋅ABq−Aq⋅AB p
del
Tyto hodnoty (kromě pomocného dělitele  del) jsou spolu s rovinou trojúhelníka ( N  a  d) jedinými 
hodnotami, které je potřeba o trojúhelníku uchovávat. Samotný výpočet souřadnic  u,v pak vypadá 
následovně:
P = Ot⋅D
u = P p U pPqU qU d   (12)
v = P pV pPqV qV d
Tato  metoda  přinesla  podstatné  urychlení  výpočtu  parametru  t,  kde  ušetříme  díky  projekci 
trojúhelníku do jedné z rovin os souřadného systému dvě násobení. Mnohem větší úspěch jsou však 
vzorce pro výpočet souřadnic u,v, kde se podařilo odsunout veškeré dělení do výpočtů, které je možné 
provádět pro každý trojúhelník jedinkrát při jeho inicializaci.
Na druhou stranu nevýhodou této metody je potřeba dělení při výpočtu parametru t, tedy ještě před 
prvním testem v tomto algoritmu, což naopak může výpočty dosti zpomalit.
2.2.5 Shevtsov
Další  metodou,  kterou se  v  této  práci  budeme zabývat,  je  metoda  zveřejněná v článku  [6].  Tato 
metoda používá stejný způsob průmětu trojúhelníku do roviny os souřadného systému, jako metoda 
zmiňovaná v předchozí části, a pro výpočet parametru  t stejný vzorec, nicméně umožňuje provést 
operaci dělení, která se v tomto vzorci (10) nachází, až úplně na konci celého výpočtu v případě, že 
všechny parametry t,u,v splňují požadované podmínky.
Nejprve se tedy vypočítá parametr t' a determinant det:
t ' = d−O p N pOq N qO k    (13)
det = D p N pDq N qD k
Pro výpočet souřadnic  u,v je použit jeden bod trojúhelníku (resp. jeho dvě souřadnice  A p , Aq ) a 
upravené hrany trojúhelníku:
E0 p = −1
k AB p
N k
, E0q = −1
k ABq
N k
, E1p = −1
k AC p
N k
, E1q = −1
k AC q
N k
Všechny tyto  hodnoty jsou předpočítány jedenkrát  při  inicializaci  trojúhelníků,  což  celý výpočet 
urychlí.
Samotný výpočet při určování souřadnic zásahu vypadá následovně:
T p = t ' D p−det  Ap−O p
T q = t ' Dq−det Aq−Oq
u ' = E1qT p−E1 pT q   (14)
v ' = E0 p T q−E0q T p
10
[ tuv] = 1det⋅[ t 'u 'v ' ]
Jak už bylo zmíňeno, veškeré operace dělení mohou být v této metodě provedeny až na samotném 
konci, když úspěšně proběhly všechny testy parametrů t,u,v. Tohoto můžeme dosáhnout díky tomu, 
že  všechny tyto  parametry  jsou děleny stejnou hodnotou  det.  Odsunutí  dělení  až  na  konec  však 
vyžaduje úpravu použitých podmínek pro testy, zda parametry t,u,v leží v intervalech znamenajících 
úspěšný zásah trojúhelníku paprskem. Protože se snažíme předejít přímému výpočtu těchto parametrů 
(a tedy dělelní, které je s tímto výpočtem spojené), máme pouze přechodné parametry  t',u',v', pro 
které ale není možné použít podmínky (2). Místo nich jsou použity podmínky, které testují totéž, ale 
místo porovnávání přímo hodnoty těchto parametrů porovnávají znaménka:
signt '  = signdet⋅tmax−t ' 
signu '  = signdet−u '    (15)
signv '  = sign det−u '−v ' 
Tyto podmínky dávají stejné výsledky jako podmínky (2), jen je možné je použít ještě před dělením 
determinantem det.
Dále autor této metody ve svém článku [6] uvedl možnost výrazného zrychlení výpočtu determinantu 
det a přechodného parametru  t' v případě, že trojúhelník přímo leží v jedné z rovin os souřadného 
systému.  V  tom případě  takový  trojúhelník  má  pouze  jednu  nenulovou  souřadnici  normálového 
vektoru (v našem případě se jedná o souřadnici N k ), nulovost zbylých dvou se použije jako test, zda 
trojúhelník v této rovině skutečně leží. Pokud tomu tak je, pak se pro výpočet těchto přechodných 
parametrů použijí vzorce:
t ' = d−O k   (16)
det = Dk
Tyto vzorce jsou pouhým matematickým zjednodušením vzorců (13) při znalosti nulovosti hodnot
N p , N q  a podstatným způsobem zjednoduší a urychlí výpočet. Užití tohoto rozšíření může, ale také 
nemusí být výhodné, záleží na charakteru scény, jejíž obraz chceme renderovat. Například ve scéně 
zachycující  nějaký  hustý  lesní  porost  si  dovedeme  představit,  že  výskyt  trojúhelníků  ležících  v 
rovinách rovnoběžných s rovinami os souřadného systému bude minimální a  budeme při výpočtech 
výrazně častěji zbytečně testovat nulovost hodnot N p , N q , než aby výjimečně použité vzorce (16) 
přinesly nějaké zrychlení. V takovém případě by se výpočet zbytečnými testy spíše zpomalil a bylo 
by výhodnější použít tuto metodu bez tohoto rozšíření. Naopak víme-li, že scéna bude zobrazovat 
nějaké velkoměsto, stavbu či místnost, může toto rozšíření přinést výrazné zrychlení, protože v tomto 
případě je počet pravoúhle zarovnaných útvarů (stěny, podlahy, stropy, okna, okenní tabulky, desky a 
nohy stolů a židlí) velmi vysoký a může oproti metodě bez tohoto rozšíření přinést zrychlení celého 
výpočtu.
Celkově  se  jedná  o  metodu,  která  již  pohledem  na  matematické  vzorce  vyhlíží  kvalitně 
optimalizovaná pro co nevětší  výkon.  Obrovským přínosem je  možnost  ponechat  veškeré  dělení, 
které nebylo možno odsunout do části výpočtů při inicializaci každého trojúhelníku, až na samotný 
konec výpočtu při úspěšném provedení testů všech parametrů. Tím dojde k velkému urychlení celého 
výpočtu, protože při neúspěšném zásahu není v této metodě nutno dělit  vůbec. Dále zde můžeme 
použít  zrychlení  výpočtu parametru  t' a  det,  které známe již z metody z předcházejicí  kapitoly,  a 
úpravu pro další zrychlení výpočtu těchto parametrů pro trojúhelníky ležící v rovině rovnoběžné s 
některými dvěma osami souř. systému, nicméně jak už jsme si říkali, tato úprava není vhodná pro 
všechny typy scén.
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2.2.6 Havel-Herout
Poslední metoda, kterou se budeme v této práci zabývat, je metoda zveřejněná např. v článku  [1], 
která kombinuje přístup Waldovy metody s odsouváním dělení až na závěr výpočtu z Shevtsovovy 
metody.  Oproti  těmto  metodám však  nepoužívá  projekci  trojúhelníka  do  jedné  z  rovin  os  souř. 
systému.
Uchovávanými parametry trojúhelníku jsou jeho rovina ( N , d ) a další dvě roviny ( N 1, d 1, N 2, d 2 ), 
které prochází každá jednou hranou trojúhelníka a jsou kolmé na jeho rovinu viz obrázek 1.2.6:
A
B
C
O
P
D
v
u
Obrázek 1.2.6: testovaný trojúhelník a dvě roviny hran (jsou kolmé jen k rovině trojúhelníka, ne k  
sobě navzájem)
Roviny hran se vypočítají podle následujících vztahů:
N 1 =
AC× N
∣N∣2
, d 1 = − N 1⋅A   (16)
N 2 =
N × AB
∣N∣2
, d 2 = − N 2⋅A
přičemž normálový vektor roviny trojúhelníka N se musí  počítat  jako AB× AC  aby použití  jeho 
velikosti  ve vztazích pro normálové vektory rovin hran zajistilo správné měřítko barycentrických 
souřadnic  u,v.  Parametr  t se  pak  počítá  podle  vztahu  (7)  a  parametry  u,v zásahu  trojúhelníku 
paprskem se podle následujících vztahů:
P = Ot D
u = N 1⋅Pd1
v = N 2⋅Pd2
Tyto vztahy celkem jasným způsobem počítají  barycentrické souřadnice jako jejich vzdálenost od 
roviny  dané  hrany,  což  je  prakticky  obecná  definice  těchto  souřadnic  jako  takových.  Samotný 
výpočet průsečíku se pak v praxi provádí následovně:
det = D⋅N
t ' = d−O⋅N 
P ' = det⋅O t '⋅D
u ' = P '⋅ N 1det⋅d 1
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v ' = P '⋅N 2det⋅d 2
[ tuv ] = 1det⋅[
t '
u '
v ' ]
Jak už bylo řečeno, při výpočtu se používá minimalizace četnosti operace dělení stejným způsobem, 
jako  u  Shevtsovovy metody.  Nicméně  oproti  ní  tady  vidíme,  že  se  ve  výpočtech  4krát  opakuje 
operace skalární součin, která je hned po dělení časově nejnáročnější operací tohoto algoritmu. Sice 
se ve srovnání např. s mětodou Kensler-Shirley, kde máme 4 součiny skalární a 2 další vektorové k 
tomu, jedná o algorimus rychlejší, není sám o sobě např. ve srovnání s Shevtsovovou metodou velmi 
výhodný. Nicméně tento algoritmus jde velice efektivním způsobem implementovat pomocí SSE4, 
které obsahuje mimo jiné pro operaci skalárního součinu jedinou instrukci. O tom si řekneme více v 
následující sekci zabývající se implementací metod.
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3 Implementace šesti 
zkoumaných metod výpočtu 
průsečíku paprsku s 
trojúhelníkem
V  této  sekci  si  přiblížme  způsob,  jakým  byly  zkoumané  metody  implementovány  v  čistém 
programovacím  jazyce  C++  popř.  v  knihovnách  SSE.  V  první  části  se  podíváme  na  základní 
jednopaprskové varianty výpočtu, v druhé pak na varianty výpočtu se svazky 4 paprsků.
3.1 Implementace jednopaprskové varianty 
zkoumaných metod
Protože ve své podstatě je většina těchto metod primárně navržena pro výpočet průsečíku jednoho 
paprsku s trojúhelníkem, je důležité porovnat jejich efektivitu v různých situacích i v jednopaprskové 
variantě, ikdyž dnes už spíše převažuje přístup počítající průsečík trojůhelníku a svazku 4 paprsků.
3.1.1 Základní implementace jednopaprskové varianty
Všechny zmiňované  metody jsme  si  nejprve  implementovali  v  čistém jazyce  C++,  i  přes  to,  že 
metoda Havel-Herout byla navržena spíše pro implementaci pomocí SSE4. Každé metodě se jako 
parametry předává ukazatel na instanci třídy  Ray, která reprezentuje paprsek a zapouzdřuje v sobě 
všechny jeho atributy potřebné pro výpočet. Dále se předává pomocí odkazu hodnota parametru t pro 
poslední  úspěšný  zásah  tohoto  paprsku  (parametr  dist).  Metody  pro  výpočet  průsečíku  jsou 
implementovány jako členské funkce třídy Trojuhelnik, která v sobě zapouzdřuje veškeré implicitní 
informace o daném trojúhelníku (jako jsou např. jeho vrcholy a typ materiálu) a stejně tak i veškeré 
předpočítané hodnoty, které jsou součástí jednotlivých přístupů k výpočtu průsečíku. Tento způsob 
implementace, ve kterém jsou metody pro výpočet průsečíku členskými funkcemi třídy trojúhelníku, 
nám pomůže  zpřehlednit  implementaci  těchto  metod,  protože  ke  všem předpočítaným hodnotám 
trojúhelníku uvnitř těchto metod můžeme přistupovat přímo. Totéž se sice nedá říct o parametrech 
paprsku,  nicméně  z  něj  vždy získáváme  jediné  dva  vektory  (počátek  a  směrový  vektor),  což  je 
výrazně  menší  množství,  než  u  předpočítaných  vlastností  trojúhelníka,  a  negativní  efekt  na 
přehlednost implementace je menší, než kdybychom metody pro výpočet průsečíku implementovali 
jako členské funkce třídy paprsku a předávali jim ukazatel na instanci třídy Trojuhelnik.
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V  třídě  Trojuhelnik je  dvourozměrné  pole  s  názvem  body,  které  představuje  seznam  vrcholů 
trojúhelníku (první 3 složky) a dále normálu roviny trojúhelníku a normály dvou jeho hran tak, jak je 
používá metoda Havel-Herout. Prvky první úrovně tohoto pole jsou 4složkové vektory, čtvrtá složka 
je přidána kvůli  SSE implementacím a v případě vrcholů trojúhelníku se v ní nachází číslo jedna 
(kvůli  SSE implementaci),  v  případě  normálových  vektorů  rovin  pak  hodnota  parametru  d dané 
roviny.  Ostatní hodnoty jsou buďto pojmenovány stejně jak v tomto textu, nebo jsou pouze lehce 
pozměněny v případě, že se názvy předpočítaných hodnot jedné metody kryjí s názvy jiných hodnot 
jiné metody.
Třída  Trojúhelník je  v  našich  testovacích  implementacích  poněkud  objemnější,  protože  kvůli 
únosnosti správy implementací a provádění testů v sobě obsahuje všechny metody výpočtu najednou, 
tudíž i předpočítané hodnoty pro všech 6 testovaných metod, což se zcela jistě negativně promítne na 
paměťové náročnosti celého programu, stejně tak na rychlosti výpočtů, nicméně vzhledem k tomu, že 
všechny metody používají tutéž objemnou třídu, mělo by zpomalení, které tímto vznikne, být u každé 
metody stejné a tudíž by nemělo ovlivnit vzájemné porovnání rychlosti výpočtu těmito metodami.
Všechny hodnoty, kromě uchovávaných indexů popř. počítadel, jsou typu float, kvůli kompatibilitě s 
funkcemi knihovny SSE.
Samotné implementace metod výpočtu průsečíku paprsku s trojúhelníkem (vždy mají název ve tvaru 
Interact<zkraceny  nazev  metody>)  jsou  pak  v  některých  případech  pozměněny  oproti 
implementacím, které autoři metod uvedli v publikacích, kde tyto metody představili, protože metoda 
testování parametrů t,u,v, kterou představila Shevtsovova metoda a která pak byla použita i v metodě 
Havel-Herout, se dá použít i u metod Kensler-Shirley a Möller-Trumbore. Tím že tyto dvě metody 
implementujeme  s  tímto  vylepšením,  můžeme  věrohodněji  srovnat  efektivitu  těchto  metod  s 
ostatními. Waldova a Badouelova metoda bohužel k této úpravě prostor nenabízí.
3.1.2 Implementace jednopaprskové varianty pro SSE4
SSE verze 4 přineslo funkci pro výpočet skalárního součinu v jedné instrukci, čehož využili autoři 
metody  Havel-Herout.  Připoměňme,  že  jejich  metoda  kromě  závěrečného dělení  obsahuje  pouze 
základní operace, které jsou prováděny velice rychle. Jedinou výjimku a nevýhodu tvoří přítomnost 4 
skalárních součinů, která však právě díky knihovně SSE4 nevýhodou být přestává. Pro detaily k dané 
implementaci viz. článek [1].
Stojí  ale za povšimnutí,  že tato metoda není jediná, která se dá implementovat  efektivně pomocí 
SSE4. Například metoda Kensler-Shirley se dá také zapsat tímto způsobem, nicméně kvůli nedostatku 
času jsme tuto implementaci nestihli odladit.
Nadruhou stranu  u  jiných  metod  by implementace  jednopaprskového  výpočtu  v  SSE znamenala 
pouze omezení optimalizace v kódu v daném kompilátoru a přinesla by spíše zpomalení výpočtu.
Jedinou  nevýhodou  implementace  v  SSE  všeobecně  je  fakt,  že  se  hodnoty,  které  při  výpočtu 
používáme, vždy na začátku funkce musí nahrát do datového typu __m128 pomocí funkcí knihovny 
SSE k tomu určených. Pro rychlejší výpočet je lepší, když jsou nahrávaná data zarovnaná do bloků po 
16 bytech kvůli efektivnější práci s pamětí cache.
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3.2 Implementace zkoumaných metod pro svazky 4 
paprsků
V této části se zaměříme na implementace varianty zkoumaných metod výpočtu průsečíku paprsku s 
trojúhelníkem, která vždy trasuje svazek 4 paprsků najednou. Počet paprsků ve svazku byl vybrán 
kvůli implementaci v SSE (viz dále) a při trasování reálné scény jsou do svazku vybrány 4 paprsky 
pro pixely vedle sebe, které tvoří čtverec o rozměrech 2x2 pixely (viz obrázek 2.2). Tento způsob 
výběru  pixelů,  které  reprezentují  jeden  svazek  paprsků,  byl  zvolen  kvůli  co  nejvyšší  koherenci 
paprsků  uvnitř  svazku,  tedy  čím  podobnější  je  směr  paprsků,  tím je  vyšší  pravděpodobnost,  že 
zasáhnou stejný objekt v prostoru trasované scény.
Obrázek 2.2: Výběr 4 paprsků do svazku, číslování pixelů resp. paprsků začíná v levém dolním rohu 
kvůli konzistenci s formátem souboru bmp.
3.2.1 Základní implementace pro svazky 4 paprsků
Základní implementace v jazyce C++ byla pro variantu výpočtu se svazky 4 paprsků modifikována 
minimálním  způsobem.  Třída  Ray byla  upravena  tak,  aby  mohla  obsahovat  informace  až  o  4 
paprscích, třída  Trojuhelnik zůstala prakticky totožná,  pouze v samotných metodách pro výpočet 
průsečíku byl kód výpočtu vložen do for-cyklu a zopakován až 4krát pro všechny paprsky přítomné 
ve svazku. Tato implementace sama o sobě od pohledu nemusí přinést žádné významné urychlení, 
nicméně pro srovnání se svazkovou implementací v SSE bude dobré otestovat i ji.
3.2.2 Implementace varianty se svazky 4 paprsků pro SSE
Největší  výhodou varianty se svazky 4 paprsků je možnost velice efektivní implementace pomocí 
SSE. Teď už se spokojíme i  s  nižšími  verzemi  SSE než je verze 4,  protože výpočty budeme ve 
svazkové variantě provádět podstatně jinak, než u jednopaprskové varianty, a funkce  _mm_dp_ps() 
pro výpočet skalárního součinu nám už užitek nepřinese.
Funkce knihovny SSE pracují s datovým typem __m128 který prakticky představuje pole 4 hodnot 
typu  float, což nám hraje do karet s naší 4paprskovou svazkovou variantou implementace výpočtu 
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průsečíku, protože nyní můžeme počítat průsečíky všech 4 paprsků s daným trojúhelníkem najednou. 
Testy parametrů t,u,v rovněž provádíme pomocí funkcí knihovny SSE a z jejich vsledku si vytvoříme 
4bitovou masku značící který paprsek ze svazku daným testem prošel úspěšně a který ne. Danou 
bitovou masku pak porovnáme zda je buďto větší než nula (v přadě, že bit nastavený na jedničku 
znamená úspěšný test) nebo menší než 15 (v případě, že je úspěšný test značen bitem nastaveným na 
nulu). Toto se liší v závislosti na metodě. Pokud je porovnání bitové masky neúspěšné, znamená to, 
že  daným testem neprošel  ani  jeden paprsek,  a tudíš  nemá cenu pokračovat  v dalších testech na 
průsečík s tímto trojúhelníkem.
Tato maska je po úspěšném testu uchována a aplikována na masku testu následujícího, a propaguje se 
přes všechny testy, aby nedošlo ke ztrátě informace z předchozích testů. Může se totiž docela snadno 
stát, že např. paprsky s indexy 1 a 3 projdou prvním testem a tak se pokračuje ve výpočtu. Dalším 
testem projdou paprsky s indexy 0 a 2, které však neprošly testem předchozím, takže považovat druhý 
test za úspěšný by bylo chybné. Výsledná maska po posledním testu parametru podle dané metody 
nám indikuje indexy paprsků, které daný trojúhelník opravdu zasáhnou, a tudíž je potřeba přepsat 
parametry jejich nejbližšího zásahu.
Hlavní  nevýhodou  implementace  v  SSE  je  nutnost  načítání  všech  hodnot  do  proměnných  typu 
__m128, což se zejména silně projeví u metod, které používají větší množství předpočítaných hodnot 
(čím víc předpočítaných hodnot, tím větší zdržení načítáním – z našich testovaných metod hlavně 
metoda Kensler-Shirley) případně u metod, které používají průmět do jedné z rovin os souřadného 
systému a potřebují přistupovat k souřadnicím pod standardním indexovým označením ([0], [1], [2]) 
a  zároveň  pod  označením  indexů  souřanic  průmětu  trojúhelníku  do  roviny  ([p], [q]),  z  našich 
vybraných  metod  je  toto  výrazné  hlavně  u  Badouelovy  metody,  která  potřebuje  právě  všechny 
souřadnice s indexy 0,1,2,p,q, takže místo 3 souřadnic načítáme 5. Nicméně i přes tyto nevýhody, 
které se u některých metod vyskytují, tato implementace jistě všude přinese nezanedbatelné zrychlení.
3.3 Možnosti paralelizace metod
Doposud jsme našich 6 vybraných metod pro výpočet průsečíku paprsku s trojúhelníkem porovnávali 
pouze vzhledem k vlastnostem jejich implementace v jazyce C++ resp. v knihovně SSE, která sice 
využívá pokročilé funkce procesoru, nicméně náš pohled na tyto metody byl doposud omezen přesně 
daným pořadím operací, které jsou prováděny jedna po druhé. Nicméně v případě, že bychom chtěli z 
daných metod vytěžit skutečně maximum, je třeba opustit standardní univerzální procesor a zamyslet 
se nad jejich implementací v hardwaru.
V této části práce navrhujeme v hrubých obrysech blokové schéma daných metod tak, jak by mohly 
být reprezentovány v hypotetickém hardwaru pro výpočet obrazu pomocí ray-tracingu. Nyní nejsme 
nijak omezeni počtem sčítaček či násobiček v procesoru a je tedy možné mnoho operací provádět 
paralelně, což nám přiblíží naše zkoumané metody z trošku jiného úhlu pohledu.
Možnost  paralelních  výpočtů  vrhá  zcela  nové  světlo  na  vektorový  součin,  který  je  nyní  možno 
implementovat  rychleji,  než  součin  skalární,  jak  je  ukázáno  na  následujících  schématech  těchto 
operací (obrázek 2.3.1). Jak  je ze schémat patrné, vektorový součin lze v hardwaru implementovat 
tak, že jeho časová náročnost je stejná jako sekvenční provadění jednoho násobení a jednoho sčítání. 
Ale i skalární součin lze implementovat velice rychlým způsobem, ikdyž časová náročnost je o jednu 
operaci sčítání delší. To znamená, že metody, u kterých se operace vektorového součinu objevují ve 
větší míře, nyní mohou ztratit svou nevýhodu oproti jiným metodám.
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Obrázek 2.3.1: Bloková schémata vektorového součinu (vlevo, T = 1(x) + 1(+)) a skalárního součinu 
(vpravo, T = 1(x) + 2(+)).
Zásadním časovým problémem je  i  u  hardwarové  implementace  operace  dělení.  Tato  operace  je 
přítomná u všech metod, které v této práci zkoumáme, nicméně, jak už jsme si říkali, u všech z nich, 
kromě Badouelovy a Waldovy metody,  lze použít  Shevtsovův způsob testování parametrů  t,u,v a 
přesunout násobení převrácenou hodnotou dělitele až na závěr výpočtu.  V případě paralelizované 
hardwarové  implementace  těchto  metod  můžeme  operaci  dělení  provádět  paralelně  s  ostatními 
výpočty,  takže  se  nám  převrácená  hodnota  dělitele  může  vypočítat  během  výpočtů  a  testů 
přechodných parametrů t',u',v',  což nám do značné míry zkrátí celý výpočet průsečíku. Vzhledem k 
tomu, jak je operace dělení časově náročná, dá se předpokládat, že v mnoha přídech výpočty a testy 
přechodných parametrů proběhnou rychleji, než výpočet převrácené hodnoty dělitele, po kterém už je 
pro získání výsledných parametrů t,u,v potřeba pouze vynásobit přechodné parametry touto hodnotou. 
Zásadním kritériem u těchto 4 metod (Kensler-Shirley, Möller-Trumbore, Shevtsov, Havel-Herout) 
tedy  bude  počet  operací,  které  je  potřeba  vykonat,  než  budeme  moci  začít  počítat  převrácenou 
hodnotu daného dělitele, tedy počet operací potřebných pro výpočet hodnoty tohoto dělitele.
Než si uvedeme bloková schémata možných hardwarových implementací těchto metod, je potřeba 
stanovit způsob porovnávání rychlostí jednotlivých implementací těchto metod. Vzhledem k tomu, že 
existuje velké množství způsobů hardwarové implementace násobení, sčítání a dělení čísel s plovoucí 
desetinnou čárkou a jejich prozkoumávání není obsahem této práce, budeme si dobu výpočtu udávat 
pomocí  počtu těchto operací v nejdelší  větvi schématu.  Tedy například zápis  T = 3(x)+4(+) bude 
znamenat  dobu potřebnou pro sekvenční provedení 3 operací násobení a 4 sčítání (resp. odčítání, 
protože  tyto  operace  trvají  stejně  dlouho).  Tento  zápis  ovšem  řeší  problém  porovnávání  pouze 
částečně. Přestože jsou většinou rozdíly v počtu násobení a sčítání takové, že i bez znalosti poměru 
doby násobení a sčítání je možné celkem s jistotou říci, která větev trvá déle, problém nastává právě u 
operace dělení,  která  je  většinou v hardwaru prováděna podstatně jiným způsobem než sčítání  a 
násobení a doba jejího výpočtu je o dost delší. Proto, abychom udrželi naše porovnání těchto metod 
nezávislé na některé konkrétní hardwarové implementaci  dělení (stejně jako v případě násobení a 
sčítání) a tudíž otevřenou případným novým rychlejším implementacím,  uvádíme vždy dvě verze 
doby výpočtu danou metodou pomocí  počtu operací: jednu pro případ, že dělení skončí dřív, než 
ostatní  nutné  paralelní  výpočty,  a  druhou  pro  případ  opačný.  K  tomu  vždy uvedeme  podmínky 
platnosti  daných  vztahů  v  podobě  nerovnice  udávající  počet  sekvenčně  prováděných  operací,  se 
kterými operace dělení „závodí“.
Nyní se už dostáváme k samotným blokovým schématům, ve kterých se snažíme provádět vždy co 
nejvíce  operací  zároveň a  minimalizovat  tak dobu výpočtu.  Ještě  podotkněme,  že  ve schématech 
nejsou uváděny průběžné testy přechodných parametrů, jelikož u všech uvedených schémat daných 4 
metod (Kensler-Shirley, Möller-Trumbore, Shevtsov, Havel-Herout) se testují přechodné parametry 
stejným Shevtsovovým způsobem a tudíž pro srovnání  těchto metod  mezi  sebou nehrají  roli.  Na 
vstupu každé metody jsou pak uvedeny vstupní  hodnoty dané metody,  které jsou buď parametry 
trasovaného paprsku nebo předpočítané hodnoty pro danou metodu označené stejně jako v teoretické 
sekci zabývající se těmito metodami. Pro čitelnost schémat jsou jednoprvkové i vektorové spojnice 
(tedy 3prvkové)  značeny stejným způsobem,  protože např.součet  dvou vektorů,  který lze  provést 
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paralelně, trvá stejně dlouho jako součet dvou skalárních hodnot. Pro rozlišení standardního násobení, 
skalárního a vektorového součinu jsme použili následující označení prvků:
x … značí obyčejné násobení dvou skalárních hodnot
dot … skalární součin dvou vektorů (z anglického „dot product“)
cross … vektorový součin dvou vektorů (z anglického „cross product“)
Validita uvedených schémat byla ověřena.
3.3.1 Badouel a Wald
Schémata  těchto  dvou  metod  si  zde  neuvedeme,  protože  kvůli  nemožnosti  pralelizace  dělení  s 
ostatními výpočty jsou tyto metody v hardwarových implementacích oproti ostatním příliš pomalé. 
Pro srovnání s ostatními metodami uvedeme jejich dobu výpočtu, která je u obou metod stabilní bez 
jakýchkoli  podmínek,  jelikož operace dělení,  kvůli  které tyto  podmínky uvádíme,  musí  být  vždy 
dokončena před prováděním dalších výpočtů:
Badouel = 4(x) + 7(+) + 3(a/b)
Wald =3(x) + 5(+) + 1(a/b)
3.3.2 Möller-Trumbore
OD
cross -
crossdot dot
P
T
1/x
det
dot
Q
dot
x x x
inv_det t' v'
u'
t v u
AC AB A
T = 3(x) + 3(+) + 1(1/x)
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V případě této metody uvádíme pouze jedinou dobu trvání, protože neexistuje reálná alternativa, že 
by pralalelně prováděné výpočty přechodných parametrů trvaly delší dobu, než výpočet převrácené 
hodnoty determinantu. Ve větvi pro výpočet této hodnoty musíme totiž před dosažením výsledku 
vykonat  operace  Tdet  =  2(x)  +  3(+)  +  1(1/x) zatímco  pro  nejdelší  větev  výpočtu  přechodných 
parametrů Tpar = 2(x) + 4(+). Když tyto dva vzorce položíme do nerovnice, zjistíme, že aby doba 
provádění Tdet byla kratší než Tpar, tak by se jedna operace sčítání musela provádět delší dobu, než 
1 operace  dělení,  což  je  velmi  nepravděpodobné.  Proto  je  doba  T uvedená  u  schématu  jedinou 
možnou dobou výpočtu pro tuto hardwarovou implementaci této metody. Nicméně i tento uvedený 
výsledek je velmi dobrý.
3.3.3 Havel-Herout
N 1 d 1 N 2d 2D N d O
dot dot
 -
dot dot
det
t'
 +
dot
 x
 +
dot
P'
 x
 +
 x  x x
 1/x
u' v'
u t v
inv_det
Jestli   1(1/x) > 2(x) + 7 (+)
pak T = 2(x) + 2(+) + 1(1/x)
jinak T = 4(x) + 9(+)
Vzhledem k časové náročnosti větví pro výpočet přechodných parametrů u,v je v případě této metody 
možnost,  že  výpočet  převrácené  hodnoty  determinantu  skončí  dříve,  již  pravděpodobnjší  než  u 
metody předešlé. Nicméně nemusí tomu tak být nezbytně, a v opačném případě dostaneme výrazně 
lepší výsledek, než u metody Möller-Trumbore, rozdíl by v tomto případě činil delta = 1(x) + 1(+), 
což není zanedbatelná doba. Všimněme si, že tento rozdíl  je totožný s dobou provádění paralelní 
implementace vektorového součinu (viz obr. 2.3.1) což je přesně rozdíl v operacích potřebných pro 
výpočet hodnoty determinantu u těchto dvou metod.
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Na druhou stranu doba provádění výpočtu v případě druhém (tedy kdy neplatí, že 1(1/x) > 2(x) + 7 
(+)) je poměrně dost dlouhá. Toto může být způsobeno častým používáním skalárních součinů, které 
nám samy o sobě v době provádění této metody tvoří dobu dot = 3(x) + 6(+). Tudíž vidíme, že tato 
metoda nemusí být pro hardwarovou implementaci nejvhodnější.
3.3.4 Kensler-Shirley
A AB×CAO D ABCA
dot
- dot
cross
dot dot
1/x
V
x x x
Va
inv_V
V1 V2
t u v
Jestli   1(1/x) > 1(x) + 2(+)
pak T = 2(x) + 2(+) + 1(1/x)
jinak T = 3(x) + 4(+)
V této metodě stejně jako u metody Havel-Herout potřebujeme před zahájením výpočtu převrácené 
hodnoty  determinantu  (v  tomto  případě  označen  jako  V kvůli  integritě  názvů s  kapitolou  2.2.2) 
vypočítat pouze jeden skalární součin. To nám způsobilo, že dostáváme stejnou časovou náročnost 
jako u metody Havel-Herout v případě, kdy větev pro výpočet převrácené hodnoty trvá déle, než 
větve pro výpočet přechodných parametrů. Ale citelný rozdíl vidíme u časové náročnosti pro případ 
druhý (kdy neplatí 1(1/x) > 1(x) + 2(+)), kde se nám časová náročnost zmenšila o delta = 1(x) + 5(+), 
což  je  dáno  zejména  zvýšenou  možností  paralelizace  výpočtů  skalárních  součinů.  Z  nerovnice 
podmínky vidíme, že oproti metodě Havel-Herout je zde podstatně menší pravděpodobnost, že by 
výpočet  přechodných parametrů  trval  delší  dobu,  než  výpočet  převrácené  hodnoty determinantu, 
takže v pořadí druhá rovnice pro dobu výpočtu se téměř dá zanedbat.
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3.3.5 Shevtsov
Ap Aq O p Oq O k n p nq D p Dq D k E0 p E0q E1pE1q
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v' u' inv_det
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Jestli   1(1/x) > 2(x) + 2(+)
pak T = 2(x) + 2(+) + 1(1/x)
jinak T = 4(x) + 4(+)
I přes poněkud méně přehledný nákres schématu kvůli rozkladům na prvky vektorů, které jsou nutné 
při projekci trojúhelníku do jedné z rovin os souř. systému, se jedná o velice efektivní metodu pro 
hardwarovou  implementaci.  Schémata  předchozích  metod  se  mohla  zdát  jednodušší,  ale  to  je 
způsobené pouze tím, že základní operace potřebné pro výpočet skalárního a vektorového součinu 
byly z důvodu přehlednosti zapouzdřeny do jednoho prvku. V první části schématu můžeme vidět dva 
zároveň  provedené  skalární  součiny  zjednodušené  díky  normalizaci  normálového  vektoru  roviny 
trojúhelníku,  nicméně  v  této  implementaci  pro  trojúhelníky,  které  neleží  v  rovině  rovnoběžné  s 
některou z rovin os souř. sys., se v této části výpočtu přechodného parametru t' a determinantu ztrácí 
výhoda této projekce. I přes to se jedná o metodu, jejíž rychlost by v hardwarové implementaci byla 
stejná, jako u metody Kensler-Shirley v případě, že by byla splněna podmínka 1(1/x) > 2(x) + 2(+), 
jejíž pravá strana je pouze o dobu jednoho součinu delší.
Navíc, jak jsme si řekli v kapitole 2.2.5, v případě, že daný trojúhelník leží v rovině rovnoběžné s 
některou  z  rovin  os  souř.  sys.,  dá  se  výpočet  parametru  t' a  determinantu  značně  zjednodušit. 
Vzhledem k tomu, že jsou to parametry počítané ještě před samotným začátkem dělení, promítne se 
nám tato vlastnost do rychlostí následujícím způsobem:
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Jestli   1(1/x) > 2(x) + 2(+)
pak T = 1(x) + 1(+) + 1(1/x)
jinak T = 3(x) + 3(+)
Jedná se tedy o zrychlení o delta = 1(x) + 1(+). Pokud je správný náš předpoklad, že operace dělení 
trvá déle, než 2(x) + 2(+), pak je Shevtsovova metoda nejvhodnějším kandidátem pro hardwarovou 
implementaci. V případě trojúhelníků, které neleží v rovině rovnoběžné s některou z rovin os souř. 
sys.,  je totiž stejně rychlá, jako dvě předchozí metody,  a navíc v případě opačném je podstatným 
způsobem rychlejší. Navíc podmínka nulovosti koeficientů  n_p a  n_q,  která by oproti předchozím 
dvěma metodám byla zdržením, se může uskutečnit již při výpočtu předpočítaných hodnot pro daný 
trojúhelník a výsledek tohoto testu uložíme jako jediný bit, který pak při trasování paprsku velmi 
snadno rozhodne, kterou z větví se má výpočet ubírat.
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4 Testování rychlosti metod 
výpočtu průsečíku paprsku 
s trojúhelníkem
V  této  části  si  nejprve  popíšeme  způsob,  kterým  budeme  testovat  a  srovnávat  jednotlivé 
implementace  metod  v čistém C++ a  SSE.  V pracích  zabývajících se  srovnáním metod  výpočtu 
průsečíku  paprsku  s  trojúhelníkem  se  zpravidla  setkáme  s  testy  syntetickými,  kde  je  náhodně 
vygenerováno  určité  větší  množství  trojúhelníků  a  paprsků,  které  jsou  touto  scénou  trasovány. 
Nicméně  je  potřeba  uvědomit  si,  že  scény,  které  chceme  pomocí  ray-tracingu zobrazovat  nejsou 
chumlem  náhodně  vygenerovaných  trojúhelníků  a  hlavně  paprsky  směřují  relativně  podobným 
směrem. Proto budeme tyto implementace testovat jak na scéně syntetické, tak na scénách reálných.
Dále je potřeba zabývat se otázkou jak vůbec věrohodně měřit a porovnávat doby výpočtu danými 
metodami.  Vzhledem  k  tomu,  že  kromě  samotných  metod  pro  výpočet  průsečíku  paprsku  s 
trojůhelníkem je vykonáváno v našich testovacích programech určité množství operací, jejichž doba 
trvání  nás  nezajímá  a  může  se  případ  od  případu  lišit  (např.  načítání  souborů  s  trojúhelníky  či 
ukládání  vyrenderovaného obrázku na pevný disk),  nelze  se  spoléhat  na  celkovou dobu průběhu 
programu. Na druhou stranu samotné jedno vykonání metody trvá tak krátký časový úsek, že může 
být  očekávaná  chyba  měření  mnohem  delší,  než  tento  úsek  samotný.  Nabízelo  se  použití  tzv. 
profilovacích funkcí,  které nám změří  dobu strávenou v dané funkci,  což by se pro naše potřeby 
mohlo zdát  dokonalé, nicméně alespoň v námi  použitém vývojovém prostředí  (CodeBlocks) bylo 
užití  profilovací  funkce nevhodné pro implementace používající  SSE. Nakonec jsme tedy použili 
následující přístup: 
Čas  strávený  čistě  výpočty  průsečíků  paprsku  s  trojúhelníkem  si  označíme  jako T c ,  zbylý  čas 
strávený inicializací a dalšími funkcemi raytraceru souhrnně jako T zbytek . T i  pak značí celkový čas 
výpočtu,  přičemž  každý výpočet  průsečíku  paprsku  s  trojúhelníkem,  který  raytracer  vyžaduje,  je 
počítán i-krát. Potom platí následující vztahy:
T 1 = T cT zbytek
T 2 = 2⋅T cT zbytek
T 3 = 3⋅T cT zbytek
T 4 = 4⋅T cT zbytek
T 5 = 5⋅T cT zbytek
Provedeme-li pro danou metodu těchto 5 měření, můžeme pak určit hledaný čas T c  např. jako rozdíl 
T i−T  i−1 , nebo lépe jako průměrnou hodnotu ze všech 4 rozdílů, tedy:
T c =
T 5−T 1
4
MaxErr = MAX T 2−T 1−T c  ,T 3−T 2−T c  ,T 4−T 3−T c  ,T 5−T 4−T c 
24
kde  MaxErr značí  maximální  chybu  v  měření,  vůči  průměrnému T c ,  tedy  odhadovanou  chybu 
daného měření. Uvedený princip je ilustrován na obrázku 4.1. Je ovšem jasné, že tento přístup zatíží 
naše  měření  určitou  chybou  způsobenou  potřebou  „restartovat“  hodnoty  parametrů  po  každém 
opakování daného výpočtu průsečíku, nicéně domníváme se, že pro srovnání metod mezi sebou toto 
nebude tak na obtíž.
čas
Počet provedení1 2 3 4 5
Ostatní operace raytraceru
Doba strávená v metodě
Obrázek 4.1: Princip použitého měření.
Specifikace testovacího PC:
Procesor: Intel Core2 Duo CPU E8400 3GHz
Ram: 2GB
Grafická karta: NVidia Quadro FX 4600
Operační systém: Windows7 64bit
4.1 Test s náhodně generovanou scénou a paprsky
Při  tomto  testování  jsme  si  vygenerovali  10 000  trojúhelníků  tak,  že  jsme  pomocí  generátoru 
pseudonáhodných čísel vygenerovali všechny souřednice každého ze tří bodů daného trojúhelníku. 
Podobným způsobem jsme si vygenerovali 10 000 paprsků (tedy souřadnice jejich počátků a jejich 
směrové vektory). V případě variant metod pro svazky 4 paprsků byl stejným způsobem vygenerován 
každý paprsek ve svazku, což určitým způsobem podkopává základní myšlenku svazkových výpočtů, 
která čerpá výhody hlavně s koherence paprsků ve svazku, tedy z toho, že mají stejný nebo velmi 
podobný  počátek  a  velmi  podobný  směr.  Nicméně  i  tak  dosahují  zkoumané  metody  výborných 
výsledků. Pro integritu s jednopaprskovými testy bylo vygenerováno 2500 svazků po 4 paprscích. 
Všechna čísla  byla  generována z intervalu  <-10 000;  10 000>.  Tyto  vygenerované  trojúhelníky a 
paprsky  byly  uloženy  do  polí  a  poté  byl  pomocí  každé  implementace  každé  metody  vypočten 
nejbližší průsečík každého paprsku. Tím, že jsou vždy všechny metody testovány na totožně scéně s 
totožnými paprsky, ztrácí se možnost případné chyby způsobené náhodným generováním.
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4.1.1 Výsledky testů
Ve výsledcích jsou uvedené časy T1 až T5 jak bylo vysvětleno na začátku této skce, Delta je počítána 
jako průměrná hodnota rozdílů mezi těmito časy, Err je nejvyšší absolutní hodnota odchylky rozdílu 
mezi  sousedními  časy  T1 - T5,  M.Testy/s značí  počet  milionů  testů  za  sekundu,  což  je  zároveň 
hodnota zobrazená pro každou metodu v přiloženém grafu.
Jednopaprskové testy (100 milionů testů)
Název metody T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s] M.Testy/s
Havel-Herout SSE4 2,125 3,516 4,515 5,360 6,453 1,082 0,309 92,421
Shevtsov 2,141 3,375 4,640 5,844 7,047 1,227 0,038 81,533
Kensler-Shirley 4,406 5,735 7,219 8,437 9,781 1,344 0,140 74,419
Havel-Herout 2,204 3,640 5,031 6,516 7,953 1,437 0,048 69,577
Wald 3,032 4,609 6,109 7,703 9,250 1,555 0,055 64,329
Badouel 3,359 4,938 6,516 8,218 10,469 1,778 0,474 56,259
Möller-Trumbore 4,094 6,047 8,125 10,390 12,422 2,082 0,183 48,031
M.Testy/s
Havel-Herout SSE4 Shevtsov Kensler-Shirley Havel-Herout Wald Badouel Möller-Trumbore
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Tato tabulka nám nepřinesla žádné překvapující výsledky, jelikož všechny uvedené metody byly vždy 
porovnávány na základě syntetického testu (testu s náhodně generovanou scénou), nicméně fakt, že 
rychlosti  uvedených metod souhlasí s dříve uváděnými poměry rychlostí  daných metod,  posloužil 
nám  tento  test  jako  prověrka  našeho  způsobu  měření  času  stráveného  ve  funkci,  který  vypadá 
věrohodně i navzdory výraznějším odchylkám (Err) v případě implementace Havel-Herout SSE4 a 
Badouel.  Tyto  odchylky  jsou  způsobeny  nejspíše  kolísáním  spotřeby  systémových  prostředků 
procesy, které běžely na pozadí v operačním systému testovacího počítače.
26
Testy se svazky 4 paprsků (100 milionů testů)
Název metody T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s] M.Testy/s
Shevtsov SSE 0,750 1,234 1,656 2,127 2,609 0,465 0,043 215,169
Havel-Herout SSE 1,907 2,359 2,797 3,297 3,797 0,473 0,034 211,640
Wald SSE 0,953 1,500 2,047 2,578 3,125 0,543 0,012 184,162
Kensler-Shirley SSE 4,235 4,796 5,391 6,031 6,672 0,609 0,048 164,136
Möller-Trumbore SSE 5,188 5,734 6,547 7,390 8,219 0,758 0,212 131,970
Shevtsov 1,391 2,562 3,610 4,687 5,750 1,090 0,081 91,764
Havel-Herout 1,422 2,500 3,625 4,719 5,843 1,105 0,027 90,477
Kensler-Shirley 2,313 3,531 4,766 5,984 7,188 1,219 0,016 82,051
Wald 2,250 3,844 5,063 6,234 7,406 1,289 0,305 77,580
Badouel SSE 3,937 5,422 6,641 7,859 9,203 1,317 0,169 75,959
Badouel 2,360 3,984 5,453 6,609 7,750 1,348 0,277 74,212
Möller-Trumbore 3,032 5,578 7,578 9,422 11,157 2,031 0,515 49,231
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Z grafu vidíme, že ve svazkové variantě si nejlépe vede SSE implementace Shevtsovovy metody, 
jejíž náskok před druhou metodou je v tomto případě poněkud slabší, což můžeme přisoudit faktu, že 
v náhodné scéně je minimum trojúhelníků rovnoběžných s některou z rovin os souř. systému a tím 
tato metoda ztrácí svou největší výhodu a navíc zbytečně provádí test na tuto rovnoběžnost, který je v 
případě této scény jednoznačně víc na obtíž, než ku prospěchu.
Velice  zajímavé  jsou  také  výsledky metody  Havel-Herout  v  SSE implementaci,  která  prokazuje 
velice dobré vlastnosti i přes to, že byla navržena pro jednopaprskovou variantu a její největší síla 
spočívající ve vysoce efektivní implementaci v SSE4 nelze ve svazkové variantě efektivně uplatnit. 
Nicméně i tak lze metodu velice efektivně implementovat ve svazku pomocí SSE, což se promítlo do 
výsledků.
Naopak Badouelova metoda se jeví jako nejméně vhodná. Nejpomalejší je podle grafu sice metoda 
Möller-Trumbore, nicméně alespoň její implementace v SSE je na 5. místě, u metody Badouel je i 
SSE implementace za některými implementacemi v čistém C++, které jak vidíme z grafu nejsou pro 
svazkové metody oproti většině implementací v SSE moc efektivní.
4.2 Test s reálnou scénou
Při  testování  našich  metod  na  rélných  scénách  se  budeme  snažit  otestovat  efektivitu  metod  pro 
trojúhelníky uspořádané jiným než náhodným způsobem. K tomu jsme si implementovali jednoduchý 
raytracer a do něj pak KD-strom pro snížení počtu testovaných trojúhelníků, abychom mohli otestovat 
chování metod přímo v prostředí, ve kterém by v praxi fungovaly,  tedy v programu, který přímo 
generuje obraz.
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4.2.1 Implementovaný raytracer
Raytracer, který jsme si pro tyto testy implementovali, je základní verzí, která nabízí pouze difuzní a 
lesklé  neprůhledné  materiály  (v  případě  jednopaprskové  varianty  implementovány  i  průhledné 
materiály, nicméně v testech nebyly použity), a bodové zdroje světla, tedy jednoduché a ostré stíny. 
Při implementaci jsme vycházeli z knihy [7]. Konečný automat raytraceru je obsžen v jedné funkci 
nazvané PhotonTrace, která si jako parametry bere ukazatel na instanci třídy Objekty (resp. KDTree), 
která  zapouzdřuje  seznam  objektů  ve  scéně,  tedy  seznam  trojúhelníků  a  zdrojů  světla.  Zbylé 
parametry určují  aktuální  pozici,  směr  a šířku záběru kamery a ukazatel  na  pole,  do nějž  se  má 
vygenerovaný obrázek uložit. Tato funkce pak podle potřeby volá členské funkce dané instance třídy 
Objekty (resp.  KDTree),  které  provedou výpočet  nejbližšího  průsečíku  daného paprsku  ve  scéně 
pomocí metod instance třídy Trojúhelník.
4.2.2 Implementovaný KD-strom
KD-strom v naší implementaci je z důvodu nedostatku času pouze jednoduchý nejprimitivnější typ, 
který vždy dělící hranici mezi voxely umisťuje do poloviny délky dané souřadnice původního voxelu. 
Při implementaci jsme vycházeli z disertace [8]. Rekurzivní dělení prostoru je zastaveno při dosažení 
hloubky 26, nebo při počtu objektů menším než 4, nebo v případě, že je některá ze souřadnic voxelu 
menší než 2 jednotky délky. Ikdyž se nejedná o nejlepší řešení, i toto nám přinese určitou informaci 
nehledě na viditelné zrychlení oproti implementaci bez KD-stromu.
4.2.3 Způsob testování
Nyní se nabízí otázka jak vhodně zvolit scény pro testování, aby bylo možno porovnat chování našich 
6  metod  výpočtu  průsečíku  v  různých situacích.  První  2  scény jsou  složeny z  16  jednoduchých 
pravoúhlých lehce lesklých židlí, každá z 96 trojúhelníků (tzn 1536 trojúh. ve scéně). Tyto židle jsme 
si uspořádali do čtverce. V první testovací scéně je kamera nastavena tak, aby snímala židle shora, 
aby byly všechny vidět  a byly rovnoměrně rozloženy po celém obrázku.  V druhé scéně je tento 
čtverec  židlí  posunut  tak,  aby  z  nich  byla  viditelná  pouze  jedna  židle.  Tímto  chceme  otestovat 
rychlost metod při eliminaci neviditelných trojúhelníků. Obě scény jsou na obrázku 4.2.1 a byly při 
testech renderovány v rozlišení 300x300 pixelů.
Pak jsme si vytvořili třetí scénu, která bude obsahovat trojúhelníky trošku méně pravoúhle zarovnané 
než  ve  scénách  předešlých.  Pro  tyto  účely jsme  si  vygenerovali  aproximaci  jehličnatého  stromu 
(generátor  přiložen  ve  zdrojových  textech)  který  se  skládá  přibližně  ze  180 000  trojúhelníků.  Z 
dúvodu  nepříliš  velké  rychlosti  našeho  raytraceru  byly  testy  s  touto  scénou  provedeny  jen  ve 
svazkové variantě SSE s KD-stromem a na obrázku s rozlišením 300x300 pixelů (obr. 4.2.2). Pro 
představu  o  složitosti  struktury  stromu  uvedeme  i  obrázek  ve  vyšším  rozlišení  a  poněkud  více 
přiblížený, než obrázek testovací (obr. 4.2.3).
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Obrázek 4.2.1: Scéna pro první test (vlevo) a scéna pro test druhý (vpravo) se stejným počtem židlí  
jako v první scéně, pouze posunuty mimo záběr. Máme 2 zdroje světla: jeden bílý nahoře a druhý  
modrý vlevo u podlahy.
Obrázek 4.2.2: Třetí testovací scéna tak, jak byla renderována při testech.
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Obrázek 4.2.3: Tatáž scéna, která byla použita pro třetí test, pouze přiblížena kamera a vyšší  
rozlišení pro demonstraci složitosti scény.
4.2.4 Výsledky testů
Hodnoty v tabulkách opět značí totéž jako v případě náhodných testů. V případě měření  scény s 
jehličnanem bohužel  došlo ke ztrátě celkového počtu výpočtů průsečíku paprsku s trojúhelníkem, 
jelikož kvůli složitosti scény došlo k přetečení počítadla těchto testů, proto jsou uvedeny pouze časy, 
delta a největší chyba od průměrné delty.
Jednopaprsková varianta – scéna 1 (židle přes celý obraz)
Název metody M.Testy T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s] M.Testy/s
Havel-Herout SSE4 460,2 10,719 16,696 22,859 27,734 34,969 6,063 1,188 75,909
Shevtsov 462,2 10,390 16,562 22,407 29,328 35,500 6,278 0,644 73,628
Kensler-Shirley 462,2 13,282 21,937 29,031 38,281 46,422 8,285 1,191 55,788
Havel-Herout 462,2 12,265 20,562 28,969 38,218 46,406 8,535 0,714 54,152
Möller-Trumbore 462,2 14,218 24,859 31,437 40,594 50,641 9,106 2,528 50,759
Wald 462,2 13,797 23,625 33,000 41,390 53,250 9,863 1,997 46,861
Badouel 462,2 14,641 24,953 36,531 45,657 55,875 10,309 1,270 44,837
M.Testy/s
Havel-Herout SSE4 Shevtsov Kensler-Shirley Havel-Herout Möller-Trumbore Wald Badouel
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V jednopaprskové variantě se nám stejně jako u náhodné scény nejlépe osvědčila SSE4 implementace 
metody Havel-Herout, nicméně z grafu vidíme, že tentokrát má před Shevtsovovou metodou náskok 
o dost menší.  Toto může být dáno dvěma faktory:  první je celkem vysoká odchylka od průměrné 
delty (až  2,5s,  což je  z  6-10s  docela  dost).  Tato odchylka  je  nejspíše  způsobena opět  kolísáním 
spotřeby systémových zdrojů procesy běžícími na pozadí. Je vidět, že tyto odchylky rostou přibližně 
přímo úměrně s celkovou dobou testů, jak bude vidno i v následujících tabulkách.
Druhým faktorem by mohla být již několikrát zmiňovaná vlastnost Shevtsovovy metody,  která je 
mnohem rychlejší pro výpočet průsečíku paprsku s trojúhelníkem rovnoběžným s některou z rovin os 
souř. systému. Tato vlastnost v prvních dvou reálných scénách může být dosti vyzdvižena, jelikož v 
nich je maximální podíl takovýchto trojúhelníků.
Kromě  této  menší  změny  je  vše  podobné  jako  v  syntetickém  testu,  kromě  toho,  že  metoda 
Möller-Trumbore poskočila z místa posledního o dvě místa dopředu.
Za povšimnutí  rovněž stojí  počty provedených výpočtů průsečíků,  které jsou kupodivu u metody 
Havel-Herout SSE4 jiné než u všech ostatních – asi o 2 000 000 testů! Toto může být dáno šířící se 
zaokrouhlovací  chybou,  která  může být  v případě SSE instrukcí  jiná  než u čistých C++ operací. 
Nicméně výsledný obraz je naprostoto totožný s ostatními.
Jednopaprsková varianta - scéna 2 (židle mimo obraz)
Název metody M.Testy T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s] M.Testy/s
Havel-Herout SSE4 416,9 8,765 14,547 19,453 23,281 28,922 5,039 1,211 82,731
Shevtsov 417,5 8,828 13,719 18,500 24,047 29,235 5,102 0,445 81,835
Kensler-Shirley 417,4 10,875 17,921 23,968 31,500 38,062 6,797 0,750 61,412
Havel-Herout 417,4 9,828 16,969 23,735 30,813 37,344 6,879 0,348 60,677
Wald 417,4 11,234 18,891 26,297 33,172 42,750 7,879 1,699 52,976
Badouel 417,4 11,468 20,031 28,344 35,235 43,031 7,891 1,000 52,897
Möller-Trumbore 417,4 12,656 22,453 27,797 35,969 45,047 8,098 2,754 51,545
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Tento test přinesl opět podobné výsledky jako předchozí. I přesto, že nebyl v tomto testu použit KD-
strom, je průměrná delta o 2s kratší než v minulé variantě: ikdyž musely primární paprsky testovat 
stejné množství trojúhelníků jako v testu minulém, vzniklo tentokrát výrazně menší množství paprsků 
odražených,  protože  židle,  které  jsou z  lesklého  materiálu  stejně  jako podlaha  a  od  nichž  by se 
paprsky také odrážely, byly nyní téměř všechny mimo obraz.
Metoda Möller-Trumbore se opět dostala na poslední místo, nicméně poslední tři metody jsou na tom 
časově téměř stejně a vzhledem k maximálním odchylkám v měření lze tyto metody považovat v 
tomto případě za stejně rychlé.
Opět  vidíme  odchylky  v  počet  provedených  výpočtů  průsečíků  je  u  některých  metod  rozdílný, 
nicméně kromě SSE4 implementace je odchylka minimální („pouze“ několik tisíc porovnání, číslo je 
zaokrouhlováno na statisíce a počet mohl být blízko zaokrouhlovací hranici). Výsledné obrazy byly 
vždy totožné.
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Svazek 4 paprsků – scéna 1 (židle přes celý obraz)
Název metody M.Testy T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s] M.Testy/s
Shevtsov SSE 465,2 4,078 6,797 9,187 12,297 14,765 2,672 0,438 174,118
Havel-Herout SSE 465,2 5,406 8,578 11,594 14,625 17,672 3,067 0,106 151,704
Wald SSE 465,2 4,984 8,547 11,594 14,969 18,313 3,332 0,285 139,605
Kensler-Shirley SSE 465,2 6,063 9,625 13,219 16,781 20,578 3,629 0,168 128,198
Möller-Trumbore SSE 465,2 6,687 10,625 14,610 18,703 22,734 4,012 0,081 115,959
Shevtsov 465,2 7,453 13,062 18,437 23,844 29,203 5,438 0,171 85,554
Badouel SSE 465,2 9,812 16,516 23,141 29,875 36,531 6,680 0,055 69,643
Havel-Herout 465,2 8,719 15,921 22,547 29,422 36,297 6,895 0,308 67,474
Kensler-Shirley 465,2 9,453 16,828 23,812 30,859 37,719 7,067 0,309 65,832
Möller-Trumbore 465,2 9,109 16,672 23,578 30,781 38,000 7,223 0,340 64,408
Wald 465,2 10,125 17,938 25,422 32,782 40,172 7,512 0,301 61,930
Badouel 465,2 11,453 20,172 28,110 35,953 43,969 8,129 0,590 57,227
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Svazek 4 paprsků – scéna 2 (židle mimo obraz)
Vzhledem k poměru  rychlostí  vůči  ostatním metodám se  zaměříme  spíše  na  první  3  nejrychlejší 
metody. Jak uvidíme dál, na těchto místech se budou střídat jen SSE implementace metod Shevtsov, 
Havel-Herout a Wald. Na prvním místě je v obou těchto testech Shevtsovova metoda – s výraznějším 
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Název metody M.Testy T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s] M.Testy/s
Shevtsov SSE 418,9 3,141 5,172 6,922 9,172 11,063 1,981 0,270 211,512
Wald SSE 418,9 3,672 6,594 8,640 11,110 13,390 2,430 0,493 172,422
Havel-Herout SSE 418,9 4,109 6,437 8,687 10,765 14,078 2,492 0,821 168,081
Kensler-Shirley SSE 418,9 4,640 7,187 10,078 13,000 15,687 2,762 0,215 151,679
Möller-Trumbore SSE 418,9 5,156 8,219 11,265 14,359 17,562 3,102 0,102 135,064
Shevtsov 418,9 5,812 10,281 14,532 18,781 22,984 4,293 0,176 97,577
Badouel SSE 418,9 7,203 12,156 17,203 22,141 26,953 4,938 0,125 84,841
Havel-Herout 418,9 6,797 12,485 17,672 23,063 28,312 5,379 0,309 77,881
Badouel 418,9 8,125 14,188 19,813 25,328 30,875 5,688 0,376 73,653
Wald 418,9 7,750 13,703 19,265 24,953 30,594 5,711 0,242 73,350
Kensler-Shirley 418,9 7,563 13,547 19,156 24,953 30,594 5,758 0,226 72,754
Möller-Trumbore 418,9 7,766 14,219 20,250 26,516 32,750 6,246 0,215 67,067
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náskokem oproti  dalším metodám – toto je způsobeno nejspíše rychlejším výpočtem pomocí  této 
metody v případě trojúhelníků rovnoběžných s některými 2 osami souř.s.
Metoda Havel-Herout SSE je v prvním případě o něco rychlejší  než Wald SSE, to je nejpíš dáno 
potřebou dělit při vpočtu parametru t ve Waldově metodě hned na začátku (jak již bylo řečeno, tato 
metoda nelze upravit pro použití Shevtsovových testů parametrů s dělením až v případě úspěšného 
zásahu).
Na druhou stranu v případě scény s židlemi odsunutými mimo obraz jsou výsledky z těchto dvou 
metod  příznivější  pro  Waldovu  metodu.  Toto  může  být  způsobeno  jiným  způsobem  testování 
parametrů  t,u,v v  SSE  implementaci  Waldovy  metody  oproti  SSE  implementacím  metod 
Havel-Herout  a  Shevtsov.  Tento  způsob  může  být  v  SSE  implementaci  pro  svazky  4  paprsků 
efektivnější v případě, že paprsek trojúhelník mine.
V tomto testu nebyly pozorovány žádné anomálie v počtech vypočítaných průsečíků.
Svazky s KD-stromem – scéna 1 (židle přes celý obraz)
Název metody M.Testy T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s] M.Testy/s
Shevtsov SSE 83,8 2,188 2,734 3,219 3,735 4,235 0,512 0,034 163,752
Havel-Herout SSE 83,7 2,265 2,891 3,516 4,125 4,765 0,625 0,016 133,920
Wald SSE 83,8 2,344 2,969 3,609 4,235 4,969 0,656 0,078 127,695
Kensler-Shirley SSE 83,7 2,344 3,063 3,735 4,422 5,125 0,695 0,024 120,388
Möller-Trumbore SSE 83,7 2,406 3,141 3,875 4,578 5,344 0,735 0,032 113,955
Shevtsov 83,8 3,015 4,281 5,453 6,641 7,828 1,203 0,063 69,645
Badouel SSE 83,7 3,250 4,641 5,890 7,219 8,547 1,324 0,075 63,206
Möller-Trumbore 83,8 3,141 4,594 5,906 7,250 8,594 1,363 0,090 61,471
Havel-Herout 83,9 4,062 5,625 6,985 8,422 9,875 1,453 0,110 57,733
Kensler-Shirley 83,8 3,250 4,828 6,265 7,687 9,172 1,481 0,098 56,602
Wald 83,8 3,500 5,359 7,047 8,828 10,407 1,727 0,148 48,530
Badouel 83,8 3,954 6,078 8,047 9,937 11,891 1,984 0,140 42,233
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Výsledky testů u prvních dvou scén s použitím KD-stromu se dosti podobají výsledkům s obyčejnými 
svazky,  nicméně  je  patrné  celkové  zrychlení  výpočtů  a  v  případě  první  scény zvětšení  odstupu 
Shevtsovovy metody od metod zbylých.
Opět vidíme,  že s první scénou jsou výsledky příznivější  pro metodu Havel-Herout SSE, u druhé 
scény je zase rychlejší Waldova metoda – opět může být důvodem totéž, jako v případě prostých 
svazků. Navíc u testů druhé scény je patrné, že u Waldovy SSE implementace je maximální odchylka 
od  průměrné  delty  téměř  polovina celkového  času stráveného výpočtem průsečíku,  což  dosti 
podkopává věrohodnost tohoto výsledku.
Opět můžeme pozorovat menší odchylky od počtu vypočtených průsečíků.
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Svazky s KD-stromem – scéna 2 (židle mimo obraz)
Svazky s KD-stromem – scéna 3 (jehličnan)
Název metody T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s]
Shevtsov SSE 51,563 63,891 77,047 93,296 108,047 14,121 2,128
Havel-Herout SSE 88,703 104,796 121,859 138,844 157,078 17,094 1,140
Möller-Trumbore SSE 140,219 155,656 174,391 194,313 214,641 18,606 3,168
Wald SSE 53,266 70,469 87,687 107,281 130,703 19,359 4,063
Kensler-Shirley SSE 122,734 141,359 160,938 182,219 202,484 19,938 1,344
Badouel SSE 156,031 197,328 235,078 275,125 314,188 39,539 1,789
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Jak bylo řečeno, bohužel se nám nepovedlo zaznamenat počet počítaných průsečíků, takže výsledky 
jsou pouze v sekundách. Opět vidíme, že na prvním místě je SSE implementace Shevtsovovy metody, 
což značí, že i přes dobu strávenou testováním podmínek rovnoběžnosti trojúhelníku s některými 2 
osami souř.s. je metoda dost efektivní na to, aby v této scéně s minimem pravoúhle zarovnaných 
trojúhelníků předstihla ostatní metody. Naopak Badouelova metoda je dvakrát pomalejší, než všechny 
ostatní metody.
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Název metody M.Testy T1[s] T2[s] T3[s] T4[s] T5[s] Delta[s] Err[s] M.Testy/s
Shevtsov SSE 4,3 0,407 0,438 0,469 0,500 0,531 0,031 0,000 138,710
Wald SSE 4,3 0,406 0,437 0,453 0,500 0,531 0,031 0,016 137,600
Havel-Herout SSE 4,3 0,406 0,437 0,469 0,515 0,547 0,035 0,011 121,986
Kensler-Shirley SSE 4,3 0,407 0,437 0,468 0,515 0,562 0,039 0,009 110,968
Möller-Trumbore SSE 4,3 0,406 0,437 0,485 0,531 0,578 0,043 0,012 100,000
Shevtsov 4,3 0,437 0,500 0,547 0,609 0,672 0,059 0,012 73,191
Badouel SSE 4,3 0,438 0,515 0,578 0,640 0,688 0,063 0,015 68,800
Möller-Trumbore 4,3 0,469 0,532 0,594 0,672 0,750 0,070 0,008 61,210
Havel-Herout 4,3 0,485 0,562 0,641 0,719 0,782 0,074 0,011 57,912
Wald 4,3 0,453 0,547 0,625 0,703 0,765 0,078 0,016 55,128
Kensler-Shirley 4,3 0,437 0,531 0,594 0,672 0,750 0,078 0,016 54,952
Badouel 4,3 0,500 0,594 0,672 0,750 0,843 0,086 0,008 50,146
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5 Závěr
Prostudovali jsme existující algoritmy pro výpočet průsečíku paprsku s trojúhelníkem a použití tohoto 
výpočtu v grafických aplikacích. Z prostudovaných metod jsme vybrali 6 a implementovali je v C++ 
a SSE. Efektivita těchto implementací byla srovnána pro rozdílné úlohy.
Když zhodnotíme výsledky měření pohledem na grafy, vidíme, že u všech jednopaprskových testů 
máme nejlepší výsledky u metody Havel-Herout (SSE4 implementace), a to jak u syntetických testů, 
tak i u testů reálných. U testů svazkových je ale vždy na prvním místě Shevtsovova metoda, za níž 
jsou většinou s větším odstupem zbylé metody, nejblíže jsou většinou metody Havel-Herout a Wald. 
V případě svazků máme vždy na mysli implementace těchto metod pomocí SSE.
Nejlépe  tedy  můžeme  hodnotit  Shevtsovovu  metodu,  která  je  navíc  výhodnější  i  z  hlediska 
hardwarové implementace, jak jsme si ukázali v sekci 3.
Výsledky zjištěné v této práci by mohly být použity pro další vývoj rychlých raytracerů pracujících v 
reálném čase, případně posloužit jako základ pro výzkum tvorby efektivního harwaru pro tuto úlohu.
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