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As discussões a respeito da política monetária frequentemente giram em torno das 
seguintes questões: a política monetária tem efeitos reais sobre a economia? Se tiver, quais 
mecanismos a transmitem para o lado real, em que proporção e quando a economia começa a 
sentir esses efeitos?    
A metodologia VAR (Vectorial Autoregression - Auto-regressão Vetorial) tem sido 
sumariamente aplicada para tentar responder essas questões, desde sua introdução e 
disseminação por Sims (1980, 1986). Logo cedo no desenvolvimento dessa metodologia, 
argumentava-se que o VAR tem um poder de previsão bem superior ao dos modelos de 
equações estruturais (simultâneas), utilizados até os anos 70
1. 
A motivação por trás da grande aceitação do VAR em estudos macroeconômicos, além 
do grande poder de previsão, são suas propriedades estatísticas e a mudança do foco de 
análise do modelo estimado. Por exemplo, com essa metodologia tornou-se possível e mais 
confiável observar as mudanças na atividade econômica causada por choques na condução da 
política monetária. A análise VAR é freqüentemente feita através de duas funções primárias, 
teste de causalidade de Granger e estudo das características da resposta a impulsos. Com isso 
é possível verificar as inter-relações entre as variáveis e a perturbação no sistema para 
choques nas variáveis, e isso com um grande amparo estatístico. 
                                                 
1 Essa abordagem, identificada com o trabalho da Cowles Commission, foi pesadamente criticada por vários 
autores, principalmente Sims (1980) e Lucas (1976). As críticas centravam-se nos seguintes pontos: a divisão a 
priori das variáveis em endógenas e exógenas era arbitrária – em princípio, todas as variáveis deveriam ser 
consideradas endógenas; a imposição de restrições zero na forma estrutural era feita com pouco respaldo na 
teoria econômica, unicamente com o objetivo de garantir a identificação dos modelos - dando origem a restrições 
“incríveis”; os parâmetros das “decision rules” estimados não permaneciam estáveis quanto à mudanças na 
política econômica.   19
  No Brasil existem alguns trabalhos empregando VAR
2 para verificar como a economia 
brasileira responde a choques na política monetária. Ou seja, entender como a política 
monetária, empregada pelos governos, afeta as variáveis reais da economia e, se afeta, em que 
momento e por quanto tempo dura esse efeito. 
  Em particular, o trabalho de Minella (2001) procurou examinar a relação entre a 
política monetária e as variáveis econômicas básicas
3. Ele compara três épocas distintas da 
economia brasileira (1975-1985; 1985-1994 e 1994-2000), levando em consideração o 
patamar inflacionário, e encontra os seguintes resultados: choques monetários têm efeitos 
significativos sobre o produto e não induzem uma redução na taxa de inflação nos dois 
primeiros períodos, mas há indicações de que eles aumentaram seu poder de afetar preços 
depois que o Plano Real foi implementado; a política monetária geralmente não responde 
ativa ou rapidamente frente a choques na taxa de inflação e no produto; no período recente, a 
taxa de juros responde intensamente a crises financeiras; choques positivos na taxa de juros 
são acompanhados por um declínio na quantidade de moeda em todos os três períodos; o grau 
de persistência inflacionária é significativamente menor no período recente. 
  Outros trabalhos também chegam a conclusões semelhantes como Moreira, Fiorêncio 
e Lima (1998) que incluem as variáveis taxa de câmbio e taxa de desemprego em seus 
modelos. 
  O que estes autores citados, e muitos outros
4, que analisaram a política monetária 
brasileira concordam, é que o Plano Real, implementado em julho de 1994, significou um 
mudança profunda na economia brasileira que se firmou com a transição para o regime de 
câmbio flexível (Jan./99) e a adoção do regime de metas de inflação (Jul./99).  
                                                 
2 Não será feita aqui uma revisão acurada sobre a aplicação de modelos VAR à economia brasileira. Apenas 
discutiremos o essencial ao nosso propósito, que ficará mais claro adiante. 
3 PIB, Índices de preços e agregado monetário M1. 
4 Mercadante (1998), Rigolon e Giambiagi (1999), Carneiro (1999, 2000, 2000), Bevilaqua e Garcia (2000), 
Bogdansk e Tombini (2000), Fachada (2001) e Pinheiro, Giambiagi e Moreira (2001).   20
  Diante disso, o objetivo central desse trabalho foi: construir um modelo capaz de 
identificar possíveis mudanças nas principais séries macroeconômicas brasileiras e mostrar 
qual a relação destas mudanças com a política monetária no período de 1980 a 2005. 
A preocupação em se identificar mudanças estruturais nas séries econômicas é antiga 
entre os economistas. No intuito de verificar esses tipos de mudanças, Chow (1960) 
introduziu um teste simples, baseado na estatística F, que consistia em testar a significância 
de se “quebrar” a série analisada em partes onde foram identificadas, a priori, as possíveis 
mudanças. Além desse teste, vários outros foram desenvolvidos ao longo do tempo para testar 
e avaliar mudanças estruturais nas séries.  
No artigo seminal de Hamilton (1989) ele estuda o comportamento do ciclo 
econômico americano admitindo que as mudanças estruturais (ou mudanças de regime) são 
governadas por uma cadeia de Markov. Nesse modelo ele assume que existem dois regimes 
(recessão e expansão), os estados da cadeia de Markov, que são determinados dentro do 
próprio modelo como uma variável aleatória.  
A partir desse trabalho, as mudanças estruturais em uma série econômica passaram a 
ser entendidas como uma variável aleatória, sendo possível identificar não só o ponto onde 
ocorre a mudança, mas também saber a probabilidade da série se manter em um dado regime 
ou se mover para qualquer outro regime. 
Desde então, modelos com mudança markoviana vêm gradativamente se tornando 
populares em estudos econômicos. Os pesquisadores que utilizam esse instrumental desejam 
capturar características específicas nas séries temporais econômicas tais como assimetria na 
atividade econômica e sincronia dessas assimetrias com diversos paises, ao longo do ciclo 
econômico (Hamilton, 1989; Krolzig, 1997, 1998, 2001, 2003); volatilidade e reversões na 
média do processo gerador de séries no mercado de ações (Cecchetti et al., 1990; Pagan e 
Schwert, 1990; Turner et al., 1989), taxa de juros e câmbio (Gray, 1996; Hamilton, 1988);   21
regimes de política monetária (Sims e Zha, 2002, 2004; Primiceri, 2004). Nesses casos os 
processos de markov podem ser entendidos como um instrumento para se capturar a história 
das séries econômicas que se objetiva estudar. 
Estes modelos supracitados, e o modelo utilizado nesse estudo, pertencem a categoria 
de modelos markovianos escondidos (Hidden Markov Models – HMM), que é um processo 
duplamente estocástico com um processo estocástico subjacente que não é observado 
(escondido), mas, que pode ser observado apenas através de outro conjunto de processos 
estocásticos que produz a seqüência de símbolos observados. 
Em nosso caso, estamos introduzindo uma cadeia de Markov escondida em um 
processo autoregressivo vetorial (que produz a seqüência de símbolos observados), e o 
resultado é a mudança de regime, ou seja, podemos observar mudanças de estado no modelo 
VAR. 
Portanto, fica evidente o nosso interesse em utilizar modelos com mudança de 
Markov, ou melhor, em estimar modelos VAR sujeitos a mudanças markovianas – o MSVAR 
(Markov Switching Vector Autoregressive) – para estudar as mudanças estruturais nas 
principais séries macroeconômicas brasileiras e, entender quais relação estas mudanças 
guardam com a condução da política monetária. 
Para avaliar o modelo, utilizamos principalmente as probabilidades suavizadas, 
preditas e filtradas dos regimes e a função de impulso-resposta dependente do regime. 
O estudo está dividido em três seções, além desta breve introdução. Na segunda seção, 
apresentamos a (i) teoria básica das cadeias de Markov ; (ii) o modelo MS-VAR formalmente 
e fazemos algumas considerações sobre a função de impulso-resposta nesse modelo; (iii) os 
processos de estimação utilizados, e (iv) como os dados foram trabalhados no modelo. A 
terceira seção ficou reservada a discussão dos resultados das estimações e sua adequação a 




2. PROCEDIMENTOS METODOLÓGICOS 
 
2.1 Teoria das Cadeias de Markov 
 
  Apresentaremos aqui a teoria básica, e essencial, para o desenvolvimento desse 
trabalho, baseado em mudanças markovianas. O resultado fundamental dessa teoria, que 
daremos na seqüência uma simples prova, é que as cadeias de Markov convergem para uma 
única e invariante distribuição, e é possível fazer inferências com respeito a essa distribuição
5. 
  O detalhamento dessa teoria pode ser evitado de acordo com nosso propósito, 
portanto, desde que não estamos interessados em discorrer sobre uma cadeia markoviana em 
particular, mas sim construir uma cadeia que tenha as propriedades por nós desejadas. 
 
Definição: Uma cadeia de Markov é uma série de variáveis aleatórias,  ..., , ,
) 2 ( ) 1 ( ) 0 ( X X X  na 
qual a influência de 
) ( ) 0 ( ,...,
n X X  sobre a distribuição de 
) 1 ( + n X  depende inteiramente dos 
valores de 
) (n X . Formalmente, 
 
) | ( }) : { , | (
) ( ) 1 ( ) ( ) ( ) 1 ( n n t n n x x P t x x x P
+ + = ∈ε      (1) 
 
onde ε  é algum subconjunto de  } 1 ,..., 0 { − n . Os índices  ..., 2 , 1 , 0 = t  são frequentemente vistos 
como sucessivos “tempos” (ou melhor, momentos no de tempo). O 
) (t X  tem um significado 
                                                 
5 Para uma discussão mais detalhada sobre processos de Markov ver: Kemeny e Snell (1960), Iosifescu (1980), 
Diaconis e Stroock (1991) e Neal (1993).   23
conhecido, é o state space da cadeia de Markov, que para nossos propósitos assumiremos que 
ele é de dimensão finita. 
  Uma cadeia de Markov pode ser especificada admitindo uma distribuição marginal 
para 
) 0 ( X  - a probabilidade inicial dos vários estados – e uma distribuição condicional para 
) 1 ( + n X  dados os possíveis valores para 
) (n X  - a probabilidade de transição de um estado 
seguir um outro estado. Escreveremos a probabilidade inicial do estado x como  ) ( 0 x p , e a 
probabilidade de transição para o estado x′, no tempo  1 + n , seguir o estado x, no tempo n, 
como ) , ( x x Tn ′ . Se as probabilidades de transição não dependerem do tempo, a cadeia de 
Markov é dita ser homogênea (ou estacionária) e as probabilidades de transição podem ser 
escritas simplesmente como  ) , ( x x T ′ . 
  Usando as probabilidades de transição, podemos encontrar a probabilidade de um 
estado  x ocorrer no tempo  1 + n , denotada por  ) ( 1 x pn+ , a partir das probabilidades 




n n n x x T x p x p
~
1 ) , ~ ( ) ~ ( ) (        ( 2 )  
 
Dadas as probabilidades iniciais,  0 p , estas determinam o comportamento da cadeia ao longo 
do tempo. 
  As probabilidades no tempo n podem também ser consideradas como um vetor linha, 
pn, e as probabilidades de transição no tempo n como uma matriz, Tn, ou apenas T, se a 
cadeia for homogênea. (Cada matriz, na qual todos os elementos são não-negativos e o 
somatório das linhas é igual a 1 (um), são chamadas matrizes estocásticas.) A equação (2) 
pode então ser escrita como pn+1= pn Tn. Para uma cadeia homogênea, T
k (o k-ésimo poder da   24
matriz T) nos dá os “k passos” das probabilidades de transição, as quais também podem ser 
escritas como  ) , ( x x T
k ′ , e teremos pn= p0 T
n. 
 
Distribuições invariantes. Uma distribuição invariante (ou estacionária) ao longo dos 
estados de uma cadeia de Markov é aquela que persiste para sempre uma vez alcançada. Mais 
formalmente, a distribuição dada pelas probabilidades  ) (x π  é invariante com respeito a 




n x x T x x
~
) , ~ ( ) ~ ( ) ( π π        ( 3 )  
 
Equivalentemente, o vetor π  representa uma distribuição invariante se, somente se, 
n T π π =  para todo n. Para uma cadeia homogênea, naturalmente, teríamos apenas uma 
condição  T π π = . Uma cadeia de Markov pode ter mais de uma distribuição invariante. Se T 
é uma matriz identidade, por exemplo, então alguma distribuição é invariante. Uma cadeia de 
Markov finita sempre tem no mínimo uma distribuição invariante. 
Estamos interessados em construir uma cadeia de Markov para a qual a distribuição 
que queremos amostrar, dada por π , seja invariante. Também necessitamos que esta cadeia 
seja reversível temporalmente, ou seja, ela precisa ser irredutível – que possamos ir de um 
estado para qualquer outro estado, ou seja, todos os estados se comunicam entre si e o único 
conjunto fechado da cadeia é ela mesma. 
 
Cadeias de Markov ergódicas. Para nossos propósitos, não é o bastante que encontrar uma 
cadeia de markov na qual a distribuição que desejamos amostrar seja invariante. Nós também 
queremos que a cadeia seja ergódica – que a probabilidade no tempo n, ) (x pn , convirja para   25
esta distribuição invariante quando  ∞ → n , independentemente da escolha das probabilidades 
iniciais ) ( 0 x p . Claramente, uma cadeia de Markov ergódica pode ter apenas uma distribuição 
invariante, a qual é também referida como distribuição de equilíbrio. Algumas cadeias de 
Markov “convergem” não para uma única distribuição, mas para um ciclo de distribuições. 
Estas cadeias periódicas não são ergódicas
6 por definição
7. 
  A questão de quando uma cadeia de Markov é ergódica têm sido levantada e 
respondida de muitas maneiras diferentes na literatura, muitas empregando vários aparatos 
teóricos. Nós daremos uma simples prova que é aplicável a uma grande classe de cadeias de 
Markov ergódicas. (Uma prova elementar com um resultado semelhante pode também ser 
encontrada em Kemeny e Snell (1960)). 
 
TEOREMA FUNDAMENTAL. Se uma cadeia de Markov homogênea com um número finito 
de state space, e com probabilidades de transição  ) , ( x x T ′  tem π  como uma distribuição 
invariante e  
0 ) ' ( / ) ' , ( min min
0 ) ' ( : ' > =
> x x x T
x x x π υ
π       ( 4 )  
então a cadeia de Markov é ergódica, isto é, independentemente das probabilidades iniciais, 
) ( 0 x p  
) ( ) ( lim x x pn n π =
∞ →        ( 5 )  
para todo x. A taxa de convergência é então dada por 
 
n
n x p x ) 1 ( | ) ( ) ( | υ π − ≤ −        ( 6 )  
 
                                                 
6 Existem várias definições para o termo “ergódica”. Para alguns autores a propriedade definida é que o estado 
inicial é eventualmente esquecido, para outros é que a média ao longo do tempo converge independentemente do 
estado inicial. Em geral estas definições não são equivalentes. Algumas definições excluem cadeias com estados 
“transitórios” com probabilidade de equilíbrio zero. 
7 Hamilton (1994).   26
Além disso, se  ) (x a  é alguma função do estado, então o valor esperado com respeito a 
distribuição  n p , ou seja  ] [a En , converge para seu valor esperado com relação a π ,  a , 
com 
| ) ' ( ) ( | max ) 1 ( | ] [ |
' ; x a x a a E a
x x
n
n − − ≤ − υ       (7) 
 
PROVA. A base para esta prova é uma demonstração que a distribuição no tempo n pode ser 
expressa como uma “mistura” da distribuição invariante e uma outra distribuição arbitrária, 
com a porção da distribuição invariante da mistura que estamos utilizando uma dentre 
infinitas. 
  Esse crescimento ocorre porque a porção invariante nunca encolhe, enquanto a porção 
não-invariante permanece produzindo bits extra invariantes, devido a condição (4). 
Especificamente, veremos que a distribuição no tempo n pode ser escrita como 
 
) ( ) 1 ( ) ( ] ) 1 ( 1 [ ) ( x r x x p n
n n
n υ π υ − + − − =       (8) 
 
com  n r  sendo uma distribuição de probabilidade válida. Note que  1 ≤ υ , desde que não 
podemos ter  ) ' , ( ) ' ( x x T x < π  para todo  ' x . A fórmula acima pode ser satisfeita para  0 = n  - 




n n x x T x p x p
~
1 ) , ~ ( ) ~ ( ) (              ( 9 )  






n x x T x r x x T x p
~ ~
) , ~ ( ) ~ ( ) 1 ( ) , ~ ( ) ~ ( ] ) 1 ( 1 [ υ υ     (10) 
)] ( ) ( ) , ~ ( )[ ~ ( ) 1 ( ) ( ] ) 1 ( 1 [
~
x x x x T x r x
x
n
n n υπ π υ υ π υ + − − + − − = ∑    (11)   27
) ( ) , ~ ( )[ ~ ( ) 1 ( ) ( ) 1 ( ) ( ] ) 1 ( 1 [
~
x x x T x r x x
x
n
n n n π υ υ υπ υ π υ ∑ − − + − + − − =  (12) 
∑ −
−









) ( ) , ~ (
) ~ ( ) 1 ( ) ( ] ) 1 ( 1 [
υ
υπ
υ π υ     (13) 
) ( ) 1 ( ) ( ] ) 1 ( 1 [ 1
1 1 x r x n
n n
+
+ + − + − − = υ π υ       ( 1 4 )  
 
onde  ∑ − − = + x n n x x x T x r x r ~ 1 1 )] ( ) , ~ ( )[ ~ ( ) ( υ υπ . A partir de (4) encontramos  0 ) ( 1 ≥ + x rn  para 
todo  x. O termo  ) ( 1 x rn+  define uma distribuição de probabilidade, estabelecida em (8) para 
1 + = n n , e, por indução, para todo n. 
 Usando  (8),  podemos  mostrar que (6) assegura: 
 
| ) ( ) 1 ( ) ( ] ) 1 ( 1 [ ) ( | | ) ( ) ( | x r x x x p x n
n n
n υ π υ π π − − − − − = −      ( 1 5 )  
| ) ( ) 1 ( ) ( ) 1 ( | x r x n
n n υ π υ − − − =       ( 1 6 )  
| ) ( ) ( | ) 1 ( x r x n
n − − = π υ        ( 1 7 )  
n ) 1 ( υ − ≤          ( 1 8 )  
  Da mesma maneira podemos mostrar (7): 
 
| ) ~ ( ) ~ ( ) ~ ( ) ~ ( | | ] [ | ~ ~ ∑ ∑ − = −
x n x n x p x a x x a a E a π           (19) 
| ) ~ ( ) 1 ( ) ~ ( ) 1 ( )[ ~ ( | ~ x r x x a n
n n
x υ π υ − − − = ∑      ( 2 0 )  
| ) ~ ( ) ~ ( ) ~ ( ) ~ ( | ) 1 ( ~ ~ ∑ ∑ − − =
x n x
n x r x a x x a π υ      (21) 
| ) ' ( ) ( | max ) 1 (
' ; x a x a
x x
n − − ≤ υ        (22) 
■ 
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  De acordo com o exposto acima, podemos assegurar que: dada uma cadeia de Markov 
finita estacionária (ou homogênea) irredutível e aperiódica – F.E.I.A. – o limite 
) ( ) ( lim x x pn n π =
∞ →  existe, π é única e satisfaz  T π π = . 
 
2.2 Markov Switching Vector Autoregressive (MS-VAR) 
 
  Os modelos MS-VAR (ou Vetor Auto-regressivo com Mudanças Markovianas) 
surgem da junção de dois instrumentais: O VAR (auto-regressão vetorial) introduzido por 
Sims (1980), hoje utilizado muito popularmente, e modelos que utilizam cadeias de Markov 
para analisar a natureza de mudanças de regime nas séries macroeconômicas, como o trabalho 
pioneiro de Hamilton (1989) sobre ciclo de negócios nos Estados Unidos. Com isso, torna-se 
possível estimar modelos VAR sujeitos a mudanças de regime. 
  Assim, o modelo MS-VAR pode ser descrito, de acordo com Krolzig (2003), como um 
processo de auto-regressão vetorial de séries temporais observadas )' ,..., , ( 2 1 kt t t t y y y Y = , 
cujos parâmetros são incondicionalmente variantes no tempo, mas constantes quando 
condicionados a uma variável estado (ou regime) discreta não-observada } ,..., 1 { m st ∈ :  
 
, ) ( )) ( )( ( ... )) ( )( ( ) ( 1 1 1 t t p t p t t p t t t t t u s B s Y s A s Y s A s Y + − + + − = − − − − − µ µ µ     (23) 
 
onde  t u  é um termo de erro gaussiano condicionado ao regime  )) ( , 0 ( ~ | : t t t t s NID s u s Σ . p é 
o número de defasagens auto-regressivas, m é o número de regimes não-observados e k é a 
dimensão do vetor de variáveis. Portanto, podemos denotar este modelo como sendo um 
MS(M)-VAR(p), ou um MS-VAR de ordem p com m regimes. As funções de mudança na   29
matriz dos parâmetros  ) ( ),..., ( ), ( 1 t p t t s A s A s µ  e  ) ( t s Σ  descrevem a dependência dos 
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µ M      ( 2 4 )  
 
  A característica decisiva de um modelo com mudança markoviana é que as realizações 
não-observadas do regime  } ,..., 1 { m st ∈  são geradas por um tempo discreto, ou seja, um 
processo estocástico por cadeias de Markov com estados discretos, o qual é definido por suas 
probabilidades de transição: 
 
}. ,..., 1 { , 1 ), | Pr(
1
1 m j i p i s j s p
m
j
ij t t ij ∈ ∀ = = = = ∑
=
+      (25) 
 
Onde admitimos que a cadeia de Markov (ou processo de Markov) é irredutível e ergódica
8. 
  Usualmente, por questão de conveniência, as probabilidades de transição são 
representadas por uma matriz de transição T da seguinte forma: 
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      ( 2 6 )  
 
                                                 
8 Ver a subseção anterior para maiores esclarecimentos.   30
onde a probabilidade  ij p  representa a probabilidade de que no instante  1 + t  a cadeia mude 
para o regime j, dado que ela se encontra no regime i no tempo t.  
  No modelo descrito na equação (23) há um salto imediato na média do processo após 
uma mudança no regime. Frequentemente, é mais plausível assumir que a média se modifica 
suavemente para um novo nível após a transição de um regime para outro. Nesta situação, 
poder-se-ia utilizar um modelo com o termo de intercepto,  ) ( t s ν , dependendo do regime. 
Teríamos então: 
 
 . ) ( ) ( ... ) ( ) ( 1 1 t t p t t p t t t t u s B Y s A Y s A s Y + + + + = − − ν      (27) 
 
  Ao contrário dos modelos VAR lineares e tempo-invariantes, a forma média ajustada 
em (23) e a forma intercepto em (27) do MS-VAR, não são equivalentes. Elas implicam em 
dinâmicas de ajustamento, para os dados observados, diferentes após uma mudança de 
regime. Enquanto uma mudança permanente do regime na média  ) ( t s µ  causa um salto 
imediato no vetor de séries temporais observado para um novo nível, a resposta dinâmica para 
uma mudança de regime once-and-for-all no termo de intercepto ) ( t s ν  é equivalente a um 
“choque” na série ruído branco  t u . 
  Note que os modelos descritos nas equações (23) e (27) são formulações generalizadas 
dos modelos MS-VAR, onde todos os parâmetros  ) ( t s ν ,) ( ),..., ( ), ( 1 t p t t s A s A s µ  e  ) ( t s Σ são 
dependentes do regime. A partir dessas formulações é possível chegar a várias combinações 
de parâmetros condicionados ao regime. Em Krolzig (1997) uma notação simples foi 
estabelecida para identificar modelos segundo os parâmetros condicionados a variações no 
regime. A tabela 1 mostra uma visão geral para alguns tipos de modelagem MS-VAR. 
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TABELA 1: TIPOS DE MODELOS MS-VAR 
Notação          µ          v  Σ          
i A  
MSM(m)-VAR(p)  variante  - invariante  invariante 
MSMH(m)-VAR(p)  variante  - variante  invariante 
MSI(m)-VAR(p)  -  variante invariante  invariante 
MSIH(m)-VAR(p)  -  variante variante  invariante 
MSIAH(m)-VAR(p) -  variante  variante  variante 
µ : média (m), v : intercepto (I), Σ : variância (H), 
i A :matriz de parâmetros auto-regressivos (A). 
Fonte: Krolzig, 1997.  
 
 
2.2.1 Determinação de regimes em um modelo MS-VAR 
 
  A inferência com vista a datar os regimes não observáveis no MS-VAR,  é  feita, 
basicamente, a partir da filtragem e suavização das probabilidades estimadas. 
  O método de filtragem é usualmente o algoritmo de Hamilton (1989), mas pode ser 
utilizado outros filtros como o filtro de Kalman, por exemplo. A idéia de filtragem permite-
nos inferir sobre a distribuição de probabilidade da variável regime não observada  t s  dado o 
conjunto de informações corrente  t Y . 
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Y s Y s y p
Y y s Y s      (28) 
 
onde a probabilidade predita do regime  ) | Pr( 1 − t t Y s  é a probabilidade do regime t s , a priori, 
dado o conjunto de informação do período anterior e  ) | ( 1 − t t Y y p  é densidade marginal de  t y  
dado o conjunto de informações  1 − t Y . Assim, as probabilidades preditas dos regimes podem 
ser calculadas como:   32
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Que é usada na derivação da densidade predita de  t y : 
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   (30) 
 
Partindo de (28), as probabilidades filtradas do regime para a amostra  ) ,..., ( 1 y y Y T T =  podem 
ser calculadas por forward recursion para  T t ,..., 1 =  a partir de alguma estimativa inicial da 
variável regime  0 s . 
  Essa técnica nos fornece estimações para  t s , com  T t ,..., 1 = , baseada nas informações 
a partir do ponto t, que são limitadas, pois teremos informações acima de  T t = .  Para 
complementar a inferência sobre o regime podemos utilizar observações futuras de  t y , neste 
caso as probabilidades dos regimes resultantes,  ) | Pr( s t Y s  com  t s > , são chamadas 
“suavizadas”. O algoritmo de suavização dá uma melhor estimativa dos estados não 
observados em algum ponto dentro da amostra. 
  Esse algoritmo proposto por Kim (1994) pode ser interpretado como um filtro 
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Para modelos MS-VAR puros com mudança nos parâmetros, as probabilidades de t y  e 
1 + t s  dependem apenas do estado corrente  t s , e não dos estados anteriores. Portanto temos: 
 
) , , | Pr( ) , | Pr( . 1 1 1 T t t t t T t t Y Y s s Y s s + + + ≡       ( 3 3 )  
) , | (
) , | Pr( ) , , | (
1 . 1
1 1 . 1
t t T t
t t t t t t T t
Y s Y p
Y s s Y s s Y p
+ +
+ + + =       (34) 
). , | ( 1 t t t Y s s p + =         ( 3 5 )  
 
É possível, portanto, calcular as probabilidades suavizadas  ) | Pr( T t Y s  a partir do 
último termo da interação anterior do algoritmo de suavização,  ) | Pr( 1 T t Y s + , enquanto pode 
ser mostrado que o primeiro termo pode ser derivado das probabilidades filtradas  ) | Pr( t t Y s : 
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  A recursão (38) descreve como a informação adicional  T t Y . 1 +  é utilizada como caminho 



























=      ( 3 9 )    
 
  Se no tempo  1 + t  a inferência sob informação completa,  ) | Pr( 1 T t Y s + , coincide com 
sua predição,  ) | Pr( 1 t t Y s + , então conhecer o futuro de  t y  não ajuda a prover uma inferência 
sobre o regime no tempo t. Assim a solução através de filtragem  ) | Pr( t t Y s  não é atualizada: 
) | Pr( ) | Pr( t t T t Y s Y s = . 
 
2.2.2 Considerações sobre a função de impulso-resposta 
  
A função de impulso-resposta é um instrumental muito importante para a análise de 
modelos VAR. Ela nos permite simular a reação das variáveis endógenas ao modelo frente a 
choques exógenos. Ehrmann et al. (2003) introduziu esse instrumento a análise de modelos 
MS-VAR, ou seja, uma função de impulso-resposta dependentes do regime. 
Diferentemente do modelo VAR, onde assume-se que não há mudança de regime 
relevante, a função de impulso-resposta dependente do regime é condicionada ao regime que 
vigora no tempo t, quando o choque ocorre, e à duração desse regime. 
Para calcular a função de impulso-resposta é necessário identificar a matriz de impacto 
contemporâneo, da mesma forma que no modelo VAR. A escolha de como impor restrições 
em modelos VAR padrão, foram discutidas na literatura, principalmente, por Sims (1980),   35
Blanchard e Quah (1989) e King, Plosser, Stock e Watson (1991). Em nosso estudo 
utilizaremos a decomposição de Cholesky
9, discutida por Sims (1980).  
Em um modelo MS-VAR geral, existem 
2 mK  funções de impulso-resposta 
dependente do regime, que correspondem a reação de K  variáveis a K  distúrbios (erros) em 
m  regimes. A equação (39) descreve matematicamente a função impulso-resposta dependente 
do regime para i regimes. Ela mostra as mudanças esperadas nas variáveis endógenas no 
tempo  h t +  para um choque de um desvio padrão no  ésimo k −  termo de erro no tempo t, 
dado o regime prevalecente i. E a série K - dimensional de vetores  h ki ki , 1 , ,...,θ θ  representam a 
resposta das variáveis endógenas. 
 
h ki













, Para   0 ≥ h      ( 4 0 )  
 
As estimativas dos vetores de resposta podem ser derivados combinando os 
parâmetros estimados do modelo MS-VAR, matriz B, com os parâmetros da matriz A obtida 
através da identificação das restrições. 
O primeiro vetor de respostas mede o impacto sobre as variáveis endógenas, dado um 
choque no  ésimo k − termo de erro, e é facilmente estimado. Um choque de um desvio padrão 
no  ésimo k − termo de erro implica que o vetor de erros inicial é  ) 0 ,..., 0 , 1 , 0 ,..., 0 ( 0 = u , isto é, 
um vetor de zeros exceto o  ésimo k −  elemento que é igual a 1. Pré-multiplicando pela matriz 
regime dependente B, temos a impacto da resposta ao choque, dado pela equação (41). E os 
demais vetores de resposta podem ser estimados através da equação (42). 
 
                                                 
9 Essa decomposição foi nomeada após André Louis Cholesky, um francês goedesista e oficial de artilharia 
durante a Primeira Guerra Mundial. Ele descobriu um método para resolver problemas com mínimos quadrados 
lineares usando a fatoração de uma matriz simétrica e definida positiva como um produto de fatores triangulares.   36
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2.3 Processo de estimação 
 
Um procedimento usual para estimar os parâmetros de um modelo é maximizar a 
função log-verossimilhança - MLE (Maximum Log-likelyhood Estimation), porém, ao 
introduzirmos a variável regime governado por uma cadeia de Markov, o modelo passa a ter 
características não-lineares (apesar de o modelo continuar linear em cada regime) e o número 
de parâmetros a serem estimados aumenta significativamente. Portanto, a utilização do 
método MLE, diretamente,  pode render estimativas não confiáveis. 
Um processo alternativo é a utilização do algoritmo EM (Expectation-Maximization) 
descrito originalmente por Dempster et al. (1977). Além desse procedimento, é possível 
estimar os parâmetros do MS-VAR utilizando métodos bayesianos de amostragem como os 
algoritmos de Metropolis-Hastings e de Gibbs e também o método de Monte Carlo Via 
Cadeia de Markov (MCMC), estes métodos possuem um elevado custo computacional
10 
quando comparados ao EM, por isso, discutiremos somente o algoritmo EM que será utilizado 
em nosso trabalho
11.  
   
 
 
                                                 
10 Programação muito complexa e implementação demorada que não é possível realizar em computadores de 
pequeno porte. 
11 Para uma maior discussão sobre métodos bayesianos ver Box e Tiao (1974), Geman e Geman (1984), Gelfand 
e Smith (1990) e Paez e Gamerman (2005).   37
2.3.1 Expectation-Maximization: Algoritmo EM 
 
O algoritmo Expectation-Maximization (EM) é uma abordagem amplamente aplicável 
à computação iterativa de estimações por Máxima Verossimilhança (ML), útil em uma grande 
variedade de problemas.   
Estimações por Máxima Verossimilhança são de central importância na teoria 
estatística e na análise de dados. Este procedimento é um método que em geral possui muitas 
propriedades atraentes. É uma técnica de estimação usada não só na análise tradicional, mas, 
também é pertinente na análise bayesiana. Freqüentemente soluções bayesianas estão 
justificadas com ajuda de estimativas por máxima verossilmilhança (MLE), e estas soluções 
bayesianas são semelhantes às estimativas de verossilmilhança penalizadas. Este 
procedimento é uma técnica onipresente e é extensivamente usado em todas as áreas onde são 
empregados métodos estatísticos. 
Segundo Hamilton (1990), o algoritmo EM é uma técnica muito robusta para derivar 
estimações por MLE. Ele consiste simplesmente em procedimento de interações em “zig-zag” 
entre dois estágios: 
 
•  Expectation (Expectativa): os estados (regimes) não observados são estimados 
a partir de suas probabilidades suavizadas por um filtro e suavizador; 
 
•  Maximization (Maximização): os parâmetros do modelo são estimados a partir 
das probabilidades suavizadas do último estágio de expectativa. 
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O resultado final do algoritmo EM mostra que o valor da função de verossimilhança 
aumenta com o número de interações. Em um determinado momento fixo dessas interações os 
parâmetros estimados convergem para os parâmetros da função de máxima verossimilhança.  
Como a distribuição dos estimadores MLE, do MS-VAR, é assintótica isso garante 
que muitos testes e diagnósticos utilizados em modelos VAR com parâmetros invariantes 
possam ser utilizados, sem muitas correções, para avaliar modelos com mudança de regime. 
Em muitos trabalhos utilizando mudanças de regime, a estratégia adotada para 
determinar o número ótimo de regimes a ser introduzido no modelo, tem base na teoria 
econômica e sobre fatos estilizados da economia em cada país. Tendo escolhido o número de 
regimes, os testes padrões de modelos VAR (critérios de Akaike, de Schwartz, teste de razão 
de verossimilhança ou teste de Wald) podem ser utilizados para escolher o melhor modelo. 
 
2.3.2 Propriedades do algoritmo EM 
 
  O algoritmo EM tem muitas propriedades que o tornam atraente. Algumas delas são: 
 
1.  ele é numericamente estável a cada interação do EM aumentando a verossimilhança; 
2.  sob condições bastante gerais ele tem convergência global assegurada; 
3.  ele é de fácil implementação, analiticamente e computacionalmente. Particularmente, 
observando o aumento monotônico da verossimilhança (que é facilmente avaliável) ao 
longo das interações, é fácil de monitorar convergência e programação dos erros 
(McLachlan e Krishnan, 1997); 
4.  o custo por interação é geralmente baixo, que pode compensar o grande número de 
interações necessárias ao algoritmo EM quando comparado a outros procedimentos; 
5.  ele pode ser usado para prover estimativas de dados perdidos.   39
 
Porém, ele possui algumas desvantagens: 
 
1.  não provê uma estimativa da matriz de covariância das estimativas dos parâmetro 
automaticamente. Porém, esta desvantagem pode ser removida facilmente usando a 
metodologia apropriada associada com o algoritmo EM (McLachlan e Krishnan, 
1997);  
2.  às vezes a convergência é muito lenta; 





Grande parte da inferência estatística envolve descrever as relações entre a amostra e a 
população da qual a amostra foi retirada. Formalmente, dada uma função  t f  de classe 
} : { Ω ∈ t ft , queremos determinar o valor de  0 t  e de t que resolve uma equação como 
 
0 } | ) , ( { 0 1 0 = F F F f E t ,          ( 4 3 )  
 
onde  0 F F =  denota a função de distribuição populacional e  1 F F =
)
 é a função de distribuição 
“amostral”. Uma definição explicita de  1 F  será dada brevemente. O condicionamento sobre 
0 F  em (43) serve para dar ênfase em que a esperança é dada com relação à distribuição de  0 F . 
Chamamos (43) de equação populacional porque precisamos das propriedades da população 
se queremos resolver esta equação exatamente.   40
  Por exemplo, seja  ) ( 0 0 F θ θ =  o verdadeiro valor do parâmetro, para o qual o 
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)




X x xdF = = ∫ ) ( 1 0 θ ,            ( 4 5 )  
 
onde  1 F F =
)
 é a função distribuição empírica da amostra da qual   X  é computado. Para 
corrigir  θ
)
 adicionando bandas é equivalente a encontrar o valor de  0 t  que soluciona (43) 
quando  
 
t F F F F ft + − = ) ( ) ( ) , ( 0 1 1 0 θ θ .          ( 4 6 )  
 
Nosso estimador corrigido por bandas seria  0 t + θ
)
. Por outro lado, construir um 
intervalo simétrico de 95% de confiança para  0 θ  basta resolver (43) quando 
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onde a função indicador I está definida entre zero e um. O intervalo de confiança é 
) , ( 0 0 t t + − θ θ
) )
, onde  ) ( 1 F θ θ =
)
.   41
Para obter uma solução aproximada da equação populacional (43), faremos como 
segue: seja  2 F  a função de distribuição tirada de  1 F  (condicional a  1 F ). Substituindo o par 
) , ( 1 0 F F  em (43) por  ) , ( 2 1 F F , transformamos (43) em 
 
0 } | ) , ( { 1 2 1 = F F F f E t .          ( 4 8 )  
 
Chamamos essa equação (48) de equação amostra, pois, sabemos (ou podemos 
encontrar) tudo sobre ela uma vez que sabemos a distribuição da amostra  1 F . Em particular, 
sua solução  0 f  é uma função dos valores da amostra. 
Chamamos, portanto,  0 f  e  } | ) , ( { 1 2 1 F F F f E t  de “estimadores bootstrap” de  0 t  e 
} | ) , ( { 0 1 0 F F F f E t , respectivamente. Eles são obtidos através da substituição de  0 F  e  1 F  na 
fórmula para  0 t  e  } | ) , ( { 0 1 0 F F F f E t . No problema de correção das bandas, onde  t f  é dado 
por (46), a versão por Bootstrap do estimador por bandas corrigidas é  0 t
) )
+ θ . No problema do 
intervalo de confiança onde (47) descreve  t f , nosso intervalo de confiança por bootstrap é 
) , ( 0 0 t t
) ) ) )
+ − θ θ . Este último é comumente chamado de intervalo de confiança por método de 
percentis (simétrico) para  0 θ . 
O princípio do Bootstrap pode ser descrito em termos dessa abordagem para a 
estimação da equação populacional. 
Segundo Davidson e Mackinnon (1993), o Bootstrap é uma técnica especificamente 
desenvolvida para ser usada no contexto de trabalhos empíricos. Como o próprio nome 
sugere, a idéia é de que, a partir de um conjunto de dados válidos realiza-se um tipo de 
experimento de Monte Carlo no qual, os próprios dados são usados para estimar a distribuição 
dos termos de erro ou outra quantidade aleatória no modelo. Ou seja, o termo de erro não é   42
obtido de uma distribuição assumida, frequentemente Normal, mas sim de uma função de 
distribuição empírica obtida a partir de uma amostra válida.  
Empregando a técnica de bootstrap, é possível conseguir estimativas mais precisas 
para os vetores de resposta estimados. A técnica consiste em criar uma história artificial para 
as variáveis do modelo e, então, submetê-la ao mesmo procedimento de estimação dos dados. 
As histórias artificiais são criadas através da substituição dos parâmetros no modelo por seus 
valores estimados, esboçando resíduos cujos momentos são determinados pela estimativa da 
matriz de variância-covariância, e então as variáveis endógenas são calculadas. Desde que as 
histórias artificiais são tipicamente amostras pequenas, suas estimativas não coincidem 
exatamente com os dados originais. Porém, através de um grande número de histórias 
artificiais, podemos fazer uma aproximação por Bootstrap da distribuição dos parâmetros 
estimados. 
Em modelos MS-VAR o Bootstrap é dificultado pela presença de uma cadeia de 
Markov escondida determinando os regimes. Para criar uma história artificial é primeiro 
necessário criar uma história para estes regimes antes de continuar com as variáveis 
endógenas. De acordo com Ehrmann (2001), o procedimento exato para esses casos consiste 
na aplicação dos seguintes cinco passos: 
 
1.  Criar uma história para os regimes  t s . Isto pode ser feito recursivamente 
usando a definição (25) do processo de Markov e substituindo a matriz de 
transição exógena por seu valor estimado T
)
. A cada tempo t tiramos um número 
aleatório de uma distribuição uniforme [0, 1] e comparamos com as probabilidades 
de transição condicional para determinar comportamento quando há uma mudança 
no regime.   43
2.  Criar uma história para as variáveis endógenas. Novamente isto é feito de 
forma recursiva com base na equação (27). Todos os parâmetros são substituídos 
por seus valores estimados e os resíduos são retirados de uma distribuição normal 
) ; 0 ( ~ k t I N u . A equação (27) pode então ser aplicada recursivamente usando a 
história artificial dos regimes criada no passo 1. 
3.  Estimar o MS-VAR usando os dados artificiais.  
4.  Impor as restrições identificadas. Aplicar as mesmas restrições impostas aos 





5.  Calcular as estimativas por Bootsrap dos vetores resposta. Introduzindo os 
novos parâmetros estimados nos passos 3 e 4 nas equações (41) e (42), têm-se as 
estimativas dos vetores resposta para cada regime. 
  
  Aplicando os cinco passos acima para um número suficientemente grande de histórias, 
conseguimos uma aproximação numérica para a distribuição das estimativas originais do 
vetor resposta. Na análise da função de impulso-resposta esta distribuição forma a base para a 
adição de intervalos de confiança para a estimativa central da função de impulso-resposta. 
 
2.4 Tratamento dos dados 
 
  Os dados a serem trabalhados no modelo, a que nos propomos identificar e estimar, 
são séries temporais mensais da economia brasileira de jan/1980 a jul/2005. Serão utilizadas 4 
variáveis endógenas comumente usadas em estudos macroeconômicos: o índice de taxa de 
câmbio real efetivo (E), a taxa de juros SELIC
12 (R), o índice de produção industrial (Y) e 
                                                 
12 Análogo a fed funds rate (Minela, 2003).   44
inflação (P), medida pela variação mensal do índice de preços ao consumidor amplo - IPCA. 
Todas as variáveis serão expressas em logaritmo natural com exceção da taxa de juros SELIC 
e da taxa de inflação, que serão expressas em percentual. 
  O intuito da escolhas dessas séries é incluir no modelo informações sobre o setor de 
produção (Y, P), o setor externo (E) e sobre o comportamento do Banco Central, levando em 
consideração o instrumento taxa de juros (R). 
  Os dados referidos acima estão disponíveis no website do Instituto de Pesquisa 
Econômica Aplicada - IPEA, www.ipeadata.gov.br. 
 
2.4.1 Considerações sobre estacionariedade das séries 
 
  No emprego da metodologia VAR, tem-se uma discussão sobre a especificação das 
variáveis no modelo. Segundo Sims (1980) e Doan (1992) as séries não devem ser 
diferenciadas, pois, o objetivo central da estimação do modelo é justamente compreender as 
inter-relações entre as variáveis. Para Bernanke e Mihov (1996) e Hendry (1996), a estimação 
do VAR com as variáveis em nível, independente de se há ou não relações de co-integração 
entre as variáveis, produz ainda estimadores consistentes. Enquanto que, se houver relação de 
co-integração, a especificação do VAR com variáveis em diferença é inconsistente. 
  No contexto de modelos MS-VAR essa discussão também procede, já que esse 
modelo é uma generalização do modelo VAR. Krolzig (1996, 1997, 1998, 2001 e 2003) em 
seus estudos sobre ciclo econômico ele utiliza o método de estimação EM e séries 
estacionárias, ou seja, as séries são diferenciadas no modelo. Já os trabalhos do Sims e Zha 
(2002, 2004) sobre o comportamento da política monetária e as mudanças macroeconômicas 
nos Estados Unidos, que está mais diretamente ligado ao que nos propomos aqui, ele utiliza a   45
inferência bayesiana e séries em nível, dando mais ênfase a observação do comportamento do 






  A análise dos resultados encontrados no modelo foram feitas em duas etapas. Na 
primeira etapa, fizemos apenas uma análise estatística a partir das estimações. E na segunda 
etapa, passamos a fazer inferências com estes resultados estatísticos, sobre o comportamento 
da política monetária brasileira. A amostra utilizada vai de janeiro de 1980 a julho de 2005, 
no total são 306 observações. 
 
3.1 Os modelos estimados   
 
Para observar as mudanças no comportamento da política monetária estimamos um 
modelo MS-VAR irrestrito, como o descrito pela equação (27) com parâmetros, variância e 
intercepto variando de acordo com o regime. Ou seja, utilizando a nomenclatura desenvolvida 
por Krolzig (1997), mostrada na Tabela 1, estimamos um MSIAH(m)-VAR(p). As variáveis 
utilizadas são quatro: o índice de taxa de câmbio real efetivo (E), a taxa de juros SELIC
13 (R), 
o índice de produção industrial (Y) e inflação (P), medida pela variação mensal do índice de 
preços ao consumidor amplo - IPCA. O número de regimes, m, foi fixado em 2 (dois) e a 
defasagem ótima, p, foi escolhida ser igual a 2 (dois), de acordo com os três critérios 
comumente utilizados Akaike (AIC), Schwarz (SC) e Hannan-Quinn (HQ)
14, que podem ser 
visualizados na Tabela 2.  
                                                 
13 Análogo a fed funds rate (Minela, 2001). 
14 O menor valor de cada critério indica a defasagem ótima a ser utilizada no modelo.   47
 
TABELA 2: CRITÉRIOS DE ESCOLHA DA DEFASAGEM ÓTIMA 
 
Nº de Lags  AIC   SC  HQ 
2 Lags  -9.4701 -8.3235 -9.0115
3 Lags  -9.4630 -7.9224 -8.8467
4 Lags  -9.3838 -7.4473 -8.6091
 
  
O fato de termos fixado o número de regimes em 2 (dois), foi devido ao grande 
aumento na quantidade de parâmetros a serem estimados. No modelo com as características 
descritas acima, o número de parâmetros é 94 (quase um terço da amostra), quando passamos 
para 3 regimes o número de parâmetros sobe para 144. Portanto, escolhemos ser 
parcimoniosos. No VAR-padrão o número de parâmetros é 46. 
Considerando o teste de linearidade (Teste LR) abaixo, temos que o modelo é não-
linear
15 e que os parâmetros mudam significativamente entre os regimes, o que justifica a 
aplicação do modelo MS-VAR. Porém, estimamos um modelo VAR linear, também com 2 
defasagens para efeito comparativo e será discutido mais adiante.  
0 H = O modelo é linear 
Teste de linearidade LR:  1081.3342  
2 χ (46) =[0.0000]    
2 χ (48)=[0.0000]   DAVIES=[0.0000] 
 
Os resíduos no MS-VAR apresentaram-se bem comportados como mostrado nas 
Figuras 1-A e 2-A no Apêndice A. Na figura 2-A, temos a função de autocorrelação e 
autocorrelação parcial, a densidade da distribuição dos resíduos em cada equação e o QQ-plot 
respectivamente, os dois últimos sendo comparados com a distribuição Normal.  
O Quantile-Quantile (QQ)-plot é instrumental simples, porém, muito poderoso para a 
comparação entre duas distribuições (Cleveland, 1994). Através da construção gráfica dos 
quantis da série escolhida contra os quantis de uma outra série ou de uma distribuição teórica, 
                                                 
15 A hipótese H0, o modelo é linear, é rejeitada a 1% de significância.   48
(em nosso estudo a distribuição Normal) é possível avaliar facilmente a proximidade entre 
estas distribuições. 
De acordo com isso, podemos admitir que os resíduos do modelo têm distribuições 
bem comportadas (Normais na média) e, portando, o fato de utilizarmos séries não 
estacionárias como variáveis endógenas, não comprometem as estimações e os resultados do 
modelo. A Figura 3, no Apêndice B, mostra o bom ajustamento do modelo. A convergência 
do algoritmo EM, para o calculo dos valores iniciais, se deu em 22 interações com 
probabilidade de mudança de 0,0001. 
Ainda no Apêndice A, na figura 3-A, temos também, os resultados da análise residual 
para o VAR – Padrão. Podemos ver claramente que os resíduos do MS-VAR são mais bem 
comportados que os do VAR. 
O MS-VAR estimado para o período de Janeiro de 1980 a Julho de 2005, nos mostrou 












.          ( 4 9 )  
Podemos perceber, através dessa matriz, que os regimes estimados são muito 
persistentes, ou seja, uma vez estando em algum deles, a probabilidade de permanecer no 
regime atual é muito elevada. Ou seja, estando no regime 1, a probabilidade de permanência 
no regime atual é de 96,15% e a probabilidade de mudar para o regime 2 é de 4,76%. Se o 
regime atual é o regime 2, a probabilidade de se permanecer neste regime é de 95,24% e a 
probabilidade de mudar para o regime 1 é de 3,85%. 
Neste caso a função de impulso-resposta regime dependente é um bom instrumental 
analítico. A Figura 4, no Apêndice B, ilustra as probabilidades estimadas para ambos os 
regimes. De acordo com estas probabilidades, pudemos chegar à classificação temporal dos 
regimes que é dada na Tabela 3, e que será explicada graficamente mais adiante e, na próxima 
subseção analisaremos o significado histórico dessa classificação.   49
 
TABELA 3 – CLASSIFICAÇÃO ESTIMADA DOS REGIMES 
Regime 1  Regime 2 
1980:6 - 1980:9 (0.9769)  1980:3 - 1980:5 (0.9990) 
1980:11 - 1982:2 (0.9927)  1980:10 - 1980:10 (0.9999) 
1983:1 - 1983:2 (0.9017)  1982:3 - 1982:12 (0.9991) 
1986:6 - 1986:10 (0.9351)  1983:3 - 1986:5 (0.9983) 
1990:4 - 1990:6 (0.9999)  1986:11 - 1990:3 (0.9999) 
1994:7 - 1998:12 (0.9997)  1990:7 - 1994:6 (0.9999) 
1999:4 - 2005:7(0.9999)  1999:1 - 1999:3 (0.9932) 
Nota: Entre parêntesis a probabilidade 
  Observando atentamente a Tabela 4, podemos constatar as diferenças entre estes dois 
regimes. Comparando as linhas correspondentes à variância das variáveis, notamos 
claramente que o Regime 1 exibe uma menor volatilidade nas séries que no Regime 2. Se 
dermos ênfase à taxa de juros (R), que é o nosso instrumento de política monetária a ser 
analisado, vemos que a diferença de volatilidade em ambos os regimes é imensa. 
 
TABELA 4: COEFICIENTES ESTIMADOS NO MS-VAR (REGIMES 1 E 2) 
 
Coeficientes – Regime 1 
Coeficientes Y  P  E  R 
Constante -0.065879 0.418656 -0.115831  40.027974
Y(-1)  1.039017 -0.074742 -0.103627 -10.431912
Y(-2)  -0.032583 -0.030798 0.15678 1.929853
P(-1)  -0.930333 0.447731 0.456891 -4.175484
P(-2)  0.821461 0.055887 -0.19695 4.587007
E(-1)  -0.035498 0.032471 1.350864 -1.79361
E(-2)  0.043824 -0.015969 -0.379783 1.909258
R(-1)  0.004936 -0.001499 -0.00131 0.150356
R(-2)  -0.004401 -0.001304 0.00025 -0.050776
Variância 0.000669412 0.00006340937 0.001003496  0.52713408
Coeficientes – Regime 2 
Coeficientes Y  P  E  R 
Constante 0.741336 -0.242620 0.371017  6.108106
Y(-1)  0.653103 0.173167 -0.211150 4.928459
Y(-2)  0.189876 -0.091420 0.184980 0.154588
P(-1)  -0.027690 0.654742 0.169671 72.91623
P(-2)  0.183401 -0.402520 0.059749 -25.27430
E(-1)  -0.219860 -0.082450 1.317577 -3.394250
E(-2)  0.209842 0.061044 -0.372580 -2.798940
R(-1)  -0.001060 0.004379 0.002150 0.490410
R(-2)  -0.000520 0.000990 -0.005110 0.068556
Variância 0.001541662 0.000592192 0.001550312  24.2113891  50
 
  Assim, temos que, o Regime 1 representa períodos de menor volatilidade e o Regime 2 
períodos de maior volatilidade. 
Na Tabela 5 abaixo, temos os coeficientes estimados no VAR-padrão. Note que, o 
modelo VAR por não levar em consideração “mudanças” nas séries, ele nos fornece 
coeficientes subestimados e superestimados em relação aos coeficientes em cada regime no 
MS-VAR. Se observarmos apenas a linha da variância nessa Tabela 5, percebemos que a 
variância das séries é muito mais elevada do que o ocorrido no Regime 1 e, menor que as do 
Regime 2, porém elas são mais próximas deste último. 
Isso nos leva a crer que, segundo as estimativas no VAR-padrão, o período todo da 
amostra foi marcado por alta volatilidade das séries, que é um resultado pobre em relação aos 
encontrados no MS-VAR. 
 
TABELA 5: COEFICIENTES ESTIMADOS NO VAR-PADRÃO 
 
Coeficientes Y  P  E  R 
Constante 0.204251 0.119222 0.114079  10.648800 
Y(-1)  0.793687 0.016299 -0.095760 -2.658730 
Y(-2)  0.140870 -0.053770 0.107519 1.050814 
P(-1)  -0.509340 0.425149 0.392872 19.717470 
P(-2)  0.444137 0.076322 -0.029790 12.809090 
E(-1)  -0.113350 0.029969 1.346917 3.993044 
E(-2)  0.134855 -0.017960 -0.384390 -4.583300 
R(-1)  0.002404 0.006660 -0.001520 1.028934 
R(-2)  -0.002410 -0.003050 -0.001710 -0.385070 
Variância 0.001382 0.000908 0.001428  21.533440 
Fonte: Elaboração Própria. 
 
 
Para avaliar mais convenientemente as mudanças nos parâmetros do modelo, 
construímos a função impulso-resposta dependente do regime. Essa função sumariza as 
informações dos parâmetros autoregressivos e variâncias e covariâncias de cada regime, 
fazendo a interpretação muito mais fácil do que a observação das mudanças dos parâmetros 
individualmente.   51
Os vetores respostas das variáveis no modelo foram calculadas com respeito a um 
choque na variável taxa de juros (R), que foi normalizado para uma unidade percentual para 
ambos os regimes. A função impulso-resposta dependente do regime e os intervalos de 
confiança foram calculados com base em 1000 replicações por bootstrap como descrito na 
seção 2.3.3. 
Para efeito comparativo, foi estimada a função impulso-resposta tradicional para o 
modelo VAR, com 1000 replicações por Monte Carlo, também normalizando o choque na 
variável taxa de juro (R) para um ponto percentual.  
Na Figura 1-C, no Apêndice C, temos a função impulso-resposta dependente do 
regime calculada para o modelo MS-VAR. As diferenças de comportamento das variáveis, em 
resposta a um choque na taxa de juros (R), são notadamente visíveis. Esse choque, no regime 
1, onde as variáveis têm volatilidade menor, provoca variações negativas na inflação (ou seja, 
o nível de preços cai) depois de passado dois períodos após o choque, e a inflação continua a 
ter variações menores que antes do choque. Portanto, nesse regime 1, o instrumento taxa de 
juros tem efeito positivo para controlar o nível de preços. 
O índice de produção física industrial (Y) aumenta, como resultado do choque, e 
continua aumentando mesmo depois de cessado o choque. O índice de taxa de câmbio real 
efetiva (E) diminui, indicando que após o choque há uma apreciação do câmbio, porém depois 
do quarto período, o índice começa convergir para seus valores iniciais. 
No regime 2, os efeitos do choque são bastante distintos do regime 1. O aumento na 
taxa de juros (R), causado pelo choque, não desaparece como no regime 1 (a partir do 
segundo mês a taxa de juro retorna ao seu valor antes do choque). A taxa de juros converge 
para um aumento permanente de 0,75 ponto percentual.  
Nesse regime 2 a taxa de juros não tem efeito em controlar o nível de preços, que 
continua a se elevar, a taxa de câmbio (E) aprecia e o produto (Y) cai.    52
Comparando os resultados das funções impulso-resposta dependente do regime no 
MS-VAR com as funções impulso-resposta tradicionais no VAR-padrão, percebemos 
claramente os ganhos em termos de informação sobre a mudança de comportamento das 
respostas das variáveis à choques de taxa de juros (R). Na figura 2-C, Apêndice C, temos a 
função de impulso-resposta para o modelo VAR-padrão. 
Podemos perceber, através dessa figura, que um choque na taxa de juros (R) não tem 
efeito antiinflacionário, pois o nível de preços aumenta. O produto (Y) cai e a taxa de câmbio 
(E) aprecia. Esses resultados são semelhantes aos do regime 2 no MS-VAR (com pequenas 
diferenças na magnitude dos efeitos, que podem se visíveis pela escala dos gráficos da função 
de impulso-resposta).  
Note que, o VAR-padrão por não permitir mudanças ele perde muitas informações 
devido a generalização dos parâmetros para toda a amostra, quando ele mudam ao longo do 
tempo. Neste caso, não teríamos qualquer informação referente ao regime 1, ela seria 
completamente diluída pela generalização do modelo VAR-padrão. Com essas comparações 
podemos ver que o modelo MS-VAR, por considerar mudança nos parâmetros do modelo, é 
mais robusto que o modelo VAR tradicional, revelando um grande ganho em informações. 
Como forma de observar mais atentamente a mudança de um regime para outro ao 
passar do tempo, construímos gráficos que nos mostram o comportamento das probabilidades 
de mudança de um regime para outro, levando em consideração o regime atual e tem 
decorrido h. Na Figura 3-C, Apêndice C, temos as probabilidades preditas h-passo a frente.  
Através dessa figura percebemos que, estando no regime 1 hoje a probabilidade da 
economia sair desse estado de menor volatilidade para o regime 2, de maior volatilidade, é 
menor do que a probabilidade de permanecer no regime atual (regime 1), ou seja, estando no 
regime 1 a economia tem uma maior probabilidade de permanecer nele do que sair dele a   53
medida que h aumenta. Se o estado atual for o regime 2, a probabilidade da economia transitar 
para o regime 1 é maior do a dela permanecer no regime 2 a medida que h aumenta.  
Assim, dadas essas informações anteriores, temos que a economia está mais propensa 




3.2 Inferência sobre a economia brasileira a partir do modelo 
 
 
  A análise realizada na seção anterior nos permite montar o comportamento da 
economia brasileira nos últimos 25 anos. Observando atentamente a figura 2-B, Apêndice B, 
notamos que há uma “mudança estrutural”, nas séries brasileiras, em julho de 1994. Antes 
dessa data, o regime de alta volatilidade (regime 2) era mais predominante que o regime de 
baixa volatilidade (regime 1) que predomina dessa data em diante. 
  Essa mudança estrutural coincide exatamente com a implementação do Plano Real 
(julho/1994 – início da terceira fase
16), sob o comando do então ministro da Fazenda 
Fernando Henrique Cardoso. Esse plano foi bem sucedido no combate inflacionário e na 
estabilização da economia brasileira, como podemos observar através da grande diminuição 
na volatilidade das séries, quando passamos para o regime 1. 
  O sucesso desse plano
17 foi atribuído por vários autores
18 à:  
 
1.  ancoragem cambial que permitiu o alinhamento dos preços internos tendo por base o 
vetor de preços internacional e, além disso, devido à manutenção do câmbio 
                                                 
16 As três fases que marcaram a condução da política econômica no Brasil nesse período foram: (i) ajuste fiscal, 
(ii) reforma monetária e (iii) âncora cambial (Modenesi, 2005). 
17 Que em nosso modelo significa a transição para o regime 1 de forma mais permanente. 
18 Mercadante (1998), Moreira, Fiorêncio e Lima (1998), Rigolon e Giambiagi (1999), Carneiro (1999, 2000, 
2000), Bevilaqua e Garcia (2000), Bogdansk e Tombini (2000), Fachada (2001) e Pinheiro, Giambiagi e Moreira 
(2001), Minella (2001).   54
valorizado, a demanda resultante da estabilidade de preços foi direcionada para as 
importações e para produtos estrangeiros que entraram no país através do processo de 
abertura comercial; 
 
2.  aprovação, pelo congresso, em tempo hábil, das medidas adotadas pelo governo e, por 
terem, essas medidas, sido anunciadas com 30 dias de antecedência, o que foi 
gradativamente restaurando a credibilidade do governo; 
 
3.  o financiamento do déficit no balanço de pagamentos, surgido devido as políticas do 
Real, basicamente através das receitas obtidas no processo de privatizações e do 
endividamento externo, o que permitiu manter a estabilidade sem que houvessem 
pressões do setor externo. 
 
Com isso, consideraremos, da mesma forma que é considerado em qualquer manual de 
economia brasileira, que o Brasil, de 1980 até então, viveu duas “épocas” distintas: antes do 
Real e pós-Real. Que podemos afirmar, sem perder por generalidade, que são os regimes 2 e 1 
respectivamente. 
  Os momentos onde aparece o regime 1, no período antes do Real, representam 
tentativas frustradas de estabilização que tiveram efeitos temporários e que não significaram 
uma transição efetiva para o regime 1. 
  No início da década de 80, a economia brasileira sofria o impacto do segundo choque 
do petróleo e da elevação das taxas de juros internacionais, em 1979, além da crise da dívida 
externa acabando com os recursos externos do país, que passou a viver em um ambiente sem 
liquidez internacional. Com este cenário, e na tentativa estabilizar o nível de preço que crescia 
rapidamente, o governo utilizava de medidas ortodoxas, principalmente ajuste fiscal,   55
considerando como causas da inflação o déficit público e a expansão monetária. Essa 
percepção equivocada de diagnóstico da inflação ficou clara com a recessão de 1981 a 1983. 
  Devido a essas turbulências ocorridas na economia brasileira no inicio dos anos 80, 
não podemos afirmar que houve um regime bem definido nesse período, como é possível 
verificar pela rápida transição de um regime para outro na classificação da Tabela 3. 
  Em fevereiro de 1986 uma nova tentativa de estabilização, agora de caráter 
heterodoxo, foi adotada: o Plano cruzado. Partindo da idéia de a inflação brasileira era 
inercial, Lopes (1986) descreve uma proposta de política de combate à inflação baseada no 
congelamento de preços e rendimentos – era o Choque Heterodoxo. O argumento para tal 
política era que, o componente inercial da inflação não poderia ser eliminado com medidas 
ortodoxas de restrição monetária e fiscal, ou seja, pela contenção da demanda agregada.  
  O Plano Cruzado bem como os demais planos (Bresser, 1987; Verão, 1989; Collor I, 
1990 e Collor II, 1991) que tinham por base o diagnóstico de inflação inercial e adotaram em 
alguma medida o congelamento de preços, não lograram êxito no combate a inflação. 
Produziram apenas uma redução temporária da inflação, que retornaram ao patamar que 
vigorava anteriormente a implementação de cada plano. 
  Isto explica a transição temporária para o regime 1 ocorrida entre junho de 1986 a 
outubro de 1986, resultado do Plano Cruzado, e entre abril de 1990 a junho de 1990, resultado 
do Plano Collor I. 
  No período pós-Real, temos apenas uma transição temporária para o regime 2, de 
janeiro de 1999 a março de 1999. Esse fato pode ser explicado pela crise cambial ocorrida no 
final de 1998 e início de 1999, causado pela utilização excessivamente prolongada da âncora 
cambial que levou a uma sobrevalorização do Real, pressionando o governo a abandonar o 
regime de metas cambiais, ou seja, abandonar a âncora cambial, e adotar o regime de câmbio   56
flexível. Com este cenário, gerou-se a expectativa de que a inflação voltaria com toda força, 
acarretando certa “instabilidade” no início de 1999.  
Com o abandono da ancoragem cambial, o governo teve que escolher outra forma de 
nortear a política econômica. Percebe-se que o governo se debruçou mais fortemente sobre a 
ancora monetária, a taxa de juros, usando-a tanto como forma de atrair capitais externos 
quanto como principal ferramenta para o controle inflacionário. 
Neste quadro, o governo, além de aderir ao regime de câmbio flexível, fez duas outras 
mudanças de grande destaque. A primeira foi a adoção do regime de metas para inflação 
(Inflation Targeting), como guia para a condução da política monetária e das expectativas dos 
agentes, e a segunda foi a introdução de metas fiscais para tentar controlar os desequilíbrios 
nas contas públicas. 
Com essas medidas o governo tomou para si o compromisso permanente com a 
estabilidade de preços e, além disso, melhorou muito a forma de divulgação das tomadas de 
decisão concernentes a política econômica. O Banco Central passou a publicar 
trimestralmente um relatório de inflação que, além de divulgar o comportamento da inflação, 
faz uma análise geral do comportamento da economia brasileira como um todo, faz previsões 
quanto ao comportamento futuro e mostra quais as possíveis modificações na política a ser 
seguida posteriormente.  
Assim, esse conjunto de medidas parece ser uma boa explicação para transição e 
permanência da economia brasileira no estado de estabilidade, correspondente ao regime 1 
identificado em nosso modelo. 
Os efeitos de choques na taxa de juros são bem diferentes em períodos de estabilidade 
e instabilidade, como pudemos observar na Figura 1-C, Apêndice C. No período anterior ao   57
real, a taxa de juros não tinha efeito como medida antiinflacionária
19, pois, a grande 
instabilidade na economia impede a utilização qualquer instrumento de política monetária, 
devido a deterioração dos mecanismos de transmissão.  
No período pós-Real foi possível recuperar a taxa de como instrumento de combate a 
inflação, principalmente após a adoção do regime de metas inflacionárias. Segundo Ronald 
Hillbrecht: 
 
a adoção desta abordagem reflete o fato de que existe um 
reconhecimento tácito que a variável macroeconômica mais 
importante que a política monetária pode afetar no longo prazo é a 
taxa de inflação e que inflação baixa na média e pouco variável é 
uma condição importante para que o sistema de preços transmita 
informação adequada para a alocação eficiente de recursos. 
(Hilbrecht, 2000).   
 
 
Isso mostra o teor monetarista desse regime que, segundo Leiderman e Svensson, trás 
consigo duas funções principais. 1 - serve como elemento de coordenação das expectativas, 
principalmente para o mercado financeiro; 2 - é uma guia de plena transparência para a 
condução da política monetária, que passa a depender da aderência ou não da inflação às 
metas estabelecidas (Giambiagi e Carvalho, 2002). 
Segundo Sicsú, o custo de utilização dessa política é que a economia é mantida “em 
um permanente stop-and-go ou semi-deprimida” e “condena a economia a viver sob as 




                                                 
19 Em outros estudos esse resultado, choque nos juros aumenta os preços, é chamado de “price puzzle”. Um 
resultado contrário ao preconizado pela teoria econômica. 
20 Resultado encontrado em simulações feitas por este autor para uma economia com um certo grau de abertura e 
monopólio constantes e que adota o mecanismo de Metas inflacionárias.   58
Portanto, segundo estes argumentos, o governo parece se esforçar para manter a 
economia no regime mais estável. O que é confirmado pela probabilidade de permanência no 
regime 1 encontrada em nosso modelo, que é maior que a de retornar a um regime instável. 






  A modificação de um modelo VAR para um MS-VAR, através da introdução de uma 
cadeia de Markov escondida, gerou muitos ganhos ao permitir certa não-linearidade no 
modelo. Com isso, foi possível observar a mudança de comportamento das séries 
endogenamente, sem a necessidade de nenhuma informação a priori. 
  A utilização da função impulso-resposta dependente do regime foi um instrumental 
muito útil na análise das mudanças no padrão da política monetária, pois, ao construir 
estruturas separadamente para cada regime, foi possível derivar esta função e caracterizar os 
diferentes padrões da economia em cada regime. 
  Pudemos notar que os dois regimes não diferem apenas com respeito a variância das 
variáveis, mas também com respeito a muitos parâmetros autoregressivos. E eles são 
persistentes. 
  O modelo nos mostrou que existiu uma mudança estrutural na dinâmica 
macroeconômica brasileira, com respeito a transmissão da política monetária e a volatilidade 
das séries. O que permitiu classificar duas épocas distintas na economia brasileira: Uma de 
alta volatilidade, antes de Plano Real (regime 2), e outra de certa estabilidade, o período pós- 
Real. 
  Através do modelo foi possível também verificar as tentativas frustradas de 
estabilização anteriores ao Plano Real. Como foi o caso das prescrições ortodoxas, no início 
da década de 80, em meio a um período turbulento, com a economia saindo de uma segunda 
crise do petróleo, da elevação das taxas de juros internacionais e da crise da dívida externa. E   60
por mais duas vezes, agora com a utilização do “Choque Heterodoxo”, uma no plano 
Cruzado, 1986 e outra em 1990 com o plano Collor. 
  Tomando como variável de política monetária a taxa de juros nominal SELIC, vimos 
que os choques de política monetária têm efeitos distintos dependendo do regime 
prevalecente. No regime anterior ao Real (regime 2) a política monetária, via taxa de juros, 
não surtia efeitos (antiinflacionários) sobre o nível de preço. 
  No período pós-Real (regime 1), o governo conseguiu recuperar a taxa de juros como 
instrumento de política monetária, como pôde ser visto, na função de impulso-resposta para 
este regime, que um choque na taxa de juros causa uma diminuição na taxa de inflação. 
  No início de 1999, com a crise cambial, a economia brasileira sofreu um pequeno 
abalo que a fez saltar para o regime 2 nos primeiros meses deste ano. Porém, a atuação do 
governo em adotar o regime de câmbio flexível e, posteriormente, a adoção do regime de 
metas de inflação provavelmente assegurou a permanência da economia no regime 1, 
mantendo a estabilidade, e mantendo a taxa de juros como um instrumento que serve como 
medida antiinflacionária.  
  O regime 1, como foi visto nas probabilidades preditas h-passos a frente, é mais 
provável que o regime 2, ou seja, a probabilidade de continuarmos daqui em diante num 
regime da baixa volatilidade é maior do que a de retornamos ao regime de alta volatilidade. 
  Portanto, podemos destacar que o modelo MS-VAR utilizado fornece um bom poder 
de explicação para o comportamento da economia brasileira nos últimos 25 anos, apesar da 
alguns dos resultados aqui encontrados, coincidirem com os já encontrados na literatura. A 
diferença está na maior precisão dos nossos resultados, devido ao refinamento do instrumental 
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APÊNDICE A – ANÁLISE RESIDUAL 
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FIGURA 2-A: CORRELOGRAMA, DENSIDADE E QQ-PLOT DOS RESÍDUOS PADRÃO NO MS-VAR 
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FIGURA 4-A: CORRELOGRAMA, DENSIDADE E QQ-PLOT DOS RESÍDUOS PADRÃO NO VAR-
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APÊNDICE B – ANÁLISE DO MODELO MS-VAR 
 







































FIGURA 1-B – AJUSTAMENTO DO MODELO 
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FIGURA 1-C: FUNÇÃO DE IMPULSO-RESPOSTA DEPENDENTE DO REGIME (CHOQUE DE UM 




























































FIGURA 2-C: FUNÇÃO DE IMPULSO-RESPOSTA NO MODELO VAR-PADRÃO (CHOQUE DE UM 
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FIGURA 3-C: PROBABILIDADE DE MUDANÇA PREDITA h-PASSOS. 