The neural mechanisms underlying reaction times have previously been modelled in two distinct ways. When stimuli are hard to detect, response time tends to follow a random-walk model that integrates noisy sensory signals. But studies investigating the influence of higher-level factors such as prior probability and response urgency typically use highly detectable targets, and response times then usually correspond to a linear rise-to-threshold mechanism. Here we show that a model incorporating both types of element in series -a detector integrating noisy afferent signals, followed by a linear rise-to-threshold performing decision -successfully predicts not only mean response times but, much more stringently, the observed distribution of these times and the rate of decision errors over a wide range of stimulus detectability. By reconciling what previously may have seemed to be conflicting theories, we are now closer to having a complete description of reaction time and the decision processes that underlie it.
The reason reaction times are currently a focus of intense interest amongst neuroscientists is the realisation that they can tell us a great deal about the neural mechanisms underlying decision (Schall, 2004; Shadlen & Gold, 2004) . The linking concept is essentially Bayesian: that a response occurs when sufficient evidence has accumulated to support the hypothesis that the stimulus is in fact present. A particular situation that has been extensively studied is the decision to make a saccadic eye movement to look at a suddenly presented visual target. With modern computer-based equipment we can measure eye movements rapidly and non-invasively, providing a great deal of data in a short space of time: since we make some 2-3 saccades every second of our waking life, it is possible to record a thousand saccades in an hour without noticeable fatigue. In this way we can obtain unusually precise information about how factors related to the target and to the subject's instructions and prior information influence the distribution of saccadic latency. Detailed data of this kind set strict constraints on the kinds of models that can be used to explain the underlying neural processes. Thus a model may provide an adequate description of how mean latency changes under specified conditions, yet entirely fail to predict its distribution across individual trials.
Previous studies of reaction time have tended to fall into one of two categories. Traditional approaches have generally focused on such low-level factors as luminance and contrast: reaction time is then dominated by the detection of the stimulus in the presence of noise, and the overall process can be successfully described by a diffusion model, functionally equivalent to a random walk to threshold (Stone, 1960; Grice, 1968; Laming, 1968; Watson, 1979; Pacut, 1980; Ratcliff et al. 1999; Usher & McClelland, 2001) , that under certain conditions can be shown to be optimal (Wald, 1944) . Studies concentrating on such high-level decision factors as prior probability, information supply and response criterion typically use stimuli of very high contrast that are easily and quickly detected (Davis, 1957; Luce, 1960; Ross & Ross, 1980; Carpenter & Williams, 1995; Reuter-Lorenz et al. 1995; Reddi & Carpenter, 2000; Gold & Shadlen, 2001; Reddi et al. 2003) . Under these conditions, the model that best seems to describe latency distributions consists of a decision signal reflecting log probability, that rises linearly to threshold, but at a rate that varies randomly from trial to trial. In this LATER (Linear Approach to Threshold with Ergodic Rate) model, most of the variability found when target visibility is high is not due to sensory noise but is 'deliberately' injected into the decision process itself: it may plausibly be regarded as biologically desirable (Carpenter, 1999; Ratcliff et al. 2001) .
This apparent dichotomy can be resolved by recognising that response selection is likely to comprise (at least) two stages in series ). The general need for separate stages is most obvious when the task is to recognise a complex stimulus, such as the letter E in Fig. 1 , comprising a number of local attributes or features. Because any given feature may be common to other stimuli (e.g. the letters 'F' or 'L'), it is not appropriate for the mechanisms detecting these features to be influenced by prior probabilities, which will differ between the stimuli themselves. We need a second stage that gathers information from the detectors and makes an estimate of the likelihood of the entire stimulus being present, taking into account prior probabilities and possibly also utilities. Such a model makes explicit the fundamental distinction between the local evaluation of fragments of evidence, and the subsequent logical combination of these fragments to form a judgement about the existence of an entire target demanding a response. An obvious analogy is a court of law (Reddi, 2001) , where individual pieces of evidence are accepted or rejected, in a process distinct from the concluding verdict. It is most obviously applicable to complex recognition tasks in which fragments of evidence must be gathered from independent feature detectors, as in Fig. 1 ; but it still applies even when the stimulus is much simpler, Figure 1 . The distinction between detection and decision Individual detection units typically respond to low-level features of a potential target, (e.g. local configuration, motion, colour, contrast or luminance), by a process of signal and noise integration generating a random-walk rise to a threshold. When such a unit achieves its threshold, it sends a constant signal to the decision unit (below) that similarly integrates its combined afferent signals, generating a linear rise to threshold that triggers the ultimate response. The second stage has access to global decision parameters such as expectation, urgency and reward that are not available to the first stage. Note that this figure is intended to represent the conceptual necessity of sequential stages of detection and decision, rather than being a literal representation of the underlying neural mechanisms.
for instance a low-contrast dot. The detector still cannot make the decision all by itself, for it needs to know about expectations and utilities, and whether its fragment is the only thing to be considered. The fact that decisions still take a long time even when the detection stage already 'knows' that the target is present suggests that the second, decision, stage is in some sense obligatory even when it may not seem to be adding any certainty to the result. The kinds of simplified tasks commonly used in the laboratory -responses to single, small and unambiguous, targets -hardly ever arise in the real world, where targets tend to be extended, with multiple attributes, and often partially obscured. Under these circumstances, decisions must necessarily involve the bringing together of fragments of evidence from dispersed locations.
The first, detection, stage can be taken as a diffusion process, appropriate for detecting signals in the presence of noise; the second, decision, stage as a LATER process, that takes into account more global factors such as urgency and expectation in a way that local detectors cannot. To avoid problems of synchronicity, it makes sense for the detectors to 'raise their hands' when they have detected their fragment, and keep them raised until the decision has been made: the signals coming to the decision unit, unlike the noisy signals received by the detectors, will then be essentially constant. That is why, although both stages are cumulations of incoming signals, the first stage is random-walk, but the second rises linearly.
There is both behavioural and electrophysiological evidence for a two-stage model. Behaviourally, when contrast and prior probability are simultaneously manipulated their effects appear to add linearly and independently, as expected if the delays introduced by each stage simply summate (Carpenter, 2004; Taylor et al. 2006) , and first proposed in general terms by Donders (1868) . Electrophysiologically, the existence of (at least) two stages is demonstrated particularly clearly by recordings from two classes of neuron in monkey frontal eye fields (Thompson et al. 1996; Sato et al. 2001) . Visually responsive neurons detect a target amongst a group of distractors at roughly a fixed time after stimulus presentation. Subsequent to this detection, the activity of a separate population of neurons rises steadily until a fixed threshold is reached, at which point a saccade is initiated. As predicted by LATER, on different trials the fluctuations in latency correlate strongly with fluctuations in this rate of rise, but only weakly with detection time. When the initial target discrimination is much more difficult and reaction times become longer, as would be predicted from a two-stage model, fluctuations in overall latency do now reflect fluctuations in the timing of the first stage (Sato et al. 2001; Cook & Maunsell, 2002) .
So far we have tested a two-stage model only by analysing average reaction times, under varying contrast (Taylor et al. 2006) and by examining the combined effects of prior probability and contrast (Carpenter, 2004) . In a classic paper, Sternberg (1969) , pointed out that Dondersian models of this general type should demonstrate additivity of variances as well as of means, and also that a much more stringent test is to predict not merely average behaviour, which is relatively easy, but also the distribution of response times, when the visibility of visual targets is varied over a wide range.
It is this more stringent test that we undertook in this study.
Methods
Four volunteers (ages 32, 27, 58 and 21 years) participated, with informed consent; none had known visual defects apart from refractive errors, corrected when necessary; our procedures had received approval from the Ethical Committee of the University of Cambridge School of Biology and conformed to the standards set by the Declaration of Helsinki.
We recorded eye movements using a binocular infra-red reflection oculometer (Ober Consulting; Ober et al. 2003) with 250 Hz bandwidth, linear to 7% within a range of ± 30 deg, and a short-term noise level equivalent to 10 min arc. Its output was sent to a computer-based system (ViSaGe: Cambridge Research Systems Ltd, Kent, UK), sampling at 100 Hz in exact synchrony with the display of individual frames. Specifically designed software (a modification of SPIC; Carpenter, 1994) , interfacing synchronously with the ViSaGe system and designed to be immune to Windows interrupts was used to detect saccades in real time, and each record was checked manually afterwards to eliminate errors caused by blinks, head movements or other artefacts.
Subjects sat 1 m from the calibrated video monitor display (GDM-F520 monitor, frame rate 100 Hz; Sony, Tokyo, Japan) whose background was a 20.0 cd m −2 light grey (CIE 1931; x = 0.278, y = 0.290); we arranged the ambient lighting to provide a similar luminance to reduce adaptational effects. In addition, we required subjects to look steadily at the screen for 1 min before the start of each run, to ensure a uniform state of adaptation.
Each trial began with a warning sound and presentation of the fixation target, a grey circular spot subtending 0.2 deg and of luminance 17.0 cd m −2 ; there was then a fore-period composed of a constant 500 ms component followed by a non-ageing random component of average duration 500 ms: to ensure that no fore-period ever exceeded 3.5 s in all, if the algorithm produced too long a fore-period it was simply repeated until it generated a value less than 3.5 s. In 95% of trials (stimulus trials) a 0.5 deg circular target of the same colour as the background but of higher luminance appeared in addition to the original fixation spot; at 4 deg randomly either to the right or left of the spot in the remaining 5% of trials (catch trials, randomly interspersed) no target was presented. Subjects were instructed to look at a target when it appeared, and the trial ended 100 ms after detection of the consequent saccade, with the next trial occurring after a delay of 200 ms.
An experimental run consisted of 100 trials; a complete data set consisted of 50 such runs, with rests in between as required, usually over 2 or more days. We used five different contrasts covering the whole contrast range, from near threshold to 100%. Experimental runs were fully interleaved, in that target contrast in each stimulus trial was selected randomly from the set of five.
Contrast thresholds
Each subject performed a preliminary manual increment threshold task to establish contrast sensitivity and thus determine individual contrast test levels (using a conventional Weberian measure, I/I). We presented stimuli on the same calibrated video monitor system in a dimly illuminated room, using the same 20.0 cd m −2 light grey background (CIE 1931; x = 0.278, y = 0.290). We measured contrast thresholds using a two-alternative forced choice (2-AFC) procedure, using 0.5 deg diameter spot stimuli spaced 4 deg either side of a dark fixation point (0.2 deg diameter). Subjects maintained fixation throughout the experiment. Spots appeared after an auditory tone at a random time uniformly distributed between 500 and 1500 ms. Stimuli appeared at their nominal contrast for 1000 ms, and then linearly reduced to zero contrast over a further 400 ms to minimise the chance of a subject responding to the offset of the stimulus. Subjects responded by means of a button press, and received auditory feedback as to whether or not each response was correct. We used two interleaved 30 presentation ZEST (King-Smith et al. 1994) procedures to estimate thresholds, performing this determination twice and taking the geometric mean.
Simulations
The model shown in Fig. 2 , implemented within SPIC, was driven by exactly the same protocols, including the random fore-periods, as were used in the experimental runs. It consisted of a pair of identical two-stage systems corresponding to the two possible target locations, the first stage representing a detection process with integration of the afferent signal and noise, S = k log(1 + C/C 0 ), (Carpenter, 2004; Taylor et al. 2006) where k and C 0 affect only the dependence of median latency on contrast. Its output S is added to Gaussian noise of variance σ the two systems is that at the end of the fore-period the stimulus signal increased from zero to S on one side but remained absent on the other. The parameters had the same values on each side, and we chose to make them identical across all subjects apart from μ and σ (the determinants of the LATER component, constant across all contrasts for a given subject), and σ N , also taken to be invariant with respect to contrast. The detection threshold can be taken as unity without loss of generality, as it merely determines the other units. Thus the only parameter assumed to depend on contrast was S (the magnitude of the input to the detection stage), and our aim was to see whether alteration in S alone could Figure 2 . The two-stage, bilateral, model used to simulate latencies and errors Each side is identical, but whereas on both sides independent Gaussian noise of amplitude N is present at the input, on one side a signal S contingent on the stimulus and delayed by δ is added to this noise. The first, detection, stage is an accumulator or integrator that embodies a random walk; all units are reset at the beginning of a trial and begin accumulating from this time, receiving only the noise N during the fore-period: the single parameter θ 1 represents the threshold at which the accumulating signal triggers a step output. This step output from the detection stage is integrated to generate the linear rise characteristic of the second, decision stage; the rate of rise is a Gaussian variate of mean μ and standard deviation σ . When this signal reaches threshold θ 2 , a saccade is initiated. In the simulation, the two units run in parallel, racing against each other. During the fore-period both receive the noise N; on appearance of the stimulus, S is added only on the left. Thus if S is small, the right-hand unit may still reach threshold first, generating an incorrect response. explain changes in shape of the latency distributions with varying contrast. For each subject, values for μ and σ were first estimated from the observed data for the highest contrast, where the influence of the detection stage is minimal, using a conventional bivariate minimisation routine (Press et al. 1989) , with log likelihood as the criterion measure of fit between the observed data and a single-stage LATER model with an added constant delay of 60 ms (see Discussion). Then we used an iterative Monte-Carlo process to estimate, for each subject, the value for σ N that minimised the Kolmogorov-Smirnov two-sample statistic, comparing the simulated latency distributions for the catch trials (i.e. those for which target contrast was zero) with the observed distributions, and using in each case the same number of trials as in the original data, and the same bin size of 10 ms. Next, for each subject, and each contrast, we estimated the value for S that similarly minimised the log likelihood statistic representing the goodness of fit of the simulated and observed distributions.
Like the actual subjects, the model generated errors at low contrast levels: either failing to respond during the response window, or generating an incorrect response when activity on the side driven only by noise happened to reach threshold before the side that is driven by the stimulus as well.
Statistical analyses
For comparing observed and simulated distributions we used the Kolomogorov-Smirnov two-sample test (Kolmogorov, 1941) . For comparing the observed and simulated incidence of errors we used Fisher's exact test, with binomial confidence intervals for observed proportions calculated using Clopper & Pearson's formula (1934) . We report median rather than mean latencies, partly because these are less affected by the outriders that necessarily arise in reaction-time experiments, but more fundamentally because if the reciprocal of latency has a Gaussian or normal distribution (that is, the latency follows a recinormal distribution) (Leach & Carpenter, 2001) , the mean of the reciprocal latency distribution is also its median, and consequently equal to the reciprocal of the median of the original latency distribution.
Results

Latency distributions and accuracy of response
Because under high-contrast conditions the reciprocal of saccadic latency usually follows a Gaussian distribution, it is convenient to show our results in the form of reciprobit plots, in which latency is represented on a reciprocal abscissa, and cumulative probability on a probit scale.
Consequently, in the absence of errors, a recinormal distribution should yield a straight line. However, in this case we plot the cumulative percentage of correct responses as a proportion of all trials, so that the final cumulative probability is reduced from the usual 100% by the existence of errors. This in turn will cause the plotted distributions to curve rightwards away from a straight line, finally forming a horizontal asymptote corresponding to the final proportion of correct responses. Figure 3 shows such plots for each subject and for each of the five contrasts. The basic features are clearly common to all subjects: with decreasing contrast there is an increase in median latency, the percentage of correct responses (shown by the final level achieved) tends to fall, and the distributions tend to become increasingly curved. Prob %
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Figure 3. Observed (points) and simulated (bars) distributions of saccadic latencies
The points show observed distributions for the four subjects (A-D) and for five different contrasts, as shown, plotted as reciprobit plots, i.e. on a reciprocal latency scale as abscissa and a probit scale of cumulative percentage probability as ordinate. The vertical bars show the 95% confidence limits for each latency of a set of 100 simulated distributions of saccadic latencies for the four subjects and five contrasts, using the sets of simulation parameters shown in Tables 1 and 2. is shown in Fig. 4 , and shows the accelerating, roughly hyperbolic rise in latency as contrast approaches threshold that has often been noted previously (Bartlett & MacLeod, 1954; Mollon & Krauskopf, 1973; Wilson & Lit, 1981; Plainis & Murray, 2000; Ludwig et al. 2004; Taylor et al. 2006) . Both here and in the distributions of Fig. 3 the idiosyncratic differences between subjects are apparent. Whilst subjects A and B show similar median latencies and a comparable pattern of latency distributions at different contrasts, the latencies of subject C (the oldest) are increased, resulting in a vertical shift in Fig. 4 and a horizontal displacement of the reciprobit plots to longer latencies. The youngest subject D, on the other hand, shows exceptionally short latencies (also noted in other saccadic tasks) with shallower distributions reflecting a greater degree of variability and a higher proportion of errors; the percentages of correct responses are correspondingly reduced, resulting in markedly non-linear distributions even at high contrast. On the other hand, we found that the measurements of threshold contrast varied rather little between subjects (A, 1.8%; B, 2.1%; C, 1.9%; D, 2.0%).
Results of simulations
The model we used for simulations consisted of a pair of two-stage models, one receiving stimulus plus noise and the other noise alone, racing against each other as described in Methods and shown in Fig. 2 ; further details are explained in the Discussion. The bars in Fig. 3 show simulated latency distributions for each subject and condition, using the parameter values shown in Table 1 . Of these parameters, only S, the transformed The vertical dashed line shows the mean threshold contrast for all subjects: the variation between subjects is too small for individual values to be usefully shown (A, 1.8%; B, 2.1%; C, 1.9%; D, 2.0%).
There is an approximately hyperbolic increase in latency as contrast approaches threshold.
signal size, varied with contrast; μ, σ and σ N , the mean and S.D., respectively, of the LATER rate of rise, and the S.D. of the noise in the detection stage, were permitted to vary between subjects but were held constant across contrasts. The best-fit values of S for each contrast and each subject are shown in column 4 of Table 2 , and compared (column 3) with the values that would be predicted by the function S = k log(1 + C/C 0 ), where C 0 and k are common to all subjects, their values determined by minimising the sum of squares of the prediction error (the motivation for this equation is explained below, in the Discussion). There is a satisfactory correspondence between the predicted and observed values of S over the whole range of contrasts and subjects (Fig. 5) . A comparison of the observed and simulated distributions in Fig. 3 demonstrates that despite the surprising variety of shapes generated by the different subjects over the range of contrasts, and different error rates in catch trials (that depend on σ N ), the shapes of two sets of curves are in good correspondence. We used the Kolmogorov-Smirnov two-sample test to provide a measure of the goodness of fit for each contrast and subject between the actual and predicted data, and the corresponding P values are shown in column 7 of Table 2. (Although in principle fitting by maximisation of likelihood might at first sight seem preferable, it cannot be applied in this case because of the absence of an analytical model of the underlying stochastic processes from which expectations could be calculated: using a Monte-Carlo approach for this would have been unfeasibly computationally intensive, though this is an approach we are currently exploring). In only one case are the two distributions significantly different (P = 0.05); given the number of comparisons, this proportion (1/24) is only to be expected by chance. This exception is for the lowest contrast value for subject A, and it is noteworthy that in general it is the lowest contrasts, and thus the longest latencies, that produce the lowest values of P: possible reasons why this might be are considered in the Discussion.
A word of warning is perhaps necessary about estimating goodness of fit casually, by eye, from such plots. The use of a probability scale as the ordinate has the advantage that details of the tails of the distributions, that in conventional plots are squashed up so they cannot be easily interpreted, are here stretched out and tend to dominate the viewers impression of the data. But it is necessary to remind oneself that the shapes of the far tails may be the consequence of just one or two trials out of many hundreds, yet the effect of the stretching of the scale at each end is often to give them exaggerated prominence. Most experimenters in this area have been content to use linear cumulative scales, in which the tails can hardly be examined at all; we have preferred to make everything visible, but this carries the risk that an unsophisticated reader may gain the impression that the agreement is worse than it really is: the bulk of 'goodness of fit' depends on behaviour nearer the median. Table 2 also shows (columns 5 and 6) the percentage of correct responses generated by the simulations for each contrast, and the corresponding values actually observed (see also Fig. 5) : again, the model does a good job of
Figure 5
A, comparison of observed and predicted best-fit values of S for all subjects and conditions. Ideal performance is shown by the line. B, simulated and actual accuracy (percentage of correct responses, shown on a probit scale), for all subjects and conditions. Ideal performance is shown by the line.
predicting the incidence of errors, with significant differences between the real and simulated data occurring in only 4 out of 24 analyses (Fisher's Exact Test, P < 0.05). The 95% confidence interval for this proportion (0.047-0.37) (Clopper & Pearson, 1934) encompasses the rate of significant differences (1 in 20) expected by chance alone.
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The distribution of these errors should also be considered. Because of their small numbers, we combined errors across contrast conditions for each subject and plotted them in the same way as shown in Fig. 3, i .e. as a cumulative percentage of all responses (data not shown). In all cases, error distributions did not differ significantly from those obtained from our simulations (Kolmogorov-Smirnov: Subject A, P > 0.98; Subject B, P > 0.48; Subject C, P > 0.92; Subject D, P > 0.97). Given that the errors reside in the tail of the cumulative distributions and that this is where the Kolmogorov-Smirnov test is least sensitive, this result is not surprising. Indeed, one might well expect deviations between the empirical and simulated error distributions in our experiment given our procedure for fitting the correct responses was designed only to predict the total number of errors (given by the upper asymptote of the curves in Fig. 3 ) but did not address the error distributions themselves. Because of this, the fitting procedure was free to eschew a satisfactory prediction of error distribution in favour of optimising other model parameters; in other words, the predicted error distributions were derived entirely from the observed distributions of correct ones. A more complex fitting procedure that can simultaneously fit our correct response and error distributions, coupled
Figure 6
Slopes of observed latency distributions at the median as a function of decreasing contrast condition (1 = highest contrast, 5 = lowest) compared with the two-stage model, and also with each of its two components alone: the random-walk detection stage, and the LATER decision stage, for each of the four subjects. In each case, only the signal strength parameter, S, has been permitted to vary with contrast. It can be seen that the two-stage model provides a better description of the distribution than either of its components alone over the full range of contrast.
with an experimental protocol in which more errors are made, would be a useful aim for future studies.
Discussion
Our intention in these experiments was to see whether a simple two-stage model of detection and decision would be capable of predicting the distribution of latency under conditions of varying contrast, and also account for the incidence of errors, a prominent feature of behaviour at low contrast. It should be noted that it was not our aim to test our two-stage model against the many other models for reaction times, but rather to see if a two-stage modelwhose existence we argue from the theoretical, behavioural and neurophysiological grounds described earlier -can in fact predict reaction-time distributions.
The model
The model, described in detail in the Methods section, consisted of a conventional LATER unit preceded by a stage in which a noisy afferent signal S, derived from the stimulus, is integrated to generate a random-walk signal whose arrival at a predetermined threshold indicates detection of the stimulus (Fig. 2) . It is an elementary property of random walks that the distribution of the excursions achieved at any particular time is normal or Gaussian, from which it follows that the median time to reach threshold is also the reciprocal of the mean rate of rise, in this case S. This reciprocal relationship between median latency and the stimulus-related signal S explains the approximately hyperbolic plots commonly seen when reaction time is plotted as a function of luminance or contrast, as noted above (Fig. 4) .
To account for errors it is necessary to postulate a pair of detection/decision units, one corresponding to the side on which the target is presented, and one to the opposite side, and that each is subject to noise N (assumed Gaussian) to which the target, when present, adds a signal S that is related in magnitude to the contrast by a transformation function that relates S to the contrast C of the target:
Previous experiments (Carpenter, 2004; Taylor et al. 2006) , based on the measurement of median latencies rather than distributions, suggest that may be of the form
where k and C 0 are constant parameters. The signal (S + N ) is integrated by the detection stage, generating a 'random walk' added to a linear ramp; when it exceeds a fixed threshold θ 1 , the second, decision, stage is activated. As a result, a decision signal starts to rise linearly at a rate r until it reaches a threshold θ 2 , at which point it triggers a saccade (unless the contralateral unit has already done so). Although r is constant in any one trial, it varies randomly from trial to trial, having a Gaussian distribution with mean μ and variance σ 2 . The complete version of the model also introduces a transport delay δ, which for simplicity includes both the time required to activate photoreceptors, and both afferent and efferent conduction times and synaptic delays.
The values of the parameters must be identical on both sides; thus, leaving aside for the moment the relation between C and S, the model is fully described by just six parameters. Of these, two are in fact redundant: θ 1 and θ 2 are in effect arbitrary scale factors, since they simply define the units for σ N , and μ and σ, respectively; it is convenient to assign both of them the value of unity. (However, that is not to say that there might not be circumstances in which they might vary, as for example if urgency is altered, Reddi & Carpenter, 2000 ; but any such variation is exactly equivalent to simultaneous variation of two other parameters). There are thus just four free parameters, and we assume them to be constant for a given subject under all conditions. Of these, μ, σ and σ N are assumed to be different for different subjects. The delay δ can necessarily only be estimated; we use, for all subjects, a value (60 ms) previously used in modelling human oculomotor latencies (Hanes & Carpenter, 1999; Asrress & Carpenter, 2001; Ozyurt et al. 2003) , that corresponds roughly with the observed conduction delays when recording and stimulating in primates in the superior colliculus, that lies on the shortest anatomical pathway linking the retina to the oculomotor muscles (Sparks, 1986; Guitton et al. 1992) .
As far as the function is concerned, one might have anticipated that two parameters C 0 and k would also vary between subjects. However, although the fit of the model's predictions across all subjects is -necessarily -worse if k and C 0 are treated as universal constants (k = 111, C 0 = 14.9%; F test (18:12); P = 0.75), it is not significantly worse: there seemed therefore no point in adding more free parameters than were absolutely required. Thus all the observed behaviour -the error rates as well as latency distributions -can be fully described by three universal parameters (k, C 0 , δ) that are common to all subjects, and three (σ N , μ, σ) that are idiosyncratic. The values of k and C 0 found here are within the range of values (k: 45-113 Hz; C 0 : 3.0-15.6%) determined for both saccadic and manual reaction times in a recent study using similar stimuli but looking only at average reaction times (Taylor et al. 2006) , and C 0 is essentially the same as the mean value (15%) found both in that study, and in a previous purely saccadic investigation of the effect of contrast (Carpenter, 2004) . The values of μ and σ are typical of those found in saccadic appearance tasks, at least for subjects A, B and C: D's responses were both unusually fast and unusually variable, but in our experience, particularly in younger subjects, not uniquely so. We feel that the ability to predict both distributions and error rates, even when there is wide variation between the behaviour of our different subjects, strengthens our conclusions.
Limitations
We wanted to see whether a simple two-stage model could account in detail for the observed distribution of saccadic latencies and errors over a wide range of contrasts, and in this we seem to have been successful. We would not claim to have eliminated other possible hypotheses that might explain our data equally well, although we would strongly argue that some form of two-stage model of the sort we describe is necessary on theoretical (see Introduction, as well as Reddi, 2001 ), behavioural (Raab & Fehrer, 1961; Carpenter, 2004) and neurophysiological (Thompson et al. 1996; Cook & Maunsell, 2002) grounds.
There are certain limitations of the modelling of the detection stage that need to be noted: they have been discussed in detail in Taylor et al. (2006) . The most fundamental is that practical constraints on psychophysical procedures mean that the precise form of the transform can never be definitively established.
Other formulations, for instance in which S is a power function (for example Liang & Pieron, 1945; Jaskowski, 1984) or even linear with contrast (for example Hildreth, 1973; Doma & Hallett, 1988; Plainis & Murray, 2000; Ludwig et al. 2004 ), might seem mathematically very different from the logarithmic relationship examined here, yet with suitable parameter values may only be distinguishable at very low contrast, where observations are particularly noisy and reaction times are long (Roufs, 1974; Taylor et al. 2006) . However, for this very reason the conclusions of this paper -that reaction times under low contrast conditions are well described by a two-stage model -do not depend critically on the adoption of a logarithmic rather than some other type of function. This uncertainty about the low-contrast region is exacerbated by uncertainty about whether the first stage is a true linear integrator, at any rate over the periods of 150 ms or more over which it must operate in this model at the lowest contrasts used: many studies have suggested that the integrator is a leaky one (Roufs, 1972; Watson, 1979; Usher & McClelland, 2001) . Such considerations may well explain why our predictions of S at the lowest contrast level are over-estimates (Table 2) , with the tails of the observed distributions correspondingly slightly displaced to the right. A slightly different hypothesis is that of a temporal filter with a bounded integration period: experiments using a discrimination task with high contrast but with high levels of temporal noise artificially added have demonstrated that, under these circumstances at least, integration may not proceed to threshold (Roufs, 1972; Watson, 1979; Usher & McClelland, 2001) ; these experiments also incidentally provide confirmation of a separation of a sensory detection mechanism from a succeeding decision stage.
Functional consequences
An important consequence of the two-stage model is that the overall behaviour of the system will appear qualitatively different, depending on the visual conditions. Initially, at high contrast, the contribution of the detection stage to the overall latency will be negligible, so that the overall form of the distributions will be dominated by the decision stage, and thus essentially recinormal; this is sharply distinct from models such as those proposed by Smith (1995) or Ratcliff & Rouder (2000) in which post-detection processes are presumed to contribute no variability at all. Conversely, at low contrast the opposite will be the case: most of the latency will be due to the detection stage, so that the overall distribution will have the shape characteristic of a random walk rather than LATER model (Carpenter & Williams, 1995) . From our data one can be a little more precise about this. At 100% contrast, for instance, the time taken for the first stage to reach threshold should be given by 1000/(k log(1 + 100/14.9)), or roughly 10 ms. This has an important practical consequence, that under high-contrast conditions the contribution of the first stage to the overall variability of latency can safely be neglected. In the same way, one may calculate that the contrast must fall to near the threshold level before the delays introduced by each of the two stages are even equal. To achieve these transitions in the contribution of each stage to overall performance it is not necessary to alter any of the underlying parameters; the behaviour follows inevitably from the structure of the model and the logarithmic nature of . This behaviour is conveniently summarised in Fig. 6 , which shows how the central slopes (i.e. in the region of 50% cumulative probability) of observed and simulated distributions vary with contrast, if the only parameter that is varied is the size of the afferent signal. What it demonstrates is that neither stage on its own can account for the variation of this slope with contrast. For the LATER component alone, using the parameters at high contrast, when the contribution of the first stage is negligible, the effect of altering the mean rate of rise of the decision signal is simply to shift the curve sideways in a self-parallel manner, so that it completely fails to describe the behaviour at low contrast. For the random walk stage alone, and using parameters derived from the low-contrast conditions, alteration of S does not generate the observed relationship either. But together the two stages do a good job of matching the observed, quite complex, relationship between slope and contrast. This, incidentally, is essentially equivalent to the Sternberg test mentioned earlier (Sternberg, 1969) , since these slopes are directly related to the variances: more specifically, they represent the reciprocal of the standard deviation. In other words, the reasonably good agreement of the slopes at each contrast predicted by the two-stage model, and what is actually observed, demonstrates that the observed overall variance is essentially the same as the sums of the two individual variances. This is a feature that cannot be modelled by either component alone; this figure thus demonstrates directly that neither LATER nor random walk alone can predict our data, but the combination of the two does so rather well.
In summary, reaction times may appear to be LATER-like, or may appear to be diffusion-like, depending on the circumstances. Because experimenters typically use highly visible targets when studying such phenomena as countermanding, task-switching, prior probability and so on, the behaviour will necessarily be different from investigations that are focused on reaction time as a measure of detectability. By reconciling what previously may have seemed to be conflicting theories, we are now considerably closer to having a complete description of reaction time and the decision processes that underlie it.
