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We present an algorithm for determining the Fitting subgroup of a polycyclic-
by-finite group. As applications we describe methods for calculating the centre and
the FC-centre and for exhibiting the nilpotent-by-abelian-by-finite structure of a
polycyclic-by-finite group.  2001 Academic Press
1. INTRODUCTION
The Fitting subgroup of a polycyclic-by-finite group can be defined as its
maximal nilpotent normal subgroup. For Fitting subgroups of finite groups
various other characterizations are known: For example, they can be
described as the centralizer of a chief series. We observe that the Fitting
subgroup of a polycyclic-by-finite group can also be characterized as the
centralizer of a certain type of series, and this series can be considered as
a ‘‘generalized chief series.’’
We describe a practical algorithm for computing a generalized chief
series of a polycyclic-by-finite group G. Our method is based on the
determination of radicals of finite-dimensional KG-modules, where K is
either a finite field or the rational numbers. Once a generalized chief
series of G is given, we can construct its centralizer and thus we obtain an
algorithm to compute the Fitting subgroup of G.
The determination of the Fitting subgroup has a number of applications.
We show how to use the Fitting subgroup to construct the centre and the
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FC-centre of a polycyclic-by-finite group. Further, a well-known theorem
of Mal’cev asserts that a polycyclic-by-finite group is nilpotent-by-abelian-
by-finite, and we describe a method to exhibit this structure.
The algorithmic theory of polycyclic-by-finite groups has been investi-
  Žgated in 1 and it is observed there that the Fitting subgroup and various
.other interesting subgroups of a polycyclic-by-finite group can be deter-
mined algorithmically. However, the approach used for this purpose is an
algorithm in the classical sense and has not been invented for practical
applications.
The algorithms introduced here have been implemented for polycyclic
 groups in the Polycyclic package 7 of the computer algebra system GAP
 15 . This implementation shows that the described methods are effective
and thus we obtain a first practical approach to determine the Fitting
subgroup, the centre, and the FC-centre of an infinite polycyclic group.
2. A CHARACTERIZATION OF FITTING SUBGROUPS
Let NMG be normal subgroups of a group G. If NM is an
elementary abelian p-group, then NM is an  G-module under thep
natural conjugation action of G. If NM is free abelian, then NM is a
G-module and, by extending the coefficient ring, we can also consider
NM as a G-module in this case. Recall that a module is called
semisimple if it is a direct sum of irreducible modules.
THEOREM 2.1. Let G be a polycyclic-by-finite group and let P be its largest
polycyclic normal subgroup. Let P P  P  P  P  1 be a1 2 n n1
normal series with elementary or free abelian factors such that each free
abelian factor is semisimple as a P-module and each elementary abelian
p-factor is semisimple as an  P-module. Thenp
n
Fit G  C PP .Ž . Ž . P i i1
i1
Ž . Ž . Ž .Proof. First note that Fit G  P and thus that Fit G  Fit P .
n Ž .Let C C PP . Then the series C	 P , . . . , C	 P is ai1 P i i1 1 n1
central series of C, and hence we obtain that C is nilpotent. Clearly, C
 P
Ž .and thus C Fit P .
Ž .It remains to show that Fit P  C; that is, each nilpotent normal
subgroup F of P centralizes the given series. First recall that for any
   abelian A
 P we have A, F  A: either, if A F, then A, F  A	
F A or, if A F, then intersecting a central series of F with A yields
 an F-central series of A, and hence A, F  A.
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Now let A PP be a factor of the given series of P. We cani i1
assume that P  1 and A is a subgroup of P. By assumption, A isi1
semisimple as a KP-module for K  or K and thus A Ap 1
  A with KP-irreducible subgroups A 
 P. We consider B Ar j j
 for some j. If B is elementary abelian, then B, F  B as observed above
 and B, F is an  P-submodule of B. Since B is irreducible, we obtainp
 B, F  1 and F centralizes B. If B is free abelian, then F centralizes a
series in the finite abelian group BB p for every prime p by the above
argument. Hence, if d is the rank of B, then the d-fold commutator
  p  B F  B . Thus B F  1 and F centralizes a finite series in B. In,d ,d
Ž . Ž .particular, C F  1. Further, C F is normal in P and thus, since B isB B
 Ž .P-irreducible, B : C F  . But centralizers in free abelian groupsB
Ž .are pure subgroups and thus we obtain C F  B, as desired.B
Clearly, we could replace ‘‘semisimple’’ with ‘‘irreducible’’ in Theorem
2.1. For finite groups this reduces then to the well-known characterization
of the Fitting subgroup as the centralizer of a chief series. However, there
is no practical algorithm known so far for determining a series with
irreducible factors in an infinite polycyclic group, while a semisimple series
can be constructed as outlined in Section 3.
3. DETERMINING THE FITTING SUBGROUP
We use Theorem 2.1 to determine the Fitting subgroup of a polycyclic-
by-finite group G. We assume that the largest polycyclic normal subgroup
P of G is given explicitly and we can compute effectively with P: for
example, a polycyclic presentation for P is suitable for our approaches; see
Ž .Section 8 for details. We construct Fit G in three steps.
Step 1. We determine a normal series with elementary or free abelian
 factors of P. For example, we can use the effective methods in 5 to
construct a computationally useful series of this type, that is, a series with
small sum of the ranks of its factors.
Step 2. Each factor in this initial series is a KP-module for K  orp
K. We refine each factor by a submodule series with semisimple
factors and thus we obtain a generalized chief series of P.
Step 3. If P P   P  1 is the determined generalized chief1 n1
series, then we construct the sequence of centralizers P C  C1 n1 
Ž . Ž .defined by C  C P P . This yields Fit G  C .i C i1 i n1i1
Ž .For Step 2 we consider the radical Rad V of a finite-dimensionalK P
KP-module V, that is, the intersection of its maximal submodules. Since
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Ž . Ž .Rad V  V and VRad V is semisimple, we obtain that the radicalK P K P
series of V yields a series with semisimple factors. If K  , thenp
practical methods of determining radicals are well-known; see for example
 14 . The case K is considered in Section 3.2.
In Step 3 we have to construct centralizers of semisimple KP-modules V.
Again, if V is an  P-module, then such methods are well-known. Wep
discuss the case of a P-module V in Section 3.3.
Remark 3.1. Methods which are similar to the approaches described in
 this section have been used by Ostheimer 11 to exhibit the structure of a
polycyclic-by-finite rational matrix group.
3.1. Congruence Subgroups
Ž .Let HGL d, be a finitely generated group. Then there exists a set
Ž .of primes  such that HGL d, , where  is the subring of  of 
athose rationals with b divisible by primes in  only. Consider a prime pb
with p  . Then we can embed  into the p-adic numbers  . Combin- p
ing this embedding with the natural homomorphism    p   ,p p p p
we obtain a ring homomorphism :    . This homomorphism extends p
naturally to the p-congruence homomorphism

 : HGL d , p : h  h .Ž . Ž . Ž .ž /p i , j i , ji , j i , j
The kernel H of  is called the p-congruence subgroup of H. Thep p
 following fundamental theorem is proved in 4; Lemma 9 .
Ž . Ž .THEOREM 3.1 Dixon . Let  be a set of primes and HGL d, be
polycyclic-by-finite. If p is an odd prime with p  , then H is torsion-freep
and H  is unipotent.p
There are various possible approaches to determine generators or
normal subgroup generators for H . For example, one can compute ap
Ž .presentation for the finite image of H in GL d, p and evaluate the
relators of this presentation to obtain normal subgroup generators for H .p
In our later applications H will be given as the image of a polycyclically
presented group. In this case it is most effective to compute H byp
stabilizing each basis element in  d under the action of H using thep
well-known stabilizer algorithm for finite polycyclic groups; see for exam-
 ple 6 .
3.2. Radicals of P-Modules
Let P be a polycyclic group and V a d-dimensional P-module with
Ž .corresponding operation homomorphism  : PGL d, . We denote
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 Ž .  P HGL d, and let  H be the matrix algebra generated by the
Ž . Ž .elements of H. Clearly, Rad V Rad V .P H
Ž .THEOREM 3.2. Let HGL d, be polycyclic-by-finite, p an odd
prime with p  , and H the p-congruence subgroup in H. Let Vd.p
Ž . Ž . Ž  .a Rad V  V Rad  H .H H
Ž . Ž . Ž .b Rad V Rad V .H H p
Ž .  Ž . Ž .c If hH , then V h 1  Rad V .p H p
Ž .  d Let H be abelian and B be a basis of  H . Then V is semisimple
as a H-module if and only if each element in B is diagonalizable oer .
Ž .  Proof. a  H is finite dimensional and thus Artinian.
Ž .   Ž .  b H : H  , and hence b follows by 16, 1.5 and 1.8 .p
Ž . c By Theorem 3.1, H is triangularizable over  and, if hH ,p p
Ž .then h is unipotent. Thus x h 1 is nilpotent for each xH . Hencep
Ž . Ž  . Ž . Ž . Ž .h 1  Rad  H , and c follows by a and b .H pp
Ž .d If each basis element of an abelian algebra is diagonalizable,
then the basis elements are also simultaneously diagonalizable by a theo-
rem of Schur. Thus V is semisimple in this case. The converse is obvious.
Ž . Ž .We compute the desired radical using Rad V Rad V for aP H p
Ž .suitable prime p by Theorem 3.2 b . First, we compute a set of generators
Ž .H of H as described in Section 3.1. Then, by Theorem 3.2 c , we obtainp p
² Ž  .  : Ž .W V g, h  1 g, h H Rad V . We determine a basis forp H p
the H -submodule R generated by W using a spinning algorithm. Now itp
Ž . Ž .remains to find Rad VR Rad V R. Hence we pass to VR.H Hp p
To simplify the notation we assume that R 0.
By construction, H acts as an abelian group on V now and we want top
Ž . Ž .use Theorem 3.2 d to determine Rad V . For this purpose we start toH p determine a basis B for  H by using a spinning algorithm. Wep
 initialize B and successively enlarge B until it spans  H ; that is,p
  ² : ² :until each generator of  H is contained in B and B is closedp
under multiplication with the generators of H . Whenever we add a newp
element h to B, we check that it is diagonalizable, as recalled in the
following well-known lemma.
Ž .   Ž .LEMMA 3.1. Let HGL d, be abelian and h H . Let f x 
  Ž .e1 Ž .er x , the minimal polynomial of h with factorization f x  f x into1 r
irreducible factors oer  such that f , . . . , f are pairwise different.1 r
Ž .a The matrix h is diagonalizable if and only if e    e  1.1 r
Ž . Ž . Ž . Ž  .b If h is not diagonalizable, then 0 f h  f h Rad  H .1 r H
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 Thus, if the considered element h H is not diagonalizable, thenp
Ž . Ž  .Lemma 3.1 b yields an element kRad  H . We obtain VkH pp
Ž .Rad V . Hence we construct the H -module W generated by Vk andH pp
Ž .then we pass to VW and recursively determine Rad VW .H p
Ž .Eventually, this approach yields a submodule W Rad V withH p
Ž . Ž .semisimple factor VW by Theorem 3.2 d . Then WRad V .H p
The following theorem recalls another method which can be used to
determine the radical of an arbitrary rational matrix algebra. This can be
Ž . Ž .applied to obtain Rad V as described in Theorem 3.2 a .P
Ž  .THEOREM 3.3 Dickson 3 . Let A be a rational matrix algebra with basis
Ž Ž .. Ž .a , . . . , a . Let M Tr a a . Then e a  e a Rad A if1 l i j 1 i, j l 1 1 l l A
Ž .and only if e , . . . , e M 0.1 l
 Thus, once a basis of  H is known, the determination of a basis for
Ž  .Rad  H reduces to solving a system of linear equations. But theH
  2 Ž .dimension of  H can be as large as d if HGL d, , and hence the
 construction of a basis for  H may not be practical.
But it is practical to use Dickson’s Theorem as an alternative to the
Ž .method of Theorem 3.2 d and Lemma 3.1 for determining the radical of
 an abelian algebra of the form  H . This alternative then avoids the
construction and factorization of minimal polynomials.
3.3. Centralizers of Semisimple P-Modules
Let P be a polycyclic group and Vd a semisimple P-module with
Ž .the corresponding operation homomorphism  : PGL d, . Then
Ž . Ž .C V  ker  . To compute this kernel, we use the following conse-P
quence of Theorems 3.1 and 3.2.
Ž .LEMMA 3.2. Let HGL d, be polycyclic-by-finite and suppose that
the natural H-module V is semisimple. If p is an odd prime with p  ,
then H is free abelian of finite rank.p
Let p be an odd prime with p  and consider the p-congruence
Ž .homomorphism  . As a first step to computing ker  we determinep
Ž .P  ker    , using the method of Section 3.1. By Lemma 3.2 we obtainp p
that P acts as the free abelian group H on V. The kernel of this actionp p
can be obtained by constructing a set of defining relations for the given
generators of H . In the following we consider two approaches to thisp
problem.
   The elements of H are invertible elements of  H . In turn,  H isp p p
an abelian semisimple algebra and thus a direct sum of fields. This direct
     sum can be exhibited by computing c H with  H  c asp p
 outlined in 4, Lemma 5 and then splitting V into irreducible c-submod-
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 ules. Thus we can reduce to the case that  H is a field. Finding a set ofp
defining relations for H is now a number theoretic problem. It can bep
solved using additive valuations for the given extension field of . An
 algorithm for this purpose is available in Kant 2 , and we refer the reader
 to 12 for further information.
Another approach toward finding a set of defining relations for genera-
 tors of H is described by Dixon 4 . There it is shown that the computa-p
tion of defining relations for H is a finite problem; that is, it is sufficientp
to find those relations he1  her in the generators h , . . . , h of H with1 r 1 r p
   4e  B for a bound B depending on h , . . . , h . A GAP implementationi 1 r
shows that it is practical to use this approach together with an approxi-
mation of the relations based on congruence homomorphisms for Hp
 using various different primes. We refer the reader to 6 for further
information.
4. DETERMINING THE CENTRE
Let G be a polycyclic-by-finite group. Then we can describe its centre
Ž . Ž Ž ..Z G as the centralizer in Z Fit G under the action of G:
Z G  C G .Ž . Ž .ZŽFitŽG ..
Ž . Ž .Thus to compute Z G we first determine Fit G as in Section 3. The
Ž Ž ..following well-known lemma can be used to construct Z Fit G by induc-
Ž .tion over a central series of the nilpotent group Fit G .
LEMMA 4.1. Let G be a nilpotent group generated by g , . . . , g . Let1 r
Ž . Ž .  A Z G and CA Z GA and define 	 : CA A: cA c, g .i i
Ž . r Ž .Then 	 is a homomorphism of abelian groups and Z G  ker 	 .i i1 i
   c2 Proof. For c , c  C and gG we have c c , g  c , g c , g 1 2 1 2 1 2
  c , g c , g , since A is central. Thus each 	 is a well-defined homormor-1 2 i
phism.
Since 	 in Lemma 4.1 is a homomorphism of abelian groups, we cani
determine its kernel by solving a system of linear homogeneous equations
over A. Hence the centre of a nilpotent group can be determined effec-
tively by an iterated application of Lemma 4.1.
Ž Ž ..Once Z Fit G is determined, it remains to calculate its fixed points
Ž Ž ..under the action of G. Since Z Fit G is abelian, we can consider it as a
G-module and obtain the fixed-points submodule using linear algebra:
we successively determine the fixed points under each generator g of G
and this, in turn, amounts to a null-space calculation for the action of
g 1.
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5. DETERMINING THE FC-CENTRE
Let G be a group. An element gG is called an FC-element in G if
the conjugacy class g G is finite. The set of all FC-elements in G forms a
Ž .characteristic subgroup: the FC-centre FC G . We recall some properties
of FC-centers in the following lemma.
LEMMA 5.1. Let G be a polycyclic-by-finite group.
Ž . Ž . Ž Ž ..a Neumann . The set of elements of finite order T FC G of
Ž . Ž . Ž . Ž Ž ..FC G is a characteristic subgroup of FC G and FC G 
 T FC G .
Ž . Ž .b Let TN G be the largest finite normal subgroup in G. Then we
Ž Ž .. Ž . Ž . Ž Ž .. Ž Ž ..obtain T FC G  TN G and FC G T FC G  FC GTN G .
Ž .   Ž .Proof. For a see 13, p. 121 , and b is straightforward.
 If G is a polycyclic group given by a polycyclic presentation, then in 5
Ž .there is an effective algorithm for computing TN G described. This
method uses an induction upwards on the polycyclic series determined by
the polycyclic presentation, and it applies cohomological methods and
complement computations to lift the normal torsion subgroup through the
subgroups in the polycyclic series. This normal torsion subgroup method
Ž .can be extended to polycyclic-by-finite groups G. By Lemma 5.1 b we can
Ž . Ž .pass to GTN G and thus assume that TN G is trivial. In this case
Ž . Ž .FC G is free abelian by Lemma 5.1 a and we determine it similarly to
the centre computation in Section 4 using the following theorem.
Ž .THEOREM 5.1. Let G be a polycyclic-by-finite group with TN G  1.
Ž Ž .. Ž Ž .. dThen Z Fit G is free abelian, say Z Fit G  Z . The natural conjugation
Ž Ž .. Ž .action of G on Z Fit G corresponds to  : GGL d, , and we define
Ž .G  ker    by using the p-congruence homomorphism  for an oddp p p
prime p. Then
FC G  C G .Ž . Ž .ZŽFitŽG .. p
Ž . Ž .Proof. Let U FC G . If TN G  1, then U is a free abelian normal
Ž .subgroup of G by Lemma 5.1 and hence U Fit G . Further, since each
element in U has finite class, G acts as a finite group on U. By Theorem
Ž . Ž .2.1, Fit G centralizes a series in U. Thus Fit G acts on U as an integral
unitriangular group and hence as a torsion-free group. We obtain that
Ž . Ž Ž ..Fit G acts trivially on U, and U Z Fit G .
Ž Ž ..Let V Z Fit G . Then U is the largest G-normal subgroup in V on
Ž .which G acts as a finite group. Let W C G . Since G has finite indexV p p
in G, we obtain that G acts on W as a finite group. Thus WU. Note that
VU is torsion-free and thus we can choose a basis of V through U. By
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definition, G acts as a p-congruence subgroup on V and thus, since ap
p-congruence subgroup is invariant under base changes, G acts as ap
p-congruence subgroup on U as well. By Theorem 3.1 we obtain that Gp
acts as a torsion-free group on U. But G induces a finite action on U.
Hence G must act trivially on U and UW. Altogether, we obtainp
Ž .UW C G as desired.V p
6. EXHIBITING THE NILPOTENT-BY-ABELIAN-BY-FINITE
STRUCTURE
The following is a well-known structure theorem on polycyclic-by-finite
groups which has been introduced by Mal’cev.




G with M nilpotent, NM abelian, and GN finite.  
This structure theorem of polycyclic-by-finite groups can be exhibited by
the methods introduced above as outlined in the following theorem.
THEOREM 6.2.
Ž .a Let G be a finitely generated nilpotent group which is abelian-by-
Ž .finite. Then Z G has finite index in G.
Ž . Ž .b Let G be polycyclic-by-finite. Then with M Fit G and NM
Ž Ž ..Z Fit GM we obtain a normal series 1
M
N
G such that M is  
nilpotent, NM is abelian, and GN is finite.
Ž . dProof. a Let A  be a normal subgroup with finite index in G.
By Theorem 2.1, G centralizes a series in A and thus acts as an integral
unitriangular matrix subgroup on A. An integral unitriangular matrix
group is torsion-free. Since GA is finite, we obtain that G acts trivially
on A and A is central.
Ž .b Clearly, M is nilpotent and NM is abelian. It remains to show
that GN is finite. By Theorem 6.1, HGM is abelian-by-finite. Thus
there exists an abelian normal subgroup A
H with finite index. Hence
Ž . Ž . Ž . Ž Ž ..A Fit H and thus Fit H has finite index in H. By a , Z Fit H has
Ž .  Ž Ž ..finite index in Fit H . Hence H : Z Fit H  , as desired.
Ž .Theorem 6.2 b can readily be translated into an effective algorithm. We
Ž . Ž .compute Fit G as in Section 3 and pass to the factor HGFit G . Now
Ž Ž ..it remains to determine Z Fit H , which is described in Lemma 4.1.
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7. FURTHER APPLICATIONS
7.1. The Upper Nilpotent Series
In the theory of finite polycyclic groups the lower nilpotent series plays a
role similar to that of the lower central series of a nilpotent group. These
two series have been used in the design of effective algorithms for finite
polycyclic groups. However, this approach cannot be generalized to poly-
cyclic groups in general, since the lower nilpotent series of an infinite
polycyclic group might not have finite length.
But the upper nilpotent series obtained by taking iterated Fitting sub-
groups exists in every polycyclic group, and it plays a role similar to the
upper central series of a nilpotent group. It would be interesting to
investigate the use of the upper nilpotent series in the algorithmic theory
of infinite polycyclic groups and thus to obtain a new approach towards
this theory.
7.2. An Approximation of the Frattini Subgroup
Ž .The Frattini subgroup  G of a polycyclic-by-finite group G is the
intersection of all maximal subgroups of G. By a well-known theorem of
Ž .Hirsch,  G is nilpotent for a polycyclic-by-finite group G. Hence
Fit G  G  Fit G .Ž . Ž . Ž .Ž .
Ž .To determine  F for a finitely generated nilpotent group F, we let
Ž .FF
 C T with C free abelian and T finite abelian. Then  F F

Ž . Ž . T . In particular, F F is a abelian group. Thus we can approxi-
Ž .mate  G up to an abelian factor.
8. IMPLEMENTATION AND PRACTICALITY
 The methods described here have been implemented in Polycyclic 7
for polycyclic groups defined by polycyclic presentations. For background
 on polycyclic presentations we refer the reader to 6 .
The most time-consuming part of the outlined methods is the Fitting
subgroup algorithm. This requires the computation of a generalized chief
series and the determination of centralizers of each factor in such a series.
The centralizer computation is usually the limiting part in the Fitting
subgroup method. All further algorithms described here rely on the Fitting
subgroup computation, and they are usually effective once the needed
Fitting subgroup has been determined.
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It is difficult to give precise limits for the range of the applications of the
considered methods. Clearly, the range of the application depends on the
number of the orders or dimensions of the factors in the elementary or
free abelian normal series chosen for the considered group. Experiments
suggest that the Fitting subgroup computation is effective if the finite
factors are of order at most 220 and the infinite factors have dimensions
bounded by 8. Here we consider an application as effective if the algorithm
is processing each factor of the elementary or free abelian normal series
within a few seconds on a standard PC.
8.1. Applications to Polycyclic-by-Finite Groups
Ž .The two most common ways to describe an infinite polycyclic-by-finite
group are as a rational matrix group or by using a finite presentation. To
apply our methods to a group G given in such a way, we need to determine
a polycyclic presentation for its largest polycyclic normal subgroup P.
If G is given as a rational matrix group, then the method of Ostheimer
 11 can be used to compute the desired information. This algorithm is
expected to be practical, but an implementation is not yet available. If G is
a finitely presented polycyclic group, then we can compute a polycyclic
 presentation for G using the method of Lo 9, 10 or the algorithm
 developed in a joint work with Niemeyer 8 . These methods are both
available in GAP. Finally, if G is polycyclic-by-finite, but not polycyclic,
and G is given by a finite presentation, then a practical algorithm to
determine the largest polycyclic subgroup P of G is not available so far.
8.2. Comparison to the Finite Group Case
Ž .If G is a finite group, then Fit G is the direct product of its Sylow
Ž .subgroups. Further, the Sylow p-subgroup of Fit G is the core of a Sylow
p-subgroup of G in this case. This characterization is often used to
Ž .determine Fit G for a finite group G. Thus the Fitting subgroup method
described here does not generalize this finite group method.
The determination of the centre of a polycyclic-by-finite group G as
outlined here is effective also in comparison with other finite group
methods for this purpose. Clearly, the computation of the FC-centre or of
the nilpotent-by-abelian-by-finite structure is trivial in the finite group
case.
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