Abstract: Fast algorithms for computing the DHT of short transform lengths (N = 2, 3, 4, 5, 7, 8, 9 and 16) are derived. A new prime-factor algorithm is also proposed to compute the long-length DHTs from the short-length DHT algorithms. The short-length algorithms (except for N = 8 and N = 16) are such that the even and the odd parts of the DHT components are obtained directly, without any additional computation. This feature of the short-length algorithms makes the proposed prime-factor DHT algorithm more attractive and efficient. It is found that the proposed algorithm is more efficient compared to the radix-2 FHT in terms of the computational requirements, as well as the execution time for transform lengths higher than 30. It is also observed that the number of operations required for the computation of DHT by the prime-factor FFT algorithm for real-valued data is the same as those of the proposed algorithm for certain transform lengths, e.g. N = 30, 60, 252 etc., which do not contain 8 or 16 as a cofactor. However, for all other transform lengths the proposed algorithm has a lower computational complexity. It is further observed that the proposed algorithm is faster than the prime-factor FFT algorithm for real-valued series.
polynomial transform (FPT) 161 have been suggested in the literature to reduce the number of operations involved in the direct DFT calculation. All these methods differ in their efficiency of computation, storage requirements and error performance. Similarly, efficient circular convolution algorithms have been developed to overcome the large processing requirement of the direct computation of convolution. Representative examples of these algorithms are number theoretic transform (NTT) 171, rectangular transform (RT) It may be observed that the inverse transform defined in eqn. lb is identical to the forward transform given by eqn. l a , except for a scale factor of (l/N). Therefore, only one routine may be stored for the forward as well as the inverse transform. This transform has two unique features: first, the real and imaginary parts of DFT of a real-valued sequence {x(n)} are equal to the even and the negative odd parts of the corresponding DHT components, respectively. Secondly, the circular convolution of two real sequences {x(n)} and {h(n)} may be performed using DHT, as
DHTCx(n) * h(n)l(k) = [H(k)XE(k) + H(N -k)XO(k)] (2)
where * denotes the convolution operation and { H ( k ) } represents the DHT of {h(n)}. { X E ( k ) } and { X O ( k ) } (for k = 0, 1, , . . , N -1 ) which denote the even and the odd The authors gratefully acknowledge the comments and suggestions of the reviewers, which helped to improve the quality of this paper.
parts of the DHT of {.(PI)}, respectively, may be defined as and 2nkn
Bracewell has proposed a fast Hartley transform (FHT) algorithm [11] for a data sequence of N elements involving arithmetic operations proportional to N log, N. He has also shown that the FHT computes convolution as well as power spectra faster than the FFT-based technique. The limitation of this algorithm is that the transform length N always has to be a power of 2. Siu and Wong [12] have presented a DHT algorithm for prime transform lengths. This algorithm requires more operations because the long-length DHTs are obtained recursively, using only two-and four-point modules. Sorensen et al.
[I31 have suggested that a set of efficient DHT algorithms for short transform lengths can be obtained directly from the algorithms proposed by Winograd [4, 5, 141 , by eliminating the imaginary operator ( -j ) associated with the multiplying coefficients. They have also proposed to compute the DHT by removing ( -j ) from the prime-factor FFT algorithm for real-valued data This paper aims at developing efficient and fast algorithms for the computation of DHT. A technique using the rectangular transform (RT) [2] is employed to obtain the algorithms for N = 3, 5, 7 and 9. The algorithms for N = 2, 4, 8 and 16 are derived by exploiting the symmetries of the sine and the cosine functions appearing in the DHT expression. The resulting algorithms involve either the same or, in some cases (N = 8, 9 and 16) fewer operations than would have been yielded by eliminating ( -j ) from Winograd's short DFT algorithms [4, 5, 14) . For constructing DHT of longer sequences, using the algorithms of short N modules, none of the existing techniques used for DFT, such as PFA [4] or WFTA [SI, can directly be applied. Thus, a new method has been proposed here to construct long-length DHTs using the algorithms of short-length DHTs. It is found that the proposed algorithm is more efficient than the radix-2 FHT [I31 in terms of the arithmetic complexity, as well as the execution time for transform lengths beyond 30. It is further shown that the operations involved in the computation of DHT by the prime-factor FFT algorithm for real-valued data are the same as those of the proposed prime-factor algorithm for certain transform lengthsfor example, 30, 60, 252 etc. -which do not contain 8 or 16 as a cofactor. However, for all other transform lengths the proposed algorithm offers computational savings. It is also observed that the execution time of the proposed algorithm is less than that of the prime-factor FFT algorithm for real-valued data of various composite transform lengths.
~151.

2
Kolba and Parks [4] have used two key ideas in developing the fast short prime-length DFT algorithms: the conversion of DFT into a circular convolution, and the fast implementation of the circular convolution. Proceeding in a similar manner, we have converted the DHT
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Fast algorithms for short-length DHTs into a circular convolution and then used the RT for the efficient implementation of the circular convolution.
Conversion into circular convolution
As suggested in Reference 16, the DHT of eqn. la may be written as: (The scale factor 1/N of eqn. la is ignored in the rest of the paper without loss of generality). When the transform length N is a prime, it is possible to convert eqn. 4c into a circular convolution by mapping the indices according to the relations [17] :
(54 and k = a' mod N where rn and
a is the (N -1)th primitive root of unity, such that
and By substituting eqns. 5a and 56 into eqn. 4c, one may obtain N -2 (7) where the exponent of ct is taken modulo (N -I), for Eqn. 7 is a circular convolution of two (N -1)-point sequences {.(a-"')} and {QN(a')} (for 1 and rn = 0, 1, ...,
N -2).
Fast implementation of the circular convolution
The rectangular transform is an efficient, real-valued convolution algorithm. It requires fewer arithmetic operations than the FFT-based technique up to the transform length 60 [2] . Further, the RT method of digital convolution, because of its real operations, requires less intennediate storage than the corresponding FFT method. The RT algorithm is, therefore, chosen to implement the circular convolution associated in the computation of shortlength DHTs. The circular convolution of two N-point finite duration sequences { .
( . ) } and {h(n)} is given by Multiplications by simple constants such as 0.5 and 0.25 could, however, be efficiently implemented using shift operations.
We have derived the fast DHT algorithms for short prime lengths such as 3, 5 and 7, by using the foregoing technique.
An illustration
To illustrate the derivation of the algorithm for sevenpoint DHT, the value of a is found to be 3 (substituting N = 7 in eqns. 6a and 6b). The values of a-" mod 7 and a' mod 7 (for a = 3) are computed for different values of m and I, and listed in Table 1 . Using these values, eqn. 7 for N = 7 may be expressed in a matrix product form :
Eqn. 10 represents a 6-point circular convolution of the sequences {x(l), x(5), x(4), 461, 4% ~( 3 ) ) and, {Q7(1), QA3) Q7QX Q,(6), QA4X QA5)). The RT algorithm of Reference 2 for N = 6 may be used for the fast implementation of this circular convolution, but we have instead derived a computationally more efficient algorithm for N = 6, presented in Appendix 1, which is available from the authors. (To derive the algorithm for 3-and 5-point DHT we have used the RT algorithm of Reference 2 for 2-and 4-point convolutions, respectively). Substituting the appropriate x and Q values of eqn. IO in the newly derived convolution algorithm, we find a, = -0.166666
(1 la)
The convolved output of eqn. IO may then be expressed as 
where
The substitution of eqns. 12a and 13 on eqns. 4a and 4b, respectively, yields the following DHT components:
(159)
The desired DHT given by eqns. 11, 12, 14 and 15 can be expressed in the matrix product form as To obtain the DFT and convolution via DHT, the odd and the even parts of the DHT components are required. However, as a special feature, each of the short DHT algorithms, except for N = 8 and N = 16, provides the odd and the even components directly (Appendix 2). This results in a saving of about N additions and N shifts in computing the short-length DFTs and convolutions. It has been pointed out [I31 that the fast algorithms for short-length DHTs may be obtained by replacing ( -j ) with unity in the basic DFT algorithms [14] . However, the present technique of computation of short-length DHTs is altogether different; besides, the proposed algorithms involve fewer computations for N = 8, 9 and 16 66 than the algorithms obtained according to the technique proposed in Reference 13 ( Table 2) . (k,, n,) = of the DHT components in the n,th column are added, with the corresponding odd parts of the (N, -n,)th column. This intermediate result is called w(k,, n,) .
3. Each row of w(kl, n,) is taken as the input data for the second stage, and the DHT of each row of w(k,, n,) is computed by using the algorithm of the N,-point short DHT module. The results are stored in the corresponding positions of w(k,, n,) under the new variable X(k,, k,) , where X(k,, k,) represents the DHT in a two-dimensional form.
4. An output mapping is necessary to convert this twodimensional shuf?led DHT into the desired onedimensional form. This is achieved by the inverse mapping relations of eqn. 18. For a better understanding of a two-factor DHT algorithm, a flow graph for the computation of 15-point DHT (for N , = 5 and N , = 3) is depicted in Fig. 1 . (25) Eqns. 24 and 25 signify that a two-factor DHT may be computed according to the following procedure :
1. The input vector x(n) is mapped into a twodimensional matrix x(nl, n,) of N, x N,, according to eqn. 17b.
2. The DHT of the 0th column of x(nl, n,) is computed. The even and the odd parts of the DHT of the remaining columns are then calculated. In each case, the algorithm of the N,-point short DHT module is used.
The result of the 0th column is passed unchanged to the next stage. For the remaining columns, the even parts When the transform length N consists of three relatively prime factors, i.e. N = N, x N, x N,, the indices k and n in eqn. l a may be mapped into ( k , , k , , k,) and (n,, nz, n3), respectively, by using the extended version (threedimensional) of the mapping relations of eqns. 17a-17d. The resulting equation, after simplification, becomes X(k1. k , , k,)
Splitting the arguments of the sine and the cosine functions of eqn. 26, one obtains and V2(kij k 2 , N3) = V2(ki7 k z , 0) (284 The three-factor DHT may be computed according to eqns. 27 and 28, by a procedure similar to that of the two-factor DHT.
The procedure adopted to derive the algorithm for a three-factor DHT may be extended to obtain a fourfactor or higher DHT algorithm, depending on the requirement.
As mentioned earlier, the even and the odd parts of the DHT components are required in all the intermediate stages, but the proposed DHT algorithm for N = 8 and Some more additions will be required to express the odd and the even parts separately in case of 8-and 16-point DHT algorithms. Therefore, when constructing longlength DHTs using 8 or 16 as a cofactor, it is preferable to use them in the last stage of computation. N = 16 do not give the odd and the even parts directly. i 4
Comparison of operation counts
As discussed in Section 3.1, a two-factor DHT of length N = N I x N , is computed in two distinct stages. In the first stage, an NI-point DHT of the 0th column, and the even and the odd parts of the DHTs of the remaining (N, -1) columns of the input matrix, are calculated using a proposed short DHT algorithm. The even parts are then added, with appropriately shufled odd parts, to form the input for the next stage. This costs (NI -2XN, -1) or (NI -INN, -l)#interstage additions when N, is even or odd, respectively. However, the number of these interstage additions is equal to the number of additions required to add each even part DHT with its odd counterpart, to yield the complete DHT components. * The number of additions involved in computing the DHT via prime-factor FFT algorithm for real-valued series [15] are calculated by adding ( N -2) to those involved in computing the DFT. The number of multiplications as well as shifts required for computing the DHT, however, are the same as those of the DFT computation.
where Ai, Mi and Si are, respectively, the number of addi- The number of arithmetic operations required for the computation of different composite-length DHTs has been calculated according to eqns. 29, 30 and 31. These operation counts are compared with those for the computation of DHT by the prime-factor FFT algorithm for real-valued data [l5] and radix-2 FHT [13] (Table 3) . As is evident from Table 3 , the proposed algorithm offers computational savings of additions, as well as multiplications, over the radix-2 FHT for all corresponding transform lengths higher than 30. The number of operations required for the computation of DHT by the prime-factor FFT algorithm of real-valued data is also the same as those of the proposed algorithm for certain transform lengths e.g. 30, 60, 252 etc., which do not involve 8 or 16 as a cofactor. However, for all other transform lengths the proposed algorithm offers computational savings of additions.
5
Results and discussion
Starting from the basic principles, this paper derives the DHT algorithms for N = 2, 3, 4, 5, 7, 8, 9 and 16. The odd and the even parts of the DHT of these short modules, except for N = 8 and N = 16, may be obtained directly from the algorithms without any extra arithmetic operations (Appendix 2). Therefore, convolution and DFT may efficiently be computed by using these shortlength DHT algorithms. Though one may obtain these DHTs directly from Winograd's basic DFT algorithms [14] , the proposed algorithms are different and involve fewer operations for N = 8, 9 and 16. We also propose a new method of computing long-length DHTs from the short-length DHT algorithms, and show that the proposed prime-factor algorithm requires fewer arithmetic operations than the radix-2 FHT [ 131 for all corresponding transform lengths higher than 30. Further, we show that the operational requirement to compute the DHT by the prime-factor FFT algorithm for real-valued data [l5] (as suggested by Sorensen et al. [13] ) is the same as that of the proposed algorithm for certain transform lengths, e.g. N = 30, 60, 252 etc. which do not contain 8 or 16 as a cofactor. However, for all other transform lengths the proposed algorithm has a lower computational complexity than the other method. The proposed 
