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Abstract
In this note we sketch the proof of desingularization over fields of characteristic zero in [Encinas,
S., Villamayor, O., A new theorem of desingularization over fields of characteristic zero, Preprint:
arXiv:math.AG/0101208]; and we refer to [Bravo, A., Encinas, S., Villamayor, O., A simplified proof
of desingularization and applications. Revista Matemática Iberomericana (in press)], or [Villamayor,
O., Desingularization: An introduction for the young algebraist (Notes)], for full details. This proof,
defined in terms of an algorithm, provides a conceptual simplification over that of Hironaka. In fact
Hironaka’s notions of standard basis, Hilbert Samuel functions, and normal flatness are avoided.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
In this paper we motivate and sketch the proofs of two important theorems of algebraic
geometry over fields of characteristic zero:
(1) Desingularization (or resolution of singularities).
(2) Embedded Principalization or log-resolution of ideals.
Both results, stated here in Theorems 2.2 and 2.3, are due to Hironaka (1964, 1977).
We discuss in these notes the proof in Encinas and Villamayor (2003), which is more
elementary than that of Hironaka.
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The classical problem of elimination of base points of a linear system on smooth
schemes is an applications of Embedded Principalization, namely Theorem 2.3.
Hironaka’s proof of both theorems is existential; he proves that every singular variety
over a field of characteristic zero can be desingularized. Our proof of the theorems is
constructive, in the sense that we provide an algorithm to achieve such desingularization
(see also Villamayor (1989) and Villamayor (1992)). We refer to Bodnár and Schicho
(2000) and to Fruehbis-Krueger and Pfister (2004) for two computer implementations. The
Bodnar Schicho implementation is available at
http://www.risc.uni-linz.ac.at/projects/basic/adjoints/blowup
There are several other proofs of these two theorems, which also provide an algorithm,
such as those in Bierstone and Milman (1997), Bravo and Villamayor (2001, 2003), and
Encinas and Hauser (2002); due to Bierstone, Milman, Bravo, Encinas and Hauser (2002),
Encinas and Villamayor (1998).
The notes are organized as follows: after the formulation of Theorems 2.2 and 2.3 in
Section 2, we devote Section 3 to motivate the main ideas behind induction in embedded
desingularization. This form of induction is treated systematically in Section 4. In Section 5
we introduce the notion of resolution functions, from which both theorems follow easily.
Finally in Section 5 we sketch how these resolution functions are defined, and we also
discuss some examples. We refer to Villamayor (1992) for more examples of algorithmic
desingularization. There are some further properties of this algorithmic proof, such as
equivariance, not discussed here. Full details are treated in Encinas and Villamayor (2000)
and also in Bravo et al. (in press), Villamayor and in Matsuki.
2. First definitions and formulation of main theorem
Consider two reduced irreducible schemes Z1, Z2 together with a morphism, say
Z1
π←− Z2. (2.0.1)
Definition 2.1. We say that (2.0.1) is a desingularization of Z1 if:
(i) π defines an isomorphism over the open set U = Reg(Z1) of regular points.
(ii) π is proper and Z2 is regular.
We will prove the existence of desingularizations for varieties over fields of
characteristic zero, by proving a theorem of embedded desingularization in 2.2, in which
we view Z1 as a subscheme of a smooth scheme W .
Fix W1
π←− W2 a proper birational morphism of smooth schemes of dimension n.
If a closed point x2 ∈ W2 maps to x1 ∈ W1, there is a linear transformation of n-
dimensional tangent spaces, say TW2,x2 → TW1,x1 . The set of points x2 ∈ W2 for which
TW2,x2 → TW1,x1 is not an isomorphism defines a hypersurface H in W2, called the
jacobian or exceptional hypersurface. The point is that there is an open set U ⊂ W1 such
that U π← π−1(U) is an isomorphism, and π−1(U) = W2 − H .
Examples of proper morphisms of this kind are the monoidal transformations, defined
by blowing up a closed and smooth subscheme Y in a smooth scheme W1. In such a case
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H = π−1(Y ) is a smooth hypersurface. Let
W0 ←− (W1, E1 = {H1}) ←− (W2, E2 = {H1, H2}) · · · ←− (Wr , Er = {H1, H2, . . . , Hr })
Y Y1 Y2
(2.1.1)
be a composition of monoidal transformations, where each Y j ⊂ W j is closed and smooth,
H j ⊂ W j is the exceptional hypersurface of W j ← W j+1 (the blow up at Y j ), and where
{H1, H2, . . . , Hr} denote the strict transforms of of the Hi in Wk . The composite W0 ← Wr
is a proper birational morphism of smooth schemes, and H = ∪1≤i≤r Hi is the exceptional
hypersurface.
Theorem 2.2 (Embedded Resolution of Singularities). Given W0 smooth over a field k of
characteristic zero and X0 ⊂ W0 closed and reduced, there is a sequence (2.1.1) such that
(i) ∪ri=1 Hi have normal crossings in Wr .
(ii) W0 − Sing(X)  Wr \ ∪ri=1 Hi, and hence induces a square diagram of proper
birational morphisms
W0
Πr←− Wr
∪ ∪
X Π r←− Xr
where Xr denotes the strict transform of X.
(iii) Xr is regular and has normal crossings with Er = ∪ri=1 Hi.
In particular Reg(X) ∼= Π−1r (Reg(X)) ⊂ Xr and X Π r←− Xr is a desingularization.
Theorem 2.3 (Embedded Principalization of ideals). Given I ⊂ OW0 , a non-zero sheaf
of ideals, there is a sequence (2.1.1) such that:
(i) The morphism W ← Wr defines an isomorphism over W \ V (I ).
(ii) The sheaf IOWr is invertible and supported on a divisor with normal crossings, i.e.,
L = IOWr = I(H1)c1 · . . . · I(Hs)cs , (2.3.1)
where E ′ = {H1, H2, . . . , Hs} are regular hypersurfaces with normal crossings,
ci ≥ 1 for i = 1, . . . , s, and E ′ = Er if V (I ) has no components of codimension 1.
In these notes W will denote a smooth scheme of finite type over a field k of
characteristic zero. We first recall here some definitions used in the formulation of the
previous theorems.
Definition 2.4. Fix y ∈ W , and let {x1, . . . , xd} be a regular system of parameters (r. s. of
p.) in OW,y .
(1) Y (⊂ W ) is regular at y ∈ Y if there is an r. s. of p. such that Y = V (〈x1, . . . , xs〉)
locally at y.
(2) E = {H1, . . . , Hr } ( hypersurfaces in W ) have normal crossings at y if there is an r.
s. of p. such that ∪Hi = V (〈x j1 · x j2 · · · x js 〉) locally at y.
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(3) Y has normal crossings with E at y, if there is an r. s. of p. such that:
Y = V (〈x1, . . . , xs〉) and ∪ Hi = V (〈x j1 · x j2 · · · x js 〉)
locally at y.
Finally Y is said to be regular if it is regular at any point; and E = {H1, . . . , Hr } is said
to have normal crossings if the condition holds at any point.
Remark 2.5. A monoidal transformation with center Y (⊂ W0 closed and regular), say
W0
π←− W1 ⊃ H = π−1(Y ),
Y
has the following properties:
(1) π is proper and W1 smooth.
(2) H = π−1(Y ) is a smooth hypersurface in W1.
(3) W0 − Y ∼= W1 − H (i.e. π is birational).
Definition 2.6. The order of an ideal 0 = J in a local regular ring (R, M) is the biggest
integer b ≥ 0 such that J ⊂ Mb .
Assume that Y is irreducible with generic point y ∈ W , and let h ∈ W1 be the generic point
of H . Note that OW,y is local regular and OW1,h is a DVR. Let My denote the maximal
ideal of OW,y .
Remark 2.7. Set W1 → W and H ⊂ W1 as above. Then, for an ideal J ⊂ OW , the
following are equivalent:
(a) Jy ⊂ Mby (i.e. the order of J at OW,y is ≥ b)
(b) JOW1 = I (H )b · J1 for some J1 in OW1 .
(c) JOW1 has order ≥ b at OW1,h .
Definition 2.8. Given a sheaf of ideals J ⊂ OX and a morphism of schemes, say X ← Y ,
the sheaf of ideals JOY is called the total transform of J . In the previous remark we
considered the total transform by a monoidal transformation, and we do not assume b to be
the order of J at the generic point of Y . When such condition holds, then b is the highest
integer for which an expression JOW1 = I (H )b · J1 can be defined, and J1 is called the
proper transform of J .
The following result will be used to insure that Er has normal crossings in (2.1.1).
Proposition 2.9. Let W be smooth over k, and E = {H1, . . . , Hs} a set of smooth
hypersurfaces with normal crossings. Assume that Y (⊂ W ) is closed, regular, and has
normal crossings with E = {H1, . . . , Hs}, and set
(W, E = {H1, . . . , Hs}) π←− (W1, E1 = {H ′1, . . . , H ′s, Hs+1 = π−1(Y )})
Y
where H ′i is the strict transform of Hi . Then E1 has normal crossings in W1.
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3. Examples: Tschirnhausen and a form of induction on resolution problems
Normally we present a variety or an ideal by equations in a certain number of variables,
and a key point in resolution problems is to argue by induction on the number of variables
involved. In order to illustrate the precise meaning of this form of induction we first
consider the polynomial f = Z2 + 2 · X · Z + X2 + X · Y 2 ∈ k[Z , X, Y ], defining a
hypersurface X ⊂ A3k , where k denotes here an algebraically closed field of characteristic
zero. We will show that all points in this hypersurface are of multiplicity one or two.
Question: How to describe the closed set, say F2 ⊂ X , of points of multiplicity 2?
Recall first two definitions:
Definition 3.1. Set p ∈ X = V (〈 f 〉) ⊂ Spec(k[Z , X, Y ]); we say that the hypersurface
X has multiplicity b at p, or that p is a b-fold point of the hypersurface, if 〈 f 〉 has order
b at the local regular ring k[Z , X, Y ]p (2.6). We will denote by Fb the set of points in X
with multiplicity b.
There are now two ways in which we can address our question:
Approach (1): Consider the ideal J = 〈 f 〉, and set
J (1) =
〈
f, ∂ f
∂ X
,
∂ f
∂Y
,
∂ f
∂ Z
〉
.
Clearly V (J (1)) = F2, in fact by taking Taylor development at any closed point q we
conclude that q ∈ V (J (1)) if and only if the multiplicity of X at q is at least 2. Note
also that X has no closed point of multiplicity higher than 2 since ∂2 f
∂2 Z is a unit. So the
hypersurface X has only closed points of order one and two. As for non-closed points of
X , recall that in a polynomial ring any prime ideal is the intersection of all maximal ideals
containing it. Furthermore, upper semi-continuity of multiplicity at a hypersurface asserts
that the multiplicity at a non-closed point, say y ∈ X , coincides with that at closed points,
for all closed points in an non-empty open set of the closure y.
Approach (2) (linked to the previous): Set Z1 = Z + X , f = Z21 + X ·Y 2 ∈ k[Z1, X, Y ] =
k[Z , X, Y ].
2(i) Note first that Z1 ∈ J (1), and hence F2 ⊂ W ; where W = V (Z1) is a smooth
hypersurface of dimension 2.
2(ii) Set J ∗ = 〈X · Y 2〉 ⊂ OW . We claim that F2 ⊂ W is also defined as the set of points
q ∈ W , where the order of J ∗ at the local regular ringOW ,q is at least 2.
In fact, if q ∈ Spec(k[Z , X, Y ]) is a point (a prime ideal) of order 2, then J (1) ⊂ q , so
Z1 ∈ q ⊂ k[Z1, X, Y ].
Furthermore, among the prime ideals containing Z1, it is clear that those where Z21 + X ·Y 2
has order 2, are those where X · Y 2 has order at least 2. So the claim follows by setting
W = V (Z1) and J ∗ = 〈X · Y 2〉 ⊂ OW as before.
We will see that the answer to our Question provided in Approach 2 is better adapted to
resolution problems, at least over fields of characteristic zero.
We started by asking for those points where the ideal 〈 f 〉 ⊂ k[Z , X, Y ] has order at least
2. So we fixed an ideal J (J = 〈 f 〉 in this case), and a positive integer b (b = 2 in this case),
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and we considered the closed set F2 of points where this ideal has order 2. We ended up
with a new ideal, J ∗ = 〈X · Y 2〉 in the ring of functions in W , which is
(Spec(k[X, Y ]) =)Spec(k[Z1, X, Y ]/〈Z1〉) ⊂ Spec(k[X, Y, Z ]),
together with an integer b1 = 2, describing the same closed set F2, but involving one
variable less.
Definition 3.2. Given a scheme W , smooth over a field of characteristic zero, an ideal
J ⊂ OW and an integer b, we will say that (J, b) is a couple. The set described by the
couple will be the set of points {x ∈ W/νx (J ) ≥ b}, where νx (J ) denotes the order of J
at the local regular ring OW,x .
For example the set described by the couple (J = 〈Z21 + X · Y 2〉, 2) in A3k is included
in a smooth hypersurface W , and defined by the couple (J ∗, 2) (J ∗ = 〈X · Y 2〉 ⊂ OW ).
Example 3.3. The fact that J ∗ ⊂ OW is principal, is rather an accident of the previous
example. Let now Y ⊂ A3k be the hypersurface defined by g = Z3 + X · Y 2 · Z + X5 ∈
k[Z , X, Y ]. Define
J (2) =
〈
g,
∂ g
∂xi
,
∂2g
∂xi∂x j
/ where x1 = X, x2 = Y, x3 = Z
〉
so V (J (2)) = F3 is the set of points of multiplicity at least 3. The general pattern of this
equation is
Z3 + a2 · Z + a3 with a2, a3 in k[X, Y ].
One can check that Z ∈ J (2), and that Y has at most points of multiplicity 3 since ∂3g
∂3 Z is
a unit.
We can argue as in Approach 2 to show that if q ∈ Spec(k[Z , X, Y ]) is a point (a prime
ideal) of multiplicity 3, then J (2) ⊂ q . So
Z ∈ q ⊂ k[Z , X, Y ],
and among all prime ideals q containing Z , the polynomial Z3 + X · Y 2 · Z + X5 has order
3 at k[Z , X, Y ]q if and only if X · Y 2 has order at least 2, and X5 has order at least 3. In
fact Z has order one at k[Z , X, Y ]q , and Z , X, and Y are independent variables.
Set now W = V (Z), a2 = X · Y 2, a3 = X5 (the class of a2 and a3 in OW ), and note
that
F3 = {x ∈ W/νx (a2) ≥ 2; νx(a3) ≥ 3};
where νx (ai ) denotes the order of ai at the local regular ring OW ,x .
Set
(J ∗, 6), where J ∗ = 〈(a2)3, (a3)2〉 ⊂ OW . (3.3.1)
Finally check that F3 ⊂ W is the closed set defined by the couple (J ∗, 6).
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Remark 3.4 (On Transformations of Couples). Let Y ⊂ A3k be as in Example 3.3. The
origin 0 ∈ A3k is clearly a point of the closed set defined by (J, 3). We now define:
A3k ←− W1, (3.4.1)
as the blow-up at 0. Let W 1 be the strict transform of W , Y1 the strict transform of Y ,
and H the exceptional hypersurface. By restriction of the morphism to the subschemes we
obtain
W ←− W 1
which is also the monoidal transformation at the point 0 ∈ W , with exceptional
hypersurface H = H ∩ W 1.
Note that there is a well defined factorization of the form
JOW1 = I (H )3 · J1 (3.4.2)
for an ideal J1 ⊂ OW1 , and a factorization
J ∗OW 1 = I (H )6 · J ∗1 (3.4.3)
for J ∗1 ⊂ OW 1 . These factorizations hold because 0 is a point of the closed set defined by
(J, 3), thus of the closed set in W defined by (J ∗, 6).
Since 0 is a point of order 3 of J (a point of multiplicity 3 of the hypersurface Y),
J1 ⊂ OW1 is the ideal defining the strict transform Y1.
Claim. The set of threefold points of the hypersurface Y1, or say the closed set of points
defined by (J1, 3), is included in W 1 and coincides with the closed set defined by (J ∗1 , 6).
In other words, we claim that the role played by W and (J ∗, 6) for the hypersurface Y ,
is now played by W 1 and (J ∗1 , 6) for the hypersurface Y1.
To check this claim note first that W can be covered by three charts:
UX = Spec(k[Z/X, X, Y/X]) = A3k
UY = Spec(k[Z/Y, X/Y, Y ]) = A3k
UZ = Spec(k[Z , X/Z , Y/Z ]) = A3k .
The morphism: A3 ←− UY = Spec(k[Z/Y, X/Y, Y ]) = A3k , induced by (3.4.1), is
defined by the inclusion k[Z , X, Y ] → k[Z/Y, X/Y, Y ].
At this chart I (H ) = 〈Y 〉, the factorization in (3.4.2) is
g = Z3 + X · Y 2 · Z + X5 = Y 3 · ((Z/Y )3 + (X/Y ) · Y · (Z/Y ) + (X/Y )5 · Y 3),
and I (W1 ∩ UY ) = 〈Z/Y 〉.
Note that g1 = (Z/Y )3 + (X/Y ) · Y · (Z/Y )+ (X/Y )5 · Y 3 ∈ k[Z/Y, X/Y, Y ] has the
same general pattern as g, namely: (Z/Y )3 + b2 · (Z/Y ) + b3, with b2, b3 in k[X/Y, Y ].
So the same argument applied to g asserts that:
(1) The set of threefold points of Y1 ∩ UY is included in V (〈Z/Y )〉), or say in
W 1 ∩ UY = Spec(k[Z/Y, X/Y, Y ]/〈Z/Y 〉) = Spec(k[X/Y, Y ]).
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(2) The set of threefold points Y1 in UY is the closed set in W 1 ∩ UY defined by (A, 6),
where
A = 〈(b2)3, (b3)2〉 ⊂ k[X/Y, Y ].
We are finally ready to address the main property of our form of induction in the number
of variables, namely the compatibility of induction with transformations. To this end note
that
W ←− W 1 ∩ UY
is defined by k[X, Y ] → k[X/Y, Y ], and the transform of the couple (J ∗, 6) in (3.3.1),
defined in (3.4.3), is such that
J ∗1OUY = A.
A similar argument applies for A3 ←− UX . To study our claim for A3 ←− W1 it
suffices to check at the charts UX ,UY . In fact, UX ∪ UY cover all of W1 except for one
point (the origin at UZ = A3), which is not a point of Y1. So UZ can be ignored for our
purpose.
3.5. Summarizing
The set of threefold points of Y ⊂ A3 is defined by (J ∗, 6), where J ∗ is an ideal in
a smooth scheme W of dimension 2. A transformation at a threefold point of Y defines
a strict transform Y1. It also induces a transformation W ←− W 1, together with a
transformation of (J ∗, 6), say (J ∗1 , 6); and (J ∗1 , 6) defines the closed set of threefold points
of Y1. In particular, if J ∗1 would not have points of order 6 (which is not the case in our
example), then Y1 would not have threefold points. Here we have analyzed this stability
for one quadratic transformation, but it turns out that a similar argument holds for any
sequence of monoidal transformations. A sequence
A3(⊃ Y) ←− W1(⊃ Y1) ←− · · · ←− Wk(⊃ Yk)
each defined by a center included in the set of threefold points of Yi (strict transform of
Yi−1); is thus equivalent to the definition of a sequence
W ←− W 1 ←− · · · ←− W k,
and say
(J ∗, 6) (J ∗ ⊂ OW ); (J ∗1 , 6) (J ∗1 ⊂ OW 1); · · · ; (J ∗k , 6) (J ∗k ⊂ OW k )
where each (J ∗i , 6) is defined in terms of (J ∗i−1, 6) as in (3.4.3).
Moreover, if the second sequence is defined with the property that J ∗k has no points
of order 6 in W k , then the corresponding first sequence is such that the hypersurface Yk
has at most points of multiplicity 2. The definition of this second sequence with this last
property involves only two variables. This is induction on the dimension of the ambient
space, where the lowering of the highest order of an ideal in a smooth scheme of dimension
3 is equivalent to a related problem in a smooth scheme of dimension 2.
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3.6. Tschirnhausen
Set f = Zb + a1 Zb−1 + · · · + ab ∈ k[Z , X1, . . . , Xn] (ai ∈ k[X1, . . . , Xn]). If k is of
characteristic zero set Z1 = Z + 1b a1. Check that k[Z , X1, . . . , Xn] = k[Z1, X1, . . . , Xn],
and that f = Zb1 + c2 Zb−2 + · · · + cb (ci ∈ k[X1, . . . , Xn], c1 = 0). One can generalize
the discussion in Example 3.3 to the case Y ⊂ An+1 defined by this equation, to check that
the b-fold points of Y are included in the hypersurface W = V (Z1)(⊂ An+1). The role of
(J ∗, 6) in Example 3.3 is now played by (J ∗, b!):
J ∗ = 〈c
b!
i
i , i = 2, 3, . . . , b〉 ⊂ OW .
4. Tschirnhausen revisited
In this section we study the behaviour of derivations in resolution problems. This leads
to a local version of Tschirnhausen in 3.6 (see Theorem 4.26), which will play a key role
for induction in resolution problems, as discussed in the previous section.
4.1.
In Example 3.3 we study the transform of a hypersurface in A3 by a monoidal
transformation at a threefold point. Note that (3.4.2) is an example of a proper transform.
The ideal J ∗ has order 9 at the center of the monoidal transformation, so J ∗1 in (3.4.3)
is not a proper transform (Definition 2.8). This shows that our form of induction will
lead us quite naturally to consider transformations defined by expressions of the form
JOW1 = I (H )b · J1, even when b is not the highest possible integer in such an expression.
We have defined couples as (J, b), where J ⊂ OW is a sheaf of ideals, and b ∈ N is a
positive integer (Aroca et al., 1975). Consider now two notions on couples:
• The closed set attached to (J, b):
Sing(J, b) = {x ∈ W/νx (Jx) ≥ b},
namely the set of points in W where J has order at least b. This is closed in W (see
4.9, (ii)).
• Transformation of (J, b):
Let Y ⊂ Sing(J, b) be a closed and smooth subscheme, and let
W π←− W1 ⊃ H = π−1(Y )
Y
be the monoidal transformation at Y . Since Y ⊂ Sing(J, b), the total transform
JOW1 ⊂ OW1 can be expressed as a product:
JOW1 = I (H )b J1(⊂ OW1)
for a uniquely defined J1 in OW1 . The new couple (J1, b) is called the transform of
(J, b), and is denoted by
W π←− W1
(J, b) (J1, b).
(4.1.1)
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A sequence of transformations will be denoted as
W π1←− W1 π2←− · · · πr←− Wr .
(J, b) (J1, b) (Jk, b).
(4.1.2)
Note that in such a case
JOWk = I (H1)c1 · I (H2)c2 · · · I (Hk)ck · Jk (4.1.3)
for suitable exponents c2, . . . , ck , and c1 = b. Furthermore, all ci = b if for any index
i < k the center Yi is not included in ∪ j≤i H j ⊂ Wi (exceptional locus of W ←− Wi ).
Example 4.2. The ideal J = 〈x2 − y5〉 ⊂ k[x, y] has a unique twofold point at the origin
(0, 0) ∈ A2. Let W = A2 ←− W1 be the blow-up at the origin. The strict transform of the
curve has a unique twofold point, say q ∈ W1. Set W1 ←− W2 by blowing up q , and note
that
W ←− W1 ←− W2
induces a sequence of transformations
(J, 2) ; (J1, 2) ; (J2, 2).
Here JOW2 = I (H1)2 · I (H2)4 · J2 relates the expression of the total transform of J in
terms of J2.
Remark 4.3. In the previous example J1 is the proper transform of J , and J2 is the proper
transform of J1 (Definition 2.8). In particular J2 does not vanish along H1 or H2. Recall
however that this is not a general fact as indicated in 4.1. Set now K = J , and note the same
sequence as before defines (K , 1); (K1, 1); (K2, 1) and KOW2 = I (H1)1 · I (H2)2 · K2.
In this case the ideal K2 does vanish along the exceptional hypersurface Hi , in fact there
is a unique and well defined expression, say
K2 = I (H1)a · I (H2)b · K 2 (4.3.1)
in OW2 , so that K 2 does not vanish along the exceptional hypersurfaces. It follows from
Example 4.2 that a = 1, b = 2 and K 2 = J2.
Definition 4.4. Fix J ⊂ OW , W smooth over a field of characteristic zero, and a couple
(J, b). A sequence of transformations as in (4.1.2) is said to be a resolution of (J, b) if:
(i) Sing(Jk, b) = ∅.
(ii) The exceptional locus of Wk → W , namely ∪1≤i≤k Hi , is a union of hypersurfaces
with only normal crossings.
4.5.
Let {x1, . . . , xd} be a regular system of parameters of OW,y . Define an operator ∆y on
ideals in OW,y by setting, for Jy = 〈 f1, f2, . . . , fs 〉 in OW,y :
∆y(Jy) =
〈
f1, f2, . . . , fs , ∂ f j
∂xi
/1 ≤ i ≤ n; 1 ≤ j ≤ s
〉
.
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Note that∆y(∆y(Jy)) = 〈 f1, f2, . . . , fs , ∂ f j∂xi ,
∂2 f j
∂xi∂x j /1 ≤ i ≤ n; 1 ≤ j ≤ s〉.
Restriction to fields of characteristic zero in our coming arguments relies on the
following fundamental property:
4.6.
If (b ≥ 1) and if k is a field of characteristic zero, then Jy has order b at OW,y iff
∆y(Jy) has order b − 1.
Example 4.7. OW,y = k[x1, x2, x3]〈x1,x2,x3〉.
Jy = 〈x31 + x42 + x43 〉 ⊂ ∆y(Jy) = 〈x21 , x32 , x33〉 ⊂ ∆2y(Jy)
= 〈x1, x22 , x23 〉 ⊂ ∆3y(Jy) = OW,y .
Note that, if k is of characteristic zero, the orders drop by one: 3,2,1,0.
4.8.
Further properties of the operator∆y are:
(i) Jy ⊆ ∆y(Jy) ⊆ ∆y(∆y(Jy)) = ∆2y(Jy) ⊆ ∆3y(Jy) ⊆ · · ·
(ii) Jy ⊂ OW,y has order b(≥1) iff∆b−1y (Jy) has order 1.
(iii) The order of Jy ⊂ OW,y is ≥s iff∆s−1y (Jy) is a proper ideal in OW,y .
4.9. On the∆ operator
The locally defined operators ∆y , defined above, can be globalized in the following
sense. Fix W smooth over a field k. There is an operator ∆ on the class of all J ⊆ OW
such that:
J ⊆ ∆(J )(⊂ OW ),
and at any closed point y ∈ W :
∆(J )y = ∆y(Jy).
Example 4.10. W = A3k = Spec(k[x1, x2, x3]);
J = 〈x21 − x32 .x33〉 ⊂ ∆(J ) = 〈x1, x22 · x33 , x32 · x23〉 ⊂ ∆2(J ) = k[x1, x2, x3]
The main properties of the operator are:
(i) J ⊆ ∆(J ) ⊆ ∆2(J ) ⊆ · · · (hence V (J ) ⊇ V (∆(J )) ⊇ V (∆2(J )) ⊃ · · ·
(ii) V (∆s−1(J )) = Sing(J, s). In fact V (∆s−1(J )) is the closed set of points in W where
J has order ≥ s (i.e. (∆s−1(J ))y = ∆s−1y (Jy)  OW,y iff the order of JyOW,y is
≥ s).
(iii) If b is the biggest order of J , V (∆b(J )) = ∅ and V (∆b−1(J )) is locally included in a
smooth hypersurface.
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Proof of (iii). If b is the biggest order of J , ∆b(J ) = OW and ∆b−1(J ) has order at most
1. So if y ∈ V (∆b−1(J )),∆b−1(J )OW,y has order 1 at OW,y . If g ∈ ∆b−1(J ) has order 1
at OW,y :
W = V (〈g〉) ⊃ V (∆b−1(J )),
and W is a smooth hypersurface in a neighborhood of y.
4.11.
We now address the compatibility of the∆ operator with monoidal transformations. So
consider a couple (J, b) and a transformation
W π←− W1
(J, b) (J1, b).
(4.11.1)
Lemma 4.12 (Giraud (1972)). Fix a couple (J, b) (J ⊂ OW ) and a transformation
(4.11.1), then:
(1) If b ≥ 2, (4.11.1) induces a transformation of (∆(J ), b − 1):
W π←− W1
(∆(J ), b − 1) ((∆(J ))1, b − 1).
(2) (∆(J ))1 ⊂ ∆(J1).
Proof. Let Y ⊂ W be the center of the monoidal transformation, and H ⊂ W1 the
exceptional locus. By assumption Y ⊂ Sing(J, b), so J · OW1 = I (H )b · J1. It
follows from 4.9 (ii), that for general b, Sing(J, b) ⊂ Sing(∆(J ), b − 1). In particular
Y ⊂ Sing(∆(J ), b − 1), which proves (1).
In order to prove (2) we first note that if U ⊂ W is open, a sheaf of ideals in W induces
a sheaf of ideals in U , and the ∆ operators (on W and on U ) are compatible with this
restriction. On the other hand note that the pull-back of U in W1, say U1, is an open set,
and the induced morphism U ←− U1 fulfills the conditions in (1) for the restriction of J
to U .
If we can prove that (2) holds over U (at U ←− U1), for all U in an open covering of
W , then it is clear that (2) holds. Therefore we may argue locally.
Let ξ ∈ W be a closed point and choose a regular system of parameters {x1, . . . , xn} ⊂
OW,ξ so that the center of the monoidal transformation is locally defined by 〈x1, . . . , xs〉.
Now consider an affine neighborhood U of ξ such that x1, . . . , xs are global sections ofOU
and such that J is generated by global sections, say f1, . . . , fr . We may also assume that{
∂
∂x1
, . . . , ∂
∂xn
}
are global derivations, and that ∆(J ) is generated by the global sections
{ fk}rk=1 ∪
{
∂ fk
∂x j
}
k=1,...,r
j=1,...,n
.
By the previous discussion, we may assume that U = W . The scheme W1 is defined by
patching the affine rings
Ai = OW [x1/xi , . . . , xs/xi ], i ∈ {1, . . . , s},
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and I (H ) = 〈xi 〉 at Ai . For each index k ∈ {1, . . . , r} there is an expression, say
fk = xbi gi k , and {gi 1, gi 2, . . . , gi r } generate the restriction of J1 to Spec(Ai ), say J i1.
In order to prove (2) we must show that, for each index k ∈ {1, . . . , r}:
(a) fk
xb−1i
∈ ∆(J i1), and
(b)
(
∂ fk
∂x j )
xb−1i
∈ ∆(J i1).
The assertion in (a) is clear since fk
xb−1i
= xi .gki ∈ J i1 ⊂ ∆(J i1). We now address (b).
In what follows we fix an index k ∈ {1, . . . , r} and set f = fk . We also fix an index
j ∈ {1, . . . , n} and set δ = ∂
∂x j which is a global derivation on U . Note that
δ
(
x j
xi
)
= δ(x j )
xi
− x j
xi
δ(xi )
xi
,
and that
I (H ) · δ|Spec(Ai ) = xi · δ : Ai → Ai ,
and hence I(H ) · δ is an invertible sheaf of derivations on W1.
Now in Ai consider the factorization f = xbi gi , so gi ∈ J i1 ⊂ Ai , and xi · δ is a
derivation on Ai . Finally check that
δ( f )
xb−1i
= xiδ(x
b
i · gi)
xbi
= xiδ(x
b
i )
xbi
gi + xbi
(xiδ)(gi)
xbi
= b · δ(xi ) · gi + (xiδ)(gi ).
This already proves (b) since the right hand side is in∆(J i1). 
Remark 4.13. Fix K ⊂ J two ideals in OW , and couples (J, b) and (K , b). Note that:
(a) Sing(J, b) ⊂ Sing(K , b).
(b) Any transformation, as in (4.11.1), of (J, b), induces the transformation
W π←− W1
(K , b) (K1, b)
and K1 ⊂ J1.
4.14.
We finally extend the previous result to study the behaviour of ∆ operators with an
arbitrary sequence of transformations. So fix a couple (J, b) and a sequence:
W π1←− W1 π2←− · · · πr←− Wr
(J, b) (J1, b) (Jk, b).
(4.14.1)
Corollary 4.15. Fix a couple (J, b) (J ⊂ OW ) and transformations as in (4.14.1):
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(1) If b ≥ 2, then (4.14.1) induces a sequence of transformations
W π1←− W1 π2←− · · · πr←− Wr
(∆(J ), b − 1) ((∆(J ))1, b − 1) ((∆(J ))r , b − 1)
and
(2) (∆(J ))r ⊂ ∆(Jr ).
Proof. The case when r = 1 is in Lemma 4.12. For r = 2 note that W ←− W1 ←− W2
induces transformations
(J, b) ; (J1, b) ; (J2, b).
By Remark 4.13 there is a transformation (∆(J ), b − 1) ; ((∆(J ))1, b − 1) with
(∆(J ))1 ⊂ ∆(J1), and also a transformation (∆(J1), b − 1) ; ((∆(J1))1, b − 1) with
(∆(J1))1 ⊂ ∆(J2). The statement follows in this case from Remark 4.13. The case r ≥ 2
follows by induction. 
A second result is obtained from the previous arguments:
Corollary 4.16. Fix a couple (J, b) (J ⊂ OW ) and, as before, a sequence of
transformations (4.14.1). Assume that b ≥ 2. For each index 1 ≤ j ≤ b − 1:
(1) The sequence (4.14.1) induces a sequence of transformations ((∆( j )(J )), b −1− ( j −
1)), say
W
π1←− W1
π2←− · · · πr←− Wr
(∆( j)(J ),b − 1 − ( j − 1)) ((∆( j)(J ))1, b − 1 − ( j − 1)) ((∆( j)(J ))r , b − 1 − ( j − 1))
and
(2) (∆( j )(J ))r ⊂ ∆( j )(Jr ).
Definition 4.17. Let X be a topological space, and (T,≥) a totally ordered set. A function
g : X → T is said to be upper semi-continuous if: (i) g takes only finitely many values,
and, (ii) for any α ∈ T the set
{x ∈ X /g(x) ≥ α}
is closed in X .
Then the largest value achieved by g will be denoted by
max g.
Clearly the set
Max g = {x ∈ X : g(x) = max g}
is a closed subset of X .
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4.18.
Fix J ⊂ OW , assume that Jx = 0(⊂ OW,x) for any x ∈ W , and define
ordJ : W → N, (4.18.1)
where ordJ (x) denotes the order of Jx at the regular local ring OW,x .
Note that ordJ is upper-semi-continuous (Definition 4.17). In fact, for any positive
integer s ∈ N :
{x ∈ W/ordJ (x) ≥ s} = V (∆s−1(J )) (see 4.9).
Remark 4.19. The following conditions are equivalent:
(1) max–ordJ = b (where, as in Definition 4.17, max–ordJ denotes the maximum value
achieved).
(2) V (∆b−1(J )) = ∅ and V (∆b(J )) = ∅.
(3) max–ord∆b−1(J ) = 1.
The equivalence follows from the properties of the ∆ operator discussed in 4.9.
Definition 4.20. We say that a couple (J, b) is a simple couple if the previous conditions
hold.
Theorem 4.21. If (J, b) (J ⊂ OW ) is a simple couple, and
W π←− W1
(J, b) (J1, b)
is a transformation, then either Sing(J1, b) = ∅ or (J1, b) is a simple couple.
Remark 4.22. Note first that in case b = 1 the following are equivalent:
(1) max–ordJ = 1.
(2) V (J )) = ∅ and V (∆(J )) = ∅.
(3) There is an open covering {Uλ}λ∈Λ of W , and for each λ a closed and smooth
hypersurface W λ in Uλ such that I (W λ) ⊂ Jλ, where Jλ denotes the restriction of
J to Uλ.
As for the proof of (3) note that an ideal of order 1 in a local regular ringOW,x contains an
element of order 1; and an element of order 1 defines a smooth hypersurface in some open
neighborhood of x .
4.23. Proof (Of Theorem 4.21)
The case b = 1 follows from (3) in Remark 4.22. A local argument, and the fact that the
strict transform of the ideal I (W λ) is the ideal defining a smooth hyperpersurface, shows
that J1 has at most order 1. The case b ≥ 2 reduces to the previous by Corollary 4.16 for
j = b − 1.
A similar argument leads to the next result.
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Lemma 4.24. Fix J ⊂ OW with maximum order b. There is an open covering, say
{Uλ}λ∈Λ of W, and for each index λ a closed and smooth hypersurface W λ ⊂ Uλ, such
that the following properties hold:
(P1) Sing(Jλ, b) ⊂ W λ.
(P2) For any sequence
W π1←− W1 π2←− · · · πr←− Wr
(J, b) (J1, b) (Jr , b)
(4.24.1)
and setting as before, by restriction for each λ, say:
Uλ
π1←− U (1)λ
π2←− · · · πr←− U (r)λ ,
(Jλ, b) ((Jλ)1, b) ((Jλ)r , b)
(4.24.2)
then {U (r)λ }λ∈Λ is an open covering of Wr , and
Sing(Jr , b) ∩ U (r)λ = Sing((Jλ)r , b) ⊂ W
(r)
λ , (4.24.3)
where W (r)λ is the smooth hypersurface defined by the strict transform of W λ.
4.25.
Let W (i)λ be the strict transform of W
(0)
λ in U
(i)
λ (see (4.24.2)). A consequence of (4.24.3)
is that all the centers of monoidal transformations involved in (4.24.2) are included in W (i)λ ;
hence (4.24.2) defines a sequence of monoidal transformations, say
W λ ←− W (1)λ ←− · · · ←− W (r)λ . (4.25.1)
We end this section by formulating the main inductive result that generalizes Tschirnhausen
in 3.6, and also the examples in Section 3.
Theorem 4.26. Fix J ⊂ OW with maximum order b. There is an open covering, say
{Uλ}λ∈Λ of W, and for each index λ a closed and smooth hypersurface Wλ ⊂ Uλ, and a
couple (K (0)λ , b!) with K (0)λ ⊂ OWλ , such that, in addition to (P1) and (P2) (Lemma 4.24),
the following holds:
(P3) The sequence (4.25.1) defined by (4.24.1) as above, induces a sequence of
transformations
(Kλ, b!); ((Kλ)1, b!); · · · ; ((Kλ)r , b!);
and
Sing((Jλ)r , b) = Sing((Kλ)r , b!)(⊂ W (r)λ ). (4.26.1)
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5. Constructive resolutions and proof of the main theorems
In this section we introduce the notion of resolution function, and we show why
the proofs of Theorems 2.2 and 2.3 follow easily from very natural properties of these
functions.
5.1.
We define a pair, denoted by (W, E = {H1, . . . , Hr }), to be a set of smooth
hypersurfaces H1, . . . , Hr with normal crossings in a smooth scheme W .
Let W ←− W1 be a monoidal transformation at a closed and smooth center Y . If the
conditions of Proposition 2.9 hold, we say that Y is permissible for the pair (W, E), and
that
(W, E = {H1, . . . , Hr}) ←− (W1, E1 = {H1, . . . , Hr , Hr+1})
is a transformation of pairs.
We define a basic object to be a pair (W, E = {H1, . . . , Hr }) together with a couple
(J, b), with the condition that Jx = 0(⊂ OW,x)) at any point x ∈ W . We indicate this
basic object by
(J, b)
(W, E).
If a smooth center Y defines a transformation of the pair (W, E), and in addition
Y ⊂ Sing(J, b), then a transformation of couples is also defined, say (J, b), (J1, b); and
we say that
(J, b) (J1, b)
(W, E) ← (W1, E1)
is a transformation of the basic object. A sequence of transformations
(J, b) (J1, b) (Js, b)
(W, E) ← (W1, E1) ← · · · ← (Ws , Es) (5.1.1)
is a resolution of the basic object if Sing(Jk, b) = ∅.
5.2. Resolution functions
We now show why constructive resolutions of basic objects will lead us to simple proofs
of both Main Theorems 2.2 and 2.3.
We will fix an integer d and define a totally ordered set (I d ,≥). Moreover, for any basic
object
(J, b)
B : (W, E)
dimension of W = d , an upper semi-continuous function fB : Sing(J, b) → I d will
be defined with the property that Max fB is a smooth subscheme of Sing(J, b), and a
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permissible center for the pair (W, E). Thus, a transformation of the basic object can be
defined with center Max fB .
In this way a unique sequence (5.1.1) is defined inductively, by setting centers Max fBi .
In addition, this sequence defined by the functions, will be a resolution of the basic object.
In fact, for some index s (depending on B) Sing(Js , b) = ∅.
In other words, the set (I d ,≥) will be fixed, and the functions on this set defined so as
to provide a resolution for any basic object of dimension d . We now state the properties
that will hold for such a sequence:
Properties:
(P1) For each l, Max fl is closed regular and has normal crossings with ∪Hi ∈El Hi .
(P2) For some index k0, depending on the basic object B , Sing(Jk0 , b) = ∅.
(P3) If p /∈ Max fk(⊂ Sing(Jk, b)), then p can be identified with a point in Wk+1.
Furthermore p ∈ Sing(Jk+1, b), and the property is that fk(p) = fk+1(p).
Of particular interest will be the case of basic objects with b = 1. In such a case
Sing(J0, 1) = V (J0).
(P4) There is R ∈ I d s.t.: if (V (J0))p is a regular germ, then f0(p) = R ( f0 :
Sing(J0, 1) → I d ).
The definition of (I d ,≥) and of the functions f will be discussed in the last section. We
now prove our two Main Theorems 2.2 and 2.3 using the properties of resolution functions.
5.3. Proof of Theorem 2.3
Fix I ⊂ OW as in Theorem 2.3 and consider the resolution of the basic object
(J, 1)
B : (W, E = ∅) (5.3.1)
defined as above, with J = I . By property (P2), for some index k0, Sing(Jk0 , 1) = ∅. It
follows that Jk0 = OWk0 , namely that
JOWk0 = I (H1)c1 · I (H2)c2 · · · I (Hk0)ck0 .
It is easy to check that the conditions of the Theorem are fulfilled for W ← Wk0 .
5.4. Proof of Theorem 2.2
Let J ⊂ OW0 be the sheaf of ideals defining X ⊂ W0 in Theorem 2.2, and consider,
as above, the resolution of the basic object (5.3.1) defined by the functions; so again
Jk0 = OWk0 and hence JOWk0 = I (H1)c1 · I (H2)c2 · · · I (Hk0)ck0 .
Let V = W0 − Sing(X) be the complement of the singular locus of X . Note that V
is an open set, dense in W0, and f0(p) = R for any p ∈ V ∩ Sing(J, 1). Since X is
reduced V ∩ X = Sing(J, 1) is a non-empty and dense open set, and f0(p) = R for any
p ∈ V ∩ Sing(J, 1) ((P4)). So max f0 ≥ R.
If max f0 = R, then Sing(J, 1) = Max f0 and X is smooth in W0 ((P1)).
If max f0 < R, then V can be identified with an open set, say V1, in W1, and f1(p) = R
for any p ∈ V1 ∩ Sing(J1, 1) ((P3)).
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If max f1 = R, then the strict transform of X is a union of components of Max f1, so
the strict transform defines an embedded desingularization ((P1)).
If max f1 > R then V can be identified with an open subset V2 in W2.
Note that that there must be an index k, for some k < k0, so that max fk = R. In fact this
follows from (P4), (P2), and the fact that Sing(Jk0 , 1) = ∅. Note that V can be identified
with an open set Vk ⊂ Wk and that the strict transform of X to Wk fulfills the conditions of
the Theorem.
6. On resolution functions
We finally sketch the main ideas and invariants involved in our definition of Resolution
Functions in 5.2. Recall the notion of permissible sequence of transformations of pairs, say
W0 ←− (W1, E1 = {H1}) ←− · · · ←− (Wk, Ek = {H1, H2, . . . , Hk}),
Y Y1
in which we require that each monoidal transformation Wi ← Wi+1 be defined so that all
exceptional hypersurfaces introduced have normal crossings (Proposition 2.9).
Given J ⊂ OW , there is an expression of the total transform (Definition 2.8), say
J.OWk = I (H1)a1 I (H2)a2 . . . I (Hk)ak · Jk .
This factorization is unique if we require the ai to be the highest possible exponents in any
such expression. As indicated in 5.2, we want to achieve Jk = OWk with the conditions
stated in Theorem 2.3. We will argue in steps to achieve the proof of that theorem, and this
will force us to consider a pair (W, E = {H1, . . . , Hr }), rather than W , and permissible
transformations
(W, E) ← (W1, E1) ← · · · ← (Wk, Ek);
always in the conditions of Proposition 2.9 (see also 5.1).
We have defined a basic object as a couple (J, b), J ⊂ OW , together with a pair (W, E).
And a resolution as a sequence of transformations, both of the couple (J, b) and of the pair
(W, E), say:
(J, b) (J1, b) (Jk, b)
(W, E) ← (W1, E1) ← · · · ← (Wk, Ek), (6.0.1)
such that V (∆b−1(Jk)) = ∅.
Assume now that b = max–ordJ (biggest order of J at points of W ). In such a case the
resolution would provide an expression of the form:
J.OWk = I (H1)a1 I (H2)a2 . . . I (Hk)ak · Jk , and max–ordJk = b′ < b.
If b′ = 0 we have achieved what is stated in Theorem 2.3. If not we repeat the argument,
and try to produce a resolution of (Jk, b′) and (Wk, Ek). It is clear that ultimately we come
to the case b′ = 0. This will be our strategy, so we want to produce a resolution of (J, b)
and (W, E), in some explicit manner, for the case in which b = max–ordJ .
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Since b = max–ordJ , Theorem 4.26 says that there is W ⊂ W , at least locally, and
(6.0.1) induces
(K , d) (K1, d) (Kk, d) s.t. V (∆d−1(Kk)) = ∅
(W , E = ∅) ← (W 1, E1) ← · · · ← (W k , Ek). (6.0.2)
It is important to point out here that we will argue by induction, and hence we would like
to reverse the argument; namely, to define (6.0.1) in terms of (6.0.2). We now indicate the
difficulties to overcome.
The three difficulties for an inductive argument:
(D1) (K , d) encodes information of (J, b), but not of the set of hypersurfaces E in W . So,
after restriction to an open subset of W , (6.0.2) will define a sequence of transformations,
and furthermore a resolution:
(J, b) (J1, b) (Jk, b) s.t. V (∆b−1(Jk)) = ∅.
(W, E ′ = ∅) ← (W1, E ′1) ← · · · ← (Wk, E ′k)
However this sequence might not define a sequence (6.0.1). In fact, it might not be
permissible over (W, E) because of the presence of hypersurfaces of E .
This is an important point to overcome. Since we will argue in steps, we introduce
hypersurfaces with normal crossings (those in E), and we want to preserve this condition
on all exceptional hypersurfaces introduced in forthcoming steps.
(D2) The pair (K , d) might not have the property that d = max–ordK . Take for example
the case J = 〈z3 − x2 · y2〉 and the pair (J, 3) in the affine 3-space. Clearly 3 = max–ordJ
so the pair is inductive. Since z ∈ ∆2(J ), we may take W as the affine plane, and
(K , d) = (〈x2 · y2〉, 3). Note that max–ordK = 4, so that (K , d) is no longer a simple
couple (Definition 4.20).
(D3) If (J, b) is a simple couple (i.e. if max–ord j = b), then W is defined by choosing,
locally at a point x ∈ V (∆b−1(J )), an element of order one in ∆b−1(J )x . In general this
choice is not unique, and the definition of (K , d) (K ⊂ OW ) is local at x . Our form of
induction should provide a resolution (6.0.1), with independence of open restrictions and
choices of W .
6.1.
Set J ⊂ OW and (W, E) as before. Assume, in accordance with (D2), that b ≥
max–ordJ . Consider a sequence of transformations of the basic object, say:
(J, b) (J1, b) (Js, b)
(W, E) ← (W1, E1) ← · · · ← (Ws , Es). (6.1.1)
We claim that this provides a factorization of Js , say
Js = I (H1)b1 I (H2)b2 . . . I (Hs)bs · J s
so that J s does not vanish along Hi , 1 ≤ i ≤ s. In this manner we may consider
(Js , b), together with this factorization of Js . This extra structure on (Js, b) will allow
us to overcome (D2).
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Example 6.2. Set J = 〈x1, x22 〉4, W = A2k
(J, 3) (J1, 3) (J2, 3)
(W, E = ∅) ← (W1, E1 = {H1}) ← (W2, E2 = {H1, H2})
JOW1 = I (H1)4 ·M4p J1OW2 = I (H1)2 · I (H2)6
J1 = I (H1)2M4p J2 = I (H1)2 · I (H2)3
Here W ← W1 is the blow-up at 0 ∈ A2k , p ∈ W1 is a point in the exceptional line H1,
Mp is the sheaf of functions that vanish at p, and finally W1 ← W2 is the blow-up at p.
Remark 6.3. If J s = OWs , we say that (Js , b) is within the monomial case. In this case it
is easy to extend (6.1.1) to a resolution; namely, to define for some k ≥ s:
(J,b) (Js, b) (Jk, b) s.t. V (∆b−1(Jk)) = ∅.
(W, E) ← · · · ← (Ws , Es ) ← · · · ← (Wk , Ek). (6.3.1)
The following example illustrates this fact. Note that in the previous example J 2 = OWr .
Example 6.4. Consider transformations with centers Y j :
(J2, 3) (J3, 3) (J4, 3)
(W2, E2 = {H1, H2}) id← (W3, E3 = {H1, H2}) ← (W4, E4 = {H1, H2, H4})
J2 = I (H1)2 · I (H2)3 J3 = I (H1)2 · I (H2) J3 = I (H1)2 · I (H4)0 · I (H2)
Y2 = H2 Y3 = H1 ∩ H2 V (∆2(J4)) = ∅
The first transformation is defined with center at the hypersurface H2. So the morphism is
the identity map, but we take here H2 ∈ E2 to be the exceptional locus. Note that J3 is
not J2.
6.5. On the function v-ord
Given a sequence of transformations of basic objects:
(J, b) (J1, b) (Js, b)
(W, E) ← (W1, E1) ← · · · ← (Ws , Es) (6.5.1)
there is an expression:
Js = I (H1)b1 I (H2)b2 . . . I (Hs)bs · J s
so that J s does not vanish along Hi , 1 ≤ i ≤ s. Define now:
v-ords : V (∆b−1(Js)) → N
v-ords(x) = νx (J s), (the order of (J s)x at OWs ,x ).
Note that:
(1) The function is upper-semi-continuous. In particular Max v-ord is closed.
(2) There is an expression
Ji = I (H1)b1 I (H2)b2 . . . I (Hi )bi · J i
and a function v-ordi : V (∆b−1(Js)) → N, for any index i ≤ s.
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Another property of these functions is that if each step (Wi , Ei ) ← (Wi+1, Ei+1) in
(6.5.1) is defined with center Yi ⊂ Max v-ordi , then
max v-ord ≥ max v-ord1 ≥ · · · ≥ max v-ords .
This property follows from the fact that, if max v-ords = b′, then Max v-ords =
V (∆b′−1(Js)) (the closed set of (Js , b′)), where (Js , b′) is a simple couple.
Example 6.6. Set (J, 1); J = 〈x2 − y5〉, and W = A2k . Let C denote the curve defined
by J .
(J, 1) (J1, 1) (J2, 1) (J3, 1)
(W, E = ∅) ← (W1, E1 = {H1}) ← (W2 , E2 = {H1, H2}) ← (W3 , E3)
J1 = I (H1) · I (C′) J2 = I (H1)1 · I (H2)1 · I (C′′) J3 = I (H1)1 · I (H2)1 · I (H3)2 · I (C′′′)
Y = 0 ∈ A2k Y1 = C′ ∩ H1 Y2 = H1 ∩ H2.
Here the Yi are the centers of the monoidal transformations, and C ′, C ′′, and C ′′′ are strict
transforms of C . In this example
max v-ordJ = 2; max v-ordJ1 = 1; max v-ordJ2 = 1; max v-ordJ3 = 1
and the sequence defined by setting
Y = Max v-ordJ = Y ; Y1 = Max v-ordJ1 , and Y2 = Max v-ordJ2.
6.7. On the inductive function t
Set, as before, a sequence
(J, b) (J1, b) (Js , b)
(W, E) ← (W1, E1) ← · · · ← (Ws , Es) (6.7.1)
each Wi ← Wi+1 defined with center Yi ⊂ Max v-ordi , so that:
max v-ord ≥ max v-ord1 ≥ · · · ≥ max v-ords .
Set s0 ≤ s such that
max v-ord ≥ · · · ≥ max v-ords0−1 > max v-ords0 = max v-ords0+1
= · · · = max v-ords
and
Es = E+s uniondbl E−s (disjoint union)
where E−s are the strict transforms of hypersurfaces in Es0 . Set
ts : V (∆b−1(Js)) → N × N (ordered lexicographically).
ts(x) = (v-ords(x), ns(x))
ns(x) = {Hi ∈ E−s , /x ∈ Hi}.
One can check that:
(1) the function is upper-semi-continuous. In particular Max ts is closed.
(2) There is a function ti for any index i ≤ s.
O. Villamayor U. / Journal of Symbolic Computation 39 (2005) 465–491 487
The following properties hold for this function:
• If each (Wi , Ei ) ← (Wi+1, Ei+1) in (6.7.1) is defined with center Yi ⊂ Max ti , then
max t ≥ max t1 ≥ · · · ≥ max ts .
• If max ts = (b′, r) (here max v-ords = b′) then Max ts ⊂ Max v-ords .
• If Max ts has codimension 1 in Ws , then it is smooth. Moreover, in such a case
Ys = Max ts is a permissible center, defining
(Js , b) (Js+1, b), and max ts > max ts+1.
(Ws , Es) ← (Ws+1, Es+1) (hence max v-ords ≥ max v-ords+1).
Example 6.8. (0) Set (J, 1); J = 〈x2 − y3〉 defining a curve C ⊂ W = A2k .
Here t (x) = (1, 0) at any x ∈ C except at 0 ∈ A2k , t (0) = (2, 0).
So
max t = (2, 0) and Max t = 0 ∈ A2k .
Let
(J, 1) (J1, 1)
(W, E = ∅) ← (W1, E1 = {H1})
be the quadratic transformation at 0 ∈ A2k .
(1) Let C ′ ⊂ W1 denote the strict transform of C . Here
J1 = I (H1).J 1
where J 1 = I (C ′). Note that t1(x) = (1, 0) at any x ∈ C ′ except for p = C ′ ∩ H1, where
t1(p) = (1, 1).
So
max t1 = (1, 1) and Max t1 = p.
Set
(J1, 1) (J2, 1)
(W1, E1) ← (W2, E2 = {H1, H2})
with center at p ∈ W1.
(2) If C ′′ ⊂ W2 denotes the strict transform of C ,
J2 = I (H1) · I (H2) · J 2
where J 2 = I (C ′′).
Now t2(x) = (1, 0) at any x ∈ C ′′ except for q = C ′′ ∩ H1 ∩ H2, where t2(q) = (1, 1).
So
max t2 = (1, 1) and Max t2 = q.
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Set
(J2, 1) (J3, 1)
(W2, E2 = {H1, H2}) ← (W3, E3 = {H1, H2, H3})
with center at q ∈ W2.
(3) Now
J3 = I (H1) · I (H2) · I (H3)2 · J 3
where J 3 = I (C ′′′) (ideal of the strict transform). Finally check that t3(x) = (1, 0) at any
x ∈ C ′′′. So
max t3 = (1, 0) and Max t3 = C ′′′.
This is a case in which Max t has codimension 1. Note that Max t3 is a smooth
hypersurface, and the blow-up at Max t3 defines a permissible transformation
(J3, 1) (J4, 1)
(W3, E3 = {H1, H2, H3}) ← (W3, E3 = {H1, H2, H3})
with J4 = I (H1) · I (H2) · I (H3)2.
6.9. Overcoming difficulties (D1) and (D2)
We finally indicate a further property of the function ts , which leads to constructive
desingularization by induction. To this end set:
(J, b) (J1, b) (Js , b)
(W, E) ← (W1, E1) ← · · · ← (Ws , Es) (6.9.1)
so that
max v-ord ≥ max v-ord1 ≥ · · · ≥ max v-ords .
And define, as before, the function
ts : V (∆b−1(Js)) → N × N.
This last property can be stated as follows:
There is a couple (J ′′s , b′′) with the following properties:
• V (∆b′′−1(J ′′)) = Max ts , and max ordJ ′′s = b′′ (i.e. simple couple).
• Let W s be a smooth hypersurface containing V (∆b′′−1(J ′′)), and set (K , d) (K ⊂
OW s ) as in Proposition 4.26.
Then any resolution, say:
(K , d) (K1, d) (Kk , d) s.t. V (∆d−1(Kk)) = ∅
(W , Es = ∅) ← (W1, Es+1) ← · · · ← (Wk , Es+k ) (6.9.2)
induces an extension of (6.9.1):
(Js , b) (Js+1, b) (Js+k, b)
(Ws , Es) ← (Ws+1, Es+1) ← · · · ← (Ws+k, Es+k) (6.9.3)
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such that
max ts = max ts+1 = · · · = max ts+k−1 > max ts+k .
Furthermore
Max ts+i = V (∆(Ki )d−1) (the closed set defined by (Ki , d))
for i = 0, · · · , k − 1.
6.10. Example of constructive resolution
Example 6.11. The curve C defined by J = 〈x2 − y5〉 in W = A2k is irreducible, in
particular reduced. We attach to it the basic object
(J, 1)
(W, E = ∅)
and the function
t : V (∆0(J )) = V (J ) → N × N.
Here t (x) = (1, 0) except at the origin 0 ∈ A2k , t (0) = (2, 0).
Note that in Example 6.6:
• max t = (2, 0) and Y = Max t = 0;
• max t1 = (1, 1) and Y1 = Max t1;
• max t2 = (1, 1) and Y2 = Max t2
• max t3 = (1, 0), Max t3 = C ′′′, is a smooth hypersurface (see 6.9). Thus, this defines an
embedded desingularization.
Compare with the proof of Theorem 2.2.
Example 6.12. The hypersurface Z2 + X2 + Y 3 = 0 is irreducible with one singularity at
0 ∈ A3k . According to the proof of Theorem 2.2 we set W = A3k , J = 〈Z2 + X2 + Y 3〉
and desingularization is achieved at some intermediate step of the resolution of the basic
object
(J, 1)
(W, E = ∅).
The function t : V (J ) → N × N takes value t (x) = (1, 0) except at the singular point,
t (0) = (2, 0). In this case, and following the notation in 6.9:
• max t = (2, 0).
• (J ′′, b′′) can be defined as (J, 2).
• W = V (〈Z〉) (in fact Z ∈ ∆2(J )).
• (K , d) can be defined by (〈X2 + Y 3〉, 2).
Here W = A2k , and the blow-up at 0 ∈ A2k defines a resolution, namely
(K , 2) (K1, 2) and V (∆(K1)) = ∅.
(W , E = ∅) (W1, E1 = {H1}).
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According to 6.9, this defines
(J, 1) (J1, 1), and max t > max t1.
(W, E = ∅) (W1, E1 = {H1}).
In fact max t1 = (1, 1). So again, we argue as in 6.9, and attach a couple (J ′′, b′′) to
the value max t1 = (1, 1). Moreover, a smooth hypersurface W and a couple (K , d) can be
defined, so that a resolution, say
(K , d) (K1, d) (Kk , d) s.t. V (∆d−1(Kk)) = ∅
(W , Es = ∅) ← (W1, Es+1) ← · · · ← (Wk , Es+k ) (6.12.1)
induces:
(J1, 1) (J2, 1) (Js , 1)
(W1, E1) ← (W2, E2) ← · · · ← (Ws , Es) (6.12.2)
such that
(1, 1) = max t1 = max t2 = · · · = max ts−1 > max ts = (1, 0).
Note that Js is the sheaf of ideals of the strict transform of the hypersurface, that Max ts =
V (Js), and apply 6.9 to show that this defines an embedded desingularization.
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