Abstract. In this paper, we first study two flux recovery procedures for the conforming finite element approximation to general second-order elliptic partial differential equations. One is accurate in a weighted L 2 norm studied in [Z. Cai and S. Zhang, SIAM J. Numer. Anal., 47 (2009), pp. 2132-2156 for linear elements, and the other is accurate in a weighted H(div) norm, up to the accuracy of the current finite element approximation. For the L 2 recovered flux, we introduce and analyze an a posteriori error estimator that is more accurate than the explicit residual-based estimator. Based on the H(div) recovered flux, we introduce two a posteriori error estimators. One estimator may be regarded as an extension of the recovery-based estimator studied in [Z. Cai and S. Zhang, SIAM J. Numer. Anal., 47 (2009), pp. 2132-2156] to higher-order conforming elements. The global reliability and the local efficiency bounds for this estimator are established provided that the underlying problem is neither convection-nor reaction-dominant. The other is proved to be exact locally and globally on any given mesh with no regularity assumptions with respect to a norm depending on the underlying problem. Numerical results on test problems for these estimators are also presented.
it is further extended to higher-order elements for Poisson equations in [13] . Estimators of this type are based on the so-called Prager-Synge identity, which holds for only positive definite problems, and requires recovery of the flux in the H(div) conforming finite element spaces satisfying the equilibrium equation exactly. Estimators developed in [28, 36, 14] differ in local recovery procedures. For applications of this type of methods to the reaction-dominant diffusion and the interface problems, see [39] and [21] , respectively.
The existing recovery-based estimators (the Zienkiewicz-Zhu (ZZ) estimator and its variations) are simply the L 2 norm of the difference between the direct and postprocessed approximations of the gradient/flux. The recovered gradient/flux is a projection of the direct approximation onto vector-valued continuous finite element space with respect to either a discrete or L 2 inner product. When the underlying problem is smooth and the finite element approximation has a superconvergence property, this type of estimator is asymptotically exact. This property guarantees accurate error control for sufficiently small mesh size. However, for nonsmooth problems, in particular, those with discontinuous gradient/flux, it is well known [7, 31, 19] that these estimators are not efficient on relatively coarse meshes. That is, they might overrefine regions where there are no errors and, hence, they fail to reduce the global error. One could overcome this difficulty by applying the method on each subdomain separately. For reasons why this local approach is not favorable, see detailed discussions in [31] . By simply projecting the direct approximation of the flux onto conforming finite element spaces of H(div), we developed a global approach in [19] for the conforming linear finite element approximation to the interface problem. It was shown in [19] that this global approach is robust with respect to the diffusion coefficients. The approach was further extended to the mixed and nonconforming elements in [20] . Other drawbacks of the recovery-based estimators include the limitation to linear elements and the unreliability on coarse meshes (see [1] for a one-dimensional example). For recent development on higher-order finite element approximations, see [9, 8, 41] .
The purpose of this paper is twofold: (1) constructing accurate approximations to the flux based on the current Galerkin finite element approximation, and (2) using the recovered flux to design a posteriori error estimators that overcome the drawbacks of existing estimators mentioned above. Given the Galerkin finite element approximation, we consider two flux recovery procedures with recovered fluxes in H(div) conforming finite element spaces such as Raviart-Thomas and Brezzi-Douglas-Martini elements [16] . The reason for using these finite element spaces is to accommodate possible discontinuities of the flux and, hence, to eliminate possible overrefinements on regions where there are no errors. The first one is simply a weighted L 2 projection of the direct approximation of the flux, which was studied in [19] for linear elements. For higher-order elements, we show that this L 2 recovered flux is again accurate in the weighted L 2 norm up to the accuracy of the finite element approximation in the energy norm. Essentially, this L 2 recovery procedure guarantees that the recovered flux approximately satisfies the constitutive equation. To recover a more accurate flux, we introduce a new procedure that approximately satisfies both the constitutive and the equilibrium equations. We show that this procedure, referred to as H(div) recovery, is accurate in a weighted H(div) norm. It is important to point out that the H(div) recovery always results in a linear, symmetric, and positive definite problem that can be solved very efficiently by fast multigrid iterative methods, even if the underlying problem is highly nonlinear or convection-dominant.
With the L 2 recovered flux, we introduce and analyze an a posteriori error estimator that is the recovery-based estimator plus weighted element residuals. This estimator is comparable to the explicit residual-based estimator (see, e.g., [1, 37] ), but it is more accurate than the latter. It is important to point out that the element residual is necessary for higher-order elements and guarantees the reliability on coarse meshes. We analyze this estimator by establishing a global reliability bound, provided that the underlying problem is coercive in the energy norm, and a local efficiency bound. A similar idea, adding two additional terms to the ZZ estimator, was studied by Fierro and Veeser [25] and the resulting estimator is rather sophisticated.
With the H(div) recovered flux, we introduce and analyze two a posteriori error estimators. The first one is the recovery-based estimator, defined as the weighted L 2 norm of the difference between recovered and direct fluxes. This estimator may be regarded as an extension of the estimator developed in [19] for linear elements to higher-order elements. Based on the discussion in section 6.2, the new recovery procedure is necessary for guaranteeing reliability. Under the assumption that the underlying problem is neither convection-nor reaction-dominant, we prove global reliability and the local efficiency without regularity assumptions for higher-order finite element approximations. Finally, it is also important to point out that straightforward extensions of existing recovery-based estimators to higher-order elements usually fail, and developing a viable estimator is nontrivial. For example, Bank, Xu, and Zheng in [8] recently studied the recovery-based estimator for Lagrange triangular elements of degree p, and their scheme requires recovery of all partial derivatives of pth order instead of the gradient with only 2 (or 3) partial derivatives of first-order in two (or three) dimensions.
The second estimator is defined by adding the L 2 norm of the element residuals to the recovery-based estimator. Apparently, the element residual is natural for designing a posteriori error estimators and is inexpensive to compute. More importantly, it is essential for guaranteeing the reliability on coarse meshes. By using the L 2 norm on the element residual, we are able to show that this estimator is exact locally and globally on any given mesh, including an arbitrary initial mesh, with no regularity assumptions. Exactness on any given mesh implies that the estimator is ideal for error control (or so-called solution verification) on coarse meshes. Error control on coarse meshes is of paramount importance for simulating physical phenomena in engineering applications and scientific predictions with limited computer resources. No regularity assumptions in this paper means that only assumptions on the existence of the underlying problem are required. This is weaker than those required for approximation theory and much weaker than those required by the current theory of the recoverybased estimators. Therefore, the estimators can be applied to problems of practical interest, such as interface singularities, discontinuities in the form of shock-like fronts, and of interior or boundary layers.
The paper is organized as follows. Elliptic problems and their finite element approximation are described in sections 2 and 3, respectively. Section 4 introduces a flux recovery procedure. Two a posteriori error estimators are defined in section 5 and analyzed in section 6. Finally, numerical experiments for some test problems are presented in section 7. 
which is a Hilbert space under the norm
and define the subspace 
for all ξ ∈ d and almost all x ∈Ω. We assume homogeneous boundary conditions for simplicity and assume that a ij and
, the H 1 norm weighted by the diffusion tensor. Let
It is known that
where C X apparently depends upon bounds of the coefficients A, b, and b 0 . Here and hereafter, we use C with or without subscripts to denote a generic positive constant, possibly different at different occurrences, that is independent of the mesh parameter h K introduced in subsequent sections, but may depend upon the domain Ω.
The corresponding variational form of system (2.1) is to find u ∈ U such that
where the bilinear form is defined by
Assume that (2.5) has a unique solution in U for any given f ∈ H −1 (Ω). It is then well known that problem (2.5) satisfies the following H 1+r regularity estimate:
with r > 0. In the remainder of this section, we describe two special cases of the boundary value problem in (2. where I = I d×d is the identity matrix; that is,
The corresponding energy norm for this problem is
It is well known that the smoothness of the solution depends upon the jumps of the diffusion coefficient α and that r could be very small.
Singularly perturbed reaction-diffusion equation.
Let ε be a very small perturbation parameter 0 < ε 1. The singularly perturbed reaction-diffusion equation is the boundary value problem in (2.1)-(2.2) with A = ε I, b = 0, and b 0 = 1; that is, (2.8)
It is well known that the solution of the problem satisfies the regularity estimate
which follows easily from
which is a direct consequence of the H 2 regularity estimate of the Poisson operator: 
Finite element approximation.
For simplicity of presentation, we consider only triangular and tetrahedra elements for the respective two and three dimensions. Extension to rectangular and standard isoparametric elements is straightforward. Assuming that the domain Ω is polygonal, let T = {K} be a finite element partition that is regular (see [15] ); i.e., for all K ∈ T , there exists a positive constant κ such that
where h K denotes the diameter of the element K and ρ K denotes the diameter of the largest circle that may be inscribed in K. Note that the assumption of regularity does not exclude highly, locally refined meshes.
Let P k (K) be the space of polynomials of degree k on element K. Denote the finite element space of order k associated with the triangulation T by
It has the following approximation property: if k ≥ 1 is an integer and l ∈ [1, k + 1], then
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The finite element approximation of (2.5) is then to find u T ∈ U k such that
To the best of our knowledge, there are no a priori error estimates for the Galerkin finite element approximation to the general elliptic equation without the assumption that the largest mesh size is sufficiently small. Below, we state the a priori error estimate for the singularly perturbed reaction-diffusion problem, which is straightforward from the standard error analysis. Based on the following theorem and the regularity estimates in the previous section, it is easy to see that the mesh size has to be small enough to guarantee the accuracy of the finite element approximation.
Theorem 3.1. For the singularly perturbed reaction-diffusion problem, assume that u T ∈ U 1 is the piecewise linear finite element approximation defined in (3.2), then there exists a positive constant C such that
Proof. Let u I be the interpolant of u in U 1 , then a standard argument shows that
, which, together with the approximation property, implies the theorem.
Flux recovery.
The flux, σ = −A∇u, is an important physical quantity, often the primary concern in practice. Hence, it is desirable to compute an accurate approximation to the flux based on the current finite element approximation, u T . In this section, we study two flux recovery procedures. One is referred to as the L 2 recovery studied in [19] for linear finite elements. The other is new and referred to as H(div) recovery.
In both recovery procedures, the flux is approximated using H(div) conforming finite elements. Of the several families of the H(div; Ω) conforming finite element spaces (see, e.g., [16] ), we consider only Raviart-Thomas elements for simplicity and remark on Brezzi-Douglas-Marini elements. Denote the local Raviart-Thomas space of index k on element K ∈ T by
the standard H(div; Ω) conforming Raviart-Thomas space of index k is then defined by
It is well known (see [16] ) that V k has the following approximation property: let k ≥ 0 be an integer, and let l
. With the definition of the flux, the general second-order elliptic boundary value problem in (2.1-2.2) may be rewritten as the first-order system
with boundary conditions
Letū T ∈ U k be the current approximation of the exact solution u ∈ U of (2.1-2.2). Define the bilinear forms
The H(div) recovery procedure is to find σ T ∈ V m such that
Note that we assume f ∈ L 2 (Ω) in the H(div) recovery. Denote the true errors by
and denote the norms induced by the bilinear forms by
which are weighted L 2 and H(div) norms, respectively. 
Proof. Since proofs on (4.8) and (4.9) are similar, we show only the validity of (4.9). For all τ ∈ V m , using both equations in (4.3) gives the error equation
Using (4.10) with τ = τ − σ T and the Cauchy-Schwarz inequality yield
which, combining with the triangle inequality and (2.4), gives
for all τ ∈ V m . Now, the error bound in (4.9) follows from the above inequality and the inequality (ab ≤ .2) indicate that we should use the Raviart-Thomas elements of index k − 1 for approximating σ in (4.6) and (4.7) in order to be accurate up to that of the current finite element approximation. We may also use other families, e.g., Brezzi-Douglas-Marini elements of index k [16] , of H(div; Ω) conforming finite element spaces of appropriate order to approximate the flux in (4.6) and (4.7).
Remark 4.2. The resulting system of linear equations from the L 2 recovery is a mass matrix and, hence, it can be very efficiently solved with several sweeps of the Jacobi iteration or, better, the preconditioned conjugate gradients with the Jacobi preconditioner. Due to the hierarchical structure of the meshes in adaptive finite element method and the availability of the finite element approximations on previous meshes, problem (4.7) can be solved efficiently by a fast H(div)-type full multigrid method on a composite grid. For efficient full multigrid methods, see, e.g., [33, 34] . For fast H(div)-type multigrid methods, see [2, 35, 26, 34] .
Remark 4.3. For the purpose of a posteriori error estimators, problem (4.7) may be approximated roughly. As demonstrated numerically in section 7.2, one iteration of an H(div) V(1,1)-cycle multigrid method is sufficient to produce a reliable and efficient estimator. Estimators based on the localization of problem (4.7) are the subject of a forthcoming paper.
Error estimator. Based on the L
2 recovered flux,σ T , defined in (4.6), we introduce a new a posteriori error estimator:
with β K > 0 depending upon coefficients of the underlying problem. For example, for the interface problem described in section 2, we choose
and for the singularly perturbed reaction-diffusion equation, we choose
Unlike existing recovery-based estimators, including those in [19] , the estimator ζ has an extra term, which is a weighted element residual. This term guarantees reliability of the estimator on coarse meshes, which we believe is necessary for higher-order elements (see Figure 1) . This is because, in general, the element residual is not higher-order compared to the first term. This estimator is comparable to the explicit residual-based estimator (see, e.g., [1, 37] ), but it is more accurate than the latter (see, e.g., Figures 10 and 12 for a singularly perturbed reaction-diffusion test problem). A similar idea, adding two additional terms to the ZZ estimator, was studied in [25] and the resulting estimator is sophisticated.
With the H(div) recovered flux, σ T , defined in (4.7), we introduce two a posteriori error estimators. The first one is defined as follows:
This estimator may be considered as an extension of the recovery-based estimator studied in [19] to both higher-order conforming elements and general scalar elliptic partial differential equations. As shown in [19] , estimators of this type are robust with respect to the diffusion tensor and are possibly asymptotically exact. By adding "element" residuals, we have the second estimator defined by
We show that the estimator η is locally and globally exact on any given mesh with respect to a norm depending upon the underlying problem. Remark 5.1. For diffusion and diffusion-reaction problems, the estimators based on the L 2 recovery, the ζ defined in (5.2) and those developed in [19] , are sufficient. The ξ and η defined in the respective (5.4) and (5.6) are designed for the convectiondiffusion-reaction and the Helmholtz problems, i.e., when b = 0 or b 0 is nonpositive in (2.1). The ξ and η differ in norms measuring the error: the "energy" norm and a stronger norm. When the right-hand side is only in L 2 , then the stronger norm measured by the η is too strong for the underlying problem. Hence, one can either use the ξ, which is not reliable on relatively coarse meshes, or modify the η as follows:
It is easy to show that theη is robust with proper choices of β K in a similar fashion as the proofs for the ζ.
Analysis.
In this section, we establish reliability and efficiency bounds for the estimators ζ and ξ and local and global exactness for the estimator η.
Let U * denote the dual space of U equipped with the dual norm
defines an "energy" norm for v ∈ H 1 D (Ω). We show that (τ , v) 2,Ω also defines a norm on Σ × U in section 6.2.
Theorem 6.1. For any (τ , v) ∈ Σ × U , there exists positive constants C 1 and C 2 such that
Ω . Similar results as those in (6.1) and (6.2) were proved in [12] and [18] , respectively. The upper bounds in (6.1) and (6.2) are direct consequences of the triangle inequality, (2.4), and the fact that
The proof of the lower bound in (6.2) is quite technical in [18] . This can be proved alternatively by first establishing
and then using the standard compactness argument to remove v 2 0,Ω in the above inequality (see [17] ). For the reader's convenience, we provide the proof in section 6.4.
Analysis for estimator ζ.
To establish the local efficiency, we assume that there exist a positive constant C a independent of β K such that
For the choices of β K in section 5, this was proved for the elliptic interface problem in [11] and for the singularly perturbed reaction-diffusion equations in [38] .
Theorem 6.2. Let f T be the L 2 projection of f onto P T . Assume that (6.4) holds. Then the error estimator ζ defined in (5.2) satisfies the local efficiency bound: there exists a positive constant C e such that
and the global efficiency bound: there exists a positive constantĈ e such that
Moreover, both C e andĈ e are independent of the jumps and ε for the interface and singularly perturbed reaction-diffusion problems, respectively. Proof. For any K ∈ T , (2.3) implies there exists a positive constant Λ K such that
for all ξ ∈ d and almost all x ∈K. It then follows from the triangle inequality, (6.4), and the inverse inequality with constant C i that
where C in the above inequality equals one for the interface problems and the singularly perturbed reaction-diffusion equations. Using the first equation in (4.3) and the triangle inequality gives
Now, combining the above two inequalities yields the local efficiency bound in (6.5).
The global efficiency bound in (6.6) is a direct consequence of (6.5) and (4.8).
To establish the global reliability bound, we assume that there exist an e I ∈ U 1 and a positive constant C I independent of β K such that
For both interface problems and singularly perturbed reaction-diffusion equations, (6.7) holds for the choices of β K in section 5 with e I = Ie, where I is a Clément-type interpolation operator (see, e.g., [11, 19, 32, 38] ).
Theorem 6.3. Assume thatū T = u T and that the bilinear form a(·, ·) is coercive, i.e., there exists a positive constant γ such that
If (6.7) holds, then the error estimator ζ defined in (5.2) satisfies the global reliability bound: there exists a positive constant C r such that
Proof. It follows from the coercivity of a(·, ·), the orthogonality property of the finite element approximation, integration by parts, and the Cauchy-Schwarz inequality that for all
Hence, choosing v = e I and using (6.7), we have
which, together with the triangle inequality, yields
Combining the above two inequalities implies (6.8) . This completes the proof of the theorem.
Analysis for estimator ξ.
By the constitutive equation in (4.3), the estimator ξ has the following local representation in terms of the true error (E, e) = (σ − σ T , u −ū T ): 
Proof. It follows from (6.1) and (6.9) with (τ , v) = (E, e) that
For any given v ∈ U , there exists a τ ∈ Σ such that (see [15] )
for fixed t > 2 be the well-known RT 0 interpolation operator (see [16] ), then it satisfies the following approximation and stability properties:
which, together with (6.12), the error equation in (4.10), the Cauchy-Schwarz inequality, and (2.3), yields
Hence,
Combining with (6.11) proves the validity of (6.10) and, hence, the theorem. Let m = k − 1 in (4.7), then the second term in (6.10),
is a higher-order term comparing to the estimator ξ. This can be seen clearly from the triangle inequality and (4.9). Alternatively, this term can be bounded by the so-called oscillation of the element residual and the estimator. To do so, let
and let P k−1 be the L 2 projection operator onto the discontinuous piecewise polynomial space of degree k − 1 with respect to the triangulation T ,
Lemma 6.5. Assume that Λ 0 ≥ 1. Then there exists a positive constant C such that
Proof. There exists a τ ∈ Σ such that (see [15] ) (6.14) ∇ · τ = R in Ω and τ 1,Ω ≤ C R 0,Ω .
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for fixed t > 2 be the well-known RT k−1 interpolation operator (see [16] ), then we have
Now, it follows from the error equation in (4.10), the Cauchy-Schwarz inequality, and (2.3) that
which implies (6.13) and, hence, the lemma. Remark 6.6. The assumption, Λ 0 ≥ 1, in Theorem 6.4 and Lemma 6.5 excludes both convection-and reaction-dominant problems but not the interface problems. For the singularly perturbed reaction-diffusion problems, the estimator ξ would fail when the mesh size is not small enough, more precisely, if
Theorem 6.7. For any element K ∈ T , the estimator ξ satisfies the local efficiency bound
Proof. The local efficiency bound in (6.15) is a simple consequence of the local representation of the estimator ξ in (6.9) and the triangle inequality.
Analysis for estimator η.
By the constitutive and equilibrium equations in (4.3), we have the following local representation of the estimator η:
for any element K ∈ T . Lemma 6.8. The (τ , v) 2, Ω defines a norm in the product space Σ × U , which is equivalent to the norm |||v|||
Proof. With the equivalence in (6.2), it suffices to show that (· , ·) 2, Ω satisfies the triangle inequality. For any (τ i , v i ) ∈ Σ × U (i = 1, 2), let
It follows from the Cauchy-Schwarz inequality that
Taking the square root on both sides of the above inequality proves the triangle inequality and, hence, the lemma. 
respectively.
Proof. Equation (6.17) is a direct consequence of the local representation of the estimator η in (6.16).
Remark 6.11. Obviously, Theorem 6.10 indicates that the estimator η satisfies both the (local) efficiency and (global) reliability bounds with both constants being one.
Remark 6.12. When Xv = v, Remark 6.9 and Theorem 6.10 imply that the estimator η is exact globally with respect to the norm |||v|||
is exact globally with respect to the norm
Here the recovered flux, σ T ∈ V m , in (6.18) is the solution of the following problem (a modification of problem (4.7)):
Proof of the lower bound in (6.2).
Proof. To show the validity of the lower bound in (6.2), we first establish (6.3). For any (τ , v) ∈ Σ × U , it follows from integration by parts, the Cauchy-Schwarz inequality, (2.4), and the Poincaré inequality that
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which, together with the triangle inequality, gives
By the triangle inequality, (2.4), and (6.19), we have
Combining the above three inequalities yields (6.3). With (6.3), we show the validity of the lower bound in (6.2) by the compactness argument. To this end, assume that the lower bound in (6.2) is not true. This implies that there exists a sequence
follows from (6.3) and the triangle inequality that
Next, we show that To this end, for any φ ∈ U , integration by parts and the Cauchy-Schwarz inequality give
which, together with the uniqueness of the variational problem (2.5), implies v = 0. Now, τ = 0 follows from (6.3):
This completes the proof of (6.21) and, hence, the lower bound in (6.2). Remark 6.13. When Xv = b 0 v with b 0 ≥ 0, the compactness argument in the above proof is not needed. That is, (6.2) may be proved in the same fashion as that of (6.3).
Numerical examples.
In this section, we report numerical results on several one-and two-dimensional test problems. Starting with a coarse triangulation T 0 , a sequence of meshes {T k } is generated by using a standard adaptive meshing algorithm that adopts the Dörfler's bulk marking strategy [23] ; i.e., at each refinement step,
are marked for refinement. In two dimensions, marked triangles are refined regularly by dividing each into four congruent triangles. Additionally, irregularly refined triangles are needed in order to make the triangulation admissible.
One-dimensional Poisson equation.
Consider a one-dimensional Poisson equation
For i = 1, 2, denote by
the finite element space of order i, where T is a one-dimensional mesh of (0, 1) with element K = (x k , x k+1 ), and P i (K) is the collection of all polynomials of degree i. Let u i be the finite element approximation; i.e.,
Letσ i ∈ U i and σ i ∈ U i be the L 2 and H(div) recovered fluxes satisfying the equations
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respectively. For two test problems, we will present numerical results for the four estimators
, and
To visually illustrate that h(σ i − f ) 0,I is a higher-order term, we introduce
The relative error estimator is calculated as the ratio of the estimator and u i 0,I . The first test problem is (7.1) with the right-hand side function f = 30x 4 − 20x   3 and the exact solution u = x 5 (1−x). The initial mesh is a uniform grid with the mesh size 0.1. For the estimator χ 2 , adaptive calculation is stopped after 10 refinements because local mesh refinements do not improve the accuracy of the approximation (see Figure 1) , which indicates the failure of the estimator χ 2 on coarse meshes. For the estimator ξ 2 , the stopping criterion is that the relative error is less than 10 −4 . Figure 2 shows that the recovery-based estimator ξ 2 is very accurate and that the term h(σ i − f ) 0,I is higher-order. Moreover, the slope of the log(dof)-log(relative error) for both ξ 2 and 2 is −2, which implies the optimal decay of the error with respect to the number of unknowns. This test problem provides an example showing that a straightforward extension of recovery-based estimators to the quadratic element fails on coarse meshes. The second test problem is (7.1) with the right-hand side function f = μ sin (2 m πx), where m is a fixed integer and μ is an arbitrary constant. The exact solution of this problem is
which is oscillatory. The problem was constructed by Ainsworth and Oden in [1] in order to show that existing recovery-based estimators could be unreliable on coarse meshes. More specifically, consider a uniform mesh of (0, 1) with element nodes located at the points
When m ≥ n, it is easy to see that the error estimator χ 1 defined above and any recovery-based estimators solely based on u 1 is zero, but the true error is proportional to |μ| and could be arbitrarily large. (For more details, see page 83 of [1] .) When m > n, a simple calculation shows that (f, τ ) = 0 for all τ ∈ U 1 . This implies that σ 1 is identical zero and, hence, the estimator ξ 1 is also unreliable on coarse meshes.
On the other hand, for the test problem with μ = 1, m = 5 and n = 1, Figure 3 clearly shows that the estimator η 1 is reliable on coarse meshes even though the true error does not decrease until the mesh is fine enough. It also shows that η 1 is accurate with respect to the norm
Moreover, when meshes are fine enough, the slope of the log(dof)-log(relative error) is −1, which indicates the optimal (quadratic) decay of the error with respect to the number of unknowns. Here, we do not present numerical results of the estimator ζ 1 that should also be reliable on coarse meshes but is less accurate than η 1 . 7.2. Two-dimensional interface problem. This subsection presents two sets of numerical results for a benchmark interface problem with intersecting interfaces [30] . Let Ω = (−1, 1)
, then the exact solution of (2.7) in the polar coordinates at the origin is u(r, θ) = r β μ(θ), where μ(θ) is a given smooth function of θ. For β = 0.5 and 0.25, R ≈ 5.8 and 25.3, respectively. For this test problem including β = 0.1, numerical results on various error estimators were reported in [19] for the conforming linear element and in [20] for the mixed and nonconforming elements of the lowest order. In particular, the recovery estimators in [19] based on the L 2 recovery are robust, accurate, and computationally efficient. The purpose of the first test problem with β = 0.5 is to show that the estimators ξ and η, defined respectively in (5.4) and (5.6), work well for quadratic elements.
To visually illustrate that h(∇ · σ T − f ) 2 0, Ω is a higher-order term, we also introduce
Meshes generated by ξ and η are similar, and the mesh generated by ξ is depicted in Figure 4 . As expected, refinements are centered around the origin. The estimator ξ, the quantity , and the relative error A 1/2 ∇e 0,Ω / A 1/2 ∇u 0,Ω as functions of the number of unknowns are drawn in Figure 5 . The effectivity index for ξ is about 1.35. As shown in Theorem 6.6, the estimator η is exact with respect to the norm Figure 6 , we illustrate the estima- The second set of numerical results is for β = 0.25 and for linear element. The vertex bisection is used for generating adaptive meshes. The purpose here is to show numerically that the H(div) recovery defined in (4.7) may be computed very efficiently by multigrid methods, and that the one step multigrid iteration on problem (4.7) is sufficient to generate a robust and accurate estimator.
A V (1, 1)-cycle multigrid (MG) method developed in [35, 26] is employed for numerically solving problem (4.7) on adaptive meshes. (For a detailed matrix presentation of the algorithm and a recent review, see Algorithm F.1.1 in [34] and [40] , respectively.) The smoothing consists of one Gauss-Seidel (GS) iteration of the underlying H(div) system and one GS iteration of a curl-curl system related to the null space of the divergence operator. On each level, the smoothing is only performed on the new unknowns and their neighbors. Hence, the cost of one smoothing step is of O(N ) with a relatively small constant, where N is the number of unknowns on the finest mesh.
For an initial guess, it is natural to use prolongation of the solution at the previous adaptive step. The stopping criterion is that the ratio of the 2 norms of the current and initial residuals is less than 0.001. The number of MG iterations versus the number of unknowns (edges) is depicted in Figure 7 , and it shows that the number of MG iterations is constant once the underlying discretization is relatively large enough (several hundred unknowns). This is different from the observation of section 6.3 in [22] .
The mesh generated by the ξ and the ξ versus the true error as functions of the number of nodes is depicted in Figures 8 and 9 , respectively. The decay of the error is optimal and the effectivity constant is 1.4. The estimator ξ using a direct solver for problem (4.7) is also tested and its performance is similar to that using the MG solver, and, hence, not reported here. Finally, the estimator ξ using one MG iteration is tested and, again, its performance (see Figures 10 and 11) is very similar to that using the MG solver. Note that the computational cost in this case is comparable to explicit error estimators. 7.3. Singularly perturbed reaction-diffusion problem. In this section, we report numerical results on one-and two-dimensional singularly perturbed reactiondiffusion problems in (2.8) . A robust explicit residual-based estimator for this problem was studied by Verfürth in [38] (see also [27] ) and defined as This problem has an exact solution u = e −x/ √ ε + x(1 − x). Using linear element, Θ = 0.7 in the Dörfler marking, and the stopping criterion when the error is less than 10 −4 , a numerical solution on the finest mesh generated by ζ, is depicted in Figure 12 . In Figure 13 , we plot the estimators ζ and η V defined in (5.2) and (7.2), respectively, and the true error on the adaptive meshes generated by ζ. It is clear that ζ is more accurate than η V . This problem exhibits an interior layer along the circle of radius 1/2 centered at the origin. The coarsest triangulation is obtained by first partitioning the domain Ω into 4 squares with sides of length 1 and then dividing each square into two triangles by connecting the top-left and right-bottom corners of the square. Using linear element, Θ = 0.5 in the Dörfler marking, and the stopping criterion when the error is less than 10 −4 , the finest mesh generated by ζ is depicted in Figure 14 , and the estimators ζ and η V and the true error in the energy norm is reported in Figure 15 . (Meshes generated by η are similar to those by ζ.) Again, it is clear that the ζ is more accurate than the η V and that the mesh generated by ζ is optimal. Finally, the effectivity index ζ/|||e||| is about 2.3.
