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On a bounded domain 52 c RN we consider the Dirichlet Problem 
(El 
where A(u) := xr= i (- 1) Dj Ai(x, U, D(u)) defines a pseudomonotone 
operator from a Sobolev space HkP(S2) into its dual space and the pertur- 
bation G(u) =g(x, U, D(U)) satisfies a growth condition 
for some continuous function h: IR + + R! +. The exponent p is called critical 
because it is the same number as the exponent of the Sololev space HkP(IR) 
in which A(u) defines a pseudomonotone operator. For this reason the now 
standard theory of pseudomonotone operators is not applicable if 
1 <p < N (cf. [3]). The standard approximating schemes produce 
functions U, for which g(x, u,, D(u,)) is bounded only in the non-reflexive 
space L’(Q). This bound does not provide enough compactness properties 
needed to employ the monotonicity of A(u), which is the standard way to 
show that U, converges to a weak solution. 
Consequently most existence results for problems with critical growth 
exponents are obtained by proving some a priori regularity of solutions of 
problem (E). 
If for instance the coefficient functions A, and the perturbation g are 
smooth enough to admit C”-estimates for the gradient D(u), then the 
existence of solutions can be shown by the classical Schauder fixed-point 
theory (cf., e.g., [6, 71). 
Recently, Boccardo, Murat, and Puel utilized a different kind of a priori 
regularity. In [2] they considered the situation where some special, 
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bounded subsolutions and supersolutions are known to exist. They estab- 
lished uniform bounds for the gradient of an approximating sequence in 
Ly(o), for some q >p and any o c R. As they pointed out this is enough 
to overcome the lack of compactness described above. In [l] they showed 
that similar bounds can be derived in a situation where p = 2 and the 
coefficient functions are of the special kind 
j=l 
Contrary to [2], however, they do not need an La-bound. 
The purpose of this note is to present an approach which does not 
invoke any kind of a priori regularity of the solutions except, of course, the 
usual bound in HkP(Q). This enables us to establish the existence of weak 
solutions under some very natural assumptions on A(u) and G(U) without 
the restrictions of [ 1,2] described above. We use a truncation method and 
we verify the needed compactness of the approximating sequence U, by an 
analysis of the sets on which the gradient of U, becomes big (cf. Proposi- 
tion 6 below). 
In this note we are only dealing with the case of one elliptic equation. 
We refer the reader to [S] for a comprehensive discussion of existence 
results available for elliptic systems with critical growth exponents. 
1. ASSUMPTIONS AND MAIN RESULT 
In order to simplify the statements and the calculations below, we intro- 
duce the following notations: 
For a measurable subset s”i c Q we write 
and 
(A(u), ~)a :=S, igl Ai(x, ~7 D(U)) Di(u) dx (1.1) 
(G(u)> oh := jfi Ax, u, Wu)) u dx, (1.2) 
where D,(u) is the partial derivative of U(X) = u(x,, . . . . x,,,) with respect to 
xi and D(U) is the gradient of U. We omit the index d in (1.1) and (1.2) in 
case d = Sz. 
As usual H,$P(Q) is the completion of C,“(Q) with respect to the norm 
11~11 l,p = ( s, lulp +: Pi(u)I p dx)“‘. i=l 
Next we have to specify our notion of a weak solution: 
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DEFINITION. A function u E HkP(Q) is called a weak solution of (E) 
provided 
6) g(x, u, D(u)) E L’(Q), 
(ii) for all 4 E H;“(Q) n Lic(sZ) we have 
(A(u), 4) + (G(u), 4) =.f(O). (1.3) 
In order for Eq. (1.3) to make sense we have to know that for the 
solution UEH$~(O) the coefficients functions Ai(x, u, D(u)) are in 
Lp’; p’ = p/( p - 1). However, because of the following conditions, which we 
have to impose on these coefficients functions, Ai(x, u, D(u)) E Lp’ holds for 
all functions u E H$ p(Q). These conditions are: 
(A,) Ai(x, ‘I, [) satisfies the Carathtodory condition; i.e., A, is 
continuous in (q, [) for fixed x a.e. in Q and A, is measurable in x for fixed 
(rl,i)ERXRN. 
(A,) ICE”=, (Ai(~,~,i)-Ai(x,rl,j’))(ii-iI)>O, ifi#i’, i, i’eR”‘. 
(A,) 1,4,(x, Q[)( 6K,(IIIP-’ + [~1~)+2, for some function AI E Lp’ 
and a number q such that O<q<N(p- l)/(N-p). 
(A4) Cj!= I Ai(x, q, [) ii> v, l[jp- 2, for some positive number v, and 
some function E,, in L’(Q). 
Conditions (Ai)- are sometimes called Leray-Lions conditions. They 
prove that the mapping from Hip(Q) into its dual space (H$P(Q))* 
defined by u + (A(u), .) is a bounded mapping of monotone type. For the 
perturbation g we assume 
(G ,) g(x, 9, i) satisfies the Carathtodory condition. 
(G,) g(x, ye, [) q > -v2 I[[“- 1, for some function ~~~ L’(Q) and 
o<v,<v,. 
(G3) Ig(x, q, [)I <h(lr~))(l,(x) + l[lp) where h is a non-decreasing 
function and &E L’(0). 
The conditions for the perturbation g are weaker than those known to 
provide an a priori bound in L”(Q) on a weak solution of (E) (cf., e.g., 
[S, Chap. 41). Nevertheless we do not need any growth restriction for the 
function h in condition (G,) in order to prove the following existence 
result. 
THEOREM. For eoery f~ (H$p((S))* there is a weak solution u of (E) 
provided the coefficient functions Ai and the perturbation g are subject to 
hypotheses (A,), (Ad, (Ad, (AA and (G,), (GA (GA rwectively. 
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The proof of the theorem is organized as follow. In Section 2, we con- 
sider weak solutions of an auxiliary equation obtained by truncating g on 
levels n. For a subsequence of weak solutions u,, yielded by this procedure 
we show in Section 3 that the gradients of these solutions converge, a.e. in 
0. This enables us to prove in Setion 4 that a limit function of such a 
subsequence is a weak solution of (E). 
2. WEAK SOLUTION OF THE AUXILARY PROBLEM 
In order to establish the auxiliary equation we define a truncated pertur- 
bation g, by 
I 
n if&, 4 5) 2 n, 
&Ax, rl, c-1 := d-T % 0 if I& 6 511 G 4 
-n if g(x, rl, i) < -n. 
Considering now the auxiliary problem 
- f  Di A Ax, 4 D(u)) + gntx9 4 D(u)) =f in !J, 
i= 1 
UIXJ=O, 
WE) 
we note that there is a weak solution u, of the perturbed elliptic equation. 
This is true because h, defines a compact mapping from 
f@‘(Q) to (HkP(0))* by U+ (G,(u), .) 
with 
(G,(u), -) := j/,(x, u, Wu)).& 
and because the mapping u + (A(u), . ) is a bounded, coercive mapping of 
monotone type. We have 
(A(u,h u) + (Gn(uA u) =f(u) (2.1) 
for all u E HkP(Q). 
In sections 3 and 4 we shall need the fact that the set of test functions 
for (2.1) is all of Hip(Q) and not only a finite dimensional subspace. 
To obtain some estimates for the weak solution of (2.1) we note that 
Ig,b, v, 01 G I&, vl, 01 and sign k,(x, v, 0) = sknkk v, C)), implying 
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that g, is subject to the conditions (G,), (G,), (G3) uniformly in n. Choos- 
ing u, as a test function in (2.1) we derive the estimate 
II% II I,p G c (2.2) 
with the aid of hypotheses (A4) and (G2); again by (A4) and (G,) we 
conclude 
I(A(&J, %)I GC, (2.3) 
and 
I(G,(u,), u,)l d C. (2.4) 
So we may select a subsequence of U, with the properties (choosing 
subsequences we often do not change the indices) 
u, - u 
u, + u 
in HkP(Q), (2.5) 
a.e. in Q, (2.6) 
where u is some function in Hi”(Q) and “ -” denotes the weak 
convergence in a Banach space. Considering (A(u,), .) as a functional on 
f@‘(Q) we have 
(A(%), .I -n 
for some .4 in (H$P(Q))*. 
In Section 3 we shall prove that 
44) = (A(u), 4) for all 4 E Hkp(s2); 
(2.7) 
(23) 
furthermore, we obtain g(x, U, D(U)) in L’(Q) and 
(‘Au), 4) =f(d) - (A(u), i)> (2.9) 
for all 4 E C,“(Q) in Section 4. This proves our theorem, since we are able 
to approximate every function 4~ H’,P(Q)n L”(Q) by an appropriate 
sequence in C,“(Q). 
We finish the second section verifying the following proposition. 
PROPOSITION 1. g,(x, u,, D(u,)) is a bounded sequence in L’(Q). 
Proof. Let Jz,,. be a subset of Q defined by sZ,,,:= (~~52; Iu,I <I}; 
then by (G,) and (G3) for I> 1 we have 
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s Ignk u,, D(u,))l dx 0 
< s Ig,(x, u,, D(d)1 dx + J,,, Ig,k un, Wu,J)l b, I dx Q/.n .n 
Q MU II& II LI + lb, II;.,) + (Gn(u,J, 4 + 2 P(dp + I& I dx 1 . 
3. POINTWISE CONVERGENCE OF THE GRADIENT OF u, 
The pointwise convergence a.e. of D(u,) in 52 is due to the following 
lemma which is a result obtained by Frehse (cf. [4]). 
LEMMA. Let ,4(u) satisfy (A,), (A*), and (A,) and let f~ (HkP(B))*. 
Suppose that u, is a bounded sequence in HkP(Q) and suppose that 
IM%J, $116 K IIG4IP(n) + If( for all 4~ HiP(SZ)n L”(Q) (3.1) 
holds uniformly in n. Then there is a subsequence u, such that D(u,) converge 
a.e. in S2. 
Because of Proposition 1, condition (A,), and estimate (2.2) we can 
apply this lemma and obtain the pointwise convergence of D(u,). The 
pointwise convergence of D(u,,) implies Ai(x, u,, D(u,)) - Ai(x, u, D(u)) in 
L”‘(Q) and therefore we have shown (A(u), .) = A. 
Frehse [4] proved the result using some sophisticated estimates of the 
p-capacity of the set of non-convergence of u,. Here we present a more 
direct proof, avoiding these difficult estimates. 
Proof of the lemma. To begin with we recall the following fact (cf. 
[8, Lemma 61). Let Ai satisfies (A,), (A,) for i= 1, . . . . N and let q,+-‘,j 
in R, rk + < in RN. Then any sequence [k converges to 1; in RN provided 
iil (Ai(Xv uk, ikJmAi( XT qk, ~kk))(~k,i-~k,i)~O fork-co. 
Mind that this fact holds without knowing a priori that <k is a bounded 
sequence in RN. In order to prove the lemma we have to show that 
ji, CAi( XY Unv D(un))-Ai(x, Un, D(u))l(Di(Un)-D,(U)) * 0 (3.2) 
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a.e. in Q at least for a subsequence. To this end we choose a subsequence 
u,+,) such that the set 
co,= XEQ It4 
i 
k(?&) - u(x)1 3 f] 
is of measure less than l/2”, which is possible because of Egorov’s theorem. 
We define 4, = (u,+,) - ~)r”~l using the notation 
.f%) = ;tx, 
I 
if f(x)> ic, 
if If(x)1 G K, 
-K if f(x) < -K. 
Then we have D(C$,) - 0 in Hip(Q), D(+4,) = 0 in o, and 4” -+ 0 in L”(Q), 
yielding 
N lim (4~~~~))~ 4,) = 0 and lim 
n’m SC n-rm a,=, 
A AX, U&(n), D(u)) Di(4n) dx = O. 
The first equality holds because of the assumption (3.1) of the lemma and 
the second one is true since we know that 
[Ai(X, 24kcn), D(U)) - Ai(X, u, D(u))] XR,co, converges to zero in P’(Q), 
where xRio. denotes the characteristic function of the set Q\o,. We 
conclude that 
n-se R ;r, CAitX3 Uk(n)9 D(Uk(n)))-Ai(X9 Uk(n), D(u))l Di(4rz)dx=o. lim SC 
By hypothesis (A,) the integrand of the left-hand side is non-negative a.e. 
in SC?. Hence at least for a subsequence we may assume that the integrand 
converges to zero a.e. in Q. Denoting the index of this subsequence by n 
again we consider a point 
There is a number I, such that x0 +! U,“=,, o,,, implying 
,il [Ai(XO, Uk(n), D(Uk(n))) -Ai(xO, Uk(n), D(u))1 oi(#n) 
= i$ CAitxO, Uk(n), D(Uk(n))) - AAXOF Uk(n), D(U))l(Di(Uk(n)) - Di(u)) 
for k(n) 2 I,. 
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This proves the desired pointwise convergence of (3.2) for 
Since 1 fi y= r uF=, w, 1 = 0 by the definition of the sets o,, we have shown 
the lemma. 
4. THE STRONG CONVERGENCE OF u, IN Hip(Q) 
Because of Sections 2 and 3 we know of the existence of a sequence U, 
of solutions of the auxiliary equation (AE) converging weakly in iYiP 
such that its gradients are converging a.e. in Q. Because of hypothesis (A4) 
we gain the strong convergence of U, in Hip(Q) provided we are able to 
verify that 
5 Ai(x, un, D(“n)) Di(“n) converges in L’(Q). (4.1) 
i=l 
The strong convergence of a,, in ZYI,$~(B), however, yields that 
g,(x, u,, D(u,)) converges to g(x, u, D(U)) in L’(Q) because of the follow- 
ing proposition. For later use we consider a more general situation there. 
PROPOSITION 2. Let (0,) be a sequence of subsets of 52 such that x0, 
converges to x, in L’(Q). Suppose that 
X0. 5 Ai(x7 unY D(“n)) Di(“n) converges in L’(4). (4.2) 
i=l 
Then xo,g,(x, u,, D(u,)) converges to xog(x, u, D(u)) in L’(Q). 
Proof: To check Proposition 2 it is enough to show that 
IL&(X> un9 a%z))l is equi-integrable. With the aid of (A4) we deduce 
from (4.2) that xw. ID(u is equi-integrable. Now for given E > 0 we 
choose k > 0 such that 
On the other hand, because of (G,) we have the equi-integrability of 
Ixco. tL(x, un ck3 D(u ))I. Thus we are able to find a number 6 > 0 such that 
for every set a cd with ldl c 6 we have 
I 
E 
n IL. G,(x, dk’, Wu,)) I dx <--. 2 
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With Q,, n := {x E Q; lu,(x)l > k} we estimate 
5 a 
IL. g,(x, urz, Wu,))l dx 
$+l 
s 2 k ano,,n 
xw.lgn(x, u,, Nun))1 Iu,I dx 
~~+~[(G(~.),~.)+~(v~I,ID(u.)I”~~+~~ + l&l dx )I <e. 
This ends the proof of Proposition 2. 
Now we are left with the task of showing the L’(Q)-convergence of 
;il A&G 4, W&J) D,(k). 
By (A4) this means verifying the inequality 
lim sup (A(%), u,) 6 (A(u), U) n-cc (4.3) 
or by (2.8) 
lim sup (A(u,), U, - 24) d 0. 
n-cc (4.4) 
Furthermore, since we have that uCK1 + U, for K + co, in HkP(Q) it is 
sufficient to show 
limsup(A(u ) 24 n, n --z~~“~)=o (1) L 9 (4.5) 
n-m 
where the Landau symbol o,( 1) stands for some sequence of numbers E, 
converging to zero for K + co. 
The following propositions now simplify the problem even further. 
h0P0sITI0~ 3. 
lim sup (A(u,, u?))) = o,(l), 
n+m 
(4.6) 
using the notation 
/ 
f(X)-K if fb)'K 
f'"'(x)= f(x)+ K if f(x)< -K. 
0 otherwise. 
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Proof. We have that supn6 N { Isupp(ur))l } = 0,. 1) and U(~) + 0 in 
Hip(Q). Because of (A4) and (G,) we obtain from the auxiliary equation 
o,( 1) + vr lim sup 
“+a, 
< lim sup (A ( u,), 24:‘) <f( u(~)) + o,( 1) 
n-m 
+ v2 lim sup I ID(u(“))jp dx. n n-cc Q 
Since v2 < vr this first proves lim sup,, oo jn ID(ur))lp dx = o,(l) and then 
(4.6) as stated. 
Because of the obvious equation (A(u), 4) = (A(u), $‘k’) + (A(u), $[“I) 
for any two functions, U, 4 E H’T~(Q), it remains to verify 
lim (A(u,), uLK1) = (A(u), uCK1) (4.7) n-i’x 
in order to obtain (4.3k(4.5), thereby establishing the proof of the 
theorem. 
Since we have 
(44J, u,‘) = MkJ, max(u,+, u+ )) + (A(u,), min(u,+, u+ )) - (A(u,), u+), 
Eq. (4.7) is a consequence of the following two propositions. 
PROPOSITION 4. lim n+ ,(4u,), max(u,‘, u’)) = Mu), u+) and 
lim n+ ,Mu,), min(u;, u- )I = M(u), u- ). 
PROPOSITION 5. lim,, ,(A(u,), min((ULK1)+, (ucK1)+)) = (A(u), (ucK1)+) 
and lim(A(u,), max((@I)), (ucK1)-)) = (A(u), (uCkl)-). 
Proof of Proposition 4. Let a > 0 be a number such that (1 - a) v1 > v2. 
Defining the sets 
N 
52 n, a C Ai(X, U,, D(U,)) Di(“,) 
i=l 
> a ,$ A Ax, unD(un)) Di(u) 
l-1 II 
and 
n n, + := {xEa;u,+(X)>U+(X)}, 
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we note that la,./ -+ 0, for n + co, by Egorov’s theorem and we note that 
x(~\~,,) CL r A;(x, u,, D(u,)) .Di(u,) converges in L’(Q). With the aid of 
Proposition 2 we calculate 
G o,(l) + (A(%J, kJf&+ “R,,, - dA(%)T %l)c2,.+ na,., 
<~,(l)+(A(u,),max(u,+,u+)-u+) 
= on( 1) +f(max(u,’ , u’)-u’)-(G,(u,),max(u,+, u+)-u+) 
do,(l)+ J -g,(x, u,,, D(u,))(max(u,’ , U+ 1 -u+) dx Rn, + \% 
+ v2 s I~(~# dx. Q”, + nQ”,, 
The second term on the right-hand side is less than o,(l), because the 
integrand converges to zero a.e. and the integrand can be estimated from 
above by v2(D(u,)Ip+ l&l which is equi-integrable on Sz,,. +\Q,, ~. There- 
fore we conclude first that 
and then that (A(u,), max(u,f, u + ) - u + ) = o,( 1 ), verifying the first equa- 
tion of Proposition 4. The second one is established in the same manner. 
The main step of the proof of the theorem, however, is the proof of 
Proposition 5. To accomplish that we have to introduce some further 
notations. First we choose a number E > 0 such that 
(4.8) 
and 
wlE=i‘l for some m E N. (4.9 1 
Then we define the sets 52: and functions & respectively by 
52; := {x E Q; u,‘(x) < zP1(x)} 
respectively 
c$: := maxi z41kE1, u,’ }. 
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The following properties of these sets and functions are immediate conse- 
quences of the definitions: 
supp(a,+ -4i,=fx, 
-k&<(U,+ +)<o, (4.10) 
8 2 II (u,’ - 43 Xf$\&‘, II .4Q). 
Furthermore we have the following fact, as a consequence of Propositions 
2 and 4. 
The sequence of functions g,(x, u,, D(u,)) x0, is equi-integrable where 
d,:= {~~Q;u,(x)~~+(x) or u,(x)<u-(x)}. 
Now the main step in the proof of the first equation of Proposition 5 is 
to verify the following statement. 
PROPOSITION 6. 
lim sup 
n - a, I 4 n Q”,M 
~D(u,+)~pdx=o~(l) forallk~ (1, . . . . m), (4.11) 
where FS,,~ := (xd2: p(u:)Ip>M}. 
Now, because of IQ, ,J = oM( 1) uniformly in n, we have 
lim Mu,), (~~“~)+)~~~.,~=O.dl) (4.12) 
n+cc 
and 
Jit (A(u,), min((uL”)+, (uC”1)+)-(uCK3)+))~\~.,M=0. (4.13) 
Obviously the equalities (4.11~(4.13) yield the first equation of Proposi- 
tion 5, since 
min((ukK1)+, (ucK1)+)-(ucyl)+)=O on Q\Qr . 
The second equation is shown in the same manner, hence, in order to 
complete the proof of the theorem we have to verify Proposition 6, which 
we shall achieve by an induction over k, 1 <k <m. 
To begin with, we note some further consequences of the above 
definitions of a;. We have for all k, 1 < k < m 
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lim (G,(u,,), u,’ - &~Q;\Q,, = 0. (4.16) n-00 
To check Eq. (4.16) note that g,(x, u,,, D(U,)) ~~~;,(~.,~~h,)) is an equi- 
integrable sequence of functions because of assumption (G3). 
In the following calculations we shall utilize the notations 
l-2; := {x&2; u,>O}, l-J::= {xEQ;Un=O}, 
Q, := {xESZ;U,<O) and Q,, k, M := Qf: n Q,, M. 
With the aid of (4.10), (4.14)-(4.16), and the hypotheses for A(u) and G(u) 
we calculate for k = 1 
lim sup 
“-CC s Q”,I.M A n,+ 
IWuJlp dx < i lim sup Mu,), 24,’ )R,,,,M + oM( 1) 
*-cc 
= h lim sup (A(u,), u,’ -4LJ+%fw 
n+cc 
=hlimsup(-(G,(u.),uC-B&)+OM(l) 
n-m 
=~M(l)+$imsu~(-(GS%)+,t -4fi)Rn,,.MnQ;) 
n-m 
+ h liy+szp ( - (G,(u,), u,’ - $a2”,,,,nf2$ 
+ $liy+szp ( - (G,(u,), u,’ - h2”,,,, n n, 1. 
The second term on the right-hand side is less than 
t lim sup 1 IWuJlp dx. 
“-CC Q”.l.M n n.’ 
The third one equals 0 and so does the fourth one, since (Szi n Q; ) c fi,. 
Altogether we have shown 
s ID(u,+ )I” dx < o,(l) Q”.l,M 
and therefore verified Eq. (4.11) for k = 1. Assuming that Eq. (4.11) holds 
for j less than k we obtain by a similar calculation 
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lim sup 
s ID(u,Y dx n-m %,k,M n 0: 
The second term on the right-hand side equals o,,,( 1) by the hypotheses of 
induction and assumption (G,). Since 
Il(U,’ -49X %,k.M\~n,k-1.M II <E Lrn(n) ’ ’ 
we estimate the third term on the right hand side by 
1 
2 
ID(u,+) Ip dx. 
This establishes the proof of Eq. (4.11), and by that the proof of the 
theorem. 
We finish the note with the following 
Remark. Despite the fact that we do not know whether the solution u 
is in the space of the test functions, because we do not know whether or 
not u is bounded, it is possible to test Eq. (1.3) with the solution U. To 
verify this, one only has to show that 
!+mm (G(u), ucK1) = (G(u), ~1, 
which is an immediate consequence of hypothesis (G2) and B. Levi’s 
theorem. 
Addendum. After this note was finished for publication, the author 
learned about the work of T. Del Vecchio [9] in which a related existence 
result is obtained by an entirely different method. 
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