I. Introduction
Due to the fact that systems of nonlinear equations arise frequently in science and engineering they have attracted researcher's interest. For example, nonlinear systems of equations, after the necessary processing step of implicit discretization, are solved by finding the solutions of systems of equations. We consider here the problem of finding a real zero, x*= (x* 1 , x* 2 …….; x* n )
T , of a system of non linear equations f 1 (x 1 , x 2 , ...…….., x n ) = 0; f 2 (x 1 , x 2 , ...…….., x n ) = 0; ::::::::::::::::::::::::::::::::::::::; ::::::::::::::::::::::::::::::::::::::; f n (x 1 , x 2 , ……….., x n ) = 0; This system can referred in vector form by F(X) = 0 (1.1) Where F = (f 1 , f 2 , ………, f n ) T and X = (x 1 , x 2 ,.……..,x n )
Let the mapping F: D R n →R n assumed to satisfy the assumptions (I.1). F(X) is continuously differentiable in an open neighborhood D of X*. There exists a solution vector X* of (1.1) in D such that F(X*) = 0 and F'(X*) ≠ 0. Then the standard method for finding the solution to equation (1.1) is the classical Newton's method [2] [3] [4] [5] given by
II. Construction Of Novel Techniqes Without Memory
Case I: New optimal families of Jarratt's method. The well-known Schroder's method [9] for multiple zero and Halley's method [6] for simple zero, are given by (II.1) and (II. 2) respectively. We now intend to develop new optimal families of Jarratt's method the having the quadratic scaling factor of function in the correction factor. For this, we take the arithmetic mean of (II.1) and (II. This method has quadratic convergence and satisfies the following error equation en+1 = -(c2 2 /2 ) e 2 n + ¼ ((6c2 2 + (9a -10) c3) e 3 n + O(e 4 n) Again according to the Kung-Traub conjecture [7] , the above method (II.6) is not an optimal method because it has second-order convergence and requires three evaluations of function per full iteration. Therefore, to built our optimal families of Jarrat's method, we take five free disposable parameters. Therefore, we consider { (II.7) Where a1, a2, a3, a4, a5 are disposable parameters such that the order of convergence reaches at the optimal level four without using any more functional evaluations. [10] Indicates that under what choice on the disposable parameters in (II.7), the order of convergence will reach at the optimal level four.
Now extend this idea for system of equations, we have
III. Covnergence Analyses
We shall present the mathematical proof for the order of convergence of formula (II.10 ). Lemma 1: Let D⊆ R n →R n be P-times Frechet differentiable in a convex set D⊆ R n then for any X, H R n , the following expression holds: 5 or a 4 ≠ -3a 5 . 
). (III.9) From (III.5)-(III.8) and (III.9), we obtain 
IV. Numerical Results
In this section, we shall check the performance of the present formula JSB1(III:15) , JSB2(III.16)and JSB3(III:17) the comparison is carried out with Newton's method and with HM and CM [8] . A mat lab program has been written to implement these methods. We use the following stopping criteria for computer programs: 1. = e -10 .
|F(X n )|<
For every method, we analyze the number of iterations needed to converge to the required solution. The numerical results are reported in the Table 1 . We consider the following problems for a system of nonlinear equations. Problem 
