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Paths of Unimodular Vectors 
EDWARD K. HINSON 
It is well known (e.g., [8, 1.4.81) that the orbits of the left-multiplication 
action of GL(n, R), where R is a commutative ring with identity, on the set 
of unimodular columns in R” are in one-to-one correspondence with the 
isomorphism classes of rank n - I stably free R-modules of type I. Thus the 
set of unimodular vectors provides a natural setting for many questions 
concerning projective modules. The most outstanding problem of this type 
is the Bass Quillen Conjecture, which asserts that all finitely generated 
projective modules over RCA’,, . . . . A’,], k 2 I, where R is a regular com- 
mutative ring of finite Krull dimension, should be free. Indeed, by Serre’s 
Theorem and the above correspondence the conjecture reduces to the ques- 
tion of transitivity of the general linear group action on the unimodular 
vector set. Likewise, actions of subgroups of GL(n, R) have come under 
study; in particular, the orbit set of the elementary matrix group’s action 
on unimodular vectors has topological and K-theoretic interpretations, and 
itself sometimes possesses a group or module structure. In this direction, 
W. van der Kallen [6, 71 and L. Vaserstein [ 133, among others, have 
recently examined various operations and algebraic structures on the 
elementary orbit sets. 
This paper introduces a somewhat different point of view on the set of 
unimodular vectors in R”, II 3 2, by examining the graph structure which 
results from equipping the vector set with the following edges: two vectors 
are joined by an edge if and only if their inner product is 1. We deal here 
with the basic graph-theoretic questions which arise and explore their con- 
nections with various properties of the underlying ring. Elsewhere we give 
applications to Vaserstein’s power operation on elementary orbits [3] and 
to the word length problem in the elementary matrix group [4]. Except for 
the omission of proofs of cited results this paper is self-contained. In fact, 
in Sections 1 and 2 several results which are either familiar or predictable 
are included with proof so that they may be exhibited in a “path-theoretic” 
context. 
In Section 1 WC introduce the notion of a path of unimodular vectors 
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and observe some basic consequences. Results of A. Suslin and M. Roitman 
are used in obtaining a relationship between the path components and the 
elementary orbits of the unimodular vector set. Section 2 examines the 
structure of path components, relating their graph-theoretic size to the 
arithmetic of the ring; here we prove a comparison result for sizes of com- 
ponents of completable vectors. Section 3 begins with a brief look at the 
effect of Bass’ stable range condition on path component properties. In 
light of Vaserstein’s observation [ 121 that the stable rank of a ring remains 
invariant when one divides out the Jacobson radical, we look at path com- 
ponent behavior under such reductions. The section ends with a proof that 
a ring is Boolean if and only if its graph-theoretic diameter is 2 (i.e., as 
small as possible). In Section 4 we relate path component structure to the 
word length problem in the elementary matrices, drawing a comparison 
between the word length of a matrix and the path-theoretic “norms” of the 
columns and rows of the matrix; the section ends with some conjectures 
and questions. 
Before proceeding, we fix notation and recall basic facts and definitions 
used in the sequel. Unless otherwise noted, R will denote a commutative 
ring with 1 and J(R) its Jacobson radical, the intersection of its maximal 
ideals. R* is the group of multiplicatively invertible elements of R. An n x n 
matrix with entries from R is invertible if and only if its determinant is in 
R*; the set of such matrices is the general linear group GL(n, R). The 
special linear group SL(n, R) is the subgroup of GL(n, R) consisting of 
determinant 1 matrices. An elementary generator co(r), i #j, is the matrix 
which differs from the n x n identity matrix I, only in having r E R as its ith 
row, jth column entry. The elementary group E(n, R) is the subgroup of 
SL(n, R) generated by the set of elementary generators co(r), r E R, 
I ,< i, j< n, i #j. Suslin [ 11, Corollary 1.41 has proved that, for n 3 3, 
E(n, R) is a normal subgroup of GL(n, R). The transpose of the matrix A 
is denoted AT. A vector (a,, . . . . a,,) is unimodular if the ideal generated by 
its components a,, . . . . a,, is R itself. A unimodular vector is completable if 
it occurs as a column of some matrix in the appropriate GL(n, R); such a 
matrix completes the vector when that vector is its first column. We denote 
the set of unimodular vectors in R” and its subset of completable vectors 
by Um(n, R) and Umc(n, R), respectively. In this paper, arbitrary vectors 
will be represented by Greek letters which, when used in matrix computa- 
tions, will indicate column vectors; thus, for example, the inner product of 
the vectors tl and /I is CZ’~. We denote by si the vector with ith component 
1 and zeroes elsewhere. A vector (a,, . . . . a,I) in Um(n, R) is stable if there 
exist b I, . . . . b, , in R such that (a, +b,a,, a,+b*a,, ,..., a,_,+b,,-,a,) is 
also unimodular. If, for all k > n, every vector in Um(k, R) is stable, then 
n determines a stable range ,for R (or, equivalently, n + 1 is in the stable 
range qf R). 
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Some of the results in this paper appeared in the author’s Ph.D. disserta- 
tion at Northwestern University. 
1. PATH COMPONENTS AND ELEMENTARY ORBITS OF 
UNIMODULAR VECTORS 
DEFINITION 1.1. Let a = (a,, . . . . an)T in Um(n, R). A vector /3 = 
(b I, ...> b,)T in Um(n, R) is an associate of a if the inner product Cy= I aibi 
equals 1. The unimodular complement of GI is the set 
N(u)= 
1 
(c,, . ..) c,)eR”: i aici= I} 
i= I 
consisting of all associates of tl. Given o! and /I in Um(n, R) a path from cc 
to /? is an ordered sequence (y,,, . . . . yk > with yz in UN4 R), y. = 4 “?k = P, 
and such that yi~N(y,+,) for OdiGk- 1. The path (yo, . . . . yk) has length 
k, and is a cycle if y0 = yk. 
Note that one may identify the unimodular vector c1 with the trivial path 
(N) of length zero. The relation on Um(n, R) defined by CI - j3 if and only 
if there exists a path from c( to B is an equivalence relation whose 
equivalence classes are the path components of Um(n, R). Given CI in 
Um(n, R) the symbol [cl] will denote the orbit of u in the orbit set of the 
E(n, R) action on Um(n, R), and the symbol [[a]] will denote CI’S path 
component. 
Clearly, every o! in Um(n, R) has a nonempty unimodular complement. 
The following characterization is an immediate consequence of a result of 
Suslin [ 11, Lemma 1.31. 
PROPOSITION I .2. Let CI = (a,, . . . . an)T in Um(n, R), n > 2, and fix B in 
N(u). Then 
N(cr)= P+o:a= c sii(ai&i-aaiei)forsijER 
{ I 
. 
r<j 
One can show that both elementary orbits and path components are 
homogeneous with respect to completability of their elements. 
PROPOSITION 1.3. Let a, /? be in Um(n, R), n 2 2, and suppose either 
c1 E N(P) or Mu =/I for some M in GL(n, R). Then CI is completable if and 
only if fl is completabie. 
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Proof: If A4cr = /I the assertion is evident. Suppose u in N(b) is com- 
pletable to A in GL(n, R). Now ATP = (1, cz, . . . . c,)~ for some ci in R, and 
so p= (AT)-’ (1, c2, . ..) c,)? Setting C= e2i(c2) . ..e.,i(c,) in E(n, R) results 
in (A ‘) -’ C having first column /?. 
It follows from this result that the elementary orbits and path com- 
ponents of Umc(n, R) are themselves orbits and components of Um(n, R). 
We shall use the following result of Suslin to make more precise the 
comparison between orbits and components. 
LEMMA 1.4 [lo, Corollary 2.81. Let ~1, b he in Um(n, R), n 3 3. Zf 
N(a) n N(P) is nonempty then [cl] = [/?I. 
The converse is almost always false (cf. Remark following 
Corollary 3.10); one obtains a partial converse, however, by passing from 
associates to path components. 
LEMMA 1.5. Let CX, jl be in Um(n, R), n>3. Zf [a] = [b] then 
[[a]] = [ [/?]I. In particular, [a] C [[a]]. 
Proof: Suppose that fl= Qcc for some Q in E(n, R). It suffices to prove 
the assertion for Q = eV(r). Note that if (~b, . . . . yk) is a path in Um(n, R) 
andf is any permutation in the symmetric group Yn, then one has the path 
(&y,,), . . . . j‘(yk)), wherefis defined by 
3(Y) =Fh .‘.Y cn) = (Cf(l,l ...> C/(n)) 
in Um(n, R). It follows by choosingfto send 1 to i and 3 to j that one may 
take Q = e,3(r). Let CY = (a,, . . . . a,) and choose y = (c,, . . . . c,) in N(a). Then 
<a, Y, (aI - c2, a2 + cl, a3, . . . . a,), 
(Cl > c2+ra3, c3--r(a2+c,), c4, . . . . c,), (a, +ra3,a2, . . ..d> 
is the desired path from c1 to Qcz. 
It follows from Lemma 1.5 that any path component is the union of the 
E(n, R)-orbits of its elements. But Lemma 1.4 implies that there are at most 
two elementary orbits in any path component. Hence 
THEOREM 1.6. Let n > 3 and a in Um(n, R). Then [cz] is precisely the set 
of fl in Um(n, R) for which there exists a path from a to fi of length 2k, for 
some k 2 0. Every path component is either itself an E(n, R)-orbit or the 
union of two distinct E(n, R)-orbits. 
Any path component containing a self-associate vector B (i.e., contained 
in its own unimodular complement) is itself an elementary orbit, since a 
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path from b to any c( in [ [/?]I can be augmented by one step, if needed, 
to give it even length. The vectors ai are self-associate, and so [a,] = 
[[Ed]] in lJm(n, R) for n b 3. This equality also holds for n = 2, and is 
recorded as Theorem 1 .l 1 with a proof covering all n 2 2. For general 
vectors c( in Um(n, R) a result of Roitman gives a sufficient condition for 
Cal = [[ill. 
PROPOSITION 1.7 [9, Proposition 71. Let a, b be in Um(2k, R), k > 2. If 
CX’/~’ is invertible in R then [u] = [PI. 
COROLLARY 1.8. Ifu is in Um(2k, R), k > 2, then [a] = [[a]]. 
Given A4 in GL(n, R), n 3 2, one has the vectors 
pR(M)=M-‘(l, . ..) 1)3 p,(M)=(MT)~-’ (1, . ..) 1)7 
which are associates of every row of M and of every column of M, respec- 
tively, and they are unique with respect to these properties. Clearly the 
rows of A4 all lie in a single path component, as do the columns of M; 
denote these components by [ [M] ] R and [ [M] ] c, respectively. When 
n 2 3 it follows from Lemma 1.4 (cf. [ 10, Corollary 2.91) that there are 
similarly well-defined elementary orbits associated with the rows and 
columns of M; denote these by [A41R and [Mlc, respectively. These row 
and column orbits are also defined when n = 2 for elementary M, since one 
can act on I, by ezl(l)e,,( - l)e,,(l) to show that (0, l)T is in [E,]. By 
inspection of the product of any A4 in GL(n, R) with a generator eii(r) on 
either the right or the left, one obtains 
PROPOSITION 1.9. Let P be in E(n, R) and M in GL(n, R). Then 
(1) [PM],= [M-JR and [A4PlC= [MIC, when n>3; 
(2) CCPMII.= CCWIR and CCMf’lIc= CCMllc; 
(3) CPIR= [UC= Cell and CCpll~= CCPIIC= CC&III. 
Recall that one may view Um(n, R) as a graph, taking the vectors as 
vertices and joining a pair of them by an edge if and only if they are 
associates. The graph-theoretic notion of distance will give a useful measure 
of the components. 
DEFINITION 1.10. Suppose c( and p lie in the same path component of 
Um(n, R). The distance between c( and /I, written d(q /?), is the length of the 
shortest path from c( to /I. For c( in [[E,]], define the norm l/all of CI to be 
de,, a). 
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THEOREM 1.11. [[E,]] = [si] in Um(n, R), for all n > 2. 
Proof If 11~11 =0 then c(=E~ is in [si]. To show by induction on I(~11 
that [[si]] c C&i], suppose that [ai] contains /? whenever llflll < [Iall. 
Given tl, by the definition of norm there is some b in N(a) with 
Ii/Ill = 11~11 - . Complete /I to B in E(n, R), whence BToc = (1, c2, . . . . c,)~, 
which completes to C= e21(cz)e3,(c3). . e,,(c,) in E(n, R). By inspection 
one has C’B’a = E,, and so a E [E,]. On the other hand, let A in E(n, R) 
be a completion of c(. Then by Proposition 1.9, c1 is in [[E,]]. 
Thus, for n 3 2, E(n, R) acts transitively on Um(n, R) if and only if 
Um(n, R) is path-connected. A weaker condition is that E(n, R) should act 
transitively on each path component of Um(n, R) (cf. Corollary 1.8). We 
conclude this section by examining sufficient conditions for this to occur. 
Suppose X is a matrix in GL(n, R) whose first column (and so all of 
whose columns) completes to a matrix in E(n, R), i.e., [Xlc= [E,]. There 
exists Q in E(n, R) such that QX is a completion of E,. But this forces the 
first row of QX to be an associate of .sl and thus [QX] R = [E,]. Invoking 
Proposition 1.9 (parts 1 and 3) gives [X] R = [ai]. The argument is clearly 
reversible and thus 
PROPOSITION 1.12. Let X be in GL(n, R), n 3 2. Then [Xlc = [cl] ifand 
only if [Xl, = [cl]. 
Matrices satisfying the conditions of Proposition 1.12 need not be 
elementary, of course. Examples of such nonelementary matrices will occur 
in dimensions in the stable range for any ring R with nontrivial SK, 
because of the transitivity of E(n, R) on Um(n, R) when n - 1 determines a 
stable range for R [ 1, Theorem 4.2(a)]. For n > 2, let &(n, R) be the set 
of elements of SL(n, R) whose first column completes to an elementary 
matrix. Note that we lose nothing by restricting attention to SL(n, R) since 
every vector which completes to GL(n, R) also completes to SL(n, R) upon 
multiplication of its second column by the appropriate scalar unit. It is 
easy to see that S,(n, R) is the product E(n, R)SL(n - 1, R), where we 
identify SL(n - 1, R) with those matrices in SL(n, R) having cl as both first 
row and first column; one can show using the results of Section 4 that 
L&(2, R) = E(2, R). Therefore S,(n, R) is a subgroup of SL(n, R), and it is 
not difficult to show that it is the stabilizer of [E,] in the SL(n, R)-set 
Um(n, R). 
THEOREM 1.13. Let c( be in Umc(n, R), n >, 3. The following statements 
are equivalent :
(1) [aI = CC~lli 
(2) there is a cycle of odd length in [[a]]; 
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(3) there exists A in SL(n, R) such that A completes c1 and ATA is in 
&(n, R); 
(4) for every B in [[u]] and f or every completion B of /3 in SL(n, R), 
the product BTB is in S,(n, R). 
Proof: (1) = (2). Choose some y in N(a); by hypothesis y E [cl] and so 
by Theorem 1.6 there exists an even length path from c1 to y. Augmenting 
that by the path (y, a) gives the required cycle. 
(2) = (1). Clearly the existence of an odd cycle in a path component 
implies that every vector in that component is contained in some odd cycle. 
The cycle in (2) may therefore be chosen to contain CI itself. But now an 
odd length path from GI to any y in [ [GI]] gives rise to an even path from 
CI to y by preceding the path by the cycle. Every y in [[a]] is an even path 
from ct and (1) follows by Theorem 1.6. 
(2) = (4). Take b from [[a]] and let 
(P=Yyo~ YI, ...> YZk? Y2k+l =p> 
be an odd cycle in [ [cr ] 1. Using Theorem 1.6, choose P in E(n, R) such 
that Pfl=y,,; thus N(B) contains P/?. Let B be any completion of /I to 
SL(n, R). Evaluation of BTPB yields a 1 as the upper left corner entry. So 
BTPB is in &(n, R) and normality of E(n, R) in SL(n, R) allows 
BTPB= QBTB for some elementary Q, whence BTB is in S,(n, R). 
(4) * (3). Immediate. 
(3) * (2). Suppose A satisfies (3). There exists Q in E(n, R) such that 
QA TA has first column sl. By normality, QA ‘A = ATPA for some P in 
E(n, R) and a in N(Pa). Now choose an even path from c( to Pcl and join 
it to the path (Pu, rx) to complete the proof. 
We give some simple applications to the structure of the special linear 
group. 
COROLLARY 1.14. Suppose E(2k - 1, R) = SL(2k - 1, R) for some k > 2. 
Then 
(1) DTD is in E(2k, R) for all D in SL(2k, R); 
(2) if M is in SL(2k+ 1, R) and [MIC= [[M]lC then (II~~M)~ is 
elementary. 
Proof: The hypothesis on E(2k - 1, R) implies that &(2k, R) is 
precisely E(2k, R). The first assertion now follows from Corollary 1.8 and 
Theorem 1.11. To prove the second, note that [MJc= [[M]lc. implies 
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that MTA4 is in SO(2k + 1, R). Now for some P in E(2k + 1, R) and X in 
SL(2k, R) one obtains 
1 o...o 
0 
MTM=P . x i. ! 0 
Writing (MTM)’ as (MTM)= (M’M), it follows that 
for some Q in E(2k + 1, R). Now XTX is elementary by ( 1) and so (M’M)* 
is itself in E(2k + 1, R). 
2. STRUCTURE OF PATH COMPONENTS 
Given a unimodular vector c( = (a,, . . . . Q,)~, its associates are precisely 
the solutions to the linear equation 
i= I 
Given a second vector j3 = (b,, . . . . b,)=, a common associate of CI and 8, if 
it exists, is a solution to the system 
n 
C a,xi= 1, i bixi= 1. 
I=1 r=l 
Thus the existence of paths (of whatever length) between given vectors 
depends on the existence of solutions to the corresponding systems of 
equations. Roughly stated, the “more” solutions which are available for an 
arbitrary system with solution, the shorter the minimal path should be 
between the given vectors. In this way one might expect the lengths of 
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minimal paths over a ring R to reflect the arithmetical complications, or 
lack of them, in R. The following definition provides one measure of this. 
DEFINITION 2.1. For n > 2, the radius of [E,] in Um(n, R), denoted 
rd(n, R), is the supremum of {d(.s,, a) : a E [sl] >. Likewise, for any 
[[~I] E Um(n, R), the diameter of [[/I]] is the supremum of {d(y, 6) : y, 
SE [[/I]]}. Denote by diam(n, R) the diameter of [E,] in Um(n, R). 
For a commutative ring R one obtains a countable sequence {rd(n, R)} 
of positive integers (and possibly co) indexed by the dimension n of the 
vectors. This gives rise to the usual stability questions. Indeed, we shall see 
that the stable range of R (in the sense of Bass) defines at least part of a 
“radius stable range.” 
PROPOSITION 2.2. Let a= (a,, . . . . u~)~ in Um(n, R), n>2, (c,, . . . . ck} he 
a nonempty proper subset of the components of a, If (c,, . . . . ck) is in 
Um(k, R), then a is in [Ed] and J/a/j < 3. Moreover, if no c, equals a, then 
II4 Q 2. 
Proof: Without loss of generality take n = 3. Suppose (a,, u2) is in 
Um(2, R) and choose (b,, b2) in N(a,, a*). Then 
((a,, a2, 4, (b,(l -a,), b2(1 -4, 11, (LO, 1 -b,(l -a,)), cl > 
is a path proving the first assertion. On the other hand, suppose (a,, a3) is 
in Um(2, R) with some (b2, b,) in N(a2, a3). Then 
((a,, ~29 a,), (l,b,(l -a,hb,(l -a,)), E,) 
verifies the second claim. 
Recalling that every unimodular vector over a field or a local ring must 
have at least one unit entry, one immediately has 
COROLLARY 2.3. Let R be a field or a local ring, n 3 2. Then 
rd(n, R) ,< 3. 
Remark. By Proposition 3.3 any ring R whose stable range is deter- 
mined by 1 will satisfy rd(n, R) d 3. It is not difficult to show this directly 
when R is semilocal. One may argue using Proposition 2.2, the Chinese 
Remainder Theorem, and the following easily proved result: if R is 
isomorphic to the direct product rile ,, RA of commutative rings with 
identity, then for n 2 2, 
rd(n, R) = sup{rd(n, R,) : 1 E A >. 
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Propositions 2.4 and 2.6 will give basic criteria for the existence of 
common associates for pairs of unimodular vectors over fields and local 
rings. 
PROPOSITION 2.4. Let F he a field and c(, /I in Um(n, F), n 3 2. Then 
(1) if CI # up for all u in F* then N(u) n N(b) is nonempty, and thus 
d(u, B) d 2; 
(2) if 01= u/l for some u in F*, then d(cc, /I) = 0 if u = 1; d(cr, B) = 1 ij 
u = (pTfl)-’ # 1; and d(cc, b) = 3 otherwise. 
Proof Considering an element of N(E) n N(B) as a solution to the 
system (1) preceding Definition 2.1, the hypothesis a # z@ ensures a solu- 
tion by elementary linear algebra, proving the first assertion. To prove (2) 
we may assume that F contains two distinct units, since otherwise the 
result would be trivial. By Proposition 1.2, N(a) has at least as many 
elements as F, and clearly there is at most one element u in F* for which 
vB is in N(a). Therefore N(a) contains some y which is not a unit multiple 
of fl, implying by (1) that d(y, /?) 6 2 and thus d(cc, B) 6 3. To complete the 
proof set a = u/I and the various cases follow by inspection. 
DEFINITION 2.5. Let ZZ(n, I?) denote the set of paths in Um(n, R), and 
define an action of GL(n, R) on I7(n, R) as follows: for r= (yO, . . . . yk) in 
Z7(n, R) and A4 in GL(n, R), take MT to be the path of length k whose ith 
vector is Myi when i is even and (MT))’ y, when i is odd. 
Remark. The action is well-defined for all n 3 2 by elementary proper- 
ties of the inner product. Note that while the sets $& of cycles of length 2k 
are each invariant under this action, the orbits containing odd cycles will 
contain noncycles as well. 
PROPOSITION 2.6. Let R be a local ring with maximal ideal m and residue 
field k = R/m. Denote by a the image in Um(n, k) of o! in Um(n, R) under the 
map induced by the projection 71: R + k. Let CI, /I be in Um(n, R). If a # /? and 
N(i) n N(B) is nonempty, then N(a) n N(b) is also nonempty. 
Proof Using the action of E(n, R) on Um(n, R) and Um(n, k) one may 
reduce to the case when a =q. In this case let a = (1 + m,, m2, . . . . m,)T, 
m,E m, and /r = (b,, . . . . b,)? Finding y in N(a) n N(p) is equivalent to 
solving the system of equations 
(1 +m,)x, + 1 mixi= 1, i b,x,= 1. 
r=2 i= 1 
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Since 1 +m, is in R*, one solves the first equation for x1 and substitutes 
into the second to obtain 
b, + i (h;(l +m,)-b,mi)xi= 1 +m,. 
r=2 
For a solution to exist it suffices that one of the bi, 2 d id n, should be a 
unit, since in that case b,(l +m,)- b,m, would also be in R*. Assume to 
the contrary that m contains b, for 2 d i6 H, and thus that b= K;E,. But 
one can show that each of the alternatives in (2) of Proposition 2.4 is 
inconsistent with the hypothesis on E and /r By hypothesis d(ti, fl) cannot 
be 0 or 3. In order that d(E, 8) = 1, one must have (/?‘&’ = u =6,-l. In 
fact, however, one has (/IT/?)’ = (b,‘))’ = (b,- 1)2. It follows that the 
third alternative is impossible, since the only unit idempotent in k is i. 
The action of GL(n, R) on n(n, R) given in Definition 2.5 can be used to 
impose a rough uniformity of size on all of the path components of 
Umc(n, R). 
PROPOSITION 2.7. For a in Umc(n, R), n > 2, denote by rd(a) the radius 
of [[IX]] with respect to base point a. Then rd(u) d rd(n, R). 
Proof: Choose Xin GL(n, R) with CI =XE, and let /I in [[a]] be given. 
If rd(n, R) is even, choose /3’ = X- ‘8; if rd(n, R) is odd, choose /I’ = XTB. 
Choose a path r from E, to /3’ of length exactly rd(n, R), using more than 
one E, if necessary. Now the path XT joins CI with /3 and has the desired 
length. 
COROLLARY 2.8. For all rings R andfor all n 3 2, diam(n, R) = rd(n, R). 
Remark. To estimate the diameter of components of noncompletable 
vectors seems difficult. Where B is an upper bound on word length in 
E(n, R) (cf. Definition 4.1) one can use the path given in the proof of 
Lemma 1.5 to obtain an upper bound of 2B + 3 on the diameter of an 
arbitrary path component of Um(n, R). One expects, however, that almost 
all diameters should be finite (independent of word length considerations) 
with an actual value much closer to that of completable components than 
to the above bound (cf. Theorem 4.2 and Conjecture 4.7). The above argu- 
ment requires n > 3 because Lemma 1.5 is used; see Theorem 4.4 for the 
n = 2 case. 
3. PATH COMPONENT RADIUS AND THE STABLE RANGE 
This section examines various aspects of the relationship between the 
structure of [ai] and the stable range of R. We also present a completely 
path-theoretic haracterization of Boolean rings. 
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PROPOSITION 3.1. Let CI = (a,, . . . . u~)~ in Um(n, R), n 22. Then CI is 
stable if and only if there is some /3= (b,, . . . . b,)T in N(a) such that 
(b 1, . . . . b,- 1) is in Um(n - 1, R). 
Proof. Suppose that M: is stable. Then there exist b, and d,, 1 < i < n - 1, 
such that 
n-l 
1 = 1 (q+d,a,)b,= 
1=1 
whence (b,, . . . . b,-,, C::,’ dibi) is th e required associate of cz. Conversely, 
suppose that fi = (b, , . . . . b,)T is in N(U) with its subvector of the first n - 1 
components unimodular. Then b, = Cy:i bit, for some ci in R. Now from 
fl in N(M) it follows that 
n-1 
1 = C (ai+c,U,)bi 
i= 1 
and that c( is stable. 
COROLLARY 3.2. If 4 in [cl] satisfies 11~11 62, then c1 is stable. 
Proof N(M) must contain some vector of the form (1, *, . . . . *) and so 
the result follows from Proposition 3.1. 
PROPOSITION 3.3. Suppose that every c1 in Um(n, R) is stable for some 
n 2 2. Then E(n, R) acts transitively on Um(n, R) and rd(n, R) < 3. 
Proof Transitivity follows immediately from Propositions 3.1 and 2.2. 
Given u = (a,, . . . . a,), consider Co = (a,, a,- i, . . . . a,), which is stable by 
hypothesis. By Proposition 3.1, one may choose 8’ = (b,, . . . . b, ) in N(cr’) 
with (b,, . . . . b2) unimodular. But now N(U) contains (b,, b,, . . . . b,) and so 
IIc(il 6 3 by Proposition 2.2. 
The transitivity result is well known [ 1, Theorem 4.2(a)]. Note that the 
result remains true if one replaces “Um(n, R),, by either “Umc(n, R),’ or 
“[Isi].” If [si] contains nonstable vectors one can still show, by an argu- 
ment like that in the proof of Proposition 3.1, that any stable vector has 
norm at most 4. 
Vaserstein has observed [ 121 that the stable ranges of R and R/J(R) 
coincide. Possibly excepting those cases in which R/J(R) is a Boolean ring, 
one has rd(n, R) = rd(n, R/J(R)) = 3 for all n in the stable range of R, by 
Proposition 3.3. The sharpest path-theoretic analogue of Vaserstein’s result 
would be for rd(n, R) to remain equal to rd(n, R/J(R)) outside the stable 
range. While this is still an open question, we show (Theorem 3.7) that the 
two values remain “close.” 
70 EDWARD K. HINSON 
Given a ring homomorphism 4: R + S which sends 1, to l,, denote by 
4 the set map from Um(n, R) to Um(n, S) induced by 4. This map is well 
defined since J(B) is in N(&a)) w h enever N(E) contains 8. The next lemma 
records some useful standard facts. 
LEMMA 3.4. Let I he an ideal of R with IG J(R), and let R = R/I, Let 
K R + R be the natural projection. Then for n > 2, 
(1) I?: Um(n, R) -+ Um(n, R) is surjective, and its restriction to [cl] 
maps onto [El] in Um(n, I?); 
(2) tfol, a in Um(n, R) are such that i?(a) is in N(??(B)), then there is 
some u E R* such that UCI is in N(P). 
LEMMA 3.5. Suppose p is in [E,] G Um(n, R) for some n > 2, and let u be 
in R*. Then llufill <max{3, ll/?ll +2}. 
Proof For induction on 11811, the llpll d 1 case follows from Proposi- 
tion 2.2. Since ll/Ill + 2 > 3 when IiBll 2 1, it suffices to show that 
IIupll 6 ll/?ll +2 for all u in R*. Choose a in N(P) such that /lorl/ = llpil- 1. 
By induction IIu-~c(II < Ilal/ +2 and therefore )~u~~c(II < llpll + 1. But u-‘a is 
in N(uP) and thus the result follows by the triangle inequality. 
LEMMA 3.6. Let R, I, R, K, and n be as in Lemma 3.4. Then for every fi 
in [cl] c Um(n, R) such that lli?(l?)l] > 0 there exists some u in R* such that 
44 ~1) d llW)ll. 
Proof: Choose a minimal path from 7i(B) to E, in Um(n, 1). Applying 
Lemma 3.4(2) at each step gives the desired path from e, to some up in 
Um(n, R). 
Lemma 3.6 shows that any obstruction to rd(n, R) = rd(n, R) is in some 
way reflected in the R*-action on Um(n, R). One can now formulate a 
reasonable comparison result. 
THEOREM 3.7. Let R, I, R, 71, and n be as in Lemmas 3.4. Then 
rd(n, R) - 2 6 rd(n, R) d rd(n, R). 
Proof: The right-hand inequality follows immediately from Lemma 
3.4(l), since 72 maps paths to paths. Because in any case rd(n, R) > 2, it 
suffices to show that l/Bll < 1172(j?)/1 + 2 for all j? such that /l/Ill > 4. But this 
now follows from Lemmas 3.5 and 3.6, since lIti(f = 0 implies l//311 Q 3 by 
Proposition 2.2. 
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Recall that a ring is Boolean if x2 =x for every x in R and that every 
such ring is commutative. D. Zelinsky has observed that R is Boolean if 
and only if, for some n > 2, rd(n, R) = 2 and Um(n, R) is path-connected. 
One may show further that the condition rd(n, R) = 2 actually implies the 
path-connectivity of Um(n, R) and thus obtain the following characteriza- 
tion. 
THEOREM 3.8. Let R be a ring. The following conditions are equivalent: 
(1) R is Boolean; 
(2) for every n > 2, Um(n, R) is path-connected and rd(n, R) = 2; 
(3) there exists some n > 2 for which Um(n, R) is path-connected and 
rd(n, R) = 2; 
(4) rd(n, R) = 2 .for some n > 2. 
Proof: (l)* (2). Suppose R is Boolean and let tl= (a,, . . . . a,)T in 
Um(n, R), n32. If fi= (b,, . . . . b,)T is in N(M) then (1 -a,)(Cr=, a,b,) = 
1 -a, and thus 
Now N(M) contains (1, (1 -a,)b,, . . . . (1 -a,)b,) and so IIMII ~2. In fact, 
llclll =2 if and only if a, # 1. Since a was arbitrary, Um(n, R) is [F,] and 
rd(n, R) = 2. 
(2) * (3) 3 (4). Immediate. 
(4) 3 (1) Suppose rd(n, R) = 2 for some n 2 2; without loss of 
generality assume n = 2. It is not difficult to show that (1 +x, x2) lies in 
C&r]. The radius hypothesis then ensures that N( 1 +x, x2) contains some 
(1, d), hence 1 + x E 1 (mod x2). Choose y in R satisfying x = x*y and set 
e=xy. By the Chinese Remainder Theorem it now follows from the 
congruences x z 0 (mod e) and x E 1 (mod 1 - e) that x = e and therefore 
x = x2. 
COROLLARY 3.9. 1 determines a stable range for a Boolean ring. 
Proof: This follows immediately by Theorem 3.8 and Corollary 3.2. 
COROLLARY 3.10. Let R be a ring. The following conditions are 
equivalent: 
(1) R is Boolean; 
(2) diam(n, R) = 2 for all n > 2; 
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(3) if (a,, . . . . a,c) and (b,, . . . . b,J are in Um(k, R), k 2 2, and u, v are 
units of R, then the system 
i bixi=v 
i= I 
has a solution. 
Proof: Use Theorem 3.8 and Corollary 2.8. 
Remark. It follows from the above results that a ring R satisfies 
the converse of Lemma 1.4 if and only if R is Boolean. Also, compare the 
uniqueness of Boolean rings with respect to path-theoretic radius with the 
observations of R. K. Dennis and L. Vaserstein [2, Remark 151 concerning 
the factoring of invertible matrices over Boolean rings into triangular 
factors. 
4. PATHS AND ELEMENTARY WORD LENGTH 
In this section we derive comparisons between the norms of rows and 
columns of elementary matrices and the number of elementary generator 
factors required to obtain those matrices. In the following, all elementary 
matrix factorizations will be into the product of generators eV(r). 
DEFINITION 4.1. For each P in E(n, R), the length of P, denoted v,(P), 
is the number of generators in the shortest possible factorization of P. Set 
vn(l,,) = 0 since I,, requires no nontrivial generators. Where no confusion 
results one may write v without subscript. The set E(n, R) has bounded 
word length if there is some integer m such that v,(P) <m for all P in 
E(n, R). Denote by e,(R) the supremum of v,(P) taken over P in E(n, R). 
The basic properties of matrix multiplication immediately imply 
v,(P) = v,(P’) = v,(P -I) 
for all elementary P. 
THEOREM 4.2. Suppose that P in E(n, R), n 3 2, has,first column CI. Then 
ll~ll d v,(P). 
Proof. Proceed by induction on v(P). Since v(P) = 0 if and only 
if P=I,, one has llclll = lIaI(I =O. If v(P) = 1 then P is an elementary 
generator; these all have 1 as the first component of their first column, 
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and so (ICI/( < 1. Now suppose P = E, . . . Ek is a fixed factorization of P, 
where E, is the generator e&r) and k = v(P). If j # 1 then PE;’ has first 
column c1 and the desired inequality follows from the induction hypothesis. 
Assuming j = 1, consider the factorization P- ’ = E; ’ E;! 1 . . . E; ‘. Since 
i # 1 the first row of P- ’ coincides with the first row of Ek P ‘. By 
construction v,(E, P-‘) < v,,(P) and so by induction llyll < v,(P). From 
the equation P- ‘P = I,, it follows that N(a) contains y and therefore 
IId G v,(P). 
COROLLARY 4.3. Any bound on word length in E(n, R) is also an upper 
boundfor rd(n, R). 
Remark. In general, if E(n, R) has bounded word length then rd(n, R) 
is finite. The converse does not hold, however. Van der Kallen [IS] has 
shown that E(3, C[X]) has unbounded word length. But 3 is in the stable 
range of C[X], and thus rd(3, C[X]) = 3 by Proposition 3.3. 
When n = 2 one has a situation quite opposite that in the above remark: 
not only does the converse hold, but it does so as strongly as possible. 
THEOREM 4.4. Let P in E(2, R) have first column 8. Then 
IIBII d v(P) G IIBII + 1, 
and there exists some completion Q of fl in E(2, R) with v(Q)= llfl\I. 
Proof. To prove the inequality it suffices to show that v(P) < II/?11 + 1. If 
llflll =0 then P=e,,(r) for some rE R. Proceeding by induction on IIjjl, 
choose CX= (a,, a2) in N(b) so that 11~11 = lIpI\ - 1. Writing /I as (b,, b2), 
consider 
in SL(2, R). Let P be the given completion of fl; then SL(2, R) contains the 
product 
whence c = 1 and Q must be elementary. Now P = (QT)) ’ er2(*) and by 
applying the induction hypothesis to Q one obtains v,(P) < /lul/ + 2 = 
liB/l + 1. The second assertion follows by a similar induction. The vector E, 
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completes to Q = I,. Take ct and /l as above and choose a completion A of 
x in E(2, R) such that v(A)= IJalJ. Set 
and observe that MA must be an elementary generator; thus 
M= ei2(*)A-’ implies v(M) 6 1 + llclll = 11811. Therefore Q = MT is a 
completion of /j’ of length //?/1, since v(M’) 3 llB/l by Theorem 4.2. 
COROLLARY 4.5. E(2, R) has bounded word length if and only ifrd(2, R) 
is finite. In this case, rd(2, R) 6 e,(R) < rd(2, R) + 1. 
Corollary 4.5 has interesting path-theoretic consequences even when 
R = Z. As noted in [S], by the theory of continued fractions 
E(2, Z) = X,(2, Z) does not have bounded word length. Therefore 
Um(2, Z) contains vectors of arbitrarily large norm. Compare this to 
rd(n, Z) = 3 for n > 3 by Proposition 3.3. 
A result of R. K. Dennis (cf. [2, Corollary 83) states that, for n b 2, if 
e,(R) is finite then e,+,(R) is finite. Supposing rd(2, R) to be finite, one has 
by Corollary 4.5 that e,(R) is finite, and thus e,(R) is finite for all n by 
Dennis’ result. Applying Corollary 4.3 gives 
COROLLARY 4.6. If rd(2, R) is finite then rd(n, R) is finite for all n 3 3. 
It is natural to ask whether rd(n - 1, R) can replace rd(2, R) in the 
statement of Corollary 4.6. The lack of a higher dimensional analogue of 
Corollary 4.5 complicates matters. Nevertheless, I conjecture: 
Conjecture 4.7. (1) (weak form) If rd(n, R) is finite for some n > 2, 
then rd(n + 1, R) is finite; 
(2) (strong form) rd(n + 1, R) d rd(n, R) for all n 3 2. 
Both forms of the conjecture hold when n determines a stable range for 
R. The weak form is a path-theoretic analogue of Corollary 8 of [2]. 
The strong form is an analogue of an open question mentioned in [2] 
concerning factorization of elementary matrices into the product of 
triangular factors. 
Questions. The following are suggested by previous results. 
(1) Let X be in .SL(n, R). What connections can be drawn between 
[X] R and [X] c? In particular, what are necessary and/or sufficient condi- 
tions for [Xl, = [X], when X is not in S,(n, R)? 
(2) What further conditions, if any, are required for the converse of 
Proposition 3.3 to hold? 
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(3) Under what conditions can general bounds like those of 
Theorem 3.7 be established for rd(n, R/I) when I is not contained in J(R)? 
(4) Is the following strengthening of Theorem 4.4 possible for R an 
integral domain? For every /? in [el] G Um(2, R), l\pil =k for some k> 1 
if and only if there exist elementary generators E, , . . . . E, such that Ek is of 
the form e2,(*) and Q = E, . . Ek is a minimal factorization of a completion 
of j. Note that the example e,,(a)e,,(b), where nonzero a and h satisfy 
ah=O, shows that the domain condition is necessary. 
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