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Character sheaves on neutrally solvable groups
Tanmay Deshpande
Abstract
Let G be an algebraic group over an algebraically closed field k of characteristic p > 0. In this paper
we develop the theory of character sheaves on groups G such that their neutral connected components
G◦ are solvable algebraic groups. For such algebraic groups G (which we call neutrally solvable) we
will define the set CS(G) of character sheaves on G as certain special (isomorphism classes of) objects
in the category DG(G) of G-equivariant Qℓ-complexes (where we fix a prime ℓ 6= p) on G. We will
describe a partition of the set CS(G) into finite sets known as L-packets and we will associate a modular
category ML with each L-packet L of character sheaves using a truncated version of convolution of
character sheaves. In the case where k = Fq and G is equipped with an Fq-Frobenius F we will study the
relationship between F -stable character sheaves on G and the irreducible characters of (all pure inner
forms of) GF . In particular, we will prove that the notion of almost characters (introduced by T. Shoji
using Shintani descent) is well defined for neutrally solvable groups and that these almost characters
coincide with the “trace of Frobenius” functions associated with F -stable character sheaves. We will also
prove that the matrix relating the irreducible characters and almost characters is block diagonal where
the blocks on the diagonal are parametrized by F -stable L-packets. Moreover, we will prove that the
block in this transition matrix corresponding to any F -stable L-packet L can be described as the crossed
S-matrix associated with the auto-equivalence of the modular category ML induced by F .
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1 Introduction
In [De2] we embarked upon the journey towards developing a theory of character sheaves on a general affine
algebraic group G defined over an algebraically closed field k of characteristic p > 0. The study of character
sheaves was initiated by Lusztig for reductive groups in his works [L]. Later Boyarchenko and Drinfeld
developed the theory of character sheaves on unipotent groups in [BD], [B2]. In this paper, we develop the
theory of character sheaves on neutrally solvable groups, namely groups G such that their neutral connected
components G◦ are solvable algebraic groups.
Let us fix two distinct primes p, ℓ. In this paper, k will always denote an algebraically closed field of
characteristic p. One case of particular interest is when k = Fp. All algebraic groups and schemes will be
assumed to be over k unless mentioned otherwise. It is often more convenient to pass to the perfectizations of
algebraic groups and schemes. Hence continuing our convention from [De2], by algebraic group we actually
mean perfect quasi-algebraic group over k (i.e. the perfectization of an algebraic group). We refer to [BD,
§1.9] for more about this convention.
We shall continue to use all the standard notations and conventions from [BD], [De2]. Hence for example
if G is a (perfect quasi-) algebraic group, then DG(G) denotes the Qℓ-linear triangulated ribbon r-category
of conjugation equivariant constructible Qℓ-complexes. In particular DG(G) is a braided monoidal category
(under convolution with compact supports) with a weak form of duality (denoted by D−) and for each
C ∈ DG(G) we have a functorial twisting automorphism θC : C
∼=−→ C. We also recall from [BD, Appendix
A] that the (weak) duality functor D− is defined as the composition ι∗ ◦D = D ◦ ι∗ where D denotes Verdier
duality and ι : G −→ G denotes the inversion map. We let KG denote the dualizing complex on G. In
this paper we will always assume that our perfect quasi-algebraic group G is defined as the perfectization
of some specific algebraic group over k. With this assumption, we have a canonical identification KG ∼=
Qℓ[2 dimG](dimG).
Now suppose that G is neutrally solvable. In this paper we will define a set CS(G) of isomorphism classes
of some special objects in DG(G) known as character sheaves on G. If C ∈ CS(G), then we will see that
C is a simple object in DG(G), in the sense that HomDG(G)(C,C) = Qℓ. In [De2], we studied minimal
idempotents in the braided monoidal category DG(G) and proved that each such minimal idempotent is in
fact locally closed (cf. [De2, §2.3.2]) and can be obtained from an admissible pair for G. Let Ĝ denote the
set of (isomorphism classes of) minimal idempotents in DG(G). For each e ∈ Ĝ, we will first define the
set CSe(G) of character sheaves in the full subcategory eDG(G) ⊆ DG(G). If e, e′ ∈ Ĝ are non-isomorphic
minimal idempotents, then eDG(G) ∩ e′DG(G) = 0, and hence it will follow that CSe(G) and CSe′(G) are
disjoint sets. We will then define CS(G) =
∐
e∈Ĝ
CSe(G). Moreover, we will see that the set CS(G) can
be defined purely in terms of the Qℓ-linear triangulated braided monoidal category DG(G). In particular,
this means that any Qℓ-linear triangulated braided auto-equivalence of DG(G) preserves the set CS(G) of
character sheaves.
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Here we remark that for a neutrally solvable group, the character sheaves may not be perverse sheaves (even
up to shift). This is in contrast with the fact that character sheaves on reductive as well as unipotent groups
are perverse sheaves (at least up to shift, depending upon convention).
To define the set CSe(G) we will use the fact that the minimal idempotent e can be obtained from an
admissible pair for G. We will further define a partition of the set CSe(G) =
∐
f∈Le(G)
CSe,f (G) into what we
will call L-packets of character sheaves. The set Le(G) parametrizing L-packets associated with e is equal
to the set of equivalence classes of minimal quasi-idempotents (as defined in Appendix A) in the Qℓ-linear
triangulated braided monoidal category eDG(G). Moreover, each L-packet of character sheaves CSe,f (G)
(which will often be denoted simply as CSf (G)) is a finite set. Associated with each such L-packet, we will
define a modular category MG,f whose simple objects correspond to the finite set CSf (G) = CSe,f (G). We
will construct the tensor product in this modular category by defining a truncated version of convolution.
We will prove that any Qℓ-linear triangulated braided auto-equivalence Φ : DG(G)
∼=−→ DG(G) induces a
permutation of L-packets and of character sheaves. In fact we obtain an induced equivalence of braided
fusion categories Φ : MG,f
∼=−→ MG,Φ(f) for each L-packet CSe,f (G).
After defining character sheaves, L-packets and their associated modular categories, we will apply these
results to the character theory of the associated finite groups. For this we take k = Fp and consider an
Fq-Frobenius map F : G −→ G where q is some power of p. We would like to study the character theory
of the finite group G(Fq) = GF using our theory of character sheaves on G. However, as observed in [B2]
and [De3], it is more natural to consider all the pure inner forms GgF at the same time. Here g ∈ G and
gF := ad(g)◦F : G −→ G is another Fq-Frobenius map for G. The pure inner forms of GF are parametrized
by the finite set H1(F,G) of F -twisted conjugacy classes in G. Note that if G is connected, then by Lang’s
theorem H1(F,G) is singleton and we have only one pure inner form. We refer to [De3, §2.4.1], [De4, §1.2]
for more on these notions.
We will also continue to use all the notation from [De4]. In particular we have the set
Irrep(G,F ) :=
∐
〈g〉∈H1(F,G)
Irrep(GgF ) (1)
of irreducible characters (overQℓ) of all the pure inner forms and the commutative FrobeniusQℓ-algebra
Fun([G], F ) :=
∏
〈g〉∈H1(F,G)
Fun(GgF / ∼) (2)
of class functions on all pure inner forms (under convolution of functions). This space has the standard
Hermitian inner product with respect to which Irrep(G,F ) ⊆ Fun([G], F ) is an orthonormal basis. Note
that we will often use the same symbol to denote an irreducible representation as well as its character.
Remark 1.1. We will fix an identification Qℓ ∼= C. Once we fix this, we also obtain an inclusion Qp/Zp →֒
Q
×
ℓ . We remark that this choice is not important since all the functions that will arise in this paper can be
chosen so as to take values in the subfield of Qℓ where ‘complex conjugation’ is defined unambiguously.
Recall that in [De4, §3.2] we defined an analogue of Asai’s twisting operator, namely a unitary operator
Θ∗ : Fun([G], F )
∼=−→ Fun([G], F ). This unitary operator is obtained using a certain permutation Θ of the
rational conjugacy classes in all pure inner forms which preserves the geometric conjugacy classes. In general,
the action of Θ∗ on Fun([G], F ) can be rather complicated.
Also recall that in [De4], for each positive integer m, we have defined the m-th Shintani descent map
Shm : Irrep(G,F
m)F →֒ Fun([G], F ) (3)
which is well defined only up to scaling by m-th roots of unity and that the image of this map is an
orthonormal basis of Fun([G], F ) known as the m-th Shintani basis.
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Suppose we have an object C ∈ DG(G) and an isomorphism ψ : F ∗C
∼=−→ C. Then as in [De3, §2.4.8], we
have its associated Frobenius trace function TrC,ψ ∈ Fun([G], F ). Furthermore if C is simple, in the sense
that HomDG(G)(C,C) = Qℓ, then we proved in [De4, §3.3] that Θ∗(TrC,ψ) = θC · TrC,ψ, where θC ∈ Q
×
ℓ is
the twist automorphism of C ∈ DG(G).
We have seen that Irrep(G,F ) is an orthonormal basis of Fun([G], F ). We will prove that the Frobenius trace
functions associated with F -stable character sheaves on G also form an orthonormal basis of Fun([G], F ). By
the previous paragraph, class functions in this orthonormal basis are eigenvectors for the twisting operator
Θ∗. On the other hand, the action of Θ∗ on the basis Irrep(G,F ) can be rather complicated.
Let us summarize the preliminary versions of the main results that we will prove in this paper. We will state
and prove more precise statements later.
Theorem 1.2. Let G be a neutrally solvable group over any algebraically closed field k of characteristic p.
We will define a set CS(G) of character sheaves in DG(G) such that we have the following:
(i) Each character sheaf C ∈ CS(G) is a simple object in DG(G), in the sense that HomDG(G)(C,C) = Qℓ.
We have a partition
CS(G) =
∐
e∈Ĝ
CSe(G) (4)
where CSe(G) are character sheaves in the full subcategory eDG(G) ⊆ DG(G). The set CSe(G) will be defined
purely in terms of the Qℓ-linear triangulated braided monoidal structure of the category eDG(G).
(ii) For each minimal idempotent e ∈ DG(G), we have a partition
CSe(G) =
∐
f∈Le(G)
CSe,f (G) (5)
into L-packets of character sheaves, where Le(G) is the set of equivalence classes of minimal quasi-idempotents
(cf. Appendix A) in eDG(G). Each L-packet CSe,f (G) = CSf (G) 1 is a finite set.
(iii) Let L(G) denote the set of equivalence classes of minimal quasi-idempotents in DG(G). Then
L(G) =
∐
e∈Ĝ
Le(G).
(iv) Associated with each L-packet CSe,f (G) of character sheaves is a modular category MG,f whose simple
objects are the character sheaves in that L-packet.
(v) Let Φ : DG(G)
∼=−→ DG(G) be any Qℓ-linear triangulated braided monoidal auto-equivalence. Then clearly
we have an induced permutation (also denoted by Φ) of the set Ĝ of minimal idempotents. Then Φ preserves
the set of character sheaves on G along with its idempotent and L-packet decompositions. Namely we have
Φ(CSe(G)) = CSΦ(e)(G) for each e ∈ Ĝ and Φ(CSe,f (G)) = CSΦ(e),Φ(f). In particular, we have an induced
permutation Φ : L(G) −→ L(G) of the set of L-packets such that Φ(Le(G)) = LΦ(e)(G) for each e ∈ Ĝ.
Moreover for each L-packet, we have an induced equivalence
Φ : MG,f
∼=−→ MG,Φ(f) (6)
of braided fusion categories.
One of the main motivations behind the study of character sheaves on an algebraic group G is their rela-
tionship with the character theory of the finite groups of the form G(Fq). Our next main result is in this
direction.
Theorem 1.3. In addition to the assumptions in Theorem 1.2, suppose now that k = Fq and that we have
an Fq-Frobenius map F : G −→ G. This induces a Qℓ-linear triangulated braided monoidal auto-equivalence
F := F ∗−1 : DG(G)
∼=−→ DG(G) and hence an induced permutation F of the set of character sheaves and
1We will sometimes drop e from the notation, since e is determined by f considered as a minimal quasi-idempotent in DG(G).
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L-packets. Then we have:
(i) The set CS(G)F =
∐
f∈L(G)F
CSf (G)
F of Frobenius stable character sheaves is finite. The set L(G)F of
F -stable L-packets is also finite and for each f ∈ L(G)F , the set CSf (G)F is nonempty.
(ii) We have a partition of the set Irrep(G,F ) of irreducible characters of all pure inner forms of GF in
terms of L(G)F :
Irrep(G,F ) =
∐
f∈L(G)F
Irrepf (G,F ). (7)
The sets Irrepf (G) for f ∈ L(G)F are all non-empty, and are known as L-packets of irreducible characters.
(iii) For each C ∈ CS(G)F , let us choose ψC : F ∗C
∼=−→ C such that ||TrC,ψC || = 1. Then the set
{TrC,ψC |C ∈ CS(G)F } is an orthonormal basis of Fun([G], F ) consisting of Θ∗-eigenvectors. In particu-
lar, | Irrep(G,F )| = |CS(G)F |. For each f ∈ L(G)F , the Qℓ-linear spans in Fun([G], F ) of the two sets
{TrC,ψC |C ∈ CSf (G)F } and Irrepf (G,F ) are equal. In particular, we have | Irrepf (G,F )| = |CSf (G)F |.
We also deduce from this that the transition matrix between irreducible characters and Frobenius trace func-
tions of F -stable character sheaves is block diagonal with blocks parametrized by the set L(G)F .
(iv) For each f ∈ L(G)F , we have a modular auto-equivalence F : MG,f
∼=−→ MG,f of the modular category
MG,f . Then the unitary transition matrix between the two sets {TrC,ψC |C ∈ CSf (G)F }, Irrepf (G,F ) ⊆
Fun([G], F ) is given by the crossed S-matrix, as defined in [De5], (suitably normalized) associated with the
modular auto-equivalence F : MG,f
∼=−→ MG,f .
From this result, for each positive integer m, we obtain an L-packet decomposition of the set Irrep(G,Fm)
with L-packets parametrized by L(G)F
m
. We also obtain that
Irrep(G,Fm)F =
∐
f∈L(G)F⊆L(G)Fm
Irrepf (G,F
m)F . (8)
Finally we relate the theory of character sheaves on neutrally solvable groups to Shintani descent:
Theorem 1.4. We continue in the setting of Theorem 1.3. Then we have:
(i) Shintani descent respects the L-packet decomposition of irreducible characters, namely for each positive
integer m and each f ∈ L(G)F , Shm(Irrepf (G,Fm)F ) is a basis of the subspace of Fun([G], F ) spanned by
Irrepf (G,F ) (or equivalently of the subspace spanned by {TrC,ψC |C ∈ CSf (G)F }).
(ii) There exists a positive integer m0 such that for any positive integer m, the m-th Shintani basis of
Fun([G], F ) only depends (up to scaling by roots of unity) on the residue of m modulo m0. The m-th
Shintani basis (well defined up to scaling by roots of unity) where m is any positive multiple of m0 is known
as the basis of almost characters of Fun([G], F ).
(iii) The orthonormal basis of almost characters of Fun([G], F ) agrees (up to scaling by roots of unity) with
the orthonormal basis {TrC,ψC |C ∈ CS(G)F } formed by Frobenius trace functions associated with F -stable
character sheaves on G. In particular, almost characters are eigenvectors of the twisting operator Θ∗.
We conjecture that there should be an interesting theory of character sheaves on general algebraic groups:
Conjecture 1.5. Analogues (see Remark 1.6 below) of Theorems 1.2, 1.3 and 1.4 hold for any algebraic
group G over k.
As we have seen in [De2] and as we will see from the arguments of this paper, we can essentially reduce this
conjecture to the Heisenberg case.
Remark 1.6. For a general algebraic group G, we do not expect the L-packets of character sheaves to be
parametrized by equivalence classes of minimal quasi-idempotents in DG(G). Nevertheless, we do expect that
associated with every L-packet will be a modular category. For example, if G is a reductive group, Lusztig
has defined certain modular categories associated with L-packets using a notion of truncated convolution of
character sheaves. In fact, many aspects of Conjecture 1.5 are known to hold for reductive groups (sometimes
under some further restrictions) by the work of Lusztig, Shoji and others.
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Our approach to the theory of character sheaves on neutrally solvable groups is based on the notion of
minimal quasi-idempotents in Qℓ-linear braided triangulated categories. We describe this notion in the
Appendix A. In §2, we begin by describing the theory of character sheaves on a torus in terms of the notion
of minimal quasi-idempotents. We will then use this to study the case of Heisenberg idempotents in §3, §4.
In §3, we will define character sheaves in the Heisenberg case and prove an analogue of Theorem 1.2 in this
case (see Corollary 3.13, Definition 3.15 and Remark 3.16). We will prove in §3.5, that in the Heisenberg
case, the character sheaves are in fact perverse up to a certain shift. (This statement does not necessarily
hold in the general case.) In §4, we study the relationship between irreducible characters and F -stable
character sheaves in the Heisenberg case and prove the Heisenberg case versions of Theorem 1.3 (see §4.3,
in particular Theorem 4.15) and Theorem 1.4 (see §4.5, in particular Corollary 4.25). In §5, we use the fact
that all minimal idempotents in DG(G) come from some admissible pair to prove our main results in the
general case using the results already proved in the Heisenberg case. Theorem 1.2 is proved in §5.1 (see
Proposition 5.6, Definition 5.7 and Proposition 5.9). In §5.2 and §5.3 we study the set Irrep(G,F ) using
F -stable geometric conjugacy classes of admissible pairs for G. Theorem 1.3 is proved in §5.4 and §5.6 (see
Theorems 5.19 and 5.22). In §5.5, we study Shintani descent in the general case and prove Theorem 1.4 (see
Theorems 5.20 and 5.22). In §5.7 we study in detail an instructive example, namely the character sheaves
on the Borel subgroup of SL3.
Acknowledgments
I am grateful to V. Drinfeld for introducing me to the theory of character sheaves on algebraic groups and to
T. Shoji for many useful discussions. I thank A. Beilinson for very helpful correspondence. This work was
partially supported by World Premier Institute Research Center Initiative (WPI), MEXT, Japan.
2 Character sheaves on a torus
As a warm-up, we now describe a new way to look at character sheaves on a torus which is more suited
for our approach to character sheaves on neutrally solvable groups. A character sheaf on a torus is just
a multiplicative local system on T . However, in this section we will characterize the character sheaves on
a torus T using the notion of minimal quasi-idempotents (cf. Appendix A) in D(T ) (or in DT (T )). As
a consequence, we will obtain a description of character sheaves on T purely in terms on the Qℓ-linear
triangulated monoidal category D(T ) (or DT (T )). We refer to Appendix A for the definition and properties
of the abstract categorical notion of quasi-idempotents in Qℓ-linear triangulated monoidal categories.
In this section, we will establish a canonical bijection between the set of character sheaves on a torus T
and the set of equivalence classes of minimal quasi-idempotents (cf. Defn. A.7) in the categories D(T ) and
DT (T ). Let KT ∼= Qℓ[2 dimT ](dimT ) denote the dualizing complex on T . In this section we will continue
to use the notations from [De2, §7]. In particular C(T ) denotes the Qℓ-scheme whose Qℓ-points parametrize
the multiplicative local systems on T and M! : D(T ) −→ Dbcoh(C(T )) denotes the Mellin transform. We
refer to [GL] for a detailed discussion about these notions.
Lemma 2.1. (i) Let M ∈ D(T ) and let L be a multiplicative local system on T . Then we have a natural
isomorphism L∗M ∼=−→ (L∗M)1⊗L in D(T ), where (L∗M)1 ∈ DbVec denotes the stalk of L∗M at 1 ∈ T .
(Here ⊗ is used in the sense of the previous section, or equivalently we may identify DbVec with constant
sheaves in D(T ) and then ⊗ denotes the usual (derived) tensor product in D(T ).)
(ii) If M ∈ D(T ) is nonzero, then there exists a multiplicative local system L on T such that L ∗M 6= 0.
Proof. Statement (i) follows readily from the definition of convolution and the fact that L is a multiplicative
local system, i.e. µ∗L ∼= L⊠ L where µ : T × T → T is the multiplication in the torus.
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To prove (ii), we will use the Mellin transform and its properties that are studied in [GL]. Suppose that M
is any nonzero object in D(T ). Then by [GL, Prop. 3.4.5], its Mellin transform M!(M) is also nonzero. In
particular there exists a multiplicative local system L such that the (derived) pullback i∗L−1M!(M) is nonzero
where iL−1 : {L−1} →֒ C(T ) denotes the inclusion of the closed point L−1 ∈ C(T ). Now by definition of the
Mellin transform, M!(L) is only supported at the closed point L−1 ∈ C(T ). In particular this means that
M!(L) ⊗M!(M) is nonzero. But since Mellin transform takes convolution to tensor product, we conclude
that L ∗M must also be nonzero as desired.
Theorem 2.2. Let L ∈ D(T ) be a multiplicative local system (which may also be naturally considered as an
object of DT (T )). Then eL := L ⊗KT is a minimal quasi-idempotent in D(T ) (resp. DT (T )). Moreover, if
e ∈ D(T ) (resp. e ∈ DT (T )) is any minimal quasi-idempotent then there exists a unique (up to isomorphism)
multiplicative local system L on T such that eL ∗ e 6= 0. In other words, L 7→ eL defines a bijection between
C(T )(Qℓ) and the set of minimal quasi-idempotents in D(T ) (resp. DT (T )) up to equivalence.
Proof. Using the isomorphism µ∗L ∼= L⊠ L we can define a natural isomorphism
L ∗ L ∼=−→ H∗c (T,Qℓ)⊗ L (9)
and hence using the definition of eL, we obtain an isomorphism eL ∗ eL
∼=−→ H∗c (T,KT )⊗ eL. Hence we see
that eL is a quasi-idempotent in D(T ). By Lemma 2.1(i), for anyM ∈ D(T ) we have L∗M
∼=−→ (L∗M)1⊗L
and hence
eL ∗M ∼= (L ∗M)1 ⊗ eL. (10)
In particular this holds for quasi-idempotents M . This proves that eL is a minimal quasi-idempotent.
On the other hand, let e ∈ D(T ) be any minimal quasi-idempotent. In particular e is nonzero and by Lemma
2.1(ii) there exists a multiplicative local system L such that L ∗ e 6= 0 and hence eL ∗ e 6= 0. If L′ is another
multiplicative local system on T which is not isomorphic to L, then L ∗ L′ = 0. The uniqueness of L (up to
isomorphism) now follows. This completes the proof of the statements pertaining to the category D(T ).
The statements for DT (T ) can be proven in the same way by using a T -equivariant version of Lemma 2.1(i).
It is clear that eL ∈ DT (T ) is a quasi-idempotent. Now let e ∈ DT (T ) be a V -quasi-idempotent such that
eL ∗ e 6= 0. Then we can define an isomorphism (cf. (10))
eL ∗ e ∼= (L ∗ e)1 ⊗ eL in DT (T ), (11)
where we consider the stalk (L ∗ e)1 as an object of DT (1). Now by Lemma A.6 (or rather by a slight
generalization) we obtain that (L ∗ e)1 ∼= V ∈ DbVec. This proves that eL ∈ DT (T ) is a minimal quasi-
idempotent. The remaining statements for DT (T ) now follow readily.
Remark 2.3. Let us denote the monic complex (see Definition A.2) H∗c (T,KT ) ∈ D≤0monVec by VT . Note
that we have VT ∼= H∗c (T,Qℓ)[2 dimT ](dimT ). We have seen that for each multiplicative local system L on
T , eL is a VT -quasi-idempotent in D(T ).
Corollary 2.4. Each equivalence class of minimal quasi-idempotents in D(T ) (or in DT (T )) contains a
unique indecomposable object up to isomorphism, namely some eL for a multiplicative local system L on T .
Any minimal quasi-idempotent in D(T ) (or in DT (T )) is of the form W ⊗ eL for some multiplicative local
system L on T and some W ∈ D≤0monVec.
Proof. Let e ∈ D(T ) be any minimal quasi-idempotent, and say e is a V -quasi-idempotent. Then by
Theorem 2.2 there exists a unique multiplicative local system L on T such that e ∼ eL and clearly eL is an
indecomposable object of D(T ) (as well as of DT (T )). Since e, eL are equivalent minimal quasi-idempotents,
we must have (cf. Lemma A.6)
e ∗ eL ∼= VT ⊗ e ∼= V ⊗ eL. (12)
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Now we see that the only indecomposable factors of the rightmost term in this isomorphism are eL and
its shifts. Hence the indecomposable factors of e must also be of this form. In other words, we must have
e ∼= W ⊗ eL for some W ∈ D≤0monVec. This means that all minimal quasi-idempotents equivalent to eL
are of the form W ⊗ eL for some W ∈ D≤0monVec, in particular eL is the only indecomposable minimal
quasi-idempotent in its equivalence class.
Definition 2.5. A character sheaf in the Qℓ-linear triangulated monoidal category DT (T ) (or in D(T )) is
an indecomposable minimal quasi-idempotent.
Note that our convention is slightly different from the standard convention. In our convention, the quasi-
idempotent eL is said to be a character sheaf rather than the multiplicative local system L. The results of
this section prove that there is a canonical bijection eL ←→ L between isomorphism classes of character
sheaves on T and of multiplicative local systems on T .
Corollary 2.6. Any triangulated monoidal auto-equivalence of D(T ) (or of DT (T )) preserves the set of
isomorphism classes of character sheaves on a torus T .
Proposition 2.7. For each L ∈ C(T )(Qℓ), the subcategory (see Definition A.3) eLD(T ) ⊆ D(T ) is the
full subcategory formed by objects of the form W ⊗ eL for some W ∈ DbVec. In other words, we have a
triangulated functor DbVec −→ eLD(T ),W 7→ W ⊗ eL which induces a bijection on the isomorphism classes
of objects. Similarly, the full subcategory eLDT (T ) ⊆ DT (T ) is the full subcategory formed by objects of the
form W ⊗ eL for some W ∈ DT (1).
Proof. LetM ∈ eLD(T ). Hence eL∗M ∼= VT⊗M. On the other hand, by (10) we have eL∗M ∼= (L∗M)1⊗eL
and eL is indecomposable. The first part of the proposition now follows.
Now recall that we have an action of DT (1) ⊆ DT (T ) on DT (T ) which we will also denote by ⊗. If
M ∈ eLDT (T ), then as before we obtain that eL ∗M ∼= VT ⊗M ∼= (L ∗M)1 ⊗ eL, where (L ∗M)1 ∈ DT (1).
From this we see that M ∼=W ⊗ eL for some W ∈ DT (1).
Remark 2.8. For a minimal quasi-idempotent eL ∈ D(T ) (resp. DT (T )), let eLD(T )∆ (resp. eLDT (T )∆)
be the full triangulated subcategories of D(T ) (resp. DT (T )) generated by
eLD(T ) (resp. eLDT (T )) (see
Defn. A.3). Then we see that the categories eLD(T )∆ and eLDT (T )
∆ have unique t-structures such that
eL lies in their heart. The semisimple abelian subcategories of the hearts formed by the semisimple objects
are both equivalent to the category Vec with eL being the unique simple object. Moreover, it follows from
Lemma A.14 that any non-degenerate bounded t-structure on either of these triangulated categories must
necessarily be a shift of the above t-structures.
3 Character sheaves in the Heisenberg case
In this section we work with neutrally solvable groups G and analyze the case of Heisenberg idempotents
e ∈ DG(G). We will define character sheaves (cf. Definition 3.15) and their L-packet decomposition inside
the Qℓ-linear triangulated braided monoidal category eDG(G). We will state and prove a version of our
main results (Theorems 1.2,1.3 and 1.4) for Heisenberg idempotents in this section and §4. The results from
[De2] would then allow us to prove (in §5) our main results for general minimal idempotents, since by op.
cit. every minimal idempotent on a neutrally solvable group can essentially be obtained from a Heisenberg
idempotent on a subgroup of G by using the induction with compact supports functor.
We begin by describing the setting of Heisenberg idempotents. Let G be a neutrally solvable (perfect quasi-)
algebraic group over k. Let G◦ = UT where U is the unipotent radical and T is some maximal torus. Let
(H,N ) be a Heisenberg admissible (cf. [De2, §2.6]) pair for G. Recall that this means that H is a connected
normal unipotent subgroup of G, N ∈ (H∗)G a G-equivariant multiplicative local system on H , U/H is
commutative and the induced skewsymmetric biextension
ϕN : U/H −→ (U/H)∗ (13)
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is an isogeny. Associated with such a skewsymmetric isogeny we have the metric group (KN , θ) where
KN = ker(ϕN ). Let e := N ⊗ KH ∈ DG(G) be the Heisenberg idempotent associated with the admissible
pair. Then from [De2] we know that e ∈ DG(G) is a minimal idempotent and that it is closed. We also know
that the full subcategory eDU (U) ⊆ eDU (G) is equivalent to the bounded derived category of the modular
category M (KN , θ) associated with the metric group (KN , θ). We refer to [De1] for details.
Remark 3.1. For a Heisenberg idempotent e as above, we set de :=
dimU−dimH
2 and call it the functional
dimension of e.
Let Γ := G/U . We have Γ◦ = T . Let Π0 := π0(G) = G/G
◦ = π0(Γ) = Γ/T . Note that conjugation by Γ
induces an action of Π0 on T . We want to define character sheaves in the Qℓ-linear triangulated braided
monoidal category eDG(G). We will first study the triangulated braided Π0-crossed category
eDG◦(G) =
⊕
G◦g∈Π0
eDG◦(G
◦g). (14)
Now by [De2, Prop. 8.10], we have an equivalence eDG◦(G
◦) ∼= eDU (U) ⊠ DT (T ) of braided triangulated
categories and for each g = G◦g ∈ Π0 a triangulated equivalence
eDG◦(G
◦g) ∼= eDU (Ug)⊠DgT (T ) (15)
of eDG◦(G
◦) ∼= eDU (U) ⊠ DT (T )-module categories, where DgT (T ) is the T -equivariant derived category of
T for the g-conjugation action of T on itself (see also [De2, §8.5]). We can obtain the braided monoidal
category eDG(G) as the Π0-equivariantization of eDG◦(G).
Finally, let us recall from [De1, §2.3] that each of the monoidal categories eDU (G), eDG◦(G) and eDG(G) is a
monoidal r-category. The duality functor is defined asM 7→M∨ := D−M⊗KH ∼= D−M [2 dimH ](dimH).
3.1 The connected Heisenberg case
In this section we suppose that G = TU is a connected solvable group over k and that (H,N ) is a Heisenberg
admissible pair for G with e = N ⊗ KH being the corresponding Heisenberg idempotent. Let us begin by
classifying the minimal quasi-idempotents in the triangulated monoidal category eDU (G). By [De2, Thm.
2.26] we have a canonical monoidal equivalence eDU (G) ∼= eDU (U)⊠D(T ). In particular eDU (G) is braided
and we can talk of minimal quasi-idempotents in this category.
Proposition 3.2. (i) Let L ∈ D(T ) be a multiplicative local system and let eL = L ⊗ KT ∈ D(T ) be the
corresponding minimal quasi-idempotent. Then e ⊠ eL ∈ eDU (U) ⊠ D(T ) ∼= eDU (G) is a minimal quasi-
idempotent.
(ii) The full subcategory (see Definition A.3) (e⊠eL)eDU (U)⊠D(T ) ⊆ eDU (U)⊠D(T ) ∼= eDU (G) associated
with the quasi-idempotent e ⊠ eL is equal to eDU (U) ⊠
eLD(T ). It is the full subcategory of objects of the
form M ⊠ eL for M ∈ eDU (U).
(iii) The mapping L 7→ e ⊠ eL establishes a bijection between isomorphism classes of multiplicative local
systems on T and equivalence classes of minimal quasi-idempotents in eDU (U) ⊠ D(T ). Each equivalence
class of minimal quasi-idempotents in eDU (U)⊠D(T ) contains a unique (up to isomorphism) indecomposable
object, namely some e⊠ eL for some L ∈ C(T )(Qℓ). Any minimal quasi-idempotent in eDU (U)⊠D(T ) is of
the form W ⊗ (e⊠ eL) for some L ∈ C(T )(Qℓ) and some W ∈ D≤0monVec.
Proof. It is clear that e ⊠ eL is a VT -quasi-idempotent. Let us first prove (ii). Objects of eDU (U) ⊠ D(T )
are direct sums of objects of the form A⊠B with A ∈ eDU (U) and B ∈ D(T ). Note that by (10) we have
(e⊠ eL) ∗ (A⊠B) ∼= (L ∗B)1 ⊗A⊠ eL. (16)
Hence for any X ∈ eDU (U)⊠ D(T ), the convolution (e⊠ eL) ∗X is an object of the form Y ⊠ eL for some
Y ∈ eDU (U). Hence we see that the full subcategory (e⊠eL)eDU (U) ⊠ D(T ) ⊆ eDU (U) ⊠ D(T ) associated
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with the quasi-idempotent e ⊠ eL is equal to eDU (U) ⊠
eLD(T ). This is the full subcategory of objects of
the form Y ⊠ eL where Y ∈ eDU (U).
Now suppose that such an object is a nonzero quasi-idempotent, i.e. (Y ⊠ eL) ∗ (Y ⊠ eL) ∼= V ⊗ (Y ⊠ eL) for
some V ∈ D≤0monVec. Hence (Y ∗ Y ) ⊠ (VT ⊗ eL) ∼= V ⊗ Y ⊠ eL, which implies that VT ⊗ Y ∗ Y ∼= V ⊗ Y .
This means that Y ∈ eDU (U) must be a quasi-idempotent. Now eDU (U) is the bounded derived category
of a modular category. Hence by Proposition A.11 Y must be of the form W ⊗ e for some W ∈ D≤0monVec
and hence Y ⊠ eL ∼=W ⊗ e⊠ eL. Hence by Corollary A.9 e⊠ eL is a minimal quasi-idempotent in eDU (G) ∼=
eDU (U)⊠D(T ).
Now let X ∈ eDU (U) ⊠ D(T ) be any minimal quasi-idempotent. Using Lemma 2.1(ii) and the fact that
each X ∈ eDU (U)⊠D(T ) can be expressed as a direct sum of objects of the form A⊠B, we see that there
exists a multiplicative local system L on T such that (e⊠ eL) ∗X 6= 0. Since both X and e⊠ eL are minimal
quasi-idempotents, they must be equivalent by Definition A.7. Moreover, since e⊠ eL is an indecomposable,
we must have X ∼=W ⊗ (e⊠ eL) for some W ∈ D≤0monVec (cf. Cor. 2.4 and its proof).
Remark 3.3. In the future we will denote the canonical equivalence eDU (U)⊠D(T )
∼=−→ eDU (G) byX 7→ X.
Note that this equivalence also defines a canonical triangulated monoidal functor D(T ) −→ eDU (G) (cf.
[De2, §8.5]) which we will also denote by N 7→ N . In particular, image of the minimal quasi-idempotent
e ⊠ eL in eDU (G) will be denoted by eL. An object M ⊠ N ∈ eDU (U) ⊠ D(T ) corresponds to the object
M ∗N ∈ eDU (G).
3.2 The possibly disconnected case
Let G be a neutrally solvable group and let (H,N ) be a Heisenberg admissible pair for G and let e ∈ DG(G)
be the corresponding Heisenberg idempotent. In the next few sections, we will classify all the minimal
quasi-idempotents in the Qℓ-linear triangulated braided category eDG(G). In this section, we study some of
these minimal quasi-idempotents.
We continue to use the notation from the introduction of §3. In particular U is the unipotent radical of G
and G◦ = TU where T is some maximal torus. We denote the surjection G◦ ։ T by h 7→ h. We have an
action of Π0 on T coming from the conjugation action of Γ = G/U on T and this gives us an action of G on
T . We denote this action by g : t 7→ gt.
3.2.1 The category eDU (G)
We will first work with the category eDU (G). We have eDU (G) =
⊕
G◦g∈Π0
eDU (G
◦g). By [De2, Defn. 8.7,
Prop. 8.8] for each g ∈ G we have an equivalence
eDU (Ug)⊠D(T ) ∼= eDU (G◦g) defined by M ⊠N 7→M ∗N, (17)
where N 7→ N is the canonical monoidal functor D(T ) −→ eDU (G◦) as defined in loc. cit. (see also Remark
3.3). Moreover, by [De2, Thm. 6.2] eDU (Ug) ∼= Db(M˜Ug,e), where M˜Ug,e is an invertible module category
over the pointed modular category M˜U,e ∼= M (KN , θ).
Note that for each h ∈ G◦ we have an equivalence of eDU (U)-module categories
eDU (Ug)
(·)∗δ
g−1h−−−−−−→ eDU (Uhg). (18)
Now for each a ∈ Π0, let us choose a lift a˜ ∈ G such that 1˜ = 1. For a, b ∈ Π0, let
a˜b˜ = f(a, b)a˜b, where f(a, b) ∈ G◦. (19)
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Then by [De2, Prop. 8.9], the convolution eDU (G
◦a˜) × eDU (G◦b˜) ∗−→ eDU (G◦a˜b) (for a, b ∈ Π0) can be
identified with the composition
eDU (Ua˜)⊠D(T )× eDU (Ub˜)⊠D(T ) −→ eDU (Ua˜b˜)⊠D(T )
∼=−→ eDU (Ua˜b)⊠D(T ) (20)
defined by
(M1 ⊠N1) ∗ (M2 ⊠N2) = (M1 ∗M2 ∗ δb−1a−1 (f(a,b)−1))⊠ (δb−1a−1(f(a,b)) ∗ b−1(N1) ∗N2). (21)
Let us define an auxiliary triangulated monoidal category (D , ∗′) as follows:
D =
⊕
a∈Π0
eDU (Ua˜) (22)
and we define M1 ∗′ M2 := M1 ∗M2 ∗ δb−1a−1 (f(a,b)−1) for M1 ∈ eDU (Ua˜),M2 ∈ eDU (Ub˜) and where the
convolution on the right hand side comes from the category eDU (G). Then D can be equipped with an
associativity constraint using the isomorphisms δs ∗ δt ∼= δst in eDU (G) for s, t ∈ T . This associativity
constraint is not quite canonical, however this does not matter in the proof of the next lemma. Moreover
note that by [De1] each eDU (Ua˜) is the bounded derived category of a finite semisimple abelian category
and D is equivalent to the bounded derived category of a fusion category.
Lemma 3.4. Let L be a Π0-equivariant multiplicative local system on T and eL ∈ D(T ) the corresponding
minimal quasi-idempotent. Then e ⊠ eL ∈ eDU (U) ⊠ D(T ) ∼= eDU (G◦) ⊆ eDU (G) is a minimal weakly
central quasi-idempotent in eDU (G). (The image of e⊠ eL in eDU (G
◦) ⊆ eDU (G) is eL.) We have
eLeDU (G) =
⊕
G◦g∈Π0
eLeDU (G
◦g) ∼=
⊕
G◦g∈Π0
eDU (Ug)⊠
eLD(T ). (23)
In other words, the full subcategory eLeDU (G
◦g) ⊆ eDU (G◦g) ∼= eDU (Ug)⊠ D(T ) consists of objects of the
form M ⊠ eL with M ∈ eDU (Ug). Hence we also obtain (see Definition A.3 for notation)
eLeDU (G
◦g)∆ =
⊕
G◦g∈Π0
eLeDU (G
◦g)∆ ∼=
⊕
G◦g∈Π0
eDU (Ug)⊠
eLD(T )∆. (24)
Proof. Using the Π0-equivariance of L and (21), it is easy to check that eL is a weakly central quasi-
idempotent in eDU (G). Let A⊠B ∈ eDU (Ug)⊠D(T ). Then we have (e⊠eL)∗ (A⊠B) ∼= A⊠ (g−1(eL)∗B).
Since L is Π0-equivariant, we obtain (e ⊠ eL) ∗ (A ⊠ B) ∼= A ⊠ (eL ∗ B) ∼= (L ∗ B)1 ⊗ A ⊠ eL using (10).
Then as in the proof of Proposition 3.2, we conclude that each object in (e⊠eL)eDU (Ug) ⊠ D(T ) is of the
formM ⊠ eL. Now by Proposition A.11 the nonzero quasi-idempotents in the category (D , ∗′) defined above
are all of the form V ⊗ e for some V ∈ D≤0monVec. Hence we see that all the nonzero quasi-idempotents in
eLeDU (G) are of the form V ⊗ eL for some V ∈ D≤0monVec. Hence by Corollary A.9 eL is a minimal weakly
central quasi-idempotent in eDU (G).
3.2.2 The category eDG◦(G)
Let us now study the category eDG◦(G) which is a braided Π0-crossed category:
eDG◦(G) =
⊕
G◦g∈Π0
eDG◦(G
◦g). (25)
By [De2, Prop. 8.10], we have identifications
eDG◦(G
◦g) ∼= eDU (Ug)⊠DgT (T ), (26)
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where DgT (T ) denotes the category T -equivariant Qℓ-complexes for the g-twisted conjugation action of T on
itself. In terms of this identification, for g1, g2 ∈ G, the convolution (cf. [De2, Prop. 8.9])
eDG◦(G
◦g1)× eDG◦(G◦g2) ∗−→ eDG◦(G◦g1g2) corresponds to the convolution (27)
eDU (Ug1)⊠D
g1
T (T )× eDU (Ug2)⊠Dg2T (T ) ∗−→ eDU (Ug1g2)⊠Dg1g2T (T ) defined by (28)
(M1 ⊠N1) ∗ (M2 ⊠N2) := (M1 ∗M2)⊠ (g
−1
2 (N1) ∗N2). (29)
Using the results of the previous section, we will prove
Corollary 3.5. In the setup of Lemma 3.4, we may consider eL as an object of eDG◦(G
◦) ⊆ eDG◦(G).
Then eL is a minimal weakly central quasi-idempotent in the braided Π0-crossed category eDG◦(G). We have
eLeDG◦(G) =
⊕
G◦g∈Π0
eLeDG◦(G
◦g) ∼=
⊕
G◦g∈Π0
eDU (Ug)⊠
eLD
g
T (T ). (30)
All objects of eLeDG◦(G
◦g) ∼= eDU (Ug)⊠ eLDgT (T ) are of the form V ⊗ (M ⊠ eL) for some M ∈ eDU (Ug)
and V ∈ DT (1). We also obtain (see Definition A.3 for notation)
eLeDG◦(G)
∆ =
⊕
G◦g∈Π0
eLeDG◦(G
◦g)∆ ∼=
⊕
G◦g∈Π0
eDU (Ug)⊠
eLD
g
T (T )
∆. (31)
Proof. Note that we have a canonical monoidal functor DT (T ) −→ eDG◦(G◦) ⊆ eDG◦(G), which we also
denote by X 7→ X. Then we see that eL is a VT -quasi-idempotent in eDG◦(G). We see that it is weakly
central from (29). Furthermore, we see that eL is a minimal weakly central quasi-idempotent in eDG◦(G)
using Lemma 3.4 and the forgetful functor eDG◦(G) −→ eDU (G). The proof of (30) is similar to the proof
of Lemma 3.4 using (29). To prove the next statement, we only need to further observe that all objects of
eLD
g
T (T ) are of the form V ⊗ eL for some V ∈ DT (pt). First note that eL is perverse up to a shift and is
Π0-equivariant. Using the isomorphism between the multiplicative local systems L and gL on T , we obtain
a canonical equivariant structure on eL for the g-twisted action of T on itself. Thus we see that eL ∈ DgT (T ).
Now using a similar argument as in the proof of Proposition 2.7 we conclude that all objects of eLDgT (T ) are
indeed of the form V ⊗ eL for some V ∈ DT (1). Statement (31) about the triangulated subcategories also
follows.
Remark 3.6. In the setting above, eL may also be considered as a minimal weakly central quasi-idempotent
in DG◦(G) and we see that
eLeDG◦(G) and
eLDG◦(G) are equal as full subcategories of DG◦(G) and we may
use either notation to denote it.
3.2.3 Truncated convolution and fusion categories
Let L be a Π0-equivariant multiplicative local system on T and eL ∈ eDG◦(G) the associated minimal weakly
central quasi-idempotent. We will now associate with eL a braided Π0-crossed fusion category which we will
denote by M˜G,eL .
Proposition 3.7. (i) Let L ∈ C(T )(Qℓ)Π0 . Then eLeDG◦(G)∆ is a Qℓ-linear triangulated braided Π0-crossed
semigroupal category. It has a unique non-degenerate bounded t-structure, denoted here by (D≤0,D≥0) with
heart denoted by M˜∆G,eL , such that D
≤0 ∗D≤0 ⊆ D≤0 and D≤0 ∗D≤0 6⊆ D≤−1.
(ii) For each i ∈ Z, X ∈ eLeDG◦(G)∆ let X i ∈ M˜∆G,eL denote the i-th cohomology of X with respect to this
t-structure. The truncated convolution
∗ : M˜∆G,eL × M˜∆G,eL −→ M˜∆G,eL , defined as X∗Y := (X ∗ Y )0 forX,Y ∈ M˜∆G,eL (32)
equips M˜∆G,eL with the structure of a braided Π0-crossed semigroupal category.
(iii) Let M˜G,eL ⊆ M˜∆G,eL be the full subcategory formed by the semisimple objects. Then M˜G,eL is closed
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under truncated convolution, eL is a unit object for truncated convolution on M˜G,eL and (M˜G,eL , ∗, eL) is a
braided Π0-crossed fusion category. The simple objects of M˜G,eL are of the form M ⊠ eL with M a simple
object in M˜Ug,e for some g ∈ G and eL is considered as an object of DgT (T ).
(iv) The identity component of M˜G,eL is equivalent to the pointed modular category corresponding to the
metric group (KN , θ) (see the introduction of §3) and the Frobenius-Perron dimension of M˜G,eL (denoted
by FPdim(M˜G,eL)) is equal to |Π0| · |KN | ∈ Z.
Proof. To prove (i), let us first construct one t-structure satisfying the desired properties. We have described
the categories eLeDG◦(G) ⊆ eLeDG◦(G)∆ in Corollary 3.5. Now by [De2, Thm. 6.2], we have eDU (Ug) ∼=
Db(M˜Ug,e) where M˜Ug,e is an invertible M˜U,e-module category. For g ∈ G, consider the t-structure on
eDU (Ug) whose heart is M˜Ug,e. Also let us consider the t-structure on the category
eLD
g
T (T )
∆ such that
the object eL ∈ eLDgT (T ) ⊆ eLDgT (T )∆ lies in its heart (which we denote by M˜∆T,g,eL). In this way, we obtain
a t-structure on eDU (Ug)⊠
eLD
g
T (T )
∆. We transfer this t-structure to eLeDG◦(G
◦g)∆ using Corollary 3.5.
Let us denote the heart of this t-structure by M˜∆G◦g,eL . Thus we obtain a t-structure on all of
eLeDG◦(G)
∆.
We obtain a grading on the heart of this t-structure
M˜
∆
G,eL =
⊕
G◦g∈Π0
M˜
∆
G◦g,eL
∼=
⊕
G◦g∈Π0
M˜Ug,e ⊠ M˜
∆
T,g,eL . (33)
Using [De2, Thm. 6.2(iii)], Corollary 3.5 and (29) we see that this t-structure on eLeDG◦(G) satisfies the
properties desired in (i).
Let us now prove the uniqueness of the t-structure from statement (i). By Appendix A.4, the hearts of all
the possible different non-degenerate bounded t-structures on eLeDG◦(G)
∆ must have as their simple objects
the various shifts of the simple objects of M˜∆G,eL . Hence we see that there is a unique such t-structure which
also satisfies the desired properties from (i).
To prove (ii), using the same argument as in [Li, Thm. 3.1.3.1], we can construct canonical associativity
as well as crossed braiding isomorphisms for the truncated convolution by truncating the corresponding
structures from eDG◦(G)
∆.
We now prove (iii) and (iv). It is clear from (29) that M˜G,eL is closed under truncated convolution and
hence is a braided Π0-crossed semigroupal category. From (33) we obtain the grading
M˜G,eL =
⊕
G◦g∈Π0
M˜G◦g,eL
∼=
⊕
G◦g∈Π0
M˜Ug,e ⊠ M˜T,g,eL , (34)
where Vec ∼= M˜T,g,eL ⊆ M˜∆T,g,eL is the full subcategory formed by (finite) direct sums of the simple object
eL. We will now prove that (M˜G,eL , ∗, eL) is a fusion category. First note that we have a canonical morphism
δ1
a−→ eL in DT (T ). The construction of this morphism is exactly the same as in the unipotent group case
as described in [B1, §8.1.2]. Moreover, using a similar argument to the one in [B1, §8.3] we can prove that if
we convolve this morphism with eL, we get a morphism eL −→ eL ∗ eL ∼= VT ⊗ eL which is an isomorphism
onto the direct summand eL of VT ⊗ eL. Using this, we obtain a similar morphism e a−→ eL in eDG◦(G).
Now each simple object of M˜Ug,e ⊠ M˜T,g,eL
∼= M˜G◦g,eL is of the form M ⊠ eL for some simple M ∈ M˜Ug,e.
Let X ∈ M˜G◦g,eL be any object. Convolving the morphism a with X , we obtain a morphism X −→ eL ∗X .
Then using the previous observations, we see that the induced morphism X = X0 −→ (eL ∗X)0 = eL∗X
obtained by taking the 0-th cohomology with respect to our chosen t-structure is a (functorial) isomorphism.
This makes eL into a left unit in M˜G,eL . Similarly, it is also a right unit. Thus we see that (M˜G,eL , ∗, eL) has
the canonical structure of a braided Π0-crossed monoidal category with identity component M˜G◦,eL
∼= M˜U,e
(by (34)), a pointed modular category which corresponds to the metric group (KN , θ) (cf. [De1]). Now by
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[De1, §6.1] we conclude that M˜G,eL is rigid and hence a fusion category as desired. The statement about
the Frobenius-Perron dimension follows from the fact that FPdim(MU,e) = |KN | and [DGNO].
Remark 3.8. Under the identification eDU (Ug) ⊠ D(T ) ∼= eDU (G◦g), the contravariant (weak) duality
functor (·)∨ = D−(·)[2 dimH ](dimH) : eDU (G◦g) −→ eDU (G◦g−1) corresponds to
M ⊠N 7→M∨ ⊠ D−g(N) = D−M [2 dimH ](dimH)⊠ D−g(N).
Now consider the identification M˜G◦g,eL
∼= M˜Ug,e⊠M˜T,g,eL . Note that the (rigid) duality in M˜T,1,eL(∼= Vec)
is given by D−(·)[2 dimT ](dimT ). Then we see that the duality functor (·)∗ : M˜G◦g,eL −→ M˜G◦g−1,eL
corresponds to M ⊠N 7→ D−M [2 dimH ](dimH)⊠ D−g(N)[2 dimT ](dimT ). Hence we see that the (rigid)
duality in M˜G,eL is given by D
−(·)[2 dimH + 2dimT ](dimH + dimT ). We see that we have a natural
identification of the square of the duality functor with the identity functor, or in other words M˜G,eL has a
natural spherical structure.
3.3 Minimal quasi-idempotents in eDG(G)
In this section we consider the category eDG(G) and classify all minimal quasi-idempotents in it. We first
obtain the following corollary of our previous results:
Corollary 3.9. (i) Let L ∈ C(T )(Qℓ)Π0 be as before. Then we can consider eL as an object of eDG(G◦) ⊆
eDG(G). Then eL is a minimal quasi-idempotent in the braided triangulated category eDG(G) as well as the
category DG(G).
(ii) Furthermore, eLeDG(G)
∆ is a Qℓ-linear triangulated braided semigroupal category. It has a unique t-
structure, denoted here by (D≤0,D≥0), such that D≤0 ∗D≤0 ⊆ D≤0 but D≤0 ∗D≤0 * D≤−1.
(iii) Let M∆G,eL ⊆ eLDG(G)∆ denote the heart of the above t-structure. For each i ∈ Z, X ∈ eLDG(G)∆
let X i ∈ M∆G,eL denote the i-th cohomology of X with respect to this t-structure. Then (M∆G,eL , ∗) has the
structure of a braided semigroupal category, where
∗ : M∆G,eL ×M∆G,eL −→ M∆G,eL (35)
denotes the truncated convolution functor defined by X∗Y := (X ∗ Y )0 for X,Y ∈ M∆G,eL .
(iv) Let MG,eL ⊆ M∆G,eL denote the full subcategory formed by the semisimple objects. Then MG,eL is closed
under truncated convolution and (MG,eL , ∗, eL) is a non-degenerate braided fusion category. We have an
identification MG,eL = (M˜G,eL)
Π0 and FPdim(MG,eL) = |Π0|2 · |KN |.
Proof. Note that from the canonical monoidal functor D(T ) −→ eDU (G◦), we also obtain a monoidal functor
DΓ(T ) −→ eDG(G◦) ⊆ eDG(G) which we also denote by X 7→ X. Now we can consider eL as an object of
DT (T ) and since L is Γ-equivariant, we may consider eL as an object of DΓ(T ). Thus we can consider the
object eL as an object of eDG(G). Then we see that eL is a minimal quasi-idempotent by using Lemma
3.4 and the forgetful functor eDG(G) −→ eDU (G). Statements (ii), (iii) and (iv) also follow readily from
Proposition 3.7 after Π0-equivariantization. Note that the non-degeneracy of the braided fusion category
MG,eL follows from [DGNO, Prop. 4.56].
We will now classify all minimal quasi-idempotents in the Qℓ-linear triangulated braided category eDG(G).
We will use the facts about induction functors from Appendix A.3, where we have studied the induction of
quasi-idempotents satisfying the “(geometric) Mackey condition”.
Theorem 3.10. (i) Let L ∈ C(T )(Qℓ) be any multiplicative local system on T . Let Π′0 ⊆ Π0 be the stabilizer
of L. Let Γ′ ⊆ Γ (resp. G′ ⊆ G) be the subgroup containing T (resp. G◦) such that Γ′/T = Π′0 (resp.
G′/G◦ = Π′0). Then eL is a minimal quasi-idempotent in eDG′(G
′) satisfying the Mackey criterion with
respect to G and fL := ind
G
G′ eL ∈ eDG(G) is a minimal quasi-idempotent in eDG(G). The isomorphism
class of the minimal quasi-idempotent fL ∈ eDG(G) only depends on the Π0-orbit of L.
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(ii) The strongly semigroupal braided functor from Proposition A.13 is an equivalence and induces an equiv-
alence
indGG′ :
eLeDG′(G
′)∆
∼=−→ fLeDG(G)∆ (36)
of Qℓ-linear triangulated braided semigroupal categories.
(iii) Let f ∈ eDG(G) be any minimal quasi-idempotent. Then there exists a multiplicative local system L on
T such that f ∼ fL. Moreover, the mapping L 7→ fL defines a bijection between the set of orbits C(T )(Qℓ)/Π0
and the set of equivalence classes of minimal quasi-idempotents in eDG(G).
(iii′) Each equivalence class of minimal quasi-idempotents in eDG(G) contains a unique (up to isomorphism)
indecomposable object. This indecomposable object is of the form fL for some L ∈ C(T )(Qℓ). Any minimal
quasi-idempotent in the corresponding equivalence class is of the form W ⊗ fL for some W ∈ D≤0monVec.
We first prove the following:
Lemma 3.11. Let X ∈ eDU (G) be any nonzero object. Then there exists a multiplicative local system L on
T such that eL ∗X 6= 0. For any X ∈ eDG(G), there exists a multiplicative local system L on T such that
fL ∗X 6= 0.
Proof. Without loss of generality (say by passing to an indecomposable component of X), we may suppose
that X ∈ eDU (G◦g) ∼= eDU (Ug) ⊠ D(T ) corresponds to an object of the form A ⊠ B for some g ∈ G,
A ∈ eDU (Ug) and B ∈ D(T ). Then by (21) or by [De2, Defn. 8.7, Prop. 8.8] we have (e⊠ eL) ∗ (A⊠B) ∼=
A⊠ (g
−1
(eL) ∗B). Now using Lemma 2.1(ii), we complete the proof of the first part of the Lemma.
Now suppose that X ∈ DG(G). Applying the forgetful functor, we may consider X as an object of DU (G).
Then by the first part, there exists an L such that eL ∗X 6= 0. Now by definition fL = indGG′ eL is isomorphic
(as an object of eDU (G)) to a direct sum of conjugates of eL. Hence we conclude that fL ∗X 6= 0.
Proof of Theorem 3.10. We see that eL ∈ eDG′(G′) is a minimal quasi-idempotent by Corollary 3.9. More-
over, if x ∈ G − G′, then the multiplicative local systems L and xL are non-isomorphic. Hence we deduce
that eL ∗ x(eL) = 0. This means that eL ∈ eDG′(G′) satisfies the Mackey condition with respect to G. Then
by Appendix A.3, fL = ind
G
G′ eL is a quasi-idempotent in eDG(G). If we consider fL as an object of eDU (G)
(or even of eDG◦(G)), it is isomorphic to a direct sum
fL ∼=
⊕
G′g∈G/G′
g(eL). (37)
Moreover it is also clear that for any g ∈ G, fg(L) ∼= fL. To complete the proof of (i), we must show that
fL is a minimal quasi-idempotent. We will first prove (ii). This would also complete the proof of (i) by
Corollary A.9 since we already know that eL ∈ eDG′(G′) is a minimal quasi-idempotent.
Now we have eLDG′(G
′) ∼= (eLDG◦(G′))Π′0 and fLDG(G) ∼= fL (eDG◦(G)Π0). Then we see that
indGG′ :
(
eLDG◦(G
′)
)Π′0 −→ fL (eDG◦(G)Π0) (38)
is an equivalence, completing the proof of (i), (ii).
To prove (iii), note that by Lemma 3.11, given a minimal quasi-idempotent f ∈ eDG(G), there exists a
multiplicative local system L on T such that fL ∗f 6= 0. Since both f and fL are minimal quasi-idempotents,
we conclude that f ∼ fL. Moreover it is clear that fL ∼ fL′ if and only if L and L′ lie in the same Π0-orbit
in C(T )(Qℓ). Statement (iii′) also follows using the same argument as in the proof of Corollary 2.4.
Remark 3.12. Note that since eL ∈ DT (T ) is a VT -quasi-idempotent, each fL ∈ eDG(G) is also a VT -
quasi-idempotent. In other words, each indecomposable minimal quasi-idempotent in eDG(G) is a VT -quasi-
idempotent.
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3.4 The modular category and character sheaves associated with a minimal
quasi-idempotent
In this section we will define the set CSe(G) of all character sheaves associated with the Heisenberg idem-
potent e ∈ DG(G). As a corollary of the results of the previous section, we can associate a modular category
with any minimal quasi-idempotent in eDG(G):
Corollary 3.13. (i) Let f be any minimal quasi-idempotent in eDG(G). Without loss of generality assume
that f is indecomposable. Then feDG(G)
∆ = fDG(G)
∆ is a Qℓ-linear triangulated braided semigroupal
category. It has a unique t-structure, denoted here by (D≤0,D≥0), such that D≤0 ∗ D≤0 ⊆ D≤0 but D≤0 ∗
D≤0 * D≤−1.
(ii) Let M∆G,f ⊆ fDG(G)∆ denote the heart of the above t-structure. For each i ∈ Z, X ∈ fDG(G)∆
let X i ∈ M∆G,f denote the i-th cohomology of X with respect to this t-structure. Then (M∆G,f , ∗) has the
structure of a braided semigroupal category, where
∗ : M∆G,f ×M∆G,f −→ M∆G,f (39)
denotes the truncated convolution functor defined by X∗Y := (X ∗ Y )0 for X,Y ∈ M∆G,f .
(iii) Let MG,f ⊆ M∆G,f denote the full subcategory formed by the semisimple objects. Then MG,f = fDG(G)∩
M∆G,f is closed under truncated convolution and (MG,f , ∗, f) has the structure of a non-degenerate braided
fusion category. There is a natural spherical structure on MG,f , thus giving it the structure of a modular
category.
(iv) The Frobenius-Perron dimension FPdim(MG,f) is the square of an integer.
(v) Suppose that the ground field k is Fq. Then the natural spherical structure on MG,f is positive integral,
i.e. categorical dimensions of all objects of MG,f are positive integers.
Proof. Statements (i), (ii), (iii), (iv) follow from Corollary 3.9, Theorem 3.10, Remark 3.8 and the fact that
|KN | = p2k for some k ∈ Z≥0 (cf. [Da]). Statement (v) follows from [De4, §7.2].
Remark 3.14. The natural spherical structure on MG,f can also be defined using the twist θ in the category
DG(G) (cf. [BD]).
Let us now define character sheaves associated with the Heisenberg idempotent e ∈ DG(G). First note
that if f, f ′ ∈ eDG(G) are minimal quasi-idempotents which are not equivalent, then f ∗ f ′ = 0 and hence
fDG(G) ∩ f ′DG(G) = 0. Let Le(G) denote the set of isomorphism classes of indecomposable minimal
quasi-idempotents in eDG(G), or equivalently, the set of equivalence classes of minimal quasi-idempotents
in eDG(G). By Theorem 3.10(iii) we have an identification Le(G) ∼= C(T )(Qℓ)/Π0. As we will define below,
the set Le(G) parametrizes the L-packets of character sheaves in the category eDG(G).
Definition 3.15. (i) Let f ∈ eDG(G) be an indecomposable minimal quasi-idempotent. Let CSf (G) =
CSe,f (G) denote the (finite) set of isomorphism classes of simple objects of the modular category MG,f ⊆
fDG(G) ⊆ fDG(G)∆ ⊆ DG(G). Then we say that the finite set CSf (G) is the L-packet of character sheaves
on G associated with the (indecomposable) minimal quasi-idempotent f ∈ eDG(G). Note that in particular
f is itself a character sheaf.
(ii) The set CSe(G) of character sheaves on G associated with the Heisenberg idempotent e ∈ DG(G) is
defined as the (disjoint) union of all the L-packets of character sheaves in eDG(G):
CSe(G) :=
∐
f∈Le(G)
CSf (G) =
∐
〈L〉∈C(T )(Qℓ)/Π0
CSfL(G). (40)
Remark 3.16. Let us note that the set CSe(G) as well as its L-packet decomposition has been described
purely in terms of the Qℓ-linear triangulated braided monoidal structure of the category eDG(G): We look at
a minimal quasi-idempotent in this category and then we look at the associated full subcategory which has a
canonical t-structure which is used to define the character sheaves. It is also clear that for each C ∈ CSe(G),
we have HomDG(G)(C,C) = Qℓ. Thus we have now completed the proof of the Heisenberg case version of
Theorem 1.2.
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3.5 Perversity of character sheaves in the Heisenberg case
We will now see that all the character sheaves in the set CSe(G) (where e is a Heisenberg idempotent) are
perverse up to a shift. We must remark however that this will not necessarily be true for character sheaves
associated with general minimal idempotents in DG(G).
We continue using our previous notations and conventions. In particular e = N ⊠ KH is the Heisenberg
idempotent associated with a Heisenberg admissible pair (H,N ). Note that for each G◦g ∈ Π0, we have an
equivalence eDU (Ug)⊠D(T ) ∼= eDU (G◦g) which has been extensively used previously. Note that there is a
perverse t-structure on both sides of the equivalence.
Lemma 3.17. The equivalence eDU (Ug) ⊠ D(T ) ∼= eDU (G◦g) respects the perverse t-structure on both
the sides. As a consequence, the equivalence eDU (Ug) ⊠ D
g
T (T )
∼= eDG◦(G◦g) also respects the perverse
t-structure on both the sides.
Proof. Let us first consider the canonical equivalence eDU (U) ⊠ D(T ) ∼= eDU (G◦). This equivalence has
been defined in [De2, §8.4]. In the definition we use an extension of the Heisenberg admissible pair (H,N )
to a central admissible pair (L,N ′). Recall that the equivalence is then defined using a certain induction (or
averaging) functor which defines an equivalence
avU/UTL : eN ′DUTL(UTLT )
∼=−→ eDU (G◦), (41)
where H ⊆ UT ⊆ U is such that UT /H = (U/H)T . We refer to [De2, §8.4] for the details and notations.
Now eN ′ is a closed idempotent in DUTL(UTLT ) and e
∼= avU/UTL(e′N ) is a closed idempotent in DU (G◦).
Hence by the argument from [BD, §5.6], the canonical arrow avU/UTLN −→ AvU/UTLN is an isomorphism
for each N ∈ eN ′DUTL(UTLT ). Then using the results and arguments from [BD, §7.5] we see that the
equivalence avU/UTL : eN ′DUTL(UTLT )
∼=−→ eDU (G◦) takes the perverse t-structure on eN ′DUTL(UTLT ) to
a suitably shifted perverse t-structure on eDU (G) and also that the equivalence eDU (U)⊠D(T ) ∼= eDU (G◦)
preserves the perverse t-structures on both the sides.
Now let us consider a general connected component G◦g and the equivalence eDU (Ug)⊠D(T ) ∼= eDU (G◦g)
defined by M ⊠N 7→M ∗N . Note that e[− dimH ] is perverse and hence the previous argument shows that
the functor N 7→ N (which is defined as the composition D(T ) −→ eDU (U)⊠D(T ) −→ eDU (G◦) ⊆ eDU (G))
takes a perverse sheaf in D(T ) to a perverse sheaf shifted by dimH .
Note that we have the full subcategory M˜Ug,e ⊆ eDU (Ug) of perverse sheaves shifted by dimH . By [De2,
Thm. 6.2(i)] M˜Ug,e is a semisimple abelian category and eDU (G) ∼= DbM˜Ug,e. Now the fact that the
equivalence eDU (Ug) ⊠ D(T ) ∼= eDU (G◦g) preserves the perverse t-structures follows from Lemma 3.18
proved below.
Lemma 3.18. Let M ∈ M˜Ug,e. Then the triangulated functor M ∗ (·) : eDU (G◦) −→ eDU (G◦g) is exact
with respect to the perverse t-structures.
Proof. By [Li, Lem. 2.1.3.1] it suffices to prove that M ∗ P is perverse whenever P ∈ eDU (G◦) is perverse.
Note the objectM has a rigid dualM∨ ∈ M˜Ug−1,e (cf. [De2, Thm. 6.2(vi)]) and we haveM∨ ∗M ∼= e⊕X ∈
M˜U,e = MU,e. In particular, if X ∈ eDU (G) is non-zero, then M ∗X must also be non-zero. Now by [De1,
Prop. 5.2] we must have M ∗ P ∈ pD≥0(G◦g). On the other hand, M∨ ∗M ∗ P ∈ Perv(G◦) by Lemma 3.17
for the case of eDU (G
◦) which has already been established. Hence we conclude that M ∗ P must also be
perverse. This completes the proof of the lemma.
Theorem 3.19. (i) Let L ∈ C(T )(Qℓ)Π0 and let eL ∈ eDG◦(G) be the corresponding minimal weakly
central quasi-idempotent. Then the preferred t-structure on eLDG◦(G)
∆ (from Proposition 3.7) is equal to
the perverse t-structure shifted by dimH + dimT .
(ii) Let L ∈ C(T )(Qℓ) be any multiplicative local system on T and let fL ∈ eDG(G) be the corresponding
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minimal quasi-idempotent. Then the preferred t-structure on fLDG(G)
∆ (cf. Corollary 3.13) is equal to the
perverse t-structure shifted by dimH + dimT . In particular, all the character sheaves associated with the
Heisenberg idempotent e are perverse sheaves shifted by dimH + dimT .
Proof. To prove (i), note that by Lemma 3.17, the equivalence eDU (Ug) ⊠
eLD
g
T (T )
∆ ∼= eLDG◦(G◦g)∆ (cf.
Corollary 3.5) respects the perverse t-structures. In the proof of Proposition 3.7 we have constructed the
preferred t-structure on eLDG◦(G
◦g) using the perverse t-structure on eDU (Ug) shifted by dimH and the
perverse t-structure on eLDgT (T )
∆ shifted by dim T . This precisely corresponds to the perverse t-structure
on eLDG◦(G
◦g) shifted by dimH + dim T . Statement (i) now follows.
Statement (ii) follows from (i) using Corollary 3.9, Theorem 3.10 and Corollary 3.13. Since the character
sheaves in the L-packet associated with the minimal quasi-idempotent fL are defined to lie in the heart of
this preferred t-structure (cf. Definition 3.15) we see that all character sheaves associated with e are perverse
sheaves shifted by dimH + dimT .
4 Irreducible characters associated with Heisenberg idempotents
In this section, we assume that our base field k is equal to Fq and that our neutrally solvable group G is
equipped with an Fq-Frobenius map F : G −→ G. As we have stated before, we should also consider all
pure inner forms (which are parametrized by the finite set H1(F,G) = H1(F,Π0)) of the Frobenius.
Now suppose that the Heisenberg idempotent e ∈ DG(G) (coming from the Heisenberg admissible pair
(H,N )) is F -stable. Since e is supported on H , H must be an F -stable (connected normal) subgroup.
Moreover, the multiplicative local system N ∈ H∗ must also be F -stable. Hence the Heisenberg admissible
pair (H,N ) is F -stable and hence it comes by base change from a Heisenberg admissible pair (H0,N0) defined
over Fq. Let e0 ∈ DG0(G0) be the corresponding Heisenberg idempotent. By taking the sheaf-function
correspondence (cf. §1) for the multiplicative local system N0, we obtain for each of the forms Ht0(Fq),
the corresponding character TrtN0 : H
t
0(Fq) −→ Q
×
ℓ and we may combine these into the function TrN0 ∈
Fun([G], F ) by extension by zero outside H . Similarly, we have the function Tre0 =
TrN0
qdimH
∈ Fun([G], F ).
Moreover Tre0 is an idempotent in Fun([G], F ) and is supported only H . Consider the Hecke subalgebra
Tre0 Fun([G], F ) with unit Tre0 . Let Irrepe(G,F ) ⊆ Irrep(G,F ) denote the set of irreducible representations
(of all pure inner forms of GF ) such that the idempotent Tre0 (“complex conjugate” of the idempotent Tre0)
acts by the identity. Taking the characters of the irreducible representations, we can consider Irrepe(G,F )
as an orthonormal basis of Tre0 Fun([G], F ). In this section our goal is to study the set Irrepe(G,F ) and its
relationship with the set CSe(G)
F of F -stable character sheaves associated with e.
Remark 4.1. The Fq-form G0 of G also defines for us the Fq-forms U0, G◦0 and T0 := G
◦
0/U0 of U,G
◦ and
T respectively.
Let us now interpret the set Irrepe(G,F ) in terms of the categoryD
F
G (G)
∼= DG(GF ) of F -twisted conjugation
equivariant Qℓ-complexes on G that is studied in [De3, §2.4]. Recall from loc. cit. that DFG (G) is equivalent
to the bounded derived category of the category of representations of all pure inner forms of GF . In particular
DFG (G) also happens to be a semisimple abelian category with simple objects parametrized by Irrep(G,F )×Z.
(Here Z corresponds to the shifts in degree.) Given an irreducible representation W ∈ Irrep(G,F ), we have
the associated local system Wloc ∈ ShFG(G) ⊆ DFG (G). Moreover, recall that DFG (G) ∼= DG(GF ) is a DG(G)-
module category. The following result is proved in [De3, Prop. 6.5]:
Proposition 4.2. If W ∈ Irrepe(G,F ), then Wloc lies in the full subcategory eDFG (G) ⊆ DFG (G). The map
W 7→ Wloc sets up a bijection between the set Irrepe(G,F ) and the set of (isomorphism classes of) simple
objects in e ShFG(G).
Combining the results above, let us state the following equivalent characterizations of the set Irrepe(G,F ):
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Corollary 4.3. Let W ∈ Irrep(G,F ) be an irreducible representation of a pure inner form, say Gt0(Fq).
Then the following are equivalent:
(i) W ∈ Irrepe(G,F ).
(ii) The subgroup Ht0(Fq) ⊆ Gt0(Fq) acts on W by the character TrtN0 : Ht0(Fq) −→ Q
×
ℓ .
(iii) The dual (i.e., ‘complex conjugate’) idempotent Tre0 ∈ Fun([G], F ) acts on W trivially.
(iv) The character χW lies in Tre0 Fun([G], F ) ⊆ Fun([G], F ).
(v) Wloc ∈ eDG(GF ).
The set {χW |W ∈ Irrepe(G,F )} forms an orthonormal basis of Tre0 Fun([G], F ).
4.1 F -stable minimal quasi-idempotents
We have defined L-packets of character sheaves associated with e in §3.4. These L-packets are parametrized
by the set Le(G) of isomorphism classes of indecomposable minimal quasi-idempotents in eDG(G). Recall
that by Theorem 3.10, we have a canonical identification Le(G) = C(T )(Qℓ)/Π0.
Note that in our current situation we also have a braided triangulated auto-equivalence F ∗ : eDG(G)
∼=−→
eDG(G) with inverse F := F∗ : eDG(G)
∼=−→ eDG(G). In particular, this induces a permutation of the set
Le(G) as well as the set CSe(G) of character sheaves. Using Theorem 3.10 (and the same notation), we
obtain:
Lemma 4.4. For each L ∈ C(T )(Qℓ) we have canonical isomorphisms
F ∗fL = F
∗ indGG′(eL)
∼= indGF−1(G)(F ∗eL) ∼= indGF−1(G)(eF∗L) = fF∗L.
Hence the permutation of Le(G) induced by F ∗ matches with the permutation of C(T )(Qℓ)/Π0 induced by
F ∗.
We want to partition the set Irrepe(G,F ) into what we will call L-packets of irreducible characters associated
with the F -stable Heisenberg idempotent e. We will see that these L-packets are parametrized by the set
Le(G)F .
Now we have the canonical triangulated monoidal functor D(T ) −→ eDU (G◦) which is fully faithful onto
a direct summand of the category eDU (G
◦). We will now prove that there is a canonical monoidal functor
D(T0) −→ e0DU0(G◦0) which is fully faithful onto a direct summand of the category eDU0(G◦0) and which is
compatible with the functor D(T ) −→ eDU (G◦) and extension of scalars.
Now by the construction of [De2, §8.4], the functor D(T ) −→ eDU (G◦) can be constructed using a certain
central admissible pair (L,N ′) for G◦. Now this central admissible pair is defined over Fqn for some positive
integer n, i.e. it comes from a central admissible pair (L1,N ′1) defined over Fqn for G◦1 := G0⊗Fq Fqn . Let e1
be obtained from e0 by base change to Fqn . Hence using the construction of [De2, §8.4] over the field Fqn ,
we obtain a canonical functor D(T1) −→ e1DU1(G◦1) which is compatible with the Fq-Frobenius.
Now an object of D(T0) can be considered as an object of D(T1) equipped with some descent data for the
finite e´tale cover T1 −→ T0. Now such descent data defines for us similar descent data for e1DU1(G◦1), or
equivalently an object of e0DU0(G
◦
0). Hence we have proved:
Proposition 4.5. We have a canonical triangulated monoidal functor D(T0) −→ e0DU0(G◦0) which is fully
faithful onto a direct summand of the category e0DU0(G
◦
0) and the following diagram commutes up to a
natural isomorphism
D(T0) //

e0DU0(G
◦
0)

D(T ) // eDU (G
◦).
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Similarly, we have a canonical triangulated monoidal functor DT0(T0) −→ e0DG◦0 (G◦0) which is fully faithful
onto a direct summand of the category e0DG◦0 (G
◦
0).
By Remark 3.12, each indecomposable minimal quasi-idempotent in eDG(G) is a VT -quasi-idempotent.
Note that the object VT = H
∗
c (T,KT ) ∈ DG(Spec(k)) can be obtained by base change from the object
VT0 = H
∗
c (T0,KT0) ∈ DG0(SpecFq). Also note that since e0 is perverse up to a shift, it is the unique weak
idempotent in DG0(G0) (up to isomorphism) whose base change to DG(G) is isomorphic to e (cf. [B2,
§6.1]).
Proposition 4.6. (i) Let f ∈ eDG(G) be an indecomposable minimal quasi-idempotent such that F ∗f ∼= f.
Then there exists a unique (up to isomorphism) f0 ∈ DG0(G0) whose base change to DG(G) is isomorphic
to f and such that f0 ∗ f0 ∼= VT0 ⊗ f0.
(ii) Let f be as above. Say f ∼= fL with L ∈ C(T )(Qℓ). Then since f is F -stable, the Π0-orbit of L in
C(T )(Qℓ) is F -stable, i.e. F ∗L ∼= g(L) for some g ∈ Π0, i.e. (gF )∗L ∼= L. Then there exists a unique
multiplicative local system Lg0 on the Fq-form T g0 (corresponding to the Frobenius gF : T → T ) whose base
change to T is L. Then the f0 from (i) can be constructed as f0 := fLg0 ∈ DGg0 (G
g
0)
∼= DG0(G0).
Proof. We have seen in Theorem 3.19 that each indecomposable minimal quasi-idempotent f in eDG(G) is
a perverse sheaf shifted by dimH+dimT . Hence the uniqueness part of (i) follows from [B2, §6.1]. To show
existence, it suffices to prove (ii). Note that by Lemma 4.4, we have F ∗fL ∼= fF∗L. Hence if fL is F -stable
we must have (gF )∗L ∼= L for some g ∈ Π0. Hence L comes by base change from a unique multiplicative
local system Lg0 on T g0 . Here T g0 is the Fq-form of T corresponding to the Frobenius gF : T → T . Then using
Proposition 4.5 we can construct the object fLg0 ∈ DGg0 (G
g
0) such that we have fLg0 ∗ fLg0 ∼= VT g0 ⊗ fLg0 . It is
clear that by base change of fLg0 to DG(G) we obtain fL. Moreover by [B2, §4.4] we have an identifications
DGg0
(Gg0)
∼= DG0(G0) and DGg0 (Spec(Fq)) ∼= DG0(Spec(Fq)) under which VT g0 maps to VT0 . This completes
the proof.
Remark 4.7. The previous result means that given an F -stable L-packet associated with e (i.e. an element
of the set (C(T )(Qℓ)/Π0)F = Le(G)F ) we can define the corresponding object f0 ∈ e0DG0(G0).
Remark 4.8. Let f ∈ Le(G) be an F -stable indecomposable minimal quasi-idempotent. We have VT0 ∈
DG0(SpecFq) ⊆ DG0(G0) considered as a complex supported at 1 ∈ G0. Then we have seen in Proposition
4.6 that f0 ∗ f0 ∼= VT0 ∗ f0 and hence
Trf0 ∗Trf0 = TrVT0 ∗Trf0 . (42)
Note that the function TrVT0 is only supported on 1 ∈ G and corresponding to the inner form Gt0(Fq) we
have TrtVT0 (1) =
|T t0 (Fq)|
qdim T
. Consider the function
T˜r
t
f0 :=
qdimT
|T t0(Fq)|
· Trtf0 ∈ Fun(Gt0(Fq)/ ∼).
Then from (42), we conclude that T˜r
t
f0 is an idempotent. Combining these functions over all the pure inner
forms we obtain the idempotent T˜rf0 ∈ Tre0 Fun([G], F ) ⊆ Fun([G], F ).
4.2 L-packets of irreducible characters in Irrepe(G,F )
In this section, we will partition the set Irrepe(G,F ) into what we will call L-packets of irreducible characters
which will be parametrized by the set Le(G)F . Recall that the category eDG(GF ) ∼= eDFG (G) is the bounded
derived category of a finite semisimple category and hence is itself a semisimple abelian triangulated cate-
gory. The simple objects of eDG(GF ) are parametrized by Irrepe(G,F ) × Z (cf. Proposition 4.2) with Z
corresponding to the degree shift.
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We have (cf. [De2, Prop. 8.10])
eDG◦(GF ) =
⊕
G◦g∈Π0
eDG◦(G
◦gF ) ∼=
⊕
G◦g∈Π0
eDU (UgF )⊠D
gF
T (T ). (43)
Hence we see that each simple object of eDG◦(GF ) is of the form M ⊠N , where M is a simple object of
eDU (UgF ) and N a simple object of D
gF
T (T ) for some g ∈ G.
Lemma 4.9. Consider a connected component G◦g ⊆ G and the Frobenius gF : G◦ → G◦. Let W ∈
Irrepe(G
◦, gF ) = Irrepe(G
◦gF ). Then there exists a unique (up to isomorphism) gF -stable indecomposable
minimal quasi-idempotent eL (where L ∈ C(T )(Qℓ)gF ) in eDG◦(G◦) such that Wloc ∈ eLDG◦(G◦gF ).
Proof. By Proposition 4.2, Wloc ∈ eDG◦(G◦gF ) ∼= eDU (UgF ) ⊠ DgFT (T ) is a simple object and hence
corresponds to an object of the form M ⊠N ∈ eDU (UgF ) ⊠ DgFT (T ), with M,N simple. In particular, N
corresponds to an irreducible character of T gF , which in turn corresponds to a unique gF -stable multiplicative
local system L on T . In fact we can check that N must be isomorphic to L considered as an object of DgFT (T )
(cf. [De3, §6.1]). Then it is clear that Wloc = M ⊠ L ∈ eLDG◦(G◦gF ) (cf. Corollary 3.5). The uniqueness
is clear.
Proposition 4.10. Let W ∈ Irrepe(G,F ). Then there exists a unique (up to isomorphism) F -stable inde-
composable minimal quasi-idempotent f ∈ eDG(G) such that Wloc ∈ fDG(GF ) = fDG(GF )∆.
Proof. Let W be an irreducible representation of the inner form GgF for some g ∈ G. Let O ⊆ G denote
the F -twisted conjugacy class of g. Then by Lang’s theorem we must have O = ∐G◦gi where the set
{G◦gi} ⊆ Π0 is the F -twisted conjugacy class of the element G◦g in Π0. Then we have
Wloc ∈ eDG(OF ) ∼= eDG◦(OF )Π0 ∼=
(⊕
eDG◦(G
◦giF )
)Π0 ∼= eDG◦(G◦gF )ΠgF0 .
Now let W ′ ∈ Irrepe(G◦, gF ) be an irreducible representation appearing in the restriction of W to the
subgroup G◦gF . Now let L be the unique gF -stable multiplicative local system on T guaranteed by Lemma
4.9, such that W ′loc ∈ eLDG◦(G◦gF ).
Now using the same notation as we have used before, let Π′0 ⊆ Π0 denote the stabilizer of L ∈ C(T )(Qℓ) and
let G′ ⊆ G be such that G′/G◦ = Π′0. Then from Theorem 3.10 we know that eL ∈ eDG′(G′) is a minimal
quasi-idempotent satisfying the Mackey criterion with respect to G. Since L is gF -stable, G′ is a gF -stable
subgroup of G.
We will now construct an irreducible representation WL of G
′gF . Let WL ⊆W be the direct sum of all the
isotypic components for the action of G◦gF on W which correspond to the local system L as above. Then
by the Clifford theory of finite groups, we see that G′gF acts on the space WL, that W ∼= indG
gF
G′gF WL and
that WL is irreducible. Moreover by construction, we have WLloc ∈ eLDG′(G′gF ).
As before, we set fL = ind
G
G′ eL. This is an indecomposable minimal quasi-idempotent in eDG(G). Since L
is gF -stable, fL is F -stable. Moreover we have (cf. Appendix A.3 and [De3, §4.3]) Wloc ∼= indGG′ WLloc ∈
fLDG(GF ) as desired. The uniqueness is clear, since the convolution of distinct indecomposable minimal
quasi-idempotents is zero.
We can now define the L-packet decomposition of Irrepe(G,F ).
Definition 4.11. Let f be an F -stable indecomposable minimal quasi-idempotent in eDG(G). We define
Irrepe,f (G,F ) := {W ∈ Irrepe(G,F )|Wloc ∈ fDG(GF )}
and call this set the L-packet of irreducible representations associated with f . By Proposition 4.10 we have
Irrepe(G,F ) =
∐
f∈Le(G)F
Irrepe,f (G,F ).
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In §3.4 we defined character sheaves in eDG(G) in terms of minimal quasi-idempotents f ∈ eDG(G) and by
considering the full subcategory (denoted by MG,f ) of semisimple objects in the heart of a certain canonical
t-structure on the triangulated category fDG(G)
∆ ⊆ eDG(G). Using the same arguments we obtain similar
results for the category eDG(GF ).
Proposition 4.12. (i) Let f be an F -stable indecomposable minimal quasi-idempotent in eDG(G). Then
fDG(GF ) =
fDG(GF )
∆ is a Qℓ-linear triangulated (as well as semi-simple abelian) module category (under
convolution with compact supports) over the triangulated braided semigroupal category fDG(G)
∆. There is
a unique t-structure on fDG(GF )
∆ which is compatible under convolution (cf. Corollary 3.13(i)) with the
canonical t-structure on fDG(G). This t-structure is equal to the perverse t-structure shifted by dimH +
dimT .
(ii) Let MGF,f ⊆ fDG(GF ) denote the heart of the above t-structure. Then as in Corollary 3.13(ii) we can
define a truncated convolution
∗ : MG,f ×MGF,f −→ MGF,f (44)
which provides MGF,f with the structure of an invertible MG,f -module category. Moreover, there is a natural
MG,f -module trace trF,f on MGF,f .
(iii) The map W 7→MW :=Wloc[dimG+ dimH + dimT ] defines a bijection between the set Irrepe,f (G,F )
and the set OMGF,e of (isomorphism classes of) simple objects of MGF,f .
Proof. The proofs of statements (i) and (ii) are the same as that of Corollary 3.13 using (43). Note that the
MG,f -module category which is inverse to MGF,f can be constructed as the heart of a preferred t-structure
on the category fDG(GF
−1) (see also [ENO2, §6]). Also note that for each n ∈ Z, we have a duality functor
MGFn,f −→ MGF−n,f given by D−(·)[2 dimH + 2dimT ](dimH + dim T ). Hence as in Remark 3.8 we can
define a natural spherical structure on the monoidal category
⊕
n∈Z
MGFn,f . This gives us the desired natural
MG,f -module trace in the category MGF,f . Statement (iii) is clear from Proposition 4.10 and Definition
4.11.
Remark 4.13. In view of the definition of character sheaves and the result above, we may think of the
irreducible characters Irrepe(G,F ) as character sheaves in the category eDG(GF ). Recall from [De3, §2.4.7]
that associated with each object M ∈ DG(GF ) is its character χM ∈ Fun([G], F ). In particular for each
W ∈ Irrepe(G,F ) we have the function χMW = (−1)dimG+dimH+dimTχW = (−1)2deχW ∈ Tre0 Fun([G], F ),
where de =
dimU−dimH
2 =
dimG−dimH−dimT
2 is the functional dimension of the Heisenberg idempotent e.
Remark 4.14. We know that the modular category MG,f is positive integral by Corollary 3.13. Let tr
+
F,f
denote the positive MG,f -module trace on MGF,f normalized according to [De5, §1.3]. The natural trace
trF,f also satisfies the previous condition. Hence we deduce that tr
+
F,f = ± trF,f .
4.3 The relationship between irreducible characters and character sheaves
Let us consider the action of the Frobenius on the set CSe(G). If C ∈ CSe(G) is such that we have an iso-
morphism ψ : F ∗C
∼=−→ C, then we have the associated trace of Frobenius function TrC,ψ ∈ Tre0 Fun([G], F ).
For each C ∈ CSe(G)F , let ψC : F ∗C
∼=−→ C denote some choice of an isomorphism. In this section we will
describe the relationship between the two sets Irrepe(G,F ), {TrC,ψ |C ∈ CSe(G)F } ⊆ Tre0 Fun([G], F ). We
have partitions
CSe(G)
F =
∐
f∈Le(G)F
CSe,f (G)
F and (45)
Irrepe(G,F ) =
∐
f∈Le(G)F
Irrepe,f (G,F ). (46)
We know that Irrepe(G,F ) forms an orthonormal basis of Tre0 Fun([G], F ).
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Now if f, f ′ ∈ Le(G)F are distinct, and if C ∈ fDG(G) and M ∈ f ′DG(GF ), then C ∗M = 0. Hence by
[De3, Thm. 2.14] we see that the sets {TrC,ψC |C ∈ CSe,f (G)F } and Irrepe,f ′(G,F ) are orthogonal to each
other.
In other words, we are reduced to finding the relationship between the sets {TrC,ψC |C ∈ CSe,f (G)F } and
Irrepe,f (G,F ) which correspond to the same L-packet. Let C ∈ CSe,f (G)F equipped with an isomorphism
ψC : F
∗C
∼=−→ C and let W ∈ Irrepe,f (G,F ). Then we have C ∈ MG,f and MW ∈ MGF,f . We have
the associated character χMW = (−1)2deχW ∈ Tre0 Fun([G], F ). The inner product between the functions
TrC,ψC and χMW is given by (cf. [De3, Thm. 2.14])
〈TrC,ψC , χMW 〉 = trF (γC,ψC ,MW ), (47)
where γC,ψC ,MW is the following composition in
fDG(GF ):
C ∗MW
β−1
MW ,F
∗C−−−−−−→MW ∗ F ∗C
β−1
F∗C,MW−−−−−−→ F ∗C ∗MW
ψC∗idMW−−−−−−→ C ∗MW (48)
with β·,· denoting the crossed braiding isomorphisms (cf. [De3, §2.4.4]). Hence the matrix relating the sets
{TrC,ψC |C ∈ CSe,f (G)F } and {χW |W ∈ Irrepe,f (G,F )} is equal to the matrix S˜(F, f) whose entries are
defined by
S˜(F, f)C,W := 〈TrC,ψC , χW 〉 = 〈TrC,ψC , (−1)2deχMW 〉 = (−1)2de trF (γC,ψC ,MW ), (49)
for C ∈ CSe,f (G)F ,W ∈ Irrepe,f (G,F ).
Our next goal is to express the above transition matrix in terms of a certain crossed S-matrix. Truncating
the automorphism γC,ψC ,MW with respect to the canonical t-structure on
fDG(G), we obtain the following
composition in MGF,f :
γ0C,ψC ,MW : C∗MW
β−1
MW ,F
∗C−−−−−−→MW ∗F ∗C
β−1
F∗C,MW−−−−−−→ F ∗C∗MW
ψC∗ idMW−−−−−−−→ C∗MW . (50)
Now we have seen in Proposition 4.12 that the invertible MG,f -module category MGF,f is equipped with a
canonical module trace trF,f . We also have on MGF,f the positive module trace tr
+
F,f . Hence we are now
in the situation studied in [De5]. Consider the crossed S-matrix (cf. [De5, §2]) S+(F, f) whose entries are
defined by
S+(F, f)C,W := tr
+
F,f(γ
0
C,ψC ,MW ) (51)
for C ∈ CSe,f (G)F ,W ∈ Irrepe,f (G,F ). Note that in this case the modular auto-equivalence of MG,f
corresponding to the module category MGF,f is given by F = F∗ : MG,f −→ MG,f . In addition, let us
assume that
⋆ the isomorphisms ψC : F
∗C
∼=−→ C are chosen to satisfy the further requirements as in loc. cit.
Then by [De5, Thm. 2.9] the entries of S+(F, f) are cyclotomic integers and the matrix S+(F, f) is unitary
up to a scaling, namely
S+(F, f) · S+(F, f)T = dimMG,f . · I = S+(F, f)T · S+(F, f), (52)
where dimMG,f denotes the categorical dimension of the modular category MG,f .
Let us now describe the relationship between the two traces trF and tr
+
F,f encountered above as well as that
between the matrices S˜(F, f) and S+(F, f):
Theorem 4.15. (i) Let M ∈ MGF,f ⊆ fDG(GF ) be an object supported on a single G-orbit OF ⊆ GF and
let α :M −→M be an endomorphism. Then
trF (α) = (−1)2de q
de
qdimG ·√dimMG,f · q
dimT
|T t0(Fq)|
· tr+F,f (α), (53)
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where tF is a point in the orbit OF .
(ii) Let W ∈ Irrepe,f (G,F ) be an irreducible representation of the pure inner form Gt0(Fq). Then we have
dimW =
dim+(MW )√
dimMG,f
· |ΠtF0 | · qde , (54)
where dim+(MW ) := tr
+
F,f (idMW ) = FPdim(MW ).
(iii) Let C ∈ MG,f , ψ : F ∗(C)
∼=−→ C and M ∈ MGF,f . Then
trF (γC,ψ,M ) = (−1)2de q
de
qdimG ·√dimMG,f · tr+F,f(γ0C,ψ,M ) and hence (55)
S˜(F, f) =
qde
qdimG ·√dimMG,f · S+(F, f). (56)
Remark 4.16. Note that dimMG,f is a perfect square by Corollary 3.13 and we use its positive integral
square root in the theorem above. Also, de ∈ 12Z and we may need to use the positive square root of q
according to our chosen isomorphism Qℓ ∼= C.
We will prove this result in §4.4. Let us now derive some corollaries.
Corollary 4.17. Let W ∈ Irrep(G,F ) be an irreducible representation of a pure inner form and let f ∈
Le(G)F . Then the following are equivalent:
(i) The representation W lies in the L-packet Irrepe,f (G,F ).
(ii) The local system Wloc lies in
fDG(GF ).
(iii) The character χW lies in the subspace T˜rf0 Fun([G], F ) ⊆ Fun([G], F ).
(iv) The dual (i.e., ‘complex conjugate’) idempotent T˜rf0 acts on W as identity.
The set {χW |W ∈ Irrepe,f (G,F )} forms an orthonormal basis of the space T˜rf0 Fun([G], F ).
Proof. The equivalence (i)⇔(ii) follows from Definition 4.11 and the fact that fDG(GF ) ⊆ eDG(GF ). The
equivalence (iii)⇔(iv) follows from standard character theory of finite groups. Let us now prove (i)⇒(iii).
So suppose that W ∈ Irrepe,f (G,F ). Let MW ∈ MGF,f be the corresponding simple object. Then by [De5,
Rem. 2.2], we see that the row of the crossed S-matrix S+(F, f) corresponding to the unit object f ∈ MG,F
contains only nonzero entries. In particular, by (52), tr+F,f (γ
0
f0,MW
) 6= 0. Hence by Theorem 4.15(iii) and
[De3, Thm. 2.14], trF (γf0,MW ) = 〈Trf0 , χMW 〉 = λ(Trf0 ∗χMW ) 6= 0. Hence Trf0 ∗χW 6= 0. This implies (iii).
Let us now prove that (iii)⇒(i). Suppose that χW ∈ T˜rf0 Fun([G], F ), i.e. T˜rf0 ∗ χW = χW . Hence we
can prove that 〈Trf0 , χW 〉 = trF (γf0,Wloc) = λ(Trf0 ∗χW ) 6= 0. Hence f ∗ Wloc 6= 0 and consequently
W ∈ Irrepe,f (G,F ).
The last statement of the corollary follows since {χW |W ∈ Irrep(G,F )} forms an orthonormal basis of
Fun([G], F ).
Corollary 4.18. We have ∑
W∈Irrepe,f (G,F )
(dimW )2
|ΠtF0 |2
= q2de , (57)
where in the summation 〈t〉 ∈ H1(F,G) denotes the F -twisted conjugacy class in G on which Wloc is sup-
ported. In particular if G is connected solvable, then∑
W∈Irrepe,f (G0(Fq))
(dimW )2 = q2de . (58)
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Proof. This follows from Theorem 4.15(ii) and the fact that
∑
W∈Irrepe,f (G,F )
dim+(MW )
2 = dimMG,f .
Remark 4.19. We know that the F -stable indecomposable minimal quasi-idempotents are parametrized
by the set Le(G)F = (C(T )(Qℓ)/Π0)F . We can prove, for example using the above, that
|Le(G)F | = |(C(T )(Qℓ)/Π0)F | =
∑
〈t〉∈H1(F,Π0)
|T tF |
|ΠtF0 |
=
1
Π0
∑
t∈Π0
|T tF |. (59)
4.4 Proof of Theorem 4.15
In this section we will complete the proof of Theorem 4.15 stated above. Using the definition of trF it is
straightforward to check that statements (i) and (ii) of the Theorem are equivalent. Hence we will prove
below statements (ii) and (iii).
4.4.1 The connected case
Let us first consider the case that G is a connected solvable group.
Proof of Thm. 4.15(ii) in the connected case. Let W be an irreducible representation of G0(Fq) lying in the
L-packet Irrepe,f (G,F ) under consideration. We want to prove that (in the connected case)
FPdim(MW )
2 =
|KN |
q2de
dim(W )2. (60)
In the connected case, we have canonical equivalences eDG(G) ∼= eDU (U) ⊠ DT (T ) and eDG(GF ) ∼=
eDU (UF ) ⊠ D
F
T (T ). The indecomposable minimal quasi-idempotent f in eDG(G) must be of the form
eL for some L ∈ C(T )(Qℓ)F . The simple object MW ∈ MGF,f corresponds to an object of the form
M ⊠ eL ∈ eDU (UF ) ⊠ DFT (T ). Now MW is just a suitably shifted local system supported on GF . The
rank of this local system is equal to the dimension of the irreducible representation W of G0(Fq). Now we
have noted above that MW = M ∗ eL for some M ∈ MUF,e ⊆ eDU (UF ). Now M is a suitably shifted
local system on UF corresponding to a representation V of U0(Fq) corresponding to the minimal idempo-
tent e ∈ DU (U). We will now prove that dimW = dimV . For this we compute the rank of the stalk
of MW at the point F ∈ GF . We have MW (F ) = (M ∗ eL)(F ) =
∫
U
M(uF ) ⊗ eL(F−1(u−1)). Now we
can consider eL as an object of eDU (G) and eL|U as an object of eDU (U). From [De2, §8.5] we can see
that eL|U ∼= e[2 dimT ](dimT ) is supported only on H . Also we have M ∈ eDU (UF ), hence we see that
MW (F ) ∼=
∫
H
M(F )[2 dimH + 2dimT ](dimH + dim T ). Thus we see that rank of the stalk of MW at F is
equal to the rank of the stalk of M at F . Hence we have dimW = dimV . Statement (60) now follows from
[De3, §6.2].
Proof of Thm. 4.15(iii) in the connected case. To prove (55) it suffices to consider the case where the objects
C,M are simple. Hence let us compare the two automorphisms
γC,ψC ,MW : C ∗MW −→ C ∗MW and γ0C,ψC ,MW : C∗MW −→ C∗MW ,
where C,MW are (simple objects) as before where we now assume that G is a connected solvable group. As
before, we have the canonical equivalences eDG(G) ∼= eDU (U)⊠DT (T ) and eDG(GF ) ∼= eDU (UF )⊠DFT (T )
and we have f ∼= eL for some L ∈ C(T )(Qℓ)F . Then C corresponds to an object C′⊠ eL ∈ eDU (U)⊠DT (T )
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with C′ ∈ MU,e and MW corresponds to an object M ⊠ eL ∈ eDU (UF ) ⊠ DFT (T ) with M ∈ MUF,e. Then
γC,ψC ,MW corresponds to the automorphism
γUC′,ψC′ ,M ⊠ γ
T
eL,eL : (C
′ ∗M)⊠ (F ∗eL ∗ eL) −→ (C′ ∗M)⊠ (F ∗eL ∗ eL) (61)
and γ0C,ψC ,MW corresponds to the automorphism
γUC′,ψC′ ,M ⊠ γ
T
eL,eL
0
: (C′ ∗M)⊠ (F ∗eL∗eL) −→ (C′ ∗M)⊠ (F ∗eL∗eL). (62)
Hence we are essentially reduced to studying the case of the torus. Let us look at the stalks of the auto-
morphisms γTeL,eL and γ
T
eL,eL
0
at the point 1 ∈ T . Then using the explicit description of this stalk in the
spirit of [De3, §3] we obtain γTeL,eL(1) :
∫
T
eL(F (t))⊠ eL(t
−1) −→ ∫
T
eL(t)⊠ eL(F
−1(t−1)) and we can deduce
that γTeL,eL
∼= VT0 ⊗ γTeL,eL
0
. Hence we conclude that tr(γTeL,eL(1)) =
|T0(Fq)|
qdim T · tr(γTeL,eL
0
(1)). Then using the
definition of trF , we obtain
trF (γC,ψC ,MW ) =
|T0(Fq)|
qdimT
· trF (γ0C,ψC ,MW ). (63)
But now using Theorem 4.15(i), we obtain that
trF (γC,ψC ,MW ) = (−1)2de
qde
qdimG ·√dimMG,f · tr+F,f (γ0C,ψC ,MW ) (64)
which proves (55). Finally comparing the above with (49) we complete the proof of Theorem 4.15(iii) in the
connected case.
4.4.2 An intermediate case
We now consider a general neutrally solvable group G, but we only consider (indecomposable) minimal
quasi-idempotents f of the form eL with L ∈ (C(T )(Qℓ)Π0)F .
Proof of Thm. 4.15(ii) in the intermediate case. Let W ∈ Irrepe,eL(G,F ). For simplicity of notation, let us
assume without loss of generality that W is an irreducible representation of the pure inner form G0(Fq).
The object MW is supported on the G-conjugation orbit OF of F ∈ GF . Recall from Proposition 3.7 that
we have the braided Π0-crossed fusion category M˜G,eL ⊆ eLDG◦(G) and we have MG,eL ∼= (M˜G,eL)Π0 .
Similarly we can construct the M˜G,eL-module category M˜GF,eL ⊆ eLDG◦(GF ) (cf. [De3, §6.2]) and prove
that MGF,eL
∼= (M˜GF,eL)Π0 . Let us consider the object of M˜GF,eL underlying MW and also restrict W to
the connected component G◦0(Fq). The same argument as in [De3, §6.2, in particular (96)] can now be used
to complete the proof of the statement (ii) in the intermediate case by reducing it to the connected case.
Proof of Thm. 4.15(iii) in the intermediate case. Let C be any object of MG,eL
∼= (M˜G,eL)Π0 and let M
be any object of MGF,eL
∼= (M˜GF,eL)Π0 . We can represent C by a pair
( ⊕
g∈Π0
Cg, ϕC
)
, where for each
g ∈ Π0, Cg ∈ M˜G,eL lies in the graded component labelled by g and where ϕC denotes the Π0-equivariant
structure. Similarly we can representM by a pair
( ⊕
h∈Π0
MhF , ϕM
)
whereMhF ∈ M˜GF,eL lies in the graded
component labelled by hF ∈ Π0F . We have to compare the two automorphisms γC,ψ,M : C ∗M −→ C ∗M
and γ0C,ψ,M : C∗M −→ C∗M . For each tF ∈ Π0F , let us compare the respective components with grading
tF , namely γC,ψ,M (tF ) : (C ∗M)tF −→ (C ∗M)tF and γ0C,ψ,M (tF ) : (C∗M)tF −→ (C∗M)tF . Now we have
(C ∗M)tF =
⊕
h1h2=t
Ch1 ∗Mh2F . Now we have Ch1 ∈ M˜G◦h1,eL ⊆ eLDG◦(G◦h1) ∼= eDU (Uh1) ⊠ eLDh1T (T )
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and Mh2F ∈ M˜G◦h2F,eL ⊆ eLDG◦(G◦h2F ) ∼= eDU (Uh2F )⊠ eLDh2FT (T ), where by a slight abuse of notation
we have used the letter hi to denote both hi ∈ Π0 as well as its lift in G. Then using a similar argument as
in the connected case, we deduce that γC,ψ,M (tF ) ∼= VT t0 ⊗ γ0C,ψ,M (tF ) and hence that
trG
◦
tF (γC,ψ,M (tF )) =
|T t0(Fq)|
qdimT
· trG◦tF (γ0C,ψ,M (tF )), (65)
where we consider γC,ψ,M (tF ) and γC,ψ,M (tF ) as morphisms in DG◦(G
◦tF ) and where trG
◦
tF denotes the
trace in this category. Then using Theorem 4.15(i) in the connected case, we obtain that
trG
◦
tF (γC,ψ,M (tF )) = (−1)2de
qde
qdimG ·√dimMG◦,eL · tr+tF,f (γ0C,ψ,M (tF )). (66)
Now from the definition of the trace trF = tr
G
F on DG(GF ) (see also [De3, §6.2]), we obtain that for any
endomorphism α in DG(GF ) we have
trGF (α) =
1
|Π0|
∑
t∈Π0
trG
◦
tF (αtF ).
Moreover, it is clear that for any endomorphism α in MGF,eL
∼= (M˜GF,eL)Π0 , we have
trG,+F,eL(α) =
∑
t∈Π0
trG
◦,+
tF,eL
(αtF ).
Hence this completes the proof of Theorem 4.15(iii) in the intermediate case since we have dimMG,eL =
|Π0|2 · dimMG◦,eL .
4.4.3 The general case
We now consider the general case, namely G is any neutrally solvable algebraic group and f ∼= fL ∈ eDG(G)
is a general F -stable indecomposable minimal quasi-idempotent where 〈L〉 ∈ (C(T )(Qℓ)/Π0)F . As in §3.3, let
Π′0 ⊆ Π0 denote the stabilizer of L and let G◦ ⊆ G′ ⊆ G be the corresponding subgroup. Then eL ∈ eDG′(G′)
is a minimal quasi-idempotent for G′ and we can apply the results of §4.4.2 to this case. Note that since the
Π0-orbit of L is F -stable, we must have (gF )∗L ∼= L for some pure inner form gF : G −→ G. Hence without
loss of generality we may assume that F ∗L ∼= L. With this assumption, the subgroup G′ is F -stable.
Recall from §3.3 that we have equivalences
indGG′ :
eLDG′(G
′)∆
∼=−→ fLDG(G)∆ and hence indGG′ : MG′,eL
∼=−→ MG,f . (67)
Similarly, we can prove that (under the assumption that F ∗L ∼= L) we have equivalences
indGG′ :
eLDG′(G
′F )
∼=−→ fLDG(GF ) and indGG′ : MG′F,eL
∼=−→ MGF,f . (68)
Concretely, let W ′ ∈ Irrepe,eL(G′, F ) be an irreducible representation of an inner form G′0h(Fq) for some
h ∈ G′. Let W = indGh0 (Fq)
G′0
h(Fq)
. Then by (68), W ∈ Irrepe,fL(G,F ) and we have MG′F,eL ∋ MW ′ 7−→ MW ∈
MGF,fL . Thus we have a bijection Irrepe,eL(G
′, F ) ∼= Irrepe,fL(G,F ).
Proof of Thm. 4.15(ii) in the general case. Using Theorem 4.15 for W ′, we have
dimW ′ =
dim+(MW ′)√
dimMG′,eL
· |Π′0hF | · qde . (69)
Now dimW =
|Gh0 (Fq)|
|G′0
h(Fq)|
· dimW ′ = |ΠhF0 |
|Π′0
hF |
· dimW ′, dim+(MW ′) = dim+(MW ) and MG′,eL ∼= MG,fL . Hence
we obtain that
dimW =
dim+(MW )√
dimMG,fL
· |Π0hF | · qde (70)
as desired.
Proof of Thm. 4.15(iii) in the general case. By §4.4.2, statement (iii) holds for C′ ∈ MG′,eL , ψ′ : F ∗C′∼=C′
and M ′ ∈ MG′F,eL . Let (C,ψ) = indGG′(C′, ψ′) and M = indGG′ M ′. Then we see that indGG′(γC′,ψ′,M ′) =
γC,ψ,M and that ind
G
G′(γ
0
C′,ψ′,M ′) = γ
0
C,ψ,M . The statement (iii) in the general case then follows using (67)
and (68).
4.5 Shintani descent in the Heisenberg case
We will now study Shintani descent in the Heisenberg case and prove Theorem 1.4 in the Heisenberg case.
Recall that for each positive integer m, we have defined the m-th Shintani descent map (well defined up to
scaling by m-th roots of unity, cf. [De4])
Shm : Irrep(G,F
m)F →֒ Fun([G], F ). (71)
We will continue to study the Heisenberg case and we will use all our previous notations and conventions
from §4. In particular we have a Heisenberg admissible pair (H0,L0) defined over Fq and the corresponding
idempotent e0 ∈ DG0(G0). In this section, we are interested in the restriction of the Shintani descent map to
the subset Irrepe(G,F
m)F ⊆ Irrep(G,Fm)F . Using the same argument as in [De4, Prop. 6.4], we have
Shm(Irrepe(G,F
m)F ) ⊆ Tre0 Fun([G], F ) (72)
and that the image forms an orthonormal basis of Tre0 Fun([G], F ) which we call the m-th Shintani basis of
Tre0 Fun([G], F ). Now the set of irreducible characters
Irrepe(G,F ) =
∐
f∈Le(G)F
Irrepe,f (G,F ) (73)
associated with e0 is also an orthonormal basis of Tre0 Fun([G], F ). Similar to (73), we also obtain the
L-packet decompositions
Irrepe(G,F
m) =
∐
f∈Le(G)F
m
Irrepe,f (G,F
m), (74)
Irrepe(G,F
m)F =
∐
f∈Le(G)F
Irrepe,f (G,F
m)F . (75)
We will prove that Shintani descent respects the L-packet decompositions above and will then prove the
analogue of Theorem 1.4 in the Heisenberg case.
4.5.1 Some notation and results related to Shintani descent
Let us now recall some notation and results from [De4]. For any m1,m2 ∈ Z, we let DG(GFm1)Fm2 denote
the category consisting of pairs (M,ψ) where M ∈ DG(GFm1) and ψ : Fm2∗M
∼=−→ M . We have a functor
ηm defined as the composition (cf. [De4, Lem. 5.1]):
ηm : DG(GF ) −→ DG(GF )id
∼=−→ DG(GF )Fm . (76)
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For L ∈ DG(GFm)F and M ∈ DG(GF )Fm , we have the automorphism (cf. [De4, §5.2, (70)])
ζL,M : L ∗M −→M ∗ F ∗L −→ F ∗L ∗ Fm∗M −→ L ∗M. (77)
For W ∈ Irrep(G,Fm)F and V ∈ Irrep(G,F ), let (Wloc, ψW ) ∈ DG(GFm)F and Vloc ∈ DG(GF ) be the
associated objects, where ψW : F
∗Wloc
∼=−→Wloc is chosen according to op cit, §2.6. Then the inner product
between the Shintani descent Shm(W ) and the character χV is described by [De4, Cor. 5.5] as below:
〈Shm(W ), χV 〉 = trFm+1
(
ζWloc,ψW ,ηm(Vloc) :Wloc ∗ Vloc −→Wloc ∗ Vloc
)
. (78)
In [De4, §4] we have defined the twists θFm in the categories DG(GFm) for each m ∈ Z, i.e., we have natural
isomorphisms (where F is the inverse functor to F ∗):
θF
m
M :M
∼=−→ Fm(M) for each M ∈ MGFm (79)
satisfying certain compatibility relations with the crossed braidings (cf. [De4, Lem. 4.2.]).
Also for each M ∈ DG(GF ) we have the automorphism
νθF
M
:M ∗M β
−1
M,F∗M−−−−−→M ∗ F ∗M idM ∗F
∗(θFM )−−−−−−−−→M ∗M in DG(GF 2) (80)
and we have (cf. [De4, Thm. 4.3.])
trF (idM ) = trF 2(νθF
M
). (81)
4.5.2 Shintani descent and L-packet decomposition in the Heisenberg case
Let V ∈ Irrepe,f (G,F ) for some f ∈ Le(G)F . Then by Definition 4.11 we have Vloc ∈ fDG(GF ). Let
W ∈ Irrepe,f ′(G,Fm)F for some f ′ ∈ Le(G)F . Similarly we have Wloc ∈ f
′
DG(GF
m). Hence we see that
if f, f ′ are non-isomorphic, then Wloc ∗ Vloc = 0. Hence using (78) we see that in this case we must have
〈Shm(W ), χV 〉 = 0. Hence we see that for each f ∈ Le(G)F , Shm(Irrepe,f (G,Fm)F ) lies in the subspace
T˜rf0 Fun([G], F ) of Tre0 Fun([G], F ) spanned by the characters Irrepe,f (G,F ), i.e. Shintani descent respects
the L-packet decomposition, at least in the Heisenberg case.
We will now describe the matrix S˜hm(F, f) relating the sets Shm(Irrepe,f (G,F
m)F ) and Irrepe,f (G,F ). The
entries of this matrix are given by
S˜hm(F, f)W,V = 〈Shm(W ), χV 〉 = trFm+1
(
ζWloc,ψW ,ηm(Vloc)
)
(82)
for W ∈ Irrepe,f (G,Fm)F and V ∈ Irrepe,f (G,F ).
Suppose thatM ∈ MGFm+1,f ⊆ fDG(GFm+1) is an object supported on a single G-orbit 〈tFm+1〉 ⊆ GFm+1
and that α :M →M is an endomorphism. By Theorem 4.15(i) we have
trF (α) = (−1)2de q
(m+1)de
q(m+1) dimG ·√dimMG,f · q
(m+1) dimT
|T tFm+1| · tr
+
Fm+1,f (α). (83)
Using the same argument as in the proof of Theorem 4.15(iii), we can prove the following more general
result:
Lemma 4.20. Let (L,ψL) ∈ (MGFm,f)F ⊆ DG(GFm)F and let (M,ψM ) ∈ (MGF,f)Fm ⊆ DG(GF )Fm . Let
ζL,ψL,M,ψM : L ∗M
∼=−→ L ∗M be the automorphism as defined by (77). Then
trFm+1(ζL,ψL,M,ψM ) =
(−1)2de√
dimMG,f
·
(
qde
qdimG
)m+1
· tr+Fm+1,f (ζ0L,ψL,M,ψM ). (84)
We will use this result in §4.5.5 describe the matrices S˜hm(F, f) in terms of the Shintani matrices as defined
in [De5, §4] in the setting of modular categories.
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4.5.3 Twists in the categories MGFm,f
Previously, we have described the twists θF
m
in the categories DG(GF
m). Now for f ∈ Le(G)F we will
define new twists θF
m,f,+ in the invertible MG,f -module categories MGFm,f ⊆ DG(GFm). Note that we
have a braided Z-crossed rigid monoidal category (under truncated convolution)
MG〈F 〉,f :=
⊕
m∈Z
MGFm,f ⊆ DG(G〈F 〉), (85)
where G〈F 〉 denotes the semidirect product of G and Z = 〈F 〉. It can be equipped with a unique positive
spherical structure and the positive traces tr+Fm,f on MGFm,f correspond to this spherical structure. This
spherical structure also gives rise to twists θF
m,f,+ on the categories MGFm,f as follows:
For each M ∈ MGFm,f , define the isomorphism θF
m,f,+
M as the composition
θF
m,f,+
M :M
idM ∗ coevM−−−−−−−−→M∗M∗M∗ βM,M−−−−→ F (M)∗M∗M∗ idF (M) ∗ evM∗−−−−−−−−−→ F (M), (86)
where the positive spherical structure has been used implicitly in the last map of the composition.
Lemma 4.21. There exists a number c+F,f ∈ Q
×
ℓ such that for each m ∈ Z and M ∈ MGFm,f we have
θF
m
M = (c
+
F,f )
m · θFm,f,+M . (87)
Proof. The twists θF
m,f,+ are defined using a spherical structure on MG〈F 〉,f and hence satisfy properties
(i),(ii) from [De5, §4.1]. We can also check that the twists θFm also satisfy these properties. For example
for a, b ∈ Z, L ∈ MGFa,f ⊆ DG(GF a) and M ∈ MGF b,f ⊆ DG(GF b) we have from [De4, Lem. 4.2.] that
θF
a+b
L∗M equals the composition
L ∗M βL,M−−−→ F a(M) ∗L βFa(M),L−−−−−−→ F b(L) ∗F a(M)
θF
a
Fb(L)
∗θF
b
Fa(M)−−−−−−−−−−→ F a+b(L) ∗F a+b(M)→ F a+b(L ∗M). (88)
Truncating the above with respect to the canonical t-structure, we see that (θF
a+b
L∗M )
0 = θF
a+b
L∗M equals the
composition
L∗M β
0
L,M−−−→ F a(M)∗L β
0
Fa(M),L−−−−−−→ F b(L)∗F a(M)
θF
a
Fb(L)
∗θF
b
Fa(M)−−−−−−−−−−→ F a+b(L)∗F a+b(M)→ F a+b(L∗M). (89)
Hence the twists θF
m
correspond to a pivotal structure on MG〈F 〉,f (cf. [De4, §4.1]). The lemma now follows
using the same argument as in [De4, Prop. 7.2.].
Next, let us compute c+F,f . We will prove the following result in §4.5.4:
Lemma 4.22. Let M ∈ MGF,f be an object supported on the G-orbit 〈tF 〉 ⊆ GF . Then
trF 2(νθF
M
) =
(−1)2de√
dimMG,f
· q
2de
q2 dimG
· q
dimT
|T t0(Fq)|
tr+F 2,f (ν
0
θF
M
) (90)
where νθF
M
:M ∗M −→M ∗M is defined by (80) and where ν0
θF
M
:M∗M −→M∗M denotes its truncation.
We have
c+F,f =
qdimG
qde
. (91)
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4.5.4 Proof of Lemma 4.22
First let us prove that equations (90) and (91) are in fact equivalent. For each M ∈ MGF,f ⊆ DG(GF ), we
have the automorphism νθF
M
defined by (80). Similarly, we can define the automorphism νθF,f,+
M
in fDG(GF )
as the composition
νθF,f,+
M
:M ∗M β
−1
M,F∗M−−−−−→M ∗ F ∗M idM ∗F
∗(θF,f,+
M
)−−−−−−−−−−→M ∗M (92)
and its truncation
ν0
θF,f,+
M
:M∗M (β
−1
M,F∗M)
0
−−−−−−−→M∗F ∗M idM ∗F
∗(θF,f,+
M
)−−−−−−−−−−→M∗M. (93)
Using the fact that the twists θF
m,f,+ and the traces tr+Fm,f in MGFm,f come from a spherical structure, we
see that (cf. [De4, §7.1])
tr+F,f (idM ) = tr
+
F 2,f (ν
0
θF,f,+
M
). (94)
Then from (80), (92), 93 and (87) we see that
νθF
M
= c+F,f · νθF,f,+
M
and ν0θF
M
= c+F,f · ν0θF,f,+
M
. (95)
By (81) we have
trF 2(νθF
M
) = trF (idM ) (96)
=
(−1)2de√
dimMG,f
· q
de
qdimG
· q
dimT
|T t0(Fq)|
· tr+F,f(idM ) · · · by Thm. 4.15(i) (97)
=
(−1)2de√
dimMG,f
· q
de
qdimG
· q
dimT
|T t0(Fq)|
·
tr+F 2,f (ν
0
θF
M
)
c+F,f
· · · by (94) and (95). (98)
Moreover, we know that tr+F,f(idM ) 6= 0. Hence we can now see that (90) and (91) are in fact equiva-
lent.
Now let us prove that the lemma holds for tori. Hence suppose that G = T , a torus. In this case, the
Heisenberg idempotent e must be the unit δ1 ∈ DT (T ). Let L ∈ C(T )(Qℓ)F be such that f ∼= eL ∈ DT (T ).
Note that in our situation we have
de = 0 and MT,eL
∼= Vec . (99)
Since we know that (90) and (91) are equivalent, let us prove (90) for the torus T . Towards this end, we
prove:
Lemma 4.23. Suppose that G = T is a torus and that f ∼= eL ∈ DT (T ) is an F -stable minimal quasi-
idempotent as before. Then for M ∈ MTF,eL we have
trF 2(νθF
M
) =
|{s ∈ T |sF (s) = 1}|
qdimT
· trF 2(ν0θF
M
). (100)
Proof. We know that MTF,eL
∼= Vec and hence let us suppose that M is the (unique) simple object, namely
eL translated by F . The proof is similar to the proof of (63). Proceeding in the same way, let us look at the
stalk (where we identify M with the object eL ∈ DFG (G) ∼= DG(GF ), cf. [De4, §4.2])
νθF
M
(1) :
∫
h1F (h2)=1
eL(h1)⊗ eL(h2)
∼=−→
∫
h1F (h2)=1
eL(h2)⊗ eL(F−1(h−12 h1)h2). (101)
Then using the same argument as in the proof of (63) and [De4, §4.2] we complete the proof of the lemma.
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Note that we have {s ∈ T |sF (s) = 1} ⊆ TF 2 . In fact, we have the short exact sequence
0→ {s ∈ T |sF (s) = 1} ⊆ TF 2 s7→sF (s)−−−−−−→ TF → 0 (102)
corresponding to the ‘norm’ map. Hence we have
|TF 2 | = |TF | · |{s ∈ T |sF (s) = 1}|. (103)
Now by Theorem 4.15(i) applied to the Frobenius F 2 : T −→ T and (99) we have
trF 2(ν
0
θF
M
) =
1
|TF 2 | · tr
+
F 2,eL
(ν0θF
M
). (104)
Hence using Lemma 4.23, (103) and (104) we get
trF 2(νθF
M
) =
1
qdimT · |TF | · tr
+
F 2,eL
(ν0θF
M
). (105)
This completes the proof of (90) and hence of Lemma 4.22 in the case of the torus. In particular for a torus
we have c+T,F,eL = q
dimT .
Next let us consider the case of a connected solvable group G = TU . Let f ∼= eL, where L ∈ C(T )(Qℓ)F . In
this case we have
eLDG(G) ∼= eDU (U)⊠ eLDT (T ) and eLDG(GF ) ∼= eDU (UF )⊠ eLDFT (T ). (106)
Since we know that Lemma 4.22 holds for unipotent groups by [De4] and since we have proved it for tori above,
it follows that the lemma holds for connected solvable G and in particular we have c+G,F,eL =
qdimG
qde .
Finally using the connected case, we can also prove the result for all neutrally solvable groups.
4.5.5 Shintani matrices and almost characters in the Heisenberg case
Recall that we have a (positive integral) modular category MG,f and an invertible MG,f -module category
MGF,f equipped with the (positive) MG,f -module trace tr
+
F,f . In this abstract categorical setting, for each
positive integer m, we have defined the m-th Shintani matrix in [De5, §4]. Let us denote the matrix we
obtain this way by Sh+m(F, f). On the other hand, we have the matrix S˜hm(F, f) from §4.5.2 which relates
the two sets Shm(Irrepe,f (G,F
m)F ) and Irrepe,f (G,F ) and whose entries are given by
S˜hm(F, f)W,V = 〈Shm(W ), χV 〉 = trFm+1
(
ζWloc,ψW ,ηm(Vloc)
)
= trFm+1
(
ζMW ,ψMW ,MV ,ψMV
)
(107)
for W ∈ Irrepe,f (G,Fm)F and V ∈ Irrepe,f (G,F ), where
ψMW := ψW [dimG+ dimH + dimT ] : F
∗MW
∼=−→MW
is chosen in such a way that the composition (cf. [De4, Rem. 4.1.])
Fm∗MW
F (m−1)
∗
(ψMW )−−−−−−−−−−→ F (m−1)∗MW → · · ·F ∗MW
ψMW−−−→MW (108)
equals Fm∗θF
m
MW
and where ψMV : F
m∗MV
∼=−→MV is defined using the twist θF in MGF,f ⊆ DG(GF ) (cf.
[De4, §5.1.]).
Let us recall the definition of the matrix Sh+m(F, f) from [De5, §4.2.]. For this we must choose
ψ′MW : F
∗MW
∼=−→MW
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in such a way that the composition
Fm∗MW
F (m−1)
∗
(ψ′MW
)−−−−−−−−−−→ F (m−1)∗MW → · · ·F ∗MW
ψ′MW−−−→MW (109)
equals Fm∗θF
m,f,+
MW
=
Fm∗θF
m
MW
(c+F,f)
m and we define ψ′MV : F
m∗MV
∼=−→ MV using the twist θF,f,+ = θFc+
F,f
in
MGF,f . In particular, we may (and will) choose ψ
′
MW
=
ψMW
c+
F,f
where ψMW is chosen to be as before and we
have ψ′MV =
ψMV
(c+F,f)
m .
Then the entries of the matrix Sh+m(F, f) are defined by
Sh+m(F, f)W,V := tr
+
Fm+1,f
(
ζ0MW ,ψ′MW ,MV ,ψ
′
MV
)
=
1
(c+F,f )
m+1
tr+Fm+1,f
(
ζ0MW ,ψMW ,MV ,ψMV
)
. (110)
Finally, by (107), Lemma 4.20 and Lemma 4.22 we obtain:
Theorem 4.24. For each W ∈ Irrepe,f (G,Fm)F choose ψMW satisfying (108) and set ψ′MW =
ψMW
c+
F,f
. With
these choices, we have
S˜hm(F, f) =
(−1)2de√
dimMG,f
· Sh+m(F, f). (111)
As a corollary we can now complete the proof of the Heisenberg case of Theorem 1.4.
Corollary 4.25. Let e be an F -stable Heisenberg idempotent in DG(G) and let f be an F -stable indecom-
posable minimal quasi-idempotent in eDG(G). Then
(i) For each positive integer m, the image Shm(Irrepe,f (G,F
m))F ⊆ T˜rf0 Fun([G], F ) is an orthonormal basis
known as the m-th Shintani basis of T˜rf0 Fun([G], F ).
(ii) There exists a positive integer m0 such that for any positive integer m, the m-th Shintani basis of
T˜rf0 Fun([G], F ) depends (up to scalings by roots of unity) only on the residue of m modulo m0.
(iii) Let m be a positive multiple of m0. Then the m-th Shintani basis of T˜rf0 Fun([G], F ) agrees with the
basis
{
qdimG
qde · TrC,ψC |C ∈ CSe,f (G)F
}
up to scaling by roots of unity.
Proof. By Theorem 4.24 and [De5, Prop. 4.7.], the matrix S˜hm(F, f) which relates the sets Shm(Irrepe,f (G,F
m))F
and Irrepe,f (G,F ) is unitary. Hence statement (i) follows.
Using [De5, Thm. 4.10(ii)], we see that there exists an m0 such that the matrices Sh
+
m(F, f) only depend
(up to scaling by roots of unity) on the residue of m modulo m0. This completes the proof of (ii).
By Theorem 4.15, the transition matrix between the sets
{
qdimG
qde
· TrC,ψC |C ∈ CSe,f (G)F
}
and Irrepe,f (G,F )
is given by 1√
dimMG,f
· S+(F, f), where S+(F, f) is the crossed S-matrix. Statement (iii) now follows from
[De5, Thm. 4.10(iii)].
This completes the proofs of the Heisenberg case versions of all the main results of this paper (Theorems
1.2, 1.3 and 1.4).
5 Proof of the main results in the general case
In this section, we will use the results from the Heisenberg case to complete the proofs of all our main results
in the general case. In fact, we will also state more precise versions of our main results.
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5.1 Definition of character sheaves and L-packets
In this section we will define the set CS(G) of all character sheaves on a neutrally solvable algebraic group G
over any algebraically closed field k of characteristic p > 0. We will also describe an L-packet decomposition
of the set CS(G) as well as the modular categories attached to such L-packets.
As in §1, for a group G as above, let Ĝ denote the set of (isomorphism classes of) minimal idempotents
in the braided monoidal category DG(G). For each minimal idempotent e ∈ Ĝ we will first define the set
CSe(G) of character sheaves in the braided monoidal category eDG(G) ⊆ DG(G). By [De2, Thm. 2.28] for
such an e, there exists an admissible pair (H,N ) for G which gives rise to the minimal idempotent e. Let
G′ ⊆ G be the normalizer of (H,N ) and let e′N := N ⊗ KH ∈ DG′(G′) be the corresponding Heisenberg
idempotent. Then according to the results op cit., we have an equivalence of triangulated braided monoidal
categories
indGG′ : e
′
NDG′(G
′)
∼=−→ eDG(G) with e′N 7→ e. (112)
Remark 5.1. As we have noted before, the triangulated braided monoidal category e′NDG′(G
′) has the
structure of a ribbon r-category with the duality functor defined by D−G′(·)[2 dimH ](dimH) (cf. [De1, §2.3],
[BD, Appendix A]). Transferring this structure along the above equivalence, we see that eDG(G) must have
the structure of a ribbon r-category. On the other hand, DG(G) is also a ribbon r-category with duality
functor D−G and e ∈ DG(G) is a locally closed idempotent by [De2, Thm. 2.28]. Hence by using the
argument from [BD, Appendix A.6], we can prove that eDG(G) is a Grothendieck-Verdier category with
dualizing object D−Ge. Hence, both e (the unit object of eDG(G)) and D
−
Ge are dualizing objects of eDG(G).
Hence by [BD, Rem. A.3], the object D−Ge must be invertible in eDG(G).
Let e ∈ Ĝ be a minimal idempotent with (H,N ) an admissible pair giving rise to e. With all notation as
before, suppose that T ′ is a maximal torus of G′. By Remark 3.12, each indecomposable minimal quasi-
idempotent in e′NDG′(G
′) is a VT ′ -quasi-idempotent. Hence it follows that each indecomposable minimal
quasi-idempotent in eDG(G) ∼= e′NDG′(G′) must also be a VT ′ -quasi-idempotent. In particular, we see that
the object VT ′ ∈ D≤0monVec is independent of the choice of the admissible pair (H,N ) that gives rise to e
and hence dimT ′ is also independent of the choice of admissible pair. In particular, to each e ∈ Ĝ we can
associate an object Ve ∈ D≤0monVec such that every indecomposable minimal quasi-idempotent in eDG(G) is
a Ve-quasi-idempotent. The object Ve is supported in cohomological degrees {0,−1, · · · ,− dimT ′}.
For e ∈ Ĝ as above, consider its stalk e1 ∈ DG(1). Then we have identifications e1 ∼= avG/G′(e′N 1) ∼=
avG/G′(Qℓ)[2 dimH ](dimH). Apply the forgetful functor and consider e1 as an object of D
bVec. As such
its cohomology is nonzero in degree 2(dim(G/G′)−dimH) and vanishes in all higher degrees. In particular,
we see that the integer ne := dimH − dim(G/G′) only depends on e and not on the choice of the admissible
pair (H,N ) giving rise to e.
In view of these comments, let us make the following definitions:
Definition 5.2. Let e ∈ Ĝ be a minimal idempotent. Then we have the associated object Ve ∈ D≤0monVec as
described above. Let τe ∈ Z≥0 be such that Ve is supported in cohomological degrees {0, · · · ,−τe}. Define
the functional dimension as de :=
dimG−ne−τe
2 .
Remark 5.3. If e ∈ Ĝ comes from an admissible pair (H,N ), we have ne′ = dimH , Ve′ ∼= Ve ∼= VT ′ , τe′ = τe
and de = de′ +dimG− dimG′. Moreover, the definition of de above agrees with the definition from Remark
3.1 in the case of Heisenberg idempotents.
Theorem 5.4. Let G be a neutrally solvable group. Let e ∈ Ĝ and let f be any indecomposable minimal
quasi-idempotent in eDG(G).
(i) Then feDG(G)
∆ = fDG(G)
∆ is a Qℓ-linear triangulated braided semigroupal category. It has a unique
t-structure, denoted here by (D≤0,D≥0), such that D≤0 ∗D≤0 ⊆ D≤0 but D≤0 ∗D≤0 * D≤−1.
(ii) Let M∆G,f ⊆ fDG(G)∆ denote the heart of the above t-structure. For each i ∈ Z, X ∈ fDG(G)∆
let X i ∈ M∆G,f denote the i-th cohomology of X with respect to this t-structure. Then (M∆G,f , ∗) has the
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structure of a braided semigroupal category, where
∗ : M∆G,f ×M∆G,f −→ M∆G,f (113)
denotes the truncated convolution functor defined by X∗Y := (X ∗ Y )0 for X,Y ∈ MG,f .
(iii) Let MG,f ⊆ M∆G,f denote the full subcategory formed by the semisimple objects. Then MG,f = fDG(G)∩
M∆G,f is closed under truncated convolution and (MG,f , ∗, f) has the structure of a non-degenerate braided
fusion category. There is a natural spherical structure on MG,f , thus giving it the structure of a modular
category.
(iv) The Frobenius-Perron dimension FPdim(MG,f) is the square of an integer.
(v) Suppose that the ground field k is Fq. Then the natural spherical structure on MG,f is positive integral,
i.e. categorical dimensions of all objects of MG,f are positive integers.
Proof. Let (H,N ) be an admissible pair (with normalizer G′) which gives rise to the minimal idempotent
e as above and let e′N ∈ DG′(G′) be the corresponding Heisenberg idempotent. The theorem is now clear
using Corollary 3.13 for the Heisenberg idempotent e′N ∈ DG′(G′) and the equivalence (112).
Definition 5.5. Let L(G) denote the set of all indecomposable minimal quasi-idempotents in the triangu-
lated braided monoidal category DG(G). For e ∈ Ĝ, let Le(G) denote the set of all indecomposable minimal
quasi-idempotents in the triangulated braided monoidal category eDG(G).
Proposition 5.6. We have
L(G) =
∐
e∈Ĝ
Le(G). (114)
Each equivalence class of minimal quasi-idempotents in DG(G) contains a unique (up to isomorphism) in-
decomposable object.
Proof. Let f be any minimal quasi-idempotent. Then by [De2, §5.5], there exists a minimal idempotent
e ∈ DG(G) such that e ∗ f 6= 0. Then using the facts that f is a minimal quasi-idempotent, e is an
idempotent and Lemma A.6, we conclude that e ∗ f ∼= f , i.e. f ∈ eDG(G). Both the statements of the
proposition now follow (using Theorem 3.10(iii′) and (112) to prove the second statement).
Let us now define character sheaves on neutrally solvable groups.
Definition 5.7. Let G be a neutrally solvable group.
(i) Let f ∈ L(G) be an indecomposable minimal quasi-idempotent with the associated modular category
MG,f ⊆ fDG(G) ⊆ fDG(G)∆ ⊆ DG(G). We define CSf (G) to be the (finite) set of isomorphism classes
of simple objects of MG,f . The set CSf (G) is known as the L-packet of character sheaves associated with
f ∈ L(G).
(ii) Let e ∈ Ĝ be a minimal idempotent. The set of character sheaves on G associated with e is defined as
the union CSe(G) :=
∐
f∈Le(G)
CSf (G).
(iii) The set of all character sheaves on G is defined as the union CS(G) :=
∐
f∈L(G)
CSf (G) =
∐
e∈Ĝ
CSe(G).
Remark 5.8. Here we have implicitly used the fact that if f, f ′ ∈ L(G) (resp. e, e′ ∈ Ĝ) are non-isomorphic,
then f ∗ f ′ = 0 (resp. e ∗ e′ = 0).
With the following result, we see that the set CS(G) of character sheaves satisfies all the properties as desired
in Theorem 1.2:
Proposition 5.9. Let Φ : DG(G)
∼=−→ DG(G) be any Qℓ-linear triangulated braided monoidal auto-equivalence.
Then Φ preserves the set CS(G) of character sheaves in DG(G) as well as their idempotent and L-packet
decompositions, i.e. Φ induces a permutation of the sets Ĝ, L(G) and we have Φ(CSe(G)) = CSΦ(e)(G) and
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Φ(Le(G)) = LΦ(e)(G) for each e ∈ Ĝ and Φ(CSf (G)) = CSΦ(f)(G) for each f ∈ L(G). For each f ∈ L(G),
the restriction of Φ to MG,f ⊆ DG(G) induces an equivalence of modular categories:
Φ : MG,f
∼=−→ MG,Φ(f). (115)
Proof. The sets Ĝ,L(G),CS(G) as well as the modular categories MG,f are all defined purely in terms of
the Qℓ-linear triangulated braided monoidal structure of DG(G). Hence the proposition is obvious.
5.2 Irreducible representations and admissible pairs
For the remainder of this paper, we take the ground field to be Fp and we let G be a neutrally solvable group
over Fp equipped with an Fq-Frobenius F : G −→ G. In the remainder of the paper, our goal is to study the
irreducible characters of all pure inner forms Gg0(Fq) using the theory of character sheaves.
We will begin by studying the set Irrep(G,F ) in terms of admissible pairs. Let Padm(G) denote the set of
all admissible pairs (H,N ) (where the multiplicative local system N is considered as a point of H∗). Then G
acts on Padm(G) by conjugation and we let [Padm(G)] denote the quotient for this action. By [De2, Thm.
2.28], we have a surjective map
[Padm(G)]։ Ĝ defined by (H,N ) 7→ indGG′ e′N . (116)
Now the Frobenius F acts on the set [Padm(G)]. Consider the set of fixed points [Padm(G)]
F . We see that
the geometric conjugacy class 〈(H,N )〉 is F -stable if and only if there exists a pure inner form gF of F
such that the admissible pair (H,N ) is gF -stable. In this case, the normalizer G′ must also be gF -stable.
Such a pair gives rise to an object e′Ng0
∈ DG′g0 (G′
g
0) and the induced object e
g
0 := ind
Gg0
G′g0
e′Ng0
∈ DGg0 (G
g
0).
Now by [B2, §4.4] we have an identification DGg0 (G
g
0)
∼= DG0(G0) and hence we obtain the idempotent
e0 ∈ DG0(G0). We also obtain the function Tre0 ∈ Fun([G], F ) which will also be an idempotent. In other
words, if the geometric conjugacy class of an admissible pair (H,N ) is F -stable, then the corresponding
minimal idempotent e ∈ Ĝ comes from an idempotent e0 ∈ DG0(G0) by extension of scalars. Moreover, in
this case, it is easy to check that the idempotent Trge0 ∈ Fun(Gg0(Fq)/ ∼) is nonzero. Indeed, using [B2,
Prop. 4.12] we can prove that Trge0(1) is a positive rational number (see also [B2, Prop. 2.20, §A.6]). Hence
the idempotent Tre0 ∈ Fun([G], F ) obtained from an F -stable geometric conjugacy class of an admissible
pair as above is nonzero. Moreover it is clear that Tre0 only depends on the geometric conjugacy class
〈(H,N )〉 ∈ [Padm(G)]F . In fact we have
Lemma 5.10. Let 〈(H1,N1)〉, 〈(H2,N2)〉 ∈ [Padm(G)]F and let Tre10 ,Tre20 ∈ Fun([G], F ). Then either
Tre10 ∗Tre20 = 0 or Tre10 = Tre20 .
Proof. Suppose that Tre10 ∗Tre20 6= 0. Hence we must have e10 ∗ e20 6= 0 and hence e1 ∗ e2 6= 0. But
both e1, e2 ∈ Ĝ are minimal idempotents. Hence we must have e1 ∼= e2. Also, ei ∈ DG(G) are simple, i.e.
Hom(ei, ei) = Qℓ. Hence it follows that the associated idempotents Tre10 ,Tre20 must be equal.
The map (116) induces a map
[Padm(G)]
F −→ ĜF . (117)
Let us denote the image of the above map by ĜFadm. This is the set of F -stable minimal idempotents in
DG(G) that can be obtained from an F -stable geometric conjugacy class of admissible pairs. The following
lemma is clear:
Lemma 5.11. Given e ∈ ĜFadm, it has a unique Weil structure ψe : F ∗e
∼=−→ e such that the associated trace
function Tre,ψe ∈ Fun([G], F ) is an idempotent. By a slight abuse of notation, we may often denote it by
Tre. Thus associated with each e ∈ ĜFadm is a nonzero idempotent Tre ∈ Fun([G], F ).
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Definition 5.12. Suppose that 〈(H,N )〉 ∈ [Padm(G)]F as above and let Tre0 ∈ Fun([G], F ) be the corre-
sponding idempotent with its ‘complex conjugate’ being denoted Tre0 . Let e ∈ ĜFadm be the corresponding
minimal idempotent. Then we define
IrrepH,N (G,F ) = Irrepe(G,F ) := {W ∈ Irrep(G,F )|Tre0 = Tre acts in W as the identity}. (118)
By Lemmas 5.10, 5.11 the sets IrrepH,N (G,F ) are all non-empty and are either equal or disjoint as we vary
the pair (H,N ). Moreover, for two such admissible pairs (H1,N1), (H2,N2) we have IrrepH1,N1(G,F ) =
IrrepH2,N2(G,F ) if and only if the associated minimal idempotents in Ĝ
F
adm are isomorphic.
Below we give an alternative characterization of the set IrrepH,N (G,F ) in the spirit of [B1, Def. 2.13].
Proposition 5.13. Let C ∈ [Padm(G)]F be an F -stable geometric conjugacy class of admissible pairs, let e
be its image in ĜFadm and let Tre ∈ Fun([G], F ) be the corresponding idempotent.
(i) For g ∈ G, the idempotent Trge ∈ Fun(Gg0(Fq)/ ∼) is nonzero if and only if there exists a gF -stable
admissible pair (H,N ) in the geometric conjugacy class C.
(ii) For g ∈ G, define IrrepC(Gg0(Fq)) = Irrepe(Gg0(Fq)) := Irrep(Gg0(Fq)) ∩ Irrepe(G,F ). Let W ∈
Irrep(Gg0(Fq)). Then W ∈ IrrepC(Gg0(Fq)) if and only if W occurs inside indG
g
0(Fq)
Hg0 (Fq)
TrNg0 for some gF -
stable admissible pair (H,N ) ∈ C, where TrNg0 : H
g
0 (Fq)→ Q
×
ℓ is the multiplicative character associated with
the gF -stable multiplicative local system N .
Proof. Let us prove statement (i). If an admissible pair (H,N ) in C is gF -stable, then we have already seen
that Trge ∈ Fun(Gg0(Fq)) is nonzero.
In the other direction, suppose that g ∈ G is such that Trge 6= 0. Let us fix an admissible pair (H,N ) ∈ C ∈
[Padm(G)]
F . Now there exists some pure inner form tF of F such that our chosen admissible pair (H,N )
is tF -stable. For simplicity, let us replace our original Frobenius F with tF everywhere. With this choice,
(H,N ) is F -stable and hence its normalizer G′ is an F -stable subgroup of G. Now we have the Heisenberg
idempotent e′0 ∈ DG′0(G′0) and the corresponding minimal idempotent e0 ∈ DG0(G0) obtained by induction.
Now we have assumed that Trge0 ∈ Fun(Gg0(Fq)/ ∼) is nonzero. Hence by [B2, Prop. 4.12] we see that the
F -twisted conjugacy class 〈g〉 must lie in the image of the map H1(G′, F ) −→ H1(G,F ). In other words,
there must be an h ∈ G such that hgF (h−1) ∈ G′, i.e., such that (hgF (h−1)H, hgF (h−1)N ) = (H,N ). But
since (H,N ) is F -stable, this means that the admissible pair h−1(H,N ) ∈ C must be gF -stable as desired.
To prove (ii), by passing to pure inner form of F if necessary, we may assume that g = 1. Suppose that
(H,N ) ∈ C is F -stable. (If there is no such pair in C, then by part (i), Tr1e = 0 in Fun(G0(Fq)/ ∼), in which
case statement (ii) is vacuous.) Let e′0 ∈ DG′0(G′0) be the corresponding Heisenberg idempotent. By [B2,
Prop. 4.12] we have
Tr1e =
∑
〈g′〉∈H1(G′,F )
g′=hF (h−1) for
someh∈G
ind
G0(Fq)
G′g
′
0 (Fq)
Trg
′
e′0
. (119)
On the other hand, for h ∈ G, the pair h−1(H,N ) ∈ C is F -stable if and only if hF (h−1) ∈ G′. Statement
(ii) now follows. (See also Corollary 4.3.)
5.3 Geometric reduction process for algebraic groups
In this section we prove a result relating irreducible representations and admissible pairs for any algebraic
group G over Fq equipped with an Fq-Frobenius F : G −→ G. The following result is a straightforward
generalization of [B1, Thm. 7.1]:
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Theorem 5.14. Let G be any algebraic group over Fq and let F : G −→ G be an Fq-Frobenius. Let W be
an irreducible representation of a pure inner form Gg0(Fq). Let (A,K) be a pair consisting of a gF -stable
connected unipotent normal subgroup A ⊳ G and a G-invariant multiplicative local system K ∈ (A∗)gF such
that the subgroup AgF ⊆ Gg0(Fq) acts on W by the character TrKg0 : AgF −→ Q
×
ℓ . Then there exists a gF -
stable admissible pair (H,N ) ≥ (A,K) for G such that W restricted to the subgroup HgF = Hg0 (Fq) ⊆ Gg0(Fq)
contains the associated character TrNg0 : H
g
0 (Fq) −→ Q
×
ℓ as a direct summand, or equivalently, such that W
occurs as a direct summand in ind
Gg0(Fq)
Hg0 (Fq)
TrNg0 .
Remark 5.15. If we take the pair (A,K) = (1,Qℓ), then the result above implies that to any W ∈
Irrep(G,F ) we can associate some admissible pair compatible with W in the above sense.
Proof of Thm. 5.14. The proof of [B1, Thm. 7.1] readily extends to the general case. Namely, let us first
consider the case [G,Ru(G)] ⊆ A. Now the argument from [B1, §7.5] completes the proof in this case.
Now suppose that [G,Ru(G)] is not contained in A, i.e. Ru(G)/A = Ru(G/A) is not central in G/A. Let
A ⊆ Z ⊆ Ru(G) be such that Ru(Z(G/A)) = Z/A. Then Z must be a proper subgroup of Ru(G) by our
assumption. Now consider the map ϕK : Ru(G)/A −→ (Z/A)∗ as defined in [B1, §7.6]. Using the argument
loc. cit., we obtain a gF -stable subgroup A ( B ⊆ Z with an extension K′ ∈ (B∗)gF of K ∈ A∗ such that
the pair (B,K′) is compatible with W . Let G1 ⊆ G be the normalizer of the pair (B,K′). If G = G1, we can
replace our original pair with the strictly larger pair (B,K′) and proceed. Else G1 is strictly smaller and we
can proceed by induction following the argument from [B1, §7.6].
Combining Theorem 5.14 with the results from §5.2 we obtain:
Corollary 5.16. Assume once again that G is neutrally solvable equipped with a Frobenius. Then we have
a partition
Irrep(G,F ) =
∐
e∈ĜF
adm
Irrepe(G,F ). (120)
5.4 Irreducible representations and character sheaves
In this section we will describe the relationship between irreducible characters and character sheaves on a
neutrally solvable group G. In view of Corollary 5.16, let us fix a minimal idempotent e ∈ ĜFadm and study
the set Irrepe(G,F ) = IrrepC(G,F ), where C ∈ [Padm(G)]F is some pre-image of e under the map (117).
By passing to a pure inner form of F if needed, let us assume that the geometric conjugacy class C contains
an F -stable admissible pair (H,N ) with normalizer G′. Let e′ ∈ DG′(G′) be the corresponding Heisenberg
idempotent. Then we have e = indGG′ e
′ and an equivalence
indGG′ : e
′
DG′(G
′)
∼=−→ eDG(G) (121)
of Qℓ-linear triangulated braided monoidal categories compatible with the actions of the Frobenius on each
side. We also have a Qℓ-linear triangulated equivalence (cf. [De3, §4.2])
indGG′ : e
′
DG′(G
′F ) −→ eDG(GF ) (122)
of module categories. Also note that the functor
indGG′ : DG′(G
′F ) −→ DG(GF ) (123)
identifies with induction of representations of pure inner forms of G′0(Fq) (cf. [De3, §4.3]). Also we have the
‘induction of class functions’ map (cf. [De3, §4.3]):
indGG′ : Fun([G
′], F ) −→ Fun([G], F ). (124)
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Given an objectM ′ ∈ DG′(G′F ) we have its character χM ′ ∈ Fun([G′], F ). We have seen loc. cit. that
χindG
G′
M ′ = ind
G
G′ χM ′ . (125)
Also we have the compatible functors
indG0G′0
: DG′0(G
′
0) −→ DG0(G0), (126)
indGG′ : D
Weil
G′0
(G′0) −→ DWeilG0 (G0). (127)
By [B1, Prop. 4.12], for each (C′, ψ′) ∈ DWeilG′0 (G
′
0) we have
indGG′(TrC′,ψ′) = TrindG
G′
(C′,ψ′) . (128)
Since the pair (H,N ) is assumed to be F -stable, we have the corresponding Heisenberg idempotent e′0 ∈
DG′0
(G′0) and the idempotent e0 ∈ DG0(G0). We have equivalences
indG0G′0
: e′0DG′0(G
′
0)
∼=−→ e0DG0(G0), (129)
indGG′ : e
′
D
Weil
G′0
(G′0)
∼=−→ eDWeilG0 (G0). (130)
By [De3, Lem. 5.1, 5.2], (124) gives rise to an isomorphism of Frobenius algebras
indGG′ : Tre′ Fun([G
′], F )
∼=−→ Tre Fun([G], F ), (131)
where Tre′ ∈ Fun([G′], F ) and Tre ∈ Fun([G], F ) are the corresponding idempotents. Combining this with
(122) and Corollary 4.3, we obtain
Proposition 5.17. (i) The equivalence (122) induces a bijection indGG′ : Irrepe′(G
′, F )
∼=−→ Irrepe(G,F ).
(ii) For a W ∈ Irrep(G,F ), the following are equivalent:
(a) W lies in Irrepe(G,F ).
(b) χW lies in Tre Fun([G], F ).
(c) Wloc lies in eDG(GF ).
(iii) The set {χW |W ∈ Irrepe(G,F )} is an orthonormal basis of Tre Fun([G], F ).
Also using (121) we have an equivalence between the theory of character sheaves in e′DG′(G
′) and eDG(G)
compatible with the Frobenius actions.
Now suppose that f ∈ Le(G)F is an F -stable indecomposable minimal quasi-idempotent in eDG(G). As in
the Heisenberg case, we define the L-packet of irreducible representations associated with f as the set
Irrepf (G,F ) = Irrepe,f (G,F ) := {W ∈ Irrep(G,F )|Wloc ∈ fDG(GF ) = fDG(GF )∆} ⊆ Irrepe(G,F ).
(132)
By Proposition 4.10 and the results above we have
Irrepe(G,F ) =
∐
f∈Le(G)F
Irrepe,f (G,F ). (133)
By (121), let f ′ be the corresponding minimal quasi-idempotent in e′DG′(G
′). In this setting we have:
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Proposition 5.18. The equivalence (122) induces an equivalence indGG′ :
f ′DG′(G
′F )
∼=−→ fDG(GF ) and
hence Proposition 4.12 holds for every e ∈ ĜFadm. In particular fDG(GF ) has a distinguished t-structure
(namely, the perverse t-structure shifted by ne+ τe, cf. Definition 5.2) with heart, denoted by MGF,f , which
is an invertible MG,f -module category (under truncated convolution) equipped with a natural MG,f -module
trace. This invertible modular category corresponds to the modular auto-equivalence F := F ∗−1 : MG,f
∼=−→
MG,f . The map
W 7→MW :=Wloc[dimG+ ne + τe] ∈ MGF,f (134)
defines a bijection between the sets Irrepf (G,F ) and OMGF,f . Let T˜rf := indGG′ T˜rf ′ ∈ Tre Fun([G], F ), where
T˜rf ′ ∈ Tre′ Fun([G′], F ) is the idempotent function associated with the quasi-idempotent f ′ ∈ Le′(G′)F (cf.
Remark 4.8). Let W ∈ Irrep(G,F ). Then W ∈ Irrepf (G,F ) if and only if χW ∈ T˜rf Fun([G], F ). The set
{χW |W ∈ Irrepf (G,F )} is an orthonormal basis of the Frobenius algebra T˜rf Fun([G], F ).
Proof. The proposition is straightforward using the equivalences (121) and (122). One only needs to observe
that the equivalence (122) takes local systems in e′DG′(G
′F ) to local systems in eDG(GF ) and then use
Definition 5.2.
In the setting of the proposition, we have equivalences
indGG′ : MG′,f ′
∼=−→ MG,f and indGG′ : MG′F,f ′
∼=−→ MGF,f (135)
of modular categories and their module categories respectively. The induction functor takes the positive
trace tr+G′,F,f ′ in MG′F,f ′ to the positive trace tr
+
G,F,f in MGF,f . Moreover, it is easy to check that for any
endomorphism α ∈ DG′(G′F ) we have trG,F (indGG′ α) = trG′,F (α) for the natural traces in DG′(G′F ) and
DG(GF ).
Our next goal is to study the relationship between the sets CSf (G)
F and Irrepf (G,F ). As in the Heisenberg
case, for each C ∈ CSf (G)F let us choose ψC : F ∗C
∼=−→ C so as to satisfy ⋆ from §4.3 and let S˜(F, f)
denote the transition matrix, i.e. the matrix with entries
S˜(F, f)C,W := 〈TrC,ψC , χW 〉 = 〈TrC,ψC , (−1)2deχMW 〉 = (−1)2de trF (γC,ψC ,MW ) (136)
for C ∈ CSf (G)F and W ∈ Irrepf (G,F ). On the other hand, let S+(F, f) denote the crossed S-matrix
associated with the MG,f -module category MGF,f equipped with the positive module trace. Using the
results of this section, in particular (131) along with Theorem 4.15 we can now prove
Theorem 5.19. (i) We have S˜(F, f) = q
de
qdimG·
√
dimMG,f
· S+(F, f).
(ii) Let W ′ ∈ Irrepf ′(G′, F ) be an irreducible representation of the pure inner form G′g
′F
for some 〈g′〉 ∈
H1(G′, F ). Then W := indG
g′F
G′g
′F W ′ ∈ Irrepf (G,F ) and we have
dimW =
dim+MW√
dimMG,f
· |T
g′F |
|T ′g′F | · |Π
g′F
0 | · qde+τe−dimT , (137)
where T denotes the torus G◦/Ru(G). Moreover each W ∈ Irrepf (G,F ) can be obtained from a unique
W ′ ∈ Irrepf ′(G′, F ) by induction.
Proof. The result follows from the preceding remarks using the fact that dG,e = dG′,e′ +dimG−dimG′.
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5.5 Shintani descent in the general case
In this section, we will prove results related to Shintani descent in the general case. Suppose that e ∈ ĜFadm.
We continue to use all notation as before. In particular, let us assume that e comes from an F -stable (by
replacing F by a pure inner form if necessary) admissible pair (H,N ) for G with normalizer G′. As before,
let Tre ∈ Fun([G], F ) denote the associated idempotent.
We have already studied Shintani descent in the Heisenberg case in §4.5. Moreover, we have seen in §5.3 that
we can reduce the study of the general case to the Heisenberg case for the subgroup G′ using the induction
functor indGG′ .
Hence we obtain the following result in general:
Theorem 5.20. Let e ∈ ĜFadm as above and let m be a positive integer. Let us continue to use all notations
and conventions as above. Then
(i) We have an L-packet decomposition
Irrepe(G,F
m)F =
∐
f∈Le(G)F
Irrepf (G,F
m)F . (138)
(ii) The m-th Shintani descent Shm : Irrep(G,F
m)F →֒ Fun([G], F ) respects L-packet and idempotent decom-
positions, namely Shm(Irrepe(G,F
m)F ) ⊆ Tre Fun([G], F ) with the image being an orthonormal basis and for
each f ∈ Le(G)F , Shm(Irrepf (G,Fm)F ) ⊆ T˜rf Fun([G], F ) with the image again being an orthonormal basis.
(iii) For f ∈ Le(G)F , let S˜hm(F, f) denote the transition matrix relating them-th Shintani basis of T˜rf Fun([G], F )
as described above and the basis Irrepf (G,F ) (see also (107)). Let Sh
+
m(F, f) be the m-th Shintani matrix
associated with the modular category MG,f and the module category MGF,f equipped with the positive module
trace. Then
S˜hm(F, f) =
(−1)2de√
dimMG,f
Sh+m(F, f). (139)
(iv) There exists a positive integer m0 such that for each f ∈ Le(G)F and each positive integer m, the m-th
Shintani basis of T˜rf Fun([G], F ) only depends (up to scaling by roots of unity) on the residue class of m
modulo m0.
(v) Let m be a positive multiple of m0. Then the m-th Shintani basis of Tre Fun([G], F ) agrees with the basis{
qdimG
qde
· TrC,ψC |C ∈ CSe(G)F
}
up to scaling by roots of unity.
Remark 5.21. Let us recall that we have the twist θF
m
in the category DG(GF
m). On the other hand for
each f ∈ Le(G)F we also have the twist θFm,f,+ in MGFm,f corresponding to the positive module trace. On
restricting to MGFm,f ⊆ DG(GFm) we have (cf. Lemmas 4.21, 4.22)
θF
m,f,+ =
qmde
qm dimG
· θFm . (140)
5.6 Conclusion
Finally in this section we complete the proof of all our main results in the general case. We have seen
that the L-packets of character sheaves are parametrized by the set L(G) of minimal indecomposable quasi-
idempotents in DG(G). We will now show that the L-packets of Irrep(G,F ) are parametrized by the set
L(G)F .
Theorem 5.22. Let f ∈ L(G)F and let e ∈ Ĝ be the minimal idempotent (cf. Proposition 5.6) such that
f ∈ Le(G). Then e ∈ ĜFadm and hence the L-packet Irrepe,f (G,F ) is non-empty. We have the L-packet
decomposition
Irrep(G,F ) =
∐
f∈L(G)F
Irrepf (G,F ). (141)
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Proof. Since f is F -stable, it is clear that e ∈ ĜF . Hence we must prove that e in fact can be obtained
from an F -stable conjugacy class of admissible pairs for G. By [De2] we know that e must come from some
admissible pair (H,N ) defined over Fq. This pair must be defined over some finite field Fqm . Hence e ∈ ĜFmadm.
In particular we have the L-packet Irrepe,f (G,F
m) and the bijection Irrepe,f (G,F
m) ∼= OMGFm,f . Since f
is F -stable, we have an action of F on the L-packet Irrepe,f (G,F
m). This action agrees with the action of
F on OMGFm,f under the above bijection. We also have a modular action of F on the modular category
MG,f and the MG,f -module category MGFm,f corresponds to the action of F
m. Hence by [De5, Corollary
3.10] (used for a = 0 and a = m) implies that |OF
MGFm,f
| = |OF
MG,f
|. Hence we see that Irrepe,f (G,Fm)F is
non-empty. By Corollary 5.16 we have an orthonormal decomposition
Fun([G], F ) =
⊕
e′∈ĜFadm
Tre′ Fun([G], F ). (142)
Now using the fact that Shm(Irrep(G,F
m)F ) ⊆ Fun([G], F ) is a basis and Theorem 5.20(ii), we see that
e must necessarily lie in ĜFadm. Once we know this, using Corollary 5.16 and (133) we obtain the desired
L-packet decomposition.
Once we have this last result, we can use our previous results about ĜFadm to study all L-packets. Thus in
view of Theorems 5.19, 5.20 the proofs of our main results (Theorems 1.3, 1.4) are now complete.
5.7 An example
Let us workout the character sheaves and characters in an example, namely let B =
{( t1 a c
0 t2 b
0 0 t3
)
: t1t2t3 = 1
}
be the Borel subgroup of SL3(k).
Let T be the diagonal maximal torus of B. Let us consider certain 1-parameter subgroups of T . Let T12 ={(
t 0 0
0 t 0
0 0 t−2
)}
, T23 =
{(
t−2 0 0
0 t 0
0 0 t
)}
and T13 =
{(
t 0 0
0 t−2 0
0 0 t
)}
. Also, let µ3 =
{(
ω 0 0
0 ω 0
0 0 ω
)
: ω3 = 1
}
⊆ T .
The unipotent radical of B is U :=
{(
1 a c
0 1 b
0 0 1
)}
. The center (as well as commutator subgroup) of U is
Z :=
{(
1 0 c
0 1 0
0 0 1
)}
. Let V = U/Z = Uab ∼= G2a. Let us fix a non-trivial character ψ : Z/pZ →֒ Q
×
ℓ and
hence we obtain the Artin-Schreier local system L on Ga. We can then identify the Serre dual of V (which
parametrizes multiplicative local systems on V ) with the ‘linear dual’ V ∗ via pullback of the Artin-Schreier
local system along linear functionals. Hence given a row vector (x, y) ∈ V ∗, we have the corresponding
multiplicative local system L(x,y) on V . We have a canonical identification of Serre duals U∗ ∼= V ∗ and
by a slight abuse of notation, we will also consider L(x,y) as a multiplicative local system on U via the
homomorphism U ։ V .
Then we have 5 minimal idempotents in DB(B) corresponding to the following admissible pairs:
1. The Heisenberg admissible pair (U,Qℓ) normalized by all of B.
2. The admissible pair (U,L(1,0)) with normalizer T12U .
3. The admissible pair (U,L(0,1)) with normalizer T23U .
4. The admissible pair (U,L(1,1)) with normalizer µ3U .
5. The admissible pair (Z,L) with normalizer T13U .
Remark 5.23. If L′ is any multiplicative local system on U , then (U,L′) is an admissible pair for B.
However, the associated minimal idempotent only depends on the T -orbit of L′ ∈ V ∗ ∼= U∗ and hence is
covered by one of the first four cases. Similarly, for any non-trivial L′ ∈ Z∗, (Z,L′) is an admissible pair
which gives rise to the same minimal idempotent as case 5 above.
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Of the five minimal idempotents in DB(B), the cases 4 and 5 are more interesting and we will analyse them
further. The analysis of the first three cases is simpler.
The admissible pair (U,L(1,1)): Suppose first that char k 6= 3. The normalizer µ3U ∼= µ3 × U of this pair
is a neutrally unipotent group. The object e′(1,1) := L(1,1)[6](3) is a minimal idempotent in Dµ3U (µ3U) and
e(1,1) := ind
B
µ3U e
′
(1,1) is the minimal idempotent in DB(B) corresponding to this admissible pair.
The category e′(1,1)Dµ3U (µ3U) is equivalent to D
b((Vecµ3)
µ3) where (Vecµ3)
µ3 is the Drinfeld double of µ3.
By Appendix A.2, e′(1,1) is the unique minimal indecomposable quasi-idempotent in e
′
(1,1)Dµ3U (µ3U). So in
this case we have a unique L-packet of character sheaves in e′(1,1)Dµ3U (µ3U) and it has 9 character sheaves.
The underlying objects of D(µ3U) for these 9 character sheaves are: the object e
′
(1,1) = L(1,1)[6](3) supported
on U and its two translates supported on the other connected components ωU, ω2U of µ3U . The 9 character
sheaves come from the 3 different µ3-equivariance structures on each of the above 3 sheaves.
Finally we induce to e(1,1)DB(B) and obtain analogous results here. The modular category MB,e(1,1) is
equivalent to the Drinfeld double (Vecµ3)
µ3 . There are 9 character sheaves in this L-packet.
Now let Fq be a finite field and let k = Fq. Let us consider the finite group B(Fq). Let F : B → B
be the Frobenius endomorphism. The admissible pair (U,L(1,1)) can also be defined over Fq and it is
clear that the minimal quasi-idempotent e(1,1) ∈ DB(B) is F -stable. The modular autoequivalence of
MB,e(1,1)
∼= (Vecµ3)µ3 , F : MB,e(1,1) −→ MB,e(1,1) is induced by the Frobenius F : µ3 −→ µ3.
This leads to two cases:
(i) Fq does not contain the cuberoots of unity: In this case F interchanges the cuberoots ω and ω2 and it
can be checked that the unit object e(1,1) ∈ MB,e(1,1) ∼= (Vecµ3)µ3 is the only F -stable character sheaf in the
L-packet. Hence there is a unique irreducible representation of B(Fq) lying in the corresponding L-packet
Irrepe(1,1)(B(Fq)). This is the (q− 1)2-dimensional irreducible representation of B(Fq) obtained by inducing
the ‘generic’ character of U(Fq) corresponding to the F -stable multiplicative local system L(1,1) on U .
(ii) Fq contains the cuberoots of unity: In this case F acts as the identity on µ3 and hence all the 9
character sheaves in MB,e(1,1) are F -stable. In this case the L-packet Irrepe(1,1) (B(Fq)) consists of nine
(q−1)2
3 -dimensional irreducible representations of B(Fq). In this case, the action of T (Fq) on the set of 1-
dimensional characters of U(Fq) has three ‘generic orbits’. The induction to B(Fq) of each generic character
of U(Fq) breaks into three irreducible representations. This gives the nine irreducible characters in this
L-packet.
Finally, let us also consider the case char k = 3. In fact in this case things are simpler and we have
MB,e(1,1)
∼= Vec and there is a unique character sheaf as well as a unique irreducible representation of B(Fq)
in the corresponding L-packet. This completes the analysis of the admissible pair (U,L(1,1)).
The admissible pair (Z,L): The normalizer of this admissible pair is T13U . Let e′ = L[2](1) be the cor-
responding minimal idempotent in DT13U (T13U) and e = ind
B
T13U e
′ the associated minimal idempotent in
DB(B).
Consider U ⊃ H =
{(
1 a c
0 1 0
0 0 1
)}
⊃ Z. Let L′ be the multiplicative local system on H obtained by pulling
back L along the evident projection H ։ Z. Then L′ is a T13-stable extension of L from Z to H . Then by
[De2, §8.4] (H,L′) is a central admissible pair for B giving rise to the same minimal idempotent e ∈ DB(B).
The normalizer of the pair (H,L′) is T13H . Let e′′ := L′[4](2) be the associated minimal idempotent
in DT13H(T13H). We have an identification e
′′DT13H(T13H)
∼= e′′DH(H) ⊠ DT13 (T13) ∼= DT13 (T13) since
e′′DH(H) ∼= Db Vec.
Hence in this case, for each multiplicative local systemK ∈ C(T13) on the torus T13, we obtain the correspond-
ing minimal quasi-idempotent eK ∈ DT13 (T13) and consequently the minimal quasi-idempotent e′′ ⊠ eK ∈
e′′DHT13 (HT13). In other words, the set Le′′ (HT13) of L-packets of character sheaves in e
′′DHT13 (HT13) can
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be identified with C(T13). Each such L-packet contains a unique character sheaf, namely the sheaf e′′ ⊠ eK.
The modular category associated with each L-packet is simply Vec.
Consequently, character sheaves (which coincide with indecomposable minimal quasi-idempotents in this
case) in eDB(B) are in bijection with C(T13). Namely, givenK ∈ C(T13), indBHT13 (e′′⊠eK) is the corresponding
character sheaf in eDB(B).
Now suppose Fq is a finite field, k = Fq and F : B → B the Frobenius. We want to classify the corresponding
irreducible characters of B(Fq). In this case, the admissible pair (H,L′) and the subgroup T13 is defined
over Fq. Hence the F -stable character sheaves C in eDB(B) correspond to C(T13)F which in turn are
in bijection with characters χ of T13(Fq). Given an F -stable character sheaf C as above, we have the
corresponding irreducible representation of B(Fq) constructed as follows: Let χ : T13(Fq) → Q×ℓ be the
character corresponding to C as above and let ψL′ : H(Fq) → Q×ℓ be the character corresponding to the
F -stable multiplicative local system L′ on H . Then the irreducible representation corresponding to C is
ind
B(Fq)
HT13(Fq)
ψL′χ. It is q(q − 1)-dimensional. Thus we see that Irrepe(B(Fq)) contains q − 1 q(q − 1)-
dimensional irreducible representations and each L-packet in Irrepe(B(Fq)) is singleton.
A Appendix: Quasi-idempotents in linear triangulated categories
In this appendix we introduce and study the notion of quasi-idempotents in Qℓ-linear triangulated categories.
This notion plays a key role in our approach to the theory of character sheaves on neutrally solvable groups
developed in the main text.
A.1 Definition of quasi-idempotents
Let (D , ∗,1) be any Qℓ-linear triangulated monoidal category (cf. [De2, §2.3.2]). Then we have an action of
DbVec on D (which we will denote by ⊗). Since D is monoidal, this action can also be thought of in terms of
the canonical (central) monoidal functor (DbVec,⊗,Qℓ) −→ (D , ∗,1). We note that for V,W ∈ DbVec and
X,Y ∈ D we have functorial isomorphisms (V ⊗X)∗ (W ⊗Y ) ∼=−→ (V ⊗W )⊗ (X ∗Y ) and (V ⊗W )⊗X ∼=−→
V ⊗ (W ⊗X). We will often skip the parenthesis from our notation. The triangulated category DbVec has
the standard t-structure, and for V ∈ DbVec, i ∈ Z, we let V i denote the i-th cohomology of V .
Suppose the triangulated category D is such that each object has a unique direct sum decomposition into
indecomposable objects. Furthermore suppose that all shifts of indecomposable objects of D are non-
isomorphic to each other. Then the condition that V ⊗X ∼=W ⊗X for some V,W ∈ DbVec, X ∈ D implies
that either V ∼=W in Db Vec or X = 0.
Remark A.1. From now on we will always assume that D satisfies these properties. In the main text we
will apply our results from this appendix to triangulated categories of Qℓ-complexes. These categories satisfy
the above properties.
Definition A.2. We let D≤0monVec ⊆ DbVec denote the full subcategory formed by objects V ∈ DbVec such
that V i = 0 for each i > 0 and V 0 ∼= Qℓ. We say that an object V of Db Vec is monic if V ∈ D≤0monVec.
Definition A.3. We say that an object e ∈ D is a quasi-idempotent if e∗e ∼= V ⊗e for some V ∈ D≤0monVec.
In this case we say that e is a V -quasi-idempotent. For such a quasi-idempotent, we let eD ⊆ D be the full
subcategory formed by objects X ∈ D such that e ∗X ∼= V ⊗X . Note that eD is a right ideal in D and in
particular it is a semigroupal category. Also, let us denote by eD∆ ⊆ D the full triangulated subcategory
generated by eD . Then eD∆ is also a right ideal in D and hence a triangulated semigroupal category.
Remark A.4. Note that we have a functor e∗ (·) : D −→ eD . In general this functor may not be essentially
surjective.
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By Remark A.1, if e ∈ D is a nonzero quasi-idempotent, then there is a unique V ∈ DbVec up to isomorphism
such that e ∗ e ∼= V ⊗ e. Consequently this V must be monic and e must be a V -quasi-idempotent.
Remark A.5. If e ∈ D is a quasi-idempotent, then we can construct more quasi-idempotents from it as
follows: Let W ∈ D≤0monVec. Then if e ∈ D is a V -quasi-idempotent (for some V ∈ D≤0monVec), then
W ⊗ e ∈ D is a W ⊗ V -quasi-idempotent.
Lemma A.6. Let e, e′ ∈ D be objects such that e′ is a V ′-quasi-idempotent (for some V ′ ∈ D≤0monVec) and
e ∗ e′ ∼=W ⊗ e 6= 0 for some W ∈ DbVec . Then W ∼= V ′.
Proof. Convolving the given isomorphism with e′, we obtain
W ⊗ (e ∗ e′) ∼= (W ⊗ e) ∗ e′ ∼= (e ∗ e′) ∗ e′ ∼= e ∗ (e′ ∗ e′) ∼= e ∗ (V ⊗ e′) ∼= V ′ ⊗ (e ∗ e′) (143)
and we have assumed that e ∗ e′ 6= 0. Hence by Remark A.1 we must have W ∼= V ′.
We say that an object X ∈ D is weakly central if X ∗ Y ∼= Y ∗X for each Y ∈ D . We do not require the
existence of coherent braiding isomorphisms. In this paper we will mostly be concerned with weakly central
quasi-idempotents.
Definition A.7. Let e (resp. e′) be a nonzero weakly central V (resp. V ′)-quasi-idempotent for some monic
V (resp. V ′). Then e∗e′ is a V ⊗V ′-quasi-idempotent. We say that e ≤ e′ if e∗e′ ∼=W ⊗e for some nonzero
W ∈ Db Vec. (By Lemma A.6 we must have W ∼= V ′.) We say that e ∼ e′ or that e and e′ are equivalent if
e ≤ e′ and e′ ≤ e. We say that a nonzero weakly central quasi-idempotent e is minimal if e ∗ e′ = 0 or e ≤ e′
for each weakly central quasi-idempotent e′ ∈ D .
Lemma A.8. Let e, e′ be nonzero weakly central quasi-idempotents in D and let V, V ′ ∈ D≤0monVec be the
corresponding monic objects. Then e ≤ e′ if and only if eD ⊆ e′D . Moreover suppose that e ∼ e′. Then we
must have V ′ ⊗ e ∼= V ⊗ e′ and that eD = e′D as full subcategories of D .
Proof. Let e ≤ e′, i.e. e ∗ e′ ∼= V ′ ⊗ e. Suppose X ∈ eD , i.e. e ∗X ∼= V ⊗X . From this we obtain
e′ ∗ e ∗X ∼= V ⊗ e′ ∗X and
V ′ ⊗ e ∗X ∼= V ′ ⊗ V ⊗X.
Now using e′ ∗ e ∼= e ∗ e′ ∼= V ′ ⊗ e we obtain that
V ⊗ e′ ∗X ∼= V ⊗ V ′ ⊗X.
Hence using Remark A.1 we can deduce that e′ ∗X ∼= V ′ ⊗X , i.e. X ∈ e′D . Hence we must have eD ⊆ e′D
as full subcategories of D .
On the other hand, suppose that eD ⊆ e′D . In particular we must have e ∈ e′D . Hence e′ ∗ e ∼= V ′ ⊗ e, i.e.
e ≤ e′.
Now suppose that e ∼ e′. Then by Definition A.7, we must have V ′ ⊗ e ∼= e ∗ e′ ∼= e′ ∗ e ∼= V ⊗ e′.
As a consequence we obtain
Corollary A.9. Let e ∈ D be a weakly central quasi-idempotent. Then e is minimal if and only if any
nonzero weakly central quasi-idempotent e′ ∈ D that lies in the full subcategory eD is equivalent to e.
A.2 Quasi-idempotents in derived categories of fusion categories
Let (M , ∗,1) be a (Qℓ-linear) fusion category. In this section we will describe all the quasi-idempotents in
the category DbM . First we prove that there are no non-trivial idempotents in DbM .
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Note that the category DbM has a natural t-structure whose heart is M ⊆ DbM . For an object M ∈
DbM , i ∈ Z, we let M i ∈ M denote its i-th cohomology with respect to this t-structure. Since M is
semisimple, DbM is also in fact a semisimple abelian category whose simple objects are the shifts of the
simple objects of M . We have M ∼= ⊕
i∈Z
M i[−i] for all objects M ∈ DbM .
Lemma A.10. Let M be a fusion category as above. There are no idempotents in DbM other than 0 and
1.
Proof. Let us extend the notion of Frobenius-Perron dimension from M to all of DbM such that the
shift preserves the Frobenius-Perron dimensions of objects. Let e ∈ DbM be a nonzero idempotent, i.e.
e ∗ e ∼= e 6= 0. Hence we must have FPdim(e)2 = FPdim(e). Now by [ENO1, §8] FPdim(e) ≥ 1 since e is
a nonzero object. Hence we conclude that FPdim(e) = 1 and furthermore that e must in fact be a simple
object. From the isomorphism e ∗ e ∼= e we deduce that e must in fact be a simple object of M ⊆ DbM .
Moreover we have FPdim(e∗) = 1 and FPdim(e∗ ∗ e) = 1 and 1 is a direct summand of e∗ ∗ e. Hence we
must have that e∗ ∗ e ∼= 1, i.e. e is invertible. Hence we deduce that e ∼= 1.
Proposition A.11. The quasi-idempotents in the category DbM are all of the form V ⊗ 1 for some V ∈
D≤0monVec.
Proof. Let V ∈ D≤0monVec and let e ∈ DbM be a nonzero V -quasi-idempotent. We have
e ∗ e ∼= V ⊗ e. (144)
By comparing the highest cohomological degree in which both the sides are nonzero, we conclude that ei = 0
for each i > 0 and that e0 is nonzero. Now we have
e ∼=
⊕
i≥0
e−i[i] and V ∼= Qℓ ⊕
⊕
i≥i
V −i[i]. (145)
Expanding (144) and looking at the 0-th cohomological degree we conclude that e0 ∗ e0 ∼= e0 in M . By
Lemma A.10 we see that e0 ∼= 1. Now by successively looking at each of the negative cohomological degrees
of (144) and proceeding by induction, we deduce that e−i ∼= V −i ⊗ e0 ∼= V −i ⊗ 1 for each i ∈ Z. Hence
e ∼= V ⊗ 1 as desired.
Corollary A.12. The unit object 1 ∈ DbM is a minimal quasi-idempotent and there is a unique equivalence
class of minimal quasi-idempotents in DbM .
A.3 Induction of quasi-idempotents satisfying the Mackey condition
Let G be any algebraic group over k. Let G′ ⊆ G be a closed subgroup. In this section we consider quasi-
idempotents e in DG′(G
′) satisfying the (geometric) Mackey criterion with respect to G and the induced
quasi-idempotents indGG′ e in DG(G). We will use the (Qℓ-linear triangulated weakly semigroupal) induction
functor indGG′ : DG′(G
′) −→ DG(G) and its properties described in [De2], [BD].
The following result is a straightforward generalization of some results from [De2, §4] and [BD, §5].
Proposition A.13. (cf. [De2, Prop. 4.3]) Let e ∈ DG′(G′) be a V -quasi-idempotent such that e ∗ δx ∗ e = 0
for each x ∈ G−G′, where δx is the delta sheaf supported at x and where we consider e as an object of D(G)
by extension by zero. Then we have:
(i) The object f := indGG′ e ∈ DG(G) is a V -quasi-idempotent.
(ii) If M ∈ eDG′(G′), then indGG′ M ∈ fDG(G). The Qℓ-linear functor
indGG′ :
e
DG′(G
′) −→ fDG(G) (146)
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is (strongly) semigroupal and braided.
(iii) For each N ∈ DG(G), we have a functorial isomorphism e ∗ N
∼=−→ e ∗ NG′ where we consider all the
Qℓ-complexes involved as objects in DG′(G), where NG′ ∈ DG′(G′) denotes the restriction of N to G′. In
particular this means that e ∗N has support contained inside G′ and we may consider e ∗N ∼= e ∗NG′ as an
object of eDG′(G
′).
(iv) For each N ∈ DG(G) we have a functorial isomorphism f ∗N
∼=−→ indGG′(e ∗NG′).
(v) For each M ∈ eDG′(G′) we have functorial isomorphisms
e ∗ (indGG′ M)|G′
∼=−→ e ∗ indGG′ M
∼=−→ e ∗M. (147)
Proof. For any x ∈ G−G′ andM ∈ eDG′(G′), we have e∗δx∗e = 0 and hence e∗δx∗e∗M ∼= V ⊗e∗δx∗M = 0.
Hence e ∗ δx ∗M = 0. Similarly if M ′ ∈ eDG′(G′) we can prove that M ′ ∗ δx ∗M = 0. Now statements (i)
and (ii) follow from [De2, Prop. 3.15]. The proofs of statements (iii), (iv) and (v) are similar to the proofs
of [B1, Lemma 5.16 and Prop. 5.14].
A.4 t-structures on certain triangulated categories
We will need the following lemma about t-structures on certain special triangulated categories. The proof
below was communicated by A. Beilinson.
Lemma A.14. Let D be a triangulated category equipped with a non-degenerate bounded t-structure with
heart A. Suppose further that for any non-zero objects A,B ∈ A, we have Hom(A,B) 6= 0. Then any other
non-degenerate bounded t-structure on D is a translate of the original one.
Proof. For i ∈ Z let Hi : D → A be the i-th cohomology functor with respect to the given t-structure. Let
B denote the heart of another non-degenerate bounded t-structure on D . It is enough to prove that B lies
in a translate of A. Let X be any non-zero object of B. Suppose that HM (X), Hm(X) ∈ A are the top and
bottom (and hence M ≥ m) non-vanishing cohomologies of X with respect to the original t-structure. By
our assumption, we have a non-zero morphism f : HM (X) −→ Hm(X) in A. Look at the composition
c : X −→ HM (X)[−M ] f [−M ]−−−−→ Hm(X)[−M ] −→ X [m−M ] (148)
where the first and the last map of this composition are the canonical truncation morphisms. Note that
HM (c) = f is non-zero by construction and hence c : X −→ X [m−M ] is non-zero. But X lies in the heart
B of the other t-structure. The axioms of a t-structure then force that m−M ≥ 0. Hence we conclude that
M = m and hence that X lies in a translate of A. This completes the proof.
Remark A.15. If the heart A ⊆ D above is such that it has only one simple object, and if every object of
A has finite length, then A satisfies the hypothesis of the lemma. Hence the lemma will be applicable in the
various cases that arise in the main text.
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