Abstract. We show that the algebra of commuting Hamiltonians of the homogeneous XXX Heisenberg model has simple spectrum on the subspace of singular vectors of the tensor product of two-dimensional gl 2 -modules. As a byproduct we show that there exist exactly
1. Introduction 1.1. Homogeneous XXX Heisenberg model. Consider the vector space (C 2 ) ⊗n and the linear operator H XXX = n j=1 P j,j+1 + P 1,n , where P i,j is the flip map for the i-th and j-th tensor factors:
The operator H XXX is the Hamiltonian of the famous XXX Heisenberg model, and the problem is to find eigenvalues and eigenvectors of H XXX .
The Hamiltonian commutes with the natural gl 2 -action on (C 2 ) ⊗n and it is enough to diagonalize the Hamiltonian on each subspace of gl 2 -singular vectors of given weight,
⊗n | e 12 v = 0, e 11 v = (n − l)v, e 22 v = lv } , where n − l l. H. Bethe in [B] proposed a method, called nowadays the Bethe ansatz method, to obtain eigenvectors of the Hamiltonian H XXX . He constructed a rational (C 2 ) ⊗n -valued function ω(t 1 , . . . , t l ) such that for any admissible solution (t 1 , . . . , t l ) to the system of equations (t j + 2) n k =j (t j − t k − 1) = (t j + 1) n k =j (t j − t k + 1) , j = 1, . . . , l , (1.1) the value ω(t 1 , . . . , t l ) belongs to Sing (C 2 ) ⊗n [ l ] and is an eigenvector of the Hamiltonian H XXX . Here a solution (t 1 , . . . , t l ) to system (1.1) is called admissible if all t 1 , . . . , t l are distinct, and all factors in (1.1) are nonzero.
Equations (1.1) are called the Bethe ansatz equations. If (t 1 , . . . , t l ) is an admissible solution to the Bethe ansatz equations, then the value ω(t 1 , . . . , t l ) is called the Bethe vector.
The Bethe ansatz equations and the function ω(t 1 , . . . , t l ) are symmetric with respect to permutations of t 1 , . . . , t l . Therefore, the symmetric group S l acts on solutions to the Bethe ansatz equations and the number of Bethe vectors is equal to the number of orbits of admissible solutions to the Bethe ansatz equations.
The Hamiltonian H XXX can be included into a one-parameter family, called the transfer matrix, of commuting linear operators on (C 2 ) ⊗n . These operators generate a commutative unital subalgebra of End ((C 2 ) ⊗n ), called the Bethe algebra. Every Bethe vector is an eigenvector of the Bethe algebra.
It is natural to ask if the Bethe ansatz method constructs a basis of eigenvectors and if the spectrum of the Bethe algebra is simple.
The first examples show that the Bethe ansatz method does not construct a basis of eigenvectors. If n = 4 and l = 2, then dim Sing (C 2 ) ⊗n [ l ] = 2, the Bethe ansatz equations are (t 1 + 2) 4 (t 1 − t 2 − 1) = (t 1 + 1) 4 (t 1 − t 2 + 1) , (1.2) (t 2 + 2) 4 (t 2 − t 1 − 1) = (t 2 + 1) 4 (t 2 − t 1 + 1) , and there is only one orbit of admissible solutions:
Hence there is only one Bethe vector in the two dimensional space of singular vectors.
In this paper we prove that the Bethe algebra has simple spectrum, namely, that there exists an eigenbasis of Sing (C 2 ) ⊗n [ l ] , and any two eigenvectors are separated by the eigenvalues of elements of the Bethe algebra. Clearly, such an eigenbasis is unique.
We show that elements of the eigenbasis are labeled by two-dimensional subspaces V ⊂ C[u] with a basis f, g such that deg f = l, deg g = n − l + 1, and f (u)g(u − 1) − f (u − 1)g(u) = (u + 1)
n .
In particular, we show that there exist exactly dim Sing (C 2 ) ⊗n [ l ] = n l − n l − 1 such subspaces V .
To describe the eigenvector corresponding to a subspace V let us consider the monic polynomial f ∈ V of degree l and its roots t 1 , . . . , t l . If t i − t j = 1 for all i = j and t i = −1, −2 for all i, then (t 1 , . . . , t l ) is an admissible solution to the Bethe ansatz equations, and the eigenvector assigned to the subspace V equals the Bethe vector ω(t 1 , . . . , t l ).
If the l-tuple (t 1 , . . . , t l ) does not satisfy the inequalities mentioned above, then the vector ω(t 1 , . . . , t l ) equals zero in Sing (C 2 ) ⊗n [ l ] . Nevertheless one can define a nonzero vectorω(t 1 , . . . , t l ) in the corresponding "holomorphic representation" W a,d which is an infinite-dimensional gl 2 -module with a natural epimorphism W a,d → (C 2 ) ⊗n . In fact, that new Bethe vectorω(t 1 , . . . , t l ) ∈ W a,d lies in the subspace of singular vectors Sing W a,d [ l ] and is an eigenvector of the corresponding Bethe algebra acting on W a,d . We consider the maximal subspace W ⊂ Sing W a,d [ l ] with three properties: i) W containsω(t 1 , . . . , t l ), ii) W does not contain other eigenvectors of the Bethe algebra, iii) W is invariant with respect to the Bethe algebra. Let σ : Sing W a,d [ l ] → Sing (C 2 ) ⊗n [ l ] be the natural projection. We show that the image σ(W ) ⊂ Sing (C 2 ) ⊗n [ l ] is a one-dimensional eigenspace of the Bethe algebra acting on Sing (C 2 ) ⊗n [ l ] with the same eigenvalues as the eigenvalues ofω(t 1 , . . . , t l ) with respect to the Bethe algebra acting on W a,d . The subspace σ(W ) ⊂ Sing (C 2 ) ⊗n [ l ] is that one-dimensional subspace of eigenvectors assigned to the two-dimensional subspace V ⊂ C[u].
The construction described above provides a generalization of the Bethe ansatz method in which the solutions to the Bethe ansatz equations are replaced by the two-dimensional subspaces V ⊂ C[u] and the Bethe vectors in Sing (C 2 ) ⊗n [ l ] are replaced by the subspaces σ(W ). Our result says that the generalized Bethe vectors form a basis in Sing (C 2 ) ⊗n [ l ] and, moreover, the spectrum of the Bethe algebra is simple.
For example, if n = 4 and l = 2, then the space Sing (C 2 ) ⊗4 [2] is two-dimensional and there are exactly two two-dimensional subspaces V ⊂ C[u] with a basis f, g such that deg f = 2, deg g = 3, and f (u)g(u − 1) − f (u − 1)g(u) = (u + 1)
4 .
The first subspace V 1 is generated by polynomials u 2 + 3u + 7 3
, u 3 + 6u 2 + 11u + of the quadratic polynomial form an admissible solution to the Bethe ansatz equations (1.2). The Bethe vector ω(t 1 , t 2 ) ∈ Sing (C 2 ) ⊗4 [2] is the eigenvector corresponding to V 1 .
The second subspace V 2 is generated by polynomials (u + 1)(u + 2), u 3 + 6u 2 + 10u + . The roots t 1 = −1, t 2 = −2 of the quadratic polynomial form a non-admissible solution to the Bethe ansatz equations (1.2). The Bethe vector ω(t 1 , t 2 ) is zero in Sing (C 2 ) ⊗4 [2], and in order to construct the eigenvector in Sing (C 2 ) ⊗4 [2] corresponding to V 2 we need to apply the procedure described above.
The correspondence between the eigenvectors of the Bethe algebra and the two-dimensional subspaces is in the spirit of the geometric Langlands correspondence in which eigenfunctions of commuting differential operators correspond to connections on curves.
1.2. Content of the paper. The results of this paper for the XXX model are discrete analogs of the results of [MTV3] for the Gaudin model.
In Section 2 we discuss the Yangian Y (gl 2 ) and Yangian modules. In particular, we discuss the holomorphic representation W a,d of the Yangian Y (gl 2 ). The module W a,d is associated with two monic polynomials
and is isomorphic to C[x 1 , . . . , x n ] as a vector space. We introduce a collection (m 1 , 0), . . . , (m n , 0) of gl 2 -weights and say that the pair
of gl 2 -singular vectors and introduce the universal difference operator In Section 4 we consider the space C l+n with coordinates a = (a 1 , . . . , a l ) and h = (h 1 , . . . , h n ). We denote by D h the difference operator
where B(u, h) = 2u n + h 1 u n−1 + · · · + h n , and by p(u, a) the polynomial p(u, a) = u l + a 1 u l−1 + · · · + a l . We define the scheme C D of points p ∈ C l+n such that the polynomial p(u, a(p)) lies in the kernel of the difference operator D h(p) . We define the algebra A D to be the algebra of functions on C D . In Section 4.4 we define a natural epimorphism ψ DW :
In Section 5, using the Bethe ansatz method, we prove that if z 1 , . . . , z n are generic and the pair (m 1 , 0), . . . , (m n , 0) , l is separating, then the scheme C D considered as a set has at least dim Sing W a,d [ l ] distinct points.
In Section 6 we review Sklyanin's separation of variables in the XXX model and construct the universal weight function. Theorem 6.3.2 connects the algebras A D , A W and the universal weight function.
In Section 7 we consider the action of the algebra A D on itself by multiplication operators. We denote by L f the operator of multiplication by an element f ∈ A D . The algebra A D acts on its dual space A * D by operators L * f , dual to multiplication operators. Using the universal weight function we define a linear map τ :
. In Theorem 7.3.1 we prove that if the pair (m 1 , 0), . . . , (m n , 0) , l is separating, then τ is an isomorphism which intertwines the action of the operators L * f , f ∈ A D , with the action of the operators ψ DW (f ) ∈ End(Sing W a,d [ l ] ). Therefore, we prove that ψ DW : A D → A W is an algebra isomorphism. Theorem 7.3.1 is our first main result.
In Section 7.4, using the Grothendieck residue, we define an isomorphism φ : A D → A * D , which intertwines the multiplication operators L f acting on A D and the dual operators L * f acting on A * D . Therefore, under the assumption that the pair (m 1 , 0), . . . , (m n , 0) , l is separating, the composition τ φ :
is a linear isomorphism which intertwines the algebra of multiplication operators acting on A D and the action of the Bethe algebra
In Section 8 we impose new conditions on m 1 , . . . , m n and z 1 , . . . , z n . We assume that m 1 , . . . , m n are natural numbers, still keeping the assumption that the pair (m 1 , 0), . . . , (m n , 0) , l is separating. We assume also that z i − z j / ∈ Z if i = j. We introduce three more algebras A G , A P , and A L . To define A G we consider the subspace
of all polynomials of degree d for a suitably large number d, and the Grassmannian of all two-dimensional subspaces of C d [u] . Using the numbers z 1 , . . . , z n and m 1 , . . . , m n we define n + 1 Schubert cycles C F(z 1 ),Λ (1) , . . . , C F(zn),Λ (n) , C F(∞),Λ (∞) in the Grassmannian. The algebra A G is defined to be the algebra of functions on the intersection of the Schubert cycles.
To define the algebra A P we denotel = n s=1 m s + 1 − l,
and consider space Cl +l+n−1 with coordinatesã, a, h. We define the scheme C P as the scheme of points p ∈ Cl +l+n−1 such that the polynomials p(u, a(p)) andp(u,ã(p)) lie in the kernel of the difference operator D h(p) . We define the algebra A P to be the algebra of functions on C P . We have a natural epimorphism ψ DP : D h(p) ). We also show that the algebras A G and A P are naturally isomorphic.
To define the algebra A L we introduce the Shapovalov form on W a,d . The kernel K ⊂ W a,d of the Shapovalov form is a Yangian submodule and the quotient module W a,d /K is isomorphic to the tensor product
of evaluation Yangian modules, where
the corresponding epimorphism. The Bethe algebra A W preserves the kernel of σ and induces a commutative subalgebra
We denote by ξ :
the composition of maps στ φ and show that the kernel of ξ is equal to the kernel of ψ W P . This allows us to obtain the linear isomorphism
. This is our second main result, see Theorem 9.3.1.
Additional information on the isomorphism of A P and A L is presented in Section 10. Section 11 contains the analogs of the previous results for the homogeneous XXX Heisenberg model.
2.
Yangian Y (gl 2 ) and Yangian modules 2.1. Lie algebra gl 2 . Let e ab , a, b = 1, 2, be the standard generators of the complex Lie algebra gl 2 . We have gl 2 = n + ⊕ h ⊕ n − where
For a gl 2 -module M and a weight µ = (µ 1 , µ 2 ) ∈ h * , we denote by M[µ] ⊂ M the weight subspace of weight µ and by Sing M[µ] ⊂ M[µ] the subspace of gl 2 -singular vectors of weight µ,
For a gl 2 -weight Λ ∈ h * , we denote by M Λ the Verma gl 2 -module with highest weight Λ and by L Λ the irreducible gl 2 -module with highest weight Λ.
2 ) = (m i , 0) for suitable m i ∈ C and i = 1, . . . , n. Let l be a non-negative integer. The pair Λ, l will be called separating if
2.2. Yangian. The Yangian Y (gl 2 ) is the unital associative algebra with generators T {s} ab , a, b = 1, 2 and s = 1, 2, . . . . Let
Then the defining relations in Y (gl 2 ) have the form
for all a, b, c, d. The Yangian is a Hopf algebra with coproduct
for all a, b.
2.2.1. Proposition [KBI] . The following relations hold:
2.2.3. There is a one-parameter family of automorphisms
where in the right hand side, (u − z) −1 has to be expanded as a power series in u −1 .
2.2.4. The Yangian Y (gl 2 ) contains the universal enveloping algebra U(gl 2 ) as a Hopf subalgebra. The embedding is given by the formula e ab → T
{1}
ba for all a, b. We identify U(gl 2 ) with its image.
2.2.5. The evaluation homomorphism ǫ : Y (gl 2 ) → U(gl 2 ) is defined by the rule: T 
is called the quantum determinant. The coefficients of the series qdet T (u) belong to the center of the Yangian Y (gl 2 ) [IK] .
It is known that the coefficients of the series T 11 (u) + T 22 (u) commute [FT] .
The unital subalgebra of Y (gl 2 ) generated by coefficients of the series qdet T (u) and T 11 (u) + T 22 (u) is called the Bethe subalgebra. The Bethe subalgebra is commutative.
Every element of the Bethe subalgebra commutes with every element of the subalgebra U(gl 2 ).
2.4. Yangian modules.
2.4.1. For a gl 2 -module V denote by V (z) the Y (gl 2 )-module induced from V by the homomorphism ǫ • ρ z . The module V (z) is called the evaluation module with evaluation point z.
2.4.2. Let V be an irreducible finite-dimensional Y (gl 2 )-module. Then there exists a unique vector v ∈ V such that
for suitable monic series c 1 (u) , c 2 (u). Moreover,
for a monic polynomial P (u). The polynomial P is called the Drinfeld polynomial of the module V . The vector v is called a highest weight vector and the series c 1 (u) , c 2 (u) -the Yangian highest weights of the module V .
It follows from results of [T] that for any monic polynomial P there exists an irreducible finite-dimensional Y (gl 2 )-module V such that P is the Drinfeld polynomial of V , and the module V is uniquely determined up to twisting by an automorphism of the form χ f .
2.4.3. Let V 1 , V 2 be irreducible finite-dimensional Y (gl 2 )-modules with respective highest weight vectors v 1 , v 2 . Then for the Y (gl 2 )-module V 1 ⊗ V 2 , we have
Let W be the irreducible subquotient of V 1 ⊗ V 2 generated by the vector v 1 ⊗ v 2 . Then the Drinfeld polynomial of the module W equals the products of the Drinfeld polynomials of the modules V 1 and V 2 .
2.4.4. Let Λ = (Λ (1) , . . . , Λ (n) ) be a collection of integral dominant gl 2 -weights, where
2 ) for i = 1, . . . , n. For generic complex numbers z 1 , . . . , z n , the tensor product of evaluation modules
is an irreducible finite-dimensional Y (gl 2 )-module and the corresponding highest weight series c 1 (u) , c 2 (u) have the form
The corresponding Drinfeld polynomial equals
2.5. Holomorphic representation. The results of this section go back to [T] .
Proposition. There exists a unique Y (gl 2 )-action on the vector space C[x 1 , . . . , x n ] such that
for any polynomial p ∈ C[x 1 , . . . , x n ] , and
where 1 stands for the constant polynomial equal to 1 as an element of C[x 1 , . . . , x n ].
We denote by W a,d the Y (gl 2 )-module defined by formulae (2.6), (2.7) and call it the holomorphic representation of Y (gl 2 ), associated with the polynomials a(u) , d(u).
The Yangian module W a,d is cyclic: every element of W a,d may be obtained from 1 by the action of a suitable polynomial in T 
2.5.2. For every i, j = 1, 2, we have
Proof. The map e 12 e 21 :
is an isomorphism of vector spaces since the pair ((m 1 , 0), . . . , (m n , 0)), l is separating. The fact that e 12 e 21 is an isomorphism implies the lemma.
Denote by
Different gl 2 -weight subspaces of W a,d are S-orthogonal and
where the constant does not depend on z 1 , . . . , z n ,z 1 , . . . ,z n .
The kernel of the Yangian Shapovalov form
Any such an isomorphism sends 1 to a scalar multiple of the tensor product v (m 1 ,0) ⊗ · · · ⊗ v (mn,0) of highest weight vectors of the corresponding Verma modules. [T] . Assume that m i ∈ Z 0 for i = 1, . . . , n, and m 1 m 2 · · · m n . Assume that z i −z j +m j −s = 0 and z i −z j −1−s = 0 for all i < j and s = 0, 1, . . . , m i −1.
Theorem

Then for any permutation
Any such an isomorphism sends the element corresponding to 1 to a scalar multiple of the tensor product v (mσ 1 ,0) ⊗ · · · ⊗ v (mσ n ,0) of highest weight vectors of the corresponding irreducible modules.
A proof of this theorem see also in [CP] .
2.6.3. The assumption of Theorem 2.6.2 can be formulated geometrically as the assumption that for i < j the sets
either do not intersect, or the smaller set S i is a subset of the larger set S j (since we assumed that m i m j ).
3. Universal difference operator and algebra A W 3.1. Definition. Define the operator τ acting on functions of u as (τ f )(u) = f (u + 1).
Assume that V is a Y (gl 2 )-module and
Then one defines the universal difference operator D V acting on V -valued functions in u by the formula
see [Tal] , [MTV1] , [MTV2] . The operator D V is a linear second order difference operator.
The coefficients of the End (V )-valued series T 11 (u) + T 22 (u) V and qdet T (u) V in u −1 generate a commutative unital subalgebra in End (V ) called the Bethe algebra associated with V .
3.1.1. If U ⊂ V is a vector subspace preserved by coefficients of D V , then we may regard D V as a linear difference operator acting on U-valued functions. The new operator will be denoted by D U .
The restriction of the Bethe algebra of V to the subspace U defines a commutative unital subalgebra in End (U) called the Bethe algebra associated with U.
We have
and 
. The coefficients H 0 , H 1 , H 2 are scalar operators and
To get the last formula, one has to use formulae (2.3) and (3.1). 
We denote by
Proof. If all weights (m 1 , 0), . . . , (m n , 0) are dominant integral, then the theorem follows from Theorem 7.3 of [MTV2] and remarks in Sections 2.6.1 and 2.6.2. By Lemma 2.5.4 the dimension of Sing W a,d
[ l ] does not depend on z 1 , . . . , z n ,z 1 , . . . ,z n , if the pair (m 1 , 0), . . . , (m n , 0) , l is separating. Hence the theorem holds for all separating (m 1 , 0), . . . , (m n , 0) , l. for all f ∈ A W and v, w ∈ W a,d , see [MTV1] .
4. Algebra A D 4.1. Definition. Assume that z 1 , . . . , z n ,z 1 , . . . ,z n ∈ C and m i = z i −z i for i = 1, . . . , n. Let l be a non-negative integer.
Denote a = (a 1 , . . . , a l ) and h = (h 1 , . . . , h n ). Consider the space C l+n with coordinates a, h. Denote by D the affine subspace of C l+n defined by equations q 1 (h) = 0, q 2 (h) = 0, where
If h satisfy the equations q 1 (h) = 0 and q 2 (h) = 0, then the polynomial
The coefficients q i (a, h) are functions linear in a and linear in h.
The scheme C D is the scheme of points p ∈ D such that the difference equation
4.2. Independence of dimension of A D on z 1 , . . . , z n . For fixed m 1 , . . . , m n , the scheme C D and the algebra A D depend on the choice of numbers z = (z 1 , . . . , z n ): Proof. It suffices to prove two facts:
(i) For any z, there are no algebraic curves lying in C D (z).
(ii) Let a sequence z (i) , i = 1, 2, . . . , tend to a finite limit z = (z 1 , . . . , z n ). Let
. . , be a sequence of points. Then all coordinates a(p (i) ), h(p (i) remain bounded as i tends to infinity.
We prove (i), the proof of (ii) is similar.
where the coefficients h 1 (p) , h 2 (p) are determined by the equations q 1 (h) = 0 and q 2 (h) = 0. Assume that (i) is not true. Then there exists a sequence of points
. . , which tends to infinity as i tends to infinity. Then it is easy to see that h(p (i) ) cannot tend to infinity since it would contradict to the fact that
Choosing a subsequence, we may assume that h(p (i) ) has a finite limit as i tends to infinity. Then a(p (i) ) cannot tend to infinity since it would mean that the limiting difference equation has a polynomial solution of degree less than l, and this is impossible.
This reasoning implies that p (i) ∈ C D (z) cannot tend to infinity. Thus we get a contradiction and statement (i) is proved.
Second description of
4.3.1. Theorem. Assume that the pair (m 1 , 0), . . . , (m n , 0) , l is separating. Assume that h satisfies equations q 1 (h) = 0 and q 2 (h) = 0. Consider the system
as a system of linear equations with respect to a 1 , . . . , a l . Then this system has a unique
Proof. Theorem 4.3.1 follows from the fact that
Here q ij are some linear functions of h. The coefficient of a i does not vanish since the pair (m 1 , 0), . . . , (m n , 0) , l is separating.
Denote by
. . , h n be the functions on D, introduced in Section 4.1, and H 1 , . . . , H n the operators introduced in Section 3.2.1.
Proof. The equations defining the scheme C D are the equations of existence of a polynomial solution p(u, a) of degree l to the polynomial difference equation D h w(u) = 0. By Theorem 3.2.4, the defining equations for C D are satisfied by the coefficients of the universal difference operator
5. Bethe ansatz and C D 5.1. Bethe ansatz equations. The Bethe ansatz equations is the following system of equations with respect to complex numbers t = (t 1 , . . . , t l ) :
A solution t is called admissible if all t 1 , . . . , t l are distinct, and all factors in (5.1) are nonzero. The permutation group S l acts on admissible solutions. If t = (t 1 , . . . , t l ) is an admissible solution, then any permutation of these numbers is an admissible solution too. We shall consider S l -orbits of admissible solutions.
The following lemma is well-known, see for example Lemma 2.2 in [MV] .
5.1.1. Lemma. Let t be an admissible solution. Denote
Then B(u) is a polynomial of degree n and p(u) is annihilated by the difference operator
5. 
As ǫ tends to zero, equations (5.2) take the form
and in the limit we obtain
The last system is the system of the Bethe ansatz equations for the Gaudin model. It was proved in [RV] that if the pair (m 1 , 0) , . . . , (m n , 0) , l is separating andẑ 1 , . . . ,ẑ n are generic, then system (5.3) have at least d l distinct S l -orbits of admissible solutions. This proves Theorem 5.1.3.
6. Separation of variables 6.1. Change of variables. For a non-negative integer l let C l [y 1 , . . . , y n−1 ] Sym be the vector space of symmetric polynomials in y 1 , . . . , y n−1 of degree not greater than l with respect to each variable. Denote
. Define an isomorphism of vector spaces
that is, by setting
where σ i−1 is the (i − 1)-st elementary symmetric function. For example, for n = 2 we have x 1 u + x 2 = y 0 (u − y 1 ) and x 1 = y 0 , x 2 = −y 0 y 1 .
We will identify the spaces W a,d and W a,d using isomorphism (6.1). 
where τ y j : f (y 0 , . . . , y n−1 ) → f (y 0 , . . . , y j + 1, . . . , y n−1 ).
Proof. The proofs of formulae (6.2) are straightforward. The proofs of formulae (6.3) and (6.4) are similar. We will prove formula (6.4). Clearly, the weight subspace W a,d [ l ] is spanned by vectors of the form
with various u 1 , . . . , u l . So, it suffices to verify formula (6.4) on such vectors. Both the expressionT 22 (u)T 12 (u 1 ) . . .T 12 (u l ) · 1 and the right hand side of formula (6.4) applied toT 12 (u 1 ) . . .T 12 (u l ) · 1 are polynomials in u of degree n. Therefore, they are uniquely determined by their coefficients at u n and u n−1 , and the values at n − 1 points y 1 , . . . , y n−1 . Proposition 2.2.1 and formulae (2.7), (2.5.2), (6.5) yield that
as u → ∞, and
which proves the theorem.
6.2.2. Corollary. We have
6.3. Universal weight function. Denote y = (y 0 , . . . , y n−1 ).
The trivial but important property of the universal weight function is given by the following lemma.
6.3.1. Lemma. Consider C l+n with coordinates a, h. Then for every p ∈ C l+n , the vector ω(y, a(p)) is a nonzero vector of
Denote by ω D the projection of the universal weight function ω(y, a) to
6.3.2. Theorem. Assume that the pair (m 1 , 0) , . . . , (m n , 0) , l is separating. Then for s = 1, . . . , n, we haveH
6.3.3. Proof of Theorem 6.3.2. To prove formula (6.6) it is enough to show that the polynomial
For j = 1, . . . , n, we have B(y j , y 1 , . . . , y n−1 , h) = B(y j , h) and B(u, y 1 , . . . , y n−1 , h) is a polynomial in u of degree n − 2. Hence
Clearly all terms in the right hand side of this formula project to zero in
Hence, formula (6.6) is proved.
The proof of formula (6.7) is based on the following lemma.
Lemma.
We have e 21 e 12 ω D = 0.
Proof. From the formula for the quantum determinant we havẽ 
and
Thus the right hand side of (6.8) equals
Here
and B(u, h) = 2u n + h 1 u n−1 + h 2 u n−2 + . . . . Therefore, the right hand side of (6.8) equals
Clearly the first two terms of this expression project to zero in
This proves the lemma.
In order to deduce formula (6.7) from the lemma, it is enough to notice that the operator e 21 is injective, in variables y it is the operator of multiplication by y 0 . Therefore, e 12 ω D = 0. Theorem 6.3.2 is proved.
7. Multiplication in A D and Bethe algebra A W 7.1. Multiplication in A D . By Theorem 4.2.1, the scheme C D considered as a set is finite, and the algebra A D is the direct sum of local algebras,
corresponding to points p of the set C D .
The local algebra A p,D may be defined as the quotient of the algebra of germs at p of holomorphic functions in a, h modulo the ideal I p,D generated by all functions q 1 , q 2 , . . . , q l+n .
The local algebra A p,D contains the maximal ideal m p generated by germs which are zero at p. 
We consider a linear basis {f a,b } of A p,D , a = 0, 1, . . . , b = 1, 2, . . . , which agrees with this filtration. Namely, we assume that for every i, the subset of all vectors f a,b with a i is a basis of m 
Linear map
. . , f µ be a basis of A D considered as a vector space over C. Write
Clearly, V is the image of τ .
Lemma. Let p be a point of C D considered as a set. Let
be the value of the universal weight function at p. Then the vector ω(y, a(p)) belongs to the image of τ .
Lemma [MTV3]. Assume that the pair
In other words, the map τ intertwines the action of the algebra of multiplication operators L * f on A * D and the action on the Bethe algebra on Sing
Proof. The algebra A D is generated by h 1 , . . . , h n . It is enough to prove that for any s we have τ (L * [ l ] for all z 1 , . . . , z n . Therefore, to prove Theorem 7.3.1 it is enough to prove that τ has zero kernel.
Denote the kernel of τ by K. Let A D = ⊕ p A p,D be the decomposition into the direct sum of local algebras. Since K is invariant with respect to multiplication operators, we have that 
Let ρ : A D → C, be the Grothendieck residue,
The Grothendieck bilinear form is nondegenerate.
The form ( , ) D determines a linear isomorphism φ : (m 1 , 0) , . . . , (m n , 0) , l is separating. Then the composition τ φ : , 0) , . . . , (m n , 0), l. In the remainder of the paper we assume that
Corollary. Assume that the pair
is a collection of dominant integral gl 2 -weights, that is, m s ∈ Z 0 for s = 1, . . . , n.
We assume that l ∈ Z 0 is such that the weight
. Assume that f, g are monic polynomials of degrees l,l, respectively, that lie in the kernel of the difference operator
Proof. Let C(u) = Wr (f (u), g(u)). Then the top coefficient of C(u) equals l −l, and
which determines the polynomial C(u) uniquely.
) is equal to zero at u = z − j, j = 1, . . . , m, and the polynomial f (u)g(u − 2) − f (u − 2)g(u) is equal to zero at u = z − j, j = 1, . . . , m − 1. g(u) ) . 
Schubert cycles and algebra
Introduce a complete flag in
where F i (z) consists of all polynomials divisible by f i (u, z).
Introduce the complete flag in C d [u] associated with infinity:
where F i (∞) consists of all polynomials of degree d − i. 
Denote G the Grassmannian of all two-dimensional vector subspaces in
having a basis f, g such that deg f = l and deg g =l.
Consider the intersection
) of the corresponding Schubert cycles. Denote by A G the algebra of functions on C G .
Lemma. Assume that
) and f, g a basis of V , such that deg f l and deg g l . Then on one hand, we have deg Wr (f (u), g(u)) l +l − 1. On the other hand, the polynomial Wr (f (u), g(u)) is divisible by Proof. It suffices to prove that for any z with z i − z j / ∈ Z for i = j there are no algebraic curves lying in C G (z), and this easily follows from Lemma 8.3.3.
8.3.5. Under conditions of Lemma 8.3.4 the dimension of A G as a vector space is given by Schubert calculus.
Namely, let Λ = (Λ (1) , . . . , Λ (n) ) be the collection of gl 2 -highest weights, where
be the tensor product of irreducible gl 2 -modules with highest weights
8.3.6. Let V ∈ C G . Then there exists a unique basis f, g of V such that
Then all polynomials of the subspace V are annihilated by the difference operator
where
is a polynomial of degree n.
The lemma follows from Lemma 8.2.2.
Assume that V has a basis f, g such that deg f = l and deg g =l. Assume that z i − z j / ∈ Z for i = j and V is annihilated by a difference operator of the form
The proof is similar to the proof of Theorem 7.2 in [MTV2] .
Presentation of algebra
we shall use the following presentation of the algebra A G . Denoteã = (ã 1 , . . . ,ãl −l−1 ,ãl −l+1 , . . . ,ãl) .
Consider the space Cl +l+n−1 with coordinatesã, a, h, cf. Section 4.1. Denote byp(u,ã) the following polynomial in u depending on parametersã,
for suitable polynomials w 1 , . . . , wl +l−1 ,ŵ 1 , . . . ,ŵl +l−1 in variablesã, a, and
for suitable numbers c 1 , . . . , cl +l−1 and polynomialsĉ 1 , . . . ,ĉl +l−1 in variables h. Denote by I G the ideal in C[ã, a, h] generated by 2(l + l − 1) polynomials
Proof. The scheme defined by the ideal I G consists of points p such that
Hence, the polynomialsp(u,ã(p)) , p(u, a(p)) span a vector subspace V lying in the intersection C G , see Theorem 8.3.7. Conversely, if V ∈ C G , then V has a basis f, g like in Lemma 8.3.6. Then by Lemma 8.3.6 we have
for a suitable polynomial B(u). Hence, the triple g, f, B determines a point p, whose coordinates satisfy equations (8.3).
8.5. Algebra A P . Consider the space Cl +l+n−1 with coordinatesã, a, h.
be the difference operator defined in (4.1). If h satisfies equations q 1 (h) = 0 and q 2 (h) = 0, then the polynomial D h (p(u,ã)) is a polynomial in u of degreel + n − 3,
The coefficientsq i (ã, h) are functions linear inã and linear in h.
Recall that if p(u, a) = u l + a 1 u l−1 + · · · + a l , and h satisfies equations q 1 (h) = 0 and q 2 (h) = 0, then the polynomial D h (p(u, a) ) is a polynomial in u of degree l + n − 3,
Denote by I P the ideal in C[ã, a, h] generated by polynomials q 1 , q 2 , q 3 , . . . , q l+n ,q 3 , . . . , ql +n . The ideal I P defines a scheme C P ⊂ Cl +l+n−1 . The algebra
is the algebra of functions on C P . The scheme C P is the scheme of points p ∈ Cl +l+n−1 such that the difference equation D h(p) w(u) = 0 has two polynomial solutionsp(u,ã(p)) and p(u, a(p)).
Isomorphism ψ
induces an algebra isomorphism ψ GP : a(p) ) belongs to C G by Theorem 8.3.7. This reasoning defines an algebra homomorphism ψ GP :
Hence the polynomialsp(u,ã(p)), p(u, a(p)) are annihilated by the difference operator
be the tensor product of irreducible gl 2 -modules with highest weights Λ (1) , . . . , Λ (n) , respectively, and v Λ = v (m 1 ,0) ⊗ · · · ⊗ v (mn,0) the tensor product of the corresponding highest weight vectors. Denote by
The algebra A L is the Bethe algebra associated with Sing
Assume that m i ∈ Z 0 for i = 1, . . . , n, and m 1 m 2 · · · m n . Assume that z i − z j + m j − s = 0 and z i − z j − 1 − s = 0 for all i < j and s = 0, 1, . . . , m i − 1. Then by Theorem 2.6.2, there is a natural isomorphism
The Yangian Shapovalov form on W a,d induces the Yangian Shapovalov form S on L Λ (z) such that S(v Λ , v Λ ) = 1 and S(x · v, w) = S(v, x + · w) for all x ∈ Y (gl 2 ) and v, w ∈ L Λ (z). The form S is nondegenerate and symmetric.
We have the composition of linear maps
Restricting this composition to Sing W a,d we get a linear epimorphism
The Bethe algebra A W preserves the kernel of σ and induces a commutative subalgebra in End (Sing L Λ [ l ]). The induced subalgebra coincides with the Bethe algebra A L . We denote by ψ W L : A W → A L the corresponding epimorphism.
The operators of the algebra A L are symmetric with respect to the Yangian Shapovalov form on L Λ (z).
8.7.1. Denote by 
This theorem is a particular case of Theorem 7.3 in [MTV2] . 
Linear map
. Assume that z 1 , . . . , z n , m 1 , . . . , m n satisfy the assumptions of Theorem 2.6.2. Then we have the composition of linear maps 
Denote this composition by
The lemma follows from Corollary 7.4.2. 
Since ξ is an epimorphism, this means that ψ DL (f ) = 0. 9.2.3. Lemma. If z i − z j / ∈ Z for i = j, then the kernel of ξ coincides with the kernel of ψ DP .
Proof. If z i − z j / ∈ Z for i = j, then the assumptions of Theorem 2.6.2 are satisfied and ξ is defined.
By Schubert calculus dim Sing
Hence it suffices to show that the kernel of ξ contains the kernel of ψ DP . But this follows from Theorems 3.2.4 and 8.7.2.
Indeed the defining relations in A P = A D /(ker ψ DP ) are the conditions on the operator D h to have two linear independent polynomials in the kernel. Theorems 3.2.4 and 8.7.2 guarantee these relations for elements of the Bethe algebra A L . Hence, the kernel of ψ DL contains the kernel of ψ DP . By Lemma 9.2.2, the kernel of ξ coincides with the kernel of ψ DL . Therefore, the kernel of ξ contains the kernel of ψ DP .
Corollary. Assume that
Proof. Since the algebra epimorphisms ψ DP and ψ DL have the same kernels, the algebras A P and A L are isomorphic. Then A L and A G are isomorphic by Theorem 8.6.1. 9.3. Second main theorem. Assume that z i − z j / ∈ Z for all i = j. Denote by ψ P L : A P → A L the isomorphism induced by ψ DL and ψ DP . The previous lemmas imply the following theorem.
which intertwines the multiplication operators L f , f ∈ A P , on A P and the action of the Bethe algebra
9.3.2. Corollary. Assume that z i − z j / ∈ Z for all i = j. Assume that every operator f ∈ A L is diagonalizable. Then the algebra A L has simple spectrum and all of the points of the intersection of Schubert cycles
are of multiplicity one.
Proof of Corollary. The algebras A L , A P and A G are isomorphic. We have A P = ⊕ p A p,P where the sum is over the points of the scheme C P considered as a set and A p,P is the local algebra associated with a point p. The algebra A p,P has nonzero nilpotent elements if dim A p,P > 1. If every element f ∈ A P is diagonalizable, then the algebra A P is the direct sum of one-dimensional local algebras. Hence A P has simple spectrum as well as the algebras A L and A G . 9.3.3. Corollary 9.3.2 has the following application.
Corollary. Assume that z 1 , . . . , z n are real,
Then all of the points of the intersection of Schubert cycles
Proof. If z 1 , . . . , z n are real and |z i − z j | ≫ 1 for all i = j, then the Yangian Shapovalov form, restricted to the real part of Sing
, are real symmetric operators operators with respect to the Yangian Shapovalov form, see [MTV1] . Hence, all elements of the Bethe algebra A L are diagonalizable operators. Therefore, the spectrum of A G is simple and all points of C G are of multiplicity one.
Operators with polynomial kernel and Bethe algebra
∈ Z for all i = j. Define the symmetric bilinear form on A P by the formula
where S( , ) denotes the Yangian Shapovalov form on Sing
10.1.1. Lemma. The form ( , ) P is nondegenerate.
The lemma follows from the fact that the Yangian Shapovalov form on Sing L Λ [ l ] is nondegenerate and the fact that ζ is an isomorphism.
The lemma follows from the fact the elements of the Bethe algebra are symmetric operators with respect to the Yangian Shapovalov form, see Section 3.3.
The form ( , ) P defines a linear isomorphism π :
10.1.3. Corollary. Assume that z i − z j / ∈ Z for all i = j. Then the map π intertwines the multiplication operators L f , f ∈ A P , on A P and the dual operators L * f , f ∈ A P , on A * P . 
is an eigenvector of the Bethe algebra A L , that is, ψ W L (H s )v = λ s v for suitable λ s ∈ C and s = 1, . . . , n. Then, by Corollary 7.4 in [MTV2] , the difference equation
has two linearly independent polynomial solutions, one of degree l and the other of degreẽ l. The following corollary of Theorem 10.2.1 gives the converse statement.
10.2.3. Corollary of Theorem 10.2.1. Assume that
n is a point such that
and the difference equation
has two linearly independent polynomial solutions. Then there exists an eigenvector v ∈ Sing L Λ [ l ] of the action of the Bethe algebra A L such that for every s = 1, . . . , n we have
Proof of Corollary 10.2.3. Indeed, such a point (λ 1 , . . . , λ n ) defines a linear function η : 11. Homogeneous XXX Heisenberg model 11.1. Statement of results. In Sections 8-10, in most of assertions we assumed that z 1 , . . . , z n ∈ C are such that z i − z j / ∈ Z for i = j, and m 1 , . . . , m n are natural numbers. In this section we assume that
This special case is called the homogeneous XXX Heisenberg model. In other words, in this section we consider the Y (gl 2 )-module
which is the tensor product of n copies of the two-dimensional evaluation module, and the subspace of gl 2 -singular vectors of weight (n − l, l),
The subspace Sing L 1 [ l ] is not empty if and only if l n, that is, if and only if the pair (1, 0), . . . , (1, 0) , l is separating. In that case
The algebra A L is the Bethe algebra associated with the subspace Sing
It is generated by the coefficients of the series
The main result of this section is the following theorem.
11.1.1. Theorem. For the homogeneous XXX Heisenberg model, the Bethe algebra A L has simple spectrum.
The theorem will be proved in Section 11.7. 11.1.2. Denotel = n + 1 − l. We havel + l − 1 = n andl > l. Denote by f, g two polynomials in C[u] of the form:
As a byproduct of the proof of Theorem 11.1.1 we prove the following theorem.
Theorem. There exist exactly
distinct pairs of polynomials f, g of the form (11.2) , such that
Theorem 11.1.2 will be proved in Section 11.8. 
Algebra
The numbers (11.1) 
see Section 3.2.1. Thus the Bethe algebra A L is generated by elements ψ W L (H 3 ), . . . , ψ W L (H n ).
11.3. Algebra A P for the homogeneous XXX model. Consider the space C 2n with coordinatesã, a, h, as in Section 8.4, and polynomialsp(u,ã), p(u, a), B(u, h) .
Given the polynomials a(u) = (u + 1) n and d(u) = u n , we define the ideal I P , the algebra A P , and the scheme C P as in Section 8.5. The scheme C P is the scheme of points p ∈ C 2n such that the difference equation (u n − B(u, h) τ −1 + (u + 1) n τ −2 ) w(u) = 0 has two polynomial solutionsp (u,ã(p) ) and p(u, a(p)).
11.4. Algebra A G for the homogeneous XXX model. Consider the space C 2n with coordinatesã, a, h, and polynomialsp(u,ã), p(u, a), B(u, h) . Let us write Wr (p(u,ã) , p(u, a)) = (l − l)u n + w 1 (ã, a)u n−1 + · · · + w n (ã, a) , p(u,ã)p(u − 2, a) −p(u − 2,ã)p(u, a) = 2(l − l)u n +ŵ 1 (ã, a)u n−1 + · · · +ŵ n (ã, a)
for suitable polynomials w 1 , . . . , w n ,ŵ 1 , . . . ,ŵ n in variablesã, a.
Denote by I G the ideal in C[ã, a, h] generated by 2n polynomials
3)
The ideal I G defines a scheme C G ⊂ C 2n . Then
is the algebra of functions on C G . The scheme C G is the scheme of points p ∈ C 2n such that Wr (p(u,ã(p) , p(u, a(p)) = (l − l) (u + 1) n , (11.4) p(u,ã)p(u − 2, a) −p(u − 2,ã)p(u, a) = (l − l) B(u, h(p)) .
11.4.1. Theorem. The identity map C 2n → C 2n induces an algebra isomorphism ψ GP :
Proof. The proof is similar to the proof of Theorem 8.6.1. If p ∈ C P , then polynomials p(u,ã(p)), p(u, a(p)) are annihilated by the difference operator u n − B(u, h(p))τ −1 + (u + 1) n τ −2 .
Then by Lemma 8.2.1, equations (11.4) hold. Hence, p belongs to C G . Conversely, if p ∈ C G , then the polynomialsp(u,ã(p)), p(u, a(p)), B(u, h(p)) satisfy equations (11.4) . Hence, the polynomialsp(u,ã(p)), p(u, a(p)) are annihilated by the difference operator u n − B(u, h(p))τ −1 + (u + 1) n τ −2 . Therefore, p ∈ C P .
Lemma. The dimension of A G considered as a vector space is equal to
Proof. Consider the ideal I G (z) defined by (8.3) for m 1 = · · · = m n = 1 and arbitrary z 1 , . . . , z n . Consider the algebra A G (z) = C[ã, a, h]/I G (z). By Lemma 8.4.1, if z 1 , . . . , z n are distinct and close to zero, then A G (z) is the algebra of functions on the intersection of Schubert cells C G (z), see (8.1), and by (8.2) we have dim A G (z) = n l − n l − 1 .
To complete the proof of Lemma 11.4.2, it suffices to verify two facts:
(i) There are no algebraic curves lying in the scheme C G (0), defined by the ideal (11.3). (ii) Let a sequence z (i) , i = 1, 2, . . . , tend to 0. Let p (i) ∈ C G (z (i) ) , i = 1, 2, . . . , be a sequence of points. Then all coordinates ã(p (i) ), a(p (i) ), h(p (i) remain bounded as i tends to infinity.
By Theorem 8.6.1, the schemes C G (z) and C P (z) are isomorphic if z 1 , . . . , z n are distinct and close to zero. By Theorem 11.4.1, the schemes C G (0) and C P (0) are isomorphic as well. Claims (i) and (ii) hold for the scheme C P (z) by Theorem 4.2.1 because C P (z) is a subscheme of the scheme C D (z).
11.5. Three more homomorphisms for the homogeneous XXX model. In Sections 9.1 and 9.2, we define an algebra epimorphism ψ DP : A D → A P , and a linear epimorphism ξ : A D → Sing L 1 [ l ] as the composition of linear maps
We denote by ψ DL : A D → A L the algebra epimorphism defined as the composition ψ W L ψ DW .
For the homogeneous XXX model, we have lemmas 9.2.1 and 9.2.2 and the following analog of Lemma 9.2.3. 11.5.1. Lemma. For the homogeneous XXX model, the kernel of ξ coincides with the kernel of ψ DP .
The proof of Lemma 11.5.1 is similar to the proof of Lemma 9.2.3 with Theorem 11.4.1 replacing Theorem 8.6.1. 11.5.2. Corollary. For the homogeneous XXX model, the algebras A P , A L and A G are isomorphic.
Denote by ψ P L : A P → A L the isomorphism induced by ψ DL and ψ DP . We have the following analog of Theorem 9.3.1. which intertwines the multiplication operators L f , f ∈ A P , on A P and the action of the Bethe algebra A L on Sing L 1 [ l ] , that is, for any f, g ∈ A P we have ζ(L f (g)) = ψ P L (f )(ζ(g)).
11.8.2. Corollary of Theorem 11.1.1. Assume that (λ 1 , . . . , λ n ) ∈ C n is a point such that λ 1 = n , λ 2 = l(l − 1 − n) − n(n − 1) 2 , and the difference equation u n − (2u n + λ 1 u n−1 + · · · + λ n ) τ −1 + (u + 1) n τ −2 w(u) = 0 has two linearly independent polynomial solutions. Then there exists an eigenvector v ∈ Sing L 1 [ l ] of the action of the Bethe algebra A L of the homogeneous XXX model such that for every s = 1, . . . , n we have
Proof of Corollary 11.8.2 . Since the algebra A L has simple spectrum and is isomorphic to A P , then for any point p ∈ C P there exists an eigenvector v p ∈ Sing L 1 [ l ] such that ψ P L (X) v p = X(p) v p for any X ∈ A P . If (λ 1 , . . . , λ n ) ∈ C n satisfies the assumption of the corollary, then it defines a point p ∈ C P such that λ s = h s (p). Therefore,
11.8.3. Assume that (λ 1 , . . . , λ n ) ∈ C n is a point satisfying the assumptions of Corollary 11.8.2. In order to find the eigenvector v ∈ Sing L 1 [ l ], indicated in Corollary 11.8.2, one needs to apply the procedure described in Section 10.2.4.
