ABSTRACT -A desire with iterative optimization techniques is that the algorithm reach the global optimum rather than get stranded at a local optimum value. One method used to try to assure global convergence is the injection of extra noise terms into the recursion, which may allow the algorithm to escape local optimum points. The amplitude of the injected noise is decreased over time (a process called "annealing"), so that the algorithm can finally converge when it reaches the global optimum point. In this context, we examine a certain "gradient free" stochastic approximation algorithm called "SPSA," that has performed well in complex optimization problems. We discuss conditions under which SPSA will converge globally using injected noise. In a separate section, we show that, under different conditions, "basic" SPSA (i.e., without injected noise) can achieve a standard type of convergence to a global optimum. The discussion is supported by a numerical study.
Introduction
A problem of great practical importance is the problem of stochastic optimization, which may be stated as the problem of finding the minimum point, 8' E R p , of a real-valued function qe), called the "loss function," that is observed in the presence of noise. Many approaches have been devised for numerous applications over the long history of this problem. A common desire in many applications is that the algorithm reaches the global minimum rather than gets stranded at a local minimum value. In this paper, we consider the popular stochastic optimization technique of stochastic approximation (SA), in particular, the form that may be called "gradient-free" SA. This refers to the case where the gradient, g ( 8 ) = dL (8) /d8, of the loss h c t i o n is not readily available or not directly measured (even with noise). This is a common occurrence, for example, in complex systems where the exact hnctional relationship between the loss function value and the parameters, 0 , is not known and the loss function is evaluated by measurements on the system (or by other means). In such cases, one uses instead an approximation tog(8) (the well-known form of SA called the Kiefer-Wolfowitz type is an example). The usual form of this type of SA recursion is: e,+, =e, -a,g,(e,), (1) where gk(0) is an approximation (at the k ' step of the recursion) of the gradient g ( @ ) , arid {a,} is a sequence of positive scalars that decreases to zcro (usually) and satisfies other properties. This form of SA has been extensively studied, and is known to converge to a local minimum of the loss h c t i o n under various conditions. One method used to try to promote global convergence is the injection of extra noise terms into the recursion, which may allow the algorithm to escape 8 neighborhoods that produce local minimum points of L ( e ) , especially in the early iterations of the algorithm. The amplitude of the injected noise is decreased over time (a process called "annealing"), so that the algorithm can finally converge when it reaches the global minimum point.
In Section 2, we discuss conditions under whch a certain form of gradient-free SA ("!SPSA," described below) will converge globally using injected noise. The method of injection of noise into the recursions has proven useful, but naturally results in a relative slowing of the rate of convergence of the algorithm (e.g., Yin (1 999)) due to the continued injection of noise when the recursion is near a global solution. In addition, the implementation of the extra noise terms adds to the complexity of setting up the algorithm. In Section 3, we show that, under different conditions, the basic version of SPSA can perform as a global optimizer without, the need for injected noise. Section 4 is a numerical study demonstrating SPSA's performance, and Section 5 is a summary.
SPSA with Injected Noise as a Global Optimizer
Various authors (e.g., Chin (1994) , Gelfand and Mitter (1 99 l), and Kushner (1987) ) have examined the problem of global optimization using gradient-Free SA (but not SPSA).
The usual version of this algorithm is based on using the standard "finite difference" gradient approximation for
&(e).
It is known (e.g., Fang et al. (1997) , Kushner (1987) ) that, under the appropriate conditions, injecting noise into the recursion and using an annealing strategy on the coefficients of the noise will result in an algorithm that achieves a global minimum. A somewhat different version of SA is obtained by using a "siniultaneous perturbation" gradient approximation, as described in Spa11 (1992) 
The following are the assumptions used in Theorem 1.
H1. Let K be a fixed compact subset of RP . The result on global convergence of SPSA using injected noise can now be stated:
Theorem 1: Under hypotheses H1 through H9, if bk} is tight in K , q / u > CO, and f is any bounded continuous
The theorem describes the global convergence of the SPSA solution in relation to the measure Z (see H7 above), which concentrates on the set of global minima of qe). For more details and a proof, see Maryak and Chin (1999) .
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SPSA without Injecting Noise as Global
Numerical Studies: SPS.A without Injecting Optimizer Noise
As indicated above in the introduction, the injection of noise into an algorithm, while providing for global optimization, introduces some difficulties such as the need for more "tuning" of the extra terms and retarded convergence in the vicinity of the solution, due to the continued addition of noise. Since the SPSA gradient tends to be less accurate than the standard gradient approximation, one is led to consider whether the noise effectively introduced into the recursion is sufficient to provide for global convergence without a M e r injection of additive noise. Since this relative degradation of the gradient approximation is known to be greatest when the loss function is not contaminated with the noise terms, ,$), we consider the algorithm where those terms are not present. It turns out that basic SPSA (i.e., without injected noise) does indeed achieve global convergence in a certain standard sense, given by Theorem 2 below.
The basic SPSA algorithm is:
where U, > OVk, and g,(o) is the "noise-free''
Two-dimensional Problem
A study was done to compare the performance of SPSA to a recently published application of a genetic algorithm (GA). The loss function is the well-known Griewank function (see Haataja (1999) ) defined for a two-dimensional 8 = (t,, tz r, as follows:
[(tl -100)2 + (t2 -100)2 1/4000 -1 which has thousands of local minima in the vicinity of a single global minimum at B = (lOO,lOO)T at which L(e) = 0 . Haataja (1999) describes the application of a GA to this function. This study achieved a success rate of 66% (see Haataja's Table 1 cannot use K87's result directly. Instead, we use material in Kushner and Yin (1997) to establish a key "large deviation" result related to our algorithm (3), which allows the result in K87 to be used with <; replacing Ck in his algorithm. The lengthy details of defining notation, stating the assumptions, and establishmg the proof of Theorem 2 are given in the Appendix below.
Ten-Dimensional Probleim
For a more ambitious test of the global performance of SPSA, we applied SPSA to a loss function given in Example 6 of Styblinski and Tang (1990), which we will designate for convenience as ST90. The loss func tion is: and 8 = (ti, ..., t p r . This function has the global minimum value of -40 at the origin, and a large number of local minima.
As in the two-dimensional study above, we used the exact loss function. Our goal is to compare the performance of SPSA without injected noise with two popular algorithms that are designed to seek a global minimum, namely simulated annealing and a genetic algorithm. For the simulated annealing algorithm, we use the results reported in ST90. They used an advanced form of simulated annealing called fast simulated annealing (FSA). ST90 explain that FSA has proven to be much more efficient than classical simulated annealing due to using Cauchy L(8) = (2p)-' $ t ; -4pfIcos(t,) 9 where P = 10 ,=I r=l (rather than Gaussian) sampling and using a fast (inversely linear in time) cooling scheme. For more details on FSA, see ST90. The results of their application of FSA to the above L (8) are tabulated in Table 1 below (FSA values   taken from Table 10 of ST90). Table 1 shows the results of 10 independent runs of each algorithm. In each case (each run of each algorithm), the best value of L (6) found by the algorithm is shown. In their study, although FSA was allowed to use 50.000 function evaluations for each of the runs, the algorithm was generally unsuccessful in locating the global minimum. For more details on the implementation of FSA, see ST90. It should be noted that the main purpose of the ST90 paper was to examine a relatively new algorithm, stochastic approximation combined with convolution smoothing. This algorithm, which they call SAS, was more effective than FSA, yielding results between those shown in Table 1 for SPSA and FSA.
For the genetic algorithm (GA), we implemented a GA using the popular features of elitism, tournament selection (tournament size = 2), and real number encoding (see Mitchell (1996) , pp. 168, 170, and 157, respectively). After considerable experimentation, we found the following settings for the GA algorithm to provide the best performance on this problem. The population size was 100, the number of elite members (those carried forward unchanged) in each generation was 10, the crossover rate was 0.8, mutation was accomplished by adding a Gaussian random variable with mean zero and standard deviation 0.0 1 to each component of the offspring. The original population of 100 (10-dimensional) 6-vectors was created by uniformly randomly generating points in the 10-dimensional hypercube centered at the origin, with edges of length 6 (so, all components had absolute value less than or equal to 3 radians).
We constrained all component values in subsequent generations to be less than or equal to 4.5 (which seemed to work a bit better than constraining them to be less than 3) in absolute value. All runs of the GA algorithm reported here used 50,000 evaluations of the loss function. Of course, the GA actually computes with what is often called a "fitness" hction, which is -L(e) . We found that performance of the algorithm tended to improve somewhat with an increasing limit on the number of function evaluations up to about this number (50,000), but adding more computations beyond that did not seem to help (we tried runs with up to a million h c t i o n evaluations). The results were not very sensitive to reasonable changes in the above-mentioned settings (e.g., changing the population size to 200, using as few as two elite population elements per generation, or changing the crossover rate to 0.6). The results of the 10 independent runs of GA are shown in Table  1 . Although the algorithm did reasonably well in getting close to the minimum loss value of 4 0 , it only found the global minimum in one of the 10 runs (run #8). In the other nine cases, a few (typically two or three) of the components were trapped in a local minimum (around kx radians), We examined the performance of basic SPSA (without adding injected noise), using the algorithm parameters defined in Subsection 4.1 with A = 60, a = 1, a = .602, c = 2 , and y=.101. We started 8 at ti = 3 radians, i = 1, ..., p , resulting in a loss function value of -3 1. We ran 10 Monte Carlo trials (i.e., randomly varying the choices of A k ) . The results are tabulated in Table 1 . The results of these numerical studies show a strong performance of the basic SPSA algorithm in difficult global optimization problems. 2,500 50,000 50,000 
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Summary
SPSA is an efficient gradient-fkee SA algorithm that has performed well on a variety of complex optimization problems. We have addressed (in Section 2) the important question of showing how to add injected noise to the basic SPSA algorithm to produce a global optimizer. More significantly, in Section 3, we showed that, under certain conditions, the basic SPSA recursion can achieve global convergence without the need for injected noise. The use of basic SPSA as a global optimizer can ease the implementation of the global optimizer (no need to tune the injected noise) and facilitate its convergence (no extra noise corrupting the algorithm in the vicinity of the solution).
gk((8)=(2ckAk)-'[L(B+ckAk)-L(8-ckAk)]
, where Ak is as defined in Section 2 and ck is as in hypothesis H9. For use in the subse uent discussion, it will be convenient to define where K, denotes the o-algebra generated by bI,e2,...,ek}, which allows us to write (4) as
We first establish an important preliminary result:
Lemma 1. The ordinary differential equation, is the "limit mean ODE" for algorithm (4) .
Proof: Examining the definition of limit mean ODE given in KY97, pp. 174 & 138, it is clear that we need to prove that
~~~~~-i [ g ( e ) + e , (~k ) + b~(~k ) ] --t g (~)
W.P. 1 as m,n --j 00.
Since Spa11 (1 992) has shown that bk (ek) + 0 w.p. 1, we can conclude using Cesaro summability that the contribution of the b k ( i k ) terms to the limit is zero w.p. and ' k ( e k ) = g k ( e k ) -E k k ( e k ) I 'k)'
Now we can state our assumptions for Theorem 2, as follows:
A2. Let A, E RP be a vector of p mutually independent mean-zero random variables { A~~, A~~, . , . , A~~] such that {A,> is a mutually independent sequence and Akis independent of the sequence @ ,,..., gk-!}, and such that < -is symmetrically distributed about zero, IA~,~ 5 a x a n d EA-, < a < -k f i , k . 
