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Abstract
Many machine learning and signal processing
tasks involve computing sparse representation-
s using an overcomplete set of features or basis
vectors, with compressive sensing-based applica-
tions a notable example. While traditionally such
problems have been solved individually for dif-
ferent tasks, this strategy ignores strong correla-
tions that may be present in real world data. Con-
sequently there has been a push to exploit these s-
tatistical dependencies by jointly solving a series
of sparse linear inverse problems. In the majori-
ty of the resulting algorithms however, we must
a priori decide which tasks can most judiciously
be grouped together. In contrast, this paper pro-
poses an integrated Bayesian framework for both
clustering tasks together and subsequently learn-
ing optimally sparse representations within each
cluster. While probabilistic models have been
applied previously to solve these types of prob-
lems, they typically involve a complex hierarchi-
cal Bayesian generative model merged with some
type of approximate inference, the combination
of which renders rigorous analysis of the under-
lying behavior virtually impossible. On the other
hand, our model subscribes to concrete motivat-
ing principles that we carefully evaluate both the-
oretically and empirically. Importantly, our anal-
yses take into account all approximations that are
involved in arriving at the actual cost function to
be optimized. Results on synthetic data as well as
image recovery from compressive measurements
show improved performance over existing meth-
ods.
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1 INTRODUCTION
Solving sparse linear inverse problems is a fundamental
building block in numerous machine learning, computer
vision, and signal processing applications related to com-
pressive sensing and beyond (Elhamifar & Vidal 2013;
Soltanolkotabi & Candes, 2012; Zhang & Rao, 2011; Hu
et al., 2013). In its most basic form, sparse estimation al-
gorithms are built upon the observation model
y = x+ ; (1)
where  2 RNM is a dictionary of basis vectors that we
assume to have unit `2 norm, x 2 RM is a vector of un-
known coefficients we would like to estimate, y 2 RN is
an observed measurement vector, and  is a noise vector
distributed as N (0; I). The objective is to estimate the
unknown generative x under the assumption that it is max-
imally sparse, meaning that kxk0 is minimal. Here k  k0
represents the canonical `0 norm sparsity metric, or a count
of the number of nonzero elements in a vector. This sparse
linear inverse problem is compounded considerably by the
additional assumption that M > N , meaning the dictio-
nary  is overcomplete.
Now suppose that we have access to multiple measurement
vectors from L different tasks of interest that are assembled
as Y = [y1; : : : ;yL] 2 RNL and linked to a correspond-
ing matrix of unknown coefficients X = [x1; : : : ;xL] 2
RML via
yj = jxj + j ; 8j = 1; : : : ; L: (2)
If these measurement vectors and associated coefficients
maintain some degree of dependency, for example the lo-
cations of zero-valued elements (or support sets) are sta-
tistically related, then it will generally be advantageous to
jointly estimate X from Y as opposed to solving for each
xj individually (Obozinski et al., 2011). Perhaps the sim-
plest example of this is frequently referred to as simultane-
ous sparse approximation (Tropp, 2006) or multi-task com-
pressive sensing (Ji et al., 2009). In brief, these paradigms
follow from the assumption that X is maximally row s-
parse, implying that each column of X is maximally s-
parse with a common support pattern. This model has been
applied to compressive sensing of images and video (Ji et
al., 2009), tracking (Hong et al., 2013), and medical image
analysis (Wan et al., 2012). Moreover, it can be naturally
extended to handle a richer set of dependencies by apply-
ing a known graph structure that groups subsets of column-
s together for joint estimation (Cevher et al., 2008; Shi et
al., 2014), as opposed to strict enforcement of row sparsity
across all measurements. Other pre-defined structural as-
sumptions can be found in (Archambeau et al., 2011; Jalali
et al., 2013; Rao et al., 2013; Yang & Ravikumar, 2013).
The limitation of all of these strategies is that they are pred-
icated on prior knowledge of how tasks should be grouped
together to optimally facilitate subsequent sparse estima-
tion. In contrast, here we intend to develop a principled
multi-task learning algorithm that simultaneously clusters
tasks blindly while optimally estimating sparse coefficient
vectors informed by these clusters. We should state at the
outset that multi-task compressive sensing has been merged
with cluster learning before (Qi et al., 2008). However, this
algorithm relies on a complex hierarchical model anchored
with an approximate Dirichlet process prior distribution on
X (Blei & Jordan, 2006). Subsequent model inference
then requires an additional variational mean-field approx-
imation. Overall the fundamental underlying mechanics
of the model have not been carefully analyzed nor under-
stood, nor is there any guarantee that sparsity will neces-
sarily result. Other even more complex hierarhical models
have been applied to somewhat-related multi-task learning
problems, e.g., (Hernandez-Lobato & Hernandez-Lobato,
2013); however, these models require complex inference
procedures that must ultimately be justified by the validi-
ty of the assumed prior distributions rather than provable
properties of the resulting estimators.
The remainder of the paper is organized as follows. In
Section 2 we first motivate our design principles. A spe-
cific Bayesian model and corresponding objective function
are then developed in Section 3. Next we derive updates
rules for optimization purposes, leading to our clustered s-
parse Bayesian learning algorithm (C-SBL) in Section 4.
We theoretically and empirically analyze this framework in
Sections 5 and 6 respectively, revealing that it is consistent
with our original motivational principles. Moreover, esti-
mation results on synthetic data and real images demon-
strate improved estimation quality relative to existing al-
gorithms when using compressive measurements. Overall,
we summarize our contributions as follows:
 Analysis of specific, previously-unexamined theoreti-
cal principles that play a critical role in multi-task s-
parse estimation problems.
 Development of a robust sparse Bayesian algorithm
that adheres to these principles to an extent not seen
in any existing algorithm we are aware of.
 Although we employ a Bayesian entry point for our
algorithmic strategy, final model justification is pro-
vided entirely based on rigorous properties of the un-
derlying cost function that emerges, including all ap-
proximations involved, rather than any putative belief
in the actual validity of assumed prior distributions.
2 MOTIVATING PRINCIPLES
When deriving an algorithm for joint clustering and multi-
task sparse estimation, it is helpful to first define a few basic
attributes that ideally any procedure might possess. Here
we consider properties related to limiting behavior as the
noise variance  varies from zero towards large values for
each task.
First assume  ! 0 and the following generative model.
Let X denote the true coefficient matrix we would like to
estimate using measurements yj = jxj . We assume that
the columns of X are partitioned into clusters with com-
mon sparsity profile or support within each cluster. Addi-
tionally let 
k denote the column indices ofX associated
with cluster k = 1; : : : ;K  L. For any matrix Z define
Z
k as the sub-matrix of columns associated with the in-
dex set
k. Then the relevant sparse linear inverse problem,
assuming known clusters, becomes
min
fX
kg
X
k
j
kjkX
kkrow `0 s.t. yj = jxj ; 8j; (3)
where k  krow `0 counts the number of nonzero rows of a
matrix, which is then weighted by the cardinality of the set

k in the objective function.1
Now assume the perturbation model
Xk = A
x
k + 
xRxk ; 8k; (4)
where X
k denotes the nonzero rows of X


k
associated
with cluster k, Axk is an arbitrary matrix of appropriate di-
mensions, x > 0 is an arbitrarily small scalar, and Rxk is a
random matrix with iid, continuously-distributed elements.
Likewise, assume that
j = A

j + 
Rj ;8j; (5)
with analogous definitions to those in (4), albeit with obvi-
ously different dimensions and values. Then we have the
following:
Lemma 1. Suppose we are given any Y generated with
yj = jx

j and kxjk0 < N 8j, where X satisfies (4)
8k and j satisfies (5) 8j. Then X is the unique global
minimum of both (3) and
min
X
X
j
kxjk0 s.t. yj = jxj ; 8j: (6)
1Actually, this weighting factor is irrelevant to what follows
in the noiseless case, but does play a role later when we consider
noisy conditions.
The proof is relatively straightforward and comes from
modifying Theorem 1 from (Baron et al., 2009). While
perhaps notationally cumbersome to present, the message
of this result is simple and widely applicable. In words,
Lemma 1 implies that, under general conditions that apply
to virtually any multi-task system of interest (since the set-
s fAxkg fAj g are arbitrary and the perturbations applied
to them can be infinitesimally small), the unique maximal-
ly row-sparse solution to the clustering problem is equiv-
alent to the global solution obtained by simply evaluating
each task individually. The cluster structure itself does not
provide any direct advantage, and we could just as well
solve (6), and without noise we can theoretically resolve
any number of clusters between 1 and L.
With this in mind then, in the limit  ! 0 we would prefer
to have a clustering algorithm whose global optimum is e-
quivalent to (6). However, we need not solve this problem
directly, which in general is NP-hard. Rather we favor an
algorithm that can, to the extent possible, leverage cluster
information to steer the algorithm towards the global solu-
tion of (6) while avoiding bad local optima.
Now consider larger values of noise, i.e.,  > 0, where we
would like to solve something akin to
min
X
X
j
kyj   jxjk22 + 
X
k
j
kjkX
kkrow `0 : (7)
In general, when the noise level is high we cannot hope to
resolve a large number of clusters, and eventually we must
merge to a single cluster as  becomes sufficiently large.
In this regime the issue is not so much one of avoiding bad
local minima as it is enhancing the effective signal-to-noise
ratio as much as possible. Note that the smaller K is, the
more tasks per cluster, which has a substantial benefit in
terms of signal-to-noise ratio. This can be easily visual-
ized via the special case where >j j = I 8j. Given this
simplification, (7) has a closed-form solution given by
xi;j = zi;jI
24 X
j2
c(j)
z2i;j > j
c(j)j
35 ; (8)
where zj , >j yj , c(j) denotes the cluster index of task
j, and I is an indicator function. Thus the optimal solution
represents a hard-thresholding operation, where the thresh-
old is dictated by an average across tasks within each clus-
ter. If we have only a single cluster, meaning c(j) = 1 8j
and
1 = f1; : : : ; Lg, then this threshold value is maximal-
ly robust to noise given that all tasks are averaged together
to increase the SNR of the threshold.
To conclude then, there are (at least) three important con-
siderations:
1. At high SNR, local minima avoidance while finding
maximally sparse solutions is paramount. We would
also favor that, for a given clustering, maximally row-
sparse solutions can be obtained by evading any sub-
optimal local extrema where possible.
2. At low SNR when it is impossible to resolve many
clusters anyway, the issue is more about merging clus-
ters to hopefully improve the implicit SNR.
3. In intermediate regimes we would like to accomplish
a bit of both.
In Section 5 we provide theoretical evidence that our pro-
posed algorithm is favorable with respect to points 1 and
2, while Section 6 presents empirical evidence in practical
support of point 3.
3 MODEL DESCRIPTION
While perhaps not immediately obvious at first, this sec-
tion will develop a Bayesian model that ultimately reflects
the previously stated principles. Consistent with the ob-
servation model in (1), we adopt the Gaussian likelihood
function
p(Y jX) /
Y
j
exp

  1
2
kyj   jxjk22

: (9)
For present purposes we will assume that the noise variance
 is known (ultimately though this value can be learned
from the data). For the prior distribution on each xj we
build upon the basic sparse Bayesian learning framework
from (Tipping, 2001) which in the present context would
involve a zero-mean Gaussian with an independent diago-
nal covariance; however, this would not allow for task clus-
tering. Instead we assume the prior distribution
p(Xj;W ) /
Y
j
exp

 1
2
x>j  
 1
j xj

; (10)
where  2 RMK and W 2 RLK are hyperparame-
ter matrices;  is constrained to have all non-negative ele-
ments,W 2 S is defined such that each row denoted aswj
is an element of the probability simplex, i.e.,
S , fwj :
X
k
wj;k = 1; wj;k 2 [0; 1]g: (11)
With some abuse of notation, we say that W 2 S if every
row wj 2 S . Finally,  j is the diagonal covariance matrix
produced via
  1j =
X
k
wj;k
 1
k ; (12)
where k is defined as a diagonal matrix formed from the
k-th column of matrix .
Although the unknownxj from each task are assumed to be
independent via the above distributions, they will nonethe-
less become linked via the common set of hyperparameters
that will subsequently be estimated from the data. Addi-
tionally, from (12) we are expressing what amounts to the
j-th precision matrix as a linear combination ofK diagonal
precision matrix basis functions. Although we could have
equally considered a linear basis expansion with respect to
covariances, we chose precisions for algorithmic reasons
detailed below. Additionally, the value ofK can be viewed
as an upper bound on the number of clusters we can expect
in our data; for all experiments we simply choose K = L,
the number of tasks.
Given this likelihood and prior, the posterior distribution
p(xj jyj ; ;W ) is also a Gaussian with mean
x^j =  j
>
j
 
I +j j
>
j
 1
yj : (13)
Thus if  and W were known, we have access to a sim-
ple closed-form estimator for xj . The most challenging
responsibility then becomes estimating these unknown hy-
perparameters. The empirical Bayesian solution to this
problem is to first apply hyperpriors to  andW , integrate
out the unknown X , and then compute MAP estimates via
max
>0;W2S
Z
p(Y jX)p(X; ;W )p()p(W )dX: (14)
For the covariance bases we simply assume a flat hy-
perior p() = 1. In contrast, we assume p(W ) /
exp[ 1=2Pj;k f(wj;k)], where f is a function designed
to promote a clustering effect as will be described shortly.
Given the above, applying a  2 log transformation to (14)
produces the equivalent problem
min
>0;W2S
X
j
h
yj
 1
yj yj + log
yj i+X
j;k
f(wj;k);
(15)
where
yj , I +j j>j :
To facilitate later optimization, it will help to modify the
log-det term in (15) as follows. First, using standard deter-
minant identities we have
log jyj j  T1 + T2 (16)
, log
X
k
wj;k
 1
k +
1

>j j
  log
X
k
wj;k
 1
k
 ;
where irrelevant constants have been omitted. Using the
fact that log j  j is a concave function in the space of pos-
itive definite, symmetric matrices, W 2 S , and Jensen’s
inequality, it follows that
X
k
wj;k log jkj    log
X
k
wj;k
 1
k
 : (17)
This upper bound has the appeal that it is linear in elements
ofW which will facilitate the derivation of update rules to
be presented shortly. We will henceforth be concerned with
minimizing the new objective function
L(;W ) ,
X
j
h
yj
 1
yj yj
i
+
X
j;k
f(wj;k) (18)
+
X
j
log
X
k
wj;k
 1
k +
1

>j j
+X
j;k
wj;k log jkj:
Sparsity Promotion: The log-det term in the original cost
(15) is a concave, non-decreasing function of each  j , and
hence it favors sparse diagonal elements, which in turn pro-
duces a sparse xj estimate via the left multiplication in
(13). But this sparsity can only be achieved if diagonal ele-
ments of the embedded basis functions k also converge to
zero.2 By virtue of the basis expansion (12) in terms of pre-
cisions, this then implies that the sparsity profile or support
of  j will mirror the sparsity profile of the intersection of
all k associated with nonzero coefficients wj;k. Typically
this will encourage only a single unique basis function to
be active for a given task j.
Note that the cost function modification using Jensen’s in-
equality above does not interfere with this sparsity promo-
tion agency. In fact, the upper bound gap has a minimal
value of zero when either wj equals an indicator vector
(all zeros and a single one), or when all k are equal to
one another. The former will lead to a maximal `0 norm
solution, the latter a maximal row-sparse solution.
Cluster Promotion: We now turn to the related clustering
issues and the role of f . For this purpose, it is instructive
to elucidate exactly what we mean by a cluster. We define
a cluster as a group of tasks that share a common diagonal
support for  j . Without f , it is easy to show that for any
value of , if K = L the globally optimal solution to (18)
will involve the k-th column of W , wk, equal to a unique
indicator vector for all k, each  j will then be represented
with a uniquek, and no clustering will occur at all. In fact,
there will be no clustering effect for either the purpose of
avoiding local minima when  is small, nor for improving
the effective SNR when  is large.
To mitigate this effect, f can be chosen to encourageW to
have columns with multiple nonzero values, which is tan-
tamount to requiring that groups of tasks must share one or
more k basis matrices. However, because the support of
any  j will be the intersection of k supports associated
with wj;k > 0, these tasks will either share only a single
k, or alternatively multiple different k will converge to
the same basis matrix (or at least one with a common sup-
port). In either case, the net effect is hard clustering, where
each task j 2 
k will be assigned some effective k, and
the total number of unique such basis matrices will be some
K^ < L. Additionally, within each such cluster, it can be
shown by extending the analysis in (Wipf et al., 2011) that
the net effect on the final estimation step is as if there were
2While technically division by zero is undefined, we can stil-
l accommodate (12) and all attendant update rule derivations by
considering the appropriate limiting cases along with judicious
use of theMatrix Inversion Lemma and theMoore-Pensrose Pseu-
doinverve in place of direct inverses.
an explicit, concave and nondecreasing penalty on the `2
row norms of X^
k , which naturally favors row-sparsity.
For these reasons we choose
f(w) = w logw; (19)
where  > 0 is a constant. This f is convex over the do-
main [0; 1] and has a minimal value between zero and one,
and therefore favors either sharing of basis functions along
columns ofW or merging different k values together vi-
a the mechanism outlined above. Importantly, many el-
ements of W will still be pushed to exactly zero to shut
off basis matrices from other clusters, provably so in cer-
tain circumstances although space here prevents a detailed
treatment (Section 6 does provide empirical evidence for
this however). While certainly other selections for f could
potentially be more effective, this simple choice serves our
purposes sufficiently well and leads to convenient update
rules.
4 ALGORITHM DERIVATION
Optimization of (18) will involve expanding a
majorization-minimization scheme suggested in (Wipf &
Nagarajan, 2010) for single-task sparse estimation, where
auxiliary variables are introduced to upper bound various
terms in the objective function. First we use the bound
1

kyj   jxjk22 + x>j   1j xj  yj 1yj yj (20)
for all xj , with equality iff xj is given by (13). Now define
aj as a vector formed from the diagonal of
P
k wj;k
 1
k .
Because the term T1 in (16) is a concave, non-decreasing
function of aj , we define h(z) as the concave conju-
gate function (Boyd & Vandenberghe, 2004) of h(aj) =
log
P
k wj;k
 1
k +
1

T
j j
 defined as
h(zj) , inf
aj
(zTj aj   h(aj)): (21)
By construction we may then upper bound T1 via
z>j aj   h(zj)  log
X
k
wj;k
 1
k +
1

>j j
 (22)
for all zj  0, with equality iff zj is the gradient of T1
with respect to aj . This can be computed in closed form
using
zj = raj (T1) = diag
24 X
k
wj;k
 1
k +
1

>j j
! 135 :
(23)
With these upper bounds fixed, we can then optimize over
 andW . First, withW fixed, optimization over  decou-
ples and we may consider each i;k individually. Collect-
ing relevant terms we have
min
i;k>0
X
j
wj;k
i;k
 
x2i;j + zi;j

+ wj;k log i;k: (24)
Computing derivatives, equating to zero, and checking
first-order optimality conditions we arrive at the optimal
solution
opti;k =
P
j wj;k
 
x2i;j + zi;j
P
j wj;k
; 8i; k: (25)
Finally we fix  and optimize over W , solving separately
for each rowwj via
min
wj2S
X
i;k
wj;k
 
x2i;j + zi;j
i;k
!
+wj;k log i;k+wj;k logwj;k:
(26)
There exist many strategies to perform the requisite con-
vex optimization over wj . Since (26) can be computed
in closed form without the constraint
P
k wj;k = 1, we
simply solve without the constraint and then normalize the
resulting solution, which is a form of projected gradien-
t method. In our experiments we found this procedure
to be adequate for obtaining good results, but certainly a
more precise alternative could be substituted for this step.
Additionally, although these updates can be implemented
such that each step is guaranteed to reduce or leave (18)
unchanged, this alone is insufficient to guarantee formal
convergence to a stationary point. The latter requires, for
example, that the additional conditions of Zangwill’s Glob-
al Convergence Theorem hold (Zangwill, 1969). However,
we have not encountered any convergence issues in prac-
tice.
We refer to the aggregation of these update rules as a clus-
tered sparse Bayesian learning (C-SBL) algorithm. The ba-
sic algorithm flow-chart/summary can be found in the sup-
plementary file. Finally, there are only two parameters to
set when using C-SBL, specifically  and . The former
can actually be learned from the data using an update rule
originally proposed in (Tipping, 2001). In contrast, for 
we adopt a simple heuristic to balance this value according
to problem size. For all the simulations reported in Section
6,  was learned and  was set using this fixed rule without
any additional tuning as the problem settings change.
5 ANALYSIS
Low-Noise Cost Function Behavior: We now analyze
some of the properties of the underlying C-SBL cost func-
tion from (18) that make it especially suitable for the clus-
tered sparse estimation problem. First we examine the lim-
iting case  ! 0, mirroring some of our observations from
Section 2, where we discussed connections with maximal-
ly sparse solutions. We also define spark[] as the smallest
number of linearly dependent columns in some matrix 
(Donoho and Elad, 2004). In this regard we have the fol-
lowing:
Theorem 1. Assume that an optimal solution X to (6)
exists with kxjk0 < N and spark[j ] = N + 1 for al-
l j. Additionally, let ;W  denote any global solution
of lim!0 inf>0;W2S L (;W ). Then the value of (13)
as  ! 0 given by  jj
 
j 

j
>
j
y
yj , when combined
across all j with  j =
P
k w

j;k(

k)
 1
 1
, forms a glob-
ally optimal solution to (6).
This result can be proven by adapting Theorem 4 from
(Wipf et al., 2011), which applies to single task compres-
sive sensing models. Note that the spark assumption is very
mild and will be satisfied almost surely by any dictionary
constructed via (5). Therefore, the C-SBL cost function
clearly favors maximally sparse solutions in the low-noise
regime as desired. Importantly however, while the glob-
al optimum of C-SBL may be equivalent to (6), the entire
cost function landscape is not identical, and exploiting the
cluster structure, and row-sparsity within clusters, can be
advantageous in avoiding distracting local minima. Two
important distinctions play a role in this regard.
First, the inclusion of the penalty term
P
j;k f(wj;k), by
favoring solutions in clusters, naturally steers away from
unpromising areas of the parameter space without corre-
lation structure among tasks. Secondly, if we are able to
determine the correct cluster structure, then there is a nat-
ural mechanism embedded in (18) to leverage the resulting
row-sparsity to avoid local solutions, sometimes provably
so. For example, assume for simplicity that j =  8j,
meaning the same dictionary is used for all tasks. Also
define the condition number of any matrix A as (A) =
kA 1k2kAk2, where k  k2 is the spectral norm.
Now assume that our measurements have been partitioned
into K  L clusters 
k, where Y
k are the columns of Y
associated with cluster k. Such a clustering could be pro-
vided by an oracle, or alternatively can be viewed as an
intermediate point during the optimization process where-
by for every task j 2 
k,  j = k for some unique k.
We may then consider the remaining multi-task sparse esti-
mation problems to estimate the corresponding maximally
row-sparseX
k within each cluster, holding the cluster as-
signments fixed, similar to problem (3).
In this scenario, Jensen’s inequality collapses to an equal-
ity, the C-SBL cost function (18) decouples, and we may
equivalently consider each cluster k as a separate subprob-
lem to minimize
Lk(k) , tr
h
Y
kY
>

k
(k)
 1
i
+ j
kj log jkj; (27)
where k , I +k>. Then we have the following:
Theorem 2. Let spark() = N + 1. Also, let X
k be a
maximally row-sparse feasible solution to Y
k = X
k
with D , kX
kkrow `0 . Define X
k as the associated
collection of nonzero rows. Then if X
k satisfies
inf
	>0

 
	 X
k( X


k
)>	

<
N
D
(28)
with 	 2 RDD diagonal, then lim!0 infk>0 Lk(k)
has a unique local minimum (or stationary point) k, and
this point will satisfy k
>  k>y Y
k = X
k .
The supplementary file contains details of the proof. The-
orem 2 dictates circumstances under which we are guaran-
teed to recover the maximally row-sparse solution within
each cluster (assuming we are given an algorithm that con-
verges to a stationary point), meaning we are guaranteed
to solve (18) without resorting to brute-force optimization
of the more challenging NP-hard problem (6). Moreover,
the most relevant criteria under which this occurs depends
only on the conditioning of the nonzero rows in X
k . In
words, if these rows contain complementary information
regarding the true sparsity profile, as evidenced by a high
condition number, no locally minimizing solutions exist.
A weaker related result has already been known in the in-
formation theory community, but this result adapted to the
present context would require that rows of X
k be strict-
ly orthogonal (Kim et al., 2012). Additionally, Theorem 2
is independent of any RIP conditions or other strong struc-
tural assumptions on  typical of compressive sensing re-
covery results.
Note that arguably the most common strategy for promot-
ing row-sparse solutions is to solve problems of the form
min
X
k
X
j
h

kxj
kk2

s.t.Y
k = X
k ; (29)
where h is an arbitrary non-decreasing function, and xj
k
denotes the j-th row ofX
k . Interestingly though, special-
ized counter-examples can be used to show that, for any
such h (including the selection h(z) = z that leads to the
convex `1;2 mixed-norm (Obozinski et al., 2011) common-
ly used in compressive sensing), there will always exist a 
and Y
k , consistent with the stipulations of Theorem 2 such
that there is guaranteed to be a stationary point not equal to
X
k when solving (29). Hence the C-SBL cost function
maintains an inherent advantage at the cluster level from
an optimization standpoint.
High-Noise Cost Function Behavior: Now we briefly
consider the scenario where  becomes large. We first
observe that the data dependent term in (18) tends to-
wards
P
j kyjk22= + O
 
 1

as  increases. Like-
wise the remaining -dependent penalty term converges as
log
  1j + (1=)>j j! log Pk wj;k 1k +O   1.
By Jensen’s inequality, the resulting combined factor
X
j;k
wj;k log jkj+
X
j
log
X
k
wj;k
 1
k
 (30)
has a minimal value of zero when either wj equals an in-
dicator vector for all j, or when k equals some 0 for
all k. The former scenario will cause the weight penalty
P
j;k f(wj;k) to become large. However, if all k = 
0,
then all of these penalty factors can effectively be mini-
mized. Assuming the contribution from O
 
 1

terms is
small, this will then minimize the overall objective func-
tion. Moreover, with all k = 0, we by definition col-
lapse to a single cluster, multi-task sparse estimation model
as was motivated in Section 2 at low SNR.
6 EXPERIMENTS
This section provides empirical validation for the proposed
C-SBL algorithm. We compare performance against the
traditional convex `1 penalized regression estimator com-
monly using in compressive sensing, as well as three re-
lated sparse Bayesian algorithms that have previously been
applied to similar problems. These include the original s-
parse Bayesian learning (SBL) (Tipping, 2001), a multi-
ple measurement vector (MMV) extension of SBL (Ji et
al., 2009), and the Dirichlet Process (DP) prior adapta-
tion of multi-task Bayesian compressive sensing (Qi et al.,
2008). The latter is arguably the closest competitor to C-
SBL given its ability to learn clusters with sparse support.
An additional sparse Bayesian algorithm from (Zhang &
Rao, 2011) also addresses a multi-task sparse learning set-
ting based upon related variational principles; however, this
method cannot learn clusters, our central purpose, nor does
code appear to be available for handling different sensing
matrices j for different tasks. Therefore we do not in-
clude comparisons here. We will begin with synthetic data
simulations to demonstrate model properties followed by
efforts to reconstruct image sequences from compressive
measurements.
Synthetic Data: For the first experiment we generate data
from K = 5 clusters. Within every cluster are 5 tasks each
for a total of L = 25 tasks. Each corresponding X
k is
generated with a random row-sparsity pattern distinct from
one another, and with nonzero rows distributed as X
k N (0; 1) (i.e., each task has its own independent nonzero
coefficients. The associated task-specific dictionaries are
generated via j  N (0; 1=N); we set M = 256, D ,
kX
kkrow `0 = 30, and the number of measurements per
task N is varied. We then compute yj = jxj 8j in each
instance and run the respective algorithms to compare the
recovery performance, averaging across 50 trials.
Results are presented in Figure 1(a), where we display the
normalized mean-squared error metric given by < kX^  
Xk22=kXk22 >. We observe that C-SBL has the lowest
reconstruction error among all the methods. Additionally
based on Lemma 1, X will almost surely be the globally
optimal solution to (6). While it has been proven that reg-
ular SBL also has the same global optimum to (6) (Wipf et
al., 2011), this algorithm is blind to any structure between
tasks and therefore may become trapped at suboptimal lo-
cal minima, leading to relatively poorer performance. On
the other hand, C-SBL is more likely to reach the global
optima by exploiting cluster information. Interestingly, the
DP algorithm, which also putatively leverages these clus-
ters, does not perform significatively better than SBL, sug-
gesting that it is non-trivial to optimally use the additional
structure.
In contrast, with a different data generation mechanism, D-
P has demonstrated improvement over SBL but not C-SBL.
Here we recreate a close approximation to experiments
conducted in (Qi et al., 2008).3 We begin with D = 27
nonzero rows but with both amplitudes and supports shared
across tasks. An innovations component is then added,
whereby an additional 3 elements of each task are given
random nonzero values, with task-specific, randomly gen-
erated support. Figures 1(b) and 1(c) display results as dif-
ferent parameters are varied. Indeed in this revised scenari-
o DP does significantly outperform SBL; however, C-SBL
retains its advantage over all algorithms.
Finally we consider reconstructions in the presence of
noise. For this purpose we generate data in the same man-
ner as was used to generate Figure 1(a), and fix N = 75,
M = 256, and D = 30 while varying the SNR using ad-
ditive Gaussian white noise. We also include an ideal ora-
cle estimator that knows the true clusters. Results are dis-
played in Figure 1(d), where again C-SBL is observed to
perform well, and in excess of 15dB SNR nearly matches
even the oracle.
Image Clustering and Reconstruction: Here we consid-
er a real-world application motivated in (Qi et al., 2008)
that involves simultaneously reconstructing multiple im-
ages from different dynamic scenes using compressive
measurements. In this scenario, tasks are images and each
cluster represents a group of snapshots taken from a giv-
en dynamic scene that are likely to have a similar sparsity
profile in the wavelet domain. Moreover, we may expec-
t to have different cluster sizes and noise levels across s-
napshots, and moving objects behave like the innovations
applied in producing Figures 1(b) and 1(c).
For this experiment we choose 5 dynamic scenes (5 clus-
ters), each having f5; 3; 3; 4; 4g tasks respectively. Images
have a resolution of 64  64, although the supplementary
file contains higher resolution examples. Data are sam-
pled using the ’db4’ 2D wavelet transform using 4 scales
as provided by Matlab. Each Gaussian sensing matrix j
is N = 2275M = 5986, with iid elements generated as
before. Although undoubtedly better performance could be
obtained by selecting different transforms and/or applying
different sampling rates to different scales, this is not our
primary focus here. Overall we are merely adopting an es-
tablished benchmark and inserting C-SBL into this pipeline
3Note that certain simulation specifics needed to exactly re-
produce the results from (Qi et al., 2008) were missing (e.g. S-
NR), and we were unfortunately unable to obtain code from the
authors.
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Figure 1: Synthetic data reconstruction performance comparisons; in all casesM = 256. (a) MSE versus N, withD = 30.
Tasks belonging to the same cluster share the same support; nonzero coefficients are independent. (b) MSE versus N. Tasks
belonging to the same cluster share the same support and coefficients over D = 27 nonzero rows. Each task then has an
additional 3 randomly positioned, independent nonzero elements (innovations). (c) Same as (b), only now N = 70 and
the total support cardinality S , D + 3 is varied. (d) MSE versus SNR. Data generated as in Figure 1(b), with N = 75,
D = 30, and additive Gaussian white noise applied to achieve the desired SNR.
unaltered or specially tuned.
Figure 2 shows example reconstruction results of four out
of five of the different scenes. For space consideration we
only show a single reconstructed image frame from each
scene cluster and compare three algorithms: C-SBL, D-
P, and MMV. The supplementary file contains the full re-
sults and other details. Figure 3(a) shows the normalized
MSE trajectory as a function of iteration number up to con-
vergence. In terms of both MSE (Figure 3(a)) and visual
inspection (Figure 2 and supplementary), C-SBL outper-
forms other algorithms. In terms of per-iteration computa-
tional complexity all algorithms are approximately equal,
scaling quadratically in M , and linearly in N and L with
the proper implementation.
Finally, Figures 3(b) and 3(c) display the beneficial hard
clustering effect of C-SBL with regard to ground truth as
revealed through heat-maps of the estimated cluster ma-
trices W . Here column permutations are irrelevant as the
column labels are arbitrary. By employing C-SBL, tasks
within the same group (as partitioned by the ground truth
in Figure 3(b)) return nonzeros along the same columns of
the estimated W (Figure 3(c)). In this way, C-SBL uses
multiple bases k to model the clusters (different scenes in
Figure 2) as evidenced by multiple nonzeros in the rows of
W . However, this is the artifact of many differentk fusing
together within a true cluster, and all of these bases within
a cluster must eventually share the same support (and typi-
cally magnitudes as well) by virtue of the support intersec-
tion property described in Section 3. Consequently, we can
infer that C-SBL correctly learns the correct five clusters
ultimately leading to the best performance (see supplemen-
tary file for DP clustering results, which fail to mirror the
ground truth).
7 CONCLUSION
In this paper we have derived a novel Bayesian model and
attendant analyses for solving multi-task sparse linear in-
verse problems by exploiting unknown cluster structure a-
mong the tasks. Although Bayesian models have been de-
ployed for solving related problems, these often involve or-
ganizing postulated distributional assumptions into a com-
plex hierarchy such that approximate inference techniques
must be applied that are difficult to unpack and rational-
ize. In contrast, herein we rely only on a simple empiri-
cal prior and then justify this parameterization using rigor-
ous properties of the underlying cost function that emerges.
This ‘semi-Bayesian’ strategy promotes understanding of
the central mechanisms at work in producing a successful
algorithm, including all approximations involved, and po-
tentially suggests targeted enhancements.
Figure 2: Reconstructions of 64  64 images from four of the five dynamic scenes (the fifth scene would not fit owing to
space considerations, but is contained in the supplementary file). From left to right: Original image, C-SBL, DP, MMV.
Sampling rate is N=M = 0:38. See supplementary file for full data, higher resolution, lower sampling rate examples.
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Figure 3: (a) MSE versus iteration for image reconstruction. (b) Ground truth cluster patterns (c) Estimated clusteringW
matrix by C-SBL.
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