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1. INTRODUCTION
The goal of encryption is to ensure confidentiality of data
in communication and storage processes. Recently, its use
in constrained devices led to consider additional features,
such as the ability to delegate computations to untrusted
computers. For this purpose, we would like to give the un-
trusted computer only an encrypted version of the data to
process. The computer will perform the computation on this
encrypted data, hence without knowing anything on its real
value. Finally, it will send back the result, and we will decrypt
it. For coherence, the decrypted result has to be equal to the
intended computed value if performed on the original data.
For this reason, the encryption scheme has to present a par-
ticular structure. Rivest et al. proposed in 1978 to solve this
issue through homomorphic encryption [1]. Unfortunately,
Brickell and Yacobi pointed out in [2] some security flaws
in the first proposals of Rivest et al. Since this first attempt,
a lot of articles have proposed solutions dedicated to nu-
merous application contexts: secret sharing schemes, thresh-
old schemes (see, e.g., [3]), zero-knowledge proofs (see, e.g.,
[4]), oblivious transfer (see, e.g., [5]), commitment schemes
(see, e.g., [3]), anonymity, privacy, electronic voting, elec-
tronic auctions, lottery protocols (see, e.g., [6]), protection
ofmobile agents (see, e.g., [7]), multiparty computation (see,
e.g., [3]), mix-nets (see, e.g., [8, 9]), watermarking or finger-
printing protocols (see, e.g., [10–14]), and so forth.
The goal of this article is to provide nonspecialists with
a survey of homomorphic encryption techniques. Section 2
recalls some basic concepts of cryptography and presents ho-
momorphic encryption; it is particularly aimed at noncryp-
tographers, providing guidelines about the main characteris-
tics of encryption primitives: algorithms, performance, secu-
rity. Section 3 provides a survey of homomorphic encryption
schemes published so far, and analyses their characteristics.
Most schemes we describe are based onmathematical no-
tions the reader may not be familiar with. In the cases these
notions can easily be introduced, we present them briefly.
The reader may refer to [15] for more information concern-
ing those we could not introduce properly, or algorithmic
problems related to their computation.
Before going deeper in the subject, let us introduce some
notation. The integer (x) denotes the number of bits con-
stituting the binary expansion of x. As usual, Zn will denote
the set of integers modulo n, and Z∗n the set of its invertible
elements.
2. TOWARDS HOMOMORPHIC ENCRYPTION
2.1. Basics about encryption
In this section, we will recall some important concepts con-
cerning encryption schemes. For more precise information,
the reader may refer to [16] or the more recent [17].
Encryption schemes are, first and foremost, designed to
preserve confidentiality. According to Kerckoﬀs’ principle
(see [18, 19] for the original papers, or any book on cryp-
tography), their security must not rely on the obfuscation of
their code, but only on the secrecy of the decryption key. We
can distinguish two kinds of encryption schemes: symmetric
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and asymmetric ones. We will present them shortly and dis-
cuss their performance and security issues.
Symmetric encryption schemes
Here “symmetric” means that encryption and decryption are
performed with the same key. Hence, the sender and the re-
ceiver have to agree on the key they will use before perform-
ing any secure communication. Therefore, it is not possi-
ble for two people who never met to use such schemes di-
rectly. This also implies to share a diﬀerent key with every
one we want to communicate with. Nevertheless, symmet-
ric schemes present the advantage of being really fast and are
used as often as possible. In this category, we can distinguish
block ciphers (AES [20, 21])1 and stream ciphers (One-time
pad presented in Figure 1 [22], Snow 2.0 [23]),2 which are
even faster.
Asymmetric encryption schemes
In contrast to the previous family, asymmetric schemes in-
troduce a fundamental diﬀerence between the abilities to en-
crypt and to decrypt. The encryption key is public, as the
decryption key remains private. When Bob wants to send an
encrypted message to Alice, he uses her public key to encrypt
the message. Alice will then use her private key to decrypt it.
Such schemes aremore functional than symmetric ones since
there is no need for the sender and the receiver to agree on
anything before the transaction. Moreover, they often pro-
videmore features. These schemes, however, have a big draw-
back: they are based on nontrivial mathematical computa-
tions, and much slower than the symmetric ones. The two
most prominent examples, RSA [24] and ElGamal [25], are
presented in Figures 2 and 3.
Performance issues
A block cipher like AES is typically 100 times faster than RSA
encryption and 2000 times than RSA decryption, with about
60MB per second on a modest platform. Stream ciphers
are even faster, some of them being able to encrypt/decrypt
100MB per second or more.3 Thus, while encryption or de-
cryption of the whole content of a DVD will take about a
minute with a fast stream cipher, it is simply not realistic to
use an asymmetric cipher in practice for such a huge amount
of data as it would require hours, or even days, to encrypt or
decrypt.
Hence, in practice, it is usual to encrypt the data we want
to transmit with an eﬃcient symmetric cipher. To provide
1 AES has been standardized; see http://csrc.nist.gov/groups/ST/toolkit/
block ciphers.html for more details.
2 Snow 2.0 is included in the draft of Norm ISO/IEC 18033-4, http://www
.iso.org/iso/en/CatalogueDetailPage.CatalogueDetail?CSNUMBER
=3997.
3 See, for example, http://www.ecrypt.eu.org/stream/perf/alpha/bench-
marks/snow-2.0 for some benchmark of Snow 2.0, or openssl for AES and
RSA.
the receiver with the secret key needed to recover the data, the
sender encrypts this key with an asymmetric cipher. Hence,
the asymmetric cipher is used to encrypt only a short data,
while the symmetric one is used for the longer one. The
sender and the receiver do not need to share anything be-
fore performing the encryption/decryption as the symmet-
ric key is transmitted with the help of the public key of the
receiver. Proceeding this way, we combine the advantages of
both: eﬃciency of symmetric schemes and functionalities of
the asymmetric schemes.
Security issues
Security of encryption schemes was formalized for the first
time by Shannon [26]. In his seminal paper, Shannon in-
troduced the notion of perfect secrecy/unconditional secu-
rity, which characterizes encryption schemes for which the
knowledge of a ciphertext does not give any information ei-
ther about the corresponding plaintext or about the key. He
proved that the one-time pad is perfectly secure under some
conditions, as explained in Figure 1. In fact, no other scheme,
neither symmetric nor asymmetric, has been proved uncon-
ditionally secure. Hence, if we omit the one-time pad, any
encryption scheme’s security is evaluated with regard to the
computational power of the opponent. In the case of asym-
metric schemes, we can rely on their mathematical structure
to estimate their security level in a formal way. They are based
on some well-identified mathematical problems which are
hard to solve in general, but easy to solve for the one who
knows the trapdoor, that is, the owner of the keys. Hence,
it is easy for the owner of the keys to compute his/her pri-
vate key, but no one else should be able to do so, as the
knowledge of the public key should not endanger the private
key. Through reductions, we can compare the security level
of these schemes with the diﬃculty of solving these math-
ematical problems (factorizing large integers or computing
a discrete logarithm in a large group) which are famous for
their hardness. Proceeding this way, we obtain an estimate
of the security level, which sometimes turns out to be op-
timistic. This estimation may not be suﬃcient for several
reasons. First, there may be other ways to break the system
than solving the reference mathematical problem [27, 28].
Second, most of security proofs are performed in an ideal-
ized model called the random oracle model, in which involved
primitives, for example, hash functions, are considered truly
random. This model has allowed the study of the security
level for numerous asymmetric ciphers. Recent works show
that we are now able to perform proofs in a more realistic
model called the standard model. From [29] to [30], a lot of
papers compared these two models, discussing the gap be-
tween them. In parallel with this formal estimation of the
security level, an empirical one is performed in any case, and
new symmetric and asymmetric schemes are evaluated ac-
cording to published attacks.
The framework of a security evaluation has been stated
by Shannon in 1949 [26]: all the considered messages are
encrypted with the same key—so, for the same recipient—
and the opponent’s challenge is to take an advantage from all
his observations to disclose the involved secret/private key.
C. Fontaine and F. Galand 3
Usually, to evaluate the attack capacity of the opponent, we
distinguish among several contexts [31]: ciphertext-only at-
tacks (where the opponent has access only to some cipher-
texts), known-plaintext attacks (where the opponent has ac-
cess to some pairs of corresponding plaintext-ciphertexts),
chosen-plaintext attacks (same as previous, but the opponent
can choose the plaintexts and get the corresponding cipher-
texts), and chosen-ciphertext attacks (the opponent has access
to a decryption oracle, behaving as a black-box, that takes
a ciphertext and outputs the corresponding plaintext). The
first context is the most frequent in real life, and results from
eavesdropping the communication channel; it is the worst
case for the opponent. The other cases may seem diﬃcult to
achieve, and may arise when the opponent has a more pow-
erful position; he may, for example, have stolen some plain-
texts, or an encryption engine. The “chosen” ones exist in
adaptive versions, where the opponent can wait for a compu-
tation result before choosing the next input.
How do we choose the right scheme?
The right scheme is the one that fits your constraints in the
best way. By constraints, we may understand constraints in
time, memory, security, and so forth. The two first criteria
are very important in highly constrained architectures, of-
ten encountered in very small devices (PDAs, smart cards,
RFID tags, etc.). They are also important if we process a huge
amount of data, or numerous data at the same time, for ex-
ample, video streams. Some schemes as AES or RSA are usu-
ally chosen because of their reputation, but it is important
to note that new schemes are proposed each year. Indeed, it
is necessary to keep a diversity in the proposals. First, it is
necessary in order to be able to face new kinds of require-
ments. Second, because of security purpose, having all the
schemes relying on the same structure may lead to a disaster
in case an attack breaks this structure. Hence, huge interna-
tional projects have been funded to ask for new proposals,
with a fair evaluation to check their advantages and draw-
backs, for example, RIPE, NESSIE,4 and NIST’s call for the
design of the AES,5 CRYPTREC,6 ECRYPT,7and so forth.
2.2. Probabilistic encryption
The most well-known cryptosystems are deterministic: for
a fixed encryption key, a given plaintext will always be en-
crypted in the same ciphertext. This may lead to some draw-
backs. RSA is a good example to illustrate this point:
(i) particular plaintexts may be encrypted in a too much
structured way: with RSA, messages 0 and 1 are always
encrypted as 0 and 1, respectively;
(ii) it may be easy to compute partial information about
the plaintext: with RSA, the ciphertext c leaks one bit
4 see http://www.cryptonessie.org.
5 see http://csrc.nist.gov and http://csrc.nist.gov/CryptoToolkit/aes.
6 see http://www.ipa.go.jp/security/enc/CRYPTREC/index-e.html.
7 see http://www.ecrypt.eu.org.
of information about the plaintext m, namely, the so-
called Jacobi symbol;
(iii) when using a deterministic encryption scheme, it is
easy to detect when the same message is sent twice
while processed with the same key.
So, in practice, we prefer encryption schemes to be prob-
abilistic. In the case of symmetric schemes, we introduce a
random vector in the encryption process (e.g., in the pseudo-
random generator for stream ciphers, or in the operating
mode for block ciphers), generally called IV . This vector
may be public, and transmitted as it is, without being en-
crypted, but IV must be changed every time we encrypt
a message. In the case of asymmetric ciphers, the security
analysis is more mathematical, and we want the randomized
schemes to remain analyzable in the same way as the deter-
ministic schemes. Some adequate modes have been proposed
to randomize already published deterministic schemes, as
the Optimal Asymmetric Encryption Padding OAEP for RSA
(or any scheme based on a trap-door one-way permutation)
[33].8 Some new schemes, randomized by nature, have also
been proposed [25, 34, 35] (see also Figures 3 and 4).
A simple consequence of this requirement to be proba-
bilistic appears in the so-called expansion: since for a plain-
text we require the existence of several possible ciphertexts,
the number of ciphertexts is greater than the number of pos-
sible plaintexts. Thismeans the ciphertexts cannot be as short
as the plaintexts, they have to be strictly longer. The ratio
between the length, in bits, of ciphertexts and plaintexts is
called the expansion. Of course, this parameter is of practical
importance. We will see in the sequel that eﬃcient proba-
bilistic encryption schemes have been proposed with an ex-
pansion less than 2 (e.g., Paillier’s scheme).
2.3. Homomorphic encryption
We will present in this section the basic definitions related to
homomorphic encryption. The state of the art will be given in
Section 3.
The most common definition is the following. Let M
(resp., C) denote the set of the plaintexts (resp., ciphertexts).
An encryption scheme is said to be homomorphic if for any










for some operators M in M and C in C, where← means
“can be directly computed from,” that is, without any inter-
mediate decryption.
If (M,M) and (C,C) are groups, we have a group ho-
momorphism. We say a scheme is additively homomorphic if
we consider addition operators, and multiplicatively homo-
morphic if we consider multiplication operators.
A lot of such homomorphic schemes have been published
that have been widely used in many applications. Note that
8 Note that there are a lot of more recent papers proposing variants or im-
provements of OAEP, but it is not our purpose here.
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Prerequisite: Alice and Bob share a secret random keystream, say a binary one.
Goal: Alice can send an encrypted message to Bob, and Bob can send an encrypted message to Alice.
Principle: To encrypt a message, Alice (resp., Bob) XORs the plaintext and the keystream. To decrypt the received
message, Bob (resp., Alice) applies XOR on the ciphertext and the keystream.
Security: This scheme has been showed to be unconditionally secure by Shannon [26] if and only if the keystream is truly random,
has the same length as the plaintext, and is used only once. Thus, this scheme is used only for very critical situations for
which these constraints may be managed, as the red phone used by the USA and the USSR [32, pp. 715-716]. What we
may use more commonly is a similar scheme, where the keystream is generated by a pseudorandom generator, initialized
by the secret key shared by Alice and Bob. A lot of such stream ciphers has been proposed, and their security remains
only empirical. Snow 2.0 is one of these.
Figure 1: One-time pad—1917(used)/1926 (published [22]). Note that this scheme may be transposed in any group (G, +) other than
({0, 1}, XOR), encryption being related to addition of the keystream, while decryption consists in subtracting the keystream.
Prerequisite: Alice computed a (public, private) key: an integer n = pq, where p and q are well chosen large prime numbers,
an integer e such that gcd (e,φ(n)) = 1, and an integer d which is the inverse of e modulo φ(n), that is,
ed ≡ 1 mod φ(n); φ(n) denotes the Euler function, φ(n) = φ(pq) = (p − 1)(q − 1). Alice’s public key is (n, e), and
her private key is d; p and q have also to be kept secret, but are no more needed to process the data, they were only
useful for Alice to compute d from e.
Goal: Anyone can send an encrypted message to Alice.
Principle: To send an encrypted version of the message m to Alice, Bob computes c = me mod n. To get back to the plaintext,
Alice computes cd mod n which, according to Euler’s theorem, is precisely equal to m.
Security: It is clear that if an opponent may factor n and recover p and q, he will be able to compute φ(n), then d, and will be able
to decrypt Alice messages. So, the RSA problem (accessing m while given c) is weaker than the factorization
problem. It is not known whether the two problems are equivalent or not.
Figure 2: RSA—1978 [24].
in some contexts it may be of great interest to have this prop-
erty not only for one operator but for two at the same time.
Hence, we are also interested in the design of ring/algebraic






















As it will be further discussed, no convincing algebraic ho-
momorphic encryption scheme has been found yet, and their
design remains an open problem.
Less formally, these definitions mean that, for a fixed key
k, it is equivalent to perform operations on the plaintexts
before encryption, or on the corresponding ciphertexts after
encryption. So we require a kind of commutativity between
encryption and some data processing operations.
Of course, the schemes we will consider in the following
have to be probabilistic ciphers, and we may consider E to
behave in a probabilistic way in the above definitions.
2.4. New security considerations
Probabilistic encryption was introduced with a clear pur-
pose: security. This requires to properly define diﬀerent se-
curity levels. Semantic security was introduced in [34], at the
same time as probabilistic encryption, in order to define what
could be a strong security level, unavailable without proba-
bilistic encryption. Roughly, a probabilistic encryption is se-
mantically secure if the knowledge of a ciphertext does not
provide any useful information on the plaintext to some hy-
pothetical adversary having only a reasonably restricted com-
putational power. More formally, for any function f and
any plaintext m, and with only polynomial resources (that
is, with algorithms which time/space complexities vary as a
polynomial function of the size of the inputs), the probabil-
ity to guess f (m) (knowing f but not m) does not increase
if the adversary knows a ciphertext corresponding tom. This
might be thought of as a kind of perfect secrecy in the case
when we only have polynomial resources.
Together with this strong requirement, the notion of
polynomial security was defined: the adversary chooses two
plaintexts, and we choose secretly at random one plaintext
and provide to the adversary a corresponding ciphertext. The
adversary, still with polynomial resources, must guess which
plaintext we chose. If the best he can do is to achieve a prob-
ability 1/2 + ε of success, the encryption is said to be polyno-
mially secure. Polynomial security is now known as the indis-
tinguishability of encryptions following the terminology and
definitions of Goldreich [36].
Quite amazingly, Goldwasser and Micali proved the
equivalence between polynomial security and semantic se-
curity [34]; Goldreich extended these notions [36] preserv-
ing the equivalence. With this equivalence, it is easy to state
that a deterministic asymmetric encryption scheme cannot
be semantically secure since it cannot be indistinguishable:
the adversary knows the encryption function, and thus can
compute the single ciphertext corresponding to each plain-
text.
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Prerequisite: Alice generated a (public, private) key: she first chose a large prime integer p, a generating element g of the cyclic
group Z∗p , and considered q = p − 1, the order of the group; building her public key, she picked at random a ∈ Zq
and computed yA = ga in Z∗p , her public key being then (g, q, yA); her private key is a.
Goal: Anyone can send an encrypted message to Alice.
Principle: To send an encrypted version of the message m to Alice, Bob picks at random k ∈ Zq, computes (c1, c2) = (gk ,mykA)
in Z∗p . To get back to the plaintext, Alice computes c2(c
a
1)
−1 in Z∗p , which is precisely equal to m.
Security: The security of this scheme is related to the Diﬃe-Hellman problem: if we can solve it, then we can break ElGamal
encryption. It is not known whether the two problems are equivalent or not. This scheme is IND-CPA.
Figure 3: ElGamal—1985 [25].
But with asymmetric encryption schemes, the adversary
knows the whole encryption material E involving both the
encryption function and the encryption key. Thus, he can
compute any pair (m,E(m)). Naor and Yung [37] and Rack-
oﬀ and Simon [38] introduced diﬀerent abilities, relying on
the diﬀerent contexts we discussed above. From the weak-
est to the strongest, we have the chosen-plaintext, nonadap-
tive chosen ciphertext and the strongest is the adaptive cho-
sen ciphertext. This leads to the IND-CPA, IND-CCA1, and
IND-CCA2 notions in the literature. IND stands for indistin-
guishability whereas CPA and CCA are acronyms for chosen
plaintext attack and chosen-ciphertext attack. Finally, CCA1
refers to nonadaptive attacks, and CCA2 to adaptive ones.
Considering the previous remarks on the ability for anyone
to encrypt while using asymmetric schemes, the adversary
has always the chosen-plaintext ability.
Another security requirement termed nonmalleability
has also been introduced to complete the analysis. Given a
ciphertext c = E(m), it should be hard for an opponent to
produce a ciphertext c′ such that the corresponding plain-
text m′, that is not necessary known to the opponent, has
some known relation with m. This notion was formalized
diﬀerently by Dolev et al. [39, 40], and by Bellare et al. [41],
both approaches being proved equivalent by Bellare and Sa-
hai [42].
We will not detail the relations between all these diﬀer-
ent notions and the interested reader can refer to [41–43] for
a comprehensive treatment. Basically, the adaptive chosen-
ciphertext indistinguishability IND-CCA2 is the strongest re-
quirement for an encryption; in particular, it implies non-
malleability.
It should be emphasized that a homomorphic encryption
cannot have the nonmalleability property. With the notation
of Section 2.3, knowing c, we can compute c′ = cCc and de-
duce, by the homomorphic property, that c′ is a ciphertext of
m′ = mMm. According to the previous remark on adaptive
chosen-ciphertext indistinguishability, an homomorphic en-
cryption has no access to the strongest security requirement.
The highest security level it can reach is IND-CPA.
To conclude this section on security, and for the sake
of completeness, we point out some security considerations
about deterministic homomorphic encryption. First, it was
proved that a deterministic homomorphic encryption for
which the operation  is a simple addition is insecure [44].
Second, Boneh and Lipton showed in 1996 that any de-
terministic algebraically homomorphic cryptosystem can be
broken in subexponential time [45]. Note that this last point
does not mean that deterministic algebraically homomor-
phic cryptosystems are insecure, but that one can find the
plaintext from a ciphertext in a subexponential time (which
is still too long to be practicable). For example, we know
that the security of RSA encryption depends on factorization
algorithms and we know subexponential factorization algo-
rithm. Nevertheless, RSA is still considered strong enough.
3. HOMOMORPHIC ENCRYPTION: STATE OF THE ART
First of all, let us recall that both RSA and ElGamal encryp-
tion schemes are multiplicatively homomorphic. The prob-
lem is that the original RSA being deterministic, it cannot
achieve a security level of IND-CPA (which is the highest
security level for homomorphic schemes, see Section 2.4).
Furthermore its probabilistic variants, obtained through
OAEP/OAEP+, are no more homomorphic. In contrast to
RSA, ElGamal oﬀers the best security level for a homomor-
phic encryption scheme, as it has been shown to be IND-
CPA. Moreover, it is interesting to notice that an additively
homomorphic variant of ElGamal has also been proposed
[48]. Comparing it with the original ElGamal, this variant
also involves an element G (G may be equal to g) that gen-
erates (Zq, +) with respect to the addition operation. To send
an encrypted version of the message m to Alice, Bob picks at
random k ∈ Zq and computes (c1, c2) = (gk,GmykA). To get
back the plaintext, Alice computes c2(ca1)
−1, which is equal to
Gm; then, she has to compute m in a second step. Note that
this last decryption step is hard to achieve and that there is
no other choice for Alice than to use brute force search to get
back m from Gm. It is also well known that ElGamal’s con-
struction works for any family of groups for which the dis-
crete logarithm problem is considered intractable. For exam-
ple, it may be derived in the setup employing elliptic curves.
Hence, ElGamal and its variants are known to be really in-
teresting candidates for realistic homomorphic encryption
schemes.
We will now describe another important family of homo-
morphic encryption schemes, ranging from the first proba-
bilistic system9 proposed by Goldwasser and Micali in 1982
9 To bemore precise, the first published probabilistic public-key encryption
scheme is due to McEliece [49], and the first to add the homomorphic
property is due to Goldwasser-Micali.
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Prerequisite: Alice computed a (public, private) key: she first chose n = pq, p and q being large prime numbers, and g a quadratic
nonresidue modulo n whose Jacobi symbol is 1; her public key is composed of n and g, and her private key is the
factorization of n.
Goal: Anyone can send an encrypted message to Alice.
Principle: To encrypt a bit b, Bob picks at random an integer r ∈ Z∗n , and computes c = gbr2 mod n (remark that c is a quadratic
residue if and only if b = 0). To get back to the plaintext, Alice determines if c is a quadratic residue or not. To do so,
she uses the property that the Jacobi symbol (c/p) is equal to (−1)b. Please, note that the scheme encrypts 1 bit of
information, while its output is usually 1024 bits long!
Security: This scheme is the first one that was proved semantically secure against a passive adversary (under computational
assumption).
Figure 4: Goldwasser-Micali—1982 [34, 46].
Prerequisite: Alice computed a (public, private) key: she first chose an integer n = pq, p and q being two large prime numbers and
n satisfying gcd (n,φ(n)) = 1, and considered the group G = Z∗n2 of order k. She also considered g ∈ G of order n. Her
public key is composed of n and g, and here private key consists in the factors of n.
Goal: Anyone can send a message to Alice.
Principle: To encrypt a message m ∈ Zn, Bob picks at random an integer r ∈ Z∗n , and computes c = gmrn mod n2. To get back to
the plaintext, Alice computes the discrete logarithm of cλ(n) mod n2, obtaining mλ(n) ∈ Zn, where λ(n) denotes the
Carmichael function. Now, since gcd (λ(n),n) = 1, Alice easily computes λ(n)−1 mod n and gets m.
Security: This scheme is IND-CPA.
Figure 5: Paillier—1999 [47].
[34, 46] (described in Figure 4), to the famous Paillier’s en-
cryption scheme [47] (described in Figure 5) and its im-
provements. Paillier’s scheme and its variants are famous for
their eﬃciency, but also because, as ElGamal, they achieve the
highest security level for homomorphic encryption schemes.
We will not discuss their mathematical considerations in
detail, but will summarize their important parameters and
properties.
(i) We begin with the rather simple scheme of
Goldwasser-Micali [34, 46]. Besides some historical impor-
tance, this scheme had an important impact on later pro-
posals. Several other schemes, that will be presented below,
were obtained as generalizations of this one. For these rea-
sons, we provide a detailed description in Figure 4. Here, as
for RSA, we use computations modulo n = pq, a product
of two large primes. Encryption is simple, with a product
and a square, whereas decryption is heavier, with an expo-
nentiation. Nevertheless, this step can be done in O((p)2).
Unfortunately, this scheme presents a strong drawback since
its input consists of a single bit. First, this implies that en-
crypting k bits leads to a cost of O(k·(p)2). This is not very
eﬃcient even if it is considered as practical. The second con-
sequence concerns the expansion: a single bit of plaintext is
encrypted in an integer modulo n, that is, (n) bits. Thus, the
expansion is really huge. This is the main drawback of this
scheme.
Before continuing our review, let us present the
Goldwasser-Micali (GM) scheme from another point of view.
This is required to understand how it has been generalized.
The basic principle of GM is to partition a well-chosen sub-
set of integers modulo n into two secret parts: M0 and M1.
Then, encryption selects a random element ofMb to encrypt
b, and decryption allows to know in which part the ran-
domly selected element lies. The core point lies in the way
to choose the subset, and to partition it intoM0 andM1. GM
uses group theory to achieve the following: the subset is the
group G of invertible integers modulo n with a Jacobi sym-
bol, with respect to n, equal to 1. The partition is generated
by another group H ⊂ G, composed of the elements that are
invertible modulo n with a Jacobi symbol, with respect to a
fixed factor of n, equal to 1; with these settings, it is possible
to split G into two parts: H and G \H .
The generalizations of Goldwasser-Micali play with these
two groups; they try to find two groups G and H such that G
can be split into more than k = 2 parts.
(ii) Benaloh [50] is a generalization of GM, that enables
to manage inputs of (k) bits, k being a prime satisfying
some particular constraints. Encryption is similar as in the
previous scheme (encrypting a message m ∈ {0, . . . , k − 1}
means picking an integer r ∈ Z∗n and computing c = gmrk
mod n) but decryption is more complex. The input and out-
put sizes being, respectively, of (k) and (n) bits, the expan-
sion is equal to (n)/(k). This is better than in the GM case.
Moreover, the encryption cost is not too high. Nevertheless,
the decryption cost is estimated to be O(
√
k(k)) for pre-
computation, and the same for each dynamical decryption.
This implies that k has to be taken quite small, which limits
the gain obtained on the expansion.
(iii) Naccache-Stern [51] is an improvement of Benaloh’s
scheme. Considering a parameter k that can be greater
than before, it leads to a smaller expansion. Note that
the constraints on k are slightly diﬀerent. The encryption
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step is precisely the same as in Benaloh’s scheme, but the
decryption is diﬀerent. To summarize, the expansion is
still equal to (n)/(k), but the decryption cost is lower:
O((n)5 log ((n))), and the authors claim it is reasonable to
choose the parameters as to get an expansion equal to 4.
(iv) In order to improve previous schemes, Okamoto and
Uchiyama decided to change the base group G [52]. Consid-
ering n = p2q, p and q still being two large primes, and the
group G = Z∗p2 , they achieve k = p. Thus, the expansion
is equal to 3. As Paillier’s scheme is an improvement of this
one and will be fully described below, we will not discuss its
description in detail. Its advantage lies in the proof that its se-
curity is equivalent to the factorization of n. Unfortunately,
a chosen-ciphertext attack has been proposed leading to this
factorization. This scheme was used to design the EPOC sys-
tems [53], currently submitted for the supplement P1363a to
the IEEE Standard Specifications for Public-Key Cryptogra-
phy (IEEE P1363). Note that earlier versions of EPOC were
subject to security flaws as pointed out in [54], due to a bad
use of the scheme.
(v) One of the most well-known homomorphic encryp-
tion schemes is due to Paillier [47], and is described in
Figure 5. It is an improvement of the previous one, that de-
creases the expansion from 3 to 2. Paillier came back to
n = pq, with gcd (n,φ(n)) = 1, but considered the group
G = Z∗n2 , and a proper choice of H led him to k = (n).
The encryption cost is not too high. Decryption needs one
exponentiation modulo n2 to the power λ(n), and a mul-
tiplication modulo n. Paillier showed in his paper how to
manage decryption eﬃciently through the Chinese Remain-
der Theorem. With smaller expansion and lower cost com-
pared with the previous ones, this scheme is really attractive.
In 2002, Cramer and Shoup proposed a general approach to
gain security against adaptive chosen-ciphertext attacks for
certain cryptosystems with some particular algebraic prop-
erties [55]. Applying it to Paillier’s original scheme, they pro-
posed a stronger variant. Bresson et al. proposed in [56] a
slightly diﬀerent version that may be more accurate for some
applications.
(vi) Damga˚rd and Jurik proposed in [57] a generalization
of Paillier’s scheme to groups of the form Z∗ns+1 with s > 0. The
larger the s is, the smaller the expansion is. Moreover, this
scheme leads to a lot of applications. For example, we can
mention the adaptation of the size of the plaintexts, the use
of threshold cryptography, electronic voting, and so forth. To
encrypt a message m ∈ Zn, one picks r ∈ Z∗n at random and
computes gmrn
s ∈ Zns+1 . The authors show that if one can
break the scheme for a given value s = σ , then one can break
it for s = σ − 1. They also show that the semantic security of
this scheme is equivalent to that of Paillier. To summarize, the
expansion is of 1+1/s, and hence can be close to 1 if s is suﬃ-
ciently large. The ratio of the encryption cost of this scheme
over Paillier’s can be estimated to be (1/6)s(s+ 1)(s+ 2). The
same ratio for the decryption step equals (1/6)(s + 1)(s + 2).
Note that even if this scheme is better than Paillier’s accord-
ing to its lower expansion, it remains more costly. Moreover,
if we want to encrypt or decrypt k blocks of (n) bits, running
Paillier’s scheme k times is less costly than running Damga˚rd-
Jurik’s scheme once.
(vii) Galbraith proposed in [58] an adaptation of the pre-
vious scheme in the context of elliptic curves. Its expansion
is equal to 3. The ratio of the encryption (resp., decryption)
cost of this scheme in the case s = 1 over Paillier’s can be
estimated to be about 7 (resp., 14). But, in contrast to the
previous scheme, the larger the s is, themore the cost may de-
crease. Moreover, as in the case of Damga˚rd-Jurik’s scheme,
the higher the s is, the stronger the scheme is.
(viii) Castagnos explored in [59, 60]10 another improve-
ment direction considering quadratic fields quotients. We
have the same kind of structure regarding ns+1 as before, but
in another context. To summarize, the expansion is 3 and the
ratio of the encryption/decryption cost of this scheme in the
case s = 1 over Paillier’s can be estimated to be about 2 (plus 2
computations of Legendre symbols for the decryption step).
(x) To close the survey of this family of schemes, let us
mention the ElGamal-Paillier amalgam, which merges Pail-
lier and the additively homomorphic variant of ElGamal.
More precisely, it is based on Damga˚rd-Jurik’s (presented
above) and Cramer-Shoup’s [55] analyses and variants of
Paillier’s scheme, and was proposed by [9]. The goal was
to gain the advantages of both schemes while minimizing
their drawbacks. Preserving the notation of both ElGamal
and Paillier schemes, we will describe the encryption in the
particular case s = 1, which leads Damga˚rd-Jurik’s variant
to the original Paillier. To encrypt a message m ∈ Zn, Bob
picks at random an integer k, and computes (c1, c2) = (gk
mod n, (1 + n)m(ykA mod n)
n
mod n2).
Now that we have reviewed the two most famous fami-
lies of homomorphic encryption schemes, we would like to
mention a few research directions and challenges.
First, as we mentioned in Section 2.1, it is important
to have diﬀerent kinds of schemes, because of applications
and security purposes. One direction to design homomor-
phic schemes that are not directly related to the same math-
ematical problems as ElGamal or Paillier (and variants) is to
consider the recent papers dealing with Weil pairing. As this
new direction is more and more promising in the design of
asymmetric schemes, the investigation in the particular case
of homomorphic ciphers is of interest. ElGamal may not be
directly used in the Weil pairing setup as the mathematical
problem it is based on becomes easy to manage. One more
promising direction is the use of the pairing-based scheme
proposed by Boneh and Franklin [61] to obtain a secure ho-
momorphic ID-based scheme (see directions in [62] for the
ability of such schemes to provide interesting new features).
A second interesting research direction lies in the area of
symmetric encryption. As all the homomorphic encryption
schemes we mentioned so far are asymmetric, they are not
as fast as symmetric ones could be. But, homomorphy is eas-
ier to manage when mathematical operators are involved in
the encryption process, which is not usually the case in sym-
metric schemes. Very few symmetric homomorphic schemes
have been proposed, most of them being broken ([63] bro-
ken in [64, 65], [66] broken in [67]). Nevertheless, it may
10 This scheme is mentioned in the conclusion of [59], and more deeply
presented in [60], unfortunately in French.
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be of interest to consider a simple generalization of the one-
time pad, where bits are replaced by integers modulo n, as
introduced by [68]. In terms of security, it has exactly the
same properties than the one-time pad, that is, perfect se-
crecy if and only if the keystream is truly random, of same
length as the plaintext, and is used only once. Here again, this
is overwhelming and the keystream could be generated by a
well-chosen pseudorandom generator (e.g., as Snow 2.0), de-
creasing security from unconditional to computational. Note
that this scheme’s homomorphy is a little bit fuzzy, as we have














This is the only example of a symmetric homomorphic en-
cryption that has not been cracked.
As per algebraic homomorphy, designing algebraically
homomorphic encryption schemes is a real challenge today.
There has been only a few ones proposed: by Fellows and
Koblitz [69] (which cannot be considered as secure nor ef-
ficient [70]), by Domingo-Ferrer [63, 66] (which has been
broken [64, 65, 67]), and construction studies of Rappe et al.
[3]. No satisfactory solution has been proposed so far, and,
as Boneh and Lipton conjectured that any algebraically ho-
momorphic encryption would prove to be insecure [45], the
question of their existence and design is still open.
4. CONCLUSION
We presented in this paper a state of the art on homomor-
phic encryption schemes discussing their parameters, perfor-
mances and security issues. As we saw, these schemes are not
well suited for every use, and their characteristics must be
taken into account. Nowadays, such schemes are studied in
wide application contexts, but the research is still challeng-
ing in the cryptographic community to design more power-
ful/secure schemes. Their use in the signal processing com-
munity is quite new, and we hope this paper will serve as
a guide for understanding their specificities, advantages and
limits.
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