INTRODUCTION
The role of air transportation as an engine of economic growth for regions and cities has been extensively analyzed and, in a continuation of this line of research, this paper seeks to provide fresh insights into the economic impact of this mode of transport by examining the influence of non-stop air services on foreign direct investment (FDI) flows.
In this regard, several studies have found evidence that FDI contributes to economic growth (e.g, Alfaro et al., 2004; Baltabaev, 2014; Borensztein et al., 1998; Ford et al., 2008; Iamsiraroj, 2016; Leichenko and Erickson, 1997; Newman et al., 2014; Wand and Wang, 2015) . FDI may be an important vehicle for the transfer of technology and innovations.
Furthermore, it may improve the access to foreign markets and the financial conditions of target firms. Hence, FDI flows are frequently associated with productivity gains, an improvement in export performance and more financial resources for the economies that take benefit from them.
To examine the link between air services and FDI, bilateral investment data between the Spanish region of Catalonia, home to the airport of Barcelona, and countries of all over the world are exploited for the period 2002 through to 2015.
I estimate a gravity equation for the determinants of bilateral FDI flows and consider all the relevant factors that account for them. The econometric analysis specifically takes into account the unique feature of the dependent variable, that is, it constitutes a zero-inflated continuous variable with extreme values. Additionally, the analysis takes into consideration the potential endogeneity bias resulting from the simultaneous determination of air traffic and FDI flows. I perform several robustness checks reporting results of regressions with different techniques, instruments and control factors, distinguishing between inward and outward investments, and using different samples of destination countries and origin regions.
For the purposes of this analysis, the case of Barcelona is especially pertinent as it has benefited from an extraordinary increase in the number of flights over the last decade. A necessary condition for this increase has been an external shock, namely, an expansion of capacity achieved with the opening of a new runway in 2004 and the inauguration of a new terminal in 2009. However, this increase needs to be placed in the broader context of the general globalization process experienced by the international air travel market in recent years in which an increasing number of airlines offer flights to airports located far away. In this regard, the airport of Barcelona is one of the ten largest airports in Europe, being the largest non-hub airport in Europe along with secondary airports in London (Gatwick) and Paris (Orly).
The availability of non-stop flights, scheduled at a minimum frequency, improves substantially the ease of communication between the territories involved, reducing at the same time the costs of doing business, since the shift from 'not having' to 'having' non-stop flights can reduce travel times by 30 percent or more. The main hypothesis tested in this paper is that the reduction in travel time due to the availability of non-stop flights, offered at a sufficient frequency, increases the amount of FDI because of the enhanced transmission of information.
Various studies have undertaken empirical analyses of the causal relationship between air traffic and measures of urban or regional economic performance, such as, employment, income or number of firms, using samples of U.S. urban areas (Bilotkach, 2015; Brueckner, 2003; Green, 2007; Sheard, 2014) or European regions (Albalate and Fageda, 2016; Bel and Fageda, 2008; Percoco, 2010) . A major shortcoming of these studies, however, is that they all use aggregate data to account for the economic characteristics of the territories under study and aggregated airport traffic. However, the economic effect of air services is related primarily to enhanced connections to specific destinations. Thus, previous studies fail to address the economic effects associated with individual routes. not related to lower cargo transport costs but rather to more convenient trips that can promote face-to-face communication between firms' employees, which in turn may lower monitoring and information acquisition costs for investors. Furthermore, I use data at the regional level for one of the endpoints.
As such, this paper serves as a bridge between empirical studies examining the territorial economic impact of air services and those concerned with the determinants of bilateral FDI flows. The contribution of this paper to the previous literature is that it provides an explicit empirical test for the causal relationship between air services and FDI bilateral flows. Two clear implications of my results are that they offer new evidence of the positive externalities associated with airport capacity expansions, and provide arguments for the lifting of bilateral agreements that still regulate air traffic between most countries in the world. Furthermore, the results of my analysis should provide fresh insights into the impact of innovations associated with electronic communications and the prevailing relevance of transportation to facilitate face-to-face contacts.
Two closely related studies are Giroud (2012) and Hovhannisyan and Keller (2015) . Giroud (2012) uses data from the U.S. manufacturing sector to show by means of a difference-in-differences analysis that new airline routes bring about an increase in investments within firms and an increase in a plant's total factor productivity. Essential to the interpretation of his results is the existence of asymmetric information and agency problems in the relationship between plants and headquarters. Hovhannisyan and Keller (2015) report a significant positive impact of U.S. business travel to foreign countries on patenting rates and conclude that face-to-face communication is crucial for transferring technology. The authors argue that their results are consistent with the evidence obtained from surveys that suggest that business executives prefer face-to-face meetings to phone or web-based communication.
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While the idea underpinning my analysis is similar to the ideas analyzed in these two studies, these authors do not provide a direct link between air services and FDI.
The rest of this paper is structured as follows. In the next section, I explain the data and methodology used to test the relationship between air services and FDI flows. Section 3 analyzes and discusses the results, Section 4 provides several robustness checks and section 5 contains the concluding remarks.
DATA AND METHODOLOGY

Sample
The data used to analyze the determinants of bilateral FDI flows are generally at the country level, as data at the urban or regional level over a long time span are hard to obtain. However, the analysis of the impact of international air travel on bilateral FDI requires the use of urban or regional data, at least for one of the two endpoints. Ideally, I should use data of FDI flows between regions of different countries but I only have available data of FDI flows from regions in Spain to countries of all over the world.
The two largest cities in Spain, Madrid and Barcelona, concentrate more than 70 per cent of FDI with origin or destination from/to this country. Furthermore, international air travel in Spain is concentrated in Madrid, Barcelona and tourist destinations.
3 Thus, a sample based on all Spanish regions would not be helpful for the purposes of my analysis as many 2 Note, that face-to-face contacts and electronic communications may be seen as complements or substitutes, although they are not necessarily equivalents (Gaspar and Glaeser, 1998; Storper and Venables, 2004 Taking this into account, the baseline regressions exploit a data set that includes FDI flows (both inward and outward) between all countries in the world and the Spanish region of Catalonia, home to the airport of Barcelona. The analysis of the relationship between FDI and air services for Barcelona will not be affected by the "headquarters" or "hubbing" effect.
However, as a robustness check, below I show results of a regression with Madrid as the The public firm AENA manages all the airports in Spain as a monopoly. 4 All revenues of this firm come from charges paid by airlines and from commercial activities undertaken in their facilities so that it does not receive subsidies from the government. The integrated management implies the existence of cross-subsidies from large (and profitable) airports to small airports (with financial loses). Thus, the main goal of the airport operator in Spain is to sustain the smaller airports rather than generate positive externalities in big cities.
In this regard, the airport of Barcelona is one of the most profitable airports of AENA so that its investments are self-financed. 5 Hence, investments in the airport of Barcelona at a time that was severely congested may be explained by the expectations of more passengers 4 AENA has been partially privatized in 2015.
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Financial information of Spanish airports can be found on this website:
http://www.aena.es/csee/Satellite/Accionistas/es/Page/1237569009199/1237568522644/Cuentasanaliticas.html (and the associated revenues) and these passengers may travel for a great array of purposes.
Hence, such investments should be exogenous to FDI flows. is zero on non-stop flights. Note we should add the risk associated with missing the 8 Given that most trips are made in order to undertake an activity at the destination, the demand for transportation services depends not only on the monetary price of the trip but also on the travel time,
Main variables and methodology
since the latter implies a disutility for the transport user (Button, 2010) . The sensitivity of business passengers to time is much higher than that of leisure passengers connection as an extra cost of the fastest indirect connection. Furthermore, waiting time is directly related to the service frequency. Thus, non-stop flights may reduce the waiting time and this reduction will be proportional to the flight frequencies offered.
Taking this into account, I need to address the potential simultaneous determination between air frequencies and FDI. I consider the following instrument for the air frequency variable: air frequencies from the destination country to European airports (European Union, Norway, Switzerland and Iceland). I do not include flights to Spain and hub airports in the sum of frequencies to European airports.
The variable of air frequencies to European airports should be a good instrument of air frequencies to Barcelona. Both variables are correlated because a higher demand of air services in airports of the destination country may lead to higher frequencies to both the airport of Barcelona and to the airports of the rest of Europe.
However, the demand for air services between European airports and the destination European airports at which a network airline was dominant throughout the period of study.
Following these criteria, I exclude these airports for the variable of air frequencies to
European airports (in parenthesis it is shown the network carrier that dominates the airport): 
Control variables
As control factors, I use similar variables to those used in the previously cited studies about bilateral FDI flows. Table 2 shows the variables used in the empirical analysis, the descriptive statistics and the sources of information.
Insert Table 2 about here
As control variables, I include population and gross domestic product (GDP) per capita of the destination countries, and the distance between Barcelona and the largest city in the destination country. The expected sign of the population variable is positive, while the expected sign for the GDP per capita variable is also positive although this variable may reflect a range of different factors, including the endowment of skilled labor, labor costs or the quality of institutions. I also incorporate a variable for the annual GDP growth of the destination country to take into account its specific business cycle.
Distance is usually used as a proxy of trade costs. While the expected sign for this variable is clearly negative for trade, the literature on FDI finds contradictory results. Some authors find a negative relationship between FDI and distance (i.e., Stein and Daude, 2008; Wei, 2000; Wren and Jones, 2011) while others find a positive relationship (i.e., Egger and Pfaffermayr, 2004; Loungani et al., 2002) . As suggested by Egger and Pfaffermayr (2004) , distance may exert a direct impact on both trade and FDI. Hence, the impact of distance on FDI is a priori ambiguous. A positive relationship may be expected for horizontal FDI in which a firm produces abroad rather than for exports. In contrast, a negative relationship may be expected for vertical FDI in which a firm that has a geographically fragmented production process both produces and exports. Thus, the uncertain impact of distance on FDI may be due to the fact that FDI data are usually a mix of horizontal and vertical flows.
Given that the focus of the paper is to estimate the impact of the ease of information transmission on FDI flows, I add two variables that may control for this. I include an index variable that is aimed to capture the level of taxation in the destination countries. Given the difficulties in obtaining complete data for a long-time span, this variable is constructed as an index variable. Higher taxes can be expected to discourage FDI flows (see for example Baccini et al., 2014 or Brulhart and Schmidheiny, 2015) .
Finally, I include dummies grouping the countries by geographical area; namely North America, Latin America and the Caribbean, the Near and Middle East, the Far East, Maghreb and the former Soviet countries (with the European Economic Area serving as the geographical area of reference). In this regard, a variable that it is typically included in the analysis of the determinants of bilateral FDI flows is a dummy for common language (and/or common civil law) in order to take into consideration a factor that might reduce the transaction costs of doing business. Hence, I expect a positive sign for the coefficient of the variable for Latin American and the Caribbean, while the expected sign for the other geographical area dummies is less clear. Furthermore, the regional dummies may be capturing some specific issues as for example the economic links between Barcelona and European countries due to tourism. To this point, it is worth mentioning that an important proportion of short-haul traffic in Barcelona airport is due to tourism although the number of tourists coming from countries not so close like Russia is also remarkable. Finally, note that all models include unreported year dummies.
ESTIMATION AND RESULTS
I estimate the following equation using data of FDI flows between the region of Barcelona and several countries of all over the word, where the sub-index k makes reference to the pair Barcelona-destination country, c to the destination country and t to the period: extreme values so that it is severely positively skewed with a non-normal distribution. 10 In the context of this research, outliers represent important information about the relationship between the variables. Indeed, observations that can be considered outliers may indicate a major investment in a particular year, which is in itself an objective of this study. Thus, I
cannot exclude outliers from the regressions.
Note also that the log transformation of the dependent variable can be used to make highly skewed distributions less so. A problem that arises when using the log of FDI as a dependent variable is how to deal with the observations with zero values, since these observations may convey important information, as is the case with outliers. A potential solution is to transform the dependent variable by, for example, adding 1 to all observations. However, this is an ad-hoc approach and it forces distributional assumptions that may not be best suited to the data.
Another possible solution for a model with a continuous zero inflated dependent variable is to implement a two-step sample selection model. However, such model assumes an underlying normal distribution, which is not common in those applications when zeros represent actual responses instead of censored or missing values. Note also that the first step of the two sample selection model is doubtful in the context of this research as the non-zero values may range from close to zero to millions of Euros. Furthermore, the non-normality of the dependent variable is also found in the sub-sample that excludes observations with zeros.
Note also that the log transformation is troublesome for the explanatory variables as the variable of main interest in the analysis, the total number of non-stop flights to Barcelona, has many observations with zeros. In particular, the observations with zeros represent half of the entire sample. Thus, the use of logs in the explanatory variables would imply to miss a lot of 10 The Doornik-Hansen test for multivariate normality and skewness and the kurtosis normality test for the dependent variable confirm these distributional problems. An additional advantage of both techniques is that the log transformation can be used without imposing a transformation of the dependent variable by implementing the log-link function in the case of the GLM with a gamma distribution, and estimating the model by a 11 Note that PPML does not require the data to follow a Poisson distribution so that it can be used when the dependent variable is a continuous variable (Gourieroux et al., 1984 Table 3 shows the results of the estimates applying the different techniques described above. In all regressions, the variable of air frequencies is positive and statistically significant.
The computed elasticities at sample means differ depending on the estimation technique used.
If we examine the elasticities obtained in the regressions using PPML and the gamma distribution, a 1 per cent increase in the number of air frequencies leads to about a 0.15 per cent increase in FDI flows. Such elasticity is about 0.4 in the regression that uses OLS and 2SLS, and it is about 0.25 in the regression that uses the negative binomial distribution.
Insert Table 3 Results for the control variables are similar regardless the econometric technique used. As expected in gravity equations, the variables of population and GDP per capita are positive and statistically significant in all regressions. Furthermore, the variable of distance is negative and statistically significant.
The dummy variable for Latin American and Caribbean countries is positive and statistically significant in all regressions and the magnitude of its coefficient is much higher than that of the dummies for other geographical areas. With the exception of Brazil, all countries in this geographical area share a common language with the urban area of Barcelona. Furthermore, the variable of broadband penetration is positive and statistically significant in all regressions except that using GLM with a gamma distribution in which it is positive but not significant. Finally, the variable of difference in time zones is negative and statistically significant in all regressions except that using PPML.
As for the other control factors, domestic credit seems to act as a complement of FDI (2006) show that models with the gamma distribution may perform worse than PPML when the measurement error is appreciable which may be the case in regressions with several countries. Finally, the negative binomial model is used more frequently for count data Table 4 shows the results of the estimates using different instruments for air frequencies. It is also shown the first-stage results of the instrumental variables procedure. The aim of these regressions is to examine the sensitiveness of results for the air frequency variable to the use of different instruments. Hence, for the sake of simplicity, I only report results for the air frequencies variable.
Insert Table 4 Similarly, the use of air frequencies to all airports seems to reduce the magnitude of the elasticity although it is still statistically significant. The estimated elasticity when I use lags of the endogenous explanatory variable is similar to that obtained when I do not apply an instrumental variables procedure. Overall, I could infer from these results that the elasticity of FDI to air frequencies is slightly lower after controlling for the endogeneity. Table 5 shows the results of the estimates of two different regressions that use inward and outward FDI as dependent variable, respectively. While the variable of air frequencies is positive and statistically significant in both regressions, the obtained elasticity is higher in the regression that uses inward FDI as dependent variable. Hence, better air connections between the region of Barcelona and the destination country seem to have benefits in terms of higher investments for the two endpoints although the effect is stronger for Barcelona as investment recipient.
Insert Table 5 about here
Results for the control variables are similar as those reported in table 3. Interestingly, the variable of broadband penetration is positive and statistically significant in both regressions.
Furthermore, the burden tax variable is negative and significant for both inward and outward FDI. While the negative sign of the coefficient of the tax variable is not surprising for inward FDI, less clear is the interpretation of this result for outward FDI.
It is also remarkable that the coefficient on openness is positive and statistically significant with inward FDI suggesting that there are complementarities between trade and inward FDI.
Given that vertical FDI or cross-border mergers can be expected to be encouraged by a greater degree of openness, such result suggests a stronger role of these types of investments in
inward FDI. Table 6 shows the results of the estimates with different control variables. In the first regression, I only consider as control variables the essential variables of gravity models; population, GDP per capita and distance. In the second regression, I add the dummies for the different geographical areas considered in the analysis. In the third regression, I consider all control variables except the dummies for the different geographical areas. In the fourth regression, I use three lags of the GDP per capita variable instead of current values to check the influence on the results of the potential endogeneity problem of this control variable as FDI flows may have an impact on GDP per capita. 13 In the fifth regression, I use as an additional explanatory variable the interaction between the variables of broadband penetration and air frequencies to examine the differential impact of air frequencies given a higher broadband penetration.
Insert Table 6 about here 13 To this regard, the explanatory variable refers to the GDP of the destination country and the potential endogeneity problem should be more worrisome for the GDP of the region of origin.
The omission of some relevant control variables could distort the identification of the effect of air frequencies on FDI flows. In this regard, results of the two first regressions reported in table 6 provide elasticities slightly higher than in previous regressions, while the elasticity reported in the third regression is slightly lower. In any case, the use of different control factors confirms the variable of air frequencies has a positive and statistically significant impact on the magnitude of FDI investments.
The use of three lags of the GDP per capita variable instead of current values does not alter the results for the main variable of interest (air frequencies), and for the GDP per capita variable. Interestingly, the interaction variable (broadband x Air frequencies) is negative but not statistically significant. Hence, the substitution effect between broadband and air services seems to be modest. Table 7 shows the results of the estimates with three different sub-samples. In the first Insert Table 7 about here Again, the variable of air frequencies is positive and statistically significant in the three regressions. In the sample that focuses on observations with positive values in the FDI and air frequencies variables, the elasticity of the air frequencies variable is slightly higher than in previous regressions although the control variables seem to work worse.
In the sample for non-EU countries, the computed elasticity is higher than that obtained in the regressions that use the whole sample. In particular, a 1 per cent increase in the number of air frequencies leads to about a 0.6 per cent increase in FDI flows. In the restricted sample that excludes countries with several cities connected by air to Barcelona, the elasticity of the air frequencies variable is lower (but still statistically significant) than that obtained in the previous regressions.
Finally, Table 8 shows the results of the estimates with a dataset that adds Madrid as the region of reference. In the first regression, I focus on the region of Madrid. In the second regression, I show the results with both regions (Barcelona and Madrid) as reference regions.
In the third regression, results with the regions of Barcelona and Madrid are considered including destination country fixed effects. If I use country fixed effects instead of regional dummies with one region of reference (either Barcelona or Madrid), the PPML model with an endogenous explanatory variable does not converge to any value. It could be the case that the sample is too small to handle 81 country fixed effects. However, the regression that includes observations for Barcelona and Madrid uses a sample that doubles the number of observations with the same fixed effects. In this latter regression, the model converges even with the inclusion of country fixed effects.
Again, the variable of air frequencies is positive and statistically significant and the elasticities are higher to those obtained in previous regressions. Given that Madrid and Barcelona concentrate most of FDI from/to Spain and most of international travel for business purposes, results of my analysis can be generalized not just to Barcelona but to the whole country. Note also that the heterogeneity in the regions of reference (being Madrid the political capital of the country and its airport a hub of a network carrier) does not seem to alter the main result of this paper; the existence of a strong relationship between air frequencies and FDI.
CONCLUSIONS
In this paper, I find evidence that the reduction in travel time due to the availability of non- My results suggest the existence of positive externalities associated with the expansion of airport capacities. However, having said that, the aim here is not to provide a comprehensive welfare analysis of airport capacity expansions. Furthermore, an implication of this paper is that the innovations associated with electronic communications do not appear to eliminate the role of transportation in facilitating face-to-face contacts.
Finally, the results need to be seen in the broader context of the current debate concerning the lifting of regulatory restrictions in the airline market. These markets in Europe and the U.S. have been affected in recent years by the increasing presence of foreign airlines. While this is seen as being a motive of concern for managers of European and U.S. network airlines, this paper shows that the increasing presence of foreign airlines can bring new business opportunities for regions due to improved connections with the rest of the world. 2131.97*** -1134 Notes: a) Standard errors in parenthesis. They are robust to heteroscedasticity in all regressions, and clustered at the country level in the OLS, 2SLS and PPML regressions. In the GLM regressions, I impose an exchangeable within country correlation structure. b) Statistical significance at 1 percent (***), 5 percent (**), 10 percent (*). c) Instrument of air frequencies is air frequencies to European airports (except Spain and hub airports). Stata only report tests for the suitability of instruments in the 2SLS regressions. In this regression, the partial R 2 of the instrument is 0.69, and the underidentification test (Kleibergen-Paap test) takes a value of 79.53 being statistically significant at the 1 percent level.
TABLE 4. Results of the estimates (PPML)-Different instruments
Notes: a) Except Spain and hub airports. b) Except Spain. c) Standard errors in parenthesis. Standard errors are consistent to heteroscedasticity in all regressions, and clustered at the country level. d) Statistical significance at 1 percent (***), 5 percent (**), 10 percent (*). e) First-stage results come from the control-function estimation because the GMM procedure does not report them. Standard errors are consistent to heteroscedasticity in all regressions, and clustered at the country level. b) Statistical significance at 1 percent (***), 5 percent (**), 10 percent (*). c) Instrument of air frequencies is air frequencies to European airports (except Spain and hub airports). d) In the regression with EU countries excluded, North America is the geographical area of reference. In the regression for observations with no zeros in FDI and air frequencies and the regression that excludes countries with several cities having non-stop flights, the geographical area of reference is the European Economic Area. e) In the regression for observations with positive values in FDI and air frequencies, all continuous variables are in logs. f) I use the control-function estimator in the regression with EU countries excluded because the GMM estimator does not converge to any value. 
