Machine learning schemes are employed to predict which local minimum will result from local energy minimisation of random starting configurations for a triatomic cluster. The input data consists of structural information at one or more of the configurations in sequences that begin at random geometries and converge to one of four distinct local minima. Two of the three interatomic distances are used, with systematic comparisons of the predictions obtained using sequences of configurations starting from different positions in the optimisation pathways. The objective is to predict which of the four possible outcomes will result within a given tolerance, at the lowest possible computational cost. The ability to make reliable predictions, in terms of the energy or other properties of interest, could save significant computational resources in sampling procedures that involve systematic geometry optimisation. Results are compared for two energy minimisation schemes, and for neural network and quadratic fitting functions. We find that prediction quality is mostly determined by the configuration that lies closest to convergence for the neural networks, but there can be some benefit in using sequences of configurations for the quadratic function.
I. INTRODUCTION
Several recent contributions have addressed the application of methods developed to explore molecular potential energy landscapes [1] [2] [3] to the solution space defined by the parameters of a neural network. [4] [5] [6] [7] Fitting these parameters to a set of training data, where each entry has an associated outcome, produces a predictive classification tool belonging to the field of machine learning. 8, 9 The potential energy landscape employed in molecular science is replaced by the machine learning (ML) landscape of the objective function that is minimised in the fitting procedure. This objective function is generally defined in terms of the difference between the predicted and true outcomes, corresponding to a cost (or loss) function. Non-convex cost functions can generally exhibit a range of local minima, [10] [11] [12] [13] and the connections between them via transition states (saddle points of Hessian index one) define the connectivity of a transition network. 3, 14, 15 We have described the application of energy landscape methodology based on previous work for molecular structure, dynamics, and thermodynamics in previous reports, where more details can be found. 6, 7 In particular, we have examined how features of the corresponding landscape defined by a machine learning procedure are connected to the appearance of thermodynamic analogues, such as the heat capacity.
The present work builds upon our initial study of geometry optimisation for a triatomic cluster 6, 7 to focus on the effect of memory. Machine learning is used to predict which local minimum will be found from the set of possible solutions, using one or more configurations from an energy minimisation sequence. This is a classification problem in terms of a known solution set, as opposed to ab initio structure prediction. The relevant applications involve repeated local minimisation to associate points in phase space with particular local minima, or with local minima corresponding to energies or other properties of interest that lie in specific ranges (bins).
In particular, the basin-sampling approach to global thermodynamics provides a powerful way to overcome broken ergodicity, 16 exploiting regular local minimisations to generate statistics for a two-dimensional array of instantaneous and quench energy bins. Accurate thermodynamics have been obtained for benchmark atomic clusters, where the equilibrium structure changes at temperatures for which the intervening barrier is very large compared to the available thermal energy. Systematic minimisation has also been used to calculate the absolute volume of basins of attraction for local minima corresponding to three-dimensional jammed packings, and hence access measures of configurational entropy in granular packings. 17 The ability to terminate geometry optimisation earlier to save computational resources, 18 while retaining sufficient confidence in the classification of the resulting minimum, has the potential to accelerate sampling significantly.
Before considering applications to larger systems that pose significant challenges for sampling global equilibrium thermodynamics, we wish to explore and provide benchmarks for some simpler molecules. The present results further this aim in several ways. To make the classification more challenging we employ two of the interatomic distances, rather than all three. To investigate the effect of memory, or correlations, in the input data we analyse the effect of including successive configurations. Using such sequences might help to highlight the key geometrical parameters that determine the classification, and average out noise in the data. We also consider results for two energy minimisation algorithms and two fitting functions for the machine learning component.
The machine learning classifications require the possible outcomes to be known in terms of the available local minima. For the simple test system considered in these benchmark calculations there are four possible results, and we employ fitting parameters obtained in training to make predictions for configurations that appear anywhere in minimisation sequences for a separate testing database. Since these minimisations were also followed to convergence, we can quantify the accuracy of the predictions by calculating area under receiver operating characteristic plots, as described in §IV. In practical applications the geometry optimisation would be terminated before convergence, and a prediction would be made for the classification. For complex systems it may be useful to attempt classification to bins where some property of interest lies in a specified range.
To analyse thermodynamics this property would probably be the potential energy, but it may also be useful to classify predictions in terms of structural order parameters that distinguish different morphologies, such as close-packed or icosahedral motifs for atomic clusters. 16, 19, 20 Our results indicate that for neural network fits, the reliability of the predictions for the outcome of local minimisation depends mostly upon how close the latest known configuration is to convergence, and that including memory of previous configurations in the minimisation sequence does not have much effect. This conclusion holds for both the geometry optimisation schemes considered. However, a potentially significant systematic improvement in prediction quality is observed when the neural network fit is replaced by a quadratic function of all the inputs ( §V).
We also note the importance of choosing a regularisation parameter that is small enough not to exclude regions of parameter space that support the most accurate fits.
II. GEOMETRY OPTIMISATION FOR A MODEL TRIATOMIC CLUSTER
The cluster considered here has previously served as a benchmark to visualise and compare the performance of different geometry optimisation techniques. [21] [22] [23] The interatomic potential is a sum of pairwise Lennard-Jones terms 24 and a three-body Axilrod-Teller contribution, 25 which corresponds to an instantaneous induced dipole-induced dipole interaction. Here it simply represents a convenient way to tune the number of local minima on the molecular potential energy surface, defined by
where θ 1 , θ 2 and θ 3 are the internal angles of the triangle formed by atoms i, j, k. r ij is the distance between atoms i and j, and the parameter Z scales the magnitude of the three-body term. All the present results correspond to Z = 2, for which there are three linear local minima (potential energy To distinguish between the energy landscape defined by stationary points of the cluster, and the landscape defined by stationary points of the ML objective function, we will refer to the molecular energy landscape and the ML landscape, respectively.
We first considered a database of 10,000 local minimisation sequences starting from random coordinates in a cube of side length 2 √ 3 reduced units, as described in our previous report. 6 5, 000 sequences (chosen at random) were used to train the networks, and the other 5,000 were used for testing. To create this database a customised LBFGS routine (a limited memory version of the quasi-Newton Broyden, 26 Fletcher, 27 Goldfarb, 28 Shanno, 29 BFGS procedure) was used, with a convergence condition on the root mean square gradient of 10 −6 reduced units. The outcome of each geometry optimisation is one of the four local minima, which are numbered from 0 to 3: 0 refers to the triangle, and 1, 2 and 3 refer to the linear minima with atoms 1, 2 and 3 in the centre position. Our aim is to predict this result based on information from one or more of the intermediate configurations in the series of steps leading from the initial high energy structure to a minimum. Specifically, in this study, we investigate whether more accurate predictions can be obtained by including data from sequences of configurations from each minimisation, and how the results depend upon where the configurations are taken from, in terms of the number of steps from convergence.
From the structural and energetic properties of each configuration we chose the two distances r 12 and r 13 for training and testing the neural networks. This choice will make it harder to distinguish outcomes 0 and 1, since the corresponding distances only differ by about 5% in the two minima. The number of geometry optimisation steps in the minimisation sequences in the database varies from 11 to 91. To define a convenient input format we extracted r 12 and r 13 at each step.
We stored these inputs for the configuration corresponding to the converged minimum at position 1, for the configuration before convergence at position 2, etc., up to the r 12 and r 13 values for the initial random starting configuration, which appeared between position 11 and position 91, depending on the minimisation sequence. We duplicated the entries for the random starting configuration where necessary, so that each sequence contained 91 entries for r 12 and r 13 . This padding corresponds to a worst case scenario for sequences shorter than the number of steps to convergence under consideration.
Training and testing results were obtained for input data consisting of r 12 and r 13 values at one, two and three successive configurations, varying the first entry systematically from index one (the converged minimum) to entry 80. For example, in the runs based on three steps, the results beginning from step 80 involve configurations 80, 81 and 82. As described above, for minimisation sequences with fewer than 80 steps these three entries each correspond to r 12 and r 13
at the random starting configuration. Hence the influence of a short minimisation sequences will not change when the first step considered is greater than or equal to the total number of steps in that series. There are certainly other ways to deal with the different sequence lengths, but we do not believe our principal conclusions would be affected.
To provide further insight we have compared results obtained using the Bulirsch-Stoer algorithm for minimisation, instead of LBFGS, and we have tested a quadratic fitting function for comparison with the neural network (described in §III). The Bulirsch-Stoer algorithm provides a numerical solution of the steepest-descent equations using rational function Richardson extrapolation and the modified midpoint method. [30] [31] [32] [33] Optimisations were initiated from the same set of 10,000 starting points as for the LBFGS runs, and 9,000 successful minimisation sequences that converged to a root mean square gradient of 10 −5 reduced units in 1,500 steps or less were used to create a new database. The number of steps required is typically at least an order of magnitude more than for LBFGS, as expected for a steepest-descent approach. 23 As for the LBFGS results, the configurations were indexed with the final converged configuration in position 1 running through to the starting configuration and then duplicating that structure, if required, to produce 1,500 entries for each sequence. In this case we tested memory effects by considering blocks of one, ten, and twenty successive configurations, starting from all possible positions in each minimisation sequence. The larger block sizes are required for comparison with the LBFGS results, because the step length in the Bulirsch-Stoer sequences is typically an order of magnitude smaller. The training and testing sequences consisted of non-overlapping sets of 4,500 sequences chosen at random from the database of 9,000 optimisations. In this case we considered one value for the regularisation parameter λ of 10 −5 . The training results for the three different block sizes positioned at all possible distances from convergence in the sequences of 1,500 configurations required nearly 18,000 basin-hopping global optimisation runs. The same parameters were used for these basin-hopping surveys of the ML landscape as for the LBFGS training data.
III. NEURAL NETWORK AND QUADRATIC FITS
Our initial investigations of ML landscapes have employed artificial neural networks, since the corresponding objective function has analytic derivatives, and has been used quite widely in molecular science. The networks consisted of N in = 2, 4, or 6 inputs for data constructed using r 12 and r 13 at one, two and three successive steps in each geometry optimisation sequence for the LBFGS minimisation sequences of configurations. Each output layer contained N out = 4 nodes (or classes), for the four local minima. Results were compared for a single hidden layer consisting of three, four, five, and six nodes. A single hidden layer is known to be sufficient for a wide variety of applications, 8 and the overall structure follows the architecture used by Brown, Gibbs and Clary in their application to fitting intermolecular potentials. 34 The inputs can be written as Z = {z 1 , . . . , z N data }, with each component having dimension
The output at node i is
with activation functions φ 2 (ξ) = tanh(ξ) and φ 1 (ξ) = ξ, bias values w 
Training was performed for N data = 5, 000 of the LBFGS minimisation sequences. The resulting objective function included an L2 regularisation term, intended to prevent overfitting, proportional to a parameter λ, to give
Here was not actually used here, since it has no effect for the chosen activation functions.
This ML objective function and derivatives have been implemented in the GMIN global optimisation program 35 and the OPTIM code for analysing stationary points and pathways. 36 Minimisation of the ML objective function E NN (W; Z), employed the same customised LBFGS routine that we used to create the initial database of geometry optimisation sequences.
To provide a comparison with the neural network fits an alternative quadratic function was considered for each output:
This formulation involves a fitting function with N out (1+N in (N in +3)/2) variables. The calculated outputs were then used to produce softmax probabilities p Q i analogous to equation (3), with an objective function
analogous to equation (4) . Analytic first and second derivatives have again been implemented in GMIN and OPTIM. The quadratic fit was used to provide a comparison for the database of LBFGS optimisation sequences, as described in §V.
IV. EXPLORING THE ML LANDSCAPE AND QUANTIFYING PREDICTIONS
The ML landscape was explored for each set of training data using basin-hopping (BH) global optimisation, 37-39 as described in previous work. 6, 7 Locating the global minimum is straightforward for the systems considered here, and we chose basin-hopping parameters to provide a wider sample of low-lying minima for E(W; Z), to check the quality of predictions obtained using alternative fits. The BH runs each consisted of at least 1,000 BH steps, and some were repeated for 10,000 steps to check that the minimum producing the best predictions for each testing set had been included, which was always found to be the case. Checks were also conducted for different BH step size and temperature parameters, none of which changed the results reported below.
To compare the predictions we studied the area under curve (AUC) for receiver operating characteristic (ROC) plots. The ROC curves are plots of the true positive rate, T pr , against the false positive rate, F pr , as a function of the threshold probability, P , for predicting convergence to the equilateral triangle, rather than one of the linear minima. Hence
where Θ is the Heaviside step function and δ is the Kronecker delta. The AUC values were obtained by numerical integration of
The AUC value is interpreted as the probability that for two optimisation series chosen at random from the sets that converge to the triangle and to a linear geometry, the prediction will discriminate between them correctly. The predictions are roughly classified as 'fair' for AUC values between 0.7 and 0.8, 'good' in the range 0.8 to 0.9, and 'excellent' in the range 0.9 to 1.
V. RESULTS
The key results for the neural network formulation are illustrated in Figures 1 and 2 To check that the neural network parameters of the global minimum obtained with the training set are an optimal choice for the testing data, the AUC values were calculated using all the applicable local minima from the basin-hopping surveys with the training data. The highest AUC value obtained for the testing database and training fits corresponding to the same number of hidden nodes with all three values of λ is compared with the results for the global minimum in Figure   2 . Here the training data consisting of a single configuration was used, and solutions obtained for configurations taken from all positions in the minimisation sequences from 1 to 80 are admitted.
Since these AUC values include the result for the global minimum, the resulting maximum value AUC curves must always lie on or above the curve corresponding to that solution. Figure 2 shows that the global minimum does indeed provide predictions that are close to optimal, especially in the most important range corresponding to higher accuracy. This result demonstrates that basinhopping global optimisation is an effective way to locate a solution that is unlikely to be improved significantly for the testing set by any other local minimum, in agreement with observations for very different applications. 
VI. CONCLUSIONS
The ability of machine learning fits to predict the outcome of energy minimisation in terms of the possible local minima has been investigated for a simple triatomic molecule. The effect of varying the number of successive configurations used as input data is examined, using two of the three interparticle distances at successive steps in the geometry optimisation sequence. This choice makes it more difficult to discriminate one of the three linear minima from the equilateral triangle, because the two distances in question are 1.1087 and 1.1687 in the two structures, respectively. We have compared results for geometry optimisation sequences obtained with an LBFGS minimiser and the Bulirsch-Stoer steepest-descent approach, and for neural network and quadratic fitting
functions.
The quality of the classification predictions mainly depends on the configuration closest to convergence for the neural network fits. Using additional data corresponding to previous configurations in the minimisation sequence does not have much effect. Hence it does not seem worthwhile to increase the dimensionality of the fitting procedure and the network to include additional configurations beyond the most recent one in this framework. To investigate whether this result reflects the use of previous gradients and steps in constructing the approximate inverse Hessian update for the LBFGS approach, we compared results obtained using Bulirsch-Stoer minimisation. As expected, 23 many more iterations are required to achieve convergence using steepest-descent, and including memory in terms of sequential configurations as input data again has little effect for the neural network fits.
Since the LBFGS procedure used here has proved to be particularly powerful in previous benchmarks 41 this formulation corresponds to the framework that is most likely to be employed in applications. For the neural network fits, accurate predictions are obtained for configurations within about 20 steps of convergence, and beyond about 30 steps there is little further variation.
Furthermore, the predictions obtained using parameters corresponding to the global minimum for the training data are generally close to optimal for the LBFGS minimisation sequences, compared to alternative low-lying minima sampled during basin-hopping global optimisation surveys. However, for the Bulirsch-Stoer steepest-descent approach it may be beneficial to combine predictions from local minima of the training landscape. For both minimisation algorithms the accuracy of predictions, and the degradation of AUC values as the testing data shifts further from convergence, does not change significantly when more hidden nodes are used, so long as λ is not too large. How-ever, a systematic improvement does appear for the LBFGS sequences when longer sequences of configurations are used if a quadratic fitting function is used in place of the neural nets. This result may reflect the quadratic rather than linear increase in the number of fitting parameters with the number of inputs, and further investigation appears warranted.
We finally note that if the regularisation parameter λ, which is intended to reduce overfitting, is too large, accurate fits can be excluded. Using more hidden nodes or more input data, in the form of successive configurations, can partly counter this effect, probably because the number of variables involved in optimising the network increases. Systematic approaches to the choice of regularisation parameters, such as Bayesian analysis, 42 might provide additional insight. There will be more local minima when λ is smaller, 6 so locating the global minimum reliably will require more basin-hopping steps. However, alternative low-lying minima for the training data often provide predictions of comparable accuracy. Hence it may be best to choose a smaller value, to ensure that accurate solutions are not excluded by regularisation. Future work will investigate to what extent all these observations carry over to more complex systems. The three columns correspond to regularisation parameters λ = 10 −3 , λ = 10 −4 , and λ = 10 −5 . Results are shown for input data corresponding to the distances r 12 and r 13 at one, two and three successive points in each minimisation sequence. The horizontal axis gives the value of the first configuration in the sequence.
The curves are labelled with the number of data points used in the first column for λ = 0.001, where the behaviour close to convergence can be rather different when memory previous configurations is included. 
