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Electrode Reactions in Slowly Relaxing Media
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1)Department of Physics and School of Molecular Sciences, Arizona State University, PO Box 871504, Tempe,
AZ 85287-1504 a)
2)Brookhaven National Laboratory, Chemistry Department, Box 5000, Upton, NY 11973-5000,
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Standard models of reaction kinetics in condensed materials rely on the Boltzmann-Gibbs distribution for
the population of reactants at the top of the free energy barrier separating them from the products. While
energy dissipation and quantum effects at the barrier top can potentially affect the transmission coefficient
entering the rate preexponential factor, much stronger dynamical effects on the reaction barrier are caused by
the breakdown of ergodicity for populating the reaction barrier (violation of the Boltzmann-Gibbs statistics).
When the spectrum of medium modes coupled to the reaction coordinate includes fluctuations slower than
the reaction rate, such nuclear motions dynamically freeze on the reaction time-scale and do not contribute
to the activation barrier. Here we consider the consequences of this scenario for electrode reactions in slowly
relaxing media. Changing electrode overpotential speeds electrode electron transfer up, potentially cutting
through the spectrum of nuclear modes coupled to the reaction coordinate. The reorganization energy of
electrochemical electron transfer becomes a function of the electrode overpotential, switching between the
thermodynamic value at low rates to the nonergodic limit at higher rates. The sharpness of this transition
depends of the relaxation spectrum of the medium. The reorganization energy experiences a sudden drop with
increasing overpotential for a medium with a Debye relaxation, but becomes a much shallower function of
the overpotential for media with stretched exponential dynamics. The latter scenario characterizes electron
transfer in ionic liquids. The analysis of electrode reactions in room-temperature ionic liquids shows that
the magnitude of the free energy of nuclear solvation is significantly below its thermodynamic limit. This
result applies to reaction times faster than microseconds and is currently limited by the available dielectric
relaxation data.
I. Introduction
The theory of nonadiabatic electron transfer at metal
electrodes has been established in theoretical work by
Marcus,1 Hush,2,3 and Levich4 and extensively tested by
a number of seminal experimental studies by Chidsey,5
Finklea,6 and Save´ant.7 Nonadiabatic rate is calculated
from the Golden-Rule perturbation theory for individ-
ual electronic transitions between the localized electronic
state in solution and delocalized conduction states in
the metal electrode.3,5,8–10 The Golden-Rule expression
is limited by a low magnitude of the electrode-reactant
electronic coupling. As the coupling increases, two effects
become important. First, at still relatively small cou-
pling magnitudes, the dynamical solvent effect alters the
pre-exponential factor of the rate constant for homoge-
neous electron transfer in solution11–15 and for the elec-
trode reaction.16–18 At even higher electronic coupling,
the barrier for electron transfer becomes affected in the
regime known as adiabatic electrode reactions.3,19–22
While the theory of the solvent effect on electron trans-
fer accounts for friction (dissipation) at the top of the
barrier15,23 and thus can be viewed as a nonequilibrium
theory, it still assumes that the population of reactants
near the barrier’s top is given by the Boltzmann-Gibbs
probability distribution. Therefore, all traditional theo-
ries mentioned above anticipate that the statistical con-
figurations of the reactants in the reactants’ well are as-
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signed Boltzmann-Gibbs probabilities. The rate k of an
activated process is proportional to the equilibrium pop-
ulation of the activated state separated by the Gibbs en-
ergy barrier ∆G† from the reactant state
k ∝ e−β∆G
†
, (1)
where β = 1/(kBT ) is the inverse temperature.
More detailed theories of the barrier crossing, following
the original Kramers formalism,23 specifically consider
the medium dynamics at the barrier top. Along these
lines, the stable states picture proposed by Northrup
and Hynes24 subdivides the system phase space into re-
actant and product stable regions, to which equilibrium
Boltzmann-Gibbs distribution applies, and the interme-
diate region near the barrier top where nuclear dynamics
are treated separately. This approach leads to memory
effects in barrier crossing related to the flux-flux correla-
tion functions for the particles entering and leaving the
intermediate region (I in Fig. 1). The separation into re-
gions requires corresponding separation between the re-
laxation time τs inside each stable region and the reac-
tion time τr = k
−1: τr ≫ τs. Since relaxation within the
reactant and product wells occurs fast on the reaction
time-scale, one can use the Boltzmann-Gibbs statistics
within the stable regions, and also apply it to calculate
the flux-flux correlation functions according to standard
recipes of the linear response approximation.25 While the
dynamics in the intermediate region are explicitly consid-
ered, the probability of reaching this region is still given
by the Boltzmann-Gibbs distribution. This perspective
is illustrated in Fig. 1, where the picture of the dividing
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FIG. 1. Schematic representation of the barrier crossing
in ergodic and nonergodic formulations of chemical kinetics.
The transition state (TS) theory considers the reactive flux
through a TS hypersurface separating the reactant (R) and
product (P) parts of the phase space, each characterized by
the corresponding Boltzmann-Gibbs distribution of statisti-
cal states. The stable states picture of Northrup and Hynes
(NH)24 distinguishes an intermediate region (I) at the bar-
rier top, where the medium dynamics are separately consid-
ered. The nonergodic kinetics can be applied to either TS
or NH formalisms by lifting the approximation of fast relax-
ation within the reactant and product wells. Only the parts
of the corresponding phase space (shown as closed regions)
with sufficiently fast dynamics, τs < τr = k
−1, are included
in the thermal bath delivering particles to the top of the bar-
rier. Boltzmann-Gibbs statistics is assumed within these con-
strained regions.
surface (TS) of the transition-state theory is confronted
with the intermediate region of Northrup and Hynes.
The nonergodic kinetics of chemical reactions26,27
makes the next step in introducing the medium dynam-
ics into the rate of activated barrier crossing. The main
difference of this perspective compared to the classical
theories discussed above is that the limitation of fast
relaxation within the reactant and product phase sub-
space, τr ≫ τs, is now lifted. The configurations allowed
for sampling by the reactants and products are limited by
the ability of the system to reach them on the time-scale
of the reaction (closed areas in Fig. 1). If some parts
of the phase space require longer time to reach, those
configurations do not contribute to the statistical aver-
ages used to calculate the reaction rate. The nonergodic
kinetics thus adopts an ensemble view of insufficient sam-
pling of the reactant and product phase space, instead of
attempting to solve the entire dynamic problem involv-
ing nonequilibrium relaxation.24 The ensemble of stable
states of Northrup and Hynes, from which the trajecto-
ries are pulled toward the barrier and which are assigned
the Boltzmann-Gibbs weights, becomes depopulated, in
addition to possible dissipative depopulation and recross-
ings at the top of the barrier considered in the Kramers
and Northrup and Hynes models.
This simple reasoning has significant implications for
rates determined through Eq. (1). Since the space of con-
figurations is now restricted, the phase space contribut-
ing to the free energy profile along the reaction coordi-
nate becomes restricted as well. The dynamics of the
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FIG. 2. Crossing of Marcus parabolas in the ergodic (dashed
lines) and nonergodic (solid lines) scenarios for self-exchange
electron transfer. The free energy surfaces Fi(X) are drawn
against the energy-gap reaction coordinate X. The crossing
point X = 0 defines the position of the activation barrier.
The Marcus activation barrier is λ/4, where λ is the ther-
modynamic reorganization energy. The nonergodic reorgani-
zation energy λ(k) is lowered compared to λ, thus resulting
in a lower activation barrier, ∆G†(k) = λ(k)/4. The barrier
height becomes a function of the rate constant, which needs to
be calculated by a self-consistent dynamic formalism,28 such
as that exemplified by Eq. (2).
system now affect not only the barrier crossing event,
but also the entire free energy profile of the reaction.
The consequence of this perspective is best understood
by considering the free energy profile of electron-transfer
self exchange shown in Fig. 2. Restricting the available
phase space lowers the reorganization energy of the re-
action from its thermodynamic magnitude λ to a noner-
godic value λ(k) (see below). This alteration propagates
into the corresponding alteration of the entire free energy
surface and leads to a lower activation barrier λ(k)/4.
The reorganization energy λ(k), and the barrier
∆G†(k) = λ(k)/4, are now functions of the rate con-
stant. This is a general outcome of the nonergodic kinet-
ics requiring that the free energy of activation ∆G†(k) is
affected by the medium dynamics through relative mag-
nitudes of the reaction time τr = k
−1 and τs. Since the
rate itself is dependent on the barrier height, it needs to
be calculated by solving a self-consistent equation
k ∝ e−β∆G
†(k). (2)
Equation 2 can be used directly to achieve a solution
for k, as we do below, or within a more complex for-
malism. Theories of barrier crossing,11–15,24 can be ap-
plied to calculate the self-consistent activation dynam-
ics, including cases of non-exponential population kinet-
ics when the rate constant is not uniquely defined.29 We
do not address these issues here and instead, for the sake
of simplicity of formulation, focus on the free energy pro-
file for electron-transfer reactions. The rates are calcu-
lated from the well-established Golden-Rule approach.4
We address electrode reactions in this picture as an im-
portant class of reactions for which the electrode poten-
tial becomes a control parameter which can potentially
3drive the reaction out of ergodicity.
The conceptual framework of nonergodic kinetics
clearly applies to electrode reactions in slowly relaxing
media. Making the electrode overpotential η more nega-
tive in the case of reduction considered below leads to an
exponential increase of the electrode reaction rate con-
stant, k = kel(η), according to the Tafel law.
30,31 With
increasing reaction rate, the electrode reaction enters the
window of nonergodic electrode kinetics when the time
of electrode discharge kel(η)
−1 and the characteristic re-
laxation time of the medium τs become approximately
equal,
τskel(η) ≃ 1. (3)
When this point is reached, the rate cannot be described
by Eq. (1) any further and Eq. (2) should be used instead.
Here, the overpotential η is the deviation between the ex-
ternally applied electrode potential E and its equilibrium
value Eeq: η = E − Eeq.
31
The electrode reactions present us with a unique capa-
bility to move, through a potential scan of the electrode,
from ergodic kinetics, following the basic prescriptions of
the transition-state theory,32 to nonergodic kinetics with
new rules for the reaction activation barrier affected by
the medium dynamics. Here, we analyze the observable
consequences of this general picture in application to elec-
tron transfer at the metal electrode. We start with a
generic case of a solvent relaxing by a single-exponential
Debye law33 and then consider a more complex case when
a continuous manifold of Debye processes, described by
stretched exponential dynamics,34 is used for the solvent.
For that purpose, we model electrode reactions35–38 in
room-temperature ionic liquids (RTILs).39–42
RTILs is a specific case of a broad list of materials char-
acterized by stretched exponential dynamics and span-
ning several orders of magnitude in their relaxation times.
Proteins is another example,43–45 along with a large num-
ber of glass formers.34 The dependence of the reorganiza-
tion energy on the rate constant λ(kel) calculated here for
RTILs is very shallow (Fig. 3). Importantly, the reorga-
nization energy does not reach its thermodynamic value
in the entire range of kel considered here. The accessible
range of rate constants is limited by the current experi-
mental window of dielectric spectroscopy.40 The depen-
dence of λ(kel) calculated here turns out to be similar to
that found previously for proteins46 (Fig. 3). This simi-
larity suggests a common phenomenology for these types
of media, which is quite distinct from a much sharper
nonergodic crossover of the reorganization energy found
for reactions in media with Debye relaxation.47
II. Rate of electrode electron transfer
Essentially all complex media show complex dynamics,
and hence deviations of their time-correlation functions
from the simple one-exponential (Debye) form. This phe-
nomenology is usually understood in two ways, which are
not necessarily opposing each other. One can view the
non-exponential kinetics as either a reflection of a large
number of Debye decay relaxation processes with their
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FIG. 3. Nonergodic reorganization energy λ(kel) calculated
for electrode electron transfer from the electrode to the fer-
rocene cation (solid lines) in [bmim+][PF−6 ] (RTIL). The hor-
izontal line marks the thermodynamic reorganization energy,
λ(0) = 0.68 eV, calculated with ǫ(ω) = ǫs → ∞ applied to
the longitudinal susceptibility in Eq. (32). The dashed line
shows results of molecular dynamics simulations for the reor-
ganization energy of bacterial bc1 complex calculated from 13
µs simulations.46 The reorganization energy for protein elec-
tron transfer is scaled down by a factor of 10 to fit the scale
of the plot. The vertical arrow indicates the lowest frequency
accessible by the dielectric relaxation (DR) spectroscopy.40
characteristic time-scales48,49 or a continuous distribu-
tion of Debye decays resulting, mathematically, in com-
plex dynamic susceptibilities and non-Debye functional-
ities for the dynamic response functions.50 The former
mechanism is often linked to dynamic heterogeneity48
and the latter mechanism can be related to intrinsically
complex dynamics of condensed materials,25 not neces-
sarily involving spatial separation of dynamically distinct
regions. The actual mechanism of appearance of many
relaxation times is not central for the description of reac-
tions in such complex media. The main feature from the
viewpoint of the reaction dynamics is that nonequilib-
rium fluctuations of the nuclear modes coupled to the re-
action need to be represented by several processes, some
fast and some slow.
This perspective offers a possibility of dynamical freez-
ing: that is, some of the modes cannot relax on the
time-scale of the reaction.26,51–54 The typical relaxation
phenomenology of polar liquids and of many complex
media (such as proteins55–57) involves two basic com-
ponents: fast ballistic relaxation58,59 and much slower
collective relaxation, which can be multiexponential or
characterized by complex dynamics (such as stretched
exponential34,48,60). For charge-transfer transitions, the
relevant dynamic property is the Stokes-shift time auto-
correlation function15,61–63
CX(t) = 〈δX(t)δX(0)〉. (4)
The correlation function CX(t) projects the nuclear
dynamics of the medium on the collective variable cor-
responding to the energy gap X(t) (as shown in Fig. 2)
between electronic energies before and after the electronic
transition, δX(t) = X(t) − 〈X〉. For electrochemical re-
actions, the initial state of the cathodic process is the
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FIG. 4. λ(η) from Eq. (7) calculated at κs = 2τs∆/~ (Eq.
(14)) equal to 2.0 (dashed line) and 8.0 (solid line). λ =
λf + λs is the thermodynamic (ergodic) reorganization (free)
energy and λ∞ is the nonergodic reorganization energy in the
fast reaction limit given by Eq. (8). The dashed vertical line
marks the crossover between the region of ergodic (E) and
nonergodic (NE) reactions. The crossover overpotential η∗ is
calculated from Eq. (15). The fast, λf = 0.2 eV, and slow,
λs = 0.8 eV, components of the reorganization energy are
used in the calculations. The electrode overpotential is scaled
with the thermodynamic reorganization energy λ = λf + λs.
electron localized at the energy state ǫ in the conduc-
tion band of the metal and the reactant in the oxidized
state with the energy EOx. The initial energy is ǫ+EOx.
The final state, after the electron transfer, has the en-
ergy of the reduced reactant ERed. The energy gap is
therefore X = ERed − EOx − ǫ. Since the energy level ǫ
in the metal is screened from the medium fluctuations,
one can put δX(t) = δERed(t)− δEOx(t) in Eq. (4). The
time dependence of the energy gap fluctuations is caused
by thermal agitation of the nuclear modes of the solvent
medium, and the stationary value CX(0) defines the equi-
librium (Gibbs ensemble) reorganization energy λ64
λ = βCX(0)/2. (5)
In contrast to this thermodynamic reorganization en-
ergy, nonergodic reorganization energy arises in theories
of activated transitions constraining the space of con-
figurations available to the system. The constraint is
dynamical, demanding that no relaxation process slower
than the reaction time contributes to the statistical av-
erages specifying the activation barrier27,65,66 (Fig. ref-
fig:0). Such constraints are mathematically represented
by the frequency filter ω > kel when the nonergodic re-
organization energy is expressed in terms of the time
Fourier transform C¯X(ω) of the Stokes correlation func-
tion. One obtains
λ(kel) =
∫ ∞
kel
χ
′′
X
(ω) dω/(πω), (6)
where χ
′′
X
(ω) = ωβC¯X(ω)/2 is the imaginary part of the
complex-valued Stokes-shift susceptibility following from
the standard rules of the linear-response approximation25
formulated in terms of the collective variable X(t). Its
imaginary part, a loss function, determines the rate of
loss of energy supplied to match a given value of X (by
say an optical excitation) into the thermal bath.
If the long-time decay of the Stokes-shift correlation
function is single exponential, as we assume here at the
first step of our modeling, one obtains27 from Eq. (6)
λ(η) = λf + (2λs/π)arccot [kel(η)τs] . (7)
Here, λf is the reorganization energy of the fast modes,
λs is the reorganization energy of the slow modes, and
τs is the characteristic relaxation time of the slow com-
ponent of CX(t).
Equation (7) is written in the form applicable to elec-
trochemistry to stress the dependence of the reorganiza-
tion energy on the electrode overpotential η through the
corresponding dependence of the the rate of electrode
electron transfer kel(η). Note that λ = λf + λs is a ther-
modynamic free energy in the standard models67 as given
by Eq. (5). It does not depend of the electrode overpo-
tential. However, when the reaction time becomes com-
parable in magnitude to the slow relaxation time τs, the
reorganization energy gains a dependence on the overpo-
tential. A representative calculation is shown in Fig. 4.
When the reaction rate exceeds the rate of slow medium
relaxation, the reorganization energy drops as a function
of η from its equilibrium value λ = λf + λs to the reor-
ganization energy of the fast reaction
λ∞ = λf + (2λs/π)arccot[κs], (8)
where the parameter
κs = 2τs∆/~ (9)
gives the ratio of the rate of activationless electrode reac-
tion (the rate of electron tunneling) to the rate of medium
relaxation. Here, ∆ = πV 2ρF ,
8,19–22 V is the electron-
transfer matrix element between the electronic state on
the reactant and a single electronic state in the metal
and ρF is the density of states at the metal’s Fermi level.
The reorganization energy λ∞ loses the status of the
thermodynamic free energy and becomes a nonergodic
energy parameter quantifying reorganization of the nu-
clear subsystem on the time-scales shorter than the
electron tunneling rate 2∆/~ (maximum (activationless)
nonadibatic rate3,68). In the general case, the reorgani-
zation energy λ(η) enters the rate of nonadiabatic elec-
trode reaction, usually obtained by integrating individual
nonadiabatic transitions over the Fermi-distributed con-
duction electrons in the metal3–5,10,69,70
kel(η) =
∆
~
(
β
πλ(η)
)1/2 ∫ ∞
−∞
e−β∆G
†(η−ǫ/e)fF (ǫ)dǫ,
(10)
where fF (ǫ) = [exp(βǫ) + 1]
−1 is the Fermi population
function and the activation barrier ∆G†(η) is the stan-
dard result of the Marcus-Hush (MH) theory
∆G†(η) =
(λ(η) + eη)2
4λ(η)
. (11)
5If the Fermi population fF is taken at zero temperature
the resulting relation is68
kel(η) =
∆
~
erfc
(
[β∆G†(η)]1/2
)
, (12)
where erfc(x) is the complementary error function.71
From Eq. (12), kel(η) → 2∆/~ at −eη ≫ λ(η). This
limit corresponds to an activationless electrode electron
transfer, the rate of which is used in defining the param-
eter κs, as discussed above in connection with Eq. (9).
While Eq. (12) gives a reasonable approximation for
the rate, a more accurate preexponential factor is cal-
culated by integrating over the Fermi distribution at a
finite temperature. The procedure suggested by Marcus
and co-workers8,9 involves neglecting or Taylor expanding
the Gaussian function exp[−βǫ2/(4λ)] in the ǫ-integral in
Eq. (10). Merely dropping this term produces an analyt-
ical form
kel(η) =
∆
~
(
π
βλ(η)
)1/2
sec
(
0.85πeη
2λ(η)
)
e−β∆G
†(η),
(13)
which is valid under the condition of e|η| < λ(η). We
have empirically introduced the factor 0.85 in the argu-
ment of sec(x) = [cos(x)]−1 to account for the terms
dropped from the expansion of exp[−βǫ2/(4λ)] in Eq.
(10). It brings Eq. (13) into good agreement with nu-
merical integration. We note that the rate calculated
here refers to a reactant placed at a specific distance from
the electrode and has the units of inverse time. It can
therefore be directly used for reactants adsorbed at the
electrode. Alternatively, when mass transport becomes
involved, the rate at a given distance is an input for the
corresponding diffusional kinetics model72 producing the
electrochemical rate in units of length/time.18 Our ex-
amples below apply to adsorbed redox species to avoid
complications from mass transport.
III. Stationary electrode current
We want to establish how nonergodicity of the acti-
vation barrier for electrode electron transfer affects the
observable electrode current. We will consider here the
simplification of the electrochemical setup in which the
reactants are assumed to be immobilized at the surface of
the electrode5,70,73 with the total surface concentration
Γt = ΓOx + ΓRed based on the surface concentrations of
the oxidized, ΓOx, and reduced, ΓRed, forms of the reac-
tant. This setup thus eliminates the need to consider the
diffusive mass transport.72
In order to gain physical insights into how non-
ergodicity modifies the electrode kinetics, we start with
a simplified and somewhat unrealistic model in which we
consider the cathodic process with a fixed concentration
of the oxidized form ΓOx = Γt. We thus consider the
reduction process A+ + e− → A. Since the model is
symmetric in respect to the overpotential, the oxidative
branch follows from the sign flip, η → −η. We calculate
the dimensionless current
i˜c = icτs/(AΓt) = kelτs (14)
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FIG. 5. Scaled cathodic current i˜c (logarithmic scale, Eq.
(14)) vs the electrode overpotential η. The calculations are
done for κs = 2τs∆/~ (Eq. (9)) equal to 2.0 (dashed line)
and 8.0 (solid line), λ = λf + λs = 1.0 eV. The dash-dotted
line (κs = 2.0) shows the standard result for nonadiabatic
electrode electron transfer, which is obtained upon substitu-
tion λ(η)→ λ in Eq. (12). The vertical dotted line indicates
the cross-over overpotential η∗ calculated from Eq. (15) and
separating the ergodic region (E) from the nonergodic region
(NE).
from the total cathodic current ic passing through the
electrode area A.
Figure 5 shows i˜c from the rate constant determined by
combining Eqs. (7) and (12). The main result from these
calculations is the identification of the overpotential of
the dynamical crossover η∗ determined by the condition
(empirically found from Eqs. (8) and (12))
τskel(η
∗) ≃ 0.7 (15)
at which an approximately exponential (Tafel law30,72)
dependence of the current on overptential switches to the
saturation limit of activationless electron tunneling be-
tween the electrode and the reactant. The MH model for
nonadiabatic electron transfer (dash-dotted line in Fig. 5)
reaches the activationless regime at −eη = λ (as follows
from the rate constant in Eq. (12) upon the substitution
λ(η)→ λ). It requires a higher cathodic overpotential to
reach the activationless reaction than in the nonergodic
model.
More detailed information about the distribution
of the reactant energy levels in the medium can be
achieved by taking the derivative of the current over the
overpotential.74–76 Within the MH model this observable
directly probes the Gaussian distribution of the oxidized
state. One obtains from Eq. (12)
−di˜c/d(eη) = κsPG(η), (16)
where
PG(η) = [4πλkBT ]
−1/2
exp
[
−β∆G†(η)
]
(17)
is the Gaussian function (see Eq. (11) at λ(η) = λ) of the
driving force −eη in the MH theory. In the nonergodic
theory, one has to include the derivative of λ(η) with
respect to η, which results in a slightly more complex
relation.
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FIG. 6. −di˜c/d(eη) calculated for nonergodic electrode kinet-
ics: κs (Eq. (8)) is equal to 8.0 (solid line) and 2.0 (dashed
line). The dash-dotted line shows the result of the Marcus-
Hush theory (MH, Eqs. (16) and (17)).
The non-Gaussian shape of the nonergodic current
derivative arises from the combination of two essentially
Gaussian functions in one plot. The reorganization en-
ergy is high at low overpotentials and one sees the ris-
ing wing of the Gaussian probability function enroute to
achieving the maximum at −eη = λ = λg+λs (cf. dashed
and dash-dotted lines in Fig. 6). However, the reorgani-
zation energy drops due to nonergodic constraints before
this limit is reached (Fig. 4). Correspondingly, further
increasing |η| (making it more negative) displays the de-
caying wing of the Gaussian function characterized by
λ∞ (Eq. (8)). What is seen in Fig. 6 is an overlap, in one
plot, of these two Gaussian curves.
IV. Cyclic voltammetry
The calculations performed in the previous section rep-
resent the idealized situation when the surface concentra-
tion of the oxidized state is not affected by the passing
of the cathodic current. Here, we turn to a more realistic
description in terms of linear sweep cyclic voltammetry
(CV), where the surface concentration changes when the
overpotential is altered with the scan rate v: η = ηm−vt.
Thus the cathodic sweep runs from ηm to −ηm with the
scan rate v.
The total electrode current i = ic − ia is composed of
the cathodic, ic, and anodic, ia, currents passing through
the area A under the applied overpotential. One can
define, following Laviron,77 the scaled current
ψ =
i
βe2vAΓt
. (18)
The equation for the scaled current is given in terms of
the surface mole fractions of the oxidized, xO = ΓO/Γt,
and reduced, xR = 1 − xO, adsorbates; Γt is the total
surface concentration. The equation for the current is78
ψ = (kO/v
∗)xO − (kR/v
∗)(1− xO). (19)
Here,
v∗ = βevτs (20)
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FIG. 7. Cathodic cyclic voltammetry wave (upper panel, Eq.
(18)) and the dependence of the overpotential of the cathodic
wave maximum, ηc, on the scaled scanning rate v
∗ (Eq. (20),
lower panel). The results of calculations with the Marcus-
Hush (MH) and nonergodic (NE) theories are compared. The
current in the NE model is multiplied by a factor of 10 in the
upper panel to bring it to the scale of ψ (defined by Eq. (18))
in the MH model. The parameters used in the calculations
are: κs = 4, λf = 0.2 eV, and λs = 0.8 eV.
is the dimensionless scan rate. Further, the scaled rates
for the oxidation and reduction reactions in Eq. (19) can
be calculated either from integration over the Fermi dis-
tribution of electron states in Eq. (10) or from the step-
wise approximation of the Fermi distribution, leading to
Eq. (12). Perturbative models are also possible,8–10 but
they produce only minor corrections to the rate preex-
ponential factor. In the case of T = 0 assumed for the
distribution of electrons in the metal, one gets
kO,R(φ) =
κs
2
erfc
(√
βλ(φ)
2
±
φ√
βλ(φ)
)
(21)
where kO,R = τskel are scaled rate constants, with “+”
and “−” applied to “O” and “R”, respectively, and
φ = βeη. Equation (13) is not very convenient for the
modeling of cyclic voltammetry because of the limited
range of overpotentials to which it applies.
The solution for xO(φ) is given as
78
xO(φ) = e
1
v∗
∫
φ
φm
ktdz
−
1
v∗
∫ φ
φm
dzkR(z)e
1
v∗
∫
φ
z
ktdy,
(22)
where kt = kO + kR. We have additionally assumed
that the sweep amplitude is large enough such that only
7the oxidized form is present at the electrode at η = ηm:
xO(ηm) = 1. With this initial condition, Eq. (22) is the
solution of the following kinetic equation
τsx˙O = −kOxO + kR (1− xO) . (23)
The results of these calculations are shown in Fig. 7.
The upper panel shows the cathodic CV peak at the
scaled scanning rate v∗ = 10−3 in the MH and nonergodic
kinetics. The nonergodic reorganization energy produces
a lower barrier and a faster rate. The population of the
oxidized state of the reactant is depleted faster, with the
resulting shift of the peak potential to a lower value and a
corresponding decrease in its amplitude. Large scanning
rates eventually result in leveling off of the peak position
as a function of v∗ (solid line in the lower panel in Fig.
7). However, reaching this regime requires very low re-
laxation times τs in Eq. (20). For most practical systems,
only v∗ ≪ 1 can be realized.
V. Electrode reactions in ionic liquids
The standard Marcus model based on dipolar polar-
ization of the bath predicts that the medium (solvent)
reorganization energy is proportional to the Pekar factor,
c0 = ǫ
−1
∞ − ǫ
−1
s . While the optical dielectric constant ǫ∞
is well defined for all media, the static dielectric constant
ǫs is expected to diverge at ω → 0 for RTILs due to their
intrinsic conductivity. This notion implies that a sam-
ple of conducting material placed in a constant external
electric field must develop surface charges, and a corre-
sponding macroscopic dipole moment, in order to render
the field inside the conductor equal to zero.79 This per-
fect screening of the external field is what is meant by
an infinite static dielectric constant,25,80,81 which cannot
be “corrected” by the conductivity loss42 in the imagi-
nary part of the frequency-dependent dielectric function
reported by dielectric spectroscopy. The “static” dielec-
tric constant of ǫs ≃ 10− 25, often cited in the literature
(∼ 15 − 35 for protic RTILs42,82), mostly refers to the
GHz domain of frequencies40,41 (down to 0.2 GHz in Ref.
82). Measurements in the kHz domain are dominated by
electrode polarization effects83,84 and do not produce re-
liable data at high temperatures; dielectric data down to
10−2 Hz are available near the glass transition.85
These comments are meant to emphasize that polar re-
sponse in ionic liquids has to refer to a specific frequency
window. Dielectric spectroscopy covers the time-scales
relevant for solvation dynamics and for many redox reac-
tions. However, since the long-time dynamics are disper-
sive and cover 2–3 orders of magnitude in time-scales,39,40
dynamic freezing of a part of the spectrum can always
be an issue. Therefore, nonergodic effects are potentially
important and RTILs are a primary target for the noner-
godic theory of electron transfer. To understand conse-
quences of nonergodic effects for electrode reactions, we
perform here calculations modeling electrode reduction
of ferrocene cation35 in [bmim+][PF−6 ].
Ionic liquids are obviously different from dipolar molec-
ular solvents,86,87 but still match in many respects di-
electric properties of molecular liquids.80,81,88,89 Polar re-
sponse of an ionic liquid is mostly due to translational
motions of the ions. Rotations of molecular dipoles m
(mostly belonging to cations90) were considered as an
alternative mechanism of polar response, but are now
viewed as a minor contribution to solvation as a result
of recent computer simulations.91,92 Our goal here is to
establish a mapping of charge density fluctuations onto
fluctuations of a dipolar polarization field, thus connect-
ing calculations of rates to dielectric measurements.
A structural fluctuation of an ionic liquid results in a
fluctuation of charge density, which can be mapped on a
dipolar polarization field. This can be illustrated by as-
signing dipoles to ionic translations (Fig. 8). The result-
ing dipolar field represents a fluctuating charge density
by its divergence, δρZ = −∇ · P. The charge density in
reciprocal space relates to the longitudinal projection of
the polarization field, δρZ
k
= ikPL(k). Therefore, charge
density fluctuations produced by ionic translations can
be mapped on the longitudinal polarization field, and
the longitudinal dipolar response can be used to model
solvation.
If the solute interacts with the charges of the ionic liq-
uid via the electrostatic potential φ0(r), the Stokes shift
susceptibility can be calculated from the linear response
approximation.25 The result is conventionally written in
reciprocal space
χ
X
(ω) = 12
∫
dk
(2π)3
|φ0k|
2k2χ˜
L
(k, ω). (24)
Here, a factor 1/2, which does not appear for the response
of the bulk,93,94 accounts for the fact that real-space in-
tegration is performed over half of the entire space since
the space occupied by the polar liquid is restricted by the
electrode. The tilde for χ˜
L
in Eq. (24) and for the related
functions below specifies the Laplace-Fourier transform25
(Laplace transform with the imaginary variable) of the
corresponding time-dependent function. Both χ
X
(ω)
and χ˜
L
(k, ω) are therefore complex-valued functions.
The longitudinal susceptibility can be expressed in
terms of the longitudinal nonlocal dielectric function of
the medium ǫ
L
(k, ω)
χ˜
L
(k, ω) =
1
4π
(
1−
1
ǫ
L
(k, ω)
)(
ǫ∞ + 2
3ǫ∞
)2
. (25)
The factor containing the high-frequency dielectric con-
stant ǫ∞ in this relation accounts for the screening of the
permanent charges by the induced dipoles described by
the Lorentz local field.94
The longitudinal susceptibility function follows from
the standard relations of the linear response theory25
χ˜
L
(k, ω) = χ
L
(k)
[
1 + iωΦ˜L(k, ω)
]
. (26)
Here, Φ˜L(k, ω) is the Laplace-Fourier transform of the
normalized correlation function of the longitudinal (nu-
8+
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FIG. 8. Schematic representation of electrostatic fluctuations
in RTILs. Translations of ions from initial positions (dashed
circles) to the final positions (solid circles) are characterized
by dipole moments ±qδrj , rotations of molecular dipoles pro-
duce fluctuations of the molecular dipoles mj . The dipole
moment is defined in respect to the center of mass of the
corresponding molecule. These two types of thermal motions
combined lead to a dipolar polarization field characterizing
electrostatic fluctuations in the RTIL.
clear) polarization field representing electrostatic fluctu-
ations of the solvent
ΦL(k, t) =
〈PL(k, t)PL(−k, 0)〉
〈|PL(k, 0)|
2〉
. (27)
The function Φ˜L(k, ω) can be alternatively written in
terms of the memory function25,95 ML(k, ω) as
Φ˜L(k, ω) = [−iω +ML(k, ω)]
−1
. (28)
Equation (28) can be viewed as a definition of the mem-
ory function, which generally is not directly related to ob-
servable properties. However, for the problem of charge
fluctuations, the memory function is related to the ob-
servable property of longitudinal conductivity σL(k, ω)
ML(k, ω) = 4πσL(k, ω). (29)
Longitudinal conductivity connects the longitudinal elec-
tric current k ·Jk to the longitudinal Maxwell field k ·Ek
as follows: k·Jk = σL(k, ω)k·Ek, where both the current
and the field oscillate with the frequency ω.
A general functionality for ML(k, ω) is unknown and
requires extensive calculations even for model systems.96
The simplest approximation is to neglect the frequency
dependence altogether. This representation conveniently
connects the general formalism with the limiting case of
Debye relaxation.33 One obtains from Eqs. (6) and (28)
λ(kel) =
1
π
∫
dk
(2π)3
|φ0k|
2
k2χ
L
(k)arccot[kelτL(k)].
(30)
Instead of a single Debye relaxation time τs in Eq.
(7), a continuous distribution of relaxation times
τL(k) = [ML(k)]
−1 enters the polar response with the
weights specified by the static longitudinal suscepti-
bility k2χ
L
(k). The contribution of the slow relax-
ation modes to the integral is reduced by the function
arccot[kel/ML(k)], which tends to zero when the reaction
rate is faster than the corresponding relaxation time.
The next level of approximation for the memory func-
tion allows one to circumvent some modeling difficulties
by connecting to dielectric experiment incorporating the
complex dynamics. It is achieved by factorizingML(k, ω)
into functions of k and ω97,98
ML(k, ω) = mL(ω)
〈|P˙L(k, 0)|
2〉
〈|PL(k, 0)|
2〉
. (31)
This factorization allows one to determine mL(ω) by sat-
isfying the connection to the k = 0 limit in Eq. (25). The
final result is
χ˜
L
(k, ω) = χL(k)
[
1 +
χ
L
(k)
χ
L
(0)
ǫs − ǫ(ω)
ǫs(ǫ(ω)− 1)
]−1
, (32)
where ǫs is the static dielectric constant. We put ǫs →∞
in the calculations presented below. This limit, taken
in Eq. (32), implies that the frequency dependence of
the longitudinal response is determined by the dielectric
modulus85 M(ω) = [ǫ(ω)]−1
χ˜
L
(k, ω) = χ
L
(k)
[
1 +
χ
L
(k)
χ
L
(0)
M(ω)
]−1
. (33)
The memory function in Eq. (28) is therefore given by
the relation
ML(k, ω) = −
iω
M(ω)
χ
L
(k)
χ
L
(0)
, (34)
which, with the account of Eq. (29), reduces to the stan-
dard result,79 ǫ(ω) = 4πiσ(ω)/ω, at k = 0.
The static k-dependent susceptibility function χ
L
(k)
in Eqs. (26) and (32) presents the main challenge for the
modeling of ionic liquids. In order to understand the
difficulties involved, one can consider the case of a non-
polarizable (ǫ∞ = 1) 1:1 ionic liquid carrying unit ionic
charges. The static susceptibility can be related to the
structure factor describing charge translations25
χ
L
(k) =
κ2D
4πk2
SZ(k). (35)
Here, κ−1D is the Debye-Hu¨ckel length, and the structure
factor of the charge density fluctuations is the sum of the
component density structure factors weighted with the
component charges zα
SZ(k) = N−1
∑
α,β
zαzβ〈ρα,kρβ,−k〉. (36)
Here, N is the total number of RTIL ions,
ρα,k =
∑α
j e
ik·rj is the reciprocal-space den-
sity field of component α, and the average
Sαβ(k) = (NαNβ)
−1/2〈ρα,kρβ,−k〉 is the density
structure factor describing self and cross-correlations
of the density fluctuations of the α and β components
of the mixture. The structure factor SZ(k) describes
9fluctuations of the charge density in a homogeneous
liquid caused by translations (density fluctuations) of
the particles carrying molecular charges.
The charge structure factor SZ(k) satisfies the long
wavelength limit
(κ2D/k
2)SZ(k)→ 1 k → 0, (37)
which guaranties ǫL(0, 0) = ǫs → ∞.
25 This condition
implies strong inhibition of the charge density fluctua-
tions at k → 0 compared to the density and rotational
fluctuations. Density fluctuations at k = 0 produce a
nonzero compressibility, and rotational fluctuations at
k = 0 are related to the dielectric constant. In contrast,
there are no macroscopic charge density fluctuations.
The requirement to satisfy the asymptote given by Eq.
(37) makes direct modeling of polar response by dense
ionic liquid a challenging task. It is often circumvented
by models employing dipolar response for the longitudi-
nal susceptibility. This is the route also adopted here.
Our approach is to model χ
L
(k) through an effective
dipolar field. The k = 0 limit is set up through Eq.
(37), which demands χ
L
(0) = (4π)−1 for nonolarizable
liquids and a corresponding polarizability correction ac-
cording to Eq. (25) for polarizable liquids. The k → ∞
limit of a dipolar function is χ
L
(∞) = 3y/(4π), where
y = (4π/9)βρm2eff is the standard one-particle parame-
ter of the dielectric theories.99,100 The effective squared
molecular dipole m2eff here is not well defined in the case
of ionic liquids. If one accounts for ionic translations
to produce one-particle dipolar fluctuations (Fig. 8), the
effective dipole should accommodate mean-square ionic
displacements
m2eff = xmm
2 +
∑
α
xαz
2
α〈δr
2
α〉 (38)
where the sum runs over the charges zα and mean-square
displacements 〈δr2α〉 of the ionic components with mole
fractions xα. Further, m is the molecular dipole in-
troduced above, with the molar fraction xm accounting
for the fact that molecular dipole moment is often as-
sociated with one of the ions, which is the cation for
[bmim+][PF−6 ] (xm = 1/2).
The existing evidence indicates that ionic liquids are
densely packed materials, in which ions are mostly
involved in glassy cage rattling101 on a broad range
of time-scales from hundreds of picoseconds to a few
nanoseconds.39,102 This physical picture implies that
mean-square displacements are mostly limited by the
ion’s cage, 〈δr2α〉 ≪ (σα/2)
2, where σα is the hard-sphere
diameter of the component. More precise assignment is
difficult to make without explicit simulations of the longi-
tudinal structure factors of an ionic liquid. However, the
value assigned to m2eff and, correspondingly, to χL(∞)
does not strongly affect the results of calculations. The
reason is the damping effect of the solute electrostatic
potential on the result of k-integration in Eq. (24). More
details on the parameterization of χ
L
(k) can be found in
the supplementary material.103
We consider a solute carrying the unit charge, with
the radius R0 placed at the distance R from the elec-
trode. The solute’s electrostatic potential in reciprocal
space becomes
φ0k = (4πe/k
2)j0(kR1)
[
1− e2ik·R
]
. (39)
Here, R1 = R0+σ/2 is the radius of the solvent-accessible
sphere, which is offset from the solute radius R0 by an ef-
fective solvent radius σ/2, which needs to be determined
(see below). The distance 2R is the separation between
the ion and its image in the metal electrode and j0(x) is
the spherical Bessel function of zeroth order.71
The image effects are always present in the dielec-
tric calculations of the electrode reorganization energy,104
and result in a linear dependence of the reorganization
energy on the inverse distance R−1 to a metal electrode.
The appearance of this dependence was questioned in
the past based on the perceived screening of the image
forces by molecular dipoles of a polar solvent.105–107 The
early calculations supporting these claims employed in-
correct dipolar structure factors and were not supported
by subsequent calculations.93,108–110 The image effects
are also found to be consistent with the standard expec-
tations in more recent simulations of electrode reactions
in ionic melts.111 The appearance of a substantial depen-
dence of the thermodynamic λ on R is also supported by
our present calculations (Fig. S1 in the supplementary
material103).
The ions making RTILs are typically large and have
their size comparable to the size of redox pairs of the
electrochemical experiment. For instance, the size of the
cation in [bmim+][PF−6 ] is estimated as 6.8 A˚ from the
van der Waals volume.39 An even larger value for an ef-
fective diameter of the ionic mixture, σ = 7.52 A˚, is es-
timated here from the compressibility of [bmim+][PF−6 ]
(σ = 7.78 A˚ is listed in Ref. 90). The approach based
on compressibility typically provides a good estimate
of the effective hard-sphere diameter of a liquid.112,113
As mentioned above, fluctuations of charge density are
suppressed at k → 0 and do not affect the macro-
scopic compressibility.25 An effective hard-sphere diam-
eter somewhat larger than the size of individual ions
can arise from strong Coulomb correlations in ionic pairs
which act as single entities from the perspective of com-
pressibility (a typical size of the ionic pair in RTIL is ∼ 8
A˚114). The diameter of the ferrocene ion,35,115 which we
use here for modeling, σ0 = 5.2 A˚, is smaller than the ef-
fective solvent diameter σ. The result σ0 < σ makes the
application of continuum solvation models, which can be
justified only in the limit σ0/σ ≫ 1, unreliable, and non-
local susceptibility functions, depending on the reciprocal
space k-vector,50,93,98,110 are required.
We model the [bmim+][PF−6 ] RTIL by using the fol-
lowing input parameters: the dielectric function40 ǫ(ω),
hard-sphere diameter σ = 7.52 A˚, density ρ = 1.37
g/cm3, dipole moment of the cation m = 4.4 D,90 and
the high-frequency dielectric constant ǫ∞ = 1.985. The
modeling of the k → ∞ limit of the dipolar susceptibil-
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FIG. 9. Stokes-shift loss function for ferrocene (R0 = 2.61
A˚, solid line) and ferrocene carboxaldehyde (R0 = 7.59 A˚,
dashed line) in [bmim+][PF−6 ] RTIL: σ = 7.52 A˚, m = 4.4
D, ǫ∞ = 1.985, y = 0.95, T = 298 K. The frequency-
dependent dielectric function40 is tabulated in the supplemen-
tary material.103 The vertical arrow indicates the lowest fre-
quency accessible by dielectric relaxation (DR) experiment.40
ity mapping the charge density fluctuations of the RTIL
requires specifying the dipolar density parameter y. The
use of the effective dipole moment as given by Eq. (38)
applies only to intermediate values of k since χL(k) re-
lated to ions’ translations decays to zero as k−4, as fol-
lows from Eqs. (35) and (36). In the limit k → ∞ only
the molecular point dipoles produce a non-zero-value of
χ
L
(∞). The approximation of a point molecular dipole
eventually breaks down at 2π/k comparable to the in-
tramolecular separation of charge.116 However, that hap-
pens at in the range of wavevectors which mostly does
not contribute to the solvation free energy. We there-
fore have chosen χ
L
(∞) based on the density of molec-
ular dipoles in the RTIL, which mostly comes from the
m = 4.4 D dipole of the cation. By adopting this approx-
imation, we likely miss some excess polarity produced by
ion translations at intermediate k-values and resulting in
the effective dipole meff in Eq. (38). We want to stress
that y is merely an effective polarity parameter charac-
terizing the dipolar field mapping the charge fluctuations
in RTIL. As mentioned above, the limit of large k does
not substantially affect the Stokes-shift susceptibility de-
termined by k-integration in Eq. (24).
RTILs in contact with solid substrates form layered
structures.114 The first layer of equal-sign ions forms a
plane of charge with the surface charge density deter-
mined by the size and packing of the ions at the interface.
The electrostatic potential drops approximately linearly
in this layer,111,117 but, in contrast to conventional so-
lution electrolytes,31 it can drop below zero (overscreen-
ing) and then approach zero with increasing distance in
oscillations reflecting layered structure of the RTIL in
the interface118–120 The oscillations are low in amplitude
at the equilibrium electrode potential, but increase in
amplitude when electrostatic potential is applied to the
electrode.111 Given this interfacial structure, it seems
reasonable to assign the effective radius of the ions in
the RTIL σ/2 to the thickness of the Stern layer (de-
fined as the layer where potential drops linearly). We
place a spherical solute with the diameter σ0 = 5.2 A˚
corresponding to the ferrocene cation, at the distance
R = R0 + σ from the electrode (see Fig. S2 in the sup-
plementary material103). This placement allows us to as-
sume that the reactant is outside the Stern layer and is in
the part of the RTIL interface where oscillations of the
potential decay to zero. Correspondingly, the Frumkin
corrections120 for the electrode kinetics are minimized.
The Frumkin corrections are generally viewed to be in-
significant for RTILs.111,120
Figure 9 shows the Stokes-shift loss function χ
′′
X
(ω)
calculated for the ferrocene cation in [bmim+][PF−6 ]. Be-
cause of the screening factor by the induced dipoles in
Eq. (25), our calculations account for the effect of the
solvent polarizability94 often neglected in computer sim-
ulations based on non-polarizable force fields. The de-
pendence of the loss function on the solute size is illus-
trated by additionally considering the cation of ferrocene
carboxaldehydrate35 with R0 = 7.59 A˚ (dashed line).
The loss function χ
′′
X
(ω) is broadly distributed, in ac-
cord with the highly stretched dielectric relaxation of
RTILs.40,82 Two characteristic peaks, at sub-picosecond
and nanosecond range of frequencies, mirror the corre-
sponding peaks in the dielectric loss functions. Integra-
tion of χ
′′
X
(ω) in Eq. (6) yields the nonergodic reorgani-
zation energy λ(kel) (Fig. 3). It slowly increases, with
lowering kel, over a very broad range of rate values to
a saturation magnitude resulting from the cutoff of the
frequency domain in the dielectric experiment.40 Since
low-frequency processes, not resolved by the dielectric
experiment, are not included in our model of the dielec-
tric constant, the dielectric function remains constant at
low frequencies, thus producing a nearly constant value
of the reorganization energy. Its value is below the ther-
modynamic reorganization energy,121,122 λ(0) ≃ 0.68 eV,
estimated here by putting ǫ(ω) = ǫs →∞ in the suscep-
tibility functions in Eqs. (32) and (33).
A shallow dependence of the reorganization energy on
the rate constant, much different from a sharp change
found for the Debye process (Fig. 4), is the result of the
stretched exponential dynamics specific to the RTILs.
A very similar slow variation of the reorganization en-
ergy with the changing observation window was found
in extensive computer simulations of proteins extending
to the microsecond length of trajectories.46 The underly-
ing phenomenology is likely common to both cases given
a highly stretched dielectric relaxation of proteins.43,123
Consistent with the slow alteration in the reorganization
energy, there are no discontinuities in the cathodic cur-
rent curves (Fig. 10). The function λ(η) is shown in the
inset in Fig. 10. The reorganization energy is still chang-
ing with the overpotential due to nonergotic restrictions
on the available phase space, but no discontinuities are
seen in this case, in contrast to the Debye relaxation sce-
nario shown in Fig. 4.
The dependence of the reorganization energy on over-
potential should cause a generally non-parabolic form for
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FIG. 10. Scaled cathodic current i˜c = icτs/(AΓt), τs = 1 ps
vs the electrode overpotential η scaled with the thermody-
namic reorganization energy λ = λ(0) = 0.68 eV for cathodic
reaction of the ferrocene cation in the [bmim+][PF−6 ] RTIL.
The inset shows the reduction of the nonergodic reorganiza-
tion energy λ(η) due to the increase in the reaction rate. The
parameters of the solvent are the same as in Figs. 3 and 9;
κs = 1 (solid lines) and κ = 2 (dashed lines) is adopted in the
rate calculations.
 !
"
#
$
%
&
'
()
*
+
'
,
-
.
/
&
,
-
0
%
 
/
$12$13$1#$14$1!$1 
%&-.+5
&6
7
&8& 1$
&6
7
&8&!1$
&
FIG. 11. −di˜c/d(eη) calculated for ferrocene in
[bmim+][PF−6 ]; κs = 1 (solid line) and κs = 2.0 (dashed line).
The rest of the parameters are the same as in Figs. 9 and 10.
the activation barrier ∆G†(η), as was already shown for
a solvent with Debye relaxation in Fig. 6. Since the de-
pendence λ(η) is significantly smoothed out in the case
of the RTILs, one does not observe sharp features in the
derivative of the current with respect to the overpotential
and, instead, a smooth curve follows (Fig. 11). It is shal-
lower on its left wing, reflecting a higher reorganization
energy at less negative overpotentials (Fig. 10 inset).
The thermodynamic reorganization energy shown in
Fig. 3 is close in magnitude to what one anticipates for
molecular polar solvents.80,81,88 However, since the relax-
ation of RTILs is much slower, fast electrode reactions in
RTILs have puzzled many researchers.89,121 Our resolu-
tion of this puzzle is in terms of nonergodic effects on the
solvent reorganization energy: the nonergodic character
of the electrode reaction, due to complex dynamics of
RTILs, leads to a significantly lower reorganization en-
ergy (Fig. 3) and a correspondingly lower activation bar-
rier. We note that our results generally apply to nuclear
solvation produced by RTILs. A corresponding reduction
of both the reorganization energy and of the driving force
is expected for homogeneous electron-transfer reactions
between the reactants dissolved in RTILs.
VI. Discussion and conclusions
The model presented here deals with the consequences
of reaction nonergodicity for electrode reactions in me-
dia with sufficiently slow relaxation such that the relax-
ation time and the reaction time are comparable in mag-
nitude. This condition leads to breaking of ergodicity
for the statistics of configurations in the reactant and
product wells (Fig. 1). Ergodicity breaking, and the re-
lated difficulties in formulating the Gibbs distribution,124
is a general phenomenon most commonly encountered in
phase transitions and relaxation of glassy materials.125
It reflects the inability of a statistical ensemble to com-
pletely sample all its allowed phase space within the time
of observation. The problem is circumvented by defining
Gibbs-weighted averages on a restricted sub-space of the
entire phase space of the system.124 In other words, the
statistical averages are calculated with the Boltzmann-
Gibbs weights within a subspace Γ
〈. . . 〉 ∝
∫
Γ
dΓ . . . e−βH . (40)
This formalism assumes that only configurational fluc-
tuations can be slow and momentum transfer is always
fast, making the kinetic temperature (β = 1/(kBT ) in
Eq. (40)) well-defined.
The definition of the restricted phase space (Γ in Eq.
(40)) is less straightforward for activated transitions,
when the activation barrier can be altered by either
changing the thermodynamic state or some external con-
ditions. This difficulty becomes particularly severe for
chemical reactions. In this case, the rate of the reaction
itself defines the observation window, which therefore has
to be adjusted self-continuously with the account for the
dependence of the activation barrier on the rate (Eq. (2)).
The restricted ensemble becomes dynamically restricted,
which is achieved by specifying the phase space region Γ
in Eq. (40)
〈. . . 〉 ∝
∫
τsk<1
dΓ . . . e−βH . (41)
The result of this definition of statistical averages is
the appearance of the dependence on the rate constant
in the free energy assigned to reactants and products.
When applied to the rate of activated transitions, this
notion leads to the formulation of the nonergodic chemi-
cal kinetics.65,66 Precursors of this concept can be found
in the isomerization theory of van der Zwan and Hynes61
and in the Sumi-Marcus theory of the dynamic solvent
effect on electron transfer.12 In both cases, solutions for
the two-dimensional barrier crossing problem allow the
dynamics to drive the reaction along a path deviating
from the lowest barrier height. Nonergodic kinetics re-
places the dynamic solution with an ensemble perspective
(similar to the replacement of the Newtonian dynamics
with the Gibbs canonical ensemble).27 The advantage of
12
this approach is that it is not limited to a small number
of dynamical coordinates and can be applied to systems
with many stochastic modes coupled to the reaction co-
ordinate and producing complex dynamics not allowed
by simple dynamic models.
Electrode reactions are a particularly important class
of activated proccesses because of the freedom to alter the
reaction free energy and the activation barrier through
the electrode overpotential. One can therefore drive the
reaction to the nonergodic regime by merely sweeping the
electrode potential. Here, we formulated a theory of elec-
trode reactions in slowly relaxing media and have shown
that switching to nonergodic kinetics is indeed possible
by adjusting the electrode overpotential.
The transition from the kinetics based on the free en-
ergy of activation following from the Gibbs ensemble
(thermodynamics) to the nonergodic regime requiring ac-
count of the relaxation times is rather abrupt with the
sweep of the electrode potential when the relaxation of
the medium is characterized by a single Debye process.
The transition occurs when the equality condition (Eqs.
(3) and (15)) between the rate kel(η) and the Debye re-
laxation time τs is met. Allowing a broad distribution
of relaxation times, which is the situation realized for
RTILs, broadens the transition and leads to a relatively
shallow dependence of the activation parameters (reorga-
nization energy here) on the external tuning of the acti-
vation barrier. However, the dependence of the reorgani-
zation energy on the electrode overpotential is preserved
in this case as well (Fig. 10 inset). It leads to a generally
non-parabolic dependence of the activation barrier on the
electrode overpotential. The nonergodic reorganization
energy of electron transfer in RTILs depends on the ob-
servation window specified by the reaction rate. It slowly
changes when the reaction rate is altered over several or-
ders of magnitude (Fig. 3), similarly to electron transfer
in proteins.46 The phenomenology found here seems to
be quite general and there are significant reasons to be-
lieve that this picture should be common to a number of
materials with stretched exponential dynamics.
Supplementary material
See supplementary material for the parametrization of
the nonlocal susceptibilities of RTILs.
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