ABSTRACT
INTRODUCTION
heoretically and empirically, the equilibrium relationship between the demand for money and its explanatory variables plays an important role in macroeconomic models. The aim of this paper is to investigate the significance of the long-run relationship of real money demand (RM2) and its determinants, in the context of South Africa. The fundamental issues are : 1) what are the determinants of money demand and 2) how can one determine whether this relationship does or does not exist? The relationship between money demand and its explanatory variables must be assumed when one estimates a money demand function or analyses its applications (Miyao, 1996) . This assumption is supported by Feldstein and Stock (1992) and Konishi, Ramey and Granger (1993) , who demonstrate, and confirm, that real money demand plays a key role in the analysis of real economic activities.
The most recently used method for examining long-run equilibria of money demand is the cointegration technique. Many researchers including the giants in the field of money demand (for example, Hafer and Jansen, 1991 , Miller, 1991 and Friedman and Kuttner, 1992 ) used this technique and found long run equilibrium between real money demand and its explanatory variables. However, this long-run relationship may vary from country to country. In the empirical analysis, after knowing whether the series are stationary or not, the cointegration test is the next step. Before estimating an economic model one might first-difference the time series, due to the fact that most of macroeconomic series are non-stationary. But according to Hafer and Jansen (1991) , this can remove much of the long-run characteristics of the data. However, Engle and Granger (1987) noted that, even though most macroeconomic series are non-stationary, economic theory often provides a rationale why certain variables should obey certain equilibrium constraints. It is the meeting of these equilibrium constraints that serves as a measure of stability: a critical aim of this paper.
THE DATA AND SPECIFICATION OF THE MODEL
According to Baumol (1952) , Tobin (1956) and Friedman (1956) , money is held because it is used as an inventory to smooth differences between income and expenditure streams, and as one among several assets in a portfolio. For Ericsson and Sharma (1996) the transaction motive implies that nominal money demand depends on the price level and some measure of the volume of the real transactions. Holdings of money as an asset are determined by the return to money, as well as returns on alternative assets, and by total assets (often proxied by income). The present study investigates empirically the impacts of determinants such as income and an interest rate on the demand for money (RM2). It is believed that the demand for money is likely to depend upon the exchange rate and inflation rate, in addition to the interest rate and the level of income (Handa, 2000) . Thus, the model used in this paper is explicitly written as following:
Where RM2 stands for real money demand, β 1 is the intercept term, β 2, β 3, β 4 and β 5 are the slope coefficients of the explanatory variables, Y is real income, R is the Treasury-Bill rate, π is the inflation rate and ER stands for the exchange rate; while t u is the usual error term and t is time. This paper employed quarterly data for the period 1990 to 2007 (69 observations). RM2 is used as a measure of real money stock. To obtain RM2 the monetary aggregate (M2) was multiplied by gross domestic expenditure (in constant 2000 prices) and divide this result by the Gross Domestic Expenditure (in current 2000 prices). Gross Domestic Expenditure (in constant 2000 prices) is used as the real income (Y) variable and is also known as the scale variable. For the opportunity cost variables of holding money, the Treasury-Bill rate for 91 days is used as the interest rate (R). In contrast with existing studies on the subject, the present paper includes the inflation rate (π) and the exchange rate (ER) in the model. For Ramanathan (1995) the logarithmic function is closely related to the concept of elasticity used in economics and econometrics. As elasticities are critical in applied economics, it is convenient to have a constant elasticity model and the logarithmic function gives such a model (Wooldridge, 2000) . Therefore, all variables used in this study are in their natural logarithmic forms.
METHOD APPLICATIONS, RESULTS AND DISCUSSION
As a general rule, non-stationary time variables must not be used in a regression model, in order to avoid the problem of spurious regression (Hill et al., 2001 ). In a case where two or more variables share similar stochastic trends, they are said to be cointegrated if a linear combination of them is stationary. A cointegrating relationship may be seen as a long-term or equilibrium phenomenon, since it is possible that cointegrating variables may deviate from their relationship in the short run, but their association would return to equilibrium ones in the long run (Brooks, 2002 From the results in equation 2, the F-statistic is very high, which means that the model as a whole is statistically significant. Except for lnπ, other estimated coefficients have the expected signs. The computed τ (tau) statistic for Y (17.79) is highly statistically significant (at which level of significance) and the computed τ for the exchange rate value (-2.564) is also statistically significant at 5 percent. But the computed τ for the interest rate and the inflation rate variables, as defined, are not statistically significant. This confirms analysis by Todani (2007) , that "the long-run link between money and inflation is rather weak." This means that both the interest rate and the inflation rate do not have a statistical influence on the money demand in South Africa. It agrees with Contogiannis and Shahi (1982) who showed that the interest rate included in their model was not found to be not statistically significant. This might support neoclassical theory concerning the neutrality of money, where the impact of high growth in the money stock results in a similar increase in the inflation rate. Empirical evidence reviewed by Handa (2000) suggests that money can be neutral in some cases and non-neutral in others. Although the present results show that money might be neutral in the long-run equilibrium for South African data, Handa (2000, p.493) pointed out that this long-run neutrality operates only in a simple exchange economy with commodities and money but not in a more complex economy where consumers base consumption decisions on the permanent income hypothesis. But these are spurious results as explained below.
The R 2 from equation 2 is high, which shows a good fit for the variation in the dependent variable (RM2). In other words, there is some link between money demand and the determinants, but Miller (1991) stresses that a high R 2 may only indicate correlated trends and not true economic relationships. The computed Durbin-Watson (DW) value for equation 2 is very low, indicating that the model has a problem of autocorrelation. This might be because some of the time series are non-stationary. One may strongly suspect that the estimated regression is spurious due to RM2 and exchange rate variables, which are individually non-stationary at the 5 percent level of significance, while the explanatory variables are stationary at this significance level. A good rule of thumb for one having a spurious regression is when the R 2 > DW, which is indeed the case here.
The results show that intercept is statistically significant. The inflation rate has a positive sign while the other variables do meet the traditional expectations. The insignificance of the interest rate elasticity coefficient, while surprising, is not different from other studies on the demand for money in South Africa, (see, for example, Stadler, 1981; Contogiannis & Shahi, 1982 and Whittaker, 1985) . This is also confirmed by Fair (1987) who found four out of 27 equations have the wrong sign for the interest rate, namely those for Sweden, South Africa, India and the Philippines. Compared to Todani's (2007) study, the income elasticity obtained here (1.4488), shown in Table 1 , is not much higher than unity, as expected from theory of money demand (see Friedman, 1959; and Friedman and Schwartz, 1982) . These results agree with Feige (1967) , who found an estimated income elasticity of 1.3. Our income elasticity result says that, in the long-run, a one percent increase in income leads to an increase of 1.4488 percent in the real quantity of money demanded. These results also agree with Handa (2000) , who believes that the income elasticity of RM2 can be theoretically justified to be unity or greater. However, this differs from Goldfeld (1973), who found that the long-run income elasticity of M2 is huge 2.3, but the interest rate elasticity does not fall in the usual range of -0.15 to -0.50, posited by Handa (2000) (see Friedman, 1959; and Friedman and Schwartz, 1982) . Table 1 shows all the long-run elasticities.
Table1. Long-run Elasticities for Equation 2
Variable Elasticities lnY 1.4488 R -0.0013 lnπ 0.0005 lnER -0.0695
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According to Engle and Granger (1987) , cointegration analysis confronts the problem of a spurious regression by identifying conditions in an equation for which a relationship might have some economic meaning. To find whether or not the regression (2) is not spurious, the Augmented Engle-Granger test was performed by investigating whether or not the data contains a unit root using residuals from equation (2) using the Augmented Engle-Granger test to see if these results are robust.
Augmented Engle-Granger (AEG) Test
A cointegration regression is run by estimating the augmented DF regression. The lagged error term and a change in that variable are included. The following are the results from the AEG estimation: (2000) and Nell (2003) . These results are similar to those of Wasso (2002) and Ziramba (2007) , who used the results of bounds testing to confirm the presence of a long-run equilibrium relationship between the demand for real money (RM2) and its determinants. This stability of money demand in South Africa is confirmed by Tavlas (1989) , who uses the buffer stock or disequilibrium money market model.
Cointegrating Regression Durbin-Watson test (CRDW)
There are a number of alternative tests for cointegration. The simplest and quickest method, when one wants to find out if dependent and independent variables are cointegrated, is the cointegration regression DurbinWatson (CRDW) test proposed by Sargan and Bhargava (1983) . According to Harris (1995) , this is known to be the uniformly most powerful and invariant test of the null hypothesis of no cointegration. The null hypothesis is that there is a unit root in the potentially cointegrating regression residuals, while with the alternative, the residuals are stationary (Brook, 2007) . This is based on the standard DW statistic obtained from equation 2. A comparison shows, the computed Durbin-Watson of 0.814 (from equation 2) is greater than the given critical values of 0.511; 0.386 and 0.322 at the 1, 5 and 10 percent significance levels, respectively. In this case, one does not fail to reject the null hypothesis of no cointegration, as for the previous method and it is concluded that RM2 and its explanatory variables are cointegrated. Hence it shows a meaningful relationship between the variables (Banerjee, Dolado, Hendry and Smith, 1986). This conclusion remains the same even if one compares the computed DW with the one suggested by Sargan and Bhargava (1983) for a money-demand model, whose critical value for rejecting the null hypothesis of no cointegration is 0.48.
Error Correction Mechanism
The estimation of money demand has a rich tradition, as it has been calculated in many countries. Initial studies by Friedman (1959) , Meltzer (1963) and Laidler (1966) found satisfactory results, in the sense that the observed results matched theoretical priors. Courchene and Shapiro (1964) identify certain issues such as autocorrelation and lagged money stock effects which could play an important role. According to Miller (1991) , a distinction between the long-run and short-run demand for money should be made. Chow (1966, p.115) states that "short-run money demand adjusted slowly toward long-run equilibrium; this stock-adjustment specification has weathered significant storms and remains the centerpiece of many money demand studies." It is possible that when economic theory posits a long run equilibrium function for a variable, in the short-run disequilibrium may occur. According to Engle and Granger (1987, p.254) , "the error correction coefficient should be negative and statistically significant in order to guarantee that the divergences, which occur in one period, are corrected in the (3.47) . This speed of adjustment for money demand suggests that the money market in South Africa needs about four quarters to re-adjust to equilibrium. This is also checked by Monte Carlo simulation of equation 4 with 200 repeated random samples. Simulations with fatter tailed distributions suggest the estimate of approximately four quarters is on upper limit. This means that in about four quarters, roughly half of the excess demand in the money demand market corrects itself. The implication of this negative error correction term for the demand for real money is observed when the real level of the money stock is at disequilibrium. For example, if real money demand is too high in relation to the explanatory variables, the negative value of the error term would cause a downwards adjustment in the level of the money stock to occur in subsequent periods in order to correct for the disequilibrating error. The "speed of adjustment" calculation shows, and is a core result of this paper, that the adjustment to equilibrium is found to be four quarters. The equilibrium error is corrected by appropriate adjustments that tie the short-run behaviour of RM2 to its long-run value. These results agree with those of Ericsson and Sharma (1996) , Moll (2000) and Sayinzoga (2005) , who found error correction coefficients of -0.127, -0.14 and -0.12, respectively although for different time period and countries. When using the estimated standard error (0.028) to calculate the variance, the results obtained with usage of the half-life formula (Ayto, 1989) are a range of a lower and upper tail of approximately two and eight quarters, respectively, in which four quarters falls in the middle of this range. See Figure 1 
