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ON GENERALIZATIONS OF p-SETS AND THEIR APPLICATIONS
HENG ZHOU AND ZHIQIANG XU
Abstract: The p-set, which is in a simple analytic form, is well dis-
tributed in unit cubes. The well-known Weil’s exponential sum theorem
presents an upper bound of the exponential sum over the p-set. Based on
the result, one shows that the p-set performs well in numerical integra-
tion, in compressed sensing as well as in UQ. However, p-set is somewhat
rigid since the cardinality of the p-set is a prime p and the set only de-
pends on the prime number p. The purpose of this paper is to present
generalizations of p-sets, say Pa,ǫd,p, which is more flexible. Particularly,
when a prime number p is given, we have many different choices of the
new p-sets. Under the assumption that Goldbach conjecture holds, for
any even number m, we present a point set, say Lp,q, with cardinality
m− 1 by combining two different new p-sets, which overcomes a major
bottleneck of the p-set. We also present the upper bounds of the ex-
ponential sums over Pa,ǫd,p and Lp,q, which imply these sets have many
potential applications.
Key words and phrases p-set; Deterministic sampling; Numerical inte-
gral; Exponential sum
AMS Subject Classification 2000 11K38, 65C05, 11L05, 41A10, 65D32
1. Introduction
1.1. p-set. Let p be a prime number. We consider the point set
Pd,p = {x0, . . . ,xp−1} ⊂ [0, 1)d
where
xj =
({ j
p
}
,
{
j2
p
}
, . . . ,
{
jd
p
})
∈ [0, 1)d, j ∈ Zp,
Zp := {0, 1, . . . , p− 1} and {x} is the fractional part of x for a nonnegative real number
x. The point set Pd,p is called p-set and was introduced by Korobov [5] and Hua-Wang
[4]. Recently, p-set attracts much attention since its advantage in numerical integration [1],
in the recovery of sparse trigonometric polynomials [12] and in the UQ [13]. In [1], Dick
presents a numerical integration formula based on Pd,p with showing the error bound of the
formula depends only polynomially on the dimension d. In [12], Xu uses Pd,p to construct the
deterministic sampling points of sparse trigonometric polynomials and show the sampling
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matrix corresponding to Pd,p has the almost optimal coherence. And hence, Pd,p has a good
performance for the recovery of sparse trigonometric polynomials.
1.2. Extensions of p-set: Pa,ǫd,p and Lp,q. The p-set is in a simple analytic form and hence
it is easy to be generated by computer. However, the p-set is somewhat rigid with the point
set only depending on a prime number p. If the function values at some points in p-set are
not easy to be obtained, one has to change the prime number p to obtain a new point set
which has the different cardinality with the previous one. Hence, in practical application,
it will be better that one has many different choices. We next introduce a generalization of
p-set.
Let
Zdp :=
{
a = (a1, . . . , ad) ∈ Zd : aj ∈ Zp, j = 1, . . . , d
}
.
Suppose that a = (a1, . . . , ad) ∈ Zdp and ǫ = (ǫ1, . . . , ǫd−1) ∈ {0, 1}d−1. We set
(1) Pa,ǫd,p :=
{
x
a,ǫ
j : j ∈ Zp
}
where
x
a,ǫ
j :=
({a1j
p
}
,
{
a′1j + a2j
2
p
}
, . . . ,
{∑d−1
h=1 a
′
hj
h + adj
d
p
})
∈ [0, 1)d
and a′k = ǫkak, k = 1, . . . , d − 1. We call Pa,ǫd,p as the p-set associating with the parameter
a and ǫ. If we take a = (1, . . . , 1) and ǫ = (0, . . . , 0), then Pa,ǫd,p is reduced to the classical
p-set.
The p-set Pa,ǫd,p associating with the parameters a, ǫ is more flexible. Given the prime
number p, one can generate various point sets by changing the parameters a and ǫ with
presenting an option set when the cardinality p is given.
Note that the cardinality of both Pa,ǫd,p and Pd,p is prime. Since the distance between
adjacent prime can be very large, the cardinality of p-set does not change smoothly. Using
the set Pa,ǫd,p, we next present a set with the cardinality being odd number. Suppose that
m ∈ 2Z is given. The Goldbach conjecture, which is one of the best-known unsolved problem
in number theory, says that m can be written as the sum of two primes, i.e., m = p + q
where p and q are prime numbers. One has verified the conjecture up to m ≤ 4 · 1014 which
is enough for practical application. We next suppose that m = p + q with p and q being
prime numbers. We set
(2) Lp,q :=
{
Pd,p ∪ Pd,q, p 6= q
Pa,ǫ′d,p ∪ Pb,ǫ
′′
d,p , p = q,
where Pa,ǫ′d,p and Pb,ǫ
′′
d,p are the p-sets that we have defined above and a,b ∈ Zdp, ǫ′, ǫ′′ ∈
{0, 1}d−1. We call Lp,q the (p, q)-set. As shown later, Pd,p ∩ Pd,q = {(0, . . . , 0)} provided
p 6= q. We can choose a,b, ǫ′ and ǫ′′ so that Pa,ǫ′d,p ∩ Pb,ǫ
′′
d,p = {(0, . . . , 0)}. Hence, under the
assumption of Goldbach conjecture, for any odd number, says m− 1, there exist p, q so that
|Lp,q| = p+ q − 1 = m− 1.
We would like to mention the following point sets with cardinality p2 [5, 4] :
(3)
Qp2,d =
{
zj : j = 0, . . . , p
2 − 1} , zj = (
{
j
p2
}
,
{
j2
p2
}
, . . . ,
{
jd
p2
})
∈ [0, 1)d;
Rp2,d = {zj,k : j, k = 0, . . . , p− 1} , zj,k =
({k
p
}
,
{
jk
p
}
, . . . ,
{
jd−1k
p
})
∈ [0, 1)d.
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The weighted star discrepancy of Qp2,d and Rp2,d is given in [2]. Using a similar method
with above, we can generalize Qp2,d and Rp2,d to Qa,ǫp2,d and Ra,ǫp2,d, respectively. We will
introduce it in Section 2.3 in detail.
1.3. Organization. In Section 2, we present the upper bounds of the exponential sums
over Pa,ǫd,p and Lp,q. Particularly, we present the condition under which |Lp,q| = p+q−1 and
also prove that Pa,ǫd,p ∩ Pb,ǫd,p = {(0, . . . , 0)} when Pa,ǫd,p 6= Pb,ǫd,p . We furthermore consider the
generalization of the point sets Qp2,d and Rp2,d and present the upper bounds of exponential
sums over the new sets. The results in Section 2 show that the point sets presented in this
paper have many potential applications in various areas. In Section 3, we choose Lp,q as
a deterministic sampling set for the recovery of sparse trigonometric polynomials and then
show their performance.
2. The exponential sums over Pa,ǫd,p and Lp,q
The aim of this section is to present the exponential sums over Pa,ǫd,p and Lp,q. To this
end, we first introduce the well-known Weil’s formula, which plays a key role in our proof.
Theorem 2.1. [11] Suppose that p is a prime number. Suppose f(x) =
∑d
h=1mhx
h with
mh ∈ Z (h = 1, . . . , d) and there is a j ∈ {1, 2, . . . d}, satisfying p ∤ mj. Then
∣∣∣ p∑
x=1
e
2πif(x)
p
∣∣∣ ≤ (d− 1)√p.
2.1. The exponential sum over Pa,ǫd,p. Recall that
Pa,ǫd,p :=
{
x
a,ǫ
j : j ∈ Zp
}
and
x
a,ǫ
j =
({a1j
p
}
,
{
a′1j + a2j
2
p
}
, . . . ,
{∑d−1
h=1 a
′
hj
h + adj
d
p
})
∈ [0, 1)d
where a = (a1, . . . , ad) ∈ [1, p− 1]d ∩ Zd, a′j = ǫjaj and ǫ = (ǫ1, . . . , ǫd−1) ∈ {0, 1}d−1. Note
that |Pa,ǫd,p| = p. We next show the exponential sum formula over Pa,ǫd,p.
Theorem 2.2. For any k ∈ [−p+ 1, p− 1]d ∩ Zd and k 6= 0, we have
(4)
∣∣∣∣∣∣
∑
x∈Pa,ǫ
d,p
exp(2πik · x)
∣∣∣∣∣∣ =
∣∣∣ p−1∑
j=0
exp(2πik · xa,ǫj )
∣∣∣ ≤ (d− 1)√p.
Proof. Set
g(j) =
d∑
ℓ=1
cℓj
ℓ
where cℓ = kℓaℓ+ kℓ+1a
′
ℓ+ · · ·+ kda′ℓ. We set j0 := max {ℓ : kℓ 6= 0}. Then cj0 = kj0aj0 and
we have p ∤ cj0 . According to Theorem 2.1, we obtain that
∣∣∣ p−1∑
j=0
exp(2πik · xa,ǫj )
∣∣∣ = ∣∣∣ p−1∑
j=0
exp
(
2πi
g(j)
p
)∣∣∣ ≤ (d− 1)√p.

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2.2. The exponential sum over Lp,q. To this end, we consider the cardinality of Lp,q. A
simple observation is that |Lp,q| ≤ p+ q − 1. We would like to present the condition under
which |Lp,q| = p+ q − 1. We first consider the case where p 6= q.
Theorem 2.3. Suppose that p and q are two distinct prime numbers. Then |Lp,q| = p+q−1.
Proof. According to (2), to this end, we just need show that
Pd,p ∩ Pd,q = {(0, . . . , 0)} .
We prove it by contradiction. Assume that Pd,p ∩Pd,q 6= {(0, . . . , 0)}, and then there exists
j ∈ Z∗p := Zp \ {0} and k ∈ Z∗q so that
{
ji
p
}
=
{
ki
q
}
, i = 1, . . . , d. Particularly, we have
j
p
= k
q
, which is equivalent to jq = kp. Since p and q are different prime numbers, j ∈ Z∗p
and k ∈ Z∗q , we have j|k and k|j, which means j = k and hence p = q. A contradiction. 
We next consider the case where p = q, i.e., Lp,q = Pa,ǫ
′
d,p ∪ Pb,ǫ
′′
d,p . For the case where
ǫ′ = ǫ′′, we have
Theorem 2.4. Suppose that ǫ ∈ {0, 1}d−1 is a fixed vector and a = (a1, . . . , ad) ∈ Zdp,
b = (b1, . . . , bd) ∈ Zdp.
(1) Pa,ǫd,p = Pb,ǫd,p if and only if there exists c ∈ Z∗p such that
bjc
j ≡ aj (mod p) for j = 1, . . . , d.
(2) If Pa,ǫd,p 6= Pb,ǫd,p , then Pa,ǫd,p ∩ Pb,ǫd,p = {(0, . . . , 0)}.
Proof. (1) We first suppose that there exists c ∈ Z∗p such that bjcj ≡ aj (mod p) for
j ∈ {1, . . . , d}. Recall that
Pa,ǫd,p =
{
x
a,ǫ
j : j ∈ Zp
}
,
where
x
a,ǫ
j =
({a1j
p
}
,
{
a′1j + a2j
2
p
}
, . . . ,
{∑d−1
h=1 a
′
hj
h + adj
d
p
})
.
For any j0 ∈ Zp, we take k0 ≡ cj0 (mod p). Then
x
a,ǫ
j0
=
({a1j0
p
}
,
{
a′1j0 + a2j
2
0
p
}
, . . . ,
{∑d−1
h=1 a
′
hj
h
0 + adj
d
0
p
})
=
({b1cj0
p
}
,
{
b′1cj0 + b2c
2j20
p
}
, . . . ,
{∑d−1
h=1 b
′
hc
hjh0 + bdc
djd0
p
})
=
({b1k0
p
}
,
{
b′1k0 + b2k
2
0
p
}
, . . . ,
{∑d−1
h=1 b
′
hk
h
0 + bdk
d
0
p
})
= xb,ǫk0 ,
which implies that
Pa,ǫd,p ⊆ Pb,ǫd,p .
Here we use b′jc
j ≡ a′j (mod p) which follows from bjcj ≡ aj (mod p).
Since p is a prime number, there exists c−1 ∈ Z∗p so that c−1c ≡ 1 (mod p). Then we
have bj ≡ ajc−j (mod p), j = 1, . . . , d. Then, similarly, for any j0 ∈ Zp,
x
b,ǫ
j0
= xa,ǫ
c−1j0
,
which implies that
Pb,ǫd,p ⊆ Pa,ǫd,p.
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Then we arrive at
Pa,ǫd,p = Pb,ǫd,p .
We next suppose that Pa,ǫd,p = Pb,ǫd,p . Then there exist j0, k0 ∈ Z∗p so that xaj0 = xbk0 , i.e.,
(5) a1j0 ≡ b1k0 (mod p),
(6) a′1j0 + a2j
2
0 ≡ b′1k0 + b2k20 (mod p),
...
d−1∑
h=1
a′hj
h
0 + adj
d
0 ≡
d−1∑
h=1
b′hk
h
0 + bdk
d
0 (mod p).
We set c :≡ k0j−10 (mod p), where j−10 ∈ Zp so that j−10 j0 ≡ 1 (mod p). Then (5)
implies that a1 ≡ b1c (mod p). Combining (5) and (6), we have a2j20 ≡ b2k20 (mod p)
which implies that a2 ≡ b2c2 (mod p). Similarly, we can obtain that aj ≡ bjcj (mod p)
for 3 ≤ j ≤ d.
(2) We prove it by contradiction. Assume that Pd,p ∩ Pd,q 6= {(0, . . . , 0)}, and then
there exist j0, k0 ∈ Z∗p so that xa,ǫj0 = xb,ǫk0 . Similarly with the above proof, we can find a
c :≡ k0j−10 (mod p) so that aj ≡ bjcj (mod p) for j = 1, . . . , d. It leads to Pa,ǫd,p = Pb,ǫd,p
by (1) of Theorem 2.4, which is impossible by the assumption in (2). 
We next consider the case where ǫ′ 6= ǫ′′.
Theorem 2.5. Suppose that ǫ′, ǫ′′ ∈ {0, 1}d−1 with ǫ′ 6= ǫ′′. Set
Z := {j : ǫ′j 6= ǫ′′j and a2j + b2j 6= 0, 1 ≤ j ≤ d− 1} ,
and
ℓ0 := min {j : j ∈ Z} .
Then the followings hold.
(1) Pa,ǫ′d,p = Pb,ǫ
′′
d,p if and only if there exists a c ∈ Z∗p so that
(7)
aj ≡ bjcj (mod p) for ǫ′j = ǫ′′j or j = d,
aj = bj = 0 for ǫ
′
j 6= ǫ′′j ,
where a,b ∈ Zdp \ {(0, . . . , 0)} with a1 6= 0 being given.
(2) Assume that Pa,ǫ′d,p 6= Pb,ǫ
′′
d,p where a,b ∈ Zdp. If Z = ∅ then we have
Pa,ǫ′d,p ∩ Pb,ǫ
′′
d,p = {(0, . . . , 0)} .
If Z 6= ∅, then |Pa,ǫ′d,p ∩ Pb,ǫ
′′
d,p | ≤ r + 1, where
r = min
{
j : a2j + b
2
j 6= 0
}
.
(3) Assume that Z 6= ∅, and a1 6= 0. If aℓ0+1bℓ0+11 ≡ aℓ0+11 bℓ0+1 (mod p), then
Pa,ǫ′d,p ∩ Pb,ǫ
′′
d,p = {(0, . . . , 0)}.
Proof. (1) We assume that (7) holds. Take
ǫj =
{
ǫ′j , if ǫ
′
j = ǫ
′′
j
0, if ǫ′j 6= ǫ′′j
.
Noting that aj = bj = 0 provided ǫ
′
j 6= ǫ′′j , we have Pa,ǫd,p = Pa,ǫ
′
d,p and Pb,ǫd,p = Pb,ǫ
′′
d,p . Theorem
2.4 implies that Pa,ǫd,p = Pb,ǫd,p and hence Pa,ǫ
′
d,p = Pb,ǫ
′′
d,p .
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We next assume that Pa,ǫ′d,p = Pb,ǫ
′′
d,p which is equivalent to that there exists a permutation
{k0, k1, . . . , kp−1} of {0, 1, . . . , p− 1} so that
(8) xa,ǫ
′
j = x
b,ǫ′′
kj
, j = 0, 1, . . . , p− 1.
This is equivalent to
(9)
a1 ≡ b1k1 (mod p)
2a1 ≡ b1k2 (mod p)
...
(p− 1)a1 ≡ b1kp−1 (mod p)
and
(10)
i−1∑
h=1
a′h + ai ≡
i−1∑
h=1
b′hk
h
1 + bik
i
1 (mod p)
i−1∑
h=1
2ha′h + ai2
i ≡
i−1∑
h=1
b′hk
h
2 + bik
i
2 (mod p)
...
i−1∑
h=1
(p− 1)ha′h + ai(p− 1)i ≡
i−1∑
h=1
b′hk
h
p−1 + bik
i
p−1 (mod p),
for i = 2, . . . , d. Since a1 6= 0, by (9) we have
(11)
a1 ≡ b1k1 (mod p)
k2 ≡ 2k1 (mod p)
...
kp−1 ≡ (p− 1)k1 (mod p).
Set j0 := min {i : ǫ′i 6= ǫ′′i }. Using the same argument with the one in Theorem 2.4 we have
ai ≡ biki1 (mod p), i = 1, . . . , j0. Combining (10) for i = j0 + 1 and (11) we have
a′j0 + aj0+1 ≡ b′j0kj01 + bj0+1kj0+11 (mod p)
2j0a′j0 + 2
j0+1aj0+1 ≡ b′j0kj02 + bj0+1kj0+12 (mod p).
Without loss of generality, we can assume ǫ′j0 = 1 and ǫ
′′
j0
= 0 and then
aj0 + aj0+1 ≡ bj0+1kj0+11 (mod p)
2j0aj0 + 2
j0+1aj0+1 ≡ bj0+1kj0+12 (mod p),
which implies aj0 = bj0 = 0 since k2 ≡ 2k1 (mod p) and aj0 ≡ bj0kj01 (mod p).
(2) We first assume that Z = ∅ which implies aj = bj = 0 provided ǫ′j 6= ǫ′′j . Take
ǫj =
{
ǫ′j, if ǫ
′
j = ǫ
′′
j
0, if ǫ′j 6= ǫ′′j
.
Noting that aj = bj = 0 provided ǫ
′
j 6= ǫ′′j , we have Pa,ǫd,p = Pa,ǫ
′
d,p and Pb,ǫd,p = Pb,ǫ
′′
d,p . The (2)
of Theorem 2.4 implies that Pa,ǫ′d,p ∩ Pb,ǫ
′′
d,p = {(0, . . . , 0)}. We next consider the case where
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Z 6= ∅. Suppose that Pa,ǫ′d,p and Pb,ǫ
′′
d,p have a common nonzero point. Then, there exist
j, k ∈ Z∗p so that
(12)
a1j ≡ b1k (mod p)
a′1j + a2j
2 ≡ b′1k + b2k2 (mod p)
...
d−1∑
h=1
a′hj
h + adj
d ≡
d−1∑
h=1
b′hk
h + bdk
d (mod p).
Note that ah = bh = 0 when h ≤ r − 1 and a′h = b′h = 0, h ≤ r − 1 . The (12) implies that
(13) ahj
h ≡ bhkh (mod p), h = r, . . . , ℓ0,
(14) a′ℓj
ℓ0 + aℓ0+1j
ℓ0+1 ≡ b′ℓ0kℓ0 + bℓ0+1kℓ0+1 (mod p).
Without loss of generality, we can assume ǫ′ℓ0 = 1 and ǫ
′′
ℓ0
= 0. By (14), we have
aℓ0j
ℓ0 + aℓ0+1j
ℓ0+1 ≡ bℓ0+1kℓ0+1 (mod p).
Taking h = r in (13), we have ar ≡ br(kj−1)r (mod p) where j−1 ∈ Zp satisfies j−1j ≡
1 (mod p). Since a2r + b
2
r 6= 0, we have ar 6= 0. Set x0 = kj−1. Then x0 satisfies
ar ≡ brxr0 (mod p)
aℓ0j
−1 + aℓ0+1 ≡ bℓ0+1xℓ0+10 (mod p).
Each nonzero point in Pa,ǫ′d,p ∩ Pb,ǫ
′′
d,p corresponds to a solution to
(15)
ar ≡ brxr (mod p)
aℓ0j
−1 + aℓ0+1 ≡ bℓ0+1xℓ0+1 (mod p).
Note that ar ≡ brxr (mod p) has at most r solutions. Hence,
|Pa,ǫ′d,p ∩ Pb,ǫ
′′
d,p | ≤ r + 1.
(3) We prove it by contradiction. Assume that Pa,ǫ′d,p ∩ Pa,ǫ
′′
d,q 6= {(0, . . . , 0)}, and then
there exist j0, k0 ∈ Z∗p so that xa,ǫ
′
j0
= xb,ǫ
′′
k0
. Particularly, we have
(16) ahj
h
0 ≡ bhkh0 (mod p), h = 1, . . . , ℓ0,
(17) a′ℓ0j
ℓ0
0 + aℓ0+1j
ℓ0+1
0 ≡ b′ℓ0kℓ00 + bℓ0+1kℓ0+10 (mod p).
Without loss of generality, we can assume ǫ′ℓ0 = 1 and ǫ
′′
ℓ0
= 0. By (17), we have
(18) aℓ0j
ℓ0
0 + aℓ0+1j
ℓ0+1
0 ≡ bℓ0+1kℓ0+10 (mod p).
By (16) with h = 1, we have
aℓ0+1j
ℓ0+1
0 − bℓ0+1kℓ0+10 ≡ aℓ0+1(b1k0a−11 )ℓ0+1 − bℓ0+1kℓ0+10
≡ kℓ0+10 (aℓ0+1bℓ0+11 a−ℓ0−11 − bℓ0+1)
≡ 0 (mod p),
according to aℓ0+1b
ℓ0+1
1 ≡ aℓ0+11 bℓ0+1 (mod p). By (18), we have aℓ0jℓ00 ≡ 0 (mod p),
which implies that aℓ0 ≡ 0 (mod p) or j0 ≡ 0 (mod p). This is impossible by the
assumption.

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In the following, we choose the appropriate vectors a,b so that |Lp,q| = q + p − 1. We
now state the inequalities for exponential sums over Lp,q, which is the main result of this
subsection.
Theorem 2.6. Suppose p and q are odd prime numbers and set m = p+ q. Recall that
Lp,q =
{
Pd,p ∪ Pd,q, p 6= q
Pa,ǫ′d,p ∪ Pb,ǫ
′′
d,p , p = q.
We assume that |Lp,q| = p+ q− 1. Then, for any k ∈ [−p+1, p− 1]d ∩ [−q+1, q− 1]d ∩Zd
and k 6= 0, we have ∣∣∣ ∑
x∈Lp,q
exp(2πik · x)
∣∣∣ ≤ (d− 1)√2m+ 1.
Proof. We first consider the case where p = q. We have
Lp,q = Pa,ǫ
′
d,p ∪ Pb,ǫ
′′
d,p .
Recall that
Pa,ǫ′d,p ∩ Pb,ǫ
′′
d,p = {(0, . . . , 0)} .
Then ∣∣∣ ∑
x∈Lp,q
exp(2πik · x)
∣∣∣ ≤ ∣∣∣ ∑
x∈Pa,ǫ
′
d,p
exp(2πik · x)
∣∣∣ + ∣∣∣ ∑
x∈Pb,ǫ
′′
d,p
exp(2πik · x)
∣∣∣ + 1
≤ (d− 1)√p+ (d− 1)√p+ 1
= (d− 1)
√
2m+ 1.
Here, in the last inequality, we use Theorem 2.2. We next consider the case where p 6= q.
When p 6= q, Lp,q = Pd,p ∪ Pd,q. Then we have∣∣∣ ∑
x∈Lp,q
exp(2πik · x)
∣∣∣ ≤ ∣∣∣ ∑
x∈Pd,p
exp(2πik · x)
∣∣∣+ ∣∣∣ ∑
x∈Pd,q
exp(2πik · x)
∣∣∣ + 1
≤ (d− 1)√p+ (d− 1)√q + 1
≤ (d− 1)
√
2m+ 1.

2.3. The exponential sums over Qa,ǫ
p2,d
and Ra,ǫ
p2,d
. Suppose that a ∈ Zdp and ǫ ∈
{0, 1}d−1. We set
Qa,ǫ
p2,d
:=
{
z
a,ǫ
j : j = 0, . . . , p
2 − 1} ,
z
a,ǫ
j =
({a1j
p2
}
,
{
a′1j + a2j
2
p2
}
, . . . ,
{∑d−1
h=1 a
′
hj
h + adj
d
p2
})
∈ [0, 1)d;
and
Ra,ǫ
p2,d
:=
{
z
a,ǫ
j,k : j, k = 0, . . . , p− 1
}
,
z
a,ǫ
j,k =
({a1k
p
}
,
{
(a′1 + a2j)k
p
}
, . . . ,
{
(
∑d−1
h=1 a
′
hj
h−1 + adj
d−1)k
p
})
∈ [0, 1)d.
The Qa,ǫ
p2,d
and Ra,ǫ
p2,d
can be considered as the generalization of the p-sets given in (3). Based
on the Lemma 5 and Lemma 6 in [2], we can obtain the following inequalities for exponential
sums over Qa,ǫ
p2,d
and Ra,ǫ
p2,d
.
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Theorem 2.7. Suppose that a ∈ Zdp and ǫ ∈ {0, 1}d−1. Then, for any k = (k1, . . . , kd) ∈
[−p+ 1, p− 1]d ∩ Zd and k 6= 0, we have∣∣∣ ∑
x∈Qa,ǫ
p2,d
exp(2πik · x)
∣∣∣ ≤ (d− 1)p.
Proof. Set
g(j) :=
d∑
ℓ=1
cℓj
ℓ,
where cℓ = kℓaℓ+ kℓ+1a
′
ℓ+ · · ·+ kda′ℓ. We set j0 := max {ℓ : kℓ 6= 0}. Then cj0 = kj0aj0 and
we have p ∤ cj0 . According to Lemma 5 in [2], we have
∣∣∣ ∑
x∈Qa,ǫ
p2,d
exp(2πik · x)
∣∣∣ = ∣∣∣ p
2−1∑
j=0
exp
(
2πi
g(j)
p2
)∣∣∣ ≤ (d− 1)p.

Theorem 2.8. Suppose that a ∈ [1, p− 1]d ∩ Zd. Then, for any k ∈ [−p+ 1, p− 1]d ∩ Zd
and k 6= 0, we have ∣∣∣ ∑
x∈Ra,ǫ
p2,d
exp(2πik · x)
∣∣∣ ≤ (d− 1)p.
Proof. Set
g(j) :=
d−1∑
ℓ=0
cℓj
ℓ
and cℓ := kℓ+1aℓ+1 + kℓ+2a
′
ℓ+1 + · · ·+ kda′ℓ+1. We set j0 := max {ℓ : kℓ 6= 0}. Then cj0−1 =
kj0aj0 and we have p ∤ cj0−1. Using Lemma 6 in [2], we have∣∣∣ ∑
x∈Ra,ǫ
p2,d
exp(2πik · x)
∣∣∣ = ∣∣∣ p−1∑
j=0
p−1∑
k=0
exp
(
2πik
g(j)
p
)∣∣∣ ≤ (d− 1)p.

3. The applications of Pa,ǫd,p and Lp,q
Based on the exponential sum formula in Section 2, the new point sets are useful in nu-
merical integration [8, 1], in UQ [13] and in the recovery of sparse trigonometric polynomials
[12]. We just state the results for the recovery of sparse trigonometric polynomials in detail.
We start with some notations which go back to [12]. Set
Πds :=

f : f(x) =
∑
k∈[−s,s]d
⋂
Zd
cke
2πik·x, ck ∈ C, x ∈ [0, 1]d

 .
Note that Πds is a linear space with the dimension D := (2s+ 1)
d. For
f(x) =
∑
k∈[−s,s]d
⋂
Zd
cke
2πik·x ∈ Πds ,
we set T := {k : ck 6= 0} which is the support of the sequence of coefficients ck, and set
Πds(M) :=
⋃
T⊂[−s,s]d
⋂
Zd,|T|≤M
ΠT,
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where ΠT denotes the space of all trigonometric polynomials whose coefficients are sup-
ported on T. When M ≪ D, we call the trigonometric polynomials in Πds(M) as M -sparse
trigonometric polynomials.
The recovery of sparse trigonometric polynomials is an active topic recently. The main
aim of this research topic is to design a sampling set X = {zj}Nj=1 so that one can recover
f ∈ Πds(M) from f(zj), zj ∈ X [12, 9, 6]. We state the problem as follows. Assume the
sampling set is X =
{
xj ∈ [0, 1)d, j = 1, . . . , N
}
. Then our aim is to solve the following
programming:
(19) find f ∈ Πds(M) subject to f(xj) = yj , j = 1, . . . , N.
Denote by FX the N ×D sampling matrix with entries
(FX)j,k = exp(2πik · xj), j = 1, . . . , N, k ∈ [−s, s]d ∩ Zd.
Let ak = (exp(2πik · xj))Nj=1 denote a column of FX with k ∈ [−s, s]d
⋂
Zd. A simple
observation is that ‖ak‖2 =
√
N . Set
µ := µX :=
1
N
max
m,k∈[−s,s]d∩Zd,m6=k
|〈am, ak〉|,
which is called the mutual incoherence of the matrix FX/
√
N . Theorem 2.5 in [6] shows that
if µ < 1/(2M − 1) then the Orthogonal Matching Pursuit Algorithm (OMP) and the Basis
Pursuit Algorithm (BP) can recover any M -sparse trigonometric polynomials in Πds(M).
Therefore, our aim is to choose the sampling set X so that µ is small and hence OMP and
BP can recover M -sparse trigonometric polynomials. Based on Theorem 2.2 and Theorem
2.6 respectively, the following results give upper bounds of µ with taking X = Pa,ǫd,p, and
X = Lp,q, respectively.
Lemma 3.1. (1) Suppose that X = Pa,ǫd,p where a ∈ [1, p− 1]d ∩ Zd and p ≥ 2s+ 1 is a
prime number. Then
µX ≤ (d− 1)/√p.
(2) Suppose that p, q ≥ 2s+1 are prime numbers and a,b ∈ [1, p− 1]d ∩Zd. Recall that
Lp,q =
{
Pd,p ∪ Pd,q, p 6= q
Pa,ǫ′d,p ∪ Pb,ǫ
′′
d,p , p = q.
Set X = Lp,q and m = p+ q. Then
µX ≤ (d− 1)
√
2m+ 1
m− 1 .
As said before, if µ < 1/(2M − 1) then OMP (and also BP) can recover every M -sparse
trigonometric polynomials. Then we have the following corollary:
Theorem 3.2. (1) Suppose that p > max
{
2s+ 1, (d− 1)2(2M − 1)2 + 1} is a prime
number and a ∈ [1, p−1]d∩Zd . Then OMP (and also BP) recovers every M -sparse
trigonometric polynomial f ∈ Πds(M) exactly from the deterministic sampling Pa,ǫd,p.
(2) Under the condition in (2) of Lemma 3.1. Suppose that
m = p+ q >
((
1√
2
+
1
2
)
(2M − 1)(d− 1) +
√
M
)2
.
Then OMP (and also BP) recovers every M -sparse trigonometric polynomial f ∈
Πds(M) exactly from the deterministic sampling set Lp,q .
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Proof. We first consider (1). Note that p ≥ (d− 1)2(2M − 1)2+1 implies that (d− 1)/√p <
1/(2M−1). According to (1) in Lemma 3.1, if (d−1)/√p < 1/(2M−1) then µ < 1/(2M−1)
and hence the conclusion follows. Similarly, we can prove (2). 
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