We investigate one of the fundamental areas in computational geometry: lower bounds for range reporting problems in the pointer machine and the external memory models. We develop new techniques that lead to new and improved lower bounds for simplex range reporting as well as some other geometric problems.
Introduction
Range reporting is one of the most fundamental areas in computational geometry. In a range reporting problem the goal is to preprocess an input set of n points in d dimensions such that given a query range r, the points inside r can be found efficiently. Three types of queries are studied much more than others: simplices, halfspaces, and axis-aligned boxes and they lead to simplex range reporting, halfspace range reporting, and orthogonal range reporting, respectively.
The progress on range reporting has been significant and research in this area has resulted in development of many classical tools and techniques that have been useful in many other areas of computational geometry as well. But while the work on range searching data structures has given us tools such as partition theorem, and cutting lemma, there are very few techniques Previous results. Much of the focus on simplex range searching is devoted to building linear-size or near linear-size data structures. Such results were published as early as 1982 [23] and they offer O(n γ + k) query time, (the constant γ depends on the data structure) while using linear space. After a number of results that lowered the exponent γ in two and three dimensions, significant breakthroughs came via works of researchers such as Welzl, Chazelle, Sharir, and Matoušek [22, 16, 21] culminating in Matoušek's work [20] that presented a data structure with linear space and O(n 1−1/d +k) query time (also an O(n 1−1/d ) query time for semigroup version). Very recently, Timothy Chan proved a new partition theorem that simplifies Matoušek's approach and offers other advantages [8] . In the external memory model and using linear space, it is possible to answer simplex range reporting queries with O((n/B) 1−1/d+ε +k/B) I/Os in which ε is any positive constant and B is the block size [4] .
At the other side of the spectrum, data structures with polylogarithmic query time were obtained through cuttings [13, 17, 12] . Chazelle et al. [16] showed that using O(n d+ε ) space it is possible to achieve query time of O(log n+k). Matoušek showed query time of O(log d+1 n+k) is possible using O(n d ) space [20] . By combining these with linear space data structures, it is possible to strike a trade-off between query time and space usage: one can build a data structure that uses m + O(n) space, for any parameter m, that can answer queries in O((n/m 1/d ) log d+1 (m/n) + k) time [20] . In light of this result, it is reasonable to conjecture that the space complexity, S(n), and the query complexity, Q(n)+O(k), of a pointer machine data structure that answers simplex range reporting queries should respect S(n) = O((n/Q(n))
d ) and that the extra polylogarithmic factors in the above result are artifacts of the proof. This conjecture has not settled yet.
All of the previous simplex range reporting results can be implemented in the pointer machine model of computation and currently there are no better bounds in the RAM model and it seems random accesses do not help to reduce the complexity of this problem.
While there are a number of lower bounds for range searching problems (in semi-group or even group models), we are aware of only three papers that are relevant to simplex range reporting. The first paper by Erickson [18] deals with hyperplane emptiness queries. As such queries can be answered using simplex range reporting queries, his lower bounds also apply to simplex range reporting problem. His results are proved in a restricted model of computation known as the partition graph model (intuitively, it models point machine data structures that work by partitioning the space). He proved that any data structure that solves hyperplane emptiness queries in the partition graph model is also able to solve halfspace range searching queries in the semi-group model. Using a recent result of Arya et al. [7] , this gives the query lower bound of Ω(n 1−1/(d+1) /m 1/(d+1) ) in which theΩ(·) notation hides polylogarithmic factors. Unfortunately, the exponent of this bound is not tight but Erickson's range emptiness lower bound is significant because proving lower bounds for emptiness queries is extremely difficult. The second paper is due to Chazelle and Liu [14] in which they proved that given a planar subdivision with n vertices, computing all the k edges intersected by a query line in Q(n) + O(k) time requires Ω(n 2 /Q(n) 2 ) space. While they do not mention simplex range reporting in the paper, the particular input instance they build for this problem also gives the same lower bound for simplex range reporting queries in the plane 1 . Unfortunately, the technique does not generalize to higher dimensions. The third paper by Chazelle and Rosenberg [15] is the most relevant one. It operates in a general pointer machine model and it builds on Chazelle's earlier works [10, 11] and offers a space lower bound of Ω(n d−dγ−ε ) assuming the data structure can answer queries in O(n γ + k) time in which ε is any positive constant. This lower bound is a polynomial factor away from the (conjectured optimal) trade-off curve and becomes meaningless for small Q(n).
Our results.
Simplex range reporting. We show any pointer machine data structure that can answer simplex range reporting queries in Q(n)+O(k) time needs to consume Ω((n/Q(n))
) space. This improves Chazelle and Rosenberg's lower bound and achieves a sub-polynomial overhead 2 . Furthermore, it offers a smooth trade-off curve. For instance, for polylogarithmic values of Q(n), we are only a sub-logarithmic factor away from the trade-off curve S(n) = Ω((n/Q(n)) d ).
Simplex and Slab stabbing. Our lower bound is first obtained for a different problem we call the slab stabbing problem: preprocess a set of slabs (the region between two parallel hyperplanes) such that given a query point, the slabs containing the query point can be reported efficiently. Note that this also gives a lower bound for simplex stabbing problem: preprocess a set of simplices such that given a query point, the simplices containing the query point can be reported efficiently.
Halfspace range reporting. Using a known geometric transformation [18] , our slab stabbing lower bound offers the same space/query trade-off (i.e.,
O( √ log n) )) for halfspace range reporting in d(d + 3)/2 dimensions. This reduction from slab stabbing is the only available technique for proving lower bounds for halfspace range reporting, making our lower bound the best known lower bound for this problem as well.
External memory. Our main result here is a new framework for proving range reporting lower bounds in the external memory model. The obvious extensions give a space lower bound that is a B factor away from the best we can obtain (B is the block size). Rather surprisingly, we prove that if an input set is difficult for geometric stabbing problem in the pointer machine model, then by replicating each range roughly B times (in fact B/α times for some parameter α which will always be smaller than log n) we will obtain an input set that is difficult in the external memory model. Using this, we obtain our lower bound for simplex range reporting 1 It is possible the authors are unaware of this important consequence of their results! 2 Note that 2
in the external memory model: answering queries with
space. This is the first known external memory lower bound for simplex range reporting.
A Simple Geometric Lower Bound Framework
In this section, we describe our simple framework that is tailored for geometric problems. We begin by introducing the model of computation.
We operate in a powerful variant of the pointer machine model which also has been employed by the previous lower bound papers [11] . Consider an abstract reporting problem in which queries output subsets of an input set S containing n elements. In this model, a data structure that solves such an abstract reporting problem is represented by a directed graph G with maximum out-degree of two. The set of vertices of G, V (G), represents the set of memory cells used by the data structure. Each memory cell stores an input element as well as two pointers to two other memory cells. Any other information can be stored and accessed for free by the data structure. There are two main restrictions: First, it is assumed that to output an element p ∈ S, the query algorithm must visit a vertex u ∈ V (G) that stores p. Second a cell can only be accessed through navigating pointers and thus random accesses are disallowed. These imply that at the query time a connected subgraph of G is explored whose size is a lower bound for the query time. Given a query q, we call a vertex u an output vertex if the query outputs the element stored at u.
Background and Preliminaries
Most often proving data structure lower bounds requires two important components: one, a "bad" input instance that describes both an input set and a difficult to answer query set and two, a set of tools to exploit bottlenecks that the model imposes on the query algorithm.
In a pointer machine, the second component involves exploiting the constant out-degree of the memory cells: starting from a vertex (or memory cell) u, one can visit at most 2 r other vertices by making r pointer accesses. Our results as well as all the other pointer machine lower bounds for reporting problems crucially only use this and the other trivial fact that the query algorithm explores a connected subgraph of G. Nonetheless, transforming these trivial observations into working frameworks for proving lower bounds is not easy. Chazelle (and later with Rosenberg) [11, 15] provided a combinatorial framework that achieved this: to get a space lower bound for data structures with Q(n) + O(k) query time one needs to show the existence of subsets q 1 , . . . , q m ⊂ S, where each q i is the output of some query, with the following two properties: (Ch.1) |q i | ≥ Q(n), for every 1 ≤ i ≤ m, and (Ch.2) for a fixed parameter α and for every α distinct subsets q i1 , . . . , q iα , |q i1 ∩· · ·∩q iα | = O(1). If such subsets can be shown to exist, then one automatically obtains the space lower bound of Ω( m i=1 |q i |/α) = Ω(mQ(n)/α) using their framework. Note that this is a combinatorial statement that can be succinctly summarized as follows: to output subsets q 1 , . . . , q m with properties (Ch.1) and (Ch.2), a point machine data structure must have Ω(
On the other hand, the first component of a successful lower bound proof involves exploiting the special properties of the problem (rather than the model). For the geometric problems, this is where the geometry comes into play, as here we must geometrically build a set of ranges as well as a set of query points. For instance, to obtain their lower bound, Chazelle and Rosenberg [15] build m regions (simplices) r 1 , . . . , r m inside the unit hypercube with the following properties: (P1) the volume of each region is at least µ (for some parameter µ < 1), and (P2) the volume of the intersection of every log m regions is roughly
). We will visit the details of the construction later but for the moment it suffices to say that the required techniques are purely geometric.
Intuitively, requirements (Ch.1) and (Ch.2) of the framework align nicely with the properties (P1) and (P2) of the geometric construction. To formally connect them, they place n points uniformly inside the unit hypercube: by property (P1), each region has volume at least µ so on average each region will receive at least nµ points which can be used to satisfy (Ch.1), and (P2) ensures that the expected number of points at the intersection of every log m regions is O(nµ d m(log m) d−2 ), which means every log m queries share on average O(nµ d m(log m) d−2 ) points. So intuitively the only thing left to do is to set α = log m, and then find the right values of parameters µ and m such that we have nµ ≥ Q(n) (to satisfy (Ch.1)) and O(nµ d m(log m) d−2 ) = O(1) (to satisfy (Ch.2)). And then we have a lower bound.
Unfortunately, the above method of connecting the two components introduces a very difficult to resolve technical problem: if we set m and µ such that
, it is still possible that for some α = log m regions r i1 , . . . , r iα , a lot of points, that is ω(1) points, are placed at their intersection by pure bad luck even though on average there was supposed to be only O(1) points present at their intersection. In fact, it can be shown that such unlucky events are guaranteed (with high probability) to happen since a uniform random placement of points is guaranteed to create regions with higher than average densities and there are no known techniques to fix or "smoothen out" such irregularities. To resolve this technical issue, Chazelle and Rosenberg were forced to make a suboptimal choice of values for µ and m to guarantee that
for some fixed constant ε > 0. This introduces the n ε factor reduction in their space lower bound.
Our Framework
In contrast to Chazelle's double-layered framework, we present a more direct attack, by combining both components in one theorem. To do that, first we restrict ourselves to the case when S is a set of n geometric regions inside a d-dimensional hypercube Q of volume one. We call an elements of S a range. The queries are points inside Q and the output of a query q is the subset of ranges that contain q. We call such a problem a geometric stabbing problem. Observe that geometric stabbing problems are "dual" of range reporting problems in the sense that the roles of the points and the ranges are swapped. A careful reader can check that this swapping of the roles in itself is effective and it can reduce the gap in Chazelle's framework from n ε to Q(n) ε . To get further improvements, we need to work harder.
The main result of this section is the following.
Theorem 1. Assume we have a data structure for a geometric stabbing problem that uses at most S(n) space and answers queries within Q(n) + O(k) time in which n is the input size and k is the output size. Assume for this problem we can construct an input set S of n ranges such that (i) every point of Q is contained in exactly t ranges in which t is a parameter greater than Q(n) and (ii) the volume of the intersection of every α ranges is at most v, for two parameters α < t and v. Then, we must have
The above theorem admittedly looks a bit strange and unintuitive. However, its greatest advantage is that it offers a unified framework. We no longer need to deal with points and thus the technical difficulty of dealing with irregularities in a random distribution of the points is avoided; a construction of ranges with small intersection volume property directly results in a lower bound.
To prove the above theorem, we consider the graph G that represents the memory layout of the data structure. We say a subgraph H of G is a hub of size α if H is a tree with at most α vertices. Before giving the intuition behind our proof, we bound the maximum possible number of hubs.
Lemma 1. The number of hubs of size α is O(|V (G)|2
2α ).
Proof. Consider a vertex u. We count the maximum number of hubs of size α with u as their root. Let u 1 and u 2 be the two nodes that u points to. If H is a hub of size i rooted at u, and H 1 and H 2 are subtrees of H rooted on u 1 and u 2 , then the size of H 2 is i − j − 1 in which j is the size of H 1 . Let f (i) denote the maximum number of hubs of size i that can share a common root. We have
and f (0) = 1. The solution to this recursive formula is known as a Catalan number and it is not too hard to show that f (i) ≤ 2 2i (e.g., it counts number of expressions with i matching parentheses which is less than the number of binary strings of size 2i). Summing this for i = 1 to α gives the maximum number of hubs with a common root, which is O(2 2α ). Thus, the total number of hubs of size α is O(|V (G)|2 2α ).
Now consider the subgraph of G explored at query time. As we are operating in the pointer machine model, the query algorithm starts from the root of G and begins exploring G by traversing the edges. For every vertex u visited by the query algorithm, we mark the in-edge of u that is used to reach u for the first time during the query. Note that each vertex (except the root) receives at most a single marked in-edge. Thus, the marked edges form a tree T . We call a subtree H of T an α-heavy hub if the size of H is O(α) and α of its vertices store output elements of the query. Note that the definition of an α-heavy hub only makes sense with respect to the subgraph explored at query time. In other words, different queries define different α-heavy hubs.
Our general attack plan is the following. Intuitively, a hub represents a set of vertices that can be explored together with little cost (a packed cluster of vertices). Lemma 1 can be used to prove that the total number of different α-heavy hubs is |V (G)|2 O(α) , i.e., directly proportional to the size of the data structure. On the other hand, if the output size is large enough, then the query time is O(k), which means, a substantial fraction of the nodes in T store the output elements (ranges). This can be used to prove that T contains many α-heavy hubs. However, an α-heavy hub stores α output ranges and thus the query point should be inside all of these α ranges. In other words, the α-heavy hub can only be used for the queries inside the intersection region of the α output ranges. However, each point in Q can be a query point which means Q is covered by the regions coming from the intersection of α ranges. Thus, the maximum volume of the intersection region, and the maximum number of available α-heavy hubs can be combined to prove Theorem 1. Now we present the details.
In the next lemma, we prove that the subtree T explored at query time must indeed contain many α-heavy hubs.
Lemma 2. Consider the tree T explored at query time. If T contains Ω(|T |) output vertices, then there exists a set H of Ω(|T |/α) α-heavy hubs.
Proof. Let k be the number of output vertices in T . We find H by playing the following game. We initialize the game by placing one pebble on each output vertex of T and assign a size value to every node of T which is initially one. Thus, in total k pebbles are placed on T and total size of all the vertices is |V (T )| = O(k).
At each step of the game we operate on a leaf u of T . Let w be the parent of u. In a typical step, we take all the pebbles on u and place them on w, then add the size of u to w and then we delete u. Note that this maintains the invariant and the number of pebbles on w will be at most one more than the number of pebbles that were previously on u. The exception is when there are α or more pebbles on u. In this case, we do not perform the typical step and instead look at the size of u: if it is greater than cα (the first case), for a large enough constant c, then we delete u and throw away all the existing pebbles on u and we call these pebbles wasted. Otherwise (the second case), we have found an α-heavy hub (to see this, imagine rewinding the pebble game from u; we reach α output vertices using at most cα edge traversals). We add the α-heavy hub that we found to H and then remove u and its pebbles from the game. In the special case when u contained more than α pebbles, we only use α pebbles to find an α-heavy hub and the excess pebbles are again wasted. However, observe that when we perform the exceptional step, the number of pebbles on u is less than 2α: u begins by having at most one pebble and since it has out-degree of two, it can receive at most α − 1 pebbles from each of its children during a typical step. Thus, in this case the exceptional step wastes less than α pebbles.
At the end of the game, we will have a set of at most α − 1 pebbles left at the root of T and all the other pebbles will either be wasted or placed in a hub in H. In the first case of the exceptional step, wasting less than 2α pebbles corresponds to deleting cα vertices of T and in the second case, α pebbles are placed in a hub and less than α are wasted. Thus, it follows that at most 2k/3 pebbles will be wasted if c is chosen large enough. The rest of the pebbles, k/3 − α + 1, will be in hubs. This means H contains at least (k/3 − α + 1)/α hubs.
Proof of Theorem 1. By Lemma 1, the total number of hubs of size
) possible ways for H to be an α-heavy hub at query time, over all the possible queries. However, an α-heavy hub H contains α output vertices that output α ranges r 1 , . . . , r α which means the hub can only be used by query points that are inside the intersection of r 1 , . . . , r α ; we call this region the intersection region of H. By our assumption, the intersection region of any hub has volume at most v.
Let T be the tree explored at query time, for a given query. Remember that each point of Q is covered by t ranges and since the query time is Q(n) + O(t), it follows that |V (T )| ≤ Q(n) + O(t) = O(t). But V (T ) must also contain t output vertices and thus by Lemma 2, we can identify Ω(t/α) α-heavy hubs in T , meaning, the query point must be inside the intersection region of Ω(t/α) α-heavy hubs. As every point of Q can be used as a query, it follows that the intersection regions of all the possible α-heavy hubs have to cover Q at least Ω(t/α) times. A simple volume computation thus yields that
Remark I. The idea of studying geometric stabbing problems and using volume-based arguments comes from a very recent work of Afshani et al. [2] where an optimal lower bound for rectangle stabbing in d-dimensions was proved. However, there are two major differences: first, their proof techniques are insufficient for us (e.g., they only consider the case α = 2) and second, instead of having Q(n) ≤ t, they build a specific input instance and prove that Q(n) = Ω(t log(S(n)/n)).
Remark II. It is easy to see that our volume-based argument can be generalized to any reasonable measure. We will not delve into details as we cannot immediately find any algorithmic consequences of such generalizations.
Lower Bounds
In this section, we use our framework to prove our claimed lower bounds.
Slab Enclosure
Preliminaries. Let O be the origin. In this article, we use R and h 2 or the vertical distance of the slab. The dual of this slab is a vertical line segment of length A (note that A is at least τ , the distance between h 1 and h 2 ). We define the slab stabbing problem as follows: given a set S of n slabs, store them in a data structure such that the slabs containing a given query point q can be found efficiently. Thus, the dual of the slab stabbing problem is the following: given a set S of vertical line segments, store them in a data structure such that the line segments intersecting a query hyperplane q can be found efficiently.
To prove a lower bound for the slab stabbing problem, we use Theorem 1 and thus we need an input set of slabs such that the volume of the intersection of a few of them is small. In [10] , Chazelle showed the existence of a set of slabs such that the intersection of any log n of them has a very small volume. Later with Rosenberg, they used this construction to prove their simple range reporting lower bound [16] . Unfortunately for us, setting α = log n in Theorem 1 destroys any chance of obtaining a reasonable lower bound (although with some easy tweaks, it is possible to set α = ε log n and reclaim Chazelle and Rosenberg's result). In essence, we need a more sensitive lemma.
All of our input slabs have the same thickness 2τ for a parameter τ to be determined later. This means each slab is determined by a single point: for a given point p ∈ R d , we define the slab
and let Q top be its top face, i.e.,
. Let P be a set of t points placed on Q top . For every p ∈ P, we take the slab S p and tile Q using S p (Figure 1(left and center) ): we place disjoint copies of S p so that they cover all of Q. Let S p denote the set of slabs obtained by this tiling. Our final set of slabs S is defined as S = p∈P S p .
The following two lemmas follow closely from the previous work [10, 15] although nowhere they have been explicitly listed as lemma. Because of this, and also since we use a different set of parameters, we provide short proofs. The first lemma computes the volume of a parallelotope formed by the intersection of d slabs using elementary techniques. Proof. It is easy to see that V is in indeed a parallelotope. First, S pi is the region between two parallel hyperplanes:
the lower boundary and the upper boundary is described by
As there are d such slabs (Figure 1(right) ) and no two slabs contain parallel hyperplanes, the intersection becomes a parallelotope. The lowest vertex of V , u, satisfies
For every 1 ≤ i ≤ d, there exists another vertex, u i , adjacent to u. u i satisfies
Note that Vol(V ) = det(u 1 − u, u 2 − u, . . . , u d − u). Observe that < u i − u, p j >= 0 for i = j and < u i − u, p i >= 2τ p i . Let A u and A p be the matrices in which the i-th row is u i − u, and p i , respectively. Let A be the diagonal matrix in which A(i, i) = 2τ p i . With this notation Vol(V ) = det(A u ). It is easily verified that the simplex formed by points p 1 , . . . , p d and the origin; since the points p 1 , . . . , p d lie on a hyperplane that has distance two from origin, it follows that det(
Lemma 4.
[15] Consider α points p 1 , . . . , p α ∈ P and let V = 1≤i≤α S pi . We have 
. V is a subset of the intersection of slabs corresponding to the vertices of σ and thus from the previous lemma we know Vol 
The above lemmas imply that a set of slabs have small intersection if and only if the convex hull of the points that give rise to those slabs is large. The next lemma is the main tool that we borrow from [10] .
Lemma 5.
[10] Consider the unit hypercube in d dimensions in which d is a constant. For any real value 0 < ρ < 1, there exists a set C ρ of 1/ρ O(1) convex shapes inside the unit hypercube such that each shape in C ρ has volume O(ρ) and for any convex shape A of volume at most ρ, there exists a convex shape in C ρ that completely contains A.
We are now ready to describe the set P which defines our set of slabs: P is chosen by placing t points uniformly at random inside Q top , for a parameter t, and the thickness τ of the hyperplanes is chosen to be t/n. With this choice of parameters, it is easy to verify that for each point p ∈ P, we can tile Q using Θ(n/t) copies of slab S p . Remember that S = p∈P S p is our input set. Thus, |S| = Θ(n). Clearly, each point of Q is covered by exactly t slabs. From this point forward, for a region r, we use Vol(r) to denote the d-dimensional volume of r ∩ Q. It is easy to see that for each r ∈ S p , Vol(r) = O(t/n).
We apply Lemma 5 to Q top (since Q top is a translation of the unit hypercube in the (d − 1)-dimensional space) with parameter ρ = (tx) −1 in which x is a parameter to be adjusted later. For a convex region C ∈ C ρ , we bound the probability of the event, E C , that more than α points are placed inside C, for another parameter α. This probability is
and thus
If we set α = Θ(max{(log t)/ log x, 1}) (with a large enough constant hidden in the Θ notation), the above probability will be less than one and thus there exists an input P such that the convex hull of any α points in P has (d − 1)-dimensional volume greater than ρ = (tx) −1 . By Lemma 4, it follows that for any α slabs S 1 , . . . , S α ∈ S, we have
Lemma 6. Given parameters t and α, there exists a set of Θ(n) slabs S in d dimensions such that (i) the thickness of each slab in S is t/n (ii) every point in Q is contained in t slabs and (iii) for every α slabs S 1 , . . . , S α ∈ S the volume of
To prove our lower bound, we simply need to use Theorem 1 and adjust the parameters.
Proof. We pick t = Q(n) in Lemma 6. Combined by Theorem 1, we obtain that
We set α = log Q(n). Observe that
Simplex Range Reporting Lower Bound
In this section we prove our lower bound for simplex range reporting. We use our result on slab stabbing problem. Unfortunately, we are unable to give a general reduction from simplex range reporting to the slab stabbing problem. However, we can do it for some special cases which include the instances that we used to obtain our slab stabbing lower bound. Let q be the query point. Consider an index i, 0 ≤ i ≤ log(d max /d min ). Let q high (resp. q low ) be the point obtained from q by adding (resp. subtracting) 2 i d min to the d-th coordinate of q. Using simplex range reporting data structures, we find all the hyperplanes in H low i that pass between q and q low (in primal space this translates to finding all the points between two query hyperplanes). Similarly, we find all the hyperplanes in H high i that pass between q and q high . We output the slabs corresponding to the hyperplanes found. Since log d max /d min = O(1), we only impose a constant factor overhead on the query time and space complexity of the simplex range reporting data structure used.
To see the correctness, consider a slab S ∈ S i and let A be the vertical distance of S. As A < 2 i+1 d min , if S contains q, then either the lower boundary of S will pass above q low or its upper boundary will pass below q high and thus it will be reported. However, since A ≥ 2 i d min , if S does not contain q, then the lower boundary of S will not pass between q and q low and the upper boundary of S will not pass between q and q high as well. Thus, S will not be reported if it does not contain q.
Thus, we simply need to bound the vertical distance of the slabs that we built in the previous section.
Theorem 3. Any structure that answers d-dimensional simplex range reporting queries in
Proof. Consider a slab S p with its lower boundary being h = x ∈ R d :< x, p > − p 2 = −τ p and its upper boundary being h = x ∈ R d :< x, p > − p 2 = τ p . Let x and x + v be two points on lower and upper boundary respectively in which v is a vertical vector, i.e., v = (0, 0, . . . , 0, A) where A is the vertical distance of S p . We have
As p is chosen on Q top , its d-th coordinate is two. Thus,
As all the slabs we constructed in the previous section had the same thickness, the theorem follows from Lemma 7 and Theorem 2.
Halfspace Range Reporting Lower Bounds
Currently the best known lower bounds for halfspace range reporting problem are obtained through reductions from the slab stabbing problem (or its dual) via a simple geometric transformation: Consider a slab S with hyperplanes h 1 and h 2 being its lower and upper boundaries respectively. Let
. By introducing some new variables, one for each q 
I/O Model Lower Bounds
The I/O model is a widely used model of computation that deals with massive data. In this model, data sits on a disk of conceptually infinite size which is divided into blocks and each block can store up to B records. All computation must be performed in a main memory of size M . By performing an I/O, it is possible to transfer one block between the main memory and the disk and the goal is to minimize number of I/Os performed by the algorithm. Similar to the indexibility model [19] , the crucial restriction we impose on the query algorithm is the indivisibility of the records (the indivisibility assumption for short) which regards the records atomic and unbreakable: each block can store up to B records and to output a record a block storing the record should be loaded into the main memory. We allow all the other informations be stored and accessed for free.
To be more precise, consider an abstract reporting problem in which queries output subsets of an input set S containing n elements. Under the indivisibility assumption, if the data structure uses S(n) space, then it consists of S(n)/B blocks such that each block stores up to B elements of S. To answer a query, the data structure can choose m blocks and load them to the main memory and output a subset of the elements stored in those blocks. The cost of answering the query is m. In many problems, the goal is to achieve a query cost of the form Q(n) + O(k/B) in which k is the output size.
Previously, only one lower bound framework was used for reporting problems. The heart of this framework is the Redundancy Theorem [19] and its refinement [6] that ties the space overhead of the data structure to a combinatorial structure of the query set, in a very similar manner to Chazelle's framework.
Here we use our new techniques to provide another lower bound framework. A rather nontrivial and counter-intuitive consequence of our framework is that to build a difficult input instance in the I/O model, we simply need to find a difficult input instance in the pointer machine model and duplicate each input element a number of times.
Theorem 5. Assume that there exists an input S of n regions for a geometric stabbing problem such that (i) every point of Q is contained in exactly t regions and (ii) the volume of the intersection of every α regions is at most v in which α < t and t are two parameters. Then, there exists an input S of N = Θ(nB/α) regions such that any external memory data structure that answers geometric stabbing queries on S using
Remark. The easy way to generalization of Theorem 1 yields a much less effective lower bound that is a factor of B smaller. Thus, the fact that we build another input instance using S is crucial. The rest of this subsection is devoted to the proof of the above theorem. S is made by replicating every region in S β times, for a parameter β. We set β = Θ(B/α) but its exact value will be determined later. For every r ∈ S, we create β identical copies of r and place them at the same location as r. S is the set of all these copies. We denote the size of S by N and thus N = βn. We say two regions r, r ∈ S are different if they are not copies of the same region in S. Now consider a data structure that stores S using S(N ) space that can answer geometric stabbing queries using Q(N ) + O(k/B) I/Os.
We call a tuple of α elements a hub (of size α) if they are all different and there exists a block that stores all of them. Since the data structure contains S(N )/B blocks, it follows that the total number of hubs is at most B α S(N )/B. Now consider a particular query. Note that every point of Q is contained in tβ regions of S and thus the output size is tβ. A hub (of size α) whose all elements are outputted at query time is called an output hub (of size α). The query algorithm reads Q(N ) + O(k/B) blocks and since k = βt and Q(N ) = O(t/α), it follows that Q(N ) + O(k/B) = O(k/B). It is easy to show that there are at least k/(2B) blocks that each outputs at least k b elements and k b = Θ(B); we call these blocks heavy. We pick β = k b /α = Θ(B/α) (for simplicity assume β is an integer). We now lower bound the number of output hubs. Lemma 8. Every heavy block B has at least β α output hubs of size α.
Proof. Let A be a set of k b regions that are reported from B. Let x be the maximum number of pairwise different regions in A. We can decompose A into x equivalent classes A 1 , . . . , A x in which the regions in each A i are copies of the same region. Note that since |A| = k b = βα we have x ≥ α. Let X be the number of output hubs of size α and let X i,0 be the number of output hubs of size i that have no element from A 1 or A 2 . Each output hub has either zero or one element from A 1 or A 2 and thus we have X = X α,0 + (|A 1 | + |A 2 |)X α−1,0 + |A 1 ||A 2 |X α−2,0 .
If we keep |A 1 | + |A 2 | fixed, then X is minimized when the difference between |A 1 | and |A 2 | is maximized. Thus, the minimum of X is achieved when x = α and |A i | = β for 1 ≤ i ≤ α. And in that case we have X = β α .
For a hub H to be used as an output hub, the query must be inside the geometric region formed by the intersection of all the α regions that form H. Since the regions that form a hub are different, the intersection has volume at most v. Thus, the total volume of the geometric regions of all the hubs in the data structure is B α vS(n)/B. However, as we saw, to answer any query we must access k/(2B) heavy blocks and each heavy block has β α output hubs. Thus, the total number of output hubs for any query is at least β α k/(2B). Each hub can only produce one output hub. Since every point of Q can be used as a query, the geometric regions of the hubs must cover Q at least β α k/(2B) times. We must have = Ω Q(N ) v2 O(α) .
Using Lemma 6 and setting α = log Q(N ), we obtain the following theorem. 
Conclusions
In this paper, we presented a number of improved lower bounds for simplex range reporting, slab stabbing, and halfspace range reporting in the pointer machine. We also presented new lower bounds for the problems in the I/O model of computation. To obtain our lower bounds, we built new frameworks for proving lower bounds in both models of computation. Our framework has the advantage that given a set of geometric ranges, it can directly give a lower bound, provided the ranges have small intersection properties. As we saw, the previous papers required such set of ranges as well as additional tools that sometimes would result in difficult to solve technical problems. An interesting aspect of our frameworks is that building a single input instance is enough to prove good lower bounds in both models of computation. This is unlike the previous attempts where obtaining I/O lower bounds always required tweaking the internal memory constructions in non-trivial ways. For instance, for orthogonal range reporting, the pointer machine lower bounds were obtained as early as 1990 [11] but the equivalent I/O lower bounds were obtained almost two decades later [1] .
At the end, we must mention that there are still very interesting questions that are left open. Recently, an important open problem that is directly related to our work came from Timothy Chan [8] who asked whether logarithmic factor increases are necessary in multi-level partition trees. For instance, we can now ask whether it is possible to prove a space lower bound of Ω((n/Q(n)) d log n) for data structures that answer simplex-simplex containment queries (preprocess a set of simplices such that the simplices contained in a query simplex can be outputted efficiently) in O(Q(n) + k) time for polylogarithmic values of Q(n).
