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Abstract
We consider group actions α : G→ Aut(A) of topological groups G on C∗-algebras A of the
type which occur in many physics models. These are singular actions in the sense that they
need not be strongly continuous, or the group need not be locally compact. We develop
a “crossed product host” in analogy to the usual crossed product for strongly continuous
actions of locally compact groups, in the sense that its representation theory is in a natural
bijection with the covariant representation theory of the action α : G→ Aut(A). We prove
a uniqueness theorem for crossed product hosts, and analyze existence conditions. We also
present a number of examples where a crossed product host exists, but the usual crossed
product does not. For actions where a crossed product host does not exist, we obtain a
“maximal” invariant subalgebra for which a crossed product host exists. We further study
the case of a discontinuous action α : G→ Aut(A) of a locally compact group in detail.
Keywords: automorphic group action, C*-algebra, topological group, crossed product,
host, group algebra, covariant representation, multiplier algebra, Weyl algebra, quantum
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1 Introduction
A large part of the C∗-algebra literature is concerned with crossed products for strongly contin-
uous group actions α : G → Aut(A) of locally compact groups on C∗-algebras. A particularly
useful property of a crossed product is that there is a natural bijection of its representation
theory with the covariant representation theory of the triple (A, G, α). This allows one to ana-
lyze the covariant representation theory of an action α by analyzing the representation theory
of the crossed product, using the usual C∗-algebraic tools and structure theory. In addition,
crossed products allow one to extend tools of group representation theory to covariant represen-
tations, e.g. Mackey’s theory of induced representations. According to [Ta67] this was one of
the main motivations to introduce crossed products. We refer to [Wil07] for references to the
basic literature.
The paper of Doplicher, Kastler and Robinson [DKR66], where crossed products were first
defined in full generality, was however motivated by physics. The main idea here was that
the field C∗-algebra of a (relativistic) quantum system should encode in bounded form all the
algebraic relations of the concrete system of operators describing the system, but in addition,
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its representation theory should comprise only the physically relevant representations. In the
quantum field theory context this meant that the field algebra should have as representations all
those covariant representations w.r.t. the action of the Poincare´ group, which satisfy a certain
spectral condition for the translation subgroup. In [DKR66], the crossed product for a strongly
continuous action α : G→ Aut(A) of a locally compact group G acting on a C∗-algebra A was
constructed to carry the covariant representation theory. In a later section of the paper, it was
shown that one could factor out by an ideal of the crossed product in order to obtain a C∗-
algebra whose representations correspond to covariant representations which satisfy the desired
spectral condition.
In contrast to the mathematical success of crossed products, the application of crossed prod-
ucts to physics has been limited. As pointed out on many occasions by Borchers [Bo83, Bo96],
in quantum field theory the natural actions α : G→ Aut(A) are usually not strongly continuous,
and the groups G need not be locally compact, e.g. they may be infinite–dimensional Lie groups,
such as the group of gauge transformations. Here we want to address this particular problem, by
developing a “crossed product” for such singular actions, i.e. we want to construct a C∗-algebra
C whose representations correspond to covariant representations of α : G→ Aut(A) in the same
manner than for the usual crossed product. Such an algebra C will be called a crossed product
host, and our definition for it below borrows ideas from Raeburn (cf. [Rae88]), and sidesteps
the usual construction via twisted convolution algebras. We will include spectral conditions into
the framework from the start, because it is sometimes easier to construct the crossed product
host whose representations satisfy a spectral condition, than one who does not. We will obtain
existence and uniqueness results for crossed product hosts, and provide a number of examples
where a crossed product host exists, but the usual crossed product does not exist. We will study
the case of a discontinuous action α : G→ Aut(A) of a locally compact group G in detail.
A general crossed product is not particularly useful for physics, because, as a rule, not all
representations of the field algebra are physically acceptable;- there is usually a specified subclass
of representations, and only covariant representations from this subclass are allowed. This means
we are sometimes forced to deal with a situation where we know that a representation is not the
representation of a crossed product host for the given action. Our strategy will be to reduce A
to a subalgebra AL preserved by the action αG, for which the given representation becomes that
of a crossed product host, and it is maximal in a suitable sense. The justification is as follows.
The construction of a C∗-algebra whose representation theory satisfies some physical condi-
tion, can be thought of as an application of quantum constraint theory. In quantum constraint
theory one starts with some convenient initial C∗-algebra which encodes algebraically the system
we want to describe. We then impose physically motivated restrictions on its representations,
and seek the optimum C∗-algebra which will have as representations only those which satisfy
the restrictions. These restrictions can be where one requires some operator identity to hold
(“supplementary conditions”, cf. [Gr06]), or requiring that some subgroup of a symmetry group
acts trivially (cf. [La95]), or that some one-parameter unitary groups must be strong operator
continuous (regularity condition for the Weyl algebra [GrN09]), or that some symmetry group
is covariantly represented and satisfies some spectral condition (cf. [Bo96]). Typically there will
be some elements of the original algebra which are incompatible with the constraint conditions,
and these need to be excluded before one constructs the final physical algebra, and we will find
a similar situation below.
The structure of this paper is as follows. We start with a short list of essential notation
and concepts in Section 2, and in the next section we recall the concept of a host algebra,
which generalizes the concept of a group algebra beyond locally compact groups, and also for
subtheories of the continuous representation theory rather than the full continuous representation
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theory. In Section 4 we introduce our definition of a crossed product host relative to a choice
of host algebra L, explore its basic properties, give examples, and obtain a uniqueness theorem.
Then in In Section 5 we analyze existence criteria for crossed product hosts, and these are
combined in the concept of a cross-representation, which always allow for the construction of
a crossed product host. We study the properties of these representations, and construct a
universal covariant L-representation. This is a cross representation if and only if there is a
crossed product host for the full theory of covariant L-representations. We give examples where
a crossed product host exists, but the usual crossed product does not exist. In Section 6 we
consider special situations where we can prove existence of crossed product hosts, i.e. that a
given covariant representation (π, U) of α : G→ Aut(A) is a cross representation. These include
where the host L is represented by compact operators, where G is compact and Spec(U) is
finite or U is of finite multiplicity, and finally, if we have a semidirect product G = N ⋊ϕ H
of locally compact groups, and (π, U ↾N) and (π, U ↾H) are cross representations. For each
special situation we develop a number of further interesting examples. In Section 7 we consider
non-cross representations, i.e. covariant representations which do not allow construction of a
crossed product host. The motivation comes from physics, as explained above. We isolate a
natural subalgebra AL preserved by the action αG, on which the given representation restricts
to a cross representation. In Section 8 we study the special case of a discontinuous action
α : G→ Aut(A) of a locally compact group G, and give very concrete criteria for the existence
of a crossed product host. Finally, in Section 9 we develop three examples which are useful
for bosonic quantum systems, and where crossed products do not exist in the usual sense. We
conclude with a number of appendices, in which we give technical lemmas required in the proofs
as well as further related material which do not easily fit into the main text.
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2 Basic concepts and notation
Below we will need the following.
Definition 2.1. (i) For a C∗-algebra A, we write M(A) for the multiplier algebra of A. If A
has a unit, U(A) denotes its unitary group. There is an injective morphism of C∗-algebras
ιA : A →M(A) and we will just write A for its image in M(A). Then A is dense in M(A)
with respect to the strict topology, which is the locally convex topology defined by the
seminorms
pA(M) := ‖M · A‖+ ‖A ·M‖, A ∈ A, M ∈M(A)
(cf. [Bu68, Prop. 3.5] and [Wo95, Prop. 2.2]).
(ii) Let A and L be C∗-algebras and ϕ : A → M(L) be a morphism of C∗-algebras. We say
that ϕ is non-degenerate if span(ϕ(A)L) is dense in L (cf. [Rae88]). A representation
π : A → B(H) is called nondegenerate if π(A)H is dense in the Hilbert space H.
Nondegeneracy is an important concept, and in Appendix A we list useful properties for it. If
ϕ : A →M(B) is a morphism of C∗-algebras which is non-degenerate, then we write ϕ˜ : M(A)→
M(B) for its uniquely determined extension to the multiplier algebras (cf. [Ne08, Prop. 10.3]).
For a complex Hilbert space H, we write Rep(A,H) for the set of non-degenerate represen-
tations of A on H, and S(A) for the set of states of A. To avoid set–theoretic subtleties, we will
express our results below concretely, i.e., in terms of Rep(A,H) for given Hilbert spaces H. We
have an injection
Rep(A,H) →֒ Rep(M(A),H), π 7→ π˜ with π˜ ◦ ιA = π,
which identifies a non-degenerate representation π of A with the representation π˜ of its multi-
plier algebra which extends π. The representations of M(A) on H arising from this extension
process are characterized as those representations which are continuous with respect to the strict
topology onM(A) and the strong operator topology on B(H), or equivalently by non-degeneracy
of their restriction to A (cf. [Ne08, Prop. 10.4]). We will refer to π˜ as the multiplier extension
of π. It can be obtained by
π˜(M) = s-lim
λ→∞
π(MEλ) ∀M ∈M(A)
where (Eλ)λ∈Λ is any approximate identity of A.
If B is a C∗-algebra, and X is a left Banach B–module, then the closed span of BX satisfies
span(BX) = BX = {Bx | B ∈ B, x ∈ X} (cf. [Bla06, Th. II.5.3.7] or [Pa94, Th. 5.2.2]).
In particular it implies that if ϕ : A → M(L) is non-degenerate, then L = ϕ(A)L, and if
π : A → B(H) is a non-degenerate representation, then span(π(A)H) = π(A)H. We will use the
notation JSK := span(S) where S ⊂ Y and Y is a Banach space.
For topological groups G and H we write Hom(G,H) for the set of continuous group ho-
momorphisms G→ H . We also write Rep(G,H) for the set of all (strong operator) continuous
unitary representations of G on H . Endowing U(H) with the strong operator topology turns it
into a topological group, denoted U(H)s, so that Rep(G,H) = Hom(G,U(H)s).
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Definition 2.2. (i) We write (A, G, α) for a triple, where A is a C∗-algebra, G a topological
group and α : G → Aut(A) is a homomorphism. We call α strongly continuous if for every
A ∈ A, the orbit map αA : G→ A, g 7→ αg(A) is continuous. If α is strongly continuous, we call
(A, G, α) a C∗-dynamical system (cf. [Pe89], [BR02, Def. 2.7.1]), or say that the action is C0.
Unless otherwise stated, we will not assume that α has this property and simply speak of the
triple (A, G, α) as an C∗-action. The usual case will mean that the action is C0, and the group
G is locally compact.
(ii) A covariant representation of (A, G, α) is a pair (π, U), where π : A → B(H) is a nonde-
generate representation of A on the Hilbert space H and U : G→ U(H) is a continuous unitary
representation satisfying
U(g)π(A)U(g)∗ = π(αg(A)) for g ∈ G, a ∈ A. (1)
For a fixed Hilbert space H, we write Rep(α,H) for the set of covariant representations (π, U)
of (A, G, α) on H.
3 Generalizing group algebras – host algebras
In the usual case for α : G→ Aut(A), the crossed product A⋊αG is constructed from the group
algebra C∗(G) and A (cf. [Rae88]). Here we want to follow a similar strategy.
For our case, as we do not necessarily make the usual assumptions for (A, G, α), we need
to generalize the concept of a group algebra (cf. [Gr05, Ne08]). This is to allow for topological
groups which are not locally compact, or for representation theories restricted by some given
condition (e.g. spectral conditions - see [GrN12]). The main task of the usual group algebra is to
carry the continuous unitary representation theory of the group. This is the property which we
will generalize, by seeking a C∗-algebra which will carry the desired subclass of representations
of G in a natural way.
Definition 3.1. Let G be a topological group. A host algebra for G is a pair (L, η), where L is
a C∗-algebra and η : G→ U(M(L)) is a group homomorphism such that:
(H1) For each non-degenerate representation (π,H) of L, the representation π˜ ◦ η of G is con-
tinuous.
(H2) For each complex Hilbert space H, the corresponding map
η∗ : Rep(L,H)→ Rep(G,H), π 7→ π˜ ◦ η
is injective.
We write Rep(G,H)η for the range of η∗, and its elements are called L-representations of G.
Note that η∗ depends on H.
We call (L, η) a full host algebra if, in addition, we have:
(H3) Rep(G,H)η = Rep(G,H) for each Hilbert space H.
Given U ∈ Rep(G,H)η, we write UL := (η∗)−1(U) ∈ Rep(L,H) for the unique representation
of L such that U˜L ◦ η = U .
Thus by (H2) and (H3), a full host algebra, when it exists, carries precisely the continuous
unitary representation theory ofG, and if it is not full, it carries some subtheory of the continuous
unitary representations of G. In particular, if we want to impose additional restrictions, e.g. a
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spectral condition, then we will specify a host algebra which is not full. Since specification of
a non-full host L restricts the representation theory of G, it can be thought of as a quantum
constraint. This will make more sense below in the context where G acts on A. In general, host
algebras need not exist, as there are topological groups with continuous unitary representations,
but without irreducible ones (cf. [GN01]), and η∗ preserves irreducibility for host algebras.
The existence of a host algebra for the fixed subclass of representations of G means that this
class of representations is “isomorphic” to the representation theory of a C∗-algebra. The
standard example is when G is locally compact, and we take L = C∗(G) with the canonical
map η : G→ U(M(C∗(G))). At the end of this section there is a list of other examples.
We consider the strict continuity of the map η : G→ U(M(L)) in the definition (cf. [Ne08,
Rem. 4.14]):
Proposition 3.2. Let G be a topological group, L be a C∗-algebra and η : G → U(M(L)) be a
group homomorphism.
(i) If η : G→ U(M(L)) is strictly continuous, then π˜ ◦ η is continuous for each π ∈ Rep(L,H),
i.e. (H1) is satisfied.
(ii) η(G) spans a strictly dense subalgebra of M(L) if and only if η∗ is injective for all H.
(iii) Let LLc := {L ∈ L | G → L, g 7→ η(g)L is continuous} and Lc := LLc ∩ (LLc )∗. Then
LLc is a closed right ideal, biinvariant under G, and Lc is a C∗-subalgebra of L which
is G-biinvariant, and the corresponding homomorphism ηc : G → U(M(Lc)) is strictly
continuous.
(iv) Let η : G→ U(M(L)) be such that η∗ is injective for all H. Then Lc is a closed two-sided
ideal of M(L) and the corresponding morphism γ : M(L) → M(Lc) is strictly continuous
and satisfies γ ◦ η = ηc. Moreover (Lc, ηc) is a host algebra for G.
Proof. (i) This follows from the strict continuity of the multiplier extension π˜.
(ii) If η(G) spans a strictly dense subalgebra of M(L), then as the extension π˜ of a non-
degenerate representation π of L is strictly continuous, η∗ is injective for all H. If, conversely,
η∗ is injective for all H, then span(η(G)) is strictly dense in M(L) by [Wo95, Prop. 2.2].
(iii) Most of the claims are direct verifications. Note that LLc is closed because G acts by
isometries on L.
(iv) Since η∗ is injective for all H, (ii) implies that η(G) spans a strictly dense subalgebra
of M(L). Then the G-biinvariant closed subalgebra Lc of L is a two-sided ideal of M(L), so
γ has the claimed properties. To verify the host properties of Lc, note that (H1) follows from
the strict continuity of ηc. Moreover γ(M(L)) contains Lc, so that it is strictly dense in M(Lc)
([Wo95, Prop. 2.2]). Therefore ηc(G) = γ(η(G)) spans a strictly dense subalgebra of M(Lc),
which implies that η∗ is injective for all H, as we have seen in (ii).
Remark 3.3. If (L, η) a host algebra for G and (π,H) is a non-degenerate representation of L,
then π(L)′′ = (π˜ ◦ η)(G)′′. To see this, note that by Proposition 3.2(ii), span η(G) ⊂ M(L) as
well as L ⊂M(L) are both strictly dense algebras. Thus using the strictly continuous extension
of π from L toM(L), we get that the strong operator closures of π(L) and span(π˜◦η)(G) are the
same. It follows for the commutants that π(L)′ = (π˜ ◦ η)(G)′, hence that π(L)′′ = (π˜ ◦ η)(G)′′.
Definition 3.4. Let G and H be topological groups and (LG, ηG), resp. (LH , ηH), be host
algebras for G, resp. H . Then a morphism of host algebras is a pair (ϕ, ψ), where ϕ : H → G
is a continuous group homomorphism and ψ : LH → LG is a non-degenerate morphism of C∗-
algebras whose extension ψ˜ : M(LH)→M(LG) satisfies
ψ˜ ◦ ηH = ηG ◦ ϕ.
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Example 3.5. Typical examples of morphisms of host algebras in the case of locally compact
groups with group algebras as hosts, arise from inclusions ϕ : H →֒ G of open subgroups. Inclu-
sions of closed subgroups H →֒ G in general do not not induce inclusions C∗(H) → C∗(G).
For example the inclusion ϕ : H = T →֒ G = T2, t 7→ (t, 1) cannot produce an inclusion
C∗(H)→ C∗(G) because the regular representation of G on L2(G) represents C∗(G) by compact
operators but the operators coming from C∗(H) have infinite-dimensional eigenspaces, hence are
not compact if they are non-zero.
Examples 3.6. Presently we know the following sources of host algebras:
(1) If G is locally compact, we take L = C∗(G) with the canonical map η : G→ U(M(C∗(G)))
which is strictly continuous, i.e. continuous with respect to the strict topology on
U(M(C∗(G))) and defines on C∗(G) the structure of a full host algebra for the class
of continuous representations of G (cf. [Dix77, Sect. 13.9]).
(2) If L is a host algebra of G and I ⊆ L is a closed ideal, then L/I also is a C∗-algebra,
the quotient map q : L → L/I induces a surjective homomorphism q˜ : M(A) → M(L/I),
and q˜ ◦ ηG : G → M(L/I) defines on L/I the structure of a host algebra for G. By
construction we then have a morphism from the host algebra L (w.r.t. G) to the host
algebra L/I (w.r.t. G).
(3) Let (V, ω) be a countably dimensional symplectic space and Heis(V, ω) := R × V the
corresponding Heisenberg group with the multiplication
(t, v)(t′, v′) := (t+ t′ + 12ω(v, v
′), v + v′)
endowed with the direct limit topology turning it into a topological group. We have shown
in [GrN09] that there exists a host algebra (L, η) of Heis(V, ω) for which Heis(V, ω)η is
the class of all continuous unitary representations U satisfying U(t, 0) = eit1 for t ∈ R. If
dimV <∞, then Heis(V, ω) is locally compact, and so the existence of such a host algebra
already follows from Remark 3.7 below, applied to Z := R× {0} and χ(t, 0) := eit.
(4) Host algebras obtained from complex semigroups (cf. [Ne00, Sect. III.2], [Ne08], [MN11]).
We shall discuss this class in more detail in the forthcoming paper ([GrN12]). In this caseG
is a Lie group, possibly infinite-dimensional, and we have a complex involutive semigroup
S on which G acts by unitary multipliers via a map η : G → U(M(S)) satisfying certain
additional conditions. The corresponding host algebra is L = C∗(S, β), the enveloping C∗-
algebra of S corresponding to a locally bounded absolute value β on S which is invariant
under G. This is closely related to spectral conditions.
(5) Host algebras for subsets of norm continuous representations in Rep(G,H) can be obtained
for general topological groups. If (U,H) is a norm continuous unitary representation of
the topological group G and L := C∗(U(G)) is the C∗-subalgebra of B(H) generated by
U(G), then η := U : G→ U(L) is continuous, so that every continuous representation π of
L leads to a norm continuous representation π ◦ η of G. Hence (L, η) is a host algebra for
G (see also [Ne00, Prop. III.2.18]).
(6) If G is an abelian topological group, there is a different method to obtain hosts algebras
for its norm continuous representations. Let Ĝ := Hom(G,T) be its group of continuous
characters, and Σ ⊆ Ĝ be an equicontinuous subset which is closed in the topology of
pointwise convergence, i.e., as a subset of the compact group TG. Then the topology of
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pointwise convergence turns Σ into a compact Hausdorff space, so that L := C(Σ) is a
unital C∗-algebra. We obtain a continuous homomorphism
η : G→ U(L), η(g)(χ) := χ(g),
and it is easy to see that (L, η) is a host algebra for G. The L-representations of G are
precisely those representations given by Borel spectral measures P on the compact space
Σ via Ug =
∫
Σ χ(g) dP (χ). All these representations are norm continuous and satisfy
U = π ◦ η, where π(f) = ∫
Σ
f(χ) dP (χ). According to [HoMo98, Prop. 7.6], typical
examples are obtained for locally compact abelian groups G by compact subsets Σ of the
dual group Ĝ, endowed with the compact open topology.
Remark 3.7. By combining (1) with (2) in Examples 3.6, note that when G is locally compact,
all quotients C∗(G)/I are also host algebras for G. Such quotients are necessary when we impose
spectral conditions, and we will develop this subject in the sequel [GrN12]. A particularly
common occurrence of this are quotients defined by a character χ : Z → T of a closed central
subgroup Z ⊆ G. To define these quotients, let q : G → G/Z denote the quotient map and
observe that
Cc(G;χ) := {f ∈ Cc(G) : (∀g ∈ G, z ∈ Z) f(gz) = χ(z)−1f(g)}
is closed under convolution and the involution ∗, so that we obtain by completion with respect to
the norm ‖f‖1,χ :=
∫
G/Z
|f(g)| d(gZ) a Banach-∗-algebra L1(G;χ) whose enveloping C∗-algebra
is denoted C∗(G;χ). The map
pχ : Cc(G)→ Cc(G;χ), pχ(f)(g) :=
∫
Z
f(gz)χ(z) dz
extends to a surjective morphism pχ : L
1(G) → L1(G;χ) and hence to a surjective morphism
pχ : C
∗(G) → C∗(G;χ). Since C∗(G;χ) is a quotient C∗(G)/ ker(pχ), it is a host algebra of
G and the corresponding unitary representations U of G are those for which U(z) = χ(z)1 for
z ∈ Z (see [Ne00, Lemma A.VII.4] for details).
Remark 3.8. Given a continuous unitary representation (U,H) of G, Example 3.6(5) raises the
question when LU := C∗(U(G)) ⊂ B(H) is a host algebra. If G is locally compact and abelian,
then we now show that LU = C∗(U(G)) is a host algebra if and only if U is norm continuous.
Note first that by Lemma C.2 in the appendix, U is norm continuous if and only if Σ :=
Spec(U) ⊆ Ĝ is compact. If this is the case, then the homomorphism U : G→ LU turns LU into
a host algebra of G as in Example 3.6(5).
Conversely, assume that U is not norm continuous, i.e., Σ is not compact. Considering Σ as
a Borel subset of Ĝd, the compact group of all characters of G (i.e. the character group of the
discrete group Gd), the spectrum of the representation U of the discrete group Gd is the closure
Σc of Σ in Ĝd. This implies that LU ∼= C(Σc), so that Σc is the set of characters of LU . In
particular, this C∗-algebra is not a host algebra for G if Σc 6= Σ. That this is always the case if
Σ is non-compact follows from Glicksberg’s Theorem [Gl62, Thm. 1.2]. Thus LU = C∗(U(G))
is a host algebra if and only if U is norm continuous.
The preceding argument also shows that LU is isomorphic to the group algebra C∗(Gd) ∼=
C(Ĝd) if and only if Σ is dense in Ĝd = Hom(Gd,T).
4 Crossed product hosts – uniqueness
One of the main features of a crossed product A⋊αG in the usual case is that its representations
are in natural bijection with the covariant representations of (A, G, α). This is the central
property which we want to generalize.
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Inspired by Raeburn’s approach to crossed products (cf. [Rae88] and Example 4.3 below),
we now define:
Definition 4.1. Let G be a topological group, and let (L, η) be a host algebra for G and
(A, G, α) be a C∗-action. We call a triple (C, ηA, ηL) a crossed product host for (α,L) if
(CP1) ηA : A →M(C) and ηL : L →M(C) are morphisms of C∗-algebras.
(CP2) ηL is non-degenerate (cf. Definition 2.1).
(CP3) The multiplier extension η˜L : M(L)→M(C) satisfies in M(C) the relations
η˜L(η(g))ηA(A)η˜L(η(g))
∗ = ηA(αg(A)) for all A ∈ A, and g ∈ G.
(CP4) ηA(A)ηL(L) ⊆ C and C is generated by this set as a C∗-algebra.
A full crossed product host for (α,L) satisfies in addition:
(CP5) For every covariant representation (π, U) of (A, α) onH for which U is an L-representation
of G, there exists a unique representation ρ : C → B(H) with
ρ(ηA(A)ηL(L)) = π(A)UL(L) for A ∈ A, L ∈ L.
Two crossed product hosts (C(i), η(i)A , η(i)L ), i = 1, 2, are isomorphic if there is an isomorphism
Φ : C(1) → C(2) such that (Φ(C(1)), Φ˜ ◦ η(1)A , Φ˜ ◦ η(1)L ) = (C(2), η(2)A , η(2)L ).
Remark 4.2. Suppose that (CP1-5) are satisfied, then
(a) The action ηG := η˜L ◦ η : G → U(M(C)) is unitary since η(G) ⊆ U(M(L)) and
η˜L : M(L) → M(C) is a unital homomorphism. If η is strictly continuous, it follows from
Theorem A.2(iii) that ηG is strictly continuous.
(b) That C is generated by ηA(A)ηL(L), i.e., the second part of (CP4), is a consequence of
(CP5) when C is full. In fact, (CP5) implies that the C∗-subalgebra C0 generated by ηA(A)ηL(L)
has the property that all representations π : C → B(H) are uniquely determined by their restric-
tions to C0. Since every C∗-algebra embeds into some B(H), this means that the inclusion
C0 → C is an epimorphism, and since epimorphisms of C∗-algebras are surjective ([HoNe95]),
C = C0 follows.
(c) The representations ρ in (CP5) are automatically non-degenerate. In fact, if ρ(C)v = {0},
then we also have π(A)UL(L)v = {0}, and since π is non-degenerate, we obtain UL(L)v = {0}.
As UL is also non-degenerate, we further derive v = 0. Since ρ is non-degenerate, it extends to
a representation ρ˜ : M(C)→ B(H) and (CP5) immediately leads to
ρ˜ ◦ ηA = π and ρ˜ ◦ ηL = UL. (2)
(d) If A is unital, then ηA(1) = 1 because by Proposition 4.6(ii) below, ηA : A → M(L) is
non-degenerate. Thus L ⊂ C. If L is unital, then ηL(1) = 1 by (CP2), hence A ⊂ C. Though the
usual group C∗-algebra C∗(G) is unital if G is discrete, it is not true that all full host algebras
of discrete groups are unital (cf. [Ne08, Example 4.16]).
(e) Definition 4.1 generalizes crossed products in four directions:
• The group G need not be locally compact,
• the action α need not be strongly continuous,
• the host algebra L, specifying the corresponding class of G-representations does not have
to coincide with C∗(G) when G is locally compact,
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• for a non-full crossed product host, we restrict to a subtheory of the covariantL–representations
(see below).
For general C∗-actions α : G→ Aut(A), a full crossed product host need not exist (even if a
host algebra L exists, cf. Example 5.12), which is why we also consider non-full crossed product
hosts. We will analyze conditions for existence and provide more examples below.
We first verify that Definition 4.1 coincides with the usual crossed product in the case of
C∗-dynamical systems of locally compact groups.
Example 4.3. Consider the usual case, i.e. we have a strongly continuous homomorphism
α : G → Aut(A) where G is locally compact. Then L = C∗(G) is a full host algebra for G
(Example 3.6(1)). We claim that the crossed product algebra A ⋊α G is a full crossed product
host for (α,L).
We use Raeburn’s characterization ([Rae88, Prop. 3]) of the crossed product of (A, G, α)
as a C∗-algebra C together with a homomorphism ηA : A → M(C) and a strictly continuous
homomorphism ηG : G→ U(M(C)) satisfying:
(a) ηA(αgA) = ηG(g)ηA(A)ηG(g)
∗ for g ∈ G, A ∈ A.
(b) For every covariant representation (π, U) of (A, G, α), there is a non-degenerate representa-
tion π × U of C with (π × U )˜ ◦ ηA = π and (π × U )˜ ◦ ηG = U .
(c) ηA(A)ηG(Cc(G)) is dense in C, where ηG(f), f ∈ Cc(G), refers to the integrated represen-
tation ηG : Cc(G) → M(C) of the convolution algebra Cc(G) which is defined because ηG
is strictly continuous.
Given this crossed product C, we verify our conditions (CP1)-(CP5). Observe that the strict
continuity of ηG : G→ U(M(C)) leads by integration to a morphism L1(G)→M(C) of Banach
∗-algebras and therefore extends to a morphism ηL : C∗(G)→M(C) of C∗-algebras whose non-
degeneracy follows immediately from (c) (cf. Theorem A.2), and now it is clear that ηG = η˜L ◦η.
This proves (CP1)-(CP3). The remaining two conditions (CP4), (CP5) follow from (b) and (c).
This proves that the crossed product C = A⋊α G is a full crossed product host.
Conversely, let (C, ηA, ηL) be a full crossed product host, where L = C∗(G). Then the non-
degeneracy of ηL implies the strict continuity of the multiplier action ηG := η˜L ◦ η of G on
C. Hence (CP1)-(CP5) imply that (C, ηA) is a crossed product in the sense of Raeburn, hence
isomorphic to the crossed product C∗-algebra A⋊α G.
A property of central importance for a crossed product host, is that it carries the covariant
L-representations of G:
Definition 4.4. Given (A, G, α), where the action α : G → Aut(A) need not be strongly con-
tinuous, assume a host algebra (L, η) for G. Then a covariant representation (π, U) of (A, G, α)
on H is called an L-representation if U is an L-representation (cf. Definition 3.1). We write
RepL(α,H) for the set of covariant L-representations of (A, G, α) on H.
Theorem 4.5. Let (C, ηA, ηL) be a crossed product host for (α,L), and recall the homomorphism
ηG := η˜L ◦ η : G→ U(M(C)). Then for each Hilbert space H the map
η∗× : Rep(C,H)→ Rep(α,H), given by η∗×(ρ) :=
(
ρ˜ ◦ ηA, ρ˜ ◦ ηG
)
is injective, and its range Rep(α,H)η× consists of L-representations of (A, G, α). If C is full,
then we also have Rep(α,H)η× = RepL(α,H).
10
Proof. Let ρ ∈ Rep(C,H). Then ρ˜ ◦ ηG = ρ˜ ◦ (η˜L ◦ η) is a unitary representation of G.
Since ηA : A → M(C) is non-degenerate by Proposition 4.6 below, ρ˜ ◦ ηA is nondegenerate
by Theorem A.2(vii). Then (CP3) implies that η∗×(ρ) =
(
ρ˜ ◦ ηA, ρ˜ ◦ ηG
) ∈ Rep(α,H). Since
ρ˜◦ηG = ρ˜ ◦ (η˜L ◦ η), it is also clear that ρ˜◦ηG is an L-representation, hence that Rep(α,H)η× ⊆
RepL(α,H). If two representations ρi ∈ Rep(C,H), i = 1, 2, produce the same covariant repre-
sentation
(
ρ˜i ◦ ηA, ρ˜i ◦ ηG
) ∈ RepL(α,H), by (CP4), they coincide on C, i.e. η∗× is injective. In
the case that C is full, then by (CP5) we obtain that Rep(α,H)η× = RepL(α,H).
Thus a full crossed product host (C, ηA, ηL) is a host for the covariant L-representations of α
in the sense of [Gr05], and a non–full crossed product host is a host for a subtheory of these. It
allows one to analyze these representations with the usual C∗-algebra tools. Since η∗× preserves
much of the structure of representations (e.g. direct sums, subrepresentations, irreducibility, cf.
[Gr05, Cor. 2.2]), the existence of a full crossed product host means that the theory of covariant
L-representations of α is isomorphic to the representation theory of a C∗-algebra. In general
one does not expect this to hold (see Example 5.12), and so one is also interested in subtheories
of the covariant L-representations for which a non–full crossed product host exists.
Further useful properties of crossed product hosts are:
Proposition 4.6. If (C, ηA, ηL) is a crossed product host for (α,L), then
(i) span
(
ηA(A)ηL(L)
)
is dense in C and
(ii) ηA : A →M(C) is also non-degenerate.
(iii) If Gd denotes the group G endowed with the discrete topology, then there exists a homo-
morphism ηd : A⋊αGd →M(C) given by ηd(Aδg) = ηA(A)ηG(g) for A ∈ A, g ∈ G, where
δg ∈ ℓ1(G) is the characteristic function of {g}. Moreover ηd
(A ⋊α Gd) is strictly dense
in M(C).
Proof. (i) As (L, η) is a host algebra for G, the subgroup η(G) spans a strictly dense subspace
of M(L) (Proposition 3.2(ii)). Since η˜L is strictly continuous, we have for A ∈ A and L ∈ L in
M(C):
ηL(L)ηA(A) ∈ η˜L(span(η(G)))ηA(A) ⊆ JηA(A)η˜L(M(L))K,
using (CP3) for the last inclusion, where J·K denotes closed span. This implies that
ηL(L)ηA(A)ηL(L) ⊆ JηA(A)ηL(L)K.
From the non-degeneracy of ηL, using Theorem A.2(iv) and ηL(L)ηA(A) ∈ C, it now follows
that
ηL(L)ηA(A) ∈ ηL(L)ηA(A)ηL(L) ⊆ JηA(A)ηL(L)K.
We conclude that the closed subalgebra generated by ηA(A)ηL(L) is ∗-invariant and that
ηA(A)ηL(L)ηA(A)ηL(L) ⊆ ηA(A)JηA(A)ηL(L)K ⊆ JηA(A)ηL(L)K,
i.e., that span
(
ηA(A)ηL(L)
)
is dense in C.
(ii) is an immediate consequence of (i) and A = A · A.
(iii) That ηd defines a homomorphism, is due to the fact that A ⋊α Gd is generated by
the products Aδg subject to the covariance condition. Since C
∗
(
ηA(A)ηG(G)
)
separates all the
representations of C by the host property of L, it follows that C∗(ηA(A)ηG(G)) is strictly dense
in M(C) by [Wo95, Prop. 2.2].
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Remark 4.7. An important consequence of the density of ηA(A)ηL(L) in C is that all states
ϕ ∈ S(C) are determined by their values on the products ηA(A)ηL(L), A ∈ A, L ∈ L, resp., by
the continuous bilinear map
ϕ˜ : A× L → C, ϕ˜(A,L) := ϕ(ηA(A)ηL(L)).
The following theorem generalizes Raeburn’s characterization of unital crossed products.
Theorem 4.8. (Uniqueness Theorem) Let (L, η) be a host algebra for the topological group
G, and (A, G, α) be a C∗-action. Let (C, ηA, ηL) and (C♯, η♯A, η♯L) be crossed product hosts for
(α,L), such that Rep(α,H)η× = Rep(α,H)η♯
×
for any Hilbert space H. Then there exists a
unique isomorphism ϕ : C → C♯ with ϕ˜ ◦ ηA = η♯A and ϕ˜ ◦ ηL = η♯L. In particular, full crossed
product hosts for (α,L) are isomorphic.
Proof. Note first that an isomorphism ϕ : C → C♯ which satisfies ϕ˜ ◦ ηA = η♯A and ϕ˜ ◦ ηL = η♯L
is uniquely determined by (CP4), so we only need to show existence.
Let ρ♯ : C♯ → B(H) be a faithful non-degenerate representation of C♯. Then by the hypothesis
Rep(α,H)η× = Rep(α,H)η♯
×
we conclude that (η♯)∗×(ρ) = (π
♯
A, U) ∈ Rep(α,H)η× , where
U := ρ˜♯ ◦ η˜♯L ◦ η : G→ U(H) and π♯A := ρ˜♯ ◦ η♯A. By Theorem 4.5, the map η∗× is injective, hence
there is a unique representation π : C → B(H) with
π(ηA(A)ηL(L)) = π
♯
A(A)UL(L) for A ∈ A, L ∈ L, (3)
and it satisfies (using (CP4)):
π˜ ◦ ηA = π♯A and π˜ ◦ ηL = UL. (4)
On the other hand, the relation U = ρ˜♯ ◦ η˜♯L ◦ η yields UL = ρ˜♯ ◦ η♯L. Thus (3) becomes
π(ηA(A)ηL(L)) = ρ˜
♯
(
η♯A(A)η
♯
L(L)
)
for A ∈ A, L ∈ L,
and so by (CP4) and (3), we have π(C) = ρ♯(C♯). Then ϕ := (ρ♯)−1 ◦ π : C → C♯ is a morphism
of C∗-algebras whose multiplier extension ϕ˜ = (ρ˜♯)−1 ◦ π˜ satisfies
ϕ˜ ◦ ηA = η♯A and ϕ˜ ◦ ηL = η♯L.
Changing the roles of C and C♯, we also find a morphism ψ : C♯ → C with
ψ˜ ◦ η♯A = ηA and ψ˜ ◦ η♯L = ηL.
Then (ψ◦ϕ)˜ ◦ηA = ηA and (ψ◦ϕ)˜ ◦ηL = ηL lead to ψ◦ϕ = idC . We likewise obtain ϕ◦ψ = idC♯ .
This completes the proof.
5 Crossed product hosts – existence
In this section we consider existence conditions and concrete constructions of crossed product
hosts. These are based on the concept of a cross representation for the pair (α,L) defined below.
Theorem 5.1. Let (L, η) be a host algebra for the topological group G and (A, G, α) be a C∗-
action.
(a) Let (C, ηA, ηL) be a crossed product host for (α,L). Then for the (faithful) universal repre-
sentation (ρu,Hu) of C, the corresponding covariant L-representation (π, U) of (A, G, α)
satisfies
ρu(ηA(A)ηL(L)) = π(A)UL(L) for A ∈ A, L ∈ L,
η∗×(ρu) =
(
ρ˜u ◦ ηA, ρ˜u ◦ ηG
)
= (π, U) and ρu(C) = C∗
(
π(A)UL(L)
)
.
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(b) Conversely, let (π, U) ∈ RepL(α,H) and put C := C∗
(
π(A)UL(L)
)
. Then π(A) ∪ UL(L) ⊂
M(C) ⊂ B(H), and we obtain morphisms ηA : A →M(C) and ηL : L →M(C) determined
by ηA(A)C := π(A)C and ηL(L)C := UL(L)C for A ∈ A, L ∈ L and C ∈ C. Then the
following are equivalent:
(i) (C, ηA, ηL) is a crossed product host.
(ii) π(A)UL(L) ⊆ UL(L)B(H).
(iii) For every approximate identity (Ej)j∈J of L we have
‖UL(Ej)π(A)UL(L)− π(A)UL(L)‖ → 0 for A ∈ A, L ∈ L.
(iv) There exists an approximate identity (Ej)j∈J of L such that
‖UL(Ej)π(A)UL(L)− π(A)UL(L)‖ → 0 for A ∈ A, L ∈ L.
(c) Let (C, ηA, ηL) be a crossed product host. Then any factor algebra of C is also a crossed
product host. In particular, if Φ : C → C/J is a factor map where J is a closed two-sided
ideal, then
(C/J , Φ˜ ◦ ηA, Φ˜ ◦ ηL) is a crossed product host.
Proof. (a) This is a direct consequence of Theorem 4.5 if we start with the universal representa-
tion ρu of C, which then produces the covariant pair η∗×(ρu) :=
(
ρ˜u ◦ηA, ρ˜u ◦ηG
) ∈ RepL(α,Hu).
Take (π, U) to be this pair, then this has the properties claimed.
(b) We first show that π(A)∪UL(L) ⊂M(C) ⊂ B(H). Observe that the defining representa-
tion ρ of C on H is non-degenerate. In fact, since the A-representation π is non-degenerate, the
relation π(A)UL(L)v = {0} implies UL(L)v = {0}, and since UL is also non-degenerate, v = 0
follows. Thus, since C is faithfully and nondegenerately represented on H, the idealizer of C in
B(H) is isomorphic to its multiplier algebra (cf. [FD88, Prop. VIII.1.20], or [Bla06, II.7.3.5]). In
other words, the map
ϕ : {M ∈ B(H) |MC ∪ CM ⊆ C} →M(C), ϕ(M)C =MC for C ∈ C,
is an isomorphism of C∗-algebras. Thus a ∗-invariant subset M ⊆ B(H) is contained in M(C)
if and only if MC ⊆ C = C∗(π(A)UL(L)). In fact it suffices to check this for the generating
elements, i.e. that M· π(A)UL(L) ∪M · UL(L)π(A) ⊆ C.
We first show that π(A) ⊆M(C). Since AA = A, we have
π(A) · (π(A)UL(L)) = π(A)UL(L) ⊂ C,
and LL = L implies that
π(A) · (UL(L)π(A)) ⊆ π(A)UL(L)UL(L)π(A) ⊂ C.
Thus π(A) · C ⊆ C, hence π defines a homomorphism ηA : A → M(C) of C∗-algebras with
ηA(A)L = π(A)L for A ∈ A and L ∈ C.
Next we show that UL(L) ⊆M(C):
UL(L) ·
(
UL(L)π(A)
) ⊆ UL(L)π(A),
and A = AA leads to
UL(L) ·
(
π(A)UL(L)
) ⊆ UL(L)π(A)π(A)UL(L) ⊆ C.
Thus UL(L)C ⊆ C, and we obtain a homomorphism ηL : L → M(C) of C∗-algebras with
ηL(L)C = UL(L)C for L ∈ L and C ∈ C. Next, we verify equivalence of the conditions (i)
to (iv).
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(i)⇒ (ii): Suppose that (C, ηA, ηL) is a crossed product host of (A, G, α) and (L, η). In view
of Proposition 4.6, the subset ηL(L)ηA(A) spans a dense subspace of C, which implies that
π(A)UL(L) = ρ(ηA(A)ηL(L)) ⊆ ρ(C) ⊆ Jρ(ηL(L)ηA(A))K = JUL(L)π(A)K ⊆ UL(L)B(H).
Notice that this deduction works for any covariant pair (π, U) obtained from a representation ρ
of C. We will need this observation in (c). Notice that we have in fact shown that (i) implies
π(A)UL(L) ⊆ Jρ(ηL(L)ηA(A))K = Jρ(ηL(L)ηL(L)ηA(A))K = JUL(L)ρ(C)K = UL(L)ρ(C) (5)
which implies (ii), hence it is also an equivalent condition.
(ii) ⇒ (iii): Since ‖Ej‖ ≤ 1, the set of all operators B ∈ B(H) with ‖UL(Ej)B −B‖ → 0 is
a closed subspace which obviously contains UL(L)B(H). Now (ii) implies that it also contains
π(A)UL(L).
(iii) ⇒ (iv) is trivial because every C∗-algebra possesses an approximate identity ([Mu90,
Thm. 3.1.1]).
(iv) ⇒ (i): Next, we want to verify conditions (CP1) to (CP4) for (C, ηA, ηL). By definition
(CP1) and (CP4) hold. To verify (CP2), i.e. that ηL is non-degenerate, note that by condition
(iv) and the trivially true
‖UL(Ej)UL(L)π(A) − UL(L)π(A)‖ → 0 for A ∈ A, L ∈ L,
we obtain ‖UL(Ej)C − C‖ → 0 for all C ∈ C, from which it is obvious that ηL(L)C is dense in
C. Condition (CP3) is an immediate consequence of the definitions and the non-degeneracy of
UL. This proves (i).
(c) It is clear that
(C/J , Φ˜ ◦ ηA, Φ˜ ◦ ηL) satisfies (CP1), (CP3) and (CP4). Let
ρ : C/J → B(H) be a faithful representation. Then ρ ◦ Φ : C → B(H) is a nondegenerate
representation, hence
(
(˜ρ ◦ Φ) ◦ ηA, (˜ρ ◦ Φ) ◦ ηG
) ∈ RepL(α,H). As C is a crossed product host,
we conclude from (CP2) (see also (i) ⇒ (ii) above) that
(
(˜ρ ◦ Φ) ◦ ηA
)
(A) · ((˜ρ ◦ Φ) ◦ ηL)(L) ⊆ ((˜ρ ◦ Φ) ◦ ηL)(L) · B(H),
hence (
ρ˜ ◦ Φ˜ ◦ ηA
)
(A) · (ρ˜ ◦ Φ˜ ◦ ηL)(L) ⊆ (ρ˜ ◦ Φ˜ ◦ ηL)(L) · B(H).
This implies via (b) that
ρ(C/J ) = C∗((ρ˜ ◦ Φ˜ ◦ ηA)(A) · (ρ˜ ◦ Φ˜ ◦ ηL)(L))
is a crossed product host, and as ρ is faithful, a property which is inherited by its extension ρ˜
to M(C/J ), it follows that (C/J , Φ˜ ◦ ηA, Φ˜ ◦ ηL) is a crossed product host.
The preceding theorem shows how crossed product hosts can be constructed. It also isolates
a distinguished class of representations:
Definition 5.2. Let α : G→ Aut(A) be a C∗-action and (L, η) be a host algebra for G. Then a
covariant L-representation (π, U) ∈ RepL(α,H) is called a cross representation for (α,L) if any
of the equivalent conditions (b)(i)-(iv) of Theorem 5.1 hold. We write Rep×L (α,H) for the set of
cross representations for (α,L) on H.
These conditions are easily verified for covariant representations in the usual case where G
is locally compact, L = C∗(G) and α is strongly continuous (cf. Lemma A.1(ii)(b)).
Proposition 5.3. (Permanence properties of cross representations) For cross representations
for (L, α) of (A, G, α), the following assertions hold:
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(i) Finite direct sums of cross representations are cross representations.
(ii) Subrepresentations of cross representations are cross representations.
(iii) Arbitrary multiples of cross representations are cross representations.
(iv) If B ⊂ A is an α-invariant C∗-subalgebra, then a cross representation (π, U) of (L, α)
restricts on B to a cross representation for (L, α↾B).
(v) Let (ϕ, ψ) : (LH , ηH)→ (LG, ηG) be a morphism of host algebras (cf. Def. 3.4) and define the
C∗-action β := α ◦ϕ : H → Aut(A). Let (π, U) be a covariant representation of (A, G, α).
If (π, U ◦ϕ) is a cross representation for (LH , β), then (π, U) is a cross representation for
(LG, α).
(vi) If A is nonunital, let A1 = A ⊕ C be the algebra A with the identity adjoined. Extend
αG to A1 by setting αg(1) = 1 for all g ∈ G and extend covariant L-representations
(π, U) ∈ RepL(α,H) to A1 by setting π(1) = 1. Then (π, U) is a cross representation for
(α,L) if and only if its extension to (A1, G, α) is a cross representation.
Proof. (i)-(iv) are immediate consequences of Theorem 5.1(b)(iii).
(v) Denote U ◦ ϕ =: Uϕ. Since (π, Uϕ) is a cross representation, we have
π(A)UϕLH (LH) ⊆ U
ϕ
LH
(LH)B(H).
The non-degeneracy of the morphism ψ : LH → LG of C∗-algebras further implies that LG =
ψ(LH)LG. Now
Uϕ = U ◦ ϕ = η∗G(U˜LG) ◦ ϕ = U˜LG ◦ ηG ◦ ϕ = U˜LG ◦ ψ˜ ◦ ηH =
(
U˜LG ◦ ψ
) ◦ ηH = η∗H(ULG ◦ ψ)
using ηG ◦ ϕ = ψ˜ ◦ ηH . An application of (η∗H)−1 produces the relation ULG ◦ ψ = UϕLH . Using
these facts, we obtain:
π(A)ULG (LG) = π(A)UϕLH (LH)ULG(LG) ⊆ UϕLH (LH)B(H) ⊆ ULG(LG)B(H).
Hence (π, U) is a cross representation of (LG, α).
(vi) It follows directly from (iv) that (π, U) is a cross representation of (L, α) if its extension
to (A1, G, α) is a cross representation. Conversely, assume that (π, U) is a cross representation
of (L, α) on H, hence π(A)UL(L) ⊆ UL(L)B(H) by Theorem 5.1(b)(ii). Then
π(A1)UL(L) =
(
π(A)+C1)UL(L) = π(A)UL(L)+UL(L) ⊆ UL(L)B(H)+UL(L) = UL(L)B(H)
from which it follows that the extension of (π, U) to (A1, G, α) is a cross representation.
Remark 5.4. In Example 5.12 below, we will see that Rep×L (α,H) is in general a proper subset
of RepL(α,H). In particular, Example 6.9 shows that infinite sums of cross representations
need not be cross representations. Unfortunately cross representations are not well behaved
w.r.t. restriction to subgroups. First, if H ⊂ G is a closed subgroup, it is usually not clear what
the host algebra should be for H . Even in the case of locally compact groups, if we take the
natural host algebras C∗(G) and C∗(H), then the restriction (π, U ↾H) of a cross representation
(π, U) ∈ Rep×C∗(G)(α,H) does not in general produce a cross representation of for (α↾H,C∗(H))
(see Example 6.10).
To construct a full crossed product host, according to Theorem 5.1, we must first obtain the
appropriate covariant representation to construct it in. LetGd denote the groupG, endowed with
the discrete topology, which is locally compact, so that we have a crossed product algebraA⋊αGd
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(cf. Example 4.3). Then Rep(α,H) is in bijection with a subset of the set of representations of
the crossed product A ⋊α Gd on H. The latter bijection preserves cyclicity and direct sums.
Any representation of A ⋊α Gd on H can be decomposed into cyclic components. Thus each
(π, U) ∈ RepL(α,H) can be decomposed into cyclic representations of A⋊α Gd. It is clear that
these components are again continuous on G and are L-representations of (A, G, α) since we see
from UL(G)
′′ = π(L)′′ (cf. Proposition 3.2(ii)) that subrepresentations of L-representations of
G are again L-representations.
Definition 5.5. Cyclic representations of A⋊α Gd are obtained from states through the GNS-
construction. Let SL denote the set of those states ω on A⋊αGd which thus produce a covariant
L-representation (πω, Uω) ∈ RepL(α,Hω). This allows us to define the universal covariant L-
representation (πu, Uu) ∈ RepL(α,Hu) by
πu :=
⊕
ω∈SL
πω , Uu :=
⊕
ω∈SL
Uω on Hu =
⊕
ω∈SL
Hω.
Clearly Hu = {0} if SL = ∅.We will use (πu, Uu) below to prove the existence of crossed product
hosts. We use notation Uu,L := (η
∗)−1(Uu) ∈ Rep(L,Hu) for the associated representation of L.
Note that the following theorem trivially holds if SL = ∅ because in this case C = {0} and
the set of covariant L-representations of (A, α) is empty.
Theorem 5.6. (Existence Theorem)
Let (L, η) be a host algebra for the topological group G and α : G → Aut(A) be a C∗-action.
Then the following are equivalent:
(i) There exists a full crossed product host (C, ηA, ηL) for (α,L).
(ii) The universal covariant L-representation (πu, Uu) of (A, G, α) on Hu is a cross representa-
tion.
(iii) RepL(α,H) = Rep×L (α,H) for all Hilbert spaces H.
Proof. (i) ⇒ (ii): Let (C, ηA, ηL) be a full crossed product host of (α,L). Then (CP5) implies
the existence of a unique representation ρ : C → B(Hu) with ρ˜ ◦ ηA = πu and ρ˜ ◦ ηL = Uu,L. In
view of Proposition 4.6, the subset ηL(L)ηA(A) spans a dense subspace of C, which implies that
πu(A)Uu,L(L) = ρ(ηA(A)ηL(L)) ⊆ ρ(C) ⊆ Jρ(ηL(L)ηA(A))K
= JUu,L(L)πu(A)K ⊆ Uu,L(L)B(Hu).
(ii) ⇒ (iii): Since every covariant L-representation (π, U) is a direct sum of cyclic ones, it is
contained in some multiple of the universal covariant L-representation (πu, Uu), hence a cross
representation by Lemma 5.3.
(iii) ⇒ (i): If the universal covariant L-representation (πu, Uu) of (A, G, α) is a cross repre-
sentation, then C := C∗(πu(A)Uu,L(L)) is a crossed product host by Theorem 5.1. We only
need to verify that it is full, i.e. that Rep(α,H)η× = RepL(α,H) for each Hilbert space
H. Since any covariant L-representation (π, U) of (A, G, α) can be embedded into a mul-
tiple (πκu, U
κ
u ) of the universal representation on Hκu := ℓ2(κ) ⊗ Hu, there is a projection
PH ∈ ρκu(C)′ projecting onto the subspace H ⊆ Hκu. Then PH · ρκu ∈ Rep(C,H) will produce
(P˜H · ρκu) ◦ ηA = PH · ρ˜κu ◦ ηA = PH · πκu = π and (P˜H · ρκu) ◦ ηL = PH · ρ˜κu ◦ ηL = PH ·Uκu,L = UL,
i.e. η∗×(PH · ρκu) = (π, U). This proves that η∗× is surjective, i.e. that (i) holds.
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Remark 5.7. (1) Below in Corollary 7.10 we will obtain additional equivalent conditions for
the existence of a full crossed product host.
(2) In the usual case, A⋊α G is a a full crossed product host for (α,C∗(G)).
(3) From condition (iii) in the preceding theorem, we see that to prove nonexistence of a full
crossed product host, it suffices to display one covariant L-representation which is not a cross
representation (cf. Example 5.12). Unlike the usual case, in general crossed product hosts need
not exist, and Theorem 5.6 characterizes when they do. We will present examples below beyond
the usual case, where we do have existence.
Theorem 5.8. (Relation between crossed product hosts)
Let (L, η) be a host algebra for the topological group G, and (A, G, α) be a C∗-action. Let
(C, ηA, ηL) and (Ĉ, η̂A, η̂L) be crossed product hosts for (α,L), such that
Rep(α,H)η̂× ⊆ Rep(α,H)η×
for any Hilbert space H (cf. Theorem 4.5). Then there is a unique homomorphism Φ : C → Ĉ
such that (Ĉ, η̂A, η̂L) =
(
Φ(C), Φ˜ ◦ ηA, Φ˜ ◦ ηL
)
, i.e. Ĉ is a factor algebra of C. In particular, if C
is a full crossed product host, then all crossed product hosts are factor algebras of C.
Proof. For the (faithful) universal representation (ρ̂u, Ĥu) of Ĉ, the corresponding covariant
L-representation (π̂, Û) ∈ Rep(α, Ĥu)η̂× of (A, G, α) is by hypothesis in Rep(α, Ĥu)η× . Thus
there is a representation (ρ, Ĥu) of C such that η∗×(ρ) =
(
ρ˜ ◦ ηA, ρ˜ ◦ ηG
)
= (π̂, Û). Then by
Theorem 5.1(a) we have
ρ(C) = C∗(π̂(A)ÛL(L)) = ρ̂u(Ĉ) ∼= Ĉ .
Thus Φ := (ρ̂u)
−1 ◦ ρ is the required homomorphism.
Thus the crossed product hosts for (α,L) can be partially ordered by the containments
Rep(α,H)η̂× ⊆ Rep(α,H)η× for any Hilbert space H.
Example 5.9. (A full crossed product host for a discontinuous action) Let H = ℓ2(Z) with the
orthonormal basis (en)n∈Z. Define a unitary representation U : R→ U(H) by Uten = einten for
t ∈ R. Then αt(A) := UtAU∗t defines an action of R on B(H). Consider the unitary involution
J ∈ B(H), defined by Jen := e−n. Then αt(J)en = e−2inte−n implies that J does not have a
continuous orbit map, in particular, the action α of R on B(H) is not strongly continuous.
Define A := C∗{αt(J) | t ∈ R}, then by construction, α : R→ Aut(A) is not strongly continuous.
We will show that it has a full crossed product host, where L := C∗(R), even though the usual
crossed product is undefined.
Let (πu, Uu) denote the universal covariant representation of (A,R, α). From the relation
UtJ = JU−t for t ∈ R, we derive that αt(J) = JU−2t = U2tJ in any covariant representation.
For f ∈ Cc(R) we thus obtain
πu(J)Uu(f) = Uu(fˇ)πu(J) for fˇ(t) := f(−t)
and hence that πu(J)Uu,L(L) ⊆ Uu,L(L)B(Hu). By applying Ad(Us) to both sides, we also get
that πu(αs(J))Uu,L(L) ⊆ Uu,L(L)B(Hu) for all s, hence condition (ii) in Theorem 5.6 is satisfied
and so we have a full crossed product host where G does not act continuously on A .
The set Uu(L)B(Hu) coincides with the set B(Hu)Lc of all those operators Q ∈ B(Hu) for
which the map
R→ B(Hu), t 7→ Uu(t)Q
is continuous (cf. Lemma A.1(ii)(b) below).
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The structure ofA is quite simple. From JUtJ = U−t it follows that αt(J) = UtJU−t = U2tJ .
As J is contained inA, it follows thatA is the C∗-algebra generated by the unitary one-parameter
group (Ut)t∈R and J . Hence A is a homomorphic image of the crossed product C∗(Rd)⋊(Z/2Z),
where the 2-element group acts on the discrete group Rd by inversion.
Our next example, is the important case of R-actions on B(H) produced by selfadjoint
operators A on H via t 7→ Ad(exp(itA)). To characterize continuity of these actions, we need:
Proposition 5.10. Let (U,H) be a unitary representation of the metrizable locally compact
abelian group G. Then the following are equivalent:
(i) The conjugation action αg(A) := UgAU
∗
g of G on B(H) is strongly continuous.
(ii) U is norm continuous.
Proof. Clearly, the norm continuity of U implies the strong continuity of the conjugation ac-
tion α.
To see the converse, let Σ := Spec(U) ⊆ Ĝ and assume that U is not norm continuous, i.e.,
that the closed subset Σ of Ĝ is not compact (Lemma C.2). That G is metrizable is equivalent to
Ĝ being countable at infinity, i.e., Ĝ =
⋃
n∈NKn is a union of an increasing sequence of compact
subsets Kn satisfying Kn ⊆ K0n+1 for n ∈ N (cf. [Mor08, Thm 29, p.95]). Note that this implies
that any compact subset of Ĝ is contained in some Kn. Here we may w.l.o.g. assume that each
Kn is an identity neighborhood.
We now claim the existence of a sequence (χn)n∈N in Σ and a compact identity neighborhood
C ⊆ Ĝ such that
(a) The sequence (χnχ
−1
n+1)n∈N is not equicontinuous.
(b) The compact subsets χnC, n ∈ N, are pairwise disjoint.
First we choose C such that C−1C ⊆ K1. Then we choose the χn inductively by starting
with some χ1 ∈ Σ and picking an element
χn+1 ∈ Σ \ (χ1K1 ∪ · · · ∪ χnKn)
which is possible because Σ is not compact. Then χn+1χ
−1
n 6∈ Kn implies that the set
{χn+1χ−1n : n ∈ N} is not relatively compact, hence not equicontinuous ([HoMo98, Prop. 7.6]).
Moreover, our construction implies that, for m < n, we have χnC ∩ χmC = ∅, because
χn 6∈ χmCC−1 ⊆ χmK1 ⊆ χmKn−1.
Let P denote the spectral measure of U . Then we obtain mutually orthogonal U -invariant
subspaces Hn := P (χnC)H and consider the closed invariant subspace K := ⊕̂n∈NHn of H. The
restriction of Ug to this subspace can be written as Ug|K = U1gU2g , where U1g v = χn(g)v for
v ∈ Hn and U2 is a continuous unitary representation whose spectral measure is supported by
the equicontinuous subset C ⊆ Ĝ. Therefore U2 is norm continuous.
Assume that α is strongly continuous. Since each αg is an isometry of B(K), this implies
that α defines a continuous action of G on B(K). Then α1g(A) := U2g−1αg(A)U2g is also strongly
continuous. From χn ∈ Σ it follows that Hn 6= {0}, so that there exists a sequence of unit
vectors vn ∈ Hn. We now consider the contraction A ∈ B(K), defined by Av :=
∑
n〈v, vn〉vn+1.
From
α1g(A) =
∑
n
χn+1(g)χn(g)
−1〈·, vn〉vn+1
it now follows that
‖α1g(A)−A‖ = sup
n
|χn+1(g)χn(g)−1 − 1| = sup
n
|χn+1(g)− χn(g)|.
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Since the sequence (χn+1χ
−1
n )n∈N is not equicontinuous, this leads to the contradiction that
lim supg→1 ‖α1g(A)−A‖ > 0. Therefore (i) implies (ii).
Example 5.11. Let H be an infinite-dimensional separable Hilbert space, A := B(H), G := R,
L = C∗(R), H be an unbounded selfadjoint operator, Ut := eitH and αt(A) := UtAU∗t . From
Proposition 5.10 (see [BR02, Exs. 3.2.36] for G = R) we know that α is not strongly continuous.
Note that, as U is strong operator continuous, (π, U) ∈ RepL(α,H) where π is the identical
representation π(A) = A of A. We claim that (π, U) ∈ Rep×L (α,H) if and only if (i1−H)−1 ∈
K(H). By Lemma C.3, we have (i1−H)−1 6∈ K(H) if one point in the spectrum of H is in its
essential spectrum.
Assume first that (i1−H)−1 6∈ K(H). Then
UL(L) = UL(C∗(R)) = {f(H) | f ∈ C0(R)} = C∗((i1−H)−1) 6⊂ K(H).
If (π, U) ∈ Rep×L (α,H), then for its crossed product host C := C∗
(
π(A)UL(L)
)
, Theorem 5.1(b)
implies that B(H) ⊆ M(C), so that C is a closed two-sided ideal of B(H). As 1 ∈ B(H), we
get that UL(L) ⊆ C, hence C is not contained in K(H). As B(H) has no proper ideal greater
than K(H) (H is separable), it follows that C = B(H). From C = UL(L)C we now obtain
limt→0 UtC = C for every C ∈ C (Lemma A.1(ii)(b)). For C = 1, this shows that the one-
parameter group (Ut) is norm continuous, contradicting the unboundedness of H . This shows
that (π, U) 6∈ Rep×L (α,H).
Conversely, if (i1 −H)−1 ∈ K(H) and hence UL(C∗(R)) ⊆ K(H), then C = K(H), and the
left and right ideals generated in C by UL(C∗(R)) is C, hence (π, U) ∈ Rep×L (α,H). This is
another example where a crossed product host exists for a discontinuous action.
Example 5.12. We construct an example where non-trivial cross representations exist, but
there is no full crossed product host. Let (Aj , G, α(j)), j = 1, 2, be automorphic C∗-actions and
L = C∗(R). Assume that we have nontrivial
(π1, U1) ∈ Rep×L (α(1),H1) and (π2, U2) ∈ RepL(α(2),H2)
∖
Rep×L (α
(2),H2)
(cf. Example 5.11). Let A := A1 ⊕A2, and the homomorphism α : R→ Aut(A) be given by
αt(A1 ⊕A2) := α(1)t (A1)⊕ α(2)t (A2) for Ai ∈ Ai.
Define π˜j : A → B(Hj) by π˜j(A1 ⊕ A2) = πj(Aj), j = 1, 2. Then (π˜1, U1) ∈ Rep×L (α,H1) is
a non-trivial cross representation. On the other hand, (π˜2, U2) ∈ RepL(α,H2)
∖
Rep×L (α,H2),
hence by Theorem 5.6, there is no full crossed product host.
6 Cross representations – special cases.
The existence conditions for full crossed product hosts in Theorem 5.6 need to be checked on a
case-by-case basis. However, in a few special situations, other than the usual case, it is possible
to verify these conditions more generally.
6.1 Cross representations via compact operators
Theorem 6.1. Let (A, G, α) be a C∗-action and (L, η) be a host algebra for G. If (π, U) ∈
RepL(α,H) satisfies π(A)UL(L) ⊆ K(H), then (π, U) is a cross representation for (α,L). This
holds in particular if UL(L) ⊆ K(H).
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Proof. By Theorem 5.1(b)(ii), (π, U) ∈ RepL(α,H) is a cross representation for (α,L) if and only
if π(A)UL(L) ⊆ UL(L)B(H). By hypothesis we have π(A)UL(L) ⊆ K(H). As the representation
UL of L is nondegenerate, Lemma A.1(ii)(a) shows that K(H) ⊆ UL(L)B(H). Hence (π, U) is a
cross representation for (α,L).
It is easy to obtain examples where UL(L) ⊆ K(H), e.g. if G = R, A = B(H), L = C∗(R),
αt := Ad(e
itH) for an unbounded operator H with compact resolvent, then in the defining
representation UL(L) = C∗((i1 −H)−1) ⊆ K(H) (cf. Lemma C.3 and Example 5.11). Here is
an example of the more general condition π(A)UL(L) ⊆ K(H) for a discontinuous action:
Example 6.2. Consider the Schro¨dinger representation on L2(R) = H. That is, let the opera-
torsQ, P act on the common invariant core consisting of the space of Schwartz functions whereQ
is multiplication by the coordinate function x, and P = i ddx . Let B := (i1−Q)−1B(H)(i1+Q)−1,
and let α : R→ Aut(B(L2(R))) be αt := Ad(eitP 2 ). We now define
A := C∗(αR(B)) = C∗
( ⋃
t∈R
(i1−Q+ 2tP )−1B(H) (i1+Q − 2tP )−1
)
which is clearly α–invariant and let (π, U) be the defining representation, so if L = C∗(R) then
UL(L) = C∗((i1− P 2)−1) 6⊆ K(H) (cf. Lemma C.3). However AUL(L) ⊆ K(H) hence (π, U) is
a cross representation for (α↾A,L) by Theorem 6.1. To see this, recall that f(Q)h(P ) ∈ K(H)
if f, h ∈ C0(R), hence (i1−Q)−1(i1− P 2)−1 ∈ K(H) and so
(i1− P 2)−1(i1−Q+ 2tP )−1 = eitP 2(i1− P 2)−1(i1−Q)−1e−itP 2 ∈ K(H).
However, the action α : R→ Aut(A) is not strongly continuous. In fact, as A contains
C∗((i1−Q)−1C0(Q)(i1+Q)−1) = C∗((Q2 + 1)−1C0(Q)) = C0(Q),
we have (i1−Q)−1 ∈ A, and this element satisfies
∥∥αt((i1−Q)−1)− (i1−Q)−1∥∥ = ‖(i1−Q+ 2tP )−1 − (i1−Q)−1‖ ≥ 1
for all t 6= 0 by [BG08, Thm. 5.3(ii)].
Remark 6.3. (1) Theorem 6.1 and Example 6.2 suggest that for a given algebra N ⊆ B(H) we
should study its compactifier, i.e. the C∗-algebra
MK(N ) := {A ∈ B(H) | AN ⊆ K(H) and A∗N ⊆ K(H)}
which clearly contains the compacts, but it may contain more if N is nonunital. So in the
situation under discussion above, the invariant hereditary subalgebras of B(H) determined by
elements of the compactifier of UL(L) are algebras for which this is a cross representation.
(2) A particularly useful observation is the following. Let G be a locally compact group with
a closed subgroup H , then the canonical homomorphism ζ : C∗(H) → M(C∗(G)) is nondegen-
erate, so that C∗(G) = ζ(C∗(H))C∗(G). Hence, if for (π, U) ∈ RepL(α,H) with L = C∗(G),
U˜L(C
∗(H)) is contained in the compactifier of π(A), then (π, U) is a cross representation for
(α,A) because
π(A)UL(L) = π(A)UC∗(H)(C∗(H))UL(L) ⊆ K(H)UL(L) ⊆ K(H).
An easy but interesting example where this is put to good use, is given below in Example 6.12.
Proposition 6.4. If G is a connected reductive Lie group with compact center and (U,H) an
irreducible unitary representation, then UC∗(G)(C
∗(G)) ⊆ K(H).
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Proof. See [Wa92, Thm. 14.6.10] for a reference. This result can be obtained from Remark 6.3(2)
because for any compact subgroup K ⊆ G the restriction U |K is of finite multiplicity, so that
Proposition C.5 shows that UC∗(K)(C
∗(K)) ⊆ K(H).
Proposition 6.5. ([Ne00, Thm. X.4.10]) If G is a finite-dimensional Lie group and (U,H) a
unitary highest weight representation, then UC∗(G)(C
∗(G)) ⊆ K(H).
6.2 Cross representations for compact groups
The case where G is a compact group is of particular importance. For this, the following
proposition helps to identify cross representations. For the following proposition we recall from
Definition C.1 the concept of spectrum and finite multiplicity of a representation of a compact
group.
Proposition 6.6. Let (U,H) be a continuous unitary representation of the compact group G.
Then the following are equivalent:
(i) Spec(U) is finite or U is of finite multiplicity.
(ii) For the identical representation π of A = B(H) on H, αg(A) = UgAU∗g and L = C∗(G), the
pair (π, U) is a cross representation of (α,L).
Proof. Let Pχ, χ ∈ Ĝ, denote the projections onto the isotypic subspaces of H and note that
each PχH = Hχ ⊗Mχ w.r.t. which Ug ↾ PχH = χ(g)⊗ 1 is a tensor product. Here Mχ is the
multiplicity space.
For L = C∗(G), the subspace
span
{
UL(L)Pχ | χ ∈ Ĝ
}
= span
{
(B(Hχ)⊗ 1)Pχ | χ ∈ Spec(U)
}
is dense in UL(L). We conclude that every A ∈ B(H)UL(L) is also contained in UL(L)B(H) if
and only if, B(Hχ,H) = B(H) (B(Hχ) ⊗ 1)Pχ ⊆ UL(L)B(H) for all χ ∈ Spec(U). For a finite
subset F ⊆ Ĝ we write PF :=
∑
χ′∈F Pχ′ . Considering the finite subsets of Ĝ as a directed set
with respect to inclusion, we obtain
lim
F⊆Ĝ
PFB = B for every B ∈ B(Hχ,H). (6)
If, conversely, this condition is satisfied for everyB ∈ B(Hχ,H), then the closedness of UL(L)B(H)
implies that B ∈ UL(L)B(H).
(i) ⇒ (ii): Condition (6) is trivially satisfied if Spec(U) is finite, which is equivalent to
the norm continuity of U (Proposition C.5). It is also satisfied if U is of finite multiplicity
because this implies that all isotypical subspaces Hχ are finite-dimensional. In this case every
B ∈ B(Hχ,H) is of finite rank, hence Hilbert–Schmidt, i.e., ‖B‖22 =
∑
χ′ ‖Pχ′B‖22 < ∞, which
implies in particular that
‖B − PFB‖2 ≤ ‖B − PFB‖22 = ‖
∑
χ′ 6∈F
Pχ′B‖22 =
∑
χ′ 6∈F
‖Pχ′B‖22 → 0.
(ii) ⇒ (i): If, conversely, Spec(U) is infinite and some PχH is infinite-dimensional, then we
pick an orthonormal sequence (vn)n∈N in PχH and an injective map η : N→ Spec(U). For unit
vectors wn ∈ Hηn we then obtain a bounded operator B ∈ B(Hχ,H) ⊆ B(H) by
Bv :=
∑
n
〈v, vn〉wn.
Since ‖PηnB‖ = 1 implies limχ′→∞ Pχ′B 6= 0 we see that (ii) implies (i).
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Remark 6.7. If (A, G, α) is a C∗-action where G is compact with host chosen as L = C∗(G),
and if for a covariant representation (π, U) ∈ RepL(α,H), U satisfies Proposition 6.6(i), then
(π, U) is a cross representation. The converse is not true, i.e. a cross representation (π, U)
need not satisfy Proposition 6.6(i), as can be seen by taking an infinite multiple of a cross
representation for which Spec(U) is infinite.
Proposition 6.6 allows us to construct a number of interesting examples.
Example 6.8. (Another example of a covariant non-cross representations)
Let (U,H) be a continuous unitary representation of the circle group G = T ∼= R/2πZ and
H be its infinitesimal generator, i.e., Ut = e
itH for t ∈ R. Then H is the orthogonal direct sum
of the eigenspaces Hn = {v ∈ H : Hv = nvn}, n ∈ Z. If infinitely many of these are non-zero
(H is unbounded) and some Hn is infinite-dimensional (n lies in the essential spectrum of H),
then Proposition 6.6 implies that for L = C∗(T), A = B(H), the tautological representation π of
A on H and αt(A) := UtAU∗t , the covariant representation (π, U) is not a cross representation,
i.e., (π, U) 6∈ Rep×L (α,H).
Example 6.9. (Infinite sums of cross representations need not be cross representations)
We consider the compact group G := T, L := C∗(G) and the C∗-algebra
A := {(An)n∈N | An ∈ B(L2(G)), sup ‖An‖ <∞} ⊂
∞∏
n=1
B(L2(G))
with componentwise operations, and norm ‖(An)n∈N‖ = sup ‖An‖. Let G act componentwise
on A by αg((An))n∈N = (UgAnU∗g )n∈N, where U : G→ U(L2(G)) is the regular representation.
Then, for each k, we have a covariant representation (πk, Uk) of (A, G, α) on L2(G) defined
by πk((An)n∈N) = Ak and Uk := U . Since the representation (U,L
2(G)) is of finite multiplicity,
Proposition 6.6 implies that (πk, Uk) is a cross representation.
We prove that the direct sum representation (π⊕, U⊕) :=
( ⊕
k∈N
πk, ⊕
k∈N
Uk
)
on H := ⊕
k∈N
Hk,
Hk := L2(G), is not a cross representation. Recall that we can identify the dual group Ĝ = Z
with the orthonormal basis {en | n ∈ Z} of L2(G), where en(t) := e2πint. Then the unitary map
L2(G)→ ℓ2(Z) defined by this basis is the Fourier transform under which UL(L) transforms to
pointwise multiplication by C0(N), hence UL(L)en = C · en and Uzen = znen for z ∈ T and
all n. Now define A := (Ak)k∈N ∈ A where Ak := 〈·, e1〉ek ∈ B(L2(G)). Then π⊕(A) · U⊕L (L) =
Cπ⊕(A), and for z ∈ T we have
‖U⊕z π⊕(A)− π⊕(A)‖ =
∥∥∥ ∞⊕
k=1
〈·, e1〉(zkek − ek)
∥∥∥ = sup
k∈N
∥∥〈·, e1〉(zk − 1)ek∥∥ = sup
k∈N
|zk − 1|,
and this is equal to 2 for some z arbitrary close to 1 (e.g. exp(iπ/n), n ∈ N), thus U⊕z π⊕(A) 6→
π⊕(A) for z → 1. Therefore Lemma A.1(ii)(b) implies that (π⊕, U⊕) is not a cross representa-
tion.
Example 6.10. (Cross representation need not restrict to cross representations on subgroups)
(a) Consider the compact Lie groups H := SOn(R) ⊆ G := Un(C). We consider the natural
unitary representation U : G→ U (F(Cn)) on the symmetric Fock space
H = F(Cn) :=
∞⊕
k=0
⊗ksCn , ⊗ksCn ≡ symmetrized Hilbert tensor product of k copies of Cn
given by Ug
(
v1⊗s · · · ⊗s vk
)
:=
(
gv1⊗s · · · ⊗s gvk
)
(cf. Example 9.3 below). Since the represen-
tation of G on the subspace ⊗ksCn of homogeneous elements of degree k is irreducible ([Ne00,
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Prop. IV.1.12]), the representation U is multiplicity free, hence defines a cross representation of
(A, G, α) for A = B(H) and αg(A) = UgAU∗g for π = id (Proposition 6.6).
We claim that the representation (π, U |H) is not a cross representation of (A, H, α|H). In
view of Proposition 6.6, it suffices to show that U |H has infinite multiplicities. Under the Segal–
Bargmann transform B : L2(Rn) → H ([Ne00, Prop. XII.4.3]), the action of H corresponds to
the natural representation on L2(Rn) given by (Uhf)(x) = f(h
−1x). Therefore the factorization
L2(Rn) ∼= L2(Sn−1) ⊗ L2(R×+) and the triviality of the H-action on the second factors implies
that all H-multiplicities in H are infinite.
(b) If we take the Schro¨dinger representation U of the 3-dimensional Heisenberg group G on
H = L2(R), let A = B(H), then the group U(G) is generated by exp(itQ) and exp(itP ), and
U(G) acts on A by conjugation, defining a C∗-action (A, G, α). As UC∗(G)(C∗(G)) = K(H),
this is a cross representation for (α,C∗(G)). However, it is not a cross representation for the
subgroup generated by exp(itQ) as Q has continuous spectrum (cf. Example 7.14).
Example 6.11. (Number operators for bosons). Let H be a nonzero complex Hilbert space
and define a symplectic form σ : H×H → R by σ(x, y) := Im〈x, y〉 where 〈·, ·〉 denotes the inner
product. Then (H, σ) is a symplectic space over R, and we let Sp(H, σ) denote the group of
symplectic transformations of it. Note that unitaries on H define symplectic transformations.
For the quantum system based on this we choose for its field algebra A the Weyl algebra ∆(H, σ)
(cf. [Ma68]). It is defined through the generators {δf | f ∈ H} and the Weyl relations
δ∗f = δ−f and δfδg = e
−iσ(f,g)/2δf+g for f, g ∈ H.
Define a C∗-action α : Sp(H, σ) → Aut(A) by αT (δx) := δT (x) We are interested in particular
one-parameter subgroups of Sp(H, σ), and it is well–known that in general the action of these
via α is not strongly continuous as ‖δx − δy‖ = 2 if x 6= y. The simplest nontrivial unitary
one-parameter group one can define on H is just multiplication by eit, t ∈ R. This defines an
action of the circle group α : T → Aut(A) by αz(δx) := δzx, z ∈ T ⊂ C, which is not strongly
continuous.
Let (π, U) be a covariant regular representation of (A,T, α) on a Hilbert space K. Then
the generator N := −i ddt |t=0Ueit of the one-parameter group defined by U is identified with a
number operator (cf. [Ch68]). We claim that, if N is bounded from below, then (π, U) is a cross
representation for L = C∗(T) ∼= C0(Z) ∼= c0. Let Pn ∈ UL(L) denote the projection onto the
T-eigenspace
Hn := {v ∈ H : (∀z ∈ T)Uzv = znv}.
Since span{Pn : n ∈ N} is dense in UL(L), it suffices to show via Lemma A.1(ii)(b) that
lim
z→1
Uzπ(A)Pn = π(A)Pn for A ∈ A.
Since the set of elements A ∈ A satisfying this relation is a closed subspace, we may w.l.o.g.
assume that A = π(δf ) for some 0 6= f ∈ H. Let H = H0 ⊕ H1, H0 = Cf , denote the
corresponding orthogonal decomposition of H. The Stone–von Neumann Theorem implies that
the restriction of π to A0 := ∆(H0, σ|H0) is a multiple of the Fock representation (π0,F(H0)),
where F(H0) denotes the Fock space of H0. Accordingly, we write
K ∼= F(H0)⊗K1,
where the elements δtf , t ∈ R, act trivially on K1. Since the Fock representation of A0 is
covariant with respect to the corresponding number operator, we obtain a tensor decomposition
Uz = U
0
z ⊗ U1z and likewise
N = N0 ⊗ 1+ 1⊗N1
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for the corresponding number operators, where σ(N0) = N0. This leads to a decomposition
Pn =
∑
m∈N0
P 0m ⊗ P 1n−m,
and since N is bounded from below, this sum is finite, which in turn leads to
Uzπ(δf )Pn =
M∑
m=0
U0z π0(δf )P
0
m ⊗ U1zP 1n−m =
M∑
m=0
zn−mU0z π0(δf )P
0
m ⊗ P 1n−m.
Each P 0m is a rank-one projection, hence in particular compact. Therefore π0(δf )P
0
m is compact,
and thus limz→1 U
0
zπ0(δf )P
0
m = π0(δf )P
0
m. This implies that limz→1 Uzπ(δf )Pn = π(δf )Pn for
every n ∈ N, and thus (π, U) is a cross representation.
Note that the boundedness of the number operator N from below implies that (π, U) is a
multiple of the Fock representation (cf. [Ch68]). We will return to this issue when we consider
spectral conditions in [GrN12].
Example 6.12. Let (X, σ) be a nondegenerate symplectic space over R, and let G := Sp(X, σ)
denote the group of symplectic transformations of it. The quantum system based on this has for
its field algebra A either the Weyl algebra ∆(X, σ) (cf. [Ma68]) above, or the Resolvent Algebra
R(X, σ) (cf. [BG08]), and there is a discontinuous action α : G→ AutA, which for ∆(X, σ) is
the one above.
Assume that X is finite-dimensional, so that G is locally compact. Let (π, U) ∈ RepL(α,H)
with L = C∗(G) be the Fock representation. Then G contains the one–parameter group H ∼= T
generated by the number operator. As the resolvent of the number operator is compact for
X finite-dimensional, it follows from Remark 6.3(2) that (π, U) is a cross representation for
(α,L) (cf. also Lemma C.3). If we restrict α to subgroups H ′ ⊆ G, then (π, U) remains a cross
representation for the restriction, as long as H ⊆ H ′.
6.3 Cross representations of semidirect products
We need tools to analyze cross representations in terms of subsystems. It is sometimes useful
to analyze the existence conditions in Theorems 5.6 and 5.1(b) in terms of subgroups of G. For
instance, in the context of an action on A, we may know that we have crossed product hosts
for some subgroups generating G, and then we want to conclude that G itself has a crossed
product host. E.g. for a Lie group G we can easily analyze these existence conditions in terms
of the resolvents of the generators of the one-parameter subgroups, and then we want use this
information to establish the conditions for G.
We consider a semidirect product G = N ⋊ϕ H of locally compact groups. This can be
concretely realized as follows (cf. [Wil07, Sect. 3.3]). Let G be a locally compact group with a
closed normal subgroupN and a closed subgroup H such that N∩H = {e} and G = NH. Define
ϕ : H → AutN by ϕ(h)(n) = hnh−1, then (n, h) → nh is an isomorphism of locally compact
groups between N ⋊ϕH and G. This allows us to identify Cc(G) with Cc(N ×H) by f˜(n, h) :=
f(nh). Then there are morphisms ηN : C
∗(N)→M(C∗(G)) and ηH : C∗(H)→M(C∗(G)) given
by convolution of measures as follows. Denote the Banach space of finite regular Borel measures
on G by M(G), then convolution and involution in M(G) are given by
∫
G
f(t) d(γ ∗ ν)(t) :=
∫
G
∫
G
f(st) dγ(s) dν(t) and
∫
G
f(t) dγ∗(t) :=
∫
G
f(t−1) dγ(t)
for γ, ν ∈ M(G), f ∈ C0(G). We identify an f ∈ L1(N) with the measure f dµN , where
µN is the Haar measure of N . Then convolution of this measure with the measures h dµG,
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h ∈ L1(G), produces the multiplier action γN : C∗(N)→M(C∗(G)), and likewise we define
γH : C
∗(H)→M(C∗(G)). In terms of the L1–functions alone, we obtain
(p ∗ f)(x) =
∫
N
p(y)f(y−1x) dµN (y) and (f ∗ p)(x) =
∫
N
∆G(y
−1) f(xy−1) p(y) dµN (y)
for all f ∈ L1(G), p ∈ L1(N) and x ∈ G µG-a.e., where ∆G is the modular function of G (cf.
[HR63, Thm. 20.9]) and γH(p) · f = p ∗ f , f · γH(p) = f ∗ p.
Note that the conjugation action of H on N leads to a strongly continuous C∗-action
β : H → AutC∗(N) given by
βh(f)(n) := σ(h)
−1f(h−1nh), f ∈ Cc(N), h ∈ H, n ∈ N,
where the continuous homomorphism σ : H → (R×+, ·) is obtained from the uniqueness of the
Haar measure on N and is given by
σ(h) dµN (h
−1nh) = dµN (n) for h ∈ H,n ∈ N
(cf. [Wil07, Prop. 3.11] with the substitution A = C).
Theorem 6.13. Consider a semidirect product G = N ⋊ϕH of locally compact groups, and let
γN : C
∗(N)→M(C∗(G)) and γH : C∗(H)→M(C∗(G)) be the morphisms above.
(i) The triple (C∗(G), γN , γH) is a full crossed product host for (β,C
∗(H)), where β is the action
of H on C∗(N) induced from the conjugation action on N . We have
C∗(G) = C∗
(
γH(C
∗(H)) · γN (C∗(N))
)
= JγH(C
∗(H)) · γN (C∗(N))K.
(ii) Let α : G → Aut(A) be a C∗-action and denote the restricted actions of α to N and H by
αN and αH resp. Let (π, U) ∈ RepL(α,H), L = C∗(G), and assume that its restrictions
(π, U ↾N) and (π, U ↾H) are cross representations for (αN , C∗(N)) and (αH , C∗(H)) resp.
Then (π, U) is a cross representation for (α,C∗(G)).
Proof. (i) The group algebra of a semidirect product was a motivating example for the develop-
ment of twisted group algebras, cf. [BS70], [PR92]. It is known that C∗(G) ∼= C∗(N)⋊βH , hence
it is a full crossed product host for (β,C∗(H)) (Example 4.3). Its representations correspond to
the covariant representations of (C∗(N), H, β) which in turn correspond to the covariant unitary
representations of the pair (N,H,ϕ), and these are in one-to-one correspondence to continuous
unitary representations of G. For the sake of completeness, we take a closer look at the cor-
responding isomorphism. The isomorphism Φ : C∗(N) ⋊β H → C∗(G) is the extension of the
natural map
Cc(H,Cc(N))→ Cc(N ×H) ∼= Cc(G).
As C∗(N)⋊β H is a crossed product host as in Definition 4.1 for the action (C
∗(N), H, β) with
choice of host C∗(H), it follows from (CP4) and Proposition 4.6(i) that
C∗(N)⋊β H = C
∗
(
ηC∗(N)(C
∗(N)) · ηC∗(H)(C∗(H))
)
= JηC∗(N)(C
∗(N)) · ηC∗(H)(C∗(H))K .
We prove that the isomorphism Φ : C∗(N) ⋊β H → C∗(G) satisfies Φ˜ ◦ ηC∗(N) = γN and
Φ˜ ◦ ηC∗(H) = γH where γN : C∗(N)→M(C∗(G)) and γH : C∗(H)→M(C∗(G)) are given above.
Now C∗(N) ⋊β H is the closure of the span of those f ∈ Cc(H,Cc(N)) of the form f = p ⊗ q,
i.e. f(h)(n) = p(h) q(n) for p ∈ Cc(H), q ∈ Cc(N). Then
ηC∗(N)(r) · f = (r ∗ p)⊗ q for r ∈ C∗(N),
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because the product in C∗(N) is convolution, and likewise
f · ηC∗(H)(s) = p⊗ (q ∗ s) for s ∈ C∗(H).
Now Φ(f)(n, h) := f(n)(h) = p(n) q(h) leads to
Φ
(
ηC∗(N)(r) · f
)
(n, h) = (r ∗ p)(n) q(h) = (γN (r) · (p⊗ q))(n, h) = (γN (r) · f)(n, h)
where the second equation comes from
(γH(r) · f)(n, h) = (r ∗ f)(nh) =
∫
N
f(y−1nh) r(y) dµN (y) =
∫
N
p(y−1n) r(y) dµN (y) · q(h)
= (r ∗ p)(n) q(h).
Thus Φ˜ ◦ ηC∗(N) = γN and likewise Φ˜ ◦ ηC∗(H) = γH .
(ii) As (π, U) ∈ RepL(α,H), the representation U is continuous, hence its restrictions to
N and H satisfy (π, U ↾N) ∈ RepC∗(N)(αN ,H) and (π, U ↾H) ∈ RepC∗(H)(αH ,H) resp. The
representations UC∗(G), UC∗(N) and UC∗(H) are all obtained from U by integration, and via
the inclusions γN : C
∗(N)→M(C∗(G)) and γH : C∗(H)→M(C∗(G)) we also have UC∗(N) =
U˜C∗(G) ◦ γN and UC∗(H) = U˜C∗(G) ◦ γH . Thus by (i) we get
UC∗(G)
(
C∗(G)
)
= JU˜C∗(G)
(
γH(C
∗(H)) · γN (C∗(N))
)
K = JUC∗(H)(C
∗(H)) · UC∗(N)(C∗(N))K.
Now the assumption of a cross representation means by equation (5) that
π(A)UL(L) ⊆ UL(L)ρ(C) = Jρ(ηL(L)ηA(A))K
for the appropriate host L. So by hypothesis we have that
π(A)UC∗(N)(C∗(N)) ⊆ JUC∗(N)(C∗(N))π(A)K
and
π(A)UC∗(H)(C∗(H)) ⊆ JUC∗(H)(C∗(H))π(A)K.
Thus
π(A)UC∗(G)(C∗(G)) = π(A)JUC∗(H)(C∗(H)) · UC∗(N)(C∗(N))K
⊆ JUC∗(H)(C∗(H))π(A)UC∗(N)(C∗(N))K
⊆ JUC∗(H)(C∗(H))UC∗(N)(C∗(N))π(A)K
⊆ JUC∗(G)(C∗(G))π(A)K
⊆ UC∗(G)(C∗(G))B(H)
and hence (π, U) is a cross representation for (α,C∗(G)).
Remark 6.14. The preceding theorem is quite useful, e.g. if G is an abelian finite-dimensional
connected Lie group, then it is isomorphic to Rn × Tk for some n and k. Denote the one-
parameter subgroups corresponding to the factors of this product by Gj . If a representation
U : G→ U(H) is continuous, then U(C∗(Gj)) = C∗(Rj(R)), where Rj(t) = (it−Hj)−1, t ∈ R,
is the resolvent of the generator Hj of the one-parameter group U(Gj). Thus U(C
∗(G)) is
generated by the products {R1(t1) · · ·Rn(tn) | t1, . . . , tn ∈ R}. Thus if (π, U) ∈ RepL(α,H)
where L = C∗(G), then by Theorem 6.13, it is enough to check that π(A)Rj(t) ⊆ JRj(R)B(H)K
for each j and one t, to conclude that that (π, U) is a cross representation.
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A close reading of the proof of Theorem 6.13(ii) shows that it has the following generalization.
Theorem 6.15. Let G be a topological group with subgroups N, H. Assume that G, N, H
have hosts LG, LN , LH respectively, such that there are homomorphisms γN : LN →M(LG)
and γH : LH →M(LG) satisfying
LG = C∗
(
γH(LH) · γN (LN )
)
= JγH(LH) · γN (LN )K
and ηG ↾N = γ˜N ◦ ηN and ηG ↾H = γ˜H ◦ ηH . Let α : G → Aut(A) be a C∗-action and denote
the restricted actions of α to N and H by αN and αH resp. Let (π, U) ∈ RepLG(α,H), and
assume that its restrictions (π, U ↾N) and (π, U ↾H) are cross representations for (αN ,LN ) and
(αH ,LH) resp. Then (π, U) is a cross representation for (α,LG).
Proof. Fix a (π, U) ∈ RepLG(α,H). From the hypotheses, Theorem A.2(ii) implies that both
γN and γH are nondegenerate, hence they extend to strictly continuous homomorphisms
γ˜N : M(LN )→M(LG) and γ˜H : M(LH)→M(LG). As
U ↾N = U˜LG ◦ ηG ↾N = U˜LG ◦ γ˜N ◦ ηN = (ηN )∗
(
U˜LG ◦ γ˜N
)
it follows from the host property of LN that (U ↾N)LN = ((ηN )∗)−1
(
(U ↾N)LN
)
= U˜LG ◦ γN .
Likewise we have that (U ↾H)LH = U˜LG ◦ γH . Thus we get
ULG
(LG) = JU˜LG(γH(LH) · γN (LN ))K = J(U ↾H)LH (LH) · (U ↾N)LN (LN )K.
Now a direct transcription of the remaining part of proof of Theorem 6.13(ii) with the natural
substitutions completes the proof.
This can be further generalized to more than two subgroups.
7 Non-cross representations
In the previous sections we showed how to construct crossed product hosts from cross repre-
sentations. Here we want to start from a non-cross representation, and see how best to obtain
a crossed product host. The strategy is to reduce A to a smaller subalgebra AL for which
the given representation becomes a cross representation. The motivation for this comes from
physics, where it is common to start from a physically important representation (e.g. the Fock
representation), or one has a class of covariant L-representations which are important (e.g. for
the Weyl algebra, the regular representations), and it may happen that these are not cross
representations for the given pair (α,L).
One may view this situation as a compatibility question between two quantum constraints.
Constraints of a quantum system may be considered as a restriction of the representations of
its field algebra A which the system may realize. In our case one constraint is the restriction
to the given fixed class of representations, and the other is restriction to the class of covariant
cross representations of (α,L). If these two classes are disjoint, the constraints are incompatible.
Concretely, the nondegeneracy condition in Theorem 5.1(b) is the crucial compatibility require-
ment, and its failure indicates the incompatibility of some elements of A with the constraint of
restricting the representations of A to the required class of covariant L-representations of (A, α).
We therefore seek a maximal invariant subalgebra of A for which the nondegeneracy condition
holds for the given representations.
Let G be a topological group, let (L, η) be a host algebra for G and let α : G → Aut(A) be
a group homomorphism, where A is a C∗-algebra. We assume that we are given a set of cyclic
27
covariant L-representations, hence that we can take their direct sum, denoted (π⊕, U⊕). Thus,
following the construction in Theorem 5.1(b), we put C := C∗(π⊕(A)U⊕L (L)), which produces
a triple (C, ηA, ηL) such that
(CP1) ηA : A →M(C) and ηL : L →M(C) are morphisms of C∗-algebras.
(CP4) ηA(A)ηL(L) ⊆ C and C is generated by this set as a C∗-algebra.
As (π⊕, U⊕) need not be a cross representation, (CP2)and (CP5) will fail in general. Note
that if (CP2) fails, then Theorem A.2(iii) is lost, and hence the covariance requirement (CP3)
does not make sense, as it uses the multiplier extension η˜L : M(L) → M(C). Covariance will
have to be expressed differently, and our first task is to obtain an adequate covariance condition
to replace (CP3). We need this, as (C, ηA, ηL) is defined from a covariant L-representation, and
we are only interested in obtaining covariant L-representations from C.
Definition 7.1. Assume (CP1) and (CP4) for (C, ηA, ηL) in the context above. For any
Hilbert space H, a (nondegenerate) representation ρ ∈ Rep(C,H) is called an L-representation
if ρ˜ ◦ ηL : L → B(H) is a nondegenerate representation of L. We write RepL(C,H) for the set of
L-representations of C on H.
If the defining representation (π⊕, U⊕) of (C, ηA, ηL) is a covariant L-representation, then
the defining representation of C is an L-representation. If (CP2) holds, then all non-degenerate
representations of C are L-representations (cf. Theorem A.2(vii)).
Proposition 7.2. Assume (CP1) and (CP4) for (C, ηA, ηL) in the context above. Then the
following assertions hold:
(i) Any subrepresentation of an L-representation ρ of C is again an L-representation of C,
and any orthogonal sum of L-representations is again an L-representation of C.
(ii) Let ρ ∈ RepL(C,H). Then there is a unitary L-representation of G, denoted Uρ : G →
U(H) uniquely specified by Uρ(g) · (ρ˜ ◦ ηL)(L) = (ρ˜ ◦ ηL)(η(g)L) for all g ∈ G, L ∈ L.
Moreover, Uρ(G)′′ =
(
(ρ˜ ◦ ηL)(L))′′.
(iii) Let ρ ∈ RepL(C,H) satisfy the covariance relation:
Uρ(g) · (ρ˜ ◦ ηA)(A) · Uρ(g)∗ = (ρ˜ ◦ ηA)
(
αg(A)
)
for all g ∈ G, A ∈ A. (7)
Then ρ˜ ◦ ηA : A → B(H) is nondegenerate, and (ρ˜ ◦ ηA, Uρ) ∈ RepL(α,H).
(iv) Let ρ ∈ RepL(C,H) be faithful and covariant, i.e. it satisfies (7). Then all L-representations
of C are covariant. If, in addition, A is unital, then ηA : A →M(C) is nondegenerate.
(v) Assume that there exists a faithful covariant L-representation of C. For each Hilbert space
H define a map
η∗× : RepL(C,H)→ RepL(α,H), given by η∗×(ρ) :=
(
ρ˜ ◦ ηA, Uρ
)
.
Then η∗× is injective. Moreover η
∗
× takes cyclic (resp irreducible) representations ρ ∈
RepL(C,H) to cyclic (resp. irreducible) covariant representations (π, U) ∈ RepL(α,H).
Proof. (i) By definition (ρ˜ ◦ ηL)(L) ⊂ ρ(C)′′ ⊂ B(H), hence it preserves any ρ(C)-invariant sub-
space. In particular, if there is a nonzero v in a ρ(C)-invariant subspace such that (ρ˜ ◦ ηL)(L)v =
{0}, then (ρ˜ ◦ ηL)(L) is degenerate, which contradicts the assumption that ρ is an L-representation.
Thus all subrepresentations of L-representations of C are L-representations. Likewise, if ρ ∈
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Rep(C,H) is an orthogonal sum of L-representations, and there is a nonzero w ∈ H such that
(ρ˜ ◦ ηL)(L)w = {0}, then for each of its components wi we must have (ρ˜ ◦ ηL)(L)wi = {0} which
contradicts the assumption that ρ is an orthogonal sum of L-representations.
(ii) As ρ ∈ RepL(C,H), the representation ρ˜ ◦ ηL : L → B(H) is nondegenerate. By the host
property of L, it defines a unitary representation Uρ := η∗(ρ˜ ◦ ηL) : G → U(H). It is uniquely
specified by Uρ(g)·(ρ˜◦ηL)(L) = (ρ˜◦ηL)(η(g)L) for all g ∈ G, L ∈ L. That Uρ(G)′′ = (ρ˜◦ηL)(L)′′
follows directly from Remark 3.3.
(iii) As (L, η) is a host algebra for G, the subgroup η(G) spans a strictly dense subspace of
M(L) (Proposition 3.2(ii)). Since ρ˜ ◦ ηL extends to M(L) by strictly continuity, we have for
A ∈ A and L ∈ L:
ρ
(
ηL(L)ηA(A)
) ∈ ((ρ˜ ◦ ηL)(span(η(G))) · (ρ˜ ◦ ηA)(A))– s-op ⊆ J(ρ˜◦ηA)(A)·(ρ˜◦ηL)(M(L))K– s-op,
using covariance for the last inclusion, where closures are w.r.t. strong operator topology, and
square brackets indicate span. This implies that
ρ
(
ηA(A)ηL(L)
) ⊆ J(ρ˜ ◦ ηL)(M(L)) · (ρ˜ ◦ ηA)(A)K– s-op.
If (ρ˜ ◦ ηA)(A)v = 0 for some nonzero v ∈ H, then clearly ρ
(
ηL(L)ηA(A)
)
v = 0. On the other
hand from the inclusion above we get that ρ
(
ηA(A)ηL(L)
)
v = 0 and hence that ρ(C)v = 0 which
contradicts the nondegeneracy of ρ. Thus the representation ρ˜ ◦ ηA : A → B(H) is nonde-
generate. By assumption of the covariance relation, it follows that (ρ˜ ◦ ηA, Uρ) is a covariant
representation, and by (ii) Uρ is an L-representation, hence (ρ˜ ◦ ηA, Uρ) ∈ RepL(α,H).
(iv) Given that ρ ∈ RepL(C,H) is faithful and covariant, we define automorphisms γg ∈ Aut C
for each g ∈ G as follows. For each A ∈ A and L ∈ L let
ρ
(
γg
(
ηL(L)ηA(A)
))
:= Uρg ρ
(
ηL(L)ηA(A)
)
(Uρg )
∗ = ρ
(
ηL(βg(L))ηA(αg(A))
)
where βg(L) := η(g)Lη(g)
∗ is the automorphism of L corresponding to g ∈ G. In other words,
γg
(
ηL(L)ηA(A)
)
:= ηL(βg(L))ηA(αg(A)).
Since ρ extends to a faithful representation of M(C), we also know that the extension of γg to
γ˜g ∈ AutM(C) is given by ρ˜ ◦ γ˜g = Ad(Uρg ) ◦ ρ˜. Thus
γ˜g(ηA(A)) = ηA(αg(A)) and γ˜g(ηL(L)) = ηL(βg(L)) .
We also obtain identities such as
ηL(L)ηA(A)ηL(L
′) = ηL(Lη(g)
∗)ηA(αg(A))ηL(η(g)L
′) (8)
from the definition of Uρg and the covariance condition.
Let ρ1 ∈ RepL(C,H1). We want to prove that it is covariant. As ρ˜1 ◦ ηL : L → B(H1) is
nondegenerate, it suffices to prove that(
(ρ˜1 ◦ ηL)(L) v, (Uρ1g )∗(ρ˜1 ◦ ηA)
(
αg(A)
)
Uρ1g · (ρ˜1 ◦ ηL)(L′)w
)
=
(
(ρ˜1 ◦ ηL)(L) v, (ρ˜1 ◦ ηA)(A) · (ρ˜1 ◦ ηL)(L′)w
)
for all L, L′ ∈ L, v, w ∈ H1, g ∈ G and A ∈ A. The left hand side rearranges with (8) to(
v, ρ˜1
(
ηL(L
∗η(g)∗) ηA
(
αg(A)
)
ηL(η(g)L
′)
)
w
)
=
(
v, ρ˜1
(
ηL(L
∗) ηA(A)ηL(L
′)
)
w
)
.
As this rearranges to the right hand side of our desired condition, covariance is proven for ρ1.
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Since
(
ρ˜ ◦ ηA, Uρ
)
is a covariant representation, both ρ˜ ◦ ηA : A → B(H) and ρ˜ ◦ ηL are
nondegenerate, and as A is unital, we get that (ρ˜ ◦ ηA)(1) = 1. Since ρ˜ : M(C) → B(H) is
faithful, it follows that ηA(1) = 1. In particular, ηA : A →M(C) is nondegenerate.
(v) That the map η∗× is well-defined follows from (iii) and (iv). If ρ1, ρ2 ∈ RepL(C,H) satisfy
η∗×(ρ1) = η
∗
×(ρ2), i.e.
(
ρ˜1 ◦ ηA, Uρ1
)
=
(
ρ˜2 ◦ ηA, Uρ2
)
, then
ρ1(ηA(A)ηL(L)) = (ρ˜1 ◦ ηA)(A)Uρ1L (L) = (ρ˜2 ◦ ηA)(A)Uρ2L (L) = ρ2(ηA(A)ηL(L))
for A ∈ A, L ∈ L, and this implies that ρ1 = ρ2. Thus η∗× is injective.
Recall that (π, U) ∈ RepL(α,H) is cyclic (resp. irreducible) if and only if it defines a cyclic
(resp. irreducible) representation of A ⋊α Gd, which we denote by π × U. Let η∗×(ρ) = (π, U).
Since for any ψ ∈ H we have
ρ(C)ψ = C∗(π(A)UL(L))ψ = C∗(π(A)UL(L)′′)ψ = C∗(π(A)U(G)′′)ψ = (π × U)(A ⋊α Gd)ψ,
ρ is cyclic if and only if π × U is cyclic. A representation is irreducible if and only if every
nonzero vector is cyclic, so it is clear that ρ is irreducible if and only if π×U is irreducible.
The situation in (iv) is the natural one, where we construct (C, ηA, ηL) from a covariant
L-representation of (A, G, α) as in Theorem 5.1(b). In view of (i), it makes sense to define the
universal L-representation of C:
Definition 7.3. Assume (CP1) and (CP4) for (C, ηA, ηL) in the context above. Let SL(C) :=
{ω ∈ S(C) | ρω ∈ RepL(C,Hω)} denote the set of those states, whose GNS–representations ρω
are L-representations of C. We define the universal L-representation of C, ρCu ∈ RepL(C,HCu) by
ρCu :=
⊕
ω∈SL(C)
ρω, on HCu =
⊕
ω∈SL(C)
Hω .
Clearly HCu = {0} if SL(C) = ∅. When there is no danger of confusion, we will omit the
superscript C.
Lemma 7.4. Let (πu, Uu) ∈ RepL(α,Hu) be the the universal covariant L-representation, and
define C := C∗(πu(A)Uu,L(L)) and ηA and ηL as in Theorem 5.1(b), producing the triple
(C, ηA, ηL) satisfying (CP1) and (CP4). Then the defining representation of C ⊂ B(Hu) is
equivalent to the universal L-representation (ρCu,HCu) of C in Definition 7.3.
Proof. By Proposition 7.2(v) we have the injective map η∗× : RepL(C,HCu)→ RepL(α,HCu) which
preserves cyclic components. Hence η∗×(ρ
C
u) =
(
ρ˜Cu ◦ ηA, Uρ
C
u
)
is the direct sum over the same
cyclic components as ρCu with the same multiplicities. The cyclic components of ρ
C
u are the GNS-
representations of SL(C), and under η∗× these become GNS-representations of states in SL.
(Recall that the cyclic components of (πu, Uu) are the GNS-representations of states in SL.)
Conversely, given ω ∈ SL, then there is a vector in Hu which will reproduce it, hence in the
defining representation for C this vector will produce a state in SL(C). Thus we have the same
cyclic components with the same multiplicities, so (πu, Uu) is equivalent to η
∗
×(ρ
C
u) and hence ρ
C
u
is equivalent to (η∗×)
−1(πu, Uu).
Since in our natural examples, the defining representation of C is an L-representation, it is
natural to require the universal L-representation ρu of C to be faithful. We can now state our
covariance assumption:
Definition 7.5. Given a triple (C, ηA, ηL) satisfying (CP1) and (CP4) as above, then the co-
variance condition is given by:
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(CP3’) The universal L-representation ρu is faithful and satisfies
Uρu(g) · (ρ˜u ◦ ηA)(A) · Uρu(g)∗ = (ρ˜u ◦ ηA)
(
αg(A)
)
for all g ∈ G, A ∈ A.
Note that by Proposition 7.2(iv), any triple (C, ηA, ηL) obtained as in Theorem 5.1(b) from
a covariant L-representation will satisfy condition (CP3’). Moreover, if we replace ρu by any
other faithful L-representation, the resulting covariance condition will be equivalent to (CP3’).
Remark 7.6. If (C, ηA, ηL) is a crossed product host, then the action α : G→ Aut(A) extends
to an action α˜ : G → Aut(M(C)) by α˜g = Ad(ηG(g)) where ηG = η˜L ◦ η. On the other hand,
if (C, ηA, ηL) is not a crossed product host, but it satisfies (CP1), (CP3’) and (CP4), then via
Ad(Uρu(g)) we can define (in ρ˜u) an automorphism of B(Hu) which preserves C, ηA(A) and
ηL(L) and coincides on ηA(A) with ηA ◦ αg (see proof of Proposition 7.2(iv) above). More-
over, the automorphism on C extends uniquely to M(C), so it also preserves M(C). On C the
automorphism γg ∈ Aut C is determined by
γg
(
ηL(L)ηA(A)
)
:= ηL(βg(L))ηA(αg(A)) for all A ∈ A, L ∈ L,
where βg(L) := η(g)Lη(g)
∗ is the automorphism of L determined by the multiplier action of
G on L. Moreover, γg also preserves the subalgebra M(C)L := ηL(L)M(C)ηL(L), and if the
multiplier action η : G→ U(M(L)) is strictly continuous, then the restriction of γg to M(C)L is
a strongly continuous action, as γg
(
ηL(L1)NηL(L2)
)
= ηL(η(g)L1)NηL(L2η(g
−1)) for Li ∈ L,
N ∈M(C).
By Proposition 7.2(iii) and (iv), if condition (CP3’) holds, then each L-representation ρ ∈
RepL(C,H) will produce a covariant pair (ρ˜ ◦ ηA, Uρ) ∈ RepL(α,H). Thus, given such a triple
(C, ηA, ηL), it makes sense to seek a subalgebra which can “carry” the L-representations. Note
that a representation of C is an L-representation if and only if it is nondegenerate when we
restrict it to the C∗-subalgebra CL := ηL(L)CηL(L) of C. Moreover, an L-representation ρ of C
is uniquely determined by its restriction to ηL(L)CηL(L) via the relation
ρ(C) = s-lim
i
s-lim
j
ρ(ηL(Ei)CηL(Ej)) for any approximate identity (Ej) of L.
This leads us to a closer analysis of the hereditary subalgebra CL of C (cf. Proposition A.5).
In the context of assuming (CP1) and (CP4) for (C, ηA, ηL), consider the hereditary C∗-
subalgebra of M(C) generated by ηL(L) ⊂M(C). It is
M(C)L := ηL(L)M(C)ηL(L) = ηL(L)M(C) ∩M(C)ηL(L)
(cf. [Bla06, Cor. II.5.3.9 and Prop. II.5.3.2]), hence it is characterized by
M(C)L =
{
M ∈M(C) | ηL(Ej)M →M and MηL(Ej)→M
}
(9)
for any approximate identity {Ej} of L. The intersection of M(C)L with C is again hereditary
by the following lemma.
Lemma 7.7. Let B0 ⊆ B be a hereditary subalgebra of the C∗-algebra B. Then for any C∗-
subalgebra D ⊆ B, the intersection D ∩ B0 is hereditary in D.
Proof. That B0 is hereditary means that, for B ∈ B and B0 ∈ B0, the relation 0 ≤ B ≤ B0
implies B ∈ B0, i.e., the positive cone in B0 is a face of the positive cone in B ([Mu90, Sect. 3.2]).
For D ∈ D and D0 ∈ B0 ∩D with 0 ≤ D ≤ D0 we thus obtain D ∈ B0, so that D ∈ D ∩B0.
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We put CL :=M(C)L ∩ C = ηL(L)CηL(L). Then ηL restricts to a homomorphism
η◦L : L →M(CL), η◦L(L)C := ηL(L)C, C ∈ CL
which is nondegenerate by the characterization of M(C)L in (9).
The condition (CP2), i.e. nondegeneracy of ηL : L → M(C), is equivalent to the condition
‖ηL(Ej)C−C‖ → 0 for all C ∈ C, and any approximate identity {Ej} of L (cf. Theorem A.2(iv)).
This means that the hereditary subalgebra CL must be all of C. In the case that this does not
hold, our task is to restrict the system in order to obtain one for which the crossed product host
can be defined. It is natural to try to build a crossed product host from CL, where we already
have the nondegenerate action η◦L : L → M(CL). However, the action ηA : A → M(C) need not
restrict to CL, so we define:
Definition 7.8. Given a triple (C, ηA, ηL) satisfying (CP1) and (CP4) and CL as above, let
AL :=
{
A ∈ A | ηA(A)CL ⊆ CL and ηA(A∗)CL ⊆ CL
}
.
Note that this includes the commutant of ηL(L) in A. Thus ηA restricts to a homomorphism
η◦A : AL →M(CL), η◦A(A)C := ηA(A)C, C ∈ CL, A ∈ AL.
To put the algebraAL into context, recall the following framework. Let C∗∗ be the enveloping
W ∗-algebra which contains M(C) as a subalgebra. Then the weak limit
P := lim ηL(Ej) (10)
exists in C∗∗ for any approximate identity {Ej} of L, and defines a projection. From condition
(9) we see that CL =M(C)L∩C = PC∗∗P ∩C, hence P is the open projection of CL in Pedersen’s
terminology (cf. [Pe89, Prop. 3.11.9 and 3.11.10] and Proposition A.5(iii)). We have:
Proposition 7.9. Given a C∗-action (A, G, α) and a triple (C, ηA, ηL) satisfying (CP1) and
(CP4), then with AL and P as defined above;-
(i) AL =
{
A ∈ A | [ηA(A), P ] = 0
}
=
{
A ∈ A | ηA(A) = PηA(A)P + (1− P )ηA(A)(1 − P )
}
i.e. ηA(A) consists of diagonal elements w.r.t. matrix decomposition of elements of M(C)
w.r.t. P and 1− P .
(ii) AL = {A ∈ A | ηA(A)ηL(L) ⊆ ηL(L)C and ηA(A∗)ηL(L) ⊆ ηL(L)C},
(iii) For any (hence all) approximate identities {Ej} of L we have
AL =
{
A ∈ A ∣∣ ∥∥(ηL(Ej)− 1)ηA(B)ηL(L)∥∥→ 0 for B = A and A∗, and for all L ∈ L}.
(iv) In addition, assume (CP3’). Then AL is an αG–invariant subalgebra of A. Moreover AL
contains all the elements of A which are invariant w.r.t. αG.
Proof. (i) Since PC = C for all C ∈ CL, the definition of AL implies for A ∈ AL the relations
PηA(A)C = ηA(A)C and PηA(A
∗)C = ηA(A
∗)C. Thus (1 − P )ηA(A)C = 0 for all C ∈ CL,
hence by substituting for C an approximate identity for CL, we get (1− P )ηA(A)P = 0. From
the analogous relation for the adjoint, we also get PηA(A)(1 − P ) = 0, hence
ηA(A) = PηA(A)P + (1− P )ηA(A)(1− P ), i.e. [ηA(A), P ] = 0.
Conversely, if [ηA(A), P ] = 0, then ηA(A)C = ηA(A)PCP = PηA(A)CP ∈ PC∗∗P ∩ C = CL for
all C ∈ CL, hence ηA(A)CL ⊆ CL. Likewise ηA(A∗)CL ⊆ CL, and hence A ∈ AL.
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(ii) Let A ∈ A satisfy ηA(A)ηL(L) ⊆ ηL(L)C and ηA(A∗)ηL(L) ⊆ ηL(L)C. Then
ηA(A)CL = ηA(A)ηL(L)CηL(L) ⊆ ηL(L)C · CηL(L) = CL
and likewise ηA(A
∗)CL ⊆ CL, i.e. A ∈ AL. Conversely, let A ∈ AL, i.e.
[
ηA(A), P
]
= 0. Then
ηA(A)ηL(L) = ηA(A)PηL(L) = PηA(A)ηL(L) ⊆ JηL(L)ηA(A)ηL(L)K ⊆M(C)L .
However (CP4) implies that ηA(A)ηL(L) ⊂ C, hence ηA(A)ηL(L) ⊂M(C)L ∩ C = CL ⊆ ηL(L)C.
Likewise ηA(A
∗)ηL(L) ⊆ ηL(L)C.
(iii) Let A ∈ AL. Then by (ii) ηA(A)ηL(L) ⊆ ηL(L)C and so
∥∥(ηL(Ej)−1)ηA(A)ηL(L)∥∥→ 0
for any approximate identity {Ej} of L, since
∥∥(ηL(Ej)− 1)ηL(L)∥∥ → 0. The same is true for
A∗, hence the condition in (iii) follows. Conversely, the condition in (iii) implies immediately
that ηA(A)ηL(L) ⊆ ηL(L)C ⊇ ηA(A∗)ηL(L), using the fact that ηL(L)C is closed. Thus by (ii)
we have A ∈ AL.
(iv) By (CP3’) the universal L-representation ρu is faithful, hence it has a faithful extension
to M(C). Moreover via the covariance condition Ad(Uρu(g)) defines an automorphism of M(C)
which preserves both ρu(C), ρ˜u(ηA(A)) and ρ˜u(ηL(L)) for all g ∈ G (see the proof of Proposi-
tion 7.2(iv)). Therefore these automorphisms preserve ρu(CL) = ρ˜u(ηL(L))ρu(C)ρ˜u(ηL(L)), and
hence the idealizer of it in ρ˜u(M(L)) and hence the intersection of this idealizer with ρ˜u(ηA(A)).
By faithfulness of ρ˜u, the latter set is ρ˜u(ηA(AL)), and by the covariance condition Ad(Uρu(g))
implements αg on A ⊃ AL. It follows by faithfulness of ρ˜u, and the fact that AL is defined via
ηA that AL is an αG–invariant subalgebra of A.
For the last statement, notice that if A ∈ A is αG–invariant, then by the covariance condition
ρ˜u(ηA(A)) commutes with U
ρu(G). From Proposition 7.2(ii) we get that ρ˜u(ηL(L))′ = Uρu(G)′,
hence that ρ˜u(ηA(A)) ∈ ρ˜u(ηL(L))′. Since ρ˜u is faithful, we find that
[
ηA(A)), ηL(L)
]
= 0, and
hence by condition (iii) that A ∈ AL.
As the commutant of an operator is a von Neumann algebra, it follows from (i) that AL is in
fact closed in A w.r.t. the weak operator topology of the universal representation of C.
Corollary 7.10. With α : G→ Aut(A) and a triple (C, ηA, ηL) satisfying (CP1) and (CP4) as
above, we have
(i) AL = A if and only if CL = C
(ii) If (C, ηA, ηL) is constructed from the universal covariant L-representation of (A, G, α),
then a full crossed product host exists if and only if AL = A.
Proof. (i) That CL = C implies AL = A is trivial, so we prove the reverse. Let AL = A. Then,
by Proposition 7.9(ii), we have ηA(A)ηL(L) ⊆ ηL(L)C and ηL(L)ηA(A) ⊆ CηL(L) for all A ∈ A.
This implies that ηA(A)ηL(L) ⊆ ηL(L)M(C) ∩M(C)ηL(L) ∩ C = M(C)L ∩ C = CL ⊆ C and so
as the first term generates C we get that C = CL.
(ii) From Proposition 7.9(iii), we note that the existence condition in Theorem 5.6 for a full
crossed product host becomes A = AL for the triple (C, ηA, ηL).
For the triple (CL, η◦A, η◦L), the action η◦L : L →M(CL) is nondegenerate (i.e. we have (CP2)),
but we lost (CP4) by the restriction from A to AL, i.e. it need not be true that CL is generated
by ηL(L)ηA(AL). This leads us to define
C∨L := C∗
(
ηL(L)ηA(AL)
) ⊂ C .
Note that as ηL(L) = PηL(L)P , and ηA(AL) commutes with P we have ηL(L)ηA(AL) ⊂
PC∗∗P ∩ C = CL, hence C∨L ⊆ CL. By the analogous proof to that of Theorem 5.1(b), we see
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that ηL(L) is in the idealizer of C∨L in CL, and by condition (9) the multiplier action which this
produces on C∨L is in fact nondegenerate. Thus ηL restricts to the nondegenerate action
η∨L : L →M(C∨L), η∨L(L)C := ηL(L)C for C ∈ C∨L .
Likewise, by the analogous proof to that of Theorem 5.1(b), we also restrict the action ηA:
η∨A : AL →M(C∨L), η∨A(A)C := ηA(A)C, C ∈ C∨L , A ∈ AL.
It follows that the triple (C∨L , η∨A, η∨L) satisfies (CP1), (CP2) and (CP4) for the restricted action
α : G→ AutAL.
Proposition 7.11. Given a group homomorphism α : G → Aut(A) and a triple (C, ηA, ηL)
satisfying (CP1), (CP3’) and (CP4), then the triple (C∨L , η∨A, η∨L) for the restricted action
α : G→ AutAL satisfies (CP1)-(CP4), hence (C∨L , η∨A, η∨L) is a crossed product host (not neces-
sarily full) for (α↾AL, L).
This will be called the restricted crossed product host.
Proof. We only have to prove (CP3), as we already know from Proposition 7.9(iv) that AL is
an αG–invariant subalgebra, and from the preamble that (CP1), (CP2) and (CP4) are satisfied.
As (CP2) holds, Theorem A.2(iii) applies, hence the multiplier extension η˜∨L : M(L) → M(C∨L)
is defined, and the covariance requirement (CP3) makes sense. Hence we have to prove that
η˜∨L(η(g))η
∨
A(A)η˜
∨
L(η(g))
∗ = η∨A(αg(A)) for g ∈ G, A ∈ AL.
Abbreviate the notation to η∨G := η˜
∨
L ◦ η : G→M(C∨L). Starting now from (CP3’), i.e.
Uρu(g) · (ρ˜u ◦ ηA(A)) · Uρu(g)∗ = ρ˜u ◦ ηA
(
αg(A)
)
for g ∈ G, A ∈ A,
recall that Uρu : G → U(Hu) is just obtained from the strictly continuous extension of the
representation ρ˜u ◦ ηL from L to M(L). Let PL ∈ B(Hu) be the projection onto the essential
subspace of ρ˜u ◦ ηA(AL), i.e. PL = s-lim
j
ρ˜u ◦ ηA(Ej) for an approximate identity (Ej) of AL.
By (CP3’) we see that all Uρu(g) commute with PL, hence U
ρu(G) restricts to PLHu. In fact,
by Proposition 7.2(ii) we get that PL ∈ ρ˜u(ηL(L))′ = Uρu(G)′, and so it follows that PLHu is
also the essential subspace of ρu(C∨L) = C∗
(
ρ˜u(ηL(L)ηA(AL))
)
.
Let ρ∨u : C∨L → B(PLHu) be the restriction of ρu(C∨L) to its essential subspace. Clearly ρ∨u is
faithful, and it satisfies (CP3’) (restricted to PLHu), and in fact Uρu(G) restricted to PLHu is
again the strictly continuous extension of the representation ρ˜∨u ◦ η∨L from L to M(L). (Recall
that C∨L ⊂ C, and that η∨L(L) is just the restriction of ηL(L) ⊂M(C) to C∨L). On the other hand,
ρ˜∨u ◦ η∨G := ρ˜∨u ◦ (η˜∨L ◦ η) is also a strictly continuous extension of the representation ρ˜∨u ◦ η∨L from
L to M(L), hence they must be equal, i.e. Uρu(g) ↾ PLHu = ρ˜∨u ◦ η∨G(g). Thus (CP3’) becomes
ρ˜∨u
(
η∨G(g)
) · ρ˜∨u(η∨A(A)) · ρ˜∨u(η∨G(g))∗ = ρ˜∨u(η∨A(αg(A))) for all g ∈ G, A ∈ AL,
and as ρ˜∨u is faithful on M(C∨L), this implies (CP3).
If (C, ηA, ηL) is given explicitly by some covariant L-representation (π, U) ∈ Rep(α,H), then
we conclude that the restriction of it to AL is a cross representation of (α↾AL, L). The natural
question is when the crossed product host for (α↾AL, L) is full, and we will analyze this question
below in specific contexts.
Proposition 7.12. Given a C∗-action (A, G, α), let (C, ηA, ηL) be constructed from the universal
covariant L-representation (πu, Uu) ∈ RepL(α,Hu) where C := C∗
(
πu(A)Uu,L(L)
)
, and ηA and
ηL are as in Theorem 5.1(b). Suppose that either of the following conditions hold:
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(i) SL separates C∨ := C∗
(
π∨u (AL)U∨u,L(L)
)
where (π∨u , U
∨
u ) ∈ RepL(α,H∨u ) denotes the uni-
versal covariant L-representation of (AL, G, α).
(ii) SL ↾
(AL ⋊α Gd) = S∨L, where S∨L denotes the set of those states ω on AL ⋊α Gd which
produce covariant L-representations (πω , Uω) ∈ RepL(α↾AL,Hω).
Then the restricted crossed product host (C∨L , η∨A, η∨L) for (α↾AL, L) is full.
Proof. If C∨ ∼= C∨L then as (C∨L , η∨A, η∨L) is a crossed product host, it follows that C∨ is a crossed
product host (Proposition 7.11), i.e. the universal covariant L-representation of (A, G, α) is a
cross representation, and thus C∨ is full by Theorem 5.6. So it suffices to show that each of the
two conditions imply that C∨ ∼= C∨L .
Recall that C∨L = C∗
(
πu(AL)Uu,L(L)
) ⊆ C and C∨ = C∗(π∨u (AL)U∨u,L(L)) where (πu, Uu) is
constructed from the GNS-representations of SL on A⋊α Gd and (π∨u , U∨u ) is constructed from
the GNS-representations of S∨L on AL ⋊αGd ⊂ A⋊αGd. Now restrictions of L-representations
of A to AL are still L-representations, so as subrepresentations of L-representations are L-
representations, we have that SL ↾
(AL ⋊αGd) ⊆ S∨L. Now the GNS-representation of ω ∈ SL
on A ⋊α Gd need not be cyclic when we restrict it to AL ⋊α Gd, but it decomposes into cyclic
components. Each of these is the GNS-representation of a state in S∨L as subrepresentations of
L-representations are L-representations. Thus (πu, Uu) is a direct sum of subrepresentations,
each of which occurs in (π∨u , U
∨
u ). Hence there is a ∗-homomorphism Φ : C∨ → C∨L .
If we assume (ii), then the same subrepresentations occur in both C∨L and C∨, hence Φ is an
isomorphism. The condition (i) makes sense, since we have that SL ↾
(AL ⋊α Gd) ⊆ S∨L, so
any any ω ∈ SL can be realized as a vector state on C∨, and via Φ it coincides with the lifting
of this state from C∨L by Φ. Thus ω(kerΦ) = 0 and so if we assume condition (i) we must have
kerΦ = {0} i.e. C∨ ∼= C∨L .
It is also natural to construct the following subalgebra:
Proposition 7.13. Let (A, G, α) be a C∗-action, and suppose that (C, ηA, ηL) satisfies (CP1),
(CP3’) and (CP4), and that the multiplier action η : G → U(M(L)) is strictly continuous. Let
P ∈ C∗∗ be the projection from (10). Then the subspace
A(L)0 := {A ∈ A | ηA(A) ∈ ηL(L)M(C)ηL(L)} = {A ∈ A | ηA(A) = PηA(A)P}
is a closed two-sided αG-invariant ideal of AL. Moreover, the action αη : G → Aut(ηA(A(L)0 ))
defined by αηg(ηA(A)) := ηA(αg(A)), A ∈ A(L)0 is strongly continuous.
Proof. Any A ∈ A(L)0 must satisfy ηA(A) = PηA(A)P , hence by Proposition 7.9(i) it is clear
that it is in AL. Conversely, if an A ∈ AL satisfies ηA(A) = PηA(A)P then it must be in A(L)0
because ηA(A(L)0 ) = M(C)L ∩ ηA(A) = PC∗∗P ∩ ηA(A), thus A(L)0 is precisely the elements
of AL satisfying ηA(A) = PηA(A)P . Since AL is in the commutant of P , it is clear that
AL · A(L)0 = A(L)0 hence that A(L)0 is a closed two-sided ideal of AL. That A(L)0 is αG–invariant
follows immediately from the fact that both ηA(AL) andM(C)L are αG-invariant subalgebras of
M(C) w.r.t. the extended action (cf. Proposition 7.9(iv) and Remark 7.6). The strong continuity
of αη also follows immediately from the strong continuity on M(C)L (cf. Remark 7.6).
Whilst the ideal A(L)0 has very nice properties, below we will see in Example 9.1 that it can
be zero, even when AL = A.
Example 7.14. We want to obtain the restricted crossed product (C∨L , η∨A, η∨L) explicitly in an
example. We continue Example 5.11, and recall the details. Let H be an infinite-dimensional
separable Hilbert space, A := B(H), G := R, L = C∗(R), H be an unbounded selfadjoint
35
operator, Ut := e
itH and αt(A) := UtAU
∗
t . Then α is not strongly continuous (Proposition 5.10).
Moreover (π, U) ∈ RepL(α,H) where π is the identical representation π(A) = A of A. We have
UL(L) = {h(H) | h ∈ C0(R)} = C∗((i1 −H)−1). We showed that (π, U) ∈ Rep×L (α,H) if and
only if (i1−H)−1 ∈ K(H).
Choose an H so that (π, U) 6∈ Rep×L (α,H), i.e. one point in the spectrum of H is not
in its essential spectrum, hence UL(L) contains noncompact elements. By definition C =
C∗
(
π(A)UL(L)
) ⊂ B(H) = π(A) = ηA(A) and as ηA(A) ⊆ M(C), we see that C is a closed
two-sided ideal of B(H) and as it contains noncompact elements, we must have C = B(H) =
π(A) = ηA(A). Now CL := ηL(L)CηL(L) = UL(L)B(H)UL(L) is an hereditary subalgebra of the
von Neumann algebra B(H) = C. (As (π, U) ∈ RepL(α,H), hence UL(L) is nondegenerate, the
strong closure of CL is B(H)). Notice that as CL is hereditary in B(H), it contains all projections
which it dominates, e.g. it contains the spectral projections P [a, b] of H (in fact it is the closed
linear span of its projections by [Mu90, Cor. 4.1.14]).
By Definition 7.8 AL is the idealizer of CL in A, and we know it is proper by (π, U) 6∈
Rep×L (α,H). In this case we have CL ⊆ AL as all algebras are contained in A, and it is clear
that CL is an ideal of AL. Moreover (cf. Proposition 7.13), here we have A(L)0 = CL. We want
to express AL directly in terms of the properties of H . From Proposition 8.2(iii) below, we have
that
AL =
{
A ∈ A ∣∣ lim
t→0
ηA(αt(B))ηL(L) = ηA(B)ηL(L) for all L ∈ L and B ∈ {A, A∗}
}
.
If ρ ∈ RepL(C,H) is the (faithful) defining representation of C, obtained from (π, U), then by
applying it to the last characterization of AL we see:
AL =
{
A ∈ A ∣∣ lim
t→0
Utπ(B)U−tUL(L) = π(B)UL(L) for all L ∈ L and B ∈ {A, A∗}
}
=
{
A ∈ A ∣∣ lim
t→0
(
Ut − 1
)
π(B)UL(L) = 0 for all L ∈ L and B ∈ {A, A∗}
}
=
{
A ∈ A ∣∣ lim
t→∞
(
P [−t, t]− 1)π(B)UL(L) = 0 for all L ∈ L and B ∈ {A, A∗}}
where in the second equality we used the fact that t→ U−tUL(L) is norm continuous and that
(Ut) is bounded, and in the last equality we used Lemma A.1(ii)(c).
To obtain the restricted crossed product (C∨L , η∨A, η∨L) for (α↾AL, L), note that
C∨L := C∗
(
ηL(L)ηA(AL)
) ⊆ CL = ηL(L)CηL(L) = UL(L)B(H)UL(L) ✂AL
where the last relation indicates inclusion as a closed two-sided ideal. Since the C∗-algebra C∨L
contains ηL(L)CL = CL it follows that C∨L = CL = UL(L)B(H)UL(L).
Remark 7.15. In a physics context, the group homomorphism α : G → Aut(A) represents a
physical transformation or symmetry group acting on the field algebra A, the choice of host
algebra (L, η) for G is a constraint specifying the type of unitary representations allowed to
implement α, and a given (π, U) ∈ RepL(α,H) is a representation with an important physical
interpretation which the system should preserve. In this case AL is the algebra of observables
which are compatible with these constraints, so physical observables are required to be contained
in it. Then by Proposition 7.11, the restricted system (α↾AL, L) has a crossed product host,
(C∨L , η∨A, η∨L), i.e. (π ↾AL, U) is a cross representation for it.
8 Crossed products for discontinuous actions
In this section we consider the special case where G is a locally compact group, the host algebra
is L = C∗(G), and the action α : G → Aut(A) need not be strongly continuous. This is an
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important case for physics, and has already been analyzed with different tools by Borchers [Bo96,
Bo84].
For the standard case, where the action α is strongly continuous, the usual crossed product
algebra A⋊α G is a crossed product host (Example 4.3). For the case of discontinuous actions,
we have already seen in Examples 5.9, and 5.12 that crossed product hosts can exist, and we will
see more examples below. Although the multiplier action of G on any crossed product host C is
strictly continuous (cf. Remark 4.2(a)), the fact that ηA(A) ⊆M(C) need not be contained in C
leaves room for discontinuity for the action of G on A. We will see below in Corollary 8.4 that
a weaker form of continuity for α is still required for the existence of a crossed product host.
The following lemma will be needed below.
Lemma 8.1. Let F be a unital C∗-algebra, G be a topological group, η : G→ U(F) be a group
homomorphism and αg(F ) := η(g)Fη(g)
∗ for F ∈ F . Let B ∈ F satisfy lim
g→1
η(g)B = B. Then
for an A ∈ F we have lim
g→1
η(g)AB = AB if and only if lim
g→1
αg(A)B = AB.
Proof. If lim
g→1
αg(A)B = AB, then
η(g)AB −AB = αg(A)B −AB + η(g)A(B − η(g−1)B)→ 0
follows from ‖η(g)A‖ ≤ ‖A‖. Conversely, if lim
g→1
η(g)AB = AB, then we similarly obtain
αg(A)B −AB = η(g)AB −AB + η(g)A(η(g−1)B −B)→ 0.
We first want to characterize AL directly in terms of the action α : G→ Aut(A).
Proposition 8.2. Let (L, η) be a host algebra for a topological group G such that the multiplier
action η : G → U(M(L)) is strictly continuous and let (A, G, α) be a C∗-action for which we
have a triple (C, ηA, ηL) satisfying (CP1), (CP3’) and (CP4). We define AL as above. Then the
following assertions hold:
(i) The subspace ηL(L)C is contained in the closed right ideal of C:
CLc := {C ∈ C | lim
g→1
Uρu(g) · ρu(C) = ρu(C)}.
(ii) For A ∈ A we have ηA(A)ηL(L) ⊆ CLc if and only if for each L ∈ L the map
G→ C, g 7→ ηA(αg(A))ηL(L)
is continuous.
(iii) In addition, let G be locally compact and L = C∗(G). Then ηL(L)C = CLc and
AL =
{
A ∈ A | lim
g→1
ηA(αg(B))ηL(L) = ηA(B)ηL(L) for all L ∈ L and B ∈ {A, A∗}
}
.
Proof. (i) follows from the strict continuity of the multiplier action η : G→ U(M(L)) via
Uρu(g)·ρu(ηL(L)C) = Uρu(g)·(ρ˜u◦ηL)(L)·ρu(C) = (ρ˜u◦ηL)(η(g)L)·ρu(C) for L ∈ L, C ∈ C.
(ii) If ηA(A)ηL(L) ∈ CLc , then the map
G→ C, g 7→ Uρu(g) · ρu
(
ηA(A)ηL(L)
)
= (ρ˜u ◦ ηA)(αg(A)) · (ρ˜u ◦ ηL)
(
η(g)L
)
is continuous at 1. Since g 7→ ηL(η(g)L) is continuous at 1, it follows that the map
G→ C, g 7→ ηA(αg(A))ηL(L)
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also is continuous at 1 using the fact that ρ˜u is faithful (cf. Lemma 8.1).
If, conversely, the latter map is continuous at 1, then by Lemma 8.1 we get that ηA(A)ηL(L) ∈
CLc .
(iii) From Proposition 7.2(iii) and (iv) we get the covariant pair (ρ˜u ◦ ηA, Uρu) ∈ RepL(α,Hu)
hence that ρu(C) = C∗
(
(ρ˜u ◦ ηA)(A) · (ρ˜u ◦ ηL)(L)
)
. In view of (i), Lemma A.1(b) entails that
CLc = ηL(L)C. The assertion on AL now follows by combining this with (ii), using Proposi-
tion 7.9(ii).
Remark 8.3. Note that in the case of Proposition 8.2(iii), AL contains the well-known subal-
gebra
Ac := {A ∈ A | lim
g→1
αg(A) = A},
though AL can be strictly larger. In the case that ηA is faithful, the containment A(L)0 ⊂ Ac is
usually proper, e.g. if A is unital, then the identity is in Ac, but not in A(L)0 .
Corollary 8.4. Let G be locally compact, L = C∗(G), and (A, G, α) be a C∗-action. If
(C, ηA, ηL) is constructed from the universal covariant L-representation of (A, G, α), then the
following are equivalent:
(i) A full crossed product host exists.
(ii) limg→1 ηA(αg(A))ηL(L) = ηA(A)ηL(L) for A ∈ A and L ∈ L.
(iii) The conjugation action of G on C is strongly continuous.
The conditions imply that the maps G → M(C), g → ηA(αg(A)) are continuous w.r.t. the
strict topology of C for all A ∈ A. If A is unital, then (i)-(iii) are equivalent to
(iv) For every A ∈ A, the map G→M(C), g 7→ ηA(αg(A)) is strictly continuous.
Proof. By Proposition 8.2(iii), condition (ii) means that A = AL, and by Corollary 7.10(ii), in
the current context, this is equivalent to the existence of a full crossed product host, i.e., (i) and
(ii) are equivalent.
Since multiplier action of G on L is strictly continuous, the same holds for the conjugation
action of G on L, which is a linear action by isometries. Therefore the limit of ηA(αg(A))ηL(L)
for g → 1 exists if and only if the limit of ηA(αg(A))ηL(η(g)Lη(g)−1) for g → 1 exists, and
in this case the two limits coincide. Since C is generated by ηA(A)ηL(L), the latter condition
means that the conjugation action of G on C is strongly continuous. Therefore (ii) and (iii) are
also equivalent.
Assume (i). Then C = CL = ηL(L)CηL(L) by Corollary 7.10, and so lim
g→1
ηA(αg(A))C =
ηA(A)C for all A ∈ A and C ∈ C by (ii), i.e. (iv) holds. Conversely, if A is unital, then by
Proposition 7.2(iv) we have that ηA(1) = 1, and hence ηL(L) ⊂ ηL(L)ηA(A) ⊂ C, so any net
(Bλ) ⊂M(C) which converges strictly to B ∈M(C), will also satisfy lim
λ
BληL(L) = BηL(L) for
all L ∈ L. This gives the sufficiency of (iv) by setting Bλ = ηA(αgλ(A)) where (gλ) ⊂ G is a net
converging to 1.
Remark 8.5. For the construction of the crossed product in the conventional sense, one requires
strong continuity of the action, i.e. lim
g→1
αg(A) = A for all A ∈ A. Here we see that to obtain a
full crossed product host, we simply replace this by condition (ii) in Corollary 8.4. Or, for unital
A, we replace the strong continuity of α on A by the requirement of the continuity of the maps
G→M(C), g 7→ αg(A) w.r.t. the strict topology.
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In the case of a one-parameter group, i.e. G = R, L = C∗(R), we can obtain more information
from Proposition 8.2.
Corollary 8.6. For G = R and L = C∗(R), let (A,R, α) be a C∗-action for which we have
a triple (C, ηA, ηL) satisfying (CP1), (CP3’) and (CP4). For a Hilbert space H, consider the
injection (cf. Proposition 7.2(iv)):
η∗× : RepL(C,H)→ RepL(α,H), given by η∗×(ρ) :=
(
ρ˜ ◦ ηA, Uρ
)
=:
(
πρ, Uρ
)
.
Let ρ ∈ RepL(C,H) be faithful, and denote the spectral measure of Uρ, resp., its infinitesimal
generator by Pρ. Then an A ∈ A is in AL if and only if
lim
t→∞
Pρ([−t, t])πρ(B)Pρ([−s, s]) = πρ(B)Pρ([−s, s]) for all s ∈ R+ and B ∈ {A, A∗}.
Proof. As ρ ∈ RepL(C,H) is faithful, its extension ρ˜ to M(C) is faithful. As we have
AL = {A ∈ A | ηA(B)ηL(L) ⊆ ηL(L)C for B ∈ {A, A∗}}
(cf. Proposition 7.9(ii)), and the condition takes place in M(C), we get that
AL = {A ∈ A | πρ(B)UρL(L) ⊆ UρL(L)ρ(C) for B ∈ {A, A∗}}.
Since ρ is an L-representation of C, we have πρ(B)UρL(L) ⊆ UρL(L)ρ(C) ⊆ UρL(L)B(H). On
the other hand, if πρ(B)UρL(L) ⊆ UρL(L)B(H), then as the left hand side is in ρ(C), we get
πρ(B)UρL(L) ⊆ UρL(L)B(H) ∩ ρ(C) = ρ(ηL(L)C). Thus πρ(B)UρL(L) ⊆ UρL(L)ρ(C) if and only if
πρ(B)UρL(L) ⊆ UρL(L)B(H).
In Lemma A.1(ii)(c), it is shown that, for D ∈ B(H), the condition DUρL(L) ⊆ UρL(L)B(H) =
B(H)Lc is equivalent to
lim
t→∞
P ([−t, t])DP ([−s, s]) = DP ([−s, s]) for all s > 0.
By substituting D = πρ(B), we obtain the claim of the corollary.
Remark 8.7. An application of this Corollary to Example 7.14, produces the convenient formula
AL =
{
A ∈ B(H) ∣∣ (∀s ∈ R+) lim
t→∞
P ([−t, t])AP ([−s, s]) = AP ([−s, s])},
to calculate AL in the identical representation of A = B(H).
Definition 8.8. With Borchers we write A∗c for the closed subspace of the topological dual
A∗ of A, consisting of all elements ϕ ∈ A∗ for which the map G → A∗, g 7→ ϕ ◦ αg is norm
continuous.
Now A∗c is a folium, i.e., the predual of a W ∗-algebra (cf. [Bo96, Thm. II.2.2] and [Bo93]).
A folium in A∗ determines a representation of A such that the folium is the set of normal
functionals of the representation, and this representation is unique up to quasi–equivalence (cf.
[KR86, Prop. 10.3.13]). In fact, Borchers shows in [Bo83, Thm. III.2] that A∗c is the folium
of functionals associated to a covariant representation of (A, G, α). We can now identify that
representation in our picture:
Proposition 8.9. Let (A, G, α) be a C∗-action, let L be a full host algebra for G for which
the multiplier action η : G → U(M(L)) is strictly continuous. Let the triple (C, ηA, ηL) be con-
structed from the universal covariant L-representation (πu, Uu) ∈ RepL(α,Hu), where C :=
C∗
(
πu(A)Uu,L(L)
)
, and ηA and ηL are defined as in Theorem 5.1(b). We also recall CL :=
ηL(L)CηL(L) ⊆ C.
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(i) Then there is a continuous surjection ν : (CL)∗ → A∗c given by ν(ϕ)(A) := lim
j
ϕ
(
PηA(A)FjP
)
for A ∈ A, ϕ ∈ (CL)∗, where (Fj) is an approximate identity of CL and P is the projection
from (10).
(ii) A∗c is the predual of πu(A)′′ ⊆ B(Hu) where (πu, Uu) ∈ RepL(α,Hu) is the the universal
covariant L-representation.
Proof. Since (C, ηA, ηL) is constructed from a covariant L-representation it satisfies condition
(CP3’) as well as (CP1) and (CP4). Thus by Proposition 7.2(iv) all L-representations of C are
covariant and produce covariant pairs (π, U) ∈ RepL(α,H) for some H by Proposition 7.2(iii).
An L-representation ρ of C is uniquely determined by its restriction to CL = ηL(L)CηL(L) via
the relation
ρ(C) = s-lim
i
s-lim
j
ρ(ηL(Ei)CηL(Ej)), C ∈ C, for any approximate identity (Ej) of L.
Thus the L-representations of C are unique extensions (on the same space) of representations of
CL, and each of these produce a covariant pair (π, U) ∈ RepL(α,H) and π(A)∪U(G) ⊂ ρ(CL)′′.
(i) As CL = ηL(L)CηL(L) = PC∗∗P ∩ C is a hereditary subalgebra of C, it has the unique
extension property for positive functionals, which implies that the map ξ : (CL)∗ → C∗ by
ξ(ϕ)(C) := ϕ(PCP ) for C ∈ C is a linear injection which is isometric on the selfadjoint func-
tionals by Lemma B.1. Since C is a closed two-sided ideal in M(C), it is hereditary also inM(C),
so again positive functionals extend uniquely (with the same norm), producing another linear
injection ζ : C∗ →M(C)∗ by ζ(ϕ)(M) = lim
j
ϕ
(
MFj
)
, M ∈M(C), which is isometric on the self-
adjoint functionals. The restriction of functionals on M(C) to ηA(A) is a linear norm-reducing
map. The composition of these three maps is ν : (CL)∗ → A∗, and it is clear that it is linear and
norm continuous on the selfadjoint part of (CL)∗. We have to establish that its range is A∗c .
Recall from Remark 7.6 that there is an action γ : G → Aut(M(C)) which preserves C,
ηA(A) and ηL(L) and satisfies γ(g) ◦ ηA = ηA ◦ αg for g ∈ G. It also preserves M(C)L hence
CL =M(C)L∩C and defines a strongly continuous G-action on CL. Since the GNS-representation
of each state of CL is covariant by the observation above, it follows that γ defines a strongly
continuous action on the Banach space (CL)∗. Since the maps defining ν are all covariant w.r.t.
γ, it follows that ν is covariant w.r.t. γ hence that its image consists of functionals with norm
continuous orbit maps w.r.t. γ. Since the restriction of γ to ηA(A) is compatible with α, this
implies that the image of ν is α-continuous, i.e. ν
(
(CL)∗
) ⊆ A∗c .
For the converse inclusion, recall from Borcher’s Theorem [Bo83, Thm. III.2] that A∗c is the
folium of functionals associated to a covariant representation (π, U) ∈ Rep(α,H). As L is a
full host algebra, we have in fact that it is a covariant L–representation. We thus obtain an
L–representation ρ of C, hence of CL, and it satisfies
ρ(ηA(A)ηL(L)) = π(A)UL(L) for A ∈ A, L ∈ L.
Since by Proposition 7.2(v) the map η∗× : RepL(C,H) → RepL(α,H) by η∗×(ρ) :=
(
ρ˜ ◦ ηA, Uρ
)
is injective, we get ρ˜ ◦ ηA = π. Thus the normal states of π are the unique extensions of the
normal states of ρ restricted to CL, hence these are in the range of ν. Thus by linearity the
whole predual of πu(A)′′ is in the range of ν, and as the predual of πu(A)′′ is A∗c , we conclude
that we have the converse inclusion, hence ν
(
(CL)∗
)
= A∗c .
(ii) The universal representation of CL produces the universal L–representation ρu, and by
Lemma 7.4 we have η∗×(ρu) =
(
ρ˜u ◦ ηA, Uρu
)
= (πu, Uu). By Proposition 7.2(iii), the repre-
sentation πu = ρ˜u ◦ ηA of A is nondegenerate. Moreover πu(A) ∪ Uu(G) ⊂ ρu(CL)′′, and the
predual of ρu(CL)′′ is (CL)∗ (cf. [Bla06, Prop. III.5.2.6]). The map ν : (CL)∗ → A∗c in the
40
previous part is just the restriction of the normal functionals of ρu(CL)′′ to πu(A) ⊂ ρu(CL)′′,
hence A∗c = ν((CL)∗) = ρu(CL)′′∗ ↾ πu(A) = πu(A)′′∗ because ρu(CL)′′∗ ↾ πu(A)′′ = πu(A)′′∗ and
normal functionals of πu(A)′′ are uniquely determined by their restrictions to πu(A). Here we
used the fact that if N ⊂ M is an inclusion of von Neumann algebras, then N∗ = M∗ ↾ N
([Mu90, Thm 4.2.10]) to extend normal functionals on N to normal functionals on M.
9 Examples
We have already seen in Examples 5.9 and 5.12 that crossed product hosts can exist for discon-
tinuous actions. Here we want to develop further examples.
We will analyze examples which have an interest for the physics of bosonic particles. Let
(X, σ) be a nondegenerate symplectic space over R, and let Sp(X, σ) denote the group of sym-
plectic transformations of it. The quantum system based on this has field algebra A being
either the Weyl algebra ∆(X, σ) (cf. [Ma68] and Example 6.11 above), or the Resolvent algebra
R(X, σ) (cf. [BG08]). Both are defined through generators satisfying a set of the relations. Let
{δx | x ∈ X} (resp. {R(λ, x) | x ∈ X, λ ∈ R×} ) denote the generators of ∆(X, σ) (resp.
R(X, σ)). Then we define an automorphic action α : Sp(X, σ) → Aut(A) by αT (δx) := δT (x)
(resp. αT (R(λ, x)) := R(λ, T (x)) for T ∈ Sp(X, σ). In the following we will be interested in
particular one-parameter subgroups of Sp(X, σ) whose corresponding action α is not strongly
continuous.
Example 9.1. (A free quantum particle in one dimension - Weyl algebra)
Let X = R2 with symplectic form σ((x1, y1), (x2, y2)) = x1y2 − x2y1 and fix the symplectic
basis (p, q) = ((1, 0), (0, 1)). Let A = ∆(X, σ) and let π : A → B(L2(R)) be the Schro¨dinger
representation w.r.t. this basis, i.e. π(δtp) = e
itP , π(δtq) = e
itQ where Q, P are the usual
operators of multiplication by x and i ddx on the appropriate domain in L
2(R) =: H. We consider
the action α : R→ Aut(A) determined by
π
(
αt(δx)
)
= eitQ
2
π(δx)e
−itQ2 = π(δTt(x)) for t ∈ R, x ∈ X
where Tt(sq + rp) = sq + r(p + 2tq), s, r ∈ R. Note that Tt ∈ Sp(X, σ), and that a Fourier
transform converts this to the usual action of the free Hamiltonian P 2. The action α is not
strongly continuous because t 7→ δp+tq = αt(δp) is not norm continuous, as ‖δx − δy‖ = 2 if x 6=
y. If we take L = C∗(R) ∼= C0(R) then the L–representations of R are just the strong operator
continuous unitary representations. Thus, for Ut = e
itQ2 , the pair (π, U) is in RepL(α,H), and
so it defines a triple (C, ηA, ηL) satisfying (CP1), (CP3’) and (CP4). Now UL(f) = f̂(Q2) for
f ∈ L1(G), where f̂ denotes the Fourier transform of f . Thus UL(L) = {h(Q2) | h ∈ C0(R)}
and, as the spectrum of Q2 is positive, this is clearly a factor algebra of C0(R) ∼= C∗(R). Hence
ηL = UL is not faithful though ηA = π is faithful (as A is simple). Next, we want to determine
the algebra AL ⊆ A. By Proposition 7.9(iv) we already have that δtq ∈ AL. To check whether
A = δtp ∈ AL, we consider the condition∥∥(ηL(Ej)− 1)ηA(A)ηL(L)∥∥→ 0 for all L ∈ L
from Proposition 7.9(iii). Consider the approximate identity (En)n∈N of C0(R) ∼= C∗(R) where
En is a smooth bump function which is 1 on [−n, n] and zero outside [−n− 1, n+ 1]. Let
UL(L) = f(Q
2) for some f ∈ C0(R). Then
ηA(A)ηL(L) = e
itP f(Q2) = f((Q − t1)2)eitP ∈ {h(Q) | h ∈ C0(R)} · eitP
and so ∥∥(ηL(En)− 1)ηA(A)ηL(L)∥∥ = ∥∥(En(Q2)− 1)f((Q − t1)2)eitP∥∥→ 0 .
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Thus δtp ∈ AL and as A is generated as a C∗-algebra by δtq and δtp for all t, it follows that
AL = A, hence that (π, U) is a cross representation for (α,L). Note that the ideal A(L)0
from Proposition 7.13 is zero as A is simple, and the action α is not strongly continuous.
Moreover, by irreducibility π determines the implementers U : R → U(H) up to a T–valued
multiplier. As the second Moore cohomology H2(R,T) of R is trivial ([Var07, Thm. 7.38]), it
follows that the multiplier is a coboundary, i.e. the implementers can be rewritten to produce the
representation U : R→ U(H) given above. The scalar factors involved leave UL(L) unchanged,
so the Schro¨dinger representation remains a cross representation, regardless of the choice of
unitary implementers. Now any regular representation of A is a direct sum of copies of the
Schro¨dinger representation, hence a cross representation by Lemma 5.3(iii), and therefore AL =
A in these.
This is one situation referred to in the introduction of Section 7. That is, from a physics point
of view one is only interested in regular representations, so a full crossed product host will not be
useful if it produces covariant L–representations (π, U) ∈ RepL(α,H) for which π is nonregular.
Ideally one seeks a crossed product host whose universal L-representation ρu ∈ RepL(C,Hu)
produces a regular representation ρ˜u ◦ ηA of A.
Example 9.2. (A free quantum particle in one dimension - Resolvent algebra)
We repeat the previous example, with the only difference that we replace the Weyl algebra
∆(X, σ) with the Resolvent algebra R(X, σ) =: A. Thus for the the Schro¨dinger representation
(which is faithful on A) we have
π
(
R(λ, sq + rp)
)
=
(
iλ1− (sQ+ rP ))−1 for r, s ∈ R
and π
(
αt(R(λ, x))
)
= eitQ
2
π(R(λ, x))e−itQ
2
= π(R(λ, Tt(x))) for t ∈ R, x ∈ X
with the Tt ∈ Sp(X, σ) we had above. By [BG08, Thm. 5.3(ii)], the action α is not strongly
continuous. As above, the pair (π, U) is in RepL(α,H), and so it defines a triple (C, ηA, ηL)
satisfying (CP1), (CP3’) and (CP4). Now UL(f) = f̂(Q
2) for f ∈ L1(G), where f̂ denotes
the Fourier transform of f . Thus UL(L) = {h(Q2) | h ∈ C0(R)} = C∗((1 + Q2)−1). However
(1+Q2)−1 = −(i1−Q)−1(i1+Q)−1 = −π(R(1, q)R(1,−q)) ∈ π(A), hence UL(L) ⊆ π(A) and
so ηL(L) ⊆ ηA(A) and thus C ⊆ ηA(A). Since ηA(A) ⊆ M(C) it follows that C is a two-sided
ideal of ηA(A). By [BG08, Thm. 3.8], we have that
JR(λ, x)R(X, σ)K = JR(X, σ)R(λ, x)K for all x ∈ X, hence
JηL(L)ηA(A)K = ηA
(
JR(1, q)R(1,−q)R(X, σ)K
)
= ηA
(
JR(X, σ)R(1, q)R(1,−q)K
)
= JηA(A)ηL(L)K = C
and thus
ηA(A)ηL(L) ⊆ C = ηL(L)C.
By Proposition 7.9(ii) we therefore obtain AL = A, so that (π, U) is a cross representation for
(α,L). In this case we have for the ideal
A(L)0 := {A ∈ A | ηA(A) ∈ ηL(L)M(C)ηL(L)} = {A ∈ A | ηA(A) ∈ ηL(L)ηA(A)ηL(L)} = η−1A (C)
since C is an ideal of ηA(A), and it is
C = JηL(L)ηA(A)K = ηA
(
JR(1, q)R(1,−q)R(X, σ)K
)
= JηA(A)ηL(L)K = ηL(L)ηA(A)ηL(L) .
Now ηA is faithful because π is faithful and UL(L) is nondegenerate, hence
A(L)0 = JR(1, q)R(1,−q)R(X, σ)K.
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By the analogous reasoning as in the preceding example, we find that every regular representation
π of A is a cross representation (π, U) ∈ Rep×L (α,H).
Example 9.3. (The Fock representation for a bosonic quantum field).
We continue with the setting of Example 6.11. Thus (H, σ) consists of a nonzero complex Hilbert
space H and σ : H ×H → R is σ(x, y) := Im〈x, y〉. We take the Weyl algebra A = ∆(H, σ),
and the action α : Sp(H, σ) → Aut(A) by αT (δx) := δT (x). Note that U(H) ⊂ Sp(H, σ). We
briefly recall the Fock representation πF : A → B(F(H)). The bosonic Fock space is
F(H) :=
∞⊕
n=0
⊗nsH , ⊗nsH ≡ symmetrized Hilbert tensor product of n copies of H
with a convention ⊗0sH := C. The finite particle space F0(H) := span{⊗nsH | n = 0, 1, · · · } is
dense in F(H). For each f ∈ H we define on F0(H) a (closable) creation operator a∗(f) by
a∗(f)
(
v1 ⊗s · · · ⊗s vn
)
:=
√
n+ 1S
(
f ⊗ v1 ⊗ · · · ⊗ vn
)
=:
√
n+ 1 f ⊗s v1 ⊗s · · · ⊗s vn
where S is the symmetrizing operator. Define on F0(H) an essentially selfadjoint operator
by ϕ(f) :=
(
a∗(f) + a(f)
)
/
√
2 where a(f) is the adjoint of a∗(f). The Fock representation
πF : A → B
(F(H)) is then defined by πF (δf ) = exp(iϕ(f)), for all f ∈ H, and it is irreducible.
Given a strong operator continuous one-parameter group t → Ut = exp(itA) ∈ U(H), where
A is selfadjoint, define a unitary group t → Γ(Ut) ⊂ U
(F(H)) by Γ(Ut)(v1 ⊗s · · · ⊗s vn) :=(
Utv1 ⊗s · · · ⊗s Utvn
)
which is strong operator continuous, with generator given on F0(H) by
dΓ(A)
(
v1 ⊗s · · · ⊗s vn
)
= Av1 ⊗s v2 ⊗s · · · ⊗s vn + · · ·+ v1 ⊗s · · · ⊗s vn1 ⊗s Avn.
We then have covariance πF (αUt(A)) = Γ(Ut)πF (A)Γ(Ut)
∗.
In this example we want to prove that if A ≥ 0, where zero is isolated in its spectrum, then
(πF ,Γ(U)) is a cross representation for (α,C
∗(R)). Such systems are analyzed in [Bo96], and
are important for quantum field theory.
To start, we assume first that
σ(A) = σp(A) ⊆ {nκ | n = 1, 2, . . .} for some κ > 0.
Let L = C∗(R), then we prove that (πF ,Γ(U)) is a cross representation with this choice of A.
Now
UL(L) = {f(A) | f ∈ C0(R)} = span{Pλ | λ ∈ κN},
where Pλ denotes the projection on the λ-eigenspace of A. As H has a Hilbert basis of eigenvec-
tors of A, by considering the spaces Pλ1H⊗s · · · ⊗s PλnH, we see that F(H) has a Hilbert basis
of eigenvectors for dΓ(A), and that σ(dΓ(A)) = σp(dΓ(A)) ⊆ κN0.
Let µ ∈ σ(dΓ(A)) and P̂µ denote the projection onto its eigenspace. Then
Γ(U)L(L) = {f(dΓ(A)) | f ∈ C0(R)} = span
{
P̂µ | µ ∈ σ(dΓ(A))
}
.
By Lemma A.1(ii)(b), (πF ,Γ(U)) will be a cross representation for (α,C
∗(R)) if
lim
t→0
Γ(Ut)πF (B) P̂µ = πF (B) P̂µ for all B ∈ A and µ ∈ σ(dΓ(A)).
Let B = δf where f is a nonzero eigenvector: Af = λf . Let H = H0 ⊕ H1 where H0 = Cf ,
then A = ∆(H, σ) ∼= A0 ⊗ A1 where Ai = ∆(Hi, σ), i = 0, 1 (cf. [Ma68, 3.4.1]). Moreover
πF = π0 ⊗ π1 on F(H) ∼= F(H0) ⊗ F(H1) where πi : Ai → B(F(Hi)) are the respective Fock
representations with respective second quantization maps Γi. Then
Γ(Ut) = Γ0(Ut ↾H0)⊗ Γ1(Ut ↾H1) and dΓ(A) = dΓ0(A↾H0)⊗ 1+ 1⊗ dΓ1(A↾H1) .
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Since σ
(
dΓ0(A↾H0)
)
= {mλ | m = 0, 1, . . .}, we have
P̂µ =
∑{
P̂ 0mλ ⊗ P̂ 1µ−mλ
∣∣∣ m = 0, 1, . . . such that µ−mλ ∈ σp(dΓ1(A↾H1))} (11)
where P̂ iν denotes the projection onto the ν-eigenspace of dΓi(A↾Hi). As σ(dΓ1(A↾H1)) ⊆ N0κ
and λ ≥ κ > 0, this sum is finite for each µ.
Γ(Ut)πF (δf ) P̂µ =
M∑
m=0
Γ0(Ut ↾H0)π0(δf )P̂ 0mλ ⊗ Γ1(Ut ↾H1)P̂ 1µ−mλ
=
M∑
m=0
eit(µ−mλ)Γ0(Ut ↾H0)π0(δf )P̂ 0mλ ⊗ P̂ 1µ−mλ
−→
M∑
m=0
π0(δf )P̂
0
mλ ⊗ P̂ 1µ−mλ = πF (δf ) P̂µ
as t→ 0, since each P̂ 0mλ has finite rank, using Theorem 6.1. Thus
lim
t→0
Γ(Ut)πF (δf ) P̂µ = πF (δf ) P̂µ i.e. πF (δf ) ∈ AL
for all eigenvectors f of A by Proposition 7.9(ii). As AL is a C∗-algebra, this means that
lim
t→0
Γ(Ut)πF (B) P̂µ = πF (B) P̂µ for all B ∈ C∗{δf | f an eigenvector of A}. (12)
So for this part it will suffice to show that
πF
(
C∗{δf | f an eigenvector of A}
)
P̂µ = πF (A)P̂µ for all µ ∈ σ(dΓ(A)). (13)
Now P̂µ commutes with the projections P˜n onto the n-particle spaces (as Γ(Ut) preserve these
spaces). Note that as σ(A) ≥ κ > 0, each eigenspace P̂µF(H) of dΓ(A) (which is made up of
the spaces Pλ1H ⊗s · · · ⊗s PλnH), contains n-particle spaces of order at most µ/κ. So by the
finite sums above for P̂µ in (11), we see that P̂µP˜n 6= 0 for only finitely many n. Thus it suffices
to show that (12) holds if we replace P̂µ by P˜n. In fact, as the eigenvectors of A span a dense
subspace of H, for (13) it suffices to prove that if vn → 0 in H, then
∥∥πF (δvn −1)P˜n∥∥→ 0. Now
the n-particle vectors are analytic vectors for ϕ(f) (cf. proof of [ReSi75, Thm. X.41]). Thus
πF (δvn − 1)P˜n =
∞∑
k=1
(iϕ(vn))
k
k!
P˜n
and using the estimates ‖ϕ(v)kψ‖ ≤ 2k/2((n + k)!)1/2‖v‖k‖ψ‖ if ψ ∈ P˜nF(H) (cf. proof of
[ReSi75, Thm X.41]) we conclude that
∥∥∥πF (δvn − 1)P˜n∥∥∥ ≤ ∞∑
k=1
(2k/2((n+ k)!)1/2
k!
‖vn‖k ≤ ‖vn‖
∞∑
k=1
(2k/2((n+ k)!)1/2
k!
if ‖vn‖ ≤ 1. As the last series converges, it is clear that
∥∥πF (δvn − 1)P˜n∥∥ → 0 as vn → 0. We
conclude that
lim
t→0
Γ(Ut)πF (B) P̂µ = πF (B) P̂µ
for all B ∈ A and µ ∈ σp(dΓ(A)), i.e. (πF ,Γ(U)) is a cross representation for (α,C∗(R)).
Next, assume that A is a positive operator on H with strictly positive spectrum σ(A) ⊆
[a,∞), a > 0, in the same context as above, then we want to show that here too, (πF ,Γ(U)) is
a cross representation for (α,C∗(R)). Given the spectral resolution A =
∫
σ(A) λdP (λ), let ε > 0
and define
Bε :=
∫
σ(A)
fε(λ) dP (λ) where fε(λ) = ε+ ⌊λ/ε⌋ε,
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i.e. the right continuous step function with steps of size ε. As ‖ idR+ −fε‖∞ ≤ ε we have
‖A − Bε‖ ≤ ε. However σ(Bε) = σp(Bε) ⊆ εN, so σp(dΓ(Bε)) = σ(dΓ(Bε)). Thus by the
previous part (πF ,Γ(V )) is a cross representation for (β,C
∗(R)) where Vt := exp(itBε) and
β : R→ AutA is given by βt(δv) := δVtv. Now as −1 is not in the spectra of dΓ(A) and dΓ(Bε)
we have
Γ(U)L(L) = C∗
(
(1+ dΓ(A))−1
)
and Γ(V )L(L) = C∗
(
(1+ dΓ(Bε))
−1
)
(1+ dΓ(A))−1 − (1+ dΓ(Bε))−1 = (1+ dΓ(A))−1dΓ(Bε −A)(1+ dΓ(Bε))−1 .
and the factors in this last expression commute. If dΓ(Bε −A)(1+ dΓ(Bε))−1 is bounded, this
implies that (1 + dΓ(Bε))
−1 ∈ Γ(U)L(L)B(F(H)). Now the factors in the products above are
positive, and commute, therefore their products are positive. Thus as 0 ≤ dΓ(Bε−A) ≤ dΓ(Bε)
it follows that
0 ≤ dΓ(Bε −A)(1+ dΓ(Bε))−1 ≤ dΓ(Bε)(1+ dΓ(Bε))−1 ∈ B(F(H))
hence dΓ(Bε −A)(1+ dΓ(Bε))−1 is bounded, so
Γ(V )L(L) = C∗((1+ dΓ(Bε))−1) ⊂ Γ(U)L(L)B(F(H)).
Next observe that by strict positivity σ(A) ⊆ [a,∞), a > 0, we can find an ε > 0 such that
Bε −A ≤ A (e.g. ε < a/2). Thus by 0 ≤ dΓ(Bε −A) ≤ dΓ(A) we get
0 ≤ dΓ(Bε − A)(1+ dΓ(A))−1 ≤ dΓ(A)(1+ dΓ(A))−1 ∈ B(F(H))
and so, as above, we get from the resolvent identity that
Γ(U)L(L) ⊂ Γ(V )L(L)B(F(H)).
Together, these two inclusions produce:
πF (A) Γ(U)L(L) ⊆ πF (A) Γ(V )L(L)B(F(H))
⊆ Γ(V )L(L)B(F(H)) as (πF ,Γ(V )) is a cross rep. for β
⊆ Γ(U)L(L)B(F(H)).
Thus (πF ,Γ(V )) is a cross representation for (α,C
∗(R)).
Finally, we assume that A ≥ 0, where zero is isolated in its spectrum. Decompose H =
H0⊕H1 where H0 is the kernel of A, and hence A is strictly positive on H1. Then as above A =
∆(H, σ) ∼= A0⊗A1 where Ai = ∆(Hi, σ), i = 0, 1 and πF = π0⊗π1 on F(H) ∼= F(H0)⊗F(H1)
where πi : Ai → B(F(Hi)) are the respective Fock representations with respective second
quantization maps Γi. Now Γ0(Ut) = 1 so Γ(Ut) = 1⊗Γ1(Ut) hence Γ(U)L(L) = 1⊗Γ1(U)L(L).
Let f = f0 + f1 ∈ H0 ⊕H1, then for each L ∈ L we have
Γ(Ut)πF (δf ) Γ(U)L(L) = π0(δf0)⊗ Γ1(Ut)π1(δf1) Γ1(U)L(L)
→ π0(δf0)⊗ π1(δf1) Γ1(U)L(L) = πF (δf ) Γ(U)L(L)
as t → 0 by the previous part for strictly positive A. Thus (πF ,Γ(U)) is a cross representation
for (α,C∗(R)).
We do not know whether (πF ,Γ(U)) is still a cross representation for (α,C
∗(R)) if one
assumes only that A ≥ 0.
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10 Discussion
Above, we extended crossed products to singular actions α : G→ Aut(A), relative to the choice
of a host algebra L. There is still much further to be explored, in particular, we need to analyze in
detail crossed product hosts when we have a spectral condition included. Host algebras have been
constructed explicitly for group representations subject to a spectral condition (cf. [Ne00, Ne08]),
and these can now easily be included in the constructions above of crossed product hosts (work
is in progress on this subject [GrN12]). This naturally will have to connect with the deep work
of Borchers [Bo96] and the spectral theory of Arveson [Ar74] which deal with these topics.
Further directions concern the development of host algebras for non–locally compact groups.
There are also numerous dynamical systems for physical systems which need to be analyzed to
establish whether the representations used are cross representations or not.
Appendix
A Some facts on multiplier algebras
Lemma A.1. Let S and T be C∗-algebras and (Ei)i∈I be an approximate identity in S. For a
morphism ζ : S →M(T ) of C∗-algebras, the following assertions hold:
(i) T Lc := {T ∈ T | lim ζ(Ei)T = T } = ζ(S)T is a closed right ideal of T .
(ii) Suppose that T = B(H) and that ζ is a non-degenerate representation of S on H, then
(a) B(H)Lc = ζ(S)B(H) ⊇ K(H).
(b) If G is a locally compact group, S = C∗(G) and U : G → U(H) is the unitary repre-
sentation defined by ζ, then
B(H)Lc = ζ(C∗(G))B(H) = {A ∈ B(H) | lim
g→1
UgA = A}.
(c) If, in addition, G = R, and P is the spectral measure corresponding to U , then
B(H)Lc = ζ(C∗(R))B(H) = {A ∈ B(H) | lim
t→∞
P ([−t, t])A = A}.
Moreover, for A ∈ B(H), we have
Aζ(C∗(R)) ⊆ B(H)Lc ⇐⇒ AP ([−t, t]) ∈ B(H)Lc for each t > 0.
Proof. (i) In view of [Pa94, Thm. 5.2.2], the subset ζ(S)T is a closed subspace of T and it
obviously is a right ideal. It clearly is contained T Lc . Conversely, every element of the form
ζ(Ei)T is contained in ζ(S)T , so that ζ(Ei)T → T implies that T ∈ ζ(S)T . This proves (i).
(ii) (a) In view of the closedness of B(H)Lc , it suffices to show that it contains all rank one
operators of the form A = 〈·, x〉y for x, y ∈ H. Since the representation ζ is non-degenerate,
ζ(Ei)y → y, and therefore ζ(Ei)A→ A.
(b) Since the action of G on C∗(G) by left multipliers is continuous, A ∈ ζ(C∗(G))B(H)
implies limg→1 UgA = A.
Conversely, by the fact that G acts on B(H) by unitary multipliers, the subspace
B := {A ∈ B(H) | lim
g→1
UgA = A}
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is closed and we thus obtain a strongly continuous representation β(g)A = UgA of G on B. Let
β̂ : L1(G)→ B(B) be the corresponding integrated representation. For f ∈ L1(G), v, w ∈ H we
then have
〈β̂(f)Av,w〉 =
∫
G
f(g)〈UgAv,w〉 dg = 〈ζ(f)Av,w〉 for all A ∈ B,
showing that ζ(f)A = β̂(f)A for f ∈ L1(G) and A ∈ B.
For each open 1-neighborhood V in G, let EV = E
∗
V ≥ 0 be an element of L1(G) supported
in V with
∫
GEV (g) dg = 1. Then (EV ) with the partial order of reverse inclusion of the V , is
an approximate identity in L1(G) and for each B ∈ B, the relation lim
g→1
β(g)B = B now implies
that lim
V→1
β̂(EV )B = B, and we thus obtain B ⊆ ζ(C∗(G))B(H) = B(H)Lc .
(c) For t > 0 there exists an f ∈ C0(R) with f(x) = 1 for |x| ≤ t. Then the operator P (f)
defined by the spectral integral is contained in ζ(C∗(R)), and for A ∈ B(H), we have
P ([−t, t])A = P (f)P ([−t, t])A ∈ ζ(C∗(R))B(H) ⊆ B(H)Lc .
Conversely, P ([−t, t]) ∈ B(H)Lc shows that A = limt→∞ P ([−t, t])A entails A ∈ B(H)Lc .
If A ∈ B(H) satisfies Aζ(C∗(R)) ⊆ B(H)Lc and t > 0, then we choose f ∈ C0(R) with
f(x) = 1 for |x| ≤ t. Then AP ([−t, t]) ∈ AP (f)P ([−t, t]) ∈ B(H)Lc because B(H)Lc is a right
ideal. If, conversely, AP ([−t, t]) ∈ B(H)Lc holds for every t > 0 and f ∈ Cc(R) is supported in
[−t, t], then AP (f) = AP ([−t, t])P (f) ∈ B(H)Lc , and we conclude that Aζ(C∗(G)) ⊆ B(H)Lc .
The following theorem provides a list of characterizations of non-degeneracy for homomor-
phisms ζ : S → M(T ) (cf. Definition 2.1(ii)). It will be a crucially important tool for our
constructions.
Theorem A.2. For C∗-algebras S and T and a morphism ζ : S → M(T ) of C∗-algebras, the
following are equivalent:
(i) ζ is non-degenerate.
(ii) ζ(S)T ζ(S) = T .
(iii) ζ extends to a strictly continuous homomorphism ζ˜ : M(S)→M(T ) of unital C∗-algebras.
(iv) For any approximate identity (Ei)i∈I in S we have that lim ζ(Ei)T = T for all T ∈ T .
(v) ζ(S)T is strictly dense in T .
(vi) ζ(S)T is weakly dense in T .
(vii) For each π ∈ Rep(T ,H), the representation π˜ ◦ ζ of S on H is non-degenerate.
Proof. (i)⇒ (ii): By [Pa94, Th. 5.2.2] we have span(ζ(S)T ) = ζ(S)T ⊆ T , so as ζ(S)T is dense,
then T = ζ(S)T . Thus T = T ∗ = T ζ(S) and so T = ζ(S)T ζ(S).
(ii) ⇒ (iii): Clearly, (ii) implies (i). Now (iii) follows from [Ne08, Prop. 10.3], which asserts
the existence of a unique extension ζ˜ : M(S)→M(T ), and that ζ˜ is strictly continuous.
(iii)⇒ (iv): For any approximate identity (Ei)i∈I in S we have Ei → 1 in the strict topology
of M(S), so that we obtain for any T ∈ T that ζ(Ei)T = ζ˜(Ei)T → ζ˜(1)T = T via strict
continuity of ζ˜.
(iv)⇒ (v): This implies that ζ(S)T is dense in T . In particular, this implies the density in
the strict topology, which is weaker.
(v) ⇒ (vi): We only have to show that the weak topology on T is weaker than the strict
topology. Suppose that Ti → T for the strict topology. Since any functional ϕ ∈ T ∗ is a difference
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of two positive functionals, it suffices to show that ϕ(Ti)→ ϕ(T ) holds for any state ϕ ∈ S(T ).
Let π : T → B(Hϕ) be the GNS-representation of ϕ, and v ∈ Hϕ with ϕ(T ) = 〈π(T )v, v〉
for T ∈ T . Then π is non-degenerate, hence extends to a representation π˜ of M(T ) which is
continuous with respect to the strict topology onM(T ) and the strong topology on B(H) ([Ne08,
Prop. 10.4]). It follows in particular that π(Ti)v → π(T )v, and hence that ϕ(Ti)→ ϕ(T ).
(vi) ⇒ (vii): For π ∈ Rep(T ,H), let v ∈ H and assume that π˜(ζ(S))v = {0}. We have to
show that v = 0. Let ϕ(T ) := 〈π(T )v, v〉 be the corresponding positive functional on T . Then
ϕ(ζ(S)T ) = 〈π˜(ζ(S))π(T )v, v〉 = 〈π(T )v, π˜(ζ(S))v〉 = {0},
so that the weak density of ζ(S)T in T implies that ϕ = 0, and hence that v = 0 because π is
non-degenerate.
(vii) ⇒ (vi): Let (Si)i∈I be a symmetric approximate identity in S. Since each element of
T ∗ is a difference of positive functionals, it suffices to show that ϕ(ζ(Si)T ) → ϕ(T ) holds for
each T ∈ T and each positive functional ϕ ∈ T ∗.
Let π : T → B(Hϕ) be the GNS-representation of ϕ, and v ∈ Hϕ with ϕ(T ) = 〈π(T )v, v〉
for T ∈ T . Then π is non-degenerate and (vi) implies that β := π˜ ◦ ζ is non-degenerate. This
implies that β(Si)w → w for every w ∈ H because the set of all elements for which this is the
case is a closed subspace containing the dense subspace β(S)H. We conclude that
ϕ(ζ(Si)T ) = 〈β(Si)π(T )v, v〉 → 〈π(T )v, v〉 = ϕ(T ).
(vi) ⇒ (i) follows from the general fact that a subspace of a locally convex space is weakly
dense if and only if it is dense (cf. [Co97, Thm 1.4, Ch. V]).
Remark A.3. If ζ(S) is strictly dense in M(T ), then, for each T ∈ T , the closure of ζ(S)T
contains T . In particular, ζ is non-degenerate. In this case it would make sense to call the pair
(T , ζ) a host algebra for S because, for each Hilbert space H, we obtain an injective map
ζ∗ : Rep(T ,H)→ Rep(S,H), π 7→ π˜ ◦ ζ.
Lemma A.4. Let S be a C∗-algebra and (Sj)j∈J be a approximate identity. Then for every
homomorphism π : S → B(H) the net π(Sj) converges strongly to the projection onto the essential
subspace
Hess := {v ∈ H | π(S)v = {0}}⊥ = span(π(S)H) = π(S)H.
Proof. First we note that the last equality follows from [Pa94, Th. 5.2.2].
Since (Sj) is bounded, the subspace
Hc := {v ∈ H | π(Sj)v → v} ⊆ span(π(S)H) = π(S)H
of H is closed. Clearly, it is contained in Hess. From π(S)H ⊆ Hc we therefore obtainHc = Hess.
On the other hand, we have π(S)v = {0} for v ∈ H⊥c . This proves the lemma.
Proposition A.5. If ζ : S → M(T ) is a morphism of C∗-algebras and (Ej)j∈J is an approxi-
mate identity in S, then the following assertions hold:
(i) TS := ζ(S)T ζ(S) is a S-biinvariant C∗-subalgebra of T . It is maximal with respect to the
property that the corresponding morphism
ζ♯ : S →M(TS), ζ♯(S)T := ζ(S)T
is non-degenerate.
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(ii) TS is a hereditary subalgebra of T .
(iii) In T ∗∗ the weak limit P := lim ζ(Ej) exists and satisfies
TS = PT ∗∗P ∩ T and PT ∗∗ ∩ T = ζ(S)T .
Proof. (i) Note that TS = {T ∈ T | ζ(Ej)T → T and Tζ(Ej)→ T }. From this description
and the boundedness of (Ej) it follows easily that TS is a closed ∗-subalgebra of T .
Since TS is S-biinvariant, we also obtain a homomorphism
ζ♯ : S →M(TS), ζ♯(S)T := ζ(S)T
of C∗-algebras. The definition of TS shows that ζ♯(Ej)T → T for T ∈ TS , so that TS =
ζ♯(S)TS . We conclude with Theorem A.2 that ζ♯ is non-degenerate. If T0 ⊂ T is another S-
biinvariant C∗-subalgebra for which the corresponding map ζ♯ : S → M(T0) is nondegenerate,
then ζ♯(Ej)T → T for T ∈ T0, so that T0 = ζ♯(S)T0 = ζ(S)T0. Then T0 = T ∗0 = T0ζ(S) hence
T0 = ζ(S)T0ζ(S) ⊂ ζ(S)T ζ(S) = TS . Thus TS is maximal in the claimed sense.
(ii) A subalgebra T0 ⊆ T is hereditary if T0T T0 ⊆ T0 ([Mu90, Thm. 3.2.2]). This condition
is trivially satisfied for TS :
TST TS = ζ(S)T ζ(S)T ζ(S)T ζ(S) ⊆ ζ(S)T ζ(S) = TS .
(iii) We consider the enveloping W ∗-algebra T ∗∗ of T , which coincides, as a Banach space,
with the bidual of T and note that M(T ) is a C∗-subalgebra of T ∗∗. We realize T ∗∗ as a
von Neumann algebra on some Hilbert space H. Then Lemma A.4 implies the existence of a
projection P := limEj ∈ T ∗∗ (weak limit) such that the range of P is the essential subspace for
S in any non-degenerate representation of T .
For any T ∈ TS we now find that TP = PT = T . Suppose, conversely, that T ∈ T satisfies
PTP = T . We claim that T ∈ TS . As limEjT = PT = T holds σ(T ∗∗, T ∗)-weakly in T ∗∗, is
also holds σ(T , T ∗)-weakly in T . This implies that T is contained in the weak closure of the
norm closed subspace
ζ(S)T = {T ∈ T | ζ(Ej)T → T }.
Since closed subspaces of Banach spaces are also weakly closed (cf. [Co97, Thm 1.4, Ch. V]), we
obtain T ∈ ζ(S)T . Likewise TP = T implies T ∈ T ζ(S), so that T ∈ ζ(S)T ζ(S) = TS . This
proves the identity
TS = PT ∗∗P ∩ T .
To verify that PT ∗∗ ∩ T = ζ(S)T , note that both sides are closed right ideals of T and the
corresponding hereditary subalgebras
ζ(S)T ∩ (ζ(S)T )∗ = ζ(S)T ∩ T ζ(S) = ζ(S)T ζ(S)
and
(PT ∗∗ ∩ T ) ∩ (PT ∗∗ ∩ T )∗ = PT ∗∗ ∩ T ∗∗P ∩ T = PT ∗∗P ∩ T = TS
coincide. This implies that PT ∗∗ ∩ T = ζ(S)T ([Mu90, Thm. 3.2.1]).
Remark A.6. P is called the open projection of TS in Pedersen’s terminology, cf. [Pe89,
Prop. 3.11.9 and 3.11.10].
The preceding proposition has an interesting consequence for the connection between rep-
resentations of S and T . Each non-degenerate representation π : TS → B(H) defines a non-
degenerate representation π˜ ◦ ζ♯ of S (Theorem A.2), but since every state of TS has a unique
49
extension to T (Lemma B.1), every cyclic representation of TS embeds into a cyclic representa-
tion of T .
Conversely, if v is a cyclic vector for a representation π of T , then the closure of
π(TS)v = π˜(ζ(S))π(T )π˜(ζ(S))v = P π˜(ζ(S))π(T )π˜(ζ(S))Pv ⊆ Pπ(T )Pv
is the representation space of a cyclic representation of TS .
Lemma A.7. A representation π : A → B(H) of a C∗-algebra A is non-degenerate if and only
if it is non-degenerate as a homomorphism A →M(K(H)).
Proof. If the representation of A on H is non-degenerate and (Ai) is an approximate identity
in A, then π(Ai)v → v holds for every v ∈ H and hence π(Ai)F → F for every finite rank
operator F on H. Since the finite rank operators form a dense subspace of K(H), it follows that
π(A)K(H) is dense in K(H).
If, conversely, π(A)K(H) is dense in K(H) and v ∈ H, then π(A)v = {0} implies
〈π(A)K(H)v, v〉 = {0}
and hence that 〈K(H)v, v〉 = {0}, which leads to v = 0. This means that π is a non-degenerate
representation.
Lemma A.8. Let G be a locally compact group, S := C∗(G), T be a C∗-algebra and ηG : G→
U(M(T )) be a homomorphism. We write Tc for the closed right ideal of T consisting of all
elements T for which the G-orbit map G → T , g 7→ ηG(g)T is continuous. Then there exists a
non-degenerate homomorphism ηS : S →M(T ) which is compatible with ηG in the sense that
ηG(g)ηS(S)T = ηS(gS)T for S ∈ C∗(G), T ∈ T (14)
if and only if T = Tc.
Proof. Since the canonical homomorphism η : G → M(C∗(G)) is strictly continuous (G acts
continuously by translations on L1(G)), (14) implies that ηS(S)T ⊆ Tc. We conclude that
T = Tc whenever ηS is non-degenerate.
If, conversely, T = Tc, then the strong continuity of the G-action (g, T ) 7→ ηG(g)T on T leads
to a morphism L1(G) → M(T ), f 7→ ∫G f(g)ηG(g) dg of Banach-∗-algebras and the universal
property of C∗(G) = S further implies the existence of an extension ηS : S → M(T ) satisfying
(14). If (δj)j∈J is an approximate identity in L
1(G), then the continuity of the G-action on T
implies ηG(δj)T → T for every T ∈ T , and therefore ηS is non-degenerate.
B Functionals and hereditary C∗-subalgebras
Lemma B.1. Suppose that B is a hereditary subalgebra of the C∗-algebra A. Then each positive
functional ϕ on B has a unique positive extension ϕ˜ to A with ‖ϕ˜‖ = ‖ϕ‖, and this assignment
extends to a linear embedding
B∗ →֒ A∗, ϕ 7→ ϕ˜
with ϕ˜|B = ϕ for ϕ ∈ B∗ which is isometric on the real subspace of selfadjoint functionals.
Proof. Any selfadjoint ϕ ∈ B∗ (the topological dual) has a unique (Jordan) decomposition
ϕ = ϕ+ − ϕ− with ϕ± positive and ‖ϕ‖ = ‖ϕ+‖+ ‖ϕ−‖ (cf. [Pe89, Thm. 3.2.5]).
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According to [Mu90, Thm. 3.3.9], each positive functional ϕ ∈ B∗ has a unique extension ϕ˜
to A with the same norm. Furthermore, if (Bj)j∈J is an approximate identity in B, then
ϕ˜(A) = lim
j∈J
ϕ(BjABj) for A ∈ A.
Since the positive functionals span B∗, it follows that the limit on the right hand side exists for
every ϕ ∈ B∗ and every A ∈ A. Moreover, for the Jordan decomposition ϕ = ϕ+ − ϕ−, we
obtain
ϕ˜ = (ϕ+ )˜ − (ϕ−)˜
with (ϕ±)˜ positive and ‖(ϕ±)˜ ‖ = ‖ϕ±‖. This implies in particular that ϕ˜ is continuous with
‖ϕ˜‖ ≤ ‖(ϕ+)˜ ‖ + ‖(ϕ−)˜ ‖ = ‖ϕ+‖+ ‖ϕ−‖ = ‖ϕ‖.
As ϕ˜ extends ϕ, we also have ‖ϕ‖ ≤ ‖ϕ˜‖ for trivial reasons, hence equality. We also derive from
the uniqueness of the Jordan decomposition that ϕ˜± = (ϕ± )˜ .
C Regularity properties of unitary group representations
Definition C.1. (a) For a continuous unitary representation (U,H) of the compact group G,
we write H =⊕π∈ĜHπ for the isotypic decomposition, i.e., the representation on the subspace
Hπ is a multiple of the irreducible representation π. The
Spec(U) := {π ∈ Ĝ : Hπ 6= {0}}
is called the spectrum of U . In other words, Spec(U) is the set of equivalence classes of the
irreducible unitary representations which are contained in the direct sum decomposition of U .
We say that U is of finite multiplicity if, for every V ∈ Ĝ, the corresponding multiplicity
dimHomG(V,H) is finite.
(b) Let G be a locally compact abelian group and Ĝ = Hom(G,T) be its character group,
endowed with the topology of uniform convergence on compact subsets of G. For a continuous
unitary representation (U,H) of G, we define its spectrum Spec(U) ⊆ Ĝ as the support of the
corresponding spectral measure P , i.e., as the set of all those characters χ ∈ Ĝ with the property
that every open neighborhood Uχ of χ in Ĝ satisfies P (Uχ) 6= 0.
C.1 Abelian groups
Lemma C.2. A continuous unitary representation of the locally compact abelian group G is
norm continuous if and only if Spec(U) ⊆ Ĝ is compact.
Proof. Using the spectral measure P of U and the notation ĝ(χ) := χ(g) for g ∈ G,χ ∈ Ĝ, it
follows that the representation U can be written as Ug = Û(ĝ), where
Û : C0(Spec(U))→ B(H), f 7→ P (f) =
∫
Spec(U)
f(χ) dP (χ)
is given by the spectral integral. Since Û is an isometric embedding, it suffices to show that, for
a closed subset Σ ⊆ Ĝ, the map
β : G→ C0(Σ), g 7→ β(g)(χ) = ĝ(χ) = χ(g)
is norm continuous if and only if Σ is compact. As ‖ĝ|Σ − 1‖∞ = supχ∈Σ |χ(g) − 1|, the norm
continuity of β is equivalent to the equicontinuity of Σ. According to [HoMo98, Prop. 7.6], the
equicontinuity of the closed subset Σ ⊆ Ĝ is equivalent to its compactness.
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Lemma C.3. Let (U,H) be a continuous unitary representation of the locally compact abelian
group G and UC∗(G) : C
∗(G)→ B(H) be the associated integrated representation. Then
UC∗(G)(C
∗(G)) ⊆ K(H)
if and only if the spectral measure P of U is a locally finite sum of point measures with finite-
dimensional ranges.
For G = R and Ut = e
itA, this condition is equivalent to the compactness of the resolvent
(A+ i1)−1.
Proof. Suppose first that UC∗(G)(C
∗(G)) ⊆ K(H). Recall that, for each selfadjoint compact
operator, all eigenspaces for eigenvalues λ 6= 0 are finite-dimensional. As UC∗(G)(C∗(G))
acts nondegenerately, the intersection of the zero-eigenspaces of all selfadjoint elements of
UC∗(G)(C
∗(G)) is zero. It follows easily that H is an orthogonal sum of U(G)-invariant finite-
dimensional subspaces. Since G is abelian, H is a direct sum ⊕̂χ∈ĜHχ of the G-eigenspaces.
Now C∗(G) ∼= C0(Ĝ) ∋ f acts in this decomposition by multiplication UC∗(G)(f)(vχ) = f(χ)vχ,
vχ ∈ Hχ, so the compactness of all these operators implies that all projections P ({λ}) have
finite-dimensional range and that, for each compact subset C ⊆ Ĝ, at most finitely many spaces
Hχ, χ ∈ C, are non-zero. Therefore P is a locally finite sum of finite rank projections.
Suppose, conversely, that P is a locally finite sum of finite rank projections. Let f ∈ C0(Ĝ) ∼=
C∗(G) and ε > 0. Then E := {χ ∈ Ĝ : |f(χ)| ≥ ε} is compact, so that there exist λ1, . . . , λk ∈ Ĝ
with P (E) = P ({λ1}) + · · · + P ({λk}). Now P (E) is a finite rank projection commuting with
UC∗(G)(f) and ‖UC∗(G)(f)(1− P (E))‖ ≤ ε. Therefore UC∗(G)(f) is compact.
For G = R, the image of C∗(R) ∼= C0(R) is generated by the resolvent operator (A+ i1)−1.
Therefore its compactness is equivalent to the compactness of the image of C∗(R).
Remark C.4. For a continuous unitary representation (U,H) of R, we have the following
description of the C∗-algebra of continuous vectors B(H)c ⊆ B(H) for the conjugation represen-
tation αt(A) = UtAU
∗
t .
Let P denote the spectral measure of U . For n ∈ Z, let Pn := P ([n, n+1)) and Hn := PnH,
thus we obtain an orthogonal decomposition H = ⊕̂n∈ZHn. We use this decomposition for a
convenient factorization of U . We write Ut = U
1
t U
2
t , where U
1
t v = e
intv for v ∈ Hn. Then U1 is
a continuous unitary representation with U12π = 1, so that it actually defines a representation of
the circle group T ∼= R/2πZ. The representation U2t = UtU1−t has spectral measure supported
by [0, 1], so that it is norm-continuous. Therefore the two representations U and U1 define the
same space B(H)c of continuous elements for the conjugation action.
Let α1 : R→ AutB(H) be the conjugation α1t (A) = U1t AU1−t, and denote by
B(H)n := {A ∈ B(H) | (∀t ∈ R) α1t (A) = eintA}
its T-eigenspaces in B(H). Then B(H)n ⊂ B(H)c, hence B(H)c ∩ B(H)n = B(H)n. The
Peter–Weyl Theorem generalizes to continuous Banach-space actions of G (cf. [Sh55, Th. 2]
and [HoMo98, Th. 3.51]), hence an application of it to α1 ↾ B(H)c implies that
B(H)c = span
(
∪
n∈Z
B(H)n
)
. (15)
Write A = (Ajk)j,k∈Z as a matrix with Ajk ∈ B(Hk,Hj), and keep in mind that the convergence
A =
∑
j∈Z
∑
k∈Z
Ajk =
∑
j∈Z
∑
k∈Z
PjAPk is in general w.r.t. the strong operator topology. We have
α1t (A) = (e
it(j−k)Ajk)j,k∈Z,
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so that
A ∈ B(H)n ⇐⇒ (j − k 6= n⇒ Ajk = 0).
For A = (Ajk)j,k∈Z ∈ B(H), let An := (Ajkδj−k,n)j,k∈Z and observe that An defines a bounded
operator on H, hence an element of B(H)n. If A =
∑
n∈Z
An converges w.r.t. norm topology,
it follows that A ∈ B(H)c, but this condition is not necessary for A ∈ B(H)c because Fourier
series of continuous functions need not converge in norm. By (15), the space B(H)c is the norm
closure of the space span
( ∪
n∈Z
B(H)n
)
which consists of those operators whose matrix has only
finitely many non-zero diagonals.
C.2 Compact groups
Proposition C.5. For a continuous unitary representation (U,H) of a compact group G, the
image UC∗(G)(C
∗(G)) of the integrated representation consists of compact operators if and only
if U is of finite multiplicity.
Proof. By Proposition 3.4 in [Wil07], we have C∗(G) ∼=
∞⊕
V ∈Ĝ
B(HV ) and by [HR97, Thm. 38.3],
the (finite-dimensional) summand B(HV ) is the minimal ideal IV of C∗(G) corresponding to
V ∈ Ĝ in the sense that VC∗(G) is faithful on IV and zero on each summand IV ′ if V 6= V ′ ∈ Ĝ.
Then UC∗(G)(IV ) = B(HV ) ⊗ 1MV , where MV := HomG(V,H) denotes the corresponding
multiplicity space. This space consists of compact operators if and only if the multiplicity of V
in U is finite. Since span{IV | V ∈ Ĝ} is dense in C∗(G), this proves the assertion.
Lemma C.6. For a compact group G, a unitary representation U : G→ U(H) is norm contin-
uous if and only if its spectrum is finite.
Proof. Since each irreducible representation of G is finite-dimensional, hence norm continuous,
this property is also inherited by any representation with finite spectrum.
Suppose, conversely, that U is norm continuous. Then its range U(G) ⊆ U(H) is a subgroup
which is compact in the norm topology, hence a Lie group by Yosida’s Theorem ([Yo36]). We
may therefore assume that G is a Lie group. Let T ⊆ G be a maximal torus. Then the
boundedness of U |T implies that the spectrum of this representation in the discrete character
group T̂ is bounded (Lemma C.2), hence finite. Therefore the classification of the irreducible
representations of the identity component G0 in terms of dominant weights in T̂ implies that
the G0-spectrum of U is finite because Spec(U |T ) is finite and it contains the “highest weights”
of the irreducible G0-representations occurring in U .
For any irreducibleG-subrepresentation V of U there exists an irreducibleG0-subrepresentation
V0 of V . Then
{0} 6= HomG0(V0, V |G0) ∼= HomG(IndGG0(V0), V )
implies that V is contained in the induced representation IndGG0(V0). Since G0 is of finite index
in G, the induced representation decomposes into finitely many irreducible G-representation.
Therefore the finiteness of Spec(UG0) implies the finiteness of Spec(U).
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