In this paper we present an evaluation of the pulsed laser as a technique for single events effects (SEE) testing. We explore in detail the important optical effects, such as laser beam propagation, surface reflection, and linear and nonlinear absorption, which determine the nature of lasergenerated charge tracks in semiconductor materials. While there are differences in the structure of laser-and iongenerated charge tracks, we show that in many cases the pulsed laser remains an invaluable tool for SEE testing.
I. INTRODUCTION
Particle accelerator testing is the standard method used to characterize the sensitivity of modem device technology to single event effects (SEE). However, because accelerator testing is often both expensive and not easily accessible, and, to date, has provided only limited spatial and temporal information, other techniques that do not suffer from these limitations are needed. The pulsed (sub-nanosecond) laser is one such technique that has generated much interest in the SEE community. For example, the past few years have seen the pulsed laser used successfully to characterize SEE behavior in both memories and logic circuits [ 1-31, and, also, as a tool to understand fundamental charge collection mechanisms in semiconductor devices [4] . Yet, despite the significant advances made in the development of the pulsed laser technique, there still remain important questions regarding the ability of the laser to simulate ion-induced SEE.
An important point to keep in perspective is that neither accelerators nor pulsed lasers reproduce all aspects of space particle radiation and, as such, both forms of testing represent an approximation to the space environment. Nevertheless, our goal remains to understand and predict the performance and reliability of integrated circuits in various space environments. A thorough understanding of the strengths and weaknesses of each method of simulation is crucial.
Our goal is to examine the pertinent physics involved in the pulsed laser technique in order to improve potential users'
understanding as to what information can be obtained that is a direct simulation of space-particle effects. We comment on previous questions raised in the SEE community regarding the use of laser generated charge tracks in semiconductors as an approximation to that generated by an ion-strike, and, in particular, clear up some misconceptions about the laser technique which have appeared recently [5] . Finally, we illustrate how the laser technique provides complimentary information to that obtained from accelerator testing, with some unique characteristics and capabilities that give rise to some distinct advantages over accelerator methods.
The paper is arranged as follows. Initially, we address the optical considerations that lead to the generation of a charge track produced by a focused laser pulse. We discuss in detail the role played by nonlinear absorption, and stress the importance of choosing a proper working wavelength so that nonlinear absorption effects, and other uncertainties related to the light-matter interaction, can be minimized. We then discuss the mechanisms that lead to charge collection from both laser-and ion-generated charge tracks. We present both experimental and theoretical evidence which supports our previous assertion that for many laboratory simulations of space particle effects, laser excitation provides a reasonable approximation to an ion strike. Finally, we point out inherent advantages and disadvantages of laser testing as compared to ion testing, and assess the two techniques based upon their respective feasibility of application to specific SEE testing situations.
CHARGE GENERATION BY LASER PULSES: OPTICAL EFFECTS

A. Laser Charge Tracks
In performing laser-based SEE measurements it is important for the experimentalist to work in a regime where the maximum intensity of the laser pulse is sufficiently small so that linear optics adequately describes the light-matter interaction. In the linear regime, both laser beam propagation and loss are adequately described by the material's linear susceptibility. Importantly, in the linear regime, complete knowledge of parameters such as laser spot size (focus) and material absorption is readily determined from the wellknown (linear) refractive index, n, and linear absorption coefficient, a.
The most widely encountered laser beam is one where the radial intensity distribution is Gaussian. The propagation of Gaussian beams in linear media may be derived from the wave equation [a]. The longitudinal profile of a laser beam propagating through a model silicon device is shown in Fig.   1 . Here, the beam radius, o(z) (the point at which the laser intensity decays to l/e of its value on axis), is given by [6] : (1) where z is the propagation distance into the medium, o , is the l/e radius of the laser spot at the surface (focus), and h is the wavelength. There are two parameters shown in Fig. 1 which are important to SEE measurements. The first is the confocal length, diameter has expanded to times its value at the focus. The second is the laser spot diameter, 20,, which is determined by the optical focusing apparatus, and is written as 
(3)
0, =-index of silicon (n = 3.5 at h = 0.80 p) keeps the beam from radius of the wherefis the focal length of the lens used to focus the laser diverging as rapidly as in air, wo is the the lens. Fig. 1 clearly shows that the wavefront does not form a cone with an infinitely sharp point at the focus. The beam, and is the diameter Of the laser ' pot On h, and zo is the confocal length which is the distance over which the transverse beam profile doubles in area.
wavefront at the focus is parallel to the semiconductor surface, and the wave-vector is normal to the surface. Both of these conditions are readily achieved in the laboratory. This is an important point as previous discussions of the pulsed laser technique [5] have assumed a "cone" of incident rays, which is both unphysical and predicts an erroneously large surface reflection. Fig. 1 also illustrates how the laser beam diameter factor of 2 at a penetration depth equal to the confocal length.
1 pm and a wavelength of 0.80 pm (which are typical experimental values), the confocal length is about 3.6 pm (compare with z, k: 1 pm in air). 
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In the linear regime, material absorption is described by Beer's law which is expressed as (4) where I, is the intensity entering the absorbing material, and 
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01 is the linear absorption coefficient [for simplicity here and in the equations below, both the temporal and radial dependencies of the intensity have been suppressed]. Eqs. 2 and 4 indicate that both the beam lead to a reduction in the charge density created by a laser pulse as it propagates into the device. In contrast, Figure 2 . Radial charge density profile generated by a 1-GeV
Fe ion and by a pulsed laser beam at a distance Of 0.125 CUn absorption and spreading of below the surface. The incident LET of the ion and the laser are the same.
.~ compared to a laser pulse, a high penetration-depth ion generates a relatively constant charge density. As an example, Fig. 2 compares the radial charge density profile at a depth of 0.125 pm for a 1-GeV Fe ion as calculated by TRKRAD [7] , and that from a Gaussian profile laser pulse with the same effective stopping power, or linear energy transfer (LET). Clearly, the ion produces a much more highly peaked radal charge distribution than the laser. The different radial charge distribution generated by the laser compared to the ion is of fundamental importance to SEE measurements, since the lower charge density generated by the laser track can affect the total charge collected.
B. Surface Reflections
Proper application of the laser technique requires an accurate knowledge of the amount of light that enters the device, since the number of photons is directly related to the charge generated. The amount of light entering a device will depend on the nature of the device surface, and on the presence of passivation layers used to protect the semiconductor surface. For example, if the interfaces which bound the passivation layer (see Fig. 3 ) are flat across the laser spot, then the passivation layer in effect acts as a FabryPerot etalon. To gain a measure of how the transmission of light into the device depends on the surface characteristics, we analyze a representative case illustrated in Fig. 3 , which depicts a silicon substrate covered by a layer of silicon dioxide (SiO,). The transmission of light into the silicon substrate may be calculated from the formula [8] where I , is the intensity transmitted to the silicon substrate, and I, is the intensity incident at the passivation layer. Also, and
denote the transmittance and reflectance, respectively. Each surface has a coefficient (amplitude level) of reflection and transmission: r, and I, refer to the air:SiO, interface, and r2 and t, refer to the Si0,:Si interface. The last term in Eq. 5 is commonly called the Airy function, where
Finally, the transmission depends on the layer thickness, d, through the Airy function by
where 8 is the angle of incidence of the beam with respect to the surface normal. Using n(Si0,) = 1.5, and n(si1icon) = 3.65, 8 = 0 (a good approximation to laboratory conditions when the laser focus occurs at the device surface, and the varies by < lo%, which implies that the maximum variation in transmission is < 7%. In a worst case scenario, where the passivation layer thickness varies by more than 1000 angstroms over the device area to be tested, it becomes necessary to measure the amount of light reflected from the surface for each spot that is tested. Thus, uncertainty in transmission due to passivation layer thickness may be eliminated.
We note that reflections from the back surface that may contribute to multiple upsets or add to the amount of charge generated in a particular junction should typically be of no concern because the light is diverging and the back surface is usually rough. Both of these factors contribute to the reduction of light intensity by orders of magnitude when the light reaches the junction near the front surface.
. . . . 
C. Nonlinear Absorption
It has been mentioned previously that, at high laser intensities, competing nonlinear absorption can seriously complicate the laser method [5] . That analysis was done for silicon, in the portion of the absorption spectrum (h = 1.06 pm) very close to the bandgap. Working in this regime increases the possibility of significant nonlinear absorption because the relatively small value of the linear absorption coefficient requires that higher laser intensities be used to generate su&cient carrier densities to observe SEE effects. We argue below that because of increased nonlinear absorption, and other reasons related to the light-matter interaction, choosing a wavelength too near the bandgap is best avoided for device testing. At high laser intensities used for testing circuits with high LET upset thresholds (typically 30-50 MeV-cm2/mg) there is the possibility that additional higher order absorption mechanisms may modify the relationship between the light intensity and the carrier density. The most probable mechanism is due to the simultaneous absorption of two photons (TPA). In the presence of TPA the equation for light propagation may be written as where I ( 2 ) is the laser intensity propagating in the absorbing medium, and j3 is the two photon absorption coefficient (cmdJoule). The solution to Eq. 10 is found to be
Here, Io is the intensity entering the absorbing medium. The rate equation which determines carrier generation in the presence of both one and two photon absorption may be written as
' where N ( z ) is the carrier (electrons or holes) number density, hv is the photon energy used in the experiment, and the factor of 2 in the case of TPA, takes into account the generation of one electron-hole pair for every two photons absorbed. Hence, there are two asymptotic limits. When TPA is negligible the number of carriers (EH pairs) may be equated with the number of photons. When TPA is dominant, the number of carriers is equal to half the number of photons contained in the laser pulse (this ignores light scattering processes, and other nonlinear optical effects that do not create carriers, but which are typically weak compared to absorption processes). 4 illustrates the effect of TPA on the amount of charge generated by a laser pulse. The graph models nonlinear absorption for silicon. A similar trend would be exhibited for GaAs. The graph plots the ratio of charge generated (electrons or holes) by both one-and two-photon mechanisms to that of just one photon absorption, or Qa,p/Qa,p-, vs applied laser intensity. The charge is found by integrating EQ. 12 with respect to time and space coordinates. The ratio is plotted for several choices of linear absorption coefficient (a), and estimating p = 30 cm/GW for silicon [5] . The graph clearly shows that TPA effects become more pronounced as higher laser intensities are used, and as the ratio pIo/a becomes larger (laser wavelength shifted closer to the bandgap for a given applied laser intensity). For example, for a = 10 cm' (corresponding to h -1.06 pm for silicon; the YAG laser fundamental), a laser intensity of 1 GW/cm2 yields a total generated charge that is = 30% smaller than would be expected from linear absorption alone.
[We note that the laser equivalent LET for silicon based on one photon absorption is -5 MeV-cm2/mg for an applied intensity of 1 GW/cm2; pulse energy = 100 pJ, pulsewidth = 10 ps, laser spot = 1pm2, and at h = 1.06 pm] Clearly, when using intense laser pulses at a wavelength near the bandgap, any calculation of equivalent LET must take nonlinear absorption into account. By use of Eqs. (9,lO) the effect of two-photon absorption can be included in the calculation of LET.
It must be stressed, however, that the majority of laser testing typically falls into a regime where the nonlinear contribution, PI,&, is sufficiently small so that TPA may be ignored. Table 1 presents four cases [2,10-121 where the pulsed laser has been used to measure upset thresholds in devices. The table shows the range of laser intensities used to achieve the upsets, and the corresponding maximum value for the nonlinear contribution. In cases I and 11, which correspond to testing of GaAs devices, the nonlinear contribution is quite negligible (PI& is << 1). By using Fig.  4 as a r o u p guide (this graph was calculated using parameters for silicon), it is confirmed that the deviation from linear absorption is much less than 1% for these cases. For testing in silicon at 1.06 pm (case IV), Fig. 4 may be used directly. Here, even at the highest laser intensities needed to upset the hardest device, the deviation from linear absorption is predicted to be only = 5%. In general, to observe appreciable TPA effects, the magnitude of the nonlinear term pIo/a must be on the order of 1.
One advantage of the laser method is that the experimentalist has control over both the laser wavelength and the laser pulsewidth (which adjusts the laser intensity). These parameters may be adjusted to minimize TPA effects. For example, in the case of silicon, selecting a wavelength of 0.80 pm increases a to about lo00 cm-l, so that the nonlinear contribution, PI&, is reduced by nearly a factor of 100 from its value at 1.06 pm (assuming the intensity is held constant). At h = 0.80 pm in silicon, laser light would still have a l/e penetration depth of =lo pm. Such a penetration depth is f i c i e n t for testing modem devices built on epilayers (typically, with a thickness on the order of 10 pm), since charge deposited in the highly doped substrate is not efficiently collected. Finally, typical testing conditions for devices fabricated from GaAs results in pIo/a < 10" (unless h is close to the bandgap), which further reduces the effect of TPA. Fig. 5 presents an experimental confirmation that TPA may be ignored for typical laboratory testing conditions. Here, the device is a GaAs HIGFET, which is irradiated by h = 0.62pm laser pulses with the beam focused to a 1 pm spot.
The laser pulse energy, and therefore the number of photons, in each case is kept constant, but the intensity is changed by adjusting the laser pulsewidth over a range of 1. valence band [13] . In silicon, the net effect of bandgap renormalization and the Burstein-Moss shift is to reduce the bandgap, ad, thus, increase absorption as the carrier density increases. Fig. 6 shows the effect of bandgap "owing in silicon [5] . At A = 1.06 pm (1.17 ev) one sees that the absorption coefficient changes significantly as the doping level increases. The &ect on GaAs (not reproduced here) is even more pronounced at the bandgap. Thus, for devices that contain layers with varying degrees of doping, it becomes difficult to accurately predict the amount of charge generated when using laser wavelengths which are close to the bandgap.
However, by selecting a wavelength that is farther above the bandgap, it is seen from Fig. 6 that the absoqon coefficient becomes much less sensitive to doping density. For silicon, a much better working wavelength is between 0.80-0.85 pm (1.45-1.55 ev), which is easily generated with conventional dye lasers, or with newer titanium sapphire laser technology.
In this region, the sensitivity to absorption coefficient is minimized while still preserving a relatively deep penetration distance (10-20 pn). In GaAs devices, because of the relatively steep absorption curve, it is not possible to choose a wavelength that minimizes absorption coefficient sensitivity to doping density while preserving a relatively long penetration distance. Yet, it is worth pointing out that recent experimental work [4] and computer modeling [ 141 of charge collection in devices suggest that, even when the light penetration is confined to the surface region of the device (I1 pm), the charge collection dynamics initiated by both laser light and by the ion appear to be quite similar.
D. Choice of Optical Wavelength
Previous analysis of the laser technique has suggested that a working wavelength of 1.06 pm for testing silicon devices is an optimum choice because of the deep penetration
depth (700 pm) [5] . Many of the subsequent criticisms of the laser technique were then made based upon this choice of wavelength [5] . In the following section we argue that such a 
F. Free Carrier Absorption
At very high carrier density, light may be absorbed efficiently by free carriers. This effect is important only when the plasma frequency is comparable the frequency of light SI). The formula for the plasma frequency is [13] where N is the carrier density, m* is the carrier effective mass, e is the electron charge, so is the permittivity of free space, and E~ is the dielectric constant. Considering the case of silicon, a carrier density of 1019/cm3, an effective mass of 0.15 mo, and a dielectric constant of 10, yields a plasma frequency of -1014 (or a plasma wavelength of -3.3 pm).
This is below that of typical laser frequencies used in device
and, thus, free carrier absorption may be ignored.
Free carrier absorption may also occur by carriers generated by laser light, i.e., the leading edge of the laser pulse, if sufficiently intense, can generate carriers which then absorb an appreciable fraction of the trailing edge of the pulse. To make an accurate estimate, an analysis of the coupled equations governing pulse propagation and quantum absorption is necessary, and is beyond the scope of this paper.
III. LASER VS ION CHARGE COLLECTION
From the analysis given above, both material absorption and beam spreading leads to an initial laser track with a signtficantly lower charge density than that initially produced by an ion. This is a central difference between the two techniques, and may affect the amount of charge collected. In this section, we discuss the effects of funneling and Auger recombination since they each depend on charge density, and, thus, may significantly S e c t charge collection following ion or laser excitation.
A. Funneling
When a charge track with a density greater than the doping density of the semiconductor passes through a junction, the electric field associated with the junction is distorted, producing a funnel that gives rise to additional charge collection [MI. The track density determines the length of the 'funnel' which, in turn, determines the amount of charge collected in excess of that deposited in the depletion region. By showing experimentally that the amount of charge collected across a diode junction irradiated with a laser pulse depends on the total beam energy to the 413 power, it was confirmed that funneling plays a role in charge collection for both ions and laser light [l] . However, to see the power dependence in devices with high doping levels using the relatively wide laser beam, it was necessary to use very high laser energies to generate &cient charge to exceed the background charge density. In cases where funneling contributes a sigmficant amount of charge to ion-induced upsets, larger equivalent LETs will be needed for the laser. This is one reason why the laser cannot replace the accelerator for determining absolute values for SEE thresholds.
B. Carrier Lifetime
There are several factors which influence the carrier lifetime, and at the high carrier density generated in an ion track, or with an intense laser pulse, it is expected that Auger recombination becomes si@cant.
Auger recombination occurs when free electrons in the track collide, resulting in one electron losing energy to another. For high injected carrier densities, the recombination time may be written as An important point still not fully understood is the degree to which recombination and funneling cancel each other out. A partial cancellation could reduce the difference in the amount of charge collected by ions and laser light arising from differences in track charge density, and, in some cases, the threshold LETs measured by the two techniques may not be sigruficantly different. In general, it is not true (as implied in ref. 5 ) that correlating laser measurements with ion measurements depends solely on the existence of funneling. Further theoretical work is needed in order to q u a n w the extent to which both funneling and recombination effects m w charge collection in the laser and ion methods.
IV. EXPERIMENTAL AND THEORETICAL COMPARISON OF LASER AND ION INDUCED CHARGE COLLECTION
The previous sections emphasized the difference in charge tracks generated by laser light and by ion strikes, and how this may lead to different amounts of charge collected, and ultimately, to different results for SEE measurements. In this section we present experimental data and theoretical simulations which suggest that, despite the very different charge tracks generated by the laser and ion techniques, there remains a remarkable similarity in the characteristics of laser and ion generated charge collection. This evidence supports the feasibility of employing laser-based testing for SEE phenomena.
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Time, ps Figure 7 . Comparison of charge collection transients for laser and ion 3-MeV alpha particle excitation of a GaAs HBT. The laser power was adjusted so that the amplitude of the laser generated transient matched that of the ion. The bias conditions for the two curves are the same.
There have been several recent experimental studies which have demonstrated that above bandgap laser pulses provide an invaluable tool for investigating the mechanisms of charge collection dynamics [4] , and for practical measurements of SEE phenomena [l-3,11,18] . In Fig. 7 , we reproduce data which compare the charge collection transients produced by picosecond laser pulses (= 2 ps) and 3-MeV alpha particles for the GaAs HJ3T devices [4] . Here, the applied laser intensity (corresponding to a 19 fJ laser pulse) was adjusted so that the amplitude of the laser generated transient matched that of the ion. The data clearly convey that the laser and ion transients are nearly indistinguishable, at least for the time resolution provided by the experiment, which is about 10 ps. More significant differences in the two transients are expected to occur on a timescale of 5 1 ps, where processes such as funneling and Auger recombination are significant due to higher initial charge density. Recently, we observed a comparable similarity in laser and ion transients in a GaAs HIGFET device [19] . This is a significant result since charge transport is quite different in these two devices due to their different construction. Computer simulations for laser and ion generated charge collection provide additional confirmation of the qualitative similarity in the charge collection mechanism for ions and laser pulses. Figure 8 presents an example of a 2-D simulation of charge collection dynamics for both laser and ion excited GaAs MESFETs. In this example the laser excitation is at 0.87 pm (l/e depth = 8 pm), and 3-MeV alpha particles are used for ion excitation.
The graph shows the electron distribution at 10 ps after excitation by both laser and ion. The laser excitation generates a charge distribution that is 1 pm in diameter at the surface, while the ion generates a charge track that is much narrower, FS: 0.02 pm. Despite the large initial difference in track structure, the calculation shows how the charge distributions have evolved on an ultrafast timescale (< lops!)
to a state where they have become qualitatively similar. This result provides theoretical support to the experimental observations that show qualitative similarity in laser and ion charge collection transients.
V. PULSED LASER SEE APPLICATIONS AND LASEMON SEE FEASIBILITY COMPARISON
Despite the differences in the laser and ion techniques mentioned above, there remains a strong enough similarity in the ion-semiconductor and photon-semiconductor interaction to permit extensive application of the pulsed laser to SEE testing. In this section, we outline some of the important SEE applications for which the pulsed laser is well suited. We also make a feasibility comparison of the laser and ion techniques towards several SEE applications, which is based upon previously published work, as well as work currently in progress. We begin by illustrating several advantages the pulsed laser offers to SEE testing:
1. Spatial Information. [ 181 has shown how upsets in logic circuits are sensitive to the arrival of a laser pulse with respect to the circuit clock.
To our knowedge, similar information has not been obtained with an accelerator.
3. Nondestructive. As long as the laser intensity is below that which produces melting in the semiconductor there is no permanent damage to the material. In contrast, ion testing causes damage to the circuit that is dependent on total dose. This not only limits the life of the circuit, but, also, may affect the results of the measurements.
4.
Relative LET Threshold. As mentioned above the relative SEE threshold of a circuit may be easily determined by adjusting the laser intensity.
. Convenience. The laser technique is convenient
because it is totally compatible with a fabrication facility.
There is no ionizing radiation threat, and the entire system can be enclosed in a light-tight box to avoid the possibility of eye damage. No vacuum is required for testing, the LET can be varied by merely changing the light intensity, and setup time is very short.
6. Cost. Laser testing is relatively inexpensive. For example, a complete laser testing system can currently be purchased for about WOK. As laser technology continues to advance it is anticipated that the cost of laser testing will further decrease.
The laser technique is not without its own limitations.
1.
No Absolute Measure of SEE Threshold. Since light and ions do not interact in the same way with the semiconductor, they produce different initial track structures. These are expected to manifest themselves in differences in measured LET upset thresholds.
2. No Direct Measure of the Asvmptotic CrossSection. To calculate error rates, the variation of the cross-section with LET must be measured. Using only the threshold LET and the limiting cross section may overestimate the error rate by up to an order of magnitude. The laser can be used to estimate the limiting cross section indirectly by identifying which nodes are sensitive to upset and then using the circuit layout to add up all the sensitive areas.
3. Inabilitv of Light to Penetrate Metal. An ion will pass through metal but a laser pulse will not. When testing some devices this is a problem. For example, the 93L422 256x4 bipolar SRAh4 has an upset threshold that varies across the surface of the sensitive volume. If the most sensitive region is covered by metal, then the laser will be unable to measure the threshold. The problem is exacerbated in devices where the sensitive nodes are completely covered by metal. As more and more transistors are incorporated on a single chip, greater use will be made of multilevel interconnects that cover SEE-sensitive areas. This may limit the usefulness of the laser technique with regard to measuring upset threshold. However, to date many circuits have been successfully probed.
They include:
A central point that deserves emphasis is that many SEE applications do not require that the laser and ion methods give the same LET upset threshold. One such application for which the laser is uniquely suited to is hardness assurance. SEE hardness assurance involves measuring either every circuit, or at least a representative number of circuits or test structures to ascertain whether they meet SEE specifications. At present, if done at all, hardness assurance is only camed out on a few representative circuits at an accelerator facility using ions that produce a small but finite amount of damage to the circuit. The availability of a nondestructive, convenient, inexpensive, and rapid test for hardness assurance is an attractive prospect because it would make possible the testing of a large number of circuits. The pulsed laser adequately satisfies all of these requirements. For hardness assurance testing it is not necessary that the laser and ion give the same LET upset thresholds provided 1) the relative numbers agree, and 2) there exists a fiduciary set of measurements for that type of circuit comparing ion and laser upset thresholds. When testing a circuit for SEE sensitivity with both an ion and pulsed laser, the laser threshold can be compared directly to an ion threshold. All subsequent measurements can then be done w i t h the laser. Any variations in SEE threshold can be referred to the ion data for absolute values, provided the variations are not unique to the laser measurements. Table 2 . Laserhon feasibility comparison for several SEE applications.
Given the emergence of pulsed laser as an alternative technique for SEE testing, it is useful at t h~s stage to make a feasibility comparison between laser and ion methods. Table  2 lists a range of device testing applications where either ion or laser methods (or both) have been used to characterize SEE-related phenomena. While the list is not exhaustive, it certainly includes many of the applications of current interest to the SEE community. For each application, the laser and ion methods are rated based on feasibility considerationsi.e., whether or not the method may be implemented in a relatively simple and practical way -as opposed to whether "in principle" either method may be applied. Where possible, reference is made to past work. The table shows that for a variety of SEE applications the pulse laser offers a sensible alternative to ion testing, and, in some cases is the clear choice.
VI. CONCLUSIONS
We have presented an analysis of the pulsed picosecond laser as a technique to explore SEE events in modern semiconductor devices. We have commented on previous criticisms of the laser technique [5] which were based largely on what was perceived to be the experimentalist's inability to account for various optical uncertainties and nonlinearities in the degree of laser induced charge generation. Our conclusion is that differences between laser and ion generated charge that result from purely optical effects (e.g., laser beam propagation, laser wavelength, linear and nonlinear absorption, reflection and interference effects) do not necessarily impose serious limitations on the laser technique. Each effect can be taken into account by use of well known optical expressions, or minimized by careful experimental practice. Most important is that proper implementation of the laser technique rests upon a judicious choice of the working wavelength. As shown above, the working wavelength can be chosen in a way to minimize uncertainties in absorption due to changing doping densities in different regions of the device, while maintaining a deep enough penetration distance so that the laser excitation represents a reasonable approximation to ion excitation. More significant for SEE measurements is the difference in charge tracks generated by laser and ions, which, because of effects such as funneling and Auger recombination, may lead to different amounts of charge collected, and, hence, different values for SEE quantities such as upset threshold.
