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In this paper, we analyze matrix dynamics for online linear discriminant analysis (online
LDA). Convergence of the dynamics have been studied for nonsingular cases; our main
contribution is an analysis of singular cases, that is a key for efficient calculation without
full-size square matrices. All fixed points of the dynamics are identified and their stability
is examined.
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1. Introduction
Although Fisher’s linear discriminant analysis (LDA) [10,29] is an old method, it is still used practically in broad areas,
e.g. image recognition [17]. In its practical use, we often face several problems: (1) not all the data are given at once, (2) in
addition, properties of data change through time, or (3) the dimension of data is too large. To overcome them, we desire
a method that has the following nature: (1) it must work when data are given sequentially, (2) it should have adaptivity,
(3) its update procedure should be computationally inexpensive, and it should not need memory of all past data. We refer
to such an algorithm as an ‘‘online algorithm’’.
LDA is also used for dimensionality reduction. For example, LDA is one of the well-known methods for solving high-
dimensionality problem in face images. However, the LDA-based face recognition systems suffer from the scalability
problem [36]. Online LDA is desired in such situations.
For principal component analysis (PCA), online PCA algorithms have been studied and well established [22,31,25,23,
20,33,6,5,24,27,2]. Most of these algorithms are derived as discrete-time stochastic approximations from continuous-time
deterministic dynamics, or differential equations, whose stable fixed points correspond to the desired solutions. For logistic
regression, its online version is also obtained easily as described in [1, p. 206].
For LDA, online algorithms are less studied. They are classified into two types. Type-A algorithms are intended for finding
an equivalent result to Fisher’s LDA [28,21,3,4,11,12,26,8], whereas Type-B algorithms calculate variants of it [19,34,15,13,
36]. We concentrate on Type-A here. In [28], the case of two classes is treated; its extension to three or more classes is not
trivial. In [21,3,4,26], manipulations of N × N matrices are required for N-dimensional data. In [8], convergence is proved
for nonsingular cases.
We analyze fixed points and their stability of matrix dynamics that can be used for online LDA of Type-A [11,12]. The
dynamics have been analyzed precisely in [4] for nonsingular cases; they are further analyzed in the present paper for
singular cases using its potential function. The latter is important for development of online LDA without N × N matrices.
In Section 2, we formalize LDA and relatedmatrix dynamics that are gradient flows of a criterion function φ. We also give
a brief introduction of concepts of dynamics there.We further show that the optimum of φ is attained at desired solutions in
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Section 3. It is the reasonwhy the dynamics is useful for online LDA. Fixed points and their stability are analyzed respectively
in Sections 4 and 5. Though the dynamics have undesired fixed points that cause convergence to spurious solutions, we can
distinguish them using Corollary 4 in Section 5. Concluding remarks are presented in Section 6.
2. Formalization
2.1. Linear discriminant analysis
We consider Fisher’s Linear Discriminant Analysis (LDA) for the M-class problem [9]. We use B and W to represent the
sample between-class and within-class variance matrices, respectively. They are N × N positive semidefinite symmetric
matrices calculated from N-dimensional training data. It would be convenient to specify that rank B = M − 1 ≪ N when
the number of classes,M , is small. We presume thatW is (strictly) positive definite in the present paper; this holds in most
cases of real tasks. Regarding problems that arise on singularW , see [32,14,7,35,30].
The weight matrix A is determined from B and W . It is used for conversion from an N-dimensional input x to an L-
dimensional feature vector y = ATx; A is an N × L matrix, where L ≤ rank B. We need to solve a generalized eigenvalue
problem here:
Bu = λWu, λ ∈ R, u ∈ RN − {o}. (1)
The solution λ and u are called a generalized eigenvalue and a generalized eigenvector, respectively. Let λ(1) ≥ · · · ≥ λ(L)
be the L largest generalized eigenvalues, and u1, . . . , uL be corresponding generalized eigenvectors that satisfy
uTi Wuj = δ(i, j) ≡

1 (i = j)
0 (i ≠ j), i, j ∈ {1, . . . , L}. (2)
Then A = U ≡ (u1, . . . , uL) is known to be optimal in a sense.
A = U can be replaced by A′ = αUΘ for an arbitrary pair of a real number α ≠ 0 and an L × L orthogonal matrix Θ ,
because A′TWA′ = α2I and α2 > 0. Indeed, A and A′ yield an equivalent discrimination. In the present paper, we fix α = 1
without loss of generality, whereas we accept arbitraryΘ . Our goal is to find A that belongs to
Aopt ≡ {A = UΘ | BU = WUdiag(λ(1), . . . , λ(L)),UTWU = I,ΘTΘ = I}, (3)
where I is the identity matrix, and diag(λ(1), . . . , λ(L)) denotes the L × L diagonal matrix whose diagonal elements are
λ(1), . . . , λ(L). We also use ‘diag’ for block diagonal matrices similarly.
2.2. Dynamics, fixed points, and stability
We give a brief introduction of concepts of dynamics here.
We use the terms dynamics or flow as synonyms for ordinary differential equation dx(t)/dt = ψ(x(t)). We call u a fixed
point of the dynamics ifψ(u) = o. This u is further called stable if x(t) stays inside an arbitrarily given neighborhood U of u
as long as x(0) is sufficiently near to u, where the range of ‘‘sufficiently near’’ is determined depending on U .
Online algorithms are often obtained fromdynamics by discretizing t and replacingmean valueswith their instantaneous
values. Such algorithms converge to stable fixed points of the underlying dynamics by stochastic approximation theory [18]
under certain conditions. This is the reason why we analyze fixed points and their stability in this paper.
If dynamics are represented as ψ(x) = ∇φ(x), or equivalently ψi(x) = ∂φ(x)/∂xi for ψ = (ψi) and x = (xi),
they are called the gradient flow of the potential function (−φ). Their fixed points u correspond to critical points of φ
such that ∇φ(u) = o by definition. Notice that φ(x(t)) increases monotonically as t increases because dφ(x(t))/dt =
(∇φ(x(t))) · (dx(t)/dt) = ‖∇φ(x(t))‖2 ≥ 0, where ‖v‖ ≡ √v · v is the Euclidean norm. Hence, stability of a fixed point u
is equivalent to local maximality of φ at u.
2.3. Matrix dynamics for LDA
We can obtain LDA by changing the Euclidean metric in PCA toW -metric. We therefore start from a function
φ(A) = Tr
[
ATBA

I − 1
2
ATWA
]
, (4)
that is obtained by replacing an implicit I with W in a criterion function Tr

ATBA

I − 12ATA

for online PCA [33].
Differentiating φ, we obtain a gradient flow daij/dt = (1/2)(∂φ(A)/∂aij). This flow can be written in matrix form:
d
dt
A(t) = BA(t)− 1
2
BA(t)A(t)TWA(t)− 1
2
WA(t)A(t)TBA(t). (5)
See Appendix A for details. Examples of (4) and (5) are shown respectively in Figs. 1 and 2. We analyze relations between
the dynamics (5) and the set (3) in the following part.
The dynamics (5) themselves has been obtained in another way and applied to generalized eigendecomposition [4]. The
main contribution of the present paper is convergence analysis of (5) for the case of singular B.
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Fig. 1. An example of the function (4) when N = 2, L = 1, rankW = 2, and rank B = 1. The matrix A can be regarded as a two-dimensional vector in this
case, and z = φ(A) is plotted for A = (x, y)T .
Fig. 2. An example of the flow (5) corresponding to Fig. 1. Two stable fixed points are the desired weight matrices that belongs toAopt . Additionally, other
stable fixed points are visible along a line from left-top to right-bottom.
3. Global maximum of φ
In this section, we show that φ(A) attains its maximum within the setAopt.
We can assume W = I here without loss of generality by setting Aˆ = CA, Bˆ = C−TBC−1, and Wˆ = I for the Cholesky
decomposition W = CTC . These substitutions do not change the form of φ. Hence, the positions of the fixed points (and
their stability) are not affected by the substitutions.
WhenW = I , the singular value decomposition (SVD) of A is useful for analysis of φ as follows. Let A = PΣQ be the SVD
of A, where PTP = I,Q TQ = I , andΣ = diag(σ1, . . . , σL). Sizes of P and Q are N× L and L× L, respectively. Then, we obtain
φ(A) =
L−
i=1
dif (σi), f (σ ) ≡ σ 2 − 12σ
4, (6)
where d1, . . . , dL ≥ 0 are diagonal elements of PTBP . It is confirmed by direct calculation from the definition; φ(A) does not
depend on Q because Tr(Q TXQ ) = Tr(QQ TX) = Tr X in general. We can also rewrite (6) into the matrix style as
φ(A) = Tr(PTBPF), F ≡ diag(f (σ1), . . . , f (σL)). (7)
Note that f (σ ) is positive for 0 < σ 2 < 2, and it attains themaximum f (σ ) = 1/2 at σ 2 = 1. For a fixed P , themaximum
φ(A) = 1
2
L−
i=1
di = 12Tr(P
TBP)
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is attained obviously whenΣ2 = I , that is equivalent to ATA = I . To maximize Tr(PTBP) under the constraint PTP = I , we
should set P = (u1, . . . , uL)Θ , where u1, . . . , uL are orthonormal eigenvectors for L largest eigenvalues λ(1), . . . , λ(L) of B,
andΘ is an arbitrary orthogonal matrix. It follows from Lemma 5 in Appendix B. We now obtain the next theorem.
Theorem 1. Maximum of φ(A) is attained if A ∈ Aopt. In particular, all A ∈ Aopt are stable fixed points of the dynamics (5).
Furthermore,Σ = I is necessary formaximization ofφ as long as d1, . . . , dL > 0. Hence, as long as L ≤ rank B, maximum
of φ(A) is attained if and only if A ∈ Aopt.
4. Fixed points
Fixed points of the matrix dynamics (5) are identified in this section. We have already shown that all A ∈ Aopt are fixed
points. There are additional fixed points outsideAopt as follows.
Theorem 2. The following conditions are equivalent:
(1) A is a fixed point of (5).
(2) A can be decomposed as A = PΣQ , where
Σ = diag(σ1, . . . , σL), Q TQ = I,
and P = (p1, . . . , pL) for orthonormal generalized eigenvectors p1, . . . , pL corresponding to the generalized eigenvalues
λ1, . . . , λL of B with the metric W:
BP = WPΛ, Λ = diag(λ1, . . . , λL),
PTWP = I.
Furthermore,
σ 2i = 1, 0, or λi = 0
holds for each i = 1, . . . , L.
(3) A satisfies
BA = WAJB, JB = JW JB = JBJW ,
where
JB = ATBA, JW = ATWA.
Proof. (1 → 2) As we have mentioned in Section 3, we can assume W = I without loss of generality, so that we can
apply the previous discussion. A is a critical point of φ(A) by definition if A is a fixed point. Let A = PΣQ be the SVD of A,
where Σ = diag(O, I,Σ ′) and Σ ′ is a diagonal matrix whose diagonal elements are neither 0 nor ±1. The corresponding
P = (P1, P2, P3) must satisfy BP3 = O; we can confirm it in (6) because di = 0 is implied from the condition that
∂φ/∂σi = dif ′(σi) = 2diσi(1 − σ 2i ) is zero and σ 2i ≠ 0, 1 for i corresponding to Σ ′ by definition.1 Furthermore, from
Lemma 5, P can be written correspondingly as
P = UΘ,
U = (U1,U2, P3),
Θ = diag(Θ1,Θ2, I),
where the columns ofU are orthonormal eigenvectors of B andΘTΘ = I . Note thatΘΣ = ΣΘ and A = UΘΣQ = UΣΘQ
here. Renaming U andΘQ as P and Q respectively, we obtain the condition (2).
(2→ 3) NotingΛΣ = ΣΛ, we obtain the condition (3) from the condition (2) by direct calculations as follows:
JB = Q TΣPTBPΣQ = Q TΛΣ2Q ,
JW = Q TΣPTWPΣQ = Q TΣ2Q ,
and
BA−WAJB = WPΛΣQ −WPΛΣ3Q
= −WP ΛΣ(Σ2 − I)Q = O,
JB − JW JB = AT (BA−WAJB) = O,
JBJW = (JW JB)T = JTB = JB.
1 The positive semidefinite symmetric matrix B has the Cholesky decomposition B = B˜T B˜, and di = pTi Bpi = ‖B˜pi‖2 is zero if and only if B˜pi = o. Hence,
Bpi = B˜T B˜pi = o and BP3 = O is obtained.
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(3→ 1) From assumptions,
dA
dt
= WAJB − 12WAJBJW −
1
2
WAJB =

1− 1
2
− 1
2

WAJB = O. 
5. Stability
We have shown that there are additional fixed points outside the desiredAopt. Some of them are stable as follows.
Theorem 3. The following conditions are equivalent:
(1) A is a stable fixed point of (5).
(2) A can be decomposed as the condition (2) in Theorem 2, where the first K values λ1 ≥ · · · ≥ λK > 0 are the K largest
generalized eigenvalues, the remaining values are λK+1 = · · · = λL = 0, and
σ 2i = 1 (i = 1, . . . , K)
σ 2i > 2 (i = K + 1, . . . , L if K < rank B)
correspondingly.
Proof. We can assumeW = I without loss of generality as we have mentioned in Section 3. Let
λ(1) ≥ · · · ≥ λ(rank B) > 0 = λ(rank B+1) = · · · = λ(N) (8)
be the eigenvalues of B, and A = PΣQ be the SVD of A, whereΣ = diag(σ1, . . . , σL) satisfies
f (σ1) ≥ · · · ≥ f (σJ) ≥ 0 > f (σJ+1) ≥ · · · ≥ f (σL) (9)
for f in (6). For a givenΣ , the local maximum of φ is
φ =
J−
i=1
λ(i)f (σi)+
L−J−1
j=0
λ(N−j)f (σL−j)
by (7) and the second item in Lemma 5. It can be improved by an infinitesimal change ofΣ unless
σ 2i = 1 (i = 1, . . . , K ≡ min(J, rank B)),
λ(N−j) = 0 (j = 0, . . . , L− J − 1). (10)
Hence, the condition (1) is equivalent to (8)–(10) together with the condition (2) in Theorem 2, where λi = λ(i) for
i = 1, . . . , J , and λL−j = λ(N−j) for j = 0, . . . , L − J − 1. They are further equivalent to the condition (2) in Theorem 3
because 0 > f (σJ+1) ≥ · · · ≥ f (σL) holds if and only if 2 < σ 2J+1 ≤ · · · ≤ σ 2L . 
The next corollary follows immediately from Theorem 3. It gives us a key for distinction between desired solutions and
spurious solutions.
Corollary 4. Suppose that A is a stable fixed point of (5) and L ≤ rank B. ThenA
TWA = I
Tr ATWA = L
rank BA = L
if A ∈ Aopt,
and A
TWA ≠ I
Tr ATWA > L+ 1
rank BA < L
if A ∉ Aopt.
Anyway, rank A = L holds for both cases.
Note that L > rank B is redundant for LDA; L ≤ rank B is natural selection.
6. Concluding remarks
We have analyzed fixed points and their stability of matrix dynamics that can be used for online LDA.
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Note that operations of N × N matrices are not necessary in the dynamics as follows. The within-class variance can be
written asW = E[1x1xT ] − B, where1x = x− E[x] for input data x, and E represents expectation. Hence,
d
dt
A = BA− BAATBA− 1
2
E[BAAT1x1xTA−1x1xTAATBA].
The between-class variance can be written as B = B˜B˜T , where B˜ is an N × M rectangular matrix; M ≪ N in many cases.
They are useful for efficient implementation of matrix calculation in the dynamics.
If one is interested in the generalized eigenvectors themselves rather than in the generalized eigenspace spanned by
them, one might apply deflation technique [16]. A Sanger type dynamics is obtained by this technique [4,12]:
d
dt
A = BA− 1
2
BAU(ATBA)− 1
2
WAU(ATWA),
whereU(S) is the upper triangular matrix whose upper triangular elements are equal to those of the given matrix S.
Appendix A. Differential of the potential function
Let A = (aij), B = (blm), andW = (wpq). From
φ(A) =
−
k,l,m
alkblmamk − 12
−
k,l,m,n,p,q
alkblmamnapnwpqaqk,
we have
∂φ(A)
∂aij
=
−
m
bimamj +
−
l
aljbli − 12
−
m,n,p,q
bimamnapnwpqaqj − 12
−
k,l,p,q
alkbliapjwpqaqk
− 1
2
−
k,l,m,q
alkblmamjwiqaqk − 12
−
l,m,n,p
aljblmamnapnwpi
= 2
−
m
bimamj −
−
m,n,p,q
bimamnapnwpqaqj −
−
k,l,m,q
wiqaqkalkblmamj
= 2

BA− 1
2
BAATWA− 1
2
WAATBA

ij
.
Hence, the Eq. (5) is equivalent to daij/dt = (1/2)(∂φ(A)/∂aij), as we have pointed out in the Section 2.3.
Appendix B. Basic lemma
The below basic lemma plays an important role in this paper.
Lemma 5. Let B be an N ×N symmetric matrix, F be an N ×N diagonal matrix whose diagonal elements are f1 ≥ · · · ≥ fN , and
P be an N × N orthogonal matrix.
(1) P is a critical point of h(P) ≡ Tr(PTBPF) if and only if P can be written as
P = UΘ, U = (u1, . . . , uN),
where u1, . . . , uN are orthonormal eigenvectors corresponding to the eigenvalues λ1, . . . , λN of B, and Θ = (θij) is an
orthogonal matrix that satisfies θij(fi − fj) = 0 for all i, j ∈ {1, . . . ,N}.
(2) h(P) = ∑Ni=1 λifi holds for the above P. Hence, h(P) is maximized if and only if P can be written as the above form and
λ1 ≥ · · · ≥ λN .
(3) h(P) has no local maxima except for the global ones.
Proof. We use Lagrange’s method of indeterminate coefficients to show (1). Let
L(P;Ω) ≡ h(P)− Tr((PTP − I)Ω),
where Ω is an N × N matrix of indeterminate coefficients. We can restrict Ω to symmetric matrices because PTP is
symmetric. From ∂L/∂P = O, we obtain
BPF = PΩ
and
PTBPF = PTPΩ = Ω.
K. Hiraoka / Journal of Multivariate Analysis 102 (2011) 781–788 787
Hence, P is a critical point of h(P) if and only if PTBPF is symmetric. It is equivalent to the condition that PTBP ≡ Ξ = (ξij)
is a block diagonal matrix as follows:
ξij = 0 for fi ≠ fj, i, j ∈ {1, . . . ,N}.
In other words, Vd ≡ span{pi | fi = d} for P ≡ (p1, . . . , pN) is an invariant subspace of B for each d ∈ R because BP = PΞ .
Invariant subspaces of B are spanned by eigenvectors of B in general. We thus conclude (1).
(2) is straightforward from (1) because UTBU = diag(λ1, . . . , λN) ≡ Λ andΘF = FΘ in this case:
h(P) = Tr(ΘTΛΘF) = Tr(ΘTΛFΘ) = Tr(ΛF) =
N−
i=1
λifi.
To show (3), suppose that fk > fk+1 and λk < λk+1 for a certain k in (1). Let P(ρ) ≡ UR(ρ)Θ , where R(ρ) is a matrix of
two-dimensional rotation in the k-th and the (k + 1)-th axes by ρ radian. Then h(P(0)) < h(P(ρ)) holds for 0 < ρ < π .
Before showing it, we point out that F and h are decomposed as
F =
N−
i=1
δiFi, Fi ≡ diag(1, . . . , 1  
i
, 0, . . . , 0  
N−i
),
where δN ≡ fN , δi ≡ fi − fi+1 ≥ 0 for i = 1, . . . ,N − 1, and
h(P) =
N−
i=1
δihi(P), hi(P) ≡ Tr(PTBPFi).
Each term δihi(P(ρ)) does not depend on ρ for i ≠ k because of the following reason. We have ΘFi = FiΘ by (1) if δi > 0.
We also have R(ρ)Fi = FiR(ρ) for i ≠ k from the definition of R(ρ). They imply
ΘFiΘT = Fi,
R(ρ)FiR(ρ)T = Fi,
hi(P(ρ)) = Tr(ΘTR(ρ)TUTBUR(ρ)ΘFi)
= Tr(R(ρ)TUTBUR(ρ)Fi)
= Tr(UTBUFi).
Furthermore, we obtain
hk(P(ρ)) =
k−1
i=1
λi + λk cos2 ρ + λk+1 sin2 ρ = hk(P(0))+ (λk+1 − λk) sin2 ρ.
Hence, h(P(0)) < h(P(ρ)) holds for 0 < ρ < π and (3) is proved. 
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