Implementation of dynamic programming for chaos control in discrete systems  by Merat, Kaveh et al.
Journal of Computational and Applied Mathematics 233 (2009) 531–544
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Implementation of dynamic programming for chaos control in
discrete systems
Kaveh Merat, Hassan Salarieh ∗, Aria Alasty
Center of Excellence in Design, Robotics and Automation, Department of Mechanical Engineering, Sharif University of Technology, PO Box 11365-9567,
Tehran, Iran
a r t i c l e i n f o
Article history:
Received 24 July 2008
Received in revised form 13 July 2009
Keywords:
Chaos
Control
Dynamic programming
Unstable fixed point
a b s t r a c t
In this paper the control of discrete chaotic systems by designing linear feedback
controllers is presented. The linear feedback control problem for nonlinear systems has
been formulated under the viewpoint of dynamic programming. For suppressing chaos
with minimum control effort, the system is stabilized on its first order unstable fixed
point (UFP). The presented method also could be employed to make any desired nth
order fixed point of the system, stable. Two different methods for higher order UFPs
stabilization are suggested. Afterwards, these methods are applied to two well-known
chaotic discrete systems: the Logistic and the Henon Maps. For each of them, the first and
second UFPs in their chaotic regions are stabilized and simulation results are provided for
the demonstration of performance.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Recently, controlling chaotic systems and suppressing chaotic motion have received considerable interest [1–3]. In this
field, there have beenmany approaches; Ott et al. [4] proposed amethod for stabilizing periodic orbits embedded in a chaotic
attractor via parameter perturbations based on linearization of the Poincare map, which is called the OGY method; Pyragas
in 1992 suggested the delayed feedback technique for controlling chaotic systems [5]. Then many other methods have
been developed for chaos control; Yassen [6] applied linear feedback for controlling chaos and used Routh–Hurwitz criteria
for stability analysis. Li et al. [7] presented a robust adaptive control method for controlling a class of uncertain chaotic
systems with time-varying parameters. Nonlinear control methods such as feedback linearization [8], sliding mode [9]
and adaptive Lyapunov-based control [10] have been widely used for chaos suppression in numerous physical systems.
Besides, various control methods have been developed for the synchronization of chaotic systems. In [11] a novel control
method has been used for the exponential synchronization of Genesio and Tesi systems. An adaptive controller has been
proposed to synchronize uncertain Rössler systems in [12]. The H∞ controller in [13] and its adaptive form in [14] are as
well implemented to synchronize chaotic systems.
As for discrete chaotic systems, a controller is proposed for a system to follow any arbitrarily chosen dynamics and a strict
proof is given for 2D systems [15]. In [16], the neighborhood size for the validity of a local linear control law implemented
on a discrete chaotic system is investigated, and afterwards in [17] another method to estimate the optimum neighborhood
is given.
Also chaos control for continuous time systems using optimal theories has been developed [18–23]. The linear feedback
controller given in [18] is designed under the viewpoint of optimal control theory. In [19] gradient flow based method is
applied to minimize an objective function in order to stabilize the unstable periodic orbits. Jayaram and Tadi [20] used the
state dependent Riccati equation method and obtained suboptimal control laws to control the Duffing, the Henon–Heiles,
the Lorenz and the Chen system.
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Based on the Lyapunov–Bellman technique, optimal control laws are derived from the conditions that ensure synchro-
nization of Rössler systems with complete uncertain parameters [21]. Rafikov and Balthazar [24] proposed an optimal con-
troller by solving the Hamilton–Jacobi–Bellman equation for the Rössler system which directs the chaotic motion of the
Rössler system to any desired fixed point. Tian et al. [22] solved an optimal control problem for control of chaos with
constrained control input. Calculus of variation is directly used to derive the optimal control signal to suppress chaos by
stabilizing unstable periodic orbits [23].
Here, we further analyze the local linear state feedback control for discrete systems that is designed by dynamic
programming algorithm. First dynamic programming was introduced in [25] and since then many extensions of this
method has been generated [26,27]. The Dynamic Programming framework has been extensively used in many subjects
and particularly it found many applications among economic discrete problems [28–30], because it is sufficiently rich to
model almost any problem involving sequential decision making over time and under uncertainty. Considering Dynamic
Programming properties, by proper selection of objective function in Dynamic Programming method, stabilization of
unstable fixed point of chaotic systems can be accomplished.
In this paper, first Dynamic Programming and its formulation for discrete linear systems is reviewed in Section 2. Then
in Section 3, for implementing DP to chaotic maps, an algorithm is proposed and some sufficient conditions for stabilization
of UPFs are given. In Section 4, simulation results of chaos control on Logistic and Henon Maps are presented, and influence
of some controller design parameters and performance of proposed methods alongside other controllers are investigated.
2. Optimal quadratic linear control via dynamic programming
Assume a discrete linear system as:
xk+1 = Akxk + Bkuk + ck (1)
where xk ∈ Rm is the state vector and uk ∈ Rp is the control vector in step k and matrices Ak and Bk and vector ck indicate
the characteristic of the system during stage k. It is desired to find Gk and gk of the linear controller:
uk = Gkxk + gk (2)
for k = 1, 2, . . . ,N to minimize the scalar objective function, J , defined as:
J = 1
2
(
xN − x#N
)′
WN
(
xN − x#N
)+ N−1∑
k=0
(
1
2
(
xk − x#k
)′
Wk
(
xk − x#k
)+ 1
2
(
uk − u#k
)′
Λk
(
uk − u#k
))
(3)
where ‘‘′’’ is the transpose operator and Wi,Λi are weighting parameters and x#i , u
#
i are desired state vector and control
signals that might be different in each step.
In this case, solution of the proposed problem is reduced to solution of the below Riccati equations [31]:
Kk = Wk + A′kKk+1Ak −
(
A′kKk+1Bk
) (
B′kKk+1Bk +Λ′k
)−1 (B′kKk+1Ak)
pk = A′k (Kk+1ck + pk+1)+ wk −
(
A′kKk+1Bk
) (
B′kKk+1Bk +Λ′k
)−1 (B′k (Kk+1ck + pk+1)+ λk) (4)
with wi = −Wix#i λk = −Λiu#i .
Also the terminal conditions are:
KN = WN
pN = wN . (5)
Finally, Gk and gk are attained from [31]:
Gk = −(B′kKk+1Bk +Λ′k)−1
(
B′kKk+1Ak
)
gk = −(B′kKk+1Bk +Λ′k)−1
(
B′k (Kk+1ck + pk+1)+ λk
)
.
(6)
So the optimal controller can be obtained by substituting the computed controller gains into Eq. (2). It is to be noted that
derived linear controller is optimal regardless of what the initial condition is.
3. Implementing on chaotic discrete system
3.1. Stabilizing the first order unstable fixed point
Nonlinear controlled chaotic system can be defined as:
xk+1 = f (xk, uk) (7)
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which its first order fixed points, x1F , can be acquired by solving the following equation:
x1F = f (x1F , 0). (8)
To apply the method described in the previous section, f (xk, uk) should be linearized around x1F , and rewritten in the format
of Eq. (1).
In objective function, x#i and u
#
i are set to x
1
F and 0 respectively, since when the system converges to its fix point, the
control signal should approach to zero. Next, by choosing theweighting parameters in the objective function andN (number
of steps or the length of ‘‘finite horizon’’), the problem could be solved by using Eq. (5) as terminal conditions and computing
Kk and pk recursively through Eq. (4). Then Eq. (6) gives the optimal linear controller coefficients for the linear system and
for N steps.
In the objective function by altering the weighing matrices, one could change the performance of controller toward
desired goals. For example, larger values inΛi matrices result in lower control signals. Also some forgetting factors could be
considered for these weighing parameters to improve the performance.
3.2. Stabilizing higher order unstable fixed points
For stabilizing higher order fixed points of chaotic system (7) two approaches are presented.
One way to stabilize the nth order fixed point is to combine the nonlinear map ‘‘f ’’ n times to itself:
f [n](x) = fofo . . . f︸ ︷︷ ︸
n times
(x) (9)
and then apply the explained method of previous section to f [n](x) around one of its first order fixed points. In this case,
the controlling signal will be applied once in every n (order of the fixed point) steps to the system of Eq. (7). We call this
approach, the combination method.
The second method concerns linearization around each of the nth order fixed points which are numbered as
(2)xnf = f ((1)xnf , 0)
(3)xnf = f ((2)xnf , 0)
...
(1)xnf = f ((n)xnf , 0)
(10)
where (i)xnf for i = 1, . . . , n are the nth order fixed points. Next, x#i and u#k in the objective function (Eq. (3)) are set to
x#i = (Rem(i,n))xnf u#i = 0 i = 1, 2, . . . ,N (11)
where
Rem(i, n) =
{
n if i = kn k ∈ N
Reminder when i is divided by n if i 6= kn k ∈ N. (12)
Then different coefficients Ai, Bi, ci could be obtained from the linearized system around each desired reference set point
x#i as follows:
Ai = ∂ f (x, u)
∂x
∣∣∣∣
x=x#i ,u=0
Bi = ∂ f (x, u)
∂u
∣∣∣∣
x=x#i ,u=0
ci = f (x#i , 0). (13)
But considering Eqs. (11) and (12) it can be deduced that we have a discrete periodic system or in other words,
Ai = ARem(i,n) Bi = BRem(i,n) ci = cRem(i,n) for i = 1, 2, . . . ,N (14)
where Rem(i, n) is defined in Eq. (12). It is remarkable that N have to be multiple of the order of fixed points, i.e. ‘‘n’’ in this
method.
Finally, minimizing the cost function will result in the desired controller that its controlling signal tends to zero as the
closed loop system response follows the nth order fixed points. This approach will be called complete linearization method.
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3.3. Implementation remarks
For applying the derived linear control to the nonlinear chaotic system, some considerationsmust be taken into account.
1. After applying the controlling signal to the nonlinear system, in N steps which are computed, the response of the system
will become closer to the fixed point. So again we could apply the linear feedback controller for another N steps and so
on. Note that if the system reaches the fixed point the control signal will be zero andwithout any disturbance the system
will remain on the fixed point. Besides, after stabilization if the system is disturbed, again the controller is capable of
stabilizing it on the fixed point.
2. It is known that the validity of linearization decreases when the distance from the fixed point is increased. So it would
be better that feedback control of nonlinear system starts when the system response is in a small neighborhood around
the fixed points. In the complete linearization method the mentioned neighborhood is defined around the first fixed point
in sequence of the nth order fixed points. This region in the phase space is given by∣∣x− (1)xnf ∣∣ ≤ δ (15)
where δ is a small positive constant. Themaximum size of the region that leads to stability depends on the nonlinearity of
system, but in following subsection a sufficient condition is derived for δ to grantee the convergence to the fixed points.
Due to the linearization process and implementation remarks, the control scheme described here is suboptimal.
3.4. Sufficient condition for convergence of nonlinear system
In the Appendix, it is proved that for tracking dynamic programming problem and with u#k = 0, the control signal takes
the following format:
uk = Gk(xk − x#k ). (16)
In other words,
gk = −Gkx#k . (17)
Now we define the error state as
ek = xk − x#k . (18)
Regarding Eq. (13) given for linearization of chaotic system (7), it might be written that,
xk+1 = f (xk, uk) = Akxk + Bkuk + ck + enon-lin (19)
where enon-lin comprises the higher order terms and can be defined as
enon-lin = f (xk, uk)− (Akxk + ck) . (20)
Substituting Eq. (16) and xk from Eq. (18) into Eq. (19) yields,
ek+1 + x#k+1 = Akek + BkGkek + Akx#k + ck + enon-lin. (21)
Now, regarding Eqs. (10) and (11), for any order of fixed points, we have,
x#k+1 = (Rem(k+1,n))xnf = f ((Rem(k,n))xnf , 0) = f (x#k , 0) (22)
and since Ak, Bk, ck are coefficients of linearized system around x#k with u
#
k = 0, it can be concluded that
x#k+1 = Akx#k + ck. (23)
Combining Eqs. (21) and (23) one obtains the error dynamics for controlled nonlinear system as
ek+1 = (Ak + BkGk) ek + enon-lin. (24)
The upper bound for enon-lin could be computed from Taylor’s Expansion Theorem. The bound for nonlinearity error is
‖enon-lin‖ ≤ M
∥∥xk − x#k∥∥2 = M ‖ek‖2 (25)
where ‖ · ‖ denote the second norm of any vector and M is calculated from upper bounds of the second derivatives of
nonlinear controlled system in designated intervals according to Taylor Expansion Theorem [32]. M is bounded when the
system is sufficiently smooth and the working space is bounded.
Hence, using Eqs. (24) and (25) a limit for norm of ek+1 according to norm of ek may be stated as
‖ek+1‖ = ‖(Ak + BkGk) ek + enon-lin‖ ≤ ‖(Ak + BkGk) ek‖ + ‖enon-lin‖ ≤ ρ (Ak + BkGk) ‖ek‖ +M ‖ek‖2 (26)
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where ρ(·) denotes the spectral radius of a matrix that is equal to magnitude of its largest eigenvalue. The last inequality of
Eq. (26) is valid for symmetric matrices. For non-symmetric matrices one should replace the spectral radius function with
singular value function. The assumption of using the spectral radius function is considered just for simplicity of calculations.
Defining
ρ¯k = ρ (Ak + BkGk) . (27)
Eq. (26) can be rewritten as
‖ek+1‖ ≤ Ek+1 = ρ¯k ‖ek‖ +M ‖ek‖2 ≤ ρ¯kEk +ME2k (28)
where Ek is the upper bound for the norm of error is step k. In worse case
Ek+1 = ρ¯kEk +ME2k . (29)
Thus to achieve asymptotic stability, the below condition should be satisfied
EN ≤ αE0 0 < α < 1. (30)
To this end, an initial E0 is chosen and using Eq. (29) after N iteration EN is computed. Then it is investigated that if the
condition in Eq. (30) is satisfied. If not, a smaller E0 should be selected. To increase the bound E0, larger α could be selected.
The mentioned method is intensively computational, so we consider some simplifying assumption for calculation of E0
which guarantees the stability of nonlinear system.
Presuming that response of the controlled system always remains in∥∥x− x#k∥∥ < E0. (31)
The nonlinear error limit for all steps is deemed as
Enon-lin = ME20 . (32)
Hence, regarding Eqs. (29) and (32) we could extract the below relation for error bounds Ek
Ek = ρ¯k (· · · (ρ¯2 (ρ¯1E0 + Enon-lin)+ Enon-lin) · · ·)+ Enon-lin = QkE0 + PkEnon-lin = E0 (Qk + PkME0)
where Qk =
k∏
i=1
ρ¯i Pk =
(
1+
k∑
i=2
k∏
j=i
ρ¯j
)
.
(33)
For nonlinear system with linear controller to be asymptotically stable, again condition in Eq. (30) is necessary which
leads to
E0 ≤ α − QNMPN . (34)
Moreover, for validation of Eq. (32), it should be confirmed that Ek ≤ E0 for all kwhich yields
E0 ≤ 1− QkMPk . (35)
So E0 satisfying both (34) and (35) is
E0 = mink=1,...,N−1
{
1− Qk
MPk
,
α − QN
MPN
}
. (36)
Such nonzero positive E0 exists for some α if
Qk < 1 k = 1, 2, . . . ,N. (37)
In general, for time-varying finite horizon case, i.e.N is finite, there is no specific conditionwhich leads to the satisfaction
of relation (37) with proper margin. It is notable that if any ofΛk equals zero, the corresponding Qk will be zero, so one way
to achieve asymptotic stability of nonlinear system, is reducing the relatedΛk. In addition, if all [Ak,Q
1
2
k ] are observable and
all [Ak, Bk] are controllable, in [33] it is proven that by increasing in N , the asymptotic stability of the closed loop system
could be achieved. In other words, increasing N inclines the results toward infinite horizon case which is asymptotically
stable according to the mentioned condition [33].
In addition, for some special cases like time-invariant infinite horizon, as demonstrated in [34] when N → ∞ then
Kk → K , where K satisfies the following Discrete Riccati Equation
W + A′KA− (A′KB) (B′KB+Λ′)−1 (B′KA)− K = 0. (38)
It is proven that the observability of [A,Q 12 ] results in stability of closed loop system (A + BG) if the control action is
selected as:
uk = −(B′KB+Λ′)−1(B′KA)(xk − xF ). (39)
This could be used for stabilization of the first order or higher order fixed points in the combination method if we fix all
the weighting factors in Eq. (3).
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3.5. Application to control of the Logistic map
Consider the Logistic nonlinear equation:
xk+1 = f (xk) = µxk(1− xk) (40)
which exhibit chaotic behavior for 3.57 < µ ≤ 4.
First, suppression of chaos by stabilizing the systemon its first order fixed point is considered. The fixed point is computed
from the below equation;
xf = x1f = 1−
1
µ
. (41)
Considering Eq. (40), the new equation of the system including control signal, u, can be written as:
xk+1 = f (xk, uk) = µxk(1− xk)+ uk. (42)
To apply the method described in previous section, f (xk, uk) should be linearized about xf , which results in
flin(xk) = µ
(
x2f +
(
1− 2xf
)
xk
)+ uk. (43)
Next from Eq. (43), the matrix coefficients of linearized Logistic map are attained.
Ak = µ
(
1− 2xf
)
, Bk = 1, ck = µx2f . (44)
Now, by choosing the weighting parameters in the objective function and N (number of steps to solve for control
coefficients), the problem could be solved.
Next for stabilizing the second order fixed point of the Logistic map, following the combination method, the fof = f [2]
map:
f [2](xk, 0) = µ
(
µ
(
xk − x2k
)− (µ (xk − x2k))2) = −µ3x4k + 2µ3x3k − (µ2 + µ3) x2k + µ2xk (45)
is computed. The two desired second order fixed points are also can be derived from equation xf = f [2](xf )which yields;
1x2f =
1
2
+ 1
2µ
(
1+√(µ− 3) (µ− 1))
2x2f =
1
2
+ 1
2µ
(
1−√(µ− 3) (µ− 1)) . (46)
For the second order fixed points to become stable, regarding Eq. (45), the following system with control signal, u,
xk+1 = f [2](xk, uk) = −µ3x4k + 2µ3x3k − (µ2 + µ3)x2k + µ2xk + uk (47)
should be stabilized on one of its first order fixed points (1x2f or
2x2f ). The remaining steps are the same.
For the other technique, i.e. the complete linearization method, the coefficients of linearized system around each of the
fixed points should be obtained by substituting 1x2f and
2x2f with xf in Eq. (44). So for this case, the coefficients in Eq. (1) are,
A2k−1 = µ
(
1− 21x2f
)
, B2k−1 = 1, c2k−1 = µ
(1x2f )2
A2k = µ
(
1− 22x2f
)
, B2k = 1, c2k = µ
(2x2f )2 , k = 1, 2, . . . , N2 . (48)
It is remarkable that N should be even. Again by selecting the weighting parameters and N the suboptimal linear
controller could be designed.
3.6. Application to control of the Henon map
The 2D-Henon map is given by the following equations;
xk+1 = −ax2k + yk + 1
yk+1 = bxk. (49)
For a = 1.4 and b = 0.3 the system will become chaotic.
The controlled Henon map can be described as
xk+1 = −ax2k + yk + 1+ uk
yk+1 = bxk or
[
xk+1
yk+1
]
= f
([
xk
yk
]
, uk
)
. (50)
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Elimination of chaos could be accomplished by stabilizing the system on the first order fixed point which is at
x1f =
b− 1+√(b− 1)2 + 4a
2a
, y1f = bx1f . (51)
Linearization of the system around xf and yf , yields:
flin
([
xk
yk
]
, uk
)
=
(−ax2f + yf + 1
bxf
)
+
(−2axf
b
)
(xk − xf )+
(
1
0
)
(yk − yf )+
(
1
0
)
uk. (52)
So,
Ak =
(−2axf 1
b 0
)
, Bk =
(
1
0
)
, ck =
(
1+ ax2f
0
)
. (53)
Now after selecting weighting parameters and N the suboptimal linear controller could be designed.
To stabilize the second order fixed point of the Henon map which are
1x2f =
(
0.9758
−0.1427
)
, 2x2f =
(−0.4758
0.2927
)
for a = 1.4 b = 0.3 (54)
the complete linearization method is chosen and the coefficients of the linearized system around each of its fixed points are
computed by substituting the first element of 1x2f or
2x2f with xf in Eq. (53), which results in
A2k−1 =
(−2a1x2f (1, 1) 1
b 0
)
, B2k−1 =
(
1
0
)
, c2k−1 =
(
1+ a (1x2f (1, 1))2
0
)
A2k =
(−2a2x2f (1, 1) 1
b 0
)
, B2k =
(
1
0
)
, c2k =
(
1+ a (2x2f (1, 1))2
0
)
k = 1, 2, . . . , N
2
.
(55)
After selecting the weighting matrices and N the linear controller design problem could be solved.
4. Simulation results
In this section we numerically investigate the implementation of described controllers on the systems expressed in
Sections 3.5 and 3.6 and examine the influence of some design parameters likeweighingmatrices andN on the performance
of controllers and comparison between the proposed method and the OGY and the extended OGY method is given.
4.1. Stabilizing the first order fixed point of the Logistic map
For simulations, the coefficient µ in Eq. (42) is set to 3.7 which causes chaotic behavior in the system.
First, for linear controller design problem and implementation we set,
N = 8, δ = 0.302, WN = Wk = 1, Λk = 0.5 for k = 1, . . . ,N (56)
δ is computed according the technique presented in Section 3.4 with α = 0.9. Regarding the process explained in Section 3,
the linear controller coefficients are obtained and applied to the systemwith two different initial conditions. The results are
presented in Fig. 1 where it can be seen that the system reaches the fixed point x1f = 0.7297 after few steps, and remains
on it with zero controlling signal in both cases.
Then, the design method is repeated with parameters in Eq. (56) but for different values of N , and the state and control
signal are plotted in Fig. 2 for initial condition x0 = 0.1. It is notable that all outcomes are somehow similar but Fig. 2(b)
and Fig. 2(c) are very similar which indicates that raising N above a specific limit is unnecessary and causes no considerable
improvement in performance. In other words, this technique although is finite horizon, but its outcome converges rapidly
to results of identical infinite horizon problem by increasing the N .
4.2. Stabilizing the second order fixed point of the Logistic map with combination method
Considering the combinationmethod, Eq. (47) is linearized around the fixed point 1x2f = 0.8802which is given in Eq. (46)
The parameters used in simulation are
N = 10, δ = 0.0196, WN = Wk = 1, Λk = 0.5 for k = 1, . . . ,N (57)
δ is computed according the technique presented in Section 3.4 with α = 0.9 to guarantee the asymptotic stability.
Simulation results showing stabilization of the first order UFP of f [2](xk, uk) is given in Fig. 3(b) which is identical to
stabilization of the second order UFP of the main logistic map presented in Fig. 3(a). It is remarkable that for this case
the controlling signal is applied once in every two steps. Also as the nonlinearity in f [2](xk, uk) is increased in compare to
f (xk, uk), the range for δ has become strongly limited.
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a b
Fig. 1. Time series of the state (x) and the control signal (u) for linear feedback control of the Logisticmapwith initial conditions: (a) x0 = 0.1; (b) x0 = 0.9.
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Fig. 2. Stabilizing the first UFP of the Logistic map by linear feedback control of Logistic map with the initial conditions x0 = 0.1: (a) N = 4; (b) N = 20;
(c) N = 100.
a b
Fig. 3. Time series of the state (x) and the control signal (u) for linear feedback control of the Logistic map to stabilize the second order UFP by using the
combination method: (a) Time series of the logistic map; (b) Time series of the combined logistic map f [2](xk, uk).
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Fig. 4. Stabilizing the second order UFPs by linear feedback control of Logistic map with initial conditions x0 = 0.68: (a) δ = 0.2802; (b) δ = 0.1;
(c) δ = 0.05.
4.3. Stabilizing the second order fixed point of the Logistic map with complete linearization method
According to Complete Linearization method, we compute the linearized system of the Logistic map around both fixed
points given in Eq. (46). Then, following parameters are selected or computed for simulations:
N = 10, δ = 0.2802, WN = Wk = 1, Λk = 0.5 for k = 1, . . . ,N. (58)
The above δ is derived in accordancewith Section 3.4 setting α = 0.9, but for comparison two smaller values of δ are also
considered for simulation and their results are presented in Fig. 4. It is remarkable that by decreasing δ, the control signal
amplitude is reduced but the system reaches the fixed point in a longer period of time.
Next, a simple additive noise is exerted to the logistic map, and the results for both complete linearization method and
combination methods to stabilize the second order UPF is illustrated in Fig. 5. As can be seen, the complete linearization
method is more robust to the noise than the combination method.
4.4. Stabilizing the first order fixed point of the Henon map
Using the information of Section 3.6 on the first order fixed point of the Henon map, simulation results with following
parameters
N = 8, WN = Wk =
[
1 0
0 1
]
for k = 1, . . . ,N (59)
and different values for weighting factors of the control signal are illustrated in Fig. 6. Although, increasing Λk slightly
decreases themaximumof control signal, but longer period of time is required for the fixed point to be reached after applying
the controller. It is also notable that increasing the weighting factor of control signals results in smaller δwhich is calculated
according to Section 3.4.
Now, the extended OGY method expressed in [2] is compared with suggested method in this paper. This method also
utilize linearized model around the fixed point to design a stabilizer constant gain controller. In Addition, the control signal
will be appliedwhenever the system response is close enough to the fixed point. Hence, the extendedOGYmethod resembles
our method except that in extended OGY method a pole placement procedure is done for the controller design, but in
Dynamic Programming approach, controller gains are derived from minimizing the objective function. So, there are cases
where we could get same results from the both schemes. For example, if all the poles of closed loop system are placed at
zero in OGY method, same results could be achieved by setting allΛk to zero in Dynamic Programming approach.
For simulation, the eigenvalues of the closed loop system for extended OGY method are set inside unit circle at 0.1 and
0.15, and parameters for Dynamic Programming approach are
N = 8, WN = Wk =
[
1 0
0 1
]
, Λk = .2 for k = 1, . . . ,N. (60)
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Fig. 5. Simulation results for stabilizing the second order UFP Logisticmap in the presence of noise. (a) Combinationmethodwith a noise amplitude of 0.02.
(b) Complete linearization method with a noise amplitude of 0.02. (c) Complete linearization method with a noise amplitude of 0.1.
Simulation results achieved with the same initial conditions and same δ for both methods are illustrated in Fig. 7. As
can be seen, since in dynamic programming method the gains are not constant, this method is capable of reducing overall
control effort in compare to the extended OGY method.
4.5. Stabilizing the second order fixed point of the Henon map with complete linearization method
According to Complete Linearization method, we compute the linearized system of the Henon map around both fixed
points given in Eq. (54). Then using the following parameters,
N = 10, δ = 0.5218, WN = Wk = 1, Λk = 0.5 for k = 1, . . . ,N (61)
the control procedure based on dynamic programming is applied to the system. The closed loop response of the system is
shown in Fig. 8(a). So it can be seen that the second order UPF of this 2D system is stabilized.
Next for comparison, the OGYmethod [4] is applied to stabilize the second order UPF of the Henon map (49). In the OGY
method after linearization of the system around a saddle fixed point, the control signal is chosen to put the trajectory of
system on stable branch of saddle. To achieve this, the following control signal should be applied:
uk = −λu fu. (xk − xF )fu.B (62)
where λu is the unstable eigenvalue of Amatrix (13) in linearized system around the fixed point, and fu is the unstable right
eigenvector of A, and B could be also derived from Eq. (13). In order to implement this for stabilizing the second order fixed
points the following control signal is employed:
uk = −(1)λu
(1)fu.
(
xk − (1)x2f
)
(1)fu.B
∥∥xk − (1)x2f ∥∥ < δ
uk = −(2)λu
(2)fu.
(
xk − (2)x2f
)
(2)fu.B
∥∥xk − (2)x2f ∥∥ < δ
uk = 0 otherwise.
(63)
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Fig. 6. Stabilizing the first order UFPs of the Henon map with initial conditions x0 = [−0.5 −0.3 ] and the weighting parameters for the control action
are set to: (a)Λk = 0.5; (b)Λk = 5; (c)Λk = 15.
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Fig. 7. Comparison between the extended OGYmethod and Dynamic Programming design approach in Stabilizing the first UPF of the Henonmap: (a) Time
series of the Henon map using Dynamic Programming design approach; (b) Time series of the Henon map using the extended OGY Method.
Then, numerical simulation with the same initial condition and δ as used for Dynamic Programming approach, is
performed and the results are presented in Fig. 8(b). As can be observed form Fig. 8, the Dynamic Programming scheme
has stabilized the second order UPF of the system in fewer steps and with smaller control effort than the OGY method. It is
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Fig. 8. Comparison between Dynamic Programming design approach and the OGYmethod in Stabilizing the second UPF of the Henonmap: (a) Time series
of the Henon map using Dynamic Programming design approach; (b) Time series of the Henon map using the OGY Method.
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Fig. 9. The results of applying the proposed controller based on dynamic programming approach to the 4D-Henon map. The Controller is applied after
step 50.
also remarkable that, the OGY method needs a saddle fixed point and has no free parameter in its linear control design in
compare to Dynamic Programming approach.
4.6. Stabilizing the first order fixed point of the 4D-Henon map
In this section to investigate the performance of the proposed method in controlling chaos in higher order systems, the
4D-Henon map with following equations is considered [35].
x1(k+ 1) = b− x3(k)2 − ax4(k)+ u(k)
x2(k+ 1) = x1(k)
x3(k+ 1) = x2(k)
x4(k+ 1) = x3(k).
(64)
For a = 0.1 and b = 1.76 the system shows chaotic behavior. The first order fixed point of Eq. (64) is:
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x1f =
−(1+ a)+√(1+ a)2 + 4b
2
× [1 1 1 1]T . (65)
The dynamic programming scheme is nowused to design an error feedback control for the system. The design parameters
are set as:
N = 30, δ = 0.98, WN = Wk = I4×4, Λk = 1 for k = 1, . . . ,N. (66)
Fig. 9 shows the results of applying the proposed controller to the 4D-Henon map based on dynamic programming
approach.
5. Conclusion
In this paper a procedure for controlling discrete chaotic systems is proposed based onDynamic Programming technique.
The linear feedback controller is applied to suppress chaos with adjustable balance between control effort and speed of
convergence. Methods to employ it for stabilization of the first and any desired higher order fixed point of system are
given. Some remarks for stability of the system under the proposed control are declared. Furthermore simulations are
done for demonstrating the performance and some inspections on design parameters. Also some comparison is made
between Dynamic Programming approach and both the OGY and Extended OGY method, in some simulations to show the
performance of the proposed scheme.
Appendix
The purpose of this Appendix is to prove Eq. (16) for all k in ‘‘Tracking Dynamic Programming Problem’’ with u#k set to
zero. To this end, ck derived from Eq. (23) is substituted in Eq. (4) with u#k = 0, which results in,
Kk = Wk + A′kKk+1Ak −
(
A′kKk+1Bk
) (
B′kKk+1Bk +Λ′k
)−1 (B′kKk+1Ak)
pk = −Wkx#k + A′k
(
Kk+1
(
x#k+1 − Akx#k
)+ pk+1)− (A′kKk+1Bk)
× (B′kKk+1Bk +Λ′k)−1 (B′k (Kk+1 (x#k+1 − Akx#k )+ pk+1))
= −
(
Wk + A′kKk+1Ak −
(
A′kKk+1Bk
) (
B′kKk+1Bk +Λ′k
)−1 (B′kKk+1Ak)) x#k
+
(
A′k +
(
A′kKk+1Bk
) (
B′kKk+1Bk +Λ′k
)−1 B′k) (Kk+1x#k+1 + pk+1) .
(67)
It can be deduced from above equations that
Kkx#k + pk =
(
A′k +
(
A′kKk+1Bk
) (
B′kKk+1Bk +Λ′k
)−1 B′k) (Kk+1x#k+1 + pk+1) . (68)
In addition, from terminal condition expressed in Eq. (5) we have,
KNx#N + pN = WNx#N −WNx#N = 0. (69)
So regarding Eq. (69) as terminal condition for Eq. (68) it is inferred that
Kkx#k + pk = 0 for k = 1, 2, . . . ,N. (70)
Now, similarly by replacing ck from Eq. (23) into Eq. (6), one achieves
Gk = −(B′kKk+1Bk +Λ′k)−1
(
B′kKk+1Ak
)
gk = (B′kKk+1Bk +Λ′k)−1
(
B′kKk+1Akx
#
k
)+ (B′kKk+1Bk +Λ′k)−1B′k (Kk+1x#k+1 + pk+1)
= −Gkx#k + (B′kKk+1Bk +Λ′k)−1B′k
(
Kk+1x#k+1 + pk+1
)
.
(71)
By considering Eq. (70),
gk = −Gkx#k . (72)
Hence,
uk = Gk
(
xk − x#k
)
. (73)
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