Abstract Dragonfly optimization (DFO) is a population based meta-heuristic optimization algorithm that simulates the static and dynamic swarming behaviors of dragonflies. The static swarm comprising less number of dragonflies in a small area for hunting preys, while the dynamic swarm with a large number of dragonflies migrates over long distances; and they represent the exploration and exploitation phases of the DFO. This paper introduces a self adaptive scheme for tuning the DFO parameters and suggests a methodology involving self-adaptive DFO (SADFO) for performing multilevel segmentation of digital images. The multilevel segmentation problem is formulated as an optimization problem and solved using the SADFO. The method optimizes the threshold values through effectively exploring the solution space in obtaining the global best solution. The results of real life and medical images illustrate the performance of the suggested method. 
Introduction
Image segmentation, a task of dividing an image into several non-overlapping meaningful regions with homogeneous characteristics in respect of texture, gray value, position, etc, has been one of the most difficult and challenging tasks and extensively investigated since 1960s. In other words, it is a process of assigning a label to each pixel in an image, where the pixels with the same label share certain visual characteristics. The segmented regions provide more information than individual pixels since the interpretation of images based on objects is more meaningful than the interpretation based on individual pixels. Image segmentation is considered as an important task in the analysis, interpretation and understanding of images, and widely applied for classification and object recognition in many applications such as fault diagnosis, tracking, monitoring, crack detection, etc. (Skarbek and Koschan, 1994) .
In recent years, image segmentation plays a vital role in numerous medical imaging applications such as quantification of tissue volumes, diagnosis, localization of pathology, study of anatomical structure, treatment planning, partial volume correction of functional imaging data and computer integrated surgery. The segmentation methods vary widely depending on the specific application, imaging modality and other factors. For example, the segmentation of brain tissue has different requirements from liver image segmentation. There is thus no single segmentation method that provides acceptable results for all kinds of medical images, thereby making the selection of an appropriate segmentation method a dilemma. But the radiologists demand a generalized segmentation tool for delineation of anatomical structures and other regions of interest in medical images (Tarabalka et al., 2010; Fauvel et al., 2013) .
Numerous segmentation methods have been suggested in the recent decades. These methods can be classified into three categories; threshold-based, deformation-based and clusteringbased. The threshold-based methods determine the threshold values using the image histogram and then classify the image pixels based on these values (Otsu, 1979; Kapur et al., 1985; Bonnet et al., 2002; Baradez et al., 2004; Natarajan et al., 2012) . Deformation-based methods, employing region growing (Shih and Cheng, 2005; Hojjatoleslami and Kittler, 1998) and level set (Xie et al., 2005; Li et al., 2011) approaches, have been proposed for identification of the cancer boundary. Most of the deformation-based segmentation methods are semiautomatic since the generation of initial points is difficult to automate. The region growing methods group the pixels into homogeneous regions and segment the image into some major areas, while the level set methods utilize dynamic variational boundaries for segmentation; The clustering-based methods segment the feature space of image into several clusters and derive a sketch of the original image, such as K-means (Papamichail and Papamichail, 2007; Clausi, 2002; Juang and Wu, 2010) , Fuzzy C-means (FCM) (Carvalho, 2007; Chen and Zhang, 2004; Chuang et al., 2006; Chaira, 2011) and mean-shift (Comaniciu and Meer, 2002) algorithms.
Among the available techniques, thresholding is a simple and effective tool for image segmentation and popular due to lower storage requirement and fast computations. The number of threshold values used for segmentation varies depending on the nature of the application and the type of image. The best threshold number and values are chosen by a trial and error approach. The segmented result should be appropriate, otherwise it may affect the subsequent processes such as feature extraction and classification. The thresholding methods can be partitioned into bi-level and multilevel thresholding depending on the number of thresholds required to be detected (Sezgin and Sankur, 2004) . Bi-level thresholding involves one threshold value and creates two classes: one below the threshold and the other above the threshold, while the multi-level thresholding creates nc classes with nc À 1 threshold levels. These methods employ parametric approach involving gray distribution of the pixels or nonparametric approach requiring an objective function for optimizing the threshold levels. It has been reported (Sezgin and Sankur, 2004 ) that Kapur's entropy based thresholding offers better performance than any other thresholding approaches.
Nature inspired optimization techniques have been applied for image segmentation in recent years. A dynamic clustering approach based on particle swarm optimization (PSO) that determines optimum number of centroids for image segmentation has been suggested (Omran et al., 2005) . A fast image segmentation method based on artificial bee colony (ABC) optimization to estimate the appropriate threshold values in a continuous gray scale interval has been outlined (Ma et al., 2011) . A hybrid approach using matched filter and ant colony optimization for extraction of blood vessels in ophthalmoscope images has been presented (Cinsdikici and Aydın, 2009) . A color clustering method based on ant colony optimization for the detection of flower boundaries has been notified (Aydın and Ugur, 2011) . The search abilities of PSO and ABC have been exploited in multi-level thresholding (Akay, 2013) . A multilevel thresholding based on harmony search optimization (HSO) has been presented (Oliva et al., 2013) . A gray-level histogram based multilevel thresholding of digital images using bat optimization (BO) has been explained . A multi-level image thresholding using Otsu technique and firefly based optimization (FFO) has been notified (SriMadhava Raja et al., 2014) . A modified PSO based multilevel threshold has been outlined (Yi et al., 2015) . Although these methods offer reasonably good results for image segmentation problems, the improper choice of certain parameters, such as attractiveness and random movement factor in FFO, harmony memory considering rate and pitch adjusting rate in HSO, affects the convergence and leads to suboptimal solution.
More recently, a Dragonfly optimization (DFO), a swarm intelligence based stochastic optimization technique inspired from the static and dynamic swarming behaviors of dragonflies, has been suggested for solving combinatorial optimization problems in (Mirjalili, 2015) . Since its introduction, it has been applied to several real world optimization problems (Hamdy et al., 2016; Tiwari et al., 2016) and found to yield satisfactory results. The robustness of the DFO algorithm can be further improved by adaptively adjusting its parameters that have influence on the convergence and the final solution.
The focus of this paper is to develop a self-adaptive scheme for DFO and then use it in developing a robust multilevel segmentation method for processing digital images with a view of obtaining the global best solution and studying its performances on real life and medical images.
Dragonfly optimization
The static and dynamic swarming behaviors of dragonflies are the main inspiration of the DFO algorithm, representing the exploration and exploitation phases of meta-heuristic optimization. DFO initially produces a swarm of dragonflies located randomly in the search space. The position of each dragonfly in the solution space represents a potential solution of the optimization problem. Each ith dragonfly is denoted by a vector df i as (Mirjalili, 2015) .
where df j i indicates jth position parameter of ith dragonfly and nv represents the number of problem variables.
The search space is limited by the following inequality
Initially, the positions of the dragonflies are generated from a uniform distribution using the following equation
Here, rand is a random number in between 0 and 1. A fitness function receives the position of a dragonfly as input and returns a single numerical output value denoting how good the potential solution is. The behavior of swarms are represented through separation, alignment and cohesion with an objective of survival through attraction and distraction, which are mathematically modeled as:
The separation of ith dragonfly, S i ; from its neighbors is computed by
where W is a set of neighboring individuals df i indicates vector of ith dragonfly
The alignment of ith dragonfly, A i ; with its neighbors is calculated by
where v j represents the velocity of jth neighboring dragonfly nn is the number of neighbors
The cohesion of ith dragonfly, C i , with its neighbors is evaluated by
The attraction of ith dragonfly, F i , toward a food source is computed by
where Food represents the best dragonfly the swarm has seen so far. The distraction of ith dragonfly, E i , outward an enemy is computed by
where Enemy represents the worst dragonfly the swarm has seen so far. The direction of the movement, v i ðt þ 1Þ; of ith artificial dragonfly at instant ðt þ 1Þ from the current position in a search space can be defined by the following velocity vector:
where s; a; c; f and e represent weight factor for separation, alignment, cohesion, food and enemy respectively. x indicates inertia weight. t denotes iteration counter.
The position of ith artificial dragonfly at instant ðt þ 1Þ can be updated by 
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When there is no neighboring solution, the dragonflies are required to fly around the search space using a random walk (Levy's flight) with a view of improving the randomness, stochastic behavior and exploration. In this case, the position of ith artificial dragonfly at instant ðt þ 1Þ is updated by the following equation:
where
Figure 2 Histogram with search boundaries for first image set.
CðxÞ ¼ ðx À 1Þ! ð14Þ r 1 and r 2 are the random numbers in the range of (0, 1) b is a constant. Figure 3 Histogram with search boundaries for second image set.
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In the above narrated DFO, different explorative and exploitative behaviors of dragonflies can be achieved by varying separation ðsÞ, alignment ðaÞ, cohesion ðcÞ, food ðfÞ, and enemy ðeÞ factors. The dragonflies attempt to align their flying while maintaining appropriate separation and cohesion in a dynamic swarm. In a static swarm, however, alignments are very low while cohesion is high to attack preys. Therefore, high alignment and low cohesion weights are assigned to dragonflies when exploring the problem space; and low alignment and high cohesion when exploiting the problem space. Besides the neighborhood of each dragonfly is chosen by comparing its Euclidean distance with all the dragonflies in the swarm with an assumed radius ðRÞ, which is increased proportional to the number of iterations for transition between exploration and exploitation. The inertia weight ðxÞ also influences the impact of the prior velocities on the current velocities; and hence controls the trade-off between the global and local exploration abilities. At initial stages of the search, large x to enhance global exploration is recommended while for last stages, the x is decreased for better local exploration.
In fact, the selection of these parameters affects the convergence and the final solution of the algorithm. In this paper, the parameters s; a; c; f; e ; R and x are tuned through a selfadaptive mechanism, which effectively leads the algorithm to land at the global best solution with minimum computational effort. Each dragonfly for a given problem with, nv decision variables will be defined to encompass these seven parameters in self-adaptive method as
where c i denotes radius adjustment factor that controls the radius ðRÞ by the following equation
The typical lower and upper bounds of the parameters s; a; c; f; e ; c; x are [0, 0, 0, 0, 0, 0, 0] and [0.15, 0.15, 0.15, 2, 0.15, 1, 1] respectively.
Each dragonfly possessing the additional parameters undergoes the whole search process. The DFO offers better offsprings during the search with lower computational effort.
Proposed method
Among the available multilevel image thresholding methods, Kapur's entropy (Kapur et al., 1985) based thresholding method has been found to be the most efficient and eminent method for segmentation (Sezgin and Sankur, 2004) . The proposed method (SADFO) thus uses Kapur's entropy, which is based on probability distribution of the image histogram and represents the compactness and separability among the classes, and attempts to search the best possible threshold values. The SADFO involves image preprocessing, representation of decision variables and formation of a fitness function.
Preprocessing
Digital images get corrupted with noise during acquisition, transmission, storage and retrieval processes. The degradation may be in the form of sensor noise, blur due to camera misfo- , 97, 165 23, 96, 119, 171 4 26, 83, 127, 176 23, 80, 125, 100, 133, 183 5 26, 65, 98, 139, 179 23, 71, 109, 144, 98, 124, 150, 185 Baboon 2 98, 213 79, 143 48, 114 90, 147 3 73, 135, 213 79, 143, 231 84, 95, 122 101, 148, 193 4 43, 91, 143, 213 44, 98, 152, 231 43, 169, 193, 198 70, 104, 133, 182 5 35, 72, 109, 152, 214 33, 74, 114, 159, 231 94, 126, 128, 140, 172 71, 111, 134, 167, 187 130, 193 82, 119, 160 44, 120, 103, 151, 200 71, 102, 130, 163 36, 81, 144, 89, 130, 171, 209 62, 77, 109, 137, 167 38, 85, 131, 176, 194 128, 148 3 45, 102, 195 44, 103, 119, 163 4 44, 98, 146, 198 44, 96, 146, 117, 144, 182 5 25, 61, 100, 146, 198 24, 60, 98, 146, 91, 137, 170, 201 cus, relative object camera motion, random atmospheric turbulence, and so on. Image denoising is an important preprocessing task before segmentation. The purpose of denoising is to remove the noise while retaining the edges and other detailed features as much as possible. The linear, median, Winner and recursive filters are used in numerous applications and have proven to be useful for specific tasks (Jun et al. 2016 (Jun et al. , 2013a (Jun et al. , 2013b . In the proposed SADFO, median filter is used for noise removal.
If the digital image is in RGB color space, it is to be converted into two dimensional space, by either converting into gray scale, or transforming it into HSV (or Lab) color space and considering only a two dimensional image component, depending on the type of image and application requirements.
Representation of a dragonfly
In multi-level thresholding, the original image is divided into nc number of classes by nc À 1 number of thresholds of f T 1 ; T 2 ; . . . ; T ncÀ1 g. These thresholds act as separators between the consecutive classes of fC 1 ; C 2 ; . . . ; C nc g in the range of threshold values of f ½0; . . . ; T 1 ; ½T 1 þ 1; . . . ; T 2 ; . . . . . . ; ½T ncÀ1 þ 1; . . . ; L g, where L is the maximum pixel intensity value of the gray scale image. In the SADFO, each dragonfly df i is defined to denote the threshold levels and the self-adaptive parameters as decision variables in vector form as
Fitness function
The SADFO searches for optimal threshold values by maximizing a fitness function F, in terms of threshold values. The objective function of Kapur's entropy method, an nc dimensional function of maximizing the overall entropy, is considered as the fitness function.
where H k represents kth entropy and is evaluated by
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Solution method
An initial swarm of dragonflies is obtained by generating random values within their respective limits. The fitness function F Figure 4 Segmented results for first image set by SADFO.
is calculated by considering the threshold values of each dragonfly; and the exploration and exploitation phases, which represent social interaction of dragonflies in navigating and searching for foods and avoiding enemies, are performed for all the dragonflies in the swarm with a view of maximizing their finesses. The iterative process is continued till convergence. The flow of the SADFO for obtaining the optimal thresholds is shown in Fig. 1 . Figure 5 Segmented results for second image set by SADFO.
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Results and discussions
The proposed SADFO based multilevel segmentation method has been tested on two sets of images. The former one contains six benchmark images of Lena, baboon, hunter, butterfly, bridge and cameraman (Hammouche et al., 2010) . These images are converted into (512 Â 512 pixels) sized gray scale image with a resolution of 8 bits per pixel. The second set of image comprises six medical images of eyes, liver, head and tongue. As these medical images are rectangular shaped with different sizes, the width of these images is adjusted to have 512 pixels and the height is proportionally altered with a view to have the true shape of the images. Besides, the eye, liver and head images are converted into gray scale, while the tongue images are transformed into HSV color space and their saturation information are considered for further processing. The software packages are developed in Matlab platform and executed in a 2.67 GHz Intel core-i5 personal computer. The results of the SADFO for the first set of images are compared with those of the HSO, BO and FFO based methods (Oliva et al., 2013; Rajinikanth et al., 2014; SriMadhava Raja et al., 2014 ) with a view of studying and validating the performances. In order to validate the results of SADFO for the second set of medical images, HSO and FFO based methods have also been developed. These methods use the threshold levels as the decision variables and OTSU based between-class variance as the fitness function, as given in the Appendix A (Otsu, 1979) . There is no assurance that different executions of these methods converge to the same solution due to the stochastic nature of the SADFO, HSO and FFO, and hence these methods have been run 35 times for each test image and the best ones have been presented. As the results of the existing methods are available for threshold levels of 2, 3, 4 and 5 for the first set of benchmark images (Oliva et al., 2013; Rajinikanth et al., 2014; SriMadhava Raja et al., 2014) , the same number of threshold levels are chosen for testing the SADFO. The original test images, preprocessed images, their histogram and the search boundaries of first and second image sets are given in Figs. 2  and 3 respectively.
The optimal threshold levels obtained by the SADFO are presented along with the existing methods in Tables 1 and 2 respectively for first and second set of images. The resulting segmented images obtained by the SADFO for both image sets are given in Figs. 4 and 5 respectively. The visual analysis of these results clearly indicates that the segmented results are better with more number of threshold levels. In order to quantitatively study the effectiveness of the SADFO, three indices are evaluated for all the segmented results. The first one is the peak signal to noise ratio (PSNR), an index of quality, and used to assess the similarity of the processed (segmented) image against the original image based on the produced mean square error (MSE) (Akay, 2013; Pal et al., 1994) . The second one is the structural similarity index (SSI), which is another measure of the image quality through estimating the interdependencies between the original and processed images. It compares the luminance, the contrast and the structure besides satisfying the symmetry and the boundedness. The last one is 
Conclusion
DFO is a population based optimization algorithm that simulates the static and dynamic swarming behaviors of dragonflies. The swarming behaviors represent the exploration and exploitation phases of the DFO. A self-adaptive scheme for tuning the DFO parameters has been explained and a methodology involving SADFO for performing multilevel segmentation of digital images has been suggested. The multilevel segmentation problem has been formulated as an optimization problem and solved using the developed SADFO. The method has been applied on real life and medical images with a view of illustrating the performances. It has been found from the results that the SADFO effectively optimizes the threshold values through exploring the solution space in obtaining the global best solution.
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