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Abstract
In this thesis I review the design, fabrication, and initial engineering deploy-
ment of the TIME (Tomographic Ionized-carbon Mapping Experiment) instru-
ment. TIME seeks to make a first detection of the clustering amplitude of the
power spectrum of redshifted [CII] emission from the Epoch of Reionization
(z = 5 − 9). [CII], the 157.7 µm fine-structure line of singly ionized carbon,
traces star formation on large scales, providing a new method for constraining
the contribution of star formation to the Reionization process. [CII] inten-
sity mapping complements traditional galaxy surveys by using spatially-broad
beams to integrate signal from the many faint sources thought to be responsible
for the bulk of the integrated emission from galaxies. TIME covers the 200-
300 GHz atmospheric window, which also enables the study of lower-redshift
CO emission (z = 0.5 − 2), a tracer of molecular gas in the period following
the peak of cosmic star formation. The full TIME instrument consists of 32
single-polarization grating spectrometers with a resolution R ∼ 100. Each
spectrometer consists of an input feedhorn coupled to parallel plate waveg-
uide with a curved diffraction grating, which focuses the diffracted light onto
an output arc populated by 60 transition-edge sensor (TES) bolometers at
250 mK. The 1920 total detectors couple to the output of the parallel plate
waveguide with a direct-absorbing micro-mesh and are organized into buttable
arrays covering 4 spatial by either 12 (HF) or 8 (LF) spectral pixels. A partial
TIME instrument was field tested in early 2019 on the ARO APA 12m dish
at Kitt Peak. We intend to return to Kitt Peak in late 2020 to begin initial
science observations.
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Chapter 1
Motivation
1.1 Probing Cosmology with Line Intensity Mapping
Galaxy surveys have been crucial to the advancement of astrophysics and
cosmology [e.g. 3, 33, 38, 77, 96, 99]. As we seek to extend the reach of
our understanding of the universe to earlier epochs, we are driven toward
observations of ever more faint and distant galaxies. Surveys in this regime are
biased toward detecting only the brightest objects, which may not accurately
reflect the sources accounting for the bulk of the integrated emission from
galaxies. Intensity Mapping (IM) seeks to extract information statistically
by mapping the integrated emission from all sources. Because sources need
not be resolved individually, the detection thresholds and source confusion
limitations present in traditional galaxy surveys are circumvented, enabling
the use of instruments with low spatial resolution for rapid mapping of large
cosmological volumes. Every astronomical photon detected contributes to the
final result, ensuring faint galaxies are represented accurately. Continuum
Intensity Mapping produces a two-dimensional fluctuation map of the sky [e.g.
12, 105], as demonstrated in Fig. 1.1; Line Intensity Mapping (LIM) takes this
concept a step further by observing a single emission line spectroscopically.
The use of a known emission frequency maps the observed spectral range to
a range of cosmological redshifts, allowing one to map emission fluctuations
in three dimensions over cosmic time. Besides probing for potential redshift
evolution in emission parameters, the addition of spectral information allows
for improved foreground discrimination and removal. Line intensity mapping
is a nascent field, but several recent limits and detections show great promise
for the future [e.g. 22, 54, 55, 58, 71, 86].
The luminosity function φ(L) describes the galaxy count per unit volume per
unit luminosity at a given redshift. The characteristics of this function depend
on the type of emission being observed, the sampling criteria of the objects, and
the epoch under study. A generic luminosity function at luminosity L is often
parameterized as a Schechter function, where L∗ describes luminosity below
2
Figure 1.1: A conceptual illustration showing (left) a simulated galaxy cat-
alog with some luminosity cutoff and (right) a low-resolution intensity field
including contributions from faint galaxies as observed by a hypothetical in-
tensity mapping experiment. This point source realization was generated with
powerbox [73] using a dark matter power spectrum calculated by CAMB [63]
assuming the Planck [79] cosmology.
which a power law dominates and α describes the faint-end slope [94, 101]:
φ(L) ≡ dndL =
φ∗
L∗
(
L
L∗
)α
e−L/L∗ (1.1)
The total luminosity density in units of luminosity per volume is the first
moment of this function [16].
ρ ≡
∫
L
dn
dL dL (1.2)
Here the limits of integration formally extend over all values for luminosity,
implying that for large negative value of the faint end slope (α <= −2) the in-
tegral diverges. In reality, some reasonable limits can be placed on the largest
and smallest possible emission sources. However, at high redshifts dominated
by fainter galaxies (ex: α ≈ −2 for UV luminosity at redshift z ∼ 7 [15]),
the assumptions and models used to choose the appropriate limits of integra-
tion have a significant impact on the resulting total luminosity density (see
Fig. 1.3). Because the faint end is difficult to constrain observationally with a
traditional galaxy survey, line intensity mapping is a valuable complement to
existing measurements.
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For a generic line intensity mapping experiment, the observed quantity is a
map of intensity fluctuations ∆I. On very large scales (small values of the spa-
tial frequency k) and at fixed redshift, the emission can be modeled as a tracer
of the underlying dark matter overdensity δdm with some tracer-dependent cos-
mological mean bias b ≡ 〈δtr / δdm〉 (where δtr = ∆I/ 〈I〉 is the overdensity of
the tracer) [42]. In this regime the intensity fluctuations can be written in
terms of the cosmological mean line intensity 〈I〉.
∆I = 〈I〉 b δdm(~r) (1.3)
The large-scale clustering term of the power spectrum of the observed intensity
fluctuations can therefore be written as follows, where Pdm is the full non-linear
dark matter power spectrum including intra-halo clustering.
Pclustering(k) = 〈I〉2 b2 Pdm(k) (1.4)
On small spatial scales (large k) we expect a white shot noise power arising
from the fact that sources are discrete. As illustrated in Fig. 1.2, the total
power spectrum can taken to be the sum of these two terms.
P = Pclustering + Pshot (1.5)
For many LIM experiments (including TIME), a primary goal is to measure
the power spectrum of the line intensity fluctuations on large (clustering-
dominated) scales, and, through knowledge of the underlying dark matter
power spectrum and with models for the tracer bias, to extract the mean line
intensity in one or more redshift bins. This mean intensity is proportional to
the first moment of the luminosity function [98].
〈I〉 ∝
∫
L
dn
dL dL (1.6)
The shot noise term provides an additional constraint on the second moment
of the luminosity function [60], which is dominated by the bright sources that
are probed by traditional galaxy surveys.
Pshot ∝
∫
L2
dn
dL dL (1.7)
Systematic and foreground controls are a top priority for line intensity map-
ping. In particular, alternate emission lines at different redshifts can be dif-
ficult to distinguish from the target line. Cross-correlations between two dif-
ferent emission lines at the same redshift (or between an emission line and a
point source catalog) can provide an important measurement of this interloper
line contamination [60].
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Figure 1.2: The clustering and shot noise terms of a generic emission line
power spectrum with representative units but arbitrary relative and overall
normalization (to illustrate the concept). The dark matter power spectrum
was generated using CAMB [63] and the Planck 2018 cosmology [79]. Note
that k P (k) is plotted instead of the more common k3 P (k) or P (k) to reduce
the y-axis scale range.
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Figure 1.3: Upper: The UV luminosity function at redshift z ∼ 7. Measure-
ments (without error bars) are shown from Hubble deep fields as presented
in Bouwens 2015 [15] and from lensed fields as presented in Atek 2015 [8]. A
Schechter function fit is shown with the best-fit parameters from Atek 2015
[8], whose total luminosity integral formally diverges (α < −2). Computing
the total luminosity requires imposing a faint-end cutoff, for which I use the
parameterization presented in Yue 2018 [110]. Lower: The total luminosity in
sources brighter than a selected magnitude threshold for the three modified
Schechter functions shown above.
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1.2 [CII] in the Epoch of Reionization
Reionization
In the period following the Big Bang and cosmic inflation the universe was
hot, dense, opaque plasma. After 370,000 years the universe had expanded
and cooled to the point where the plasma could condense into neutral hydro-
gen. This major phase change in the universe, referred to as Recombination,
allowed photons (observed today as the Cosmic Microwave Background) to
freely stream through a mostly transparent medium. In the ensuing Dark
Ages, overdensities in the matter distribution began to collapse into the first
galaxies and the first stars were ignited. Ionizing radiation produced in these
galaxies began driving a second major phase change in the history of the uni-
verse: Reionization [e.g. 88, 101]. Today the once-neutral hydrogen gas in the
intergalactic medium is nearly completely ionized. Questions remain about the
timing and duration of this process, and the contributions to the ionizing ra-
diation field from sources other than galactic star formation remain uncertain
[e.g. 68, 89, 101].
The process of Reionization depends on the production rate of photons that
ionize the intergalactic medium (IGM) per unit volume, ṅ. When ṅ exceeds
the rate of recombination (which depends on the temperature and density
of the IGM) there is a net ionization of the IGM; the difference between the
production and recombination rates integrated over the history of the universe
must produce at least one ionizing photon per hydrogen atom to fully reionize
the universe. In this context an ionizing photon has λ ≤ 91.2 nm, which is in
the UV spectrum. Assuming photon production arises only from cosmic star
formation, ṅ is often interpreted in the literature [88] as the product of three
parameters: the mean cosmic star formation rate density (ρsfr), the number
of Lyman continuum photons produced per second per unit SFR (ξion), and
the mean fraction of photons that escape galaxies into the IGM (fesc).
ṅ = fesc ρsfr ξion (1.8)
Understanding Reionization can therefore be considered an exercise in con-
straining these parameters and their evolution in redshift. In addition, one
must assess the contribution of sources of high-energy photons besides star
formation to the overall ionizing background, including active galactic nuclei
[68] and dark matter annihilation [53].
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Existing Constraints and Methods
Existing constraints on Reionization come from a variety of observational
sources:
The optical depth to Reionization τ is one of six independent variables in
the ΛCDM model of cosmology and is constrained by measurements of CMB
anisotropies as measured by Planck [79] and WMAP [48]. τ is set by the
integrated impact of the free electrons generated by Reionization across cosmic
time scattering and dampening CMB anisotropies, and therefore constraints
on the timing of Reionization depend on the model assumed for its progression.
Current results are compatible with a relatively late and quick Reionization
process occurring between redshift z ∼ 10 and z ∼ 6 [79]. Separate constraints
on the duration of Reionization can be extracted from the kinetic Sunyaev-
Zel’dovich effect, where CMB photons scatter off of free electrons and gain
energy from their bulk velocity; results from the South Pole Telescope are
consistent with a Reionization duration ∆z ≤ 4.4 [111].
Because neutral hydrogen absorbs the Lyman series, the presence or absence
of signal in an otherwise known reference emission spectrum can constrain the
quantity of neutral hydrogen along a line of sight. Quasars have a bright,
broad-band emission spectrum that is observable at high redshift; at z & 6
near-total absorption in the redshifted Lyα line is observed in their spectra [10,
108], indicating the presence of neutral hydrogen at those redshifts. Similarly,
the observed fraction of strongly Lyα-emitting galaxies reduces significantly
at z > 6, which can be interpreted as an increasing opacity to the Lyα line
resulting from the presence of neutral hydrogen [34, 44]. Only small neutral
fractions are required to fully absorb Lyα emission, so these probes only tell
us about the end of Reionization when the neutral hydrogen fraction was
approaching zero.
Measurements of the UV luminosity function of high redshift galaxies allow
for a direct census of the ionizing radiation field. However, the large distances
and faint sources involved constrict galaxy surveys to only the brightest sources
over small observing fields. Hubble Space Telescope observations across various
deep field programs result in a few hundred galaxies from z > 7.5, and find
a formally divergent faint end slope α ≈ −2 at z ∼ 7 [15]. This leaves
significant uncertainty in the integrated UV output of star forming galaxies
during the Epoch of Reionization. As an example see Fig. 1.3, which also
8
includes measurements from gravitationally lensed fields [8]. Depending on the
assumptions made for the inevitable turn-over at the faint end [110], galaxies
accounting for approximately half of the UV luminosity at z ∼ 7 remain
unconstrained.
An exciting, though challenging, method for placing constraints on Reioniza-
tion is mapping the fluctuations in the 21 cm emission or absorption from
neutral hydrogen at high redshift, directly probing the neutral medium. How-
ever, bright astronomical foregrounds dominate the expected signal by several
orders of magnitude [58], requiring careful systematic error control. Upper
limits on the 21 cm power spectrum during the Epoch of Reionization have
been published by PAPER [58]; a successor experiment, HERA, is currently
being fielded and predicts significantly improved sensitivity [56, 57].
[CII] Intensity Mapping
TIME (Tomographic Ionized-carbon Mapping Experiment) focuses on a rel-
atively new probe of Reionization: mapping fluctuations in the redshifted
157.7µm (1.9 THz, 91K) emission line of singly ionized carbon [26, 42, 98]. (I
will hereafter refer to singly ionized carbon as CII, and the specific fine struc-
ture line 2P j=3/2 → 2P j=1/2 as [CII].) With an ionization energy of 11.3 eV,
CII is produced in radiation fields similar to those required to ionize hydrogen
and therefore traces star formation on super-galactic scales [14, 36]. As shown
in Fig. 1.4, this relation been found to extend out to the redshifts of interest
for the Epoch of Reionization [11, 93]. Scatter in the relationship between
[CII] luminosity and star formation rate is mitigated by the fact that we are
seeking to measure a mean cosmological star formation rate, not the star for-
mation rate of individual sources. On sub-galactic scales much of the [CII]
emission originates from photodissociation regions at the boundaries of neu-
tral molecular gas clouds, where it provides a cooling mechanism for the warm
gas [14, 100]. [CII] is generally bright, being responsible for ∼ 0.3% of the
total IR luminosity of star-forming galaxies [42, 62, 100]. From z ∼ 5−9 [CII]
emission is redshifted into the 200-300 GHz atmospheric window, enabling
ground-based observations that leverage existing CMB detector technologies.
Published models for [CII] emission at high redshift, such as those shown in
Fig. 1.5, vary greatly and are poorly constrained by observations. TIME seeks
to make a first detection of the clustering-scale (k ∼ 0.1 h/Mpc) amplitude of
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the [CII] power spectrum at high redshift (z = 5− 9), laying the groundwork
for future [CII] experiments to place tighter constraints on star formation
activity during the Epoch of Reionization. As a basic proof of concept, I
adopt as a fiducial model the [CII] power spectrum presented in Serra 2016 [97]
and compute the expected errors on the measured power spectrum following
the formalism presented in Gong 2012 [42], which includes cosmic variance
and instrument noise. For the purposes of this demonstration I assume ideal
foreground cleaning such that the measured power spectrum is the model [CII]
power spectrum; CO line interlopers are discussed in the following section. I
use a TIME-like survey geometry with a ∼ 1◦ degree line scan spanning the
200-300 GHz atmospheric window with 1000 hr on a 12 m telescope and a
per-detector NEI of 15 MJy/(sr
√
Hz). Channels from the high frequency
band are coadded to improve sensitivity. As reported in published projections
[28, 60] and indicated by Fig. 1.6, TIME expects a detection of clustering
power for optimistic [CII] models, and expects to place upper limits sufficient
to discriminate against those models in the pessimistic case.
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Figure 1.4: Measurements of [CII] luminosity and star formation rate are
well correlated at a range of redshifts. The primary relation presented in
De Looze 2014 [37] is compared here to low-redshift low-metallicity dwarf
galaxies (as presented in the same paper) and to recent high redshift measure-
ments with ALMA [11, 46].
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Figure 1.5: Models from the literature [23, 42, 97, 98, 102] for the [CII] and
CO power spectrum at redshift z ∼ 6, adapted from Fig. 6 of Sun et al. 2018
[102]. CO power spectra are projected into the k-space of [CII] at the indicated
redshift and include contributions from multiple CO transitions. Masked CO
power spectra, as presented by Sun et al. 2018 [102], represent the residual
signal remaining after masking 8 − 18% of TIME-like survey voxels using a
low redshift galaxy tracer.
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model [97] for [CII] is shown as a proof of concept.
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1.3 CO During Peak Cosmic Star Formation
The 200-300 GHz atmospheric window observed by TIME also contains red-
shifted CO rotational ladder emission lines from z = 0−2, providing a valuable
opportunity to study the abundance of molecular gas during and following the
peak of cosmic star formation (z ∼ 2) [89, 98]. As shown in Fig. 1.7, overlap-
ping CO line coverage within the TIME band allows for CO constraints to be
derived purely from cross-correlations. Measurements of the CO cross-power
are robust against foreground contamination and are expected to place com-
petitive constraints on the evolution of the cosmic molecular hydrogen density
from redshift z = 0.5− 2 (see Kovetz 2017 [60] for projections).
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Figure 1.7: CO rotational lines redshifted into the 200-300 GHz atmospheric
window. Green shaded regions indicate redshifts for which multiple CO lines
are observed.
Depending on the models assumed, intermediate redshift CO emission is ex-
pected to be greater than or comparable to the [CII] emission at high red-
shift, presenting a complication for Epoch of Reionization science extraction
[98, 102]. A few published models for the total CO power spectrum from all
redshifts as mapped into the 200-300 GHz atmospheric window are shown in
Fig. 1.5. Note that the CO models shown are projected into the [CII] k-space
for direct comparison with the [CII] power spectra from a foreground-removal
standpoint. TIME is considering two distinct methods for [CII] component
separation. The first method, detailed in Sun 2018 [102], uses a tracer of low
redshift galaxy CO emission to mask the survey voxels containing the brightest
CO emitters. The author examines the use of K-band magnitude and photo-
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metric redshift as a tracer for low-redshift CO emission, estimating the mean
and the scatter in the relation and projecting voxel cut fractions necessary
for a TIME-like survey. The residual CO power spectrum post-masking as
presented Sun 2018 [102] is shown in Fig. 1.5 and corresponds to a removal of
8 − 18% of survey voxels. Note that because the CO and [CII] are uncorre-
lated, this approach of proxy-guided masking does not introduce bias into the
[CII] measurements. Sun 2018 [102] estimates that ancillary data on of order
200 low-redshift sources is needed to sufficiently mask the TIME survey ge-
ometry. The second component separation method, presented in Cheng 2016
[23], uses the distortion in power along the line of sight introduced by pro-
jecting low-redshift CO emission into high-redshift k space. Instead of looking
only at the spherically averaged k, the measured power spectrum is viewed in
two dimensional k-space, parallel and perpendicular to the line of sight. [CII]
power is isotropic in this space, but lower-redshift interloper lines will appear
anisotropic due to the incorrect redshift mapping. Two-dimensional templates
can then be fit to extract the separate components. A complication of this
method is that at a given frequency each CO transition arises from a different
redshift and is thus uniquely distorted in this space, requiring several compo-
nents to be removed. In summary, the combination of [CII] and CO emission
from different redshifts into the same range of observing frequencies presents
a challenge to Epoch of Reionization science extraction, but this challenge is
surmountable.
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Chapter 2
Instrument Design
In this chapter I will review the overall design of the TIME instrument, dis-
cussing hardware, readout, optics, and on-sky sensitivity projections. Detector
design is covered separately in the following chapter.
2.1 Cryogenics
Fridge Configuration
TIME repurposes an existing cryostat produced by High Precision Devices for
the BLISS experiment [18]. A Cryomech PT415 pulse tube cooler provides the
50K and 4K temperature stage, with a specified capacity of 40 W at 45K and
1.5 W at 4.2K with a load-free base temperature of 2.8K [29]. A 4He Joule-
Thompson fridge provides a continuous 1K stage with a capacity of 20 mW
at 1.1K [84]. Helium is injected from a room temperature reservoir, precooled
by the 50K stage head, and condensed at the 4K stage head before passing
through a narrow impedance and collecting in a pot at the 1K stage; the vapor
pressure in the pot is held down by an external vacuum pump, which recycles
helium back into the room temperature reservoir. A pair of 3He sorption
fridges (Pumps 1 and 2 in Fig. 2.2) condense off of the 1K stage and provide
the IC (intermediate-cold) stage, each with a capacity exceeding 100 µW at
350 mK [85]. The two IC fridges connect to the IC stage through gas-gap
heat switches, allowing each evaporator to be disconnected and cycled while
the alternate evaporator maintains a continuously-cold IC stage. The original
Adiabatic Demagnetization Refrigerator (ADR) used in the BLISS testbed [83]
has been removed and replaced with an additional 3He sorption fridge, which
serves as the UC (ultra-cold) stage. This fridge is buffered by the IC stage,
providing a capacity of 8 µW at our nominal base temperature of 250 mK (or
25 µW at an elevated base temperature of 275 mK) [85].
Radiative Loading
The TIME cryostat consists of a nested series of aluminum cylindrical shields
which radiatively exchange power based on their emissivity and surface area.
Approximate geometries of the TIME radiation shields can be found in Table
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250 mK
350 mK
1 K
4 K
50 K
Figure 2.1: A rendering of the TIME cryostat with the radiation shields re-
moved. Individual stages are marked with their nominal temperatures. Note
that the cryostat is upward-facing in this diagram for illustrative purposes; the
orientation of the pulse tube cooler requires that the cryostat be downward-
facing while in operation.
2.1. In Table 2.2 I estimate the radiative loading between stages assuming
bare aluminum shields with an emissivity of ε = 0.1. Note that the expected
loading on 50K from 300K is several times the capacity of the 50K stage, and
that the expected loading on 4K uses two thirds of the capacity of the 4K
stage. To reduce the effective emissivity, we surround the 50K and 4K shields
with multi-layer insulation (MLI) consisting of approximately 30 sheets of
aluminized Mylar each with a low-thermal-conductivity fibrous backing layer.
These layers are held in place by Kevlar thread, minimizing conductivity be-
tween layers and allowing each layer to reach its own radiatively-driven equilib-
rium temperature. Assuming that the bare metal and aluminized Mylar have
similar emissivities, that the layers are seamless, and that the layers are only
radiatively coupled, then the effect of N = 30 radiation shields is to reduce
the heat load on the colder stage by a factor of N + 1 = 31 [21].
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Figure 2.2: A schematic diagram of the three 3He sorption fridges and seven
gas-gap heat switches used in TIME. A break in the connection for Heat Switch
#2 indicates a connection that was removed due to poor off-state conductance.
Length [cm] Radius [cm] Surface Area [m2]
300K 150 35 4.1
50K 120 33 3.2
4K 86 30 2.2
1K 60 28 1.5
Table 2.1: Approximate dimensions of the TIME cylindrical radiation shields.
Parasitic Loading
The geometry and composition of the mechanical legs connecting adjacent
temperature stages are detailed in Table 2.3. The choice of materials at each
stage is a compromise between thermal conductivity and mechanical strength;
TIME uses thick G10 [69] legs for 300K-50K and 50K-4K, thin-walled stain-
less steel [69] from 4K-1K, and carbon fiber [91] from 1K-350mK and 350mK-
250mK. These legs are the dominant source of parasitic non-radiative loading
for TIME under normal conditions. Additional sources of loading include the
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Thot shield [K] Raw Radiation Loading
300K-50K 295 175 W
50K-4K 85 950 mW
4K-1K 8 50 µW
Table 2.2: Raw (uninsulated) radiation loading between the TIME shields,
assuming an emissivity for aluminum of ε = 0.1. Multi-layer insulation (MLI)
covers the 50K and 4K shields to reduce this load by a factor of ∼ 30 in the
ideal case.
stainless steel pump line of the Joule-Thompson fridge (running from 300K to
1K) and the graphite passive heat switches (used to improve the cool-down
time of the 1K stage by thermally shorting it to 4K at high temperatures); the
geometry of both of these elements as well as the cryogenic thermal conductiv-
ity of graphite are described in Prouve 2012 [84]. The detector wiring, which
runs from 300K to the FPU, is detailed in Table 2.4. Superconducting NbTi
cabling is used between the series-array SQUIDs at 4K and the focal plane at
250mK; Manganin [2] wiring is used between warmer stages.
In Fig. 2.3 I estimate the parasitic load from the 4K stage to the 1K stage
as a function of the 4K plate temperature. Note that at high temperatures
the passive graphite heat switches become the dominant loading source (and a
significant fraction of the cooling capacity of the 1K fridge). Parasitic loading
from 50K onto 4K is seen in Fig. 2.4. Between room temperature and the 50K
stage, I expect 880 mW from the six G10 legs, 780 mW from the JT pump
line, and 110 mW from the detector wiring for a total of 1.8 W. The carbon
fiber legs are expected to contribute 2 µW to the IC stage and 0.3 µW to the
UC stage.
Material Count L [mm] OD [mm] ID [mm]
300K-50K G10 6 68.3 19.05 22.23
50K-4K G10 6 101.6 19.05 22.23
4K-1K Stainless Steel 6 81.3 15.87 14.45
1K-IC Carbon Fiber 10 140 2.7 -
IC-UC Carbon Fiber 10 50 2.7 -
Table 2.3: Materials and geometries (length L, outer diameter OD, and inner
diameter ID) for the mechanical legs supporting the various temperature stages
in TIME.
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Figure 2.3: Parasitic load on the 1K stage in the TIME cryostat.
Line Count Material D [AWG] L [cm]
300K-50K 1000 Manganin 38 28
50K-4K 1000 Manganin 38 31-46
4K Isothermal 1000 Copper 38 40
4K-1K 592 NbTi 38 30
1K-FPU 592 NbTi 38 30
Table 2.4: Dimensions (diameter D and length L) of the detector wiring in
TIME.
Precooling
Because the stage temperatures are poorly coupled by design, a series of heat
switches are use to reduce the cool-down time of the TIME instrument. A
pair of graphite rods (25 mm diameter, 25 mm exposed length) couple the 4K
and 1K stages, acting as a passive switch with a thermal conductivity near
1 W/(cm K) at room temperature and 10−5 W/(cm K) a 1K [84]. A pair
of mechanical heat switches (Fig. 2.5) produced by High Precision Devices
connect the 4K stage directly to the spectrometer blocks (UC stage) by means
of a cold strap penetrating the IC and 1K stages. These switches are driven
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Figure 2.4: Parasitic load on the 4K stage in the TIME cryostat.
by motors located on the vacuum-side of the 300K plate. We measured the
thermal conductance of one of these switches with the strap disconnected from
the spectrometer; a thermometer and heater were installed on the floating
strap, and the heater was chopped between 0 and 150 mW every 25 minutes
during a normal cryostat cool-down. Results are shown in Fig. 2.6 down to
100K, where the measurement ended due to a wiring failure.
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Figure 2.5: One of two mechanical heat switches connecting the 4K stage to the
focal plane during the cool-down process. Heat switches from High Precision
Devices. Heat strap suspension system by Yun-Ting Cheng.
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Figure 2.6: Thermal conductance measurement for one of the two HPD me-
chanical heat switches used in TIME. The strap to the heat switch was discon-
nected from the focal plane and replaced with a heater chopped between 0 and
150 mW every 25 minutes. Thermometers on either end measured the tem-
perature drop across the heat switch from room temperature down to 100K.
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2.2 Focal Plane
TIME consists of two banks of 16 single-polarization grating spectrometers
(shown in Fig. 2.7). Each spectrometer is fed by a split-block smooth-wall
multi-flare-angle conical feedhorn coupled to the TE01 mode of a rectangular
waveguide. A constricted portion of the waveguide functions as a low fre-
quency choke to reject out-of-band signals. The two spectrometer banks are
fed with orthogonal polarizations, so a 90◦ twist in the rectangular waveguide
is used to rotate the polarization in one of the two banks. At the mount-
ing interface of the feedhorn, 3 mm rectangular waveguide launches into the
spectrometer’s 3 mm parallel plate waveguide, exciting (ideally only) its TE1
mode (which exactly matches the electric field distribution and impedance of
the TE01 rectangular mode [81]). With a cutoff frequency of 50 GHz, the TE1
mode propagates with low loss in the target 200-300 GHz band. All parts are
directly machined from aluminum and gold-plated to reduce conductor loss.
A curved diffraction grating (similar to that used in Z-Spec [19, 39], but at
lower resolution) is used to produce a compact instrument. Designed by TIME
team member C.M. Bradford, the grating is a numerically optimized [17] per-
turbation of the Rowland spectrometer geometry [90]. At zeroth order, the
input feedhorn and output detector arc lie along a Rowland circle of radius
133 mm, and the grating facets lie along a circle of radius 266 mm which is
tangent to the Rowland circle. Two stigmatic frequencies are chosen near the
band edges (see Fig. 2.8) at which aberration-free performance is demanded,
providing constaints that allow one to solve for the individual facet positions
[17]. The final TIME grating uses 190 facets whose blaze angles (optimized
seperately) vary from 23◦ to 26◦ (see Fig. 2.9). Sample spectral profiles for a
warm TIME grating spectrometer coupled to a diode detector are presented
in Li et al. 2016 [64], one of which is shown in Fig. 2.10. Results generally
agree with ray tracing expectations.
As indicated in Fig. 2.8, the output arc of the spectrometer is approximated
by six 28 mm linear facets populated with detector arrays. A total of 60 TES
bolometers populate the output arc of each spectrometer. The diffraction
grating as designed provides a resolution R ∼ 170, but detectors sample the
output at R ∼ 100, relaxing the detector count and noise level requirements
while maintaining access to large-scale sky modes. Detectors are organized
into subarrays corresponding to either 4 spatial by 12 spectral pixels (high
frequency) or 4 spatial by 8 spectral pixels (low frequency). The baseline
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detector design is described in detail in Ch. 3, with an alternate design pre-
sented in Ch. 4. Groups of four subarrays corresponding to 16 spatial pixels
are housed in a gold-plated aluminum detector module as shown in Fig. 2.11.
Spring-loaded tile clips located between subarrays (tensioned from the rear of
the module) hold the subarrays against the gold module surface (which is not
the backshort in this design); copper tile clips mounted from the front hold
the free edges of the outer two subarrays. Two pins register the position of
each subarray, and an additional two pins register the position of the module
on the spectrometer bank. Six modules (three high frequency, three low fre-
quency) are mounted to each spectrometer bank (Fig. 2.12). Aluminum wire
bonds link detector wiring pads on the subarrays down to gold-plated copper
traces on removable flex circuits mounted below. These traces quickly transi-
tion to superconducting tinned-copper to limit the TES series resistance. A
set of four (low frequency) or six (high frequency) flex circuits (Fig. 2.14) each
carry wiring for 32 detectors to an accompanying SQUID board (Fig. 2.13).
Two removable caps spanning the short edges of the module set the mounting
distance from the spectrometer face, which can be tuned depending on the
detector wafer thickness. Pockets in the spectrometer faces accommodate the
tile clips and wire bonds, allowing the detectors to be mounted arbitrarily close
to the parallel plate waveguide. Because we operate far above the waveguide
cutoff frequency, the impedance is very close to that of free space and thus
mounting distance is generally not critical for absorbing-sheet detectors.
The SQUID board (Fig. 2.13) houses the first-stage SQUID (SQ1), bias resis-
tor, and filter inductor for each channel. The SQ1s are organized into chips
with 11 channels each; three chips are daisy-chained to produce a column of
33 channels that are time-domain multiplexed on a single second-stage SQUID
(SSA, SQUID series array) and ADC. Each incoming flex circuit is screwed
down to the SQUID board, and a series of aluminum wire bonds connect each
of the 32 line pairs to corresponding pads on an interface chip containing the
3− 4 mΩ bias resistor and 2µH filter inductor. One channel per column does
not have a detector attached (a “dark SQUID”) and is used to monitor certain
types of dark noise pickup. The interface chips are linked to the SQ1 chips
and ultimately to the underlying circuit board. The interface and SQ1 chips
for each column are epoxied to 1 mm thick Al2O3 carriers, which approxi-
mately match the thermal contraction of silicon. These carriers are held down
to the PCB with screws and are removable (at the cost of redoing the wire
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bonds). Pads on the sides of the chips are transferred to the carrier edge via
10 µm thick AuPd traces. A set of three 37 pin micro-d connectors connect
the multiplexing row address lines, TES bias lines, etc. to the distribution
board (Fig. 2.18).
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Figure 2.7: One of two banks of 16 grating spectrometers used in TIME.
Mounting positions for feedhorns and detector modules are indicated but not
populated here. A cartoon diagram of the light path is shown on the side of
the bank.
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Figure 2.8: Layout of the TIME spectrometer grating (left), input horn (upper
right), and output arc (right, solid black lines). Adapted from Fig. 3 of Brad-
ford et al. 2003 [17]. TIME grating spectrometer design by C.M. Bradford.
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Figure 2.9: Facet blaze angles for the TIME spectrometer. Magenta lines
indicate vectors normal to the facet surfaces, and broken black lines indicate
vectors normal to the grating arc (with the solid black line indicating the pole
of the grating). Blaze angles vary per facet and are near 25◦. TIME grating
spectrometer design by C.M. Bradford.
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Figure 2.10: Measurement of a TIME grating spectrometer with a swept co-
herent source and a room temperature diode detector compared to ray tracing
expectations (accounting for known coupling efficiencies in the test setup), as
reported in Li 2016 [64]. Prediction and measurements by C.T. Li, adapted
from Fig. 7 of Li 2016 [64].
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Figure 2.11: One of twelve detector modules needed for a full TIME instru-
ment. Four HF detector subarrays are mounted, covering 16 spatial by 12
spectral pixels.
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Figure 2.12: Left: A single detector module with its polyimide readout cables
and SQUID board. Right: A fully populated grating spectrometer bank with
all 16 feedhorns and 6 detector modules.
Ceramic Chip CarriersInterface and SQUID Chips
Superconducting Flex Cables Distribution Board Connectors
Figure 2.13: A photo of the SQUID board for a single HF detector module
without its magnetic shielding box. Six polyimide readout cables, each carry-
ing signals from 32 detectors, terminate on SQUID and interface chips. Three
connectors attach to the readout distribution board.
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2.3 Detector Readout
Wiring and Electronics
TIME sensor currents are amplified by two stages of superconducting quan-
tum inference device (SQUID) amplifiers fabricated by NIST [35, 47]. The
resulting signal is digitized by one of two Multi-Channel Electronics (MCE)
crates produced at the University of British Columbia [9]. Each MCE crate
corresponds to a TIME spectrometer bank and contains 32 independent read-
out chains (multiplexing columns) with a 50 MHz raw sampling rate. Each
multiplexing column is time domain multiplexed across 33 multiplexing rows;
detectors on a multiplexing column share an ADC, a TES bias, and a second
stage SQUID (SSA, SQUID series array). All channels have unique first stage
SQUIDs (SQ1s) that are enabled or disabled with flux-activated switches.
A high-level schematic diagram of the detector readout wiring can be seen in
Fig. 2.15. The MCE crates are mounted on the outside of the cryostat; each
crate runs five 100 pin shielded cables into the cryostat via hermetic circular
connectors at the vacuum flange. Inside the cryostat, a total of ten 100 pin
Manganin cables connect from the vacuum flange to the 4K electronics box;
the cables have heat sinks connected to the 50K flange, but are not connec-
torized there. All wiring entering the 4K cavity (detectors and thermometry
alike) passes through a LC RF low pass filter (Π-configuration, manufactured
by Cristek). Inside the 4K electronics box, copper cables connect the filtered
lines to one of four SQUID series array (SSA) boards, shown in Fig. 2.16.
These boards each house two NIST-produced SSA modules covering 8 multi-
plexing columns each; a bare SSA for one column can be seen in Fig. 2.17.
A set of 16 superconducting NbTi 37 pin cables join the 4K SSA boards (via
1K heat sinks) to two UC-stage distribution boards (one per spectrometer,
shown in Fig. 2.18). Each distribution board accommodates six SQUID boards
(Fig. 2.13), which are connected to detector modules via superconducting flex
circuits.
Channel Mapping
Mapping from detector space (spectral and spatial pixels) to multiplexing
space (row and column) is complicated by various hardware limitations, in-
cluding the inability to cross lines on detector subarrays and flex circuits; this
leads to a non-intuitive but well-defined coordinate mapping. Additionally,
because all detectors on the same multiplexing column must share a common
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Figure 2.14: A photo of the superconducting (tinned copper) readout flex
cables used to connect the detectors to the SQUID board in TIME. The left
six are used for a HF module, and the right four are used for a LF module;
the first and fourth cable are identical in the HF and LF modules.
TES bias line, optimal multiplexing column assignments group detectors that
are close to each other in frequency space where possible (similar loading is
expected at similar frequencies). Below I define three coordinate systems used
for TIME, with relationships between coordinates illustrated in the following
figures (for p = 0). Conversion is abstracted from the user by a simple Python
library in a shared code repository.
• MCE/Multiplexing Coordinates (mux Space)
– c: multiplexing column (0 to 31)
– r: multiplexing row (0 to 32)
– p: MCE number / feedhorn polarization (0 for no-twist feedhorn, 1
for twist)
• Spectrometer Coordinates (xf Space)
– x: spatial index (0 to 15, with 0 being the spectrometer closest to
the SQUID boards)
– f: frequency index (0 to 59, with 0 being the lowest frequency)
– p: MCE number / feedhorn polarization (0 for no-twist feedhorn, 1
for twist)
• Module Coordinates (msbd Space)
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Figure 2.15: A simplified detector wiring and readout chain diagram for TIME,
indicating thermal breaks, circuit boards, and connectors.
– m: detector module index (0 to 5, with 0 being the lowest low
frequency module)
– s: detector subarray index within a module, (0 to 3, with 0 nearest
the point where the polyimide cables exit the module)
– b: detector bank index within a subarray (0 to 3, with 0 nearest
the side of the subarray with the pin hole)
– d: detector index within a bank (0 to 8 or 12 for low and high fre-
quency modules respectively, with 0 nearest the side of the subarray
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Figure 2.16: One of four SSA boards housed at 4K. Each board contains the
SQUID series array for 16 multiplexing columns.
with the pin hole)
– p: MCE number / feedhorn polarization (0 for no-twist feedhorn, 1
for twist)
Timing
Multiple MCEs are synchronized using a MCE Sync Box (also developed by
UBC), which generates frame identification numbers that are transmitted over
optical fiber to the MCE crates. These sync numbers can serve as a master
time source for synchronizing the detector data, thermometry data, and tele-
scope positions if they can be propagated to all of the relevant data streams.
However, because the signal (a continuous 25 MHz Manchester-encoded bit
stream) is not easily digestible by other systems, synchronizing the telescope
with the MCE Sync Box can be challenging. The BICEP team has explored
using a Meinberg SyncBox/N2X to allow a Network Time Protocol (NTP)
server to serve as the master time source. The Meinberg timing box is capa-
ble of synthesizing a square wave of variable frequency that is phase-locked
to NTP time, which is fed into the MCE Sync Box to trigger detector sam-
pling; this guarantees the detector frame rate is phase-locked to network time.
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Figure 2.17: Upper: Two modules of eight SSAs each as provided by NIST
(in a Nb housing). TIME uses a total of eight such modules, for a total of 64
SSAs. Lower: An exposed SSA module, showing the SQUID series array for
a single multiplexing column.
However, there remains an absolute time offset that isn’t known (N frames
occur each second, but one cannot say which second corresponds to frame M).
TIME has chosen to solve this problem by integrating into our housekeeping
readout electronics (designed in-house, see Appendix C) the ability to read
both MCE Sync Box time stamps and the Meinberg timing box’s current time
simultaneously. MCE sync numbers are carried over RS485 via DB-25 cable
from the MCE Sync Box, and the Meinberg time is transferred as IRIG-B007
over coaxial cable. From these two sources the housekeeping electronics gen-
erate a 1 Hz timestream with sync number and NTP time pairs. When the
Meinberg box is fully warmed up and stable a single time pair determines the
mapping from sync number to NTP time indefinitely; however, during the ini-
tial Meinberg box warm-up period (many days in practice) the mapping will
drift slowly, highlighting the need to constantly be monitoring this offset.
To verify the timing offset reported by the housekeeping electronics, I com-
pare the output to the pulse-per-second and pulse-per-minute outputs of the
Meinberg box. These signals are carried via coaxial cable to the MCE digital
auxiliary input (a single bit sampled and reported with each detector frame).
Results can be seen in Fig. 2.26 and 2.27, indicating accurate alignment within
each second or minute; alignment on timescales longer than a minute is verified
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Figure 2.18: One of two identical detector wiring distribution boards for TIME.
The board is mounted next to the spectrometers at the UC stage and routes
lines from the 4K SSA boards to the detector module SQUID boards.
manually.
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Figure 2.19: Upper: Four of the ten 100 pin Manganin detector cables running
from the 300K vacuum flange to the 4K electronics box. Lower: A set of 37
pin superconducting NbTi cables joining the 4K electronics box to the UC
distribution board.
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Figure 2.20: Coordinate mapping from xf space to msbd space.
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Figure 2.21: Coordinate mapping from xf space to msbd space. Note that
subarrays s = [0, 1] are mounted in reverse with respect to subarrays s = [2, 3],
leading to the difference in bank/detector order; the b and d coordinates refer
to the physical locations on the (possibly rotated) subarray, not the module.
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Figure 2.22: Coordinate mapping from xf space to mux space. Columns (which
share a TES bias line) are assigned to blocks of similar frequency to the degree
that is possible; rows are assigned based on hardware limitations that prevent
lines from crossing each other.
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Figure 2.23: Coordinate mapping from mux space to xf space.
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Figure 2.24: A diagram indicating the flow of time stamps for TIME. The NTP
server is the master time source, and detector sampling is phase locked to this
time by the Meinberg timing box via the MCE Sync Box. The housekeeping
electronics monitor and report the absolute timing by matching MCE sync
numbers to NTP time stamps.
Figure 2.25: The key timing boxes used in TIME. Left to right: HKMBv1
housekeeping readout box, MCE Sync Box, Meinberg SyncBox/N2X
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Figure 2.26: Verification at the sub-second level of the timing alignment re-
ported by the housekeeping electronics at two different MCE frame rates.
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Figure 2.27: Verification at the sub-minute level of the timing alignment re-
ported by the housekeeping electronics.
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2.4 Magnetic Shielding
Because the SQUIDs used to amplify detector signals are essentially highly
sensitive magnetometers, instruments such as TIME require significant mag-
netic shielding both at the DC and AC level for proper operation [74, 95].
Below I present magnetic shielding simulations carried out with COMSOL
5.2a.
Cryostat Level
TIME uses a high-µ open-ended cylinder as its first stage of magnetic shielding.
The shield sits just within the 300K vacuum jacket, facing the 50K shield. It
has a length of 150 cm, a radius of 69 cm, and wall thickness of 1.57 mm; it
is made from Amuneal Amumetal with an advertised µr = 60000 at 300K in
0.5 µT magnetic fields [6]. The detector modules and first stage SQUID boards
are roughly centered within this shield with their normal axis orthogonal to
the central axis of the shield. A Mag-03MC1000 three-axis magnetic field
sensor was used to measure the suppression of Earth’s field, and is compared
to COMSOL simulations in Fig. 2.28.
Module Level
As shown in Fig. 2.29, the first stage of SQUIDs are mounted on ceramic
carriers that attach to a printed circuit board. The board is housed inside of
a superconducting aluminum shield (mounted off of the 250 mK stage, which
does not rise above the transition temperature of aluminum during typical
fridge cycles due to the continuous 350 mK stage). This superconducting layer
is used primarily to reject AC magnetic fields; DC fields not attenuated by
the high-µ 300K shield have the potential to become pinned as the aluminum
passes through its transition temperature, but they should not modulate as the
telescope moves. Ideally, the superconducting shield surrounding the SQUIDs
would be continuous and without holes. In practice, we require large cut-
outs for the connectors and flex-circuits. Initial simulations showed significant
magnetic field ingress originating near these cutouts. To draw the magnetic
field away from the openings in the superconducting shield, we mount a 1 mm
thick plate of high-permeability (high-µ) metal on the non-continuous faces;
these plates are represented in magenta in Fig. 2.29.
To approximate superconducting shielding I apply magnetic insulation to all
superconducting model surfaces and choose µr = 10−5. I model the high-mu
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Figure 2.28: Measurements of the TIME high-µ over-shield compared to COM-
SOL simulations with µr = 60000. Reprinted by permission from Springer
Nature: Hunacek et al. J Low Temp Phys [50], © 2018
material with µr = 52000, which corresponds to low temperature Amuneal
A4K [92]. The simulation mesh was composed of 3.7 million elements for the
results presented here. Fig. 2.30 shows the residual magnetic for three different
orientations of the input field; only the component of the magnetic field normal
to the plane of the SQUIDs is reported, as the SQUIDs are not sensitive to
transverse fields. Residual field intrusion at the connector ports is evident,
but the SQUIDs are mounted far enough from the edge that it is not an issue.
The field suppression factor along the length of a single multiplexing column
(three linear arrays of 11 SQUID channels) for an axial input field is shown in
Fig. 2.31. Suppression factors (assuming only the module-level shield) exceed
5000 for all SQUID positions. Additionally, Fig. 2.31 demonstrates the order
of magnitude reduction in the shielding factor if the high-µ cover plates are
removed.
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18 cm
Figure 2.29: Top: An exploded render of a TIME SQUID board housing.
Superconducting material (Al) is shown in yellow and high-µ metal (A4K)
is shown in magenta. Bottom: One of 12 TIME SQUID boards. Reprinted
by permission from Springer Nature: Hunacek et al. J Low Temp Phys [50],
© 2018
SQUID Series-Array Level
The SQUID series arrays (SSAs) are located on the 4K stage, outside of the
focal plane magnetic shielding. Sets of eight SSAs (corresponding to eight
multiplexing columns) are packaged by NIST in a niobium enclosure (shown
in Fig. 2.17), which acts as a superconducting magnetic shield at these tem-
peratures. To supplement this, we wrap the enclosure in ten layers of high-
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Figure 2.30: COMSOL simulations of the magnetic field suppression of the
first stage SQUID board enclosure (superconducting box with high-µ connector
plates). The axial component of the magnetic field in the plane of the SQUIDs
is shown. The three connector holes are located at the top in this view, and
the entrance for the superconducting flex-circuit is on the right. Reprinted
by permission from Springer Nature: Hunacek et al. J Low Temp Phys [50],
© 2018
permeability (high-µ) metal foil, as shown in Fig. 2.16.
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Figure 2.31: COMSOL simulations of the magnetic field suppression of the first
stage SQUID board enclosure along the SQUID chips. The addition of high-µ
connector plates (shown in magenta in Fig. 2.29) increases field suppression
by a factor of 10. Reprinted by permission from Springer Nature: Hunacek et
al. J Low Temp Phys [50], © 2018
2.5 Optics and Filter Stack
Thermal Simulations
In this section I simulate the TIME thermal filter stack being implemented
after the first engineering run (cryogenic issues in late 2018 led to the use
of very thick absorptive filters initially). Based on the heritage of the BI-
CEP/Keck program [5, 95, 104], I consider absorptive polytetrafluoroethylene
(PTFE), high-density polyethylene (HDPE), and nylon thermal filters in the
optical path at various temperature interfaces. At low temperatures we con-
sider reflective low-pass edge (LPE) metal mesh filters as a lower-loss supple-
ment or replacement for nylon filters. At high temperatures we consider a
radiatively-coupled multi-layer foam filter stack, which is transparent in-band
but strongly absorptive in the IR [4, 25]; 0.125 inch sheets of Flextech LD24
are chosen based on reported spectral properties [103].
I define the filter stack model as a list of elements each with at most one state
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variable. In the case of a floating-temperature filter in radiative equilibrium
(such as the LD24 foam stack filter), that variable is a single temperature which
is assumed to be uniform across the surface and unrelated to the temperature
at its base (it is thermally isolated). For a plastic absorptive/conductive filter
(PTFE, HDPE, or nylon), the state variable is the fraction of the total ab-
sorbed power that is conducted away instead of re-radiated. Reflective filters
(used only at the IC stage in this model) have no state variable, and reflected
power is assumed to provide negligible contributions to the overall power bal-
ance when computing state variables. Beginning with a simple guess for each
state variable, I compute the power balance for each element (updating state
values as needed) and iterate until all state variables converge. For a floating
radiative filter, the temperature for iteration n is computed to balance the
power absorbed from the preceding (nominally hotter) filter’s output in iter-
ation n and the power absorbed from the following (nominally colder) filter’s
back-radiation from iteration n − 1. The process is similar for a conductive
filter, except that for each global iteration the conducted power fraction is var-
ied iteratively (locally) to balance absorbed, radiated, and conducted power.
For a given conducted power, the radial temperature profile of the filter is
computed (ex: Fig. 2.35) from the temperature-dependent thermal conductiv-
ity of the material. The base of the filter is at fixed temperature regardless
of power flow, and input power is assumed to be uniformly distributed across
the filter (the power conducted between adjacent radial elements approaches
0 at the center of the filter, and is maximal at the edge). The total filter emis-
sion is computed as the sum of emission from each of the radial elements (at
different temperatures) weighted by surface area. Global iteration continues
until convergence is achieved, defined as the point where the integrated output
radiation at each filter element has changed by less than a chosen fraction of
the previous iteration (Fig. 2.36).
Temperature-dependent thermal conductivity for PTFE and nylon are taken
from the NIST cryogenic materials database [69]; for HDPE low-temperature
data from the literature [20] is supplemented with known room temperature
values [1]. For consistency with previous work I assume absorption in PTFE
(Fig. 2.32) and nylon (Fig. 2.33) follows Halpern 1986 [45] (even though nylon
in this paper is suspect). For reference only I compare these results with
a best fit to data from the literature [31, 52, 61, 78]. HDPE (Fig. 2.32),
being unavailable in Halpern, is taken from a fit to the Lamb data points [61].
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Transmission in LD24 foam (Fig. 2.34) is extracted from data presented by
the BICEP team [103]; I extrapolate by fitting a separate power law to the
absorption coefficient near each end (in the formalism of Halpern 1986 [45]).
Fig. 2.37 and Fig. 2.38 show the results for the chosen filter stack: a 15-layer
LD24 foam filter and two 0.5 cm PTFE filters at the 50K stage, a 0.5 cm
PTFE filter and a 12 icm metal mesh LPE filter at the 4K stage, a 1K HDPE
filter/lens at the 1K stage, and two metal mesh LPE filters of different cutoffs
(to reduce high frequency leakage) at the IC stage. Note that the edge tem-
peratures of the two PTFE filters at the 50K stage differ; the warm-side filter
in this design conducts power through the 50K shield body with an expected
edge temperature of 95K, while the cold-side filter conducts through an in-
dependent copper heat strap to the pulse tube head with an expected edge
temperature of 75K. The load absorbed at 4K is strongly dependent on the
center temperatures of the 50K filters, and using a pair of 0.5 cm PTFE filters
instead of a single 1.0 cm filter results in lower loading on the 4K stage (due to
the finite thermal conductivity of the available heat paths). The load absorbed
at 1K is dominated by transmission through 4K, not the temperature at the
base of the 4K optics. Due to its shallow absorption slope a thick filter with
high in-band loss would be required to shield 1K with PTFE alone. A thin
(< 1 mm) nylon filter at the cold side of the 4K stage can provide adequate
shielding for the 1K stage (a few milliwatts absorbed at 1K), but a 12 icm
metal mesh filter provides an order of magnitude better shielding at 1K with
comparable in-band loss.
The column headers presented in Fig. 2.38 are described below. Energy is
conserved when the cold and warm side absorption matches the conducted
power plus the two-sided emission. Note that the final power out of the IC
stage into the UC stage (dominated by in-band transmission from 300K) is high
due to the overly-conservative assumption of 2π steradians coupling between
each stage; the actual power absorbed on the UC will be a fraction of this and
is not the focus of these particular results.
• Element Name: The name of the element, including the temperature
stage, material, and thickness if relevant.
• Center Temperature: The temperature at the center of the element. For
conductive filters, this is the peak of the computed radial temperature
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profile. For reflective filters, this is the same as the edge temperature.
For radiative filters, this is the equilibrium temperature (uniform across
the filter).
• Edge Temperature: The temperature at the edge of the element. For
conductive/reflective filters, this is set by the temperature at the mount-
ing point. For radiative filters, this is floating and equal to the center
temperature.
• Absorption (Warm Side): The absorbed emission from the previous (hot-
ter) filter over 2π sr (not the net absorption, the back-emission is ac-
counted for separately).
• Absorption (Cold Side): The absorbed emission from the next (colder)
filter over 2π sr
• Conducted Power : The net power absorbed and conducted away at all
frequencies by the filter, accounting for absorption and emission from
adjacent filters.
• Transmitted: The total power that was incident on this element from
elements further up the chain that is neither absorbed or reflected by
this element.
• Emission (One Side): Defined here as the single-sided thermal emission
into 2π sr from the element itself as seen by a lower 0K element (this is
not the net power flow).
Anti-reflection Coatings
The PTFE thermal filters and HDPE lens used for TIME are AR coated at
both interfaces with a single layer of 0.25 mm Porex PM23DR expanded PTFE
attached with a thin melted LDPE layer. Fig. 2.39 shows the transmission
across the band for many realizations assuming σ = 5% Gaussian random
fluctuations in the material index and thickness. Alternate coating schemes
using dual-layer AR coatings are shown in Fig. 2.40 and Fig. 2.41, which do
not perform well enough to justify the added complexity and which may be
more sensitive to material property variation.
Warm Optics
The warm optics for TIME were designed for the Arizona Radio Observa-
tory 12m ALMA Prototype Antenna (APA) at Kitt Peak in southern Arizona
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(Fig. 2.42). Six room-temperature aluminum coupling mirrors are installed in
the Cassegrain focus cabin for TIME, three of which form a K-mirror used
as a field rotator. Mirror alignment is achieved with a laser tracking system.
TIME’s linear focal plane of 16 spatial pixels maps to an instantaneous field
of view spanning 14 by 0.43 arcmin near the center of the band.
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Figure 2.32: Measurements of the absorption coefficient for polytetrafluo-
roethylene (PTFE) and high-density polyethylene (HDPE) from the literature
[31, 52, 61, 78] are presented, along with a best fit using the parameterization
presented in Halpern 1986 [45]. For consistency with previous TIME calcula-
tions, I choose as my fiducial model the Halpern results for PTFE and a fit to
the Lamb data (labeled Historical Fit) for HDPE.
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Figure 2.33: Measurements of the absorption coefficient for nylon from the
literature [52, 61, 78] are presented, along with a best fit using the parameter-
ization presented in Halpern 1986 [45]. For consistency with previous TIME
calculations, the parameter results provided in Halpern are used directly in-
stead of this new fit.
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Figure 2.34: Transmission in LD24 foam is extracted from data presented by
the BICEP team [103]; I extrapolate by fitting a separate power law to the
absorption coefficient near each end (in the formalism of Halpern 1986 [45]).
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Figure 2.35: A sample temperature profile computed for a PTFE filter from a
given conducted power and a temperature-dependent thermal conductivity.
57
Figure 2.36: Sample convergence metrics for one instance of the filter stack
model. Each line represents the fractional deviation in temperature or con-
ducted (absorbed) power for a single optical element from its final value.
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Figure 2.37: Simulation results for the nominal TIME filter stack design.
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Figure 2.38: Simulation results for the nominal TIME filter stack design.
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Figure 2.39: AR coating transmission using a single layer of 0.25 mm Porex
PM23DR for both HDPE and PTFE interfaces. Dark solid lines show results
for the nominal values of the refractive index and material thickness; faint
solid lines show 300 realizations of Gaussian random perturbations in both
material properties with a standard deviation σ = 5% of the nominal value.
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Figure 2.40: AR coating transmission using a single layer of 0.25 mm Porex
PM23DR for PTFE interfaces and 0.25 mm Porex PM23DR plus 0.25 mm
PTFE for HDPE interfaces.
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Figure 2.41: AR coating transmission using 0.25 mm Porex PM23DR plus 3
layers of 0.1 mm Zitex G-104 for PTFE interfaces and 0.25 mm Porex PM23DR
plus 0.25 mm PTFE for HDPE interfaces.
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Figure 2.42: The Arizona Radio Observatory 12m ALMA Prototype Antenna
(APA) at Kitt Peak in southern Arizona.
Figure 2.43: The TIME cryostat mounted in the receiver cabin of the ARO
12m at Kitt Peak. Six warm coupling mirrors (including a K-mirror for field
rotation) are installed in the cabin.
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2.6 Projected On-Sky Loading and Sensitivity
In this section I propagate an atmospheric model for Kitt Peak through the
TIME optics chain to determine detector loading and on-sky sensitivity. The
atmospheric model is produced by am, a radiative transfer tool developed by
Scott Paine [76], and the assumed layer profile is the northern mid-latitude
zonal average for Dec-Feb (derived from NASA MERRA-2 reanalysis and pro-
vided with am) truncated at the elevation of Kitt Peak. Water content has been
scaled to match measured opacity values measured at the site by a 225 GHz
tipper. As shown in Fig. 2.44 and 2.45, designing for a zenith τ of 0.13 allows
us access to approximately 25% of the winter weather. Tracking the COSMOS
field requires a zenith angle down to at least 50 degrees, so 50 degrees will be
the assumed zenith angle for detector loading. A water scaling factor of 0.47
aligns the zenith opacity of the model at 225 GHz to τ = 0.13. Comparable
(25th percentile weather) models for Mauna Kea and the ALMA site profiles
provided by am are presented in Fig. 2.46.
Each element in the simulated TIME optical chain allows different fractions
of its incident power (representing absorption/scattering/spillover as a func-
tion of frequency) to terminate either on a blackbody or on the sky. The
cumulative efficiency though each element is plotted in Fig. 2.47. Power in 10
MHz bins is computed from the spectral radiance and the etendue assuming
diffraction limited beams. These 10 MHz bins are integrated and divided by
two (accounting for polarization) to find the power in each spectral band. The
thermal filter and optical stack assumed are as presented previously. Spec-
trometer grating illumination efficiency, blaze efficiency, and waveguide loss
are interpolated from published values [65]. The primary mirror is assumed
to have a 20µm surface RMS (Ruze scattering to the sky), the secondary
mirror 10µm (to 300K), warm coupling mirrors K3/F1/P1 16µm (to 300K),
and warm coupling mirrors K1/K2/P2 10µm (to 300K). Primary spillover is
assumed to be 0.0002% to 300K, and secondary spillover 6.3% to the sky; all
other mirrors are assumed to have 0.5% spillover to 300K. The 4K cold stop
is assumed to have 22% spillover. A variable excess loss factor terminating at
IC stage temperatures is included in the calculations; based on the measured
optical efficiency shown in Fig. 5.23 for the alternate 2019 Kitt Peak optical
stack, I chose an excess loss factor of 0.2 for the results presented here.
Fig. 2.49 shows the cumulative load seen at the detectors from each optical
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element. Approximately a third of the load originates from the atmosphere, the
largest single contributor. The sum of the room temperature mirrors accounts
for slightly more than a third of the loading, indicating that mirror surface
quality is particularly important for us. The largest source of loading within
the cryostat is the Zotefoam window. Fig. 2.50 shows the Rayleigh-Jeans
temperature of the atmosphere and warm mirrors normalized to a beam-filling
black body in front of the cryostat; at the spectrometer mid-band we see a
50K load from the mirrors as simulated.
Fig. 2.51 shows the total channel loading expected from this model (0.5-1.5
pW). A TES saturation power target near 3 pW provides an adequate safety
factor across the band while keeping phonon noise subdominant to photon
noise. As shown in Fig. 2.52, higher saturation powers result in only modest
increases in NEP while ensuring access to a variety of weather conditions and
simplifying the constraints on device fabrication. Fig. 2.53 shows the expected
TIME NEI and survey depth assuming 1000 hr at Kitt Peak. For comparison,
I plot the projected performance for a similar instrument at the ALMA site
with 3 (instead of 6) coupling mirrors in Fig. 2.54.
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Figure 2.44: Weather statistics measured at the ARO 12m site at Kitt Peak
with a 225 GHz tipper. TIME targets the best 25% of the winter weather.
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Figure 2.45: Atmospheric model for Kitt Peak with water vapor levels scaled
to match the measured optical depth at 225 GHz.
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Figure 2.46: Fiducial atmospheric model comparisons for Kitt Peak, Mauna
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Figure 2.47: Cumulative efficiency at each element in the TIME optics model.
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Figure 2.48: Expected detector optical response dP/dT referenced to front of
the cryostat.
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Figure 2.49: Cumulative detector loading from each element in the TIME
optics model.
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Figure 2.50: Cumulative detector loading temperature (referenced to a black
body in front of the cryostat window) from each element in the TIME optics
model.
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Figure 2.51: Projected total detector loading and safety factor for a fixed
TES saturation power target. Natural scatter will occur between fabricated
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frequency position.
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Figure 2.53: Total survey depth for 1000 hr at Kitt Peak using the optics
model presented previously.
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Chapter 3
Detector Design and Modeling
3.1 Background
A bolometer measures the intensity of incident electromagnetic radiation by
absorbing it as heat in a heat capacity C which is weakly thermally connected
to a bath temperature Tbath. A measurable heat-dependent property change
such as resistance or temperature is monitored as a proxy for the incident
power. The simplified diagram in Fig. 3.1 shows a bolometer with temperature
T absorbing incident radiation as heat (Poptical) as well as dissipating electrical
power from a sensor bias line (Pelectrical). In the steady state the sum of these
two powers flows across the thermal link with thermal conductance G to the
bath. TIME detectors use transition edge sensor (TES) bolometers [51], which
use a film fixed at its superconducting transition temperature Tc by negative
electrothermal feedback. Small changes in the incident optical power drive
changes in the temperature and therefore in the sensor resistance, which for a
fixed voltage bias results in an opposing change in bias power dissipated in the
sensor without the need for active feedback. The changing current through the
TES is monitored by the readout system and can be referred back to changes
in the observed optical power.
As shown in Fig. 3.3 (left), our TES is placed in parallel with a small 3 mΩ
shunt resistor and fed with a constant bias current, approximating a purely
voltage biased TES at the operating resistance (Rtes ≈ 30 mΩ). To simplify
the calculations (without assuming the relative magnitudes of the relevant
resistors), we can replace this bias circuit with its Thevenin equivalent: a
bias voltage Vbias ≡ IbiasRshunt with a series resistor Rth ≡ Rshunt + Rseries.
Following the formalism used in Irwin and Hilton [51], I examine a TES model
with current I, temperature T , and resistance Rtes described by the following
differential equations:
Pbias + Poptical = C
dT
dt + Pbath
Vbias = I (Rth +Rtes) + L
dI
dt
(3.1)
Note that in the Thevenin equivalent picture there is only one relevant current
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Figure 3.1: A diagram showing the basic configuration for a bolometer with
heat capacity C, temperature T , and a thermal conductance to the bath G.
I = Ites, we do not have a separate Ibias. In the small signal limit (again
following Irwin and Hilton [51]) we assume the TES operates near steady
state values for temperature T0 ≈ Tc, resistance R0 = RfracRn, and current
I0:
I ≈ I0 + δI
T ≈ T0 + δT
Rtes ≈ R0 + δRtes
= R0
(
1 + α δT
T0
+ βI
δI
I0
) (3.2)
The dimensionless temperature and current sensitivity parameters α and βI
describe the superconducting transition as follows. Note that βI is distinct
from the bolometer thermal conductance scaling exponent β.
α ≡ ∂ logR
∂ log T =
T0
R0
∂R
∂T
βI ≡
∂ logR
∂ log I =
I0
R0
∂R
∂I
(3.3)
The power flowing to the bath in the steady state is the sum of the bias and
signal powers, allowing us to expand these as:
Poptical ≈ Poptical,0 + δPoptical (3.4)
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Figure 3.2: The measured superconducting transition of a bare Ti film com-
parable to that used for TIME transition edge sensors. Device fabrication by
Matthew Kenyon, JPL Microdevices Laboratory.
Pbath ≈ Poptical,0 + Pbias,0 +
dPbath
dT δT
= Poptical,0 + I20R0 +Gc δT
(3.5)
The bias power dissipated in the TES is also expanded to first order in δI and
δT .
Pbias = I2Rtes = V 2bias
Rtes
(Rth +Rtes)2
≈ (I0 + δI)2
(
R0 +
R0
T0
α δT + R0
I0
βI δI
)
≈
(
I20 + 2I0 δI
) (
R0 +
R0
T0
α δT + R0
I0
βI δI
)
≈ I20
(
R0 +
R0
T0
α δT + R0
I0
βI δI
)
+ 2I0R0 δI
= I20R0 +
I20R0
T0
α δT + I0R0 (2 + βI) δI
(3.6)
For very low frequencies the time derivatives in Eqn. 3.1 can be ignored. Sub-
stituting in the linearly expanded quantities leads to the following two equa-
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Figure 3.3: The TES bias circuit (left) and its Thevenin equivalent circuit
(right), adapted from Irwin and Hilton [51]. A bias current is applied to
a 3 − 4 mΩ shunt resistor in parallel with the TES. An additional parasitic
resistance Rseries is included in the TES branch, which corresponds to the
resistance of the polyimide readout cables in TIME. In the Thevenin equivalent
circuit, a constant voltage Vbias ≡ IbiasRshunt is applied to the TES in series
with a resistance Rth ≡ Rshunt +Rseries. The TES is truly voltage biased only
if Rth  RTES at the operating point, but the Thevenin circuit is an exact
analog for any values of Rth or RTES.
tions:
I20R0
T0
α δT + I0R0 (2 + βI) δI + δPoptical = Gc δT (3.7)
Vbias = (I0 + δI)
(
Rth +R0 +
R0
T0
α δT + R0
I0
βI δI
)
≈ I0 (Rth +R0) +
I0R0
T0
α δT +R0
(
1 + βI +
Rth
R0
)
δI
(3.8)
In the Thevenin equivalent circuit in the steady state, Vbias = I (Rth +Rtes) =
I0 (Rth +R0) is always constant (though Vtes need not be). Therefore, from
Eqn. 3.8 it must be the case that:
0 = I0R0
T0
α δT +R0
(
1 + βI +
Rth
R0
)
δI
δT
δI
= − T0
I0α
(
1 + βI +
Rth
R0
) (3.9)
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Rearranging Eqn. 3.7 and substituting in this result gives:
δPoptical
δI
= −I0R0 (2 + βI) +
(
Gc −
I20R0
T0
α
)
δT
δI
= −I0R0 (2 + βI)−
(
GcT0
I0α
− I0R0
)(
1 + βI +
Rth
R0
)
= −I0R0
(
1− Rth
R0
+ GcT0
I20R0α
(
1 + βI +
Rth
R0
))
= −Vbias
(
R0
Rth +R0
)(
1− Rth
R0
+ GcT0
I20R0α
(
1 + βI +
Rth
R0
))
= −
√
Pbias,0R0
(
1− Rth
R0
+ GcT0
Pbias,0 α
(
1 + βI +
Rth
R0
))
(3.10)
This quantity allows us to refer the TES current fluctuations we measure to
the corresponding power fluctuations observed by the TES. For large values
of α and small values of Rth, this is simply the bias voltage. However, as
Rth = Rshunt +Rseries is increased at constant Pbias,0, the current responsivity
to a fixed power signal decreases and the system is more susceptible to current
noise in the readout chain.
The loop gain L is defined below, which characterizes the instantaneous
change in bias power resulting from a small change in total input power
Pbias + Popt = Pinput = −Pbath at constant TES current (because of the in-
ductance in the circuit, the TES current is instantaneously constant and the
steady state relation Vbias = I (Rth +Rtes) is not relevant, though Vbias =
I0 (R0 +Rtes) remains true). This gain is the driver behind electrothermal
feedback in the sensor.
L ≡ − ∂Pbias
∂Pinput
∣∣∣∣∣
I
= ∂Pbias
∂Pbath
∣∣∣∣∣
I
=
(
dPbath
dT
)−1
∂Pbias
∂T
∣∣∣∣∣
I
= 1
Gc
I20R0α
T0
= V
2
biasR0 α
(Rth +R0)2 Gc T0
= Pbias,0 α
Gc T0
(3.11)
Note that at fixed Vbias, the TES series resistance (Rth = Rshunt + Rseries)
reduces the loop gain. However, for fixed optical loading it is the steady state
bias power Pbias,0 that remains fixed by the saturation power of the device
(Poptical,0 + Pbias,0 = Psat) when biasing in the superconducting transition.
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Therefore it is not the case in practice that the loop gain is affected by excess
series resistance or by the TES resistance, they simply change the necessary
bias voltage. Variation in loop gain through the transition arises from variation
in α.
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Figure 3.4: The dimensionless temperature sensitivity α ≡ ∂ logR
∂ log T for the su-
perconducting transition shown in Fig. 3.2. Note that the device measured is
a bare Ti film of comparable thickness to the TIME TESs, so it does not use
the TIME TES geometry or electrical contacts.
TIME operates in the over-damped regime, for which Irwin and Hilton derives
the following TES stability criterion [51]:
1 > L − 1
L + 1 + βI
Rth
R0
≈ L − 1
L + 1
Rth
R0
(3.12)
Stability is impacted by excess series resistance. For large values of the loop
gain L , the device is unstable when Rth = Rshunt+Rseries exceeds the operat-
ing resistance of the TES, effectively limiting the region of the superconducting
transition we can bias in. This can be thought of as the TES transitioning
from being voltage biased (Pbias ≈ V 2bias/Rtes for small Rth) to being current
biased (Pbias ≈ (Vbias/Rth)2Rtes for large Rth).
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3.2 Detector Architecture
The output arc of each TIME spectrometer is populated with 60 transition-
edge sensor (TES) bolometers coupled to broadband direct-absorber micro-
meshes. Detectors are organized into subarrays (Fig. 3.5) produced in two dif-
ferent varieties: high frequency (HF) containing 12 spectral by 4 spatial pixels,
and low frequency (LF) containing 8 spectral by 4 spatial pixels. LF and HF
subarrays occupy the same physical footprint, approximately 2.8 by 3.5 cm;
the larger pixel size of the LF subarrays results in a more uniform spectral res-
olution (R ∼ 100) across the full TIME band. In order to maintain continuous
spectral coverage, the edge pixels from two subarrays must mount directly ad-
jacent to each other. Therefore, the wire bond pads for the detector readout
lines are recessed from the edge of the device, forming notches in the device
perimeter; additionally, no support/protection frame can be incorporated at
the upper and lower pixel edges, complicating fabrication and device handling.
Subarrays are mounted in groups of four (covering 16 spatial pixels) onto
gold-plated aluminum detector module holders and attached to the output arc
of the spectrometer, as described in Chapter 2. Replaceable spacers on the
modules set the distance from the detector absorber surface to the edge of the
spectrometer’s parallel plate waveguide, which is on the order 1 mm (but can
be made arbitrarily small). Note that because the parallel plate waveguide
in the TIME spectrometers operates at frequencies far above the TE1 mode
cutoff frequency (200-300 GHz operating frequency, 50 GHz cutoff frequency),
the mode impedance is very close to that of free space (Z/Z0 ∼ 1.02) [81] and
we do not need to embed the detector and its backshort within the parallel
plate waveguide (an engineering challenge).
Individual detectors consist of a 0.5 − 1.0µm thick low-stress silicon nitride
mesh spanning approximately 3.2 mm by either 2.3 mm (HF) or 3.5 mm (LF).
The detector is slightly oversized with respect to the 3.0 mm waveguide to re-
lax alignment and mounting distance tolerances; tolerances are relaxed further
by the fact that the electric field is zero at the waveguide walls. A thin layer
of gold patterned on the silicon nitride forms a broadband absorber, dissipat-
ing incident radiation as heat. Rather than a continuous sheet of gold, the
absorber is organized into 3µm wide lines spaced 185µm apart; this reduces
the total silicon nitride volume of the device (affecting heat capacity) and al-
lows for a thicker, more reproducible gold sheet impedance. The chosen line
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spacing corresponds to < λ/5 across our band. A test strip with probe pads
connected by a single 3µm wide gold line is added on each device, allowing the
fabrication team to monitor and adjust the gold thickness targets to achieve
the desired absorber sheet impedance (as stated above, this is very close to
the free space impedance). A series of gold bars perpendicular to the electric
field direction conduct absorbed heat to the TES near the edge of the device.
Early TIME devices (including those pictured in Fig. 3.7 and 3.8) used a sym-
metric absorber, where the vertical (as pictured) absorber lines and horizontal
thermal sinking lines are of similar width, thickness, and spacing. Because the
sheet resistance is only relevant in one direction for the TE1 mode, the thermal
sinking lines (horizontal as pictured) have been moved to a separate, thicker
gold layer for the v7 devices (Fig. 3.9 and 3.10); simulation results motivating
this change are discussed in Sec. 3.4.
Near the edge of each web (as shown in Fig. 3.7) lies an elemental Ti TES with a
normal resistance of 50−100 mΩ and a superconducting transition temperature
near 500 mK. This is the primary sensor used for science observations. In series
with the Ti TES, we include an additional elemental Al TES with a higher
transition temperature and saturation power; this TES is used when needed
in high-loading laboratory testing and is fully superconducting during typical
science operations. A pair of niobium bias lines connects to either end of the
TES block; these lines run along the side of the mesh and across the silicon
nitride support legs, where they terminate in wire bond pads near the edge
of the device (Fig. 3.6). The bias lines operate at relatively low frequencies
(hundreds of kHz) and are routed in adjacent feed/return pairs (there is no
local ground plane). The area immediately surrounding the TESs contains
a palladium-gold bilayer; this added heat capacity was added to limit the
bandwidth of the TES, suppressing excess thermal noise at high frequencies
arising from the distributed heat capacity of the mesh. However, as discussed
in Sec. 3.4, our model for the high frequency noise behavior shows a peak well
below our readout Nyquist frequency, indicating this added heat capacity is
not necessary.
As shown in Fig. 3.8, the four corners of the TIME HF v6 detector mesh
are held by a total of eight narrow silicon nitride legs, each approximately
500µm long. Four of these legs (the outer, less-angled four) are 10µm wide
support legs added to improve device yield through the fabrication process, and
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they are removed by a laser trimmer after devices are mounted into detector
modules (hence the name “laser legs”). The remaining four legs are the 5µm
wide primary legs that define the thermal conductance from the bolometer
to the surrounding bath temperature (and thus set the saturation power and
phonon noise). Two of these legs carry the niobium bias lines from the TES
to the wire bond pads near the perimeter of the device. In the v7 design
(shown in Fig. 3.9 and 3.10), a increased number of narrower (4− 6µm) laser
legs are used to provide a more uniform constraint across the mesh during
fabrication. This has the added benefit of increasing the precision for tuning
the final thermal conductance to the bath (G) for the device; devices can be
tested cryogenically with all laser legs intact, and then selectively trimmed to
a desired G by removing some (but not necessarily all) laser legs.
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Figure 3.5: A single TIME high frequency subarray containing 4 spatial by
12 spectral pixels (48 detectors total). Device fabrication by Clifford Frez and
Anthony Turner, JPL Microdevices Laboratory.
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Figure 3.6: Absorber webs and wire bond pads on a TIME high frequency
subarray. Device fabrication by Clifford Frez and Anthony Turner, JPL Mi-
crodevices Laboratory.
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Figure 3.7: TESs and bias lines from a single TIME detector. Device fabrica-
tion by Clifford Frez and Anthony Turner, JPL Microdevices Laboratory.
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Figure 3.8: The spectrometer parallel plate waveguide wall positions (green)
and TE1 mode electric field distribution (purple) overlaid on a TIME high
frequency pixel (v6 design). The silicon nitride mesh is shown in light blue,
and the thin absorber gold is shown in red.
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Figure 3.9: Two of the v7 TIME high frequency pixel designs. The upper
design utilizes additional support legs that are removed with a laser trimmer
after fabrication and initial testing. The lower design runs the TES bias lines
over a meander (the cross pattern) to allow for thinner support legs and lower
saturation power. The silicon nitride mesh is shown in light blue, and the thin
absorber gold is shown in red. An additional thick layer of thermal-sinking
gold running perpendicular to the electric field is shown in yellow.
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Figure 3.10: A v7 TIME low frequency pixel design. A 50% larger absorber
results in 8 spectral pixels per subarray. Additional support legs are removed
with a laser trimmer after fabrication and initial testing. The silicon nitride
mesh is shown in light blue, and the thin absorber gold is shown in red. An
additional thick layer of thermal-sinking gold running perpendicular to the
electric field is shown in yellow.
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3.3 Backshort
0 100 200 300 400 500 600 700
Absorber Sheet Impedance [ /Sq]
0.0
0.2
0.4
0.6
0.8
1.0
Fr
ac
tio
na
l P
ow
er
Free Space Absorber (With and Without Backshort)
Impedance of Free Space
Free Space Absorber
Absorber + /4 Backshort
Reflected
Transmitted
Absorbed
Figure 3.11: Power absorbed by a sheet impedance in free space, with and
without a backshort. (Results for the backshort case are reported at the back-
short design wavelength λ.)
As demonstrated in Fig. 3.11, a simple absorbing sheet in free space with the
proper sheet resistance can absorb up to 50% of incident power [51, 81]; this
arises from the fact that the absorber resistance acts in parallel with the free
space impedance at the output side, forming a partially-reflective impedance
boundary from the perspective of an incoming wave. Perfect absorption at a
given wavelength λ can be achieved by introducing a perfect reflection bound-
ary (a backshort) at a distance (2n−1)∗λ/4 behind the absorber (for positive
integer values of n); in this configuration, the wave transmitted through the
absorber interferes destructively with the reflection off of the backshort.
I compute the expected absorption efficiency for TIME backshorts of vary-
ing complexity using a one-dimensional model [41] that analytically accounts
for multiple (lossless) reflections at each of an arbitrary number of material
interfaces. In Fig. 3.12 I verify this model against a series of HFSS simula-
tion test cases with an absorbing sheet embedded in rectangular waveguide
(exciting the TE01 mode, which matches the electric field of the distribution
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of the TE1 parallel plate waveguide mode [81] while reducing the necessary
simulation volume).
Two different backshort configurations and fabrication processes have been at-
tempted for TIME. The current baseline process (developed by Clifford Frez
and Anthony Turner, JPL Microdevices Laboratory) produces a fully-etched
vacuum backshort cavity on the device wafer. A separate metalized wafer is
later epoxied to the rear of the device wafer, forming the backshort reflector.
A schematic cross section for the finished product is shown in Fig. 3.16. As
discussed previously, the focal plane is divided into six segments in the spec-
tral direction. In principle a different backshort distance could be chosen when
fabricating detectors for each of these six segments; however, because the back-
short is integrated into the subarray, it cannot be modified after fabrication.
Producing fewer unique backshort options across the focal plane allows for de-
tectors to be interchangeable. In this design, the backshort distance is directly
set by the thickness of the silicon device wafer. As shown in Fig. 3.13, the opti-
mal wafer thickness for the high frequency detectors approaches 230 µm at the
band edge; handling of devices this thin during fabrication is a challenge, so
we have elected to compromise with a fixed 320 µm backshort distance across
the entire band. We expect a 10% efficiency hit at the very top of the band
from this (the atmospheric monitor channels). A 3λ/4 vacuum backshort was
considered to allow for thicker device wafers; as shown in Fig. 3.14, the reduced
bandwidth of the higher-order backshort would require at least three different
backshort distances across the TIME band.
An earlier fabrication process (developed by Bruce Bumble and Matthew
Kenyon, JPL Microdevices Laboratory) utilized a double silicon-on-insulator
(SOI) wafer to produce an integrated mostly-silicon λ/4 backshort. The two
inner oxide layers act as etch-stops, leaving a silicon layer with well-defined
edges embedded in a thicker handle structure. Etching from the back allows
access for metal deposition (forming the backshort reflector), and etching from
the front releases the silicon nitride device layer (forming the thermally iso-
lated bolometer membrane). The backshort is defined only by the top vacuum
and inner silicon layers, allowing the total device wafers to be as thick as
needed to survive the fabrication process. A schematic cross section for the
finished product is shown in Fig. 3.17. As shown in Fig. 3.15, this is a relatively
low-bandwidth backshort configuration which requires at least three different
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backshort distances to cover the TIME band. This design was ultimately
abandoned due to unrelated mechanical challenges with the prototypes.
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Backshort Test Cases: 1D Calculation vs HFSS Rectangular Waveguide Simulation
1D Calculation
HFSS Rectangular Waveguide
300 m Vacuum Backshort
86.5 m Silicon Backshort
270 m Vac + 8.7 m Si
150 m Vac + 43.3 m Si
10 m Vac + 83.7 m Si
10 m Vac + 50 m Si + 115 m Vac
10 m Vac + 50 m Si + 45 m Vac
70 m Vac + 25 m Si + 100 m Vac
Figure 3.12: A series of test cases comparing 1D backshort efficiency calcula-
tions to HFSS simulations in rectangular waveguide (exciting the TE01 mode,
which matches the electric field of the distribution of the TE1 parallel plate
waveguide mode [81] while reducing the necessary simulation volume). Var-
ious combinations of vacuum and silicon are computed and show excellent
agreement with simulation.
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Figure 3.13: Computed efficiency for a vacuum λ/4 backshort. A single back-
short distance provides adequate efficiency across the entire TIME band, sim-
plifying fabrication.
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Figure 3.14: Computed efficiency for a vacuum 3λ/4 backshort. Three different
detector backshort distances are required to adequately cover the entire TIME
band.
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Figure 3.15: Computed efficiency for a mostly-silicon λ/4 backshort containing
a 20 µm vacuum gap immediately behind the absorber (for thermal isolation).
Three different detector backshort distances are required to adequately cover
the entire TIME band.
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Figure 3.16: A schematic cross-section showing the current backshort design
for TIME detectors, utilizing a separate wafer epoxied to the main wafer to
form the backshort. Fabrication process development by Clifford Frez and An-
thony Turner, JPL Microdevices Laboratory.
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Figure 3.17: A schematic cross-section showing the original backshort design
for TIME detectors, utilizing a double SOI wafer and producing an integrated
backshort. Fabrication process development by Bruce Bumble and Matthew
Kenyon, JPL Microdevices Laboratory.
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3.4 Excess Phonon Noise
The results in this section were produced using a code base developed by Jeffrey
Filippini [40], who also assisted in the initial model setup for TIME but who
has not reviewed the final results. Plots generated using this code base are
denoted as such in the figure captions.
A noise model for the TIME absorber mesh and TES is defined here by a
network of lumped heat capacities (parameterized by values for temperature
T and for the heat capacity C at that temperature) and thermal links (param-
eterized by values for the thermal conductance G and for β, which is used to
scale G across temperature gradients). The phonon noise power in each of the
various thermal links drives temperature fluctuations in the heat capacities
which couple to the TES, and Johnson noise in the bias circuit drives TES
current fluctuations directly. The code base developed by Jeffrey Filippini
builds a system of coupled linear first order differential equations describing
the time variation of the TES current and the temperatures of the heat ca-
pacities. This is solved in the Fourier domain, producing a TES noise current
spectrum and the transfer functions dI/dP (the change in TES current from a
change in optical power input into a specified heat capacity block) and dI/dV
(the change in TES current from a change in the external TES bias voltage).
As shown in Fig. 3.18, I have broken the TIME high frequency detector (shown
in the background) into a series of heat capacities (indicated by colored circles)
and thermal links (indicated by colored bars). Each color corresponds to a
different class of heat capacity C or thermal conductance G determined by
the surrounding material geometries:
• Green Circles: Heat capacity of the surrounding silicon nitride, hori-
zontal mesh-sinking Au/Pt, and vertical photon-absorbing Au/Pt (a thin
Pt cap over the absorber gold is used as a protection layer)
• Purple Circles: Heat capacity of the surrounding (wide) horizontal
silicon nitride and (wide) horizontal Au/Pt
• Cyan Circles: Heat capacity of the surrounding (wide) vertical silicon
nitride and (wide) vertical Au/Pt
• Red Circles: Heat capacity of the cyan circles plus added Pd/Au near
the TES
94
• Black Circles: Heat capacity of the TES itself
• Blue Circles: Heat capacity of the silicon nitride of the legs
• Yellow Bars: Thermal conductance of the vertical (photon absorbing)
Au/Pt and silicon nitride
• Orange Bars: Thermal conductance of the horizontal (mesh thermal
sinking) Au/Pt and silicon nitride
• Red Bars: Thermal conductance of the horizontal (wide) Au/Pt and
(wide) silicon nitride
• Magenta Bars: Thermal conductance of the vertical (wide) Au/Pt and
vertical (wide) silicon nitride
• Purple Bars: Thermal conductance of the magenta bars plus added
Pd/Au near the TES
• Blue Bars: Thermal conductance of the silicon nitride of the legs
• Dark Red Bars: Thermal conductance arising from electron-phonon
coupling in the Ti TES (1.5 ∗ 1021 pW/(m3K5), agrees with [107] above
300 mK)
I take all points on the mesh to be at T = Tc = 500 mK; leg block temperatures
are computed from a temperature profile ending at T = Tbath = 300 mK. The
total heat capacity of a block is taken to be C(T ) = (∑iCv,i(Tc) ∗ Vi) ∗ T/Tc,
where the sum is over the materials present in that block (each with a volume
Vi). For a given material I assume Cv(Tc) = Celectron ∗ Tc + Cphonon ∗ T 3c , with
the values used for Celectron and Cphonon used listed in Table 3.1.
Material Celectron [J/(cm3K2)] Cphonon [J/(cm3K4)]
Au 7.24E-05 4.23E-05
Pd 1.18E-03 1.07E-05
Pt 7.31E-04 1.54E-05
Ti 3.20E-04 2.43E-06
Si3N4 8.30E-08 5.09E-07
Table 3.1: Values from the literature [27, 106] used to characterize the electron
and phonon components of the heat capacity for the materials modeled in
Section 3.4.
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The total thermal conductance G of a thermal link is taken to be G(T ) =
(∑iGi(Tc)) ∗ (T/Tc)β, where the sum is over the materials present in that link
(each with a Gi defined by the material and geometry). I take β = 2.0 for the
blue links (silicon nitride dominated) and β = 1.0 for all other links (assuming
they are metal-dominated). For metals, I use the Wiedemann-Franz law to
compute Gi. The room temperature film resistance for gold is assumed to
scale with thickness t as t−1.63 [13] and is normalized to give 8 Ω/sq at 10 nm
(consistent with TIME measurements). The residual-resistance ratio (RRR)
of gold is taken to be (1 + t/(32.5 nm)) [13]. Lacking better information, I use
the same thickness scaling exponent and RRR for Pt and Pd films as I do for
Au, but I normalize by the ratio of their respective room temperature bulk
resistivities; Pt and Pd thermal conductivities are subdominant in this model,
as the Pt is much thinner than Au over the same area and the Pd is over
a relatively small area. For silicon nitride, I assume a thermal conductance
G(450 mK) = (519.7 pW/(Kµm)) ∗A/l scaled to temperature T with β = 2.0
(which is consistent with previous TIME measurements).
The optical power input point for the purpose of computing the responsivity
dI/dP was chosen to be the heat capacity node at the center of the mesh.
Results show very little difference when instead averaging dI/dP uniformly
across the mesh.
I assume a TES normal resistance of 70 mΩ and an operation point Rfrac =
R/Rn = 0.6 with an added series resistance of 10 mΩ. I describe the lin-
earized superconducting transition with a constant assumed value of βI ≡
(d logR/d log I) = 0.1 and, unless otherwise noted in the figure header, α ≡
(d logR/d log T ) = 100.
Shown in Fig. 3.19 is the resulting current noise (NEI) for two specific model
configurations, related to NEP by the optical responsivity dI/dP. The total
output of the noise simulation (shown is solid black) is broken into several of
its individual components, including an ideal phonon noise power (solid red)
arising from the silicon nitride legs connecting the corners of the mesh to the
thermal bath. The Nyquist sampling frequency for the TIME instrument is
shown in dotted black; the results as presented are not aliased. Device pa-
rameters were chosen to approximate detectors fielded in the 2019 engineering
run: 10 nm absorber and thermal sinking gold with a 4 nm Pt cap, a heat
capacity near the TES arising from a bilayer of 100 nm Pd and 350 nm Au,
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and 1 pW of optical power. Fig. 3.19 (upper) displays an optical time constant
f3dB = 35 Hz (as measured from the half-power point of the responsivity dI/dP,
not pictured, and as demonstrated by its effect on the photon noise power in
current space). To more accurately reflect measured devices, a total excess
heat capacity of 3 pJ/K distributed across the silicon nitride is added to the
model (Fig. 3.19, lower). This brings the time constant down to f3dB = 12 Hz,
which will serve as the baseline model.
As discussed in Section 3.2, the TIME detector design includes a set of ad-
ditional silicon nitride tethers ("laser legs") included to aid in fabrication and
to allow for high-background configurations. The optical time constant is
expected to scale as τ ∼ (C/G)/L for total heat capacity C, thermal conduc-
tance to the bath G, and loop gain L . Fig. 3.20 shows the NEP for two laser
leg configurations: all four laser legs present (upper plot), and all four laser
legs removed (lower plot). The no leg configuration does indeed show slower
response, by about a factor of two (as measured by the half-power point of
dI/dP) for a 3x lower G. However, due to the lower phonon noise, the effective
usable bandwidth (as defined by the frequency where the dark NEP is equal
to the photon NEP) has actually increased.
Because the TIME grating spectrometer fundamentally supports a single po-
larization, the effective gold absorber sheet impedance need only match the
waveguide mode impedance in one direction (vertical in Fig. 3.18). Fig. 3.21
demonstrates the effect on NEP when increasing the thickness of the gold lines
in the opposite polarization, thus increasing the thermal conductance of the
orange bars in Fig. 3.18 and increasing the thermal coupling between the
TES and the absorber web. Fig. 3.21 (upper) differs from Fig. 3.20 (lower)
by increasing this horizontal gold by a factor of 30, resulting in an improved
thermal time constant; this indicates that the internal time constants are not
negligible in the baseline TIME design. Increasing the gold volume beyond
this point (such as Fig. 3.21, lower) brings small or negative gains as the heat
capacity of the added gold begins to dominate the total heat capacity of the
device.
Fig. 3.22 demonstrates one of the effects of added heat capacity (Pd and Au)
surrounding the TES (red circles in Fig. 3.18). For low total heat capacities an
excess phonon noise spike develops around the kHz range. The excess shown
in Fig. 3.22 (upper) is well resolved by the sampling rate of TIME; however,
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Figure 3.18: A diagram of the thermal model for the TIME high frequency
detector superimposed on a rendering of the device layout. The device is di-
vided into a series of heat capacities (indicated by colored circles) and thermal
links (indicated by colored bars). Each color corresponds to a different class
of heat capacity C or thermal conductance G determined by the surrounding
material properties.
should this excess move to higher frequencies in physical devices, it could result
in a significant aliased noise penalty in the science band. Added heat capacity
softens this potential excess at the cost of slower time constants, but does not
seem to help above the typical Nyquist frequency.
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Figure 3.19: Expected NEI computed for the baseline TIME detector model
with (lower) and without (upper) an excess distributed heat capacity of
3 pJ/K. The additional heat capacity brings the device time constants ap-
proximately in line with measured devices. The responsivity dI/dP is not
shown here, but its effects can be seen through the projection of the white
photon noise power into current space (green). Results in this figure are gen-
erated with code developed by Jeffrey Filippini [40], who also assisted in the
initial model setup for TIME.
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Figure 3.20: The expected NEP before (upper) and after (lower) trimming
the detector’s excess support tethers with a laser trimmer. The reduction in
thermal conductance G from trimming reduces the speed off the detectors,
but the overall usable NEP bandwidth improves slightly due to the reduced
phonon noise. Results in this figure are generated with code developed by Jeffrey
Filippini [40], who also assisted in the initial model setup for TIME.
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Figure 3.21: The expected detector time constants as the membrane thermal-
sinking gold volume is increased for different membrane-distributed excess heat
capacities. Gold scaling values up to 30x show an improved bandwidth, while
values above 100x are bandwidth-limited by the heat capacity of the added
gold. The results shown here assume α = 300 with all laser tethers trimmed;
variations in these assumptions affect the magnitude of the gains achieved,
but the peak remains at ∼10x. Results in this figure are generated with code
developed by Jeffrey Filippini [40], who also assisted in the initial model setup
for TIME.
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Figure 3.22: The expected NEI with (lower) and without (upper) the
bandwidth-limiting palladium gold bilayer near the TES. The added heat ca-
pacity suppresses high frequency noise, but does not assist in reducing noise
above the intended Nyquist frequency that would alias into the science band.
Results in this figure are generated with code developed by Jeffrey Filippini [40],
who also assisted in the initial model setup for TIME.
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3.5 Transition Temperature
TIME uses an elemental Ti TES with a normal resistance of 50-100 mΩ and
a transition temperature of 480-530 mK. The chosen saturation power (Psat)
of the device corresponds directly to a physical bolometer leg thermal conduc-
tance (G) target that depends on the bath temperature Tbath and the tem-
perature of the bolometer (held at the transition temperature Tc by negative
electrothermal feedback). Assuming the thermal conductivity scales as a power
law with temperature, we can define a scaling constant G450 (the thermal con-
ductance at an arbitrarily chosen 450 mK) that depends only on the effective
silicon nitride thermal conductivity k450 and geometry (total leg cross-sectional
area A and leg length l).
G(T ) = dPdT = k(T )
A
l
= k450
A
l
(
T
450 mK
)β
Psat =
∫ Tc
Tbath
G(T ) dT
= k450
A
l
T β+1c − T
β+1
bath
(β + 1)(450 mK)β
(3.13)
We tune the detector saturation power primarily through the leg geometry,
with low saturation powers corresponding to low phonon noise and long, nar-
row bolometer legs. However, as demonstrated in Fig. 3.23, reducing the
transition temperature of the TES allows for heftier legs (and therefore more
robust devices) with the same saturation power. Toward that end, elemental
hafnium films were explored at JPL as an alternative to elemental titanium
TESs for TIME; transition temperatures were found to be tunable from 250-
450 mK by varying the argon gas pressure during deposition [50]. Fig. 3.24
shows the evolution with Tc of the phonon component of the NEP. For modest
Tc reductions, the temperature reduction of the bolometer compensates for the
increase in thermal conductance and NEP is nearly flat; as the Tc approaches
the bath temperature (dT approaches 0), very large thermal conductances are
required to support the power flow across the link and NEP rises rapidly.
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Chapter 4
Waveguide-Coupled Slot Antenna Arrays
The work presented in this section was done in collaboration with Roger O’Brient
and Bryan Steinbach.
4.1 Motivation
As described previously, the baseline detector design for TIME consists of large
2.3 x 3.2 mm (high frequency) or 3.5 x 3.2 mm (low frequency) silicon nitride
micro-meshes coated with gold absorber suspended near the corners by four
5 x 1 x 500 µm legs. Consistent yield of large device arrays (12 x 4 pixels) has
proven to be a fabrication challenge. In this chapter I examine the possibility of
using antenna-coupled TESs on the back of the TIME grating spectrometers.
This is somewhat similar to the approach used in the BICEP/Keck family of
experiments [75], except that the beam pattern and spectral profile are defined
by a feedhorn and a diffraction grating respectively. Such devices would use
a significantly smaller bolometer island (∼ 150 x 300 µm) and leverage the
existing processes and expertise developed at the JPLMicrodevices Laboratory
for the BICEP/Keck program. Suspected microstrip losses observed in high
frequency Keck devices are mitigated in the TIME design by a significantly
shorter total microstrip path length (6 mm for TIME LF vs 18 mm for Keck 270
GHz, Fig. 4.1) enabled by relatively smaller pixel sizes. Added complications
for the TIME design include the need to couple efficiently to a single waveguide
mode in multi-mode parallel plate waveguide and the need to steer the beam up
to 25◦ from the detector plane normal axis to properly illuminate the grating.
In the sections below I build toward a TIME low frequency detector design,
starting with a simple 1×∞ slot array centered in parallel plate waveguide and
adding complications step-by-step. Simulations are done using the frequency
solver in CST 2014 unless otherwise specified; sanity checks on the performance
of CST for our use case can be found in the appendices. I conclude with a
completed mask design for a TIME low frequency detector array. Fabrication
of test devices from this mask began in 2018, but was halted prior to completion
due to lack of funding.
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Figure 4.1: Based on the results of a 100-300 GHz BICEP/Keck-style mi-
crostrip loss test device which I assisted in testing in 2013, I show the projected
loss across the TIME band for the expected microstrip lengths in an antenna-
coupled TIME design. For reference, I compare the loss I would project with
the same method for the noticeably larger Keck 270 GHz pixel design.
4.2 1×∞ Slot Arrays
Impedance in Waveguide
I begin with a simple 1×∞ slot antenna array geometry centered in the 3 mm
parallel plate waveguide used for TIME. A λ0/4 (f = 220 GHz) backshort sits
behind the antenna ground plane. The slots have a length l = 0.5λ0, width
w = l/50, and spacing d = 0.5λ0. A single slot is simulated, with periodic
boundary conditions creating the effective infinite array. 2λ0 of parallel plate
waveguide is included, with the end capped with a perfect absorber (also
known as perfectly matched layer, PML, or “Open” boundary condition in
CST). Metallic surfaces (the waveguide walls and backshort) are defined as
perfect electrical conductor (PEC) surfaces. The slot antenna impedance at
the first resonance is shown in Fig. 4.2; the resonance appears well-behaved in
the presence of the waveguide.
The silicon substrate, not included in the previous simulation, must be placed
either in front of or behind the antenna ground plane in a real device. Keck-
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style detectors place the silicon on the sky-side of the device and keep a vacuum
backshort [75]. For drop-in compatibility with existing TIME wiring, I chose
to place the silicon in the backshort; this may or may not be the optimal
choice if the requirement for drop-in compatibility were to be relaxed. The
slot length and spacing was adjusted empirically to l = 0.195λ0 to compensate
for the presence of the dielectric. Impedance results, shown in Fig. 4.3, show
a greatly reduced bandwidth compared to the vacuum case. This bandwidth
is recovered with the addition of a λquartz/4 quartz anti-reflection coating,
as shown in Fig. 4.4. The slot length and spacing was further adjusted to
l = 0.175λ0 to compensate for the presence of the added quartz. Fig. 4.5
compares this antenna configuration to the same configuration in free space
(no waveguide walls, same dielectric stack and backshort). The presence of
the waveguide has little effect on the antenna impedance except near the TE5
cut-on frequency, indicating that we are well coupled to some combination of
waveguide modes.
Mode Coupling
The lowest-order modes of a 3 mm parallel plate waveguide are shown in Table
4.1. Both TE and TM modes are supported, including a TEM mode that is
equivalent to TM0. The TIME spectrometers use only the TE1 mode, but
we operate far above the 50 GHz cutoff to reduce loss. Thus, higher order
modes can propagate and must be suppressed by the antenna element design
to prevent efficiency loss (the antenna array supports a single mode, so it
must be well matched to TE1). TM modes (including the TEM mode) are
suppressed by the polarization of the slot antenna when oriented as shown in
Fig. 4.2. The electric field distribution of the TE modes is shown in Fig. 4.6.
From this, the single centered slot used in the previous section can be expected
to share power between all propagating odd TE modes, with no power in
the even TE modes. This can be tested in CST by capping the end of the
waveguide with a multi-mode waveguide port instead of the perfect absorber
used previously. Due to limitations in CST, waveguide ports cannot be used
with 1D period structures; thus, the periodic boundaries used to simulate
the infinite array have been replaced with perfect electrical conductor. These
boundary conditions are equivalent for parallel plate waveguide in which only
TE modes are allowed to propagate, since the rectangular waveguide TE0n
modes are identical to the parallel plate waveguide TEn modes. The aspect
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Figure 4.2: Simulation volume and impedance results for a 1 ×∞ center-fed
slot array with a vacuum backshort coupled to parallel plate waveguide.
ratio of the simulation ensures that the TE0n modes of interest (8 are included
here) are the lowest order modes; this is verified by inspecting the electric fields
and mode classifications produced by CST.
The slot impedance for the silicon backshort with quartz AR coating case can
be seen in Fig. 4.7. This was computed by terminating each of the waveguide
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Figure 4.3: Simulation volume and impedance results for a 1 ×∞ center-fed
slot array with a silicon backshort coupled to parallel plate waveguide.
modes with their textbook frequency-dependent impedance in post processing.
The scattering parameters at a chosen feed impedance from the slot to each
of the waveguide TE modes is shown in Fig. 4.8. As expected, at resonance
the radiated power is shared approximately evenly between all propagating
odd-numbered TE modes (TE1 and TE3 this frequency). Even TE modes are
suppressed to below -60 dB. Above the 250 GHz cutoff frequency, power also
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Figure 4.4: Impedance results for a 1×∞ center-fed slot array with a silicon
backshort and quartz AR coating coupled to parallel plate waveguide.
couples to TE5.
Mode Cutoff [GHz] Attenuation Length [mm]
TM0 (TEM) - -
TE1, TM1 50 -
TE2, TM2 100 -
TE3, TM3 150 -
TE4, TM4 200 -
TE5, TM5 250 0.69
TE6, TM6 300 0.27
Table 4.1: Mode cutoff frequencies and the attenuation length at 240 GHz for
3 mm parallel plate waveguide.
Bandwidth
The bandwidth presented in the previous section (Fig. 4.8) is sufficient only for
small segments of the R ∼ 100 TIME spectrometer focal arc. While in prin-
ciple each spectral pixel can be tuned to the narrow bandwidth required re-
quired at each location, using the same broadband detectors for large portions
of the spectrometer simplifies the fabrication and screening process. TIME
is naturally divided into low and high frequency channels (183-230 GHz and
230-326 GHz respectively), each using different spectral pixel sizes and thus
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Figure 4.5: Impedance results for a 1×∞ center-fed slot array with a silicon
backshort and quartz AR coating coupled to parallel plate waveguide compared
to the same configuration without a waveguide. Note that 250 GHz is the cut-
off frequency of the TE5 waveguide mode.
requiring separate detector designs regardless of other constraints. Therefore,
I now present the results of slot parameter variation in an attempt to develop
a design which covers the entire low frequency band. It should be noted that
typical 3 dB or integrated-power bandwidth definitions are not particularly
useful metrics for broadband TIME detectors. Each individual spectral pixel
will only be receiving a small R ∼ 100 input frequency band; while sensitivity
at the -3 dB level adds useful signal in broadband photometry instruments,
this results in an unacceptable 50% efficiency hit for the TIME spectral chan-
nel in question. In short, a somewhat narrower top-hat band is more valuable
here than a broad Gaussian band. I target an antenna bandwidth providing
≥ 90% (-0.5 dB) efficiency for the low frequency science band (195-230 GHz)
and ≥ 80% (-1 dB) efficiency for the atmospheric monitor band (183-195 GHz)
In Fig. 4.9 I explore the effect on the slot impedance of changing the width
of a slot of length and spacing l = d = 0.175λ0 (f = 220 GHz). The slot
is center-fed and uses periodic boundaries to simulate a 1 × ∞ array. The
same λsi/4 silicon backshort and λquartz/4 quart AR coating are used, but the
waveguide walls and waveguide port are omitted (in the time-reverse sense, this
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Figure 4.6: Electric field distributions for the TE modes in parallel plate waveg-
uide.
antenna projects power into free space and not into a waveguide). Increasing
the slot width increases the bandwidth of the first resonance, but increases the
reactance significantly.
In Fig. 4.10 I explore the effect of varying the slot spacing d of the previous
simulation at fixed slot width w = 0.0035λ0. Dense slot packing dramatically
increases the bandwidth of the first resonance while simultaneously reducing
the real impedance to manageable levels for microstrip-fed designs (eliminat-
ing the need to use dual edge feeds instead of a center feed). Note that such
extreme packing density is possible in TIME due to our single-polarization
spectrometer design; experiments using interleaved dual-polarization slot ar-
rays cannot achieve this density without antenna intersection.
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Figure 4.7: Simulation volume and impedance results for a 1 ×∞ center-fed
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4.3 3×∞ Slot Arrays
Mode Coupling
Adding additional slots to each antenna element (fed in phase, potentially with
different feed impedances) can be used to restrict mode coupling of the final
antenna array. As discussed previously, coupling to TM modes is suppressed
by the polarization of the slot antenna, and thus only TE modes need be
considered here. Even-numbered TE modes are asymmetric about the center of
the waveguide, so symmetric designs naturally reject them. Therefore, over the
full 183-326 GHz TIME spectrometer bandwidth, we need only discriminate
against TE3 and TE5 in favor of TE1. TE1 has a single peak in the electric
field, at the center of the waveguide, providing a natural position to place
a slot antenna. As shown in Fig. 4.11, at positions x = ±0.75 mm relative
to the center of the waveguide the TE3 and TE5 modes have an equal field
magnitude that is opposite in sign to the peak at x = 0. Thus, by choosing
feed impedances here such that the three slots summed produces no signal for
TE3, we should simultaneously discriminate against TE5.
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Figure 4.11: The odd TE modes supported in the 3 mm TIME parallel plate
waveguide.
First Resonance, Tightly Packed
Here I examine a 3 ×∞ slot antenna array geometry centered in the 3 mm
TIME parallel plate waveguide. Slots in each element are positioned at x =
117
0, ±0.75 mm within the waveguide. A λ0/4 (f = 220 GHz) silicon backshort
sits behind the antenna ground plane. The slots have a length l = 0.268λ0
(using the first resonance), width w = 0.005λ0, and a tightly-packed spacing
d = 0.025λ0. A single three-slot element is simulated, with PEC boundary
conditions creating the effective infinite array. 2λ0 of parallel plate waveguide
is included, with the end capped with an 8-mode waveguide port. Metallic
surfaces (the waveguide walls and backshort) are defined as perfect electrical
conductor (PEC) surfaces. The simulation geometry and slot impedances
are shown in Fig. 4.12. Slot input impedances are computed by terminating
the waveguide modes with their textbook frequency-dependent characteristic
impedances and by combining slot mutual impedance terms using the demand
that the electric field En near slot n follows some chosen distribution.
Vn = InZn = Zn1I1 + Zn2I2 + Zn3I3
Zn = Zn1I1/In + Zn2I2/In + Zn3I3/In
= Zn1E1/En + Zn2E2/En + Zn3E3/En
(4.1)
When En is chosen to follow the electric field of the TE1 mode, the input
impedances Zn are then the impedances one would need to match to produce
only TE1 radiation. I find that a uniform feed for all three slots provides the
best performance, which I speculate could be due to intrinsic slot impedance
variations due to proximity to the waveguide wall and to the other two slots
in a three-slot element. Fig. 4.13 shows the mode coupling for a chosen
feed impedance (a constant real impedance from a microstrip plus frequency-
dependent reactance from a series capacitor, both shown in Fig. 4.12). This
antenna is well coupled to TE1; efficiency over the band of interest (183-230
GHz) exceeds 90%. Bandwidth degradation with reduced slot packing density
is shown in Fig. 4.14 (feed impedance and slot length is optimized at each
density separately).
Second Resonance, Tightly Packed
In Fig. 4.15 I examine using the second resonance of a 3 × ∞ slot antenna
array. Slots in each element are positioned at x = 0, ±0.75 mm within the
waveguide. A λ0/4 (f = 220 GHz) silicon backshort sits behind the antenna
ground plane. The slots have a length l = 0.460λ0, width w = 0.005λ0, and
a tightly-packed spacing d = 0.025λ0. An extraordinarily large bandwidth
is observed, potentially covering the entire TIME band, though the low feed
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resistance may pose a challenge. Further study is needed to determine if this
result is physical.
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Figure 4.12: Simulation volume and impedance results for the first resonance
of a tightly packed 3×∞ slot antenna array with silicon backshort and quartz
AR coating in parallel plate waveguide.
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waveguide.
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Figure 4.15: Impedance results for the second resonance of a tightly packed
3 × ∞ slot antenna array with silicon backshort and quartz AR coating in
parallel plate waveguide.
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4.4 Antenna Coupled Low Frequency Design for TIME
I now present the baseline TIME LF-AC (antenna coupled) design based on
the results present in Sec. 4.3. At the cost of bandwidth, I remove the quartz
AR coating to simplify fabrication and assembly. I retain the 3 × ∞ slot
antenna array geometry centered in the 3 mm TIME parallel plate waveguide.
A λ0/4 (f = 220 GHz) silicon backshort sits behind the antenna ground plane.
The slots have a length l = 0.460λ0, width w = 0.005λ0, and a tightly-packed
spacing d = 35.9µm; note the larger slot lengths required by the removal of
the quartz immediately above the antenna.
The impedance for the three slots in the baseline design can be found in
Fig. 4.17, repeated with both the Frequency and Transient solvers of CST as
a check of robustness. I choose to feed with a 40Ω microstrip terminated with
a 24.7 fF capacitor to ground. Alignment tolerancing studies were done by
introducing a mounting gap between the antenna and the waveguide and by
decentering the slots within the waveguide. I find negligible impact on the
antenna performance with a 1 mm mounting gap and a 0.1 mm decentering,
both of which should be achievable in TIME.
The density of the slots places 96 of the 3× 1 antenna sub-elements spanning
the spectral direction of one low frequency pixel. Terminating 96 separate
antennas on one bolometer island is not feasible, so we must coherently sum
multiple elements in a microstrip tree. Fig. 4.18 demonstrates the reduction in
the antenna beam width due to destructive interference when adding multiple
elements coherently. I choose a compromise by using three 3 × 32 antenna
elements per pixel, which requires three terminations on the bolometer island
and provides adequate illumination across the entire spectrometer grating.
The central of the three low frequency modules is mounted 19◦ off-axis from
the center of the grating, so we must introduce a beam steer to illuminate it
properly. This is accomplished with a running microstrip path length difference
between adjacent 3 × 1 antenna sub-elements, which introduces a time delay
that can be thought of as tilting the plane of the antenna. All time delays for
beam steering are done in 1.45 um microstrip, for which Sonnet simulations
reports a wavelength of 585 um at 210 GHz. We need ∼ 2◦ relative phase shift
per sub-element at 210 GHz to illuminate the grating center, which corresponds
to an additional path length of 3.25 um per element. The resulting beam
patterns computed in CST are shown in Fig. 4.19.
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A completed device layout can be seen in Figures 4.20-4.23. This design is
fully drop-in compatible with existing TIME LF modules and can coexist with
micro-mesh based detectors on the focal plane. The feed capacitor and three-
to-one microstrip coupler used were simulated in Sonnet and found to perform
as expected. Adjacent microstrip crosstalk for the spacing used was found in
simulation to be below -35 dB. I use Dolph-Chebyshev microstrip tapers [72]
after the summing tree to reduce the microstrip width to keep the bolometer
legs sufficiently thin; simpler taper designs were found to be inadequate for
the magnitude of change required (see Fig. 4.24).
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Figure 4.16: The S parameters for the baseline TIME LF-AC design, showing
sufficient bandwidth in the band of interest (186-230 GHz, with the lowest
frequencies devoted to atmospheric monitoring).
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Figure 4.17: The slot impedances for the baseline TIME LF-AC design, re-
peated with both the Frequency and Transient solvers of CST.
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Figure 4.18: Expected beam size for 3 × 1, 3 × 32, and 3 × 64 element slot
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Figure 4.20: Overall subarray layout for the TIME LF-AC device, showing four
spatial by eight spectral pixels. The completed design is drop-in compatible
with traditional TIME LF modules, and can coexist with micro-mesh based
subarrays.
Figure 4.21: A single pixel (and the edges of the adjacent pixels) in the TIME
LF-AC design. Three phased arrays of 3× 32 slot antennas (pink) terminate
on a single TES bolometer island, visible at the right.
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Figure 4.22: The feed capacitor and three-to-one microstrip coupler found near
the middle of the central slot (part of which is shown in pink) in the TIME
LF-AC design.
Figure 4.23: A portion of the TIME LF-AC microstrip summing tree, showing
the relative path length difference between sub-elements to steer the beam.
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Figure 4.24: Expected performance of microstrip tapers from 1.3Ω to 40Ω over
a specified length (1 mm or 2 mm), simulated in Sonnet. Simple tapers that
linearly vary the microstrip width or impedance are insufficient for the TIME
LF-AC design.
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Chapter 5
Laboratory Instrument Characterization
In this chapter I describe efforts to characterize properties of the TIME in-
strument using the detectors described in Ch. 3. Characterization of the in-
strument while coupled to the telescope is covered in Ch. 6.
5.1 Saturation Power and Phonon Noise
Analogous to Johnson noise in an electrical resistor, a bolometer’s weak ther-
mal conductance G to the surrounding bath temperature results in a white
phonon noise whose power spectral density is of the form S = 4kBT 2G [51].
The proper form for this noise power should account for the temperature gra-
dient driven across the thermal link (from the Ti TES superconducting tran-
sition temperature Tc on the bolometer to Tbath at the bath); as a conservative
estimate, we take the temperature to be Tc and the thermal conductance to
be Gc = G(Tc). For background limited detectors, this phonon noise must be
subdominant to the white photon noise level under the expected sky loading
conditions (Sec. 2.6); this drives design targets to low temperature (Sec. 3.5)
and low thermal conductance G. The temperature gradient across the ther-
mal conductance is fixed by Tbath and Tc for a TES bolometer; as shown in
Eqn. 5.1, this requires a constant power flow across the link that is propor-
tional to Gc. This is referred to as the saturation power (Psat) of the device,
which is the optical power limit for the channel (Psat = Poptical + Pbias). At
powers exceeding Psat, the detectors are driven normal and cease to operate,
limiting the weather conditions in which the detector can operate and driving
design targets toward high values of Gc. The optimal value for Gc is thus
one that provides a sufficient saturation power safety factor, while remaining
low enough to be photon noise dominated. As presented in Sec. 2.6, TIME
targets a saturation power of 3-4 pW for an expected load of 0.5-1.5 pW across
the band. For Tc = 500 mK and Tbath = 300 mK with a thermal conductance
scaling exponent β = 2 , this corresponds to a target Gc = 23 − 31 pW/K or
G450 = 18 − 25 pW/K (G450 = G(450 mK) is reported because it is a prop-
erty of the geometry of the legs, which can be compared directly for devices
with moderate variation in Tc). Modeling G(T ) as a power law, the detector
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saturation power can be written in terms of G450 as follows.
G(T ) = dPdT = Gc
(
T
Tc
)β
= G450
(
T
450 mK
)β
Psat =
∫ Tc
Tbath
G(T ) dT
= GcTc(β + 1)
(
1−
(
Tbath
Tc
)β+1)
= G450
T β+1c − T
β+1
bath
(β + 1)(450 mK)β
(5.1)
We measure the saturation power of a TES bolometer from a load curve, dur-
ing which the TES bias current (though the shunt resistor, see Fig. 3.3) is
swept while monitoring the TES branch current. Load curves for a single de-
tector at multiple bath temperatures are shown in Fig. 5.1 (upper). At high
bias currents (& 300µA as shown), the TES bias power exceeds its saturation
power and the TES acts as a normal resistor in a current divider configuration
with the shunt resistor. At low bias current (. 100µA as shown), the TES is
fully superconducting, and its series resistance acts in a current divider con-
figuration with the shunt resistor. Using the known resistance of the shunt in
parallel with the TES (Rshunt ≈ 4 mΩ), the slopes in the normal and super-
conducting state provide measurements of the TES normal resistance Rn and
TES series resistance Rseries respectively.
At intermediate bias points (the region of negative slope) the TES is locked at
some point in its superconducting transition. The TES current as measured
by the readout chain includes an unknown offset that is corrected by forcing
the Ti normal slope to intercept zero. (Note that near the low-bias edge
of the superconducting transition, the SQUIDs can momentarily lose lock,
resulting in a change in this offset that presents as a discontinuity. Because load
curves are taken from high to low bias, the offset inferred from the Ti normal
slope is accurate in the transition. We therefore only require the slope of the
superconducting region, its offset need not be corrected.) Using the measured
series and shunt resistance, one can transform the TES current and bias current
into the TES dissipated power and TES resistance (Fig. 5.1, lower). In this
space, the TES transition presents itself as a region of constant dissipated
power (the saturation power) over a range of TES resistances (lock points).
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At the TES normal resistance the dissipated power begins to rise rapidly at
effectively constant resistance.
With the TES saturation power measured at various bath temperatures (achieved
with a focal plane heater), one can fit Eqn. 5.1 and extract values for the ther-
mal conductance G450, the transition temperature Tc, and the scaling factor β.
One such fit is shown in Fig. 5.2. Results across the focal plane in Run 2019-10
are shown in Fig. 5.3 and 5.4. Note the extraordinarily high values for G450
presented (up to 140 pW/K); nearly all devices shown are untrimmed, mean-
ing the extra silicon nitride bolometer legs used to improve fabrication yield
have not yet been removed with a laser trimmer. Initial G measurements are
performed on untrimmed devices, allowing the results to inform the trimming
process (potentially leaving some number of extra legs to tune the G to its
desired value). To measure the impact of leaving various numbers of laser
legs intact, the detectors installed in coordinates 23 < f < 36 have been par-
tially trimmed to leave a sample set of detectors of each of five configurations
(mostly accounting for the variation seen in the results). Final G450 values for
a trimmed device would be 3x lower than for an untrimmed device, which still
places much of the array above the target value. As a result, future TIME
bolometers will be using thinner silicon nitride, reducing the cross-sectional
area of the suspension legs.
Measurements for G450 across years of TIME device production and testing are
presented in Fig. 5.6, showing significant variation between subarrays. Some of
this scatter is believed to arise from uncertainty in the silicon nitride thickness,
which is not measured on a per-wafer basis.
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Figure 5.1: TES load curves for a single detector taken at various bath tem-
peratures.
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Figure 5.2: Model fitting results for the TES saturation powers extracted from
Fig. 5.1.
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Figure 5.3: A focal plane map showing the observed variation in G450. Black
lines indicate subarray borders, the fundamental fabrication unit. Note that,
with the exception of the subarrays installed at coordinates 23 < f < 36,
all detectors shown are tested before laser leg trimming; the final G450 after
trimming is expected to be 3x lower. The detectors in coordinates 23 < f <
36 are trimmed to varying degrees, forming five distinct G450 clusters and
explaining much of the scatter observed.
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Figure 5.4: A focal plane map showing the observed variation in Tc and β.
Black lines indicate subarray borders, the fundamental fabrication unit.
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Figure 5.5: A focal plane map showing the observed variation in the Ti normal
resistance. Black lines indicate subarray borders, the fundamental fabrication
unit.
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Figure 5.6: A compilation of measurements of G450 in TIME detectors (over
several years of fabrication and testing) plotted against the geometric scaling
factor of the silicon nitride support legs. Median values and 2σ error bars
are shown for each tested subarray. Note that precise silicon nitride thickness
measurements are not available for most subarrays, so their respective target
thicknesses are assumed.
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5.2 Time Constants
Detector optical response time constants have been measured both with the
cryostat in its nominal optical configuration and with the cryostat in a dark
configuration (with metal plates replacing each of the thermal filters). In the
optical configuration we use a 900C thermal source with a 1 inch aperture
that is modulated by either a trigger-controlled shutter or a rotating chopper
wheel; the modulation frequency is swept, and a chopper state reference single
is recorded by the readout electronics. In the dark configuration, a room
temperature 1650 nm IR LED (MTE5016-525-IR) driven by a frequency-swept
function generator is coupled to a low-OH 600 um 0.22 NA 400-2200 nm fiber
(Thor Labs MV64L1), which runs (via a vacuum fiber feedthrough and thermal
breaks at each temperature stage) to a module enclosure at the FPU (depicted
in Fig. 5.8). A single module is mounted in the enclosure. An optically-white
inner cavity acts as a crude integrating sphere to distribute the light across the
module, and a series of 0.8 mm holes centered above each channel’s absorber
reduces coupling to the silicon wafer. The reverse side of this wafer guard is
painted optically black to absorb light reflected by the detectors, which are
not expected to be well-coupled to infrared light (the detector absorber grid
spacing is too large at these wavelengths). 1650 nm is chosen to be above
the silicon band-gap of 1130 nm, further reducing wafer coupling. Despite the
added complexity, the fiber excitation allows for time constants to be measured
for detectors that would saturate on a room temperature load (which is not
the case for the detectors presented).
Data is recorded and processed for both configurations similarly. I step through
a range of detector biases values and square wave frequencies (0.5-150 Hz for
the LED, 0.5-15 Hz for the shutter), recording between 5 and 60 seconds of
data at each. The reference signal from the function generator or chopper
wheel is recorded as a single bit by the readout electronics, so a bandpass
filter (centered at the excitation frequency) is applied to both the detector
signal Y and the reference Iref to remove higher order harmonics of the square
wave. I then construct a 90◦ phase shifted version of the reference signal from
the Hilbert transform (Qref = − Im(Îref ), where Îref is the Hilbert transform
of Iref ). At each excitation frequency, the in-phase (I) and quadrature (Q)
demodulation terms are found by multiplying these two references against a
copy of the signal timestream and filtering down to DC. At each frequency f
I multiply the complex quantity I + iQ by exp(2πi f t(f)), where t(f) is the
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frequency-dependent group delay of the MCE digital low pass filter (shown
in Fig. 5.7, Type 1 was used); I ′ and Q′ refer to the real and imaginary
components of this new complex quantity, which has the known filter time
shift removed (the digital filter is not applied to the single-bit auxiliary input
channel). I fit a single-pole low-pass transfer function to the measured I and
Q points simultaneously with three free parameters: a cutoff frequency at
which half of power is lost (f3dB), an overall amplitude or DC gain (A0), and
a time shift (linear phase difference) between the signal and reference (∆t).
The ∆t term accounts for any time offset (beyond that already accounted for
from the MCE filter) between the chopper reference and the physical change
in the signal, which is negligible for the LED but significant for the shutter;
in principle ∆t can be assumed constant across all detectors, but that has
not been done here. Note that I define the half-power point f3dB to be the
point where the amplitude of the transfer function is 1/2 instead of 1/
√
2, as
observed power is proportional to the measured TES current (not the current
squared, see Sec. 3.1).
H(ω) = I(ω) + i Q(ω) = A01 + iωα e
iω∆t
|H(2πf3dB)| ≡
A0
2 =
A0√
1 + (2πf3dBα)2
α =
√
3
2πf3dB
(5.2)
I weight each point in the least-squares fitting of the model to I and Q by
the inverse of the magnitude
√
I2 +Q2 to ensure that points with a higher
signal-to-noise ratio are well-captured by the fit. Finally, I convert I and Q to
a magnitude and a phase; I divide out the DC gain when plotting magnitude,
but I do not remove the linear phase offset introduced by ∆t from the plotted
phase to simplify visual inspection of fit quality.
Sample results from the thermal source and the IR LED (from different detec-
tors) are shown in Figures 5.9-5.12. To demonstrate the validity of the IR fiber
time constant measurements, sample detectors measured with both methods
in different cryogenic runs are shown in Fig. 5.13.
Overall, detector time constants are found to be slower than desired (a 3dB
cut-off frequency in the range 10-30 Hz at optimal bias) and highly variable
from subarray to subarray. Assuming we cover a 1◦ field with 0.4 arcmin
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beams, we have 150 spatial bins in the scan direction. We scan continuously,
but as an approximation I assume we need 5τ settling for each bin to avoid
bleed from any bright point sources in the field. f3dB = 10 Hz corresponds
to τ ≈ 16 ms, which leads to crossing our field every 12 seconds. At these
speeds, atmospheric and instrumental 1/f noise contribution is not negligible,
affecting sensitivity on large spatial scales.
Results from two subarrays are shown in Fig. 5.14, which are of particular
interest due to their large range in detector thermal conductance G achieved
by selectively trimming varying numbers of laser legs. To first order, one
expects the time constant of the detectors to scale as the heat capacity over the
thermal conductance (τeff ∼ (C/G)/L , where L is the detector loop gain)
[51]. Subarray m3s1 in Fig. 5.14 displays only a factor of two reduction in its
3dB cut-off frequency over a fourfold reduction in its measured G, indicating
time constants are being limited by a separate factor. Model results presented
in Sec. 3.4 suggest that the internal time constant between the absorber and
the TES may be responsible for this observation. Improved thermal sinking
across the mesh is expected in upcoming TIME devices based on the v7 design
presented in Chapter 3. With the goal of testing whether or not internal time
constants were the limiting factor for TIME devices, I purposely severed all
metallic connections between the main absorber web and the TES bridge for
three detectors in subarray m3s1 using a laser trimmer; the resulting mesh is
coupled to the TES only by narrow silicon nitride bars at the top and bottom
of the structure, as shown in Fig.5.15. Time constant results for these channels
are shown in black in Fig. 5.14; these channels are significantly slower than
their otherwise-equivalent neighbors.
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Figure 5.7: The transfer function and group delay for two of the digital low
pass filters designed by UBC for the MCE readout electronics. This group
delay is not applied to recorded reference signals and must be accounted for
separately.
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Figure 5.8: The fiber-coupled module holder used for when measuring detector
time constants. An optically-white inner cavity acts as a crude integrating
sphere to distribute the light across the detector module, and a series of holes
centered above each channel’s absorber reduces coupling to the silicon wafer.
The reverse side of this wafer guard is painted optically black to absorb light
reflected by the detectors.
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Figure 5.9: Optical transfer function and fit results measured with a thermal
source and a trigger-controlled shutter for a single channel at one detector bias
level.
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Figure 5.10: Optical transfer function and fit results measured with a fiber-
coupled IR LED for a single channel at one detector bias level.
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Figure 5.11: Cut-off frequency and relative responsivity measured with a ther-
mal source and a trigger-controlled shutter for a single channel across a range
of bias levels.
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Figure 5.12: Cut-off frequency and relative responsivity measured with a fiber-
coupled IR LED for a single channel across a range of bias levels.
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Figure 5.13: A comparison of time constants measured for two sample detector
with both a chopped thermal source and a fiber-coupled infrared LED.
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Figure 5.14: Measured time constants plotted against the number of remaining
laser legs (upper) or the measured detector thermal conductance to the bath
G (lower). Time constants appear to be limited by factors beyond a simple
scaling the G.
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Figure 5.15: For three tested detectors the internal thermal sinking gold lines
connecting the absorber mesh to the TES bridge were cut with a laser trimmer
to exacerbate the effects of the internal device time constant. Results for these
detectors are shown as black points in Fig. 5.14.
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5.3 TES Series Resistance
TIME uses a series of 12 by 1 inch polyimide flex circuits to connect the de-
tector modules to the SQUID readout boards. These “cables” use 1/4 oz thick
copper traces with 5 mil traces and spacing. Because these cables are in series
with the TES, their total resistance should ideally be kept much lower than
the operating resistance of the TES (20− 50 mΩ). Toward this end, the cop-
per traces are coated with approximately 3µm of tin, a superconductor with
Tc = 3.7 K. We use superconducting aluminum wire bonds to connect to either
end of the cable due to the relatively large resistance of a connectorized inter-
face. The presence of tin complicates the wire bonding process, necessitating
the inclusion of gold plated tin-free bond pads at both ends of the cable.
A measurement of the resistance per detector wiring pair versus temperature
is shown in Fig. 5.16, illustrating their key deficiency. At the operating tem-
perature (∼ 300 mK) each line pair shows a residual resistance of 6.5 mΩ,
corresponding to the non-tinned wire bond pads. In reality, the series resis-
tance is larger than this measured value due to the configuration of the test
as shown (lines were intercepted further up on the pad than is normally the
case for detector readout). A better estimate can be computed from the 0.4 Ω
per pair measured above the superconducting transition; using the known ge-
ometry of the cables, we expect 10 mΩ per pair of series resistance, which
is a non-negligible fraction of our TES operating resistance. Effects of TES
series resistance are discussed in Sec. 3.1. To reduce this resistance I have
electroplated additional tin onto edges of the cables, masking a small bond
pad area that remains uncoated; the coverlay is removed on one side coat the
underlying traces, but is left in place on the opposing side to avoid removing
the stiffener. Results are depicted in Fig. 5.17, with series resistance mea-
surements extracted from TES load curves shown in Fig. 5.18. The extended
tinning procedure reduces the measured median channel series resistance from
11.9 mΩ to 6.6 mΩ.
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Figure 5.16: Resistance measurement for two sets of (unmodified) polyimide
cable traces wired in series. Measurement was done in the TIME cryostat in
four-wire configuration with a Lakeshore 370. The wire bond positioning for
this test bypassed one-half to two-thirds of the bare copper, since this test was
intended to screen for bulk trace resistance caused by improper tin plating.
Figure 5.17: The two ends of a TIME polyimide readout cable, before and
after the the tin extension procedure. The gray coating present on the upper
cable is the added tin. On the detector side, the polyimide coverlay is lifted
before electroplating.
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module with and without the extended tin polyimide cable procedure.
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5.4 Absorber Surface Deflection
Early TIME devices used a primarily silicon backshort (see Fig. 3.17), with
only 20µm of vacuum behind the silicon nitride detector mesh. This raises the
concern of unwanted physical contact between the mesh and the bulk silicon,
a potential explanation for anomalously high values for the bath thermal con-
ductance (G) observed in some early devices. Using a metrology microscope,
I mapped the surface deflection for sample detectors on several subarrays; two
such maps are shown in Fig. 5.19. Deflections with a magnitude comparable to
the vacuum gap were observed, with the polarity varying between subarrays. A
20µm deflection corresponds to 2% of a wavelength at 300 GHz, which should
not result in any noticeable optical effects. However, the potential impacts on
G were one of several reasons why we switched to a vacuum backshort.
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Figure 5.19: Measured detector mesh surface deflection relative to the sur-
rounding silicon for two sample TIME detectors (one with positive deflection,
one with negative).
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5.5 High-Frequency Noise
The detector readout electronics for TIME (two MCE crates produced by a
team at UBC) have a dedicated ADC for each multiplexing column. The
50 MHz ADC sampling is time-domain multiplexed across 33 channels (the
multiplexing rows); the row-revisit frequency depends on this row count and
on the number of samples discarded while waiting for the row switch transients
to settle. TIME typically chooses to discard 82 samples and coadd 10, resulting
in a channel sampling frequency of 50 MHz / (33× 92) = 16.47 kHz. This rate
is downsampled to 100 Hz output per channel via a digital filter in the MCE.
Increasing the sampling frequency reduces the penalty of aliased noise, but
can increase crosstalk between adjacent rows. In laboratory testing we can
bypass the digital filter and record a limited subset of detectors at their full
sampling rate. Further more, by reducing the number of multiplexing rows
addressed from 33 to 2, we can increase the sampling rate of those channels
without changing the transient settling period between rows. In Fig. 5.20 I
show the noise in one representative TIME detector taken at different TES bias
levels (one superconducting point, several points in the transition, and one Ti
normal point). For reference, I plot the expected Johnson white noise level
and L/R 3dB frequency in the normal and superconducting state based on the
measured channel series and normal resistances. The Nyquist frequency for
the typical TIME sampling rate is shown in black, and the expected total noise
after aliasing assuming this sampling rate is shown for each bias point. Similar
to predictions by the simulations in Sec. 3.4 (Fig. 3.22 in particular), we see a
broad excess noise feature above 100 Hz with a sharp peak near 6 kHz deeper
in the transition when the logarithmic temperature sensitivity α is high. The
low frequency tail below 100 Hz in the measured data contributes to excess
noise at 10 Hz, and the noise above 10 kHz results in a significant aliased noise
penalty below 10 Hz. Simulation results indicate that increases in device heat
capacity push the lower bound of the excess noise feature to lower frequencies
and reduce the intensity of the sharp 6 kHz peak without noticeably affecting
the noise slope above 10 kHz. Therefore, v7 TIME devices will reduce the
total heat capacity by reducing the bandwidth-limiting gold deposited near
the TES island; we expect a sharper noise peak at 6 kHz from this, but no
major effects on aliased noise. TIME is exploring options for pushing to faster
multiplexing rates to reduce aliased noise.
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Figure 5.20: Noise current for a single channel taken at high data rates; the
number of rows addressed is reduced to two, but the time spent at each row
has not changed from typical TIME parameters. Data is shown at several bias
points in the transition as well as in the superconducting and normal states.
For the superconducting and normal states I plot the expected Johnson noise
and L/R 3dB frequency for the channel in question. Expected noise with
aliasing given the typical sampling rate used for TIME is shown in dotted
lines for each bias.
5.6 Optical Efficiency
At each frequency ν the TIME feedhorn couples a single mode (defined by the
diffraction limit AΩ = λ2 = c2/ν2 for cross-sectional area A and solid angle
Ω [32]) to the TE1 parallel plate waveguide mode via a stretch of rectangular
waveguide. The power incident on the detector is given as follows, where ∆ν
is the bandwidth (defined for TIME as the channel spacing) and B(λ, T ) is
the spectral radiance:
P = B(ν, T ) ∆ν AΩ = B(ν, T ) ∆ν c2/ν2 (5.3)
In the Rayleigh-Jeans limit, the spectral radiance for a single polarization is
given by B(ν, T ) = kBT (ν2/c2), allowing us to express the derivative of power
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with respect to temperature simply in terms of the channel bandwidth.
P = kBT ∆ν
dP
dT = kB ∆ν
(5.4)
We can therefore define optical efficiency as the measured dPdT divided by the
theoretical maximum value kB ∆ν.
The instrument optical response dPdT is measured by observing the detector
response to a pair of reference temperature loads. Detector load curves (see
Sec. 5.1 for a description of load curves) are taken with a beam-filling absorber
in front of the cryostat window both at room temperature and immersed in
liquid nitrogen. The difference in the detector saturation power is equivalent
in magnitude (and opposite in sign) to the difference in the observed optical
power. Sample load curves for a single detector are found in Fig. 5.21. Focal
plane maps of the optical response dPdT and the resulting optical efficiency
from detectors used in the 2019 engineering run can be found in Fig. 5.22.
Note that spatial pixels 11, 12, and 13 were dark spectrometers in this run
(the feedhorns were covered with aluminum tape) to check for loading from
reflections inside the cryostat. Optical efficiency from a subset of adjacent
feedhorns (three light, one dark) is shown in Fig. 5.23; at each frequency, the
four plotted detectors are located on the same subarray and therefore have
similar absorber impedances and backshort distances. For reference, I have
plotted the expected transmission from the detectors through the cryostat
window for this instrument configuration using a modified version of the model
presented in Sec. 2.6 (thicker/lossier thermal filters matching the deployed
configuration were used at the 4K and 5K stage, and the excess loss term was
removed). Note that significant loss at the highest frequencies is observed as
predicted by the model; part of this loss arises from the sub-optimal cutoff
frequency of one of the three metal mesh low pass filters in the optical path.
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Figure 5.21: Sample TES load curves for a single channel demonstrating the
measured saturation power difference with beam-filling temperature loads in
front of the cryostat window.
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Figure 5.22: Focal plane maps of the optical response dPdT and the resulting
optical efficiency for the 2019 TIME engineering run. Note that spatial pixels
11, 12, and 13 correspond to dark feedhorns (blocked with aluminum tape).
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Figure 5.23: Measured optical efficiency for four feedhorns, three light and one
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ray and therefore share similar absorber impedance and backshort distances.
The expected value based on the filter stack used is included for comparison.
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5.7 Channel Passbands
Channel passbands in TIME are measured with a Martin–Puplett Fourier-
transform spectrometer (FTS), a type of interferometer [70]. A linearly polar-
ized aperture-defined liquid nitrogen cold source is collimated by an off-axis
reflector (the orthogonal linear polarization seen by this reflector couples to the
room temperature absorptive wall of the FTS). The resulting beam is split by
a central wire-grid polarizer rotated 45◦ with respect to the input beam, pass-
ing one linear polarization (consisting of both 77K and 300K signal) through
the fixed (short) interferometer arm, and passing the orthogonal polarization
through the variable-length (long) interferometer arm. V-shaped mirrors at
the arm ends (one fixed, one mounted on a moving linear stage) rotate the
polarization by 90◦ and (acting as a two-dimensional retroreflector) reflect the
beam back toward the central wire grid, where they couple to the output port.
At each frequency ν a relative phase lag in the two orthogonal components
of the resulting electric field arising from the path difference between the two
arms forms an elliptically polarized output, which varies between the two linear
polarizations for 0◦ and 180◦ difference and the two circular polarizations for
90◦ and 270◦. An output linear polarizer (or, alternatively, a polarized detec-
tor) results in a path-difference dependent amplitude whose contrast depends
on the temperature of the source load and the room temperature reference
load.
The observed detector signal depends on both the source spectrum (a broad-
band black body here, scaling as ν2 in the Rayleigh-Jean limit) and the de-
tector passband. For a perfectly monochromatic detector, scanning the FTS
mirror at constant velocity produces a sinusoidal timestream whose frequency
depends on the mirror speed and the frequency of the observed radiation. For
channels with a finite bandwidth multiple such sine waves are superimposed,
producing a wave packet with its peak at the point of zero path difference (an
“interferogram”) whose Fourier transform is the channel passband. Resolution
of the resulting passband is thus dependent on the maximum observed path
difference (with the high frequency passband measurement limit set by the
sampling rate). In principle a single-sided interferogram starting at the point
of zero-path difference contains all of the desired spectral information; however,
systematic errors and misalignment within the FTS result in an asymmetric
interferogram. The imaginary component of the Fourier transform, which is
zero for a perfectly symmetric interferogram, can be monitored or corrected
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when two-sided data is available. TIME uses an asymmetric FTS, produc-
ing a two-sided interferogram with 90 cm available path difference behind the
zero-path point but only 15 cm in front. This allows for slowly-varying phase
errors to be corrected while still achieving the higher resolution required for
TIME.
A sample interferogram for a single detector can be seen in Fig. 5.24, recorded
with the FTS mirror moving at 2 mm/s. Because TIME uses relatively nar-
row band channels (ν/∆ν ∼ 100), it is difficult to infer the zero path position
from a single channel. To assist in this process, interferograms from multiple
spectral channels on the same feedhorn are coadded to produce a broad-band
interferogram with a clear zero-path point, as shown in Fig. 5.25. As shown in
Fig. 5.26, a linear ramp window [80] is applied to the data over the region sam-
pled symmetrically to avoid double-counting points, and a Blackman window
is applied to the entire interferogram. The real and imaginary components
of the Fourier transform are shown in Fig. 5.27. Over the high signal region
a linear phase error (equivalent to a time delay) is fit and removed from the
data, and the resulting corrected spectrum is co-plotted. A residual oscillation
in the phase remains uncorrected; forcing the phase to be identically zero at
all points would be equivalent to using the magnitude of the complex pass-
band, which is a noise-biased estimate of the true passband. In addition to
the corrected spectrum, I co-plot the result obtained from performing a Dis-
crete Cosine Transform (DCT) on the long-ended portion of the interferogram
(ignoring the short-ended portion entirely); results are very similar.
Passbands from several adjacent channels within a single TIME spectrometer
can be seen in Fig. 5.28. Channel band centers determined by a per-channel
Gaussian fit for a few different spectrometers are shown in Fig 5.29, demon-
strating relatively good agreement with expected values. Similarly, channel
bandwidths are shown in Fig. 5.30.
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Figure 5.24: A sample asymmetric FTS interferogram for a single TIME chan-
nel.
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Figure 5.26: A sample asymmetric FTS interferogram for a single TIME chan-
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Figure 5.29: Measured TIME channel positions compared to expected values.
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Chapter 6
On-Sky Performance
In January 2019 we shipped the TIME receiver to the site of the Arizona Radio
Observatory’s 12 meter ALMA prototype antenna at Kitt Peak in southern
Arizona. This was intended to be an early engineering run, as we shipped with
known cryogenic issues and with only a quarter of our designed detector count
(most of which had never been cryogenically tested before). After reassembling
the cryostat and working though some additional unexpected cryogenic issues
we began characterizing these new detectors in a building adjacent to the
telescope. In mid-February the cold receiver was lifted into the telescope
dome (Fig. 6.1) and installed in the Cassegrain cabin. As a result of power
failures caused by inclement weather, our “first light” (in a sense) came from
a scan over the moon with the canvas telescope dome closed (Fig. 6.2); our
first light with a clear line of sight occurred several days later. In this chapter
I describe some of the instrument performance measurements done at Kitt
Peak. Despite failing to acquire any science-quality data, we left having worked
through countless mechanical, electrical, and digital bugs and with a clearer
understanding of what improvements are required for the next deployment.
Figure 6.1: Photos from the installation of the TIME receiver on the 12 meter
ALMA prototype antenna at Kitt Peak in southern Arizona.
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Figure 6.2: The TIME site team following TIME’s "first light" in March of
2019. The moon was observed through the canvas telescope dome, which was
closed due to a power failure; first light with a clear line-of-sight occurred
several days later. Pictured, left to right: Yun-Ting Cheng, Abigail Crites,
Jonathon Hunacek, Victoria Butler, Guochao (Jason) Sun. Photo by Jamie
Bock.
6.1 Cold Detector Yield
An accounting of the detector yield in the 2019 engineering run can be found in
Fig. 6.3. One of the two spectrometer banks was installed, providing 16 spatial
pixels in a single polarization. Of the 24 total subarrays (12 HF, 12 LF) present
in a complete (single-polarization) focal plane, 14 were installed (8 HF, 6 LF).
Considering only the channels where subarrays were installed and the readout
was functioning, 323 of a possible 534 channels (60%) show valid TES load
curves, with the best single subarray showing 88% cold yield. Multiplexing
columns of 32 detectors must share a common TES bias line, meaning poorly
matched detectors within the same column cannot be biased simultaneously.
This was a significant hit for TIME, where only 68% of working detectors were
able to be biased simultaneously for uniform fixed loading (Fig. 6.4); finer per-
detector tuning of G enabled by the new laser leg configuration of upcoming
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TIME devices may improve detector matching.
0 10 20 30 40 50 60
Frequency Index (f Coordinate, Lowest Frequency at f = 0)
0
2
4
6
8
10
12
14
16
Sp
at
ia
l I
nd
ex
 (x
 C
oo
rd
in
at
e)
Engineering Run Yield (2019-03)
Load Curve Present
(n=323, 31%)
Mux/Det Not
Installed
(n=256, 25%)
Mux Failure
(n=42, 4%)
Det Not Installed
(n=176, 17%)
Open or Ramping
(n=158, 15%)
Unstable Transition
(n=48, 4%)
Resistor (Not Short)
(n=21, 2%)
0 10 20 30 40 50 60
Frequency Index (f Coordinate, Lowest Frequency at f = 0)
0
2
4
6
8
10
12
14
16
Sp
at
ia
l I
nd
ex
 (x
 C
oo
rd
in
at
e)
Detector State at Per-Column Optimal Bias Points (Run 2019-03)
Live (n=221, 68%)
Over-Biased (n=36)
Under-Biased (n=30)
Borderline (n=36)
Figure 6.3: An accounting of the detector yield in the 2019 TIME engineering
run.
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Figure 6.4: Degradation of the detector yield as the bias DAC code deviates
from the per-column optimal value (on the order of 1000 DAC units).
6.2 Loading
The on-sky loading seen by the instrument scales with atmospheric air mass,
which can be assumed to scale as sec(z) for modest zenith angles z (∼ 1%
error at z = 70◦ [109]). Alternatively, this can be written in terms of elevation
from the horizon θ as csc(θ). The total Rayleigh-Jeans temperature for each
narrow band channel is thus:
T = Tatm
(
1− e−τ csc(θ)
)
+ T0 (6.1)
where Tatm is the effective atmospheric temperature, τ is the optical depth, and
T0 is the constant loading term from the telescope and coupling optics. This
model was fit to a set of TES saturation powers measured at elevations from
30◦ to 70◦ in different weather conditions. As measured by a 225 GHz tipper
mounted near the telescope, the datasets from 2019-03-10, 2019-03-14, and
2019-03-15 had mean values of τ225 at 0.38, 0.09, and 0.27 respectively. Sample
TES load curves (see Sec. 5.1) from one dataset are shown in Fig. 6.5. Note the
scatter between measurements taken at slightly different times, believed to be
due to weather variations on the timescale of the measurements. Each of the
three datasets was taken over the course of 10-30 min. Full TES load curves
172
down to zero bias leave the detectors in the superconducting state, requiring
focal plane heating and significant recovery time between each load curve (tens
of minutes). We therefore measured partial load curves, stopping at a bias high
enough to prevent the detector of interest from latching in the superconducting
state. In practice, this severely limited the number of active detectors during
this measurement; heaters integrated onto the subarrays themselves have been
added to newer detector designs with the hope of improving the unlatching
recovery time.
For this analysis I assume Tatm is fixed at all temperatures, with τ(f) absorbing
all frequency dependence. I also assume T0 is independent of weather. τ is
taken as constant in time within each of the three datasets, but is allowed to
vary with frequency in an unconstrained way; that is, I do not assume a τ
scaling model for the atmosphere, and I do not use the measured value τ225
at all. Therefore, for each channel I fit four parameters (T0, τa, τb, τc) across
a range of globally assumed values for Tatm. The reduced χ2 is computed
across all channels and plotted in Fig. 6.6. Note that the effective atmospheric
temperature as shown does not include a model for the telescope efficiency,
which acts to reduce Tatm from a more physically meaningful value; assuming
this Tatm is constant in frequency implicitly assumes the transmission of the
telescope optics are constant in frequency as well. Tatm = 220K provides the
best global fit. Sample fitting results for a single channel channel can be seen in
Fig. 6.7 both for the best fit value and for a value of Tatm far from the best fit.
The total Rayleigh-Jeans temperature and the fit values for the atmospheric
opacity for all measured channels are shown in Fig. 6.8. For reference, I plot
expectations from the atmospheric model presented in Ch. 2 pinned at 225 GHz
to the measured τ225. We observe reasonable agreement with the model mid-
band, though there is significant noise in the data. The extracted values for
T0 under the best fit conditions are shown in Fig. 6.10, and unfortunately are
too noisy to be useful diagnostics. To attempt to better constrain the results,
I repeat the analysis assuming the model values for τ(f) that were presented
in Fig. 6.8. The three datasets for each channel are now fit with a single free
parameter (T0) instead of the four parameters used previously. Results, shown
in Fig. 6.11, do not improve.
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Figure 6.5: Sample TES load curves at different elevations for a single channel.
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Figure 6.6: Goodness-of-fit metric for the globally-assumed effective atmo-
spheric temperature. The resulting temperature is not corrected for telescope
efficiency, which acts to reduce Tatm from a more physically meaningful value.
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Figure 6.7: A sample fit to the three available datasets for a single channel
assuming (upper) the best fit value of Tatm or (lower) something far from the
best fit value of Tatm. Four independent parameters are fit to the data shown:
T0 and three values for τ .
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Figure 6.8: The total Rayleigh-Jeans temperature and atmospheric opacity
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included for comparison.
176
0 10 20 30 40 50 60
Detector Frequency Index
0.0
0.2
0.4
0.6
0.8
1.0
 a
t Z
en
ith
Atmospheric Opacity (Assuming Tatm = 150K)
Model, 225 = 0.38
Model, 225 = 0.09
Model, 225 = 0.27
2019-03-10
2019-03-14
2019-03-15
//
0 10 20 30 40 50 60
Detector Frequency Index
0.0
0.2
0.4
0.6
0.8
1.0
 a
t Z
en
ith
Atmospheric Opacity (Assuming Tatm = 300K)
Model, 225 = 0.38
Model, 225 = 0.09
Model, 225 = 0.27
2019-03-10
2019-03-14
2019-03-15
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predicted atmospheric model pinned to the measured value for τ225 (measured
separately and not used in the fitting) is included for comparison.
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Figure 6.10: Extracted values for the constant loading term T0 for each mea-
sured channel. The results are inconclusive.
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Figure 6.11: Goodness of fit and the resulting values of T0 for an alternate
analysis of the same data assuming the τ model presented in Fig. 6.8. The
three datasets for each channel are therefore fit with a single free parameter
(T0) instead of four (T0 plus three independent values of τ). The results are
inconclusive.
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6.3 Beam Maps
TIME completed its first successful on-sky map of a planetary source near
the very end of the 2019 engineering run at Kitt Peak. Observations with a
limited number of detectors of Jupiter, Venus, and Mars were made in ∼ 0.5◦
square maps take over the course of about 30 min each. A segment of the
scan timestream for one observation of Venus can be seen in Fig. 6.12, where
the right ascension and declination are as reported by the telescope’s pointing
model (correction terms for the instrument have not been applied). Note
that the unnecessary motion between declination steps arises from a telescope
control interface limitation that has since been addressed. Threshold cuts on
the first derivative of the telescope position are used to remove the turn-around
regions, leaving a set of scans at nearly constant declination (18 arcsec steps)
with a nearly constant velocity in right ascension. As shown in Fig. 6.13,
I bin these scans into extremely narrow (1.8 arcsec) pixels, resulting in a
sparse map. The map is then convolved with a two dimensional Gaussian with
σ = 9′′ (using convolve_fft from Astropy [7, 82]); missing data is ignored
by the convolution and the resulting map is divided by a convolution kernel
hit-count map, effectively interpolating the data. The resulting maps can then
be downsampled to a more reasonable pixel spacing.
As seen in the Jupiter and Mars maps in Fig. 6.14, the TIME beams observed
were much larger than expected. On our last on-sky day we began telescope
focus observations on Venus; results for three positions of the secondary mirror
are shown in Fig. 6.15. Observation C shows the best focus, though the beam
is still several times larger than predicted. Beam maps with a Hawkeye IR
flasher at the Cassegrain focus and in front of the cryostat window also show
beams several times larger than predicted, indicating a potential positioning
error of the lens or feedhorns within the cryostat. Work to resolve this is
ongoing.
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Figure 6.12: A portion of the time streams from a 2D scan of Venus. Contin-
uous scans are made in right ascension for discrete declinations. The reported
telescope position as well as the response of three detector channels are shown.
The unnecessary motion between declination steps arises from a telescope con-
trol interface limitation that has since been addressed.
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Figure 6.13: Left: A raw planet map from a single channel using finely spaced
bins. Bins that were not sampled by the scan pattern are indicated in white.
Right: A planet map produced by the convolution of the sparse raw map with
a two-dimensional Gaussian.
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Figure 6.14: Sky beam maps taken at a non-optimal secondary mirror focus
position. Jupiter and Mars are expected to have angular sizes of 37.8 and 5.0
arcsec respectively on the date in question [24]. The gray bar on the left is a
0.05◦ scale to visually indicate relative zoom on the plots.
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Figure 6.15: Initial focus observations taken with three different positions of
the secondary mirror. Venus is expected to have an angular size of 14.3 arcsec
on the date in question [24]. At the best achieved focus (expanded for visibility
in the lower right panel), the beam is noticeably larger than expectations,
indicating a remaining focus error. The gray bar on the left is a 0.05◦ scale to
visually indicate relative zoom on the plots.
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6.4 Noise
Low frequency noise performance at Kitt Peak during the 2019 engineering run
was, generally, quite poor. A slate of cryogenic failures and a largely untested
detector complement left little time for detailed noise diagnostics prior to or
during deployment. In laboratory testing at Caltech following the engineering
run we identified and addressed significant radio frequency interference leaks
(particularly in the 50-200 MHz region) that appear to have contributed to
both common mode and per-channel 1/f noise. Vibrational coupling is also
a significant issue that is being addressed with changes to the focal plane
support structure. The state of the noise performance at Kitt Peak prior to
these improvements is demonstrated in Fig. 6.16, which shows the excess low
frequency noise power relative to the white noise floor even after the removal
of the two dominant common modes. This is observed even in dark feedhorns,
which were blocked with aluminum tape. Furthermore, data acquired with a
moving telescope suffered from readout configuration issues, severely limitings
the number of active detectors for sky map data and thus limiting our ability
to subtract a common mode component that doesn’t also remove the bulk of
the sky signal.
Despite the known issues with noise performance, I have attempted to quan-
tify the on-sky noise through analysis of the background of the planet maps
presented previously. I begin by converting a planet map in a single chan-
nel from the measured units (pA) to units of spectral radiance on the sky
(MJy/sr), which I assume is a linear scaling in the small signal limit (see
Sec. 3.1). Lacking more complete and rigorous calibration data, I perform this
conversion by setting the integrated flux in the observed planet to an assumed
value. Our TES current measurement includes an unknown per-detector off-
set, so the measured mean sky flux is physically meaningless and subtracted
from the data; therefore, the observed flux in the planet is determined by
Teff = Tvenus − Tsky. I take Tvenus ≈ 275K in our band [49] and Tsky ≈ 50K,
giving Teff ≈ 225K; the final intensity is linearly proportional to Teff in the
Rayleigh-Jeans limit, so the end result can be scaled by corrections to this
factor. I assume Venus is a disk of uniform temperature Teff with an an-
gular diameter of 14.3 arcsec on the date in question [24], and I match the
integrated flux for that disk to the integrated flux in our out-of-focus mea-
surement. Results are shown in Fig. 6.17. The window I have chosen to apply
uses a flat-top disk (r = 0.15◦) with a smaller disk subtracted at the position
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of the planet and a Gaussian taper at all edges (σ = 0.05◦); alternate windows
are compared in Fig. 6.18, and for the purposes here any of them would be
acceptable. The resulting noise map and its two dimensional power spectral
density (PSD) are shown in Fig. 6.19. Significant streaking is present in the
scan direction, which is represented in the PSD as a bright band for low RA
spatial frequencies. Additionally, our relatively broad beam impacts spatial
scales present on this plots; to quantify this, I plot the beam correction factor
inferred from the squared magnitude of the FFT of the planet map (removed
from the noise map) in Fig. 6.20. Note that instrumental noise is amplified by
this correction, as it is not affected by the beam on the sky. The circularly-
averaged 2D power spectral density is plotted in Fig. 6.21 both before or after
this correction, and with or without masking RA spatial scales k < 12 deg−1.
I compare this to the expected values derived from the expected white noise
NEP and the total map integration time. Results with masking and beam
correction are approximately an order of magnitude above expectations. As-
suming only instrumental noise is present, a more focused beam will allow us
to approach the curve without beam correction, which is closer to (but still
exceeding) expectations; this observed noise level can plausibly be explained
by the excess 1/f noise observed at the time.
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Figure 6.16: A demonstration of the poor 1/f noise performance during the
2019 TIME engineering run. The ratio of the noise power spectral density at
0.07 Hz to the power spectral density at 10 Hz (a proxy for the white noise
floor) is shown for only the best live (in-transition) channels. The excess noise
seen is the residual despite removing the two dominant SVD modes across the
array; without this common mode subtraction, the noise excess is ∼ 100×
higher. The data shown was taken with the telescope parked. Feedhorns x11-
x13 are dark feeds (covered at the focal plane) and still show excess noise.
Significant improvements to the RF shielding have been implemented in the
following months.
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Figure 6.17: The Venus map presented in Fig. 6.13 linearly rescaled to spectral
radiance on the sky by assuming the integrated flux from Venus relative to the
mean-subtracted sky background.
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Figure 6.18: A comparison of possible data windows.
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Figure 6.19: The data from Fig. 6.17 with a planet mask and a window applied,
and its two dimensional power spectral density. Excess power is observed on
low RA spatial scales, corresponding to instrument noise/drift in the time
domain (the scan direction).
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Figure 6.20: The correction factor to the 2D PSD arising from the poorly-
focused wide beam on the sky.
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Figure 6.21: The circularly-averaged 2D power spectral density both before or
after the beam correction presented in Fig. 6.20, and with or without masking
RA spatial scales k < 12 deg−1. I compare this to the expected values derived
from the expected white noise NEP and the total map integration time. The
observed noise level can plausibly be explained by the excess 1/f noise observed
at the time.
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6.5 Future Plans
The TIME instrument is being prepared for redeployment in late 2020. Signif-
icant improvements in low frequency noise performance have been made (see
Fig. 6.22), though additional work remains on that front. Reductions in ra-
diative loading on the 50K and 4K shields have enabled more robust 1K fridge
performance and thinner, more transmissive thermal filters. In the coming
months we intend to measure the lens and feedhorn positions with a FARO
arm, apply any necessary positioning corrections, and remeasure the beam
profile at the output of the cryostat window to address the focus issue ob-
served in the engineering run. Finally, prototypes for the v7 detector design
are in fabrication, which we believe will show faster time constants and im-
proved noise performance at and above 10 Hz. The sum of all of these changes
should enable initial science-quality on-sky data acquisition.
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Figure 6.22: Dark noise for a single channel after improving the cryostat and
readout RF shielding, both with and without a multiplexing column correlated
noise signal removed. The rise above 10 Hz corresponds to the slope seen in
Fig. 5.20, which is being addressed in the v7 detector design with reduced heat
capacity. Residual low frequency noise is under investigation.
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Appendix A
CST Consistency Checks
The work presented in this section was done in collaboration with Ahmed Soli-
man, Bryan Steinbach, and Roger O’Brient.
In this section I compare the output of CST 2014 to published analytical or
simulated results for several cases to justify the use of CST for mm-wave slot
antenna arrays. Results are repeated for both the Transient and Frequency
solvers in CST.
A.1 Single Element, Free Space
Babinet’s Principle
As a simple self-consistency check, I attempt to reproduce Babinet’s principle
ZslotZdipole = Z
2
0
4 as a function of frequency for a single slot antenna in free
space. I choose a slot with length l = 0.475λ0 (f = 240 GHz) and width
w = l/25 embedded in a 4 mm square ground plane. Open boundary condi-
tions were used on the four edges of the ground plane, with Open Add Space
boundaries on the front and back faces of the ground plane. A single discrete
port drives the slot at the center. The dual to the slot, a planar dipole, is simu-
lated with the same length and width. A small feed gap of length λ0/3000 was
added at the center to satisfy the conditions required for the discrete feed port.
Open Add Space boundaries were used on all sides. The resulting impedance
plots can be seen in Fig. A.2. The normalized product of the slot and dipole
results, ZslotZdipole ∗4/Z20 , is plotted in Fig. A.3 and should be equal to 1 at all
frequencies if Babinet’s principle holds. For this geometry Babinet’s principle
holds to within ±10% near the resonant frequency, with a non-zero imaginary
part increasing in magnitude at high frequencies in the Transient Solver.
Figure A.1: A center-fed slot antenna and planar dipole as drawn in CST.
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Figure A.2: Simulated impedance for a slot antenna and a planar dipole.
212
200 220 240 260 280 300
Frequency [GHz]
0.2
0.0
0.2
0.4
0.6
0.8
1.0
No
rm
al
ize
d 
Im
pe
da
nc
e 
Pr
od
uc
t (
4Z
a
Z b
/Z
02
)
Babinet's Principle Check (Slot + Planar Dipole, Free Space, l/w=25, l=0.475 0)
Expected, Real
Expected, Imaginary
CST Transient Solver, Real
CST Transient Solver, Imaginary
CST Frequency Solver, Real
CST Frequency Solver, Imaginary
Figure A.3: Normalized impedance product of a slot antenna and its dual, a
planar dipole. This metric should be equal to 1 at all frequencies according to
Babinet’s principle.
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A.2 Single Element, Dielectric
Infinite Dielectric Half-Space
Here I compute the impedance of a single center-fed slot over an infinite half-
space dielectric and compare to the results presented in Fig. 4 of Kominami
et al. 1985 [59]. A slot of length l = 0.5λ0 (f = 240 GHz) and width w = l/50
embedded in a 4 mm wide ground plane was placed on a dielectric slab of
thickness λ0. A single discrete port drives the slot at the center. The Open
Add Space boundary condition was used on the vacuum-facing side of the
ground plane with Open boundaries on the remaining five sides. Because we
are simulating an infinite half space, sweeping in frequency is equivalent to
scaling the slot. Thus, we can plot the results of a single frequency sweep
as a sweep in slot size at fixed frequency, as shown in Fig. A.5. I find good
agreement with expected results for both the Frequency and Transient solvers.
Figure A.4: A single center-fed slot antenna over an infinite dielectric half-
space as drawn in CST.
Finite Dielectric with Backshort
Here I compute the impedance of a single planar dipole over a finite dielectric
with a backshort and compare to the results presented in Table 1 of Rana
et al. 1981 [87]. A planar dipole of variable length l and width w = l/1500
is placed on a dielectric slab of width 1.3 mm and variable thickness t. The
dipole has a small feed gap of length λ0/3000 (f = 240 GHz) at the center
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Figure A.5: Simulated impedance for a slot antenna over an infinite dielectric
half-space.
and is driven by a single discrete port. The vacuum-facing side of the dipole
uses an Open Add Space boundary, the bottom of the dielectric slab has a
perfect electrical conductor boundary, and the four sides use Open boundaries.
Results are plotted in Fig. A.7. Resonant lengths and impedances at resonance
produced by CST are in good agreement with published results [87] at the
chosen aspect ratio (the paper assumes a thin wire). The Transient solver
achieves somewhat better agreement than the Frequency solver for this case.
The computed impedance at l = 0.5λ0, not shown, is very sensitive to the
dipole width and cannot quantitatively reproduce results from Rana et al.
1981.
Comparison with HFSS and Sonnet
Here I compare results from the same simulation geometry in CST 2014, HFSS
15.0, and Sonnet 14.52. (Sonnet results were drawn and computed by Bryan
Steinbach.) The “standard geometry” chosen uses uses a single planar dipole of
length l = 350µm and width w = 7µm sitting on a square dielectric (ε = 3.25)
of width wd = 896µm and thickness td = 0.1016λ0 (f = 240 GHz). 200µm
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Figure A.6: A single center-fed planar dipole over a finite dielectric with back-
short as drawn in CST.
of vacuum sits above the dipole. The vacuum face uses a perfect absorber
boundary (Open boundary in CST), and the remaining five faces use perfect
electrical conductor boundaries (required by Sonnet). A small feed gap of
λ0/3000 was used in CST and HFSS, but not in Sonnet. Results are shown in
Fig. A.9, and generally agree with each other with a scatter of ∼ 10Ω.
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Figure A.7: Simulated impedance for a planar dipole of length l over a finite
dielectric of thickness t with backshort.
Figure A.8: The “standard geometry” planar dipole used to compare antenna
simulation packages.
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Figure A.9: Simulated impedance of the “standard geometry” planar dipole
computed with CST, HFSS, and Sonnet.
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A.3 Multi Element, Free Space
Two Parallel Slots
Here I compute the mutual impedance of two parallel slots oriented as shown
in Fig. A.8. The two slots have length l = 0.4λ0 and width w = l/50 and
are separated by a variable distance s. Each slot is surrounded by at least 5
mm of ground plane in all directions. A discrete feed port feeds each slot at
its center. Fig. A.11 shows the admittance Y21 as a function of slot distance
computed with both the Frequency and the Transient solver; both methods
are in good agreement with the results published in Rebeiz 1993 [67].
Figure A.10: A pair of parallel slot antennas in free space as drawn in CST.
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Figure A.11: Simulated admittance Y21 at f = 240 GHz of a pair of parallel
slots in free space as a function of slot-to-slot distance.
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Appendix B
Automated Cable Tester
B.1 Overview
This section briefly describes the Mega Cable Tester, the Mini Cable Tester,
and software used to operate them. They allow measurement of a full resis-
tance matrix for a set of pins (up to 128x128 for the mini, 724x724 for the
mega), useful for checking cryostats and modules for unexpected shorts and
opens. Resistances up to ∼2 MΩ are supported, with best results from 0 to
1 MΩ.
Mega Cable Tester
The Mega Cable Tester includes 5 100p MDM connectors, 6 37s MDM con-
nectors, and 2 banana jacks for a total of 724 user-accessible pins. Each pin
is independently connected to two ADG732 analog multiplexer trees; one tree
connects to ground through a 1 kΩ resistor, and the other to a fixed 2.5V
through a 2 MΩ resistor (limiting the current to 1.3 µA). An ADS1220 24 bit
ADC with 1x-128x PGA is configured to optionally use the voltage over the 2
MΩ resistor as its reference voltage, allowing ratiometric measurement of the
unknown resistor when current is flowing. A Teensy 3.6 (an Arduino software
compatible ARM processor) communicates with the ADC and multiplexer
chips and reports results to the PC via USB.
Mini Cable Tester
The Mini Cable Tester has two sets of 128 connections, labeled Connector
0 and Connector 1. ADG732 analog multiplexer chips allow the output of a
LM234 constant current source to be connected to any single pin from Connec-
tor 0 or Connector 1. Another set of analog multiplexer chips allows any single
pin on Connector 0 to be connected to ground (Connector 1 cannot be con-
nected to ground; this ground multiplexer can also be disconnected to check
for ground shorts). An ADS1120 16 bit ADC measures the voltage drop over
the two chosen pins (one connected to the current source, and one connected
to ground). An Arduino Zero communicates with the ADC and multiplexer
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Figure B.1: The Mega Cable Tester main board removed from its protective
aluminum housing.
chips and reports results to the PC via USB. A digitally programmable po-
tentiometer allows adjusting the current in firmware.
Firmware Functional Description
An Arduino sketch waits for a start signal sent over a serial connection. The
sketch then reads a set of parameters to configure the operating mode and
subsequently steps through each pin combination, reporting the voltage or
resistance read. To improve resolution and noise performance, the readings
are repeated at higher gains for combinations that are not out-of-range at
lower gains. All measurements are reported over serial as they are made, with
newer measurements for a given pin combination replacing earlier ones.
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Figure B.2: The Mini Cable Tester main board and adapter modules.
B.2 Operation
cable-tester.py is a python script that initiates measurements and records
data to a spreadsheet. As an example, the following can be used to probe out
a 5 MDM MCE interface:
./cable-tester.py -p ./pinmap/mega-mce-mux11.txt
Pin mapping files allow one to configure pin names, measurement parameters,
and pin resistance/voltage expectations. These expectations are verified and
reported in the first tab of the output file; subsequent tabs contain the full
measurement matrix. Valid pin mapping configuration lines are as follows:
• hw [mega,mini]
The hardware revision this pin mapping is for.
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• j[a,b] [0-6]
Number of JA/JB connectors used (mega only). The first N connectors
of each type are tested, others are skipped.
• mode [half,full,block-half,block-full,cross]
Cable tester run mode. Block modes (mega only) measure a block-
diagonal matrix, only checking combinations within connectors. Cross
mode (mini only) checks from port 0 to port 1 instead of the default port
0 to port 0.
• name [pin_id] [string]
Assign the name string to pin pin_id. Use double quotes around names
with spaces. The order of assigned names in the pinmap file determines
the order presented in the output file. Valid pin IDs for the mini tester
are GND and 001-128; for the mega tester, they are GND, EXT[0,1],
A[0-4]:[001-100], B[0-5]:[001-037], and CAL[614-631].
• res [pin_a] [pin_b] [val_min] [val_max]
Specify that a resistor is connected between pins pin_a and pin_b. The
software will check that the measured resistance is in the range [val_min,
val_max]; all pin combinations without a res command specified have
a default expectation of +inf. SI prefixes may be used if desired (ex.
“1.3k”, “4M”), as well as “+inf” or “-inf”.
• diode [pin_a] [pin_b] [val_min] [val_max]
diode [pin_a] [pin_b] [val_min] [val_max] [rev_min] [rev_max]
Specify that a diode is connected between pins pin_a and pin_b, where
the cathode is connected to pin_a. The software will check that the
measured voltage is in the range [val_min, val_max]. SI prefixes may
be used if desired (ex. “300m”), as well as “+inf” or “-inf”. Option-
ally, reverse voltage limits can be specified for diodes with large leakage
current; otherwise, the reverse voltage expectation is set to +inf.
Calibration
Before starting measurements, both the mini and mega cable testers short
the two mux outputs to guarantee that current is flowing. They measure the
voltage drop over a known fixed 1 kΩ series resistor and from that compute
the current, which is assumed to be constant for all following measurements
(the current is not used when computing resistance on the Mega Cable Tester,
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since measurements are ratiometric). They also measure the voltage across the
shorted outputs, providing a measurement of the resistance of the multiplexing
tree (on the order of 10 Ω, assumed to be the same for all channels) that is
removed from reported values. Additionally, a series of known resistors are
mounted on the board and connected to otherwise unused pins; expected values
for these resistors are included in a calibration pin mapping file provided with
the software.
Timing
The mega cable tester can be limited to different subsets of connectors, affect-
ing total run time. The 500x500 half-matrix (A to B but not B to A, sufficient
for resistors only) for all 5 100p MDMs completes in approximately 2 minutes.
The half-matrix for a single 100p MDM can be computed in about 10 seconds.
On the mini cable tester, the full matrix (128x128) can be measured in ∼40
sec and a half-matrix in ∼20 sec.
B.3 Repositories
Everything related to the cable tester is freely available in git repositories on
BitBucket.
PC-side software:
https://bitbucket.org/jhunacek/cable-tester-software
Firmware:
https://bitbucket.org/jhunacek/mega-cable-tester-firmware
https://bitbucket.org/jhunacek/cable-tester-firmware
PCB drawings:
https://bitbucket.org/jhunacek/cable-tester-pcb
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Appendix C
TIME Housekeeping Electronics
C.1 Background
Legacy Housekeeping
The original TIME housekeeping (i.e. thermometry, heaters, pressure sensors,
etc.) provided inadequate data rates, had an insufficient number of heater
channels, lacked the ability to PID-control heaters, and lacked MCE Sync Box
time stamps. The heaters and high-temperature (above 4K) thermometry
were controlled with custom housekeeping equipment from prior experiments.
These boxes allow for 8 diode thermometers and 8 resistive thermometers to
be measured in a 2-wire configuration at high data rates. There were a total
of 14 heater output channels, each with a current monitoring circuit; these
monitoring circuits have a relatively small useful dynamic range and need to be
tuned (by changing resistors on the PCB) to the specific heaters in questions.
The low-temperature (sub-4K) thermometry was controlled with a Lake Shore
370 with a 1:16 multiplexer and a ∼ 100µV AC bias. Channels were read at
a 10 second cadence (160 sec revisit rate) to allow sufficient settling time for
the multiplexer; it is likely this sample rate could be improved, but not to
the level desired for science operation (∼ 5 Hz revisit rate). Pressure sensors
were read in with a LabJack U6. Critically, none of the systems described
are synchronized to MCE frame numbers, and thus precise alignment with
detector timestreams was not possible.
Calibration Error Propagation
For a resistive thermometer, the ratio of the fractional temperature error to
the fractional resistance error is written as follows.
δT/T
δR/R =
R
T
dT
dR =
d log T
d log R
This dimensionless value is a measure of the sensitivity of the thermometer,
and generally varies with temperature. When the absolute value of this func-
tion is < 1, the fractional error in the measurement is reduced when converting
226
from resistance to temperature, thus relaxing the requirements on the resis-
tance error required to achieve a specified temperature error.
C.2 System Requirements
Temperature Sensors
The TIME cryostat includes wiring for up to 44 thermometers in a 4-wire con-
figuration broken across eleven 25-pin D-Sub connectors using a Lake Shore
compatible pinout. Maintaining the Lake Shore pinout allows for more flexi-
bility during in-lab testing, as alternate electronics can be swapped in without
adapters.
We use a total of 12 Lake Shore Cryotronics DT-400 and DT-600 series diodes
at the 50K and 4K stages. These diodes have a recommended excitation of
10µA and a usable temperature range from room temperature to 1.4K. Above
10K the sensors use a standard calibration curve (Fig. C.1) and are inter-
changeable; per-sensor calibration is required to achieve sufficient accuracy at
4K (as demonstrated for one diode in Fig. C.2).
TIME uses a total of 8 carbon resistor thermometers sharing a common cal-
ibration curve (shown in Fig. C.3). These thermometers monitor the fridge
gas-gap heat switches and are operated between approximately 4K and 20K.
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Figure C.1: Standard calibration curves provided by Lake Shore for their
DT470 and DT670 diode thermometers [30].
227
101 102
Temperature [K]
600
400
200
0
200
Te
m
pe
ra
tu
re
 E
rro
r [
m
K]
DT670 Diode Thermometer Calibration Error
4 Wire, D6069283 Calibration
4 Wire, DT670 Generic Calibration
2 Wire (30  Wiring), D6069283 Calib.
2 Wire (100  Wiring), D6069283 Calib.
Figure C.2: Calibration errors for a particular Lake Shore DT670 diode ther-
mometer resulting from either (orange) using the generic diode calibration
curve instead of the known specific-sensor calibration or (green, red) using a
2-wire readout instead of a 4-wire readout.
We typically use a 10µA DC excitation current for these thermometers, which
corresponds to 0.1µW dissipation in the sensor at 4K.
TIME uses up to 20 low-temperature Cernox thermometers, which under nor-
mal operation sit between 4K and 200mK. Figure C.3 shows the resistance
curve for a representative subset of TIME Cernoxes. Figure C.4 shows Cer-
nox resistance measured with a Lake Shore 370 as a function of AC excitation
current. At high excitation currents, the thermometer self-heats and its resis-
tance changes. Figure C.5 shows the response of two co-located thermometers
at UC temperatures when the excitation current of one is stepped to 3µA.
The non-stepped sensor shows no response, indicating that the excess readout
power is not heating the stage. This is likely the result of poor internal ther-
mal conductance at 200 mK. Because the stage is not heating, it should be
straightforward to determine the optimal excitation current on a per-sensor
basis by checking a range of excitation currents and choosing the one with
the smallest total error (low currents are dominated by readout noise, high
currents are dominated by self-heating). Figure C.4 indicates that sensors at
1K or above can use 3µA excitations, while sensors down to UC temperatures
operate best at 10 nA or below.
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Figure C.3: Cernox resistance versus temperature for several serial numbers
used in TIME. The standard carbon resistor calibration curve used for the
TIME heat switch thermometers is included for comparison.
Pressure Sensors
TIME uses four analog-output pressure sensors (in addition to a fifth digital-
output gauge) on the vacuum shell and the room temperature pumping cart
for the 1K Joule-Thompson fridge. Absolute pressure accuracy is not critical,
as we typically monitor them for large relative changes to diagnose issues. The
TIME vacuum shell pressure is monitored by an Edwards AIM-S gauge at low
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Figure C.4: Thermometer resistance measured with a Lake Shore 370 as a
function of AC current bias, demonstrating thermometer self-heating at high
power dissipation.
pressures (< 10−2 mbar) and by an Edwards APG-M at high pressures (up to 1
atm). The sensor requires a 13.5-36V 3.5W (AIM-S) or 20-36V 1W (APG-M)
power supply and should ideally be powered by the HK box for convenience.
Each sensor outputs a 2-10V signal (10kΩ min load impedance). A digital
enable line controls the low pressure sensor and should be actively toggled
by the HK electronics to prevent sensor operation at unsafe pressures. An
Edwards APG-L gauge powered and monitored by an analog indicator gauge
on the JT cart monitors the pump line of the JT. The indicator gauge outputs
a copy of the 2-10V analog output voltage that should be read in by the HK
motherboard. During normal operation this gauge reads between 10−3 and
1 Torr. A large helium correction factor [43] results in inaccurate readings
above this pressure; therefore, a parallel gauge with a gas-independent Piezo
sensor (MKS 902B) is used at high pressures. A Swagelok S Model pressure
transducer with a 4-20 mA output current monitors the injection line of the
JT. The sensor requires a 10-30V power supply and should be powered by
the HK motherboard. The maximum allowed load impedance of the current
monitoring system is (Vcc−10V )/0.02A, which is 700 Ω for 24V. During normal
operation this gauge reads between 300 and 600 Torr.
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Figure C.5: The response of two co-located thermometers (on the UC at 208
mK) when the excitation for one thermometer is stepped from the nominal
value to approximately 3µA. The non-stepped sensor shows no response,
indicating that the excess readout power is not heating the stage. This data
is was taken with a Lake Shore 370.
Heaters
TIME has wiring for up to 27 two-wire heaters. Heater resistances range
from 200Ω to 15kΩ. The two 400Ω evaporator heaters include an additional
current-limiting 15kΩ in series outside of the cryostat. Voltage and current
requirements are shown in Table C.1.
Type R [Ω] Rseries [Ω] Pmax [mW] Vmax [V] Imax [mA]
Heat Switches 400 50 2 0.95 2.11
3He Pumps 400 50 150 8.22 18.26
3He Pots 400 15050 1 3.93 0.25
Focal Plane 9000 50 1 3.01 0.33
Table C.1: TIME heater requirements (including 50Ω wiring).
Analog Input
The HK board should include a set of generic analog voltage inputs. Some
subset of these inputs should be considered slow-rate precision inputs (better
than 1% voltage accuracy, 1 Hz or better), useful for pressure sensors. Another
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set of inputs should be considered high-speed inputs (30 Hz or better), useful
for chopper references.
FTS Encoder
The TIME FTS has a linear encoder which outputs two 5V 50% duty cycle
square waves with a frequency of 500 Hz at the typical 2 mm/s drive speed.
Pulse counting can be used to find relative positions with up to 1µm resolution.
The measured pulse frequency can also be used to measure the drive speed
directly. The HK box should provide power to the encoder (5V, max 200 mA)
and should allow reading the drive speed during FTS operation.
MCE Sync Box
All measurements made by the HK motherboard should include frame index
numbers provided by the MCE sync box. The fiber interface module used by
the sync box is considered obsolete and is difficult to source. Therefore, the
HK box should interface with the MCE sync box via RS-422, available through
the 25 pin d-sub connector.
IRIG-B
All measurements made by the HK motherboard should also include time
stamps synchronized to an absolute time reference. This can be done by
reading an IRIG-B signal generated by a GPS or NTP timing box, which
provides timing updates at 100 Hz. The IRIG-B data frame consists of 100
digital TTL pulses of variable width (2 ms for for binary 0, 5 ms for binary 1,
and 8 ms for marker) with 10 ms between pulse rising edges (1 second for the
full frame). These 100 bits (and markers) encode the current date and time
to one-second precision, and the pulse positions correspond to 10 ms intervals
within that second.
C.3 HKMBv1 – Multiplexed DC Excitation
The v1.0 TIME housekeeping main board (shown in Fig. C.6) supports 32 two-
wire heaters and 36 four-wire thermometry channels multiplexed over three
ADCs with software-variable DC excitations. The board is housed in a rack-
mount case for easy integration with other TIME electronics systems. Power
is provided by an off-the-shelf 24V DC linear power supply.
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Figure C.6: The TIME housekeeping motherboard, v1.0. This board (nor-
mally housed in a rack-mount case) is responsible for the higher-temperature
(4K and above) DC-excitation thermometers.
Processor
The heart of the HK board is a Teensy 3.6, an Arduino-compatible 32-bit ARM
Cortex-M4F processor operating at 180 MHz that is mounted in a breadboard-
friendly package. Native floating point math support and up to 58 digital IO
pins makes this particularly well suited for this application. Use of an Arduino-
compatible programming interface allows the firmware to leverage a rich set of
existing libraries to enable rapid development while still allowing lower-level
access to ARM libraries and functionality as needed. The processor commu-
nicates with the host computer via a 12 Mbit/s USB connection. (Ethernet
and 480 Mbit/s USB are supported by the Teensy 3.6 and can be explored for
future revisions. Note that an extreme worst case of 100 channels per moth-
erboard all streaming at 300 Hz and sending 20 bytes per sample would only
require transfer speeds of 5 Mbit/s; thus the standard USB connection should
be sufficient.)
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Thermometry
The v1 HK motherboard natively supports DC excitation and measurement
of four-wire resistor or diode thermometers. (For sub-1K thermometers, an
optional external pre-amplifier box was designed to generate AC excitations
and to demodulate the resulting signal, providing a DC voltage signal to the
motherboard. The pre-amplifier was not produced and has been superseded
by HKMBv2.) The ADC is an ADS1220, a 24 bit delta-sigma ADC with a
programmable gain amplifier (up to 128x), sample rates from 20 Hz to 2000
Hz (not including the multiplexing), and two pairs of differential inputs. One
pair of inputs measures the sensor voltage while the second set measures the
voltage across a fixed 75kΩ resistor to monitor the excitation current. A pair
of ADG726 analog multiplexers connects pairs of current and voltage lines
from 16 sensors to the excitation circuit and ADC inputs. 3 ADCs (each
connected to 12 physical sensors, 4 on-board monitoring sensors, and an ex-
citation circuit) allow for a total of 36 thermometers connected via nine Lake
Shore compatible 25-pin d-sub connectors. The excitation circuit consists of
an ADG734 analog multiplexer allowing connection to either a LM234 con-
stant current source controlled with a TPL0102 digital potentiometer or to an
AD5754R 16 bit DAC.
Sensitivity to voltage offsets in the ADC (or from thermocouple effects in
wiring) is one of the major drawbacks of using DC excitations. Typical input
voltage offsets in the ADS1220 ADC are rated at ±4µV at room temperature
for all gains, but are actively monitored and subtracted from the sensor signals
by measuring the voltage across shorted inputs. A 10µA excitation over a 100Ω
sensor would produce a 1 mV signal, which should not noticeably be affected
by residual voltage offset error.
The DC excitation current flowing through the fixed monitor resistor is not
identical to the current flowing through the sensor due to leakage currents in
various stages of the system, resulting in systematic errors in the computed
resistances. Leakage due to ground shorts in the cryostat wiring is considered
a system fault and should be detected (perhaps with the Automated Cable
Tester presented in Appendix B) and corrected. Leakage currents in the mul-
tiplexers on the motherboard itself currently dominate the systematic error in
the resistance measurements for very low excitation currents. The ADG726
multiplexer is specified to have a maximum leakage current of ±0.5nA at room
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temperature or ±2.5nA from −40◦C to 85◦C. This is a significant error for
10nA DC excitation currents, but is negligible at or above 1µA. The leak-
age currents in the system have been measured by checking the computed
resistance of known fixed high-precision resistors across a range of excitation
currents. A simple constant current offset describes the data to first order
(Fig. C.7). Fit values for this current offset are approximately 0.8 nA, which
is consistent with the maximum specified leakage currents for an ADG726
multiplexer. To achieve ±1% accuracy for excitation currents < 30nA, an
empirical six-parameter (ci) model with higher-order correction terms was fit:
Imeasured = Vmonitor/Rmonitor
R0 ≡ Vsensor/Imeasured
δ ≡ c0/Imeasured
Ieffective = Imeasured ∗ (1− δc1 + c2 δ + c3 δR0 + c4 δ2 + c5 δ3)
R = Vsensor/Ieffective
(C.1)
Note that accuracy for such small DC excitations is not necessary for TIME,
as AC excitation is preferred in this regime; this is simply an effort to push
the limits of DC excitation in this system. Post-calibration results for the fit
data are shown in Figure C.8. Additionally, a separate data set not used in
the fitting (taken four weeks prior) was calibrated using these fitting results.
This demonstrates that the fits found on the training data are stable on the
time scale of a month and are not the result of over-fitting.
Heaters
A series of eight quad-output AD5754R 16 bit DACs drive a total of 32 heaters
connected via two 37 pin d-sub connectors. Each output channel has a voltage
output between 0 and 10.5V and is current-limited to 20 mA (protecting the
system from short-circuits). A 10Ω resistor on the low side of the heater
allows for monitoring of the current in the heater circuit, which can be used
to determine the dissipated power (using the known heater resistance) or to
detect shorted or open circuits. A series of 32 individually controllable bi-color
LEDs on the front panel can be used to quickly indicate heater status, which
is useful for software and firmware debugging.
A stress test of the DACs and power system was conducted by shorting all
heater outputs and turning all of the DACs to maximum output. (Two RJ45
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pressure sensors were connected and powered, and fixed resistors were in-
stalled on all thermometry channels.) Each heater channel was automatically
clamped to 20 mA output as expected. Measurements of the DAC chip case
temperature were made with a K-type thermocouple; results are shown in Fig.
C.9. Using specified thermal parameters θjc = 9◦C/W and θja = 42◦C/W of
the AD5754R, one can roughly approximate the junction temperature during
these stress tests.
θja = θjc + θca
Pdissipated = (Tcase − Tambient)/θca
Tjunction − Tcase = Pdissipated ∗ θjc
Tjunction =
θjc
θja − θjc
(Tcase − Tambient) + Tcase
(C.2)
Assuming Tambient = 26◦C and Tcase = 80◦C in the steady state when all
channels are on and shorted, one finds Tjunction = 95◦C. This is well within
the limits specified in the datasheet (Tjunction < 150◦C). Thus it does not
appear that heatsinks on the DAC chips are required (though they can easily
be added later).
Analog and Digital Inputs
A set of eight BNC jacks are designated as low-speed high-precision differen-
tial analog inputs. The two conductors of each BNC are connected through
precision matched 11:1 voltage dividers (110kΩ impedance to ground per side)
to an ADS1220 ADC though an ADG726 analog multiplexer. Each end of the
input signal can range from -22V to 22V relative to system ground. The non-
infinite input impedance of the voltage dividers ensures that floating signals
become ground-referenced, and the non-zero input impedance ensures that
signals with sufficiently low output impedance (< 100Ω) are not significantly
distorted. HKMBv2 provides larger input impedances and should be preferred
over these channels.
A pair of BNC jacks are designated as high-speed low-precision single-ended
analog inputs. The shield conductor of each jack is connected to ground via a
10Ω resistor, while the center pin is connected though a precision 11:1 voltage
divider (110kΩ impedance to ground) to an analog input pin on the Teensy
3.6. This allows low-precision measurements to be taken at high data rates
without being limited by the system multiplexing cadence. HKMBv2 provides
larger input impedances and should be preferred over these channels.
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A set of four ground-referenced BNC connectors are connected to Teensy 3.6
digital input pins via a logic level shifter. These pins have the capability to be
used for frequency measurement or as arbitrary digital inputs. HKMBv2 pro-
vides opto-isolated digital inputs and should be preferred over these channels.
A pair of 9 pin d-sub connectors provide 5V power and digital frequency mea-
surement for the TIME FTS encoder, allowing monitoring of the mirror speed.
HKMBv2 provides access to a true quadrature decoder and should be preferred
over these channels.
Pressure Sensors
A pair of BNC connectors provide 24V over the center pins (with individual
300 mA trip / 100 mA hold self-resetting protection fuses) to power standard
4-20 mA output industrial sensors (such as the Swagelok S Model used in
the JT cart for TIME). The BNC shield is connected to ground via a high-
power rated 10Ω current monitoring resistor. The voltage over the resistor
is measured by an ADS1220 ADC through an ADG726 analog multiplexer.
A precision 11:1 voltage divider (110kΩ impedance to ground) protects the
multiplexer and ADC inputs in the case of external short circuit conditions
(the thermal fuse has a time lag).
A pair of RJ45 connectors provide 24V (with individual 300 mA trip / 100 mA
hold self-resetting protection fuses) to Edwards-style pressure sensors. The 2-
10V output signal is measured by an ADS1220 ADC through an ADG726
analog multiplexer with a precision 11:1 voltage divider (110kΩ impedance to
ground). A digital output controlled by the processor drives the sensor enable
pin through a transistor, allowing the firmware to disable the sensor in an
over-pressure environment.
MCE Sync Box
Connection with the MCE sync box is made via a 25 pin d-sub connector.
MAX3280E chips convert the RS-422 5 MHZ clock, data, and marker signals
into 3.3V TTL signals, which are routed to Serial Peripheral Interface (SPI)
clock and data inputs on the Teensy 3.6. The lines are configured as SPI
slave inputs which write the continuous bit stream directly to a small circular
memory buffer via a Direct Memory Access (DMA) channel. The marker pulse
triggers an interrupt which extracts the current sync word from the memory
buffer.
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Figure C.7: Resistance calibration for ADC 0 in HKMBv1 assuming a simple
current offset. This model is insufficient to describe the data to the accuracy
desired for low DC excitation currents. However, for the 10 µA excitation
currents currently used for TIME, calibration isn’t necessary at all.
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Figure C.8: Resistance calibration for ADC 0 in HKMBv2 assuming the full
calibration model. Verification was data taken several weeks before the cal-
ibration data and was not included in the fitting. Note that for the 10 µA
excitation currents currently used for TIME, calibration isn’t necessary at all.
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Figure C.9: Measurements of the case temperature of a DAC chip during
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C.4 HKMBv2 – Firmware Lock-in Demodulation
The extended math functions and high clock speed of the Cortex-M4F in
the Teensy 3.6 (used in HKMBv1) make it feasible to do AC bias signal de-
modulation in firmware when coupled with high-rate simultaneously-sampling
ADCs. The v2 TIME HK motherboard (pictured in Fig. C.10) provides two
dedicated (non-multiplexed) ADS1278 ADC inputs (one for voltage measure-
ment and one for excitation current monitoring) for each of 24 thermometer
channels. Channel amplifiers are mounted on shielded replaceable mezzanine
boards to allow for future upgrades.
Figure C.10: The TIME HKMBv2 box in its rack-mount enclosure. Connec-
tors for the thermometry and heaters are found on the reverse side.
Processor
The processor and USB communication specifications are identical to HKMBv1.
For HKMBv2, the NXP K66 processor used in the Teensy 3.6 has been inte-
grated into the PCB, improving access to some of the extra peripheral lines of
the chip. The Teensy 3.6 bootloader chip from PRJC is also included on the
board, allowing full software compatibility with Teensy 3.6 and HKMBv1.
Thermometry
The ADS1220 ADC used in the v1 motherboard is replaced with the ADS1278.
Each ADS1278 contains eight simultaneously-sampling 24-bit delta-sigma ADCs.
Multiple chips are daisy-chained on the motherboard to provide up to 106
channels (64 are used) at data rates up to 10.5 kHz (depending on clock speeds
set in the firmware). Thermometry and analog input channels are no longer
multiplexed, and 100kΩ excitation monitor resistors in series with the ther-
mometers allow for fully ratiometric measurement of resistive sensors. A total
of 24 four-wire thermometers are supported, spread over six Lake Shore pinout
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25 pin d-sub connectors
Each group of four channels is buffered and amplified ahead of the ADC on a
shielded replaceable mezzanine board. The amplifier board design in current
use is shown in Fig. C.11. An AD8421 differential instrumentation amplifier,
chosen for its low voltage noise, amplifies the sensor voltage with a fixed gain
of 496. An AD8224 differential instrumentation amplifier, chosen for its low
current noise, amplifies the voltage across the on-board current monitor series
resistor with a fixed gain of 10. An excitation DAC on the motherboard gen-
erates and distributes a programmable-frequency sine wave with an amplitude
on the order of 1V. For each channel a pair of 200 kΩ 256 position digital
potentiometers (AD5263) form a voltage divider with a fixed 200 Ω resistor,
bringing the excitation into the 0.1 to 300 nA range (software variable). Ex-
citation amplitude accuracy errors and long term drifts are suppressed by the
ratiometric nature of the measurement (the current monitor resistor is sampled
at the same speed as the sensor).
Figure C.11: Two of six replaceable thermometer channel amplifier boards for
the v2 TIME HK motherboard.
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Heaters
Similar to HKMBv1, a series of six quad-output AD5754R 16 bit DACs drive
a total of 24 heaters connected via two 25 pin d-sub connectors. Each channel
has a voltage output between 0 and 10.5V and is current-limited to 20 mA
(protecting the system from short-circuits). A 10Ω resistor on the low side of
the heater allows monitoring the current in the heater circuit, which can be
used to determine the dissipated power (using the known heater resistance)
or to detect shorted or open circuits. A series of 24 individually controllable
bi-color LEDs on the front panel can be used to quickly indicate heater status,
which is useful for software and firmware debugging.
Analog and Digital Inputs
A set of six BNC jacks act as precision differential analog inputs (connected to
ADS1278 ADC inputs via an AD8224 instrumentation amplifier with a gain of
1). Each end of the input signal can range from -5V to 12V relative to system
ground; floating inputs are also acceptable. Signals are typically reported at
the thermometry data rate, but can be reported at up to the raw ADC sample
rate. Inputs have a 10 MΩ impedance to ground.
A set of six BNC connectors are connected to processor digital input pins
via opto-isolators. These pins have the capability to be used for frequency
measurement, as IRIG-B inputs, or as arbitrary digital inputs.
A pair of 9 pin d-sub connectors provide 5V power and digital frequency mea-
surement for the TIME FTS encoder, allowing monitoring of the mirror posi-
tion and speed. This function uses the quadrature decoder built into the K66
processor.
Pressure Sensors
A pair of RJ45 connectors provides 24V (with individual 300 mA trip / 100
mA hold self-resetting protection fuses) to Edwards-style pressure sensors. The
2-10V output signal is measured by an ADS1278 ADC input via an AD8224
instrumentation amplifier with a gain of 1. A digital output controlled by
the processor drives the sensor enable pin through a transistor, allowing the
firmware to disable the sensor in an over-pressure environment.
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MCE Sync Box
The MCE Sync Box readout circuity has been carried over from the HKMBv1
design. An additional DB-25 connector was added that acts as a signal pass-
through, allowing the MCE Sync Box connection to be daisy-chained through
several boxes.
Firmware Lock-in Demodulation
Lock-in demodulation uses an AC excitation signal to move the signal band of
interest from DC to higher frequencies, reducing or removing the impact of low-
frequency amplifier noise and DC offset errors. A sensor signal at frequency
f is modulated by the excitation/carrier frequency fc, producing signals at
fc ± f . This measured signal is digitally multiplied in firmware by a copy of
the pure carrier wave, producing signals at f and 2fc ± f . A digital low-pass
filter removes the component near 2fc, resulting in a demodulated output with
only the f component.
An excitation frequency of 19 Hz was chosen for HKMBv2 as a compromise
between 1/f noise at low frequency and parasitic losses in sensor wiring (not
shared by the current monitor resistor) at high frequency. A Nyquist-sampled
output bandwidth fout of 5 Hz was chosen (with output data rates at or above
10 Hz), but this can easily be increased in the future if desired. Raw ADC
sampling rates for HKMBv2 are firmware-variable; 562.5 Hz was chosen to
reduce aliased noise arising from the cutoff frequency of the RC low pass filters
at the ADC inputs (sampling slower would be possible with lower bandwidth
RC filters). All data is immediately decimated by a factor of 6 to 93.75 Hz after
passing though a 97-tap finite impulse response (FIR) digital low-pass filter,
which is designed to have low ripple and loss in the signal band (fc ± fout =
19 ± 5 Hz). FIR filters are more resource-intensive than comparable infinite
impulse response filters (IIR), but they allow linear phase filters (filters with
a frequency-independent group delay) to be implemented in a straightforward
way [66]; a well-defined group delay allows for proper timestamp corrections
to be applied to filtered data in firmware before reporting to a computer.
The FIR filter coefficients are found by starting from an ideal desired transfer
function (Fig. C.12, upper) and computing its Fourier transform, producing
a time domain impulse. The impulse is shifted and truncated to the desired
filter coefficient count (97 taps); an odd tap count is chosen to produce a
group delay corresponding to an integer number of samples (48). A Blackman
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window is applied to reduce high frequency spectral leakage, producing the
final filter coefficients (Fig. C.12, lower). The actual spectral response of the
filter is found by transforming back to frequency space (Fig. C.13).
The raw excitation signal is directly measured in a spare ADC input channel
(the phase and frequency content are important, but recall that the amplitude
is not because of the current monitor channel). The measurement includes
ADC noise and higher harmonics of the excitation frequency, so a narrow
band pass filter is applied at the expected excitation frequency. The measured
thermometer signal may in principle have some non-zero phase with respect
to the carrier; in practice, due to the low frequencies involved, this is typically
indicative of a wiring failure and is thus useful only as a diagnostic. Never-
theless, it is helpful to form a 90 degree phase shifted version of the excitation
signal. Demodulating against both the original (in-phase, or I) and the phase
shifted (quadrature, or Q) excitations produces a complex quantity I + i Q
with a magnitude and a phase. The desired 90◦ phase shift arises naturally
from the Hilbert transform. Setting the negative frequency components of the
ideal narrow bandpass filter transfer function to zero (Fig. C.14, upper) re-
sults in a complex time-domain representation. The real and imaginary parts
of the resulting impulse function are shifted, truncated, and windowed (Fig.
C.14, lower), forming a pair of nearly identical bandpass filters with a 90 deg
phase shift between them [66]. The spectral response of these two filters is
shown in Fig. C.15.
Note that each reference signal (I and Q) has now been passed through two
FIR filters: the initial lowpass/decimation filter and a bandpass filter. In
principle this could be accomplished with a single FIR filter; in practice, deci-
mation between the two stages allows for much needed memory savings (fewer
total filter taps) at the cost of processing time (extra multiplications). Assum-
ing a 2-stage FIR filter with N taps per stage and decimation by a factor of M
between stages, the total filter requires on the order of 2 ∗ N state variables
(RAM usage) and N
M
+ N multiplications (CPU usage). To achieve similar
performance with a 1-stage filter the total impulse length should match the
effective length of the two-stage filter (M ∗N taps), with decimation occurring
at the end. This requires M ∗N state variables and (M ∗N)/M = N multi-
plications. Therefore, a 2-stage FIR filter with internal decimation results in
2/M times the RAM usage and 1 + 1
M
times the CPU usage. For M = 6, this
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is 1/3 the RAM at the cost of 17% higher CPU usage.
Because the I and Q reference signals have been passed through filters, they
each have a (known) time delay with respect to the sensor voltage and current
monitor timestreams. This can be accounted for with a simple time delay on
the sensor and monitor measurements. Instead, I take the opportunity to apply
a (much wider) band pass filter with an identical group delay. This further
reduces any DC or higher-harmonic components common with the reference
measurement that would demodulate into the signal band. The response of
this filter is shown in Fig. C.16 and C.17. Copies of the resulting signals are
multiplied by the I and the Q reference signals, low-pass filtered (Fig. C.18
and C.19), and decimated by a factor of 8. This results in a 11.7 Hz complex
timestream I + i Q for both the sensor voltage and the voltage across the
current monitor resistor. The readout phase (ideally 0 degrees) is assumed to
vary slowly over time, and is taken to be the exponential moving average of the
instantaneous phase. The amplitude in the readout phase for the sensor and
current monitor are divided and normalized, producing a 11.7 Hz timestream of
measured resistance values. The MCE Sync Box time stamps are compensated
for the known filter group delays when reporting to the computer for storage.
Resistance gain errors for four channels are shown in Fig. C.20. These mea-
surements were done with a set of relay-switched fixed resistors at the end of
12 ft of shielded twisted-pair cable. The channels were set to at most ∼ 100µV
excitation (lower excitation voltages were necessary at the lowest resistances
due to system limitations). Raw noise for the various channel components for
one fixed resistor can be seen in Fig. C.21 and mostly matches amplifier and
ADC specifications (shown in dashed lines). Final output noise for fixed 300K
resistors is found in Fig. C.22, demonstrating a flat frequency response and
good agreement with the noise model presented in Fig. C.23. Johnson-noise
limited results are achieved for 300K resistors, but the system is amplifier
noise (or gain) limited for sub-Kelvin sensors. Cryogenic pre-amplifiers could
be added to improve performance at the cost of increased complexity.
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Figure C.12: Ideal transfer function and the resulting processed impulse re-
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Figure C.13: Computed transfer function for the initial decimation FIR filter.
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Figure C.18: Ideal transfer function and the resulting processed impulse re-
sponse for the output lowpass filter.
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Figure C.19: Computed transfer function for the output lowpass filter.
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Figure C.20: Gain error for HKMBv2, measured with a set of relay-switched
fixed resistors at the end of 12 ft of shielded twister-pair cable. Channels were
set to ∼ 100µV excitation.
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Figure C.21: Raw noise for the various channel components in HKMBv2 for a
single warm fixed resistor. Results are shown with (lower) and without (upper)
12 ft cabling.
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Figure C.22: Fractional resistance noise for four different fixed warm resistors
(with 12 ft cabling), compared to predictions from the noise model in Fig.
C.23.
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Figure C.23: The predicted fractional resistance noise for sensors at 100µV
excitation in HKMBv2. Note that ADC noise on this plot depends on the
fixed amplifier gains, which was chosen to provide optimal dynamic range.
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HKMBv1 HKMBv2
Processor 180 MHz Cortex-M4F, 1024 kB RAM
(Teensy 3.6, Arduino Compatible)
Communication USB, 12 Mbit/s
MCE Sync Box DB-25 Input DB-25 Passthrough
ADC
Part Number ADS1220 ADS1278
Bit Depth 24 24
Raw Data Rate 90 Hz 562.5 Hz
ADC Channels 4 64
Multiplexing Factor 1:16 1:1
Amplifier Integrated PGA Replaceable Mezzanine
Gain 1-128 496
Thermometry
Input Channels 36 24
Connectors 9x Lake Shore DB25 6x Lake Shore DB25
DC Excitation 10 nA - 10 µA -
AC Excitation - 0.1 nA - 300 nA
Output Rate 1 Hz 11.7 Hz
Aux Analog Inputs
Input Channels 12 8
Connectors 10x BNC 6x BNC
2x Edwards RJ45 2x Edwards RJ45
2x 4-20mA BNC
Data Rate 1 Hz, 2x at 20 Hz 11.7-562.5 Hz
Heater DAC
Part Number AD5754R
Bit Depth 16
Channels 32 24
Max Output 10 V, 20 mA
Current Monitor 0.5 Hz
Aux Digital Inputs
FTS Encoder 2x DE9, GPIO Pins 2x DE9, Quad Decoder
GPIO 4x BNC 4x BNC
GPS Time Sync IRIG-B via GPIO
Table C.2: Specifications of the existing HKMBv1 and HKMBv2 TIME house-
keeping boxes.
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Appendix D
PyHK
D.1 Overview
PyHK is a suite of Python software developed to collect, store, and view sensor
data and to control heaters and cryostat fridges remotely over the internet. It is
developed with the intention of being flexible and extensible, allowing differing
hardware configurations to be managed by the same platform. Versions of the
code have been in use since 2014, and it is still in active development. PyHK
contains several separate packages:
• pyhkd is the main instrument control software, which runs indefinitely
collecting data and storing it to simple text files in a date-organized file
structure. It is designed to run in the background as a system service, but
can also be explicitly executed in a terminal. pyhkd listens for command
packets over local TCP sockets and execute valid requests (setting a
voltage, etc.).
• pyhkweb is a web viewer that is used in conjunction with Apache. It
is the primary method for monitoring and controlling housekeeping and
fridge scripts, even on the local machine. Once installed it is started
automatically by Apache as needed (you never need to run pyhkweb.py
yourself). You should have a DNS name (typically __.pyhk.net) as-
signed to your machine, and you use that name to access the website;
however, if you are running in a situation with no internet access, you
can still access pyhkweb locally at https://127.0.0.1.
• pyhkfridge is responsible for the fridge cycle and other related scripts
(like automated G measurement or heating fridge pumps during cool-
down). It monitors the data files generated by pyhkd for changes and
issues commands to pyhkd via sockets as needed. An arbitrary number of
instances of pyhkfridge can be run simultaneously. pyhkfridge is de-
signed to run in the background as a system service and to be controlled
via pyhkweb.
• pyhkcmd (still in development) is a command line interface script for
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PyHK. While pyhkfridge is the preferred method for writing scripts
that read or write PyHK data (due to its integration with pyhkweb),
pyhkcmd may be easier to integrate into some existing workflows.
This software has been tested on Ubuntu 16.04/18.04 with Python 3.5/3.6.
Full installation instructions can be found in the PyHK documentation.
D.2 Configuration
pyhkd Hardware Configuration Files
The hardware configuration files define the instruments and sensors read out
by pyhkd. Configuration data is stored in the JSON5 format, which is a
superset of the JSON specification that adds human-friendly features such as
comments; valid JSON is always valid JSON5, but the reverse is not true. A
valid pyhkd hardware configuration file consists of a single list of objects, with
each object corresponding to an instrument. Certain instruments acting as
bus controllers also allow for lists of sub-instruments to be defined. A brief
overview of supported instruments and sub-instruments is found below. For
full details and configuration file examples, see the PyHK documentation.
• prologix: The Prologix GPIB-USB 6.0 adapter, acting as the controller-
in-charge on a GPIB bus. Accepts the following sub-instruments:
– ls370: Lake Shore 370 resistance-based thermometer readout in-
strument with a 16x multiplexer, connected via a GPIB bus.
– ls218: Lake Shore 218 voltage-based thermometer readout instru-
ment, connected via a GPIB bus (also supported over RS232).
– ami420: AMI 420 magnet power supply controller.
– agilent_e3631a: Triple-output HP, Agilent, or Keysight power
supplies with GPIB control.
– agilent_e36XXa for XX in [46, 47, 48, 49]: Dual-output HP, Agilent,
or Keysight power supplies with GPIB control.
– agilent_e36XXa for XX in [32, 33, 34, 40, 41, 42, 43, 44, 45]: Single-
output HP, Agilent, or Keysight power supplies with GPIB control.
• ptcompressor: The helium compressor for a Cryomech PT410 or PT415
pulse tube. Telemetry and remote on/off are supported.
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• ls218: Lake Shore 218 voltage-based thermometer readout instrument,
connected via a RS232 (also supported over GPIB)
• arduino: An Arduino or Arduino-compatible device running the firmware
included in pyhk/firmware/arduino-digital-out, which provides pyhkd
access to the digital output pins.
• hkmbv2: TIME-style AC excitation housekeeping data acquisition box.
Matches readings to MCE sync numbers and IRIG-B timestamps if pro-
vided.
• hkmbv1: TIME-style DC excitation housekeeping data acquisition box.
Matches readings to MCE sync numbers and IRIG-B timestamps if pro-
vided.
• hkmbminiv1: TIME-style data acquisition box used for voltage mea-
surement (no thermometer excitation). Matches readings to MCE sync
numbers and IRIG-B timestamps if provided.
• adixen_acp: Adixen ACP40 (or compatible) vacuum pump.
• mks_pressure: MKS pressure sensors including 972B DualMag and
902B
• simdata: A fake instrument that generates a random walk output on
each channel with a given frequency. Accepts any number of channels.
pyhkd Calibration Files
The calibration configuration files define the conversion functions between data
types within a channel in pyhkd. For example, a piece of hardware may mea-
sure a resistance for a thermometer which is converted to temperature by a
calibration function. Calibrations functions are specified on a per-channel ba-
sis. Several forms are allowed for calibration files (but only one form should be
provided for a given file name). For full details and calibration file examples,
see the PyHK documentation.
Interpolation Files: Files with the extension ".interp" are text files
containing a pair of numbers on each line separated by a space. The left field
is the independent variable (the raw value provided by the hardware, often
voltage or resistance), and the right field is the dependent variable (what we
are converting into, often temperature or pressure). Python-style comments
are allowed. The data is sorted by pyhkd when loaded, so data order in the file
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is not important. Data need not be monotonic, but in many cases it should
be.
Lake Shore Coefficient Files: Standard resistance or voltage ".cof"
calibration files provided by Lake Shore can be loaded directly, no changes to
the file are required. If a file is found that fails to load or function as expected,
please report it to the PyHK maintainer so the code can be updated (variations
to the file format may occur over time).
Python Files: Any Python function that takes one argument and re-
turns one value can be used. Place the function in a ".py" file in the cali-
bration folder, and be sure the function name matches the file name. Several
helper functions are available to import and call for common function types,
including R2T_inverse_polylog, R2T_chebyshev, and R2T_polynomial.
pyhkweb Website Configuration Files
The website configuration files define the plots, tables, and settings pages
shown by pyhkweb. Configuration data is stored in the JSON5 format. A brief
overview of supported pages is listed below. For full details and configuration
file examples, see the PyHK documentation.
• plot: An interactive plot showing live and archived values for a provided
set of sensors. Values update every few seconds without needing to
refresh the page. A date-picker allows for browsing of archival data. See
Fig. D.1 for a sample screenshot.
• tables: A set of one or more tables showing live values for a provided set
of sensors. Values update every few seconds without needing to refresh
the page. See Fig. D.2 for a sample screenshot.
• pt: A control panel that allows remote operation of a Cryomech PT410
or PT415 helium compressor. See Fig. D.3 for a sample screenshot.
• heaters: A basic control panel for a provided list of voltage outputs.
See Fig. D.4 for a sample screenshot.
• panel: A custom heater/thermometer monitor and control panel. A
series of "widgets" that control one heater are displayed over a static
background image. See Fig. D.5 for a sample screenshot.
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• fridge: Allows user control of any currently running instances of pyhkfridge,
which are auto-detected. See Fig. D.6 for a sample screenshot.
• ls370: User-modifiable settings for a Lake Shore 370.
• hkmb: User-modifiable settings for one of the HKMB family of instru-
ments (v2, v1, or v1-mini).
• export: A page that allows exporting of any timestream data over a
provided date range. See Fig. D.7 for a sample screenshot.
Figure D.1: A sample plot webpage from PyHK.
pyhkfridge Fridge Scripts
pyhkfridge script files are Python files that define a set of rules for moving
between states. The main state variable of a running script is the current step
index, which maps directly to a function you have written. These functions,
called "steps", should be quick segments of code (executing in less than a
second) that consult a series of values (time, temperature, etc.) and decide
to either (A) remain at the current step index or (B) move to a different step
index. Steps may also change other system state variables (voltages, etc.).
Every few seconds pyhkfridge executes the current step function, and this is
repeated until the script terminates. For full details and fridge script examples,
see the PyHK documentation.
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Figure D.2: A sample tables webpage from PyHK.
Figure D.3: A sample pt webpage from PyHK.
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Figure D.4: A sample heaters webpage from PyHK.
Figure D.5: A sample panel webpage from PyHK.
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Figure D.6: A sample pyhkfridge webpage from PyHK.
Figure D.7: A sample export webpage from PyHK.
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D.3 Repository
PyHK is freely available in the following repository:
https://bitbucket.org/jhunacek/pyhk
