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Abstract-A definition of white noise processes in strong sense, main properties of the noise, a 
characteristic function for a white noise of general type that allows us to characterize the white noise 
processes are suggested. Modeling of a linear stochastic process is used as an example of the practical 
application of the white noise in the strong sense. 
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The main purpose of the article is to make more exact the white noise models and make more 
detailed mathematical descriptions, definitions, and practical applications of the white noise 
processes. 
The first detailed investigation of white noise processes was made by K. Ito in 1954 [l]. How- 
ever, the beginning of the white noise theory can be traced back to the 1930’s to the works of 
A. Kolmogorov [2] and A. Khinchin [3], where the processes with independent increments closely 
related to white noise were considered. 
In the most simple case, in technical applications, white noise can be defined as a generalized 
process with noncorrelated values {r(t), t E T} such that 
where 6(~) is a Dirac delta function. The stochastic process is generalized and stationary. The 
correlation function of the process is also a generalized one and is determined as 
R(T) = fi26(7), r E T, 
where ~2 > 0 is an intensity of the white noise. In the case of the nonstationary white noise, the 
parameter ~2 will depend on time t. 
White noise allows a spectral decomposition 
where z(w) is a process with noncorrelated increments. 
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The infinitesimal “elementary oscillations” eiWt dz(w) have equal infinitesimal mean power and 
are mutually noncorrelated at any frequencies (w) because of noncorrelated increments of the 
process Z(W). The mean square of their infinitesimal amplitude has a mathematical expectation 
Mldr(~)1~ = Kz dw, w E (-co, co). 
The Gilbert stochastic process with representation (2) is called Loeve harmonizable process. 
However, the white noise cannot be considered as the Loeve harmonizable stochastic process, 
because it is not a Gilbert process: it does not have finite variance or finite mean power. Never- 
theless, in a general sense, the white noise can be considered as a harmonizable one. Then, its 
generalized harmonizable correlation function can be derived from (2) and is determined as 
R(T) = $ /_m ~2 eeiw7d(w). 
co 
Thus, the white noise with continuous time has constant spectral power density at infinite fre- 
quency bound and equals to 
S(w) = K2, WE(--CO,cQ), 
i.e., the power of every infinitesimal harmonic component equals to ~2 dw. 
For the processes with continuous time the values of the white noise process in the strong sense 
and of the process with independent increments are connected by an equation 
where {c(t), t E [O,m)) is a white noise in the strong sense with continuous time. The increments 
~(7) at the noncrossing intervals are independent. 
If there exist a difference limit for ASv(~) = ~(7) - q(s), i.e., 
then the limit process & is the white noise process in the strong sense with continuous time. 
However, in a general sense, such a derivative does not exist and the white noise with continuous 
time can be considered as a generalized process. 
In contrast to the white noise with continuous time, the processes with independent increments 
are physically possible. 
Homogeneous characteristic function of the process with independent increments {q(t), t E T} 
is determined as 
fi7(u, t) = Meiuq(t), (4) 
The one-dimensional characteristic function of f(u; s, r) of increments ASn(r) is determined as 
A remarkable feature of the characteristic function (4) of the homogeneous processes with 
independent increments n(t), t E (-cm, co), p{q(O) = 0) = 1 is that the corresponding distribution 
function belongs to the class of infinitely divisible ones, as described by Levy. A canonical 
representation of the characteristic function in Levy form is 
lnf,(21, t) = JtJ 
LT2 
'1pLEU - ~21~ + t E (-woo), (5) 
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where p and 6 > 0 are some constants, E = sign t L(Z) is a Poisson jump spectrum in Levy form. 
It is noteworthy that fV(u, t) E f(u; 0, t). 
As was mentioned, the white noise with continuous time is a generalized stochastic process and 
it is not described by a distribution function, as such a function does not exist. The notions a 
Gaussian or a Poisson white noise indicate that the integral between boundary time interval has 
corresponding Normal or Poisson distribution, respectively. 
White noise forms the basis of linear stochastic processes. The latter can be considered as a 
result of a linear filtration of white noise processes of different distributions. An account of the 
theory of linear stochastic processes was given in [4,5]. 
The linear stochastic process is the process 
C(t) = /a (P(T> t) MT), t E T, (6) 
-co 
where (~(7, t) is a nonstochastic number function that has properties 
sm 
$(7,t) d?- < 03, for all t E (--00, 03); 
-ccl 
{77(t), v(O) = 0, t E (- cm, co)} is a so-called innovative process, which is a process with indepen- 
dent increments. 
Suppose that q(t) is a Hilbert and homogeneous stochastic process, then the logarithm of a 
characteristic function in Levy form of a linear stochastic process (6) equals to 
lnfE(u, t) = lnMei”E(t) = izlp ~(7, t) dr - ; u2 'p2(0)dT 
where p, 6 > 0, L(z) are defined as in (5). 
Using a characteristic function of a linear stochastic process, one can perform a full analysis 
of the output signals of linear systems: calculate moments and distribution functions, analyze 
connections between input and output characteristics of linear circuit [4,5]. 
White noise and corresponding linear stochastic processes can be generalized for the multivari- 
ate cases, i.e., the cases of stochastic white fields and linear stochastic fields. 
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