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 Resumen:   El carácter arbitrario del comienzo, duración y dificultad de las 
actividades que acompañan al ejercicio discente afecta al rendimiento 
del alumno al tener que invertir un tiempo en la gestión y planificación 
de dichas tareas por tener que acomodarlas a su planificación diaria. 
 
Con la intención de facilitar dicha tarea se desarrolló originalmente 
esta aplicación Android, que permitía a un usuario potencial planificar 
su tiempo con los siguientes elementos: 
 
- Un horario semanal con las horas de docencia y los intervalos de 
tiempo disponible para trabajar. 
- Una lista de tareas con un carácter periódico o esporádico (es decir 
con una carga de trabajo expresada en horas totales de dedicación 
necesaria y con una fecha límite determinada). 
- Una agenda a lo largo de la cual desarrollar la planificación, con 
la fecha de inicio y fin del curnso en que se realizan las tareas. 
 
Con esta información, se elaboraba una gestión del tiempo basada en 
algoritmos de planificación de procesos como RMS, DMS y EDF, que 
resultaron adecuados para la elaboración de planificaciones sencillas. 
 
El objetivo de éste trabajo es dotar a la aplicación de unas 
planificaciones de mayor calidad teniendo en cuenta las preferencias del 
usuario y desarrollar las posibles mejoras que brindaba usando las 
preferencias horarias del usuario como heurístico para disponer de un 
juicio de valor de las planificaciones y así poder ajustar el resultado 
a sus gustos mediante técnicas de I.A. como CSP (Problemas de 
satisfacción de restricciones), hacer la interfaz de usuario más cómoda 
e intuitiva y añadir componente lúdico al seguimiento de las tareas 
realizadas, premiando el trabajo constante mediante una valoración 
periódica de la progresión y cumplimiento de las  tareas  
Palabras claves: Android,  Planificación, Tareas 
 
Abstract:  The arbitrary nature of onset, duration and 
difficulty of the activities that learning implies, affects student 
performance as the student has to invest their time in planning and 
management of these tasks in order to accommodate them to their daily 
planning. 
This Android application was originally developed with the intention of 
facilitating this task by allowing a potential user to plan their time 
with the following elements: 
- A weekly schedule with teaching hours and time intervals available for 
work. 
- A list of tasks with a newspaper or sporadic (i.e. with a workload 
expressed as a number of hours of dedication required and with a certain 
deadline). 
- A calendar along which planning happens, with start and end date those 
of the course whithin which tasks are performed. 
With this information, a time management was made based on process 
scheduling algorithms such as RMS, DMS and EDF, which were found 
suitable for making simple schedules. 
The aim of this work is to provide higher quality schedules taking user 
preferences into acount and develop and using them as a heuristic to 
provide a way to evaluate schedules and adjust the results to their 
preferences using AI techniques like CSP (Constraint Satisfaction 
Problems), make the interface more intuitive and user-friendly and add a 
gaming component to the tracking of completed tasks, rewarding the 
ongoing work by a periodic assessment of the progress and fulfillment of 
the tasks.  
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En el marco de las ensen˜anzas regladas, se hace patente la necesidad de una metodo-
log´ıa a la hora de afrontar con mesura y buena salud el conjunto de obligaciones que se
van a ir sucediendo a lo largo del per´ıodo de aprendizaje.
Por lo general no es suficiente una simple enumeracio´n de las actividades que se desa-
rrollara´n en horarios fijos, sino que es necesaria una planificacio´n del tiempo disponible
tras e´stas para realizar las tareas y afianzar conocimientos, es decir, para el correcto apro-
vechamiento de los contenidos.
El cara´cter heteroge´neo del comienzo, duracio´n y dificultad de las actividades que
suelen acompan˜ar al ejercicio discente, se puede convertir en un escollo que poco o nada
tiene que ver con el objetivo de la ensen˜anza en s´ı, pero que repercute en el alumno, al
tener que invertir el preciado tiempo disponible, en la gestio´n y planificacio´n de dichas
tareas, al tener necesariamente que acomodarlas a su vida diaria.
Este proyecto surge de la intencio´n de facilitar dicha tarea y ayudar en la medida de
lo posible a un uso ma´s eficaz del tiempo del alumno, es decir, pretendemos automatizar
el proceso de planificacio´n del trabajo del alumno, que as´ı pierda el menor tiempo posible
en la gestio´n del tiempo, ya que haciendo uso de la planificacio´n resultante de la ejecucio´n
del programa (que en esta mejora pretende ser la ma´s cercana a sus preferencias en cuanto
a horarios de estudio) resulte un plan satisfactorio para llevar a cabo todas sus tareas a
tiempo.
Se ha elegido seguir desarrollando la aplicacio´n que originalmente se elaboro´ como
proyecto final de carrera, ya que brindaba muchas posibilidades interesantes de mejora.
La plataforma de desarrollo seguira´ siendo Android, por resultar adecuado un dispositivo
porta´til para planificar tus tareas tanto en el centro de estudio como en el hogar, adema´s
dicha plataforma cuenta con una gran variedad de herramientas de desarrollo gratuitas
y es ampliamente utilizada por la comunidad a la que se dirige la aplicacio´n, lo que nos
permite llegar a un gran nu´mero de potenciales usuarios.
1.2. Objetivos
La aplicacio´n original permitio´ que un usuario potencial (un alumno de ensen˜anza
reglada) planificara su tiempo de estudio usando los siguientes elementos
 Un horario escolar con las horas de docencia impartidas al alumno y los intervalos
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de tiempo disponible para que e´ste trabaje a lo largo de una semana (cuya mejor
planificacio´n posible es nuestro objetivo).
 Una serie de tareas que pod´ıan tener un cara´cter o bien perio´dico (aquella que
implique dedicarle un tiempo concertado a una tarea con una cadencia establecida
durante todo el per´ıodo de validez del calendario), o espora´dico (una carga de trabajo
expresada en horas a ser realizado en el tiempo libre expresado en el horario escolar
del usuario antes de una determinada fecha).
 Un calendario escolar o Agenda, que marcaba los deadlines de las tareas es-
pora´dicas, y que tambie´n impone una fecha de inicio y fin del curso, a lo largo de
cual desarrollara´n las tareas perio´dicas.
Con la informacio´n suministrada previamente, se elaboraba una gestio´n del tiempo
basada en algoritmos de planificacio´n de procesos como RMS, DMS y EDF, que final-
mente resultaron u´tiles para la elaboracio´n de planificaciones sencillas.
El objetivo principal de e´ste proyecto es dotar a la aplicacio´n de unas planificaciones
de mayor calidad, ya que si bien era posible obtenerlas e´stas no ten´ıan en cuenta las pre-
ferencias del usuario.
 Se dota a los intervalos horarios disponibles del usuario de informacio´n cualitati-
va y de este modo poder usar las preferencias del usuario en cuanto a la eleccio´n
de determinados intervalos horarios frente a otros, para poder hacer valoracio´n de
las planificaciones, y usar dicha informacio´n como heur´ıstico para suministrar una
planificacio´n resultante ajustada a sus gustos, abordando el problema con te´cnicas
como las empleadas para la resolucio´n de Problemas de satisfaccio´n de restricciones
(CSP). De este modo, ahora cuando se introduzca un intervalo de tiempo disponible
para trabajar, tambie´n se debera´ suministrar informacio´n acerca de cua´n agradable
resulta ese intervalo, generando finalmente (aneja a el horario escolar) una prelacio´n
de intervalos a ser utilizados, u´til a nuestro enfoque de dar una planificacio´n de
calidad.
 Se mejora la interfaz de usuario, hacie´ndola ma´s co´moda e intuitiva, buscando re-
ducir el nu´mero de pulsaciones y procurando una presentacio´n escueta y precisa
de contenidos, para ello se ha incluido un navigation drawer (menu´ contextual que
permite navegar co´modamente atajando a las distintas secciones principales de la
aplicacio´n). Se ha mejorado el contraste de los gra´ficos para procurar una lectura
ma´s agradable.
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 Se an˜ade un componente lu´dico; la aplicacio´n realiza un seguimiento de las tareas
tras la planificacio´n inicial de las tareas, as´ı que cada vez que se acceda a la aplica-
cio´n, e´sta evalu´a el estado de realizacio´n de las mismas y, si es necesario, replanificara´
o exigira´ cambios en caso de que no sea planificable con las condiciones actuales; la
parte de ludificacio´n premia el trabajo constante, mediante una valoracio´n perio´dica
de la progresio´n de las diferentes tareas y el cumplimiento de sus deadlines (fechas
l´ımite para su realizacio´n).
El objetivo es motivar el compromiso mediante la captura del intere´s del estudiante
e incentivar la constancia (haciendo uso del instinto intr´ınseco del ser humano por el
gusto al juego), la ludificacio´n, definida en sentido amplio, es “el proceso de definir
los elementos comprendidos en los juegos que los hace divertidos y motivan a los
jugadores a seguir jugando, y usar esos mismos elementos en un contexto ajeno al
juego para influenciar el comportamiento”
 Otra mejora es la posibilidad de compartir los horarios, la aplicacio´n permite im-
portar y exportar un horario determinado, de modo que se puedan difundir de un
modo sencillo un esquema horario que posteriormente los destinatarios pueden adap-
tar a sus gustos o necesidades. De este modo ser´ıa trivial enviar a un conjunto de
alumnos los horarios de las asignaturas y que cada uno de los alumnos adaptara di-
cho horario incorporando u´nicamente las horas que tienen disponibles a lo largo de
la semana que les vinieran bien para trabajar en las materias. Se pueden transmitir
mediante cualquier v´ıa, ya sea correo electro´nico paso de mensajes con aplicacio-
nes de mensajer´ıa, gestores de ficheros de Android, descarga desde alguna url, etc . . .
 En cuanto a los avisos y eventos de las tareas planificadas, cabe sen˜alar que el re-
sultado de las planificaciones la aplicacio´n las integra en la plataforma utilizando la
API de Android Calendar Provider, generando eventos de calendario para los tra-
bajos a realizar, de e´ste modo toda la funcionalidad cualquier aplicacio´n que trabaje
contra el calendario de la plataforma es aplicable a los resultados de la planificacio´n,
no obstante, la aplicacio´n realiza una serie de funciones ba´sicas sobre estos resulta-
dos, es decir permite eliminar todos los eventos en caso de que se quiera deshacer la
planificacio´n actual, y tambie´n se encarga de actualizar los mismos cuando se hacen
replanificaciones en el seguimiento de las tareas de manera automa´tica.
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1.3. Vocabulario
A continuacio´n se precisara´ el significado de algunos te´rminos utilizados a lo largo del
texto.
 Tareas (el cara´cter de la tarea podra´ ser perio´dico o espora´dico):
• Perio´dicas: Una tarea perio´dica sera´ aquella que implique dedicarle un tiempo
concertado a una tarea con una cadencia establecida (e.g. practicar 3 horas
diarias con un instrumento), se pedira´n su frecuencia (que´ d´ıas de la semana
se llevara´ a cabo) y su duracio´n.
• Espora´dicas: En una tarea espora´dica se indicara´ el tiempo total necesario para
completar la tarea, que la aplicacio´n posteriormente se encargara´ de distribuir
adecuadamente para la consecucio´n del objetivo antes de que acabe su pla-
zo.(e.g. 150 horas para superar la asignatura de ca´lculo o´ 3 horas para trabajo
de Asignatura de Tecnolog´ıa, etc . . . )
 Plazo: Hay en realidad dos intervalos de fechas que nos interesan.
• Agenda: El intervalo de fechas sobre las que tienen sentido las planificaciones
(e.g. un semestre, un curso)
• Tareas: Si la tarea es espora´dica sera´ el d´ıa de comienzo y el d´ıa de finalizacio´n
de la tarea. Si es perio´dica heredara´ los l´ımites de la agenda y se planificara´ a
lo largo de toda la extensio´n de e´sta.
 Duracio´n: para las tareas de cara´cter espora´dico se les indicara´ tanto el tiempo
estimado para la finalizacio´n de la tarea en horas (e.g. 400 horas para arrostrar la
asignatura de ca´lculo) como , opcionalmente, el intervalo de tiempo razonable diario,
ya que a determinadas tareas, so´lo tiene sentido dedicarle un tiempo adecuado (en un
d´ıa, un per´ıodo demasiado pequen˜o ser´ıa insuficiente para haber entrado en materia
y uno excesivo resultar´ıa insostenible).
Caso de no indicar un tiempo razonable diario, se le da libertad a la aplicacio´n para
planificar la tarea como mejor convenga en las horas disponibles para el trabajo
individual de ese d´ıa de la agenda. Si se indica un tiempo l´ımite esto implica que en
un mismo d´ıa no se planificara´n ma´s horas de esa tarea aunque fuese posible
 Preferencia: A los intervalos disponibles para realizar tareas, se les puede asignar
una preferencia que es el indicador del intervalo (de los disponibles a lo largo de la
semana que mejor conviene al usuario), hay cuatro grados posibles que se marcan
en la creacio´n de un intervalo, desde una estrella (no quiero trabajar en este horario
si es posible) hasta cuatro estrellas (es el horario ido´neo)
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(a) Any.do [1] (b) Astrid [2]
Figura 1: Aplicaciones existentes
1.4. Aplicaciones existentes
De entre el nutrido grupo de aplicaciones de agenda y tareas disponibles para la pla-
taforma Android, es bastante dif´ıcil encontrar aquellas que entren en el aspecto de hacer
un reparto de trabajo en intervalos de tiempo disponible.
En general las aplicaciones suelen esta´n enmarcadas en el contexto de las ”To-Do
apps” que generan eventos de agenda, de entre las cuales quiza´ cabe destacar Astrid o
Any.do, pero ninguna realiza labores de planificacio´n de tareas a lo largo de intervalos de
tiempo de modo que una carga de trabajo se reparta en el tiempo. Generan recordatorios
puntuales o perio´dicos y agendan notificaciones con una bella interfaz y multiplataforma.
Esta carencia para un campo que parece propicio como la ensen˜anza reglada, donde
existen unos l´ımites bien demarcados tanto en cargas de trabajo como en horarios, dar´ıa
razo´n de ser a nuestra aplicacio´n dentro del ecosistema, y quiza´s sirviera de buen baremo
de carga de trabajo fuera del horario discente.
1.5. Equipamiento utilizado para el trabajo
Para el desarrollo del proyecto se han utilizado los siguientes elementos de software:
 Sistema operativo empleado: Debian GNU-Linux 8 64bits
 Herramientas de desarrollo: Android Development Tools v.25.1.7
 Bibliotecas de desarrollo: Java 1.8.0, Android SDK rev.23
 Hardware utilizado:
• Ordenador personal i7
• Mo´vil con S.O. Android v. 4.2.1 ”Jelly Bean”
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2. Descripcio´n general de la aplicacio´n
2.1. Requisitos de aplicacio´n
Vamos a comenzar exponiendo los elementos que han sido utilizados para la construc-
cio´n del modelo de la aplicacio´n, describiendo someramente su funcio´n.
2.1.1. Agenda
Para poder programar la realizacio´n de tareas, en primer lugar nos planteamos un
lapso de tiempo en el cual sera´n va´lidas las planificaciones. A e´ste per´ıodo de tiempo lo
llamaremos agenda, la cual constara´ en principio de una fecha de inicio y una fecha de
fin. Dichas fechas servira´n para aplicar un horario o plantilla semanal.
2.1.2. Horario o Plantilla Semanal
En una plantilla semanal se describira´n los intervalos de tiempo (ocupado o disponi-
ble) para cada d´ıa de una semana tipo, es decir la plantilla que sera´ aplicada a todas las
semanas contenidas en el intervalo de tiempo de la agenda.
Una agenda podra´ disponer de varias plantillas semanales dado que en el per´ıodo
marcado por la agenda un usuario puede y de hecho suele cambiar su gestio´n del tiempo.
e.g. Es plausible pensar que los distintos semestres variara´n la distribucio´n de
intervalos del horario de un alumno, as´ı en una agenda con la duracio´n de
un an˜o lectivo, pueden coexistir (no de modo simulta´neo) distintos horarios
ligados a ella.
2.1.3. Intervalos de una plantilla semanal
Los intervalos horarios dentro de una plantilla semanal pueden ser de dos tipos, en
funcio´n de la clase de tarea que vayan a albergar.
 Intervalo ocupado: si el intervalo se va a utilizar para una tarea prefijada y constante
como puede ser el horario de clase de un alumno, sera´ un intervalo ocupado y so´lo
sera´ usado con una finalidad informativa a la hora de mostrar los resultados de las
planificaciones de un modo ma´s completo, en el que no solo se muestren las tareas
generadas por el planificador sino que tambie´n aparezcan aquellas a las que haya que
atender obligatoriamente, as´ı, de un vistazo a la agenda del dispositivo, se obtiene
toda la informacio´n necesaria para una jornada concreta.
 Intervalo disponible: por otro lado tenemos aquellos intervalos horarios dentro de la
plantilla semanal que usaremos como tiempo disponible para resolver tareas en cada
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uno de los d´ıas de la plantilla semanal, estos intervalos indican tiempo disponible
para la realizacio´n de tareas por parte del usuario.
2.1.4. Intervalos planificados
Hay otros tipos de intervalos, aquellos resultantes de aplicar una planificacio´n, es decir,
aquellos intervalos de tiempo que tienen asociada una tarea (mejor dicho una porcio´n de
e´sta) que ha de ser llevada a cabo para el cumplimiento de una planificacio´n.
 Intervalo planificado tarea espora´dica: Es un lapso de tiempo proveniente del resul-
tado de una planificacio´n exitosa en la que la realizacio´n de una tarea es prorrateada
en los intervalos disponibles de modo que logra acabarse antes de que expire su fecha
de finalizacio´n.
 Intervalo planificado tarea perio´dica: Tiene un matiz que lo distingue del anterior y
es que este tipo de per´ıodos son asignados a una serie de d´ıas concretos, determinados
en la plantilla semanal, e´stos d´ıas son introducidos en la declaracio´n de una nueva
tarea perio´dica junto con la duracio´n de la tarea para un d´ıa y se aplicara´ a lo largo
de toda la “vida” de la agenda.
Un ejemplo ser´ıa practicar con la harmo´nica media hora lunes y mie´rcoles
en el tiempo disponible. Este tipo de tarea provoca que el planificador
genere una serie de intervalos hasta la fecha del final de la agenda (y no
de la finalizacio´n de la tarea, que aqu´ı no tiene sentido) en los que todos
los lunes y mie´rcoles se buscar´ıa un hueco de media hora dentro del tiempo
disponible del usuario para poder practicar.
2.1.5. Tareas
Las tareas son la descripcio´n del trabajo a ser realizado en los intervalos disponibles
de modo que el planificador tenga suficiente informacio´n como para disponerlos de modo
que cumplan sus deadlines y tambie´n satisfaga las preferencias del usuario.
Toda tarea consta de un nombre que sera´ usado en cualquier representacio´n posterior
en la agenda del dispositivo con que se visualice. Hay definidos dos tipos de tareas:
 Tarea perio´dica: e´ste tipo de tareas son aquellas que el usuario va a repetir unos
d´ıas concretos cada semana, a lo largo de la duracio´n del calendario e.g. “correr
una hora sa´bados y mie´rcoles”, a parte del nombre tienen asociados los d´ıas de la
semana en que habra´n de ser planificadas y tambie´n la duracio´n que tendra´. Es decir
constan de:
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• Nombre
• Duracio´n de la actividad
• Dı´as de la semana en que sera´ ejecutada
 Tarea espora´dica: Las tareas espora´dicas son en definitiva una carga de trabajo que
ha de ser resuelta antes de un plazo, con respecto a la carga de trabajo nos basamos
en que las ensen˜anzas regladas disponen de una estimacio´n del tiempo que habra´
de ser dedicado a las tareas, necesitaran una fecha de comienzo y de finalizacio´n de
la tarea (contenidas dentro de los l´ımites de la agenda), y finalmente, para que las
planificaciones sean adecuadas para ser llevadas a cabo por personas, e´stas tienen
un l´ımite de tiempo para la realizacio´n de la misma de forma continuada.
Esto es; por mucho tiempo disponible que tenga el usuario un d´ıa
determinado, el planificador no permitira´ que la tarea consuma de ese
intervalo ma´s que dicho l´ımite, as´ı, si se dispone de varias horas una tarde,
una tarea extensa no ocupara´ ma´s de lo que se haya estipulado para ella
como ma´ximo tiempo dedicado de forma continua.
En resumen constan de:
• Nombre
• Fecha de inicio
• Fecha fin
• Tiempo total estimado para la realizacio´n de la tarea
• Tiempo ma´ximo dedicado de forma continua
2.1.6. Motor de planificacio´n
El motor de planificacio´n es, en principio, un algoritmo de scheduling, encargado de
realizar una planificacio´n.
Esto es que, dada una agenda y una serie de tareas, se encargara´ de devolver una
lista de intervalos planificados dentro de los l´ımites de la agenda de modo que todas las
tareas se ejecuten si es posible dentro de sus tiempos l´ımites y respetando las preferencias
de los usuarios como pueda ser el ma´ximo tiempo que se dedicara´ de modo continuado
a una tarea, o bien de devolver un informe de que la planificacio´n no es factible con las
condiciones dadas.
Decimos que en principio sera´ un algoritmo de scheduling, porque en realidad no se
fuerza a que sea de este modo, los motivos para que los algoritmos sean de scheduling y
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no, por ejemplo, de planning o CSP’s sera´n discutidos ma´s adelante, pero se ha tenido
especial cuidado a la hora implementar esta parte del co´digo aplicando patrones de disen˜o
(en este caso strategy tambie´n llamado policy) de modo que no haya problema a la hora
de an˜adir otros algoritmos que difieran de los elegidos.
La aplicacio´n consta inicialmente con tres algoritmos de planificacio´n de scheduling,
basados en los algoritmos DMS, RMS (prioridades esta´ticas) y EDF (prioridades dina´mi-
cas).
2.1.7. Contexto de planificacio´n
Una vez nuestro algoritmo de planificacio´n haya hecho su labor, nos devolvera´ o bien
un mensaje indicando que para el algoritmo elegido, con la agenda y las tareas selecciona-
das, no ha sido posible encontrar una planificacio´n va´lida, o bien un conjunto de intervalos
planificados a lo largo del per´ıodo de duracio´n de la agenda, que es una planificacio´n va´lida.
Que una planificacio´n sea va´lida no implica que sea cierto todo lo que pone en ella,
es decir, con el paso del tiempo (desde que la planificacio´n fuera inicialmente realizada),
es posible que un usuario haya cumplido con las tareas planificadas o que no, entonces
necesitamos de un mecanismo que nos permita llevar el control de que´ parte de la plani-
ficacio´n es realmente trabajo realizado en un momento dado.
En funcio´n de la informacio´n suministrada por el usuario acerca del trabajo hecho
podremos estimar de nuevo el tiempo restante de cada una de las tareas y volver a lanzar
la planificacio´n en caso necesario (siempre que no se haya cumplido alguna de las pla-
nificaciones, porque si se han ido cumpliendo las tareas en fecha, la planificacio´n inicial
continuar´ıa siendo va´lida) retocando debidamente las condiciones iniciales.
Para poder llevar adecuadamente el control de las tareas que ya han sido planificadas
se ha pensado en un contexto de planificacio´n que esta´ compuesto de una referencia a
la agenda, una referencia (no una copia) a las tareas de las cuales adema´s se conserva
el tiempo que verdaderamente se ha dedicado a ellas, el motor de planificacio´n que fue
usado y el resultado de la misma, y por u´ltimo una fecha que actuara´ como hito.
Es decir un contexto de planificacio´n, grosso modo, consta o al menos contiene refe-
rencias de :
 Agenda
 Tareas que el usuario quer´ıa planificar
 Tiempos reales dedicados a cada una de las tareas
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 Motor de planificacio´n
 Resultado de los intervalos planificados
 Fecha en que fue realizada la ultima planificacio´n
La fecha del contexto de planificacio´n es fundamental a la hora de chequear si las
tareas se van llevando al d´ıa o no. Cuando se planifican una serie de tareas en una agen-
da (con su plantilla semanal ya seleccionada) por primera vez, se creara´ un contexto de
planificacio´n con la fecha de creacio´n, cada vez que el usuario acceda a la aplicacio´n se
contrastara´ la fecha actual del dispositivo con la del contexto de planificacio´n y si hay
tareas que debieran ser hechas entre ambas fechas se le preguntara´ al usuario si las ha
realizado o no, y as´ı se procedera´ a actualizar el contenido del contexto de planificacio´n
convenientemente para futuras comprobaciones (replanificando si fuese necesario y actua-
lizando la fecha del contexto de planificacio´n a la actual).
No´tese que la comprobacio´n de la cantidad de trabajo real realizado de las tareas estara´
en funcio´n exclusivamente del uso que se haga de la aplicacio´n, cuanto ma´s tiempo se dilate
el regreso a e´sta, mayor cantidad de trabajo habra´ de ser confirmado o procrastinado para
cada tarea, pero se ha considerado que es mejor relegar el control al usuario, que andar
incordiando con avisos a cada intervalo planificado de cada tarea, o cualquier otra forma
de intrusismo en el quehacer de e´ste.
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2.1.8. Uniendo las piezas
La idea es que un usuario defina un marco de tiempo (que hemos llamado agenda) y
pueda conjugar tantos horarios (plantillas semanales) como necesite, as´ı tendremos una
agenda con un conjunto de plantillas semanales seleccionables, de las que so´lo una sera´ la
activa.
Con esos dos elementos una agenda sera´ capaz en el futuro de suministrar al plani-
ficador de tareas una lista de intervalos de tiempo disponibles, as´ı e´ste solo tendra´ que
preocuparse, en principio, de ir consumiendo dicho tiempo a su eleccio´n.
Por otro lado tenemos las tareas que son la otra parte necesaria al planificador para
realizar su funcio´n de distribuir el tiempo libre extra´ıdo de la agenda entre las tareas
teniendo en cuenta las preferencias del usuario en e´stas como ma´ximo tiempo seguido,
deadlines, etc.
En este punto hemos alimentado un planificador con tareas y agenda y: o bien obtene-
mos una planificacio´n va´lida, o nos informar´ıa de que no es posible la misma, pero au´n nos
queda contemplar el hecho de que ocurran imprevistos y las tareas no se vayan llevando
a cabo, entonces utilizamos el mecanismo del contexto de planificacio´n para evaluar lo
hecho realmente hasta la fecha y en caso necesario volver a lanzar planificaciones con los
datos de las tareas actualizados.
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2.2. Flujo de datos
Procuraremos mostrar con muy pocos elementos la informacio´n requerida por la aplica-
cio´n y el tratamiento que se da a los datos en el sistema desde un alto nivel de abstraccio´n
Usaremos para ello un diagrama de flujo de datos de alto nivel Figura [2], en el que ya se
plasman los procesos que describen el proceso principal.
Figura 2: Flujo de datos de la aplicacio´n
Figura 3: Elementos del grafo Figura [2]
Este tipo de acercamiento al ana´lisis del problema nos ha servido para en primer lugar
tener una idea ma´s cercana a la realidad de la implementacio´n de nuestra aplicacio´n, y




3. Algoritmos de planificacio´n
El planificador (scheduler) es un componente funcional muy importante de los siste-
mas operativos, y esencial en los sistemas operativos de tiempo real. Su misio´n consiste
en repartir el tiempo disponible de un microprocesador entre todos los procesos que esta´n
disponibles para su ejecucio´n.
Todo sistema operativo gestiona los programas mediante el concepto de proceso. En
un instante dado, en el ordenador pueden existir diversos procesos listos para ser ejecuta-
dos, sin embargo, solamente uno de ellos puede ser ejecutado (en cada microprocesador).
De ah´ı la necesidad de que una parte del sistema operativo gestione, de una manera
equitativa, que´ proceso debe ejecutarse en cada momento para hacer un uso eficiente del
procesador
En los sistemas operativos en tiempo real, su comportamiento se caracteriza por ga-
rantizar que todo programa se ejecutara´ dentro de un l´ımite ma´ximo de tiempo. El pla-
nificador debe comportarse de manera que esto sea cierto para cualquier proceso.
Expresado en te´rminos de la Teor´ıa de la Planificacio´n de Tareas de Tiempo Real (o
Real-Time Scheduling Theory) [4] define
Propo´sito Satisfacer las restricciones temporales de las mu´ltiples tareas de
un sistema informa´tico en tiempo real.
Procedimiento Planificar los recursos del sistema (CPUs) de acuerdo a cier-
tos algoritmos, de tal manera que la temporizacio´n del sistema sea pre-
decible, comprensible y mantenible.
En estos casos, la finalidad del planificador es balancear o equilibrar la carga del pro-
cesador, impidiendo que un proceso monopolice el procesador o que sea privado de los
recursos de la ma´quina.
En entornos de tiempo real, como los dispositivos para el control automa´tico en la
industria (por ejemplo, robots), el planificador tambie´n impide que los procesos se paren
o interrumpan a otros que esperan que se realicen ciertas acciones. Su labor resulta im-
prescindible para mantener el sistema estable y funcionando.
Existen distintos niveles de planificacio´n (basados en la frecuencia con la que se realiza




 Planificador a corto plazo: tambie´n denominados dispatcher o short term scheduler,
es el que se ha descrito previamente, siendo tambie´n el ma´s importante.
 Planificador a medio plazo (mid term scheduler) esta´ relacionado con aquellos pro-
cesos que no se encuentran en memoria principal (memoria virtual). Su misio´n es
mover procesos entre memoria principal y disco (lo que se conoce como swapping)
 Planificador a largo plazo (long term scheduler) es el encargado de introducir nuevos
procesos en el sistema y de finalizarlos.
Hay numerosas y variadas pol´ıticas de planificacio´n, a continuacio´n se enumeran al-
gunas aunque lo habitual es utilizar pol´ıticas mixtas.
 Round-robin
 Round-robin con pesos
 Prioridades mono´tonas en frecuencia (RMS (Rate-monotonic scheduling))
 EDF (Earliest deadline first scheduling) o Menor tiempo de respuesta primero
 FIFO Tambie´n conocido como FCFS “First Come, First Served”
 SJF Shortest Job First
 CFS Completely Fair Scheduler (o´ Planificador Completamente Justo)
 SRT Shortest Remaining Time
 SPT Shortest Process Time
 Planificacio´n mediante colas multinivel
Es habitual que se mezclen, es decir, podr´ıa ser que el planificador a corto plazo utilice
round-robin, mientras que el planificador a largo plazo use varias colas FIFO y cada una
de esas colas corresponda a una prioridad diferente.
Desde una perspectiva diferente existen dos tipos de algoritmos de planificacio´n
Expropiativos : E´stos generan planificaciones en las que se puede cambiar la CPU de
una tarea a otra en cualquier momento si as´ı lo desea el planificador
No expropiativos : Los no expropiativos permiten que se ejecute el proceso hasta que
acabe su trabajo. Es decir, una vez les llega el turno de ejecutarse, no dejara´n libre
la CPU hasta que terminen o se bloqueen.
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3.1. Tabla comparativa algoritmos
Figura 4: Pequen˜o esquema de los algoritmos de Scheduling
De entre todos los posibles algoritmos de Scheduling disponibles, hemos elegido los
algoritmos RMS , DMS y EDF que procederemos a analizar posteriormente.
El criterio de eleccio´n de dichos algoritmos es:
 En primer lugar el hecho de que los algoritmos deb´ıan ser para sistemas mono-
procesador, debido a que un ser humano no es capaz de realizar varias tareas de
aprendizaje simulta´nemente
 El segundo es que entre los algoritmos elegidos deb´ıan estar tanto los que usen
prioridades dina´micas (por ejemplo EDF ) como aquellos que utilicen prioridades
esta´ticas (como RMS o DMS )
 Todos los algoritmos deben permitir la planificacio´n expulsiva (es decir que se puede
cambiar la ejecucio´n de una tarea a otra en cualquier momento si as´ı lo desea el
planificador), debido a que las tareas a realizar por el alumno tendra´n unos tiempos
l´ımite de trabajo cont´ınuo y necesitarmos cambiar de tarea para continuar el tiempo
de estudio con otra.
Los tres algoritmos elegidos cumplen estas propiedades.
3.1.1. El algoritmo RMS
Es un algoritmo que utiliza prioridades esta´ticas (las prioridades de todos los procesos
permanecen constantes a lo largo del tiempo).
Habr´ıa que puntualizar el hecho de que usualmente se realiza (erro´neamente) una asig-
nacio´n de prioridades esta´ticas de acuerdo con la importancia que se atribuye al proceso,
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y e´ste me´todo de asignacio´n de prioridades no es o´ptimo (el algoritmo se dice o´ptimo si
en el caso de existir una solucio´n, la encuentra) y puede conducir a fallos en el tiempo de
respuesta de algu´n proceso, incluso en el caso en que el procesador este´ poco utilizado.
As´ı que la importancia subjetiva no es uno de los criterios va´lidos para la asignacio´n de
las prioridades a los procesos que forman el sistema en tiempo real. Se puede comprobar
que bajo determinadas condiciones, la asignacio´n de prioridades de forma que el proceso
con menor per´ıodo tenga mayor prioridad, es o´ptima.
Este tipo de planificacio´n se denomina Asignacio´n Monoto´nica en Frecuencia (RMS ),
y es o´ptima para prioridades esta´ticas, es decir, si un sistema con prioridades esta´ticas
tiene alguna planificacio´n admisible (una planificacio´n admisible es aquella que respeta
las restricciones temporales (deadlines) de todas las tareas, ya sea con sus tiempos de
co´mputo ma´ximos (tiempo real duro) o con sus tiempos medios (tiempo real suave), la
RMS encontrara´ una planificacio´n admisible.
Se define el factor de utilizacio´n del procesador como la fraccio´n de tiempo que e´ste





Siendo ci el tiempo de co´mputo del proceso y pi su periodo. Se dice que un sistema
utiliza completamente el procesador si la planificacio´n RMS es admisible, y cualquier in-
cremento en el tiempo de co´mputo de un proceso hace que la planificacio´n sea inadmisible.
Como Rms es o´ptimo, si no es posible ninguna planificacio´n admisible con Rms, no hay
ninguna otra planificacio´n con prioridad esta´tica que sea admisible.
Se define Factor de Utilizacio´n Garantizado para n procesos (UGn) , como el valor
mı´nimo del factor de utilizacio´n entre los correspondientes a todos los sistemas en tiempo
real con n procesos que utilizan completamente el procesador. Como se trata de un valor
mı´nimo, puede haber casos de sistemas de tiempo real en los que sea posible alcanzar
factores de utilizacio´n mayores que el garantizado. El sentido de este valor es que se
garantiza que exista una planificacio´n admisible siempre que:
U ≤ UGn (2)
Se puede demostrar que para el caso de la planificacio´n Rms
UGn = n(2
1
n − 1) (3)
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Y para valores grandes de n, esto tiende al logaritmo neperiano de dos
l´ım
n→∞
UGn ' ln 2 ' 0,69 (4)
De ah´ı se deduce que Rms es admisible cuando se cumple que U < 0,7 , es decir, Rms
es admisible cuando el factor de utilizacio´n del procesador es menor que el 70 %, para un
nu´mero de procesos alto.
Se puede demostrar que si no existieran restricciones sobre el tiempo de respuesta,
se podr´ıa obtener una planificacio´n admisible para cualquier conjunto de procesos que
verificaran la condicio´n: U ≤ 1
Sin embargo, la exigencia de respetar los tiempos de respuesta especificados limita el
factor de utilizacio´n ma´ximo a un valor menor que la unidad.
Por tanto, so´lo se puede asegurar que existe una planificacio´n admisible con prioridad
esta´tica si el factor de utilizacio´n es inferior a 0.7 . No obstante, en algunos casos, se
pueden alcanzar valores ma´s altos del factor de utilizacio´n. [4]
3.1.2. El algoritmo DMS
En este caso, no hay diferencias sustanciales con respecto al algoritmo RMS, en este
caso el algoritmo DMS (Deadline Monotonic Scheduling) de asignacio´n de prioridades
esta´ticas, se basa en el criterio de asignar dichas prioridades a cada una de las tareas de
acuerdo a su deadline.
A la tarea con el deadline ma´s cercano le sera´ asignada la mayor prioridad. Esta
pol´ıtica de asignacio´n de prioridades es o´ptima para un conjunto de tareas espora´dicas o
perio´dicas que cumplan con el siguiente modelo.
 Todas las tareas han de tener deadlines menores o iguales que su mı´nimo per´ıodo
 Todas las tareas tienen tiempos de ejecucio´n en el peor caso, que sera´n menores o
iguales a sus deadlines
 Todas las tareas son independientes y ninguna bloqueara´ la ejecucio´n de otra (por
ejemplo accediendo a recursos compartidos mutuamente excluyentes mutually ex-
clusive shared resources)
 Ninguna tarea puede suspenderse de modo auto´nomo
 Consideraremos que no consume recursos ni el lanzar una tarea (release time), ni
tampoco el intercambiar la ejecucio´n de una tarea por otra
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3.1.3. El algoritmo EDF
Es un algoritmo de planificacio´n dina´mica, esto conlleva varios factores
 la planificacio´n dina´mica es ma´s flexible.
 es necesaria para ciertos tipos de sistemas.
 permite contemplar diversos escenarios.
 no es estable.
 es un tema abierto de investigacio´n.
En concreto, nuestro algoritmo utiliza el deadline de las tareas como la base para
tomar decisiones de planificacio´n.
El me´todo de planificacio´n por prioridad al deadline ma´s cercano (Edf Earlier Deadline
First) consiste en asignar en cada instante la prioridad ma´s alta al proceso cuyo tiempo
l´ımite esta´ ma´s pro´ximo. El tiempo l´ımite de un proceso Pi en un instante t es el valor:
Li(t) = ai(t) + ri (5)
Donde ai(t) es el instante en que se ha producido la u´ltima activacio´n del proceso Pi
au´n no satisfecha en t y ri es el tiempo ma´ximo de respuesta admisible para el proceso.
Si Pi no tiene ninguna activacio´n pendiente en t, se supone que Li(t) =∞, por tanto,
el proceso que se ejecuta en el instante t es aquel cuyo valor de Li(t) es mı´nimo.
Se asume que el plazo absoluto de una tarea es fijo y constante durante el tiempo de
vida de la tarea. Cuando se utiliza el algoritmo Edf se exige que todas las tareas cumplan
con sus plazos.
Esta condicio´n puede verificarse previamente si conocemos todos los para´metros de las
tareas que habra´ en el sistema. La carga de trabajo del sistema es esta´tica si los para´me-
tros no cambian, o puede ser dina´mica si nuevas tareas van llegando al sistema, de modo
que cada nueva incorporacio´n que se realice conlleva un nuevo test de planificabilidad, en
este caso U < 1 [4].
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Un ejemplo del efecto de la utilizacio´n del algoritmo podr´ıa ser, dadas unas tareas de
ejemplo con las siguientes caracter´ısticas
Figura 5: Datos del algoritmo EDF
Ofrecer´ıa esta planificacio´n
Figura 6: Ejemplo de uso del algoritmo Edf
3.2. Adaptacio´n de algoritmos de planificacio´n
El hecho de que existan algoritmos de uso tan comu´n como los planificadores en el
mundo de los sistemas operativos, (de vital importancia sobre todo los empleados en
sistemas operativos de tiempo real, en los cuales se garantiza que las tareas han de ser
ejecutadas antes de un determinado tiempo l´ımite), hace pensar que quiza´s podr´ıan ser
herramientas u´tiles para otro tipo de reparto de recursos, en vez de tiempo de CPU tiem-
po libre de un usuario.
En general, todo sistema operativo gestiona sus programas mediante el concepto de
proceso, en un instante dado, en el ordenador pueden existir diversos procesos listos para
ser ejecutados, al igual que en un instante dado un estudiante puede disponer de varias
tareas pendientes, y del mismo modo, si determinados procesos de un sistema en tiempo
real requieren ser realizados antes de un tiempo l´ımite, as´ı ocurre tambie´n con las tareas
del estudiante.
Si en el caso de los planificadores para sistemas monoprocesador so´lo un proceso puede
ser ejecutado a la vez, en el caso del estudiante so´lo una tarea puede ser llevada a cabo
simulta´neamente, el modo en el que se repartan las tareas pendientes es precisamente
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determinado por el algoritmo de scheduling utilizado.
Estos algoritmos cuidan mucho la gestio´n de los recursos disponibles, han de ser ex-
tremadamente eficientes ya que su uso es tan intensivo por parte del nu´cleo del sistema
operativo que podr´ıan degradar el rendimiento de todo el sistema.
Esta es una cualidad muy interesante, porque las plataformas mo´viles disponen de
muchas limitaciones, usar este tipo de algoritmos redundara´ en una mayor vida u´til de la
bater´ıa y unos buenos tiempos de respuesta.
El tiempo de un alumno que este´ siendo v´ıctima de una ensen˜anza reglada suele estar
marcado por un conjunto de horas designadas por la institucio´n en las que se tendra´n que
realizar una serie de actividades y otros tiempos que habra´ de reservarse el alumno para
el estudio y el trabajo.
El tiempo reservado por el propio alumno para el trabajo en casa sera´ el equivalente al
tiempo de CPU disponible, es decir su mas preciado recurso como estudiante y el tiempo
que debera´ dedicar a tareas y estudio sera´n los procesos que habra´n de ser finalizados
antes de que lleguen determinados deadlines como son fechas de exa´menes y de entregas
de trabajos.
Con estos mimbres la aplicacio´n necesitara´
 Un horario compuesto de las horas de trabajo de la institucio´n (esto es opcional
pero la representacio´n posterior en la agenda del dispositivo queda ma´s coherente y
completa) y adema´s horas disponibles para estudio designadas por el alumno
 Un conjunto de tareas (espora´dicas) que habra´n de ser finalizadas antes de un plazo
(e.g. dedicar un tiempo determinado a un tema de una asignatura antes de su
evaluacio´n), o perio´dicas (aquellas que sera´n repetidas ciertos d´ıas de la semana a
lo largo de toda la extensio´n del calendario)
Como (por fortuna), las personas no somos ma´quinas ni nuestros cerebros CPU’s,
hay ciertas condiciones (humanitarias) que se pueden exigir a las tareas como el hecho
de que no se este´ trabajando de manera continuada cierta materia ma´s de un determina-
do tiempo, o la preferencia de unas horas o d´ıas frente a otros a la hora de acometer tareas.
De este modo los distintos algoritmos de planificacio´n podra´n hacer su trabajo, si bien
es cierto que algunas condiciones como la optimalidad de los algoritmos se podr´ıan ver
mermadas por las opciones adicionales an˜adidas por los usuarios a la realizacio´n de las
tareas, como el tiempo ma´ximo continuado para una tarea en concreto, o el hecho de que
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por razones peregrinas e´stas tareas puedan procrastinarse (ya que si entre dos accesos
a la aplicacio´n hubiera un trabajo que desarrollar e´sta preguntara´ por la realizacio´n del
mismo) y ello forzar´ıa a la aplicacio´n a volver a planificar las tareas teniendo en cuenta que
hasta el momento algunas habr´ıan sido parcialmente realizadas, otras habra´n terminado
y algunas estar´ıan como al principio, y ser´ıa posible que ya no haya una planificacio´n
va´lida.
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3.3. Problemas de satisfaccio´n de restricciones (CSP)
La programacio´n por restricciones es una metodolog´ıa software utilizada para la des-
cripcio´n y posterior resolucio´n efectiva de problemas t´ıpicamente combinatorios y de op-
timizacio´n, que son de aparicio´n frecuente en a´reas como IA, Investigacio´n operativa de
sistemas, bases de datos, etc. . .
Una vez se modelan esos problemas adecuadamente como problemas de satisfaccio´n
de restricciones se podra´n utilizar las te´cnicas que e´ste campo del conocimiento nos ofrece.
Es decir, las etapas ba´sicas de resolucio´n de este tipo de problemas son
 Modelizacio´n
 Resolucio´n mediante te´cnicas CSP espec´ıficas
• Procesos de bu´squeda apoyados por heur´ısticos
• Procesos inferenciales
La idea en la que se fundamenta la programacio´n de restricciones es resolver problemas
mediante la declaracio´n de restricciones sobre el dominio del problema, y en consecuencia
encontrar soluciones a instancias de los problemas de dicho dominio que satisfagan todas
las restricciones, y, en su caso, optimicen unos criterios determinados
3.3.1. Terminolog´ıa y conceptos elementales
La programacio´n de restricciones se divide en dos a´reas claramente distintas que com-
partan terminolog´ıa que son
 Satisfaccio´n de restricciones (dominios finitos)
 Resolucio´n de restricciones (dominitos infinitos, o lo suficientemente complejos para
tratarlos as´ı)
En nuestro caso, trataremos con problemas de dominio finito, (es decir satisfaccio´n de
restricciones) la adaptacio´n a nuestro objetivo sera´ expuesta con detalle en el siguiente
punto.
La terminolog´ıa sera´ la siguiente
Modelizacio´n del problema Representacio´n de un problema mediante un conjunto fi-
nito de variables y un dominio finito de valores para cada variable y un conjunto
de restricciones que acotan las combinaciones va´lidas de valores para dichas va-
riables. En este punto es crucial una correcta formalizacio´n del problema para no
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olvidar ningu´n aspecto significativo para la resolucio´n adecuada. Aqu´ı hay que tener
presente dos conceptos ba´sicos
 La potencia expresiva de las restricciones, es la correcta interpretacio´n de las
restricciones y su paso al modelo
 La eficiencia de la representacio´n, ya que dependiendo de la modelizacio´n el
problema e´ste se resolvera´ de un ma´s o menos eficaz, una mala representacio´n
redunda entre otros efectos en ciclos de trabajo innecesarios
Te´cnicas inferenciales Son las que deducen nueva informacio´n a partir de la informa-
cio´n presentada de modo expl´ıcito. En este punto es interesante resaltar que dichas
te´cnicas pueden (y deben) acotar y hacer ma´s eficiente el proceso de bu´squeda de
soluciones.
Te´cnicas de bu´squeda de solucio´n Normalmente guiadas por heur´ısticos (que pue-
den ser dependientes o independientes del dominio de las variables), son te´cnicas
que buscan finalmente un valor para cada variable que satisfaga todas las restric-
ciones impuestas.
3.3.2. Definicio´n de un problema CSP
Un problema de satisfaccio´n de restricciones puede ser representado mediante una
terna (X,D,C) donde
 X Es un conjunto de n variables x1, . . . , xn
 D =< D1, . . . , Dn > es una tupla de dominios finitos donde se interpretan las
variables X, de tal modo que la i-e´sima componente D es el dominio que alberga
los posibles valores de xi
 Y por u´ltimo el conjunto de restricciones C = c1, . . . , cn. Cada restriccio´n esta´
definida sobre un conjunto de k variables var(ci) ⊆ X que se denomina su a´mbito,
y restringe los valores que pueden de un modo simulta´neo tomar las variables. Huelga
decir que toda solucio´n del problema ha de satisfacer todas las restricciones.
As´ı expuestos los te´rminos una instanciacio´n de variables es una dupla (x, a) que re-
presenta la asignacio´n del valor a a la variable x . La instanciacio´n de un conjunto de
variables es una tupla de pares ordenados, donde a cada par se le asigna un valor. Bien
pues se dice que una tupla es localmente consistente si satisface todas las restricciones
formadas por variables x1, . . . , xi de la tupla.
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Igualmente un valor ai ∈ D es consistente para xi si existe al menos una solucio´n del
problema en la cual a la variable se le asigne dicho valor.
Finalmente una solucio´n a un CSP, no es ma´s que una asignacio´n (a1, a2, . . . , an) de
valores a todas sus variables de tal manera que se satisfagan todas las restricciones C,
luego una solucio´n es una tupla consistente que contenga a todas la variables del problema,
y una solucio´n parcial ser´ıa una tupla consistente con un subconjunto de X.
Un CSP es consistente si tiene al menos una solucio´n es decir, una tupla consistente.
3.3.3. Restricciones
E´stan caracterizadas por su aridad, es decir el nu´mero de variables involucradas en la
restriccio´n, se clasifican en tres grupos, unaria, binaria, n− aria o no− binaria que son
las que involucran a un nu´mero arbitrario de al menos 3 variables
Se pueden definir por extensio´n o por comprensio´n (en alguna bibliograf´ıa intensio-
nalmente) mediante alguna funcio´n aritme´tica.
 La representacio´n por extensio´n esta´ formada por un conjunto determinado de
tuplas cada una con k elementos y expresa el conjunto de valores que pueden tomar
las k variables simulta´neamente. Si el CSP estuviera sobre un dominio de valores
cont´ınuo ser´ıa imposible representar las restricciones por extensio´n.
 La representacio´n por comprensio´n aqu´ı podemos tener muchos tipos disyuntivas
o no-disyuntivas en funcio´n de si expresan una o ma´s de una relacio´n disyuntiva
entre las variables e.g.
• disyuntiva x1 < x2
• no-disyuntiva x1 < x2 ∨ x2 < x1, es decir x1 6= x2
 Las restricciones tambie´n pueden ser cualitativas cuando expresan una relacio´n de
orden entre variables
 O me´tricas si lo que expresan es una distancia me´trica en el dominio de interpreta-
cio´n de las variables
3.3.4. Te´cnicas
Las te´cnicas que suelen llevarse a cabo para manejar un CSP son de tres tipos: bu´squeda
sistema´tica, te´cnicas inferenciales y te´cnicas h´ıbridas.
Me´todos de bu´squeda E´stos se centran en explorar el espacio de estados del proble-
ma, estos me´todos pueden ser completos si exploran todo el espacio de estados en
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busca de una solucio´n o bien incompletos si lo hacen parcialmente. Los completos
garantizan encontrar una solucio´n si existe, o bien demuestran que un determinado
problema no es resoluble (de un modo exhaustivo), computacionalmente son muy
costosos . Los dos me´todos completos ma´s importantes son
 Generar y Testear (Generate and test) Se generan las posibles tuplas de ins-
tanciacio´n de todas las variables de forma sistema´tica y despue´s se testea suce-
sivante sobre cada instanciacio´n y la primera combinacio´n que satisfaga todas
las restricciones del problema, sera´ la solucio´n. Mediante este procedimiento el
nu´mero de combinaciones generado es el producto cartesiano de la cardinalidad
de los dominios de las variables. ∏
i=1,n
di
Lo que implica necesariamente (en un problema real) muchas instanciaciones
erro´neas que sera´n rechazadas en la fase de testeo.
 Backtracking Cronolo´gico Este me´todo realiza una exploracio´n en profundidad
del espacio de bu´squeda, instanciando sucesivamente las variables y compro-
bando ante cada nueva instanciacio´n si las instanciaciones llevadas hasta ahora
son localmente consistentes, si es as´ı sigue con la instanciacio´n si no, hace
backtracking
Te´cnicas de inferencia Tienen como objetivo deducir nuevas restricciones que sera´n
derivadas de las ya conocidas. De hecho estas te´cnicas van reduciendo del dominio
de las variables los valores inconsistentes, o inducen restricciones impl´ıcitas entre las
variables obteniendo un nuevo CSP equivalente con unas restricciones ma´s fuertes,
de este modo se logran dos objetivos.
 Obtener respuestas a preguntas relacionadas con las restricciones impl´ıcitas del
problema original o sobre sus dominios
 Reducir el espacio de soluciones, al haber reducido el dominio (lo que tambie´n
hace ma´s eficientes los procesos de bu´squeda)
Para lograr esto se comprueban las consistencias de nodo, arco (2− consistencia),
camino (3 − consistencia), global (k − consistente) que quiza´s queden fuera del
objeto de este trabajo.
Te´cnicas h´ıbridas Las te´cnicas inferenciales se utilizan como etapas de preproceso don-
de se detectan y se eliminan inconsistencias locales antes de que comience la etapa
de bu´squeda, con el fin de reducir este a´rbol, a mayor nivel de consistencia exigido
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en el preproceso mayor tiempo de co´mputo exigira´ aunque ma´s simplificado quedara´
el a´rbol de bu´squeda, finalmente habra´ que elegir un compromiso entre ambos.[5]
3.4. Inclusio´n de te´cnicas CSP en las planificaciones
En nuestra apliacio´n disponemos de una serie de algorimos que son capaces de dar una
planificacio´n temporal de un conjunto de tareas a ser distribuidas sobre una determinada
agenda.
Estos algoritmos bien conocidos que utilizamos fueron creados originalmente para el
reparto de TCPU (tiempo de CPU ) entre tareas del sistema operativo y de los usuarios
del sistema, son algoritmos que han de ocupar la menor cantidad posible de TCPU , ya que
los sistemas operativos no deben ocupar tiempo de proceso, el tiempo de proceso debe
usarse en desempen˜ar las tareas del usuario; luego a priori habr´ıan de resultar planifica-
ciones (no muy “finas”) pero con un coste temporal bien acotado y pequen˜o.
Como se vio que era viable adaptar estos algoritmos para nuestro objetivo (esto es
realizar un reparto de tiempo disponible del alumno trasponiendo de algu´n modo procesos
a trabajos de alumno y TCPU a tiempo disponible de dicho alumno para estudiar) ahora
el objetivo es dotar de cierta “inteligencia” a dichas planificaciones aprovecha´ndonos de
la velocidad con que se calculan.
Inicialmente se resolv´ıan plafinicaciones sin tener en cuenta ningu´n otro criterio que
no fuese el de los propios algoritmos anteriormente aqu´ı descritos. Pero utilizando te´cnicas
como CSP podemos tratar de mejorar el resultado teniendo en cuenta las preferencias del
usuario.
Hasta ahora las limitaciones eran las siguientes.
 Las tareas se terminaran antes de que vencieran sus deadlines o antes de que fina-
lizara el intervalo de tiempo en que esa agenda era va´lida.
 Las tareas no excediesen por cada d´ıa el ma´ximo tiempo razonable para su realiza-
cio´n, esto es en su definicio´n se acotaba el ma´ximo tiempo en un d´ıa que se pod´ıa
dedicar a una determinada tarea, para “humanizar” el desempen˜o de trabajo.
 Las tareas perio´dicas tuvieran cabida en todos y cada uno de los d´ıas de la semana
en que estaban programadas a lo largo de la vigencia del calendario
Si bien esto se resolv´ıa, el conjunto de resultados posibles con planificaciones admi-
sibles (es decir, que respetaran los deadlines de todas las tareas) pod´ıa ser muy amplio
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y simplemente se devolv´ıa la primera solucio´n que resolviera el algoritmo de scheduling
elegido (algoritmo modificado para satisfacer las restricciones anteriormente expuestas).
Figura 7: Seleccion optimalidad del
intervalo
Ahora podemos tratar de enfrentarnos al pro-
blema de tener en cuenta la calidad de di-
cha solucio´n de la siguiente manera: cuando el
usuario esta´ elaborando un horario, a la ho-
ra de introducir un intervalo de tiempo dispo-
nible para realizar tareas se le solicita que in-
forme adema´s de su grado de conveniencia a la
hora de emplear ese tiempo para trabajar, as´ı
podemos disponer de una prelacio´n de interva-
los de tiempo de trabajo a la hora de planifi-
car tareas de acuerdo las preferencias de traba-
jar en dichas franjas horarias por parte del usua-
rio.
Bien, una vez captadas las preferencias por de-
terminadas franjas temporales del alumno, se ha tra-
tado de aprovechar dicha informacio´n utilizando las
te´cnicas de CSP
En primer lugar hay que tener en cuenta que
se puede establecer un sencillo test de planificabili-
dad (algoritmo que permite saber si puede existir
una planificacio´n del tipo deseado para un conjunto
de tareas) si consideramos el sumatorio de tiempo
disponible en la agenda y la suma de los tiempos
consumidos por las tareas para una determinada agenda.
La representacio´n de nuestro CSP podr´ıa ser la siguiente, nuestro conjunto de variables
 X es el conjunto de todos los intervalos disponibles para trabajar en una semana
de una agenda ordenados con el uso horario habitual
 D el dominio de dichas variables es 0 o 1 (CSP binario )
 C el conjunto de restricciones es bastante complejo, pero deviene finalmente del
resultado del motor de planificacio´n
En primer lugar nuestra variables son X = {x1, x2, . . . , xn} siendo n el nu´mero de
intervalos disponibles a lo largo de la semana, tendra´n un valor pertenecientes al dominio
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D = {0, 1} cuyo significado es si dicho intervalo sera´ tenido en cuenta para la planificacio´n
s´ı se usara´ (= 1) o no se usara´ (= 0).
El orden en el cual las variables son asignadas durante la bu´squeda puede tener un
impacto significativo en el taman˜o del espacio de bu´squeda, en nuestro caso utilizaremos
la te´cnica CSP de generar y testear de la siguiente manera:
1. En el estado inicial del problema que representaremos como el conjunto de intervalos
S = {x1, . . . , xn} con aridad igual a los intervalos disponibles para trabajar ordena-
dos de lunes a viernes de la man˜ana a la tarde, donde se ubicara´ el valor asignado a
cada variable que sera´ el valor del dominio 1 u´nicamente en aquellas posiciones en
las que el intervalo tenga la mayor preferencia por parte del usuario, es decir el que
ma´s le guste para trabajar.
Ejemplo Si un horario tuviera cuatro intervalos a la semana disponibles para el
trabajo del alumno y so´lo el primero tuviera la ma´xima calificacio´n por parte del
usuario el estado inicial se representar´ıa como
S0 = {1, 0, 0, 0}
2. La fase de generacio´n consiste en ir construyendo las distintas tuplas asigna´ndole
en orden de preferencia del usuario el valor del dominio 1 a aquellos intervalos
disponibles que coincidan con el grado de preferencia evaluado. i.e: primero se ira´n
poniendo a 1 los intervalos horarios de cuatro estrellas luego los de cuatro estrellas y
los de tres y as´ı hasta que en el u´ltimo caso tengamos activados todos los intervalos.
3. La fase de testeo consiste en la llamada al motor de planificacio´n con el conjunto
de intervalos dado, con un test de planificabilidad se puede descartar iniciar la pla-
nificacio´n simplemente con el sumatorio del tiempo disponible y el tiempo que se
necesita para las tareas sin tener en cuenta las restricciones; si es factible se inicia
la planificacio´n con un horario que realmente es un subconjunto del suministrado
por el usuario, pero el subconjunto ma´s favorable posible, conforme vayan fallando
las planificaciones debido a que no cumplan con restricciones “ma´s finas”que la del
test de planificabilidad, se ira´ generando otra tupla que insertara´ los intervalos del
siguiente nivel (menos agradables para el usuario) hasta que finalmente se de con
la planificacio´n que haga el menor uso posible de los intervalos ma´s desagradables
para el usuario y cumpla los deadlines o devuelva el mensaje de error informando
de en que´ fecha y con que´ tarea ha fallado la planificacio´n solicitando una relajacio´n
de las condiciones iniciales del problema, bien disminuyendo la duracio´n, el nu´mero
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de tareas, el tiempo ma´ximo permitido para que se trabaje de forma continuada en
ellas o aumentando el tiempo disponible de estudio
De este modo, se aumenta el tiempo necesario para la planificacio´n pero se hace en
una serie de pasos discretos, como mucho tantos como intervalos disponibles de trabajo
tenga un alumno a lo largo de la semana, que siempre sera´ un nu´mero discreto y pequen˜o,
a mayor cantidad de intervalos menor duracio´n de estos, luego antes se descartara´ la pla-
nificacio´n en caso de no fuese admisible y se pasara´ a evaluar otra con mayor nu´mero de
intervalos.
Con este enfoque, dada la velocidad de ejecucio´n del planificador base no hay un au-
mento sensible del tiempo de ejecucio´n de las planificaciones en los casos evaluados y hay
gran diferencia en el resultado de la planificacio´n, mucho ma´s cercana a las preferencias
del usuario.
Hay que objetar que el planificador no es o´ptimo (un planificador es o´ptimo si, exis-
tiendo una planificacio´n del tipo deseado, encuentra dicha planificacio´n siempre) ya que
tanto la expulsio´n de tareas por exceder el tiempo ma´ximo de dedicacio´n elegido por el
usuario, como el orden en el que se insertan las tareas, que puede producir (como efecto
lateral del orden fijado de asignacio´n de tareas en los intervalos disponibles) una suerte de
fragmentacio´n interna que pudiera ser menor con alguna permutacio´n del orden de asig-
nacio´n de tareas para cada intervalo (ya que e´stas tambie´n tienen una duracio´n mı´nima,
no tendr´ıan sentido asignaciones de 10’ al final de un d´ıa) rompen esa propiedad.
Haber tenido en cuenta esas caracter´ısticas lastrar´ıa los tiempos de co´mputo debido al
hecho de que habr´ıamos de tener en cuenta las permutaciones a la entrada de los intervalos
disponibles de las tareas, elevando la complejidad algor´ıtmica y obteniendo un beneficio
dudoso ya que so´lo con planificaciones muy ajustadas se podr´ıa obtener algu´n beneficio.
37
Cap´ıtulo 3 3.5 Librer´ıa de planificacio´n Optaplanner
3.5. Librer´ıa de planificacio´n Optaplanner
Tomando como punto de partida los problemas plantea-
dos en el apartado anterior cabe pensar si convendr´ıa la uti-
lizacio´n de Frameworks disponibles de acceso pu´blico y gra-
tuito como Optaplanner (desarrollada bajo el auspicio de la
compan˜ia RedHat).
OptaPlanner (Figura 8) es un Constraint Satisfaction Solver, es decir posee un motor
de planificacio´n que permite optimizar la planificacio´n de recursos. Resuelve los proble-
mas cla´sicos de los CSP asignar un conjunto limitado de recursos limitados (empleados,
activos, tiempo y dinero) para proporcionar productos o servicios a los clientes, rutas para
veh´ıculos, turnos de los empleados de turnos, planificacio´n de trabajo, etc. . .
Figura 8: Funcionalidad general Optaplanner [6]
Es un motor de planificacio´n ligero, escrito ı´ntegramente en Java, y que, en princi-
pio, permite a los programadores resolver problemas de optimizacio´n de un modo eficaz.
OptaPlanner segu´n reza en su propaganda oculta al programador sofisticados algoritmos
de optimizacio´n y heur´ıstica. Es software Open Source, y esta´ publicado bajo la licencia
Apache Software.
Ante las ventajas que presenta el uso de un API, no reinventar la rueda, el hecho de
ser un co´digo mucho ma´s estable y testado y que en principio tiene el soporte de un equipo
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de desarrollo que lo mejora con el tiempo, merece la pena intentar integrar esta API en
nuestra aplicacio´n.
Para ello se hizo uso de este Framework en una nueva rama Git para tratar de esta-
blecer una comparativa con nuestra aplicacio´n y tambie´n ver cuan apropiada resultaba
para integrarlo en una plataforma como Android.
El proceso fue el siguiente, la resolucio´n de un problema con Optaplanner consta de
cinco pasos
1. Modelar el problema, en este caso como una clase que implemente la interfaz Solu-
tion
2. Configurar un Solver que es el encargado de modelar una estrategia de resolucio´n
del problema
3. Inicializar los para´metros del problema
4. Aplicar el me´todo Solver.solve(problema)
5. Obtener la mejor solucion del me´todo anterior con Solver.getBestSolution();
3.5.1. Modelar el problema
Para representar el problema crearemos una clase OptaplannerSolution esto es, que
contenga la lista de intervalos de plantilla semanal con sus preferencias as´ı como la agenda




import org ... .core.api.score.buildin.hardsoftlong.HardSoftLongScore;
import java.util.Collection;
@PlanningSolution
public class OptaplannerSolution implements Solution<HardSoftScore> {
...
}
Optaplanner provee mu´ltiples implementaciones de Score pues es con puntuaciones
con lo que estima la calidad de las soluciones ofrecidas, de entre todas ellas elegimos la
HardSoftScore para de este modo poder penalizar con hard scores el incumplimiento de
39
Cap´ıtulo 3 3.5 Librer´ıa de planificacio´n Optaplanner
las restricciones duras y descartar esa solucio´n y con soft scores la utilizacio´n de los in-
tervalos peor valorados por el usuario, pero permitir que el resultado siga siendo va´lido.
public class CasandraScoreCalculator implements
EasyScoreCalculator<OptaplannerSolution> {
@Override
public HardSoftScore calculateScore(OptaplannerSolution sol) {
...
//Calculamos las penalizaciones por violar restricciones duras:
for(Tarea t:listaTmpTareas){














3.5.2. Configurar un Solver
Configurar un Solver por permite definir la estrategia o algoritmo de resolucio´n. El
API de Optaplaner nos permite configurarlo mediante un fichero de configuracio´n xml
que sera´ indicado a la clase factor´ıa SolverFactory
public static final String SOLVER_CONFIG =
"es/uma/casandra/optaplanner/CasandraSolverConfig.xml"; ...














La clase Solver puede utilizar varios algoritmos de optimizacio´n encadenados. A cada
uno de los algoritmos que aparecen en el xml los denomina phase, para la prueba vamos
a usar dos tipos de bu´squeda
De las implementaciones que nos ofrece optaplanner vamos a utilizar un algoritmo de
busqueda exhaustiva, y otro de bu´squeda local












3.5.3. Inicializar el problema
Vamos a usar un horario con un nu´mero creciente de intervalos a lo largo de una
semana. Los atributos de predileccio´n de un intervalo horario en concreto sera´ seleccionado
pseudoaleatoriamente mediante Math.random() de la librer´ıa de Java.
Este horario sera´ aplicado sobre la agenda de una semana en la que se planificara´n
tareas por valor de la mitad del tiempo disponible.
for(int numIntervalos = 7; numIntervalos< 70; numIntervalos +=1){
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CSPHoraio datos = generarDatos(numIntervalos, new
GeneradorPreferencias() {
@Override
public int generarPreferenciaUsuario() {
return (int) Math.round(Math.random() * 5);
}
});
Agenda agenda = datos.agenda;
List<IntervaloPlantillaSemanal> horario = datos.horario;







public static void resolverOptaplanner(Agenda
agenda,List<TareaEsporadica> tareas, List<IntervaloPlantillaSemanal>
horario, String solverXml){






long ini = System.nanoTime();
solver.solve(csp);
long fin = System.nanoTime();







4.1. Patrones de disen˜o
Los patrones de disen˜o buscan:
 Proporcionar cata´logos de elementos reutilizables en el disen˜o de sistemas software.
 Evitar la reiteracio´n en la bu´squeda de soluciones a problemas ya conocidos y solu-
cionados anteriormente.
 Formalizar un vocabulario comu´n entre disen˜adores.
 Estandarizar el modo en que se realiza el disen˜o.
 Facilitar el aprendizaje de las nuevas generaciones de disen˜adores condensando co-
nocimiento ya existente.
En Casandra hemos optado por hacer uso de patrones de disen˜o en varios apartados
de la aplicacio´n que exponemos a continuacio´n [7], [8].
4.1.1. El patro´n Data Access Object
Un Data Access Object (DAO, Objeto de Acceso a Datos) es un componente de soft-
ware que suministra una interfaz comu´n entre la aplicacio´n y uno o ma´s dispositivos de
almacenamiento de datos, tales como una base de datos o un archivo.
Figura 9: Representacio´n del patro´n Data Access Object
fuente: “http://www.corej2eepatterns.com/Patterns2ndEd/DataAccessObject.htm”
No todo son ventajas a la hora de utilizar este patro´n, mostramos los pros y contras
a continuacio´n
 ventajas : La ventaja de usar objetos de acceso a datos es que cualquier objeto de
negocio (aquel que contiene detalles espec´ıficos de operacio´n o aplicacio´n) no requie-
re conocimiento directo del destino final de la informacio´n que manipula.
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Los Objetos de Acceso a Datos DAO pueden usarse en Java para aislar a una apli-
cacio´n de la tecnolog´ıa de persistencia Java subyacente (API de persistencia Java).
Utilizar Objetos de Acceso de Datos redunda en que la tecnolog´ıa subyacente puede
ser actualizada o cambiada sin necesidad de cambiar otras partes de la aplicacio´n.
 desventajas : La flexibilidad tiene un coste. Cuando se an˜aden DAO’s a una apli-
cacio´n, la complejidad adicional de usar otra capa de persistencia incrementa la
cantidad de co´digo ejecutado durante tiempo de ejecucio´n. La configuracio´n de las
capas de persistencia requiere en la mayor´ıa de los casos mucho trabajo.
Las aplicaciones cr´ıticas con el rendimiento no deber´ıan usar este patro´n.
4.1.2. Utilizacio´n del patro´n Data Access Object en nuestra aplicacio´n
El uso de este patro´n nos ha ofrecido varios beneficios para la persistencia de datos :
 Ha separado el acceso a los datos de la lo´gica de la aplicacio´n
 Oculta la API con la que se accede a los datos
 Centraliza todos los accesos a los datos en un capa independiente
Cuando trabajamos con DAO, trabajamos en un mundo desconectado, donde nuestros
datos deben persistir en objetos.
Por lo tanto, cuando se realiza una operacio´n, abrimos la conexio´n a la base de datos,
se ejecuta el comando, y si es una operacio´n de lectura, se vuelca el contenido hacia una
estructura de datos y se cierra la conexio´n.
Los DTO (Data Transfer Object) o tambie´n denominados VO (Value Object) son
utilizados por DAO para transportar los datos desde la base de datos hacia la capa del
modelo de la aplicacio´n y viceversa.
En una aplicacio´n, hay tantos DAO’s como modelos. Es decir, en nuestra base de
datos relacional, por cada tabla, tenemos un DAO.
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Figura 10: Patro´n DAO - tablas
Sirva como muestra del uso del patro´n, un fragmento simplificado del co´digo para una
de las mu´ltiples tablas de la base de datos de nuestra aplicacio´n
package es.uma.casandra.bbdd;
import ...
public class TareaDbAdapter {
private SQLiteDatabase mDb;
// Nombre de los campos de la tabla
public static final String ID = BaseColumns._ID;
public static final String NOMBRE = "NOMBRE";
public static final String CARACTER = "CARACTER";
public static final String FINICIO = "FINICIO";
public static final String FFIN = "FFIN";
public static final String DURACION = "DURACION";
public static final String MAXMINSEGUIDOS = "MAXMINSEGUIDOS";
public static final String FRECUENCIA = "FRECUENCIA";
// Consulta creacion de la tabla tarea
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public Tarea getTarea(Long idTarea){
...
private Tarea leerTareaDeCursor(Cursor cursor){
...
}
4.1.3. El patro´n Policy/strategy
La definicio´n formal ser´ıa la siguiente:
“El patro´n Strategy define una familia de algoritmos, encapsula cada uno,
y los hace intercambiables. Este patro´n permite que el algoritmo var´ıe inde-
pendientemente del cliente que lo use.”[7]
Este patro´n es adecuado cuando
 Muchas clases relacionadas difieren solo en su comportamiento. E´ste patro´n provee
un modo de configurar una clase con un comportamiento seleccionado de entre
mu´ltiples candidatos.
 Cuando se necesitan diferentes variantes de un algoritmo. Esas variaciones podr´ıan
ser implementadas como una jerarqu´ıa de clases de algoritmos.
 Cuando un algoritmo utiliza datos que los clientes no deber´ıan conocer, se puede
utilizar el patro´n Strategy para evitar la exposicio´n de complejas estructuras de
datos espec´ıficas de determinados algoritmos.
46












Figura 11: Patro´n Strategy
Strategy Declara una interfaz comu´n a todos los algoritmos soportados. Context usara´
esta interfaz para llamar al algoritmo definido por una estrategia concreta (Concre-
teStrategy).
EstrategiaConcreta En nuestro ejemplo (EstrategiaConcreta1, EstrategiaConcreta2,
EstrategiaConcreta3 ) . Implementan el algoritmo utilizando la interfaz de Strategy
Context El objeto Context posee varias caracter´ısticas
 Esta´ configurado con un objeto EstrategiaConcreta
 Mantiene una referencia a dicho objeto
 Podr´ıa definir una interfaz que permitiese a Strategy acceder a sus datos
4.1.4. Utilizacio´n de Strategy en nuestra aplicacio´n
En nuestra aplicacio´n hemos considerado apropiado utilizarlo en la eleccio´n del motor
de planificacio´n.
De entre los distintos algoritmos de Scheduling disponibles se han elegido tres dife-
rentes RMS, DMS y EDF, al igual que se ha desarrollado una prueba de utilizacio´n de
una API de terceros como Optaplanner (en otra rama de desarrollo de Git) para resol-
ver problemas de planificacio´n que podr´ıan integrarse a nuestra aplicacio´n utilizando este
patro´n, caso que se comentara´ ma´s adelante.
Dado a que los u´nicos para´metros necesarios para realizar la planificacio´n son una
Agenda y una lista de tareas (como se puede ver en el fragmento de co´digo anexo) cualquier
enfoque que sea capaz de con esa informacio´n devolver una lista de intervalos planificados,
ser´ıa un posible candidato a una implementacio´n de la interfaz de planificador de tareas,
lo que hace mucho ma´s versa´til la capacidad planificadora de la aplicacio´n.
import java.util.List;
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public interface IPlanificador {
/**
* Dada la lista de intervalos de tiempo disponibles que es devuelta
por la clase Agenda y una lista de tareas,




* @return La lista de intervalos planificados
*/
List<Intervalo> planificar (Agenda agenda, List<Tarea> tareas);
}
Con nuestra implementacio´n, la clase Strategy (del patro´n de disen˜o anteriormente
expuesto) quedar´ıa as´ı
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Figura 12: Aplicacio´n del Patro´n Strategy al motor de planificacio´n
De este modo es sencillo tanto ampliar el nu´mero de motores de planificacio´n en un
futuro, como su uso a la hora de trabajar con ellos.
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4.2. Disen˜o de objetos
Hemos procurado que las clases sean fieles representantes de entidades, y a su vez he-
mos agrupado e´stas en paquetes con una funcionalidad comu´n que facilite la comprensio´n
y el ana´lisis del co´digo.
Seguidamente describimos someramente los conjuntos de clases (paquetes) empleados
en el desarrollo y sus objetivos
Todo el co´digo de la aplicacio´n esta´ dividido en tres paquetes principales:
 es.uma.casandra.android : que contiene los Fragments y Activities que se le presen-
tara´n a los usuarios
 es.uma.casandra.bbdd : que contiene las implementaciones del patro´n DAO del que
se hablara´ un poco ma´s adelante, as´ı como la clase de utilidades para nuestro uso
de la base de datos SQLite, que hemos denominado CasandraDbHelper.
 es.uma.casandra.core: donde se encuentran las clases con que modelamos los ele-
mentos ba´sicos de nuestra aplicacio´n.
Figura 13: Organizacio´n de los paquetes Java
4.2.1. El paquete casandra.android
Este paquete contiene las Activities y los Fragments con los que interactu´a el usuario,
comenzando por la actividad especificada en el fichero Android.manifest como punto de
entrada principal a la aplicacio´n.
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Figura 14: El paquete casandra.android
El resto de componentes se encuentran dividido en paquetes en funcio´n de los objetos
para los que intentan recabar o mostrar informacio´n
 Para las tareas del usuario (es.uma.casandra.tarea)
 La agenda (es.uma.casandra.agenda)
 Y el estado actual de la planificacio´n con es.uma.casandra.planificar, y es.uma.casandra.replanificar)
4.2.2. El paquete es.uma.casandra.core
Como ya dijimos, es donde se encuentran las clases con que se modelan los elemen-
tos ba´sicos de nuestra aplicacio´n, se compone de tres subpaquetes, tarea, planificacion y
agenda.
En el paquete es.uma.casandra.core.tarea contiene la clase Tarea y dos especificaciones
de la misma que utilizamos en nuestros algoritmos de planificacio´n.
El paquete es.uma.casandra.core.planificacion contiene las implementaciones de los
algoritmos, as´ı como una clase ContextoPlanificacion, que intenta encapsular toda la in-
formacio´n necesaria para recrear una planificacio´n y adema´s implementa los me´todos
necesarios para realizar un mecanismo de confirmacio´n del seguimiento de una planifica-
cio´n existente.
El paquete es.uma.casandra.core.agenda contiene las clases necesarias para presentar
la agenda de un estudiante de un modo adecuado a nuestros algoritmos de planificacio´n,
as´ı como varios me´todos de utilidades para tratar el tiempo.
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4.2.3. El paquete es.uma.casandra.bbdd
Este paquete contiene por un lado la clase CasandraDbHelper que es una extensio´n de
la clase SQLiteOpenHelper suministrada por Android y es el punto principal de comuni-
cacio´n del resto de la aplicacio´n con SQLite, pues es la responsable de obtener un objeto
SqliteDatabase.
Por otro lado tenemos una clase Adapter para cada tabla del modelo de datos, que
contiene por una parte las sentencias DDL de definicio´n de su tabla asociada para que
sean utilizadas en el momento de la creacio´n de la base de datos por CasandraDbHelper,
y por otra parte contiene una interfaz para permitir el acceso a los datos utilizando el
patro´n Data Access Object tal y como viene comentado en el apartado de Patrones de
disen˜o de la memoria a tal fin.
4.3. Metodolog´ıa de trabajo
Para el desarrollo de nuestro proyecto, se ha optado por seguir las pautas de un modelo
de desarrollo cla´sico de software.
Seguir una metodolog´ıa de desarrollo, ayuda a organizar las actividades y conducir al
proyecto de manera paulatina y lo´gica, hacia su finalizacio´n.
Hemos usado un paradigma de ingenier´ıa del software basado en el desarrollo en
cascada, estructurando el desarrollo de la aplicacio´n en un conjunto de fases de trabajo:
 fase de ana´lisis: Se analizan y detectan las necesidades del sistema.
 fase de disen˜o: en la que nos planteamos co´mo vamos a resolver el problema.
 fase de codificacio´n: mediante la cual construimos la solucio´n.
 fase de pruebas: donde comprobamos que el producto es el deseado y que esta´ bien
construido.
 fase de correccio´n: donde se corrigen los errores.
Vamos a pasar a comentar cada una de las fases de forma ma´s detallada a continuacio´n
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Figura 15: Modelo en cascada
4.3.1. Fase de ana´lisis
En esta fase se analizaron las necesidades a cubrir para los usuarios finales de la apli-
cacio´n, para determinar que´ objetivos debe cubrir.
De esta fase se obtuvo una identificacio´n completa de los requisitos a cubrir sin entrar
en detalles de implementacio´n de las mismas.
4.3.2. Fase de disen˜o
Se obtiene la descripcio´n de la estructura global del sistema y la especificacio´n de lo que
debe hacer cada una de sus partes, as´ı como la manera en que se combinan unas con otras.
Es la fase en donde se realizan los algoritmos necesarios para el cumplimiento de
los requerimientos del usuario as´ı como tambie´n los ana´lisis necesarios para saber que´
herramientas usar en la etapa de Codificacio´n.
4.3.3. Fase de codificacio´n
Es la fase en donde se implementa el co´digo fuente, desarrollando e integrando las
distintas actividades que formara´n parte de la aplicacio´n, as´ı como la elaboracio´n del
contenido gra´fico, la base de datos, etc ... haciendo en el proceso multitud de pruebas y
ensayos para corregir errores.
4.3.4. Fase de pruebas
En la fase de validacio´n, se comprobara´ que hemos construido lo que realmente se
pretend´ıa en la fase de ana´lisis y que cumple su funcio´n.
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4.3.5. Fase de correccio´n
En e´sta penu´ltima fase, se corregira´n todos los errores detectados en la fase de pruebas,





Para la redaccio´n de la memoria se ha optado por la herramienta LATEX ,los motivos
que han llevado a esta eleccio´n son los siguientes
 Es estable y multiplataforma.
 Latex permite redactar fa´cilmente documentos estructurados, lo que da uniformidad
y ayuda a una correcta ilacio´n de contenidos
 Controla en todo momento la numeracio´n y las referencias cruzadas.
 Construye ı´ndices de contenidos, tablas o figuras.
 Ajusta los taman˜os y tipos de letras segu´n la parte del documento en que se hallen.
En cuanto a los inconvenientes, debido al uso en el anterior proyecto, buena parte de
los inconvenientes del uso de LATEX se ven atenuados, la curva de aprendizaje es menor
al contar con un esquema va´lido de uso desde el primer momento de la redaccio´n y se
esta´ familiarizado con los errores de compilacio´n y el entorno de ”desarrollo”, que a su
vez automatiza el proceso de compilacio´n del texto.
5.2. Control versiones del co´digo fuente
El co´digo de partida lo desarrollamos bajo el paraguas de un control de versiones dis-
tribuido, en concreto Git. Los motivos de uso de un SVC (System Version Control) es la
flexibilidad a la hora del desarrollo ya que se gestionan fa´cilmente los diversos cambios
que se realizan sobre los elementos del software desarrollado y la configuracio´n del mismo,
almacenando una versio´n, revisio´n o edicio´n de un producto, en el estado en el que se
encuentra dicho producto en un momento dado de su desarrollo o modificacio´n.
A lo largo de esta ampliacio´n y mejora del software original se ha hecho un uso in-
tensivo de esta herramienta, testando en distintas ramas de desarrollo disen˜os nuevos de
interfaz, soluciones alternativas en partes cr´ıticas del programa y la integracio´n de dife-
rentes Apis.
Para la realizacio´n del proyecto se ha elegido Git, tanto para el co´digo fuente de la
aplicacio´n Android, como para la elaboracio´n de la memoria.
Si bien cualquiera de los diferentes sistemas de control de co´digo fuente habr´ıa satis-
fecho nuestras necesidades para este proyecto, hemos elegido Git debido a que:
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 Es co´digo abierto y gratuito.
 Es muy popular, y hay multitud de documentacio´n de calidad disponible
 Trabajar con ramas (branchs) es sencillo:
Si se te ocurre una nueva caracter´ıstica, creas una nueva rama y comienzas a traba-
jar inmediatamente, saltar entre distintas ramas o fusionar ramas de nuevo con la
principal no entran˜a mucha dificultad.
 Te permite almacenar (Stash) los cambios en tu rama actual, hacer trabajo en otra
rama, comprobar los cambios y volver a la rama donde hicistes el stash.
 Git tiene integridad
Todo en Git es verificado mediante una suma de comprobacio´n (checksum mediante
un hash SHA-1 ) antes de ser almacenado, y es identificado a partir de ese momen-
to mediante dicha suma. Esto significa que es imposible cambiar los contenidos de
cualquier archivo o directorio sin que Git lo sepa. Esta funcionalidad esta´ integra-
da en Git al ma´s bajo nivel y es parte integral de su filosof´ıa. No puedes perder
informacio´n durante su transmisio´n o sufrir corrupcio´n de archivos sin que Git lo
detecte.
 Git generalmente so´lo an˜ade informacio´n:
Cuando realizas acciones en Git, casi todas ellas so´lo an˜aden informacio´n a la base
de datos de Git. Es muy dif´ıcil conseguir que el sistema haga algo que no se pueda
deshacer, o que de algu´n modo borre informacio´n. Como en cualquier SVC, puedes
perder o estropear cambios que no has confirmado todav´ıa; pero despue´s de confir-
mar una instanta´nea en Git, es muy dif´ıcil de perder, especialmente si env´ıas (push)
tu base de datos a otro repositorio con regularidad.
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Figura 16: Sistema control versiones distribuido
fuente: Imagen tomada del libro “Pro Git, el libro oficial de Git”
El disen˜o de Git se baso´ en BitKeeper y en Monotone, y resulta de la experiencia del
disen˜ador de Linux, Linus Torvalds, manteniendo una enorme cantidad de co´digo distri-
buida y gestionada por mucha gente, que incide en numerosos detalles de rendimiento, y
de la necesidad de rapidez en una primera implementacio´n.
Entre las caracter´ısticas ma´s relevantes se encuentran:
 Fuerte apoyo al desarrollo no lineal: por ende rapidez en la gestio´n de ramas y
mezclado de diferentes versiones. Git incluye herramientas espec´ıficas para navegar
y visualizar un historial de desarrollo no lineal. Una presuncio´n fundamental en Git
es que un cambio sera´ fusionado mucho ma´s frecuentemente de lo que se escribe
originalmente, conforme se pasa entre varios programadores que lo revisan.
 Gestio´n distribuida: al igual que Darcs, BitKeeper, Mercurial, SVK, Bazaar y Mo-
notone, Git le da a cada programador una copia local del historial del desarrollo
entero, y los cambios se propagan entre los repositorios locales. Los cambios se im-
portan como ramas adicionales y pueden ser fusionados en la misma manera que se
hace con la rama local.
 Los almacenes de informacio´n pueden publicarse por HTTP, FTP, rsync o mediante
un protocolo nativo, ya sea a trave´s de una conexio´n TCP/IP simple o a trave´s de
cifrado SSH.
 Gestio´n eficiente de proyectos grandes: dada la rapidez de gestio´n de diferencias
entre archivos, entre otras mejoras de optimizacio´n de velocidad de ejecucio´n. Todas
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las versiones previas a un cambio determinado, implican la notificacio´n de un cambio
posterior en cualquiera de ellas a ese cambio (denominado autenticacio´n criptogra´fica
de historial).
 Los renombrados se trabajan basa´ndose en similitudes entre ficheros: aparte de nom-
bres de ficheros, pero no se hacen marcas expl´ıcitas de cambios de nombre con base
en supuestos nombres u´nicos de nodos de sistema de ficheros, lo que evita posibles, y
posiblemente desastrosas, coincidencias de ficheros diferentes en un u´nico nombre.[9]
En la eleccio´n original de un CVS se realizo´ una comparativa entre los distintos produc-
tos accesibles para desempen˜ar la tarea y realmente cualquiera de los analizados hubiera
a priori satisfecho nuestras necesidades.
(a) Subversion (b) Bazaar (c) Darcs (d) Git
Figura 17: CVS’s valorados
5.3. Git y Android Studio
Android Studio, es el nuevo IDE para desarrollo de aplicaciones en Android, es un
entorno maduro que esta´ en desarrollo por parte de Google en colaboracio´n con los pro-
pietarios del entorno IntelliJ sobre el que se basa, y ha desplazado a Eclipse que era de
facto la antigua plataforma de desarrollo.
Android Studio viene preparado para trabajar con mu´ltiples SVC, entre ellos Git, as´ı
como asistentes para configurar una cuenta en algu´n repositorio como www.github.com
o www.bitbucket.org (el que ha sido nuestra eleccio´n, debido a que e´ste u´ltimo permit´ıa
los repositorios privados). As´ı, con los para´metros de nuestra cuenta en bitbucket.org,
configuramos Android Studio para que pudiera conectarse con el servidor y mantener sin-
cronizado el avance del proyecto.
De este modo dispondremos de toda la funcionalidad de Git, pero de forma integrada
con nuestro entorno de desarrollo, y adema´s teniendo un repositorio Git siempre sincro-
nizado con todas las ventajas que conlleva como copia de respaldo del trabajo realizado
sobre la que puedes ”navegar” a lo largo de toda la evolucio´n del mismo.
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Figura 18: Ejemplo real de uso Git en entorno Android Studio
5.3.1. Gimp
Gimp ha sido una herramienta muy u´til para la captura y tratamiento de
los bocetos elaborados para el disen˜o de la aplicacio´n, ya que fueron rea-
lizados expresamente para la aplicacio´n y se tuvo que tratar las ima´genes
desde el boceto a la´piz hasta el gra´fico final que forma parte del programa.
Gimp (GNU Image Manipulation Program) es un programa de edicio´n
de ima´genes digitales en forma de mapa de bits, tanto dibujos como foto-
graf´ıas. Es un programa libre y gratuito. Forma parte del proyecto GNU y esta´ disponible
bajo la Licencia pu´blica general (GPL) de GNU.
Es un programa de manipulacio´n de ima´genes que ha ido evolucionando a lo largo del
tiempo, ha ido soportando nuevos formatos, sus herramientas son ma´s potentes, adema´s
funciona con extensiones o plugins y scripts
Gimp permite el tratado de ima´genes en capas, para poder modificar cada objeto de
la imagen en forma totalmente independiente a las dema´s capas en la imagen, tambie´n
pueden subirse o bajarse de nivel las capas para facilitar el trabajo en la imagen, la ima-
gen final puede guardarse en el formato xcf de Gimp, que soporta capas, o en un formato
plano sin capas, como png, bmp, gif, jpg, . . .
Posee tambie´n muchas herramientas y filtros para la manipulacio´n de los colores y el
aspecto de las ima´genes, como enfoque y desenfoque, eliminacio´n o adicio´n de manchas,
sombras, mapeado de colores as´ı como un menu´ con un cata´logo de efectos y tratamientos
de las ima´genes.
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5.4. Inkscape
Es un editor de gra´ficos en formato vectoriales SVG (que son imagenes
digitales formadas por objetos geome´tricos independientes como segmen-
tos, pol´ıgonos, arcos, . . . , cada uno de ellos definido por distintos atributos
matema´ticos de forma, de posicio´n, de color, . . . ) , gratuito, libre y mul-
tiplataforma.
Las caracter´ısticas de SVG soportadas incluyen formas ba´sicas, trayectorias, texto,
canal alfa, transformaciones, gradientes, edicio´n de nodos, exportacio´n de svg a png, agru-
pacio´n de elementos, etc.
Tiene como objetivo proporcionar a los usuarios una herramienta libre de co´digo abier-
to de elaboracio´n de gra´ficos en formato vectorial escalable (SVG) que cumpla completa-
mente con los esta´ndares XML, SVG y CSS2.
En combinacio´n con las herramientas anteriormente expuestas se puede obtener una
correcta integracio´n de las ima´genes (elaboradas por nosotros para este proyecto) de una
manera homoge´nea, desde un conjunto de esbozos a la´piz como estos
Figura 19: Ima´genes elaboradas para el proyecto au´n sin tratar
fuente: Fotograf´ıa dibujos originales para proyecto
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Y quedan integrados as´ı
(a) Principal (b) Nombre de horario (c) Insercio´n de tarea
Figura 20: Capturas de ima´genes de la aplicacio´n tras ser tratadas
5.5. SQlite
SQLite es un proyecto de dominio pu´blico creado por D. Richad Hipp que implementa
una pequen˜a librer´ıa de aproximadamente 500Kb programada en lenguaje C, que funciona
como un sistema de gestio´n de base de datos relacionales.
Android incorpora la librer´ıa SQLite que nos permite utilizar la base de datos mediante
el lenguaje SQL, de una forma sencilla y utilizando muy pocos recursos del sistema y es
la base de datos utilizada para almacenar toda la informacio´n que compone la aplicacio´n,
tanto a introducida por el usuario como la generada como el contexto de planificacio´n,
tareas , etc. . .
Para manipular la base de datos hemos usado la clase SQLiteOpenHelper que facilita
tanto la creacio´n, como la gestio´n de distintas versiones de dicha mase de datos.
La gran ventaja de utilizar esta clase es que ella se preocupara´ de abrir la base de datos
si existe o de crearla si no existe. Incluso de actualizar la versio´n si decidimos crear una
nueva estructura de la base de datos.
Algunas caracter´ısticas de SQLite son
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 Posee una u´nica biblioteca es necesaria par acceder a bases de datos, y consume
muy poca memoria
 En cuanto a rendimiento e´ste sistema de gestio´n de bases de datos relacional realiza
operaciones de manera eficiente (ma´s ra´pido en ocasiones que MySQL y PostgreSQL)
 SQLite se ejecuta en mu´ltiples plataformas y sus bases de datos pueden ser fa´cil-
mente exportadas
 Es estable SQLite es compatible con ACID, en bases de datos se denomina ACID a
un conjunto de caracter´ısticas necesarias para que una serie de instrucciones puedan
ser consideradas como una transaccio´n, en concreto ACID es un acro´nimo de Atomi-
city, Consistency, Isolation and Durability (Atomicidad, Consistencia, Aislamiento
y Durabilidad) e implican:
• Atomicidad: es la propiedad que asegura que la operacio´n se ha realizado o no,
y por lo tanto ante un fallo del sistema no puede quedar a medias. Se dice que
una operacio´n es ato´mica cuando es imposible para otra parte de un sistema
encontrar pasos intermedios. Si esta operacio´n consiste en una serie de pasos,
todos ellos ocurren o ninguno.
• Consistencia (o Integridad) : es la propiedad que asegura que so´lo se empieza
aquello que se puede acabar. Por lo tanto se ejecutan aquellas operaciones que
no van a romper las reglas y directrices de integridad de la base de datos. La
propiedad de consistencia sostiene que cualquier transaccio´n llevara´ a la base
de datos desde un estado va´lido a otro tambie´n va´lido. ”La Integridad de la
Base de Datos nos permite asegurar que los datos son exactos y consistentes, es
decir que este´n siempre intactos, sean siempre los esperados y que de ninguna
manera cambien ni se deformen. De esta manera podemos garantizar que la
informacio´n que se presenta al usuario sera´ siempre la misma.”
• Aislamiento: es la propiedad que asegura que una operacio´n no puede afectar
a otras. Esto asegura que la realizacio´n de dos transacciones sobre la misma
informacio´n sean independientes y no generen ningu´n tipo de error. Esta pro-
piedad define co´mo y cua´ndo los cambios producidos por una operacio´n se
hacen visibles para las dema´s operaciones concurrentes.
• Durabilidad (o Persistencia) : es la propiedad que asegura que una vez realizada
la operacio´n, e´sta persistira´ y no se podra´ deshacer aunque falle el sistema y
que de esta forma los datos sobrevivan de alguna manera.
 Implementa un gran subconjunto del esta´ndar ANSI SQL del 92, incluyendo sub-
consultas, generacio´n de usuarios, vistas y triggers
 Es de dominio pu´blico, y por tanto, se puede usar y redistribuir libremente
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5.6. Android
Originalmente se eligio´ la plataforma Android por los siguientes motivos,
 Es una de las plataformas ma´s populares en el desarrollo de aplicaciones para mo´vi-
les, con una nutrida comunidad de desarrolladores, lo cual facilita el acceso a una
adecuada documentacio´n y solucio´n de posibles incidencias.
 Android se desarrolla de forma abierta y se puede acceder tanto al co´digo fuente
como a la lista de incidencias donde se pueden ver problemas au´n no resueltos y
reportar problemas nuevos (Google libero´ la mayor´ıa del co´digo de Android bajo la
licencia Apache).
 Trae un IDE maduro, como Android Studio ampliamente usado por la comunidad
de desarrolladores e integrado con la coleccio´n de herramientas de ADT.
 Android brinda una multitud de herramientas de desarrollo de manera gratuita a
disposicio´n de los usuarios
El ritmo de desarrollo para esta plataforma es abrumador, a pesar de su corta edad
Desde el comienzo Google ha ido bautizando a las diferentes versiones de Android con
el nu´mero de versio´n, y un alias alusivo a una comida dulce o postre cuyas primeras letras
vienen dadas en orden alfabe´tico.
Las distintas versiones de Android a lo largo de su historia son
 Android 1.0 (Septiembre 2008)
 Android 1.5 (Cupcake) (Abril 2009)
 Android 1.6 (Donut) (Septiembre 2009)
 Android 2.0 (Eclair) (Octubre 2009)
 Android 2.2 (Froyo) (Mayo 2010)
 Android 2.3 (Gingerbread) (Diciembre 2010)
 Android 3.0 (HoneyComb) (Febrero 2011)
 Android 4.0 (Ice Cream Sandwich) (Octubre 2011)
 Android 4.1 (Jelly Bean) (Julio 2012)
 Android 4.4 (KitKat) (Octubre 2013)
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 Android 5.0 (Lollipop) (Noviembre 2014)
 Android 6.0 (MarshMallow) (Octubre 2015)
 Android 7.0 (Nougat) (Agosto 2016)
(a) v1.0 (b) v1.5 (c) v1.6 (d) v2.0 (e) v2.2
(f) v2.3 (g) v3.0 (h) v4.0 (i) v4.1 (j) v4.4
(k) v5.0 Lollipop (l) v6.0 Marshmallow (m) v7.0 Nougat
Figura 21: Versiones de Android
Lo que es un ritmo frene´tico en el que no han cesado de aparecer mejoras en el ren-
dimiento, cambios sustanciales en el API, la ma´quina virtual sobre la que se ejecutan las
aplicaciones, soporte HW, as´ı como continuas modificaciones del entorno de desarrollo y
pol´ıticas de disen˜o en cuanto al aspecto visual final de las aplicaciones.
En el proyecto anterior se hizo un comentario pormenorizado de las distintas mejoras
en cada una de las versiones, pero entendemos queda un tanto fuera del objeto de este
trabajo.
Cabe mencionar que Google tiene sus detractores, los hay de muchos tipos, desde los
que establecen comparativas de este´tica y rendimiento con dispositivos de otros fabrican-
tes, en las que en general no hay elementos cr´ıticos suficientes para posicionarse (entre
otros motivos por el ampl´ısimo parque de Android que abarca dispositivos de gama muy
variada), hasta los que se adentran en cuestiones e´ticas como la Free Software Foundation
que ha sido cr´ıtica con Android y han recomendado el uso de alternativas como Repli-
cant (actualmente en la versio´n 4.2), debido a que los drivers y el firmware vital para
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el adecuado funcionamiento de los dispositivos Android son normalmente patentados o
propietarios, y a que Google Play invita al uso de software no libre sin notificarlo con
claridad, esto puede ser una puerta abierta al uso torticero del dispositivo por parte de
compan˜´ıas de software y terceros, exponiendo al usuario a un uso indeseado de su dispo-
sitivo.
De igual modo se hizo un estudio comparativo con otros sistemas, que quedan ahora
relegadas a t´ıtulo anecdo´tico ya que hubiera sido un enorme derroche de recursos portar
todo el co´digo. Se consideraron inicialmente como sistemas alternativos
(a) Repli-
cant
(b) Sailfish (c) Tizen (d) Mer (e) Ubuntu (f) FirefoxOS(g) Windows (h) iOS
Figura 22: Versiones de Sistemas alternativos a Android
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Los principales componentes Android son
Figura 23: Versiones de Arquitectura Android
5.6.1. Nu´cleo Linux Kernel
Android depende de Linux para los servicios base del sistema como seguridad, gestio´n
de memoria, gestio´n de procesos, pila de red y modelo de controladores.
El nu´cleo del sistema operativo Android esta´ basado en el kernel de Linux versio´n
2.6, similar al que puede incluir cualquier distribucio´n de Linux, solo que adaptado a las
caracter´ısticas del hardware en el que se ejecutara´ Android, es decir, para dispositivos
mo´viles.
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El nu´cleo actu´a como una capa de abstraccio´n entre el hardware y el resto de las capas
de la arquitectura.
El desarrollador no accede directamente a esta capa, sino que debe utilizar las li-
brer´ıas disponibles en capas superiores. De esta forma tambie´n nos evitamos el hecho de
quebrarnos la cabeza para conocer las caracter´ısticas precisas de cada tele´fono. Si necesi-
tamos hacer uso de la ca´mara, el sistema operativo se encarga de utilizar la que incluya
el tele´fono, sea cual sea.
Para cada elemento de hardware del tele´fono existe un controlador (o driver) dentro
del kernel que permite utilizarlo desde el software.
El kernel tambie´n se encarga de gestionar los diferentes recursos del tele´fono (energ´ıa,
memoria, etc.) y del sistema operativo en s´ı: procesos, elementos de comunicacio´n (net-
working), etc.
5.6.2. Bibliotecas
Android incluye un conjunto de bibliotecas de C/C++ usadas por varios componentes
del sistema. Estas caracter´ısticas se exponen a los desarrolladores a trave´s del marco de
trabajo de aplicaciones (framework de Android ; algunas son:
 System C library (implementacio´n biblioteca C esta´ndar)
 Webkit (navegador)
 Bibliotecas multimedia (formatos de audio, imagen y v´ıdeo)
 OpenGl (motor gra´fico)
 SSL (cifrado de comunicaciones)
 FreeType (fuentes de texto)
 SQLite (Base de datos)
Se situ´a justo sobre el kernel la componen las bibliotecas nativas de Android. Esta´n
escritas en C o C++ y compiladas para la arquitectura hardware espec´ıfica del tele´fono.
Estas normalmente esta´n hechas por el fabricante, quien tambie´n se encarga de instalarlas
en el dispositivo antes de ponerlo a la venta. El objetivo de las librer´ıas es proporcionar
funcionalidad a las aplicaciones para tareas que se repiten con frecuencia, evitando tener
que codificarlas cada vez y garantizando que se llevan a cabo de la forma ”ma´s eficiente”.
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5.6.3. Runtime
Desde la versio´n 5.0 de Android 5.0 la ma´quina virtual Dalvik ha sido sustituida por
ART, los beneficios en cuanto a rendimiento de esta nueva ma´quina virtual logran reducir
el tiempo de ejecucio´n hasta en un 33 %.
Dalvik era la antigua ma´quina virtual de Android, en la que cada aplicacio´n corre su
propio proceso, con su propia instancia de la ma´quina virtual Dalvik, Dalvik fue escrito de
forma que un dispositivo pudiera arrancar mu´ltiples ma´quinas virtuales de forma eficiente
y ejecutar archivos en el formato Dalvik Executable (.dex), el cual esta´ optimizado para
un uso muy eficiente de la memoria.Dalvik era una variacio´n de la ma´quina virtual de
Java, por lo que no es compatible con el bytecode Java. Java se usa u´nicamente como
lenguaje de programacio´n, y los ejecutables que se generan con el SDK de Android tienen
la extensio´n .dex que era espec´ıfica para Dalvik, y por ello no podemos correr aplicaciones
Java en Android ni viceversa
La principal diferencia entre Dalvik y ART, reside en que Dalvik ejecuta una maquina
virtual interpretando el co´digo al tiempo que se inicia la aplicacio´n. En cambio, ART
ba´sicamente compila las aplicaciones antes de que sean ejecutadas.
Lo que significa que una primera instalacio´n de una determinada aplicacio´n llevara´
mucho ma´s tiempo, y que las aplicaciones ocupara´n ma´s espacio del internal storage,
pero al mismo tiempo, ya que las aplicaciones estara´n completamente compiladas; tan
pronto como este´n instaladas en el sistema el tiempo que llevara´ abrir la aplicacio´n sera´
muy inferior al de hacerlo con la ma´quina virtual Dalvik, y adema´s habr´ıa otra ventaja
derivada de esto, como la parte de compilacio´n ha sido llevada a cabo solo una vez (en
la instalacio´n de la aplicacio´n) la carga del procesador es menor lo que redunda en una
mejor vida de la bater´ıa y un mejor rendimiento global del sistema.
Una pequen˜a comparativa entre Dalvik y Art quiza´s arroje un poco de luz [10].
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Dalvik Art
Usa el enfoque Just-In-Time (o JIT) (es
grosso modo una compilacio´n de partes del
co´digo segu´n se necesita y suelen formar
parte de un inte´rprete). Lo cual redunda
en un menor espacio de almacenamiento
requerido, pero en un mayor tiempo de
carga de las aplicaciones
Usa un enfoque (Ahead-Of-Time (AOT)),
el cual compila la aplicacio´n en el momen-
to en que son instaladas, obteniendo como
resultado unos mejores tiempos de carga y
un menor uso del procesador (ya que so´lo
se compila una vez)
La Cache´ se va construyendo a lo largo del
tiempo, luego los tiempos de arranque son
ma´s ra´pidos
La Cache es construida en el arranque, lue-
go reiniciar el dispositivo requiere de un
tiempo significativamente mayor
Trabaja mejor con dispositivos que dis-
pongan de poca memoria interna, ya que
el espacio ocupado es menor
Consume mucha ma´s memoria interna, ya
que almacena las aplicaciones compiladas
adema´s de los APKs
Cuadro 1: Comparativa ma´quinas virtuales Dalvik y Art
5.6.4. Framework
Los desarrolladores tienen acceso completo a los mismos API’s del framework usados
por las aplicaciones base. La arquitectura esta´ disen˜ada para simplificar la reutilizacio´n
de componentes; cualquier aplicacio´n puede publicar sus capacidades y cualquier otra
aplicacio´n puede luego hacer uso de esas capacidades (sujeto a reglas de seguridad del
framework). Este mismo mecanismo permite que los componentes sean reemplazados por
el usuario.
La siguiente capa esta´ formada por todas las clases y servicios que utilizan directamente
las aplicaciones para realizar sus funciones. La mayor´ıa de los componentes de esta capa
son bibliotecas Java que acceden a los recursos de las capas anteriores a trave´s de la
ma´quina virtual Dalvik. Siguiendo el diagrama encontramos:
 Activity Manager : Se encarga de administrar la pila de actividades de nuestra apli-
cacio´n as´ı como su ciclo de vida.
 Windows Manager : Se encarga de organizar lo que se mostrara´ en pantalla. Ba´sica-
mente crea las superficies en la pantalla que posteriormente pasara´n a ser ocupadas
por las actividades.
 Content Provider : Esta librer´ıa es muy interesante porque crea una capa que encap-
sula los datos que se compartira´n entre aplicaciones para tener control sobre co´mo
se accede a la informacio´n.
 Views : En Android, las vistas son los elementos que nos ayudara´n a construir las
interfaces de usuario: botones, cuadros de texto, listas y hasta elementos ma´s avan-
zados como un navegador web o un visor de Google Maps.
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 Notification Manager : Engloba los servicios para notificar al usuario cuando algo
requiera su atencio´n mostrando alertas en la barra de estado. Un dato importante es
que esta biblioteca tambie´n permite jugar con sonidos, activar el vibrador o utilizar
los led’s del tele´fono (si los tuviese).
 Package Manager : Esta biblioteca permite obtener informacio´n sobre los paquetes
instalados en el dispositivo Android, adema´s de gestionar la instalacio´n de nuevos
paquetes. Con paquete nos referimos a la forma en que se distribuyen las aplicaciones
Android, estos contienen el archivo .apk, que a su vez incluyen los archivos 1 .dex
con todos los recursos y archivos adicionales que necesite la aplicacio´n, para facilitar
su descarga e instalacio´n.
 Telephony Manager : Con esta librer´ıa podremos realizar llamadas o enviar y recibir
SMS/MMS, aunque no permite reemplazar o eliminar la actividad que se muestra
cuando una llamada esta´ en curso.
 Resource Manager : Con esta librer´ıa podremos gestionar todos los elementos que
forman parte de la aplicacio´n y que esta´n fuera del co´digo, es decir, cadenas de texto
traducidas a diferentes idiomas, ima´genes, sonidos o layouts.
 Location Manager : Permite determinar la posicio´n geogra´fica del dispositivo An-
droid mediante GPS o redes disponibles y trabajar con mapas.
 Sensor Manager : Nos permite manipular los elementos de hardware del tele´fono
como el acelero´metro, giroscopio, sensor de luminosidad, sensor de campo magne´tico,
bru´jula, sensor de presio´n, sensor de proximidad, sensor de temperatura, etc.
 Ca´mara: Con esta librer´ıa podemos hacer uso de la(s) ca´mara(s) del dispositivo para
tomar fotograf´ıas o para grabar v´ıdeo.
 Multimedia: Permiten reproducir y visualizar audio, v´ıdeo e ima´genes en el disposi-
tivo.
5.6.5. Aplicacion
La capa superior de la de pila software la forman las aplicaciones. En esta capa con-
viven todas las aplicaciones del dispositivo, tanto las que tienen interfaz de usuario como
las que no, tanto las nativas (programadas en C o C++) como las programadas en Java
y tanto las que vienen de serie con el dispositivo como las instaladas por el usuario.
Aqu´ı esta´ tambie´n la aplicacio´n principal del sistema: Inicio (Home), tambie´n llamada
a veces lanzador (launcher), porque es la que permite ejecutar otras aplicaciones propor-
cionando la lista de aplicaciones instaladas y mostrando diferentes escritorios donde se
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pueden colocar accesos directos a aplicaciones o incluso pequen˜as aplicaciones incrustadas
(o widgets), que son tambie´n aplicaciones de esta capa.
Lo principal a tener en cuenta de esta arquitectura es que todas las aplicaciones,
ya sean las nativas de Android (proporcionadas por Google), las que incluye de serie el
fabricante del tele´fono o las que instala despue´s el usuario utilizan el mismo marco de
aplicacio´n para acceder a los servicios que proporciona el sistema operativo .
Esto implica dos cosas:
 Podemos crear aplicaciones que usen los mismos recursos que usan las aplicaciones
nativas (nada esta´ reservado o inaccesible)
 Podemos reemplazar cualquiera de las aplicaciones del tele´fono por otra de nuestra
eleccio´n.
Este es el verdadero potencial de Android y lo que lo diferencia de su competencia:
un gran control por parte del usuario del software que se va a ejecutar en su dispositivo
mo´vil [11],[12].
5.6.6. Modelo de datos
Android aporta sus propios conceptos para almacenar y compartir datos entre aplica-
ciones, aunque en u´ltima instancia dichos conceptos se terminen implementando mediante
enfoques tradicionales (en la mayor´ıa de los casos).
Disponemos de :
Sistema de Archivos Tanto internos de la aplicacio´n como externos por medio de la
compatibilidad con tarjetas SD
SQLite Una base de datos relacional (SQLite), que no tiene todas las funciones de los
productos de base de datos cliente/servidor comerciales, pero ofrece todo lo nece-
sario para almacenamiento local de datos, a la vez que resulta ra´pida y sencilla de
utilizar.
SharedPreferences Es el objeto que permite almacenar el estado global de la apli-
cacio´n, se pueden crear privadas de la aplicacio´n o hacerlas accesibles para otras
aplicaciones. Se accede a ella a trave´s del contexto (Context) desde el que se tra-
baje, muchas clases de Android tienen una referencia a Context (e.g. Activity o
Service)
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Uri Un enfoque basado en URI para compartir datos entre aplicaciones denominado Con-
tent Provider, como cada aplicacio´n se ejecuta en su propio proceso (normalmente),
y los archivos y datos que almacena no son accesibles para otras aplicaciones, e´sta es
una buena manera de compartir, consultar, an˜adir, actualizar o eliminar informacio´n
entre distintas aplicaciones.
En nuestra aplicacio´n se ha hecho uso de los Content Provider, sobre todo a la hora
de utilizar la gestio´n del calendario con una parte de la API proporcionada por Google
Calendar Provider, perteneciente a la Android Open Source Project (AOSP), luego no es
de co´digo cerrado y no estamos encadenados a ninguna aplicacio´n en concreto.
Esto implica que pra´cticamente cualquier aplicacio´n que gestione calendarios en An-
droid podra´ visualizar los resultados de las planificaciones).
Adema´s, esto nos permite almacenar los intervalos resultantes de las planificaciones
como eventos de un calendario que se integra de manera natural con los dema´s calendarios
que hallan en el sistema (si bien con elementos distintivos como el color en el que aparece
el evento, nombre, etc. . . ), luego las aplicaciones de agenda de Android pueden mostrar
los eventos de todos los calendarios integrados de manera homoge´nea.
e.g. en un mismo d´ıa aparecera´n tanto el resultado de las planificaciones
de nuestra aplicacio´n como otros eventos introducidos por el usuario y otras
aplicaciones
La herramienta de almacenamiento de datos que utilizamos con mayor profusio´n es
la base de datos SQLite, por la naturaleza de la aplicacio´n hemos considerado que es la
mejor solucio´n para tratar adecuadamente la no despreciable cantidad de informacio´n que
puede llegar a generar.
El modelo relacional es el de la figura 24
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6.1. Tests de rendimiento
Para evaluar el rendimiento de la aplicacio´n, se ha procedido a ejecutar una serie de
tests que emulan peticiones que ser´ıan de uso comu´n a la aplicacio´n, variando el nu´mero
de tareas, intervalos de tiempo disponible, y duracio´n de las mismas para los distintos
motores de planificacio´n disponibles.
Se creo´ un co´digo Java que obten´ıa los promedios de 50 ejecuciones consecutivas de
los tres motores de planificacio´n (Rms, Dms, Edf ) aplicados sobre tareas espora´dicas de
5 horas de duracio´n intentando planificar de manera sucesiva 5, 10, 20 y 50 tareas en
una plantilla semanal cuyos intervalos disponibles para trabajar estaban distribuidos en
fragmentos de 60 minutos, a lo largo de toda la semana.
Grosso modo parte del fragmento de co´digo utilizado para testar los tiempos de res-
puesta ser´ıa e´ste
private static long medir(IPlanificador algoritmo, Integer nTareas,
Integer dTareas, Integer nIntervalos, Integer dIntervalos) {
Calendar cal = new GregorianCalendar();
Agenda agenda = new Agenda(...);
List<IntervaloPlantillaSemanal> plantilla =
new ArrayList<IntervaloPlantillaSemanal>();
for(DIASSEMANA d : diasDeLaSemana){
...
plantilla.add(new IntervaloPlantillaSemanal(d, ini,




List<Tarea> tareas = new ArrayList<Tarea>();
for(long i=0; i< nTareas; i++){
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tareas.add(new TareaEsporadica(i, "tarea"+i, dTareas,
dIntervalos, iniAgenda, finAgenda));
}




long fin = System.nanoTime();
return fin-ini;
}
Para obtener la duracio´n se hac´ıa una llamada a System.nanoTime() antes y despue´s
de la ejecucio´n de cada algoritmo en cada una de las 50 iteraciones acumulando el resul-
tado para hacer el promedio.
Para las pruebas se utilizo´ una ma´quina virtual de Java java-7-openjdk-armhf ejecu-
tando la aplicacio´n desde la linea de comandos en un equipo con un procesador ARM
Cortex-A8 800MHz y sistema operativo Debian GNU/linux jessie/sid desde consola.
Con los siguientes resultados mostrados en la figura 25





















Figura 25: Gra´fica de tiempos promediados para los distintos motores de planificacio´n
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Nu´mero de tareas Promedio DMS Promedio RMS Promedio EDF
5 Tareas 0,40707” 0,40666” 0,43150”
10 Tareas 0,86023” 0,85885” 0,92299”
20 Tareas 1,38599” 1,38345” 1,51861”
50 Tareas 2,30011” 2,29361” 2,71523”
Con estos datos se puede apreciar que el algoritmo con asignacio´n de prioridades
dina´micas (EDF ) requiere un mayor tiempo de CPU debido a que adema´s de hacer un
reparto (en funcio´n de las prioridades) de las tareas por cada intervalo disponible, debe
ordenar tras cada intervalo ya planificado la lista de tareas con sus nuevas prioridades (en
funcio´n de cuan cercana este´ cada una de su deadline correspondiente, como exige dicho al-
goritmo), en la gra´fica se aprecia ese coste adicional, tanto mayor cuanto ma´s tareas haya.
6.2. Uso de librer´ıa Optaplaner
De los siguientes resultados de rendimiento sobre la eleccio´n de los intervalos adecua-
dos para las planificaciones teniendo en cuenta las preferencias del usuario efectuadas en
[8] se puede deducir que:
Figura 26: Comparativa asignacion intervalos
En igualdad de condiciones, es decir con bu´squeda local los tiempos obtenidos por
nuestro desarrollo y por Optaplanner son equivalentes, el reparto es casi inmediato, Ca-
sandra usa el heur´ıstico de conocer que´ intervalos son los deseados por el usuario y genera
intervalos en funcio´n de dicha informacio´n haciendo pra´cticamente un reparto en un or-
den de tiempo lineal y Optaplanner lo resuelve usando la misma informacio´n pero con
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el me´todo indirecto de las puntuaciones negativas de los hard y soft Scores, el me´todo
exhaustivo se dispara en complejidad, y no es operativo.
En definitiva, hay que retorcer el disen˜o original de la aplicacio´n para poder adaptarlo
a las exigencias del modelo de Optaplanner que a su vez es pesado y consume ma´s recursos
del dispositivo mo´vil ya que provee mucha funcionalidad, pero que no sera´ aprovechada
en nuestra aplicacio´n.
Si la aplicacio´n tuviera que dar soporte a problemas de optimizacio´n de alguna otra
ı´ndole ser´ıa una opcio´n ma´s acertada haber inclu´ıdo soporte a esta librer´ıa desde la fase
de disen˜o de la aplicacio´n, pero incluirla en una fase tard´ıa del desarrollo es un verdadero
quebradero de cabeza.
6.3. Conclusiones acade´micas
Este trabajo, segu´n mi entender, obligo´ a afrontar el desarrollo completo de una apli-
cacio´n de modo auto´nomo (aunque tutelado), con libertad para explorar soluciones alter-
nativas, esto fuerza a dotar de sentido un proyecto, es decir tomar perspectiva y pensar
de manera global, lo cual no es habitual a lo largo de la formacio´n como estudiante, se
entiende que para montar juguetes hace falta armarse de las piezas suficientes.
La adquisicio´n de nuevos conocimientos y divagar entre libros de mi intere´s han sido
quiza´s los puntos ma´s dulces, compaginar toda esta tarea con la vida personal y el trabajo
(que resta tiempo sin cesiones), hacen que la experiencia sea exigente.
6.4. Posibles mejoras
Hay multitud de mejoras que se le podr´ıan aplicar a esta aplicacio´n, por enumerar
algunas
 Podr´ıa mejorarse el aspecto monol´ıtico con el que se tratan los horarios en el pro-
yecto, habilita´ndose opciones para prolongar tareas a lo largo de una ilacio´n de
horarios de per´ıodos de tiempo disjuntos, o mezclar distintos horarios coinciden-
tes en el tiempo agregando sus intervalos y resolviendo los conflictos que pudieran
hallarse.
 Generar mo´dulos o facilitar la integracio´n con plataformas de aprendizaje tipo Mood-
le
 Resolver excepciones de la planificacio´n de manera automa´tica; se podr´ıan capturar
indicaciones por parte del usuario para resolver excepciones de la planificacio´n por
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falta de tiempo, como pudieran ser el cese de determinadas tareas perio´dicas o la
eliminacio´n de deadlines de algunas tareas, etc. . .
 Se podr´ıa agregar la posibilidad de gestionar dependencias entre tareas, de modo




A. Manual de usuario
Casandra es una aplicacio´n orientada al mundo estudiantil, que se encarga de gestio-
nar una agenda digital de modo que adema´s de ver cuales son los horarios programados,
se pueda introducir los momentos disponibles a lo largo de la semana para el estudio, y
pedirle que planifique las tareas y las horas de trabajo de modo que queden entregadas
(o aprendidos los contenidos) antes de su fecha l´ımite (o pruebas escritas), sin necesidad
de ir haciendo excesivas ca´balas.
Es decir, que cuando se vayan acumulando tareas por hacer, basta con que se le co-
munique el tiempo que se necesita dedicar a la tarea y cuando es la entrega, y la agenda
generara´ eventos en el calendario de Android de modo que si se cumplen, se lograr´ıa llegar
a tiempo a la entrega de todas las tareas (o con los exa´menes preparados, etc. . . )
Se le puede pedir a la aplicacio´n que cuando se trabaje en una materia, no lo ha-
ga ma´s de un determinado tiempo, de modo que el motor de planificacio´n cuando vea
que se va a exceder ese l´ımite, tome cartas en el asunto y emplace la tarea a la que se
ha dedicado el ma´ximo tiempo permitido al siguiente d´ıa disponible y para aprovechar el
tiempo que aun quede, seleccionara´ otra tarea diferente de las au´n pendientes (si hubiera).
¿Que´ ocurre si un d´ıa no trabajo? Cuando pase el tiempo y se vuelva a entrar a la
aplicacio´n e´sta le preguntara´ si ha realizado o no las tareas (desde que se planificaron
hasta ese instante), si algunas no se pudieron realizar y otras s´ı, se planificara´ de nuevo
teniendo en cuenta el trabajo que se hizo y el que no, as´ı que de un modo automa´tico
tenga la agenda actualizada con datos reales.
Hay veces que es imposible realizar las tareas a tiempo, en este caso, se le propondra´
que, o bien estudie desestimar algu´n trabajo, o que ampl´ıe el tiempo disponible para
trabajar en el horario, cosa que logramos editando las tareas o el horario en la aplicacio´n
y pulsando el boto´n planificar de nuevo.
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A.1. Interfaz de usuario
Al arrancar casandra encontramos una pantalla principal que consta de los siguientes
elementos: Un cajo´n de navegacio´n que se abre y cierra pulsando en el boto´n de inicio
(4), un boto´n de menu´ (5), tres botones de acceso directo a las pantallas principales (1-3)
y para la parte lu´dica de la aplicacio´n un marcador (6) con nuestra puntuacio´n.
Figura 27: Manual - Pantalla principal
Boto´n Tareas (1) Es un acceso directo a la parte de la aplicacio´n encargada de la
introduccio´n, edicio´n y eliminacio´n del trabajo con que se va a alimentar una agenda.
Se corresponde con la opcio´n ’Lista de tareas’ del cajo´n de navegacio´n.
Boto´n Agenda (2) Pulsando accedemos, del mismo modo que pulsando en ’Horarios
disponibles’ del cajo´n de navagacio´n, a una pantalla que nos permitira´ definir hora-
rios y .
Boto´n Planificar / Consultar planificacio´n (3) Una vez introducidas algunas tareas
y un horario, se pueden lanzar planificaciones haciendo uso de esta tercera opcio´n.
Boto´n Inicio (4) Pulsando en la esquina superior izquierda, que hemos llamado boto´n
de inicio, se abrira´ o cerrara´ el cajo´n de navegacio´n. En otras pantallas aparecera´
en esta esquina un signo <en lugar de las tres barras horizontales, lo que indicara´
que al pulsar volvemos a un nivel superior.
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Boto´n de opciones (5) Con el mismo efecto que el boto´n de opciones del tele´fono, nos
permite acceder a la opciones descritas en el apartado A.6
Marcadores de nivel y puntuacio´n (6) Aqu´ı aparecen los puntos que hemos ido ga-
nando con nuestro uso de la aplicacio´n.
Figura 28: Manual - Ganar puntos
Los puntos se van ganando conforme se hace seguimiento de las tareas, cada vez que
se regresa a la aplicacio´n se premia el intere´s por saber como van tus planificaciones con
saturninos y cuantos ma´s objetivos se logren (tareas terminadas) ma´s se incrementara´n
tus saturninos.
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A.2. Definir tareas
Figura 29: Manual - Listado tareas vac´ıo
Cabe resen˜ar antes de empezar, que las tareas no esta´n ligadas a ningu´n horario en
concreto, se puede cambiar de horario y hacer otras planificaciones con las mismas tareas,
son conceptos independientes, por un lado esta´ el tiempo del que se disponga y por otro
la cantidad de trabajo por hacer, es en planificar donde se unen ambos.
La primera vez que se accede al apartado de Tareas, al no haber ninguna insertada,
aparecera´ la lista vac´ıa.
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Para insertar una tarea podemos utilizar el boto´n ’Nueva Tarea’ que aparece en la
parte inferior.
Figura 30: Manual - Introducir tarea perio´dica
E´sta puede ser de dos tipos perio´dica o espora´dica, la captura anterior se refiere a la
perio´dica ya que as´ı se ha hecho la eleccio´n en el apartado seleccione el tipo de tarea. Se
le pone un nombre, y se le indica tambie´n el tiempo que durara´.
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Figura 31: Manual - Elegir d´ıas de la semana para tarea perio´dica
Esto significa que esta tarea se planificara´ a lo largo de los l´ımites de la agenda, los
d´ıas elegidos (aparece una ventana de dia´logo que nos permite elegir que´ dias de la semana
la vamos a realizar)
Es la opcio´n adecuada para definir aquellas tareas como hacer ejercicio, o practicar
con algu´n instrumento, que no tienen una cantidad de horas para ser terminadas. Una
vez hecha la eleccio´n se pulsara´ el boto´n insertar tarea. Y ya formara´ parte del conjunto
de tareas de tu aplicacio´n.
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El otro tipo son las tareas espora´dicas, estas requieren algo ma´s de informacio´n como
una fecha de inicio, de finalizacio´n (ambas se introducen pulsando las fechas que aparecen
a ambos lados de “<TAREA>”) y la cantidad de tiempo estimado para la realizacio´n
total de la tarea, por ello var´ıa un poco la interfaz de entrada de datos, resultando
Figura 32: Manual - Introducir tarea espora´dica
El tiempo introducido en este tipo de tareas (al igual que en las perio´dicas) es muy
importante, si no se lograra reunir el total del tiempo estimado para la realizacio´n de la
tarea antes de la fecha de finalizacio´n de la misma, la aplicacio´n reaccionara´ diciendo que
la planificacio´n no es factible con los datos introducidos, pero eso se vera´ en el apartado
A.4 planificar.
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Una vez se hayan introducido una serie de tareas en nuestra aplicacio´n, el acceso al
apartado de tareas, muestra un listado de las mismas, y el mismo boto´n de insercio´n de
nueva tarea en la parte inferior de la pantalla del dispositivo. A continuacio´n se puede ver
un ejemplo con datos de prueba.
Figura 33: Manual - Listado tareas con inserciones
Lo primero a destacar es que ahora, aparte del nombre de la tarea, en la columna de
la derecha, aparecen dos tipos de datos, y estos tipos de datos vienen en funcio´n del
tipo de tarea de que se trate
 Si es una tarea espora´dica aparece una fraccio´n que indica la cantidad de tiempo
que efectivamente se lleva realizado de la tarea en total, es decir tiempo trabajado
tiempo total de la tarea
e.g. 0
tiempo total de la tarea
en una tarea que esta´ por comenzar
 Si se trata de una tarea perio´dica aparecen una serie de letras que no son ma´s que
las iniciales de los d´ıas de la semana en que se espera que tal tarea se lleve a cabo
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Figura 34: Manual - Edicio´n y borrado en el listado de tareas
En esta ventana, se pueden editar y borrar las tareas a nuestro antojo sin ma´s que
mantener una pulsacio´n larga sobre el elemento de la lista deseado, y aparecera´ el siguien-
te menu´
Cuando existe una planificacio´n en curso, nos aparece la opcio´n adicional de incluir la
tarea seleccionada en la planificacio´n, como se muestra en la figura.
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A.3. Definir horario y tiempos libres en la Agenda
Figura 35: Manual - Agenda vac´ıa de horarios
La primera vez que se entra en la Agenda, en la parte inferior de la pantalla ocurre
lo mismo que cuando se accede a Tareas, que no existe ningu´n horario aun y muestra la
lista vac´ıa, pero la parte superior, se pueden definir los l´ımites temporales de la Agenda.
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Para cambiar los l´ımites de la agenda, so´lo hay que efectuar una pulsacio´n larga sobre
la fecha que viene por defecto, si se hace una pulsacio´n normal aparece un bocadillo en
pantalla explicando que´ hacer para cambiar la fecha.
Figura 36: Manual - Agenda creacio´n de un nuevo horario
Si se quiere an˜adir un nuevo horario, hay que pulsar el texto + Insertar horario y se
accedera´ a otra actividad que nos va a pedir el nombre del horario
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Figura 37: Manual - Agenda con horarios insertados
Una vez introducido e insertado (pulsando el boto´n de Introducir nuevo horario, se
volvera´ al menu´ principal de Agenda, donde ahora en el listado aparecera´n todos los ho-
rarios que se hayan introducido.
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Figura 38: Manual - Insertar intervalo horario con agenda activa
El siguiente paso, una vez insertado un nombre para un horario, es precisamente hacer
el horario, esto es introducir una serie de intervalos de tiempo, de dos tipos,
 Aquellos intervalos que esta´n fijados por obligaciones (e.g. clases)
 Aquellos intervalos de tiempo en los que se pueden realizar trabajos, estudiar, etc. . .
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Figura 39: Manual - Insertar intervalo horario con agenda no activa
Para introducir cualquiera de estos intervalos, primero hay que pulsar de la lista de
horarios aquel en el que se quiera trabajar. Y entraremos en la siguiente actividad, que
es la insercio´n de intervalos horarios por cada d´ıa de la semana. Cuando se accede a un
horario recie´n creado, e´ste aun no contiene intervalos.
En esta ventana se pueden observar varias cosas, la primera son los d´ıas de la semana
que aparecen en la parte superior de la ventana, al deslizarnos sobre este menu´ nos per-
mitira´ movernos a lo largo de los dias de una semana e introducir los intervalos de tiempo
para un d´ıa en concreto.
Justo bajo los d´ıas de la semana aparece un texto que dice que e´ste es un horario
activo, como la aplicacio´n permite introducir tantos horarios como se considere oportuno
(pero no tiene sentido (en principio) planificar tareas sobre ma´s de un horario a la vez),
en todo momento so´lo habra´ un horario activo a la vez.
Cuando se genera un horario nuevo, se convierte por defecto en el horario activo y si
hubiera algu´n otro activo en ese momento dejar´ıa de estarlo. Si se accede a un horario que
no es activo este mensaje lo indicar´ıa diciendo ¿Quieres que sea e´ste el horario activo pa-
ra la agenda? , si se pulsa sobre el texto, lo haremos el horario activo de nuestra aplicacio´n.
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Es muy sencillo cambiar la propiedad de que un horario sea el activo, pero es impor-
tante, ya que es sobre el que se lanzara´n las nuevas planificaciones.
Bien, ahora nos queda an˜adir los intervalos de tiempo, los hay como ya dijimos de
dos tipos el fijo y el que se dedicara´ para trabajar (disponible). Para ambos se pulsara´
el boto´n an˜adir intervalo una vez por la barra superior nos hayamos desplazado al d´ıa
deseado. Y aparecera´ la siguiente actividad
Figura 40: Manual - Insertar intervalo horario fijo
Mientras no se chequee la opcio´n de Es un tiempo para resolver tareas pendientes, se
tomara´ este intervalo como uno fijo, el intervalo de tiempo insertado no se usara´ para
planificar, solo para que aparezca en el horario con un fin informativo (e.g. el horario de
clase). Aqu´ı se insertara´ la hora de comienzo y final del intervalo y un nombre (e.g. el nom-
bre de la asignatura). Luego, se pulsa en guardar intervalo, y la aplicacio´n ya tendra´ en
ese Horario el intervalo an˜adido, esta operacio´n se puede repetir cuantas veces desee a lo
largo de los d´ıas de la semana del Horario en cuestio´n hasta completar el horario del curso,
a falta de los intervalos de tiempo que vaya a dedicar a trabajar, los intervalos disponibles.
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Figura 41: Manual - Insertar intervalo disponible en horario
Para introducir los intervalos disponibles, se hace exactamente igual que los fijos
(pero no es necesario ponerle un nombre, en el calendario siempre aparecera´n como dis-
ponible), marcando la opcio´n de Es un tiempo para resolver tareas pendientes, en tal caso
tambie´n se solicitara´ el nivel de satisfaccio´n a la hora de tener que trabajar en ese
intervalo concreto . Esta informacio´n sera´ utilizada por la aplicacio´n para tratar de en-
contrar un horario que se adapte a las preferencias del usuario.
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El resultado final es un horario completo, tanto con las tareas fijadas en el horario
de la semana (como las clases lectivas) como los intervalos de tiempo disponibles para
trabajar, el cual podremos exportar y compartir, sustituir por otro importado o eliminar
de la aplicacio´n.
Para estas acciones disponemos de los botones del actionbar :
Figura 42: Manual - Importar, Exportar y Desechar horarios
A.4. Planificar
Bien, ya que disponemos de una serie de tareas a realizar, y un horario con intervalos
de tiempo disponible para realizarlas, como hemos visto anteriormente, aqu´ı es donde
entra en juego la actividad de Planificar.
En resumidas cuentas coge un horario activo, un conjunto de tareas y las reparte de
modo que todas las tareas se completen antes de que expire su fecha de finalizacio´n usando
los intervalos disponibles de la agenda.
Cuando entramos a la actividad planificar desde la pantalla principal lo primero que
nos aparece es el listado de las tareas insertadas en la aplicacio´n (tanto perio´dicas como
espora´dicas) para que, o bien se seleccionen todas mediante la opcio´n del dia´logo o bien
se marquen aquellas que hemos decidido planificar:
95
Anexo A.4 Planificar
Figura 43: Manual - Seleccio´n de tareas a planificar
Siempre se puede volver a hacer aparecer el dia´logo pulsando el boto´n Selecciona las
tareas a planificar en la parte superior de la pantalla.
Vemos como automa´ticamente selecciona la Agenda activa, los l´ımites de fecha del
calendario, y el horario (plantilla semanal activa).
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Figura 44: Manual - Planificando
Ya solo queda elegir uno de los motores de planificacio´n disponibles (cada uno pro-
bablemente, dara´ una planificacio´n distinta) y pulsar el boto´n Planificar. Aparecera´ una
ventana de espera.
Con este acto ocurren dos cosas, la primera es que se resuelve el problema de pla-
nificacio´n intentando utilizar el menor nu´mero de intervalos de los introducidos como
disponibles en el horario prevaleciendo segu´n las preferencias del usuario, resultando una
serie de asiganciones de tareas a intervalos. La segunda cosa que sucede es que estos in-
tervalos se insertan como un calendario propio llamado Planificacio´n Casandra integrado
en la plataforma Android con el resto de calendarios.
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Figura 45: Manual - Calidad de una planificacio´n
Adema´s se informa al usuario de cua´nto se ha ajustado el resultado a sus preferencias
mediante un dia´logo con la media de estrellas de los intervalos elegidos y una ilustracio´n,
que indica el uso.
A menor nu´mero de estrellas indica un uso intensivo de intervalos de tiempo disponibles
que no agradan al usuario.
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Figura 46: Manual - Resultado de una planificacio´n
El resultado a la hora de visualizarlo con el calendario de Android (probablemente
variara´ segu´n la aplicacio´n que se utilice y la versio´n de la misma) y se tendra´ acceso a la
funcionalidad que aporte dicha aplicacio´n.
Si la planificacio´n ha tenido e´xito, entonces nuestra aplicacio´n saltara´ a la aplicacio´n
que tenga en su dispositivo para visualizar calendarios a la fecha en la que este´ el primer
intervalo planificado introducido. Siempre podra´ acceder a su calendario y ver esta pla-
nificacio´n, (aunque e´stas planificaciones pueden ir cambiando con el tiempo ver apartado




Figura 47: Manual - No se puede planificar
Si la planificacio´n no ha tenido e´xito, es decir hemos tenido o muy poco tiempo dispo-
nible o demasiada carga de trabajo, en tal caso saltara´ un dia´logo de aviso con una serie
de sugerencias y una ventana que indica que´ tarea ha vencido su fecha de expiracio´n.
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A.5. Confirmacio´n de Tareas
Figura 48: Manual - Procrastinar tareas
Una vez hecha una planificacio´n, se hara´ un seguimiento de las tareas a ver si se esta´n
llevando a cabo o no a lo largo del tiempo, es decir:
Cada vez que se accede a la aplicacio´n se comprueba la fecha actual del sistema y
la fecha en la que se accedio´ por u´ltima vez a la aplicacio´n, con el intervalo de tiem-
po calculado entre la u´ltima vez que se accedio´ a la aplicacio´n y el d´ıa de hoy se mira
que´ tareas deben estar hechas (acumula el tiempo de cada intervalo planificado para ca-
da una de las tareas en este tiempo), y se pregunta al usuario al entrar si las ha hecho o no.
Esto se hace mostrando al usuario la lista de tareas de modo que seleccione aquellas
que realmente ha llevado a cabo. Con esta nueva informacio´n el sistema recalcula la
planificacio´n actualizando los eventos del calendario de manera automa´tica.
Otra cosa a tener en cuenta es que en el menu´ inicial el boto´n de Planificar, una
vez hecha una planificacio´n cambia su estado a Ver planificacio´n de modo que cuando
se acceda a la aplicacio´n y ya haya una planificacio´n en marcha se pueda simplemente
consultar.
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A.6. Opciones del menu´
Figura 49: Manual - Menu´ de opciones
Estas son todas las opciones que aparecen al pulsar el boto´n de menu´ del dispositivo
electro´nico. A continuacio´n describiremos brevemente el funcionamiento de cada una
Eliminar planificacio´n actual Si se quiere lanzar una nueva planificacio´n y descartar
la existente, elija esta opcio´n
Ver tareas fijas en Calendario Esta opcio´n hace que en el calendario de la aplicacio´n
no solo se muestre las tareas planificadas, sino que tambie´n aparezcan las fijas
Datos de ejemplo Introduce unos cuantos datos de ejemplo, para explorar la aplicacio´n
sin necesidad de ir insertando informacio´n
Borrar Calendarios Elimina los eventos generados en el calendario de la aplicacio´n.
Usar con precaucio´n, para que vuelvan a aparecer habr´ıa que lanzar de nuevo una
planificacio´n
Eliminar BBDD sirve para resetear el estado de la aplicacio´n, eliminara´ absolutamente
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