which are restrictions of 2? J. In the special case when X = Y= Hubert space and H -K A H is symmetric, and the problem amounts the determination of all self-adjoint extensions of A H .
Both the adjoint and extension problems for generalized b.v.p. have been investigated in several recent papers, notably [5] , [6] , [9] . In [6] for example A is a linear relation in 1x7 and A H = A Π *B where *J5 is the preadjoint of a finite dimensional subspace B in Y* x X*. Such a representation is always possible if H is continuous on G(A) and F is finite dimensional. This "subspace" interpretation of A H leads to an elegant construction of (An*B)* and also to a solution of the extension problem when (in our notation) dim G{Al)IG{A H ) < -.
The contributions of the present paper are twofold. In the first place we extend the theory by letting F be an infinite dimensional t.v.s. Secondly there is a change in point of view distinguishes this paper from [6] . We represent the boundary condition directly in terms of the null space of the boundary operator given in the problem. Thus we bypass the task of finding *B. Furthermore because much of the theory presented here is an abstraction of ideas in the writers earlier papers [2] , [3] on Stieltjes b.v.p., our technique gives simple formulas and characterizations which are easy to apply both to this and other types of concrete b.v.p.
We now briefly summarize the paper. Notational conventions and fundamental definitions are introduced in § 2. Here in particular we discuss the notion of an abstract boundary condition and prove that every closed restriction of a closed linear relation A is an "A H " with reference to a certain l.c.t.v.s. F and a boundary operator H. Section 3 is devoted to the computation of A%. F is assumed to be both finite and infinite dimensional; and significant differences in the structure of the adjoint are pointed out. In the infinite dimensional case we first assume that G(-A*) is complemented (Theorem 3.6). However since this is an inconvenient hypothesis in a non Hubert space setting we investigate several ways in which it can be weakened.
The final result (Corollary 3.14) is an especially simple construction of A* when A is 1-1. We illustrate this construction by an example. Section 4 solves the extension problem mentioned above: first in the finite dimensional case and secondly for extensions having closed range. Finally § 5 treats the nonhomogeneous case. J^z* is determined and its structure compared with A%.
Although we occasionally illustrate the theory with examples, most applications to Stieltjes, and interface b.v.p, to evolution and functional differential operators, and to calculus of variations and control theory (extending some preliminary ideas already presented in [3] ) will be reserved for a forthcoming paper.
2* Notation and preliminaries* If T is a linear operator or relation D(T), R(T), N(T)
will stand for its domain, range, and null space respectively. T* denotes the congugate transpose, dual, adjoint or preadjoint of a matrix, space, or linear mapping according to the context, (we write the transpose of a matrix M as M*). The notations S or the terms "closed", "continuous" signify weak* closure of a set SdX or weak* continuity if X is a dual space; otherwise we are referring to the closure of S or strong continuity in the topology of X Similarly S 1 means either the preannihilator, i.e.,
or the annihilator of S, i.e.,
If X is a space and X* is its dual [ , •] signifies the sesquilinear pairing on X x X* given by
If X, F are spaces and X + is total on X and F 4 is total on Y we define a pairing on (X x Y)
If X and F are normed we define a norm as X x F by
\\(χ,y)\\: = \\χ\\ -
A linear relation A: X -» F where X, F are linear spaces is a set valued mapping whose graph G(A) is a subspace of X x F. Unless otherwise mentioned all relations are assumed closed; i.e., to have closed graph. For a e D(A) we denote the image of a in R(A) by A(a); the notation (α, ii«) will signify an arbitrary element in G(A) such that A a eA(a).
It is easily checked that A(0) is a subspace of J?(A) and elements β, a e A(ά) if and only if β = a mod A(0); i.e., the induced mapping AΊX-+ X/A(Q) is an operator. A relation is an operator if and only if it is single valued; i.e., if and only if A(0) = 0. If A is a closed operator D(A) is a Banach space with respect to the graph topology defined by the norm A is then a continuous operator with respect to the graph topology. We will also write δci if G(B)aG(A); in this case. B is said to be a restriction of A and A is called an extension of B. 
As indicated above A* means either the adjoint or pread joint of A depending on the context. A complete discussion of the properties of adjoint and preadjoint relations may be found in [1] or [6] , We specifically mention here only a generalization for relations of the classical Banach closed range theorem for operators (see [6] for the proof). THEOREM 
If A:X-^Y is a closed relation then norm closure of R(A) is equivalent to both the norm and weak* closure of R(A*). Similarly if B: Y* -> X* is a weak* closed relation the norm closure of R(B*) is equivalent to both the norm and weak* closure of R(B).
Suppose B is a (closed) restriction of a relation A: X -> Y. Define an operator 
(H)i)D(A) which is continuous in the graph topology on G(A).
The importance of Lemma 2.5 is "existential": every restriction of A is determined by a certain "canonical" boundary condition. In most cases however a boundary operator H is given a priori; it and the canonical operator supplied by the lemma may not be the same (only equivalent in the sense that their nullspaces are the same.) Indeed the canonical operator may be hard to find. Therefore the results in this paper will be expressed soley in terms of an arbitrary boundary operator considered to be given in the problem and Lemma 2.5 will be used only as a theorem proving tool.
We close this section by mentioning a simple result frequently used in the proofs of this paper. LEMMA Further let Aj,, Ά^ be the relations in Y* x X* such that
The following is true:
Proof. We demonstrate only (1) since (2)- (4) are immediate from the definition. Proof. In view of Theorem 3.3 it is only necessary to prove
Since
it follows by Lemma 2.6 that
for some φ in F*. Transposing we conclude that a-V Φ eD(A*) and
We now consider the case where F is infinite dimensional. 
Proof. Let (3.2) H+(φ): = (I-P)H*(φ)
where P is the weak* continuous projection of Y*xX* onto G(-A*).
Proof. By Theorem 3.3 and the standard theory of ad joints AH = At.
Thus it suffices to show that A^ = Ά H . To this end suppose that <z M > is a net in DH converging to z in the weak* topology of 7* and that β n e A H z n is the general term of a net converging to β in the weak* topology of X*. Using Lemma 3.5 we write (V Φ , u,) = (v;, u:) + {v Φ ,u Φ )
Adding (3.3) and (3.4) we obtain (z n , -β n ). Hence
We conclude that the net
Finally (3.5) , (3.6 ) and the closure of G(-A*) imply that i.e.,
(z,β)eG(Άϊ 1 )
and thus A^cAέ
To show the reverse inclusion, suppose (y, Ay) e G(A H ) and 
., N(A) and R(A) are complemented spaces in X and Y, then G( -
Proof. It is well known (e.g., [4] ) that if A is a generalized Fredholm operator then so is A* and that the class of generalized The inconvenience of Theorem 3.9 is that it requires that R(A) be closed at least if Y is a general Banach space. Since we do not know any other sufficient condition, it seems worthwhile to explore ways in which the hypothesis that G( -A*) be complemented can be weakened. We devote the remainder of this section to this task.
Then next theorem and its two corollaries are generalizations of Theorem 3.9; while Theorem 3.13 and Corollary 3.14 represent a 
And so (3.9) * , V ,
From (3.9) we conclude that where P is the projection on N(A*) is a direct sum. Let (z n ) be net converging weak* to z in D j. Let (β n ) be a net such that β n 6 AH and β % converges β weak* to β. Let Q be the projection
Since the first term of this expression is in G(A*) it follows by (3.10) that
where R is a continuous projection in X to ((NA*)' 9 0). Therefore the nets (PQM φ * n ) and ((I-P) The following example is intended to illustrate some of the ideas in this section with special reference to Corollary 3.14. 
lim (z(t)y'(t) -(z\t) + Σ (z'(n+) -z\n'))y\t) = 0) , y e DA H ) .

AH is given by z" on D(A H ).
Note further that since
if (and also HA + ):D-^F is continuous if D is given the graph topology and F the weak topology defined above. It is easy to show that R(A) is dense and not surjective in L°°[0, oo). Hence by Theorem 2.3 R(A*) is not closed. Further R(A%) = R(A*). Applying the closed range theorem again we see that R(A H )
is not closed either, so that the closure of R{A) is not affected by the "perturbation" H. Obviously this fact can be generalized to give the following result. COROLLARY The purpose of this section is to determine the structure of all relations between A H and J5|.
Let the hypotheses of Theorem 3.6 or Theorem 3.13 be satisfied then R(A H ) is closed if and only if R(A) is closed.
4* Extension theory• Suppose
We make the following assumptions concerning A H and B κ : ψ, e JB(ΛΓ*) and ^2 = 0. Similarly for £έ ψi e S(F*), f 2 = 0. (To avoid confusion we write "ψi" in Bi as "57/' when we are discussing A H and B% at the same time.)
We consider first the case when dim G(B£)/G(A H ) < °o. Two preliminary lemmas will be required. Applying Lemma 4.1 again we find that Jc(a, β) = %$^f (a, β) where SB is a n x n nonsingular matrix.
We now show that 35 is skew-hermitian if j^ = ^ c J^* and jy is defined on a Hubert space £Γ. To see this note that (4.1) becomes
1&*V, z] -[y, ,s^*z]
Taking congugate transposes and interchanging y and z gives In terms of this notation we have the following "generalized Green's identity". It is sometimes convenient to give a "parametric" rather than a boundary operator description of extensions ^ between όzf and Proof. Let S c = We now turn to the description of ^*. We introduce the following notation if S is a finite dimensional space let (S) signify a matrix whose columns form a basis of S. 
= o.
So that (α, ^^*α) e G(^*). 
Proof. By definition K is an operator on G(Bχ) whose nullspace is exactly G(B*). If e, is the ith row of (R(NoB)
)
<=>(y,B* κ y)eG(B*)
So that N(K)aG(B*).
The reverse inclusion is trivial. This proves (4.5). The proof of (4.6) is similar and will be omitted. 
is not finite dimensional the foregoing extension theory breaks down because the linear dependence principle is not available.
We conclude this section with a new approach which works in the infinite dimensional case for extensions with closed range, and a new characterization of self-ad joint extensions in Hubert space. We call C the relation determined by S e , SfN c and ΛΓf. Clearly A H aCciBl and
where (EcB* is defined relative to N c and JSΓ(B*)' + iSΓ c by (4.7) and Q is a projection on i\Γ(JS*)'. Since (?((£) is closed by Lemma 4.12 and (4.9 ) is equivalent to a direct sum, C is closed. This proves the following result: where y = y + η y , z = z + ψ. and r) y , f z e S. By (4.12) and the selfadjointness of (£ the right side of (4. Thus α e JD(<£) -S. Since 57^ is arbitrary in S, A*α _L S. We conclude that (or, /S) 6 G(C.) and that C s = Cf. 
Proof. Define (£ by
Obviously by EDi. It follows at once from (4.13) that K is symmetric since η yf ψ z e iSΓ(C) ± R{C).
Suppose ( This method is a general one and can be applied to more difficult examples which we will consider systematically elsewhere. 5* The adjoint of .S& H . We end the paper with some remarks on the adjoint theory of (1.1) when r Φ θ. Proof. Immediate from Definition 5.1, Theorem 3.3, and the definition of an inner product on (7xF)x(7*x F*) (see §2).
The main result of this section is the following: We conclude that G(^/)cG(,j//). Since ίί is continuous on G(A) when F is endowed with the weak topology, j& H is easily verified to be closed. Hence REMARK 5.4 . Note the adjoint theory for nonhomogeneous b.v.p. is much simpler than for A H in that ,J^7
+ are always closed operators and that there are no analogues of Άi.
