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ON GLOBALIZED TRACES FOR THE POISSON SIGMA MODEL
NIMA MOSHAYEDI
Dedicated to Giovanni Felder on the occasion of his 60th birthday
Abstract. A globalized version of a trace formula for the Poisson SigmaModel on the disk is presented
by using its formal global picture in the setting of the Batalin–Vilkovisky formalism. This global
construction includes the concept of zero modes. Moreover, for the symplectic case of the Poisson
SigmaModel with cotangent target, the globalized trace reduces to a symplectic construction which was
presented by Grady, Li and Li in [33] for 1-dimensional Chern–Simons theory (topological quantum
mechanics). In addition, the connection between this formula and the Nest–Tsygan theorem and the
Tamarkin–Tsygan theorem is explained.
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1. Introduction
In [35] Kontsevich showed that the differential graded Lie algebra (DGLA) of multidifferential opera-
tors on a manifold M is L∞-quasi-isomorphic to the DGLA of multivector fields on M . This is known
as the formality theorem. The construction of Kontsevich’s star product in deformation quantization
is given by the special case of the formality theorem for bivector fields and bidifferential operators. In
[12] it was shown that this star product can be written as a perturbative expansion of a path integral
given by the Poisson SigmaModel [37, 34]. In [40] Tsygan formulated a formality conjecture for cyclic
chains (which was motivated as a chain version of the Connes–Flato–Sternheimer cyclic cohomology
construction [24]), which was partially proven by Shoikhet [38], Dolgushev [25] and Willwacher [43].
In [44] Willwacher and Calaque have proven the cyclic formaility conjecture of Kontsevich, which
was the formulation for cyclic cochains.
A global geometrical picture of the star product coming from the Weyl quantization approach for
symplectic manifolds, i.e. for a constant Poisson structure, was given by Fedosov in [26]. There one
chooses a(n) (always existing) symplectic connection and its corresponding exponential map. This
construction can be generalized to the local picture of Kontsevich’s star product to produce a global
version on any Poisson manifold [16, 15], where one uses notions of formal geometry [10, 29]. The
symplectic connection (lifted to the Weyl bundle) can be replaced by the (deformed) Grothendieck
connection which is constructed by using any (formal) exponential map (see also [14]). A globalized
picture in the field theoretic approach using the Poisson Sigma Model in the Batalin–Vilkovisky (BV)
formalism [6, 5, 3] was given in [9] for closed worldsheet manifolds and in [22] for manifolds with
boundary using the BV-BFV formalism [18, 19, 21, 20]. Here BFV stands for Batalin–Fradkin–
Vilkovisky, which is the Hamiltonian approach of the BV formalism developed in [4, 2].
An important object to study for closed1 star products [24] are trace maps. In [36] Nest and Tsygan
showed an algebraic version of the Atiyah–Singer index theorem, where they made the link to a trace
1Let A = C∞(M) for some Poisson manifold M. For a deformed algebra (A[[~]],⋆), closedness means that the integration
of elements of the deformed algebra is a trace with respect to ⋆. In particular, a star product is closed if and only if∫
M
( f ⋆ g)Ω =
∫
M
(g ⋆ f )Ω for any f , g ∈ A, where Ω is a volume form on M.
ON GLOBALIZED TRACES FOR THE POISSON SIGMA MODEL 3
map with respect to the underlying star product and computed the index as the trace of the constant
function 1 (see also [27] for Fedosov’s construction). This construction is given for symplectic
manifolds together with the globalization construction of the Moyal product. For a general Poisson
manifold with Kontsevich’s star product, Cattaneo and Felder constructed a trace map in terms of local
field theoretic constructions using the Poisson SigmaModel on the disk for negative cyclic chains [13]
in the presence of residual fields (a.k.a “slow” fields,“low energy” fields).
We will extend this construction to a global one by using a formal global version of the Poisson Sigma
Model. This construction in fact combines Fedosov’s globalization construction with field theoretic
concepts on Poisson manifolds and the BV formulation. We also give the connection of the obtained
globalized trace to the Tamarkin–Tsygan theorem, which can be seen as a cyclic equivariant extension
of the Nest–Tsygan theorem for Poisson manifolds using formally extended Poisson structures. The
connection can be understood byfield theoretic concepts by looking at the Feynman graph expansion for
the obtained trace formula, which geometrically gives rise to a deformed version of the Grothendieck
connection and its curvature.
In [33] a global equivariant trace formula for symplectic manifolds was constructed by using a Fedosov
connection and solutions to the Fedosov equation. The field theoretic construction was given by the
effective theory of topological quantum mechanics on the circle S1. We show that our trace formula
reduces to this trace formula if we consider the Poisson Sigma Model with cotangent target. To show
this, we use the fact (Proposition 4.2) that the vertices of our graphs in the expansion which arise
from the Grothendieck connection are linear in the fiber coordinates if the underlying manifold is a
cotangent bundle.
Acknowledgements. I would like to thank Alberto Cattaneo for introducing me to this problem, for
several discussions and comments. I would also like to thank Giovanni Felder and ThomasWillwacher
for short discussions at Monte Verità and for the organization of a great conference. Moreover, I would
like to thank Konstantin Wernli and Nicola Capacci for discussions at different stages of this paper.
This research was (partly) supported by the NCCR SwissMAP, funded by the Swiss National Science
Foundation. I acknowledge partial support of SNF grant No. 200020_172498/1.
2. Cyclic formality
2.1. The Kontsevich Formality. Let (T•
poly
(Rd), [ , ]SN, d = 0) be the DGLA of multivector fields
onRd endowedwith the Schouten–Nijenhuis bracket and the zero differential and let (D•
poly
(Rd), [ , ]G, b)
be the DGLA of multidifferential operators on Rd endowed with the Gerstenhaber bracket and the
Hochschild differential. In [35] Kontsevich proved the celebrated formality theorem, which states that
these two complexes are quasi-isomorphic as L∞-algebras.
Theorem 2.1 (Kontsevich [35]). There exists an L∞-quasi-isomorphism
(1) U : (T•poly(R
d), [ , ]SN, d = 0) −! (D
•
poly(R
d), [ , ]G, b).
For the case of degree two, Theorem 2.1 implies a star product on Rd endowed with any Poisson
structure. Moreover, Theorem 2.1 can be extended to a global version, where Rd can be replaced by
any finite-dimensional manifold M as we will also describe in Section 4.6. Let us briefly recall the
main objects to understand the formality theorem.
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2.1.1. The Hochschild complex and the Gerstenhaber bracket. Let A be a unital algebra with unit 1.
One can consider the graded algebra C•(A) := A ⊗ A¯
⊗•, where A¯ := A/R1. This space is endowed
with a map
(2) b([a0 ⊗ · · · ⊗ am]) =
m−1∑
i=1
(−1)i[a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ am] + (−1)
m[ama0 ⊗ · · · ⊗ am−1].
One can check that b : C•(A) −! C•−1(A) is a differential, called the Hochschild differential and the
tuple (C•(A), b) is called the Hochschild chain complex of A. Here we denote by [a0 ⊗ · · · ⊗ am]
the class of a0 ⊗ · · · ⊗ am in C•(A). Moreover, we define Cm(A) = 0 for all m < 0. The DGLA
of multidifferential operators D•
poly
(M), for a manifold M , can thus be seen as the subcomplex of
the shifted complex C•(A) := Hom(A⊗•+1, A), where A = C∞(M), consisting of multilinear maps
which are differential operators in each argument. The Gerstenhaber bracket of two multidifferential
operators D, D′ is given by
(3) [D, D′]G := D •G D
′ − (−1) |D | · |D
′ |D′ •G D,
where |D | denotes the degree of the multidifferential operator D and the Gerstenhaber product •G is
given by
(4) D •G D
′ :=
n∑
k=0
(−1) |D
′ | ·( |D |−k)D ◦ (id⊗k ⊗ D′ ⊗ id⊗ |D |−k).
The differential onC•(A) is given in terms of theGerstenhaber bracket by [µ, ]G for µ ∈ Hom(A⊗A, A)
being the multiplication map of A. In fact, in [30] it was shown that the Hochschild cohomology
HH•(A) together with •G and [ , ]G is a Gerstenhaber algebra.
2.1.2. Multivector fields and the Schouten–Nijenhuis bracket. The space of multivector fields on a
manifold M is given by Γ(
∧• T M). We define T•
poly
(M) :=
⊕
j≥−1 Γ(
∧j+1 T M), with the convention
that T−1
poly
(M) = C∞(M), T0
poly
(M) = Γ(T M), T1
poly
(M) = Γ(
∧2 T M), etc. The Schouten–Nijenhuis
bracket [ , ]SN is given by the usual Lie bracket extended to multivector fields by the Leibniz rule,
i.e. for multivector fields α, β, γ we have
(5) [α ∧ β, γ]SN = α ∧ [β, γ]SN + (−1)
|γ | ·( |β |+1)[α, γ]SN ∧ β.
2.1.3. The Hochschild–Kostant–Rosenberg map. Consider vector fields ξ1, . . . , ξn ∈ T0poly(M) and
f1, . . . , fn ∈ A. One can construct a map, which for n ≥ 1 is given by
Tn−1poly(M) −! D
n−1
poly(M)
ξ1 ∧ · · · ∧ ξn 7−!
(
f1 ⊗ · · · ⊗ fn 7−!
1
n!
∑
σ∈Sn
sign(σ)ξσ(1)( f1) · · · ξσ(n)( fn)
)
,
(6)
and for n = 0 it is given by the identity on C∞(M). Here Sn denotes the symmetric group of order
n. This map is called Hochschild–Kostant–Rosenberg (HKR) map. One can check that it is indeed
a chain map and a quasi-isomorphism of complexes, but does not respect the Lie bracket on the level
of complexes. In fact Kontsevich’s L∞-quasi-isomorphism U gives a solution to this problem as a
certain extension of the HKR map. In particular, the first Taylor component U1 of U is precisely the
HKR map.
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2.2. The Kontsevich–Tsygan Formality. One can generalize the formality construction to a cyclic
version by considering cyclic chains. There is another differential, called the Connes differential [23,
24], of degree +1 on the Hochschild complex given by
(7) B([a0 ⊗ · · · ⊗ am]) :=
m∑
i=0
(−1)im[1 ⊗ ai ⊗ · · · ⊗ am ⊗ a0 ⊗ · · · ⊗ ai−1].
Note that there is an HKR chain map
(C•(A), b) −! (Ω
•(M,R), d = 0)
[a0 ⊗ · · · ⊗ am] 7−!
1
m!
a0da1 ∧ · · · ∧ dam.
(8)
This map is also called the Connes map [24], which identifies cyclic and de Rham cohomology.
Following Getzler [32], the negative cyclic chain complex is then given by
(9) CC−−•(A) := C−•(A)[u]
endowed with the differential b + uB. Here u denotes some formal variable of degree 2. Similarly
to the negative cyclic chain complex, one can define the periodic cyclic chain complex by allowing
negative powers of the formal parameter u, hence we have the formal Laurent polynomials PC−•(A) :=
C−•(A)[u, u
−1]. We can extend the HKR map by R[u]-linearity and obtain a quasi-isomorphism
(10) (CC−−•(A), b + uB) −! (Ω
−•(M,R)[u], ud).
Consider a module W over the graded algebra R[u] of finite projective dimension and define
CCW−•(A) := C−•(A)[u] ⊗R[u] W . The formality for cyclic chains is given by the following theo-
rem.
Theorem 2.2 (Kontsevich–Tsygan [40]). There exists an L∞-quasi-isomorphism
(11) Ucyc : (CCW−•(A), b + uB) −! (Ω
−•(M,R)[u] ⊗R[u] W, ud).
This was proven by Shoikhet, Willwacher and globally extended by Dolgushev using Fedosov reso-
lution. Using Shoikhet’s L∞-quasi-isomorphism U
Sh, one can obtain Theorem 2.2 as a corollary by
obtaining USh ◦ b = d ◦ USh [43].
Remark 2.3. This construction leads to a field theoretic construction using the Poisson Sigma Model
on the disk as we will see in Section 6. One can construct a trace map which uses an R[u]-linear
morphism of L∞-modules over some suitable algebra.
3. Fedosov’s approach to deformation quantization
In this section we want to recall the most important notions and constructions of [26].
3.1. Weyl algebra and Moyal product. Let (M, ω) be a symplectic manifold and let {xi} be local
coordinates on M and {yi} coordinates on the corresponding fiber of the tangent bundle, i.e. (xi, yi) ∈
M ×Txi M . Consider theWeyl bundleW(M) := Ŝym(T
∗M)[[~]] associated to M , where Ŝym denotes
the completed symmetric algebra. The Weyl bundle can be regarded as a deformation of the bundle of
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formal functions on T∗M . We will writeW instead ofW(M)whenever it is clear. A section a ∈ Γ(W)
is locally given by2
(12) a(x, y, ~) =
∑
k,ℓ
~
kak,i1,...,iℓ (x)y
i1 · · · yiℓ ,
where ak,i1,...,iℓ ∈ C
∞(M). In each fiber Wx for x ∈ M , one can construct an algebra structure by
considering the associative product
⋆: Wx ×Wx −!Wx,
(a(x, ~), b(x, ~)) 7−! (a ⋆ b)(x, ~) := exp
(
−
i~
2
ωi j
∂
∂yi
∂
∂z j
)
a(y, ~)b(z, ~)

z=y
=
∞∑
k=0
(
−
i~
2
)k
1
k!
ωi1 j1 · · ·ωik jk
∂ka
∂yi1 · · · ∂yik
∂kb
∂z j1 · · · ∂z jk
.
(13)
Here we denote by (ωi j ) the components of the inverse ω−1 of the symplectic form. For any x ∈ M ,
the tuple (Wx,⋆) is called theWeyl algebra and ⋆ is called theMoyal product. One can check that
(14) lim
~!0
1
~
(a ⋆ b − b⋆ a) = {a, b},
where { , } is the Poisson bracket coming from the symplectic structure ω, which makes sure that
⋆ is actually a deformation quantization of T∗x M with constant Poisson structure ω
−1
x . Let Ω
•(M,W)
denote the space of global differential forms on M with values in W. A section a ∈ Γ(Ω•(M,W)) is
of the form
(15) a(x, y, dx, ~) =
∑
k,p,q
~
kak,i1,...,ip, j1,..., jq (x)y
i1 · · · yipdx j1 ∧ · · · ∧ dx jq ,
Moreover, we define the operators δ and δ∗ according to [26] by
(16) δa := dxk ∧
∂a
∂yk
, δ∗a := yk ι ∂
∂xk
a.
where ι denotes the contraction. Define δ−1 := 1
p+q
δ∗ for p + q > 0 and zero if p + q = 0.
3.2. Symplectic connection and curvature. Consider now a symplectic connection ∇TM on the
tangent bundle T M , i.e. a torsion-free connection such that ∇TMω = 0. This induces directly a
connection ∇W on W which we will just denote by ∇. The curvature of this connection is given by
(17) F∇ =
1
2
F ijkℓdx
k ∧ dxℓ .
Moreover, consider the tensor
(18) F :=
1
4
Fi jkℓ y
i
y
jdxk ∧ dxℓ, Fi jkℓ := ωimF
m
jkℓ .
In [26] it was shown that the curvature of ∇ can be formulated as
(19) ∇2 =
1
~
[F, ]⋆,
where [ , ]⋆ denotes the commutator with respect to the Moyal product ⋆.
2We will use the Einstein summation convention.
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3.3. Fedosov’s main theorems. Consider a connection
(20) ∇¯ := ∇ +
1
2~
[γ, ]⋆
on W, where γ ∈ Ω1(M,W). One can check that ∇¯ is compatible with the Moyal product, i.e.
(21) ∇¯(a ⋆ b) = ∇¯(a)⋆ b + a ⋆ ∇¯(b).
Theorem 3.1 (Fedosov [26]). Consider a sequence {ωk}k≥1 of closed 2-forms on M . Then there
is a flat connection ∇¯ (that is ∇¯2 = 0) defined as in (20) such that γ =
∑
i, j ωi j y
idx j + r, where
r ∈ Ω1(M,W) satisfying δ−1r = 0. Moreover, γ satisfies
(22) ∇¯γ = ∇γ +
1
2~
[γ, γ]⋆ + F = ω~, ω~ := −ω +
∑
k≥1
~
kωk .
Consider the symbol map
σ : Γ(W) −! C∞(M)[[~]]
a(x, y, ~) =
∑
k,ℓ
~
kak,i1,...,iℓ (x)y
i1 · · · yiℓ 7−! a(x, 0, ~) =
∑
k
~
kak,i1,...,iℓ (x),
(23)
which sends all the yis to zero.
Theorem 3.2 (Fedosov [26]). The symbol map induces an isomorphism
(24) σ : H0∇(Γ(W))
∼
−! C∞(M)[[~]],
where H0
∇
(Γ(W)) denotes the space of flat sections of the Weyl bundle with respect to ∇. Moreover,
since for any flat connection Equation (21) holds, we can construct a global star product onC∞(M)[[~]]
by the formula
(25) f ⋆M g := σ(σ
−1( f )⋆σ−1(g)),
which defines a deformation quantization on (M, ω).
Remark 3.3. Theorem 3.2 tells us the existence of a global version of theMoyal product for symplectic
manifolds. There is a similar approach to globalization for any Poisson manifold, where we start
with Kontsevich’s star product on the local picture using elements of formal geometry, such as the
construction of the Grothendieck connection. A modification (deformed version) of this connection
will replace the symplectic connection in Fedosov’s picture. In fact, Fedosov’s construction uses the
exponential map of a symplectic connection, whereas the more general approach uses the notion of a
formal exponential map as we will discuss in the next section.
4. Formal geometry and Grothendieck connection
In this section we want to recall the most important notions of formal geometry as in [10, 29],
the construction of the Grothendieck connection, its deformed version and the relation to Fedosov’s
quantization approach for the case of a symplectic manifold [14, 16, 15, 9, 22, 21].
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4.1. Formal exponential maps. Let M be a smooth manifold. Let ϕ : U −! M whereU ⊂ T M is an
open neighbourhood of the zero section. For x ∈ M, y ∈ TxM ∩U we write ϕx(y) := ϕ(x, y). We say
that ϕ is a generalized exponential map if for all x ∈ M we have that ϕx(0) = x, and dϕx |y=0 = idTxM .
In local coordinates we can write
(26) ϕix(y) = x
i
+ y
i
+
1
2
ϕix, jk y
j
y
k
+
1
3!
ϕix, jkℓ y
j
y
k
y
ℓ
+ · · ·
where the xi are coordinates on the base and the yi are coordinates on the fibers. We identify two
generalized exponential maps if their jets at y = 0 agree to all orders. A formal exponential map
is an equivalence class of generalized exponential maps. It is completely specified by the sequence
of functions
(
ϕi
x,i1,...,ik
)∞
k=0
. By abuse of notation, we will denote equivalence classes and their
representatives by ϕ. From a formal exponential map ϕ and a function f ∈ C∞(M), we can produce a
section σ ∈ Γ(Ŝym(T∗M)) by defining σx = Tϕ
∗
x f , where T denotes the Taylor expansion in the fiber
coordinates around y = 0 and we use any representative of ϕ to define the pullback. We denote this
section by Tϕ∗ f ; it is independent of the choice of representative, since it only depends on the jets of
the representative.
Example 4.1. The exponential map of a connection is an example of an exponential map.
4.2. The Grothendieck connection. As it was shown [29, 10, 14, 9, 21], one can define a flat
connection D on Ŝym(T∗M) with the property that Dσ = 0 if and only if σ = Tϕ∗ f for some
f ∈ C∞(M). Namely, D = dx+LR where R ∈ Γ(T
∗M⊗T M⊗ Ŝym(T∗M)) = Ω1(M,Der(Ŝym(T∗M)))
is a 1-form with values in derivations of Ŝym(T∗M), which we identify with Γ(T M ⊗ Ŝym(T∗M)).
We have denoted by dx the de Rham differential on M and by L the Lie derivative. In coordinates we
have
(27) R(σ)ℓ = −
∂σ
∂y j
((
∂ϕ
∂y
)−1) j
k
∂ϕk
∂xℓ
.
Define R(x, y) := Rℓ(x, y)dx
ℓ , Rℓ(x, y) := R
j
ℓ
(x, y) ∂
∂y j
, R j (x, y) := R
j
ℓ
(x, y)dxℓ , and
(28) R
j
ℓ
= −
((
∂ϕ
∂y
)−1) j
k
∂ϕk
∂xℓ
= −δ
j
ℓ
+O(y).
For σ ∈ Γ(Ŝym(T∗M)), LRσ is given by the Taylor expansion (in the y coordinates) of
−dyσ ◦ (dyϕ)
−1 ◦ dxϕ : Γ(T M) −! Γ(Ŝym(T
∗M)),
where we denote by dy the de Rham differential on the fiber. This shows that R does not depend on
the choice of coordinates. One can generalize this also for any fixed vector ξ = ξi(x) ∂
∂xi
∈ TxM by
(29) Dξ = ξ + ξ̂ = ιξD,
where
(30) ξ̂(x, y) = ιξR(x, y) = ξ
i(x)R
j
ℓ
(x, y)
∂
∂y j
.
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Here ξ(x)would replace the 1-form part dxi . The connection D is called theGrothendieck connection.
Note that its flatness is equivalent to the Maurer–Cartan equation
(31) dxR +
1
2
[R, R] = 0.
Moreover, using the Poincaré lemma on TxM it can be shown that its cohomology is concentrated in
degree 0 and is given by
(32) H0D(Γ(Ŝym(T
∗M))) = Tϕ∗C∞(M)  C∞(M).
4.3. Lifting formal exponential maps to cotangent bundles. We want to consider the case were
our manifold is given by a cotangent bundle.
Proposition 4.2. If the base manifold is given by a cotangent bundle T∗M , the vector field R¯, defined
by the lift of the formal exponential map, is linear in the fiber coordinate of T(q,p)T
∗M for any
(q, p) ∈ T∗M .
Proof. Let M be a smooth manifold and consider a formal exponential map ϕ : T M −! M . Moreover,
let ϕ¯ : TT∗M −! T∗M be the lift of the formal exponential map to the cotangent bundle of M .
Explicitly, for (q, p) ∈ T∗M , we have
ϕ¯(q,p) : T(q,p)T
∗M  TqT
∗
q M ⊕ TpT
∗
q M  TqM ⊕ T
∗
qM −! T
∗M .
Let (q¯, p¯) ∈ T(q,p)T
∗M , and hence q¯ ∈ TqM and p¯ ∈ T
∗
q M . Note that ϕq : TqM −! M , and thus(
dq¯(ϕq)
)∗,−1
: T∗qM −! T
∗
ϕq (q¯)
M,
since dq¯(ϕq) : Tq¯TqM  TqM −! Tϕq(q¯)M . Then we can write the lift of the exponential map as
ϕ¯(q,p)(q¯, p¯) =
(
ϕq(q¯),
(
dq¯(ϕq)
)∗,−1
p¯
)
∈ T∗M .
For x = (q, p) ∈ T∗M and y = (q¯, p¯) ∈ TxT
∗M = T(q,p)T
∗M , we want to compute(
dy(ϕ¯x)
)−1
, dx(ϕ¯x).
We write ϕ¯q¯ := ϕq(q¯) and ϕ¯
p¯ :=
(
dq¯(ϕq)
)∗,−1
p¯. Hence we get
(33) dy ϕ¯x =
(
∂ϕ¯ q¯
∂q¯
∂ϕ¯ q¯
∂p¯
∂ϕ¯ p¯
∂q¯
∂ϕ¯ p¯
∂p¯
)
=
(
∂ϕ¯ q¯
∂q¯
0
∂ϕ¯ p¯
∂q¯
∂ϕ¯ p¯
∂p¯
)
, dx ϕ¯x =
(
∂ϕ¯ q¯
∂q
∂ϕ¯ p¯
∂p
∂ϕ¯ p¯
∂q
∂ϕ¯ p¯
∂p
)
=
(
∂ϕ¯ q¯
∂q
0
∂ϕ¯ p¯
∂q
0
)
.
Moreover, we have
(34)
(
dy ϕ¯x
)−1
=
©­­«
(
∂ϕ¯ q¯
∂q¯
)−1
0
−
(
∂ϕ¯ p¯
∂p¯
)−1
◦
(
∂ϕ¯ p¯
∂q¯
)
◦
(
∂ϕ¯ q¯
∂q¯
)−1 (
∂ϕ¯ p¯
∂p¯
)−1ª®®¬ .
Thus, we get
(35) −
(
dy ϕ¯x
)−1
◦ dx ϕ¯x =
©­­«
−
(
∂ϕ¯ q¯
∂q¯
)−1
◦
(
∂ϕ¯ q¯
∂q
)
0(
∂ϕ¯ p¯
∂p¯
)−1
◦
(
∂ϕ¯ p¯
∂q¯
)
◦
(
∂ϕ¯ q¯
∂q¯
)−1
◦
(
∂ϕ¯ q¯
∂q
)
−
(
∂ϕ¯ p¯
∂p¯
)−1
◦
(
∂ϕ¯ p¯
∂q
)
0
ª®®¬ .
If we consider the lift R¯ = −dy ◦
(
dy ϕ¯x
)−1
◦ dx ϕ¯x, we get that R¯ is linear in p¯ as claimed. 
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Remark 4.3. Proposition 4.2 will simplify the graphs in the Feynman graph expansion of the formal
global Poisson Sigma Model for cotangent targets as we will see later on.
4.4. The deformed Grothendieck connection. Let M ⊂ Rd be an open subset and consider a
Poisson structure π on Rd. We will denote its associated Weyl bundle3 by W := Ŝym(T∗M)[[~]]
similarly as in the symplectic case. Using Kontsevich’s formality map, one can construct a global
connection D on Γ(W) as follows: For some vector field ξ, define a differential operator
(36) A(ξ, π) :=
∞∑
j=1
~
j
j!
Uj+1(ξ, π, . . . , π) ∈ D
0
poly(M),
using the formality map U. Define the quantized versionD of D by replacing ξ̂ by A(ξ̂, Tϕ∗xπ) in (29),
where we consider a fixed vector ξ ∈ TxM . Hence we have
(37) Dξ = ξ + A(ξ̂, Tϕ∗xπ).
This connection can be extended to a well-defined global connection D on W. It is in fact given as a
deformation of D, i.e. D = D + O(~). Moreover, D is not flat but one can check that it is an inner
derivation as in (19). Let ⋆ denote Kontsevich’s star product. For any section σ ∈ Γ(W) we have
(38) D2σ = [F, σ]⋆ := F ⋆ σ − σ ⋆ F,
where F ∈ Ω2(M,W) denotes the Weyl curvature tensor of D, which can be also expressed by
Kontsevich’s L∞-morphism. For two vector fields ξ, ζ , define a function
(39) F0(ξ, ζ, π) :=
∞∑
j=1
~
j
j!
Uj+2(ξ, ζ, π, . . . , π) ∈ D
0
poly
(M)  C∞(M),
in terms of the L∞-morphism U. Then we can define the Weyl curvature tensor of D to be given by
(40) F(ξ, ζ) := F0(ξ, ζ, Tϕ
∗
xπ).
Moreover, one can check that the Bianchi identity DF = 0 holds and that for any γ ∈ Ω1(M,W) the
map
(41) D¯ := D + [γ, ]⋆
is a derivation, i.e. D¯(σ ⋆ τ) = D¯(σ)⋆ τ + σ ⋆ D¯(τ) for all σ, τ ∈ Γ(W). Computing D¯2 directly,
one can see that the Weyl curvature tensor F¯ of D¯ is given by
(42) F¯ = F +Dγ + γ ⋆ γ.
Proposition 4.4. There exists a γ ∈ Ω1(M,W) such that F¯ = 0. More generally, for any ω~ =
ω0 + ~ω1 + ~
2ω2 + · · · ∈ Ω
2(M,W) withDω~ = 0 and [ω~, ]⋆ = 0, there exists a γ ∈ Ω1(M,W) such
that
(43) F¯ = F +Dγ + γ ⋆ γ = ω~.
3Typically, one only speaks of a Weyl bundle if the underlying manifold M is symplectic. However, the construction is
general for any manifold M.
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It is clear that (42) is the special case of (43) for ω~ = 0. Proposition 4.4 can be shown by using
techniques of homological perturbation theory. Note that the Bianchi identity for F¯ implies that
D¯ω~ = Dω~ = 0 if ω~ is a central element of the Weyl algebra endowed with Kontsevich’s star
product. Equation (43) can be seen as a more general version of (22) for Poisson manifolds, whereD
takes the place of the symplectic connection ∇ and D¯ the one of ∇¯. We will say that a connection is
compatible if its extension to differential forms Ω•(M,W) is a derivation of degree +1 with respect to
the star product on theWeyl algebra. A compatible connection on Γ(W) is called aFedosov connection
if it is an inner derivation with respect to its Weyl curvature tensor and it satisfies the Bianchi identity.
By the constructions above, the deformed Grothendieck connection D is a Fedosov connection as
well as any symplectic connection ∇ on the tangent bundle of a symplectic manifold as in Fedosov’s
construction. Note that, as we have seen, ifD is a Fedosov connection, then D¯ = D+ [γ, ]⋆ is also a
Fedosov connection.
4.5. Grothendieck connection on symplectic manifolds. Let (M, ω) be a symplectic manifold
which can be considered as a special case of a Poisson manifold with Poisson structure π coming
from the symplectic form. By Darboux’s theorem, we consider a constant symplectic form ωϕ :=
ϕ∗xω lifted to the formal construction for any x ∈ M . Note that in this case R is a 1-form on
M with values in formal Hamiltonian vector fields4 for the corresponding Hamiltonian functions
hx such that hx |y=0 = 0. For any x ∈ M , hx is a 1-form with values in Ŝym(T
∗M) and for any
section σ ∈ Γ(W) we get Dσx = dxσx +
1
2~
[hx, σx]⋆. For the Weyl curvature tensor we get
Fx(ξ, ζ) =
1
4~2
([〈hx, ξ〉, 〈hx, ζ〉]⋆ − 2~{〈hx, ζ〉, 〈hx, ζ〉}). Consider a symplectic connection ∇ on
T M , which induces a connection D on Γ(W), which acts as a derivation on the Weyl algebra. Its
curvature is then given by D2 = 1
2~
[F, ] with F ∈ Ω2(M,W) given by F = − 1
2
ω(∇2y, y) is the
quadratic form on T M associated to the curvature ∇2 of ∇. Fedosov showed that for a closed 2-form
ω~ = −
1
2~
ω + ω0 + ~ω1 + ~
2ω2 + · · · ∈ Ω
2(M,R)[[~]] the equation
(44) ∇2 + ∇γ~ + γ~ ⋆ γ~ = ω~
has a solution γ~ = −
1
2~
ωi j y
idx j + γ0 + ~γ1 + ~
2γ2 + · · · ∈ Ω
1(M,W) such that γ~ |y=0 = 0. Moreover,
we consider the formal exponential map coming from the symplectic connection ∇
(45) ϕix(y) = x
i
+ y
i
+
1
2
∑
k,ℓ
Γ
i
kℓy
k
y
ℓ
+ · · ·
Then the connection ∇ + [γ~, ]⋆ is given by D¯ = D + [γ, ]⋆ with γ~ = −
1
2~
hx + γ, where γ is a
solution of (43) with ω~ = ω0 + ~ω1 + ~
2ω2 + · · · . The star product constructed in this way, using a
closed two form ω~ ∈ Ω
2(M,R)[[~]], is equivalent to the one constructed by Fedosov associated to the
class − 1
2~
ω+ω~. Note that the deformations of the symplectic form are in one-to-one correspondence
with their characteristic classes, which are formal power series ω~ = ω0 + ~ω1 + ~
2ω2 + · · · , with
ωi ∈ H
2(M,R) such that −ω0 is the class of the symplectic form ω. For more details on these
constructions see [15].
4Recall that for a function f one can construct a unique vector field Xf , such that ιX f ω = −d f ; the vector field Xf is
called the Hamiltonian vector field of f and f is called the Hamiltonian function of Xf .
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4.6. Globalization of Kontsevich’s star product. Consider again a Poisson manifold (M, π). As
already mentioned, the algebra of smooth functions on M is isomorphic to the subalgebra of D-closed
sections of Ŝym(T∗M). Denote by H0
D¯
(Γ(W)) the subalgebra of Γ(W) consisting of D¯-closed sections
ofW. Since D and D¯ are flat connections we have natural cochain complexes (Γ(Ŝym(T∗M)), D) and
(Γ(W), D¯).
Proposition 4.5. The subalgebra H0
D¯
(Γ(W)) provides a deformation quantization of (M, π).
More precisely, we can construct a cochain map
(46) ρ : (Γ(Ŝym(T∗M), D) −! (Γ(W), D¯),
which implies a quantization map
(47) ρ : C∞(M)  H0D(Γ(Ŝym(T
∗M))) −! H0
D¯
(Γ(W)).
This map induces an isomorphism C∞(M)[[~]]
∼
−! H0
D¯
(Γ(W)), since there are no cohomological
obstructions. Note that this is the analogue of the symbol map as in Fedosov’s quantization. Moreover,
there is a unique ρ for each D¯ such that ρ|y=0 = id. Using this map, one can define a global version
of Kontsevich’s star product, defined on the whole Poisson manifold M by
(48) f ⋆M g := [ρ
−1(ρ(Tϕ∗ f )⋆ ρ(Tϕ∗g))]

y=0
.
Indeed, the map ρ sends D-flat sections to D¯-flat sections since ρ is a cochain map, i.e. we have
ρ◦D = D¯◦ ρ, and by compatibility with the star product, one can obtain that J := ρ(Tϕ∗ f )⋆ρ(Tϕ∗g)
is again D¯-closed because Tϕ∗ f is D-closed for all f ∈ C∞(M)[[~]]. But since J is D¯-closed, we know
that it has to lie in the image of ρ. Hence there exists some j ∈ Γ(Ŝym(T∗M)) such that ρ( j) = J.
This implies that j is D-closed and thus of the form j = Tϕ∗ j˜ for some j˜ ∈ C∞(M)[[~]]. Setting the
formal variables y = 0 one finds a global construction for the star product.
This approach generalizes Fedosov’s construction for the Moyal product, to the globalization of
Kontsevich’s star product. It can be translated into field theoretic concepts using the Grothendieck
connection together with the Poisson Sigma Model as we will also briefly recall in Section 5.4.
5. The Poisson Sigma Model and its globalization
5.1. The classical model. The data for the Poisson Sigma Model consists of a Poisson manifold
(M, π), a compact, connected 2-manifold Σ (possibly with boundary), a map X : Σ −! M , a 1-form
η ∈ Γ(Σ,T∗Σ ⊗ X∗T∗M) = Ω1(Σ, X∗T∗M), and an action functional
(49) SΣ(X, η) =
∫
Σ
(
〈η, dX〉 +
1
2
〈π(X), η ∧ η〉
)
.
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We consider the space of fields as vector bundle maps FΣ = MapVecBun(TΣ,T
∗M), i.e. we have the
following diagram
TΣ X∗T∗M T∗M
T∗Σ ⊗ X∗T∗M Σ M
πΣ
(X,η)
π1 π2
π⊗
η
X
Consider now the case where ∂Σ ,  and let ι∂Σ : ∂Σ !֒ Σ denote the inclusion of the boundary.
Then we set the boundary conditions such that ι∗
∂Σ
η = 0. This is convenient to choose, since the
Euler–Lagrange equations are given by
(50) dX i + πi j (X)ηj = 0, dηi +
1
2
∂iπ
jk(X)ηj ∧ ηk = 0.
Hence, it is easy to consider the solution where X = const. and η = 0. In [12] it was shown that this
model is directly connected to Kontsevich’s star product as formulating it by a quantum field theory
where the space-time manifold Σ is modelled by the disk D = {x ∈ R2 | ‖x‖ ≤ 1}. If we choose three
points 0, 1,∞ on the boundary ∂D counterclockwise (i.e. if we move from 0 counterclockwise on the
boundary, we will first meet 1 and then ∞, see Figure 1), Kontsevich’s star product is given by the
semiclassical expansion of the path integral modelled by the Poisson Sigma Model as
(51) f ⋆ g(x) =
∫
X(∞)=x
f (X(1))g(X(0)) exp
(
i
~
SD(X, η)
)
.
10
∞
D
Figure 1. Cyclically ordered points on S1 = ∂D
5.2. BV formulation. The Batalin–Vilkovisky (BV) formalism [6, 5, 3] is a way of dealing with
gauge theories5, i.e. of theories where the action is invariant under certain symmetries. There we
usually associate to a space-time manifold Σ a BV space of fields FΣ (in general, if one starts with the
BRST formalism, we get FBV = T
∗[−1]FBRST), which is a Z-graded supermanifold, endowed with
a (−1)-shifted symplectic structure ωΣ and an action functional SΣ ∈ O(FΣ) of degree 0 such that
5In fact, the Poisson Sigma Model is a nontrivial example of a gauge theory where the BV formalism is actually needed
for quantization, showing the importance of the formalism.
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{SΣ, SΣ} = 0 (Classical Master Equation), where { , } denotes the BV bracket coming from the odd
symplectic form ωΣ. Here we denote by O(X) functions on a space X . We would like our theory to be
local, i.e. we require the action to be given as an integral over some Lagrangian density L depending
on fields and higher derivatives
(52) S(φ) =
∫
Σ
L (φ, ∂φ, . . .), φ ∈ FΣ.
Moreover, we consider theBVLaplacian ∆, acting on functions onFΣ. Wewill denote byOloc(FΣ) the
space of such local functions on FΣ. One can check that (Oloc(FΣ),∆) is a BV algebra (see Appendix
A)6. Moreover, we can define a cohomological vector field (similarly as in the linear case, which would
be the usual BRST charge) as the degree +1 Hamiltonian vector field QΣ of SΣ, i.e. ιQΣωΣ = −dFΣSΣ.
Then we have [QΣ,QΣ] = 0 and QΣ = {SΣ, }. Here dFΣ denotes the de Rham differential on the BV
space of fields FΣ.
5.2.1. BV formulation for the Poisson Sigma Model. Let everything be as in the setting of the Poisson
Sigma Model. The BV space of fields is given by FΣ = MapSupMnf(T[1]Σ,T
∗[1]M) which are maps
between supermanifolds, where for the superfields (X, η) ∈ FΣ we have the BV action functional
(53) SΣ(X, η) =
∫
T [1]Σ
(
〈η,DX〉 +
1
2
〈π(X), η ∧ η〉
)
,
where D = θµ ∂
∂xµ
is the superdifferential for even coordinates (xµ) and odd coordinates (θµ) and
〈 , 〉 denotes the pairing of tangent and cotangent space of M . One can write out the components of
the superfields in terms of fields, antifields and ghosts as follows
Xi = X i + η+,iµ θ
µ
+
1
2
β+,iµν θ
µθν,(54)
ηi = βi + ηi,µθ
µ
+
1
2
X+i,µνθ
µθν,(55)
where β denotes the ghost field. For a field φ we denote by φ+ its antifield. Note that we have the
relation gh(φ)+ gh(φ+) = −1 and deg(φ)+ deg(φ+) = 2, where “gh” denotes the ghost numberwhich
corresponds to the Z-grading on FΣ, and “deg” denotes the form degree. Thus we get
deg(X) = 0, deg(X+) = 2, gh(X) = 0, gh(X+) = −1
deg(η) = 1, deg(η+) = 1, gh(η) = 0, gh(η+) = −1
deg(β) = 0, deg(β+) = 2, gh(β) = 1, gh(β+) = −2
In local coordinates we have
(56) SΣ(X, η) =
∫
Σ
(
ηi ∧ dX
i
+
1
2
πi j(X)ηi ∧ η j
)
,
where now d denotes the de Rham differential on Σ. Note that the BV action has the same form as the
classical action (49) and thus it produces the same Euler–Lagrange equations, where the classical fields
are replaced by the superfields and the de Rham differential d on Σ is replaced by the superdifferential
D.
6One should be aware that this construction is only formal, since the discussion in Appendix A only applies to finite-
dimensional manifolds.
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5.2.2. Equivariant BV formulation. Consider a Lie algebra g acting on Σ via a vector field vX for
some X ∈ g. Note that the cohomological vector field is given by
(57) QΣ = dFΣ + Θ̂π = {SΣ, },
where dFΣ and Θ̂π are the Hamiltonian vector fields for the Hamiltonians
(58) S0 =
∫
Σ
〈η, dX〉 and Sπ =
1
2
∫
Σ
〈π(X), η ∧ η〉
respectively. Then one can check that the Classical Master Equation QΣ(SΣ) = {SΣ, SΣ} = 0 holds.
Consider some variable u of cohomological degree 2 and define a g-DG algebra O(FΣ)[u] := O(FΣ) ⊗
Sym(g∗). We can define the equivariant extension of the BV action in the Cartan model as
(59) ScΣ = SΣ + uSιvX ,
for X ∈ g. Choosing a basis (ej ) of g, we get
(60) ScΣ = SΣ + u
j Ŝιvj
,
where Ŝιvj
is the Hamiltonian of ι̂v j which is the vector field on FΣ obtained from the vector field ιv j ,
such that
(61) QcΣ = {S
c
Σ, } = dFΣ + Θ̂π − u
j ι̂v j,
is the differential of theCartanmodel of equivariant cohomology. Hence Sc
Σ
∈ Oloc(FΣ)[u]
g. Moreover,
the Classical Master Equation extends to the equivariant Classical Master Equation
(62)
1
2
{ScΣ, S
c
Σ} + u
jS
L̂vj
= 0,
where SLvj is the Hamiltonian of the vector field L̂v j which is the vector field on FΣ defined by Lv j .
The equivariant Quantum Master Equation is then given by
(63) − u j(S
L̂vj
+ i~∆Ŝιvj
) − i~∆SΣ = 0.
For the case where Σ = D we have an S1-action and hence we can consider the S1-equivariant theory.
For more details on the equivariant BV construction see [8].
5.3. Splitting of the space of fields. We consider a symplectic splitting of the space of fields into
residual fields (low energy fields) and fluctuations (high energy fields), which, for the examples
considered in this paper, exists by techniques of Hodge theory (see e.g. [19]). We write
(64) FΣ =M1 ×M2,
whereM1 is the space of residual fields andM2 the space of fluctuation fields. Wewant to assume that
M1 is finite-dimensional, which is the case for BF-like theories (such as the Poisson Sigma Model).
In this case it is always possible to find a split ∆ = ∆1 + ∆2, where ∆j is a BV Laplacian on Mj ,
j = 1, 2. Consider a half-density f on FΣ. Then for any Lagrangian submanifold L ⊂ M2 we get
(65) ∆1
∫
L
f =
∫
L
∆ f .
Here
∫
L
denotes the BV pushforward, which is defined on half-densities by restricting the half-
density to L which makes it a density and apply the Berezinian integral. Note that the choice of L
is equivalent to gauge-fixing since, assuming the Quantum Master Equation ∆ exp
(
i
~
SΣ
)
= 0 ⇔
16 N. MOSHAYEDI
{SΣ, SΣ} − 2i~∆SΣ = 0, we have an invariance of the BV pushforward
∫
L
exp
(
i
~
SΣ
)
under continuous
deformation of L up to ∆1-exact terms. This is due to the following theorem.
Theorem 5.1 (Batalin–Vilkovisky). The following holds:
• If f = ∆g, then
∫
L
f = 0,
• If ∆ f = 0, then d
dt
∫
Lt
f = 0, for a continuous family (Lt ) of Lagrangian submanifolds.
If we take f = exp
(
i
~
SΣ
)
, we get that the Quantum Master Equation has to hold for the second point
of the theorem. For BF-like theories, FΣ is given as the direct sum of two complexes C ⊕ C¯ endowed
with the differentials δ and δ¯. We want them to be endowed with a nondegenerate pairing 〈 , 〉 of
degree −1 such that the differentials are related by 〈B, δA〉 = 〈δ¯B, A〉 for all A ∈ C and B ∈ C¯. In that
case M1 is given by the cohomology H ⊕ H¯ and M2 is just a complement in FΣ. For the case of the
Poisson Sigma Model with boundary (∂Σ , ) such that the boundary is given by the disjoint union
of two boundary components ∂1Σ and ∂2Σ we have
(66) FΣ = Ω
•(Σ, ∂1Σ) ⊗ TxM ⊕ Ω
•(Σ, ∂2Σ) ⊗ T
∗
x M[1],
for a constant background field x : Σ −! M , and thus
(67) M1 = H
•(Σ, ∂1Σ) ⊗ TxM ⊕ H
•(Σ, ∂2Σ) ⊗ T
∗
x M[1].
According to the splitting of the space of fields, we write X = x +X and η = e + E , where x, e ∈ M1
and X , E ∈ M2.
Remark 5.2. Note that functions on the shifted tangent bundle T[1]Σ are given by the algebra of
differential forms Ω•(Σ), which indeed allows us to write the space of fields as in (66). Moreover,
if we would have a manifold Σ with boundary ∂Σ = ∂1Σ ⊔ ∂2Σ as mentioned before, we can split
the space of fields as FΣ = B ×M1 ×M2, where B would denote the leaf space of the symplectic
foliation induced by a chosen polarization on the boundary to perform geometric quantization, where
we would choose the convenient δ
δE
-polarization on ∂1Σ and the opposite
δ
δX
-polarization on ∂2Σ,
where E and X denote the η- and X-boundary fields respectively (elements of the leaf space B).
Moreover, one can always obtain a symplectic structure on the space of boundary fields by symplectic
reduction. Hence, by techniques of geometric quantization, one would obtain a vector space for
each boundary component and one can speak of “boundary states” as elements of these spaces. This
construction is needed for treating the Poisson Sigma Model in the Hamiltonian approach of the
BFV formalism (space of boundary fields) coupled together to the BV formalism, which is called the
BV-BFV formalism [18, 19, 20]. We will not use the BV-BFV construction, since we will only deal
with the disk D with one single boundary component together with the boundary condition ι∗
∂D
η = 0.
5.4. The formal global action. Let us consider for a multivector field ξk ∈ Γ(
∧k T M) the local
functional7
(68) Sξ (X, η) :=
1
k!
∫
Σ
ξi1,...,ik (X)ηi1 ∧ · · · ∧ ηik ∈ Oloc(FΣ).
Note that for any k ≥ 0 we have QΣ(Sξ ) = {SΣ, Sξ } = 0. In [22] it was shown that the Poisson Sigma
Model action can be formally globalized by adding another term to the action, which is given by
(69) ϕ∗xSR(X̂, η̂) =
∫
Σ
R
j
i
(x, X̂)η̂ j ∧ dx
i,
7Note that we are secretly using a formal exponential map ϕ. In particular, ξk should be ϕ
∗ξk .
ON GLOBALIZED TRACES FOR THE POISSON SIGMA MODEL 17
where X̂ and η̂ are defined by the following equations
(70) X = ϕx(X̂), η = (dϕx)
∗,−1
η̂.
Recall that x : Σ −! M denotes a constant background field. Denote by S0 the free part of the action,
i.e. S0 :=
∫
Σ
ηi ∧ dX
i. Lifting the Poisson Sigma Model action to the formal construction, we get the
formal global action
Sϕx (X̂, η̂) := ϕ∗xS0 + Tϕ
∗
xSπ + ϕ
∗
xSR
=
∫
Σ
(
η̂i ∧ dX̂
i
+
1
2
(Tϕ∗xπ)
i j (X̂)η̂i ∧ η̂ j + R
j
i
(x, X̂)η̂ j ∧ dx
i
)
.
(71)
If we denote by πϕ := Tϕ∗π, we can observe Tϕ∗Sπ = Sπϕ . Note that the de Rham differential in
dX̂i is on Σ and the de Rham differential in dxi is on the moduli space of constant solutions to the
Euler–Lagrange equations
(72) Mcl := {(X, η) ∈ FΣ | X = x : Σ −! M constant map, η = 0}  M .
Remark 5.3. In general, one can consider any moduli space of solutions.
One can show that (71) satisfies the differential Classical Master Equation
(73) dxS
ϕx
+
1
2
{Sϕx , Sϕx } = 0.
For quantization, consider the partition function, given by (71)
(74) Zx =
∫
L
exp
(
i
~
Sϕx
)
for some Lagrangian submanifold L ⊂ M2. The Quantum Master equation is not satisfied in
general. It can be shown that if π is divergence free (unimodular), the Quantum Master Equation
∆ exp
(
i
~
(S0 + Sπ)
)
= 0 holds. Another case would be if the Euler-characteristic of Σ is zero (e.g. the
torus). The choice of a unimodular Poisson structure can be seen as a renormalization procedure. One
form of renormalization is to impose that there are no tadpoles (short loops), which results in the fact
that
(75) ∆(X(s)η(s)) =
∑
j
(−1) |x
j |xj(s) ∧ ej (s) =: ψ(s), ∀s ∈ Σ,
where ∆ is the BV Laplacian acting on the coefficients of the residual fields. If we choose a volume
form Ω on M , we can define a divergence operator divΩ and thus a renormalized BV Laplacian by
setting (see also Appendix A.3)
(76) ∆Sξ =
∫
Σ
ψ(divΩ ξ)
i1,...,ik−1 (X)ηi1 ∧ · · · ∧ ηik−1 .
Note that ∆Sπ = 0 if divΩ π = 0. Since ∆S
ϕx = 0, we get a differential version of the QuantumMaster
Equation
(77) dxZx − i~∆Zx = 0.
Remark 5.4. The formal global action has to be extended to an equivariant version such that the
S1-action on the disk is taken into account.
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6. Traces and algebraic index theorem
6.1. Algebraic index theorem. Recall that a trace map on a Poisson manifold (M, π) is a linear
functional Tr on compactly supported functions f , g ∈ C∞c (M) with values in R((~)) such that
(78) Tr( f ⋆ g) = Tr(g ⋆ f )
(hence the name “trace"). There is a canonical trace associated to any star product coming from a
symplectic manifold (M, ω) which is described within the local picture. Locally, all deformations are
equivalent to the Weyl algebra and on the Weyl algebra there is a canonical trace which is constructed
as an integral with respect to the Liouville measure [26]. If we consider functions with support in
neighborhoods of any point of M , we set the trace equal to this canonical trace restricted to these
functions. Let Â(T M) denote the Â-genus of M , which is a characteristic class of the tangent bundle
T M . One can express it by a de Rham representative as
(79) Â(T M) = det1/2
(
R/2
sinh(R/2)
)
,
where R denotes the curvature of any connection on T M .
Theorem 6.1 (Nest–Tsygan [36]). Let (M, ω) be a compact symplectic manifold and let ⋆ be a star
product with characteristic class ω~ = −ω + ~ω1 + ~2ω2 + · · · . Then the canonical trace associated
to ⋆ obeys
(80) Tr(1) =
∫
M
Â(T M) exp (ω~/~) ,
Consider again a Poisson manifold (M, π). Let A~ := (C
∞(M)[[~]],⋆) with star product coming from
the Poisson structure π (e.g. Kontsevich’s star product), and denote by CH•(A~) the cyclic homology
and by PH•(A~) the periodic cyclic homology. One can show that CH0(A~)  HH0(A~), where
HH•(A~) denotes the Hochschild homology. Moreover, as shown by Shoikhet and Dolgushev, the
zeroth Hochschild homology is isomorphic to the zeroth Poisson homology8 HP0(M). If we assume
that there is a volume form Ω on M and that the Poisson structure π is unimodular and divΩ π = 0, we
can construct a map
HP0(M) −! R,
f 7−!
∫
M
fΩ.
(81)
Now we can define an integration map on the zeroth periodic cyclic homology by composition
(82) I : PH0(A~) −! CH0(A~) −! HP0(M)
∫
M
(−)Ω
−−−−! R.
Let R be a DG ring with differential dR. For a projective R-module M, one defines a connection to
be a map
(83) ∇ : M −!M ⊗R Ω
1
R
,
where Ω1
R
:= R ⊗ R[1], with the usual property
(84) ∇(r ⊗ m) = dRr ⊗ m + (−1)
|r |r∇m, ∀r ∈ R, m ∈ M.
8The Poisson homology HP•(M) of a Poisson manifold (M, π) is given by the homology of the complex
(T•
poly
(M), [π, ]), where [π, ] is the Poisson differential of degree −
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The Atiyah class of a connection ∇ is then defined by
(85) At(∇) := [∇, dR] ∈ Ω
1
R
⊗ EndR(M).
In fact, [At(∇)]measures the the obstruction to find a dR-compatible connection. We define the Chern
character of a connection ∇ by
(86) Ch(∇) := Tr exp
(
−
1
2πi
At(∇)
)
.
Moreover, one can then define more generally the Â-genus of a connection ∇ on M in terms of these
classes by
(87) Â(∇) = exp
(
−
1
2
Ch(∇)
)
Td(∇),
where Td denotes the Todd class, defined by
(88) Td(∇) :=
Ch(∇)
1 − exp(Ch(∇))
.
Theorem 6.2 (Tamarkin–Tsygan [39]). Let M be a compact manifold with formal Poisson structure
π ∈ ~Γ(
∧2 T M)[[~]] and Ω a volume form on M with divΩ π = 0 and c ∈ PC0(A~). Then
(89) I(c) =
∫
M
Âu(T M)Ch(c) exp (ιπ/u)Ω.
Here
(90) Âu(T M) := Â0(T M) + uÂ1(T M) + u
2 Â2(T M) + · · · = det
1/2
(
uR/2
sinh(uR/2)
)
,
where Âj(T M) ∈ H2j (M) are the components of the Â-genus.
6.2. A trace map for negative cyclic chains. In [13] it was shown how one can obtain a trace map
by constructing an L∞-morphism from negative cyclic chains to multivector fields with an adjunction
of the formal parameter u of degree 2. Moreover, the relation to the BV formulation of the Poisson
Sigma Model and how the former formula can be interpreted as an expectation value with respect
to the corresponding quantum field theory was shown. However, this construction was only given
for open subsets M of Rd. We will extend this construction to a global one using notions of formal
geometry as we have seen before.
Theorem 6.3 (Cattaneo–Felder [13]). Let M be an open subset of Rd and consider a volume form
Ω on M . Denote by δΩ := u divΩ. Let A = C∞(M) and let (T−•poly(M), divΩ) be the DG module over
the DGLA (T•
poly
(M)[u], δΩ) with trivial (T•poly(M)[u], δΩ)-action. Then there exists an R[u]-linear
morphism of L∞-modules over (T•poly(M)[u], δΩ)
(91) V : (CC−−•(A), b + uB) −! (T
−•
poly(M)[u], u divΩ),
such that
(1) The zeroth Taylor component V0 of V vanishes on CC−m(A), m > 0 and for f ∈ A ⊂ CC
−
0
(A),
V0( f ) = f .
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(2) For ξ ∈ Γ(
∧k T M), ℓ ≥ 0, a = [a0 ⊗ · · · ⊗ am] ∈ CC−m(A),
(92) V1(ξv
ℓ | a) =
{
(−1)musξ ◭ H(a), if k ≥ m and s = k + ℓ − m − 1 ≥ 0
0, otherwise
where ◭ : Tk
poly
(M) ⊗ Ωm(M,R) −! Tk−m
poly
(M) and H is the HKR map.
(3) The maps Vn are equivariant under linear coordinate transformations and9
(93) Vn(ξ1 · · · ξn | a) = ξ1 ∧ Vn−1(ξ2 · · · ξn | a)
whenever ξ1 =
∑
(ci
k
xk + d
i)∂i ∈ T
•
poly
(M) ⊂ (T•
poly
(M)[u], δΩ) is an affine vector field and
ξ1, . . . , ξn ∈ (T
•
poly
(M)[u], δΩ).
The Taylor components of V are given by maps
(94) Vn : (Sym
nT•+1poly(M)[u], δΩ) ⊗ CC
−
−•(A) −! T
n−1
poly(M).
Note that an element of degree +1 in (T•
poly
(M)[u], δΩ) has the form π˜ = π + uh, where π is a bivector
field and h a function. The Maurer–Cartan equation δΩπ˜ −
1
2
[π˜, π˜] = 0 translates to [π, π] = 0 and
(95) divΩ π − [h, π] = 0,
and hence π is Poisson and h corresponds to the Hamiltonian function of the Hamiltonian vector field
δΩπ. As we have seen, this is equivalent to the unimodularity condition.
Remark 6.4. The morphism V is in fact related to Shoikhets morphism [38] in the proof of Tsygan’s
formality theorem on chains [40] for M = Rd. It is a morphism of L∞-modules over T
•+1
poly
(M) from
C•(A) to the DG module of differential forms (Ω
−•(M,R), d = 0) and extends to (11). The action
of ξ ∈ T•+1
poly
(M) on Ω•(M,R) is given by Lie derivative Lξ = d ◦ ιξ ± ιξ ◦ d, where the internal
multiplication of vector fields is extended to multivector fields by ιξ ιζ = ιξ∧ζ . This construction was
globalized by Dolgushev to any manifold M . Moreover, recall that a volume form Ω ∈ Ωd(M,R)
defines an isomorphism
Tkpoly(M) −! Ω
d−k(M)
ξ 7−! ιξΩ,
(96)
and thus we identify the differential d on Ω•(M,R) by the divergence operator divΩ on T
•
poly
(M). By
the fact that V is an L∞-morphism we get ιdiv ξΩ = dιξΩ.
Let
(97) π˜~ := ~π + uh,
which is a Maurer–Cartan element if π + uh is a Maurer–Cartan element in (T•
poly
(M)[u][[~]], δΩ). If
we consider the twist of V by π˜~, denoted by V
π˜~ , we can define a trace map [13]
Tr : C∞c (M)[[h]] −! R((~))
f 7−! Tr( f ) =
∫
M
∞∑
n=0
1
n!
Vn(π˜~ · · · π˜~ | f )Ω,
(98)
9Note that we write ξ1 · · · ξn for the symmetric tensor product ξ1 ⊗ · · · ⊗ ξn of multivector fields ξ1, . . . , ξn ∈ T
•
poly
(M).
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since Vπ˜~ : (CC−−•(A~), b + uB) −! (T
−•
poly
(M)[u][[~]], u divΩ) is a chain map. We will elaborate on
this fact a bit more in Section 8.
Remark 6.5. For a d-manifold M denote by VT•
poly
(M) := Ωd(M,
∧• T M) differential forms of
degree d with values in multivector fields. By the isomorphism as mentioned in Remark 6.4, we can
construct a natural non-degenerate pairing by
〈 , 〉 : VT•poly(M) ⊗ Ω
•
c(M,R) −! R
ξΩ ⊗ α 7−! 〈ξΩ, α〉 :=
∫
M
(ιξα)Ω,
(99)
where ξ is a •-vector field and α is a •-form. Here Ω denotes again a chosen volume form on M . We
have denoted by Ω•c(M,R) differential forms with compact support. It is obvious that this map can be
extended u-bilinearly. Moreover, there is an isomorphism
T•poly(M)[u] −! VT
•
poly(M)[u]
ξ 7−! ξ ⊗ Ω.
(100)
6.3. Construction via the Poisson Sigma Model. Consider now the Poisson Sigma Model on the
disk . Let
(101) Z0 :=
∫
L
exp
(
i
~
S0
)
,
and define the vacuum expectation value of an observable by the map
〈 〉0 : A~ −! R((~))
f 7−! 〈 f 〉0 :=
1
Z0
∫
L
exp
(
i
~
S0
)
f .
(102)
The map Vn can be expressed as the vacuum expectation of an observable Sξ1 · · · Sξ jOa0,...,am , where
(103) Oa0,...,am := a0(X(t0))
∫
t1<t2< · · ·<tm ∈∂D\{t0 }
a1(X(t1)) · · · am(X(tm)).
For m points t1, . . . , tm ∈ ∂D we consider the ordering t0 < . . . < tm, which means that if we start
at t1 and move counterclockwise on ∂D, we wil first meet t2, then t3, and so on. If we embed the
disk into the complex plane, i.e. we have D = {z ∈ C | |z | ≤ 1} and set t0 = 1, we can express the
counterclockwise condition on ∂D by 0 < arg(t1) < arg(t2) < · · · < arg(tm) < 2π. The cohomology
H•(D) is 1-dimensional and concentrated in degree zero, while the relative cohomology H•(D, ∂D)
is 1-dimensional and concentrated in degree two. So, for M1,H, H¯ as defined in Section 5.3, we get
H = (Rd)∗[−1] and H¯ = Rd, thus M1 = T
∗[−1]M . Note that functions on M1 are then multivector
fields on M with reversed degree and ∆1 is given by the divergence operator divΩ for the constant
volume form. Note that ∆1 is an operator of degree +1. For a function f ∈ C
∞(M) and some
Lagrangian submanifold L ⊂ M2, we have a map
(104) tr( f ) :=
1
Z0
∫
L
exp
(
i
~
(S0 + Sπ˜)
)
O f =
〈
exp
(
i
~
Sπ˜
)
O f
〉
0
,
given by the expectation value of the corresponding observable. Recall that π˜ is a Maurer–Cartan
element for a unimodular Poisson structure and that we work with the boundary condition ι∗
∂D
η = 0.
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For two functions f , g ∈ C∞(M), we define O f (X, η) := f (X(1)) for 1 ∈ ∂D and Og(X, η) := g(X(0))
for 0 ∈ ∂D. Moreover, define10
(105) tr2( f , g) :=
〈
exp
(
i
~
Sπ˜
)
O f,g
〉
0
=
〈
exp
(
i
~
Sπ˜
)
f (X(t))
∫
s∈∂D\{t }
g(X(s))
〉
0
,
Then we observe
(106) ∆1tr2( f , g) =
〈
exp
(
i
~
Sπ˜
)
δO f ,g
〉
0
,
where δ was the differential on the complex C in the definition of the space of fields in Section 5.3.
This follows from theWard identity
(107) ∆1〈O〉0 =
〈
∆O −
i
~
δO
〉
0
,
which is true by (65), the fact that Z0 is constant on M1 and the Leibniz rule for the BV Laplacian
(108) ∆( f g) = ∆( f )g + (−1) | f | f∆(g) − (−1) | f |{ f , g}, ∀ f , g ∈ C∞(M)
(see also Appendix A.2, Equation (188)). Hence by (51) the two functions f , g can move under the
trace map from both sides11 to each other on ∂D. Thus we get
(109) ∆1tr2( f , g) = tr( f ⋆ g) − tr(g ⋆ f ).
Hence we get a trace on C∞c (M) by
(110) Tr( f ) :=
∫
M
tr( f )Ω.
To globalize the construction, we want to consider the formal global action Sϕ and additional vertices
in the Feynman graph expansion. In fact we will have two types of vertices in the bulk, the ones
representing the formally lifted Poisson structure π
ϕ
~
:= Tϕ∗π˜~ = ~Tϕ
∗π − vTϕ∗h and the ones
representing the R vector field coming from the definition of the Grothendick connection. We will
also consider additional vertices on the boundary where we place solutions γ of (42). Then we can
consider the vacuum expectation value
(111)
〈
exp
(
i
~
S
ϕ
π,R
)
Oρ(Tϕ∗ f )
〉
0
,
where S
ϕ
π,R
:= Sπϕ
~
+ ϕ∗SR.
Remark 6.6. The additional vertices labeled by a solution γ of (42) give rise to another additional
term in the formal global action [22]. In particular, we have to consider the action
(112) S˜ϕ = ϕ∗S0 + S
ϕ
π,R
+
∫
∂D
X̂∗γ.
We will call the Poisson Sigma Model with action S˜ϕ the Fedosov-type formal global Poisson Sigma
Model and we call S˜ϕ the Fedosov-type formal global action.
10Note that this does not depend on t, since we fix it on the boundary.
11This argument follows from Stokes’ theorem and the “bubbling” concept of the Deligne–Mumford compactification
on the disk.
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Proposition 6.7. The map
(113) Tr : f 7−!
∫
M
〈
exp
(
i
~
S
ϕ
π,R
+
i
~
∫
∂D
X̂∗γ
)
Oρ(Tϕ∗ f )
〉
0
Ω.
coincides with
(114) Tr : f 7−!
∞∑
n=0
1
n!
∫
M
V
π
ϕ
~
n (R · · · R | ρ(Tϕ
∗ f ))Ω,
where we consider V
π
ϕ
~
n (R · · · R | ) to be defined on the negative cyclic complex for sections of the
Weyl algebra W.
This can be seen by constructing the maps Vn in terms of graphs. We will do this in Section 7.1.
Remark 6.8. In fact, one can construct Kontsevich’s star product directly by using a path integral
quantization with respect to the formal global action Sϕ as in (71), using a similar apporach as in [12],
with the difference that the observables on the boundary are given by D¯-closed sections of the form
Oρ(Tϕ∗ f ) (see Figure 2). Hence we can write it down as a path integral
(115) f ⋆M g(x) = ρ
−1
(∫
X̂(∞)=x
ρ(Tϕ∗x f )(X̂(1))ρ(Tϕ
∗
xg)(X̂(0)) exp
(
i
~
Sϕx (X̂, η̂)
)) 
y=0
ρ(Tϕ∗ f )(X̂(1))ρ(Tϕ∗g)(X̂(0))
ρ( f ⋆M g)(X̂(∞))
D
Figure 2. Cyclically ordered points on S1 = ∂D
7. Feynman graphs for the globalized action
7.1. Construction via graphs. We want to describe how the Taylor components of V are given in
terms of graphs. In fact we have
(116) Vn(ξ | a) =
∑
Γ∈Gk,m
wΓVΓ(ξ | a),
where ξ = ξ1 · · · ξn, with ξi ∈ Γ(
∧ki T M)[u], k = (k1, . . . , kn) and a = [a0 ⊗ · · · ⊗ am] ∈ Cm(A).
Here wΓ ∈ R denotes the weight of a graph Γ according to the given Feynman rules, which can be
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computed as integrals over configuration spaces of points on the the interior of the disk and on the
boundary. We want to recall the definition of the finite set Gk,m of oriented graphs as in [13].
For each graph12 Γ ∈ Gk,m with n+m vertices (n vertices in the bulk and m vertices on the boundary),
we assign a vertex set V(Γ) = V1(Γ) ⊔ V2(Γ) ⊔ Vw(Γ). We will distinguish between two different
types of vertices which we call the black vertices Vb(Γ) = V1(Γ) ⊔V2(Γ) and the white vertices Vw(Γ).
Within the black vertices we will also distinguish between vertices of type 1 and of type 2 according
to the following rules.
• There are n vertices in V1(Γ). There are exactly ki edges originating at the ith vertex of V1(Γ).
• There are m vertices in V2(Γ). There are no edges originating at these vertices.
• There is exactly one edge pointing at each vertex in Vw(Γ) and no edge originating from it.
• There are no edges starting and ending at the same vertex.
• For each pair of vertices (i, j) there is at most one edge from i to j.
Each multivector field ξi can be endowed with a power of the formal parameter v
ℓ , which represent
the residual field assigned to a black vertex.
Example 7.1. Let Γ be the graph constructed as in Figure 3 using the multivector fields ξ1, ξ2, ξ3 ∈
Γ(
∧• T M) with |ξ1 | = 5, |ξ2 | = 4, and |ξ3 | = 2. Then we get
(117) VΓ(ξ1v
ℓ1ξ2v
ℓ2ξ3v
ℓ3 | [a0 ⊗ a1 ⊗ a2 ⊗ a3 ⊗ a4])
=
∑
ξ
i1i2i3i4i5
1
∂i1ξ
j1 j2 j3 j4
2
∂j1ξ
m1m2
3
∂i2a0∂i3a1∂i4a2∂j2a3∂m1a4θi5θ j3θ j4θm2,
where we sum over all indices and where we set θi :=
∂
∂xi
for local coordinates (xi) on M .
ξ1
ξ2
ξ3
a0 a1 a2 a3 a4
Figure 3. Example of a graph Γ.
To compute the configuration integrals, we want to make a degree count, i.e. we want the form degree
to be equal to the dimension of the configuration space. Let Σ be a manifold with boundary and define
the configuration space of n points in the bulk and m points on the boundary by
(118) Confn,m(Σ) := {(x1, . . . , xn, y1, . . . , ym) ∈ int(Σ
n) × (∂Σ)n | xi , xj, yi , yj ∀i , j}.
Moreover, denote by Cn,m(Σ) the FMAS-compactification [28, 1] of Confn,m(Σ) (or of its quotient
with respect to the corresponding group action). Let now Σ = D and fix the point 1 on ∂D. Then we
have to work on the section space
(119) C0n,m(D) := {(z, t) ∈ (int(D))
n × (∂D)m | zi , zj (i , j), 0 < arg(t1) < · · · < arg(tm) < 2π}.
12In addition to the rules below we will also consider it modulo graph isomorphisms which respect the partition and the
orderings. The set Gk,m is in principle given by the set of equivalence classes.
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The space (119) has dimension 2n + m. Moreover, the number m represents the amount of points on
the boundary distinct from the fixed point 1, i.e. the total amount of points on the boundary is m + 1.
In fact, (119) is equal to the set {(z, t) ∈ Cn,m+1(D) | t0 = 1} for m ≥ 1.
As already mentioned, we have an S1-action on the disk. Instead of working with the quotient of the
configuration space by PSL2(R), we will work with equivariant differential forms, which arise from
the equivariant BV construction of the Poisson Sigma Model within the Feynman graph expansion.
7.2. Equivariant differential forms and equivariant Stokes’ theorem. We want to work with
equivariant differential forms with respect to the S1-action on the disk. We define them as
(120) Ω•
S1
(D) := Ω•(D)S
1
[u],
where the differential is given by dS1 := d−uιv. Here v ∈ Γ(TD) denotes the image of the infinitesimal
vector field d
dt
, which is the generator of the infinitesimal action R d
dt
−! Γ(TD). Now consider a
differential form ω on the configuration space C0n,m(D). We want to describe the boundary of the
configuration space. Let S be a subset of n¯ ≥ 2 points in the bulk which collapse at a point in the bulk
of the disk. Then the stratum of type I is given by
(121) ∂SCn,m(D)  Cn¯(C) × C
0
n−n¯+1,m(D).
The stratum of type II is constructed as follows. Let S be the subset of n¯ points in the bulk and T the
subset of m¯ points on the boundary which collapse at a point on the boundary of the disk. Hence we
get the stratum
(122) ∂S,TCn,m(D)  Cn¯,m¯(H) × C
0
n−n¯,m−m¯+1(D),
where H denotes the upper half plane.
Theorem 7.2 (Equivariant Stokes [13]). Let ω ∈ Ω•
S1
(Cn,m+1(D)). Denote also by ω its restriction on
C0n,m(D) ⊂ Cn,m+1(D). Denote by ω
∂ its restriction to the coboundary 1 strata ∂iC0n,m(D). Then
(123)
∫
C0n,m(D)
dS1ω =
∑
i
∫
∂iC
0
n,m(D)
ω∂ − u
∫
Cn,m+1(D)
ω
7.3. Weights of graphs. We will consider a propagator P on D × D \ diag, where diag := {(z, z) |
z ∈ D} ⊂ D×D denotes the diagonal on the disk. The propagator will be a 1-form on the configuration
space of the disk. In particular we have
(124) P(z,w) :=
1
4πi
(
d log
(z − w)(1 − zw¯)
(z¯ − w¯)(1 − z¯w)
+ zdz¯ − z¯dz
)
.
Note that this propagator is equivariant under the S1-action, hence P ∈ Ω1(D)S
1
.
Remark 7.3. An important fact [11, 19] of the propagator is
(125) dP(z1, z2) = ±
∑
j
π∗1 χj ∧ π
∗
2 χ
j
= ±∆1(x1 ∧ e2),
where π1, π2 are the projections to the first and second factor respectively. Here χj, χ
j are represen-
tatives of the cohomology classes and their duals respectively, such that
∫
D
χi ∧ χ
j
= δ
j
i
.
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Computing this directly, we get
dS1P = dP − uιvP(126)
=
1
4πi
d(zdz¯ − z¯dz) − uιvP(127)
= −π∗1
(
i
2π
dz ∧ dz¯ + u(1 − |z |2)
)
.(128)
The first term of (128) is a volume form on the disk and hence a representative of the cohomology
class, hence the whole is a representative of the equivariant cohomology class.
Graphically, this corresponds to the fact that if the de Rham differential acts on an edge of a graph
between two (black) vertices (which represents a propagator), it will split into residual fields (see
Figure 4). This can be extended to the equivariant differential dS1 . The white vertices mentioned in
the graph construction before are actually represented by zero modes on D. More precisely, we have
the following Lemma.
Lemma 7.4 (e.g. [13, 19]). Let ∂eΓ be the graph which is obtained from the graph Γ by adding a
white vertex ◦ and replacing the edge e ∈ Eb(Γ) connecting two black vertices by an edge originating
at the same vertex as e but ending at the white vertex ◦. Then
(129) dS1ωΓ =
∑
e∈Eb (Γ)
(−1) |Eb (Γ) |ω∂eΓ .
e
Figure 4. Edge split
The represented zero modes are parametrized by the formal variable vℓ attached to each vertex. The
weight of a graph Γ ∈ G(k1,...,kn),m is then computed by
(130) wΓ =
1
k1! · · · kn!
∫
C0n,m(D)
ωΓ .
The equivariant cohomology H•
S1
(D) is generated by the constant function 1. Moreover, the relative
equivariant cohomology H•
S1
(D, ∂D) is generated by the class of
(131) φ(z, u) :=
i
2π
dz ∧ dz¯ + u(1 − |z |2).
Remark 7.5. Note that with this notation we have dS1P = −π
∗
1
φ.
The differential form ωΓ ∈ Ω
2n+m
S1
(C0n,m(D)) is given by
(132) ωΓ =
∧
i∈V1(Γ)
∧
(i, j)∈Eb (Γ)
P(zi, zj )
∧
i∈V1(Γ)
φ(zi, u)
ri,
where the number ri is given by the degree of the vertex i plus the amount of white vertices attached
to it. Moreover, we have the following lemma.
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Lemma 7.6 ([35, 13]). For all z, z′ ∈ D we have
(133)
∫
w∈D
P(z,w) ∧ P(w, z′) = 0.
Moreover, for all z ∈ D we have
(134)
∫
w∈D
P(z,w) ∧ φ(w, u) = 0.
z
w z′
z
w
Figure 5. The first picture corresponds to the integrand of (133) and the second
picture corresponds to the one of (134). Graphs with such a vertex w vanish.
8. Main results
8.1. Proof of the trace property.
Theorem 8.1. The map (114) is a trace on the algebra (C∞c (M)[[~]], ⋆).
Proof. This follows by the fact that
(135) Vπ
ϕ
~ : (CC−−•(A~), b + uB) −! (T
−•
poly(M)[u][[~]], u divΩ)
is a chain map, which follows from Theorem 7.2 and Lemma 7.4. Using the construction with the
Poisson Sigma Model, the trace property follows from (51) and the constructions in Section 6.3.
Indeed, consider the observable Oρ(Tϕ∗ f ),ρ(Tϕ∗g) for f , g ∈ C
∞
c (M)[[~]]. Note that the configuration
integrals are considered on the section space where the point 1 is fixed on the boundary, labeled by
the observable Oρ(Tϕ∗ f ). We consider another point 0 on the boundary, which is not fixed, labeled
by the observable Oρ(Tϕ∗g). Moreover, we have some additional m − 1 boundary points labeled by
γ. Note that there are boundary strata of the configuration space where g collides to f from the
left and one where it collides from the right. Recall that the dimension of the configuration space
C0n,m(D) ⊂ Cn,m+1(D) is given by 2n + m. Without the point 0 we would have that the dimension is
equal to 2n + m − 1, which has to be the same as the form degree of the differential form ωΓ within
the configuration integral for any graph Γ ∈ G(k1,...,kn ),m. Hence, we look at its equivariant differential
dS1ωΓ and apply the equivariant Stokes’ theorem (Theorem 7.2). Using (116) and (130), we can write
(136) V
π
ϕ
~
n (R · · · R | ρ(Tϕ
∗ f )) =
∑
Γ∈Gk,m
(∫
C0
Γ
(D)
dS1ωΓ
)
V
π
ϕ
~
Γ
(R · · · R | ρ(Tϕ∗ f ))
=
∑
Γ∈Gk,m
(∑
Γ′<Γ
∫
CΓ′<Γ(H)×C
0
Γ\Γ′
(D)
ω∂Γ′ − u
∫
C
Γ˜
(D)
ω
Γ˜
)
V
π
ϕ
~
Γ
(R · · · R | ρ(Tϕ∗ f )),
where k = (k1, . . . , kn) and Γ
′ < Γ is a subgraph of Γ, where n′ < n points collapse in the bulk and
m′ < m collapse on the boundary. Moreover, Γ˜ is a graph whose vertex set satisfies |V(Γ˜)| = |V(Γ)|+1
with the same amount of vertices in the bulk and on the boundary plus an additional vertex on the
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boundary. Note that by setting u = 0, Theorem 7.2 reduces to the usual Stokes’ theorem for corners.
The dimension of the configuration spaceCn,m (H)modulo scaling and translation is given by 2n+m−2.
This has to be equal to the form degree of the differential form we want to integrate. Let p be the
amount of vertices labeled by π
ϕ
~
and r the amount of vertices labeled by R. Then we have
2n + m − 2 = 2p + r,
n = p + r .
(137)
This implies three different cases (see Figure 6);
• r = 2, m = 0,
• r = m = 1,
• r = 0, m = 2.
γ γ
0 × R
γ
1 × R 2 × R
Figure 6. Illustration of the three different cases. The dashed ellipses represent a
graph Γ in the bulk of the disk with either r = 0 (first picture), r = 1 (second picture),
or r = 2 (third picture). Note that in each picture p can be arbitrary. The thick arrows
denote the fact that there can be arbitrarily many incoming arrows, depending on the
combinatorics.
Summing over all these graphs, the third picture will exactly correspond to F = F(R, R), the curvature
of the deformed Grothendieck connection D, the second picture to Dγ and the first picture is exactly
the star product γ ⋆ γ. Thus, summing them together we get a contribution
(138) F +Dγ + γ ⋆ γ = 0,
and hence these terms vanish. Hence the only strata that survive within the boundary of the configu-
ration space are the ones where g approaches f from the left and from the right, so by [12] we get the
boundary contribution g ⋆ f − f ⋆ g.
In fact, for any ξ = ξ1 · · · ξn ∈ (Sym
nT•+1
poly
(M)[u], δΩ) and a ∈ CC
−
m(A), we have
(139) Vn(δΩξ | a) + (−1)
|ξ |+mVn(ξ | (b + uB)a)
+
n−1∑
k=0
∑
σ∈Sk,n−k
(−1) |ξ |−1ε(σ, ξ)Vk(ξσ(1) · · · ξσ(k) | Un−k(ξ¯σ(k+1) · · · ξ¯σ(n))) · a)
+
∑
i< j
εi jVn−1((−1)
|ξi |−1[ξi, ξj]SN · ξ1 · · · ξ¯i · · · ξ¯j · · · ξn | a) = divΩ Vn(ξ | a),
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where ξ¯i denotes the projection of ξi to T
•+1
poly
(M), Sp,q ⊂ Sp+q is the set of (p, q)-shuffles and the signs
ε(σ, ξ), εi j are the Koszul signs coming from the permutation of the ξi, and |ξ | =
∑
i |ξi |. Note that
δΩ is extended to a degree +1 derivation on SymT
•+1
poly
(M)[u]. The maps Uk : Sym
kT•+1
poly
(M) −!
D•+1
poly
(M) are the Taylor components of Kontsevich’s L∞-morphism.
Indeed, one can show that for any a = [a0 ⊗ · · · ⊗ am] ∈ C−m(A), Γ ∈ Gk,m and ξ = ξ1 · · · ξn with
ξi ∈ Γ(
∧ki T M) we have13
(140) divΩ Vn(ξ | a) − Vn(δΩξ | a) =
∑
(Γ,e)
(−1) |Eb (Γ) |w∂eΓVΓ(ξ | a),
by identifying Γ(
∧n T M) with C∞(M)[θ1, . . . , θn], where θi are odd variables such that divΩ =∑
1≤i≤n
∂2
∂ti∂θi
. In fact, we have
(141)
∑
e∈Eb (Γ)
(−1) |Eb (Γ) |w∂eΓ =
∑
i
∫
∂iC
0
n,m(D)
ω∂
Γ
− u
m∑
k=0
(−1)km
∫
C0
n,m+1
(D)
j∗kωΓ,
where jk is defined as follows: Define a map
j0 : C
0
n,m(D) −! Cn,m(D)
(z, 1, t1, . . . , tm) 7−! (z, t1, . . . , tm)
(142)
Moreover, define a map
λ : C0n,m(D) −! C
0
n,m(D)
(z1, . . . , zn, 1, t1, . . . , tm) 7−! (z1, . . . , zn, 1, tm, t1, . . . , tm−1)
(143)
Then the collection jk := j0 ◦ λ ◦ · · · ◦ λ︸      ︷︷      ︸
k times
, for k = 0, 1, . . . ,m − 1 defines an embedding
(144) j : C0n,m(D) ⊔ · · · ⊔ C
0
n,m(D) −֒! Cn,m(D).
Moreover, note that
(145)
∫
Cn,m+1(D)
ω =
m∑
k=0
(−1)km
∫
C0
n,m+1
(D)
j∗kω,
and the second term on the right-hand side of (141) is given by Vn+1(ξ | Ba). Let us look at the
boundary integral in the first term of the right hand side of (141). As argued in [13], one can show
that treating the boundary strata of type I, the only remaining term will be the sum in (139) containing
the Schouten–Nijenhuis bracket. The strata of type II will give a contribution as the sum in (139)
containing Kontsevich’s L∞-morphism and a term Vn−1(ξ | ba).
Note that (141) together with (109), (125) and Lemma 7.4 ensure that Tr( f ⋆ g) = Tr(g ⋆ f ) since
divΩ π
ϕ
~
= 0.
Using Equation (139), we get that the twist of V by π
ϕ
~
is indeed a chain map. Recall from Section 6
that the zeroth cyclic homology CH0(A~) is isomorphic to the zeroth Hochschild homology HH0(A~),
13We use the same notation as in Lemma 7.4.
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which is again isomorphic to the zeroth Poisson homology HP0(M). Hence the chain map V
π
ϕ
~
induces a map
(146) C∞(M)[[~]][u, u−1]  CH0(A~)  HH0(A~)
V
π
ϕ
~
−−! HP0(M) −! R((~))[u, u
−1],
given by integration as in (81). 
8.2. Relation to the Tamarkin–Tsygan theorem.
Theorem 8.2. The trace formula in (114) evaluated at any periodic cyclic chain c ∈ PC−m(A~) is
given by (89).
Proof. Note that since the Lie derivative with respect to the Poisson tensor π is defined by Lπ :=
d ◦ ιπ − ιπ ◦ d, we get an isomorphism of complexes
(Ω−•(M,R)[[~]][u, u−1], Lπ + ud) −! (Ω
−•(M,R)[[~]][u.u−1], ud)
α 7−! α exp (ιπ/u) .
(147)
Let At be a 1-parameter family of algebras given by A[[t]] as an R[t]-module. Denote by V
π :=∑∞
n=0
1
n!
Vπn . Consider the Gauss–Manin connection on the periodic cyclic cohomology viewed as
a vector bundle over the parameter space (see e.g [32, 41, 17]). In [17] it was shown that for a
1-parameter family πt of solutions to the Maurer–Cartan equation, e.g. with polynomial dependence
πt = tπ for a Poisson tensor π, and a cyclic cycle ct ∈ PC−m(At ), which is horizontal with respect
to the Gauss–Manin connection, the class of ((exp
(
ιπt /u
)
Vπt )(ct ) in
⊕
j≥0 H
m+2j (M,R)[[~]]u j is
independent of t. Denote by V˜π := exp
(
ιπt /u
)
Vπt the image of Vπt under the isomorphism (147)
with formal Poisson structure πt . Since [V˜
πt (ct )] is independent of t, we can set the Poisson tensor to
be zero. In our case we have t = ~ and this will allow us to put ~ = 0 in π
ϕ
~
and to merge all the π
vertices at zero (see Figure 7). This will produce wheel graphs as considered e.g. in [7, 42]. Let us
denote the weight for a wheel graph with j vertices by w j .
Note that the curvature of the Grothendieck connection is contained in the R-vertices (see Section
4.5). Hence, considering the Propagator P on the disk we can compute the weight of a wheel diagram
with j black vertices. We will get
(148) w j =
∫
C0
j+1,0
(D)
P(z1, z2) ∧ · · · ∧ P(zj, z1) ∧
j∧
k=1
P(0, zk)
where z1, . . . , zj are the vertices labeled by R. Moreover, if we recall that Rℓ(x, y) = R
k
ℓ
(x, y) ∂
∂yk
and
Rk(x, y) := Rk
ℓ
(x, y)dxℓ , we get a differential form
(149) Vj(R · · · R | 1) =
∑
∂ℓ1∂k j R
k1
ℓ1
(x, y)dxℓ1 ∧ ∂ℓ2∂k1R
k2
ℓ2
(x, y)dxℓ2 ∧ · · · ∧ ∂ℓ j∂k j−1R
k j
ℓ j
(x, y)dxℓ j ,
where we sum over all indices. Thus permuting everything into the right place we get Tr(R j), where
by abuse of notation we also denote by R the appearing curvature. The permutation will give a sign
(150)
j−1∏
k=1
(−1)s = (−1)
∑ j−1
s=1
s
= (−1)j(j−1)/2 .
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To get the correct form degree and be consistent with the isomorphism 147, we will need a factor of
u j . Indeed, note that φ(0, u) = u, which in fact appears for any π
ϕ
~
-vertex and hence merging this j
times we get a factor u j .
One can easily see that the propagator P will reduce to Kontsevich’s angle propagator P(0, zi) =
1
2π
d arg(zi) and hence w j vanishes if j is odd. Note that if j is even, we have
(151)
∫
D
j∧
k=1
P(0, zk) =
1
(2π)j
∫
D
j∧
k=1
d arg(zk) =
1
(2π)j
j∏
k=1
∫
D
d arg(zk) =
j∏
k=1
1
k
=
1
j!
.
Therefore, as it was computed in [7, 42], we get
(152) w j =
∫
C0
j,0
(D)
P(z1, z2) ∧ · · · ∧ P(zj, z1) ∧
j∧
k=1
P(0, zk) = −(−1)
j(j−1)/2
Bj
(2 j) j!
,
where Bj are the Bernoulli numbers14. Hence we have
(153) [V˜π=0(1)] =
exp ©­«
∑
j≥2
w ju
jVj (R · · · R | 1)
ª®¬
 .
Thus we get
(154) [V˜π=0(1)] =
exp ©­«−
∑
j≥1
B2j
(4 j)(2 j)!
u2j Tr(R2j )
ª®¬
 = det1/2
(
uR/2
sinh(uR/2)
)
= Âu(T M).
Recall from Section 2.2 that the Connes isomorphism Co is given by
Co: PH•(A) −! H
•(M,R)[u, u−1]
[a0 ⊗ · · · ⊗ am] 7−!
1
m!
a0da1 ∧ · · · ∧ dam.
(155)
Then for any c ∈ PC•(A) we can see that one gets
(156) [V˜π=0(c)] = Âu(T M)Co(c),
In fact, Co(c0) = Ch(c) is the Chern character of the cyclic cycle c. Note that if c = 1 we get Co(1) = 1.
The map I is given by integration
∫
M
[V˜π(c)] exp(ιπ/u)Ω for a chosen volume form Ω on M and thus
(157) I(c) =
∫
M
Âu(T M)Ch(c) exp (ιπ/u)Ω.

14Note that this makes indeed sense since the Bj is zero for odd j , 1. The case of j = 1 is not relevant since j has to be
at least two.
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a1
a2
a3
a4
1
Figure 7. Illustration of the merging of all π
ϕ
~
-vertices (illustrated in gray) to the
center of the disk. The black vertices on the wheel contain the curvature coming from
the Grothendieck connection by the 1-forms R.
8.3. The symplectic case. In [33] a similar construction was considered for symplectic manifolds.
They formulate a global trace map using the 1-dimensional Chern–Simons theory15 within the setting
of the BV formalism, by considering solutions of the Quantum Master Equation, and solutions of
Fedosov’s equation (22). Moreover, they extend this map to an equivariant one with respect to the
S1-action. Let us give some more details for this construction. Let (M, ω) be a symplectic manifold
of dimension 2d and consider a symplectic connection ∇ on T M . Let
(158) Ω̂−•(T M) := Ŝym(T∗M) ⊗
−•∧
T∗M,
−•∧
T∗M :=
⊕
k
k∧
(T∗M)[k]
Moreover, define a map∫
Ber
: Γ(Ω̂−•(T M)) −! C∞(M)
a(x, y, ~) 7−!
∫
Ber
a(x, y, ~) :=
1
d!
(
1
2
ωi j∂yi ∧ ∂y j
)d
a(x, y, ~)

x=y=0
,
(159)
where ωi j are the components of ω−1. Let Ω•(M, Ω̂−•(T M)) denote the complex of differential forms
with values in Ω̂−•(T M). The symplectic connection can be extended to a map
(160) ∇ : Ωk(M, Ω̂−•(T M)) −! Ωk+1(Ω̂−•(T M)).
15This is simply the case of topological quantum mechanics with action S =
∫
S1
pdq.
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A degree zero element S ∈ Ω•(M, Ω̂−•(T M))[[~]] is said to satisfy the Quantum Master Equation if
(161)
(
∇ + i~∆ +
i
~
dTMF
)
exp
(
i
~
S
)
= 0,
where dTM is the de Rham differential on T M , ∆ := Lπ = [dTM, ιπ] with π the Poisson structure
induced by ω (here L denotes the Lie derivative), and F is the Weyl curvature tensor given as in (18).
In fact (Ω̂−•(T M),∆) is a BV algebra like as in Appendix A.2, which is why in [33] they call Ω̂−•(T M)
the BV bundle. One can show that if (161) is satisfied, the operator ∇ + i~ + {S, }∆ is a differential
on Ω•(M, Ω̂−•(T M)). Here { , }∆ denotes the odd Poisson bracket defined by ∆. For a solution S of
(161), we define the twisted integration map∫
S
: Ω•(M, Ω̂−•(T M)) 7−! Ω•(M,R)((~))
a 7−!
∫
S
a :=
∫
Ber
exp
(
i
~
S
)
a.
(162)
In fact, one can show that
(163)
∫
S
: (Ω•(M, Ω̂−•(T M))[[~]],∇ + i~∆ + {S, }∆) −! (Ω
•(M,R)((~)), d)
is a cochain map and hence, by composition, we have a map
(164)
∫
M
∫
S
: H0(Ω•(M, Ω̂−•(T M))[[~]],∇ + i~∆ + {S, }∆) −! R((~)).
Fix a solution γ of (22). Then one can construct a nilpotent16 solution γ∞ of (161) as an effective
action
(165) γ∞ := −i~ log
∑
Γ∈G0
~
ℓ(Γ)
|Aut(Γ)|
∫
CΓ(S1)
ωΓ(γ,PS1),
where G0 denotes the set of all connected graphs, ℓ(Γ) denotes the number of loops of Γ, Aut(Γ)
denotes the automorphism group of Γ, and ωΓ(γ,PS1) a differential form depending on a chosen
propagator PS1 on S
1 and γ.
Define a map
(166) [ ]∞ : Ω
•(M,W) −! Ω•(M, Ω̂−•(T M))[[~]]
which represents a factorization map from local observables on the interval to global observables on
S1. The trace map in this setting is defined by
Tr: C∞(M)[[~]] −! R((~))
f 7−! Tr( f ) :=
∫
M
∫
γ∞
[σ−1( f )]∞,
(167)
where σ is the symbol map (23).
For the equivariant formulation, extend the map σ to the BV bundle
(168) σ : Ω•(M, Ω̂−•(T M)) −! Ω•(M,R),
16i.e. there is some N ≫ 0 such that γN∞ = 0, which is in fact true since the exponential map will terminate for some
power.
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by sending yi, dyi 7! 0, and define the S1-equivariantly extended complexes
(169) Ω•(M,W)S
1
:=
(
Ω
•(M,W)[u, u−1, dt],∇ +
1
~
[γ, ]⋆ − uι d
dt
)
,
where t is the coordinate on S1, and
(170) Ω•(M, Ω̂−•(T M))S
1
[[~]] :=
(
Ω•(M, Ω̂−•(T M))[u, u−1],∇ + i~∆ + {γ∞, }∆ + udTM
)
.
Moreover, one can extend the map [ ]∞ to an equivariant version
(171) [ ]S
1
∞ : Ω
•(M,W)S
1
−! Ω
•(M, Ω̂−•(T M))S
1
[[~]],
and show that it still remains a cochain map for the equivariant differentials. Furthermore, one also
defines an equivariant twisted integration map∫ S1
γ∞
: Ω•(M, Ω̂−•(T M))S
1
[[~]] −! Ω•(M,R)((~))[u, u−1]
a 7−! σ
(
ud exp (~ιπ/u) a exp
(
i
~
γ∞
))
.
(172)
Remark 8.3. In fact one can show that (172) extends (162) as
(173) lim
u!0
∫ S1
γ∞
a =
∫
γ∞
a, a ∈ Ω•(M, Ω̂−•(T M)).
Again, one can show that (172) remains a cochain map with respect to the extended complexes, and
in particular the composition
(174)
∫ S1
γ∞
[ ]S
1
∞ : Ω
•(M,W)S
1
−! Ω•(M,R)((~))[u, u−1]
is a cochain map. The S1-equivariant trace map is then defined by
TrS
1
: Ω•(M,W)S
1
−! R((~))[u, u−1]
f 7−! TrS
1
( f ) =
∫
M
∫ S1
γ∞
[ f ]S
1
∞ .
(175)
Moreover, the relation to (167) is
(176) Tr( f ) = TrS
1
(dtσ−1( f )).
8.4. Feynman graphs for cotangent targets. Consider the case of the Poisson Sigma Model with
target a cotangent bundle M = T∗N for some manifold N . Then by Proposition 4.2 and Lemma 7.6
the graphs will reduce to a certain class of graphs. We have two different bulk vertices. There are
vertices labeled by π
ϕ
~
and vertices labeled by R. The π
ϕ
~
-vertices emanate two arrows, representing
q¯- and p¯-derivatives as in Section 4.3, and there are no arrows arriving at them, since the Poisson
structure is constant. The R-vertices emanate one arrow and there can be an arbitrary amount of arrows
representing q¯-derivatives arriving at them, but by Proposition 4.2 we can only have at most one arrow
representing a p¯-derivative arriving. We also consider vertices on the boundary representing solutions
γ of (42). For each of them there are no arrows emanating and arbitrarily many arriving.
Example 8.4. Examples of graphs appearing for cotangent targets are given in Figure 9 and 10.
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π
ϕ
~
R
γ
Figure 8. The interaction vertices appearing in the cotangent case. The straight
arrows represent a q¯-derivative and the wavy arrows represent a p¯-derivative. There
are no incoming arrows at the π
ϕ
~
-vertices and exactly two emanating arrows. There
are arbitrarily many incoming arrows representing the q¯-derviatives for an R-vertex,
but at most one arrow representing a p¯-derivative and exactly one arrow emanating.
For the γ-vertices we have arbitrarily many incoming q¯- and p¯-derivatives and no
emanating arrows.
R
π
ϕ
~
c
q¯
Figure 9. Example of a graph contributing to the trace formula for a cotangent target.
Note there is no p¯-derivative for the R-vertex. Moreover, one can check that it provides
a correct degree count. Indeed, the amount of black vertices in the bulk is given by
2, hence dimC0
Γ
(D) = 4 and the form degree of ωΓ is given by |R| + 1 + 2 = 4.
8.5. Relation to the Nest–Tsygan theorem. Let M = T∗N be the cotangent bundle for a manifold N
endowed with its canonical symplectic form ω and consider the constant function 1 on the boundary
of the disk. In this setting we get the following theorem.
Theorem 8.5. The trace formula (114) satisfies (80).
Proof. One can easily check that by Proposition 4.2 and degree reasons the only diagrams contributing
within the trace formula are given by wheel-like loops as in Figure 11, and residual graphs as in
Figure 12. Using the same construction as in Section 8.2, we can merge the gray vertices to the
center, and obtain wheel graphs which again will give rise to Âu(T M). Recall that Âu(T M) =
Â0(T M) + uÂ1(T M) + u
2 Â2(T M) + · · · , where Âj(T M) ∈ H
2j (M). Note that we choose Ω to be the
symplectic volume form ω
d
d!
and, using (89), we can see that if c = 1, the u’s will all cancel eachother
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R
π
ϕ
~
π
ϕ
~
c
q¯
p¯
q¯
Figure 10. Example of a graph contributing to the trace formula for a cotangent
target. Note there is only one p¯-derivative for the R-vertex. Moreover, one can check
that it provides a correct degree count. Indeed, the amount of black vertices in the
bulk is given by 3, hence dimC0
Γ
(D) = 6 and the form degree of ωΓ is given by
|R| + |π
ϕ
~
| + 1 + 2 = 6.
and thus it will not depend on u. Indeed, we have
(177) exp(ιπ/u) =
∞∑
n=0
1
n!
1
un
(ιπ)
n
=
∞∑
n=0
~
n
n!
1
un
n∏
k=1
(Tϕ∗ω)ik jk
©­«
∑
1≤i1< j1< · · ·<in< jn ≤2d
n∏
k=1
ι∂ik ι∂jk
ª®¬ ,
and therefore
(178) exp(ιπ/u)
ωd
d!
=
∞∑
n=0
∑
1≤i< j≤2d
1
un
~
n
n!d!
d−n∏
k=1
(Tϕ∗ω)ik jk
d∧
k=1
dxik ∧ dx jk .
By degree reasons, the only surviving terms in Âu(T M) exp(ιπ/u)
ωd
d!
are
(179) Â(T M) exp(−ω/~)
∞∏
k=1
exp
(
~
k−1ωk
)
, ωk ∈ Ω
2(M)
From the field theoretical construction, it is easy to check that the sum over all residual graphs will
exactly give a contribution exp (ω~/~). Indeed, the integral
(180)
∫
D
φ(z, u)s =
i
2π
sus−1
∫
D
(1 − |z |2)s−1dz ∧ dz¯ = us−1, s ≥ 1,
and for s = 1, we get
∫
D
φ = 1. Hence summing over all such graphs we get exp(π
ϕ
~
) = exp(ω~/~).
Putting everything together, we have
(181) Tr(1) =
∫
M
Â(T M) exp(ω~/~).

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1
Figure 11. Example of a wheel graph that gives a contribution to the trace formula
if we place the constant function 1 on the boundary. The π
ϕ
~
-vertices are represented
by the gray vertices and the R-vertices are represented by the black vertices. The
picture without the center vertex and the corresponding arrows starting at the center
is meant to be before merging. After merging we get the wheel with spokes pointing
outwards.
π
ϕ
~
1 φ
Figure 12. The appearing residual graphs. Here 1 and φ both are regarded as the
generators of the relative equivariant cohomology on the disk H•
S1
(D, ∂D).
8.6. Reduction of the trace formula for cotangent targets.
Proposition 8.6. The trace map for the globalized Poisson SigmaModel with cotangent target reduces
to the trace map (175).
Proof. Consider the Poisson SigmaModel with target a cotangent bundle M = T∗N for somemanifold
N such that dim M = 2d. The Poisson structure is then induced by the canonical symplectic form ω
on M . Note first that (114) can be written as
(182) Tr( f ) =
∫
M
ρ(Tϕ∗ f )|y=0 exp(Tϕ
∗h |y=0)Ω +O(~) =
∫
M
f exp(h)Ω +O(~),
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where h was the Hamiltonian function for π such that divΩ π − [h, π] = 0. Indeed, by considering the
Feynman graph expansion of V
π
ϕ
~
n , we get that
(183) Tr( f ) =
∫
M
∞∑
n=0
~
n
n!
Pn(Tϕ
∗π, Tϕ∗h, ρ(Tϕ∗ f )) exp(Tϕ∗h)Ω,
where Pn are differential polynomials in Tϕ
∗π, Tϕ∗h, and ρ(Tϕ∗ f ). Now, considering cotangent
targets and choosing Ω to be the symplectic volume ω
d
d!
, we can see that the leading order ~ term of
Tr( f ) is given by
(184)
∫
M
f
ωd
d!
.
Since π is constant, we get that divΩ π = 0 and hence [h, π] = 0, which implies that h is constant, e.g.
h = 0. This is also compatible with the Nest–Tsygan theorem. One can compute
(185) Tr(1) =
∫
M
Â(T M) exp(ω~/~) =
∫
M
(Â0(T M) + Â1(T M) + · · · )
∞∑
n=0
1
n!
ωn
~
~n
=
∫
M
(Â0(T M) + Â1(T M) + · · · )
∞∑
n=0
1
n!
1
~n
(
−ω +
∑
k≥1
~
kωk
)n
=
(−1)d
~d
(∫
M
(Â0(T M) + Â1(T M) + · · · )
ωd
d!
+O(~)
)
=
(−1)d
~d
(∫
M
Â0(T M)
ωd
d!
+O(~)
)
=
(−1)d
~d
(∫
M
ωd
d!
+O(~)
)
,
Note that we have used Â0(T M) = 1 ∈ H
0(M). Using the Feynman graphs for the corresponding
effective theory together with the fact that, for a solution γ of (22), the leading ~ term of dTMγ is
given by ωi jdy
i ∧ dx j , it can be seen that the leading ~ term of (175) is given by
(186)
∫
M
∫
Ber
f exp(ωi jdy
i ∧ dx j/~) =
(−1)d
~d
∫
M
f
ωd
d!
.
Here we use that the map
∫
Ber
will give rise to the symplectic volume form ω
d
d!
on M . Therefore the
~ leading terms coincide. Moreover, in [33] they also show how the trace (167) is compatible with
the Nest–Tsygan theorem. Note that the morphism Vπ
ϕ
~ , which is given as the expectation value of
the Fedosov-type formal global action, gives rise to the twisted integration map, where the effective
action is indeed given in terms of a solution γ of (22) since (43) is reduced to (22) for the symplectic
case as explained in Section 4.5. This action functional corresponds to γ∞, which can bee seen by
using the corresponding Feynman rules on S1. Moreover, the Grothedieck connection gives rise to
the globalization map [ ]S
1
∞ for observables and the quantization map ρ reduces to the inverse of the
symbol map σ. 
Appendix A. BV algebras and relation to field theory
We want to recall some notions on BV algebras as in [31], and how it is related to the original gauge
formalism developed by Batalin and Vilkovisky within quantum field theory.
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A.1. Braid algebras. Let us first recall what a braid algebra is. A braid algebra B is a commutative
DG algebra endowed with a Lie bracket [ , ] of degree +1 satisfying the Poisson relations
(187) [a, bc] = [a, b]c + (−1) |a |( |b |−1)b[a, c], ∀a, b, c ∈ B
An identity element in B is an element 1 of degree 0 such that it is an identity for the product and
[1, ] = 0.
A.2. BValgebras. ABValgebra A is a commutativeDGalgebra endowedwith an operator∆ : A• −!
A•+1 such that ∆
2
= 0 and
∆(abc) = ∆(ab)c + (−1) |a |a∆(bc) + (−1)( |a |−1) |b |b∆(ac)
− ∆(a)bc − (−1) |a |a∆(b)c − (−1) |a |+ |b |ab∆(c), ∀a, b, c ∈ A.
(188)
An identity in A is an element 1 of degree 0 such that it is an identity for the product and ∆(1) = 0.
One can show that a BV algebra is in fact a special type of a braid algebra. More precisely, a BV
algebra is a braid algebra endowed with an operator ∆ : A• −! A•+1 such that ∆
2
= 0 and such that
the bracket and ∆ are related by
(189) [a, b] = (−1) |a |∆(ab) − (−1) |a |∆(a)b − a∆(b), ∀a, b ∈ A.
Moreover, in a BV algebra we have
(190) ∆([a, b]) = [∆(a), b] + (−1) |a |−1[a,∆(b)], ∀a, b ∈ A.
A.3. Connection to field theory. Wewould like to explain the name “BV” algebra. This comes from
the approach to deal with gauge theories in quantum field theory developed by Batalin–Vilkovisky in
the setting of odd symplectic (super)manifolds. Let (F, ω) be an odd symplectic (super)manifold. In
physics, F is called the space of fields. Let f ∈ C∞(F) and consider its Hamiltonian vector field Xf .
One can check that C∞(F) endowed with the Poisson bracket
(191) { f , g} := (−1) | f |−1Xf (g)
is a braid algebra. Let µ ∈ Γ(Ber(F)) be a nowhere-vanishing section of the Berezinian bundle of
F. This represents a density which is characterized by the integration map
∫
: Γc(F, Ber(F)) −! R.
Hence µ induces an integration map on functions with compact support
(192) C∞(F) ∋ f 7−!
∫
L⊂F
f µ1/2,
for some Lagrangian submanifold L ⊂ F, where the integral exists. Then one can define a divergence
operator divµ X by
(193)
∫
F
(divµ X) f µ = −
∫
F
X( f )µ.
Lemma A.1. For a vector field X let X∗ = −X − divµ X . Then
(194)
∫
F
f X(g)µ = (−1) | f | |X |
∫
F
X∗( f )gµ.
Moreover, divµ( f X) = f divµ X − (−1) | f | |X |X( f ) and if S ∈ C∞(F) is an even function, then
divexp(S)µ X = divµ X + X(S).
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One can then define ∆ to be the odd operator on C∞(F) given by
(195) ∆( f ) = divµ Xf .
A BV (super)manifold (F, ω, µ) is then an odd symplectic (super)manifold with Berezinian µ such
that ∆2 = 0.
Proposition A.2. Let (F, ω, µ) be a BV (super)manifold.
(1) The algebra (C∞(F), { , },∆) is a BV algebra, where ∆ is given as in (195) and { , } is the
odd Poisson bracket coming from the odd symplectic form ω as in (191).
(2) The Hamiltonian vector field associated to some f ∈ C∞(F) is given by the formula Xf =
−[∆, f ] + ∆( f ), where [ , ] denotes the commutator of operators.
(3) If S ∈ C∞(F) and ∆S is the operator associated to the Berezinian exp(S)µ, then ∆S = ∆ − XS
and ∆2
S
= X
∆(S)+ 1
2
{S,S }.
Note that point (3) is exactly the case that we have in quantum field theory. Moreover, if
(196) ∆(S) +
1
2
{S, S} = 0,
we get that ∆2
S
= 0, which ensures a BV algebra structure. In physics, the function S is called the
action and Equation (196) is usually called the Quantum Master Equation17.
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