No consensus regarding the universal validity of any particular interpretation of the measurement problem has been reached so far. The problem manifests strongly in various Wigner's-friend-type gedankenexperiments of which the extended Wigner's Friend gedankenexperiment (FRE) devised by Daniela Frauchiger and Renato Renner is definitely the most striking so far. All gedankenexperiments of this kind involve comparing quantum and classical information of which only the latter obeys the second law of thermodynamics. I conjecture that biological cell, as a dissipative structure, is the smallest agent capable of processing quantum information through its cytoplasmic membrane on which it performs measurements, and that this mechanism must have been extended by natural evolution to endo-and exosemiosis in multicellular organisms, and further to language of Homo sapiens. Any external stimuli acting on a cell membrane must be measured and classified by the cell in the context of classical information to provide it with an evolutionary gain. And to this end, the cell must apply a certain measurement basis of its choice, so at least for that reason this classification is inherently imperfect. Quantum information contained in a pure quantum state cannot be classified, while incoherent mixtures of non-orthogonal quantum states are only partially classifiable. The inconsistency in the FRE experiment stems from this non-orthogonality or partial classifiability, which becomes visible if this experiment is presented as a Markov chain.
I. Introduction
It is my conviction that life explains a measurement problem in quantum mechanics. This conjecture was probably firstly hinted by Howard Pattee in [HP71] and I still work on to support it, refining various concepts connecting dots, gathering facts, but also stumbling and making mistakes [SL18] . As this conjecture is about life, it must involve endo-and exosemiosis in a broad sense including inter alia various areas of human relations.
The remarkable gedankenexperiment devised by Daniela Frauchiger and Renato Renner [FR18] (an extension of the Wigner's Friend gedankenexperiment) proved that quantum mechanics cannot consistently describe the use of itself in terms of classical information. And it cannot indeed. QM deals with quantum information, while the one that we are constructed to experience is classical. "We form for ourselves images or symbols of the external objects; the manner in which we form them is such that the logically necessary consequences of the images in thought are invariably the images of materially necessary consequences of the corresponding objects. (...) Experience shows that the demand can be satisfied and that such correspondences do in fact exist" [HH94] 1 . The fact that individual perceptions of quantum reality usually correspond to each other does not imply that any common and consistent objective reality do in fact exist up to each and every single measured quanta. Relativity of perceptions of moving observers is not questioned in relativity theory but we do insist on consistent objective reality of QM. If existed, taking into account relativity, it would have to apply solely to still (unmoving) observers? But do they ever exist? I do not think that QM is incomplete, imperfect or requires some peculiar interpretation conflicting with an experience. On the contrary, this tricky linear algebra of complex vectors is perfect and complete. Only the manner in which a single living cell perceives the world, that humans have received in the course of natural evolution, known otherwise as the measurement problem, form barriers to QM understanding and acceptance. After all, imaginary unit in the Schrödinger equation is hard to imagine.
Section II of this paper briefly summarizes the differences between quantum and classical information to show that the concepts of time, distinguishability and storage are inherent to the latter. Section III deals with the concepts of classical and quantum probability. Section IV is a review of the entropy formulas. Section V is devoted to a biological cell, both classical and quantum device and the smallest agent (aka the smallest observer) capable of processing quantum information through its cytoplasmic membrane on which it performs measurements, wherein such processing holds also for multicellular conglomerates. Section VI contains a proposition of a simulation of the FRE as a Markov chain to show that the inconsistency in this experiment arises from non-orthogonality of the involved quantum states. Finally Section VII deals with other agents either theoretically capable of performing observations (artificial) or maintaining biological evolution (viruses) and their inability to act as observers in an infinite time interval.
II. Information
Information can be either quantum or classical. Bit is the smallest unit, the atom of classical information and qubit is the smallest unit of the quantum one. The relative phase factor of the qubit is lost upon qubit measurement and the qubit reduces to one bit of classical information.
Classical information is finite and distinguishable (clearly 0 is distinguishable from 1). A recording medium is necessary to make a measurement and any record of a quantum measurement can be encoded in a finite bit string. Classical information (as opposed to quantum one [WZ82] , [PB00] ) can be cloned and deleted (along with a corresponding minimum energy dissipation and entropy increase given by Landauer's principle). Therefore the concept of a measurement which reduces quantum to recordable classical information requires, in order for the latter to be processed, an introduction of the concept of memory, which in turn, via Landauer's principle, brings about the concept of entropy, as every memory must be finite. Classical information must also relate to spatially and/or temporary distinguishable phenomena above the uncertainty principle threshold, violation of which would imply a violation of the second law of thermodynamics [HW12] . Finally classical information is read bit by bit by those who can interpret it, which include living biological cells, their multicellular conglomerates, eusocial and antisocial groups of such cells and conglomerates, as well as Turing machines. Temporal distribution of classical information must be taken into account w/r/t the information decay of the recording medium (including memory) it is stored within and the storage capacity this medium provides. Lack of any classical information about a past event equalises this event, how bizarrely would it sound, to an event that has never happened.
Quantum information is infinite and indistinguishable (with the exception of orthogonal quantum states). If two quantum particles of the same kind are indistinguishable their trajectories between two distinct moments of time they were measured 2 are undefined, which leads to BoseEinstein (symmetric) or Fermi-Dirac (antisymmetric) particle statistics, of which the latter accounts for the great variety of chemical properties of the atoms in the universe [RF85] . Particles' indistinguishability is also a foundation of classical statistical thermodynamics based on MaxwellBoltzmann statistic, on which the concepts of ideal gas and Boltzmann entropy are based. Indistinguishable TPPF152 organic molecules (430 atoms, ~6 nm diameter) are the largest complex particles for which quantum interference has been observed so far [GEA11] and quantum interference is present only for indistinguishable particle(s). It is the effect of this indistinguishability. Distinguishability is in the eyes of an observer, whose interpretation department [FL85] assigns a distinguishable label to classify the information that he/she/it perceives. Quantum measurements repeated w/r/t the same basis provide (in theory) zero information [CM11] , while by mere definition an information must be gained from a measurement.
Relational Quantum Mechanics (RQM) introduced by Carlo Rovelli [CR97] provides a framework to reconcile quantum and classical information. It postulates (1) a maximum amount of classical information (N bits) that can be extracted from a system (all systems are in RQM assumed quantum by nature) and (2) that it is always possible to extract new bit of classical information about a system by means of an additional question, if only it is at least partially independent on (non-parallel to) the questions that have been used to extract this N bits. After asking this additional question, new information is available, but the total amount of classical information about the system does not exceed N bits. Postulate (2) expresses the experimental result about the world coded in quantum mechanics. Accordingly every contingent statement about nature is in the RQM proposed to be reinterpreted as a relational assertion and Planck's constant is just the transformation coefficient between physical units (position × momentum) and classical information units (bits). RQM, however, does not treat an observer as any special, system and maybe that is the reason it fails to investigate the extent to which the noticed consistency between different observers' descriptions of the objective reality could be taken as the missing input for reconstructing the full formalism of the quantum mechanics. Indeed, if classical information is distinguishable, measuring observers are distinguishable too. They should also be capable of performing measurements and reacting to these results (at least to record them). The ability to measure and react to the environment is a feature that all living systems share [ER11] and no two single living cells are indistinguishable as the fitness-relevant information they store in their memories must be different. They would not interfere with each other in a double slit experiment.
III. Probability
Probability can be either classical or quantum. Classical probability is commonly defined as the measure of the likelihood that an event will occur. It is therefore a circular definition, requiring an interpretation. Two competing ones exist. The ontic (also called objective or scientific or physical) interpretation assumes some objective physical element of reality: a coin, a dice, a roulette, a football team in a given match, etc. to which probability is associated and either calculated as a relative frequency of occurrence of the event in a long run of previous trials (frequentism) or modelled as a tendency of this element of reality to produce this event occurrence (propensity). The epistemic (also called subjective or evidential) interpretation regards probability as a measure of the degree of belief of an individual assessing the uncertainty of the future event occurrence on the basis of previous experiences.
The ontic interpretation involves calculations and logical inferring and thus may be employed by humans and human designed algorithms. The epistemic one in principle requires only the memory to store the prior experiences on which the subjective degree of belief is based or estimated. I avoid the word inferred in this context, as there are various theories of reasoning to arrive at this degree of belief. Bayesian probability, Dempster-Shafer theory, Lotfi Zadeh possibility theory are just a few examples. In any case this degree of belief must be based on some classical information recorded earlier 3 and a way it is inferred is a secondary issue. Therefore epistemic probability is employed not only by humans, but also by other living organisms provided with memory tuned to gain and 3 retain fitness-relevant information [NP08] . It may be thus regarded as an equivalent of a survival instinct. Turing machines do not have the survival instinct, not to mention beliefs.
Quantum probability is associated with a measurement of a pure quantum state and calculated using the Born rule as a square of a probability amplitude. It can be easily set in practice by rotating polarisers or Stern-Gerlach apparatuses, using quantum gates on qubit registers etc. It is mathematically elegant but brings about the measurement problem that in turn demands an interpretation and no consensus in this matter has been reached so far [SKZ13] . In any case quantum probability seems to be more advanced than the concept of classical ontic probability which is just a quarterdeck over the concept of the quantum measurement itself. Consistent objective reality cannot be thus both objectively probabilistic (ontic) and probabilistically objective (quantum), while remaining consistent. That is it cannot simultaneously satisfy assumptions (S), (Q) and (C) as defined in [FR18] .
IV. Entropy
Entropy is a function of classical probability. Otherwise (i.e. for impossible events, for certain events and for pure quantum states) it amounts zero. Entropy or some monotonic function of entropy appears for example automatically in the equations of anyone who is willing to use Bayes' theorem for hypothesis testing [EJ03] .
In statistical mechanics classical entropy is related to the notion of multiplicity (Wahrscheinlichkeit) W, closely related to probability, the number of different ways a number of indistinguishable particles can be distributed in a thermodynamic system, a certain volume of space composed of adjoining compartments, according to Boltzmann entropy formula
or its Gibbs generalisation to non-equilibrium systems with multiplicities not having equal probabilities
that shows that W represents the inverse of probability for a system in thermodynamic equilibrium. Any given physical system corresponds to many different thermodynamic systems [EJ65] and if Gibbs entropy formula "had been recognised from the outset as a measure of [missing] information, or of uncertainty, then it would be dimensionless and the burden of carrying the units of energy would be transferred to the temperature T" [ABN08] . Recent work on entropic gravity [EV10] also suggests that all forces are entropic in nature and space is just a statistical concept serving solely to classify particles passing through holographic screens with regard to their energy, while the amount of information differentiates inertial and non-inertial frames. Within this approach classical information causes motion. Dropping the spherical symmetry of the equipartitioned energy and the flow of information through spherical screens lead to asymmetrical, diversified energy fields observed in everyday situations. Such an asymmetrical energy distributions are responsible for our perception of space.
In classical information theory, Shannon entropy 2 1 log
quantifies the information gained, on average, while measuring random variable, where the outcomes are given by classical probabilities p i . In the case of a binary random variable Shannon entropy simplifies to
S H is equal to the average number of questions needed to ask in order to acquire the missing information about the measured random variable [ABN08] : increasing the number of possible outcomes will require more questions to be asked; deviation from uniformity of their distribution will decrease the average number of questions. S H increases in only one direction, towards uniformity. It is said to measure our ignorance about the properties of a system that exists objectively strong, i.e. it is independent of the act of measurement or of man's presence in the world [KJD85] . Such a system would definitely belong to a consistent objective reality that man strives for to define. If it only existed. Finally, quantum von Neumann entropy formula
defines the entropy of a quantum system containing a statistical ensemble of quantum states described by density matrix  (directly or in terms of its eigenvalues  i ). In case  describes measurements of a single qubit, von Neumann entropy simplifies to
in base 2 Hatched area represents non-orthogonality between S H and S Q
These formulas are illustrated in Fig. 1 for S G describing a thermodynamic system containing two particles in two compartments (W = 2) in Planck units (k B = 1) and S Q for a density matrix describing two non-orthogonal states.
Volume integration over the Maxwell-Boltzmann particle statistic introduces the natural base of the logarithm in Boltzmann and Gibbs entropy formulas and indistinguishability of particles is further assumed, as it would otherwise lead to the Gibbs paradox. Bases of the logarithms in Shannon and von Neumann formulas may be freely chosen, though base 2 is typically used if S H and S Q are to be measured in bits. Therefore Boltzmann and Gibbs entropies are scalable only w/r/t multiplicity W, Shannon and von Neumann entropies are scalable w/r/t the number of outcomes/states and also the base b, and von Neumann entropy is further scalable w/r/t the orthogonality of the states of . S Q = 0 if  describes an ensemble containing just one, pure quantum state (a certain or impossible event in the wording of Shannon entropy where S H = 0), increases if  describes a probabilistic mixture of non-orthogonal pure states to reach S Q = S H if all states of  are orthogonal, in which case the density matrix is devoid of the interference entries between the states it describes. This is equal to say that these states can be reliably distinguished, cloned and deleted. In other words, outcomes of the binary random variable in S H are informationally distinguishable, similarly as the states of S Q if only they are orthogonal; otherwise they are ether partially distinguishable or indistinguishable if just one pure state is considered. Shannon entropy is therefore von Neumann entropy of orthogonal (distinguishable) quantum states that are thus quantified as existing objectively strong [KJD85] . But this is just this partial distinguishability that sometimes becomes inconsistent.
V. Biological cells
Biological cells are both classical and quantum. Cells are considered to emerge on Earth at least 3.5 billion years ago 4 . A cell consists of cytoplasm containing various biomolecules such as proteins and nucleic acids, which is enclosed within a lipid bilayer membrane with embedded proteins functioning as a holographic screen. Interestingly cells that not adhere to other cells or surfaces do not proliferate [RSEA17] . It is just like uniform distribution of classical information on the cell's membrane preventing it from spatially locating itself in an environment would inhibit the cell's evolution.
Theoretical minimum diameter of a spherical cell compatible with a system of genome expression and a biochemistry of contemporary character has been estimated to 200 nm, including its membrane [NRC99] . Cells are alive, wherein life is commonly defined as characteristic distinguishing physical entities that feature signalling and self-preservation (i.e. survival instinct), from those that do not, either because such features have ceased or because these features have never existed for a given entity, which is thus classified as inanimate.
Cell signalling understood as an ability of a cell to perceive and respond to its microenvironment is the basis of a normal cell self-preservation. Semiosis, the processes of production, communication and interpretation of signs -coding and de-coding -takes place within and between organisms [LB08] . Therefore, while interacting with the environment, a single biological cell must process information through its selectively permeable membrane, a screen separating the cell from the environment. And this information must be classical. Any external stimuli acting on a cell membrane must be measured and classified by the cell in the context of classical information to provide it with an evolutionary gain. And to this end, as in any other quantum measurement, the cell must apply a certain measurement basis of its choice. This classification is therefore inherently imperfect and burdened with an error but it is these errors that condition the survival of the cell and are the engine of the evolution. The better the organism perceives and responds to its environment, the better it is adapted to survive and reproduce. Quantum information contained in a pure quantum state cannot be classified, while incoherent mixtures of non-orthogonal quantum states are only partially classifiable, as shown in Fig. 1 .
The Planck area ℓ P 2 is the area by which the surface of a spherical black hole increases when it absorbs one bit of classical information. It is therefore the smallest area through which a classical information can be processed. Assume (1) a sphere having diameter equal to ℓ P , (2) a sphere circumscribed over a cube having a side equal to ℓ P , and (3) a Planck particle having a radius equal to ℓ P . Simple calculations show that the surface of such a sphere encompasses respectively , 3, and 4 Planck areas ℓ P 2 and thus provides respectively 3, 9 and 12 bits of information surface. Information surface of probably the smallest Porcine circovirus type 1 having a capsid diameter of only 17 nm would amount 3.47x10 54 bits. The surface of the theoretically smallest spherical biological cell (d = 200 nm) provides 4.81x10 56 bits of information. For biological cells (as opposed to viruses which do not feature semiosis) this information must change and thus be erased during the biosemiotic processing and Landauer's principle allow to calculate the energy that would be required to erase N bits of information stored at such a 200 nm diameter cell's boundary at a given ambient temperature as Nk B Tln(2). This amount (1.16x10 36 J) would be certainly enormous in an ambient temperature of 253 K (-20 0 C) considered to be the lowest temperature limit for a cell to sustain metabolism [CEA13] . Yet clearly not the whole cell boundary participates in semiosis and clearly not the whole information is erased in a given cycle of information processing. But there is also a lower conceivable bound on a possible cell diameter (d), as a certain energy (E min ) would still be required to erase N bits of information from the cell's membrane, so that##
E min equal the hydrogen ground state energy (13.6 eV) at T = 253 K would allow to erase 899 bits of classical information from a sphere of 2.73x10 -25 nm in diameter, which is still a sphere much larger then Planck particle.
Any biological system in thermodynamic equilibrium, which converts inanimate food into a highly organized structure and obeys various other constraints would violate the second law of thermodynamics [EJ65] . Therefore a cell is a dissipative structure, a thermodynamically open system operating in nonlinear manner far from thermodynamic equilibrium, having a dynamical régime that is in some sense in a reproducible steady state, which was reached by natural evolution. This dissipative structure requires that a portion of the energy flowing through it be used to maintain this far from equilibrium, stable, steady state, while the entropy of the universe increases at a more rapid rate than would occur if the dissipative structure did not exist. It seems that the degree of organization within either system, equilibrium or dissipative, is timeless. Essentially, time is dependent on a system's distance from equilibrium. Hence, time is made when a system moves away from equilibrium and time is lost when a system moves towards equilibrium. A dissipative structure existing in a stable steady state may be seen as storing time [RM08] .
Multicellular organisms evolved simply to bypass the limits defined by cell surface area to cell volume ratio [RM08] . But the mechanism of biosemiotic communication (i.e. processing classical information through the cell membrane) that emerged in a single cell must have been transferred in the process of evolution to multicellular organisms taking a form of endosemiosis inside an organism and exosemiosis between organisms of the same or different species. Eusocial groups of organisms (ants, bees, termites, etc.) also process classical information. Certainly human communication involving processing of classical information in a form of abstract definitions is a form of exosemiosis, which thus extends to the numerous areas of human relations, sociology, democracy, politics. The impact of fake classical information (known as fake news) is currently widespread. An eusocial football team also processes classical information during the game to achieve an evolutionary gain of winning the match.
Cells' semiosis must obviously be based on the ability of a cell to retrieve the classical information stored in its limited memory, regardless of the actual implementation of this mechanism which is still not fully understood though clearly the more information an organism wants to store and process, the more energy has to be spent on it [ER11] . It has been demonstrated in [GR14] for example that the process of remembering may not require, as it is commonly believed, the conventional neural networks; pathways of animals' brains and neurons are just one possible, undeniably sophisticated, solution, but they may not be a necessary requirement for learning. Memory has evolved to enhance the reproductive fitness [NP08] and is in turn related with the concept of asymmetrical, unidirectional flow of time. Every materialized form of human creation is associated with a certain function predicting the increase of entropy in the future. In contract law it is called a warranty, a promise that this form will behave, at least for the guarantee period, as expected. Living organism oppose entropic forces (energy flow) through their reactions (information flow).
If all systems are quantum systems [CR97] and classical information is processed solely in endo-and exosemiosis what mode of information processing takes place inside the cell? The histone wrapping of DNA (classical information; human genome storage capacity is estimated to 800 MB) may serve to shield coding protons from decoherence [PD04] and organisms may exploit thermodynamic gradients by acting as heat engines to reduce the effective temperature of certain molecular complexes to a mere 1.6×10 −3 K [KM99] . It has been shown in [GEA12] that quantum systems save memory by partially discarding some binary property (which is congruent with RQM Postulate 2) and yet retain enough information to recover statistical differences between probabilities of events conditioned by this binary property provided not all the states processed by the quantum system are mutually orthogonal. This is a reasonable assumption. We usually do not experience orthogonal perceptions, but rather smooth approximations of non-orthogonal ones. Thus, there always exist quantum models of greater efficiency than the optimal classical model, unless the optimal classical model is already ideal. And this partial discarding of binary properties must obviously include finite recollections stored in our brains.
I conjecture that biological cells employ quantum information processing while the cell boundary measures and reacts to the quantum systems both inside and outside of the cell, converting quantum information to classical one. And this classical information obeys the second law of thermodynamics both outside of the cell, as well as inside it, where it must be erased increasing entropy at least by Landauer limit. I conjecture though that quantum information entropy S Q inside the cell increases faster than classical entropy S G outside it. Classical information communicable between humans includes both information derived from measurements of external quantum systems, as well as the information prepared on the basis of memorized recollections. The latter decays faster.
I dare to question the concept of the wave function collapse. Nothing collapses and nothing is corrupted during the measurement at the cell boundary (or at the consciousness boundary defined by the quantum neural network of human brain) but is merely recorded. This boundary is the Heisenberg's cut in the von Neumann's chain and quantum theory, as applied to observation, is indeed in blatant contradiction with experience [JN55] . It must be. Nor causality nor influence nor collapse are good words in the context of quantum measurements [BG10] . Every living cell perceives classical information while the objective reality is quantum and thus cannot be consistent. At least not within a classical definition of this word provided by assumption (C) in [FR18] . Classical information undergoes entropy, even though the Information Age creates an illusion that it does not. 
VI. Wigner's Friend Experiments
inside a perfectly isolated laboratory at time t 0 , in a base {|0, |1} whom he (W) later (say at time t 1 ) interrogates about the result of her observation at time t 0 . It is a postulate (or axiom) of QM that such a joint, isolated system, including the quantum system | A , | F  modelling the friend F and | D  modelling all devices (D) and everything else inside of her laboratory, for W evolves unitarily as a single entangled state 6 | AFD  = | A | F | D . According to another QM postulate W may measure just the state | A  tracing out | D  and | F  with Born rule calculated probabilities in a given eigenbasis that he chooses. Yet another postulate of QM states that for F, the quantum system | A  collapses while she performs its measurement. This ambiguity, or contradiction between unitary evolution of a closed quantum system and its collapse, paved the way to the notion of and discussions about coherent superpositions of mind or brain states of observers, which I find irritating as I can hardly imagine brains interference for example. To sharpen this apparent contradiction in [DD84] David Deutsch allowed F to communicate to W if she observes a definite outcome or not (not revealing the value of this outcome), using just one bit of classical information leaving otherwise perfectly isolated F's laboratory.
This shifty-split is indeed problematic. In [REA12] it has been disclosed for example that the ratio of the interference pattern's double-slit spectral power to its singleslit spectral power decreased when attention of 137 people was focused toward the double slit as compared to away from it. Factors associated with consciousness, such as meditation experience, electrocortical markers of focused attention, and psychological factors including openness and absorption, significantly correlated in predicted ways with perturbations in the double-slit interference pattern. These results should not be taken lightly. Taking into account widespread development of quantum computing it may be favourable to locate quantum computers in some classified locations and to run them randomly in order to limit the number of people, that might inadvertently increase their decoherence rates by paying attention to their operation. Especially if these people happened to be open-minded or meditating.
The extended Wigner's friend gedankenexperiment [FR18] (FRE) enhanced the contradiction between quantum state unitary evolution and quantum state initialization or observation even more. Inconsistent results of this experiment indicate that quantum theory cannot consistently describe the use of itself, i.e. it cannot be extrapolated to systems including agents who are themselves using quantum theory for drawing conclusions (at least not in a straightforward manner) even though it is successfully used to describe fundamental processes in particle and solid state physics, cosmic microwave background, radiation of black holes [FR18] , etc.
The FRE involves four agents. Agents F 1 and F 2 (Friends) are enclosed in isolated labs L 1 and L 2 , while agents W 1 and W 2 (Wigners) measure the labs L 1 and L 2 as shown in Fig. 2 . According to the experimental procedure the consecutive steps of the experiment are repeated in rounds until the halting condition in the last step is satisfied. The experiment starts with F 1 measuring the first qubit A (agents' measurement bases are listed in the third columns of 
Then, depending on the outcome, F 1 prepares a second qubit B according to the formula
and sends it to F 2 (this is the only qubit of information breaching perfectly isolation of F 1 lab L 1 ). Then W 1 measures L 1 announcing the outcome to W 2 and in the last step W 2 measures L 2 . If W 2 heard W 1 announcing |m and W 2 himself measured |- the halting condition is satisfied. Now, W 1 measuring |m is certain that W 2 will measure |+, while QM permits that he'll measure |- with quantum probability of 1/12. In [SL18] I argued that this contradiction stems from the inherent fallibility of F 1 preparing the state of the second qubit B on the basis of the measurement of the first one. But this does not explain it. Such a fallibility would be measureable and there is no reason to expect that these statistic would in any way relate to 1/12. This guess however led me to conclude that these are not just the measurement registrations that are at the core of the paradox of this experiment but acting upon these registrations is required. Other experiments of this kind (Schrö-dinger's cat and Wigner's friend) are weird but do not render logically inconsistent results.
After F 2 received the second qubit B, both qubits A and B may be described, as proposed in [JB17] , by the quantum register that has evolved unitarily to an entangled bipartite state. This state can be expanded in the FRE measurement bases as: AB   1  1  1  h0  t0  t1  3  3  3   2  1  p0  t1  3  3   1  2  h0  t+  3  3   1  1  m  m+  12 12
and, as concluded in [JB17] , produces contradiction. The total state | AB  (6) however is not considered as the correct description of the FRE in [FR18] . Indeed, the fact that |m- (the halting condition) in the last expansion is permitted does not directly imply that |h1 in the first expansion is forbidden (cf. (5)) and the equation (6) is not formally valid representation of the qubits A and B at any time as phase factors (omitted in (6)) are lost during measurements. Derivation of the contradiction in the FRE (p. 4 col. 2 of [FR18] ) assumes that the entanglement between | A  (4) and | B  (5) is implemented by nature, through the unitary evolution of F 1 's lab L 1 (not by simply tracing out D 1/2 and F 1/2 components of the labs L 1/2 as proposed in [JB17] ). This unitary evolution (cf. Table 1 , of [FR18] ) is assumed to be in the form:
Now h A |t A  = 0 but 0 B |+ B  = 1/√2, so no unitary, normpreserving transformation U would satisfy U|h A  = |0 B  and U|t A  = |+ B  (0 B |+ B   h A |U † U|t A ) for a single qubit A and a single qubit B. Therefore the L 1 component (|h L1 , |t L1 ) is required to provide orthogonality between these states. If the measurement process is modelled according to von Neumann measurement scheme then |h L1  = |h 1 h 2 …h m  and |t L1  = |t 1 t 2 …t m  describe at least m particles of the measuring instrument used during the measurement process of | A  (4) yielding |h A  or |t A  or even all the particles inside the lab L 1 including F 1 herself, her devices and all her stuff, since further quantum evolution U of the lab L 1 is idle from 10→20 and irrelevant from 20→30 (cf. Table 1, of [FR18] ). In any case from 00→10 |h L1  and |t L1  is assumed to entangle respectively with |0 B  or |+ B . In the limit of large m these two states |h L1 |0 B  and |t L1 |+ B  become very nearly orthogonal [NC00] , so that
comes orthogonal to |m L1 |0 B  with all the implications it provides for the no-go theorem of [FR18] (cf. p. 4, col. 2, l. 4-7). 0 1 0 2 …0 m |+ 1 + 2 …+ m  = 2 -m/2 . For m equal to the Avogadro constant (it is reasonable to assume that any measuring device contains more than 1 mole of substance) it is effectively 0. But even accepting validity of this approximation, there are other problems with such composite quantum systems in the FRE: measurements of the entire labs L 1 and L 2 as big quantum systems are not technologically feasible, so that this experiment remains gedanken one, and quantum circuits do not allow wires to be joined together as denoted by "⁆" at n:20 and at n:30 on the circuit diagram In any case the inconsistency in the FRE is triggered solely by the way the second qubit B is conditioned by F 1 on the basis of the measurement of the first qubit A in (5), irrespectively on how the entanglement of A with B would be technically implemented. Analysis of this experiment using just the total state | AB  (6) is certainly convenient and it provides the same statements as those listed in Table 3 of [FR18] , derived on the basis of Heisenberg operators. Subscripts A/B/L 1 are thus omitted in Table 1 and below.
Let us model the FRE as a Markov chain involving four agents performing consecutive measurements of the | AB  in the predefined bases listed in Table 1 , as shown in Fig. 3(a) . F 1 and W 1 measure component A, while F 2 and W 2 measure B component of the total state | AB . After obtaining a measurement result of a first component of the | AB  in the first step, in six out of eight states indexed by agent-result tuples, each agent is certain which agent should go next to obtain his or her measurement result of a second component of the | AB  with certainty. Accordingly s/he passes | AB  on to this agent to obtain this predefined measurement in a predefined basis and so on. Only in cases W 1 obtains |p (state 3+) or W 2 obtains |+ (state 7) they cannot be certain. Yet, W 1 for example may assume that F 2 will obtain |0 (or |1) with probability of 0.8 (or 0.2), on the basis of the probability amplitudes in the projection implied by measuring |p. Similarly W 2 upon obtaining |+ takes the next step to be state 1 with probability 0.2 or state 2 otherwise, invoking a random number generator that outputs "1" or "2" with probabilities 0.2 and 0.8, respectively 5 . Diagram of the chain is illustrated in Fig. 3(b) . 4 shows the first steps of such chains w/r/t transition probability p in states 3 and 7. In general the 8x8 transition matrix of these chains is not regular so they do not have a stationary vector and not all states communicate. Indeed states 4 (|m) and 8 (|-) vanish already after the first step which illustrates an incompatibility of |m- joint measurement. |m or |- can only be measured once and at the start in the FRE presented in this way. If the chain progresses along the highest transition probability 6 of p = 1 it evolves towards 3-5 periodic orbit if started with states 1, 3, 5, 8 or towards 2-7 orbit otherwise, as shown in Fig. 4(a) and Fig. 4(b) . Fig. 4(c) illustrates a strange attractor feature of this experiment with 3-5 and 2-7 stable orbits and intermittency in-between. This intermittency is obviously triggered by uncertainty of W 1 and W 2 in states 3 and 7 which is in turn due to the nonorthogonality of the quantum states in | B  (5). Comparing measurements of non-orthogonal quantum states in a single experimental setup does not yield consistent results. As the states |0 and (|0 + |1)/√2 in (5) are nonorthogonal they contain some redundancy since both have a component in the |0 direction. This increases their indistinguishability level as compared to orthogonal ones. 5 We also assume that W 1 and W 2 pass | AB  always respectively to F 2 and F 1 .
6 I conjecture that other gedankenexperiments of the FRE kind, yet to be devised, might provide different transition probabilities. This is the same non-orthogonality of quantum states that is present in no-cloning theorem, no-deleting theorem, Bell's theorem, Hardy's paradox, the mystery of the quantum cakes, etc. Much of the essence of quantum theory already makes itself known in the case of just two nonorthogonal states [CF98] . One may not build on that a chain of logical implications as illustrated in Fig. 4(c) showing such chains randomly switching between 3-5 and 2-7 orbits of consistency. In general transition probabilities in states 3 and 7 determine the evolution of the Markov chain. For p = 1 or p = 0 it is consistent or parallel or determined, as shown in Fig. 4(a), Fig. 4(b) and Fig. 4(e) ; for p = ½ it is consistently inconsistent or perpendicular or chaotic, as shown in Fig. 4(d) , while for the transition probabilities rendered by projections in states 3 and 7, it is merely and mostly just inconsistent, as shown in Fig. 4(c) .
Quantum theory can be extrapolated to systems including agents who are themselves using quantum theory for drawing conclusions, if only the facts they use, the observer independent facts [CB18] , lie in an orthogonal basis; i.e. are perpendicular or parallel with respect to each other. This is the only way they can be independently discussed. Therefore QM indeed does not satisfy Assumption (C) defined in [FR18] . As illustrated by the above Markov chain example, even if agent F 1 is certain at time t 0 (and only if she's in state 2) that agent W 2 , upon reasoning using QM, is certain that he will observe |+ at time t, F 1 cannot conclude with certainty that |+ is indeed observed at time t. F 1 is right to exclude |- possibility for that particular single round of the experiment in which she has measured |t. In epistemic (subjective) interpretation of classical probability her degree of belief in occurrence of the |- outcome by W 2 on the basis of her previous experience (measuring |t outcome) must equal zero. For her it is just an impossible event. This underlines the difference between epistemic and ontic interpretation of classical probability. But it is not the problem of quantum mechanics. QM consistently describes the use of itself in terms of quantum information but it also consistently undermines the notion of consistent objective reality (built from bits of classical information). These inconsistent results in the FRE should not be disturbing however. They appear in an experiment meticulously designed to expose them in measurements of isolated quantum states. Sources of our perceptions are not isolated.
VII.

Wigner's Colleagues
Gedankenexperiments of the Wigner's-friend-type should be formally considered in a time-independent scale of the pure quantum states being measured to ensure that verifiable results are always provided. The FRE inconsistency is statistically present only in certain rounds. Theoretically it may take an infinite long time to occur (derivation of the statement W 0:00 in [FR18] assumes infinite number of rounds). Since all devices fail (and may also unexpectedly halt) and all individual living organisms die, any agent capable of measuring and recording outcomes may simply break down. And at the moment of the agent's failure which is just the question of time, the gedankenexperiment stops leaving no contradiction to consider. Pure quantum states never fail if only their decoherence is prevented.
Are there any other agents capable of performing observations robustly and always, as required by the quantum states being measured?
Universal Turing machines (and all that we call artificial intelligence) are similarly as biological cells capable of pattern recognition, which recognition may or not be correct (however the measure of correctness is defined by a programmer), and evolutionary algorithms employ the principles of biological evolution. But all these machines may simply and unexpectedly halt during the experiment not only due to the fact that they obey the second law of thermodynamics but also upon receiving pathological input that will cause them to hang. Quantum algorithms processing quantum information, on the other hand, are not bounded by the halting problem present in any Turing-complete model of computation (cf. Appendix 1). Therefore, living organisms ensure infinite time interval not only due to their dissipative structure properties but also, by processing quantum information, due to the avoidance of the halting problem.
The storage capacity of the Internet, for example, is estimated as 10 24 bits. On the other hand the fruit fly (Drosophila melanogaster) brain, that is considered to be the smallest one, is estimated to have 135 000 neurons by Drosophila connectome researchers. Assuming they form a quantum register and each neuron is just one qubit, of which at least the latter assumption is pretty underestimated, the register of this size may simultaneously store 2 135 000 different states. It is difficult to imagine a human made quantum computer containing 135 000 trapped ions (or any other physically supported qubit implementations) encased in an enclosed box provided with all the necessary installations preventing decoherence in order to main their coherent superposition, on which some quantum algorithm would be implemented not only to infinitely preserve this state of homeostasis from within, but also capable of measuring the environment outside this box and processing this information in a continuous manner. Viruses are capable of maintaining biological evolution, thus bearing dissipative structure properties. They also feature biological phenomena called host tropism, tissue tropism, or cell tropism, which refer to the way in which they preferentially target specific hosts, tissues or cell types. But in this targeting virus does not process any information, be it classical or quantum, but simply binds to specific cell surface receptors to enter a cell and deliver its genome. In this sense, it is an organic, chemical compound capable of damaging a biological living cell similarly as gamma radiation or carbon monoxide. Viral evolution takes place only in the infected host cells, so viruses, though complex, remain indistinguishable organic molecules, the quantum interference of which will, I think, one day be observed.
VIII. Conclusions
As Howard Pattee put it in [HP71] the "physical meaning of a recording process in single molecules 7 cannot be analysed without encountering the measurement
