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     Il seguente lavoro di tesi descrive la realizzazione di un sistema di Business Intelligence 
per la gestione di impianti eolici di proprietà di un’azienda tedesca e dislocati sul territorio 
italiano. Obiettivo del caso di studio è quello di fornire un sistema di supporto alle decisioni 
e di monitoraggio dei principali indicatori di performance.  
     Dopo aver presentato l’ambito in cui si è svolto il progetto saranno esposte le fasi di 
analisi dei requisiti, di progettazione concettuale e logica e verranno affrontate le temati-
che relative agli aspetti implementativi tipici di una piattaforma di Business Intelligence, 
dal processo di ETL alla realizzazione dell’applicativo di reportistica.  
Per ciascuna fase saranno presentate le problematiche e le relative soluzioni proposte; in 
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1.1 Presentazione del problema 
Le energie rinnovabili, come l’eolica e la solare, hanno raggiunto un livello di costi compe-
titivo rispetto a quello delle tecnologie convenzionali di generazione. Il mercato è in forte 
crescita e le rinnovabili rappresentano ormai una fonte di energia alternativa per un nu-
mero sempre più elevato di clienti. Gli attuali sistemi energetici, però, non sono in grado di 
offrire funzioni avanzate di controllo e gestione dell’energia. Le problematiche relative alla 
riduzione dei costi e delle emissioni rendono il tema dell’efficienza energetica uno dei prin-
cipali fattori competitivi e di investimento per le imprese.  
     L’andamento di un processo aziendale viene solitamente valutato mediante indicatori 
chiave di prestazione, meglio conosciuti come KPI1, il cui calcolo è realizzato a partire dai 
dati posseduti dall’azienda. Spesso, però, la mole di dati è talmente elevata da rendere 
difficile la loro elaborazione ed estrarne di conseguenza informazioni rilevanti. Inoltre, nella 
maggior parte dei casi, questi dati provengono da fonti disomogenee, per cui risulta neces-
sario ricorrere a tecniche di Data Integration2 al fine di rendere tali dati conformi tra loro 
ed eliminare la possibile presenza di errori.  
La Business Intelligence in questo caso può offrire un valido aiuto: attraverso un insieme di 
processi, tecniche e strumenti si raccolgono, trasformano e analizzano i dati a disposizione 
generando informazioni volte a supportare le attività dei decision maker.   
     Il lavoro realizzato all’interno di Advant S.r.l. e descritto nel seguente documento af-
fronta queste problematiche attraverso l’implementazione di un sistema che supporti le 
attività decisionali, strategiche e di monitoraggio dei consumi energetici. L’obiettivo è di 
permettere ai manager di conseguire i risultati stabiliti dalla direzione aziendale e di assi-
curare una gestione orientata al miglioramento continuo. 
 
                                                     
1 Key Performance Indicators. 
2 Con il termine Data Integration si indicano l’insieme di tecniche volte a standardizzare i dati in input in modo 
tale che le analisi possano essere svolte su dati accurati, integri e omogenei. 
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1.2 Rassegna della letteratura 
Di seguito sono presentati i testi consultati per la stesura della tesi: 
 Per gli aspetti riguardanti il contesto aziendale, oltre ai suggerimenti forniti dal per-
sonale dell’azienda cliente, si è fatto uso dei concetti presenti in [Gme 99] e [Terna 
15]. 
 Per la parte relativa alla progettazione concettuale e logica del Datawarehouse si è 
fatto riferimento alle soluzioni proposte in [Albano 14], [Kimball 02] e [Inmon 92]. 
 Per la parte implementativa e la documentazione degli strumenti utilizzati viene 
fatto ampio riferimento alla documentazione ufficiale Microsoft [Msdn 14]. 
 Per le fasi di Extract, Transform, Load si è fatto riferimento ai concetti presenti in 
[Albano 14] e alle tecniche implementative riportate in [Ruggieri 15]. 
 Per il capitolo relativo alla reportistica aziendale sono stati utili i concetti presenti 
in [Marchi 13] e [Albano 14]. 
 
1.3 Contenuto della tesi 
La tesi è organizzata come segue: 
 Il Capitolo 2 si apre con la descrizione delle aziende coinvolte nel lavoro di tesi. Sarà 
introdotto il business di riferimento e presentato il sistema elettrico nazionale. 
 Nel Capitolo 3 sono presentati i sistemi sorgenti con particolare attenzione al ruolo 
svolto da Terna e dal GME nel caso di studio. 
 Il Capitolo 4 presenta le prime fasi di sviluppo del progetto, a partire dalla specifica 
dei requisiti e degli indicatori chiave di business, fino ad arrivare alla progettazione 
concettuale dei Data Mart. 
 Nel Capitolo 5 vengono affrontati gli step conclusivi della progettazione concettuale 
e logica dei Data Mart. Il capitolo si chiude con la rappresentazione logica dello 
schema relazionale del Datawarehouse. 
 Nel Capitolo 6 sono presentati gli strumenti software impiegati per la realizzazione 
del datawarehouse e del sistema di Business Intelligence. 
 Nel Capitolo 7 è descritto lo sviluppo delle procedure di Estrazione, Trasformazione 
e Caricamento dei dati. Si descrivono i punti salienti dell’implementazione e le pro-
blematiche affrontate. 








Il caso di studio 
In questo capitolo saranno presentate le aziende coinvolte nel lavoro di tesi; verranno inol-
tre introdotti tutti gli attori interessati al fine di offrire un quadro completo ed esaustivo 
dell’ambiente di riferimento. 
2.1 L’azienda committente 
E.ON Energia è la società di vendita del Gruppo E.ON che in Italia fornisce energia elettrica 
e gas naturale; le sue attività sono concentrate sulle fonti rinnovabili, sulle reti energetiche 
e sulle soluzioni per i clienti, che rappresentano le componenti fondamentali del nuovo 
mondo energetico.  
     La strategia di E.ON mira ad aggiungere valore a tutti questi business, fornendo presta-
zioni eccezionali attraverso la continua innovazione e un forte orientamento al cliente, fi-
nalizzato alla comprensione delle esigenze dei consumatori, cui vengono offerte soluzioni 
su misura.  
Nello specifico, E.ON gioca un ruolo chiave nel settore eolico essendo tra i primi 10 opera-
tori a livello globale. In Italia si posiziona tra i primi 6 operatori del settore con 10 parchi 
eolici dislocati per lo più nel sud Italia e nelle isole per un totale di circa 328 MW in esercizio 
che producono una quantità di energia elettrica sufficiente a soddisfare i fabbisogni di circa 
180.000 famiglie. 
 
2.2 L’azienda ospitante 
Advant è una società di consulenza che offre soluzioni e servizi di Information Technology 
a grandi e medie imprese e alla Pubblica Amministrazione, attraverso gli strumenti tecno-
logici più avanzati e l'applicazione dei più recenti modelli di gestione aziendale.  
Advant nasce nel 2014 a Roma come azienda del gruppo Proge-Software, società italiana 
leader per le soluzioni sistemistiche e applicative in ambienti Microsoft, per ampliare la 
gamma di servizi e l’offerta di soluzioni tecnologiche da offrire ai propri clienti. 
     I principali centri di competenza di Advant, rappresentati in Figura 2.1, sono: 
 Business Intelligence & Datawarehouse: progettazione e realizzazione di sistemi 
completi di BI nelle diverse aree aziendali. 
8 
 
 Big Data: implementazione di piattaforme orientate alla gestione di grandi volumi 
di dati attraverso l’adozione delle migliori tecnologie di mercato. 
 Corporate Performance Management: sviluppo di progetti di pianificazione strate-
gica, di budgeting, reporting e analisi delle performance aziendali. 
 Sistemi ERP: progettazione, sviluppo, integrazione, migrazione, manutenzione e ge-
stione delle applicazioni con particolare competenza nell’ambito dei sistemi ERP ba-
sati su tecnologia Oracle. 
 
Figura 2.1 - Advant S.r.l - Centri di competenza 
 
2.3 Ambito di riferimento 
2.3.1 L’energia eolica: un po’ di storia 
L’uomo ha imparato a sfruttare l’energia del vento migliaia di anni fa. Tra le più antiche e 
conosciute applicazioni di energia eolica al servizio dell’uomo troviamo i mulini a vento, 
strutture costruite per trasformare l’energia cinetica del vento in energia meccanica per 
scopi agricoli, artigianali e industriali. Le prime tracce risalgono al 3000 a.C e la loro diffu-
sione ha contribuito a un notevole incremento di produttività nel campo dell’agricoltura. 
     Nel XIX secolo, l’invenzione della dinamo aprì nuovi orizzonti all’utilizzo dell’energia eo-
lica; iniziano le sperimentazioni per costruire il primo aerogeneratore destinato alla produ-
zione di energia elettrica. Tra gli anni ’20 e ’30 le turbine eoliche si diffusero notevolmente; 
nonostante ciò, la stragrande maggioranza veniva utilizzata esclusivamente come stru-
mento d’irrigazione. Solo in seguito alla crisi petrolifera degli anni ’70 l’attenzione venne 
riportata sullo sviluppo delle energie rinnovabili, tra cui quella eolica, coinvolgendo l’atten-
zione di importanti enti istituzionali e di ricerca, come la NASA in America.  
     Oggi, grazie anche agli incentivi statali del DM 6 luglio 2012, in Italia risultano installati 
115 impianti eolici per un totale di 8,66 GW di potenza installata contro i 134GW di potenza 
dell’Europa e i 433GW di potenza nel mondo3.  
                                                     
3 I dati fanno riferimento ai report pubblicati a fine 2015 rispettivamente da ANEV (Associazione Nazionale 
Energia del Vento) e GWEC (Global Wind Energy Council). 
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     Come qualsiasi altra fonte di energia, l’eolica porta con sé vantaggi e svantaggi. Partendo 
dai fattori positivi, l’energia del vento è energia pulita: non si crea infatti alcuna emissione 
di inquinanti durante il funzionamento degli impianti eolici. La quantità di energia prodotta 
da un parco eolico di piccole-medie dimensioni riesce a soddisfare il fabbisogno elettrico di 
circa 1000 famiglie. Per concludere, il prezzo di vendita dell’energia prodotta molto com-
petitivo e i bassi costi di manutenzione e smantellamento rendono il business dell’eolico 
più attrattivo rispetto ad altre fonti rinnovabili.  
Come già anticipato, esistono, però, anche degli effetti negativi. Gli svantaggi riguardano il 
forte impatto ambientale, per lo più visivo, e gli alti costi di realizzazione. Infine la produ-
zione di energia non è costante; la velocità del vento è infatti variabile nel tempo e dipende 
dal sito di installazione. 
2.3.2 Il sistema elettrico nazionale: gli enti coinvolti 





Tali segmenti corrispondono alle fasi del processo che conduce dalla produzione di energia 
elettrica all’utilizzo finale.  
Relativamente al caso in esame, E.ON si configura come società di produzione e vendita.  
L’energia prodotta deve essere poi immessa nella rete di trasmissione ad alta tensione e 
infine distribuita ai centri di consumo attraverso linee a media e bassa tensione. 
Il trasferimento dell’energia dai centri di produzione alle reti di distribuzione è gestito da 
Terna. Terna assicura un’efficiente e corretta gestione della rete di trasmissione offrendo 
un servizio di dispacciamento, coprendo, in ogni istante, l'equilibrio tra la domanda e l'of-
ferta di energia elettrica. 
La rete di distribuzione viene invece data in concessione a più operatori in base all’area di 
interesse4. 
Infine, il Gestore dei Mercati Energetici (GME) è l’ente responsabile dell'organizzazione e 
della regolamentazione del mercato elettrico e consente di stipulare contratti orari di ac-
quisto e vendita di energia elettrica.  
  
                                                     
4 Il decreto Bersani del 16 marzo 1999 ha segnato l’inizio del processo di liberalizzazione delle attività di pro-







Le sorgenti dati 
Nel seguente capitolo verranno introdotte le sorgenti dati che alimenteranno il dataware-
house. Sarà presentata la struttura di ciascuna fonte dati e descritte le relative misure di 
interesse. 
3.1 I sistemi SCADA 
Lo SCADA, Supervisory Control And Data Acquisition, è un sistema di controllo molto diffuso 
in ambito industriale per l’acquisizione e il monitoraggio elettronico di sistemi fisici.  
La sua struttura è molto semplice e comprende: 
 Uno o più sensori che effettuano misurazioni delle grandezze fisiche di interesse; 
 Uno o più microcontrollori che memorizzano i valori misurati dai sensori in una me-
moria interna; 
 Un server che raccoglie i dati dai microcontrollori e li memorizza nel database lo-
cale; 
 Una rete di telecomunicazione che permette la comunicazione tra i microcontrollori 
e il server; 
 Un’interfaccia che permette il monitoraggio da parte degli operatori. 
3.1.1 SCADA turbine di impianto 
Lo SCADA turbine di impianto è il sistema principale di monitoraggio e acquisizione dati 
degli aerogeneratori. Consiste in un server localizzato nella sottostazione di impianto, sul 
quale confluiscono i dati operativi di ogni turbina eolica.  
Lo SCADA mantiene per ciascuna sottostazione tre tabelle contenenti: 
 I log degli allarmi e di stato delle turbine; 
 La quantità di energia prodotta da ogni singolo aerogeneratore; 
 Le grandezze fisiche misurate dai sensori. 
La tabella relativa ai messaggi di allarme registra, per l’impianto e la turbina in questione, 
la causa che ha generato l’allarme, le date di inizio e fine, l’intervallo di tempo e un flag a 
indicare qualora il messaggio generato è relativo a un allarme o a un cambiamento di stato. 
La seconda tabella mantiene principalmente un contatore che registra ogni ora l’energia 
prodotta dal singolo aerogeneratore. L’ultima tabella, infine, registra le grandezze fisiche 
misurate dai sensori degli aerogeneratori con una cadenza di dieci minuti.  
Analizziamo nel dettaglio le grandezze fisiche a disposizione: 
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 dPotTotal: corrisponde alla potenza attiva, misurata in KiloWatt [KW]. 
 dPotReact: è la potenza reattiva, misurata in KiloVolt-Ampere Reattivi [KVAR]. 
 dVelViento: corrisponde alla velocità media del vento, misurata in metri al secondo 
[m/s]. 
 dTempGen: indica la temperatura media interna dell’aerogeneratore nei dieci mi-
nuti. 
 dPosNacelle: corrisponde alla posizione della navicella5 ed è calcolata in gradi [°]. 
Riepilogando, lo SCADA di livello turbina mantiene per ciascun impianto tre tabelle: ALAR-
MAS, HDBF e DIEZMINUTALES. La Figura 3.1 mostra lo schema riassuntivo di tali strutture 
dati. 
Tabella Descrizione Frequenza di aggiornamento 
ALARMAS Contiene le informazioni 
relative ai cambiamenti 
di stato e agli allarmi ge-
nerati da ogni singolo 
aerogeneratore 
Un nuovo record è inserito 
ogniqualvolta vi è un cambio di 
stato della turbina o viene ge-
nerato un allarme 
HDBF Contiene i dati relativi 
alla produzione di ener-
gia elettrica del singolo 
aerogeneratore 
Oraria 
DIEZMINUTALES Registra i dati acquisiti 
dai sensori di ciascun ae-
rogeneratore 
Ogni 10 minuti 
 
Figura 3.1 - Scada turbine di impianto – strutture dati 
 
3.1.2 SCADA sottostazioni di impianto 
Lo SCADA sottostazione di impianto è il sistema di monitoraggio e acquisizione dati dai vari 
apparati installati in una sottostazione elettrica. Consiste in due server localizzati nella sot-
tostazione di impianto sui quali confluiscono i dati relativi alle misure di alta tensione e alla 
produzione e consumo netti registrati dal contatore fiscale. 
Il server che preleva i dati dal contatore fiscale, da ora in poi server di Metering6, presenta 
un’unica tabella, RESULT_ENERGY, così strutturata: 
 Un campo ID_WFARM, a indicare l’impianto eolico di riferimento; 
 Un campo MES_TYPE, Measurement type, ovvero tipo di misura, a indicare se trat-
tasi di consumo o produzione di energia; 
 Un campo REFERENCE_DATE, a indicare il timestamp associato alla misurazione; 
                                                     
5 La navicella è l’involucro che ricopre i componenti dell’aerogeneratore. La navicella può ruotare fino a 180° 
sul proprio asse. 
6 Dall’inglese: metering = misurazione attraverso l’utilizzo di un contatore. 
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 Un campo VALUE_KWH, che memorizza il valore registrato dal contatore. 
 
Il server che raccoglie le misure di alta tensione prende il nome di SELTA, dalla tecnologia 
impiegata, e si compone di due tabelle principali: SELTA_5MIN e SELTA_TAGANA. 
SELTA_5MIN 
Registra con una cadenza di cinque minuti le grandezze fisiche di interesse ed è così strut-
turata: 
 Un campo IDTAGANA, che permette di risalire alla grandezza fisica e all’impianto 
eolico a cui si riferisce; 
 Un campo TIMEANA, a indicare il timestamp associato alla misurazione; 
 Un campo VALOREANA, che memorizza il valore della grandezza fisica. 
SELTA_TAGANA 
È la tabella di anagrafica che permette di contestualizzare i valori raccolti nella tabella 
SELTA_5MIN. Oltre al campo IDTAGANA, introdotto precedentemente, troviamo: 
 Un campo DESCRIZIONE, che specifica la grandezza fisica e l’impianto eolico a cui si 
riferisce; 
 Un campo UNITMIS, che specifica l’unità di misura associata alla grandezza fisica. 
Analizziamo quindi nel dettaglio le grandezze fisiche a disposizione: 
 CURRENT: è la corrente elettrica media prodotta dagli aerogeneratori, misurata in 
Ampere [A]. 
 FREQUENCY: è la frequenza7 media della corrente alternata immessa nella rete 
elettrica. È misurata in Hertz [Hz]. 
 TAP POSITION: indica la posizione del “gradino” della tensione c.c. del trasforma-
tore. È misurata in gradi centesimali [GRAD]. 
 LINE VOLTAGE: è la tensione8 della corrente in uscita dal trasformatore, misurata 
in KiloVolt [kV]. 
 ACTIVE POWER: corrisponde alla potenza attiva, misurata in MegaWatt [MW]. 
 REACTIVE POWER: è la potenza reattiva, misurata in MegaVolt-Ampere Reattivi 
[MVAR]. 
 WIND DIRECTION: misura la direzione9 del vento, espressa in gradi [°]. 
 WIND SPEED: è la velocità media del vento, misurata in metri al secondo [m/s]. 
 
                                                     
7 In Europa l’energia elettrica viene distribuita sotto forma di corrente alternata sinusoidale a frequenza co-
stante di 50 Hz. 
8 Come già riportato nel paragrafo 2.3.2, l’energia prodotta viene immessa nella rete di trasmissione ad alta 
tensione. In Italia le linee ad alta tensione viaggiano tra i 60kV e i 150kV. 
9 L’angolo di misurazione è calcolato in senso orario a partire da NORD. 
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Riepilogando, lo SCADA di sottostazione mantiene per ciascun impianto tre tabelle: RE-
SULT_ENERGY, SELTA_5MIN e SELTA_TAGANA. Le 
Figura 3.2 e Figura 3.3 mostrano gli schemi riassuntivi di tali strutture dati. 
Tabella Descrizione Frequenza di aggiornamento 
RESULT_ENERGY Registra la produzione e il 
consumo netto dell’im-
pianto eolico 
Ogni 15 minuti 
 
Figura 3.2 - Scada di sottostazione - Server di Metering 
 
Tabella Descrizione Frequenza di aggiornamento 
SELTA_5MIN Registra le misure di alta 
tensione 
Ogni 5 minuti 
SELTA_TAGANA Tabella di anagrafica per 
le misure di alta tensione 
- 
 
Figura 3.3 - Scada di sottostazione - Server SELTA 
 
3.3 Manutenzione 
I dati forniti dagli SCADA vengono arricchiti ulteriormente con le informazioni relative agli 
interventi di manutenzione. Tali informazioni possono essere fornite direttamente dal per-
sonale E.ON oppure provenire da enti esterni e si riferiscono a: 
 Ordini di dispacciamento impartiti da Terna; 
 Dettagli di un fermo turbina. 
Come già accennato nel Paragrafo 2.3.2, gli ordini di dispacciamento nascono dall’esigenza 
di bilanciare la domanda e l’offerta di energia. Terna comunica alle aziende produttrici que-
sta esigenza notificando via e-mail la necessità di limitare la produzione di energia. 
Il corpo del messaggio si compone di: 
 Un campo COD_UP, a indicare l’impianto eolico di riferimento. 
 Un campo COMMAND, che specifica il tipo di comando impartito. Un comando può 
essere di limitazione, nel caso in cui l’offerta di energia supera la domanda, o di 
ripristino. 
 Un campo QUANTITY_MW, a indicare, in caso di limitazione, la quantità di energia 
massima che è possibile immettere nella rete di trasmissione. 
 Un campo START_DATE, a indicare il momento entro il quale deve essere effettuata 
la limitazione. In caso di comando di ripristino, indica il momento a partire dal quale 
è possibile immettere nella rete la quantità di energia massima disponibile. 
Un comando di limitazione si traduce, il più delle volte, nella necessità di sospendere dal 
funzionamento una o più turbina eolica. Gli operatori che ricevono l’ordine di dispaccia-
mento inseriscono manualmente i dettagli del fermo macchina sul database aziendale. 
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Il documento si compone di: 
 Un campo ID_STOP, che identifica univocamente un fermo macchina; 
 Un campo ID_WFARM, a indicare l’impianto eolico di riferimento; 
 Un campo ID_WTG, a indicare la turbina eolica momentaneamente non in funzione; 
 Un campo CAUSE, che descrive la causa del fermo macchina; 
 Un campo DESCRIPTION, che arricchisce le informazioni già fornite dal campo 
CAUSE; 
 Un campo COMMENT, spesso compilato dagli operatori per sollecitare l’intervento 
di manutenzione; 
 Un campo STOP, a indicare il momento a partire dal quale l’aerogeneratore non 
risulta essere in marcia; 
 Un campo RESTART, a indicare il momento in cui l’aerogeneratore riprende il suo 
corretto funzionamento; 
 Un campo DURATION_SEC, che esprime in secondi la durata del fermo macchina; 
 Un campo ID_K, che identifica univocamente il K10, cioè il tipo di perdita di produ-
zione relativa al fermo macchina considerato; 
 Un campo ALARM_CODE, che corrisponde al codice d’allarme generato automati-
camente dalla turbina al momento del fermo; 
 Un campo SPARE_REQUESTED, a indicare la necessità di sostituire un componente 
dell’aerogeneratore. 
 
3.4 Dati di mercato 
Sono i dati generati dagli enti coinvolti nel sistema elettrico nazionale e riguardano: 
 Prezzi zonali dell’energia; 
 Fabbisogno energetico per area di interesse; 
 Prezzi di sbilanciamento; 
 Offerta di energia sul mercato. 
Di seguito una breve descrizione delle fonti dati di mercato per ciascun attore coinvolto. 
3.4.1 GME – Gestore Mercati Energetici 
Il GME gestisce la cosiddetta “borsa elettrica” italiana e consente a produttori, consumatori 
e grossisti di stipulare contratti orari di acquisto e vendita di energia elettrica. Ai fini pro-
gettuali, le informazioni di interesse sono quelle relative al cosiddetto Mercato del Giorno 
Prima e al Mercato Infragiornaliero. 
     Come riportato in [Gme 99], il Mercato del Giorno Prima (MGP) ospita la maggior parte 
delle transazioni e permette di vendere o acquistare blocchi di energia elettrica per il giorno 
successivo.  
La seduta del MGP si apre alle ore 8.00 del nono giorno antecedente il giorno di consegna 
                                                     
10 Il K specifica una serie di criteri secondo i quali la perdita di produzione deve o non deve essere considerata 
nel calcolo di alcuni indicatori di prestazione. Nel paragrafo 3.5 è fatto riferimento alle tabelle di anagrafica, 
tra cui i K relativi ai fermi macchina. 
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e si chiude alle ore 12.00 del giorno precedente il giorno di consegna. Gli esiti del MGP 
vengono comunicati entro le ore 12.55 del giorno precedente il giorno di consegna. 
     Il Mercato Infragiornaliero (MI) consente agli operatori di apportare modifiche ai pro-
grammi definiti nel MGP attraverso ulteriori offerte di acquisto o vendita. Il MI si svolge in 
cinque sessioni: MI1, MI2, MI3, MI4 e MI5. 
La seduta del MI1 si svolge dopo la chiusura del MGP, si apre alle ore 12.55 del giorno 
precedente il giorno di consegna e si chiude alle ore 15.00 dello stesso giorno. Gli esiti del 
MI1 vengono comunicati entro le ore 15.30 del giorno precedente il giorno di consegna. 
La seduta del MI2 si apre alle ore 12.55 del giorno precedente il giorno di consegna e si 
chiude alle ore 16.30 dello stesso giorno. Gli esiti del MI2 vengono comunicati entro le ore 
17.00 del giorno precedente il giorno di consegna. 
La seduta del MI3 si apre alle ore 17.30 del giorno precedente il giorno di consegna e si 
chiude alle ore 03.45 del giorno di consegna. Gli esiti del MI3 vengono comunicati entro le 
ore 04.15 del giorno di chiusura della seduta.  
La seduta del MI4 si apre alle ore 17.30 del giorno precedente il giorno di consegna e si 
chiude alle ore 7.45 del giorno di consegna. Gli esiti del MI4 vengono comunicati entro le 
ore 8.15 del giorno di chiusura della seduta.  
La seduta del MI5 si apre alle ore 17.30 del giorno precedente il giorno di consegna e si 
chiude alle ore 11.30 del giorno di consegna. Gli esiti del MI5 vengono comunicati entro le 
ore 12.00 del giorno di chiusura della seduta.  
     Riepilogando, il GME mette a disposizione i prezzi dell’energia per il Mercato del Giorno 
Prima e per i Mercati Infragiornalieri, per un totale di sei fonti dati così strutturate: 
 Due campi DATE e REFERENCE_HOUR che specificano il giorno e l’ora associati al 
prezzo; 
 Un campo MARKET, che identifica il mercato di riferimento; 
 Un campo ZONE, che identifica l’area geografica considerata; 
 Un campo PRICE_EUR, che specifica il prezzo dell’energia espresso in euro [€]. 
3.4.2 Terna 
Il secondo attore chiave nel sistema elettrico italiano è Terna, azienda che gestisce l’intera 
rete nazionale. Terna rende disponibile al pubblico, sotto forma di file Excel, ovvero un file 
con estensione .xls, i report relativi al fabbisogno energetico, i prezzi di sbilanciamento e 
alla componente perequativa. Per i dettagli di ciascun componente si è fatto riferimento a 
[Terna 15]. 
Fabbisogno energetico  
Esprime il quantitativo di energia elettrica che il sistema elettrico nazionale deve soddi-
sfare. Tale valore, variabile di ora in ora, è specifico per zona geografica ed è utilizzato nella 
fase di programmazione per la determinazione dei livelli di produzione e della configura-
zione di funzionamento della rete.  
Si compone di: 
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 Un campo REFERENCE_DATE, a indicare il timestamp associato al prezzo; 
 Un campo ZONE, che identifica l’area geografica considerata; 
 Un campo LOAD_DA_MWH, che specifica il fabbisogno di energia, espresso in Me-
gaWatt-ora [MWH]. 
Prezzi sbilanciamento  
Sono oneri a carico dei soggetti che immettono o prelevano energia dalla rete nazionale in 
misura diversa da quanto definito secondo i programmi di immissione e di prelievo.  
La sorgente dati è così strutturata: 
 Un campo REFERENCE_DATE, a indicare il timestamp associato al prezzo; 
 Un campo ZONE, che identifica l’area geografica considerata; 
 Un campo UNBALANCING_TYPE, a indicare se lo sbilanciamento è di segno positivo 
o negativo; 
 Due campi SELL_PRICE_EUR e BUY_PRICE_EUR che specificano rispettivamente i 
prezzi di vendita e acquisto, espressi in euro [€]. 
Componente perequativa  
L’ultimo set di dati è relativo alla componente perequativa pubblicata da Terna. La sua 
struttura è compatibile con le fonti dati analizzate in precedenza e presenta: 
 Un campo REFERENCE_DATE, a indicare il timestamp associato al prezzo; 
 Un campo ZONE, che identifica l’area geografica considerata; 
 Un campo PEREQ_PRICE_EUR, che specifica il prezzo della componente perequa-
tiva, espresso in euro [€]. 
 
3.5 Tabelle di anagrafica 
Per concludere, si descrivono le tabelle di anagrafica già presenti sul database aziendale. 
Anagrafica Parchi Eolici 
 ID_WFARM: identificativo dell’impianto eolico, utilizzato nei processi interni 
all’azienda. 
 ID_WFARM_MANUFACTURER: identificativo dell’impianto eolico, assegnato dal 
produttore. 
 DESCRIPTION: descrizione contenente il nome esteso del parco eolico. 
 TOTAL_WTG: numero totale di turbine installate nel sito. 
 TOTAL_MW: capacità nominale complessiva dell’impianto. 
 START_UP: data di entrata in esercizio dell’impianto. 
 MUNICIPALITY e PROVINCE: rispettivamente comune e provincia di ubicazione. 
 COD_UP: identificativo dell’impianto eolico, assegnato da enti esterni quali Terna e 
GME. 




 ID_WTG_FLEET: identifica univocamente l’aerogeneratore nella tabella di anagra-
fica. 
 ID_WFARM: identificativo dell’impianto eolico. 
 ID_WTG: identifica univocamente una turbina all’interno del parco eolico. 
 ID_WTG_MANUFACTURER: identificativo assegnato dal produttore. 
 WTG_MODEL: modello dell’aerogeneratore. 
 POWER_KWH: potenza nominale erogata. 
Anagrafica Zone di mercato  
La tabella di anagrafica delle zone di mercato presenta un unico campo, MKT_ZONE, che 
identifica l’area geografica secondo le convenzioni imposte dal Gestore dei Mercati Ener-
getici. 
Anagrafica Mercati  
L’anagrafica dei mercati presenta anch’essa un unico campo, MKT, che identifica il mercato 
di riferimento, sempre secondo le convenzioni imposte dal Gestore dei Mercati Energetici. 
Anagrafica Allarmi 
 ALARM_CODE: codice identificativo dell’allarme. 
 DESCRIPTION: descrizione estesa dell’allarme generato. 
 WTG_MODEL: modello dell’aerogeneratore che è in grado di generare questo tipo 
di allarme. 
Anagrafica Cause fermi macchina 
 CAUSE: descrive la causa di un fermo macchina. 
 CATEGORY: categoria del guasto; indica, ad esempio, se il fermo macchina è avve-
nuto per un problema elettrico, meccanico o di comunicazione. 
Anagrafica K 
 ID_K: identificativo del tipo di perdita di produzione relativa a un fermo macchina. 
 DESCRIPTION: descrizione della possibile causa che ha generato una perdita di pro-
duzione. 
 TYPE: tipo del K; indica il livello di emergenza su una scala da 1 a 5. 
 AVB_NET: letteralmente Net Availability, è un flag di stato che, se settato per il K di 
riferimento, non considera la perdita di produzione nel calcolo di alcuni indicatori 
di prestazione. 
 AVB_ECR: letteralmente ECR Availability, è un flag di stato che, se settato per il K di 
riferimento, non considera la perdita di produzione nel calcolo di alcuni indicatori 
di prestazione. 
 AVB_IVPC: letteralmente IVPC Availability, è un flag di stato che, se settato per il K 
di riferimento, non considera la perdita di produzione nel calcolo di alcuni indicatori 
di prestazione. 
 AVB_VESTAS: letteralmente VESTAS Availability, è un flag di stato che, se settato 
per il K di riferimento, non considera la perdita di produzione nel calcolo di alcuni 







Analisi dei requisiti e 
progettazione iniziale dei data mart 
Dopo aver presentato nel precedente capitolo le sorgenti dati a disposizione, si procede 
con l’analisi dei requisiti e progettazione concettuale iniziale dei data mart. 
Prima di entrare nei dettagli della progettazione verrà fornita una panoramica sulle carat-
teristiche e sugli aspetti architetturali di un Datawarehouse. 
4.1 Processo di Data Warehousing 
La prima, e sicuramente più diffusa, definizione di Datawarehouse ci viene fornita da [In-
mon 92]: “un datawarehouse è una raccolta di dati organizzata per soggetti, integrata, non 
volatile, e variabile nel tempo, di supporto ai processi decisionali”. 
 Organizzata per soggetti: nei sistemi di supporto alle decisioni i dati sono organiz-
zati per analizzare dei soggetti di interesse. Il focus si sposta dalle transazioni, ca-
ratteristica dei sistemi operazionali, all’analisi di una specifica applicazione o fun-
zione aziendale.  
 Integrata: la caratteristica distintiva principale di un datawarehouse è l’integrazione 
di dati provenienti da fonti eterogenee. L’integrazione avviene attraverso un pro-
cesso di estrazione, trasformazione e caricamento dei dati dalle sorgenti al 
datawarehouse. 
Tale processo verrà descritto dettagliatamente nel capitolo 7. 
 Non volatile: I dati sono caratterizzati da accessi in sola lettura e non sono soggetti 
a modifiche; per questo motivo mantengono la loro integrità nel tempo. Ciò com-
porta un notevole vantaggio anche in fase di progettazione in quanto non deve es-
sere gestita la concorrenza tra l’aggiornamento dei dati e gli accessi in lettura. 
 Variabile nel tempo: mentre i database operazionali conservano solo i dati più re-
centi, un datawarehouse è pensato per fornire supporto alle decisioni strategiche, 
dunque necessita di un orizzonte temporale più ampio al fine di poter analizzare i 
cambiamenti nel tempo. 
 Supporto alle decisioni: lo scopo principale è di supportare il processo decisionale 




     Come già evidenziato precedentemente, un datawarehouse è una base di dati organiz-
zata per soggetti; ciascun soggetto di interesse può essere considerato, a sua volta, come 
un datawarehouse di più piccole dimensioni, un sottoinsieme della base di dati di partenza. 
È il concetto di Data Mart.  
Un data mart è un sottoinsieme dei dati già presenti nel datawarehouse e viene general-
mente progettato per soddisfare le esigenze di una specifica funzione di un business.  
Il datawarehouse rappresenta perciò l’intero sistema informativo dell’azienda, mentre le 
informazioni presenti all’interno di un singolo data mart sono strettamente legate all’area 
aziendale di interesse. 
Come mostrato in Figura 4.1, la progettazione di un datawarehouse può avvenire attra-
verso due diversi approcci: top-down oppure bottom-up. 
 
Figura 4.1 - Strategie per la progettazione di un Datawarehouse 
L’approccio top-down, introdotto da [Inmon 92], consiste nel progettare l’intero dataware-
house e, solo successivamente, estrarre da esso i singoli data mart. Questa soluzione si basa 
su una visione globale dell’obiettivo e garantisce la realizzazione di un datawarehouse con-
sistente e ben integrato. Gli svantaggi sono legati all’impossibilità di prevedere nel dettaglio 
tutte le esigenze che potrebbero sorgere nelle diverse aree aziendali e ai lunghi tempi di 
realizzazione. 
Tale soluzione è anche conosciuta nella letteratura come data-driven, cioè guidata dai dati. 
L’approccio bottom-up, invece, introdotto da [Kimball 02], è un approccio di tipo incremen-
tale: il datawarehouse viene costruito assemblando iterativamente i diversi data mart.   
Questa soluzione permette, in fase di progettazione, di spostare il focus sulla singola area 
di business e quindi di realizzare in tempi brevi i singoli data mart, ma presenta lo svantag-
gio di essere poco manutenibile.  
Tale approccio è anche conosciuto nella letteratura come approccio analysis-driven, cioè 
guidato dalle analisi. 
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     Nel caso in esame si è scelto di adottare la strategia bottom-up, partendo quindi dalla 
progettazione dei singoli data mart per arrivare alla struttura completa e finale del da-
tawarehouse. 
Scelta la modalità con la quale si è deciso di affrontare il problema, si procede con la pro-
gettazione vera e propria. 
Seguendo il metodo riportato in [Albano 14], la progettazione di un datawarehouse è un’at-
tività complessa organizzata nelle seguenti fasi: 
 Analisi dei requisiti. L’obiettivo è di raccogliere e definire i requisiti di analisi; la loro 
individuazione avviene attraverso le interview, interviste ai committenti con lo 
scopo di comprendere a fondo il processo di business e interpretare le esigenze 
analitiche per arrivare a creare modelli di dati e strumenti di presentazione efficaci 
e coerenti. La fase di analisi dei requisiti si suddivide in due sottofasi principali: la 
raccolta e la specifica dei requisiti. 
 Progettazione concettuale. Si definisce un modello concettuale dei dati da analiz-
zare; in questa fase sono descritti i fatti, le dimensioni e gli attributi dimensionali.  
 Progettazione logica. Si trasforma il modello concettuale nelle strutture logiche da 
adoperare per la gestione del datawarehouse attraverso un DBMS11 relazionale. 
 Progettazione fisica. Si definiscono le strutture dati necessarie (indici e viste mate-
rializzate) per memorizzare le tabelle definite durante la progettazione logica e age-
volare le operazioni di analisi12. 
    Nei paragrafi successivi verranno trattate nel dettaglio la fase di analisi dei requisiti e la 
progettazione concettuale iniziale dei data mart. Saranno introdotti i concetti di fatto, mi-




4.2 Le interview: le metriche e gli indicatori chiave di prestazione 
Durante la fase di analisi dei requisiti si raccolgono e definiscono con i committenti i requi-
siti delle analisi di supporto alle decisioni che si desiderano eseguire. Il risultato è una serie 
di documenti formali che andranno a evidenziare i primi aspetti essenziali della progetta-
zione, ovvero la base per poter individuare i fatti, le dimensioni e le misure coinvolte. 
     Prima di procedere con la specifica dei requisiti e quindi presentare una prima bozza di 
modello concettuale, si presenta il risultato delle interviste ai committenti.  
Nella Tabella 4.1 sono descritti i requisiti di analisi; saranno omesse per semplicità tutte le 
misure di base già descritte nel Capitolo 3. 
                                                     
11 DataBase Management System. 




N Requisito di analisi Metrica / KPI 
1 Fattore di carico netto, per impianto eolico, nel periodo di ana-
lisi 
Net Load Factor 
2 Fattore di carico lordo, per impianto eolico, nel periodo di ana-
lisi 
Gross Load Factor 
3 Tempo medio di notifica di un fermo macchina, per impianto 
eolico, nel periodo di analisi 
Notification Time 
4 Tempo medio che intercorre tra la notifica e la manutenzione 
di un aerogeneratore 
Reaction Time 
5 Durata totale di un fermo macchina, per ciascun aerogenera-
tore, nel periodo di analisi 
Lost Time 
6 Durata media di un fermo macchina in caso di non disponibilità 
di pezzi di ricambio, per aerogeneratore, nel periodo di analisi 
Unavailability 
Spare Part 
7 Tempo totale in cui la macchina è in marcia, nel periodo di ana-
lisi 
Operation Time 
8 Percentuale di tempo in cui la macchina è in marcia, nel periodo 
di analisi 
Time Availability 
9 Perdita di produzione dovuta a comandi di limitazione e altri 
fattori esterni, per impianto eolico, nel periodo di analisi 
Curtailment 
Losses 
10 Perdita di produzione che si manifesta durante la trasmissione 




11 Quantitativo di energia prodotta senza considerare le Curtail-
ment Losses 
EReal 
12 Produzione di energia che si otterrebbe in assenza di perdite 
durante la distribuzione. 
ETheor 
13 Misura della performance dell’impianto eolico intesa come 
rapporto tra energia reale e teorica, nel periodo di analisi 
Energetic Availa-
bility 
14 Corrispettivo per l'assegnazione dei diritti di utilizzo della capa-
citá di trasporto: è pari alla differenza tra il prezzo unico nazio-
nale (PUN) e il prezzo zonale della zona in considerazione 
CCT 
 
Tabella 4.1 - Specifica dei requisiti di analisi 
 
4.3 Specifica dei requisiti e progettazione iniziale dei data mart 
In questa sezione si introducono i concetti di fatto, misura e dimensione, necessari per pro-
cedere con le fasi di progettazione. Successivamente, per ciascun data mart individuato, 
saranno fornite le specifiche dei requisiti del fatto, le dimensioni coinvolte e le misure in-
teressate. Per concludere, si presenteranno i relativi schemi concettuali iniziali. 
     Nel processo di datawarehousing, si parla di fatto perché il management di un’organiz-
zazione ragiona in termini di collezioni di dati che riguardano particolari funzioni o processi 
aziendali. Ogni fatto è caratterizzato da un insieme di attributi numerici, le misure, che ri-
guardano il comportamento di un fenomeno aziendale.  
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In base al tipo di funzione di aggregazione13 che è possibile associare, una misura può es-
sere: 
 Additiva: se ha senso effettuarne la somma per ogni dimensione. 
 Semi additiva: se non può essere sommata per alcune dimensioni, tipicamente 
quella temporale. 
 Non additiva: se non ha senso effettuarne la somma. Il valore di una misura non 
additiva è definito applicando altre funzioni di aggregazione o come rapporto di mi-
sure additive. 
Nella terminologia del datawarehousing l’intervallo di tempo in cui ogni misura è conside-
rata prende il nome di granularità o grana. La granularità descrive il livello di dettaglio, o di 
sintesi, dei dati raccolti. La scelta del giusto livello da adottare è uno step critico da affron-
tare durante la progettazione iniziale del datawarehouse. Il numero di record da elaborare 
e, di conseguenza, i requisiti tecnologici di sistema aumentano esponenzialmente al cre-
scere del livello di dettaglio. Dietro il concetto di granularità risiede, infatti, un’esigenza 
estremamente pratica: l’economicità delle elaborazioni legate alle analisi. 
     I manager ragionano in modo multidimensionale, ovvero sono interessati ad analizzare 
le misure dei fatti secondo prospettive diverse di analisi, le dimensioni.   
Le dimensioni sono quindi utilizzate per contestualizzare le misure dei fatti e per applicare 
filtri e raggruppamenti di dati; ad esempio, un’analisi del tipo la produzione di energia è 
pari a 500 MWh, risulta poco comprensibile, mentre sapere che l’impianto eolico X ha pro-
dotto 500 MWh nel mese di maggio 2016 fornisce un’informazione completa in quanto 
contestualizza il fatto.  
Fondamentali per spostarsi tra i diversi livelli di sintesi sono le gerarchie dimensionali che 
interessano gli attributi delle dimensioni; una possibile gerarchia potrebbe esistere tra gli 
attributi giorno, mese e anno della dimensione temporale o tra la dimensione turbina e 
l’impianto di riferimento. Riprendendo in considerazione l’esempio dell’energia prodotta, 
risulterebbe utile poter aumentare o diminuire il dettaglio di analisi: sarebbe possibile spo-
starsi lungo la dimensione temporale e conoscere i dettagli di produzione giornaliera op-
pure lungo la gerarchia parco-turbina e verificare il contributo del singolo aerogeneratore 
sul totale di impianto.  
     L’ultima considerazione riguarda il tipo di strategia da adottare in caso di dimensioni con 
attributi che possono cambiare nel tempo. Come riportato in [Kimball 02], si considerano 
quattro strategie principali: 
 Tipo 1 (Riscrittura della storia). È la soluzione più semplice e comporta la perdita 
della storia: il valore di un attributo dimensionale che cambia deve essere sostituito 
con il nuovo valore. 
 Tipo 2 (Aggiunta di un nuovo record). È la soluzione più comune che permette di 
mantenere la storia dei valori. Si modifica la struttura della dimensione aggiun-
gendo due campi START_DATE e END_DATE che indicano l’intervallo di validità di 
                                                     
13 Le funzioni di aggregazione più comuni sono: la somma (SUM), la media aritmetica (AVG), il minimo (MIN) 
e il massimo (MAX). 
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ciascun record; il campo END_DATE è inizialmente settato a null.   
Nel momento in cui è necessario aggiornare il valore di un attributo vengono ese-
guite le seguenti operazioni: 
o Il campo END_DATE è aggiornato con la data in cui è avvenuta la modifica. 
o Si crea un nuovo record con la stessa chiave naturale del precedente. 
o Si imposta il campo START_DATE del nuovo record con la data in cui è avve-
nuta la modifica.  
o Il campo END_DATE del nuovo record viene settato a null. 
 Tipo 3 (Aggiunta di uno o più campi). È la soluzione meno utilizzata in quanto con-
siste nell’aggiungere tanti campi quante sono le versioni dell’attributo dimensionale 
che si vuole mantenere. Il vantaggio di questa soluzione risiede nell’avere accesso 
immediato alla storia dei valori; lo svantaggio principale è che deve essere previsto, 
in fase di progettazione, il numero massimo di versioni da mantenere. 
 Tipo 4. Si fa uso di una tabella aggiuntiva per tenere traccia della storia dei valori 
degli attributi dimensionali. La struttura della tabella è del tutto analoga alla solu-
zione di Tipo 2. 
 
4.3.1 Operational SCADA 
4.3.1.1 Specifica dei requisiti del fatto 
Di seguito si descrive il fatto Operational SCADA, specificando, nella Tabella 4.2, il suo si-
gnificato, le dimensioni e le misure preliminari interessate. La granularità del fatto deter-
mina la dimensione del data mart e il tipo di analisi che si può effettuare sui dati. 
Descrizione Dimensioni preliminari Misure preliminari 
Una riga del fatto corri-
sponde all’insieme delle 
misure registrate dallo 
SCADA nell’ora di riferi-
mento 









Tabella 4.2 - Tabella del fatto Operational SCADA 
 
4.3.1.2 Le dimensioni 
In Tabella 4.3 si descrivono le dimensioni specificando per ognuna di esse il nome, una 
breve descrizione, quali sono gli attributi modificabili nel tempo e il tipo di trattamento da 
utilizzare per le modifiche. 




Date Dimensione temporale che 
identifica il verificarsi di un 
fatto 














formazioni di anagrafica 
sull’impianto eolico 






Tabella 4.3 - Tabella delle dimensioni per Operational SCADA 
 
4.3.1.3 Le misure 
Si presenta la tabella riepilogativa delle misure per il fatto Operational SCADA. Tali misure 
sono fondamentali per il calcolo delle metriche e dei KPI presentati nel Paragrafo 4.2.  
Per ciascuna di esse si specifica il nome, il tipo di aggregazione e se il valore deriva o meno 
dalla combinazione di due o più misure (cfr. Tabella 4.4). 
Misura Aggregabilità Derivata 
Production additiva no 
Consumption additiva no 
Current non additiva – media no 
Wind_Speed non additiva – media no 
Wind_Direction non additiva – media no 
Nacelle_Position non additiva – media no 
Active_Power non additiva – media no 
Reactive_Power non additiva – media no 
Frequency non additiva – media no 
Tap_Position non additiva – media no 
Line_Voltage non additiva - media no 
 
Tabella 4.4 - Tabella delle misure del fatto Operational SCADA 
 
4.3.1.4 Schema concettuale 
La Figura 4.2 mostra lo schema concettuale definito a partire dalle informazioni prodotte 





Figura 4.2 - Schema concettuale del data mart Operational SCADA 
Lo schema riporta le misure all’interno della tabella del fatto, dal quale originano i collega-
menti verso le dimensioni e i relativi attributi; si noti come gli attributi Hour, Day, Month, 




4.3.2.1 Specifica dei requisiti del fatto 
Di seguito si descrive il fatto Maintenance, specificando, nella  
Tabella 4.5, il suo significato, le dimensioni e le misure preliminari interessate. La granula-
rità del fatto determina la dimensione del data mart e il tipo di analisi che si può effettuare 
sui dati. 
Descrizione Dimensioni preliminari Misure preliminari 
Il fatto è rappresentato da 
un fermo macchina, e le sue 
relative misure, nell’ora di 
riferimento 
Date, Wind Turbine, Wind 
Farm, Alarm, K Type, Stop 





Tabella 4.5 - Tabella del fatto Maintenance 
 
4.3.2.2 Le dimensioni 
In Tabella 4.6 si descrivono le dimensioni specificando per ognuna di esse il nome, una 
breve descrizione, quali sono gli attributi modificabili nel tempo e il tipo di trattamento da 
utilizzare per le modifiche. 
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Date Dimensione temporale che 
identifica il verificarsi di un 
fatto 












formazioni di anagrafica 
sull’impianto eolico 





Alarm Dimensione di anagrafica 




K Type Specifica una serie di criteri 
riguardo la perdita di produ-











Dimensione di anagrafica 
che specifica la causa che ha 
generato un fermo mac-
china 





presenta la necessità di so-
stituire un componente 
dell’aerogeneratore. 
- - - 
 
Tabella 4.6 - Tabella delle dimensioni per Maintenance 
 
4.3.2.3 Le misure 
Si presenta la tabella riepilogativa delle misure per il fatto Maintenance. Tali misure sono 
fondamentali per il calcolo delle metriche e dei KPI presentati nel Paragrafo 4.2. 
Per ciascuna di esse si specifica il nome, il tipo di aggregazione e se il valore deriva o meno 
dalla combinazione di due o più misure (cfr. Tabella 4.7). 
Misura Aggregabilità Derivata 
Stops_Count additiva no 
Duration additiva no 
Lp_Kwh additiva no 
Dc_10min non additiva – media no 
Lp_Nom_Kwh additiva no 
 





4.3.2.4 Schema concettuale 
La Figura 4.3 mostra lo schema concettuale definito a partire dalle informazioni prodotte 
durante l’analisi dei requisiti. 
 
Figura 4.3 - Schema concettuale del data mart Maintenance 
Lo schema riporta le misure all’interno della tabella del fatto, dal quale originano i collega-
menti verso le dimensioni e i relativi attributi; si noti la presenza della dimensione degenere 
Spare Requested e di una gerarchia bilanciata tra gli attributi Cause e Category della dimen-
sione Stop Cause.  
 
4.3.3 Market 
4.3.3.1 Specifica dei requisiti del fatto 
Di seguito si descrive il fatto Market, specificando, nella Tabella 4.8, il suo significato, le 
dimensioni e le misure preliminari interessate. La granularità del fatto determina la dimen-
sione del data mart e il tipo di analisi che si può effettuare sui dati. 
Descrizione Dimensioni preliminari Misure preliminari 
Il fatto è l’informazione sui 
prezzi zonali e gli scambi di 
energia nell’ora di riferi-
mento 











4.3.3.2 Le dimensioni 
In Tabella 4.9 si descrivono le dimensioni specificando per ognuna di esse il nome, una 
breve descrizione, quali sono gli attributi modificabili nel tempo e il tipo di trattamento da 
utilizzare per le modifiche. 




Date Dimensione temporale che 
identifica il verificarsi di un 
fatto 
Oraria - - 
Market Dimensione contenente infor-
mazioni di anagrafica sul mer-







mazioni di anagrafica sulla 





Tabella 4.9 - Tabella delle dimensioni per Market 
 
4.3.3.3 Le misure 
Si presenta la tabella riepilogativa delle misure per il fatto Market. Tali misure sono fonda-
mentali per il calcolo delle metriche e dei KPI presentati nel Paragrafo 4.2.  
Per ciascuna di esse si specifica il nome, il tipo di aggregazione e se il valore deriva o meno 
dalla combinazione di due o più misure (cfr. Tabella 4.10). 
Misura Aggregabilità Derivata 
Gme_Price_Eur non additiva – media no 
Load_Da_Mwh additiva no 
Sell_Price_Eur non additiva – media no 
Buy_Price_Eur non additiva – media no 
Pereq_Price_Eur non additiva – media no 
 
Tabella 4.10 - Tabella delle misure del fatto Market 
 
4.3.3.4 Schema concettuale 
La Figura 4.4 mostra lo schema concettuale definito a partire dalle informazioni prodotte 





Figura 4.4 - Schema concettuale del data mart Market 
Lo schema riporta le misure all’interno della tabella del fatto, dal quale originano i collega-
menti verso le dimensioni e i relativi attributi; si noti la presenza delle dimensioni degenere 









finale e logica 
Nel seguente capitolo verranno affrontati gli step finali della progettazione concettuale con 
lo scopo di arricchire gli schemi presentati nel capitolo precedente. 
Per ciascun data mart si passerà successivamente alla fase di progettazione logica, ovvero 
alla traduzione dei modelli concettuali in modelli relazionali. 
Infine, nel Paragrafo 5.5 sarà presentato lo schema relazionale dell’intero datawarehouse. 
5.1 Elementi in comune tra i data mart 
Prima di procedere con la modellazione concettuale finale si presenta l’elenco delle dimen-
sioni individuate specificando in quali data mart sono impiegate. 
Questo riepilogo è utile per evidenziare quali informazioni sono in comune a processi di-
versi e quindi dovrebbero avere interpretazione e rappresentazione unica, per essere poi 
condivise nel datawarehouse.  
 
Dimensione Operational SCADA Maintenance Market 
Date X X X 
Wind Turbine X X  
Wind Farm X X  
Alarm  X  
K Type  X  
Stop Cause  X  
Spare Requested  X  
Market   X 
Market Zone   X 
 
Tabella 5.1 - Tabella riepilogativa delle dimensioni in comune tra i data mart 
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La Tabella 5.1 mostra come la dimensione temporale sia l’unica in comune tra le diverse 
aree; i data mart Operational SCADA e Maintenance condividono invece anche la gerarchia 
composta dalle dimensioni Wind Turbine e Wind Farm. 
     Da ulteriori analisi con i committenti è emerso che la dimensione Market Zone rappre-
senterebbe un livello aggiuntivo della gerarchia dimensionale Wind Turbine – Wind Farm. 
L’introduzione di tale dimensione nella gerarchia consentirebbe non solo di effettuare ana-
lisi a livello zonale ma anche di calcolare alcuni KPI fondamentali. Inoltre, la dimensione 
Market sarà soggetta a frequenti modifiche in futuro e quindi non dovrebbe essere trattata 
come dimensione degenere. 
Si presenta la tabella riepilogativa aggiornata delle dimensioni in comune tra i data mart 
(cfr. Tabella 5.2).  
Dimensione Operational SCADA Maintenance Market 
Date X X X 
Wind Turbine X X  
Wind Farm X X  
Alarm  X  
K Type  X  
Stop Cause  X  
Spare Requested  X  
Market   X 
Market Zone X X X 
 
Tabella 5.2 - Tabella riepilogativa finale delle dimensioni in comune tra i data mart 
 
5.2 Operational SCADA 
5.2.1 Progettazione concettuale finale del data mart 
Come già accennato nel paragrafo precedente, una prima modifica allo schema concettuale 
riguarderà l’aggiunta della dimensione Market Zone nella gerarchia Wind Turbine – Wind 
Farm.  





Figura 5.1 - Schema concettuale finale del data mart Operational SCADA 
5.2.2 Progettazione logica del data mart 
Per la traduzione da schema concettuale a schema logico sono state adottate le seguenti 
convenzioni, come suggerito in [Albano 14]: 
 Utilizzo di schemi a stella, fiocco di neve e costellazione per la rappresentazione 
dei singoli data mart e del datawarehouse finale. Lo schema a stella consiste in una 
tabella del fatto che referenzia due o più tabelle dimensionali; lo schema a fiocco di 
neve è un’estensione dello schema a stella dove le tabelle dimensionali referen-
ziano a loro volta altre tabelle; infine, lo schema a costellazione consiste in due o 
più tabelle del fatto che condividono alcune dimensioni. 
 Introduzione di una chiave primaria surrogata14 in aggiunta alla chiave naturale per 
ciascuna tabella dimensionale. Negli schemi logici le chiavi primarie sono contras-
segnate dalla sigla PK, primary key. 
 La tabella dimensionale DIM_DATE è l’unica tabella che non presenta una chiave 
surrogata ma un intero nella forma AAAAMMGGHH. 
 Introduzione di una chiave primaria surrogata e di una o più chiavi esterne15 per la 
tabella del fatto. Negli schemi logici le chiavi esterne sono contrassegnate dalla sigla 
FK, foreign key. 
 I nomi delle tabelle seguono la convenzione DIM_nome_dimensione per quanto ri-
guarda le tabelle dimensionali e nome_fatto_FACT per quanto riguarda le tabelle 
del fatto. 
                                                     
14 Una chiave primaria surrogata è una chiave composta da un unico campo, solitamente di tipo intero, privo 
di alcun significato. Viene solitamente adottata per velocizzare la ricerca di un record all’interno della base di 
dati in quanto sottoposta a indicizzazione. L’introduzione di una chiave surrogata comporta un’attenta ge-
stione dei record duplicati in fase di caricamento; si rimanda al Capitolo 7 per tali procedure. 
15 Una chiave esterna descrive un vincolo di integrità referenziale tra due o più tabelle; ogni campo identifi-
cato come chiave esterna può contenere solo valori della chiave primaria della tabella madre. 
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La Figura 5.2 mostra lo schema logico del data mart Operational SCADA.  
Lo schema segue la rappresentazione a fiocco di neve: la tabella del fatto OPERATIO-
NAL_FACT è infatti collegata con la dimensione DIM_DATE e con la gerarchia dimensionale 
DIM_WTG – DIM_WFARM – DIM_MKT_ZONE.  
 
 
Figura 5.2 - Schema logico del data mart Operational SCADA 
 
5.3 Maintenance 
5.3.1 Progettazione concettuale finale del data mart 
In Figura 5.3 viene mostrato lo schema concettuale finale del data mart Maintenance, con 
l’integrazione della dimensione Market Zone.  
 
 
Figura 5.3 - Schema concettuale finale del data mart Maintenance 
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5.3.2 Progettazione logica del data mart 
Lo schema utilizzato per rappresentare il data mart Maintenance è, anche in questo caso, 
lo schema a fiocco di neve. La tabella del fatto, MAINTENANCE_FACT, referenzia quattro 
dimensioni e la gerarchia dimensionale DIM_WTG – DIM_WFARM – DIM_MKT_ZONE. 
La Figura 5.4 evidenzia come la dimensione degenere SPARE_REQUESTED scompare dallo 
schema logico per essere inglobata nella tabella del fatto sotto forma di attributo binario. 
 
 














5.4.1 Progettazione concettuale finale del data mart 
Infine, lo schema concettuale del data mart Market, mostrato in Figura 5.5, non presenta 
alcune differenze con lo schema introdotto nel capitolo precedente. 
 
Figura 5.5 - Schema concettuale finale del data mart Market 
 
5.4.2 Progettazione logica del data mart 
La Figura 5.6 mostra lo schema logico del data mart Market. A differenza dei precedenti, lo 
schema segue la classica struttura a stella, caratterizzata dalla presenza di un’unica tabella 
del fatto, MARKET_FACT, che referenzia tutte le dimensioni esistenti. 
Le dimensioni Market Zone e Market, classificate come degeneri nel capitolo precedente, 
sono invece trattate come tabelle dimensionali. La prima, come già accennato, in quanto 
condivisa tra i diversi data mart, la seconda perché soggetta a frequenti modifiche in futuro. 
 
Figura 5.6 - Schema logico del data mart Market 
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5.5 Progettazione logica del Datawarehouse 
Per concludere, la Figura 5.7 presenta lo schema logico completo dell’intero dataware-
house: le dimensioni in comune tra le tabelle dei fatti, tipico della struttura a costellazione, 
consentono di eseguire analisi incrociate tra i diversi processi aziendali. 
 








Ambiente e strumenti di sviluppo 
In questo capitolo verrà presentato l’ambiente di sviluppo e gli strumenti software impie-
gati per le fasi di progettazione e implementazione del sistema di datawarehouse e di bu-
siness intelligence. 
6.1 Considerazioni sulla scelta dell’ambiente di sviluppo 
Il mercato dei sistemi di datawarehouse e di business intelligence è in forte crescita e, ogni 
anno, nuovi fornitori entrano in gioco offrendo soluzioni diverse spesso non paragonabili 
tra loro a causa della varietà delle caratteristiche offerte. 
     La società di consulenza Gartner pubblica periodicamente report di analisi qualitativa tra 
cui il celebre Magic Quadrant, mostrato in Figura 6.1, che analizza il posizionamento nel 
mercato dei più importanti fornitori di prodotti e servizi tecnologici. I due criteri secondo i 
quali i competitor vengono valutati sono rispettivamente la completeness of vision e l’abi-
lity to execute.  
Con il termine completeness of vision, letteralmente completezza di visione, si intende la 
capacità del produttore di riuscire a soddisfare i bisogni dei consumatori correnti e futuri, 
sulla base della strategia di marketing adottata e sulla capacità di innovazione.  
La ability to execute, letteralmente capacità di esecuzione, si riferisce invece al successo 
dell’impresa nel settore in cui opera; le variabili prese in considerazione sono il portafoglio 





Figura 6.1 - Il Magic Quadrant di Gartner 
Attraverso questi due criteri, Gartner posiziona i vari competitor in uno dei quattro qua-
dranti: 
 Leaders. Ottengono un punteggio elevato in entrambi i criteri di valutazione; occu-
pano il quadrante in alto a destra e sono perlopiù imprese mature e di grandi di-
mensioni. 
 Challengers. Occupano il quadrante in alto a sinistra e sono anch’esse imprese so-
lide ma poco proiettate verso il futuro; ottengono infatti un punteggio poco elevato 
nella completeness of vision. 
 Visionaries. Sono le piccole imprese che spesso portano sul mercato prodotti e ser-
vizi innovativi; occupano il quadrante in basso a destra e ottengono un buon pun-
teggio nella completeness of vision a discapito della ability to execute. 
 Niche players. Occupano il quadrante in basso a sinistra e ottengono un basso pun-
teggio in entrambi i criteri descritti; sono piccole o medie imprese che hanno una 
visione limitata o non eccellono particolarmente nel loro settore di interesse. 
     Pur essendo formulato su proprie considerazioni di mercato e non su parametri quanti-
tativi, il Magic Quadrant è utilizzato frequentemente come punto di partenza per l’appro-
fondimento dell’offerta tecnologica in un dato settore. Osservando infatti i quadranti rela-
tivi alle soluzioni di DBMS e ai sistemi di Business Intelligence (cfr. Figura 6.2) è possibile 





Figura 6.2 - Magic Quadrant per DBMS (a sinistra), Magic Quadrant per i sistemi di Business Intelligence (a destra) 
 
     Nel caso in esame, i requisiti di sviluppo in un ambiente integrato affidabile e scalabile e 
le conoscenze acquisite durante il percorso di studi hanno concentrato l’attenzione sulle 
tecnologie Microsoft. Dal punto di vista tecnico e funzionale, invece, sono tre i punti chiave 
per cui la piattaforma Microsoft è risultata la scelta ottimale: 
 Semplicità d’uso dei tool di sviluppo. Per ogni strumento sono presenti procedure 
guidate che permettono di configurare rapidamente l’ambiente di lavoro. 
 Performance elevate grazie a sofisticati algoritmi di compressione e un nuovo mo-
tore di esecuzione delle query, xVelocity 16. 
 Funzionalità aggiuntive rispetto ai prodotti della concorrenza. Ne sono un esempio 
i componenti Foreach Loop Container, Multicast e Lookup per quanto riguarda gli 
strumenti di data integration17. 
Per concludere, gli strumenti messi a disposizione da Microsoft sono in grado di offrire una 
soluzione completa di business intelligence: dai software di progettazione logica e fisica del 
datawarehouse, gli applicativi per la raccolta e integrazione dei dati, ai software di analisi 
e dashboarding. Il pacchetto Microsoft garantisce una struttura dati sicura, completa e af-
fidabile anche per le applicazioni più critiche che richiedono massime garanzie e prestazioni 
operative. 
 
                                                     
16 Il motore xVelocity, introdotto con la versione 2014 di SQL Server, sfrutta indici di tipo columnstore per le 
tabelle dei fatti, adatti quindi in progetti di data warehousing dove si è interessati ad analizzare un elevato 
quantitativo di dati. 
17 Le funzionalità di data integration sono state confrontate con gli strumenti Oracle Data Integration e IBM 
Datastage; ulteriori dettagli saranno forniti nel Capitolo 7. 
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6.2 SQL Server 2014 
SQL Server è il DBMS relazionale prodotto da Microsoft e utilizzato per la realizzazione del 
processo di data warehousing e della piattaforma di business intelligence.  
L’edizione utilizzata per questa implementazione è la 2014, che, nella versione Enterprise, 
offre una serie di strumenti tra cui software di integrazione dati, analisi e reportistica avan-
zata. Microsoft SQL Server 2014 introduce inoltre: 
 Nuove in-memory capabilities che comportano un notevole aumento delle presta-
zioni durante l’esecuzione delle query. 
 Ottimizzazioni della funzionalità di Multiple Server Interaction che consente di ese-
guire un’interrogazione contemporaneamente su più database appartenenti alla 
stessa pool di server. 
 Integrazione delle soluzioni di backup con la piattaforma cloud proprietaria, Micro-
soft Azure, con la possibilità di impostare una macchina virtuale come server di bac-
kup secondario. 
 Aumento della capacità di compressione del 90% che implica una riduzione dello 
spazio occupato su disco e, di conseguenza, un numero sempre minore di letture. 
Un numero sempre minore di accessi al disco rigido comporta un ulteriore crollo dei 
tempi di esecuzione delle query. 
Di seguito saranno analizzate le componenti della piattaforma Microsoft e le integrazioni 
con il noto ambiente di sviluppo Visual Studio. Infine, un primo accenno alle soluzioni di 
reportistica e dashboarding. 
6.2.1 Management Studio 
     SQL Server Management Studio è un applicativo software impiegato per interfacciarsi 
con i vari componenti inclusi nell’installazione di SQL Server. È possibile configurare e ge-
stire ciascun elemento mediante l’uso di editor testuali e grafici. La caratteristica principale 
del software Management Studio risiede nell’Object Explorer, un pannello che consente la 
navigazione dei vari componenti, detti appunto oggetti, tra cui: 
 Databases: contiene i database sia di sistema che di utente ai quali si è connessi; è 
presente l’elenco delle tabelle e viste navigabili tramite l’Object Explorer. 
 Programmability: è il componente che raccoglie le funzioni, procedure e trigger de-
finite dall’amministratore di sistema. 
 Security: contiene la lista degli utenti e dei ruoli definiti per l’istanza di SQL Server. 
 Server Objects: permette di effettuare un collegamento logico verso server esterni 
in modo da consentire l’esecuzione di query incrociate. 
 Management: permette di gestire i piani di manutenzione, le policy, i log di sistema 
e i messaggi di errore. 
 Integration Services Catalogs: contiene i workflow generati dallo strumento SQL 
Server Integration Services e distribuiti sul server. Possono essere eseguiti manual-
mente attraverso funzioni e procedure oppure in maniera automatizzata. 
 SQL Server Agent: è l’agente responsabile dell’esecuzione programmata dei pro-
cessi e di tutte le attività automatizzate. 
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6.2.2 Il linguaggio T-SQL 
     Il Transact-SQL, più conosciuto come T-SQL, è un’estensione del linguaggio SQL presente 
in Microsoft SQL Server. Il T-SQL estende lo standard SQL introducendo la possibilità di de-
finire variabili locali, funzioni per il controllo di flusso, per la manipolazione di stringhe e 
date, modifiche e miglioramenti alle istruzioni di delete e update. 
Nell’ambito di questo progetto, il linguaggio T-SQL è stato fondamentale per la realizza-
zione e il popolamento di alcune tabelle dimensionali e per la gestione di determinate ca-
sistiche durante le fasi di trasformazione e caricamento dei dati.18 
 
6.2.3 L’integrazione con Visual Studio: gli strumenti di data integration, analisi 
multidimensionale e reportistica 
 
SSIS – SQL Server Integration Services 
     È uno strumento professionale molto diffuso per l’integrazione, trasformazione e migra-
zione dei dati; consente di connettersi verso un elevato numero di sorgenti dati differenti 
e, per questo motivo, viene spesso impiegato nel processo di data warehousing, in partico-
lare durante le fasi di ETL19. Ciascun workflow generato può essere eseguito manualmente 
mediante l’esecuzione di funzioni e procedure o in maniera automatizzata sfruttando 
l’agent di SQL Server. 
SSAS – SQL Server Analysis Services 
     I classici sistemi relazionali nascono con l’esigenza di garantire le proprietà di atomicità, 
consistenza, isolamento e durabilità ma non sono in grado di offrire performance elevate 
nelle operazioni di ricerca e nell’esecuzione di query articolate20.  
L’insieme di tecniche specializzate per rendere facilmente e rapidamente disponibili le in-
formazioni presenti all’interno di un sistema relazionale prende il nome di OLAP - OnLine 
Analytical Processing. 
                                                     
18 Ad esempio, la tabella dimensionale DIM_DATE è stata popolata attraverso una funzione ricorsiva.  
Durante la fase di trasformazione dati, è stato necessario implementare una funzione T-SQL che permettesse 
il passaggio da ora legale a solare e viceversa senza causare la perdita di informazioni.  
Sfruttando i trigger è stato possibile, invece, scatenare il caricamento e l’aggiornamento dei dati presenti nel 
datawarehouse a seguito dell’inserimento di un nuovo fermo macchina da parte di un operatore manuale. 
19 Le fasi di ETL – Extract, transform, load e il software SSIS saranno trattati nel dettaglio nel Capitolo 7. 
20 Nell’ambito dei database, con il termine ACID (Atomicity, Consistency, Isolation, Durability) si indica un 




Figura 6.3 - Architettura di un sistema OLAP 
La struttura di un sistema OLAP, descritta in Figura 6.3, è composta da: 
 Uno o più client OLAP: sono i software attraverso i quali gli utenti finali eseguono 
interrogazioni sfruttando un’interfaccia grafica semplificata. Esempi di client OLAP 
sono gli applicativi Microsoft Excel e PowerBI. 
 Un OLAP Server: è il motore che fornisce una visione multidimensionale dei dati di 
un data mart o datawarehouse e restituisce ai client OLAP il risultato delle query. 
 Un RDBMS: è l’applicativo software che gestisce la base di dati sottostante. 
 Un Database relazionale che, in questo caso, è rappresentato dal datawarehouse. 
SQL Server Analysis Services ricopre il ruolo di OLAP server e consente la definizione di una 
struttura ad hoc per l’analisi interattiva di grandi quantità di dati. 
     Esistono tre tipologie di strutture dati OLAP: multidimensionale, relazionale, ibrida. La 
prima, meglio conosciuta come MOLAP (Multidimensional OLAP), fornisce ottime presta-
zioni nel calcolare aggregazioni ma non è adatta per quantità di dati elevate. La seconda, 
ROLAP (Relational OLAP), lavora direttamente con database relazionali; è una soluzione più 
scalabile della precedente ma più lenta nell’esecuzione delle aggregazioni. Infine, l’ultima 
tipologia, HOLAP (Hybrid OLAP), è una soluzione ibrida tra la multidimensionale e la tabu-
lare: è più rapida nelle operazioni di analisi di una struttura ROLAP e, al tempo stesso, più 
scalabile di una struttura MOLAP. 
Nel caso in esame, la presenza di una mole di dati non eccessivamente elevata e la possibi-





Figura 6.4 - Visione multidimensionale del data mart Maintenance 
La Figura 6.4 di cui sopra, riporta sotto forma di cubo un sottoinsieme del data mart Main-
tenance; le dimensioni individuate durante la progettazione concettuale rappresentano in-
fatti le dimensioni di analisi del modello multidimensionale. Per conoscere quindi il valore 
della Lost Production è sufficiente incrociare le dimensioni in prossimità dei valori Wind 
Farm #3, Cause #1 e Date #2. 
SSRS – SQL Server Reporting Services 
È un software di reportistica che consente di generare e distribuire report in maniera sem-
plice e intuitiva a tutti gli utenti della rete aziendale. 
SQL Server Reporting Services si compone di: 
 Un pannello di amministrazione; 
 Uno strumento per la creazione e la modifica dei report. 
     L’accesso al pannello di amministrazione avviene tramite interfaccia web mentre la ge-
nerazione dei report può avvenire per mezzo di un tool grafico, il Report Builder, o sfrut-
tando l’editor testuale integrato in Visual Studio. 
Nella sezione amministrativa è possibile gestire le utenze e i livelli di sicurezza, basati sui 
ruoli; è possibile indicare quali utenti possono visionare un determinato report, il livello di 
dettaglio e impostare i permessi di lettura sul singolo record. Ad esempio, in un report rie-
pilogativo dell’energia mensile prodotta suddivisa per regione, si potrebbe voler negare 
l’accesso al dettaglio di un’ipotetica regione A da parte di un generico utente appartenente 
alla regione B. 
In ogni caso, i report generati con Reporting Services sono perlopiù report statici; l’intera-




Infine, la distribuzione può avvenire generalmente in due modi: il report generato viene 
inviato via posta elettronica agli utenti interessati, oppure depositato in una directory con-
divisa del file system. Ancora una volta, il processo di distribuzione automatizzato è gestito 
dal componente SQL Server Agent. 
6.3 Excel e Power BI 
Microsoft Excel è un software di calcolo prodotto da Microsoft che, fin da subito, ha riscosso 
un grande successo sia in ambito aziendale che domestico. È attualmente il software di 
produttività più utilizzato dalle aziende ed è impiegato in un numero di settori sempre più 
crescente. 
     Tra la miriade di funzionalità a disposizione dell’utente finale, Excel consente di impo-
stare una connessione dati verso un server Analysis Services; per mezzo di una semplice 
tabella pivot è quindi possibile esplorare i dati presenti all’interno di un datawarehouse. 
A partire da essa l’utente finale è in grado di eseguire le classiche operazioni di pivoting, 
drill-down e roll-up, slice e dice sui dati del modello OLAP combinando in modo opportuno 
le misure con le dimensioni di analisi.21 
     Power BI estende le funzionalità presenti in Excel fornendo un insieme di strumenti di 
analisi e condivisione dei dati in tempo reale e altamente personalizzabili. Si tratta di un 
servizio innovativo che consente di pubblicare report all’interno dell’organizzazione unifi-
cando diverse origini dati in un’unica dashboard interattiva. È un approccio basato intera-
mente su tecnologie cloud e, per questo motivo, molte aziende decidono di astenersi dal 
suo utilizzo per salvaguardare la privacy dei propri clienti. Pro e contro di questa nuova 
tecnologia e ulteriori dettagli sui sistemi di reportistica saranno approfonditi nel Capitolo 
8. 
  
                                                     
21 Il pivoting è un’operazione di rotazione delle dimensioni di analisi. L’operatore roll-up consente di raggrup-
pare i dati su alcune dimensioni ed eseguire il calcolo di una funzione di aggregazione; il drill-down consente 
invece di aumentare il dettaglio di analisi spostandosi lungo le gerarchie costruite sulle dimensioni. Le opera-








Procedure di estrazione, 
trasformazione e caricamento (ETL) 
Terminate le fasi di analisi dei requisiti e di progettazione del datawarehouse, si procede 
alla creazione della base di dati di supporto alle decisioni. In questo capitolo, dopo aver 
descritto brevemente il processo ETL, verranno analizzate nel dettaglio le singole fasi. Sarà 
affrontato il problema dell’eterogeneità delle sorgenti dati e la scelta delle tecniche per 
garantire che il datawarehouse sia costantemente aggiornato.  
7.1 Il processo ETL 
Il processo ETL (Extract – Transform - Load), mostrato in Figura 7.1, è considerato l’ele-
mento chiave in un sistema di business intelligence poiché da esso dipende la qualità e 
l’uniformità dei dati all’interno del datawarehouse.  
 
 
Figura 7.1 - Il processo ETL: dai sistemi sorgenti al Datawarehouse 
 
     Come riportato in [Albano 14], le procedure di ETL sono: “una serie di operazioni impie-
gate per ottenere dati da fonti operative (fase di estrazione), pulire, uniformare e preparare 
46 
 
tali dati (fase di trasformazione) per il loro effettivo caricamento nel datawarehouse (fase 
di caricamento)”. 
 Estrazione. Si estraggono i dati dai sistemi sorgenti quali database transazionali, pa-
gine web, applicativi22 e file di testo. Solitamente si fa uso di una staging area, un 
sistema di appoggio in attesa delle fasi successive. 
 Trasformazione. Consiste nell’integrare e uniformare i dati estratti e applicare le 
regole derivanti dai requisiti di analisi; attraverso una serie di tecniche si garantisce 
la correttezza, consistenza e l’assenza di ambiguità nei dati. 
 Caricamento. È la fase conclusiva del processo ETL; i dati precedentemente trasfor-
mati sono caricati nel datawarehouse o nei data mart. 
     Nel caso in esame, le fasi di estrazione, trasformazione e caricamento sono state realiz-
zate mediante il software SSIS (SQL Server Integration Services), presentato nel Capitolo 6. 
Prima di procedere con la descrizione dell’implementazione delle singole fasi del processo, 

















                                                     
22 Esempi di applicativi sono i sistemi ERP e CRM. 
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7.2 SSIS: i componenti principali 
SQL Server Integration Services consente di creare, testare ed eseguire flussi di dati per il 
popolamento del datawarehouse. L’ambiente di sviluppo è organizzato in workflow, o pac-
chetti, strutture che regolano il flusso di lavoro e le logiche da adottare per le operazioni di 
trasformazione. In Figura 7.2 è mostrata la pagina principale del software SSIS: al centro 
troviamo l’ambiente di lavoro mentre in rosso sono evidenziati gli elementi principali. 
 
 
Figura 7.2 - SSIS - Foglio di lavoro 
     SSIS toolbox è il pannello che ospita tutti i componenti utilizzabili all’interno di un 
workflow: ciascun componente può essere facilmente trascinato all’interno dell’area di la-
voro con un semplice drag and drop. Gli elementi Connection manager, Control Flow, Data 
Flow e Parameters and Variables saranno invece descritti di seguito. 
7.2.1 Connection manager 
Il connection manager è il componente di SQL Server Integration Services che consente di 
impostare un collegamento verso una sorgente o destinazione dati. Le connessioni dispo-
nibili più comuni sono: 
 OLE DB: Object Linking and Embedding Database è un’interfaccia sviluppata da Mi-
crosoft e nata inizialmente come successore di ODBC. Consente di collegarsi in ma-
niera uniforme verso un numero elevato di sorgenti dati. 
 ODBC: Open DataBase Connectivity è l’interfaccia standard per l’accesso ad un 
DBMS. Introduce un livello aggiuntivo di comunicazione tra l’applicativo che ne fa 
uso e il DMBS;  in questo modo è indipendente dalla tecnologia del database e dal 
sistema operativo. 
 Flat File: consente il collegamento verso un file di testo. Alcuni dei formati suppor-
tati sono: txt, csv e xml. 
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 ADO.NET: è un’interfaccia tipicamente utilizzata per accedere a sorgenti dati che 
risiedono su un’istanza di Microsoft SQL Server. 
 Analysis Services: stabilisce una connessione verso un’istanza di SQL Server Analy-
sis Services per consentire l’accesso al modello OLAP. 
 FTP: consente il collegamento verso un server che supporta il File Transfer Protocol. 
 Hadoop: stabilisce una connessione verso un cluster basato sul framework Hadoop. 
 
7.2.2 Control Flow 
Il Control Flow è il foglio di lavoro principale di un progetto di Integration Services. È costi-
tuito da un insieme di task che descrivono la logica dell’intero processo. 
 
Figura 7.3 - SSIS: Control Flow 
     I task possono essere collegati tra di loro mediante vincoli di precedenza, connettori che 
stabiliscono le precedenze e regolano il flusso. Ad esempio, come mostrato in Figura 7.3, il 
File System Task sarà eseguito solo nel caso in cui il task che lo precede abbia esito positivo; 
viceversa, sarà eseguito il componente Execute SQL Task. Infine, task e vincoli di prece-
denza possono essere raggruppati all’interno di uno o più container, contenitori che hanno 
lo scopo di organizzare il flusso di controllo. Di seguito saranno descritti brevemente alcuni 
tra i task e container presenti nell’ambiente di sviluppo. 
 
Data Flow Task 
 
Figura 7.4 - Data Flow Task 
Il Data Flow Task, visibile in Figura 7.4, è il componente che descrive un flusso dati dalla 
sorgente alla destinazione. Consente di definire le operazioni di modifica, pulizia e conver-




Execute SQL Task 
 
Figura 7.5 - Execute SQL Task 
La Figura 7.5 mostra il componente Execute SQL Task; attraverso tale componente è possi-
bile eseguire istruzioni SQL o procedure memorizzate nel database. Le attività più comuni 
sono creazione, modifica ed eliminazione di oggetti all’interno di un database. Il result set 
ottenuto dall’esecuzione di una query può essere memorizzato all’interno di una variabile 
di pacchetto. 
Analysis Services Processing Task 
 
Figura 7.6 - Analysis Services Processing Task 
Attraverso il componente Analysis Services Processing Task (cfr. Figura 7.6) è possibile ela-
borare strutture dati quali modelli tabulari, cubi e dimensioni. 
Execute Process Task 
 
Figura 7.7 - Execute Process Task 
Il task Execute Process, mostrato in Figura 7.7, esegue un applicativo o un file batch pre-
sente sul file system. Il componente viene in genere utilizzato per eseguire applicazioni 
aziendali che si collegano ad una particolare sorgente dati per effettuare manipolazioni non 
altrimenti possibili attraverso i componenti standard. 
Expression Task 
 
Figura 7.8 - Expression Task 
Il componente Expression Task, mostrato in Figura 7.8, consente di creare e valutare 
espressioni che regolano il flusso definito all’interno del control flow. Ad esempio, in base 
al valore di un parametro di sistema, è possibile reindirizzare il flusso di controllo verso un 








Figura 7. 9 - Script Task 
Attraverso il componente Script Task (cfr. Figura 7. 9) è possibile estendere le funzionalità 
non coperte dai componenti a disposizione. È presente un ambiente di sviluppo minimale 
che consente la creazione di script nei linguaggi C# o VB.NET. 
File System Task 
 
Figura 7.10 - File System Task 
Il File System Task (cfr. Figura 7.10) consente di eseguire operazioni su file e directory del 
file system; è possibile ad esempio creare, rinominare, spostare o eliminare file e directory 
e impostare proprietà quali permessi di lettura e scrittura. 
Foreach Loop Container 
 
Figura 7.11 - Foreach Loop Container 
Il componente Foreach Loop Container, mostrato in Figura 7.11, definisce un flusso ripetuto 
all’interno del control flow. L’implementazione del ciclo è simile alla struttura del ciclo fo-
reach nei linguaggi di programmazione. Il contenitore ripete il flusso per ogni membro 
dell’enumeratore specificato, tra cui: 
 ADO Enumerator: consente di enumerare le tabelle all’interno di un database o le 
righe all’interno di una tabella. 
 File Enumerator: consente di enumerare i file contenuti in una cartella, comprese le 
sottocartelle. 









For Loop Container 
 
Figura 7.12 - For Loop Container 
In maniera analoga al contenitore Foreach, il For Loop Container, mostrato in Figura 7.12, 
definisce un flusso ripetuto all’interno del control flow. L’implementazione del ciclo è simile 
alla struttura del ciclo for nei linguaggi di programmazione; il componente valuta un’espres-
sione ed esegue il flusso fino a quando la condizione risulta vera. 
Sequence Container 
 
Figura 7.13 - Sequence Container 
In Figura 7.13 è mostrato il Sequence Container. Il componente consente di organizzare il 
flusso di attività all’interno di un control flow e può includere, a sua volta, altri contenitori. 
 
7.2.3 Data Flow 
Il Data Flow, introdotto precedentemente, è un task del Control Flow che definisce a sua 
volta un foglio di lavoro destinato alla gestione del flusso dati. Gli elementi che lo compon-
gono si suddividono in source, destination e transform. I componenti source e destination 
consentono rispettivamente di leggere e scrivere dati da e verso database relazionali, file 
di testo, ecc. I componenti transform specificano dettagliatamente tutto ciò che riguarda 
la manipolazione dei dati come ad esempio conversioni di tipo, creazione di colonne ag-
giuntive, filtri e calcolo misure. Di seguito, alcuni tra gli elementi i più utilizzati. 
OLE DB Source 
 
Figura 7.14 - OLE DB Source 
Il componente OLE DB Source, presentato in Figura 7.14, consente di estrarre dati da 
un’ampia gamma di database relazionali. Il collegamento avviene sfruttando la connes-




Flat File Source 
 
Figura 7.15 - Flat File Source 
La Figura 7.15 mostra il componente Flat File Source: il componente legge dati da un file di 
testo che può presentarsi nei formati delimited o fixed width. Nel primo caso, per definire 
righe e colonne sono utilizzati appositi caratteri come delimitatori; nel secondo caso, righe 
e colonne sono definite in base a un numero di caratteri prefissato. 
OLE DB Destination 
 
Figura 7.16 - OLE DB Destination 
Il componente OLE DB Destination (cfr. Figura 7.16) consente di caricare dati verso un ele-
vato numero di database relazionali. Il collegamento avviene in maniera del tutto analoga 
al componente OLE DB Source, cioè sfruttando la connessione OLE DB. 
Flat File Destination 
 
Figura 7.17 - Flat File Destination 




Figura 7.18 - Aggregate 
La trasformazione Aggregate (cfr. Figura 7.18) applica funzioni di aggregazione al flusso dati 
in ingresso in maniera analoga all’istruzione GROUP BY del linguaggio SQL. Le operazioni 
disponibili sono: somma, media aritmetica, conteggio, valore minimo e valore massimo. 
Conditional Split 
 
Figura 7.19 - Conditional Split 
Il componente Conditional Split, mostrato in Figura 7.19, consente di indirizzare il flusso 
dati verso output diversi a seconda del contenuto del singolo record. La trasformazione 
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Figura 7.20 - Script Component 
Lo Script Component, mostrato in Figura 7.20, consente di eseguire script personalizzati 
all’interno di un Data Flow. Come per lo Script Task (Paragrafo 7.2.2), lo scopo è quello di 
estendere le funzionalità non coperte dagli altri elementi di trasformazione. 
Merge Join 
 
Figura 7.21 - Merge Join 
Il Merge Join, Figura 7.21, esegue un’operazione di join tra i flussi in ingresso e restituisce 
in output l’unione dei due set di dati. Il componente richiede che entrambi i flussi in input 
siano ordinati per l’attributo di giunzione. 
Merge 
 
Figura 7.22 - Merge 
Il Merge consente di combinare due o più set di dati in un singolo flusso; il componente, 




Figura 7.23 - Data Conversion 
La trasformazione Data Conversion, mostrata in Figura 7.23, effettua conversioni di tipo dei 









Figura 7.24 - Derived Column 
Il componente Derived Column(cfr. Figura 7.24) consente di generare colonne aggiuntive 
tramite l’applicazione di espressioni alle colonne di input della trasformazione. Un'espres-




Figura 7.25 - Sort 
La Figura 7.25 mostra la trasformazione Sort; il componente definisce i criteri di ordina-
mento dei record in ingresso e restituisce in output il flusso dati ordinato. La trasformazione 
è in grado inoltre di rimuovere le righe duplicate. 
Lookup 
 
Figura 7.26 - Lookup 
La trasformazione Lookup, presentata in Figura 7.26, tenta di eseguire un’operazione di 
equi-join tra i valori nell'input della trasformazione e quelli nel set di dati di riferimento. 
Questo significa che ad ogni riga nell'input della trasformazione deve corrispondere almeno 
una riga nel set di dati di riferimento. A seconda dell’esito dell’operazione di equi-join, il 
componente Lookup indirizza i record verso due flussi separati: Lookup Match Output, nel 
caso in cui la condizione di join è soddisfatta, e Lookup No Match Output, nel caso in cui 
non esiste corrispondenza tra i dati in input e l’insieme di riferimento.  
Multicast 
 
Figura 7.27 - Multicast 
Il componente Multicast(cfr. Figura 7.27) dirige il set di dati in input verso uno o più flussi 








Figura 7.28 - Row Count 
La trasformazione Row Count, mostrata in Figura 7.28, consente di contare il numero di 
record che attraversano il componente e di memorizzare il totale in una variabile. 
OLE DB Command 
 
Figura 7.29 - OLE DB Command 
La Figura 7.29 mostra la trasformazione OLE DB Command; il componente esegue una istru-
zione SQL per ogni record nel flusso dati che lo attraversa. È ad esempio possibile eseguire 
istruzioni che inseriscono, aggiornano ed eliminano record in una tabella di un database. 
Pivot 
 
Figura 7.30 - Pivot 
La trasformazione Pivot, descritta in Figura 7.30, consente di effettuare operazioni di pivo-
ting su un set di dati; scelti due campi, il componente effettua una rotazione della matrice 
e trasferisce i valori dalle righe alle colonne. 
Unpivot 
 
Figura 7.31 - Unpivot 
Il componente Unpivot (Figura 7.31), invece, esegue l’operazione inversa: scelto un insieme 
di campi, la trasformazione trasferisce le etichette e i valori dei campi dalle colonne alle 
righe. 
 
7.2.4 Parameters and Variables 
Parametri e variabili sono due componenti fondamentali in un progetto di Integration Ser-
vices. 
     Un parametro è una costante definita dall’utente e, come tale, non è possibile alterarne 
il valore durante l’esecuzione del pacchetto. Esistono due tipi di parametri definibili in SSIS: 
a seconda del tipo di visibilità un parametro può essere di progetto, project parameter, o 
di pacchetto, package parameter. Nel primo caso, il parametro è condiviso tra i pacchetti 
56 
 
dell’intera soluzione; nel secondo, la sua visibilità è limitata al pacchetto in cui è stato defi-
nito. In entrambi i casi, il parametro può essere settato da un software esterno quale SQL 
Server Management Studio; grazie a questa funzionalità è possibile definire un unico flusso 
dati ed eseguirlo per i diversi valori dei parametri impostati. 
     Una variabile, invece, è visibile univocamente all’interno dello stesso package ma, a dif-
ferenza dei parametri, è possibile alterarne il valore durante l’esecuzione. Ad esempio, 
come già anticipato nel Paragrafo 7.2.2, è possibile assegnare ad una variabile il risultato di 
una query al database. Per concludere, le variabili non sono accessibili esternamente da 
altri software. 
 
7.3 Fase di estrazione 
La fase di estrazione consiste nell’acquisizione dei dati da numerose fonti tra loro eteroge-
nee: possono infatti basarsi su tecnologie diverse e presentarsi sia come fonti relazionali, 
sia non relazionali. La fase di estrazione deve tener conto delle caratteristiche della base di 
dati sorgente e dei singoli campi da estrarre. Capita spesso, infatti, che vi siano volumi rag-
guardevoli di record che non è necessario processare; è consigliabile quindi filtrare tali re-
cord a monte del processo e recuperare esclusivamente i campi che saranno effettiva-
mente utilizzati nelle fasi successive in modo da ridurre notevolmente il carico di lavoro. 
     I dati estratti, vengono depositati in un’area temporanea, detta staging area, costituita 
generalmente da una specifico insieme di tabelle all’interno del datawarehouse o di un 
database relazionale separato. I dati che raggiungono l’area di staging, a meno di filtri sui 
campi e piccole conversioni dei metadati, costituiscono una copia esatta dei sistemi sor-
gente. Introdurre un’area di staging nel processo di realizzazione di un datawarehouse 
porta con sé alcuni vantaggi significativi: 
 Indipendenza dai sistemi sorgenti. In caso di variazioni nei sistemi sorgenti, le mo-
difiche sono limitate alla fase di estrazione e alla staging area, lasciando inalterata 
la struttura del datawarehouse e minimizzando quindi il disservizio percepito 
dall’utente finale. 
 Caricamento delta (o incrementale). Viene effettuato il caricamento nel dataware-
house dei soli record non ancora elaborati o che hanno subìto variazioni rispetto 
all’ultimo caricamento. 
 Separazione dei processi di estrazione e trasformazione. Ogni flusso dati prove-
niente dai sistemi sorgenti deve essere estratto e depositato nell’area di staging 
prima di procedere con le fasi successive; in questo modo le procedure di trasfor-
mazione sono eseguite localmente e risultano indipendenti da eventuali malfunzio-
namenti dei sistemi sorgenti. 
     Dall’area di staging inizia il vero e proprio processo di ETL che porta al popolamento del 
datawarehouse. In questo paragrafo saranno presentate, per ciascun sistema sorgente, le 
procedure di estrazione dati ritenute più interessanti. 
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7.3.1 SCADA turbine di impianto 
Lo SCADA di livello turbina, descritto nel Paragrafo 3.1.1, mantiene per ciascun impianto 
eolico tre tabelle: ALARMAS, HDBF e DIEZMINUTALES. La procedura di estrazione, mostrata 
in Figura 7.32, consiste in altrettanti data flow task che acquisiscono i dati dalle tabelle 
sorgenti. 
 
Figura 7.32 - SCADA turbine di impianto: Control flow di estrazione 
La Figura 7.33 mostra invece il dettaglio di uno dei processi di acquisizione. Il flusso dati è 
composto da:  
 V_PARK_DBSGIPE_ALARMAS: è il componente OLE DB Source che gestisce il colle-
gamento verso il database sorgente. Il recupero dei dati avviene in maniera incre-
mentale, cioè selezionando dalla tabella solo i record non ancora elaborati. 
 Data Conversion: alcuni campi testuali vengono uniformati per supportare la stessa 
codifica dei caratteri. 
 RAW_ALARMAS: il flusso dati estratto viene depositato nella tabella RAW_ALAR-
MAS all’interno dell’area di staging. 
 
Figura 7.33 - SCADA turbine di impianto: Data flow di estrazione 
La procedura appena descritta deve essere ripetuta per ciascun impianto, per un totale di 
dieci parchi eolici. Per evitare di dover gestire dieci diversi pacchetti, è stato introdotto il 
parametro park_id in fase di prelievo dei dati. Nel momento in cui la procedura ETL viene 
avviata, è necessario specificare il codice identificativo dell’impianto dal quale si deside-
rano estrarre i dati. 
 
7.3.2 SCADA sottostazioni di impianto 
Lo SCADA di sottostazione, descritto nel Paragrafo 3.1.2, mantiene per ciascun impianto tre 
tabelle: RESULT_ENERGY, SELTA_5MIN e SELTA_TAGANA. La procedura di estrazione, mo-
strata in Figura 7.34, consiste in due flussi dati che attingono rispettivamente dai due si-
stemi sorgenti, il server Metering e il server SELTA. 
 
Figura 7.34 - SCADA sottostazioni di impianto: Control Flow di estrazione 
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Il processo di acquisizione è pressoché identico a quello mostrato per gli SCADA di livello 
turbina: anche in questo caso il caricamento avviene in maniera incrementale e i dati 
estratti sono depositati nella loro area di staging. 
 
7.3.3 Manutenzione 
Riprendendo quanto già riportato nel Paragrafo 3.3, le informazioni riguardanti gli inter-
venti di manutenzione possono essere fornite dal personale E.ON oppure provenire dalla 
società Terna. La procedura di estrazione, mostrata in Figura 7.35, si compone di un task 
Execute Process, indicato con il nome di Terna Dispatching, e un task di flusso dati. 
 
Figura 7.35 - Manutenzione: Control flow di estrazione 
Il componente Execute Process Task è stato configurato in modo da avviare un applicativo23 
che, tra le altre cose, è in grado di accedere alla casella di posta, recuperare le informazioni 
relative agli ordini di dispacciamento e scriverle in un’apposita tabella del database. 
La Figura 7.36 descrive invece il comportamento del data flow GET STOPS. 
 
Figura 7.36 - Manutenzione: Data flow di estrazione 
Così come avviene nei flussi descritti precedentemente (Paragrafi 7.3.1 e 7.3.2), il carica-
mento avviene in maniera incrementale. In questo caso, però, sono stati introdotti i com-
ponenti Lookup e OLE DB Command per gestire l’inserimento di record già esistenti, ma che 
hanno subìto variazioni rispetto all’ultimo caricamento. Questo perché gli operatori, nel 
momento in cui si verifica un fermo macchina, inseriscono un nuovo record specificando la 
data di inizio del processo di manutenzione e, solo quando l’aerogeneratore riprende il suo 
corretto funzionamento, il record viene aggiornato con il relativo timestamp. 
 
                                                     
23 Lo sviluppo dell’applicativo in questione non sarà trattato nel corso del seguente documento. 
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7.3.4 Dati di mercato 
Introdotti nel Paragrafo 3.4, sono i dati generati dagli enti coinvolti nel sistema elettrico 
nazionale. 
Il flusso di controllo, mostrato in Figura 7.37, si compone di quattro blocchi principali: 
 Il primo blocco è costituito dal task GME price che legge i dati relativi ai prezzi zonali 
dalla pagina web del GME e li inserisce in tabella. 
 Gli altri tre blocchi depositano in una cartella una serie di file in formato csv che 
riguardano rispettivamente i dati della componente perequativa, il fabbisogno 
energetico e i prezzi di sbilanciamento prelevati dalla pagina web di Terna. I file 
scaricati vengono elaborati e caricati nelle rispettive tabelle di staging sfruttando il 
componente Foreach Loop Container; infine, sono rimossi dal file system. 
 
Figura 7.37 - Dati di Mercato: Control Flow di estrazione 
 
7.3.5 Tabelle di anagrafica 
Infine, nessun accorgimento particolare per quanto riguarda le tabelle di anagrafica. 
 
7.4 Fase di trasformazione 
La fase di trasformazione è la più importante e articolata tra le fasi del processo ETL; viene 
applicato un insieme di regole e funzioni ai dati estratti precedentemente per uniformarli 
e prepararli al caricamento verso il datawarehouse. Le operazioni di trasformazione hanno 
luogo all’interno dell’area di staging e riguardano: 
 Filtri sui dati. Selezione dei soli campi di interesse, rimozione dei record duplicati e 
pulizia dei campi che presentano valori anomali (outliers). 
 Normalizzazioni. Si applica un insieme di regole per uniformare i dati estratti; tali 




 Aggregazione dei dati allo stesso livello di dettaglio, definito durante la fase di pro-
gettazione. 
 Calcolo delle misure definite nella fase di specifica dei requisiti. 
In questo paragrafo saranno presentate, per ciascun sistema sorgente, alcune tra le proce-
dure di trasformazione implementate. 
7.4.1 SCADA turbine e sottostazioni di impianto  
Il processo di trasformazione dei sistemi SCADA di livello turbina e sottostazione di im-
pianto, descritto in Figura 7.38, si compone di due flussi distinti che terminano con l’esecu-
zione di un Data Flow Task. 
 
Figura 7.38 - SCADA: Control flow di trasformazione 
Il flusso di controllo sulla sinistra esegue per prima cosa un’operazione di truncate sulla 
tabella RAW_SCADA_turbine e, successivamente, avvia il data flow SCADA_turbine. Il flusso 
dati, mostrato in Figura 7.39, applica una serie di trasformazioni quali conversioni di tipo, 
aggregazioni, aggiunta di nuove colonne, alle tabelle dell’area di staging ed effettua opera-
zioni di Lookup con le tabelle dimensionali per recuperare il valore delle chiavi surrogate. 
Infine, scrive il tutto nella tabella precedentemente svuotata. 
 
Figura 7.39 - SCADA turbine di impianto: Data flow di trasformazione 
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Procedimento del tutto analogo per quanto riguarda il flusso di controllo sulla destra (cfr. 
Figura 7.38) e descritto in Figura 7.40. 
 
Figura 7.40 - SCADA sottostazione di impianto: Data flow di trasformazione 
Per concludere, il data flow task RAW_Operational_SCADA(cfr. Figura 7.38) combina i due 
flussi appena mostrati in un’unica tabella finale, in attesa della fase di caricamento. 
7.4.2 Manutenzione 
La fase di trasformazione riguardante il processo Maintenance non evidenzia alcun aspetto 
interessante. I dati estratti nella fase precedente e depositati nell’area di staging vengono 
aggregati e depositati in un’apposita tabella dell’area di staging, pronti per il caricamento 
nel datawarehouse. 
7.4.3 Dati di mercato 
I record relativi ai dati di mercato si presentano tutti nello stesso formato e già aggregati a 
livello orario; non è necessario, dunque, effettuare ulteriori operazioni di trasformazione. 
Le quattro tabelle (RAW_GME_Price, RAW_Terna_Perequative, RAW_Terna_load_da, 
RAW_Terna_Unbalancing_na) vengono combinate in un’unica struttura, in attesa della 
fase di caricamento. 
7.4.4 Tabelle di anagrafica 
La fase di trasformazione per le tabelle di anagrafica riguarda perlopiù la gestione delle 
Slowly Changing Dimensions, cioè le dimensioni con attributi che variano nel tempo. Tra le 
soluzioni disponibili, introdotte nel Paragrafo 4.3, si ricorda che è stata adottata la solu-





Figura 7.41 - Tabelle di anagrafica: implementazione Slowly Changing Dimensions 
     L’esempio in questione riguarda l’aggiornamento dei campi TOTAL_WTG e TOTAL_MW 
della tabella dimensionale DIM_WFARM. Come descritto in [Ruggieri 15], per preservare la 
storia dei valori sono necessarie le seguenti operazioni: 
 Aggiornamento del campo END_DATE con la data in cui è avvenuta la modifica. Il 
calcolo della data è eseguito dalla trasformazione date_today, l’aggiornamento del 
record, invece, attraverso il componente Close surrogate key. 
 Creazione di un ulteriore record con i nuovi valori dei campi TOTAL_WTG e TO-
TAL_MW. L’inserimento in tabella avviene per mezzo del componente 
DIM_WFARM 1. 
7.5 Fase di caricamento 
Una volta definite le regole di trasformazione dei dati, si procede con l’effettivo carica-
mento nel datawarehouse. Il flusso di controllo, mostrato in Figura 7.42, si compone di tre 
elementi principali: il data flow load FACT tables e i componenti Analysis Services DIM Pro-
cessing e FACT Processing. 
 
 
Figura 7.42 - Fase di caricamento: Control Flow 
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Il flusso dati load FACT tables, descritto in Figura 7.43, esegue il caricamento delle tabelle 
dei fatti nel datawarehouse. I componenti Analysis Services task, infine, effettuano rispet-
tivamente l’aggiornamento delle dimensioni e dei fatti sul modello multidimensionale. 
 
Figura 7.43 - Fase di caricamento: load FACT tables 
 
7.6 Esecuzione delle procedure ETL 
Le operazioni di estrazione, trasformazione e caricamento, descritte nei paragrafi prece-
denti, devono essere eseguite periodicamente così da poter mantenere costantemente ag-
giornato il datawarehouse. La frequenza di aggiornamento e le modalità di esecuzione di 
tali procedure sono state definite attraverso lo strumento SQL Server Agent, introdotto nel 
Paragrafo 6.2.1, e descritte di seguito. La Tabella 7.1 fornisce, per ciascuna procedura, una 
breve descrizione, la frequenza di aggiornamento dei dati e la data e l’ora di avvio.  
 
Procedura Descrizione Frequenza Data e ora 
E_SCADA_TUR-
BINE 
Processo di importazione dati da-
gli scada di livello turbina 





Processo di importazione dati da-
gli scada di sottostazione 
Una volta al 
giorno 
01:00 
T_OP_SCADA Processo di trasformazione dei si-
stemi scada 
Una volta al 
giorno 






Procedura di estrazione e trasfor-
mazione dei dati di manutenzione 
Due volte al 
giorno 
01:00 – 14:00 
E_T_MARKET Procedura di estrazione e trasfor-
mazione dei dati di mercato 
Una volta al 
giorno 
01:00 
E_T_ANA Procedura di estrazione e trasfor-
mazione delle tabelle di anagrafica 
Una volta al 
giorno 
01:00 
L_DWH_CUBE Processo di importazione dati 
dall’area di staging al dataware-
house 
Due volte al 
giorno 














Reportistica offline e online: la scelta 
di Power BI 
Nel seguente capitolo sono descritte le logiche e le procedure utilizzate per la realizzazione 
dei report. Nel primo paragrafo sarà introdotto il concetto di reportistica per il supporto ai 
processi decisionali e mostrate le tecniche e le metodologie per la rappresentazione e di-
stribuzione dei report. I paragrafi 8.2 e 8.3 presenteranno le soluzioni proposte rispettiva-
mente per quanto riguarda la reportistica offline e online. Saranno infine mostrati alcuni 
esempi di report e dashboard richiesti dall’azienda cliente. 
Per ragioni di riservatezza, i dati mostrati all’interno dei report sono stati mascherati. 
8.1 Introduzione alla reportistica 
Il reporting è l’attività di rilevazione e misurazione dei risultati effettuata periodicamente e 
la sua efficacia dipende dal tipo di strumenti impiegati e dalle metodologie adottate. For-
nisce un insieme di informazioni approfondite e di dettaglio, organizzate per rispondere 
alle esigenze di ciascuna area di business o funzione operativa. Le sue finalità sono: 
 Offrire al management la rappresentazione del presente per capire e influenzare il 
futuro dell’azienda. 
 Assumere decisioni tattiche e strategiche con maggiore cognizione di causa. 
 Confrontare i risultati effettivi con quelli attesi ed effettuare il calcolo degli scosta-
menti, nonché l’analisi delle cause di tali scostamenti. 
     Secondo [Marchi 13], i determinanti della qualità di un sistema di reporting sono: tem-
pestività, affidabilità, chiarezza ed essenzialità. I report devono essere facilmente interpre-
tabili e privi di ambiguità; le informazioni in essi contenute devono essere ridotte al minimo 
indispensabile e fornite al management responsabile in tempi brevi. Per agevolare l’inter-
pretazione dei risultati delle analisi risulta quindi fondamentale la modalità con cui i dati 
sono presentati. Esistono diversi strumenti per farlo, le tecniche di presentazione più co-
muni, secondo [Albano 14], sono: 
 Report tradizionale, in cui il risultato è mostrato in maniera tabulare con eventuali 
livelli di dati di riepilogo parziali. 
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 Tabella a doppia entrata, in cui il risultato di una misura aggregata viene mostrato 
in corrispondenza della combinazione di due o più dimensioni lungo gli assi carte-
siani. Aggiungendo e rimuovendo dimensioni si ottengono rispettivamente le ope-
razioni di drill-down e roll-up. 
 Grafici di natura diversa, come istogrammi, diagrammi a barra o grafici a torta. 
Inoltre, come mostrato in Figura 8.1, si identificano tre modalità di attuazione del supporto 
alle decisioni: 
 Reportistica offline. La reportistica offline, o standard rappresenta il livello più 
basso di supporto alle decisioni. I report generati possono essere statici, se presen-
tati in un formato non manipolabile in alcun modo dall’utente finale, o dinamici, il 
cui contenuto può variare secondo parametri selezionabili. 
 Reportistica online. La reportistica online, conosciuta anche con il nome di Analisi 
Multidimensionale, consente agli utenti finali di effettuare analisi interattive sui dati 
raccolti nel datawarehouse. 
 Analisi esplorativa. Sono impiegati algoritmi di Data Mining al fine di estrarre mo-
delli predittivi dei dati. Quest’ultimo insieme di tecniche non rientra tra le soluzioni 
di reportistica e, per questo motivo, non verrà approfondito nel corso di questo ca-
pitolo. 
 
Figura 8.1 – Business Intelligence Pyramid 
 
     Un’altra classificazione riguarda le modalità con le quali sono distribuiti i report. Gli stru-
menti di reportistica offline offrono un sistema di sottoscrizione che permette agli utenti di 
ricevere periodicamente via e-mail i report desiderati, in una modalità detta push. La mo-
dalità pull, invece, è tipica della reportistica online: è l’utente finale che richiede la genera-
zione di un report ad hoc attraverso gli strumenti OLAP a disposizione.   
Nel caso in esame l’azienda cliente ha richiesto entrambe le modalità di generazione e di-
stribuzione dei report; è stata quindi proposta una soluzione ibrida basata da un lato sulla 
piattaforma SQL Server Reporting Services e, dall’altro, sui software di analisi multidimen-
sionale Microsoft Excel e Power BI.  
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8.2 La reportistica offline 
Come strumento di reportistica offline è stato adottato il software SQL Server Reporting 
Services (SSRS), di cui si è discusso nel Paragrafo 6.2.3. La progettazione dei report è stata 
realizzata per mezzo del componente Report Designer, un tool grafico che consente in po-
chi e semplici passaggi di generare i report desiderati. La gestione delle sottoscrizioni, non-
ché la pubblicazione e la schedulazione degli stessi, è avvenuta per mezzo del Report Ma-
nager. Di seguito, alcuni esempi di report generati: 
 
 
Figura 8.2 – Esempio di report mensile per un impianto eolico 
 
     In Figura 8.2 sono rappresentate, rispettivamente, le misure wind speed ed energetic 
availability per il primo grafico, le misure net production, cumulated budget production e 
cumulated net production per il secondo grafico e le misure raw stops e cumulated raw 




Figura 8.3 – Esempio di report giornaliero 
Il report in Figura 8.3 si compone, invece, di un’unica tabella riepilogativa contenente le 
principali metriche di interesse per ciascun impianto eolico, nel periodo di analisi. 
     La generazione dei report presentati precedentemente avviene solitamente secondo tre 
diverse tempistiche: giornaliera, settimanale e mensile. In tutti e tre i casi la modalità di 




8.3 La reportistica online 
La reportistica online, a differenza di quella offline, consente agli utenti finali di creare o 
modificare con facilità i report desiderati, senza che siano necessarie approfondite cono-
scenze tecniche. È possibile inoltre utilizzare strumenti di pubblicazione per mettere a di-
sposizione di altri utilizzatori i report creati. Come già anticipato nel Paragrafo 8.1, gli ap-
plicativi software adottati sono Microsoft Excel e Power BI. 
8.3.1 Microsoft Excel 
     Excel integra la possibilità di interrogare il modello multidimensionale e visualizzare i 
dati in una pivot table, una particolare tabella riassuntiva utilizzata nei sistemi di business 
intelligence come strumento di analisi e reporting. In questo caso, la pivot viene costruita 
direttamente sul cubo, pertanto l’utente può sfruttare le aggregazioni precalcolate e navi-
garla in modo interattivo inserendo, rimuovendo campi o applicando filtri. Una tabella pi-
vot viene solitamente divisa in quattro aree: 
 Righe: si riportano i campi interessati in riga; 
 Colonne: si riportano i campi interessati in colonna; 
 Valori: specifica quali sono i dati della tabella; 
 Filtri: specifica i campi che vengono utilizzati per filtrare i dati in tabella; 
 
 
Figura 8.4 – Esempio di report settimanale per un impianto eolico 
 
     In Figura 8.4 si riporta un esempio di report rappresentato in forma tabulare attraverso 
l’utilizzo di una tabella pivot. Il report mostra l’andamento generale di un impianto eolico 
nel periodo di interesse. Sulle righe sono infatti riportate le etichette identificative degli 
aerogeneratori mentre sulle colonne i valori dei principali KPI. L’applicazione di un filtro 
permette di specificare il nome del parco e il periodo di analisi. 
8.3.2 Power BI 
     Power BI è uno strumento basato interamente su tecnologie cloud che offre funzionalità 
sia di reporting che di dashboarding grazie alle quali è possibile creare degli elaborati molto 
più avanzati e definiti dal punto di vista grafico rispetto a Reporting Services ed Excel. Un 
aspetto molto importante è la rapidità con cui è possibile effettuare analisi complesse in 
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maniera molto semplice e intuitiva. Ciò è dovuto al fatto che Power BI interroga in tempo 
reale il database, aggiornando molto frequentemente i dati e le informazioni visualizzate; 
in questo modo gli utenti sono in grado di tenere sotto controllo l’andamento dell’azienda 
e i suoi parametri chiave. 
     Power BI si compone di 6 elementi principali, attualmente rilasciati sul mercato separa-
tamente e perciò utilizzabili anche singolarmente: 
 Power Query: è uno strumento di trasformazione e integrazione dei dati che per-
mette la connessione ad un’ampia gamma di fonti dati. 
 Power Pivot: applicativo per la modellazione dei dati in-memory che supporta la 
costruzione di modelli di analisi e l’aggiunta di colonne e campi calcolati. 
 Power View: strumento di visualizzazione dei dati che offre una discreta varietà di 
elementi grafici personalizzabili. 
 Power Map: strumento di visualizzazione geospaziale dei dati che si affianca a Po-
wer View per estenderne le funzionalità verso i dati geolocalizzati. 
 Q&A: funzionalità che permette di effettuare interrogazioni in linguaggio naturale 
per una visualizzazione ad hoc dei dati. 
 Power BI Desktop: strumento di sviluppo della suite Power BI che supporta la crea-
zione di dashboard e report e la loro condivisione nel cloud. 
I componenti sopra descritti rendono Power BI una piattaforma di business intelligence 
completa a tutti gli effetti: a partire dal caricamento dei dati alla loro visualizzazione da 
parte dell’utente finale. È quindi possibile effettuare operazioni di data integration con Po-
wer Query e caricare il dataset risultante in un modello di Power Pivot. Tale modello è alla 
base delle successive visualizzazioni in Power View o Power Map. Lo strumento di sviluppo 
che combina i tre componenti è Power BI Desktop: questa soluzione permette la realizza-
zione e la condivisione di dashboard interattive, portando la business intelligence e l’analisi 
dei dati sul cloud.  
     Lo strumento, però, rimane ancora dietro a soluzioni come Tableau e Qlik, leader di mer-
cato per i sistemi di business intelligence; mancano infatti diversi elementi per poterlo con-
siderare all’altezza dei due competitor. Tali punti di debolezza sono: 
 L’interfaccia, in continuo sviluppo, non è ancora molto user friendly; 
 La curva di apprendimento è relativamente bassa; 
 Supporta visualizzazioni limitate per operazioni di forecasting e analisi statistiche. 
I punti di forza rispetto ai competitor, invece, sono: 
 Possibilità di effettuare interrogazioni in linguaggio naturale; 
 Possibilità di creare registrazioni video 3D e georeferenziate dei dati; 
 Possibilità di caricare più di 1000 punti per grafico; 
 Possibilità di utilizzo con applicativi cross-platform. 
    Power BI supporta anche la piattaforma mobile, ben sviluppata e integrata con il resto 
delle funzionalità, permettendo di consultare la dashboard aziendale e i singoli report di-
rettamente dal proprio smartphone o tablet. A titolo di esempio, vengono mostrati alcuni 
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report generati attraverso Power BI Desktop e accessibili tramite app.  
 
 
Figura 8.5 – Confronto tra produzione attesa e reale attraverso un Bullet Chart 
Il primo grafico (cfr. Figura 8.5) mostra il confronto tra l’energia prodotta, Production Me-
ter, e la produzione di energia attesa, Budget Production. Il bullet chart riportato in figura 
è un’evoluzione del tradizionale grafico a barre e la sua lettura è molto semplice; si com-
pone di: 
 Una linea nera orizzontale che rappresenta il valore attuale della metrica, in questo 
caso la Production Meter; 
 Una linea nera verticale che rappresenta il valore atteso, o target della metrica, in 
questo caso Budget Production; 
 Una scala quantitativa che misura il valore della metrica; 




Figura 8.6 – Rappresentazione dell’energia prodotta attraverso una scorecard 
Un altro modo di confrontare il valore atteso di una misura con quello reale consiste 
nell’utilizzare la rappresentazione scorecard (Figura 8.6). Tale visualizzazione mostra in ma-
niera semplice e pulita il valore della misura di interesse nel periodo di analisi e la differenza 
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in percentuale dal valore atteso; il grafico sottostante, invece, riporta l’andamento nel 
tempo di tale scarto percentuale. 
     Infine, tra le rappresentazioni forse più apprezzate dall’azienda cliente, troviamo la vi-
sualizzazione geospaziale dei dati. La Figura 8.7 mostra una cartina geografica delle regioni 
del sud Italia. L’intensità di colore associata a ciascuna regione è proporzionale al valore 
della misura a cui si fa riferimento; nell’esempio in figura, infatti, la produzione di energia 
nella regione Sicilia è nettamente superiore alla produzione in Calabria. Con un click del 
mouse, o un tocco in caso di app mobile, sulla zona di interesse è possibile mostrare il det-
taglio dei valori di analisi; con un doppio tocco, invece, sarà possibile eseguire un’opera-
zione di drill-down. 
 
 










     Questo lavoro di tesi ha avuto come obiettivo principale la progettazione e la realizza-
zione di un sistema di Business Intelligence per l’analisi delle performance degli impianti 
eolici con particolare attenzione al processo di data warehousing. L’importanza di un si-
stema informativo ben sviluppato permette alle aziende di trasformare l’enorme quantita-
tivo di dati generato in informazioni volte al miglioramento della capacità decisionale.  
     L’implementazione ha seguito le classiche fasi di progettazione di un datawarehouse: 
l’analisi dei requisiti, la progettazione concettuale e logica e le fasi di estrazione, trasforma-
zione e caricamento dei dati. Ciò che ha richiesto maggior attenzione è stata l’attività di 
estrazione e trasformazione dei dati, con lo scopo di renderli aderenti alla logica di business 
del sistema di analisi. Come sempre accade in progetti di questo tipo, sono emerse infatti 
incongruenze tra i dati che hanno portato ad alcune modifiche del modello e alle logiche di 
calcolo degli indicatori; dove possibile le richieste sono state inserite nel modello attuale, 
mentre quelle non immediate sono state rimandate agli sviluppi successivi.  
     I benefici introdotti dal progetto sono molteplici. In precedenza l’ufficio del personale 
distribuiva report che venivano generati manualmente a partire dai sistemi presenti in cia-
scuna sottostazione di impianto; il personale doveva quindi svolgere complesse e onerose 
operazioni di integrazione di basi di dati. Inoltre, tali operazioni erano limitate ai sistemi 
sorgenti interni alla realtà aziendale: non era possibile infatti incrociare le informazioni pro-
dotte dai processi Operational & Maintenance con la domanda e l’offerta di energia pre-
senti sul territorio nazionale e i relativi prezzi.  
     Il sistema realizzato ha quindi complessivamente soddisfatto le aspettative, ottenendo 
un riscontro più che positivo da parte degli utenti aziendali sia durante lo sviluppo che nei 
periodi successivi alla messa in produzione. L’azienda ha inoltre manifestato interesse 
nell’estensione della piattaforma: il processo Maintenance sarà esteso con i dati relativi ai 
movimenti del magazzino per tracciare e ridurre i costi di manutenzione; sarà infine intro-
dotto un nuovo processo che si occuperà dell’analisi della concorrenza con l’obiettivo di 
individuare i punti di forza e di debolezza dei competitor e formulare nuove strategie di 
vendita. 
     In conclusione, l’esperienza svolta presso Advant S.r.l. è stata particolarmente interes-
sante e gratificante: mi ha dato la possibilità di apprendere nuovi strumenti e consolidare 
quanto appreso in ambito universitario. L’ambiente lavorativo, professionale e stimolante 
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e, allo stesso tempo sereno e giovanile, ha reso l’esperienza ancora più piacevole e forma-
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