Abstract. We observe properties of some mappings related to the Davis-Choi-Jensen inequality for Hilbert space operators. Using these results, we observe properties of some mappings related to Levinson's operator inequality. Consequently, we obtain several refinements for each of these inequalities.
Introduction
Let B(H) denote a C * -algebra of all bounded linear operators on a (complex) Hilbert space H and 1 H denote the identity operator. We denote by B h (H) the real subspace of all self-adjoint operators on H and by B + (H) the set of all positive operators in B h (H).
A continuous real valued function f defined on an interval I is said to be operator convex if f (λX + 
for every selfadjoint operator A on H whose spectrum is contained in I.
Many other results can be found in [2, 3] . Next, we recall Levisons's operator inequality. First we give the definition of classes of functions for which we observe Levisons's operator inequality. Definition 1.1. Let f ∈ C(I) be a real valued function on an arbitrary interval I in R and c ∈ I
• , where I
• is the interior of I.
We say that f ∈ 
S.S. Dragomir in [1] observe Hermite-Hadamard's type inequalities for operator as follows. Let f : I → R be an operator convex function on the interval I. Then for any self-adjoint operators A and B with spectra in I we have (see [1, Theorem 1] 
and (see [1, Corollary 1]):
In the proof of the first result he introduce real-valued function ϕ x,A,B :
for an operator convex function f : I → R defined on the interval I and operators A, B with spectra in I; and proves an operator quasi-linearity property for the functional ∆ f (·, ·; t):
Theorem C [4, Theorem 1]. Let f : I → R be an operator convex function on the interval I. Then for each two distinct self-adjoint operators A, B with spectra contained in I and C ∈ [A, B] we have
for each t ∈ [0, 1], i.e. the functional ∆ f (·, ·; t) is operator superadditive as a function of interval.
for each t ∈ [0, 1], i.e. the the functional ∆ f (·, ·; t) is operator monotone as a function of interval.
Inspired by Dragomir's results, we observe some mappings related to Levinson's operator inequality. To obtain these results, we give appropriate mappings related to the Davis-Choi-Jensen inequality. As application, we obtained some refinements of inequalities (1) and (3).
Jensen's Mapping and its Properties
We define Jensen's mapping J Φ :
Theorem 2.3. Let J Φ ( f, A, B, t) be a mapping defined by (6), where Φ :
The proof is the same as one of Theorem 2.2 and we omit it.
Remark 2.4. Under the assumptions of Theorem 2.2 the following refinement of the Davis-Choi-Jensen inequality
Since f is continuous on [m, M], the operator valued integral 
Finally, integrating the inequality (9) over t ∈ [0, 1], we obtain another refinement of the Davis-Choi-Jensen inequality:
But, under the assumptions of Theorem 2.3 we obtain the following inequality:
Also, it is obvious that we obtain the inequality with the scalar product by using (10):
where u ∈ K , u = 1.
Example 2.5. We give examples with the power function and the trace mapping.
(1) Let the assumptions of Theorem 2.2 be hold. If A is a positive self-adjoint operator with spectra contained in
is an example of (6) and refinements of the Davis-Choi-Jensen inequality as in (9) and (10) hold. But, if p ∈ [0, 1], then the reverse inequalities are valid in (9) and (10). 
is another example of (6). 
Proof. Let t ∈ (0, 1). Operator convexity of f and positive linearity of Φ give
It follows
Remark 2.7. Applying Theorem 2.6 we have the following extension of the Davis-Choi-Jensen inequality (1)
Now, if we define trivial Jensen's mappingJ :
where m1 H ≤ A, B ≤ M1 H and Φ : B(H) → B(K ) is a normalized positive linear mapping, then the following results hold. We omit the proof.
Lemma 2.8. MappingJ Φ defined by (12) has the following properties:
for every α, β ∈ [0, 1] such that α + β = 1 and for every t 1 ,
We can observe special cases of operator B in the mapping (12) similar to Theorems 2.2, 2.3 and 2.6. We give one of these results. Theorem 2.9. LetJ Φ ( f, A, B, t) be a mapping defined by (12) and B =Ā := Φ(A).
Proof. By using (1) we havē
Next, similar to the proof of Theorem 2.2, we obtain thatJ
Remark 2.10. 1) Under the assumptions of Theorem 2.9 we can give refinement of the Davis-Choi-Jensen inequality (1), similarly as in Remark 2.4.
2) Under the assumptions of Theorems 2.2 and 2.9, we obtain another refinements of (1)
3) It is easy to prove that the above results hold for series of operators. For example, similarly to (6) we define Jensen's mapping J Φ :
where
, and Φ i (X) = p i X, for some positive scalars p i such that
Levinson's Mapping and its Properties
We define Levinson's mapping L Φ,Ψ as a difference between the corresponding Jensen's mappings (6), i.e.
where 
Now, we prove our first result that the properties of convexity and monotonicity of the mapping (14) hold.
Theorem 3.1. Let L Φ,Ψ be a mapping defined by (14), let Φ preserve the operatorX := Φ(X) and the product of operators X andX, and let Ψ, analogous, preserveȲ := Ψ(Y) and the product of Y andȲ. If
Proof. Let the constant α be as in Definition 1.1, such that F(s) = f (s) − 
has the same properties. Next,
Since Ψ(Ȳ) =Ȳ and Ψ preserve the product of operators Y andȲ, it follows that
Using (17) and (18) we obtain
We define mappings: 
Next, we show that the mapping (20) has the properties convexity and monotonicity. 
Proof. The proof is similar to the one for Theorem 3.1. We give a short version. Using Lemma 2.8 and Theorem 2.9 we obtain that the mappinḡ
is convex and monotone increasing on [0, 1]. We havē
We define mapping: 
Next, using the proofs of Theorem 3.1 and 3.2 we have that
We remark that Levinson's inequality (3) can we read as follows
If all assumptions of Theorem 3.1 and 3.2 valid, then we have the following refinement of (22) by using (21):
2) Similar to Remark 2.10, we have versions of (14) and ( We define , b) ) and
The interested reader can construct other Levinson's mappings using the remaining Jensen's mappings given in Section 2.
Finally, inspired by Dragomir's research given in Theorem B, we define the operator valued-functional related to Levinson's inequality as a difference between respective mappingsL Φ,Ψ and L Φ,Ψ , i.e. ∆ Φ,Ψ ( f, A, B; C, D, t) ((a, b) ) and t ∈ [0, 1]. For the sake of convenience let us define operator functions:
and
So, we can read
Now, we show an operator quasi-linearity property for the mapping (24), as operator superadditive and operator monotone as a function of intervals.
Theorem 3.4. Let ∆ Φ,Ψ be a mapping defined by (24).
Moreover, if B 1 = (1 − r)A + rB and
Proof. 
Using that
, we obtain positive sign of ∆ Φ,Ψ ( f, A, B; C, D, t) for every t ∈ [0, 1], since
(ii) Applying positive linear mapping Ψ to (4), we obtain
for every
So (28) give
Similarly, we obtain
Summing (29) and (30), applying (27) and using that 
Summing the above inequalities and applying (27), we obtain
it follows that for every r, s
hods. Then the desired inequality (26) holds. 
(32)
If Φ and Ψ preserve the operator f (Ā) and f (C), respectively, then supremum in (32) is equal toL Φ,Ψ ( f, A, C, t) − L Φ,Ψ ( f, A, C, t), whereL Φ,Ψ and L Φ,Ψ are Levinson's mapping defined by (14) and (20).
Proof. Replacing B byĀ, A 1 by B and D byC, C 1 by D in (25) and using (24) we obtain
We have
and, similarly,
So the inequality (33) becomes
− Φ f ((1 − t)A + tB) − Φ f (1 − t)B + tĀ + Φ f (B)
≥ Ψ f (1 − t)C + tC − Φ f (1 − t)A + tĀ .
Since the equality case in (34) 
