Abstract. In this work we obtain a compactness result for the H−convergence of a family of nonlocal and nonlinear monotone elliptic-type problems by means of Tartar's method of oscillating test functions.
Introduction
Homogenization theory dates back to the works of S. Spagnolo [39] , E. De Giorgi and S. Spagnolo [20] , I. Babuška [6] , A. Bensoussan, J.L. Lions and G. Papanicolaou [7] and E. Sánchez-Palencia [33] among others. In the context of linear elliptic partial differential equations, the model to be studied is the limit as n → ∞ of the following problems − div(A n ∇u n ) = f in Ω u n = 0 on ∂Ω, (1.1)
where Ω ⊂ R N is a bounded domain, f ∈ H −1 (Ω) and
N ×N is a sequence of symmetric and uniformly coercive matrices.
As a model example, the authors considered the case where the matrices A n are given in terms of a single matrix A in the form
where A is periodic, of period 1, in each variable.
In the periodic setting, the limit problem when n → ∞ can easily be fully characterized. See [7] .
In order to deal with the general case, Spagnolo and De Giorgi introduced the concept of G−convergence, that was later generalized by Murat and Tartar in the late 70s and is now called H−convergence. See [18] .
When F. Murat in 1974 was studying the behavior of (1.1) as n → ∞, one of the main drawbacks he found was the fact that two weakly convergent sequences do not converge, in general, to the product of their limits. Murat overcame this difficulty by developing a compensated compactness argument known as the div-curl Lemma, denomination suggested by his advisor, J.L. Lions, due to the fact that it results from a compensation effect. The Lemma was published in 1978 [29] and an alternative proof was provided by L. Tartar also in 1978 [41] by using Hörmander's compactness argument for the injection of H The div-curl Lemma plays a crucial role in homogenization theory. In fact, based on this lemma, Tartar introduced in [41, 42] a method leading to the limiting behavior of (1.1) as n → ∞, obtaining the existence of a coercive matrix A 0 ∈ [L ∞ (Ω)] N ×N such that the sequence of solutions {u n } n∈N of (1.1) converges weakly in H 1 0 (Ω), up to some subsequence, to a function u 0 which is the solution of the following homogenized limit problem
Moreover, A n ∇u n ·∇u n → A 0 ∇u 0 ·∇u 0 in the sense of distributions, see for instance [3, 18] . That is, the sequence A n H−converges to A 0 .
In the quasilinear case, this type of results were obtained by several authors in the late 80s and the beginning of the 90s. We refer the interested reader to [16, 31] and to G. Dal Maso's book [19] where the authors use Γ−convergence methods in order to deal with these problems. See [11] for the periodic case. Let us mentioned that Γ−convergence studies the behavior of minima in variational problems, so when specialized in quadratic functionals, this gives the behavior for symmetric elliptic problems.
We remark that in the linear case, H−convergence and Γ−convergence where recently shown to coincide even in the non symmetric case by Ansini, Dal Maso and Zeppieri [4] .
More general classes of problems were addressed recently. In the case of periodic homogenization of certain Hamilton-Jacobi and fully nonlinear elliptic partial differential equations was studied first by Evans [25] . In the context of fully nonlinear uniformly elliptic equations in stationary ergodic media, the problem was studied by Caffarelli, Sounganidis and Wang [15] . In these papers the existence of homogenized equations is proved, but, due to the generality of these problems, no further information about the structure of the limit problems was obtained.
Our intention in this work is to address the H−convergence problem to the nonlocal version of (1.1) and to give a characterization of the homogenized limit problem. Before introducing our results, we review the background regarding nonlocal problems and its homogenization.
In recent years, there has been a plenty of works on anomalous diffusion where the standard Laplace operator, which gives an explanation in terms of Brownian motion, has been replaced by nonlocal operators. The main aim was to extend the diffusion theory by taking into account the long range interactions. Such operators do not act by point-wise differentiation but by a global integration with respect to a singular kernel. One prototype to have in mind is the so-called fractional laplacian defined by
up to a normalization constant. The interest in studying this operator has a long history in probability since it is the infinitesimal generator of stable Lévy processes. See [2, 5, 8, 27] and references therein. For a general introduction to the mathematical analysis of these models, we refer the reader to the recent book [23] , the articles [12, 24] and references therein.
The regularity theory for fully nonlinear integro-differential equations, which include the fractional laplacian as a trivial example, was recently extensively studied. See, for instance, [13, 14, 32, 37] .
Based in these regularity results for fully nonlinear integro-differential equations, R. Schwab in [35, 36] extended the results of Evans and Caffarelli, Souganidis and Wang to this setting, but again no information on the limit problem is obtained. We recall that the results of Schwab make extensive use either of the periodicity or the ergodicity of the problem and the author does not obtain any general convergence result.
Aimed at obtaining more precise information on the homogenized equation and without making any assumptions on the behavior of the sequence of the operators, we focus our analysis to a general family of nonlinear anisotropic operators of the form
for a given positive and bounded kernel a(x, y), where p ∈ (1, ∞) is fixed.
Then the problem we address is the behavior as n → ∞ of
, and {a n } n∈N denotes a sequence of uniformly bounded and positive kernels.
So in order to apply Tartar's method, we first prove a nonlocal version of the div-curl Lemma that allows us to deal with (1.5) as n → ∞, leading to the limit problem
The homogenized kernel a 0 (x, y) inherits the positivity and boundedness of the sequence a n (x, y).
Finally, we show that this convergence result implies the Γ−convergence of the associated energy functionals.
We want to stress that the results presented in this work are new even in the linear case that corresponds to p = 2.
Organization of the paper. The present article is organized as follows. In Section 2 we introduce the preliminaries on fractional Sobolev spaces needed in this work. Section 3 is devoted to prove the nonlocal div-curl Lemma. In Section 4, we deal with the H−convergence compactness result for nonlocal operators via Tartar's method and finally in Section 5 we prove the Γ−convergence of the associated energy functionals. At the end of the article, we have included an appendix with an abstract compactness result for (nonlinear) monotone operators that is needed in the course of the proof of our main result.
Preliminaries and notation
In this section we review the basics of fractional order Sobolev spaces. Anyone that is already familiar with nonlocal elliptic-type problems can safely skip this section and return to it only if necessary.
Here, in order to make the paper self-contained, we only introduce the definitions and results needed in this work. We refer the interested reader to the excellent literature on the subject for a throughout description of these spaces. See for instance the books [1, 23] and the review article [24] .
The norm in this space is then naturally defined as
where · p is, as usual, the L p −norm in R N and
is the so-called Gagliardo seminorm. The space W s,p (R N ) with the norm · s,p , is a reflexive and separable Banach space. See any of the above mentioned references on fractional order Sobolev spaces for a proof of these facts.
It is also easy to see that smooth functions with compact support are contained in W s,p (R N ). Also, smooth and rapidly decreasing functions belong to W s,p (R N ).
Since we need to consider boundary conditions, it is customary to define, given an open set Ω ⊂ R N , the space of functions that vanish outside Ω. That is
where the closure is taken with respect to the · s,p −norm. We remark that in some places the following space is considered
. If the set Ω has Lipschitz boundary, both spaces are known to coincide and, moreover, if sp < 1, W s,p
See [24] .
In this article, we always consider W The extension of the Rellich-Kondrachov compactness theorem to the fractional order Sobolev spaces is also well-known. We state the theorem for future references.
See [23, Theorem 4 .54] for a proof in the case where Ω is bounded. The case where Ω has finite measure is easily deduced from there.
The dual spaces
Recall that in these spaces the norm is defined as
Therefore, for a ∈ A λ,Λ we define the operator L a by
This operator L a is a well defined operator between W s,p (R N ) and its dual W 
The proof of (2.5) is well known. See again [1] , for instance.
In the non symmetric case, one has that
where
denote the symmetric and anti-symmetric parts of a respectively. In order for this operator to be well defined, one needs to impose some extra condition on the anti-symmetric part a anti . For instance,
See [26, 34] that treat the case in the Hilbert space setting (in our case, that is p = 2). The extension to general p ∈ (1, ∞) is straightforward.
In oder to keep the arguments more transparent, we restrict ourselves to the symmetric case.
When a(x, y) ≡ 1, the operator L a is called, up to some normalization constant, the fractional p−laplacian that is denoted by
The Dirichlet problem.
Let Ω ⊂ R N be an open set with finite measure and let a ∈ A λ,Λ . Given f ∈ W −s,p ′ (Ω) we define the associated Dirichlet problem as
for every v ∈ W s,p 0 (Ω). Thanks to (2.5), this is equivalent to say that L a u = f in the sense of distributions.
The next proposition is elementary. We include the proof for completeness.
Proposition 2.2. Let Ω ⊂ R
N be an open set of finite measure, 0 < λ ≤ Λ < ∞, a ∈ A λ,Λ and 0 < s < 1 ≤ p < ∞ fixed. Then, for any f ∈ W −s,p ′ (Ω), the following statements are equivalent:
Proof. The proof is standard. First, we assume (1). Let v ∈ W s,p 0 (Ω), and use u − v as a test function in the weak formulation of (2.6) to obtain 1 2
We now write a(x, y) = (a(x, y))
1 p ′ and apply Young's inequality to the right-hand-side to obtain 1 2
from where it follows that J (u) ≤ J (v) for every v ∈ W s,p 0 (Ω), which proves (2). Conversly, now assume (2). Let t ∈ R, v ∈ W s,p 0 (Ω) and consider j(t) = J (u+tv). Then, j attains its minimum at t = 0. Therefore, 0 = j
So, u is the weak solution of (2.6). (Ω) J < +∞. We will prove J is bounded from below.
is a reflexive space, thanks to Alaoglu's theorem, up to a subsequence, there exists u ∈ W s,p 0 (Ω) such that u n ⇀ u weakly in W s,p 0 (Ω). Thus, by the weak lower semicontinuity of J (recall that J is convex), we obtain
The uniqueness of the minimizer follows by the strict convexity of J . Suppose
= m, which is a contradiction. 
A nonlocal div-curl Lemma
In this section we prove a nonlocal version of the div-curl Lemma. This will be a fundamental tool in order to use Tartar's method in homogenization. In the classical setting this lemma was proved by Tartar in [41, 42] . Here we do not need the lemma in its full generality. We prove only a special case that will suffices for our purposes. See [3] where a similar approach is made in the classical setting.
We need to introduce some notation and terminology. Given u ∈ W s,p (R N ), we define its (s, p)−gradient as
dy.
With this definitions we have (−∆
We now need to check that this (s, p)−divergence operator is a well defined operator between L 
In order to keep the computations as simple as possible, the following notations will be used: 
Then, it is easy to see that
From this estimate, one immediately obtain
|x − y| Now we take the limit ε ↓ 0 and obtain the desired result.
The next lemma is a crucial step.
Proof. In the proof the notations (3.4)-(3.6) will be used. Observe, to begin with, that
for any n ≥ 0. Clearly, one has
We now denote, for n ≥ 0,
From Theorem 2.1, the lemma will be proved if we show that
We prove this fact for i = 1, the other case is analogous.
where v K = vχ K . Therefore, it suffices to show that
For I observe that |ϕ(x, y) − ϕ(x, x)| ≤ ∇ϕ ∞ |x − y| and so
Finally, for II,
This completes the proof of the lemma. Now we are in position to prove the main result of the section.
Remark 3.4. In this special version of the div-curl Lemma, we are considering ψ n = D s,p v n . In this case, since ψ n are (s, p)−gradients of scalar functions, there is no need for the introduction of the (s, p)−curl operator.
Proof. The proof is an easy consequence of the previous lemma. In fact, if ϕ ∈ C ∞ c (R N × R N ), from Lemma 3.2 and the integration by parts formula (3.3) we get
The proof is complete.
H−convergence for nonlocal operators
Now, let {a n } n∈N ⊂ A λ,Λ be a sequence of positive and bounded kernels and let Ω ⊂ R
N be an open set with finite measure. We denote the associated nonlocal operators L n := L an , given by (2.4).
Our goal is to show that there exists a subsequence (that we still denote by {u n } n∈N ), a function u 0 ∈ W s,p 0 (Ω) and a positive bounded kernel a 0 ∈ A λ0,Λ0 such that u n ⇀ u 0 weakly in W s,p 0 (Ω) and u 0 is a weak solution to
This is the content of the definition of H−convergence.
Definition 4.1. For any n ≥ 0 let 0 < λ n ≤ Λ n < ∞ and let a n ∈ A λn,Λn be a sequence of kernels. Let us denote by L n , n ≥ 0, the associated nonlocal operators given by (2.4) with a = a n respectively.
We say that the sequence
where u 0 is the solution of
As we said in the introduction, this notion of convergence was introduced by Murat and Tartar in [30] generalizing the notion of G−convergences for symmetric operators given by Spagnolo in [39, 40] and De Giorgi and Spagnolo in [20] . All of the above mentioned papers work in the context of linear elliptic PDEs.
As far as we know, this is the first time that this notion is applied to the nonlocal context.
We start with a couple of simple lemmas. Proof. The proof is straightforward. In fact, from the properties of the kernel a n , we have
From this uniform bound, the rest of the lemma follows. 
Proof. The proof is also straightforward. In fact, from the boundedness of the kernels {a n } n∈N and from Lemma 4.2, we have
The following observation is trivial. Proof. The proof follows immediately from the inequality
for every a, b ∈ R, with c p > 0 depending only on p (see [38] ) and from the uniform estimate λ ≤ a n (x, y) ≤ Λ a.e. (x, y) ∈ R N × R N .
The oscillating test function method of Tartar needs the existence of such test functions. This is the content of the next lemma. 
verify the following estimates:
These estimates follow easily from the definitions and Hölder's inequality. Now, we define the operatorL n :
From (4.6) and (4.7), it follows thatL n verifies the estimates Observe that from (4.8) and (4.9) one immediately obtains
, which can be written as
, from where we get c f
n } n∈N is uniformly coercive. From (4.9) it follows that
where c = min
Since c is independent on n, it follows that sup n∈N L −1 n f s,p < ∞. It remains to prove that {L −1 n } n∈N is uniformly strong-weak continuous, but this is a consequence of the fact that these operators are uniformly strong-strong continuous. In fact, let f, g ∈ W −s,p
On the other hand,
Therefore, adding up these two inequalities, we get
, where C depends only on p and λ. This completes the claim for the case p ≥ 2.
Finally, if 1 < p < 2, we observe that, from Hölder's inequality,
In an analogous manner,
From these two inequalities, reasoning exactly as in the previous case, one can conclude the uniform strong-strong continuity for the case 1 < p < 2. Then, by Theorem A.4, there exists a subsequence of operators, that we still denote by {L −1 n } n∈N , and an strong-weak continuous, uniformly coercive, uniformly strictly monotone operatorL is invertible, that is, there exists a linear continuous operator
. Observe thatL 0 satisfies (4.8) and (4.9).
. Thus, by (4.11) we obtain that w n ⇀ w 0 in W s,p (R N ).
Finally, if we denote g n := L n w n , we obtain that
With all of these preliminaries, we are ready to prove the main result of the paper. Let us denote by η n = a n |D s,p w n | p−2 D s,p w n and observe that from (4.4) and the boundedness of the kernels a n it follows that
Given θ ∈ R, we apply Lemma 3.3 to the following nonnegative quantity
where, as in Lemma 4.3, we note ξ n (x, y) = a n (x, y)|D s,p u n (x, y)| p−2 D s,p u n (x, y).
Therefore, (4.12)
in the sense of distributions. Take now θ = θ t = (u0(x)−u0(y))−tθ0 w0(x)−w0(y)
, where θ 0 ∈ R and t > 0. Observe that θ t is well defined a.e. in R N × R N . Therefore, by (4.12) we obtain
Since θ 0 ∈ R is arbitrary, we conclude that
for every t > 0. Passing to the limit t ↓ 0, we get (4.13)
w0(x)−w0(y) . Now, we obtain (4.14)
where a 0 (x, y) := η0(x,y) |Ds,pw0(x,y)| p−2 Ds,pw0(x,y) . Finally, observe that from (4.1) and Lemma 4.3, it follows that 1 2
then, u 0 is the weak solution of (4.2).
To conclude the proof of the theorem, it remains to show that a 0 ∈ A λ,
this is the content of Proposition 4.7 that we prove next.
The next proposition shows the coercivity and boundedness of the homogenized kernel a 0 . Proof. First, we prove the boundedness from below a 0 (x, y) ≥ λ, a.e. x, y ∈ R N .
2 ) and denote by v n the solution of
Then, it has a weak limit in W s,p 0 (Ω). But, by Theorem 4.6, that limit is v 0 . Applying the nonlocal div-curl Lemma, Lemma 3.3, to the sequences {a n |D s,p v n | p−2 D s,p v n } n∈N and {v n } n∈N , we obtain
in the sense of distributions.
Since a n ∈ A λ,Λ ,
Therefore, from (4.16) and since the left hand side is weak lower semi-continuous in
is arbitrary, we conclude that
Now, observe that (4.17) holds for any v 0 ∈ W s,p (R N ) and so
as we wanted to prove.
It remains to prove the boundedness from above a 0 ≤
Take ϕ ∈ C ∞ c (R N × R N ) be nonnegative and by our hypotheses on the kernel a n we have
From this point the proof follows as in the previous case, using the convergence of the fluxes a n |D s,
The proof is now complete.
Gamma convergence
The purpose of this section is to prove that the notion of H−convergence of the functionals associated to (1.5) is equivalent to the Γ−convergence of their associated energy functionals. Our arguments follow closely the ideas from [9, 28] .
Let us begin by recalling the definition of Γ−convergence.
Definition 5.1. Let X be a metric space and let J n : X →R, n ≥ 0. We say that J n Γ−converges to J 0 if the following two inequalities hold (liminf inequality) For every x ∈ X and every sequence {x n } n∈N ⊂ X such that x n → x,
(limsup inequality) For every x ∈ X there exists a sequence {y n } n∈N ⊂ X such that
This notion of convergence was introduced by De Giorgi in the 70s (see [21] and [22] ) and has been proved to be an extremely useful tool when dealing with the convergence of variational problems. See, for instance the book of Dal Maso [19] for a throughout description of the Γ−convergence and its properties and also the book of Braides [10] where many different applications of this notion of convergence are shown.
The main feature of this notion of convergence is the fact that minimizers of J n converges to minimizers of J 0 . In the case of convex functionals, this notion naturally relates to the notion of Legendre transform for convex proper functionals. Proof. Assume first that J n Γ−converges to J 0 Given f ∈ X ′ it is easy to see that J n (·) − f, · Γ−converges to J 0 (·) − f, · (see [19, Proposition 6.21] ), therefore, the fundamental theorem of Γ−convergence ( [19, Theorem 7.4] ) claims the convergence of the infima
By [19, Theorem 8.5] , there exists a subsequence {J n k } k∈N ⊂ {J n } n∈N and a lower semicontinuous functional G such that J n k Γ−converges to G. Since J n is convex for every n ∈ N, it follows from [19, Theorem 11.1] that G is also convex.
The first implication above implies that J * n k converges pointwise to G * , which in turn implies that J * 0 = G * . Applying the Legendre transform to the previous equality it follows, since X is reflexive, that J 0 = G. Since the sequence J n k is arbitrary, the Urysonh property of the Γ−convergence ( [19, Theorem 8.3] ) implies the desired result. Theorem 4.6 claims that for 0 < λ ≤ Λ < ∞ fixed and any sequence {a n } n∈N ⊂ A λ,Λ , there exists a kernel a 0 ∈ A λ, Λ p ′ λ such that {L n } n∈N H−converges to L 0 up to some subsequence. From now on, we always assume that L n H−converges to L 0 .
The sequence of operators {L n } n∈N and the limit operator L 0 define a sequence of energy functionals {J n } n∈N and a limit functional J 0 , given by In other words, u n ∈ L p (Ω) is a weak solution of (5.3) if and only if J * n (f ) = f, u n − J n (u n ).
We now have this compactness result for operators.
Theorem A.4. Let X be a separable reflexive Banach space. Let S n : X ′ → X be a sequence of monotone operators that are uniformly strong-weak continuous and uniformly coercive. Assume that for every f ∈ X ′ , sup n∈N S n f < ∞. Then there exists a subsequence, still denoted by {S n } n∈N , and a limit operator S 0 such that S n f ⇀ S 0 f weakly in X for any f ∈ X ′ . Moreover, S 0 is a uniformly coercive, strong-weak continuous and monotone operator.
Moreover, if {S n } n∈N is uniformly strictly monotone, then S 0 is strictly monotone.
Proof. Let D be a dense countable subset of X ′ . Since sup n∈N S n f < ∞, by a standard diagonal argument, there exists a subsequence, that we still denote by {S n } n∈N such that (A.1)
S n f ⇀ S 0 f weakly in X,
for every f ∈ D.
This defines an operator S 0 : D → X. Let us first see that S 0 can be extended to X ′ and that S n f ⇀ S 0 f for every f ∈ X ′ . In fact, if f ∈ X ′ , there exists {f k } k∈N ⊂ D such that f k → f strongly in X ′ and then
if k, j ≥ k 0 by the uniform strong-weak conitnuity of the sequence {S n } n∈N . Taking limit n → ∞ in the right-han-side of the former inequality gives that {S 0 f k } k∈N ⊂ X is weakly Cauchy. Therefore, there exists a point, that we denote by S 0 f ∈ X such that S 0 f k ⇀ S 0 f weakly in X.
A completely analogous argument shows that the limit S 0 f is independent of the sequence {f k } k∈N ⊂ D and that S n f ⇀ S 0 f weakly in X for every f ∈ X ′ . Moreover, the exact same argument shows that S 0 : X ′ → X is strong-weak continuous.
The rest of the properties of the limit operator S 0 are easily deduced from the convergence S n f ⇀ S 0 f weakly in X.
