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L’émergence des nouvelles technologies a fait évoluer l’usage de ces technologies dans la 
perspective d’accéder aux différents systèmes qui prennent place dans notre vie quotidienne à 
n'importe quel endroit et à tout moment. En effet, la démocratisation des dispositifs et 
l’évolution des technologies mobiles ont bouleversé la manière dont on utilise ces systèmes 
dans un environnement pervasif. Dans le cadre de l’entreprise, ces nouvelles technologies ont 
élargi les frontières des Systèmes d'Information (SI) bien au-delà des frontières physiques de 
l’organisation. Les directeurs des Systèmes d’Information (DSI) sont ainsi confrontés à de 
nouveaux modes d’interaction entre le SI et son environnement. Les Systèmes d’Information 
sont ainsi confrontés à un environnement pour lequel ils n’ont pas été particulièrement 
conçus. Ces systèmes doivent maintenant faire face à un environnement pervasif, et à l'avenir, 
intégrer des éléments physiques ainsi que logiques et organisationnels. Nous assistons donc 
aujourd’hui à l’émergence d’une nouvelle génération de Systèmes d’Information : les 
« Systèmes d’Information Pervasifs » (SIP). 
Les Systèmes d’Information Pervasifs se veulent alors une réponse à cette importante 
évolution des SI. Par contre, ils se doivent de gérer l’hétérogénéité et le dynamisme de 
l’environnement de manière transparente afin de satisfaire au mieux les besoins des 
utilisateurs. Nous ainsi sommes face à un problème de conception et de réalisation d’un SIP 
répondant à tous les besoins de transparence, d’adaptation à l’environnement et d’adaptation à 
l’utilisateur d’un SIP. Or les SIP constituent aujourd’hui une nouvelle génération des SI qui 
est difficile à conceptualiser, avec peu de méthodes et de modèles disponibles. Ainsi, il 
devient essentiel de mettre en place un cadre plus formel permettant d’aider les concepteurs à 
mieux comprendre les SIP et surtout à mieux les maîtriser, tout en assurant la transparence 
nécessaire à ces systèmes. 
Dans ce travail de thèse, nous proposons une nouvelle vision intentionnelle et contextuelle 
des SIP. Cette nouvelle vision représente une vision centrée utilisateur d’un SIP transparent, 
non intrusif et compréhensible à l’utilisateur. Elle se base sur l’orientation service, la 
sensibilité au contexte et sur une approche intentionnelle afin de résoudre les problèmes de 
transparence, d’adaptation à l’environnement et d’adaptation aux utilisateurs. Par la suite, 
nous proposons une solution plus globale pour concrétiser cette vision intentionnelle et 
contextuelle des SIP. Nous proposons un cadre conceptuel des SIP décrivant et formalisant 
l’ensemble de ses éléments afin d’aider la DSI dans sa conception du système. Nous 
proposons ensuite des mécanismes de découverte et de prédiction de services qui sont intégrés 
dans une architecture de gestionnaire de SIP qui est conforme à ce cadre conceptuel. 
Finalement, nous proposons une démarche méthodologique de conception et de réalisation 






The emergence of new technologies has changed the use of these technologies in order to 
access to the various systems that take place in our daily life anywhere and anytime. Indeed, 
the democratization of devices and the evolution of mobile technologies have changed the 
way these systems are used in a pervasive environment. As part of the company, these new 
technologies have expanded the boundaries of Information Systems (IS) beyond the physical 
boundaries of the organization. Chiefs Information Officers (CIOs) are confronted with new 
modes of interaction with their SI. Information Systems are thus faced with an environment 
for which they were not specifically designed. These systems must now face a pervasive 
environment, and in the future, integrate physical as well as logical and organizational 
elements. We are now witnessing the emergence of a new generation of Information Systems: 
« Pervasive Information Systems«  (PIS). 
The Pervasive Information Systems want an answer to this important evolution of SI. 
Against, they must manage the heterogeneity and dynamism of the environment in a 
transparent manner to best meet the users needs. Thus, currently we are facing a problem of 
design and implementation of PIS that meets all the needs of transparency, adaptation to the 
environment and adaptation to the user. Although, PIS represent today a new generation of SI 
that is difficult to conceptualize, with few methods and models available. Thus, it becomes 
essential to establish a more formal framework to help designers better understand PIS and 
especially to the better control of it, while ensuring the necessary transparency to these 
systems. 
In this thesis, we propose a new intentional and contextual vision of PIS. This new vision 
represents a user centric vision of PIS, which is transparent, non-intrusive and understandable 
to the user. It is based on service orientation, context-awareness and intentional approach to 
solve the problems of transparency, adaptation to the environment and adaptation to users. 
Subsequently, we propose a more comprehensive solution to achieve this intentional and 
contextual vision of PIS. We propose a conceptual framework for describing and formalizing 
PIS and all its elements to help CIOs in their system design. We then propose mechanisms for 
services discovery and prediction that are integrated in the architecture of PIS manager. 
Finally, we propose a methodological approach for the design and the implementation of  PIS 











































































































































Chapitre 1.  INTRODUCTION GENERALE   
 
Le travail réalisé dans le cadre de cette thèse se situe dans le domaine de l’Ingénierie des 
Services, de l’Informatique Ubiquitaire (ou Pervasive) et de l’ingénierie des Systèmes 
d’Information. Il présente une approche centrée utilisateur permettant de concevoir et de 
construire la nouvelle génération des Systèmes d’Information, qu’on appelle Systèmes 
d’Information Pervasifs. 
1.1.  CONTEXTE DE RECHERCHE :  LA VISION D ’UN SYSTEME 
D ’INFORMATION PERVASIF 
 Informatique Pervasive 1.1.1.
Depuis plusieurs années, nous assistons à l’émergence des nouvelles technologies. Nous 
sommes témoins de l’évolution de l’usage de ces technologies afin d’accéder aux différents 
systèmes qui prennent place dans notre quotidien. En effet, la démocratisation des dispositifs 
utilisés dans notre vie quotidienne (Smartphones, tablettes, etc.), ainsi que l’évolution des 
technologies mobiles (3G, géolocalisation, Bluetooth, etc.) et des autres technologies ont 
bouleversé la manière dont on utilise ces systèmes. Selon Musolesi (Musolesi, 2011), les 
Smartphones, par exemple, sont considérés comme la plateforme informatique de l'avenir, où 
l’informatique peut être fortement décentralisée et répartie sur les différents terminaux utilisés 
par les utilisateurs pour fournir des solutions hautement évolutives. 
Ces avancées technologiques, qui nous donnent le pouvoir d'interagir avec le monde d’une 
manière naturelle, ont contribué à l'amélioration de nos capacités quotidiennes, fournissant, 
ainsi, des avantages à long-terme pour la société dans son ensemble (Cheng, 2010). Grâce à 
ces avancées, l’informatique s’est intégrée à l’environnement d’une façon invisible. Schmidt 
(Schmidt, 2010) illustre ceci par l’usage du GPS dans différentes situations et d’une manière 
presque inconsciente. Plus précisément, il utilise trois récepteurs GPS différents : le premier 
dans son téléphone, fournissant aux réseaux sociaux sa localisation, le second intégré dans le 
système de navigation de la voiture et le dernier dans l’appareil photo, afin de géo-localiser 
les photos prises. Cet auteur démontre à travers son exemple, que cette technologie est 
devenue invisible, comme d’autres technologies intégrées à notre environnement.     
Cette réalité a été soutenue depuis plusieurs années par l’Informatique Ubiquitaire (ou 
Pervasive) (Weiser, 1991). Weiser (Weiser, 1991) soutient que « les technologies les plus 
profondément enracinées sont les technologies invisibles. Elles s’intègrent dans la trame de 
la vie quotidienne jusqu’à ne plus pouvoir en être distinguées ». 
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A l’instar de Bell et Dourish (Bell et Dourish, 2007), nous pensons que l’Informatique 
Ubiquitaire est déjà une réalité et non pas un avenir proche. Elle fait partie intégrante de notre 
quotidien, notamment à travers les nouvelles technologies. Celles-ci sont devenues presque 
invisibles à nos yeux, à tel point qu’il nous est désormais impossible d’imaginer notre vie 
personnelle et professionnelle sans elles. Selon ces auteurs, l'Informatique Ubiquitaire a pris 
une forme différente de celle attendue par Weiser, dans laquelle les dispositifs mobiles 
représentent l'élément central de notre vie quotidienne. Ces auteurs soutiennent que nous 
sommes continuellement en train d’utiliser des ressources informatiques dans notre vie 
courante sans forcément les percevoir en tant qu’ordinateurs. L’informatique Ubiquitaire est 
ainsi une réalité sous la forme d’un environnement densément peuplé de ressources 
informatiques et de communication. 
 Impact de l ’Informatique Pervasive sur les Systèmes 1.1.2.
d’Information (SI) 
La dernière décennie a été remarquablement marquée par le changement dans la manière 
dont nous travaillons et dans la manière dont nous nous appuyons sur les technologies. Nous 
passons d’un modèle statique, dans lequel les travailleurs n’interagissent avec un processus 
métier que durant leur « temps de travail » et dans des circonstances bien définies (e.g. 
assignés à leur ordinateur de bureau), à un modèle dynamique, dans lequel ils se caractérisent 
par leur mobilité, permise par l’évolution des réseaux sans fil et des dispositifs mobiles. 
Ainsi, les SI sont confrontés à un environnement pour lequel ils n’ont pas été prévus. En 
effet, l’arrivée de l’Informatique Ubiquitaire, au sein des organisations, a directement impacté 
les Systèmes d’Information (SI). La mobilité qu’apportent ces nouvelles technologies a 
étendu les SI bien au-delà des frontières physiques de l’organisation. Ceci revient à dire que 
l’évolution de ces technologies mobiles et pervasives a ouvert de nouvelles perspectives et a 
changé le mode d’accès à ces systèmes. Nous assistons au passage graduel d’un paradigme 
entièrement fondé sur les desktops à un paradigme mixte, intégrant des dispositifs multiples et 
très hétérogènes : desktops, dispositifs mobiles et ressources intégrées à l’environnement 
physique (Kourouthanassis et Giaglis, 2006).   
Depuis leur apparition, les Systèmes d’Information n’ont cessé d’évoluer et de progresser 
dans la perspective d’améliorer la productivité et l’efficacité au sein de l’organisation, comme 
l’illustre la Figure 1. Au début, un Système d’Information (SI) a été conçu comme une 
combinaison de pratiques de travail, d’information, d’individus, et de technologies de 
l’information en vue d’atteindre certains objectifs (Alter, 1992). Par la suite, un SI a été défini 
comme un ensemble organisé de ressources (individus, matériel, logiciel, progiciel, bases de 
données, procédures) qui permettent d’acquérir, de traiter, de stocker, et de communiquer 
l’information sous différentes formes au sein d’une organisation (Reix, 2004). Récemment, 
Nurcan (Nurcan, 2012) a synthétisé toutes ces définitions en présentant les Systèmes 
d’Information comme étant le cœur stratégique de l’entreprise, rassemblant un ensemble 
organisé de ressources technologiques et humaines visant à (i) aider la réalisation des 
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activités de l'organisation, et (ii) faciliter/servir l’accomplissement des objectifs métier fixés 
pour et par cette organisation.  
  !
Figure 1. L'émergence des Systèmes d'Information Pervasifs 
Les Systèmes d’Information sont devenus un élément clé des organisations. Selon 
Henderson et Venkatrama (Henderson et Venkatraman, 1993), « posséder un système 
d'information efficace et efficient supportant les stratégies métiers et les processus qui y sont 
rattachés est rapidement devenu un facteur clé de succès ». Ainsi, le rôle des SI est devenu 
plus stratégique au sein des organisations : ils contribuent à la mise en place des différents 
processus métiers propres à ces organisations, dont le succès ou l’échec peut avoir 
d’importantes conséquences pour leur survie.  
Avec le développement des nouvelles technologies, les directeurs des Systèmes 
d’Information (DSI) sont confrontés à de nouveaux modes d’interaction avec leur SI. 
L’évolution des SI devient ainsi inévitable. Ces systèmes doivent s’adapter aux nouvelles 
technologies et aux nouveaux modes d’accès mis à disposition de leurs utilisateurs. Or, cette 
évolution ne doit pas être subie, mais choisie. Nous assistons donc aujourd’hui à l’émergence 
d’une nouvelle génération de Systèmes d’Information : les « Systèmes d’Information 
Pervasifs » (SIP). Nous assistons aujourd’hui au passage progressif des technologies de 
l’information (IT) à l’arrière-plan. En d’autres termes, les Systèmes d’Information sont là 
aujourd’hui pour surveiller les activités des utilisateurs, pour assembler et traiter les 
informations et pour intervenir lorsque cela est nécessaire (au lieu d’être uniquement 
déclenchés et manipulés directement par l’utilisateur) (Kourouthanassis et Giaglis, 2006) . 
 Les Systèmes d’Information Pervasifs (SIP) 1.1.3.
La notion de Système d’Information Pervasif est au cœur de l’évolution mentionnée ci-
dessus. Cette nouvelle classe de SI représente l’avenir de ces systèmes. Elle apporte de 
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nouvelles opportunités, notamment par la prise en compte de l’environnement et la possibilité 
d’offrir des services innovants.  
A l’inverse des SI traditionnels, les Systèmes d’Information Pervasifs s’intègrent 
progressivement à l’environnement physique (Kourouthanassis et Giaglis, 2006). Cette 
nouvelle classe de SI se distingue des SI traditionnels par l’environnement pervasif dans 
lequel ils émergent. Contrairement aux SI traditionnels, intégrés notamment à un 
environnement desktop classique qui limite le mode d’interaction de l’utilisateur (modes 
d’accès stationnaires), les SIP s’ouvrent à d’autres dispositifs plus évolués, offrant à 
l’utilisateur des espaces plus étendus d’interaction avec le SI : des dispositifs mobiles 
transportables par l’utilisateur, dispositifs directement intégrés à l’environnement autour. 
Ainsi, comme le mentionnent Kourouthanassis et al. (Kourouthanassis et al., 2007), en 
dehors des interactions physiques uniquement avec le système, un SIP peut également 
intégrer des éléments d'interactions mobiles avec des dispositifs ou des objets de 
l'environnement physique d'une manière naturelle et discrète. 
Par conséquent, à l’opposé des SI traditionnels, complétement maîtrisés et bornés, les 
futurs SIP visent à s’intégrer à un environnement dynamique et hétérogène. D’une part, selon 
(Kourouthanassis et Giaglis, 2006), ces SIP s’inscrivent dans un environnement 
particulièrement dynamique, composé d’une multitude d’artefacts capables de percevoir le 
contexte de l’utilisateur et de gérer sa mobilité. D’autre part, ces SIP offre, par cette 
intégration à un environnement hétérogène, une interaction continue avec le SI là où on est et 
quand on le souhaite. Toujours selon (Kourouthanassis et Giaglis, 2006), contrairement aux 
SI traditionnels, dont l’intelligence réside dans l’ordinateur desktop, les SIP doivent faire 
résider cette intelligence au-delà de l’ordinateur en l’intégrant dans le monde physique. De 
plus, les SIP doivent être proactifs, réagissant aux stimuli de l’environnement, à l’encontre 
des SI traditionnels, dans lesquels une réponse du système est forcément précédée d’une 
action de l’utilisateur. 
Cette nouvelle génération des SI, avec les nouvelles opportunités qu’elle apporte, 
représente l’avenir de ces systèmes. Mais il est à noter que cette nouvelle génération apporte 
également son lot de défis : hétérogénéité, dynamisme, accès ubiquitaire aux SI, etc. À ce 
jour, les DSI sont livrés à eux-mêmes. Ils ne disposent d’aucun moyen leur permettant de 
concevoir, de construire et de mieux comprendre cette nouvelle classe de SI.  
1.2.  PROBLEMATIQUE 
A travers ces nouvelles technologies, de nouvelles opportunités de services peuvent s’offrir 
aux utilisateurs. Selon (Kourouthanassis et Giaglis, 2006), les SIP se caractériseraient non 
seulement par l’hétérogénéité des dispositifs impliqués, mais également par l’interaction 
continue rendue possible par ces dispositifs, mobiles ou intégrés à l’environnement physique, 
ce qui ouvre la possibilité d’offrir aux utilisateurs de nouveaux services innovants.  
Introduction!Générale!
 5 
Toutefois, afin de concevoir de tels SI évoluant dans un environnement pervasif, il est 
nécessaire de bien comprendre les caractéristiques et les exigences auxquelles ces nouveaux 
systèmes seraient soumis. Bien évidemment, les caractéristiques principales des SIP sont 
l’hétérogénéité des ressources, des infrastructures, des terminaux. Cette hétérogénéité vient 
justement de l’environnement pervasif dans lequel ces systèmes sont intégrés. Cette 
hétérogénéité se retrouve également au niveau des services offerts par le SI, avec de multiples 
technologies possibles (services Web traditionnels, composants OSGI, pour ne citer qu’eux). 
Les utilisateurs s’orientent ainsi vers un monde de plus en plus hétérogène avec des données 
et des services répartis à différents niveaux. 
Il est illusoire d’imaginer que cette hétérogénéité disparaîtra avec le temps. Ces 
environnements resteront toujours complexes et extrêmement denses d’un point de vue 
technologique. Les SIP doivent gérer cette hétérogénéité et veiller à la bonne interaction entre 
l'utilisateur et l'environnement physique (Kourouthanassis et Giaglis, 2006). Se pose alors la 
question : comment l’utilisateur peut-il faire face à cette hétérogénéité et se concentrer sur son 
propre objectif et non sur la technologie elle-même ? Effectivement, il faut masquer cette 
hétérogénéité et cacher la complexité de l’environnement. L’élément clé devient ainsi la 
gestion de la transparence. Or il nous paraît impossible d’homogénéiser toutes les 
technologies existantes, même dans un cadre plus contrôlé comme celui des SI. Par ailleurs, 
les offres de services risquent d’augmenter significativement. Selon Savidis (Savidis, 2010), 
dans un environnement pervasif, nous sommes confrontés à une évolution rapide du spectre et 
du nombre de services disponibles pour tout type d’utilisateur, à n'importe quel endroit et à 
tout moment. Dans la vie quotidienne, le temps moyen passé dans l’utilisation de ces services 
varie d’une dizaine de secondes à quelques minutes, alors qu'ils sont impliqués dans un 
nombre croissant d’activités quotidiennes, hebdomadaires ou mensuelles (Savidis, 2010). En 
effet, il y a une claire tendance à développer et à offrir de plus en plus de services et 
notamment de services personnalisés, comme le mentionne Wolisz (Wolisz, 2010). 
Les Systèmes d’Information sont ainsi confrontés à un environnement pour lequel ils n’ont 
pas été particulièrement conçus (hétérogénéité, offre de services grandissante, etc.). Les 
Systèmes d’Information Pervasifs se veulent alors une réponse à cette importante évolution 
des SI. Par contre, ils se doivent de gérer l’hétérogénéité de l’environnement et l’offre de 
services de manière transparente afin de rassurer les utilisateurs.  
Or les concepteurs des SIP se trouvent, aujourd’hui, démunis face à une notion 
relativement nouvelle. Effectivement, les SIP constituent une nouvelle génération des SI qui 
est difficile à conceptualiser, avec peu de formalismes disponibles. Autant dire qu’ils n’ont 
rien à leur disposition pour les aider à concevoir de tels systèmes. Partant de ce fait, il est 
nécessaire de mettre en place un cadre plus formel permettant d’aider les concepteurs à mieux 
comprendre les SIP et surtout à mieux les maîtriser, tout en assurant la transparence 
nécessaire à ces systèmes. 
Par ailleurs, force est de constater que l’environnement pervasif est un environnement 
hautement dynamique qui varie en fonction de l’utilisateur (ses actions, sa mobilités, etc.) et 
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de ses éléments. Ceci ajoute aux SIP une autre caractéristique, au-delà de l’hétérogénéité : le 
dynamisme. Selon (Hagras, 2011), la nature dynamique des environnements pervasifs impose 
une capacité d’adaptation à des conditions d’opération changeantes et à des utilisateurs dont 
les préférences et le comportement sont également variables. Un système pervasif doit être 
capable d’accomplir les fonctionnalités sollicitées, malgré les changements dans les 
conditions environnantes ou dans l’état du système (Römer et Friedemann, 2010). En d’autres 
termes, les SIP doivent s’adapter aux changements de l’environnement afin de gérer son 
dynamisme. Ainsi, afin d’assurer la transparence nécessaire, les SIP doivent être sensibles au 
contexte, permettant la prise en compte de l’environnement pervasif.  
Selon Baldauf et al. (Baldauf et al., 2007), les systèmes sensibles au contexte se 
caractérisent par leur capacité à adapter leur fonctionnement, par la prise en compte du 
contexte environnant, afin d’augmenter leur utilisabilité et leur efficacité. Dans ce cadre, la 
notion de contexte représente « l’ensemble des caractéristiques de l'environnement physique 
ou virtuel qui affecte le comportement d'une application et dont la représentation et 
l’acquisition sont essentielles à l’adaptation des informations et des services » (Gensel et al., 
2008). Pour (Kourouthanassis et al., 2008), la sensibilité au contexte représente la capacité 
d’un système à percevoir les informations contextuelles relatives à l’utilisateur, au système 
lui-même et à l’environnement afin de pouvoir adapter ses fonctionnalités de manière 
dynamique et proactive, réagissant aux stimuli de l’environnement.  
Cependant, cette sensibilité au contexte ne doit pas se faire au dépend de la transparence. 
Selon Dey (Dey, 2011), lorsque les utilisateurs ont des difficultés à former un modèle mental 
de l’application, ils ont moins envie de l’adopter et de l’utiliser. En plus de leurs capacités 
d’adaptation au contexte et d’un comportement proactif, les SIP doivent rester 
compréhensibles à leurs utilisateurs, d’autant plus qu’il s’agit, avant tout, de Systèmes 
d’Information. Les SI sont là pour répondre aux besoins des utilisateurs. Il est primordial de 
rassurer les utilisateurs afin qu’ils gardent leur confiance sur ces systèmes. De ce fait, il faut 
avoir une vision globale du fonctionnement des SI afin d’assurer un tel niveau de 
compréhension. Ainsi, il est nécessaire de représenter ce fonctionnement global du système à 
travers une modélisation de haut niveau. Selon (Hagras, 2011), ces modèles doivent être eux-
mêmes transparents et d’interprétation facile aux utilisateurs afin que ceux-ci puissent mieux 
analyser le système et ses performances.  
Partant de ces faits, les SIP se doivent d’être sensibles au contexte et compréhensibles à 
leurs utilisateurs afin d’assurer la transparence nécessaire et de gérer l’hétérogénéité, sans 
pour autant perdre complétement le caractère maîtrisé et prédictible propre aux SI. En tant 
que Systèmes d’Information, les SIP doivent être conçus afin de mieux satisfaire les besoins 
de leurs utilisateurs en prenant en considération leur environnement pervasif. De plus, au 
contraire des SI traditionnels, les SIP doivent désormais s’adapter à l’environnement et au 
contexte de l’utilisateur afin de lui offrir le service le plus approprié. Cependant, cette 
adaptation doit respecter certains critères et ne doit pas se faire n’importe comment et à 
n’importe quel prix. Effectivement, le comportement d’un SIP, même s’il doit tirer profit de 
l’environnement dynamique et des opportunités qu’un tel environnement peut lui offrir, se 
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doit de rester prédictible, afin d’assurer la gouvernance de ces systèmes et la confiance des 
utilisateurs en eux. Le développement d’un SIP répondant à ces besoins est aujourd’hui un 
problème encore non résolu. Il n’existe pas à l’heure actuelle de modèle ou de méthode 
permettant aux concepteurs et aux développeurs de prendre en compte ces besoins lors de la 
conception d’un SIP.  
D’une part, les recherches au niveau des systèmes pervasifs se sont essentiellement 
concentrées sur le niveau technique. Des efforts importants ont été consacrés sur l’adaptation 
au contexte (Baldauf et al., 2007) (Chaari et al., 2008b) (Preuveneers et al., 2009), surtout à la 
localisation (Coronato et al., 2009) (Varshavsky et Patel, 2009) et aux terminaux (Lemlouma, 
2004) (Yang et Shao, 2007). Nous constatons aujourd'hui les limitations de ces approches qui 
ne tiennent pas compte des exigences derrière l’expérience de l’utilisateur. Plusieurs 
possibilités peuvent être offertes à l’utilisateur, qui n’est toujours pas capable de comprendre 
ce qui lui a été proposé, ce qui nuit à la transparence d'utilisation de ces systèmes. Pour nous, 
la clé du succès serait donc d’assurer un certain niveau de compréhension à ces systèmes 
pervasifs sensibles au contexte. 
D’autre part, les recherches autour de la conception des SI ont été nombreuses, et 
nombreux sont les chercheurs à souligner l’importance de la notion d’intention (Santos et al., 
2009)(Rolland et al., 2010)(Deneckere et Kornyshova, 2010). Une intention représente ce 
qu’attend l’utilisateur de l’exécution du service. Elle représente donc la vision de l’utilisateur 
sur les fonctionnalités qu’il désire dans un service (Fensel et al., 2011). Cette vision 
intentionnelle place la notion de service à un niveau d’abstraction plus élevé : le service est là 
afin de conduire son utilisateur à la satisfaction d’une intention. Il s’agit, selon (Rolland et al., 
2010), de combler le fossé qui sépare une vision purement technique d’une vision purement 
métier des services, centrée sur l’utilisateur et ses besoins. La notion d’intention place donc le 
service à un niveau plus proche de celui de l’utilisateur final : quelle que soit la technologie 
utilisée, le service est défini pour satisfaire un besoin, un but exprimé par l’utilisateur. 
La notion d’intention a été souvent reliée à la notion de service. Plusieurs travaux ont, en 
effet, considéré la notion de service sous un angle intentionnel (Rolland et al., 2010) (Mirbel 
et Crescenzo, 2010a) (Santos et al., 2009) (Fensel et al., 2011). Ces approches considèrent 
qu’un utilisateur cherche, avant tout, à satisfaire une intention, et que les services constituent 
seulement un moyen de l’atteindre. Mais on constate que cette notion n’a été confrontée à la 
notion de contexte que rarement (Mirbel et Crescenzo, 2010a) (Santos et al., 2009) 
(Deneckere et Kornyshova, 2010). En effet, même si la notion d’intention permet au système 
de mieux comprendre les besoins réels des utilisateurs, l’influence d’un environnement 
pervasif dans l’émergence et la satisfaction des intentions reste encore peu explorée.   
Ainsi, nous pouvons résumer notre problématique à un problème de conception et de 
réalisation d’un SIP qui répond à tous les besoins de transparence, d’adaptation à 
l’environnement et d’adaptation à l’utilisateur d’un SIP. En effet, avec le manque de modèle 
et de méthode permettant de prendre en compte tous ces besoins, la DSI (concepteur du SIP) 
se trouve face à de grandes difficultés rendant difficiles la conception et la réalisation d’un 
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SIP transparent et centré utilisateur. Elle se trouve démunie face à une nouvelle génération de 
SI qui jusqu’à présent n’a pas été véritablement mise en place avec des formalismes 
appropriés dans l’objectif d’aider et d’orienter les concepteurs de ce système.     
En somme, nous pensons que la conception et la réalisation d’un SIP doit impérativement 
répondre aux problèmes suivants : 
• Transparence : contrairement aux SI traditionnels, les SIP doivent gérer 
l’hétérogénéité des environnements et des services, et ils doivent le faire de manière 
transparente à l’utilisateur. Or, à ce jour, peu d’outils, de formalismes et de méthodes 
destinés aux SIP sont à dispositions de leurs concepteurs.  
• Adaptation à l’environnement : contrairement aux SI traditionnels, les SIP doivent 
être conçus pour opérer dans un environnement pervasif. Ils doivent s’adapter au 
caractère dynamique de ces environnements, sans pour autant perdre la maitrise propre 
aux SI. L’équation est délicate et, à nouveau, peu d’outils ou de formalismes s’offrent 
aux concepteurs de ces systèmes. 
• Adaptation aux utilisateurs : les SIP doivent être conçus de manière à s’adapter non 
seulement à leur environnement, mais également à leurs utilisateurs. Ceux-ci ont des 
besoins auxquels les SIP doivent répondre de la manière la plus adaptée possible, tout 
en gardant la transparence nécessaire pour que le système disparaisse derrière la 
satisfaction des besoins. 
1.3.  HYPOTHESES 
Afin de traiter les problèmes soulevés dans la section précédente, nous considérons les 
hypothèses de travail suivantes : 
• Hypothèse principale : Une approche centrée utilisateur permettrait de garantir un 
environnement pervasif transparent au sein des SIP.  
Le développement d’une couche de haut niveau centrée utilisateur permettrait aux SIP 
de cacher la complexité de l’environnement pervasif qui se caractérise par son 
hétérogénéité et son dynamisme. Ceci permettrait alors de garantir la transparence de 
cet environnement pour l’utilisateur final. 
Nous croyons qu’une telle approche doit se concentrer à la fois sur l’adaptation (la 
prise en compte de l’environnement afin que celui-ci puisse devenir plus transparent à 
l’utilisateur) et sur les besoins de l’utilisateur (considérer aussi bien la raison pour 
laquelle il sollicite une action que la manière dont elle est réalisée). 
Les hypothèses ci-dessous détaillent cette vision. 
• Hypothèse 1 : La prise en compte de l’intention permettrait de mieux répondre aux 
besoins de l’utilisateur dans un Système d’Information Pervasif 
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Dans un Système d’Information, le but principal est de répondre aux besoins de 
l’utilisateur. L’expression de ces besoins sous la forme d’intention permettrait aux SIP 
de comprendre le ‘pourquoi’ d’une action, de mieux assimiler ce que l’utilisateur 
cherche réellement, et de répondre au mieux à ces besoins en proposant le service le 
plus approprié.  
• Hypothèse 2 : La sensibilité au contexte permettrait de mieux gérer le dynamisme de 
l’environnement pervasif dans les SIP 
Dans un environnement pervasif, la sensibilité au contexte joue un rôle central. Dans 
le cadre d’un SIP, elle permettrait de mieux gérer le dynamisme de l’environnement 
en percevant les informations contextuelles relatives à l’utilisateur et à 
l’environnement afin de pouvoir mieux adapter ses fonctionnalités de manière 
dynamique et proactive.  
• Hypothèse 3 : L’intention de l’utilisateur émerge dans un contexte donné  
L’intention n’est pas le fruit du hasard. Elle représente le besoin d’un utilisateur. Or ce 
besoin émerge dans un contexte donné. En d’autres termes, la notion d’intention est 
directement liée à la notion de contexte. Nous pensons qu’une intention n’a de sens 
que lorsqu’on la considère dans un contexte donné. 
• Hypothèse 4 : La réalisation de l’intention est valide dans un contexte, le contexte 
influence le choix de la réalisation 
Le contexte dans lequel émerge une intention peut influencer considérablement la 
manière dont cette intention peut être satisfaite, et donc influencer sa réalisation. 
• Hypothèse 5 : La prise en compte de l’intention et du contexte permettrait d’assurer 
un Système d’Information Pervasif transparent et compréhensible à l’utilisateur   
Un Système d’Information Pervasif doit être considéré comme étant un SI qui évolue 
dans un environnement pervasif. La prise en compte de leurs besoins respectifs en 
termes d’intentionnalité et de sensibilité au contexte permettrait de répondre au mieux 
aux besoins de l’utilisateur en assurant la transparence nécessaire pour un SIP. 
• Hypothèse 6 : Un mécanisme de prédiction de services, capable d'anticiper les besoins 
de l'utilisateur, pourra améliorer la transparence générale du système 
Le développement d’un mécanisme de prédiction de services qui permet d’anticiper 
les besoins des utilisateurs et de répondre à leurs intentions futures dans un contexte 
donné, permettrait aux SIP de cacher la complexité de l’environnement pervasif et 
d’améliorer la transparence de cet environnement pour l’utilisateur final. 
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Toutes ces hypothèses représentent le fondement de notre vision intentionnelle et 
contextuelle des Système d’Information Pervasif. Cette vision est présentée dans la section 
suivante et sera mise en place en présentant un cadre conceptuel des SIP, une démarche de 
conception d’un SIP et une architecture de gestionnaire de SIP conforme au cadre conceptuel. 
1.4.  APERÇU DE LA PROPOSITION 
Afin de répondre à notre problématique, nous proposons notre vision des SIP. Cette vision 
se base sur l’orientation service, la sensibilité au contexte et sur une approche intentionnelle 
afin de résoudre les problèmes de transparence, d’adaptation à l’environnement et 
d’adaptation aux utilisateurs que nous avons soulevés ci-dessus. 
Notre vision vise à concevoir un SIP transparent qui (i) gère l’hétérogénéité et la 
dynamique de l’environnement pervasif ; (ii) assure un certain niveau de contrôle et de 
maitrise nécessaire dans le cadre d’un SI ; et (iii) comprend les exigences et les besoins réels 
des utilisateurs derrière leur demande d’un service donné.   
Les hypothèses énumérées ci-dessus représentent le fondement de cette vision des SIP 
basée sur les notions d’intention, de contexte et de services. Ceci représente une vision 
centrée utilisateur des SIP, permettant de gérer l’hétérogénéité et le dynamisme de 
l’environnement à travers une approche intentionnelle et contextuelle. En effet, dans la 
perspective d’assurer la transparence et la compréhension nécessaire pour la conception d’un 
SIP, nous considérons les SIP et leurs éléments à la fois sous l’angle des SI et celui des 
environnements pervasifs, en observant leurs besoins respectifs de contrôle, d’intentionnalité 
et de sensibilité au contexte. 
Cette vision est orientée services, car elle permet de répondre au besoin de gestion de 
l’hétérogénéité technique de l’environnement dans lequel évoluent les SIP et des actions que 
le système propose afin de satisfaire les besoins des utilisateurs. Ce choix repose sur la 
caractéristique principale des services, à savoir leur indépendance par rapport aux aspects 
technologiques et à leur implémentation, ce qui nous permet ainsi de masquer l’hétérogénéité 
technologique des environnements pervasifs.  
De plus, notre vision est orientée contexte, car elle permet d’adapter les SIP au contexte de 
l’utilisateur et à l’environnement. Elle permet également de mieux gérer l’hétérogénéité et le 
dynamisme de l’environnement pervasif.  
Enfin, notre vision est orientée intention, permettant de répondre d’une façon personnalisée 
aux besoins de l’utilisateur. Cette notion d’intention formalise les besoins de l’utilisateur. 
Nous pensons que, dans le cadre des SIP, cette notion est nécessaire pour que ces systèmes 
comprennent mieux l’utilisateur et répondent à son besoin de la manière la plus appropriée.  
Par ailleurs, nous mettons l’accent, dans le cadre de notre vision centrée utilisateur des SIP, 
sur l’étroite relation entre les notions d’intention, de contexte et de service. Comme l’illustre 
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nos hypothèses, l’intention de l’utilisateur émerge dans un contexte donné. De plus, les 
réalisations de ses intentions ne sont valides que dans un contexte d’utilisation bien défini. 
Dans ce cadre, la notion de contexte représente un élément important dans le processus 
d'adaptation d’un système à l'utilisateur, auquel nous souhaitons ajouter la notion d’intention.  
En se basant sur ces notions d’intention, de contexte et de service et en exploitant la 
relation qui les lie, nous proposons une nouvelle vision centrée utilisateur d’un SIP 
transparent, non intrusif et compréhensible à l’utilisateur.  
Par la suite, nous proposons une solution plus globale pour concrétiser notre vision 
intentionnelle et contextuelle des SIP orientés services. Nous proposons une solution pour 
aider la DSI à concevoir un SIP en présentant un cadre conceptuel des SIP (cf. Chapitre 5) 
décrivant et formalisant l’ensemble de ses éléments. Nous proposons ensuite des mécanismes 
de découverte (cf. Chapitre 7) et de prédiction (cf. Chapitre 8) de services qui sont intégrés 
dans une architecture de gestionnaire de SIP (cf. Chapitre 9) qui est conforme à ce cadre 
conceptuel. Finalement, nous proposons une démarche méthodologique (cf. Chapitre 10) de 
conception et de réalisation d’un SIP qui supporte le passage entre le cadre conceptuel et 
l’implémentation de l’architecture proposée.     
Notre vision centrée utilisateur est déclinée sur quatre dimensions : 
• Dimension conceptuelle, à travers un cadre conceptuel dans la perspective d’aider 
la Direction des Systèmes d’Information (DSI) à mieux conceptualiser de tels 
systèmes et ses éléments (i.e. le service qu’ils offrent et les éléments de contexte 
observés) ; 
• Dimension fonctionnelle, grâce aux mécanismes de découverte de services et de 
prédiction de services en utilisant l’approche intentionnelle et sensible au contexte 
des SIP proposée ; 
• Dimension système, par l’architecture de gestionnaire de SIP en mettant en œuvre 
la vision intentionnelle et contextuelle conforme au cadre conceptuel. Elle intègre 
également des mécanismes de découverte et de prédiction de services ;  
• Dimension support, avec la démarche méthodologique de conception guidant le 
design des SIP du cadre conceptuel jusqu’à la description des services au dessus de 
l’architecture du système. 
Notre vision centrée utilisateurs des SIP, ainsi que sa concrétisation selon les quatre 
dimensions citées ci-dessus, seront présentées plus en détails dans le Chapitre 4.   
1.5.  ORGANISATION DE LA THESE 
Ce travail est organisé comme suit :  
• Le deuxième chapitre, représente un état de l’art sur les Systèmes d’Information 
Pervasifs et sur la notion de contexte. Nous évoquons, dans ce chapitre, les principaux 
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thèmes liés à notre travail, à savoir la sensibilité au contexte et les Systèmes 
d’Information Pervasifs ; 
• Le troisième chapitre, représente un état de l’art sur l’orientation service. Dans ce 
chapitre, nous évoquons les principaux thèmes liés à notre travail, à savoir les 
systèmes orientés services et les différentes tendances existantes, les systèmes 
intentionnels, etc. Par la suite, nous présentons les challenges pour les Systèmes 
d’Information Pervasifs orientés services, plus spécifiquement la découverte et la 
prédiction dynamique de services ; 
• Le quatrième chapitre, résume notre problématique et présente plus en détail notre 
proposition et la solution globale ; 
• Le cinquième chapitre, présente le cadre conceptuel des SIP, qu’on a appelé « espace 
de services ». Dans ce chapitre, nous présentons une conceptualisation des différents 
éléments constituant l’espace de services, à savoir les services et les capteurs ;  
• Le sixième chapitre, détaille la description sémantique des services. Ce chapitre 
explique notre extension de OWL-S pour inclure les informations intentionnelles et 
contextuelles des services en conformité avec l’espace de services ; 
• Le septième chapitre, présente le mécanisme de découverte de services guidé par le 
contexte et l’intention. Dans ce chapitre nous présentons notre algorithme de 
découverte dynamique des services intentionnels et contextuels, ainsi que notre 
implémentation et évaluation de cet algorithme ;   
• Le huitième chapitre, illustre le mécanisme de prédiction de services basé sur 
l’intention et le contexte. Dans ce chapitre nous présentons notre processus 
d’apprentissage et de prédiction dynamique des services intentionnels et contextuels, 
ainsi que notre implémentation et évaluation de ce processus ;   
• Le neuvième chapitre, illustre notre architecture de gestionnaire de SIP et présente ses 
différents composants et les interactions entre eux, afin de mettre en œuvre les 
différents concepts de l’espace de services ;  
• Le dixième chapitre, expose notre démarche méthodologique supportant le passage du 
cadre conceptuel des SIP vers l’architecture de gestionnaires des SIP. Nous illustrons, 
par la suite, cette méthodologie à travers un cas d’étude ;    
• Finalement, nous finalisons ce manuscrit par le onzième chapitre qui conclut ce travail 




Chapitre 2.  SYSTEMES D ’INFORMATION PERVASIFS ET 
LA NOTION DE CONTEXTE 
 
2.1.  INTRODUCTION 
L’émergence des nouvelles technologies et la démocratisation des terminaux mobiles ont 
impacté remarquablement notre quotidien et notre façon d’utiliser les systèmes et les services 
disponibles. Ceci représente l’apparition de l’Informatique Pervasive, laquelle vise à intégrer 
les technologies d’une façon invisible dans notre vie, rendant les services offerts par les 
systèmes disponibles n’importe où et n’importe quand. Cette arrivée de l’Informatique 
Pervasive impacte sérieusement les Systèmes d’Information (SI) au sein des organisations. 
Au cœur de l’Informatique Pervasive se trouve la notion de sensibilité au contexte. La 
notion de contexte a été largement étudiée et discutée dans ce domaine. Elle représente un 
concept très vague qui fait apparaître diverses définitions selon différents points de vue allant 
des plus généraux, applicables à tous les domaines, au plus spécifiques s’appliquant à un type 
d’application ou domaines précis. Cette variété de définition a fait émerger de multiples 
modèles dans la perspective de représenter et de limiter la notion de contexte. Ces modèles de 
contexte ont fait l’objet de plusieurs années de recherche qui ont conduit à une modélisation 
sémantique plus compréhensible et plus significative, faisant appel aux ontologies et à de 
techniques de raisonnement plus puissantes. Ces modèles de contexte sont utilisés dans les 
processus d’adaptation et de personnalisation au sein des Systèmes Sensibles au Contexte afin 
d’offrir les services les plus appropriés et les mieux adaptés à l’utilisateur.   
Ce chapitre présente un état de l’art sur la notion de contexte et sur les Systèmes 
d’Information Pervasifs (SIP). Nous commençons par illustrer l’émergence et l’historique du 
domaine de l’Informatique Pervasive et des Systèmes Sensibles au Contexte. Nous 
présentons, par la suite, la notion de contexte, nécessaire à ces systèmes, exposée sous 
différentes définitions, caractéristiques et dimensions. Dans cette partie, nous attribuons une 
attention particulière aux différentes modélisations de contexte illustrées à la littérature et au 
processus de gestion de contexte qui représentent le fondement des Systèmes Sensibles au 
Contexte. De plus, face à la multitude de modèles de contexte, nous proposons, à la fin de 
cette partie, un cadre d’analyse et de comparaison des modèles existants. Finalement, nous 
présentons l’impact de l’émergence de l’Informatique Pervasive sur les SI faisant apparaître 
une nouvelle classe de SI appelée les Systèmes d’Information Pervasifs (SIP). 
2.2.  L’INFORMATIQUE PERVASIVE ET LES SYSTEMES SENSIBLES AU 
CONTEXTE 
Dans cette section, nous présentons l’historique de l’apparition du domaine de 
l’Informatique Pervasive et des Systèmes d’Information Pervasifs.   
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 Définition et historique du domaine de l ’Informatique 2.2.1.
Pervasive 
Depuis plusieurs années, nous sommes témoins d’une importante évolution des nouvelles 
technologies (Smartphones, tablettes, 3G, etc.) et de la façon dont nous les utilisons pour 
accéder aux différents systèmes et services qui prennent place dans notre quotidien. Ceci 
représente l’ère de l’Informatique Pervasive, dorénavant invisible à nos yeux, faisant partie 
intégrante de notre quotidien, à tel point qu’il nous est désormais impossible d’imaginer notre 
vie personnelle et professionnelle sans elle. Cette nouvelle ère vise à intégrer discrètement les 
ordinateurs dans la vie de tous les jours des utilisateurs à la maison et au travail (Che et al. 
2007). L’objectif est de rendre plus confortable la vie au quotidien des utilisateurs. Elle a 
tendance vers la miniaturisation des dispositifs électroniques et leur intégration à n'importe 
quel objet du quotidien, favorisant ainsi l'accès aux informations dont nous avons besoin 
partout et à tout moment. Ainsi, l'Informatique Pervasive émerge comme un nouveau 
paradigme fournissant des services informatiques à tout moment et n'importe où. 
Cette vision d’une Informatique invisible et intégrée à l’environnement a été soutenue 
depuis plusieurs années par l’Informatique Pervasive (ou Ubiquitaire) (Weiser 1991). Selon 
plusieurs observations, Weiser a constaté que le ratio d’ordinateur par personne n’a cessé 
d’augmenter considérablement. Dans son article (Weiser 1991), il soutient que « Les 
technologies les plus profondément enracinées sont les technologies invisibles. Elles 
s’intègrent dans la trame de la vie quotidienne jusqu’à en devenir indiscernables ». Cette 
vision des technologies présentes mais non intrusives, qui accompagnent les usages du 
quotidien et les déplacements des utilisateurs, a guidé vingt années de recherche en 
Informatique Pervasive (Bell et Dourish, 2007).  
L’Informatique Pervasive a été envisagée par Weiser (Weiser, 1991) comme la troisième 
ère de l’informatique moderne, dans laquelle l’utilisateur est confronté à une multitude 
d’ordinateurs sans fil communiquant entre eux discrètement. En effet, un changement radical 
dans l’informatique a été souligné par Weiser (Weiser, 1991) : partant de l’époque ou 
plusieurs utilisateurs partagent le même ordinateur (ère de l’ordinateur central 
« mainframe »), vers l’époque de la relation personnelle avec l’ordinateur (ère de l’ordinateur 
personnel), en arrivant à l’émergence d’un monde où l’utilisateur interagit en toute 
transparence avec une multitude d’ordinateurs. L’ère de l’Informatique Pervasive représente 
l'époque actuelle qui est caractérisée par l’évolution des technologies mobiles et par la 
démocratisation des dispositifs et des réseaux mobiles. Ceci a entraîné progressivement la 
croissance remarquable des ordinateurs intégrés dans la vie quotidienne. 
Selon Satyanarayana (Satyanarayana 2001), l’Informatique Pervasive englobe 
l’informatique mobile, mais elle va beaucoup plus loin. L'informatique mobile s'appuie sur les 
fondations de systèmes distribués, des réseaux mobiles et des systèmes sensibles à l'énergie. 
Elle englobe tout ceci en y intégrant quatre axes de recherche complémentaires : les espaces 
intelligents, l’invisibilité, le passage à l’échelle localisée et le conditionnement inégal 
(Satyanarayana 2001). Le premier axe, les espaces intelligents, est l’utilisation efficace des 
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espaces intelligents qui embarquent le monde physique dans le monde conceptuel. Le 
deuxième axe, l’invisibilité, renvoie à ce que Weiser décrit comme une intégration 
transparente de l'informatique dans le tissu de notre vie quotidienne. Ceci signifie, comme l’a 
mentionné Weiser (Weiser 1991), la disparition de la technologie dans la conscience de 
l’utilisateur. Le troisième axe, le passage à l’échelle localisée, comprend l’emploi de 
méthodes qui réduisent l’intensité des interactions de l'utilisateur avec les services offerts par 
le système (basées sur la distance entre eux). Finalement, le quatrième axe, le 
conditionnement inégal, fait référence aux techniques permettant de masquer le 
conditionnement intégral de l’environnement. Ceci nécessite un espace de transition, où les 
applications informatiques traditionnelles et les infrastructures sont peu à peu remplacées par 
d'autres, présentant les caractéristiques de l'Informatique Pervasive.         
Toutefois, une certaine confusion persiste quant à savoir si cette vision est une réalité ou 
un avenir proche. Bell et Dourish (Bell et Dourish, 2007) avancent l’idée selon laquelle 
l’Informatique Pervasive est déjà une réalité. Pour ces auteurs, elle fait partie intégrante de 
notre quotidien, notamment à travers les nouvelles technologies. Celles-ci sont effectivement 
devenues presque invisibles à nos yeux, à tel point qu’il nous est désormais impossible 
d’imaginer notre vie personnelle et professionnelle sans ces technologies. Selon Bell et 
Dourish (Bell et Dourish, 2007), l'Informatique Pervasive a pris une forme différente de celle 
attendue par Weiser, à travers les dispositifs mobiles centraux à notre vie quotidienne. Ces 
auteurs soutiennent que nous sommes continuellement en train d’utiliser des ressources 
informatiques dans notre vie courante sans forcément les percevoir en tant qu’ordinateurs. 
L’Informatique Pervasive est ainsi une réalité sous la forme d’un environnement densément 
peuplé de ressources informatiques et de communication (Bell et Dourish, 2007). Ce point de 
vue est partagé par Greenfield (Greenfield, 2006) selon qui l’Informatique Pervasive 
représente une informatique sans ordinateur, dans laquelle le traitement de l'information est 
omniprésent dans la vie quotidienne. 
De part l’intégration des différents dispositifs à l’environnement et à notre vie quotidienne, 
on peut caractériser l’Informatique Pervasive par son hétérogénéité, hétérogénéité des 
ressources et de l’infrastructure. Il est illusoire d’imaginer que cette hétérogénéité disparaîtra 
avec le temps. Ces environnements resteront toujours complexes et extrêmement denses d’un 
point de vue technologique. Au-delà de cette hétérogénéité, les environnements pervasifs se 
caractérisent également par leur dynamique. Selon (Hagras, 2011), la nature dynamique de 
ces environnements leur impose une capacité d’adaptation à des conditions d’opération 
changeantes et à des utilisateurs dont les préférences et le comportement sont également 
variables. L’informatique Pervasive implique donc la sensibilité au contexte. 
 Systèmes Sensibles au Contexte 2.2.2.
Les années quatre-vingt-dix ont été caractérisées par l’émergence des Systèmes Sensible au 
Contexte. Cette nouvelle notion est apparue à travers notamment les travaux de Schilit et 
Theimer (Schilit et Theimer, 1994), Schilit et al. (Schilit et al., 1994), Hull (Hull et al., 1997) 
et Dey (Dey, 2000). Schilit et Theimer (Schilit et Theimer, 1994) définissent la sensibilité au 
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contexte comme la capacité d'une application à découvrir et à réagir aux modifications dans 
l'environnement où se trouve l'utilisateur. Selon Schilit et al. (Schilit et al., 1994), les 
Systèmes Sensibles au Contexte sont définis comme des systèmes qui s'adaptent à la 
localisation de l'utilisateur et à l'ensemble des personnes, des machines et des dispositifs 
proches ou accessibles, ainsi qu'aux changements dans le temps de ces éléments. Quelques 
années plus tard, d’autres définitions de la sensibilité au contexte sont apparues avec les 
travaux de (Hull et al., 1997) et (Dey, 2000), pour ne citer qu’eux. Hull et al. (Hull et al., 
1997) définissent la sensibilité au contexte comme la capacité des dispositifs informatiques à 
détecter, capturer, interpréter et répondre aux aspects de l’environnement de l’utilisateur et 
aux dispositifs informatiques. Dey (Dey, 2000), quant à lui, présente une définition plus 
générale. Il considère qu'un système est sensible au contexte s'il utilise le contexte pour 
fournir à l'utilisateur des informations ou des services pertinents, où la pertinence dépend de 
la tâche exécutée par l'utilisateur (Dey, 2000). 
Ainsi, l'une des prémisses essentielles des systèmes sensibles au contexte est d’être 
conscient des circonstances dans lesquelles se trouve l'utilisateur, d'être capable d'interpréter 
et de réagir à toute interaction conformément à ces circonstances (O’Hare et O’Grady, 2002). 
Dans ce cadre, le contexte est un élément clé, car il est au centre des mécanismes d’adaptation 
prônés par ces systèmes dits sensibles au contexte. Ces systèmes se caractérisent, en effet, par 
leur capacité à adapter leur fonctionnement afin d’augmenter leur utilisabilité et leur 
efficacité, par la prise en compte du contexte environnant (Baldauf et al., 2007). En d’autres 
termes, un Système Sensible au Contexte est un système qui supporte une certaine variabilité, 
le choix de la variante dépendant du contexte qui entoure l’exécution du système et son 
interaction avec les utilisateurs. Le contexte agit ainsi comme un élément extérieur au système 
qui influence sa variabilité intérieure, une sorte de contrainte qui guiderait le choix de la 
variante la plus appropriée et le processus d’adaptation la concernant (Najar et al., 2009). 
La sensibilité au contexte est une des propriétés les plus importantes d’un système pervasif 
caractérisant la capacité d’un système à prendre en compte l’environnement, à acquérir des 
informations sur ce dernier, puis à réagir en conséquence. Il s’agit d’un des piliers pour 
construire des systèmes mobiles et pervasifs modernes (Schilit et al., 1994) (Dey et Abowd, 
2000) (Jones et Grandhi, 2005) (Bolchini et al., 2009). La mobilité de l'utilisateur apportée 
par l'évolution des nouvelles technologies représente un aspect important conduisant à 
l’apparition de ces Systèmes Sensibles au Contexte. Selon Dourish (Dourish, 2004), lorsque 
l'informatique est sortie de l'environnement du bureau (fixe) traditionnel, il est devenu 
important de suivre à la trace la situation dans laquelle la technologie est utilisée. Par 
exemple, les utilisateurs mobiles ont besoin d'un contenu informatif qui convient à leur 
utilisation sous des conditions changeantes (temporelles, spatiales, matérielles, physiques et 
environnementales) (Carrillo-Ramos et al., 2009). Ces besoins d'adaptation ont guidé la 
proposition des Systèmes Sensibles au Contexte. Dans ces systèmes, le contexte guide les 
mécanismes d'adaptation utilisés pour personnaliser le contenu et les services en conséquence.  
Même si des solutions sensibles au contexte sont apparues dans différents domaines de 
recherche, la sensibilité au contexte atteint son utilité maximale lorsqu'elle est appliquée à des 
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systèmes pervasifs mobiles. La sensibilité au contexte permet également aux services de 
s'adapter dynamiquement et efficacement à la fois : (i) à la situation actuelle, tels que le lieu 
physique actuel et/ou l'activité sociale ; et (ii) aux conditions complexes et variables de 
déploiement typiques des environnements mobiles (rareté des ressources, la connectivité, 
etc.). Cette capacité à rassembler et à livrer à un service toutes les informations pertinentes 
pouvant caractériser son environnement d’exécution (les ressources/capacités informatiques, 
l'emplacement du dispositif physique, les préférences des utilisateurs, etc.) est ainsi devenue 
une fonction fondamentale pour le développement de systèmes mobiles modernes.   
Finalement, il est important de souligner que la notion de contexte est considérée comme 
l’élément clé des Systèmes Sensibles au Contexte et, ainsi des Systèmes d’Information 
Pervasifs. En effet, le contexte est au centre des mécanismes d’adaptation de ces systèmes. 
Nous discutons, dans la section suivante, les différentes facettes de la notion de contexte.   
2.3.  LE CONTEXTE 
Dans cette section, nous allons procéder à l’étude de la notion de contexte. Nous 
commençons par présenter, dans la section 2.3.1, les différentes définitions, caractéristiques et 
dimensions, et nous détaillons, par la suite, les différentes modélisations dans la section 2.3.2. 
La section 2.3.3 englobe une présentation de la gestion de contexte nécessaire aux processus 
d’adaptation des Systèmes Sensibles au Contexte. Nous conclurons cette section par une 
analyse comparative des différents modèles de contexte existants.  
 La notion de contexte : définitions, caractéristiques et 2.3.1.
dimensions  
La notion de « contexte » est un concept très large, exploré depuis plusieurs années dans 
plusieurs domaines de recherche tel que l’Intelligence Artificielle et l’Informatique Pervasive 
(Kirsch-Pinheiro, 2006). Cette notion permet, entre autres, de mieux comprendre les 
interactions des utilisateurs mobiles avec le système et leurs attentes vis-à-vis du même 
système. La notion de contexte est ainsi utilisée par certains systèmes dans leur processus 
d’adaptation. Ce processus d’adaptation permet de fournir une réponse plus appropriée à 
l’utilisateur, potentiellement répondant au mieux à ses besoins dans un contexte donné. Dans 
cette perspective, la notion de contexte apparaît comme un élément central dans une démarche 
d'adaptation dans un tel système (Najar et al., 2009). Au regard de la littérature, nous pouvons 
constater qu’elle fait par ailleurs l'objet de nombreuses définitions et interprétations. Plusieurs 
travaux de recherche (Schilit et Theimer, 1994) (Brown et al., 1997) (Dey, 2001) (Strang et 
Linnhoff-Popien, 2004) se sont focalisés sur la définition et l’utilisation de contexte. Cette 
section aborde les différents travaux et les définitions portés sur la notion de contexte, ainsi 
que ses différentes caractéristiques et dimensions proposées dans la littérature. 
Systèmes!d’Information!Pervasifs!et!la!notion!de!contexte!
 18 
2.3.1.1.  Définitions 
Afin d’utiliser efficacement la notion de contexte, il faut commencer par comprendre la 
signification de contexte et comment il peut être utilisé (Dey, 2001). La définition précise de 
contexte et de ses caractéristiques s’est avérée une question assez délicate. En effet, la notion 
de contexte est utilisée et interprétée différemment selon le domaine de recherche dans lequel 
elle est employée et selon les perspectives offertes.        
Les premiers travaux dans les Systèmes Sensibles au Contexte ont proposé une vision et 
une utilisation particulièrement limitée du contexte. Initialement, de nombreux chercheurs, 
tels que (Schilit et Theimer, 1994) (Brown et al., 1997) (Ryan et al., 1997), représentent la 
définition de contexte comme une énumération des différents types d’informations portées sur 
l’utilisateur ou l’environnement dans lequel s’intègre l’application et qui sont jugés pertinents.     
Schilit et Theimer (Schilit et Theimer, 1994) présentent l’une des premières tentatives de 
formulation de la notion de contexte. Ces auteurs limitent la définition de contexte à 
l’observation de la localisation de l’utilisateur, de l’ensemble des utilisateurs présents, des 
objets à proximités, et des changements apportées à ces éléments (Schilit et Theimer, 1994). 
Schilit et al. (Schilit et al., 1994) ne cherchent pas à comprendre la nature du contexte. Ils 
affirment tout simplement que les aspects les plus importants de la notion de contexte peuvent 
être déterminés en répondant aux questions « où se trouve l’utilisateur ? », « avec qui se 
trouve-t-il ? » et « quelles sont les ressources à proximité ? ». Une autre définition est ensuite 
proposée par Brown et al. (Brown et al., 1997). Ces derniers considèrent que le contexte 
regroupe la localisation de l’utilisateur, les identités des personnes qui l’accompagnent,  le 
temps représentant un moment de la journée, la saison, la température, etc. (Brown et al., 
1997). Pour Ryan et al. (Ryan et al., 1997), qui appliquent la sensibilité au contexte dans le 
cas d'un logiciel de prise de note pour l'archéologie, le contexte se définit de façon plus 
générale comme la localisation, l'environnement, l'identité et le temps relatifs à l'utilisateur. 
Toujours dans le même principe de définir la notion de contexte en énumérant ses différents 
types d’information, Dey (Dey et al., 1998) apportent une autre définition qui présente le 
contexte comme étant l’état émotionnel de l’utilisateur, le focus de l’attention, la localisation 
et l’orientation, la date et le temps, les objets et les personnes dans l’environnement de 
l’utilisateur comme les éléments constituant la définition de contexte. Enfin, Chen et Kotz  
(Chen et Kotz, 2000) définit le contexte comme l’ensemble des états et des paramètres 
environnementaux qui soit déterminent le comportement d'une application soit dans lesquels 
un événement d'application se produit et est intéressant pour l’utilisateur.    
Nous observons que ces premiers travaux de recherche se sont focalisés plus précisément 
sur l’identification des éléments décrivant le contexte d’usage d'un système, plutôt que de 
comprendre sa réelle signification. Ils demeurent assez vagues sur la nature de la notion de 
contexte elle même. Toutefois, suite à ces premiers travaux, une plus grande attention a été 
accordée à la notion de contexte. Pascoe 1998 (Pascoe, 1998) et Dey (Dey, 2001), par 
exemple, ont proposé des définitions de contexte plus générales et largement acceptées. Ces 
définitions donnent un sens plus opérationnel à la notion de contexte, employée pour le 
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développement d'applications pervasives (ubiquitaires) et mobiles. Leur objectif est 
d’abstraire les précédents travaux sur le contexte de leurs liens aux expérimentations et aux 
scénarii bien spécifiques. Ainsi, Pascoe 1998 (Pascoe, 1998) voit le contexte comme le sous-
ensemble mesurable d'un environnement porté à l'intérêt des utilisateurs. Cette définition ne 
se limite pas à un domaine en particulier et a comme objectif de pouvoir être dérivée et 
applicable à différents types d’application et de scénarii. Par contre, de part sa généricité, 
cette définition est parfois difficilement applicable à un cas concret. Quelques années plus 
tard, apparaît la définition la plus connue proposée Dey (Dey, 2000) qui décrit le contexte 
comme étant « toute information qui peut être utilisée pour caractériser la situation d'une 
entité. Une entité est une personne, un endroit ou un objet considérés comme pertinents pour 
l'interaction entre un utilisateur et une application, y compris l'utilisateur et les applications 
elles-mêmes ». Cette définition a été illustrée et utilisée par la suite comme une référence dans 
plusieurs travaux de recherche. La pertinence de cette définition émerge de sa capacité à être 
dérivée selon différents degrés de granularité, en plus d’être utilisée dans n'importe quel 
scénario. Elle concerne plus particulièrement la conception des Systèmes Sensibles au 
Contexte, puisqu’elle prend en compte la pertinence des éléments pour les interactions entre 
l’utilisateur et le système. Cet auteur (Dey, 2001) estime d’ailleurs que les précédentes 
définitions étaient trop précises, car il est impossible d'énumérer les aspects qui sont 
importants pour toutes les situations, ceux-ci pouvant changer d'une situation à une autre. 
La notion de contexte s’est étendue avec (Mostefaoui et al., 2004) (Brézillon, 2005) 
(Kirsch-Pinheiro, 2006). Désormais, elle ne se limite plus à l’utilisateur qui a effectué une 
action ou à sa localisation, mais elle s’étend aux informations physiques (localisation, temps, 
etc.), aux informations sociales et même organisationnelles (rôle de l’utilisateur, etc.). 
D’une manière plus générale, Mostefaoui et al. (Mostefaoui et al., 2004) définissent le 
contexte comme ce qui entoure le centre d'intérêt de l'individu et qui apporte des 
informations additionnelles capables d'aider à la compréhension de ce centre d'intérêt. Dans 
ce même cadre, Brézillon (Brézillon, 2005) précise que le contexte dépend également de 
l’activité courante de l’utilisateur. L’activité est considérée, par ces auteurs, comme un 
élément clé de contexte : elle détermine les informations, les connaissances, les objets de 
l’environnement, etc. qui représentent les éléments les plus pertinents autour d’elle et qui sont 
nécessaires à son accomplissement. Selon cet auteur, le contexte entoure un focus (par 
exemple, la tâche à accomplir ou l'interaction) et donne un sens aux éléments liés à ce focus 
sans intervenir explicitement dans celui-ci. La notion de contexte est ainsi employée afin 
d’orienter le focus d'attention, à savoir les sous-ensembles d'un terrain d'entente jugé pertinent 
pour l’activité en cours (Brézillon, 2005). Sous cette optique, nous pouvons voir le contexte 
comme étant l’ensemble des caractéristiques de l'environnement dans lequel se déroule 
l'activité, mais qui sont séparés de l'activité elle-même.  
Toutefois, malgré le fait que la définition proposée par Dey (Dey, 2000) soit une référence 
dans le domaine de l’informatique sensible au contexte, elle demeure débattue (Tamminen et 
al., 2004). Certains auteurs, comme (Greenberg, 2001), la trouvent trop générale et révèlent 
un problème important d’adaptation au processus de conception. D’autres auteurs, dont 
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(Chaari et al., 2005), trouvent que le problème essentiel dans cette définition est 
l'identification des éléments composant la notion de contexte. De plus, selon ces auteurs, la 
définition proposée par Dey ne distingue pas les données contextuelles des données de 
l'application. Ces auteurs considèrent que cette séparation est très importante pour la 
modélisation de contexte. Selon Chaari et al. (Chaari et al., 2004), la notion de contexte 
correspond à un ensemble de paramètres qui sont externes à l'application et qui influencent le 
comportement de celle-ci en définissant de nouvelles vues sur ses données et ses services. 
Dans la même ligne, Gensel et al. (Gensel et al., 2008) définissent la notion de contexte 
comme étant l’ensemble des caractéristiques de l'environnement physique ou virtuel qui 
affecte le comportement d'une application et dont la représentation et l’acquisition sont 
essentielles à l’adaptation des informations et des services. Elle devient un élément clé de 
l’Informatique Pervasive, car elle est au centre des mécanismes d’adaptation prônés par les 
Systèmes Sensibles au Contexte. 
Selon cet aperçu de la littérature, nous pouvons observer que le contexte a été défini de 
multiples façons, selon des points de vue différents. Ceci a engendré les multiples définitions 
de contexte présentées ci-dessus. Toutefois, la définition proposée par (Dey, 2000) demeure la 
référence dans le domaine de l’informatique sensible au contexte. 
2.3.1.2.  Caractéristiques  
La notion de contexte expose un certain nombre de caractéristiques dans l’Informatique 
Pervasive. A partir des travaux de (Henricksen et al., 2002) (Gu et al., 2004) (Baldauf et al., 
2007), nous soulignons ici celles qui nous semblent les plus pertinentes : 
• Hétérogénéité : Les informations de contexte peuvent provenir de diverses sources 
(Gu et al., 2004). Elles peuvent être capturées (à travers des capteurs physiques, 
logiques ou virtuels), dérivées (en se basant sur des mécanismes de raisonnement ou 
de transformation), statiques (qui ne varient pas avec le temps), ou fournies par 
l’utilisateur (décrivant son profil). De plus, le contexte se définit par toute sorte 
d’information capable de décrire les objets physiques, les applications et les 
utilisateurs dans différents domaines. Ceci conduit à une hétérogénéité remarquable 
des informations contextuelles ;  
• Statique vs dynamique : Les informations de contexte peuvent être définies en tant 
qu’informations statiques ou dynamiques de contexte. Cette caractéristique dépend du 
niveau de variabilité des valeurs de cette information contextuelle. D’une part, les 
informations dites statiques sont celles qui décrivent les aspects ne variant pas avec le 
temps, tel que la date de naissance de l’utilisateur. D’autre part, les informations dites 
dynamiques sont celles qui varient avec le temps selon les changements capturés, tel 
que la localisation d’un utilisateur. En effet, les Systèmes Sensibles au Contexte se 
caractérisent par leurs changements fréquents, ce qui implique que la majorité des 
informations contextuelles est dynamique. Brézillon (Brézillon, 2002), Rey et Courtaz 
(Rey et Coutaz, 2004) ont souligné ce caractère dynamique, dit aussi évolutif, de la 
notion de contexte. Selon Brézillon et al. (Brézillon, 2002), le contexte doit être 
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considéré comme étant un espace qui dépend fortement de la situation et qui est en 
continuelle évolution. Pour Chaari et al. (Chaari et al., 2004), les paramètres qui 
composent le contexte évoluent durant l'exécution du système ; 
• Interdépendance : Les informations de contexte peuvent être dépendantes entre elles 
(Henricksen et al., 2002)(Gu et al., 2004). Certaines informations peuvent être 
interdépendantes par raisonnement et par dérivation de règles par exemple. En effet, 
par raisonnement sur le contexte, une information peut être inférée à partir d’une ou de 
plusieurs autres informations capturées, définies ou agrégées. Cette dérivation 
démontre certaines dépendances internes entre les éléments de contexte. Par exemple, 
dans certains cas, l’activité de l’utilisateur ne peut être dérivée que de sa localisation et 
de son planning numérique ; 
• Imperfection : L’acquisition des informations contextuelles se fait à travers divers 
capteurs qui peuvent fournir des informations défectueuses ou être même la 
déconnection ou l’échec de communication entre le fournisseur et le consommateur de 
contexte, peuvent conduire à l’imperfection des éléments de contexte (Henricksen et 
al., 2002). En effet, certaines informations contextuelles peuvent être incorrectes si 
elles ne reflètent pas la situation réelle de ce qu’elles modélisent. De plus, elles 
peuvent être incomplètes dans le cas où certains éléments de contexte demeurent 
inconnus. Ceci est dû, par exemple, à l’arrêt d’un capteur ou à un échec de 
communication entre le fournisseur et le consommateur de contexte. En outre, 
certaines informations de contexte peuvent être inconsistantes si elles contiennent des 
informations contradictoires par exemple.           
La prise en compte de la notion de contexte pour gérer la caractéristique dynamique d’un 
Système Sensible au Contexte dépend de la nature de chaque type d’éléments de contexte, de 
sa pertinence et de son utilisation dans le système. Ainsi, étant donnée la diversité des 
informations de contexte, il est utile de bien les classifier par dimension afin de faciliter leur 
utilisation et compréhension. C’est pour cette raison que nous présentons dans la section 
suivante les dimensions potentielles de contexte. 
2.3.1.3.  Dimensions 
Les difficultés rencontrées à définir d’une manière unique et non ambiguë la notion de 
contexte ont encouragé différentes interprétations des dimensions. Ces dimensions regroupent 
les informations contextuelles qui appartiennent à une même catégorie. En d’autres termes, ils 
représentent la classification des éléments de contexte afin de faciliter leur interprétation, leur 
compréhension ainsi que leur utilisation. Il est possible de classifier les éléments de contexte 
de différentes manières. Henricksen et al. (Henricksen et al., 2002) notent que la 
catégorisation des éléments de contexte en un ensemble de dimensions est utile pour gérer la 
qualité de contexte. En outre, cette classification est également utile pour la modélisation 
(Soylu et al., 2009), que nous discuterons dans la section 2.3.2. 
La description de ces dimensions a fait l’objet de plusieurs propositions résumées dans 
multiples travaux (Baldauf et al., 2007) (Banâtre et al., 2007) (Han et al., 2008) (Soylu et al., 
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2009). Ces travaux proposent des dimensions de contexte représentées à un niveau élevé de 
granularité. Cette classification des éléments de contexte, selon Soylu et al. (Soylu et al., 
2009), permet une stratification claire pour le développement des Systèmes Sensibles au 
Contexte. Elle peut servir comme un premier pas vers une conceptualisation générique des 
éléments de contexte. Nous présentons certaines de ces dimensions : 
• Dimension temporelle caractérise, selon (Soylu et al., 2009), des éléments de 
contexte dont l’existence ou l’importance dans la perception du contexte est liée à un 
moment donné. Cette dimension peut être utilisée pour décrire le temps associé aux 
différents types d’information de contexte, par exemple : le fuseau horaire, l’heure 
actuelle de l’utilisateur, le début et la fin d’une situation, la durée d’un évènement, 
d’une activité, ainsi que d’un planning de travail, ou d’utilisation d’une ressource ... 
Par ailleurs, le temps est un élément très important pour établir et gérer l’historique 
des contextes ou des situations passées permettant d’enrichir le contexte ; 
• Dimension spatiale définit, selon (Soylu et al., 2009),  la localisation. Cette 
localisation peut déterminer un espace précis dans lequel s’organise certains 
dispositifs ou objets de l’environnement, comme elle peut décrire l’emplacement des 
utilisateurs qui se déplacent d’un endroit à un autre. Cette dimension regroupe la 
localisation physique, tels que la position absolue (adresse géographiques), le lieu (à la 
maison, chez le client, etc.), coordonnées GPS, ainsi que la localisation virtuelle, tel 
que l’adresse IP considérée comme une localisation dans un réseau ; 
• Dimension relative aux dispositifs permet de mesurer les caractéristiques de la 
plateforme cliente (Van Welie et De Ridder, 2001) (Groot et Welie, 2002). Cette 
dimension est appropriée dans le cas où le système doit s’adapter aux capacités et aux 
conceptions très hétérogènes de ces dispositifs. Cette dimension caractérise les 
dispositifs mobiles (i.e. smartphone, ordinateur portable, tablette, etc.), les dispositifs 
fixes (i.e. écrans LCD, des capteurs fixes, des hauts parleurs, etc.), ainsi que d’autres 
ressources informatiques. Les caractéristiques de ces dispositifs (taille, résolution, 
puissance de calcul, etc.) peuvent varier beaucoup, ainsi que leur disponibilité. Par 
conséquent, le système doit adapter son contenu en fonction des caractéristiques de ces 
dispositifs. Les dispositifs fixes peuvent communiquer et échanger des données avec 
d’autres types de dispositifs. Pour les ressources informatiques, certains systèmes 
prennent en compte la charge et la puissance du processeur de l’ordinateur, des 
périphériques, la charge du réseau en fonction de sa bande passante, etc. ;  
• Dimension relative à l’utilisateur représente les informations de contexte relatives à 
un représentant du public cible du système, décrit par ses capacités physiques et 
cognitives (i.e. profil de l’utilisateur, les personnes à proximité, la situation sociale 
actuelle, etc.) (Schilit et al., 1994) (Chen et Kotz, 2000) ;  
• Dimension relative à l’environnement regroupe les informations contextuelles 
portant sur les informations périphériques à la tâche de l’utilisateur, mais susceptibles 
de l’influencer (Calvary et al., 2002). Pour certains systèmes, il est intéressant voire 
nécessaire de mesurer les caractéristiques de l’environnement autour de l’utilisateur 
afin de s’adapter et de réagir en conséquence. Par exemple, en mesurant le niveau de 
bruit, nous pouvons ajuster le niveau sonore du haut parleur d’un dispositif mobile ; 
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• Dimension relative à l’infrastructure  caractérise les impacts de la communication 
entre les composants distribués sur l’activité fonctionnelle du système et sur 
l’interaction avec le ou les utilisateur(s) (Rodden et al., 1998). Selon Rodden et al. 
(Rodden et al., 1998), dans les systèmes mobiles la nature de l’infrastructure est 
susceptible de changer pendant son usage. Cette variabilité dans l'infrastructure peut 
avoir un impact sur l’interaction. Il est essentiel que les styles et les interfaces des 
interactions soient compatibles avec l'état de l'infrastructure. Les propriétés 
particulières de l’infrastructure, comme la topologie du système, doivent ainsi être 
intégrées lors de la conception d’un système mobile ;  
• Dimension relative au système évalue l'utilisation des ressources, par exemple la 
mémoire, le processeur et le réseau, des composants du système et des capacités du 
dispositif mobile de l'utilisateur. 
Malgré ces différentes définitions et visions de la notion de contexte, l’informatique 
sensible au contexte a su adopter des démarches pragmatiques pour proposer différentes 
modélisations de contexte. En effet, la gestion de contexte et de ses différentes 
caractéristiques nécessite de représenter le contexte explicitement dans le système. Nous 
décrivons dans la section suivante la modélisation de cette notion de contexte.  
 Modélisation de contexte 2.3.2.
Dans les Systèmes Sensibles au Contexte, la notion de contexte joue un rôle central qui 
guide le mécanisme d'adaptation utilisé pour personnaliser le contenu et les services en 
conséquence. La façon dont les informations de contexte sont utilisées dans ces systèmes 
dépend de : (i) quelle information est observée ; et (ii) comment elle est représentée. Pour 
(Brézillon, 2002), une représentation efficace du contexte en machine, tant en termes de 
modélisation de connaissances que de raisonnement à partir de celles-ci, est un problème à 
résoudre, et ce, aussi bien du point de vue de la programmation que de son utilisation. Un 
modèle de contexte est une représentation explicite de l’information de contexte dans le 
système afin qu’il puisse stocker, interpréter, gérer et raisonner sur ces informations 
contextuelles pour un objectif précis. Dans un environnement pervasif, la modélisation de ces 
informations contextuelles dans un système est nécessaire car elle permet de gérer la 
sensibilité au contexte et l’adaptation. En d'autres termes, les capacités d'adaptation d'un 
Système Sensible au Contexte dépendent du modèle de contexte utilisé (Najar et al., 2009). 
Ainsi, un modèle de contexte bien conçu est le fondement d'un Système Sensible au Contexte 
(Strang et Linnhoff-Popien, 2004). De toute évidence, le formalisme choisi pour représenter 
ce modèle est important, car il détermine les méthodes de raisonnement que le système peut 
utiliser pour effectuer certaines adaptations. Grâce à la littérature, nous pouvons observer que 
de nombreux modèles de contexte ont été proposés par la communauté de recherche (Strang 
et Linnhoff-Popien, 2004) (Najar et al., 2009) (Bettini et al., 2010). Chaque modèle présente 
différents points de vue de la notion de contexte qui ont été étudiés dans différents domaines 
d'application (e.g. intelligence ambiante, systèmes mobiles de tourisme). Un modèle de 
contexte assure la définition de processus d'adaptation indépendant et isole ce processus des 
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techniques d'acquisition de contexte, représentant ainsi la première exigence pour la 
maintenance et l'évolution des Systèmes Sensibles au Contexte (Najar et al., 2009). 
L'évolution des Systèmes Sensibles au Contexte de la dernière décennie a été suivie par 
une importante évolution des modèles de contexte, allant des simples structures clé-valeur aux 
modèles basés sur des ontologies. Les approches existantes de modélisation de contexte 
diffèrent ainsi par la puissance d’expression des modèles de contexte, par le support qu'ils 
peuvent fournir pour raisonner sur des informations de contexte, et par la performance de 
calcul de ce raisonnement. Strang et Linnhoff-Popien (Strang et Linnhoff-Popien, 2004) et 
Bettoni et al. (Bettini et al., 2010) ont souligné les approches les plus pertinentes. Ces auteurs 
classifient les modèles de contexte en fonction de leurs structures de données utilisées pour 
maintenir et échanger les informations contextuelles dans un système donné. Dans les 
prochaines sections, nous présentons les structures de données les plus couramment utilisées. 
2.3.2.1.  Modélisation de contexte basée sur les paires clé-valeur 
La modélisation de contexte constituée de paires « clé-valeur » correspond au formalisme 
le plus simple pour représenter le contexte. Il s'agit de représenter le contexte d'utilisation 
comme un ensemble de paires contenant chacune une clé et la valeur qui lui correspond. Dans 
cette approche, un élément observé de l’environnement est considéré comme une clé, et la 
valeur de cet élément représente les données de l’information contextuelle. Schilit et Theimer 
(Schilit et Theimer, 1994) se basent sur ce formalisme pour modéliser des informations de 
contexte tel que la localisation. Cette représentation est également adoptée par le Context 
Toolkit (Salber et al., 1999) (Dey, 2000).  
Les approches de modélisation constituée des paires clé-valeur se caractérisent par leur 
simple représentation, leur gestion facile des paires (dans le cas d’un nombre raisonnable de 
paire) et leur facilité de stockage. La simplicité des pairs clé-valeur peut être un avantage d’un 
point de vue gestion, mais ils représentent un inconvénient majeur lors de l’interprétation 
sémantique et si le critère d’ambiguïté est à considérer. La modélisation par les paires clé-
valeur ne permet de représenter que la valeur capturée pour un élément observé de 
l’environnement. Avec cette simple modélisation, la qualité des informations contextuelles 
n’est pas prise en compte. Ce type de modélisation ne permet pas de déterminer si les 
informations contextuelles capturées sont incomplètes, ambiguës ou même incertains. De ce 
fait, l’ambiguïté des informations contextuelles ne peut pas être prise en compte par ce 
modèle. De plus, cette modélisation manque de capacités pour des structurations assez 
sophistiquées. En effet, plus le nombre de paires possibles évolue, plus difficile sera la gestion 
de ces paires et des aspects sémantiques liés à ces paires. Cette augmentation entraine avec 
elle un risque d'avoir des doublons, entrainant ainsi une incohérence entre les paires contenant 
des informations sur un même élément de contexte. Cette modélisation est également 
confrontée à un autre problème, à savoir la difficulté de sa réutilisation dans d'autres systèmes 
que celui d'origine, car l'interprétation des paires clé-valeur dépend de l'application. Ceci 
entraine un problème d’interopérabilité si les clés et les valeurs ne sont pas standardisées.  
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2.3.2.2.  Modélisation de contexte basée sur les schémas de balisage  
Une seconde approche soulignée dans la littérature est l'approche utilisant les modèles de 
schéma de balisage. Ces modèles formalisent les informations de contexte selon une structure 
de données fixe et hiérarchique (un arbre syntaxique). Cette structure est constituée de balises 
avec des attributs et de contenu permettant d'exprimer des relations plus complexes tels que 
les associations. Cette approche de modélisation de contexte est sérialisée dans des documents 
XML ou RDF (Lassila et Swick, 1999) afin d’améliorer l'interopérabilité.  
Ces modèles de contexte sont souvent utilisés pour représenter des informations statiques 
portant sur des « profils » d'entités. Ils peuvent formaliser par exemple des profils de 
l’utilisateur, tel que l’approche Friend-Of-A-Friend (FOAF) (Brickley et Miller, 2005), et des 
profils des dispositif, tels que les approche Composite Capabilities/Preferences Profile 
(CC/PP) (Klyne et al., 2004) (Lemlouma, 2004) (Kiss, 2010), User Agent Profile (UAProf) 
(WAP FORUM, 2006) et Comprehensive Structured Context Profile (CSCP) (Buchholz et al., 
2004), qui ont pu atteindre un certain niveau d’expressivité par la sérialisation XML et RDF.   
Par exemple, le standard CC/PP (Klyne et al., 2004) est une recommandation W3C 
permettant de créer des « profils » décrivant non seulement les caractéristiques logicielles et 
matérielles d'un dispositif, mais également les préférences de l'utilisateur. Un profil CC/PP est 
utilisé pour personnaliser le contenu et adapter la présentation sur la base des capacités des 
dispositifs et des préférences des utilisateurs. Chaque profil est constitué d’un ensemble 
d’attributs et de valeurs associées. Le standard CC/PP est lui-même basé sur un autre 
standard, RDF (Manola et al., 2004). Le point important que relève l'utilisation de RDF, par 
rapport à l'utilisation d'un ensemble de paires clé/valeur, est la possibilité de décrire des 
métadonnées sur ces paires et de définir un vocabulaire commun réunissant les propriétés 
susceptibles d'être décrites. 
Plus spécifiquement, Lemlouma (Lemlouma, 2004) propose un modèle de contexte se 
basant sur CC/PP pour représenter le contexte d'utilisation. Ce modèle est utilisé par son 
architecture NAC (Negociation Adaptation Core) qui assure, dans un environnement 
hétérogène, la transmission au client d’un contenu dont la présentation est adaptée aux 
contraintes des dispositifs mobiles. Cet auteur utilise le modèle CC/PP pour décrire les 
capacités physiques (capacité mémoire, taille écran, etc.) et logicielles (systèmes 
d’exploitation, navigateur, etc.) d’un terminal. La Figure 2 illustre un exemple de 
modélisation de profil CC/PP, présenté par Lemlouma et al. (Lemlouma, 2004). Cet exemple 
décrit les capacités d'affichage d'un terminal en particulier, à travers les valeurs de l'élément 
HardwarePlatform (largeur 320 et hauteur 200), ainsi que la description du système 
d'exploitation et du navigateur Web installé dans le dispositif (élément SoftwarePlatform). 
Dans ce travail, Lemlouma et al. 2004 (Lemlouma, 2004) propose deux mécanismes de 
capture (extraction de contexte) à savoir l’extraction statique qui fait appel à une interrogation 
paramétrée d’une base des profils ou l’extraction dynamique qui calcule la valeur de certaines 
caractéristiques de l’environnement. Cet auteur propose dans ce cadre un mode d’interaction 




Figure 2. Exemple de profil CC/PP (d’après (Lemlouma, 2004)) 
Après l’apparition de CC/PP, plusieurs autres extensions de ce standard ont été proposées. 
Le forum WAP, par exemple, (WAP FORUM, 2006) a proposé UAProfile come une autre 
approche de modélisation qui adopte la spécification de CC/PP. A l’instar de CC/PP, un profil 
UAProf présente une hiérarchie à deux niveaux composée d'éléments et de leurs propriétés. 
En revanche, contrairement à CC/PP, la spécification UAProf propose également un 
vocabulaire concret, représenté par un ensemble spécifique d'éléments et d'attributs, pour 
décrire la prochaine génération de téléphones WAP. Une autre extension de ce langage CC/PP 
a été proposée par Held et al. (Held et al., 2002). Cette extension nommée CSCP 
(Comprehensive Structured Context Profiles) ne définit aucune hiérarchie fixe, au contraire de 
la modélisation de CC/PP. Le CSCP s’appuie sur la flexibilité de RDF/S pour exprimer la 
structure naturelle des informations d’un profil requises pour l’information contextuelle. Cette 
modélisation de contexte est un métalangage basé aussi sur RDF et hérite de ce dernier, 
l’interopérabilité, la décomposition et l’extensibilité. Il est plus flexible que CC/PP 
concernant la structuration des documents et étend le mécanisme pour exprimer les 
préférences de l’utilisateur. 
Par rapport aux modèles de paires clé-valeur, les modèles de schéma de balisage 
fournissent un langage plus expressif pour structurer l'information de contexte qui peut, dans 
certain cas, être adapté à un domaine d'application plus spécifique.  
2.3.2.3.  Modélisation de contexte graphique et orientée objet  
 L'évolution de la modélisation de contexte se poursuit avec l'émergence de modèles 
graphiques (ORM, CML, UML, etc.) et des modèles orientés objets, dont la force est leur 
structure. Une des propositions les plus pertinentes dans cette approche est le langage de 
modélisation de contexte (CML) (Context Modelling Language), décrit au départ par 
Henricksen et al. (Henricksen et al., 2002) et affiné dans des travaux ultérieurs (Henricksen et 
Indulska, 2004)(Henricksen et Indulska, 2006). CML est une approche de modélisation 
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graphique de contexte destinée à la modélisation des bases de données. CML représente une 
extension de la modélisation ORM (Object-Role Modeling) (Halpin, 2001) qui est une 
approche basée sur les « faits ». Cette approche (ORM), qui a été conçue pour la modélisation 
conceptuelle des bases de données, modélise les faits représentant les informations vraies ou 
correctes dans une application, et les types des faits définissant les types de l’information.  
CML fournit une notation graphique (visible sur la Figure 3) conçue pour soutenir le 
concepteur dans l'analyse et la spécification formelle des exigences d'une application sensible 
au contexte. Ce langage propose des constructions de modélisation pour : la capture des 
différentes classes et sources de faits, la capture des informations imparfaites en utilisant des 
métadonnées de qualité, la capture des dépendances entre les types des faits, la capture des 
historiques de certains types de faits et des contraintes sur ces historiques (Bettini et al., 
2010). Les concepts modélisés fournissent une base formelle pour la représentation et le 
raisonnement sur certaines propriétés de l’information contextuelle (persistance, qualité, 
interdépendances, etc.). Chaque entité modélisée décrit un objet physique ou conceptuel, 
comme une personne, un dispositif ou un moyen de communication. Les attributs représentent 
les propriétés des entités auxquelles ils sont attachés par le biais des associations. Les 
associations connectent également les entités entre elles.  
 
Figure 3. Exemple de modélisation CML (d’après (Henricksen et al., 2002)) 
La Figure 3 illustre un exemple d’une modélisation de contexte selon le modèle CML 
(Henricksen et Indulska, 2006). Le modèle représente les utilisateurs (Person), leurs activités 
(Activity), les terminaux utilisés (Device), la localisation des utilisateurs et des terminaux 
(Location), les canaux de communication (Communication Channel) et les modes de 
communication (Communication Mode). Chaque ellipse de la Figure 3 représente un type 
d'objet avec la valeur entre parenthèses décrivant le schéma de représentation utilisé pour le 
type d'objet, tandis que chaque case représente un rôle joué par un type d'objet dans un type 
de fait. Ainsi les activités sont associées à un fait temporel. La localisation d'un utilisateur ou 
d’un dispositif est une information capturée et a une valeur de certitude associée 
correspondant à un indice de confiance en fonction de l’endroit de capture. 
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La modélisation CML permet d’interroger des informations incertaines (ambiguës) en 
utilisant une logique à trois valeurs, en plus des assertions et des conditions complexes 
exprimées en utilisant une forme de logique de prédicat (Henricksen et Indulska, 2006). Le 
point faible de cette approche est sa modélisation des informations jugées « plates » par 
Bettini et al. (Bettini et al., 2010). De plus, même si CML peut être utilisé pour le 
développement d’une application en particulier, il ne fournit pas de support pour 
l’interopérabilité entre applications.      
Par ailleurs, nous observons dans la littérature l’émergence des modélisations de contexte 
basées sur les modèles orientés objets. Ces modèles peuvent être visualisés en utilisant UML. 
Ces diagrammes reposent sur une méthode de notation standard et générique. Grâce à sa 
structure générique, UML est approprié pour modéliser le contexte selon un ensemble de 
classes, d’objets et d’associations. Ceci est illustré, par exemple, dans Bauer (Bauer, 2003), 
dans lequel les aspects contextuels pertinents à la gestion du trafic aérien sont modélisés 
comme des extensions UML.  
Les approches de modélisation de contexte orientée objets tirent profit de l’encapsulation 
et de la réutilisation propre l’approche objets afin de couvrir une partie des problèmes liés à la 
dynamique de la gestion de contexte dans les environnements pervasifs. Les détails 
concernant le traitement des éléments de contexte sont encapsulés au niveau de l’objet, et 
ainsi ils sont masqués aux autres composants. Selon (Bouzy et Cazenave, 1997), la 
modélisation objets permet de définir le plus petit nombre de propriétés, fonctions et règles 
[...] afin de simplifier la représentation des connaissances dans des domaines et de systèmes 
très complexes. Par exemple, Kirsch-Pinheiro et al. (Kirsch-Pinheiro et al., 2004) (Kirsch-
Pinheiro, 2006) proposent une approche orientée objets pour la structuration des éléments de 
contexte et de leurs relations. Un tel modèle est utilisé pour personnaliser le contenu fourni 
par des systèmes collaboratifs basés sur le Web : le contenu fourni est sélectionné selon le 
contexte et les préférences de l'utilisateur. L'originalité de ce modèle est la proposition 
d’éléments de contexte qui sont liés aux aspects collaboratifs (rôle de l'utilisateur, activités, 
etc.) en plus des aspects physiques (la localisation de l'utilisateur, le dispositif, etc.). 
Néanmoins, la capture et la maintenance de ces éléments de contexte sont en dehors du 
modèle. Les auteurs (Kirsch-Pinheiro et al., 2004) supposent l'existence de composants 
externes qui observent les éléments de contexte correspondants et alimentent ainsi le modèle.  
Toutefois, les modèles de contexte orientées objets demeurent peu adaptées au partage des 
connaissances dans un environnement ouvert et dynamique. Elles nécessitent certains accords 
d’exécution de bas niveau entre les applications pour assurer l’interopérabilité. 
2.3.2.4.  Modélisation de contexte basée sur les ontologies 
Dans le cadre de la modélisation de contexte, nous observons l’émergence de nouvelles 
approches impliquant la modélisation sémantique, en fournissant une description plus 
structurée et plus riche de contexte basée sur les ontologies. Les ontologies, selon Grubber 
(Gruber, 1993) et Uschold (Uschold et al., 1996), se basent sur l’idée de spécifier un 
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vocabulaire décrivant un ensemble de concepts et les relations pertinentes entre eux. 
L’ontologie représente ainsi une spécification explicite d’une conceptualisation. Plus 
spécifiquement, dans la modélisation de contexte, les ontologies fournissent une description 
formelle et sémantique des informations de contexte en termes d'objets, concepts, propriétés 
et relations. Elles sont largement acceptées pour la modélisation des informations de contexte 
dans le domaine de l'Informatique Pervasive. La principale raison de leur acceptation est la 
popularité et la maturité des langages venus du Web sémantique. Dans le Web sémantique, 
plusieurs langages de spécification et de description des ontologies existent, tels que 
RDFS/OWL (Beckett, 2004) et OWL (Horrocks et al., 2003). Le standard OWL définit une 
ontologie comme une collection d’informations, notamment des informations sur des classes 
et des propriétés (Smith et al., 2004). La modélisation à base d’ontologies exploite la 
puissance de la représentation et du raisonnement des logiques de description pour de 
multiples raisons énumérées par Bettini et al. (Bettini et al., 2010) : (i) l’expressivité du 
langage est utilisée pour décrire des données de contexte plus complexes qui ne peuvent pas 
être représentées en CC/PP ; (ii) en fournissant une sémantique formelle aux données de 
contexte, il devient ainsi possible de partager et/ou intégrer le contexte de différentes sources ; 
et (iii) les moteurs de raisonnement disponibles peuvent être utilisés afin de vérifier, d’une 
part, la consistance de l’ensemble des relations entre les éléments de contexte et de dériver 
des informations de contexte de plus haut niveau. Ainsi, à part la richesse et, d’autre part, 
l’expressivité des représentations sémantiques apportées par les ontologies, ces dernières se 
caractérisent également par leur capacité de partage de connaissance et de réutilisation. Ceci 
est particulièrement important dans un environnement pervasif caractérisé par son 
hétérogénéité et son dynamisme.  
De ce fait, et dans la perspective d’une modélisation de contexte plus riche et avec un fort 
contenu sémantique, plusieurs travaux ont choisi l'utilisation d'ontologies (Strang et Linnhoff-
Popien, 2004) (Chen et al., 2003) (Gu et al., 2004).  Nous détaillons certains de ces travaux 
dans les sections qui suivent. 
2.3.2.4.1. L’ontologie CONON  
L’ontologie de contexte CONON (CONtext ONtology) est une proposition de Wang et al. 
(Wang et al., 2004) laquelle repose sur les capacités de partage des connaissances et de 
réutilisation des ontologies afin de définir ses éléments de contexte. Wang et al. (Wang et al., 
2004) se sont concentrés sur la classification et la représentation des éléments de contexte et 
sur le raisonnement sur ses éléments. Ils ont représenté l’ontologie CONON en OWL-DL 
sous une forme hiérarchique à deux niveaux. Le plus haut niveau (upper onotology) décrit 
l’ensemble de concepts les plus généraux et qui sont communs à tous les domaines, tels que la 
localisation, l’activité la personne, etc. Chacune de ces classes est associée à des propriétés 
afin d’exprimer ses relations avec les autres classes. Le bas niveau (domain-specific 
ontologies) représente une collection d’ontologies, qui définit les détails des concepts 
généraux et leurs propriétés dans chaque sous-domaine. Ces ontologies représentent des 
concepts de contexte plus spécifiques qui sont dépendants du domaine. Ce niveau étend les 
classes abstraites en classes plus spécifiques, permettant ainsi une certaine flexibilité par 
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l’extension de l’ontologie de haut niveau aux différents domaines.  
 
Figure 4. L’ontologie de contexte CONON (d’après (Wang et al., 2004)) 
Comme l’illustre la Figure 4, Wang et al. (Wang et al., 2004) définissent 4 concepts de 
base : Personne, Localisation, Activité et Entité de calcul (service, application, réseau, 
dispositif, etc.). Ainsi, à partir de cette ontologie de haut niveau, il est possible de développer 
un ensemble d’ontologies qui sont spécifiques à un domaine précis. Pour ce faire, les 
ontologies dépendantes du domaine peuvent étendre les classes abstraites, définies dans 
l’ontologie de haut niveau, avec le constructeur subClassOf du langage OWL-DL qui va 
permettre de définir une certaine hiérarchie des classes.   
Dans le cadre de ce travail, ces auteurs (Wang et al., 2004) se basent sur un ensemble de 
règles afin d’exprimer des situations qui sont implémentées avec des prédicats en logique de 
premier ordre. Ainsi, à travers la création de règles de raisonnement, des connaissances de 
contexte peuvent être inférées à partir des informations contextuelles de bas niveau. 
Concrètement, les travaux de Wang et al. (Wang et al., 2004) reposent sur Jena 2 pour le 
raisonnement sur les ontologies. Alors que les performances d’exécution des méthodes de 
raisonnement sur le contexte dépendent de la taille de l’ontologie et de la complexité des 
règles de raisonnement, Wang et al. (Wang et al., 2004) concluent qu’un raisonnement 
puissant basé sur la logique demeure un calcul assez intensif. 
2.3.2.4.2. L’ontologie CoDaMoS  
L’approche de modélisation de contexte CoDaMoS (Context-Driven Adaptation of Mobile 
Services) (Preuveneers et al., 2004) a été proposée afin de représenter les informations 
contextuelles utilisées dans un processus d’adaptation et de personnalisation de services selon 
les capacités des dispositifs et les préférences de l’utilisateur. CoDaMoS représente une 
ontologie de contexte adaptable et extensible pour la création des infrastructures sensibles au 
contexte. Comme l’illustre la Figure 5, cette ontologie de contexte est conçue autour de quatre 
Systèmes!d’Information!Pervasifs!et!la!notion!de!contexte!
 31 
principaux concepts : utilisateur, service, plateforme et environnement qui représentent, selon 
Preuveneers (Preuveneers, 2009), les aspects les plus importants des informations de contexte. 
A part ces concepts de base, CoDaMos inclut également des propriétés telles que la 
localisation courante, les préférences de l’utilisateur, les dispositifs disponibles, etc. 
 
Figure 5. L’ontologie de contexte CoDaMoS (d’après (Preuveneers et al., 2004)) 
Ces auteurs (Preuveneers et al., 2004) proposent des méthodes de transformation et de 
raisonnement afin de déduire des informations de contexte de plus haut niveau. La technique 
utilisée dérive de nouvelles informations contextuelles à partir des règles de dérivation et des 
faits existants. Ils utilisent Jena 2 pour la description des ontologies et le raisonnement.    
2.3.2.4.3. L’ontologie MUSIC  
Reichle et al. (Reichle et al., 2008) et Paspallis (Paspallis, 2009) proposent une ontologie 
de contexte extensible, bien structurée et facile à comprendre. Celle-ci, à l’instar de SOUPA 
(Chen et al., 2004a) et CONON (Wang et al., 2004), est composée de deux niveaux 
hiérarchiques. D’une part, le haut niveau définit les éléments de contexte communs à tous les 
domaines. D’autre part, le bas niveau décrit les éléments de contexte spécifiques à un 
domaine en particulier.  
La Figure 6 illustre la modélisation des éléments de contexte proposée par Reichle et al. 
(Reichle et al., 2008). L’originalité de cette modélisation repose sur trois concepts de base : 
(1) l’entité à laquelle l’information de contexte se réfère ; (2) le scope représentant le 
périmètre sémantique de l’entité sous forme d’un attribut ; et (3) la représentation utilisée en 
tant que structure interne de l’information de contexte. Ces concepts sont par la suite décrits 
lors de la modélisation de l’ontologie dans différents domaines d’application. 
Cette ontologie de contexte entre dans le cadre du projet IST-MUSIC (IST-MUSIC, 2010), 
englobant une architecture extensible qui permet de collecter, de stocker, d’organiser et 
d’accéder aux informations de contexte. Cette architecture repose sur des plug-ins agissant 
comme des fournisseurs de contexte. Chaque plug-in se charge de la capture dynamique d’une 
catégorie d’information contextuelle correspondant au triplet <entité, scope, représentation> 




Figure 6. La structure principale de l'ontologie de contexte MUSIC (d’après (Reichle et al., 2008) (Paspallis, 
2009)) 
Finalement, comme nous l’avons mentionné au début de cette section, la prise en compte 
du contexte dans un Système Sensible au Contexte nécessite l’utilisation d’un modèle de 
contexte afin de formaliser et de limiter la notion de contexte. La dépendance entre les 
informations de contexte observées et le comportement d'un Système Sensible au Contexte 
peut expliquer la grande variété des modèles de contexte (Najar et al., 2009). Par ailleurs, afin 
de recueillir des informations de contexte, les Systèmes Sensibles au Contexte utilisent 
généralement des capteurs physiques et/ou logiques. Ces informations sont ensuite 
interprétées, traitées et mémorisées pour pouvoir réagir à l’environnement en utilisant le 
modèle de contexte. Ceci représente le processus de gestion de contexte qui sera détaillé dans 
la section suivante. 
 Gestion de contexte 2.3.3.
Le processus de gestion de contexte est le cœur des Systèmes Sensibles au Contexte. Il est 
constitué d’un processus itératif qui capture et diffuse les informations contextuelles ainsi que 
ses changements, les traite et les mémorise. De plus, il permet de prendre des décisions 
concernant le déclenchement ou non de certaines actions en fonction du contexte observé. Les 
interactions de l’utilisateur avec le système et avec l’environnement peuvent déclencher des 
changements du contexte. Il est donc nécessaire que ce processus de gestion de contexte 
prenne en compte ces changements afin que les processus d’adaptation puissent prendre ces 
changements en considération. 
Selon (Preuveneers, 2009), il y a une nécessité croissante d'applications et de services qui 
sont plus sensibles aux besoins des utilisateurs, mais moins dépendants de l'attention que cet 
utilisateur leur porte. La prise en compte d’une large gamme de dispositifs, tels que les 
téléphones mobiles et les tablettes, représente un facteur essentiel de réussite d'une 
architecture sensible au contexte. De ce fait, le système de gestion de contexte doit gérer, 
d’une part, l’hétérogénéité de l’environnement d’exécution, et assurer, d’autre part, 
l’acceptation de cette adaptation par les utilisateurs. Plusieurs architectures ont été proposées 
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dans la littérature : Context Toolkit (Salber et al., 1999), GAIA (Ranganathan et Campbell, 
2003), Contexteur (Rey et Coutaz, 2004), COSMOS (Conan et al., 2007) (Rouvoy et al., 
2008), pluggable middleware architecture (Paspallis, 2009). Plusieurs Systèmes Sensibles au 
Contexte se basent sur ces architectures complexes, lesquelles intègrent des sous composants 
responsables de la représentation, de la gestion, du raisonnement et de l’analyse des 
informations contextuelles. Même si ces architectures différent entre elles, nous constatons 
que la plupart d’entre elles se composent de trois étapes essentielles : (i) l’acquisition ; (ii) la 
modélisation ; et (iii) la manipulation des informations contextuelles.   
La première étape représente la phase d’acquisition de contexte. En se basant sur des 
capteurs physiques et logiques, le système est capable de capturer des informations 
contextuelles de nature hétérogène. Après la collecte des informations contextuelles, le 
système se charge de modéliser ces informations, de les traiter et éventuellement de les 
stocker. Cette deuxième étape représente la modélisation des informations contextuelles, dans 
laquelle le bon choix d’un modèle de contexte est un élément clé. Finalement, le système 
contrôle le niveau d’abstraction des données de contexte en interprétant les données de 
contexte brutes et en les transformant en information contextuelle de plus haut niveau 
d’abstraction. Ceci illustre la troisième étape du processus de gestion de contexte, laquelle 
représente la manipulation des informations de contexte en se basant sur des mécanismes de 
transformation et de raisonnement sur les données collectées.   
2.3.3.1.  Acquisition des informations contextuelles 
L’acquisition des informations contextuelles repose sur la capacité d’un système à capturer 
des informations de l’environnement et à détecter les changements effectués. En d’autres 
termes, elle consiste à acquérir de l’environnement les informations jugées pertinentes en 
fonction des besoins du système. Ceci se base sur un module d’acquisition de contexte qui (i) 
capture directement les informations de l’environnement intégrant l’utilisateur et le système 
au travers de différentes sources hétérogènes, et (ii) les envoie à la couche supérieure pour 
différents usages. Les sources de contexte représentent les différents capteurs utilisés.  Un 
capteur est une source matérielle ou logicielle qui peut générer un certain type d’information 
contextuelle. On distingue trois types de capteurs : les capteurs physiques directement 
installés dans l’environnement, les capteurs virtuels qui fournissent des informations 
contextuelles à partir d'applications ou de services logiciels, et les capteurs logiques qui 
utilisent plusieurs sources d'information contextuelles pour définir une autre information 
(Indulska et Sutton, 2003). Plus en détails, ces capteurs sont définis comme suit : 
• Le capteur physique représente un dispositif matériel capable de fournir des données 
contextuelles de l’environnement autour de l’utilisateur et du système lui-même. Ceci 
peut se faire par le biais de différentes technologies. Par exemple, un capteur 
photodiode permet de capturer l’information sur la lumière. La localisation d’un 
utilisateur peut être capturée par la technologie GPS (Global Positionning System), 
laquelle permet de le localiser en utilisant un récepteur approprié ;   
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• Le capteur virtuel correspond à une application et à un service logiciel capable de 
fournir des informations sur le contexte. Par exemple, il est possible de capturer la 
tâche actuelle d’un employé en consultant son planning numérique. Ces capteurs, qui 
sont basés sur des composants logiciels, sont généralement moins coûteux que les 
capteurs physiques ; 
• Le capteur logique repose sur plusieurs types d’information pour proposer une 
information dérivée de haut niveau. Selon Chaari (Chaari, 2007), ce type de capteur 
peut réutiliser des capteurs physiques et virtuels pour fournir un contexte de plus haut 
niveau, tel que les caractéristiques sociales, économiques, les compétences, etc. Cette 
information, dans certains travaux, peut être acquise à travers des méthodes de 
raisonnement. Par exemple, le système peut analyser l’historique d’un utilisateur afin 
de mettre à jour ses préférences. 
Après avoir collecté les données contextuelles, ces informations doivent être représentées 
selon une structure bien déterminée, que nous présentons dans la section suivante.     
2.3.3.2.  Modélisation des informations contextuelles 
L’étape de modélisation des informations contextuelles organise et modélise les 
informations de contexte capturées selon le modèle de contexte choisi et peut, par la suite, les 
stocker dans un répertoire. Un tel répertoire de contexte permet d’assurer la persistance des 
informations de contexte. Pour pouvoir stocker et transmettre au reste du système les 
informations contextuelles, il est impératif de définir un modèle de contexte pour les décrire. 
Ainsi, un modèle de contexte est requis pour pouvoir l'utiliser dans le système. En d’autres 
termes, le choix du modèle de contexte est l’élément clé de cette étape qui peut jouer un rôle 
central dans le traitement et l’interprétation de ces informations. La modélisation des 
informations contextuelles est présentée plus en détails dans la section 2.3.2.  
2.3.3.3.  Manipulation des informations contextuelles 
Les données de contexte capturées lors de la première étape sont souvent des données 
brutes. Les capteurs interrogés remontent le plus souvent des données techniques qui ne sont 
pas appropriées à être utilisées par le concepteur du système (Baldauf et al., 2007). L’étape de 
manipulation consiste à traiter ces données afin de déduire et d’inférer des données de plus 
haut niveau. Les capteurs collectent les données de contexte de l’utilisateur et du système lui 
même. Ces données représentent des informations contextuelles qui sont directes, explicites et 
de bas niveau (e.g. la localisation de l’utilisateur est exprimée sous forme de longitude et 
latitude). Le manipulateur de contexte (ou interpréteur de contexte) est responsable du 
raisonnement et de l’interprétation de ces données et d’en déduire/inférer des informations 
contextuelles qui sont implicites, indirectes et de plus haut niveau. Ces informations 
contextuelles de haut niveau rajoutent de la connaissance sur le contexte acquis.  
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L’interprétation des données de contexte de bas niveau peut être faite par plusieurs 
opérations comme : opérations de calcul et de transformation, opérations de raisonnement, 
etc. Nous pouvons séparer ces opérations en deux catégories distinctes :   
• La transformation de contexte : ce type d’opération permet de modifier la 
représentation de certaines informations de contexte en se basant sur des méthodes de 
classification, des calculs mathématiques, etc. Par exemple, la représentation d’une 
localisation exprimée sous forme de longitude et latitude peut être transformée en 
représentation sous forme d’adresse postale, plus significative, en utilisant des 
méthodes de transformation (Preuveneers, 2009). D’autres méthodes de 
transformation peuvent se baser sur des méthodes de calcul mathématique, telle que la 
transformation d’une représentation de la température exprimée en degré Celsius C° 
en une représentation exprimée en Fahrenheit F°. 
• Le raisonnement sur le contexte : cette opération permet de dériver de nouvelles 
connaissances sur le contexte en se basant sur des faits existants et sur des règles de 
dérivations (Preuveneers, 2009). Le raisonnement sur le contexte peut combiner 
plusieurs règles de dérivation permettant de raisonner sur plusieurs informations 
contextuelles afin d’en déduire d’autres plus expressives ou plus précises par rapport 
au système. Dans ce sens, il est possible, par exemple, de déterminer l’activité 
courante de l’utilisateur en combinant plusieurs informations contextuelles, telle que le 
planning numérique de l’utilisateur, sa localisation, etc. 
Finalement, face à la grande variété des modèles de contexte que nous avons détaillés dans 
la section 2.3.2 et aux différents moyens de capture et de gestion de contexte, nous proposons 
dans la section suivante, un cadre permettant d’analyser ces différents modèles de contexte. 
 Cadre d’analyse et de comparaison des modèles existants 2.3.4.
Selon Mostéfaoui et al. (Mostefaoui et al., 2004), la pertinence des informations 
contextuelles diffère d’un domaine à un autre selon leur utilisation. Cette affirmation peut être 
observée dans les différents travaux de modélisation de contexte qui ont été présentés dans la 
section 2.3.2, dans lesquels divers éléments de contexte (profil de l’utilisateur, préférences de 
l’utilisateur, localisation, dispositif, etc.) sont observés pour différentes raisons (découverte et 
configuration de services, personnalisation et adaptation du contenu, etc.). L’immense 
diversité présente par les modèles de contexte, autant en termes d’éléments de contexte 
observés, que de formalismes utilisés, rend souvent difficile leur évaluation. Nous proposons 
ainsi, dans le cadre de cette thèse, un cadre qui analyse et compare les différents modèles de 
contexte. Ce cadre a comme objectif d'aider à la compréhension et à l’analyse de ces modèles. 
Il permet d'étudier et de classifier les modèles de contexte, selon différents critères, dans la 
perspective d’aider le concepteur à choisir le modèle qui lui convient ou de le guider à en 
déduire un nouveau modèle à partir de l’existant. 
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2.3.4.1.  Les critères d’analyse des modèles de contexte 
Les différents critères d’évaluation que nous proposons sont utilisés pour l’analyse des 
modèles de contexte. Ces critères sont choisis afin de mettre en avant les caractéristiques de 
chaque modélisation, aidant ainsi l’utilisateur à faire son choix. Ces critères sont : 
• Information : Quelles sont les informations de contexte qui doivent être observées ? 
Ce critère permet d’identifier les informations les plus pertinentes qui vont être 
observées et ensuite utilisées par une application particulière. Ces informations 
forment le contexte qui doit être modélisé ; 
• Action : Quelles sont les actions prises par le système sur la base des informations 
contenues dans un modèle de contexte ? Ce critère représente l’ensemble d'actions qui 
peuvent être entreprises par le système s’appuyant sur le modèle de contexte. Il montre 
comment le modèle de contexte est utilisé ; 
• Structure (Str) : Comment cette information est-elle représentée ? Ce critère 
représente la structuration interne de l'information contextuelle. Il permet de mesurer 
le degré de formalisation des informations contextuelles ; 
• Capture (Capt) : Quelle est la méthode utilisée pour capturer l’information 
contextuelle ? Pour chaque application, afin d'obtenir des informations sur le contexte 
d'utilisation, il faut avoir une stratégie de capture qui détecte les informations 
contextuelles et notifie le reste du système lorsqu’il y a un changement ; 
• Maintenance (Maint) : Comment pouvons-nous mettre à jour cette information et 
garder sa pertinence ? L'objectif de ce critère est de préciser les techniques utilisées 
pour la mise à jour de l'information contextuelle et de définir les stratégies utilisées 
pour cela ; 
• Raisonnement (Rais) : Est-ce qu’il existe un moteur de raisonnement capable 
d'interpréter les informations de contexte ? Ce critère permet de vérifier si des 
techniques sont mises en place afin de dériver de la connaissance contextuelle de haut 
niveau à partir des données de contexte de bas niveau ; 
• Expressivité (Exp) : Est-ce que le modèle peut représenter des informations 
complexes ? Ce critère mesure la capacité de représenter des entités et des relations 
complexes. Ceci va permettre d’améliorer l’interopérabilité qui demande une 
compréhension commune de l’information obtenue. Ce critère est généralement en 
conflit mutuel avec l'efficacité du raisonnement ; 
• Efficacité (Eff) : Est-ce qu’il y a un équilibre entre l’expressivité du modèle de 
contexte et la complexité du traitement mis en place ? Ce critère permet de mesurer la 
performance d'un type de modèle de contexte en termes de quantité d'informations qui 
doit être traitée et de complexité du modèle de contexte lui-même ; 
• Ambiguïté et Incomplétude (Ambig) : Est-ce que les informations de contexte 
capturées sont de bonne qualité ? Ce critère permet de déterminer si les informations 
contextuelles capturées sont incomplètes, ambiguës ou incertaines. Il permet de 
mesurer la qualité et la pertinence des informations de contexte ; 
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• Effort de Programmation (Prog) : Est-ce que les développeurs ont fourni un effort 
remarquable pour la définition et l’utilisation d’un modèle de contexte particulier au 
sein de l'application ? Ce critère reflète l’effort dépensé par les développeurs afin de 
mettre en place leur modèle de contexte. 
2.3.4.2.  Analyse comparative des modèles de contexte  
Les modèles de contexte que nous avons étudiés dans la section 2.3.2 ont d'abord été 
classifiés selon leur approche de modélisation, avant d’être analysés selon les critères 
précédemment énoncés. Un aperçu de cette analyse comparative est illustré au Tableau 1. 
Pour les deux critères information et action, nous avons décrit textuellement les 
informations contextuelles utilisées et les actions entreprises faisant appel au modèle de 
contexte pour chaque approche. Les autres critères sont évalués par un indicateur d’évaluation 
qualitatif : (++) score élevé ; (+) score acceptable ; (-) score médiocre. Par exemple, le critère 
de structure indique le degré de formalisation du modèle de contexte. Ainsi, nous indiquons 
(++) si l'information est très structurée, comme dans les modèles basés sur les ontologies ; (+) 
si elle est semi-structurée, généralement XML ou autres modèles orientés objets ; ou (-) si elle 
n'est pas structurée, comme dans les modèles clé-valeur.  
Le critère de capture se réfère au degré d'automatisation du processus d'acquisition de 
contexte. Nous indiquons (++) si l'information est capturée périodiquement ; (+) si elle répond 
aux changements de contexte suite à une approche basée sur les événements ; ou (-) si elle est 
acquise manuellement. Le critère de maintenance évalue la stratégie utilisée pour mettre à 
jour les informations de contexte. Nous indiquons (++) si l'information est maintenue 
automatiquement ; (+) si elle est semi-automatique (sur demande) ; ou (-) si elle est maintenue 
manuellement. Le critère de raisonnement montre une évaluation des techniques de 
raisonnement. Nous désignons par (++) le fait qu’elle dispose d'un moteur de raisonnement ; 
(+) qu’elle ait un mécanisme de raisonnement ad-hoc lequel est codé en dur ; ou (-) qu’elle 
dispose d'un mécanisme de raisonnement assez faible.  
De même, les critères d’expressivité, d’efficacité, d’ambiguïté et d’effort de 
programmation sont évalués de la même façon. Ils sont évalués (++) pour les modèles qui 
sont les plus expressifs et assurant un niveau élevé d’interopérabilité, qui sont les plus 
efficaces, qui offrent le moyen de détecter et de gérer l’ambiguïté et l’incomplétude des 
informations contextuelles, et qui ne demandent pas beaucoup d’effort de programmation 
pour les réutiliser. Ils sont ainsi évalués (-) pour les modèles les moins expressifs, les moins 
efficaces, qui ne gèrent pas la qualité des données de contexte et qui demandent un effort 
remarquable de programmation. 
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Information Action Str Capt Maint Rais Exp Eff Ambig Prog 
Approche 
Schilit 
(Schilit et al., 1994) 
- Localisation 
- Identité des 
personnes et objets à 
proximité 
- Sélection approximative 
- Reconfiguration 
automatique de contexte 





- Terminal  
- Adaptation de la 
présentation du contenu pour 
les dispositifs mobiles  





- Info physique de 
l’utilisateur 
-Info collaborative de 
l’utilisateur 
- Adaptation du contenu d’un 
utilisateur mobile dans un 
groupe 
+ - - + + + + ++ 
Approche 
CML 




- Préférence utilisateur 
- Situation utilisateur  
- Prise de décision 
dépendante du contexte et 
des préférences 
- Invocation automatique des 
actions selon changement de 
contexte  
+ + - - ++ - + + 
Approche 
MUSIC 




- Entité de calcul 
- Découverte de services 
- Composition de services 
++ ++ ++ + ++ - ++ + 
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Le modèle de contexte proposé par Schilit et al. (Schilit et al., 1994), par exemple, est 
structuré selon un formalisme clé-valeur, présentant une structuration assez simple, laquelle 
ne permet pas des structures complexes (-). Les informations de contexte incluent la 
localisation et l’identité des personnes et des objets à proximité. Le système déploie 
différentes technologies pour capturer périodiquement la localisation des objets mobiles, le 
plus souvent la localisation des personnes au voisinage (++). Ce modèle de contexte ne se 
base que sur des mises en correspondance (matching ) exactes entre les valeurs capturées, 
représentant ainsi un modèle de contexte avec un niveau de raisonnement très faible (-), mais 
qui gagne en terme d’efficacité (++). De plus, l'interprétation dans les modèles de contexte 
utilisant une structure simple de clé-valeur dépend de l'application, ce qui signifie que 
l’interopérabilité devient un problème si les clés et les valeurs ne sont pas standardisées, 
affectant ainsi l’expressivité de ce modèle (-). En outre, la simplicité des paires clé-valeur ne 
permet pas de gérer l’ambiguïté des informations contextuelles (-), mais présente une certaine 
facilité en terme d’effort de programmation (++). 
Nous analysons de même les travaux de Lemlouma (Lemlouma, 2004) qui propose un 
modèle de contexte se basant sur la structure CC/PP (+) pour décrire sous forme de profil les 
préférences de l’utilisateurs et les capacités physiques et logicielles d’un terminal. Cet auteur 
utilise le modèle CC/PP basé sur RDF permettant ainsi d’améliorer le niveau d’expressivité 
de ce modèle (+) et d’améliorer l’interopérabilité entre les différents terminaux et ressources. 
De plus, le modèle proposé repose sur un mécanisme manuel de capture (-) dans lequel le 
dispositif client donne, au départ, une description de ses caractéristiques qui peut être, par la 
suite complétée, par le système. Néanmoins, les informations contextuelles ou ses 
changements ne sont pas capturées automatiquement. Les profils contenant les informations 
de contexte sont mis à jour régulièrement, mais manuellement, afin d’intégrer de nouveaux 
terminaux et logiciels ou pour changer les préférences des utilisateurs (-). En outre, dans ses 
travaux, Lemlouma (Lemlouma, 2004) ne supporte pas de mécanismes de raisonnement et 
d’interprétation (-). De plus, cet auteur traite l’ambiguïté et l’incomplétude des informations 
contextuelles exclusivement au niveau de l’application (+).  
L’approche proposée par Kirsch-Pinheiro et al. (Kirsch-Pinheiro et al., 2004), quant à elle, 
repose sur une structure de modélisation orientée objets (+) pour la description des éléments 
de contexte, telle que les informations physiques (la localisation de l'utilisateur, le dispositif, 
etc.) et collaboratives (rôle de l'utilisateur, activités, etc.), dans le but de personnaliser le 
contenu fourni par des systèmes collaboratifs basés sur le Web. Néanmoins, la capture et la 
maintenance de ces éléments de contexte sont considérées comme extérieures au modèle et ne 
sont pas prises en compte (-). Par ailleurs, ces auteurs proposent également une méthode de 
raisonnement ad-hoc (+), à travers un ensemble de mesures de similarité permettant de 
comparer les éléments de contexte et leurs relations. Comparée à d’autres modèles, cette 
approche gagne en expressivité (+), avec cette nouvelle modélisation orientée objets, mais 
demeure peu adaptée au partage des connaissances dans un environnement ouvert et 
dynamique. De plus, elle nécessite certaines normes d’exécution de bas niveau entre les 
applications pour assurer l’interopérabilité. Enfin, ce modèle de contexte offre la possibilité 
de représenter une information contextuelle incomplète ou même ambiguë (+).   
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Nous continuons cette étude comparative par l’analyse du modèle de contexte CML, 
proposé par (Henricksen et al., 2002), lequel profite de la structuration de la modélisation 
graphique (+). Henricksen et al. (Henricksen et al., 2002) gèrent la capture de contexte de 
diverses sources en mettant en place un composant de contexte qui collecte les informations 
dès qu’il y a un changement (+). De plus cette modélisation permet l’interprétation des 
informations contextuelles, à travers de conditions simples, notamment l’évaluation des 
assertions ainsi que des requêtes SQL. Pour traiter des conditions plus complexes, Henricksen 
et al. (Henricksen et al., 2002) définit une grammaire pour la formulation des situations qui 
sont exprimées en utilisant la logique des prédicats (+). Par ailleurs, l’implémentation de ce 
modèle conduit à un code plus propre qu'un modèle non structuré (+), mais à des applications 
plus difficiles à maintenir (-). En outre, CML fournit également un soutien plus complet à la 
saisie et à l'évaluation de l'information imparfaite et ambiguë que d’autres approches de 
modélisation de contexte (+).  
Reichle et al. (Reichle et al., 2008) ont contribué avec la proposition du modèle de 
contexte utilisé dans le projet IST-MUSIC (IST-MUSIC, 2010). Cette ontologie pour assurer 
l’adaptation de systèmes à base de composants OSGI, en prenant en considération les 
éléments de contexte énumérés. Le modèle, basé sur une ontologie, est extensible, bien 
structuré et facile à comprendre (++), composé de deux niveaux hiérarchiques, afin de 
faciliter sa réutilisation dans divers domaines. L’acquisition de contexte  sur la plateforme 
MUSIC repose sur des plug-ins de contexte (Paspallis, 2009) agissant comme des 
fournisseurs de contexte qui capturent dynamiquement des informations contextuelles (++) et 
les modélisent sémantiquement. Ces plug-ins de contexte assurent aussi l’interprétation et le 
raisonnement sur les informations contextuelles, afin de dériver de la connaissance de plus 
haut niveau, en se basant sur d’autres plug-ins (+). De plus cette ontologie se caractérise 
principalement par son expressivité et son interopérabilité facilitant ainsi son usage et ses 
modifications (++) mais impactant ainsi son efficacité en terme de complexité de traitement et 
de quantité d’informations à traiter (-). 
A la fin de cette analyse comparative des différents modèles de contexte, nous concluons 
que, même si d'autres modèles pourraient aussi être adaptés à certaines applications, les 
approches basées sur l'ontologie semblent en général être les plus prometteuses en termes de 
raisonnement et d’expressivité, mais l'impact sur l’efficacité et la complexité de 
programmation sont les deux principaux obstacles à franchir. 
Dans un environnement pervasif, la notion de contexte, que nous avons explorée dans les 
sections précédentes, représente les informations capables d’être observées dans cet 
environnement. Ainsi, les Systèmes d’Information intégrés dans un tel environnement 
pervasif se doivent de prendre en considération cette notion de contexte (cf. section 2.3.1) afin 
de s’adapter à la dynamique de l’environnement. En d’autres termes, ils se doivent d’être 
sensibles au contexte (cf. section 2.2.2). Cette nouvelle classe de SI, qui s’intègre dans cet 
environnement pervasif, est fondée sur cette notion de contexte et de sensibilité au contexte 
afin d’assurer, d’une part, la gestion de l’hétérogénéité et de la dynamique de 
l’environnement, et d’autre part, la transparence de ce système. De plus, afin de représenter 
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les informations contextuelles capturées et de s’adapter en conséquence, ces systèmes doivent 
définir au préalable un modèle de contexte, comme nous l’avons discuté dans la section 2.3.2.   
Dans la section suivante, nous présentons cette nouvelle vision des SI, présentée sous le 
nom de Systèmes d’Information Pervasifs (SIP). 
2.4.  LES SYSTEMES D ’INFORMATION PERVASIFS ET 
CARACTERISTIQUES 
Au sein des organisations, les Systèmes d’Information (SI) sont directement impactés par 
l’arrivée de l’Informatique Pervasive. La mobilité qu’apportent ces nouvelles technologies a 
étendu les SI bien au-delà des frontières physiques de l’organisation. De ce fait, émerge une 
nouvelle classe de Systèmes d’Information, les Systèmes d’Information Pervasifs (SIP) 
(Birnbaum, 1997). Cette nouvelle génération de SI est le fruit d’un important changement 
dans la manière dont nous travaillons et dont les technologies nous supportent dans notre 
quotidien. Nous passons d’un modèle statique, dans lequel les travailleurs n’interagissent avec 
un processus métier que durant leur « temps de travail » et dans des circonstances bien 
définies (e.g. assignés à leurs ordinateurs de bureau), à un modèle dynamique, assuré par 
l’évolution des réseaux sans fil et des dispositifs mobiles, dans lequel les travailleurs se 
caractérisent par leur mobilité. 
Les Systèmes d’Information Pervasifs (SIP) représentent une classe émergente de SI dans 
laquelle les technologies de l’information (IT) sont graduellement intégrées à l’environnement 
physique (Kourouthanassis et Giaglis, 2006). A l’inverse des SI traditionnels, les Systèmes 
d’Information Pervasifs s’intègrent progressivement à l’environnement physique, passent à 
l’arrière-plan, gardent une trace des activités des utilisateurs, analysent les informations et 
interviennent lorsque cela est nécessaire, afin de mieux répondre aux besoins de ces 
utilisateurs (Kourouthanassis et Giaglis, 2006). Il s’agit d’intégrer l’informatique dans 
l’environnement physique de manière invisible, telle que soutenue depuis plusieurs années par 
l’Informatique Pervasive (Weiser, 1991).  
Les Systèmes d’Information Pervasifs se veulent alors une réponse à cette importante 
évolution des SI. Selon (Kourouthanassis et Giaglis, 2006), les SIP revisitent la manière dont 
nous interagissons avec les SI : le paradigme d’interaction passe du simple bureau classique et 
complétement maîtrisé à un ensemble de dispositifs multiples, très hétérogènes et intégrés 
dans un environnement hautement dynamique. Toujours selon ces auteurs, les SIP se 
caractérisent par l’hétérogénéité des terminaux qui permettent d’accéder à leurs services. Ces 
terminaux peuvent être eux-mêmes mobiles ou intégrés directement à l’environnement. A 
l’opposé des SI traditionnels, dans lesquels les dispositifs d'accès sont stationnaires, les SIP 
supportent des dispositifs mobiles qui peuvent être transportés partout par les utilisateurs. 
Néanmoins, les SIP doivent ainsi gérer cette hétérogénéité et veiller à la bonne interaction 
entre l'utilisateur et l'environnement physique (Kourouthanassis et Giaglis, 2006). En d’autres 
termes, les SIP revoient la façon dont nous interagissons avec les ordinateurs par 
l'introduction de nouvelles modalités d’accès à ces systèmes. Selon (Kitsios et al., 2010), les 
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SIP ont pris du recul par rapport aux interactions originales d’un utilisateur avec son SI et ils 
considèrent les dispositifs comme entièrement intégrés, d’une manière transparente, à 
l’environnement physique. Avec cette évolution, le SI traditionnel de bureau (DSI - Desktop 
Information System) est considéré alors comme un des dispositifs d’accès mis à disposition de 
leurs utilisateurs. Par conséquent, des interactions continues sont rendues possibles par ces 
dispositifs, qu’ils soient mobiles ou intégrés dans l’environnement physique (Kourouthanassis 
et Giaglis, 2006). En découle ainsi la possibilité d’offrir aux utilisateurs des nouveaux 
services innovants, mais également un système qui serait capable de percevoir son contexte 
d’utilisation, de gérer la mobilité des utilisateurs et des services, afin de mieux s’accommoder 
aux besoins et aux désirs de ces utilisateurs.  
Les SIP s’opposent aux SI traditionnels en s’intégrant de plus en plus dans le monde 
physique. Les SI traditionnels intègrent l’intelligence uniquement à l’intérieur du système. 
Dans le cas des SIP, l'intelligence du système ne réside plus uniquement dans l'ordinateur, 
mais elle est aussi intégrée dans le monde physique (Kourouthanassis et al., 2008).  
Au-delà de l’hétérogénéité, l’environnement dans le quel s’intègre les SIP se caractérise 
également par sa dynamique. Selon (Kourouthanassis et Giaglis, 2006), les SIP s’inscrivent 
dans un environnement particulièrement dynamique, composé d’une multitude d’artefacts 
capables de percevoir le contexte de l’utilisateur et de gérer sa mobilité. Il s’agit, par 
opposition aux environnements de bureau qui caractérisent traditionnellement les SI, d’un 
environnement hautement dynamique, dont l’état varie en fonction non seulement des actions 
et de la mobilité de leurs utilisateurs, mais également de l’état de ses éléments, eux-mêmes 
très variables. Selon (Hagras, 2011), la nature dynamique des environnements pervasifs leur 
impose une capacité d’adaptation à des conditions d’opération changeantes et à des 
utilisateurs dont les préférences et le comportement sont également variables. Quelques soient 
les variations auxquelles il est exposé, un système opérant sur un tel environnement se doit 
d’être adaptable. En d’autres termes, un système dit pervasif doit être capable d’accomplir les 
fonctionnalités sollicitées, malgré les changements dans les conditions environnantes ou dans 
l’état du système (Römer et Friedemann, 2010). 
Ainsi, la dynamique des environnements pervasifs apporte aux SIP une autre 
caractéristique importante : la sensibilité au contexte (cf. section 2.2.2). Plusieurs auteurs 
(Vanrompay et al., 2011) (Baldauf et al., 2007) soulignent le rôle central de la sensibilité au 
contexte dans les systèmes pervasifs. Pour (Kourouthanassis et al., 2008), contrairement aux 
SI traditionnels, dans lesquels une réponse du système est précédée d’une action de 
l’utilisateur, les SIP doivent être proactifs, réagissant aux stimuli de l’environnement. Ils 
doivent s’adapter aux préférences de l’utilisateur et au contexte d’utilisation. 
A l’opposé, ces nouveaux Systèmes d’Information Pervasifs se distinguent également des 
applications et des plateformes sensibles au contexte, traditionnellement proposées dans le 
domaine de l’Informatique Pervasive (Baldauf et al., 2007) (Preuveneers et al., 2009) (Geihs 
et al., 2009). Nous discuterons ces applications dans le prochain chapitre (cf. chapitre 3) qui 
s’intéresse aux systèmes orientés services sensibles au contexte. Contrairement à ces derniers, 
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dans lesquels le caractère dynamique et l’autogestion sont des caractéristiques essentielles, les 
SIP se doivent de rester maîtrisables et maîtrisés. En réalité, cette sensibilité au contexte ne 
doit pas se faire au dépend de la transparence. Selon (Dey, 2011), lorsque les utilisateurs ont 
des difficultés à former un modèle mental de l’application, ils ont moins envie de l’adopter et 
de l’utiliser.  Malgré les capacités d’adaptation au contexte et un comportement proactif, les 
SIP doivent rester compréhensibles à leurs utilisateurs, d’autant plus qu’il s’agit, avant tout, 
des Systèmes d’Information. Les utilisateurs doivent garder leur confiance en ces systèmes 
qui sont là pour répondre à leurs besoins.  
Les SIP doivent ainsi faire coexister deux mondes aux antipodes. Ils se doivent d’être 
sensibles au contexte, de prendre en compte le caractère dynamique des environnements 
pervasifs, sans pour autant perdre complétement le caractère maîtrisé et prédictible propre aux 
SI. En tant que Systèmes d’Information, les SIP doivent être conçus afin de mieux satisfaire 
les besoins de leurs utilisateurs. Leur objectif est de rendre ces utilisateurs plus performants 
par une meilleure prise en compte de l’environnement pervasif dans lequel ils se trouvent. Il 
s’agit de répondre aux besoins des utilisateurs de manière adaptée, quelques soient les 
conditions d’usage. La satisfaction de l’utilisateur est une priorité pour les SIP. Contrairement 
aux SI traditionnels, dans lesquels c’était à l’utilisateur de s’adapter au système, les SIP 
doivent désormais prendre en compte l’environnement et le contexte d’utilisation afin de 
mieux s’adapter et de fournir aux utilisateurs le service qui correspond au mieux à ses besoins 
et à son contexte. Cependant, cette adaptation ne doit pas se faire à n’importe quel prix. 
Même s’il doit tirer profit de l’environnement dynamique et des opportunités qu’un tel 
environnement peut lui offrir, le comportement d’un SIP, avec les services et les 
fonctionnalités qu’il offre à ses utilisateurs, doit rester prédictible, afin d’assurer la 
gouvernance de ces systèmes et la confiance des utilisateurs en eux. 
De plus, certains auteurs, tels que Kourouthanassis et al. (Kourouthanassis et al., 2008), 
considèrent ainsi le degré d’omniprésence (pervasiveness) d’un SIP donné. Ces auteurs 
définissent l’omniprésence comme la mesure dans laquelle un Système d’Information est 
constitué d'artefacts technologiques interconnectées, diffusés dans l’environnement qui les 
entoure, qui travaillent ensemble pour soutenir de façon ubiquitaire les tâches et les objectifs 
de l'utilisateur à un niveau, organisationnel, de groupe, ou individuel d'une manière sensible 
au contexte. En se basant sur cette définition, les SIP s’organisent selon trois dimensions 
principales : (i) la sensibilité au contexte représente la capacité à percevoir l'information 
contextuelle en observant l'utilisateur, le système et l'environnement dans le but d'adapter ses 
fonctionnalités d'une façon dynamique et proactive ; (ii) l’ubiquité représente la capacité à 
fournir aux utilisateurs un accès continu aux ressources d'information indépendamment de 
leur localisation à l'intérieur des limites du système ; et (iii) la diffusion représente la capacité 
d’un système à intégrer des éléments invisibles à l'utilisation dans l'environnement physique, 
et dont l'interaction se fait par le biais d'interfaces physiques. 
Afin d’assurer ces trois dimensions, les Systèmes d’Information Pervasifs (SIP) doivent faire 
face à un ensemble de challenges, dont : 
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• l’adaptabilité : les SIP doivent s’adapter aux changements de l’environnement afin 
de gérer sa dynamique. S’ils souhaitent augmenter leur utilisabilité et leur 
efficacité, ces systèmes sont amenés à adapter leur fonctionnement par la prise en 
compte du contexte environnant. Comme l'environnement d'exécution change en 
raison de la mobilité de l'utilisateur et du dynamisme de l’environnement, le 
système doit changer son comportement pour prendre en considération cette 
mobilité et ce dynamisme. Ainsi, les SIP doivent désormais s’adapter à 
l’environnement et au contexte de l’utilisateur en toute transparence afin de lui 
offrir les services les plus appropriés ; 
• l’interopérabilité : un environnement pervasif intègre divers types de dispositifs 
informatiques, de réseaux et d’entités logicielles et matérielles. Tous ces éléments 
se caractérisent par leur hétérogénéité. Ainsi, en raison du grand nombre de 
services hétérogènes offerts par l’environnement pervasif, l'interopérabilité est 
devenue une nécessité à tous les niveaux pour les SIP. Par exemple, la découverte 
et la composition de services au sein de ces systèmes doivent pouvoir tirer profit 
des fonctionnalités et des services de différentes natures, et pour cela ils doivent 
être interopérables ; 
• la sécurité : dans le cadre d’un SI, les mécanismes de sécurité représentent un défi 
important. Un SIP demeure un système fermé, qui nécessite un certain niveau de 
maîtrise et de contrôle. Toutefois, l’immersion des fonctionnalités d’un SI dans 
l’environnement pervasif expose celui-ci à un risque de perdre le contrôle et la 
maitrise du SI dans un tel environnement hétérogène et hautement dynamique. En 
effet, un comportement totalement dynamique, avec une prise en compte 
opportuniste des ressources et des services disponibles dans l’environnement et 
l’autogestion des services offerts, peut être vu comme une menace pour le SI. Le 
défi ici est de fournir les mécanismes de sécurité adéquats pour contrôler 
intelligemment l'accès aux ressources informatiques et aux services offerts par le 
SIP, sans pour autant perdre la confiance des utilisateurs.  
Toutefois, nous observons à travers la littérature, que cette nouvelle notion de SIP demeure 
une vision conceptuellement étudiée mais qui n’est pas mise en place par de vrais 
formalismes de conception, ni d’architecture pour les réaliser. Ceci ouvre de nouvelles 
opportunités pour traiter les SIP et les mettre en place dans un environnement pervasif et de 
les concevoir de telle sorte qu’ils soient acceptés par les DSI. 
2.5.  CONCLUSION 
Dans le cadre de ce premier chapitre de l’état de l’art, nous avons introduit l’émergence de 
l’Informatique Pervasive. Celle-ci a pour but de rendre accessible toutes sortes de services, 
n'importe où et à tout moment. Cette volonté d'affranchir l'utilisateur des contraintes actuelles 
d'utilisation d'un ordinateur lui rend sa liberté d'actions, notamment sa liberté de mobilité.  
Au cœur de l’Informatique Pervasive se trouve la notion de sensibilité au contexte. Cette 
notion représente la prise en compte du contexte d’utilisation lors du développement 
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d’applications qui fournissent, en conséquence, des solutions mieux adaptées à leur usage. 
Nous avons signalé, que dans ce cadre, le contexte représente un élément clé dans les 
mécanismes d’adaptation prônés par ces systèmes dits sensibles au contexte. A travers les 
différentes définitions discutées dans ce chapitre, nous avons souligné que la notion de 
contexte est une notion très large et vague, qui peut varier selon le domaine, par exemple. 
Ainsi, face à ces différentes définitions de contexte, se pose la question de la modélisation de 
contexte afin de pouvoir le représenter et le limiter. Différents modèles de contexte ont été 
présentés allant des plus simples modèles à paires clés-valeurs, aux plus expressifs modèles 
basés sur les ontologies. Nous avons ainsi constaté que les ontologies sont de plus en plus 
utilisées. Ceci est principalement dû aux propriétés formelles et à l’expressivité des 
ontologies, ainsi qu’aux moteurs d’inférence associés. Les ontologies permettent également 
d’assurer l’interopérabilité souhaitée au niveau sémantique, et donc la réutilisation de ces 
modèles avec une certaine cohérence sémantique. Ceci facilite donc la gestion de contexte. 
Ensuite, nous observons que cette Informatique Pervasive a impacté l’usage des Systèmes 
d’Information (SI) existants et a fait apparaître une nouvelle génération de SI, nommé les 
Systèmes d’Information Pervasifs. En effet, la dernière décennie a été remarquablement 
marquée par le changement dans la manière dont nous travaillons. Les différents travaux de 
recherches menés dans cette thématique ont montré que la mobilité qu’apportent les nouvelles 
technologies a étendu les SI bien au-delà des frontières physiques de l’organisation. Par la 
prise en compte de la notion de contexte et de sensibilité au contexte, les SIP répondent à la 
problématique d’adaptation à l’environnement physique dans lequel ils s’intègrent et qui se 
caractérise par sa haute dynamique et son changement fréquent. Toutefois, ces SIP doivent 
faire face à d’autres problématiques à savoir la gestion de l’hétérogénéité et la compréhension 
des besoins des utilisateurs afin d’assurer une certaine transparence nécessaire dans le cadre 
des SIP. Nous abordons ces sujets dans le chapitre suivant de l’état de l’art. 
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Chapitre 3.  SYSTEMES D ’INFORMATION PERVASIFS ET 
L ’ORIENTATION SERVICE 
 
3.1.  INTRODUCTION 
Depuis des années, la notion de service a été largement étudiée dans la littérature. Cette 
notion peut être vue, d’une manière générale, comme étant des composants logiciels qui sont 
désignés de telle sorte qu’ils supportent des demandes métiers évolutives. Cette notion de 
service n’a cessé d’évoluer avec l’apparition des services Web et du Web sémantique 
permettant de garantir un meilleur niveau d’interopérabilité, d’intégration, de compréhension 
et d’automatisation. Cette évolution a encouragé d’autres chercheurs à étudier la notion de 
services sous un angle plus proche de l’utilisateur. Ceci a fait apparaître les services sensibles 
au contexte, qui doivent s’adapter aux changements de l’environnement, et les services 
intentionnels, qui décrivent les intentions qu’ils peuvent satisfaire.    
Dans le cadre des Systèmes d’Information Pervasifs (SIP), l’orientation service permet de 
répondre au besoin de gestion de l’hétérogénéité technique de l’environnement dans lequel 
évoluent ces systèmes et des actions que ces systèmes proposent afin de satisfaire les besoins 
des utilisateurs. En effet, l’indépendance des services par rapport aux aspects technologiques 
et à leurs implémentations est un des moyens permettant de masquer l’hétérogénéité 
technologique des environnements pervasifs. 
Avec l’évolution des SI vers les SIP, de nouveaux challenges sont apparus ou ont pris une 
forme différente. En effet, afin de construire un SIP qui prend en considération à la fois le 
caractère dynamique des environnements pervasifs et le caractère contrôlé et maîtrisé des SI, 
il est important de répondre à certains défis, tels que l’adaptabilité, la découverte, la 
composition et la prédiction dynamique des services. Dans le cadre de cette thèse, nous 
soulevons la problématique de la découverte et de la prédiction de service dans le cadre d’un 
SIP transparent, proactif et centré utilisateur. 
Ce chapitre présente un état de l’art sur l’orientation service. Nous commençons par 
présenter la notion de services et l’émergence des visions techniques, sémantiques et 
intentionnelles de cette notion. L’orientation service, selon nous, est un concept clé dans la 
conception des SIP qui doivent faire face à un ensemble de défis. Nous présentons, par la 
suite, les différents défis auxquels un SIP orienté service doit répondre. Nous nous focalisons 
sur deux d’entre eux : la découverte de services et la prédiction de services. Nous attribuons 
une attention particulière aux différentes approches de découverte de services apparues dans 
la littérature. Nous commençons par analyser quatre types d’approches, à savoir : (i) la 
découverte de services sémantiques ; (ii) la découverte de services sensibles au contexte ; (iii) 
la découverte de services intentionnels ; et (iv) la découverte de services sensibles au contexte 
et intentionnels. Par la suite, nous nous concentrons sur deux approches de prédiction de 
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services, à savoir : (i) la prédiction de contexte ; et (ii) la recommandation de services selon le 
contexte. Finalement, nous présentons un récapitulatif suite à cette analyse des approches de 
découverte et de prédiction de services.      
3.2.  LA NOTION DE SERVICE  
A travers la littérature, la notion de services correspond à un concept largement répandu. 
Originairement, la notion de service est apparue avec l’émergence de l’informatique orientée 
services (SOC) (Service Oriented Computing) afin de gérer le problème d’interopérabilité 
entre des applications et des architectures hétérogènes (Papazoglou et Georgakopoulos, 2003) 
(Papazoglou, 2003). Le paradigme SOC utilise les services comme étant les éléments 
fondamentaux afin de supporter un développement rapide, fiable et à moindre coût 
d’applications logicielles distribuées dans des environnements hétérogènes avec une facilité 
de composition (Papazoglou et al., 2008).  
La notion de service est employée afin de fournir des abstractions de haut niveau pour 
l’organisation d’applications à grande échelle sur des environnements ouverts. L’usage des 
services contribue à implémenter et à configurer des applications logicielles d’une manière 
qui améliore leur productivité et leur qualité (Huhns et Singh, 2005). Plus spécifiquement, ces 
services diffèrent des artefacts traditionnels par leur nature autonome, auto-descriptive, 
réutilisable et portable. Ils sont conçus comme un ensemble de modules logiciels autonomes 
qui peuvent être exposés, publiés, découverts, composés et négociés à la demande d’un client 
et invoqués par d’autres applications (Papazoglou et al., 2008). 
Dans le paradigme SOC, la notion de service est matérialisée par un composant logiciel 
souvent associé à un ensemble de fonctionnalités particulières dont l’interface est clairement 
définie, voir standard, et dont le fonctionnement interne est inconnu des clients (Papazoglou 
et al., 2008). En d’autres termes, toujours selon ces auteurs, les services exécutent des 
fonctions qui peuvent être aussi bien de simples requêtes dans un formulaire, que des 
processus métiers complexes. En effet, les processus métiers sont supportés par des 
fonctionnalités qui sont implémentées comme des services. Ces services représentent des 
composants logiciels qui sont désignés de telle sorte qu’ils supportent les demandes métiers 
qui sont évolutives.   
Dans la même lignée, Alonso et al. (Alonso et al., 2004) définissent les services comme 
des éléments logiciels auto-décrits, indépendants de la plateforme et accessibles par une 
interface standard. Une définition plus générale est donnée par Issarny et al. (Issarny et al., 
2007), qui considèrent un service comme une entité indépendante, dotée d’interfaces bien 
définies et pouvant être invoquée de manière standard, sans requérir de son client une 
quelconque connaissance sur la manière dont le service réalise réellement ses tâches. 
Quelle que soit la définition utilisée, il est important de souligner que les fonctionnalités 
(ou tâches) attachées aux services peuvent se trouver à des niveaux de granularité très 
différents. Même si, bien souvent, la notion de service fait référence aux Services Web, celle-
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ci est, en réalité, bien plus large, allant d’une vision orientée technologie à une vision orientée 
« business » (les services offerts par une organisation, par un SI). Même dans une optique 
purement technologique, cette notion dépasse le cadre des Services Web et peut correspondre 
à des technologies variées telles que les ESB (Roshen, 2009) ou les composants OSGi 
(souvent vus comme de « micro-services ») (Hall et al., 2011).  
Un autre aspect clé se dégage de ces multiples définitions : le faible couplage entre le 
client et le fournisseur de service. En effet, l’absence de dépendance entre les fournisseurs de 
services et leurs consommateurs permet d’ordonner les services dans de nombreux flux 
réalisant différents processus métiers (Fremantle et al., 2002) (Papazoglou et al., 2008). Le 
client n’a pas besoin de connaître la manière dont le service fonctionne ou est implémenté 
pour faire appel à ses fonctionnalités. C’est ce faible couplage qui rend la notion de service 
particulièrement attractive pour les environnements pervasifs, puisque ces environnements se 
caractérisent par la volatilité de leurs éléments (Vanrompay et al., 2011). La notion de service 
se comporte ainsi comme une « boîte noire » : rien de son contenu interne n’est visible aux 
clients, seule son interface l’est.  
La notion de service joue un rôle clé dans l’architecture SOA, introduite dans la section 
3.3, et devient l’unité informatique de base pour supporter le développement et la composition 
de services de plus en plus complexes, qui à leur tour peuvent être utilisés pour créer des 
applications flexibles et dynamiques.   
3.3.  L’ARCHITECTURE ORIENTEE SERVICES :  SOA 
Pour soutenir l’intégration des applications basées sur différents processus métiers, la 
modélisation de services est supportée par l’architecture orientée service (SOA – Service 
Oriented Architecture) (Papazoglou et al., 2008). L'orientation service s’est introduite à 
différents niveaux organisationnels au sein des entreprises. Elle s'appuie sur la technologie 
pour faire face à la demande croissante d’une plus grande intégration, flexibilité et agilité au 
sein de l'entreprise. 
Depuis la fin des années 1990, de nombreuses définitions de l’architecture SOA ont été 
publiées (Allen et Frost, 1998) (Alonso et al., 2004). Keith et al. (Keith et al., 2006) 
considèrent SOA comme un concept de modélisation métier et une architecture technique 
présentée sous la forme d’une infrastructure standardisée basée sur XML et sur des Services 
Web utilisés pour supporter des processus métiers. Ces auteurs proposent une définition très 
technique de SOA, laquelle est particulièrement attachée à une seule technologie. Cependant, 
pour apporter plus de clarté, le modèle de référence d’OASIS (Organization for the 
Advancement of Structured Information Standards) définit l’architecture SOA comme un 
paradigme pour l'organisation et l'utilisation de capacités de diffusion qui peuvent être sous 
le contrôle de différents auteurs. Il fournit un moyen uniforme pour offrir, découvrir, interagir 
avec et utiliser les capacités afin de produire les effets désirés en conformité avec les prés 
conditions et les attentes mesurables (MacKenzie et al., 2006). Selon ce modèle, illustré par la 
Figure 7, un fournisseur de services peut publier une interface bien définie sur un répertoire 
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qui permet à d'autres parties prenantes de le récupérer et de coupler faiblement ce service 
offert à leurs propres services. Selon cette définition, les caractéristiques principales d’une 
architecture SOA sont le faible couplage, l’indépendance par rapport aux aspects 
technologiques et l’extensibilité. Le faible couplage permet de garantir la réutilisation et 
l’interopérabilité des services. L’indépendance aux technologiques est garantie grâce aux 
contrats d’utilisation qui sont indépendants de la plateforme technique utilisée par les 
fournisseurs de services. Enfin, l’extensibilité est rendue possible par le fait que de nouveaux 
services peuvent être découverts et invoqués à l’exécution.  
 
Figure 7. L’Architecture Orientée Service (SOA) et les technologies des Services Web (d’après (O’Sullivan et al., 
2002)) 
L’architecture orientée services se base sur une collection de politiques, principes, 
interfaces et patrons de conception qui permettent l’intégration des différentes fonctionnalités 
exposées comme des services (Papazoglou et Heuvel, 2007) (Van Der Aalst et al., 2007). 
Selon (Papazoglou et Heuvel, 2007), l’architecture SOA fournit la capacité d’adresser les 
exigences de l’informatique distribuée, à savoir : indépendance des protocoles, faible 
couplage, réutilisation et standardisation. L’architecture SOA est ainsi mise en place afin de 
garantir, d’une part, la flexibilité dans la maintenance et l’évolution des systèmes, et 
d’assurer, d’autre part, un niveau élevé d’interopérabilité entres des systèmes hétérogènes et 
d’adaptation aux changements (Papazoglou et al., 2008).  
Cette évolution a encouragé beaucoup d’entreprises à adopter l’architecture SOA afin de 
permettre une réponse rapide aux changements et une réduction sur le coût de remplacement 
des systèmes hérités qu’ils avaient, ainsi que l’intégration de nouveaux systèmes basés sur 
cette architecture permettant à toutes les informations d’être accessibles et partagées par tous 
les systèmes (Keen et al., 2004) (Minoli, 2008).  
L’architecture SOA, comme elle a été définit par (MacKenzie et al., 2006), est utilisée afin 
de permettre d’une part l’identification et la publication de services pour les rendre 
réutilisables par les autres systèmes et d’autre part la découverte et la localisation de services 
déjà existants. La Figure 7 illustre ainsi les trois principaux acteurs qui interviennent dans 












fournisseur de services se charge de décrire les fonctionnalités offertes par un service ainsi 
que les informations nécessaires pour permettre à un client de l’utiliser. Ceci représente la 
description de services qui sera par la suite publiée par le fournisseur dans un répertoire de 
services (ou annuaire de services). Ce dernier joue le rôle d’intermédiaire entre le fournisseur 
et le consommateur de services. Ce consommateur peut interagir avec le répertoire de services 
afin de retrouver le service qui répond à ses besoins. Cette étape correspond à la phase de 
découverte de services, laquelle se base sur les descriptions publiées afin de ne sélectionner 
que celles qui pouvant satisfaire le client (consommateur de service). Si le client trouve le 
service désiré, alors il peut mettre en place un contrat avec le fournisseur de services, afin de 
consommer le service. 
Le principe de conception derrière l’architecture SOA est qu'un service est une unité 
faiblement couplée composée d'une interface et d’une implémentation. L’architecture SOA se 
caractérise ainsi par la séparation entre la description de service (interface) et sa mise en 
œuvre (implémentation). L’interface définit l'identité d'un service, ses moyens d’invocation et 
ses capacités fonctionnelles, tandis que l’implémentation représente la mise en œuvre des 
opérations internes que le service doit exécuter. Cette séparation a permis aux fournisseurs et 
aux consommateurs de services d’être faiblement couplés. En outre, les services peuvent être 
facilement réutilisés. Parce que les interfaces de services sont indépendantes de la plateforme 
et que la mise en œuvre est transparente pour les consommateurs de services, un client devrait 
être capable d'utiliser le service à partir de n'importe quel terminal de communication en 
utilisant n'importe quelle plateforme informatique, système d'exploitation et n'importe quel 
langage de programmation. Ainsi, l’architecture SOA introduit essentiellement une nouvelle 
philosophie pour le développement d’applications distribuées, où les services peuvent être 
découverts, composés, publié, réutilisés, et invoqués au niveau de l'interface, 
indépendamment de la technologie spécifique utilisée en interne pour implémenter chaque 
service (Granell et al., 2010). 
Depuis son apparition, l’orientation service n’a cessé de progresser dans la perspective de 
satisfaire au mieux les besoins des utilisateurs. Cette évolution peut être analysée selon 
différentes visions, à savoir la vision technologique, la vision sémantique et la vision 
intentionnelle. Nous les détaillons dans la section suivante.  
3.4.  L’ORIENTATION SERVICE SOUS SES DIFFERENTES FORMES 
L’orientation service, telle que présentée dans les sections précédentes, n’a cessé 
d’évoluer. Cette notion a été impactée par une vision purement technologique, faisant 
apparaître les services Web afin de garantir l’interopérabilité et l’intégration des 
fonctionnalités métiers dans le Web. Cette vision a été étendue, par la suite, avec l’appariation 
du Web Sémantique. Nous avons assisté à l’émergence des services sémantiques qui se basent 
sur une description sémantique, plus expressive et plus compréhensible. Cette vision vient 
répondre aux lacunes en termes de recherche d’information et d’extraction de l’information 
pertinente des pages Web, par exemple. Nous avons vu apparaître également une vision 
intentionnelle qui place la notion de service à un niveau d’abstraction plus élevé, dans lequel 
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le service est conçu afin de satisfaire une ou des intention(s) (but) précis de l’utilisateur. Cette 
vision soulève l’importance d’exploiter la notion d’intention dans la description des services, 
représentant l’émergence des services dits intentionnels. Ces services sont décris selon 
l’intention qu’ils arrivent à satisfaire, laquelle représente ce qu’attend l’utilisateur de 
l’exécution du service. 
Dans la suite de cette section, nous discuterons ces visions technologiques, sémantiques et 
intentionnelles de la notion de service. 
 Services Web : vers une vision technologique 3.4.1.
Depuis son apparition, la notion de services Web a été présentée comme la technologie la 
plus prometteuse qui va permettre d’assurer l’interopérabilité et l’intégration des 
fonctionnalités métiers dans le Web. Les services Web représentent une suite logique des 
intergiciels, comme DCE (Distributed Computing Environment) (Harold et Lochart, 1994), 
CORBA (Common Object Request Broker Architecture) (Pope, 1998) et DCOM (Distributed 
Component Object Model) (Redmond, 1997), vers plus d’interopérabilité (chose que ces 
intergiciels n’ont pas réussis à garantir). Cette interopérabilité peut être assurée grâce à la 
plateforme Web et aux différents standards utilisés. 
Dans la littérature et à travers le consortium W3C, nous observons qu’il existe diverses 
définitions de la notion de services Web allant des plus génériques, qui présentent un service 
Web comme une application modulaire accessible à d’autres applications sur le Web 
(Almeida et Menasce, 2002) (Curbera et al., 2001), au plus spécifiques, qui mettent en 
évidence les technologies et leurs rôles pour mettre en œuvre un service Web (Booth et al., 
2004). Par exemple, le consortium OASIS considère un service Web comme une application 
métier modulaire, formant un tout qui a des interfaces basées sur des standards, orientées 
Internet et ouvertes (OASIS, 2001). Cette définition présente les services Web en mettant 
l’accent sur les standards utilisés sur le Web et sur les interfaces qui permettent d’invoquer les 
services ouvertement.  
Par la suite, le consortium W3C (Austin et al., 2002) a proposé une définition plus précise 
des services Web. Pour la W3C, un service Web représente une application logicielle 
identifiée par une URI (Uniform Resource Identification), dont les interfaces et les liaisons 
sont définies, décrites et découvertes comme des objets XML. Un Service Web supporte les 
interactions directes avec d’autres agents logiciels en utilisant le passage de messages basé 
sur XML via les protocoles de l’Internet. Austin et al. (Austin et al., 2002) mettent ainsi 
l’accent sur la façon dont les services Web doivent fonctionner. Dans cette définition, un 
service Web est définit en fonction de son moyen d’identification (URI), de son 
interopérabilité à travers les interfaces et les liaisons en XML et des interactions possibles (au 
travers de protocoles basés sur XML). Nous pouvons observer à ce niveau l’importance du 
standard XML dans cette dernière définition. Toutefois, ceci peut apporter une certaine 
confusion dans la mesure où n’importe quelle application sur le Web qui soit fondée sur des 
technologies basées sur XML peut être considérée comme un Service Web. 
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Une nouvelle définition a ainsi été proposée par le consortium W3C (Booth et al., 2004) 
mettant plus l’accent sur l’ensemble des technologies utilisées. Ces auteurs définissent un 
Service Web comme un système logiciel conçu pour supporter l’interaction interopérable de 
machine à machine sur un réseau. Il possède une interface décrite dans un format exploitable 
par la machine, i.e. décrite en WSDL (Web Services Description Language). D’autres 
systèmes interagissent avec le Service Web d’une façon prescrite par sa description en 
utilisant des messages SOAP (Simple Object Access Protocol), typiquement en utilisant HTTP 
(HyperText Transfer Protocol) avec une sérialisation XML en même temps que d’autres 
normes du Web (Booth et al., 2004). Cette définition apporte un niveau plus élevé de 
granularité en précisant les technologies et leurs rôles pour mettre en œuvre un service Web. 
Elle spécifie WSDL (Christensen et al., 2001) comme la technologie utilisée pour la 
description des Services Web et SOAP (Mitra et Lafon, 2007) comme la technologie de 
communication et de messagerie assurant l’interaction avec le Service Web en question. 
Toutefois, nous remarquons que cette définition ne précise pas, dans le même contexte, la 
technologie utilisée pour permettre à un consommateur de services de rechercher un service, 
et au fournisseur de services de publier son service dans le répertoire de services. Une réponse 
à cela est déjà présentée par (OASIS, 2001) à travers la technologie UDDI comme une API et 
un modèle de données standard permettant l’enregistrement des informations sur les 
entreprises et fournisseurs de services. 
Nous pouvons dégager ici, une vision des services totalement concentrée sur les 
technologies utilisées, à savoir : (i) WSDL pour la description des services ; (ii) UDDI pour la 
publication des services dans un répertoire de services et pour la localisation des services 
recherchés ; et (iii) SOAP pour communiquer et transporter les données. Nous résumons ces 
technologies dans les prochaines sections. 
La Figure 7 illustre l’usage de ces technologies de services Web par les différents acteurs 
de l’architecture SOA :  
• Le fournisseur de services décrit les services en WSDL. Par la suite, il enregistre et 
publie ces services à l’aide d’un répertoire UDDI en fournissant certains détails sur 
le service, tels que les informations de contact sur le fournisseur, le pointeur vers le 
service et sa description WSDL ;  
• Une fois le répertoire est rempli d’informations sur les services, le consommateur 
de services (client) peut accéder au répertoire ;  
• Les requêtes UDDI sont envoyées par le consommateur de services. Si un service 
pertinent est trouvé, alors le répertoire fournit au consommateur les informations 
nécessaires pour accéder au service ;  
• Le consommateur, à ce stade, a encore besoin de comprendre comment accéder et 
invoquer réellement le service. Ces informations sont généralement disponibles 
dans la description WSDL du service. Il peut alors négocier avec le fournisseur le 
contrat d’accès au service. Ces interactions sont assurées à travers le protocole 
SOAP.   
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Le langage WSDL (version 1.0 (Christensen et al., 2001) et version 2.0 (Chinnici et al., 
2007)) permet ainsi de décrire les interfaces des services Web, en représentant de manière 
abstraite les opérations que les services peuvent réaliser, et cela indépendamment de 
l’implémentation qui en a été faite. 
L’Universal Description, Discovery and Integration (UDDI) (Bellwood, 2002) représente 
une plateforme destinée à stocker les descriptions des services Web disponibles. Il fournit, 
d’une part, au fournisseur de services des mécanismes pour enregistrer leurs services Web, et 
d’autre part, au consommateur de services les mécanismes pour les retrouver. Le mécanisme 
de recherche se base sur les mots-clés fournis par les fournisseurs proposant les services.  
La plateforme UDDI permet d’héberger un ensemble de descriptions de services Web sur 
un seul serveur. Toutefois, cette plateforme ne permet pas une recherche efficace de service. 
Ceci est dû à la simplicité de cette architecture où la sémantique des données est inexistante et 
où la description des services se limite à de simples mots-clés sur lesquels aucun traitement 
plus approfondi tel que l’approximation n’est possible.  
Le Simple Object Access Protocol (SOAP) (Mitra et Lafon, 2007) est un format de 
message basé sur XML pour l’échange d’informations dans un environnement distribué et 
décentralisé (Newcomer, 2002). SOAP est désigné pour gérer le problème de transport et de 
messagerie dans de larges environnements distribués. Il définit comment organiser les 
informations en utilisant XML, de sorte qu'il peut être échangé entre les machines. 
 Cette vision purement technologique ne propose qu’une conception limitée des services et 
ne permette pas un réel partage des informations et du savoir. Ces technologies permettent de 
présenter les informations et la connaissance, mais en aucun cas de les rendre facilement 
utilisables et exploitables. Ainsi émerge un réel besoin d’automatisation de certaines 
fonctionnalités nécessaires aux Services Web, dont la découverte, la composition l’invocation 
et la surveillance de l’exécution des services.  
Ces lacunes ont conduits à la naissance des services Web sémantiques. Cette nouvelle 
vision apporte avec elle de nouvelles technologies et outils qui peuvent certainement 
compléter les technologies des services Web. L’objectif ici est, entre autres, de rendre les 
informations et les services plus compréhensibles afin de faciliter leur réutilisation et 
exploitation et de répondre au problème de l'automatisation. Nous présentons les services 
Web sémantique dans la section suivante. 
 Services Sémantiques : vers une vision sémantique  3.4.2.
Dès son appariation, le Web n’a cessé de croître remarquablement. Dans la perspective 
d’extraire du Web les informations les plus pertinentes et de les réutiliser, il a été proposé le 
Web sémantique (Berners-Lee et al., 2001). Celui-ci se base sur une description formelle de la 
sémantique des informations et des services. Grâce à cette nouvelle vision du Web, les 
machines arrivaient à comprendre et potentiellement à satisfaire la demande de l’utilisateur en 
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se basant sur la sémantique. De manière générale, la notion de services sémantiques vise à 
créer un Web sémantique qui intègre des services décrit de manière non ambiguë et 
exploitable par des machines. 
Selon le consortium W3C (W3C, 2001), le Web sémantique se rapporte à deux choses 
différentes. D'abord, il s'agit de formats communs pour l'intégration des données provenant 
de sources hétérogènes, alors que le Web initial s'était focalisé principalement sur l'échange 
de documents. Ensuite, il s'agit d’un ensemble de langages pour enregistrer comment les 
données se rapportent à des objets du monde réel.  
Selon McIlraith et al. (McIlraith et al., 2001), l’association d’une information de nature 
sémantique au descripteur d’un Service Web a pour objectif la localisation, la composition et 
l’utilisation automatique des services distribués. La description sémantique fait référence à 
l’usage des ontologies qui représente une arborescence de concepts liés entre eux avec des 
relations bien spécifiques. Ainsi, les recherches dans le domaine du Web Sémantique se sont 
plus accentuées sur la définition de langages et d’outils pour la représentation des 
informations et des services de telle sorte qu’il soient facilement partagés, réutilisés, combinés 
et traités sur le Web. Ces recherches ont conduit à de multiples standards tels que RDF(S) 
(Brickley et Guha, 2004) et OWL (Patel-Schneider et al., 2004), ainsi qu’à des outils d’édition 
comme Protégé (Noy et al., 2001) et des raisonneurs comme Racer (Haarslev et Möller, 
2003) et Jena (Carroll et al., 2004). De plus, plusieurs initiatives sont apparues dans l’objectif 
d’annoter et de décrire sémantiquement des services Web. Ces initiatives ont conduit à de 
multiples approches facilitant les tâches d'automatisation, dont les principales ont été 
standardisées par le W3C, telles que OWL-S (Martin et al., 2004), WSMO (Lausen et al., 
2005) ou encore WSDL-S (Akkiraju et al., 2005) et SAWSDL. (Farrell et Lausen, 2007).  
Dans cette section, nous nous concentrons sur les deux standards OWL-S et SAWSDL, 
utilisés pour enrichir sémantiquement la description des services. Le standard WSMO sera 
introduit dans la section suivante (cf. section 3.4.2.1). 
3.4.2.1.  OWL-S (OWL-based Web service ontology)  
Le langage OWL-S (Semantic Markup for Web Services) (Martin et al., 2007), initialement 
connu sous le nom de DAML-S, permet de spécifier et décrire les services Web de façon 
compréhensible, non ambiguë et facilement interprétable. Ce langage, basé sur le langage 
d’ontologie OWL (Smith et al., 2004), est représenté aussi comme une ontologie basée sur 
OWL, définie afin de décrire les services Web sémantiques. Son objectif est de permettre aux 
utilisateurs et aux agents logiciels de découvrir, d’invoquer, de composer et de contrôler 
automatiquement les ressources Web offrant des services (Martin et al., 2004). OWL-S définit 
les capacités des services Web en trois parties, comme l’illustre la Figure 8. Ces trois parties 
représentant trois ontologies interdépendantes nommées « Service Profile », « Process 
Model » et « Service Grounding » (Martin et al., 2007). Chacune décrit un aspect important 





Figure 8. La structure du haut niveau de l'ontologie OWL-S (d’après (Martin et al., 2004))  
Le « service profile » exprime ce que le service réalise (Martin et al., 2004). Il donne une 
description de haut niveau d'un service, comme l’illustre la Figure 9, à des fins de description, 
de publication et de découverte de services. Le « service profile » est utilisé à la fois par les 
fournisseurs de services pour publier leurs services et par les consommateurs pour spécifier 
leurs besoins afin de découvrir le service le plus pertinent.   
 
Figure 9.  Classe et propriétés de l'ontologie du profil de service de OWL-S (d’après (Martin et al., 2004)) 
Le « process model » répond à la question : comment est-il utilisé ? (Martin et al., 2004). Il 
définit les comportements d’un service en tant que processus défini par les entrées/sorties et 
décrit comment cela fonctionne. Le « process model » est utilisé, entre autres, à des fins de 
composition de services. En OWL-S, il existe trois types de processus illustrés à la Figure 10 : 
les processus atomiques (AtomicProcess), les processus simples (SimpleProcess) et les 
processus composites (CompositeProcess). Un processus atomique représente le niveau le 
plus fin pour un processus et correspond à l’action qu'un service peut effectuer en une seule 
interaction. C’est un processus qui peut être directement invocable sans sous-processus. Les 
processus composites représentent des processus qui sont décomposables en d’autres 
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processus, qui peuvent être eux mêmes des composites. Un processus composite se base sur 
un ensemble de structures de contrôles telles que : « sequence », « split », « choice », afin de 
spécifier sa décomposition.  
 
Figure 10. La structure de l'ontologie de haut niveau du modèle de processus de OWL-S (d’après (Martin et al., 
2004)) 
Enfin, le « service grounding » expose comment on peut accéder au service (Martin et al., 
2004). Il indique comment accéder concrètement au service et fournit les détails concernant 
les formats de messages, les protocoles, entre autres. Cette information est particulièrement 
utile pour l’invocation automatique de services et elle est souvent exprimée en WSDL. 
La description proposée par OWL-S permet une découverte basée sur la sémantique, grâce 
à des outils et des algorithmes de mise en correspondance, tels que OWLS-Matcher (Jaege, 
2001). De plus, OWL-S offre une grande expressivité ainsi que la possibilité d’inférer de 
nouvelles connaissances grâce notamment aux nombreux moteurs de raisonnements proposés 
pour OWL, tels que Jena (Carroll et al., 2004b), Pellet (Parsia et Sirin, 2004) et Racer 
(Haarslev et Möller, 2003). Enfin, même si OWL-S est conçue pour les services Web, elle est 
riche et suffisamment générale pour décrire tout type de services (Suraci et al., 2007).  
3.4.2.2.  SAWSDL (Semantic Annotations for WSDL)  
L’annotation sémantique de WSDL, nommé SAWSDL (Semantic Annotations for WSDL) 
(Farrell et Lausen, 2007) est une recommandation W3C qui a fait suite à l’approche WSDL-S 
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(Akkiraju et al., 2005). SAWSDL est une approche utilisant les ontologies pour enrichir la 
description standard d’un service en se basant sur des mécanismes d'annotation sémantique.  
 
Figure 11. Présentation de SAWSDL avec ces deux formes d’annotations (d’après (Farrell et Lausen, 2007))  
A l’encontre de OWL-S, SAWSDL ne définit pas de nouveaux langages pour modéliser 
sémantiquement les services, mais il fournit un mécanisme de référencement vers des 
modèles sémantiques souvent externes comme des ontologies.  
L’extension SAWSDL, comme l’illustre la Figure 11, se présente sous deux formes 
d’annotation. La première est le modèle de référence. Celui-ci est utilisé pour associer aux 
interfaces/ports, opérations, entrées, sorties, des concepts sémantiques d'une ou plusieurs 
ontologies. Il peut être appliqué à n’importe quel élément de WSDL, dans le but d’y associer 
un ou plusieurs concepts sémantiques. La valeur est un ensemble d’URI (Uniform Resource 
Identifier), identifiant chacun un fragment de cette description sémantique. En tant que tel, le 
modèle de référence sert comme un crochet où la sémantique peut être fixée (Fensel et al., 
2011). Ainsi, il peut être utilisé pour décrire la sémantique des données ou afin de spécifier 
celle d’une opération d’un service Web. La deuxième forme d’annotation est le mappage de 
schémas lequel spécifie les transformations de données entre les structures de données XML 
des messages et le modèle sémantique associé. Cette transformation d’une représentation de 
données à une autre permet d’assurer l'interopérabilité nécessaire entre formats de données 
hétérogènes lors de l'invocation (e.g. contenu d'un message SOAP).  
L’inconvénient de l’approche SAWSDL est qu’elle se base sur la simple annotation qui 
mélange la description technique avec une description de plus haut niveau. Ainsi, plus la taille 
des informations à annoter devient importante, plus il devient difficile de les analyser.  
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 Services Intentionnels : vers une vision intentionnelle 3.4.3.
Les services Web, ainsi que les services Web sémantiques, sont là pour répondre aux 
requêtes et aux besoins de l’utilisateur. Différentes approches (Lausen et al., 2005) (Kaabi, 
2007) ont soulevé ainsi l’importance de l’exploitation de la notion d’intention dans la 
description des services. Une intention représente ce qu’attend l’utilisateur lors de l’exécution 
d’un service, représentant la vision de l’utilisateur sur les fonctionnalités qu’il désire dans un 
service (Fensel et al., 2011). Ceci représente une nouvelle vision des services : la vision 
intentionnelle. Cette vision place la notion de service à un niveau d’abstraction plus élevé où 
le service est conçu afin de conduire à la satisfaction d’une intention de l’utilisateur. Selon 
(Rolland et al., 2010), cette vision permet de combler le fossé séparant une vision purement 
technique d’une vision purement métier des services, centrée sur l’utilisateur et ses besoins.  
 Nous présentons, dans la suite de cette section, la définition de la notion d’intention, ainsi 
que deux approches orientées intentions, à savoir WSMO et l’architecture iSOA (Intentional 
Service Oriented Architecture). 
3.4.3.1.  La notion d’intention 
Les approches intentionnelles ont été proposées dans le domaine de l’ingénierie des 
exigences dans la perspective de capturer l’intentionnalité derrière les exigences logicielles 
(Yu et Mylopoulos, 1998). Dans ce cadre, les intentions représentent une abstraction utile 
pour décrire les besoins et les attentes des parties prenantes d’un système et elles offrent une 
façon très intuitive pour obtenir et analyser ces besoins. D’une manière générale, une 
intention exprime un but, un objectif que l’on souhaite atteindre et que le système doit 
réaliser. Plihon et al. (Plihon et al., 1998) définit une intention comme quelque chose que 
certains intervenants espèrent réaliser à l'avenir. 
Selon Antón et al. (Antón et al., 1994), une intention se réfère aux objectifs de haut niveau 
du métier, de l’organisation ou du système. Dans le même contexte, Van Lamsweerde (van 
Lamsweerde, 2000) rajoute que l’intention se présente comme un objectif  que le système doit 
atteindre à travers une coopération d’agents dans le futur logiciel et dans l’environnement. Cet 
auteur souligne une distinction entre la notion d’intention et celle d’exigence. Il affirme 
qu’une intention est une assertion prescriptive que doit satisfaire le système considéré, alors 
que l’exigence est une assertion prescriptive que doit satisfaire la partie logicielle du système 
uniquement (van Lamsweerde, 2001). 
Le terme intention a plusieurs significations différentes. Selon (Jackson, 1995), l'intention 
est une déclaration « optative », exprimant un état qui devrait être atteint ou maintenu. En 
d’autres termes, l'intention représente l'objectif ou le but que nous voulons atteindre sans dire 
comment l'exécuter (Jackson, 1995). Cette intention peut être traduite comme le but qu’un 
utilisateur souhaite atteindre sans avoir à spécifier comment y parvenir ou encore comme le 
but à atteindre pour mener à bien un processus, celui-ci étant composé d'une séquence de 
sous-intentions et de stratégies pour l’atteindre (Kaabi et Souveyet, 2007). Santos et al. 
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(Santos et al., 2009) définissent une intention comme un objectif à atteindre par l'exécution 
d'un processus présenté comme une séquence d'intentions et des stratégies à l'intention cible.  
Même si elles diffèrent, toutes ces définitions nous permettent de considérer l'intention 
comme une exigence de l'utilisateur représentant l'intention qu’il souhaite être satisfaite par 
un service sans dire comment l'exécuter (Najar et al., 2009). Cette intention représente donc la 
demande de l'utilisateur quand il est à la recherche d'un service répondant à ses besoins. 
 
Figure 12. Modèle d'intention (d’après (Prat, 1997)) 
Avec l’émergence de cette notion d’intention dans le domaine de l’ingénierie des 
exigences, Prat (Prat, 1997) a proposé une modélisation de cette notion. Ce modèle 
d’intention est dérivé de l'approche linguistique, laquelle est inspirée par la grammaire des cas 
de Fillmore (Fillmore, 1968) et des extensions de Dik (Dik, 1989).  
Selon ce modèle, illustré par la Figure 12, une intention est décrite sous la forme d’un 
verbe associé à une cible et complété par un ensemble de paramètres optionnels. Une 
déclaration d'intention est alors représentée par un verbe, cibles et les différents paramètres 
qui jouent des rôles spécifiques par rapport au verbe. Dans cette modélisation, le verbe expose 
l'action permettant la réalisation de l'intention, tandis que la cible représente soit l'objet 
existant avant la réalisation de l'intention, soit le résultat découlant de la satisfaction de 
l'intention. Les paramètres (façon, direction, quantité, qualité et bénéficiaire) sont utiles pour 
clarifier l'intention et pour exprimer les informations supplémentaires. Le paramètre direction, 
par exemple, caractérise la source et la destination des entités. La destination identifie 
l'emplacement des entités produites par la satisfaction de l'intention, alors que la source 
identifie l'emplacement initial des entités. Le paramètre façon, quant à lui, fait référence à 
l'instrument de la satisfaction de l'intention. Il représente le moyen et la manière. Le moyen 
indique l'entité qui sert d'instrument pour atteindre l'intention, tandis que la manière identifie 
une approche dans laquelle l'intention peut être satisfaite. Enfin, le paramètre de qualité 
définit une propriété qui doit être atteinte ou maintenue. Par exemple l’intention, I1 = 
{#préparer, #proposition, ∅} est composée du verbe « préparer » et de la cible 
« proposition » qui représente le résultat découlant de la satisfaction de l’intention.  
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La notion d’intention a été utilisée dans différents modèles intentionnels, tels que KAOS 
(Dardenne et al., 1993), i* (Yu, 1996), Map (Rolland et al., 1998) et Tropos (Bresciani et al., 
2004). Ces modèles offrent une représentation intentionnelle utilisée au début de la phase 
d'analyse des exigences dans le but d'expliquer le pourquoi d'un système logiciel. Elles 
fournissent des constructions utiles pour analyser les objectifs et les moyens de les satisfaire.  
Par exemple, le framework i* (Yu, 1996) propose une approche orientée agent de 
l'ingénierie des exigences qui est centrée sur les caractéristiques intentionnelles des agents. 
Dans ce framework, les agents s’attribuent les propriétés intentionnelles et raisonnent sur les 
relations stratégiques qui les lient. La modélisation orientée intention i* est ainsi utilisée afin 
de comprendre le domaine du problème. 
Tropos (Bresciani et al., 2004), quant à lui, est destiné à soutenir les activités d'analyse et 
de conception dans le processus de développement logiciel, de l'analyse du domaine 
d'application jusqu'à la mise en œuvre du système. Dans une perspective intentionnelle, 
Penserini et al. (Penserini et al., 2007) propose une approche de développement se basant sur 
la méthodologie de développement Tropos (Bresciani et al., 2004). Cette approche cherche à 
analyser les utilisateurs et à identifier leurs intentions dans la perspective de guider la 
conception du futur système. Cette conception est composée d’agents logiciels qui ont leurs 
propres capacités et qui sont destinés à supporter la réalisation des intentions du client. 
Le formalisme de la Carte (Map) (Rolland et al., 1998) décrit le niveau métier selon une 
perspective intentionnelle en fournissant les directives nécessaires pour la représentation d’un 
processus métier. Plus spécifiquement, la carte représente un graphe orienté et étiqueté, dont 
les nœuds représentent les intentions et les liens entre les nœuds forment les stratégies. Une 
stratégie représente une manière de réaliser une intention. Dans ce cadre, l'intention est 
définie comme une condition qui peut être atteinte selon différentes stratégies. Selon (Rolland 
et al., 2010), la Carte permet de capturer la variabilité en mettant l'accent sur la stratégie 
visant à atteindre une intention et les alternatives possibles pour accomplir la même intention. 
Cette représentation explicite de la variabilité offerte par les cartes est absente dans d'autres 
formalismes d'ingénierie des exigences tel que Tropos. 
La notion d’intention a été appliquée, sur différents travaux, à l’orientation de service. 
Dans la suite de cette section, nous mettons l’accent sur deux intéressantes approches WSMO 
et ISOA qui reposent sur la notion d’intention qu’un service est capable de satisfaire. 
3.4.3.2.  WSMO (Web Service Modeling Ontology)  
L’ontologie WSMO (Web Service Modeling Ontology) (Lausen et al., 2005) est utilisée 
afin de migrer la gestion des processus métier (BPM) du niveau IT (technique) au niveau 
utilisateur (Business) (Super Project, 2006). La notion d’intention est utilisée ici afin de 
préciser les processus et les tâches pour lesquels les services Web les plus appropriés puissent 
être découverts dynamiquement. 
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L’ontologie WSMO se base sur le framework WSMF (Web Service Modeling Framework) 
(Fensel et al., 2002), lequel est présenté comme un cadre conceptuel à part entière pour 
décrire les différents aspects liés aux Services Web. Ce framework spécifie les principaux 
éléments pour décrire les services Web sémantiques. De tels éléments incluent : 
• Les ontologies qui définissent la terminologie, utilisée lors de la description, en termes 
de concepts, relations, fonctions, instances et axiomes ; 
• La description d’un service Web qui décrit formellement les fonctionnalités offertes 
par le service, en termes de capacité et de méthode d’interaction et en termes 
d’interface ; 
• Les intentions qui spécifient ce que l’utilisateur attend du service ;  
• Les médiateurs qui décrivent les différents éléments permettant de résoudre le 
problème d’interopérabilité entre les différents composants hétérogènes.  
WSMO (Web Service Modeling Ontology) (Lausen et al., 2005) représente ainsi une 
ontologie de modélisation des services Web sémantiques proposant un modèle conceptuel 
pour ces services. Les concepts de cette ontologie sont décrit formellement par le langage 
WSML (Web Service Modeling Langage) (de Bruijn et al., 2006). Les descriptions WSMO, 
formalisées en WSML, sont exécutées par l’environnement d’exécution WSMX (Web Service 
Modeling eXecution environement) (Bussler et al., 2005), lequel permet également la 
découverte, la médiation, l’invocation et l’interopérabilité des services sémantiques. 
WSMO est bien connu par son approche basée sur les intentions. Cette approche suppose 
qu’un utilisateur est à la recherche d'un service afin de satisfaire une intention spécifique. 
Selon Roman et al. (Roman et al., 2005), une intention décrit les aspects liés aux désirs de 
l'utilisateur par rapport à la fonctionnalité demandée. Ensuite, Keller et al. (Keller et al., 2004) 
présentent un mécanisme de découverte de services WSMO reposant sur un processus de 
mise en correspondance entre l’intention de l'utilisateur et les capacités de ces services. Dans 
WSMO, l’intention de l'utilisateur et les capacités de services ne sont pas formulées selon un 
modèle spécifique. Cette information est représentée uniquement comme un ensemble 
d'objets. Par conséquent, WSMO ne permet pas d'identifier le rôle réel que joue chaque objet 
dans la spécification de l'intention. En effet, les intentions dans WSMO n’ont pas une 
structure bien définie, tel que le modèle de Prat (Prat, 1997) présenté précédemment. Ceci 
empêche l’exploration de la sémantique propre à chaque objet formant l’intention.  
Enfin, comparé à OWL-S, WSMO ne dispose que de quelques outils d’édition, tel que 
WSML Editor (Kerrigan, 2005) et pas d’autant de moteurs de raisonnement puissants. Ainsi, 
le développement d’outils pour WSMO s’avèrent une tâche plus difficile à développer que 
OWL-S, puisque OWL-S s’appuient sur le langage RDF et OWL qui sont plus utilisés que 
WSML (M’bareck et Tata, 2008). 
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3.4.3.3.  L’architecture iSOA 
Rolland et al. (Rolland et al., 2008) soulèvent le problème de la correspondance entre les 
besoins exprimés par les utilisateurs, à un niveau élevé, et les services logiciels, exprimés à un 
bas niveau. Selon ces auteurs, afin d’atteindre le vrai potentiel de SOA au niveau de 
l'entreprise, il est nécessaire de combler le fossé entre les services métiers de haut niveau, 
compréhensibles par les acteurs métiers, et les services logiciels de bas niveau, 
compréhensible par le personnel technique. Ces services métiers doivent être exprimés d'une 
manière intentionnelle, en termes d'objectifs et de stratégies pour pouvoir les atteindre. Ceci 
représente une approche intentionnelle de description de services proposée par (Kaabi, 2007) 
(Rolland et al., 2010), appelée l’architecture orientée service intentionnel (iSOA - 
intentionnal Service Oriented Architecture).  
 
Figure 13. Le service intentionnel : la correspondance entre l'agent métier et le service logiciel (d’après (Kaabi et 
Souveyet, 2007)) 
L’architecture iSOA introduit la migration de l’architecture SOA centrée sur les 
fonctionnalités vers une architecture équivalente centrée sur les intentions. En réalité, iSOA 
représente une surcouche intentionnelle de l’architecture SOA, laquelle représente une 
approche « top-down ». Cette approche se base sur deux niveaux d’abstraction, à savoir le 
niveau opérationnel, décrivant les services logiciels, et le niveau intentionnel, décrivant les 
services intentionnels. La Figure 13 illustre cette correspondance entre l’agent métier (le haut 
niveau) et le service logiciel (le bas niveau). En effet, l’architecture iSOA permet d’abstraire 
les détails du service technique et de ses fonctionnalités, grâce au concept de service 
intentionnel. Ce service intentionnel correspond aux exigences fonctionnelles des agents 
métiers : il se concentre sur l’essence du service, à savoir l’intention qu’il permet d’atteindre. 
Ce service intentionnel exprimé à un haut niveau d'abstraction, se réfère à l'intention qu'il 
permet de satisfaire plutôt qu’aux fonctionnalités qu'il offre. Ces services, appelés services 
intentionnels, sont exprimés en termes d'intentions et de stratégies pour les atteindre. De plus, 













Selon Kaabi et Souveyet (Kaabi et Souveyet, 2007), l’architecture iSOA permet une prise 
en compte directe des objectifs métiers de l’utilisateur. En faisant la distinction avec SOA, 
dans iSOA les agents métiers viennent remplacer les agents logiciels au niveau des 
interactions, et la description intentionnelle des services vient remplacer la description 
technique. L’agent métier qui cherche un ou plusieurs services coïncidant avec ses besoins 
effectue ainsi une recherche basée sur les intentions métier. En iSOA, le fournisseur métier 
décrit le service de manière intentionnelle et le publie dans un répertoire de services 
intentionnels. La découverte de service est alors guidée par l'intention, en faisant correspondre 
l'intention de l'utilisateur avec les intentions que les services disponibles peuvent satisfaire. 
Afin d'assurer la puissante mise en correspondance de l'intention, celle-ci est formulée selon 
le modèle de Prat (Prat, 1997) présente dans la section 3.4.3.1.  
Dans le cadre de l’architecture iSOA, Kaabi et Souveyet (Kaabi et Souveyet, 2007) et 
Rolland et al. (Rolland et al., 2010) ont proposé un modèle de service intentionnel (ISM – 
Intentional Service Model) qui permet de décrire un service intentionnel selon trois différents 
aspects : l’interface, le comportement et la composition. L’interface expose les principales 
caractéristiques du service intentionnel aux clients potentiels, permettant sa réutilisation dans 
un processus de composition de services. Le comportement correspond aux pré/post-
conditions, alors que la composition permet de distinguer les services selon leur granularité 
(agrégat ou atomique).  
Selon Rolland et al. (Rolland et al., 2010), le service atomique est celui qui ne peut être 
composé d’autres services intentionnels. Il est lié aux intentions opérationnelles qui peuvent 
être satisfaites par les services fonctionnels de l’architecture SOA. Ainsi, l’opérationnalisation 
de service intentionnel atomique peut être assurée par l’exécution d’un service logiciel ou 
d’une composition de services logiciels. En revanche, les services agrégats ont des intentions 
de haut niveau qui doivent être décomposées jusqu'à ce que des services intentionnels 
atomiques se trouvent. Cette agrégation est déterminée à partir des liens d’affinement et/ou de 
l’intention du service. 
La composition intentionnelle admet deux types de services agrégats : un service 
composite et un service variable. D’un côté, le service composite reflète la relation de 
précédence ou de succession entre les intentions qu’il satisfait (reliées par un lien Et). Dans 
ses travaux, Kaabi (Kaabi, 2007) propose trois types de services composites. Le premier 
représente le service séquentiel, défini lorsqu’un ordre dans l’appel des services composants 
est nécessaire. Le deuxième illustre le service parallèle qui peut être réalisé selon n’importe 
quel ordre. Le troisième représente le service itératif défini lorsqu’un service intentionnel peut 
être exécuté récursivement. De l’autre côté, le service à variation correspond à différentes 
manières de réaliser une intention (reliées par un lien OU). Kaabi (Kaabi, 2007) propose trois 
types de services à variation. Le premier représente le service à choix alternatif qui exprime 
un choix parmi plusieurs services composants, lesquels sont mutuellement exclusifs. Le 
deuxième porte sur le service à choix multiple qui exprime un choix non-exclusif entre les 
services composants. Le dernier illustre le service multi-chemin qui introduit une variation 
portant sur des enchaînements alternatifs d’intentions. 
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Néanmoins, nous plaidons que cette vision ne tient pas compte de l'évolution de la 
technologie des services, qui peut se tenir maintenant aux petits logiciels encapsulant des 
fonctionnalités réutilisables, ainsi que pour de grands systèmes hérités (Legacy System), dont 
le processus complexe est caché par des technologies telles que les services Web ou ESB 
(Roshen, 2009). En considérant que seuls les services atomiques peuvent être opérationnalisés 
à travers le service logiciel, l'architecture iSOA limite la réutilisation de ces systèmes hérités 
dans une approche intentionnelle. En fait, les systèmes hérités englobent souvent des 
processus complexes, qui subsument les satisfactions de multiples intentions ou une 
variabilité intensive sur leur satisfaction. Ces systèmes peuvent être comparés aux intentions 
agrégats, mais ils ne peuvent pas être assimilées à des intentions atomiques simples. 
Les trois visions que nous venons de discuter (technique, sémantique et intentionnelle) 
représentent le fondement de divers travaux portés sur les systèmes orientés services. Les 
nouveaux Systèmes d’Information Pervasifs peuvent ainsi s’inspirer de ces trois visions pour 
adopter une orientation service. Cependant, ceux-ci seront confrontés à différents challenges, 
que nous discuterons dans les sections suivantes. Nous nous focalisons ensuite sur certaines 
approches de découverte et de prédiction de services dans les différentes visions.    
3.5.  LES CHALLENGES POUR LES SYSTEMES D ’INFORMATION 
PERVASIFS ORIENTES SERVICES 
Les Systèmes d’Information Pervasifs (cf. section 2.4) se présentent comme une nouvelle 
génération des SI dans un environnement pervasif hautement dynamique et hétérogène, dans 
laquelle l'interopérabilité est devenue une nécessité à tous les niveaux. Ainsi, la vision 
technologique de l’orientation service (cf. section 3.4.1) permettra de répondre à cette 
problématique d’interopérabilité. Ces SIP se doivent, de plus, d’être capable d’intégrer, de 
réutiliser et d’exploiter facilement et d’une manière compréhensible l’ensemble des services 
qui sont disponibles. Ils doivent fournir des mécanismes de découverte et de composition de 
services ne nécessitant pas forcément l’intervention d’un utilisateur. Dans ce cadre, la vision 
sémantique (cf. section 3.4.2) pourrait être vue comme une solution pour aider les SIP à 
répondre à ce besoin. Finalement, les SIP doivent être conçus dans la seule perspective de 
répondre aux besoins des utilisateurs de la manière la plus appropriée. Ainsi, une prise en 
compte des besoins des utilisateurs s’avère un principe fondamental de cette nouvelle 
génération de SI. La vision intentionnelle (cf. section 3.4.3) peut contribuer dans ce cadre en 
mettant en avant les besoins des utilisateurs qui sont formulés sous forme d’intention. 
Dans la suite de cette section, nous présentons un ensemble de challenges auxquels les SIP 
doivent répondre. Nous nous focalisons sur les approches de découverte et de prédiction de 
services que nous estimons primordiales pour un SIP transparent et proactif.  
 Les challenges 3.5.1.
L'Informatique Pervasive a apporté aux SI de nouveaux défis liés au dynamisme, à 
l’hétérogénéité et à l’accès ubiquitaire à l’environnement (cf. section 2.2.1). Elle a apporté 
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également de nouveaux challenges dans l’usage des services au sein des SIP. Ces challenges 
concernent les aspects suivants :" 
• La découverte dynamique des services : les SIP doivent satisfaire au mieux les 
besoins des utilisateurs mobiles. Ceci nécessite la prise en compte de l’utilisateur 
et de ses besoins ainsi que de son contexte courant, afin de lui proposer le service 
le plus approprié en toute transparence. La découverte de services est ainsi un des 
défis majeurs des SIP. Ce mécanisme doit assurer un certain niveau de 
transparence et d’efficacité tout en s’adaptant au contexte (gestion de 
l’hétérogénéité et du dynamisme) et en prenant en considération les besoins de 
l’utilisateur (afin de garantir une meilleure compréhension de l'utilisation réelle des 
services). Le challenge ici est de retrouver le mécanisme le plus adéquat pour 
répondre à tous ces besoins ; 
• La composition dynamique des services : face à l'hétérogénéité des services, les 
SIP se retrouvent devant le challenge de développer des modèles, des techniques et 
des algorithmes afin de composer dynamiquement les services hétérogènes et de 
les exécuter d’une manière transparente tout en prenant en considération 
l’adaptation aux changements fréquent de l’environnement ;  
• La prédiction (recommandation) dynamique des services : un des challenges des 
SIP est d’introduire des techniques de recommandation dans la perspective 
d’augmenter le caractère dynamique et proactif du système en proposant à 
l’utilisateur le service le plus approprié qui pourra l’intéresser. Un utilisateur, 
même dans le cadre d’un SIP, peut suivre un modèle de comportement qui 
évoluent avec le temps. Ces schémas de comportement représentent certaines 
habitudes de l’utilisateur lorsqu’il interagit avec son système. La prise en compte 
de ces habitudes nous permet d’anticiper ses besoins, et ainsi rendre les SIP plus 
proactifs. Le défi est de faire ceci de la manière la plus transparente possible. Il 
faut donc retrouver les moyens pour mieux comprendre les besoins des utilisateurs 
et observer le contexte dans lequel ils évoluent et sollicitent certains services. 
L’objectif ici est de trouver le mécanisme qui va permettre d’offrir une meilleure 
pro-activité au système, notamment par la compréhension de la relation entre la 
notion de contexte et des besoins des utilisateurs. 
Les Systèmes d’Information Pervasifs doivent faire face à l’ensemble des challenges que 
nous avons évoqués dans cette section. Dans la suite de ce chapitre et dans le cadre de cette 
thèse, nous allons nous concentrer essentiellement sur les deux challenges : la découverte et la 
prédiction de services. Nous nous intéressons ainsi aux différentes approches mises en place 
par les systèmes orientés services soient-elles techniques, sémantiques ou intentionnelles. 
 La découverte de services   3.5.2.
Durant les dernières années, de grands efforts de recherche ont été menés sur le sujet de la 
découverte des services. Effectivement, la pertinence d’un mécanisme de découverte de 
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services dépend de comment son algorithme de mise en correspondance (matching) permet 
d’aller au-delà de ce que fournissent déjà les mécanismes standards comme UPnP, Jini, etc.  
Ce sujet a ainsi été largement traité selon une vision sémantique. Différents travaux, tels 
que (Paolucci et al., 2002) (Klusch et al., 2006) (Martin et al., 2007), ont concentré leurs 
efforts sur la mise en correspondance sémantique entre les capacités d’un service et la requête 
d’un utilisateur. Ces travaux ont servi de base pour d’autres travaux, tels que les travaux dans 
le domaine de la découverte de services sensibles au contexte (Suraci et al., 2007) (Ben 
Mokhtar et al., 2008) (Toninelli et al., 2008). Ceux-ci prennent en considération le contexte 
d’un service et le contexte courant de l’utilisateur lors de la découverte du service le plus 
approprié. De plus, d’autres travaux suivant une approche intentionnelle ont proposé des 
mécanismes de découverte de services selon l’intention (Mirbel et Crescenzo, 2010a) 
(Aljoumaa, 2011) (Olsson et al., 2011). Ceux-ci prennent en considération l’intention qu’un 
service est capable de satisfaire lors du processus de découverte.  
3.5.2.1.  La découverte de services sémantiques  
Les premiers travaux de découverte de services sémantiques, tels que (Klusch et al., 2006) 
et (Martin et al., 2007), se sont focalisés sur la mise en correspondance entre les entrées et les 
sorties pour la découverte du service le plus pertinent face à une requête donnée. Ces auteurs 
proposent des mécanismes de mise en correspondance sémantique (Paolucci et al., 2002) 
(Martin et al., 2007) et hybride (Klusch et al., 2009) en se basant sur les signatures des 
capacités fournies par les services. Ces mécanismes comprennent notamment l’identification 
des relations de subsomption entre les concepts décrivant les entrées et les sorties d’un service 
(Zaremski et Wing, 1995). Ces relations, semblables aux relations d’héritages, permettent de 
relier des concepts plus spécifiques à des concepts plus généraux explorant ainsi les 
hiérarchies entre les concepts dans une ontologie.  
3.5.2.1.1. L’approche proposée par Paolucci et al.   
Une des approches les plus connues de découverte de services sémantiques a été proposée 
par Paolucci et al.(Paolucci et al., 2002) et Sycara et al. (Sycara et al., 2003). Ces auteurs se 
basent sur une description de services en DAML-S (OWL-S), dans laquelle un profil de 
service est décrit afin de refléter les fonctionnalités qu’il souhaite fournir à la communauté. Ils 
proposent, ensuite, un mécanisme de découverte de services se basant sur un algorithme de 
mise en correspondance sémantique entre une capacité demandée, décrite sous la forme d’un 
ensemble d’entrées fournies et de sorties requises, avec un ensemble de capacités fournies, 
décrites elles aussi sous la forme d’un ensemble d’entrées et de sorties. Cet algorithme se base 
sur une ontologie DAML (OWL), dans laquelle les entrées et les sorties d’un service sont 
sémantiquement décrites comme des concepts dans cette ontologie. En se basant sur cette 
ontologie, le processus de mise en correspondance peut faire des inférences sur les relations 
hiérarchiques de subsomption, conduisant ainsi à une mise en correspondance sémantique 
malgré les différences syntaxiques. Dans cet algorithme, Paolucci et al. (Paolucci et al., 2002) 
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analyse les correspondances entre les capacités des services, fournies et demandées, selon 
quatre niveaux distincts : 
• Exact : si le concept demandé correspond exactement au concept proposé ou s’il 
représente une sous classe directe du concept proposé ;  
• Plug-In : si le concept proposé subsume celui qui est requis et celui-ci n'est pas 
une sous-classe directe du premier ; 
• Subsume : si le concept demandé subsume le concept proposé et celui-ci n'est pas 
une sous-classe directe du premier ;  
• Fail : s’il n’y a aucune relation entre les deux concepts. 
Dans cet algorithme, Paolucci et al. (Paolucci et al., 2002) reposent sur une première étape 
de mise en correspondance entre les sorties. Cette étape retourne, pour chaque sortie évaluée, 
un score représentant le degré de mise en correspondance obtenu. Ainsi, le service ayant le 
score le plus élevé sera sélectionné à la fin de cette étape. Toutefois, selon cet algorithme, la 
mise en correspondance entre les entrées n’est effectuée qu’en deuxième étape et sous 
condition que le résultat de la première étape retourne une égalité. 
Cette approche a été la base de différentes approches de découverte de services, telles que 
OWLS-MX (Klusch et al., 2006) que nous présentons dans la section suivante. 
3.5.2.1.2. Les approches OWLS-MX, WSMO-MX et SAWSDL-MX 
Klusch et al. (Klusch et al., 2006) (Klusch et Kaufer, 2008) (Klusch et al., 2009) proposent 
différentes approches de découverte de services utilisant différents langages de description de 
services (OWL-S, WSMO et SAWSDL). Ces approches retournent le service le plus pertinent 
qui répond au mieux à la requête de l’utilisateur. Elles sont dites hybrides car elles se basent 
sur une combinaison de mécanismes de mise en correspondance syntaxique et sémantique. 
Chacune de ces approches a abouti à la proposition d’un outil de Matchmaker : OWLS-MX 
(Klusch et al., 2006), WSMO-MX (Klusch et Kaufer, 2008) et SAWSDL-MX (Klusch et al., 
2009). 
Dans les trois approches, l’algorithme de mise en correspondance reçoit comme requête 
une description du service voulu en OWL-S, en WSMO ou en SAWSDL et retourne en 
conséquence les services les plus pertinents, qui se rapprochent au mieux de cette description. 
A chaque service est associé le degré de mise en correspondance et une valeur de similarité 
syntaxique par rapport à la requête. L’utilisateur peut spécifier le degré de mise en 
correspondance souhaité, ainsi qu’un seuil pour la valeur de similarité syntaxique. La 
différence entre les approches réside dans les formats de services utilisés et dans les degrés de 
mise en correspondance appliqués.  
L’approche OWLS-MX (Klusch et al., 2006) propose cinq degrés de mise en 
correspondance en plus des degrés Exact et Fail, dont trois basés uniquement sur la logique 
(Plug-In, Subsumes et Subsumed-By) et deux de type hybrides (Logic-based Fail et Nearest-
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neighbor). Le degré Logic-based Fail est utilisé lorsque le service ne parvient pas à répondre 
à la demande en fonction des critères de filtrage basés sur la logique, tandis que le degré 
Nearest-neighbor indique une certaine similarité entre un service S et une requête R définie 
comme :∀ INS ∃ INR : INs ≥ INR ET ∀ OUTR ∃ OUTs : OUTR ≥ OUTS V SIMIR (SnR) ≥α.  
Contrairement au précédent, le Matchmaker WSMO-MX (Klusch et Kaufer, 2008) utilise 
WSML à la place de OWL-S. La spécificité de ce Matchmaker réside dans l’usage de la 
notion d’intention (goal) dans la mise en correspondance, par l’application récursive de 
différents filtres sur les pré-conditions et les post-conditions associées à un service. Ces filtres 
représentent les mises en correspondance intentionnelles et syntaxiques, ainsi que ceux sur les 
relations, sur les contraintes et sur les paramètres. Le résultat est une mise en correspondance 
de l’intention selon sept degrés : equivalence, plug-in, inverse plug-in, intersection, 
disjonction, similarité floue (mise en correspondance basée sur la non logique), et neutre 
(lorsqu’aucune correspondance n’est déterminée ou lors d’un échec, le seuil de tolérance d’un 
échec de mise en correspondance est déclaré).  
L’approche SAWSDL-MX (Klusch et al., 2009) accepte, quant à elle, des services spécifiés 
en SAWSDL. Le processus de mise en correspondance se situe au niveau de l’interface de 
service en évaluant toutes les combinaisons des opérations d’un service offert et du service 
demandé. Cette évaluation repose sur le raisonnement par subsomption (exact, subsumes et 
subsumedBy) mais également sur une mise en correspondance syntaxique similaire à OWLS-
MX. Celle-ci compare la moyenne de similitude entre les vecteurs d'entrées et les vecteurs de 
sorties pour chaque opération offerte et requise à l’aide des mesures de similarité de texte 
(Loss-of-Information, Extended Jaccard, cosinus ou Jensen-Shannon) (Klusch et al., 2009). 
Ces approches précédemment citées (Paolucci et al., 2002) (Klusch et al., 2006) (Klusch et 
Kaufer, 2008) (Klusch et al., 2009) se caractérisent par une mise en correspondance 
sémantique entre les services disponibles et la requête de l’utilisateur. Dans la section 
suivante, nous présentons les approches de découverte de services qui, en plus de leur 
caractère sémantique, prennent en considération aussi le contexte d’utilisation. 
3.5.2.2.  La découverte de services sémantiques sensibles au contexte 
La sensibilité au contexte est la base pour différentes approches de découverte de services, 
à l’instar de (Suraci et al., 2007) (Ben Mokhtar et al., 2008) et (Vanrompay et al., 2011). Ces 
approches se basent, dans leur majorité, sur des descriptions sémantiques des services. La 
sensibilité au contexte étant une des caractéristiques de SIP (cf. section 2.4), ces approches 
sont ainsi particulièrement pertinentes pour les SIP, puisque ceux-ci doivent adapter leurs 
offres de services à l’environnement et au contexte d’utilisation.    
3.5.2.2.1. L’approche DAIDALOS  
Suraci et al. (Suraci et al., 2007) proposent une approche orientée contexte pour la 





. Suraci et al. (Suraci et al., 2007) considèrent la découverte de services sensibles au 
contexte comme la capacité d’utiliser l’information contextuelle pour découvrir et 
sélectionner les services les plus pertinents pour l’utilisateur. Ils considèrent que l’utilisateur 
et le service ont des exigences sur les informations de contexte dont ils ont besoin pour 
fonctionner correctement. Un utilisateur peut avoir des exigences sur le contexte d’un service 
qu'il recherche (disponibilité, localisation, etc.), ainsi que sur le contexte fourni par 
l'environnement (connexion sans fil, etc.). Un service peut demander à son tour des 
informations contextuelles sur l'utilisateur (lieu, les capacités du terminal, etc.) et de 
l'environnement (réseau, etc.).  
 
Figure 14. Les trois phases du mécanismes de filtrage lors du processus de découverte de service (d’après (Suraci 
et al., 2007)) 
Dans le cadre de cette approche, illustrée par la Figure 14, l’utilisateur débute le processus 
de découverte de services en fournissant au serveur de découverte de services (SDS – Service 
Discovery Server) sa requête et le pointeur vers sa description de contexte. Cette requête est 
composée de deux parties : (i) la requête basique (Basic Query) exprimée dans un des 
langages de découverte de services de bas niveau, tels que SLP, UPnP, UDDI, etc. ; (ii) la 
requête sémantique (Semantic Query) exprimée en utilisant un langage de requête sémantique 
de haut niveau. 
Du côté fournisseur, le service est décrit selon le contexte auquel il doit répondre. Celui-ci 
est décrit et publié par le fournisseur de service dans le gestionnaire de contexte. Ce contexte 
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inclut les conditions d’utilisation du service en fonction de la description de l’utilisateur 
(localisation, dispositif, mémoire disponible, taille de l’écran, etc.) et de son environnement 
(la température, le taux de pollution, etc.). Il agit donc comme une contrainte pour l’usage de 
chaque service. La description d’un service est elle aussi organisée en description basique, 
exprimée en XML ou WSDL, et en description sémantique, exprimée en OWL-S.  
Après la réception de la requête utilisateur, le SDS invoque le moteur de filtrage de 
services qui effectue la recherche de services en plusieurs phases, comme l’illustre la Figure 
14 :  
• Le filtre de base compare la requête basique de l’utilisateur aux descriptions 
basiques des services stockés dans un répertoire de services ; 
• Le filtre sémantique compare la requête sémantique de l’utilisateur et les 
descriptions sémantiques des services qui n’ont pas été filtrées lors de la première 
étape. Le résultat de ce filtre est une liste de services qui répondent aux besoins de 
l’utilisateur mais sans aucune restriction sur les informations contextuelles ; 
• Le filtre de contexte compare le contexte associé au service aux attentes de 
l’utilisateur en termes de contexte de service. Il compare également le contexte de 
l’utilisateur avec les conditions d’utilisation de chaque service analysé et le 
contexte de l’environnement avec les exigences de l'utilisateur et du service en 
termes de contexte de l'environnement. 
L’originalité de ce travail réside dans la représentation de contexte associé à un service 
grâce à l’extension de OWL-S. Plus spécifiquement, le profil du service a été étendu par un 
attribut contexte qui représente une URL pointant vers le contexte réel du service décrit en 
OWL. Cette séparation entre les deux descriptions facilite la mise à jour des informations 
contextuelles caractérisées par leur nature dynamique.  
3.5.2.2.2. L’approche AIDAS  
Toninelli et al. (Toninelli et al., 2008) considèrent que, dans les environnements pervasifs, 
les utilisateurs ont besoin de services sensibles au contexte adaptés à des paramètres tels que 
la localisation, l'environnement d'exécution, etc. Ces auteurs proposent alors un mécanisme de 
découverte de services personnalisé intégrant une représentation sémantique des données de 
contexte ainsi qu’une mise en correspondances de ces données.  
Ce mécanisme de découverte de services a été développé dans le cadre du middleware 
AIDAS (Adaptable Intelligent Discovery of Context-Aware Services). Celui-ci propose un 
mécanisme de découverte de services destiné aux utilisateurs mobiles. Le middleware AIDAS 
exploite la sensibilité au contexte sous forme de métadonnées, contenant les informations 
contextuelles. Ce modèle de métadonnées est composé des métadonnées de services, de 
l'utilisateur et de son dispositif. Chacun de ces composants est décrit par un profil statique qui 
contient les informations d'identification, ainsi que les capacités, les exigences et les 
interfaces des services, et un profil dynamique qui décrit les propriétés des services qui 
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peuvent varier dans le temps. Ce profil dynamique comprend essentiellement des 
informations sur les conditions d'exploitation du service (état du service). 
Dans cette approche, le mécanisme de découverte de services considère en entrée les 
capacités offertes par les services et celles requises par l’utilisateur et offre en sortie le degré 
de la similarité sémantique entre eux. Pour chaque capacité requise, l’algorithme est capable 
de reconnaître les relations de subsomption possibles avec la capacité offerte, à l’instar de 
Paolucci et al. (Paolucci et al., 2002), à savoir la capacité offerte peut être une instance de la 
classe de la capacité requise (exact), ou une instance d'une classe qui subsume celle-ci 
(subsume) ou une instance d'une classe qui est subsumé par celui-ci (plug-in). Ces relations 
sémantiques sont déterminées en considérant les valeurs de propriétés et les classes des 
capacités offertes et requises. En cas de correspondance exacte pour toutes les capacités du 
service, alors le service offert est compatible avec la demande de l'utilisateur. Dans le cas où 
la correspondance n'est pas exacte, la compatibilité est évaluée en fonction des préférences de 
l’utilisateur. S'il existe une préférence indiquant que la contrainte sur cette propriété peut être 
assouplie, un plug-in ou un subsume peut être considéré comme compatible 
3.5.2.2.3. L’approche EASY  
Similairement aux approches précédentes, Ben Mokhtar et al. (Ben Mokhtar et al., 2008) 
proposent un middleware sémantique et orienté services, nommé EASY, illustré à la Figure 15, 
pour la découverte et la composition de services dans un environnement pervasif.  
 
Figure 15. Aperçu de l'architecture du middleware EASY (d’après (Ben Mokhtar et al., 2008)) 
Cette proposition inclut le langage EASY-L basé sur OWL, pour la spécification 
sémantique, non ambiguë, de propriétés fonctionnelles et non-fonctionnelles des services. De 
plus, elle présente EASY-M (EASY-Matching) qui représente un ensemble de relations de 





























fonctionnelles et non fonctionnelles. EASY-M fournit les moyens pour découvrir le service 
qui correspond au mieux aux exigences non-fonctionnelles des utilisateurs en prenant en 
considération leurs préférences. Ben Mokhtar et al. (Ben Mokhtar et al., 2008) adoptent des 
niveaux de mise correspondance similaires à ceux proposés par Paolucci et al. (Paolucci et al., 
2002) (cf. section 3.5.2.1.1). Ils présentent ainsi leurs trois relations pour la mise en 
correspondance des propriétés fonctionnelles des capacités requises et des capacités offertes : 
ExactCapabilityMatch, InclusiveCapabilityMatch et WeakCapabilityMach. La relation 
ExactCapabilityMatch permet de trouver les capacités offertes qui correspondent exactement 
à une capacité requise. La relation InclusiveCapabilityMatch permet de trouver des capacités 
qui peuvent être plus génériques que la capacité requise, tandis que la relation 
WeakCapabilityMach représente la relation la moins restrictive, où les concepts des capacités 
requises soit subsument, soit sont subsumés par les concepts offerts. Ceci permet de découvrir 
des services fournissant des sorties plus spécifiques que celle requises. 
En se basant sur EASY-L et EASY-M, le middleware EASY utilise un algorithme 
d’encodage hors ligne lequel réalise un encodage des concepts des ontologies utilisés et 
permet ainsi de réduire le coût du raisonnement sémantique sur les ontologies à une 
comparaison numérique de codes. Selon Ben Mokhtar et al. (Ben Mokhtar et al., 2008), cet 
algorithme s'appuie sur les nombres premiers et prend en charge un encodage progressif et 
sans conflit, permettant ainsi de faciliter la réutilisation et l’extension des ontologies 
existantes. Le middleware EASY se base sur cette technique d’encodage pour d’organiser 
efficacement les spécifications des services sémantiques dans les répertoires de services. Cette 
organisation permet de réduire considérablement le nombre de mises en correspondance 
sémantiques effectuées lors de la découverte de services. 
3.5.2.2.4. L’approche proposée par Vanrompay et al.   
Vanrompay et al. (Vanrompay et al., 2011) proposent un mécanisme de découverte de 
services basé sur une mise en correspondance contextuelle, lequel prend en compte 
l'incertitude des informations de contexte lors du classement des variantes de services. Ce 
mécanisme se base sur des descriptions de services en OWL-S enrichies avec des propriétés 
contextuelles. Ces propriétés représentent le contexte requis du service, lesquelles sont non 
fonctionnelles et liées à l'environnement d'exécution le plus adapté pour le service. A l’instar 
de Suraci et al. (Suraci et al., 2007), la description de contexte requis est incluse dans un 
fichier XML extérieur référencé à l’intérieur du profil de service OWL-S. L’originalité de 
cette approche réside dans l’analyse de cette description contextuelle sous forme de graphe. 
Dans ce graphe, les objets représentent les concepts et les propriétés, alors que les arêtes 
représentent les relations reliant ces concepts. 
Cette approche par graphe permet de comparer les informations contextuelles en se basant 
sur des mesures de similarité. Le mécanisme de découverte de services utilise des mesures de 
similarité locale combinées à des mesures de similarités globales dans le but de comparer les 
exigences liées au contexte de chaque variante de service avec les valeurs du contexte courant 
d’exécution. Les mesures locales comparent deux nœuds individuellement, en considérant 
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seulement le concept qu'il représente et ses propriétés. Les mesures globales prennent en 
compte le graphe dans son ensemble, évaluant, par exemple, la proportion des éléments 
similaires dans les deux graphes. Ces mesures sont basées sur l'analyse des valeurs moyennes 
et des degrés d'incertitude. Le degré d’incertitude est représenté comme une métadonnée 
associée au contexte observé. Plus le degré d’incertitude est faible, plus l’information 
contextuelle est fiable. Les résultats de ces mesures globales sont utilisés pour classer les 
services selon leur pertinence dans le contexte courant. 
3.5.2.2.5. L’approche proposée par Petit   
Petit (Petit, 2010) propose une approche spatiale pour la modélisation et la conception d’un 
Système d'Information mobile et distribué par l’analyse du contexte. Cet auteur propose un 
modèle décrivant l'espace géographique d’un système utilisé pour différencier un ensemble de 
contextes d'exécution. Son but principal est d’aider et de guider les concepteurs à caractériser 
les évolutions possibles de la mobilité du systèmes lors de sa future exécution. La description 
de contexte permet de mettre en correspondance les attentes des utilisateurs avec les capacités 
techniques de la plateforme afin de leur offrir les fonctionnalités les plus adéquates. Dans ce 
modèle, les composants de la plateforme génèrent une seule région d'exécution définie selon 
une certaine couverture spatiale. Cette région d’exécution présente l'espace dans lequel ce 
composant agit au sein du système. Ce modèle définit également des régions d'intérêt qui sont 
définies par rapport à des informations relatives à des lieux ou des évènements de 
l'environnement du système.  
Dans ces travaux, Petit (Petit, 2010) propose un cadre de conception unifié permettant 
d’identifier et de prendre en compte les besoins des utilisateurs et leurs attentes futures. Ce 
cadre se définit selon les deux étapes suivantes : (1) définition des objectifs des utilisateurs ; 
et (2) identification des étapes nécessaires à l’accomplissement de ces objectifs (tâches). Ce 
cadre de conception est utilisé comme support pour l’intégration des contextes d’exécution 
décrits par l’étude géographique de l’environnement et des relations entre régions. Le cadre 
de conception résultant est dit cadre de conception étendu. Il considère les variations du 
contexte d’exécution au niveau de chaque composant. Il ajoute ainsi une description 
géographique de l’environnement comme entrée du processus de modélisation. La 
modélisation des contextes d’exécution est fournie en entrée d’un processus de conception 
étendu, centré sur l’analyse des tâches des utilisateurs pour l’écriture de scénario.   
3.5.2.3.  La découverte de services sémantiques intentionnels 
En plus des approches sémantiques et sensibles au contexte citées précédemment, une 
autre vision est proposée par des travaux tels que (Rolland et al., 2010) (Aljoumaa et al., 
2011) (Olsson et al., 2011). Ces approches, dites guidées par l'intention, prônent l'importance 
des besoins de l'utilisateur lors du choix des services.  
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3.5.2.3.1. L’approche SATIS 
L’approche SATIS (Semantically AnnotaTed Intentions for Services) (Mirbel et Crescenzo, 
2010b) a été proposée dans la perspective d’offrir à des utilisateurs finaux le moyen de 
représenter leurs démarches de recherche de Services Web pour opérationnaliser des parties 
d’un processus métier. Cette approche permet, d’une part, aux utilisateurs finaux d’exprimer 
leurs besoins selon une perspective intentionnelle, et d’autre part, de les aider à rechercher les 
Services Web disponibles qui correspondent à leurs besoins. Cette approche est dépendante 
d’un domaine particulier pour lequel des connaissances du domaine et des descriptions de 
services Web sont disponibles. 
L’approche SATIS (Mirbel et Crescenzo, 2010b) repose sur les technologies du Web 
sémantique pour représenter : (i) les besoins intentionnels de haut niveau des utilisateurs ; (ii) 
les patrons de spécifications de services Web ; ainsi que (iii) les spécifications des services 
Web. Dans leur approche, ces auteurs adoptent le modèle de la Carte (Rolland, 2007) pour la 
description des besoins intentionnels des utilisateurs finaux. Le modèle de carte met en avant 
les intentions et les stratégies possibles pour atteindre celles-ci. Celles-ci sont rassemblées 
dans une ontologie spécifiée en RDFS (Brickley et Guha, 2004), dédiée à la représentation 
des processus intentionnels et à l’annotation du processus de recherche (Corby et al., 2009). 
En plus de cette ontologie, l’approche SATIS repose sur deux autres ontologies, une ontologie 
OWL-S utilisée pour la description de Services Web, et une ontologie de domaine, notamment 
une ontologie décrivant les images médicales et les traitements d’image associés (Mirbel et 
Crescenzo, 2010b). Finalement, les patrons de spécifications de service Web sont définis à 
l’aide du langage de requête SPARQL. Ces patrons de spécifications des services Web sont 
ainsi modélisés comme des patrons de graphes qui sont projetés sur les graphes des 
annotations de Services Web (Mirbel et Crescenzo, 2010a). 
L’approche SATIS propose ainsi un modèle de réutilisation et de partage de requêtes dans 
une communauté permettant de construire les démarches d’une façon dynamique. Ces 
requêtes sont organisées sous la forme d’un ensemble de fragments de démarche de 
recherche. Un fragment de démarche représente un morceau autonome et cohérent du 
processus de recherche de Services Web (Mirbel et Crescenzo, 2010a), modélisé sous forme 
de requêtes SPARQL. Chaque fragment permet de supporter l’opérationnalisation d’une partie 
du processus métier (e.g. une chaîne de traitement d’images) à l’aide de Services Web (Mirbel 
et Crescenzo, 2010b). Ces fragments seront par la suite réutilisés et partagés à l’intérieur 
d’une communauté d’utilisateurs partageant les mêmes centres d’intérêts dans un domaine.  
L’approche SATIS (Mirbel et Crescenzo, 2009) passe par quatre phases, comme l’illustre 
la Figure 16. La première phase est la phase d’élicitation dans laquelle les utilisateurs finaux 
définissent leurs fragments de démarches selon le modèle de la Carte (Rolland, 2007). La 
deuxième phase représente la phase de formalisation comportant deux activités. Tout 
d’abord, elle se charge de raffiner certaines sections (composées d’une intention source, d’une 
intention cible et d’une stratégie) de la Carte décrite lors de la phase d’élicitation. Ce 
raffinement permet de détailler la manière d’atteindre une intention cible. Ensuite, elle se 
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charge de générer les requêtes SPARQL afin de concrétiser chaque section par un service 
Web approprié ou par un ensemble de spécification de services Web. La troisième phase est la 
phase de fragmentation, laquelle transforme toutes les spécifications capturées pendant la 
phase de formalisation en un ensemble de règles (Corby et al., 2009). Finalement, la 
quatrième phase est la phase de population. Cette phase consiste à dériver les spécifications 
sémantiques des services Web pour opérationnaliser l’ensemble des intentions et des 
stratégies associées à la requête en cours de réalisation. 
 
Figure 16. L’approche SATIS (d’après (Mirbel et Crescenzo, 2009)) 
Dans approche (Mirbel et Crescenzo, 2010b), la phase de recherche comporte deux 
alternatives : (i) rechercher parmi les besoins intentionnels décrits explicitement dans la 
mémoire sémantique de la communauté ; ou (ii) créer lui-même une nouvelle spécification de 
besoin. La création d’une nouvelle spécification consiste à spécifier des besoins intentionnels 
selon le modèle de la Carte (Rolland, 2007), sous forme d’intentions et de stratégies pour les 
atteindre. Cette modélisation permet de spécifier des intentions suffisamment précises pour 
qu’elles soient associées à des patrons de spécifications de Services Web. Par la suite, l’étape 
de mise en œuvre de la démarche de découverte de Services Web va permettre 
l’opérationnalisation du processus métier. Quant au mécanisme de recherche de services, il 
s’appuie sur un moteur de chaînage arrière qui exploite les règles SPARQL implémentant les 
fragments de démarches. Plus spécifiquement, l’approche SATIS s’appuie sur le moteur 
sémantique CORESE (Corby et al., 2009), lequel représente un moteur de recherche 
sémantique basé sur le modèle des graphes conceptuels. CORESE intègre un moteur de 
chaînage arrière exploitant des règles implémentées par des requêtes SPARQL représentant 
les fragments de la forme construct-where. Selon cette formalisation, la clause construct est 
un patron de graphe permettant de construire la représentation RDF de la section de la carte et 
la clause where est un patron de graphe qui représente soit une carte (règle abstraite) soit un 
critère de recherche de ressources pertinentes (règle concrète).  
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Le point fort de SATIS est qu’elle s’appuie sur les modèles et langages du Web 
sémantique pour enrichir la description des besoins des utilisateurs et ainsi proposer des 
moyens de raisonnement et d’explications des Services Web trouvés pour implémenter un 
besoin métier. 
3.5.2.3.2. L’approche PASiS 
Aljoumaa et al. (Aljoumaa et al., 2011) proposent une approche sémantique orientée 
services basée sur l’architecture iSOA (Kaabi et Souveyet, 2007) (Rolland et al., 2010) (cf. 
section 3.4.3.3). A partir du modèle de services intentionnels (ISM - Intentional Services 
Model), Aljoumaa et al. (Aljoumaa et al., 2011) proposent l’approche PASiS (Publishing And 
Searching intentional Services) dont l’objectif est de permettre aux utilisateurs finaux 
d’exprimer leurs besoins sous forme de requêtes basées sur le modèle d’intention de Prat 
(Prat, 1997) (cf. section 3.4.3.1). A l’aide d’un processus de reformulation, l’approche PASiS 
vise à assister les utilisateurs lors de la formulation de leur requête. Ces auteurs se basent 
essentiellement sur le principe de guidage méthodologique pour formuler les besoins des 
utilisateurs sous forme d’intention et découvrir et sélectionner les services intentionnels les 
plus proches des besoins de l’utilisateur. Cette approche vise ainsi à rendre opérationnels les 
travaux de (Kaabi et Souveyet, 2007) (Rolland et al., 2010) en implémentant, entre autres, le 
mécanisme de découverte de services intentionnels de l’architecture iSOA. Ce mécanisme 
repose sur une description des services en SAWSDL étendue afin de prendre en considération 
l’aspect intentionnel (Aljoumaa et al., 2011).  
Le mécanisme de découverte de services guidé par l’intention, se base sur un ensemble 
d’ontologies : (i) iOnto décrivant les services intentionnels ; (ii) vOnto représentant les verbes 
du domaines ; et (iii) pOnto représentant l’ontologie de domaine. Ce mécanisme de 
découverte applique un algorithme de mise en correspondance sémantique entre une requête 
formulée sous forme d’intention et les intentions des services disponibles dans le répertoire 
étendu de services. Cette mise en correspondance s’inspire particulièrement de Paolucci et al. 
(Paolucci et al., 2002). Elle détermine un possible lien d’héritage entre deux concepts dans 
l’ontologie et ensuite, en fonction du nombre de niveaux hiérarchiques qui les séparent, elle 
détermine si les deux intentions correspondent. 
L’architecture iSOA (cf. section 3.4.3.3), comme pour PASiS (Aljoumaa, 2011), considère 
qu’un service intentionnel est attaché directement à un service technique (une relation 1 à 1). 
Ces auteurs ne prennent pas en charge non plus la dynamique de l’environnement technique 
par rapport à la réalisation de l’intention, ni le fait que dans des contextes différents, une 
intention peut être réalisée par différents services techniques.  
3.5.2.3.3. L’approche proposée par Olsson et al.  
Olsson et al. (Olsson et al., 2011) défendent également l'utilisation de l'intention pour 
décrire les services selon un nombre arbitraire de niveaux d'abstraction. Ces auteurs proposent 
une approche de découverte de services orientée intention. Dans cette approche, un utilisateur 
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doit être capable de spécifier une intention de haut niveau, exprimée en WSML, en termes de 
QoS, d’indicateurs clés de performance et, bien sûr, de fonctionnalités spécifiques. Cette 
intention décrit un état souhaité du système, ce qui va permettre au mécanisme de découverte 
de découvrir les services les plus pertinents qui peuvent satisfaire l’intention de l’utilisateur. 
Cette approche se base sur une méthodologie ascendante (bottom-up) pour la modélisation 
sémantique des services Web, en se basant sur l’annotation des fichiers WSDL avec des 
informations sémantiques pour chaque opération. Ainsi, ces auteurs représentent un service 
Web comme un ensemble d’opérations annotées sémantiquement. Chaque opération est 
modélisée comme un ensemble de variables d’entrée et de sortie, et d’états de transition 
constitués d’une assomption (assumption) et d’un effet. 
Dans le mécanisme de découverte de services, une intention est mise en correspondance 
avec les effets des opérations, et les assomptions peuvent alors, à leur tour, être considérées 
comme des intentions supplémentaires qui infèrent des dépendances entre les opérations. Ce 
mécanisme se base sur un algorithme de mise en correspondance, également inspiré des 
travaux de Paolucci et al. (Paolucci et al., 2002). Cette mise en correspondance entre une 
intention et l’effet d’une opération est déterminée ainsi selon les mêmes niveaux que Paolucci 
et al. (Paolucci et al., 2002) (exact, plug-in, subsume et fail), alors que la mise en 
correspondance des opérations s’effectue par une vérification de la requête dans le framework 
WSML2Reasoner (Grimm et al., 2007). 
De plus, cette approche de découverte de services intègre un algorithme de raffinement 
d’intention. Cet algorithme décompose une intention en sous intentions plus spécifiques avec 
lesquelles on peut avoir un résultat de mise en correspondance plus précis. Cet algorithme de 
raffinement d’intentions permet de déterminer également l’ensemble d’opérations qui sont 
nécessaires pour l’accomplissement d’une intention. Selon ces auteurs (Olsson et al., 2011), 
cet algorithme de raffinement permet non seulement la description des services, mais aussi 
l'amélioration de la performance de la découverte de ces services. 
Cette approche se concentre uniquement sur les aspects fonctionnels, permettant de 
découvrir avec les opérations des services qui devraient être utilisées lors d’une composition. 
3.5.2.4.  La découverte de services sémantiques sensibles au contexte 
et intentionnels 
Aucun de travaux précédemment cités (Mirbel et Crescenzo, 2010b) (Aljoumaa et al., 
2011) (Olsson et al., 2011) ne combine la notion de contexte à celle d’intention, contrairement 
à Santos et al. (Santos et al., 2009), Ramadour et Fakhri (Ramadour et Fakhri, 2011) et Ma et 
al. (Ma et al., 2011) qui ont relevé l’importance d’exploiter l’étroite relation entre ces deux 
notions dans les processus de découverte de services. 
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3.5.2.4.1. L’approche proposée par Santos et al.  
Santos et al. (Santos et al., 2009) proposent le framework GSF (Goal-Based Service 
Framework), qui permet une découverte et une composition dynamique de services guidée 
par l'intention et le contexte. Cette approche se base sur la notion d’intention afin d’analyser 
les besoins exprimés par les utilisateurs. Pour cela, ces auteurs identifient à priori un ensemble 
d'intentions spécifiques à un domaine et les différentes tâches qui permettent leur 
accomplissement. Les services sont aussi associés à ces tâches, permettant une découverte 
guidée par l'intention. Le concept d’intention est utilisé afin d’exprimer l’objectif de 
l’utilisateur vis à vis du service. 
Le framework GSF illustré à la Figure 17 propose ainsi une ontologie des services basée 
sur les intentions (GSO) (Goal Service Based-Ontology) décrivant les concepts indépendants 
du domaine tels que le service, le client, le fournisseur, l’intention, la tâche et leurs relations. 
Ces concepts sont par la suite utilisés et spécialisés dans les ontologies de tâche et de 
domaine. L’ontologie de domaine inclut les concepts spécifiques à un domaine, les relations 
entre ces concepts et les intentions valides que les utilisateurs de ce domaine peuvent avoir, 
tandis que l’ontologie de tâche utilise les concepts définis dans l’ontologie de domaine et 
fournit les définitions spécifiques à ce domaine des tâches et comment elles peuvent être liées 
à l'accomplissement des intentions de l'utilisateur. 
Le framework GSF fournit également une plateforme des services sensibles au contexte 
supportant l'interaction entre les fournisseurs et les clients de services. Du point de vue 
fournisseur, la plateforme prend en charge la publication des descriptions de services. Du 
point de vue client, celle-ci fournit des mécanismes de découverte, de composition et 
d’invocation de services. Cette plateforme comprend des composants de gestion de contexte 
qui se chargent de fournir des informations contextuelles de l'utilisateur. Ces informations 
représentent des données d'entrée pour les services découverts, et sont utilisées autant pour la 
sélection de la tâche qui répond à une intention donnée, que pour réduire l'interaction de 
l'utilisateur avec la plateforme soutenant ainsi un comportement plus autonome. 
  
Figure 17. Les principaux composants de GSF  (d’après(Santos et al., 2009)) 
A travers cette plateforme (Santos et al., 2008) (Santos et al., 2009), un client peut 
soumettre soit une intention, en demandant à la plateforme de lui retourner le service qui 



























d’intention, alors un processus de découverte de services en deux phases démarre. La 
première phase effectue une mise en correspondance entre l’intention de l'utilisateur et les 
intentions définies dans l'ontologie de domaine. Si une intention est trouvée, le processus 
déclenche la deuxième phase qui va chercher les tâches définies dans l'ontologie de tâche 
pouvant répondre à cette intention. Ce processus identifie alors les services qui implémentent 
la tâche satisfaisant l’intention demandée, grâce à une correspondance entre les services et les 
tâches fixées à l'étape précédente. Par contre, si l’utilisateur choisit de soumettre une tâche, 
alors la plateforme tente de trouver la mise en correspondance entre la tâche demandée et 
celles dans l'ontologie de tâches, puis les services qui implémentent les tâches choisies. 
Cette approche semble particulièrement restrictive car elle demande l’association au 
préalable des intentions aux tâches dans l’ontologie de tâches. Par ailleurs, la notion de 
contexte n’est utilisée que comme un paramètre d'entrée pour les services recherchés, sans 
avoir une réelle relation avec l'intention. Ces auteurs ne considèrent le contexte que comme 
un filtre pour la découverte de services, le contexte étant décrit comme une partie des entrées 
nécessaires aux services, et les intentions comme de simples étiquettes permettant de relier les 
demandes des utilisateurs aux services. 
3.5.2.4.2. L’approche proposée par Ramadour et Fakhri 
Ramadour et Fakhri (Ramadour et Fakhri, 2011) proposent une méthode de découverte et 
de composition de services nommée PAX (Pattern-Based Approach for Composition of 
Services). Cette approche se base sur la notion d’intention et de contexte afin de formaliser les 
besoins des utilisateurs et de représenter les aspects environnementaux (culturel, 
organisationnel, spatial, temporel) et non fonctionnels (qualitatif, sécuritaire) liés aux 
utilisateurs (rôle, compétence).   
Dans leur travaux, ces auteurs proposent l’utilisation des patrons de compositions afin 
d’assurer l’accessibilité, la réutilisation et l’adaptabilité des compositions. Ces patrons 
réalisent une certaine intention dans un contexte donné. D’un côté, l’intention est structurée 
selon le modèle de Prat (Prat, 1997). De l’autre côté, le contexte est exprimé sous la forme 
d’assertions contextuelles exprimées sous forme de type (temporelle, financière, rôle, 
compétence, etc.) et de sa formulation. Ces deux notions sont basées sur les concepts de 
l’ontologie contextuelle proposée par (Ramadour et Fakhri, 2011). Les assertions 
contextuelles sont combinées à travers les connecteurs logiques AND et NOT.  
Pour découvrir les compositions de services nécessaires pour répondre aux besoins des 
utilisateurs, Ramadour et Fakhri (Ramadour et Fakhri, 2011) se basent sur la notion de 
rapprochement entre l’intention et le contexte de l’utilisateur avec ceux des patrons 
disponibles. Ce rapprochement comporte essentiellement deux types de traitements : (i) la 
similarité des intentions ; et (ii) la compatibilité de contexte. Ces deux traitements se basent 
sur une ontologie linguistique. D’une part, la similarité des intentions repose sur la similarité 
sémantique entre les actions et les objets. Ainsi, deux intentions sont similaires si leurs 
actions (verbes) et leurs objets sont sémantiquement équivalents selon l’ontologie 
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linguistique. Cette équivalence comporte les liens d’hyponymie et de synonymie, et est 
évaluée soit à une mesure exacte, soit à un poids entre [0..1] reflétant l’équivalence 
sémantique. D’autre part, la compatibilité de contexte se base sur des assertions contextuelles. 
Les assertions contextuelles sont séparées en deux groupes. Le premier groupe comporte les 
assertions positives, celles qui sont combinées par l’opérateur AND. Le deuxième groupe 
comporte les assertions négatives, celles qui sont combinées par l’opérateur NOT. Ainsi, la 
compatibilité de deux contextes commence par comparer séparément les assertions positives 
et négatives. Cette comparaison se base sur l’équivalence sémantique, selon l’ontologie 
linguistique, entre le type et la formulation de deux assertions contextuelles. 
La découverte des services composites représente un des trois opérateurs de l’approche 
proposée par Ramadour et Fakhri (Ramadour et Fakhri, 2011), en plus de l’opérateur de 
spécialisation qui permet de descendre dans le niveau d’abstraction et d’opérationnalisation 
qui permet d’assembler les compositions fournies par les patrons d’une manière abstraite. Ces 
opérateurs représentent le processus de manipulation des compositions de services, lequel 
prend comme entrée le besoin à satisfaire et comme sortie la composition de services 
retrouvée à l’aide du processus de découverte décrit ci-dessus.  
3.5.2.4.3. Extension de WSMO pour la sensibilité au contexte  
Afin de suivre l’évolution des applications mobiles, l’approche WSMO a été étendue afin 
de prendre en considération divers éléments non fonctionnels, tels que la notion de contexte 
(Grenon, 2009). L’incorporation des informations contextuelles dans WSMO a été traitée 
dans le cadre du projet européen SOA4ALL
2
. L'objectif principal de ce projet est de fournir 
un cadre global qui intègre les avancées technologiques (i.e. SOA, gestion de contexte, Web 
2.0 et Web sémantique) dans une plateforme de prestation de services cohérente et 
indépendante du domaine. Dans ce cadre, Grenon (Grenon, 2009) propose des mécanismes et 
des directives pour spécifier des dimensions structurant et uniformisant les informations 
contextuelles. Ces dimensions fournissent un ensemble d’informations contextuelles 
pertinentes dont certaines on été introduites dans une extension minimale de WSMO. Cette 
extension repose d’abord sur la relation entre l’intention et ces dimensions, considérées 
comme aspects non fonctionnels de l’intention. Pour cela, une nouvelle classe d’éléments a 
été ajoutée à WSMO et spécialisée dans les relations ci-dessus. Enfin, une notion d’agent pour 
la collecte de l’information contextuelle a aussi été ajoutée.  
Outre l’approche de Grenon (Grenon, 2009), Saadon et Mohamad (Saadon et Mohamad, 
2011) propose également une extension de WSMO, appelée WSMO-M, destinée à 
l’Informatique Mobile. Celle-ci considère le contexte en tant que propriété non fonctionnelle. 
Ces auteurs considèrent que l’ensemble des propriétés non fonctionnelles (NFP – Non-
Functional Properties) proposé par WSMO, tel que description, relation, sécurité, exactitude, 
couverture, version, passage à l’échelle, etc., ne sont pas suffisamment expressives et 




flexibles pour prendre en considération l’attribut contexte. Par conséquence, et comme 
l’illustre la Figure 18, ils proposent une nouvelle catégorie de la classe NFP appelée contexte. 
Celle-ci contient toutes les informations contextuelles qui peuvent être associées à la classe 
service Web, telles que ressource, moyen de paiement, localisation et temps, ainsi qu’à la 
classe intention, telles que le profil de l’utilisateur et du dispositif, la localisation et le temps.   
 
Figure 18. Extension des propriétés non fonctionnelles du modèle conceptuel de WSMO (d’après (Saadon et 
Mohamad, 2011)) 
De plus, ces auteurs proposent un mécanisme de découverte de services qui repose sur une 
mise en correspondance des propriétés fonctionnelles (pré-conditions et post-conditions), 
mais également des éléments de contexte liés au service et à l’utilisateur et une mise en 
correspondance sémantique entre l’intention qu’un service permet de satisfaire et la requête 
de l’utilisateur exprimée sous la forme d’intention. Celle-ci repose sur les mêmes degrés de 
mise en correspondance proposés par (Paolucci et al., 2002) : exact, plug-in, subsume et fail.      
Les approches précédemment citées visent la satisfaction immédiate d’une requête directe 
de l’utilisateur. Il s’agit d’un comportement réactif et non proactif. Dans la section suivante, 
nous présentons ces approches proactives, de la prédiction de services, lesquelles représentent 
le deuxième challenge de SIP auquel nous nous intéressons.  
 La prédiction de services 3.5.3.
A ce jour, une majorité de systèmes sensibles au contexte sont simplement réactifs, prenant 
les décisions en se basant seulement sur le contexte courant. Les recherches dans les systèmes 
anticipatoires et proactifs, notamment par la prédiction de la situation future de l’utilisateur, 
sont encore à leurs débuts. Dans de tels systèmes, un utilisateur peut avoir un ensemble 
d’habitudes. En exploitant celui-ci, nous pouvons améliorer la transparence des systèmes en 
réduisant l'effort de compréhension de l'utilisateur par l’anticipation de ces besoins. Plusieurs 
approches ont été proposées afin d’atteindre ce caractère anticipatoire soit des services, par la 













































































d’utilisation, par la prédiction (Meiners et al., 2010)(Boytsov et Zaslavsky, 2011). Les 
prochaines sections introduisent certaines de ces approches. 
3.5.3.1.  Prédiction de contexte 
Dans l’Informatique Pervasive, plusieurs recherches ont été menées dans le cadre de la 
prédiction de contexte d’utilisation. Ces contributions visent à introduire de nouvelles 
techniques de prédiction afin d’augmenter le caractère dynamique des systèmes pervasifs.  
3.5.3.1.1. L’approche proposée par Mayrhofer et al.  
Une des premières contributions dans la prédiction de contexte a été proposée par 
Mayrhofer (Mayrhofer, 2004). Cet auteur propose une architecture et un cadre pour la 
prédiction de contexte. Il est basé sur une classification non supervisée, qui tente de trouver 
des clusters de contexte, jusque-là inconnues à partir des données d'entrée, représentant des 
patrons récurrents. Cette approche interprète le contexte comme des états, dans lesquels un 
utilisateur ou un dispositif avance d’un état à un autre. Ainsi, l’interprétation d’un 
changement de contexte, comme une trajectoire d’état, permet de prévoir le développement 
futur de la trajectoire, et par conséquent prédire le contexte attendu.  
 
Figure 19. Architecture de prédiction de contexte ( d’après (Mayrhofer, 2004)) 
Mayrhofer (Mayrhofer, 2004) propose un processus en cinq étapes illustré à la Figure 19, 
qui prend en entrée des séries temporelles (ensembles d’observations, chacune enregistrée à 
un temps précis) et qui offre en sortie le contexte courant de l’utilisateur (ou d’un dispositif) 
ainsi que son contexte futur prédis. 
L’étape d’acquisition de contexte se charge de collecter les informations contextuelles à 
partir d’un ensemble de capteurs physiques ou logiques. Les données ainsi capturées sont 
transformées en des caractéristiques (features) plus significatives lors de l’étape d’extraction 
des caractéristiques afin de mieux les interpréter. Ensuite l’étape de classification se charge 
de reconnaître les patrons récurrents, appelés clusters, dans l'espace des caractéristiques 
définies lors de l’étape précédente. Cette approche de classification utilise un vecteur de 













degrés d'appartenance. Ce degré représente la probabilité que le vecteur de caractéristiques 
appartienne à un cluster. Cette étape repose sur une extension de l’algorithme de classification 
LLGNG (Lifelong Growing Neural Gas) (Hamker, 2001). Enfin, l’étiquetage affecte des 
noms descriptifs aux clusters individuels ou aux combinaisons de clusters. Une fois les 
clusters identifiés, l’étape de prédiction va essayer de prédire le cluster de contexte futur sur 
la base de l'historique observé. Cette étape s'appuie sur le vecteur de clusters généré par 
l'étape de classification. Cela permet de prévoir plus qu'une future meilleure correspondance 
de contexte en exploitant les degrés appartenance aux clusters. L'objectif est de générer des 
vecteurs de cluster pour des points dans le futur, qui correspondent au vecteur de cluster 
courant fourni par l'étape de classification. Cela permet d’alimenter les vecteurs de clusters 
prévus (prédis) dans l'étape d'étiquetage pour fournir des étiquettes de contextes prévus pour 
une utilisation dans des applications dynamiques.  
3.5.3.1.2. L’approche proposée par Sigg et al.  
Semblable à Mayrhofer (Mayrhofer, 2004), Sigg et al. (Sigg, 2008) (Sigg et al., 2010) 
proposent une définition formelle de la tâche de prédiction de contexte répondant à la 
problématique posée sur la qualité de contexte et sur la prise en compte de l’ambiguïté de 
cette information qui peut être incomplète (cf. section 2.3.4.1). Ils proposent une architecture 
de prédiction de contexte basée sur une méthode d'alignement, à partir de laquelle les 
informations de contexte manquantes sont déduites.  
L’architecture proposée par Sigg et al. (Sigg et al., 2010), à l’instar de Mayrhofer 
(Mayrhofer, 2004), est aussi basée sur des patrons de contexte type que l’algorithme 
d’apprentissage construit pour guider le module de prédiction. Ceux-ci sont composés de 
séries temporelles auxquelles on attribue des poids décrivant l’importance attachée à chacune. 
Ainsi, si la série temporelle observée est identique ou similaire à un patron de contexte, alors 
le poids attaché à l’alignement dans la base est renforcé. Dans le cas contraire, un nouvel 
alignement est rajouté à la base et les poids des autres patrons de contexte qui sont différents 
du nouveau patron de contexte observé sont réduits. Ces séries temporelles représentent 
l'historique de contexte. Elles sont alimentées par toutes les sources de contexte disponibles 
dans la couche d'acquisition de contexte de l’architecture.  
Le module de prédiction de contexte se base sur une méthode d’alignement, permettant de 
prédire la continuation la plus probable d’une série temporelle à partir du suffixe de la 
séquence observée. Cette approche de prédiction par alignement cherche à aligner deux 
chaînes à l'aide de leurs écarts de sorte que le nombre de positions correspondant aux deux 
chaînes soit maximisé. Enfin Sigg et al. (Sigg et al., 2010) proposent également un module 
d’apprentissage continu dans le but de s’adapter à l'évolution des environnements ou des 
habitudes des utilisateurs. Il surveille en permanence les séries temporelles enregistrées dans 
l'historique de contexte et met à jour les patrons enregistrés. Cependant, dans le cadre de ces 
travaux, ces auteurs ne proposent aucune implémentation spécifique pour ce module 
d’apprentissage. Seules les conditions requises pour celui-ci sont indiquées, notamment 
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l'interface spécifiée par l'historique de contexte et le langage de description des règles, 
représentant les patrons. 
3.5.3.1.3. L’approche SCP 
Meiners et al. (Meiners et al., 2010) proposent une approche de prédiction de contexte 
nommée SCP (Structured Context Prediction). Celle-ci est basée sur deux principes clés. Le 
premier repose sur l’utilisation des connaissances du domaine d'application que les 
développeurs peuvent intégrer au moment du design. Ces connaissances sont décrites selon un 
modèle de prédiction qui spécifie la manière dont les prédictions doivent être exécutées et qui 
configure le système de prédiction. Le deuxième principe expose l’application de plusieurs 
méthodes de prédiction, qui sont échangeables. Ces méthodes sont proposées afin d’assurer 
l'exactitude et l'efficacité des prédictions spécifiques à un domaine. Elles peuvent être choisies 
et combinées par les développeurs d'applications. D’après (Meiners et al., 2010), le modèle de 
prédiction attribue une méthode pour chaque variable afin de prédire sa valeur. La méthode 
utilise comme entrée les valeurs d'autres variables qui sont soit prédites par leurs propres 
méthodes, soit connues (mesurables par des capteurs).  
 
Figure 20. Architecture du système de prédiction selon l'approche SCP (d’après (Meiners et al., 2010)) 
De plus, ces auteurs proposent une architecture pour un système de prédiction qui peut être 
utilisé comme un composant réutilisable par des applications sensibles au contexte. Cette 
architecture, comme l’illustre la Figure 20, se base sur quatre éléments principaux. Le premier 
représente le composant de connaissances, lequel contient les connaissances sur les relations, 
les caractéristiques et les régularités qui déterminent le contexte. Ce composant est constitué 
d’un modèle de prédiction et des instances de données. Ensuite, cette architecture comporte le 
composant d'acquisition de données qui se charge d'acquérir des données de contexte. Un 
troisième composant, celui de l'apprentissage, obtient régulièrement des données de contexte 
du composant d'acquisition et les affecte aux méthodes de prédictions comme des données 
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résultats de l’exécution de ces méthodes. Le dernier composant représente celui de la 
prédiction. Il utilise les connaissances acquises pour la prédiction effectuée sur demande. Ce 
composant repose sur un algorithme proposé par (Meiners et al., 2010) qui se charge de 
coordonner l’ensemble de méthodes. Cet algorithme est inspiré de l’algorithme « Stochastic 
Simulation » (Jensen, 2001) initialement développé pour les réseaux bayésiens. 
3.5.3.2.  Systèmes de recommandation centrés sur le contexte 
Dans le cadre de la prédiction de services, nous avons souligné, à travers la littérature, des 
contributions dans le domaine de la recommandation de services. Ces contributions sont 
similaires aux approches de prédiction puisqu’elles cherchent à proposer les prochains 
services qui peuvent intéresser l’utilisateur et répondre à son besoin futur. 
3.5.3.2.1. L’approche proposée par Abbar et al.  
Abbar et al. (Abbar et al., 2009) fournissent une approche, dans laquelle les services sont 
recommandés sur la base des fichiers log de l'utilisateur et de son contexte courant. Ces 
auteurs proposent un système de recommandation sensible au contexte nommé CARS – 
(Context-Aware Recommender System), qui se base sur le profil de l’utilisateur et sur son 
contexte. Cette approche utilise une architecture, sur laquelle un ensemble de concepts 
génériques (profil de l’utilisateur, utilisateur actif, contexte, contexte actif, profil contextualisé 
et profil opérationnel) et de services de personnalisation (découverte de services, 
contextualisation des services, service de liaison, service de mise en correspondance) sont 
déployés afin de rendre une application sensible au contexte.  
 
Figure 21. Architecture du système de recommandation sensible au contexte (d’après (Abbar et al., 2009)) 
Cette architecture, comme l’illustre la Figure 21, se répartie en deux processus. Le premier 
est le processus d’acquisition de la connaissance qui se charge d’acquérir et de gérer les 
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besoin pour la recommandation des services. Dans ce processus, l’acquisition de contexte se 
base sur les logs contenant un ensemble d’enregistrements lesquels contiennent à leur tour les 
informations contextuelles (date, temps, dispositif, etc.). Ces enregistrements sont regroupés 
en un ensemble de clusters qui représentent le contexte régulier. Ce processus utilise d’abord 
l’algorithme « Agglomerative Hierarchical Clustering » (AHC) pour estimer le nombre de 
clusters. Le nombre de clusters retrouvés ainsi que les enregistrements représentent, par la 
suite, l’entrée de l’algorithme « K-means » utilisée pour déterminer les clusters. De plus, ce 
processus inclut une étape de contextualisation du profil de l’utilisateur laquelle se charge de 
découvrir les relations entre les éléments de contexte et les profils de l’utilisateur. 
Le deuxième processus représente le processus de recommandation personnalisée 
proprement parlé. Le moteur de recommandation accepte comme entrée le profil contextualisé 
de l’utilisateur ainsi que son contexte courant. Au cours de ce processus, un algorithme appelé 
« Top Contextual K Neighbors » est appliqué afin de déterminer un nombre « K » 
d’utilisateurs qui sont les plus similaires à l’utilisateur actif par rapport à son profil. Ensuite, 
dès que les K plus proches des voisins sont déterminés, les classements attribués aux éléments 
à recommander sont agrégés. Le résultat d’agrégation permet de décider s’il est pertinent ou 
pas de recommander un certain item représentant le service à recommander à l’utilisateur. 
Comme pour les autres approches de prédiction de contexte, cette approche nécessite, afin 
de sélectionner et de recommander des services, des données historiques (log), qui ne sont pas 
toujours disponibles. En effet, elle a besoin d’une première phase de collecte afin d’obtenir 
suffisamment de données qui vont être traitées par la suite. De ce fait, les premières 
recommandations de services peuvent être biaisées et surtout peuvent ne pas intéresser 
l’utilisateur puisqu’elles ne sont pas déduites à partir de ses habitudes.  
3.5.3.2.2. Approche proposée par Xiao et al.  
A l’encontre de l’approche précédente, l’approche proposée par (Xiao et al., 2010) propose 
une procédure de recommandation de services sans compter sur des fichiers logs. Ces auteurs 
(Xiao et al., 2010) proposent une approche qui détermine dynamiquement un modèle de 
contexte. Ce modèle gère divers types et valeurs contextuels, et recommande ensuite des 
services en utilisant ces informations. Cette approche utilise les ontologies pour améliorer la 
sémantique des valeurs de contexte associées à un utilisateur et identifie automatiquement les 
relations entre ces différentes valeurs. Ces auteurs se basent sur les relations entre les valeurs 
de contexte afin de trouver les services potentiels dont l'utilisateur pourrait avoir besoin. Une 
relation définit la façon dont les classes ou les individus peuvent être associés entre eux dans 
une ontologie. Elle peut être soit une relation prédéfinie par l’ontologie (subclass, partOf, 
complement ou equivalence), soit une relation spécifique représentée par les propriétés de 
l’ontologie. Au lieu de définir manuellement les règles de type si-alors en utilisant des types 
de contexte spécifiques ou des valeurs prédéfinies, cette approche utilise les relations entre les 
valeurs de contexte afin de déduire le contexte dans lequel émerge les besoins des utilisateurs.  
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La Figure 22 présente un aperçu de cette approche. Pour identifier les relations, une 
recherche des ontologies disponibles pour étendre la sémantique des valeurs de contexte est 
effectuée. Les relations identifiées sont utilisées afin de découvrir le contexte dans lequel les 
besoins des utilisateurs sont exprimés. Ceci conduit à la génération des critères de recherche 
des services correspondants. Ces critères sont utilisés à leur tour pour la recherche de 
nouveaux services, permettant au système de recommander ces services aux utilisateurs. 
 
Figure 22. Les étapes de l'approche de recommandation de services sensibles au contexte (Xiao et al., 2010) 
Les relations de contexte sont de deux types, les relations entre deux valeurs de contexte et 
les relations entre multiples valeurs. Les relations entre deux valeurs de contexte identifient 
deux entités appartenant à des ontologies différentes, en se basant sur la similarité entre elles. 
Cette similarité peut être entre deux propriétés atomiques (si elles ont le même nom et la 
même valeur de propriété), ou entre deux classes ou deux propriétés non atomiques (si elles 
ont le même nom ou n’importe quelle propriété définie dans l’une est similaire à une propriété 
dans l’autre). En se basant sur cette similarité, quatre relations peuvent être identifiées entre 
deux valeurs de contexte, à savoir : intersection, complémentaire, équivalence et 
indépendance. Les relations entre multiples valeurs de contexte sont décrites à l’aide du 
modèle E-R (Entity Relationship). Pour chaque relation entre deux valeurs, les valeurs sont 
converties en entités du modèle et les types de relations en nœuds de relation dans le modèle.  
Concernant la génération des critères de recherche, cette approche définie des règles 
génériques pour inférer les besoins des utilisateurs à partir du modèle E-R. Ensuite, elle 
extrait les critères de recherche (mots clés) de la description des besoins des utilisateurs pour 
rechercher les services à recommander.  
3.6.  CONCLUSION ET CONSIDERATIONS FINALES 
Dans ce deuxième chapitre de l’état de l’art, nous avons introduit la notion de service. Ces 
services se caractérisent essentiellement par leur indépendance par rapport aux aspects 
technologiques et à leur implémentation et ont été conçue principalement pour répondre à des 
besoins de réutilisation et d’interopérabilité (Papazoglou et Georgakopoulos, 2003). Dans le 
cadre des systèmes sensibles au contexte, multiples travaux (Maamar et al., 2006) (Baldauf et 
al., 2007) (Toninelli et al., 2008) (Preuveneers et al., 2009) démontrent l’intérêt de la notion 
de service pour l’adaptabilité d’un système. La notion de service permet ici de masquer 
l’hétérogénéité technologique des environnements pervasifs. Ainsi, l’orientation service 
permet ainsi de répondre au besoin de gestion de l’hétérogénéité des SIP et notamment des 




















Nous avons également souligné un ensemble de challenges auxquels les SIP orientés 
services doivent faire face. Ces challenges représentent les éléments clés pour la construction 
d’un SIP proactifs et réactifs aux changements de l’environnement et aux besoins des 
utilisateurs. Nous nous sommes ainsi focalisés sur d’eux d’entre eux, à savoir la découverte et 
la prédiction de services. Nous avons ainsi exposé une multitude d’approches de découverte 
et de prédiction de services. Avec l’apparition du Web sémantique, différentes approches de 
découverte de services sémantiques, telles que (Paolucci et al., 2002) (Sycara et al., 2003) 
(Klusch et al., 2009), ont été proposées. Celles-ci, même si elles sont prometteuses, 
demeurent assez limitées quant à son emploi dans le cadre d’un environnement pervasif et 
donc dans les SIP. En effet, ces approches se limitent aux capacités des services en termes 
d’entrée et de sortie et ne prennent pas en considération le caractère dynamique de 
l’environnement par la prise en compte de l’information contextuelle. De plus, elles ne 
tiennent pas compte du besoin réel de l’utilisateur derrière sa demande d’un service.      
Les approches suivantes même si elles sont différentes, représentent une évolution des SI 
vers des SI centrés utilisateur, soit par une approche intentionnelle (Mirbel et Crescenzo, 
2010b) (Aljoumaa et al., 2011) (Olsson et al., 2011), soit par une approche contextuelle 
(Suraci et al., 2007) (Toninelli et al., 2008) (Vanrompay et al., 2011). Cependant, les 
approches sensibles au contexte requièrent des connaissances techniques complexes de 
l’utilisateur s’il veut comprendre le choix suggéré, alors que normalement ces utilisateurs 
demandent simplement un service qui répond à leurs besoins. Cette problématique, est 
évoquée par les approches intentionnelles. Celles-ci focalisent sur les besoins des utilisateurs 
décrits sous forme d’intention. Toutefois, la satisfaction de ces intentions par les services peut 
varier selon le contexte dans lequel se situe l’utilisateur. Ces approches ne prennent pas en 
considération cet aspect, ce qui peut nuire au résultat proposé à l’utilisateur en lui offrant un 
service mal adapté à son contexte d’usage. 
 Nous pensons que ces approches sont en réalité complémentaires, et qu’une telle évolution 
ne peut être atteinte véritablement que par la combinaison de ces deux approches. À notre 
avis, seulement un mécanisme de découverte de services basé à la fois sur le contexte et sur 
l'intention de l'utilisateur est en mesure de répondre à des questions telles que « pourquoi un 
service est utile dans un contexte donné ? » ou « dans quelles circonstances émerge le besoin 
d'un service ? ». Cette vision a commencé à se développer dans la littérature. Quelques 
auteurs, dont (Santos et al., 2009) (Ramadour et Fakhri, 2011) (Ma et al., 2011), proposent 
déjà d’associer ces deux notions lors de la découverte et de la composition de services. 
Cependant, pour beaucoup d’entre eux, cette association reste assez floue. Le contexte reste 
souvent confiné à un rôle de filtre pour la découverte de services, étant présenté comme une 
partie des entrées nécessaires aux services, alors que les intentions sont vues comme de 
simples étiquettes permettant de relier les demandes des utilisateurs aux services. Nous 
croyons, au contraire, que le contexte ne peut être réduit à de simples paramètres d’entrées ou 
de sorties. Non seulement il influence l’exécution du service, mais il caractérise le service lui-
même et les intentions affichées par le service.   
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Selon notre analyse, aucun des travaux cités ne propose un mécanisme de découverte de 
services qui combine et exploite réellement le contexte et l'intention. Un tel mécanisme de 
découverte de services est essentiel dans le cadre d’un SIP transparent et centrée utilisateur, 
lequel doit se caractériser par son adaptabilité au contexte et sa compréhension de l’utilisateur 
et de ses besoins. Le même constat peut être fait pour les mécanismes de prédiction de 
services. Nous avons souligné deux familles d’approches intéressantes, à savoir les approches 
de prédiction de contexte et les approches de recommandation de services. Les approches de 
prédiction de contexte dans les environnements pervasifs, tels que (Mayrhofer, 2004) (Sigg, 
2008) (Meiners et al., 2010), tentent de prédire le prochain contexte de l'utilisateur en fonction 
de son contexte courant et de son historique. Tous ces auteurs proposent des architectures et 
des méthodes intéressantes qui assurent la prédiction de contexte de haut et de bas niveau. 
Cependant, aucun de ces travaux n’associent à ce contexte les services ou les activités qu'un 
utilisateur invoque. Ils se focalisent uniquement sur la prédiction de contexte suivant ou la 
prédiction de la continuité de celui-ci, sans pour autant souligner comment ce contexte prédit 
est utilisé pour découvrir ou prédire le service. 
A l’opposé les approches de recommandation de services selon le contexte, tels que (Abbar 
et al., 2009) et (Xiao et al., 2010), proposent des mécanismes pour recommander le service 
suivant selon le contexte de l’utilisateur. La plupart de ces approches tiennent compte 
uniquement des informations contextuelles, sans prendre en considération les besoins réels de 
l'utilisateur derrière un service, c'est-à-dire, de ses objectifs. Ils proposent une mise en œuvre 
à l'utilisateur, en ignorant pourquoi celle-ci est nécessaire. 
Aujourd'hui, un enjeu important dans le domaine des SIP est de se positionner au niveau de 
l'utilisateur et de prendre en considération sa mobilité et la dynamique de l’environnement qui 
l’entoure. Les approches que nous avons présentées, que ce soit la découverte ou la prédiction 
de services, n’exploitent pas vraiment l’étroite relation entre la notion d’intention, qui 
représente le besoin de l’utilisateur, et la notion de contexte. En conséquence, plusieurs 
possibilités sont offertes à l'utilisateur, qui n’est pas toujours en mesure de les utiliser 
proprement, ni de comprendre ce qui lui est proposé. Afin de répondre aux exigences des SIP, 
il nous semble nécessaire de concevoir et de développer des mécanismes de découverte et de 
prédiction de services qui doivent être guidés à la fois par le contexte et par l’intention. 
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Chapitre 4.  VISION INTENTIONNELLE ET 
CONTEXTUELLE DES SYSTEMES D ’INFORMATION 
PERVASIFS 
 
4.1.  INTRODUCTION 
Après une analyse de la littérature (cf. Chapitre 2 et Chapitre 3), nous pouvons constater 
que les SI traditionnels ne sont plus adaptés à l’environnement pervasif dans lequel évolue 
l’utilisateur actuellement. Aucun des éléments caractérisant un environnement pervasif 
(hétérogénéité, dynamisme, etc.) n’est particulièrement pris en compte dans ces systèmes, 
conçus pour les environnements de bureau stables et contrôlés. Ceci à fait apparaître une 
nouvelle génération des SI, les Systèmes d’Information Pervasifs.  
Nous proposons dans cette thèse une nouvelle vision intentionnelle et contextuelle pour la 
gestion de ces nouveaux Systèmes d'Information Pervasifs orientés services. Cette vision 
répond aux problématiques de transparence, d’adaptation à l’environnement et d’adaptation 
aux utilisateurs relevés dans le premier chapitre (cf. section 1.2). Notre vision est centrée 
utilisateur, qui devient le centre des nouveaux Systèmes d'Information Pervasifs.  
Ce chapitre rappelle notre contexte de recherche, à savoir les SIP, et notre problématique 
de départ, laquelle a conduit à notre proposition d’une vision intentionnelle et contextuelle des 
SIP. Nous présentons ensuite un aperçu détaillé de la solution répondant à la problématique et 
la mise en place des hypothèses en pratique.  
4.2.  RAPPEL DU CONTEXTE DE RECHERCHE ET DE LA 
PROBLEMATIQUE 
Dans cette section, nous rappelons notre contexte de recherche et la problématique qui a 
conduit à notre proposition (cf. Chapitre 1).   
 Contexte de recherche 4.2.1.
Comme nous l’avons présenté dans le Chapitre 2, l’Informatique Pervasive est devenue 
une réalité grâce à l'intégration transparente de plusieurs périphériques dans notre vie 
quotidienne. Les nouvelles technologies ont élargi les frontières des Systèmes d'Information 
(SI) en dehors de l'environnement des entreprises. Le BYOD (Bring Your Own Device) 
illustre assez bien cette tendance : les employés apportent leurs propres dispositifs au bureau 
et continuent à les utiliser pour accéder au SI, même quand ils sont en déplacement. La 
conséquence de cette évolution technologique est que les SI doivent maintenant faire face à 
un environnement pervasif, et à l'avenir, intégrer des éléments physiques ainsi que logiques et 
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organisationnels. Par ailleurs, dans les dernières années, les SI ont massivement adoptés une 
approche basée sur les services, devenant ainsi des systèmes orientés services exposant ses 
fonctionnalités en tant que services.  
Ainsi, émerge une nouvelle génération de Systèmes d'Information, appelée les Systèmes 
d'Information Pervasifs (SIP). Les SIP ont l'intention d’améliorer la productivité de 
l'utilisateur en permettant aux services d’un SI d’être disponibles à tout moment et à 
n’importe quel endroit. Ces systèmes déplacent le paradigme d'interaction de l'informatique 
de bureau aux nouvelles technologies, passant d'un environnement entièrement contrôlé (le 
bureau) vers un environnement pervasif hautement dynamique.  
 Problématique 4.2.2.
Les Systèmes d'Information Pervasifs doivent faire face à des environnements pervasifs, 
sans laisser derrière le fait qu'ils demeurent des Systèmes d'Information. Les SIP doivent faire 
face à l'hétérogénéité qui caractérise les environnements pervasifs. La transparence est donc 
nécessaire afin de cacher aux utilisateurs cette hétérogénéité des dispositifs, des 
infrastructures et des services. Cette transparence est d'autant plus nécessaire en raison du rôle 
central que jouent les SI dans les entreprises. Ces systèmes sont conçus pour aider les 
utilisateurs à atteindre des objectifs métiers bien précis. Par conséquent, lors de l’utilisation de 
tels systèmes, les utilisateurs doivent se concentrer sur leurs propres tâches/activités et non sur 
la technologie elle-même. Sans transparence, tout Système d'Information Pervasif ne sera pas 
en mesure de remplir avec succès son rôle de SI. 
Au cours de la dernière décennie, beaucoup de recherches ont été effectuées sur les 
systèmes et principalement sur les services sensibles au contexte (Maamar et al., 2006) 
(Toninelli et al., 2008) (Vanrompay et al., 2011) (Bronsted et al., 2010) (Truong et Dustdar, 
2009). Ces travaux de recherche proposent un comportement sensible au contexte pour la 
découverte et la composition de services. La sensibilité au contexte devient un élément clé 
pour soutenir de tels environnements pervasifs. Ainsi, les Systèmes d'Information Pervasifs 
devraient fournir des capacités de sensibilité au contexte afin de faire face aux changements 
dynamiques de l'environnement et d’améliorer l'efficacité de l'utilisateur. 
Néanmoins, les SIP, contrairement aux systèmes pervasifs, doivent aussi se comporter 
comme des Systèmes d'Information traditionnels, gérant les services en fonction de 
l'utilisateur et des objectifs métiers. Les SIP représentent la prochaine génération des SI et ils 
doivent aussi faire face à ce rôle de SI. En raison de leur rôle stratégique, les SIP ne peuvent 
pas être conçus comme des systèmes pervasifs « normaux ». Les SIP doivent être 
« contrôlables » et « maîtrisables ». En d'autres termes, ils doivent être gérés et contrôlés par 
la Direction des Systèmes d’Information (DSI), puisqu’une exposition inappropriée d'un 
service interne peut avoir des conséquences importantes pour l'activité de l'entreprise. Ainsi, 
les comportements exploratoires et opportunistes, tels que ceux proposés par (Preuveneers et 
Berbers, 2010) et (Khan, 2010) ne peuvent pas être pleinement acceptés par la DSI. Ils 
représentent un risque pour le SI vu le rôle qu’il joue dans l’entreprise. 
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La conception des Systèmes d'Information Pervasifs qui réponde aux exigences des SI et 
des systèmes pervasifs est un défi. Les SIP sont censés être conçus pour améliorer l'efficacité 
de l'utilisateur en tenant compte de l’environnement pervasif dans lequel l'utilisateur émerge. 
Pour réussir, les SIP doivent tirer profit des opportunités offertes par les environnements 
pervasifs, et notamment la mobilité de l'utilisateur, tout en offrant aux utilisateurs des services 
du Système d'Information de manière transparente. Les SIP doivent être conçus afin de 
fournir les services les plus appropriés que les utilisateurs ont besoin pour satisfaire leurs 
objectifs dans leur situation courante. 
Pour récapituler, nous résumons notre problématique à un problème de conception et de 
réalisation d’un SIP transparent, s’adaptant à l’environnement (sensibilité au contexte) et à 
l’utilisateur (prise en compte des intentions et de la mobilité de l’utilisateur). A l’heure 
actuelle, il existe peu de modèles ou de méthodes permettant aux concepteurs et aux 
développeurs de prendre en compte ces besoins lors de la conception d’un SIP.  
Ainsi, nous avons privilégié l’axe conceptualisation du système à développer pour élaborer 
notre solution, à l’instar de Mathieu Petit (Petit, 2010), qui propose un cadre conceptuel pour 
les Systèmes d’Information mobiles et distribués (cf. section 3.5.2.2.5) exploitant des modèles 
géographiques. La cible du système à développer, dans notre cas, ne prend pas en 
considération uniquement l’aspect géographique mais s’étend plus généralement à 
l’adaptation à l’environnement et à l’utilisateur. 
4.3.  APERÇU DE LA SOLUTION 
La conception de Systèmes d'Information Pervasifs est un défi pour lequel la DSI n’a 
aucune aide. Nous soutenons que l'utilisateur doit être au centre de cette nouvelle génération 
de Systèmes d'Information, étant donné que ces systèmes doivent être conçus pour aider 
l’utilisateur à mieux satisfaire ses objectifs en fonction de l'environnement dans lequel il se 
trouve. En outre, cette vision devrait examiner tous les aspects des nouveaux SIP : leur besoin 
de transparence, l'hétérogénéité et la dynamique des environnements pervasifs, ainsi que les 
intentions qu'ils doivent satisfaire à partir du point de vue SI.  
Ainsi, nous proposons notre vision des Systèmes d’Information Pervasifs. Après notre 
analyse de la littérature dans le Chapitre 2 et Chapitre 3, nous avons constaté que l’orientation 
service, la sensibilité au contexte, ainsi que l’approche intentionnelle représentent des 
approches très prometteuses à prendre en considération afin de concevoir un SIP transparent, 
non intrusif et compréhensible à l’utilisateur. Ces approches représentent des solutions pour 
résoudre les problèmes que nous avons soulevés ci-dessus. 
Les prochaines sections résument notre vision intentionnelle et contextuelle des SIP et les 
différents éléments composant notre solution. 
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 Notre vision intentionnelle et contextuelle des SIP : couplage 4.3.1.
entre services, contexte et intention 
Notre vision des Système d’Information Pervasif est basée sur les notions d’intention, de 
contexte et de services. Elle représente notre solution pour répondre à la problématique de 
recherche soulevée et pour mettre en place les hypothèses, énumérées dans la section 1.3, en 
pratique. Cette solution représente une vision centrée sur l’utilisateur des SIP. Elle permet, 
d’une part, de se focaliser plus sur les besoins réels des utilisateurs à travers une approche 
intentionnelle, assurant ainsi une meilleure compréhension du système des objectifs de 
l’utilisateur derrière sa demande de services. Elle permet, d’autre part, de gérer 
l’hétérogénéité et la dynamique de l’environnement pervasif à travers une approche 
contextuelle. En effet, nous considérons les SIP et leurs éléments à la fois sous l’angle des SI 
et celui des environnements pervasifs, en observant leurs besoins respectifs de contrôle, 
d’intentionnalité et de sensibilité au contexte. Ceci est dans la perspective d’assurer la 
transparence nécessaire pour la conception d’un SIP. 
Notre vision se caractérise par son orientation service. Selon notre analyse de l’état de l’art 
(cf. section Chapitre 3), nous avons soulevé la caractéristique principale de la notion de 
service, à savoir son indépendance par rapport aux aspects technologiques et à leur 
implémentation. Ainsi, une orientation service va permettre de répondre au besoin de gestion 
de l’hétérogénéité technique de l’environnement dans lequel évoluent les SIP et des actions 
que le système propose afin de satisfaire les besoins des utilisateurs. Dans notre vision, la 
notion de service permet de masquer l’hétérogénéité technologique des environnements 
pervasifs. Le concept « service » a été conçu pour répondre à des besoins de réutilisation et 
d’interopérabilité (Papazoglou et Georgakopoulos, 2003). Ses multiples usages dans les 
systèmes sensibles au contexte (cf. section Chapitre 3) démontrent également l’intérêt de la 
notion de service pour l’adaptabilité d’un système.   
De plus, afin de mieux gérer l’hétérogénéité et la dynamique qui caractérisent 
l’environnement pervasif, notre vision se base sur une orientation contexte. Ceci va permettre 
d’adapter les SIP au contexte de l’utilisateur et à l’environnement. A partir de notre analyse 
de la littérature, nous avons soulevé le rôle central que joue cette notion de contexte dans les 
systèmes sensibles au contexte (cf. Chapitre 2). Notre approche présente les SIP comme des 
systèmes sensibles au contexte, qui s’adaptent aux changements sans pour autant demander à 
l’utilisateur de s’adapter lui-même à l’environnement. 
Enfin, et dans la perspective de répondre au mieux aux exigences des utilisateurs et de se 
situer à leur niveau, notre vision des SIP est orientée intention. Ainsi, les SIP peuvent, d’une 
part, mieux comprendre les besoins des utilisateurs, et d’autre part, répondre d’une façon plus 
appropriée à ces besoins. Comme nous l’avons présentée dans la littérature (cf. section 
3.4.3.1), la notion d’intention formalise, en général, les besoins de l’utilisateur. Une intention 
peut être considérée comme le but que nous voulons atteindre sans dire comment l'exécuter 
(Kaabi et Souveyet, 2007). Dans le cadre de notre vision, la notion d’intention est nécessaire 
afin que le système puisse mieux comprendre les besoins des utilisateurs et donc de répondre 
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à ses besoins de la manière la plus appropriée. En effet, l'approche intentionnelle nous permet 
de considérer le service du point de vue des exigences de l'utilisateur, en se concentrant sur 
pourquoi un service est nécessaire, et pas seulement sur comment il est exécuté. En fait, nous 
considérons que l'utilisateur ne nécessite pas un service uniquement parce qu'il est dans un 
contexte donné. Il requiert un service parce qu'il a une intention qu'un service peut satisfaire 
dans ce contexte d’usage (Najar et al., 2012a).  
"
Figure 23. Contexte et intention dans l'orientation service 
Par ailleurs, nous considérons que l’intention de l’utilisateur émerge dans un contexte 
donné et que ses réalisations ne sont valides que dans un contexte d’utilisation bien défini. 
Dans ce cadre, la notion de contexte représente un élément important dans le processus 
d'adaptation d’un système à l'utilisateur et à l’environnement, auquel nous souhaitons ajouter 
la notion d’intention. Ainsi, nous exploitons, dans notre vision des SIP, l’étroite relation entre 
les notions d’intention, de contexte et de service, illustrée à la Figure 23. Nous considérons 
que la satisfaction des intentions de l'utilisateur dans un SIP dépend du contexte dans lequel 
se trouve cet utilisateur. Pour nous, le contexte impacte directement la manière de satisfaire 
les intentions, et ainsi le choix des services qui seront exécutés. 
Ainsi, en combinant les approches intentionnelles et contextuelles dans une orientation 
service et en exploitant la relation qui les lie, nous proposons une nouvelle vision centrée 
utilisateur d’un SIP transparent, non intrusif et compréhensible à l’utilisateur. Nous 
proposons, par la suite, des solutions pour mettre en œuvre cette vision intentionnelle et 
contextuelle des SIP centrés utilisateur. 
 Solution globale : de la conception à la mise en œuvre d’un 4.3.2.
SIP transparent et centré utilisateur- 
Nous proposons, dans le cadre de cette thèse, une solution globale pour mettre en place 
notre vision intentionnelle et contextuelle des SIP orientés services. Nous proposons celle-ci 
dans la perspective d’aider la DSI à concevoir un SIP transparent et centrée utilisateur. Nous 
commençons par introduire un cadre conceptuel des SIP appelé « espace de services » (cf. 
Chapitre 5) afin de conceptualiser le SIP et ses différents éléments. Nous proposons ensuite 
une architecture de gestionnaire de SIP (cf. Chapitre 9) qui interagit avec l’espace de services 
afin d’assurer les fonctionnalités de découverte (cf. Chapitre 7) et de prédiction (cf. Chapitre 
8) des services pour l’utilisateur. Finalement, nous proposons une démarche méthodologique 
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de conception et de réalisation d’un SIP qui supporte le passage du cadre conceptuel vers les 
descriptions de services à l’intérieur du système. 
 
Figure 24. Vision intentionnelle et contextuelle des Systèmes d'Information Pervasifs 
Nous proposons ainsi de présenter, comme l’illustre la Figure 24, notre solution globale 
selon quatre dimensions différentes : conceptuelle, fonctionnelle, système et support. Nous 
détaillons, dans les sections suivantes, chacune de ses dimensions.  
4.3.2.1.  Dimension conceptuelle :  cadre conceptuel des SIP nommé 
« Espace de services »  
Dans cette thèse, nous soutenons que la conception d’un SIP est devenue un problème 
difficile à gérer, en raison notamment de l’immersion des fonctionnalités d’un SIP dans un 
environnement pervasif. Il nous faut donc un cadre conceptuel permettant de masquer 
l’hétérogénéité de cet environnement et de spécifier les fonctionnalités qui seront proposées 
par le SIP et sous quelles conditions, et ceci de manière indépendante des technologies. La 
notion d’espace de services que nous proposons (cf. Chapitre 5) s’attaque à cette question.  
Dans un espace de services s’intègrent, de manière transparente, l’ensemble des services 
offerts par le SI traditionnel (services logiques) et ceux offerts par l’environnement physique, 
grâce à l’intégration de différentes technologies dans cet environnement (services physiques), 
ainsi qu’un ensemble de capteurs qui renseignent l’utilisateur et le système sur cet 
environnement. La notion d’espace de services est un outil conceptuel permettant de gérer 
l’hétérogénéité des environnements pervasifs et des SIP déployés sur ces environnements, ce 
qui offre aux concepteurs des SIP les moyens d’analyser de manière abstraite l’interaction 
entre un utilisateur et le système. Ce cadre conceptuel vise à aider le concepteur à identifier 
les descriptions des services que l’utilisateur a besoin dans son SIP. 
Cet espace de services représente la partie générique de cette dimension conceptuelle 
puisqu’il représente un cadre conceptuel indépendant de la mise en œuvre des SIP et donc des 
modèles de contexte et des approches de services choisis pour son implémentation. Toutefois, 
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cette dimension conceptuelle intègre une partie spécifique nécessaire pour mettre en place 
notre vision intentionnelle et contextuelle des SIP. Nous proposons ainsi de décrire 
sémantiquement, selon cet espace de services, les services en incluant ces informations 
intentionnelles et contextuelles. L’objectif ici est de proposer des services de haut niveau, 
permettant de cacher la complexité technique de l’environnement due, entre autres, aux 
différentes technologies et services proposés. Ces services sont décrits selon le contexte dans 
lequel ils s’adaptent au mieux et les intentions qu’ils peuvent satisfaire. Ceci est basé sur une 
extension de OWL-S nommée OWL-SIC (OWL-S Intentional & Contextual) (cf. Chapitre 6). 
De plus, nous proposons dans ce cadre conceptuel de modéliser sémantiquement les 
informations contextuelles relatives aux éléments de l’espace de services et à l’utilisateur. 
Nous proposons une ontologie multi-niveaux de contexte (cf. section 6.4.1). 
L’espace de services est présenté plus en détails, dans le cadre du Chapitre 5 qui illustre 
une conceptualisation de cet espace à travers la formalisation de ses différents éléments, 
services et capteurs de contexte, et la présentation de ses différentes caractéristiques, 
dynamisme et perméabilité. 
4.3.2.2.  Dimension fonctionnelle :  Découverte et prédiction de 
services selon l ’intention et le contexte  
Un utilisateur interagit avec son SIP à travers l’espace de services. Il souhaite, dans le 
cadre d’un SIP, avoir des services qui répondent à ses besoins dans un contexte donné et en 
toute transparence. Ainsi, l’utilisateur expose son besoin au système, qui se charge de lui 
proposer des services en réponse à ce besoin et éventuellement à des besoins futurs 
(subséquents au besoin présent). Les services proposés sont sélectionnés comme étant ceux 
qui répondent au mieux à ses intentions dans son contexte courant et ceux considérés comme 
les plus appropriés en fonction de l’usage de l’utilisateur. 
L’intention de l’utilisateur est valable dans un contexte donné tout comme le contexte 
influence la satisfaction de cette intention. Nous pensons, ainsi, que les deux approches, 
sensibles au contexte et intentionnelles, sont complémentaires et ne doivent pas être isolées 
les unes des autres. Nous pensons que, en tenant compte de ces deux aspects dans le cadre 
d’un SIP orienté services, il est possible de proposer à l’utilisateur des services qui peuvent 
mieux satisfaire ses intentions dans son contexte courant, renforçant ainsi la transparence du 
SIP. Cela peut être fait par la proposition de nouveaux mécanismes de découverte de services 
qui adoptent cette approche duale (intentionnelle et sensible au contexte), mais aussi par la 
proposition de nouveaux mécanismes de prédiction qui ont l'intention d'anticiper les besoins 
de l'utilisateur en fonction de ses intentions antérieures sur des contextes similaires. 
Aujourd'hui, un enjeu important dans le domaine des SIP est de se positionner au niveau de 
l'utilisateur et de prendre en considération sa mobilité et le dynamisme de l’environnement 
qui l’entoure, sans pour autant perdre les moyens en termes de maîtrise et de contrôle. Ainsi, 
après une analyse de la littérature, nous avons constaté également que parmi les importants 
challenges des SIP, la découverte et la prédiction dynamique des services représentent deux 
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mécanismes permettant de satisfaire les besoins de l’utilisateur en lui offrant le service le plus 
approprié assurant ainsi la dynamique et la pro-activité des SIP. Toutefois, aucune des 
approches étudiées, par exemple (Toninelli et al., 2008)(Vanrompay et al., 2011)(Mirbel et 
Crescenzo, 2010a)(Olsson et al., 2011)(Santos et al., 2009)(Ramadour et Fakhri, 2011), 
n’exploite réellement l’étroite relation entre les approches intentionnelles et contextuelles. En 
conséquence, plusieurs possibilités sont offertes à l'utilisateur, qui n’est pas toujours en 
mesure de comprendre ce qui lui est proposé.  
Selon notre étude de l’état de l’art, aucun des travaux analysés dans la section 3.5.2 ne 
propose un mécanisme de découverte de services qui combine et exploite réellement le 
contexte et l'intention. Un tel mécanisme de découverte de service guidé par le contexte et 
l’intention est nécessaire dans le cadre d’un SIP transparent et centrée utilisateur, et qui se 
caractérise par son adaptabilité au contexte et sa compréhension des besoins réels de 
l’utilisateur et de ses besoins. À notre avis, seulement un mécanisme de découverte de 
services basé à la fois sur le contexte et sur l'intention de l'utilisateur est en mesure de 
répondre à des questions telles que « pourquoi un service est utile dans un contexte donné ? » 
ou « dans quelles circonstances émerge le besoin d'un service ? ». 
Une découverte dynamique des services est un mécanisme essentiel pour les SIP parce 
qu’il permet de répondre au mieux aux besoins de l’utilisateur. La prise en compte de la 
notion d’intention dans ce mécanisme permet de bien comprendre le réel besoin derrière la 
demande de l’utilisateur, appuyant ainsi le caractère centré utilisateur des SIP. De plus, la 
prise en compte de la notion de contexte, permet à ce mécanisme de découvrir le service qui 
pourra être réellement exécuté, lors de l’invocation du service, en se basant sur le contexte de 
l’utilisateur et sur le contexte dans lequel ce service est exécutable, assurant ainsi une 
meilleure adaptation à l’environnement. Ainsi la découverte de service joue un rôle important 
dans l’amélioration de la transparence des SIP, en proposant à l’utilisateur le service le plus 
approprié selon son intention et son contexte courant. 
Toujours d'après notre analyse de la littérature (cf. section 3.5.3) les approches de 
prédiction se concentrent plus sur les mécanismes de prédiction de contexte suivant ou de 
prédiction de la continuité de contexte, sans pour autant souligner comment ce contexte prédit 
est utilisé pour découvrir et prédire le service suivant, par exemple. De plus, la plupart des 
systèmes de recommandation qui ont été étudiés se basent uniquement sur les informations 
contextuelles afin de proposer le service suivant aux utilisateurs, sans pour autant tenir 
compte des besoins réels de l'utilisateur derrière sa demande du service, c'est-à-dire, de ses 
objectifs. Ils proposent une certaine réalisation du service à l'utilisateur, tout en ignorant 
pourquoi ce service est nécessaire. 
 Nous soulevons ainsi le besoin de concevoir de nouveaux mécanismes de prédiction pour 
les SIP afin d'anticiper les besoins futurs de l'utilisateur en fonction de ses intentions 
antérieures sur des contextes similaires. Ce mécanisme introduit des techniques de 
recommandation afin d’augmenter le caractère dynamique et proactif des SIP en suggérant à 
l’utilisateur, d’une manière transparente, le service le plus approprié qui pourra, par la suite, 
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l’intéresser. L’objectif est de mieux comprendre les besoins de l’utilisateur afin de l’aider à y 
répondre d’une manière non intrusive. Ceci nous permettra d’offrir une meilleure pro-activité 
du système par la prise en compte de la relation entre la notion de contexte et les intentions, 
permettant ainsi de contribuer à l’amélioration de la transparence nécessaire des SIP. 
Ainsi, afin de construire un SIP transparent, centré utilisateur et proactif, il est essentielle 
de se positionner au niveau de l’utilisateur afin de lui proposer les services les mieux adaptés 
à son contexte et qui répondent au mieux à ses besoins, ceci en se basant sur des mécanismes 
de découverte et de prédiction de services guidées par le contexte et l’intention. 
4.3.2.3.  Dimension système : Architecture de gestionnaire de SIP  
Pour mettre en place notre vision intentionnelle et contextuelle des SIP conformément à 
l’espace de services, nous proposons une architecture de gestionnaire de SIP (cf. Chapitre 9) 
offrant essentiellement des modules de gestion de contexte, de découverte de services et de 
prédiction de services nécessaires pour l’utilisateur.  
Cette architecture intègre nos différentes propositions pour la construction d’un SIP 
transparent et centré utilisateur : 
• Un gestionnaire de contexte conforme à l’espace de services qui se chargera de 
l’acquisition des données contextuelles, à travers un ensemble de capteurs, et de la 
dérivation et de la modélisation de toutes les informations contextuelles des différents 
éléments de l’espace de services (services et capteurs) et celui de l’utilisateur (cf. 
section 9.3.2) ; 
• La mise en œuvre du processus de découverte de services (cf. section 9.3.4), dont 
l’objectif est de satisfaire au mieux les besoins de l’utilisateur (formulés en termes 
d’intentions) dans son contexte courant, en lui proposant le service le plus approprié 
en toute transparence. Cette mise en œuvre se base sur l’implémentation d’un 
algorithme de mise en correspondance (matching) qui calcul le degré de mise en 
correspondance entre l’intention et le contexte courant de l’utilisateur et l’ensemble 
des services sémantiques décrit selon OWL-SIC (cf. Chapitre 6) et disponible dans le 
répertoire de services sémantique (cf. section 9.3.3) ; 
• La mise en œuvre du processus de prédiction de services (cf. section 9.3.6), dont 
l’objectif est d’introduire des techniques de recommandation afin d’augmenter le 
caractère dynamique de l’architecture en suggérant à l’utilisateur, d’une manière 
transparente, le service le plus approprié qui pourra, par la suite, l’intéresser.  
4.3.2.4.  Dimension support :  démarche méthodologique de conception 
des SIP 
Pour la mise en œuvre et la réalisation de notre vision des SIP et afin de faciliter et 
d’organiser la conception de l’espace de services, nous proposons une démarche 
méthodologique de conception à destination des concepteurs des SIP. Cette démarche 
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supporte le passage du cadre conceptuel vers la description des services proposés au sein de 
l'architecture de gestionnaire de SIP. Notre objectif est d’aider la DSI à spécifier les 
fonctionnalités attendues de leur système, ainsi que les informations contextuelles qui seront 
capturées par celui-ci pour une meilleure adaptation. Il s’agit d’un processus de conception 
d’un espace de services et de ses différents éléments dans la perspective de garder le contrôle 
sur la définition du système et de ses services, tout en permettant la prise en compte d’un 
environnement hautement dynamique. 
 Contributions attendues 4.3.3.
A travers ces différentes propositions, cette thèse vise à contribuer au domaine des SIP à 
différents niveaux :  
• Au niveau conceptuel de notre vision d’un SIP : 
o D’abord par la notion d’espace de services qui constitue un cadre 
conceptuel indépendant d’une approche spécifique de modélisation de 
contexte et de services, permettant la spécification des fonctionnalités 
proposées par un SIP à ses utilisateurs ; 
o  La proposition d’un cadre d’analyse et de comparaison des modèles de 
contexte. L’objectif est d’aider à la compréhension et à l’analyse de la 
notion de contexte afin de mieux la représenter et la prendre en charge ; 
o L’extension de la description sémantique des services OWL-SIC, 
permettant la prise en considération de l’intention que le service permet 
d’atteindre et du contexte dans lequel ce service est valide et exécutable, 
ainsi que ces conditions contextuelles, dans les descriptions des services. 
• Au niveau de l’implémentation de notre vision d’un SIP : 
o La définition d’une architecture de gestionnaire de SIP orientée services, 
intention et contexte. Cette architecture intègre des modules de gestion de 
contexte, de découverte et de prédiction de services. Ces services, plus 
précisément leurs descriptions, sont enregistrés dans un répertoire 
sémantique de services, alors que les traces de leur usage sont enregistrées 
dans un répertoire de traces ; 
! La proposition et le développement d’un processus de découverte de 
services. Ce processus permet de découvrir et de sélectionner le service 
le mieux adapté afin de satisfaire le besoin de l’utilisateur dans un 
contexte donné, tout en masquant la complexité de l’environnement et 
en assurant une meilleure compréhension de l’utilisateur ; 
! La proposition et le développement d’un processus de prédiction de 
services, permettant de prédire, à partir de l’historique de l’utilisateur et 
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à partir de son intention et de son contexte courant, les services 
répondant à son intention future, avant même de le demander. 
• Au niveau de la mise en œuvre de notre vision d’un SIP : 
o La définition d’une démarche méthodologique permettant d’aider les 
concepteurs à définir leurs espaces de services, le modèle de contexte 
nécessaire, ainsi que la description sémantique de ces services ; 
o La proposition d’un cas d’étude permettant d’illustrer le déroulement des 
différentes étapes de ce travail de thèse et d’évaluer notre proposition. 
4.4.  CONCLUSION 
Dans ce chapitre nous avons présenté un aperçu de la solution proposée dans cette thèse. 
L'objectif auquel doit répondre celle-ci est de concevoir et mettre en place un SIP transparent 
et centré utilisateur, permettant ainsi à un SI maitrisable d’évoluer dans le cadre d’un 
environnement pervasif. 
Pour ce faire, nous avons d'abord introduit une nouvelle vision intentionnelle et 
contextuelle des SIP. Cette vision présente les SIP orientés services qui exploitent l’étroite 
relation entre l’intention et le contexte. Cette vision a été concrétisée, par la suite, selon quatre 
dimensions. La première dimension expose l’aspect conceptuel de notre solution. Nous 
proposons, dans cette partie, un cadre conceptuel permettant de guider la conception des SIP 
et de ses différents éléments. La deuxième dimension présente l’aspect fonctionnel de notre 
vision. Nous proposons dans ce cadre de nouveaux mécanismes de découverte et de 
prédiction de services répondants mieux aux attentes des utilisateurs selon leurs intentions et 
contexte. La troisième dimension expose l’aspect architectural de notre solution par la 
présentation d’une architecture de gestionnaires des SIP. Finalement, la quatrième dimension 
supporte le passage du cadre conceptuel à la mise en place de cette vision intentionnelle et 
contextuelle des services, par la proposition d’une démarche méthodologique.         
  Les chapitres suivants de cette thèse détaillent le contenu de cette solution et sont 
organisés de la façon suivante : 
• Le Chapitre 5 présente le cadre conceptuel à travers notre notion d’espace de 
services ; 
• Le Chapitre 6 explique notre description des services intentionnels et contextuels qui 
composent notre espace de services, en présentant notre extension de OWL-S ; 
• Le Chapitre 7 et Chapitre 8 discutent et évaluent nos mécanismes de découverte et de 
prédiction de services selon l’intention et le contexte ; 
• Le Chapitre 9 décrit l'architecture de gestionnaire de SIP en présentant les composants 
essentiels qui la constituent et les interactions possibles entre ses composants ; 
• Le Chapitre 10 illustre notre démarche méthodologique de conception des SIP et 
présente un cas pratique d'application de notre approche. 
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Chapitre 5.  CADRE CONCEPTUEL D ’UN SIP :  ESPACE 
DE SERVICES 
 
5.1.  INTRODUCTION 
Le but d’un Système d’Information Pervasif (SIP) est de rendre accessibles les 
fonctionnalités offertes par le SI à travers un environnement pervasif. Pour ce faire, les SIP 
doivent faire face à un certain nombre de problèmes, qu’on a cités dans le Chapitre 4, à savoir 
le problème de transparence lors de la gestion de l’hétérogénéité des environnements et des 
services, le problème d’adaptation à l’environnement dynamique tout en gardant la maitrise 
du SIP et le problème d’adaptation à l’utilisateur afin de répondre à ses besoins de la manière 
la plus appropriée et de manière complètement transparente pour l’utilisateur. Face à ces 
problèmes, la spécification d’un tel SIP devient ainsi un problème complexe à gérer. C’est 
d’autant plus vrai que l’immersion des fonctionnalités du SI dans un environnement pervasif 
expose celui-ci aux risques de perte de contrôle et de maitrise du SI dans un environnement 
pervasif fortement hétérogène et hautement dynamique. Appliquer un comportement 
totalement dynamique, avec (i) une prise en compte opportuniste des ressources disponibles 
dans l’environnement et (ii) l’autogestion des services offerts, peut constituer une menace 
pour le SI (par exemple, l’utilisation d’un composant non-certifié ou tout simplement, non-
aligné aux stratégies de l’entreprise).  
Avec le manque de modèle et de formalisme permettant de prendre en compte tous ces 
besoins de transparence, d’adaptation à l’environnement et d’adaptation à l’utilisateur d’un 
SIP, la DSI se trouve face à de grandes difficultés qui rendent difficile la conception et la 
réalisation d’un SIP transparent et centré utilisateur. Nous proposons pour lever ces difficultés 
un cadre conceptuel, que nous appelons « espace de services », facilitant le passage d’un SI 
existant vers un SIP. Nous partons du principe qu’un SI traditionnel est déjà mis en place et 
que le futur SIP ne sera pas construit à partir de rien. Il s’agit surtout d’une évolution d’un SI 
vers un SIP en se basant sur un espace de services. Celui-ci permet, d’une part, de masquer 
l’hétérogénéité caractérisant l’environnement pervasif et, d’autre part, de comprendre et de 
décrire les fonctionnalités proposées et leurs conditions d’usage indépendamment des 
technologies utilisées. 
Ce cadre conceptuel, appelé espace de services, est construit selon le point de vue du SI en 
mettant en avant les composants majeurs de celui-ci qui sont (1) les services offerts à 
l’utilisateur et (2) les capteurs qui renseignent sur le contexte de l’utilisateur. Il est à noter que 
ces deux types de composants sont décrits d’une manière conceptuelle et indépendamment 
des aspects implémentations. De plus, ce cadre préconise aux fournisseurs de décrire les 
services qu’ils proposent en fonction des objectifs qu’ils permettent de satisfaire 
indépendamment de la manière dont ils sont réalisés. 
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Ce cadre conceptuel, appelé espace de services, représente un outil guidant la conception 
d’un SIP et l’identification des différents éléments qui le constituent, indépendamment de 
l’implémentation. Cette notion d’espace de services est définie dans l’optique de présenter un 
cadre conceptuel indépendant de la mise en œuvre des SIP et donc des modèles de contexte et 
des approches de services choisis pour son implémentation. Ce cadre conceptuel peut 
fonctionner sur n’importe quelle réalisation de SIP puisqu’il est générique et indépendant de 
la couche technique. Selon notre analyse de la littérature (cf. section 2.3.2), nous avons 
souligné quatre approches de modélisation de contexte, à savoir la modélisation basée sur les 
clés-valeurs (cf. section 2.3.2.1), la modélisation basée sur le balisage (cf. section 2.3.2.2), la 
modélisation orientée objet (cf. section 2.3.2.3) et la modélisation basée sur les ontologies (cf. 
section 2.3.2.4). De plus, nous avons détectés différentes approches de services, à savoir les 
approches des services Web (cf. section 3.4.1), des services sémantiques (cf. section 3.4.2) et 
des services intentionnels (cf. section 3.4.3). Ainsi, nous proposons un cadre conceptuel qui 
décrit d’une manière générique la notion de contexte et de service afin de fonctionner sur 
l’ensemble des modélisations de contexte et des approches de services citées ci-dessus.    
Cet espace de services représente une vision conceptuelle de la dynamique et de 
l’évolution d’un SIP. Selon notre analyse de la littérature (cf. section 2.4), nous avons constaté 
que les SIP demeurent une nouvelle génération de SI sans un usage concret dans le milieu 
professionnel et qui jusqu’à présent n’ont pas été véritablement mis en place avec des 
formalismes appropriés. Ainsi, l’espace de services va permettre, d’une manière conceptuelle, 
de rendre explicite la dynamique de SIP, en représentant les différents éléments qui le 
composent à différents niveaux d’abstraction. Ceci va permettre d’avoir une idée sur le SIP à 
mettre en place ainsi que ses différents éléments, indépendamment de l’implémentation.  
Dans le cadre de cette thèse, l’espace de services est un cadre conceptuel offrant un guide 
de conception pour identifier, décrire et valider les différents composants constituant l’espace 
de services en fonction des souhaits de l’entreprise et des utilisateurs ciblés par le SIP. Il 
représente un outil conceptuel pour aider le concepteur des SIP (la DSI), dont le but est 
d’assurer le maintien et le contrôle du Système d’Information même dans un environnement 
pervasif dynamique. Ce cadre de base est ensuite utilisé pour définir l’architecture de 
gestionnaire de services (cf. Chapitre 9) qui intègrera les mécanismes de découverte et de 
prédiction de services.  
Cette notion d’espace de services nous permet d’analyser de manière abstraite l’interaction 
d’un utilisateur avec un SIP, comme l’illustre la Figure 25. L’utilisateur interagit avec le SI à 
travers l’espace de services dans lequel s’intègrent, de manière transparente, l’ensemble des 
services offerts par le SI et l’ensemble de capteurs qui renseignent l’utilisateur et le système 





Figure 25. Dans un SIP, l'utilisateur interagit avec le système à travers un espace de services pervasif 
Dans le cadre de ce chapitre, nous définissons la notion d’espace de services ainsi que les 
différents éléments qui le composent. L’ordre de présentation des éléments suit le point de 
vue du concepteur du SIP. Nous commençons par les fonctionnalités du système, qui seront 
représentées par le terme de services. L’environnement dans lequel évoluent ces services 
étant primordial dans un système pervasif, nous décrivons ensuite la manière dont nous 
modélisons cet environnement, sous le terme de contexte. Un service est choisi par rapport à 
son contexte et au contexte de l’utilisateur. Nous commençons par observer le contexte 
courant de l’utilisateur. Ce contexte correspond à l’observation d’un ensemble d’éléments qui 
entoure l’utilisateur à un instant t. Grâce à cette observation, nous sélectionnons par la suite le 
service qui répond au mieux à ce contexte de l’utilisateur. Le contexte courant de l’utilisateur 
est ainsi comparé aux conditions contextuelles associées aux services afin de sélectionner 
ceux qui peuvent opérer dans l’environnement courant de l’utilisateur. Ces informations 
relatives au contexte sont obtenues grâce à des capteurs sensibles à l’environnement. Ces 
capteurs font, selon nous, partie intégrante de l’espace de services et nous proposons une 
manière de les inclure dans cet espace au même titre que les services. 
L’espace de services formalise le support contextuel que le SIP fournit à l’utilisateur. Ce 
support se concrétise à travers un ensemble de services offerts et un ensemble de capteurs 
permettant l’observation de contexte. Il est à noter que la formalisation de l’espace de services 
se focalise sur ces entités fournies par le SIP et l’utilisateur n’en est que le bénéficiaire.  
5.2.  FORMALISATION DE LA NOTION DE SERVICE DANS UN SIP 
La notion de service correspond à un concept largement répandu dans la littérature, défini 
de multiples façons. Parmi les nombreuses définitions existantes, et que nous avons 
présentées dans la section 3.2, nous citons, par exemple, la définition proposée par 
(Papazoglou et Georgakopoulos, 2003) (Papazoglou et al., 2008) qui considèrent le service 
comme un ensemble de modules logiciels autonomes apparu avec l’émergence du paradigme 
SOC comme une réponse au problème d’interopérabilité entre des applications et des 
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architectures hétérogènes. Une définition plus générale est donnée par (Issarny et al., 2007), 
qui considèrent un service comme une entité indépendante, dotée d’interfaces bien définies et 
pouvant être invoquée de manière standard, sans requérir de son client une quelconque 
connaissance sur la manière dont le service réalise réellement ses tâches. 
Quelle que soit la définition utilisée, les aspects clés qui se dégagent des multiples 
définitions présentées dans la section 3.2 sont : le faible couplage entre le client et le 
fournisseur de service, l’interopérabilité et la réutilisation. En effet, ce faible couplage rend la 
notion de service particulièrement attractive pour les environnements pervasifs qui se 
caractérisent par la volatilité de leurs éléments (Vanrompay et al., 2011). De plus, la"
caractéristique principale des services est leur indépendance par rapport aux aspects 
technologiques, ce qui nous permet ainsi de masquer l’hétérogénéité technologique des 
environnements pervasifs." En effet, la notion de service a été conçue pour répondre à des 
besoins de réutilisation et d’interopérabilité (Papazoglou et Georgakopoulos, 2003). Ses 
récents usages dans les systèmes sensibles au contexte (Maamar et al., 2006)(Baldauf et al., 
2007)(Toninelli et al., 2008) démontrent aussi l’intérêt de la notion de service pour 
l’adaptabilité dans les SIP. 
Dans le cadre de notre espace de services, la notion de service représente une entité très 
importante. La notion de service est définie, d’une manière générale et dans toutes les 
approches orientées services, sous forme d’un ensemble de fonctionnalités F. Comme nous 
l’avons montré dans le Chapitre 4, l’orientation intentionnelle et contextuelle permet de 
répondre aux problèmes de transparence, d’adaptation à l’environnement et d’adaptation à 
l’utilisateur auxquels les SIP sont confrontés. Ainsi, nous proposons dans ce cadre conceptuel 
des SIP de définir les notions d’intention et de contexte pour enrichir le concept de service.             
 Les fonctionnalités du service 5.2.1.
Malgré les multiples définitions de la notion de service (cf. section 3.2) et les différentes 
approches de services proposées (cf. section 3.4), nous pouvons décrire, d’une manière 
générique, un service comme un ensemble de fonctionnalités F dont l’interface est clairement 
définie, voire standard, et dont le fonctionnement interne est inconnu des clients. La 
Définition 1 résume cette vision fonctionnelle d’un service. 
Définition 1 : 
Chaque fonctionnalité fj ∈  F se définit en fonction des entrées inj et des sorties outj 
attendues par les clients du service. 
F = { fj ( inj , outj ) } 
Définition 1. La notion de fonctionnalité relative à un service 
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D’un point de vue fonctionnel, chaque fonctionnalité fj est définie en fonction de 
l’ensemble d’entrées in et de l’ensemble de sorties out attendues. La Définition 1 résume cet 
aspect de la notion de service. On remarquera qu’à aucun moment la nature exacte du service 
n’est révélée au client qui cherche et invoque un service svi. Seule l’interface fonctionnelle du 
service, représentée par l’ensemble de fonctionnalités fj avec leurs données entrantes (in) et 
sortantes (out), est indiquée. Ce point est très important car il nous permet de gérer 
l’hétérogénéité de l’environnement, en gardant une certaine transparence dans la définition 
des services qui y sont offerts. Une découverte de services par les aspects fonctionnels est 
donc possible sans que le client ait besoin de connaître les technologies impliquées pour les 
réaliser. Par ailleurs, la nature atomique ou composite du service devient également 
transparente pour le client. En effet, les fonctionnalités exposées correspondent à celles 
offertes par le service. Un client peut alors les invoquer indistinctement, quelque soit leur 
origine, qu’elles viennent d’un service atomique ou d’une composition de services complexe. 
Toutefois, afin d’améliorer la découverte de services et de proposer à l’utilisateur le 
service qui le satisfait au mieux, il est important de prendre en compte d’autres aspects, tels 
que les intentions que le service permet de satisfaire et le contexte dans lequel le service est 
valide et exécutable. Ces aspects jouent un rôle essentiel dans la découverte du service le plus 
approprié aux besoins de l’utilisateur. L’aspect intentionnel qui peut être associé à un service 
sv i est introduit dans la section 5.2.2. Par contre, les aspects non-fonctionnels du service sv i 
sont considérés sous l’angle contextuel, ci-dessous dans la section 5.2.3.  
 Les intentions du service 5.2.2.
Les fonctionnalités proposées par un service permettent aux utilisateurs de répondre à un 
besoin précis. A partir de notre analyse de la littérature (cf. section 3.4.3.1), on peut associer 
ce besoin à l’expression d’une intention par les utilisateurs. Un service est ainsi proposé afin 
de satisfaire une (ou plusieurs) intention(s) de ces utilisateurs. La notion d’intention, présentée 
dans la section 3.4.3.1, formalise, en général, les besoins de l’utilisateur. Elle a été définie par 
Jackson (Jackson, 1995) comme étant une déclaration ‘optative’ qui exprime ce que l’on veut, 
un état ou un résultat que l’on cherche à atteindre. Ensuite, Kaabi et al. (Kaabi et Souveyet, 
2007) présente l’intention comme un but qu’on veut atteindre sans indiquer comment le faire. 
Enfin, Bonino et al (Santos et al., 2009) l’a défini comme étant un but à atteindre en 
effectuant un processus présenté comme une séquence de sous-buts et de stratégies vers le but 
cible. En d’autres termes, une intention représente un besoin que l’utilisateur souhaite 
satisfaire, sans se soucier vraiment de quelle implémentation permet de le satisfaire ou de la 
façon de l’exécuter. 
La notion d’intention a souvent été associée, par le passé, à la notion de service. Plusieurs 
travaux ont, en effet, considéré la notion de service sous un angle intentionnel (Santos et al., 
2009) (Rolland et al., 2010) (Mirbel et Crescenzo, 2010a) et (Fensel et al., 2011), comme 
nous l’avons mentionné dans la section 3.4.3.1. Cette notion d’intention place donc le service 
à un niveau plus proche de l’utilisateur final : quelle que soit la technologie utilisée, le service 
est défini pour satisfaire un besoin exprimé par l’utilisateur sous forme d’intention, telle que 
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le présente la Définition 2. En tant que SI, les SIP doivent être conçus afin de mieux satisfaire 
les besoins des utilisateurs. Ainsi, les fonctionnalités d’un service doivent être soigneusement 
choisies afin de répondre aux besoins métiers exprimés sous forme d’intention. 
Une intention peut être représentée selon une structure basée sur les travaux de (Prat, 
1997), composée d’un verbe, une cible et un ensemble de paramètres relatifs au verbe 
(Rolland et al., 2010). Le verbe v caractérise l’action décrivant l’intention. Cette action agit 
sur une cible tg, pouvant être aussi bien l’objet affecté par l’action que le résultat obtenu par 
cette action. L’ensemble des paramètres par spécifient d’autres aspects de l’action tels que le 
bénéficiaire, la direction, la quantité, pour ne citer qu’eux. Ces paramètres sont, bien entendu, 
optionnels et dépendent directement du verbe utilisé. Par exemple, un service offrant à un 
agent commercial la possibilité de consulter une fiche client peut être associé à l’intention 
I1 = {#consulter, #fiche_client, ∅}. Ici, le verbe « consulter » est utilisé en compagnie de la 
cible « fiche client » sans qu’un paramètre soit indiqué. La formalisation de l’intention qu’un 
service permet de satisfaire est introduite dans la Définition 2. 
Par exemple le service « AccèsFicheClientServiceVPN » est un service qui répond à 
l’intention principale I1 = {#consulter, #fiche_client, ∅}. Cette intention nécessite la 
réalisation d’autres intentions : I1.1 = {#connecter, #VPN, ∅}, I1.2 = {#afficher, #liste_client, 
∅} et I1.3 = {#sélectionner, #client, ∅}. Ces intentions représentent les intentions qui vont être 
satisfaites par la mise en œuvre du service.  
Chaque élément de cette définition doit être lui-même sémantiquement défini au préalable. 
En d’autres termes, nous supposons l’existence d’une ontologie d’intentions, qui décrit 
sémantiquement ces éléments. Cette ontologie, qui représente une ontologie du domaine, se 
compose, en réalité, de multiples ontologies, chacune décrivant un élément : une ontologie de 
verbes, une ontologie de cibles rendues accessibles par le SIP, ainsi qu’un ensemble 
d’ontologies spécifiant chacun des paramètres acceptés par le SIP. Ces ontologies établissent 
de manière non-ambiguë la sémantique des actions acceptées par le SIP dans l’espace de 
services et l’ensemble des cibles atteignables par le biais de cet espace. 
Définition 2 : 
Chaque intention I est définie par un verbe v, qui caractérise son action, une cible tg, sur 
laquelle l’action agit, et un ensemble optionnel de paramètres par. 
I = { < v , tg , par > } 
Définition 2. Formalisation d'une intention qu'un service permet de satisfaire 
Une telle définition, basée sur une ontologie préétablie, n’est envisageable que dans le 
cadre fermé d’un Système d’Information. En effet, ces systèmes n’autorisent pas un 
comportement ouvert sur des intentions et des cibles non-autorisées ou inconnues. D’autre 
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part, dans un environnement pervasif ouvert, l’expression de l’intention à l’aide d’un 
ensemble prédéfini de termes est difficilement imaginable, laissant une part trop importante à 
l’ambigüité. Cette ambigüité vient, en réalité, des utilisateurs : dans un environnement 
pervasif ouvert, le profil des utilisateurs n’est pas forcément connu à l’avance et le mode 
d’expression de ces utilisateurs peut être très différent.   
 Le contexte du service 5.2.3.
Une intention n’est pas le fruit du hasard. Elle représente le besoin d’un utilisateur. Or ce 
besoin émerge dans un contexte donné. En d’autres termes, la notion d’intention est 
directement liée à la notion de contexte. Nous pensons qu’une intention n’a de sens que 
lorsqu’on la considère dans un contexte donné. Selon nous, et comme l’illustre la partie A de 
la Figure 26, un utilisateur invoque un service parce que celui-ci lui permettra de satisfaire 
une intention. Cependant, le contexte dans lequel émerge cette intention est lui-aussi 
significatif. Il peut influencer considérablement la manière dont cette intention peut être 
satisfaite, et donc influencer l’exécution même du service (par exemple, par le choix d’une 
implémentation qui s’adapte au contexte courant de l’utilisateur). Inversement, un utilisateur 
n’invoque pas un service uniquement parce qu’il est dans un contexte donné. Il le fait parce 
que ce service lui permettra d’atteindre ses objectifs dans ce contexte précis. La partie A 
Figure 26 schématise cette vision, selon laquelle un service est proposé afin de satisfaire une 
intention de l’utilisateur émergeant dans un contexte précis.  
Cette vision commence à se développer dans la littérature, comme nous l’avons discuté 
dans la section 3.5.2.4. Quelques auteurs, dont Santos et al. (Santos et al., 2009), proposent 
déjà d’associer ces deux notions. Cependant, pour beaucoup d’entre eux, cette association 
reste assez floue. Par exemple, Santos et al. (Santos et al., 2009) ne considèrent le contexte 
que comme un filtre pour la découverte de services, le contexte étant vu comme une partie des 
entrées nécessaires aux services, et les intentions comme de simples étiquettes permettant de 
relier les demandes des utilisateurs aux services. Nous croyons, au contraire, que ces deux 
notions sont complémentaires et indissociables. Le contexte ne peut être réduit à de simples 
paramètres d’entrées ou de sorties. Non seulement il influence l’exécution du service, mais il 
caractérise aussi le service lui-même et les intentions ciblées par le service. 
 
Figure 26. Relation entre l'intention, le contexte et les services. 
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A partir de la partie B de la Figure 26, on observe que l’impact de la notion de contexte sur 
le service est double : il influence son exécution et caractérise le service. Nous considérons 
qu’un service svi se trouve lui aussi immergé dans l’espace de services. Par conséquent, il se 
place lui-même dans un contexte Cxsvi donné. Ainsi, à l’instar de (Vanrompay et al., 2011), 
nous considérons qu’un service peut être associé à deux contextes complémentaires. Tout 
d’abord, un service s’exécute lui-même dans un contexte Cxsvi donné. Celui-ci représente un 
ensemble non vide d’observations contextuelles qui sert non seulement à indiquer les 
observations de contexte dans lesquelles le service est exécuté par son fournisseur, mais 
également à caractériser le positionnement de ce service dans l’espace de services. Le service 
est un objet dynamique qui bouge dans le temps et qui doit être observé. Ensuite, nous 
considérons également qu’un service sv i peut avoir un contexte requis CxRsvi représentant un 
ensemble non vide de conditions contextuelles dans lesquelles le service est le plus apte à 
atteindre ses objectifs, i.e. les conditions de contexte auxquelles il peut s’adapter. En d’autres 
termes, le contexte requis CxRsvi représente un ensemble de conditions de contexte permettant 
au service une meilleure possibilité de satisfaction des intentions qui lui sont associées. Il 
s’agit d’un filtre défini sur les observations de contexte de l’utilisateur : plus le contexte 
courant observé pour l’utilisateur correspond au contexte requis, plus le service aura de 
chance de s’adapter à cette situation et de satisfaire au mieux l’utilisateur.    
Ainsi, dans le cadre des mécanismes de découverte (cf. Chapitre 7) et de prédiction (cf. 
Chapitre 8) de services, le contexte requis est exploité dans le cadre de la sélection des 
services les plus appropriés au contexte courant de l’utilisateur (cf. section 7.2.2.4). Il faut 
mettre en correspondance le contexte requis du service (CxRsvi) avec le contexte courant 
l’utilisateur (CxU), afin de sélectionner les services qui peuvent s’adapter au mieux à la 
situation courante de l’utilisateur. 
 Dans le cadre de notre espace de services, la notion de contexte doit être modélisée d’une 
manière générique afin de permettre à n’importe quel modèle de contexte (cf. section 2.3.2) 
de fonctionner avec notre cadre conceptuel des SIP. Pour ce faire, nous avons besoin d’une 
modélisation de contexte de plus haut niveau qui peut être instanciée par n’importe quelle 
approche de contexte. Ainsi, afin de formaliser la notion de contexte nous proposons de 
définir avant un méta-modèle de contexte qui va être utilisé dans notre cadre conceptuel des 
SIP. Ce méta-modèle de contexte représente une modélisation générique de contexte Cx. Il 
permet à toute approche orientée contexte d’utiliser notre méta-modèle pour représenter ses 
informations contextuelles, quelque soit le modèle de contexte qu’elle va utiliser au niveau 
implémentation. Quant au contexte requis CxRsvi, il aura une structure similaire à Cxsvi, mais il 
doit exprimer des conditions contextuelles, lesquelles nécessitent un langage sémantique pour 
pouvoir les représenter sous la forme la plus adéquate. Ce langage sémantique va 
essentiellement dépendre du modèle de contexte choisi et mis en place au niveau 
implémentation. Ainsi, il est plus approprié de garder le choix de la modélisation de contexte 
CxRsvi au niveau implémentation et de spécifier ses conditions contextuelles en langage naturel 
au niveau conceptuel. En conséquence, au niveau conceptuel, il faut spécifier en langage 
naturel les conditions contextuelles qui vont être attachées à chaque service. Par la suite, en 
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choisissant le langage adéquat au niveau implémentation qui correspond au modèle de 
contexte choisi, il faudra traduire ces conditions pour pouvoir les traiter. 
Nous présenterons le méta-modèle de contexte dans la section 5.3.1. Nous formalisons, 
dans la section 5.3.2, la notion de contexte à travers la notion d’observation et de capteur. 
Ainsi, à partir de ce qu’on vient de présenter, il nous paraît évident qu’un service ne peut 
être défini sans tenir compte de ces éléments qui lui permettent de mieux se situer dans son 
environnement et de réagir à celui-ci. A ces éléments, on ajoute les notions préalablement 
mises en évidence : les intentions (Définition 2) et les fonctionnalités (Définition 1) offertes 
par le service. Nous formalisons ainsi la notion de service comme l’illustre la Définition 3  
Définition 3 : 
Un service sv i correspond à un ensemble de fonctionnalités F fournies par cette entité sv i 
dans un contexte Cx afin de satisfaire un ensemble d’intentions I. La satisfaction de ces 
intentions dépend également d’un contexte favorable, décrit comme un contexte requis CxR 
pour le bon déroulement du service. 
sv i =  <I , F , Cxsvi, CxRsvi  > 
Définition 3. Formalisation de la notion de service de l’espace de services 
Derrière la notion de contexte, il existe une autre notion importante pour l’univers des 
services : les aspects non-fonctionnels qui caractérisent ces services. Beaucoup de recherches 
ont été menées autour de ces aspects (Liu et Issarny, 2004) (Chaari et al., 2008a) 
(Vanrompay, 2011)(Xin et Hao, 2012) (Ait Ali Slimane, 2012), pour ne citer qu’eux. Par 
exemple la notion de qualité présente l’un des aspects non-fonctionnels des services. Nous 
soulignons deux importantes tendances de travaux dans cette thématique, à savoir : la qualité 
des service (QoS – Quality of Service) et la qualité de contexte (QoC - Quality of Context). 
D’un côté, Vanrompay (Vanrompay, 2011), dans ces travaux de recherche, a souligné 
l’importance de la qualité de contexte (QoC) pour les applications, qui permet une utilisation 
efficace des informations contextuelles fournies. Cet auteur propose un ensemble de mesures 
de qualité des informations de contexte, telles que la probabilité d’exactitude, certitude, taux 
d’erreur standard, granularité, temps de réponse, etc. Plus spécifiquement, ces mesures 
représentent la qualité du futur contexte qui a été prédit (QoFC – Quality of Future Context) 
et elles sont classifiées en trois catégories de qualité de prédiction de contexte : mesure 
individuelle, mesure globale et mesure dépendante des entrées. De l’autre côté, Ait Ali 
Slimane (Ait Ali Slimane, 2012) a proposé une autre dimension qualitative des services sous 
un angle intentionnel, la qualité des services intentionnels (QoiS – Quality of intentional 
Service). L’objectif principal derrière l’introduction de la QoiS est de résoudre les problèmes 
de discordance conceptuelle entre les exigences non-fonctionnelles des utilisateurs finaux et 
la qualité des services logiciels, celui des dépendances fonctionnelles entre les services. Dans 
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ces travaux, Ait Ali Slimane (Ait Ali Slimane, 2012) propose un méta-modèle de la qualité, et 
un référentiel qualité. 
Cependant, il faut noter que le contexte est lui-même un de ces aspects. Le contexte peut 
être considéré comme un élément extérieur au service, capable de l’influencer. En tant que tel, 
il peut être considéré comme un ensemble d’aspects non-fonctionnels caractérisant le service. 
Inversement, beaucoup d’éléments traditionnellement pris en compte sous un angle d’analyse 
non-fonctionnelle peuvent également être vus comme des conditions contextuelles à 
l’exécution du service. A travers la spécification explicite du contexte offert Cxsvi et requis 
CxRsvi par un service, nous espérons également offrir une possibilité de représentation des 
aspects non-fonctionnels dans le cadre de l’espace de services.  
5.3.  FORMALISATION DE LA NOTION DE CONTEXTE  
La notion de contexte, qu’on a discuté dans la section 2.3.1, est un concept très large, 
exploré depuis plusieurs années dans l’Informatique Pervasive (Masmoudi et Conan, 2013) 
(Najar et al., 2009) (Villalonga et al., 2010). Selon (Gensel et al., 2008), le contexte est 
« l’ensemble des caractéristiques de l'environnement physique ou virtuel qui affecte le 
comportement d'une application et dont la représentation et l’acquisition sont essentielles à 
l’adaptation des informations et des services ». Le contexte est un élément clé de 
l’Informatique Pervasive, car il est au centre des mécanismes d’adaptation prônés par les 
systèmes dits sensibles au contexte. Ces systèmes se caractérisent, en effet, par leur capacité à 
adapter leur fonctionnement afin d’augmenter leur utilisabilité et leur efficacité, par la prise 
en compte du contexte environnant (Baldauf et al., 2007).  
 
Figure 27. Vue schématique d'un système sensible au contexte (d’après (Najar et al., 2009)) 
De manière schématique, et comme l’illustre la Figure 27, un système sensible au contexte 
est un système qui supporte une certaine variabilité, le choix de la variante dépendant du 
contexte qui entoure l’exécution du système et son interaction avec les utilisateurs. Le 
contexte agit ainsi comme un élément extérieur au système qui influence sa variabilité 
intérieure, une sorte de paramètre qui guiderait le choix de la variante la plus appropriée et le 
processus d’adaptation la concernant (Najar et al., 2009).  
Cadre(conceptuel(d’un(SIP(:(Espace(de(services(
 111 
Dans la section suivante, nous présentons une modélisation de contexte qui nous semble la 
plus générale permettant ainsi son exploitation et son extension dans différents domaines. 
Cette modélisation est le fruit de l’analyse des différentes approches de modélisation de 
contexte existantes, mentionnées à la section 2.3.2, et qui sont utilisées pour l’abstraction et 
l’encodage des informations de contexte dans une forme non ambiguë.   
 Modélisation de contexte 5.3.1.
La notion de contexte (cf. section 2.3.1) est un élément essentiel pour la réalisation de 
systèmes sensibles au contexte. Or, tout Système d’Information Pervasif (SIP) doit également 
être sensible au contexte pour pouvoir s’adapter à l’environnement pervasif dans lequel 
évoluent ses utilisateurs. La maîtrise des SIP passe donc par la maîtrise de la notion de 
contexte. Celle-ci étant particulièrement extensible, une représentation formelle est nécessaire 
afin d’en définir les contours et d’identifier les informations pertinentes, qui influenceront 
effectivement le comportement du système (Gensel et al., 2008). Ce constat, effectué par 
différents auteurs (Gensel et al., 2008) (Masmoudi et Conan, 2013) (Chaari et al., 2007) 
(Brézillon et Brézillon, 2007) a conduit à la proposition de multiples modèles de contexte 
(Najar et al., 2009) (Bettini et al., 2010). Même si ceux-ci varient par leur forme et leur 
formalisme, nous pouvons dégager certains éléments clés, qui caractérisent l’immense 
majorité de ces modèles. 
D’après l’analyse des différentes définitions et approches de modélisation de contexte, que 
nous avons exposées dans la section 2.3.2, nous remarquons certains éléments communs. En 
se basant sur la définition référence de Dey, « toute information qui peut être utilisée pour 
caractériser la situation d’une entité » (Dey, 2000), deux concepts clés peuvent être dégagés : 
(i) « entité » qui fait référence à quelque chose observable dans l’environnement et (ii) « toute 
information » qui est présentée comme tout attribut observé de cette entité. Ces concepts ont 
été soulignés dans la plupart des approches de modélisation de contexte, telles que 
(Lemlouma, 2004) (Kirsch-Pinheiro, 2006) (Paspallis, 2009) (Masmoudi et Conan, 2013). 
 En effet, dans la plupart des définitions de contexte, on parle de l’observation de quelque 
chose afin de déterminer les informations de contexte. Nous introduisons ainsi le concept 
« sujet observé » dans notre méta-modèle de contexte. Ce concept représente ce qu’on 
observe concrètement dans l’environnement afin de collecter un certain nombre 
d’informations contextuelles. C’est un élément important puisqu’il permet de déterminer à qui 
ou à quoi s’attache les informations de contexte que nous allons détecter. Lemlouma 
(Lemlouma, 2004), par exemple, dans sa modélisation de contexte se base sur l’observation 
de l’utilisateur et du dispositif afin de déterminer des informations sur leurs profils. 
L’utilisateur et le dispositif sont considérés comme des « sujets observés » dans sa 
modélisation de contexte CC/PP. Masmoudi et Conan (Masmoudi et Conan, 2013), ont 
souligné aussi l’importance de ce concept en introduisant dans leur méta-modèle la notion 
d’entité observable qui décrit une entité physique ou logique qui peut être observée.  
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De plus, la majorité des approches de modélisation de contexte expose et énumère dans 
leur modèle les éléments de contexte qu’ils souhaitent observer et acquérir pour pouvoir 
adapter leur système. Nous introduisons la notion « élément de contexte » qui représente 
l’attribut observé permettant de caractériser la situation du « sujet observé » en question. 
Kirsch-Pinheiro (Kirsch-Pinheiro, 2006), par exemple, propose une approche orientée objet 
pour la structuration des éléments de contexte et de leurs relations. Ce modèle propose une 
classe élément de contexte qui est spécialisée avec l’énumération des différents éléments de 
contexte qui sont liés aux aspects collaboratifs (rôle de l'utilisateur, activités, etc.) en plus des 
aspects physiques (la localisation de l'utilisateur, le dispositif, etc.). Dans cette modélisation 
l’élément de contexte est le concept central qui tourne autour des éléments qui semblent 
indispensables à l’auteur (Kirsch-Pinheiro, 2006), soit de par leur importance à l'utilisateur, 
soit de par leur pouvoir de caractériser une situation. De même, Reichle et al. (Reichle et al., 
2008) soulignent aussi l’importance de ce concept « élément de contexte » dans la 
modélisation de contexte. Ils le présentent dans leurs travaux comme étant un « scope » 
identifiant l'attribut exact de l'entité sélectionnée qui le caractérise. Selon ce modèle de 
contexte, Reichle et al. (Reichle et al., 2008) associent directement leur notion du scope 
observé avec l'entité à laquelle il se réfère. 
Dans un système sensible au contexte, l’observation d’un élément de contexte pour un 
sujet observé donné, permet de lui déterminer une valeur. Cette valeur est soit acquise 
dynamiquement à travers des capteurs, soit définie statiquement au départ ou dérivée ensuite à 
travers un processus d’interprétation. Compte tenu de l’importance de cette valeur dans le 
processus d’adaptation des systèmes sensibles au contexte, nous introduisons la notion de 
« valeur observée » dans notre méta-modèle qui est associée à un « élément de contexte ». 
Dans la littérature, par exemple, la modélisation de contexte constituée de paires « clé-
valeur », qu’on a présentée à la section 2.3.2.1, permet de représenter le contexte d'utilisation 
comme un ensemble de paires contenant chacune une clé et la valeur qui lui correspond. Dans 
cette approche, un élément de contexte est considéré comme clé, et la valeur associée à cet 
élément représente la valeur observée.     
Finalement, nous avons constaté à travers la littérature que certaines informations 
supplémentaires sont associées aux informations de contexte modélisées pour les décrire. 
Paspallis (Paspallis, 2009), par exemple, souligne l’importance de la représentation des 
éléments de contexte lors de la modélisation. La représentation est utilisée pour préciser la 
structure interne utilisée pour encoder les informations de contexte dans des structures de 
données. Cet auteur propose ainsi de rajouter la représentation comme un concept clé de sa 
modélisation de contexte. De plus, Vanrompay (Vanrompay, 2011), souligne dans ces travaux 
l’importance de la prise en compte de la qualité de l’information de contexte utilisée. Cette 
qualité de contexte permet de déterminer la pertinence de l’information qui peut jouer sur le 
processus d’adaptation dans les systèmes sensibles au contexte. Dans cette optique, Pierrick et 
al. (Pierrick et al., 2013), ont proposé dans leurs travaux un méta-modèle de contexte qui 
souligne l’importance de la qualité de contexte lors de sa modélisation. Ils proposent le méta-
modèle QoCIM qui offre un support de modélisation générique de critères de la qualité de 
contexte (QoC) en introduisant le concept QoCIndicator. Ainsi, une information de contexte 
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(ContextData) est qualifiée par des indicateurs de qualité (QoCIndicator). Suite à ces 
propositions, nous soulignons de même l’importance de ces concepts, entre autres. Nous 
introduisons, en conséquence, le concept « métadonnée » comme étant les informations 
pertinentes qui peuvent être associées à la valeur observée d’un élément de contexte.   
Nous présentons ainsi un méta-modèle flexible, illustré à la Figure 28. Ce méta-modèle 
permet de décrire comment les informations de contexte générales peuvent être modélisées. Il 
fournit une vue des structures de base qui peuvent être utilisées lors de la définition d’un 
modèle de contexte spécifique à un domaine donné. Il nous permet de « réduire » un modèle 
de contexte à l’observation d’un ou plusieurs sujets observés (un utilisateur, un dispositif, 
etc.) pour lequel (lesquels) on observe un ensemble d’éléments de contexte (localisation, 
activité, mémoire disponible, etc.), obtenant ainsi, pour chacun de ces concepts, des valeurs 
observées qualifiées par leur métadonnée (représentation, indicateurs de qualité, etc.).  
   
Figure 28. Méta-modèle de contexte. 
Ce méta-modèle est fondé sur le principe de la séparation claire entre le sujet observé et 
l’élément de contexte. Le sujet observé représente le sujet de contexte auquel l’élément de 
contexte se réfère. L’élément de contexte fait référence à l’attribut ou à la propriété de 
contexte qu’on souhaite observer pour un sujet donné. Par exemple, on pourrait observer 
l’élément de contexte « mémoire » du sujet observé « dispositif ». Pour chaque sujet observé, 
on peut observer de zéro à plusieurs éléments de contexte. Un élément de contexte peut être 
associé à zéro ou plusieurs autres éléments de contexte. La représentation de cette association 
entre éléments de contexte, dans notre méta-modèle, permet d’exprimer les relations 
sémantiques qui peuvent exister entre ces éléments dans les approches orientées objets, par 
balisage ou sous forme d’ontologie. Cette relation entre éléments de contexte peut être une 
composition, une spécialisation, une simple association, etc. Ainsi, lors de l’instanciation de 
notre méta-modèle, il faut capturer la sémantique de ce lien qui peut exister entre les éléments 
de contexte dans le modèle de contexte au moment de son implémentation. Par exemple, dans 
une modélisation de contexte sous forme d’ontologie, on souhaite observer l’élément de 
contexte « profil » du sujet observé « utilisateur ». Cet élément de contexte se caractérise par 
d’autres éléments comme « âge », « expérience », etc. De ce fait, notre méta-modèle de 
contexte répond aux faiblesses des autres modèles de contexte à gérer l’aspect hiérarchique 
entre les éléments de contexte. Par exemple, (Kirsch-Pinheiro, 2006) propose un modèle de 
contexte très détaillé, où tous les éléments de contexte sont exposés directement dans le 





















conséquence, des éléments de contexte comme « LocalisationParGPS » et 
« LocalisationParAdresse », par exemple, sont représentés comme deux éléments de contexte 
totalement distincts, alors qu’en réalité ils ne sont que des éléments composant de l’élément 
de contexte « localisation ». Ceci peut entrainer certaine confusion lors du traitement du 
modèle de contexte. Chaque élément de contexte est composé de plusieurs valeurs observées. 
Chaque valeur observée représente une donnée de contexte capturée à un instant donné. Par 
exemple, pour le sujet observée « dispositif » et l’élément de contexte « mémoire », on 
pourrait avoir une valeur observée égale à « 1024 Mo ». Chaque valeur peut avoir des 
représentations différentes, des indicateurs de qualité, de confiance, etc. Ces derniers 
indiquent les aspects extra-fonctionnels des informations contextuelles représentées, dans le 
méta-modèle (Figure 28) comme des métadonnées. Ainsi une valeur observée peut avoir 
plusieurs métadonnées. Par exemple, on peut associer à une valeur donnée de la 
localisationGPS (élément de contexte) d’un utilisateur (sujet observé) la représentation 
ReprésentationLocalisationGPS et comme indicateur de qualité, la confiance à 80%. 
Le méta-modèle que nous proposons dans le cadre de ce chapitre, peut s’appliquer aux 
quatre approches de modélisation de contexte citées dans la section 2.3.2. Par exemple, la 
modélisation de contexte basée sur les paires clé-valeur peut être instanciée par notre méta-
modèle de contexte, où la clé est représentée par l’élément de contexte et la valeur est définie 
par la valeur observée. Si on prend, par exemple, la modélisation de contexte suivante : 
‘température’ = ‘25’. Dans ce cas, la clé « température » représente l’élément de contexte 
auquel on associe une valeur égale à 25 qui peut être la valeur observée pour l’élément de 
contexte défini. Dans la modélisation clé-valeur, on n’a pas de relation entre éléments de 
contexte. De plus, les valeurs observées ne sont pas associées à des métadonnées. La 
cardinalité [0..n] entre éléments de contexte et entre une valeur observée et les métadonnées 
permet à notre méta-modèle de contexte d’être instancié par le modèle de contexte clé-valeur 
même s’il ne permet pas d’exprimer de relation sémantique entre les éléments de contexte et 
de lien entre les valeurs observées et les métadonnées. 
Dans le cadre de la modélisation de contexte basée sur le balisage, nous prenons l’exemple 
de profil CC/PP présenté par Lemlouma (Lemlouma, 2004), et qui illustré à la Figure 29. Ce 
modèle de contexte représente une description des capacités physiques et logicielles d’un type 
de terminal donné. Ainsi, le type du terminal représente le sujet observé dans notre méta-
modèle de contexte. Ensuite, pour chaque type de terminal une description de ces capacités lui 
est attribuée. Cette description porte sur un ensemble de composants (e.g terminalHardware, 
hardwarePlatform, terminalSoftware, terminalBrowser, etc.) auxquels est associé un 
ensemble de valeurs. Par exemple, pour le composant hardwarePlatform on lui associe 
comme nom EPOC et comme version 2.0. A partir de cet exemple, nous pouvons affirmer 
que les composants représentés dans le modèle de contexte CC/PP représente les éléments de 
contexte de notre méta-modèle auxquels on va associer un ensemble de valeurs observées. De 
plus le lien hiérarchique entre éléments de contexte peut être représenté par le lien de 
composition entre composant dans le fichier CC/PP. Par exemple, le composant 




Figure 29. Extrait de profil CC/PP (Lemlouma, 2004)  
Dans le cadre de la modélisation de contexte orientée objet, nous prenons l’exemple 
proposé par kirsch-Pinheiro (Kirsch-Pinheiro, 2006). Dans sa modélisation de contexte, cet 
auteur représente une classe description de contexte à laquelle on associe un ensemble de 
valeurs des éléments de contexte observés. Comme l’illustre la Figure 30, cette description de 
contexte décrit le contexte d’un élément de contexte donné (par exemple, le membre Alain). 
Ainsi, cette description de contexte peut être vue comme une réunion d’un ensemble 
d’observation d’éléments de contexte (e.g. session, rôle, application, etc.) autour d’un sujet 
donné. En conséquence, le lien entre un sujet observé et un ensemble d’éléments de contexte 
dans notre méta-modèle peut représenter cette description de contexte.  
 
Figure 30. Extrait du modèle de contexte orienté objet de (Kirsch-Pinheiro, 2006) : lien entre sujet observé et 
élément de contexte 
De plus, dans le modèle de contexte orienté objet de kirsch-Pinheiro (Kirsch-Pinheiro, 
2006), et comme l’illustre la Figure 31, un élément de contexte peut avoir un lien avec un 
autre élément de contexte. Ce lien peut être un « is-A » ou une simple association entre deux 
éléments de contexte, par exemple l’élément de contexte « session » (ayant comme valeur 
session Alain) a un lien « espace_d’éxécution » avec l’élément de contexte « disposition » 
(ayant comme valeur treo650). Ceci représente le lien hiérarchique entre les éléments de 
contexte de notre méta-modèle de contexte. Dans cette modélisation de contexte, aucune 
métadonnée n’est prise en compte. 
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Figure 31. Extrait du modèle de contexte orienté objet de (Kirsch-Pinheiro, 2006) : lien entre éléments de contexte 
Finalement, Reichle et al. (Reichle et al. 2008), par exemple, proposent une modélisation 
de contexte sous forme d’ontologie décrivant les informations contextuelles en se basant sur 
trois concepts principaux : 1) l'entité se référant à l'élément sur lequel l'information de 
contexte se rapporte ; 2) le scope identifiant l'attribut exact de l'entité sélectionnée qui le 
caractérise ; et 3) la représentation utilisée pour préciser la représentation interne utilisée pour 
encoder les informations de contexte dans des structures de données. En faisant le lien avec 
notre méta-modèle de contexte, l’entité peut représenter le sujet observé, le scope peut définir 
l’élément de contexte, la valeur associée au scope peut faire référence à la valeur associée à 
l’élément de contexte, et la représentation peut être une instance des métadonnées. De plus, la 
représentation du modèle de contexte sous forme d’ontologie permet de lier deux éléments de 
contexte ensemble. Ce lien peut être de type « is-A », « Part-Of » ou une relation de type 
« property » entre deux éléments de contexte. Ce lien représente une instance du lien 
hiérarchique entre éléments de contexte représenté dans notre méta-modèle de contexte 
Dans la section, nous proposons une instanciation de notre méta-modèle de contexte en 
présentant notre modèle de contexte basé sur les ontologies.   
 Formalisation de la notion d’observation et de capteur 5.3.2.
5.3.2.1.  Formalisation de la notion d’observation 
Selon notre analyse de la littérature (cf. section 2.3.2.4), nous avons conclu que les 
approches basées sur l'ontologie semblent être les plus prometteuses en termes de 
raisonnement et d’expressivité. Ainsi, le rattachement de notre méta-modèle de contexte à une 
description sémantique peut s’appliquer aussi bien aux éléments de contexte qu’aux sujets 
observés : avant toute observation d’un sujet ou d’un élément de contexte, la nature de celui-
ci doit d’abord être clairement identifiée dans une ontologie de domaine propre au SI en 
question (cf. section 6.4.1). En d’autres termes, un SIP n’est pas sensé observer n’importe 
quel sujet, sans rapport avec son activité, de la même façon qu’il ne doit pas observer un 
élément de contexte inconnu, qu’il ne saura pas interpréter. Le fait de considérer uniquement 
des éléments spécifiés dans une ontologie présuppose que des éléments de contexte inconnus 
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jusqu’à alors ne seront pas pris en compte par le SIP, car ils risquent de ne pas être 
correctement interprétés par ce dernier. Ce n’est qu’après avoir été reconnu dans l’ontologie, 
et donc reconnu par le système lui-même, qu’un élément de contexte pourra être pris en 
compte. En effet, l’ontologie de contexte établit de manière non-ambiguë la sémantique des 
sujets et des éléments de contexte observables et acceptées par le SIP. Les SIP se situent avant 
tout dans le cadre fermé des Systèmes d’Information qui doivent rester maitrisés et contrôlés 
par la DSI. Par conséquence, ils n’autorisent pas un comportement ouvert sur des sujets et des 
éléments de contexte non-autorisés ou inconnus. Une fois cette description sémantique rendue 
possible par le modèle de contexte, nous pouvons nous concentrer sur l’observation de 
contexte par un capteur donné.  
La notion d’observation est nécessaire parce qu’elle permet d’instancier notre méta-
modèle de contexte au niveau instance avec des valeurs capturées à travers les capteurs et 
remontées ensuite au système. Nous pouvons ainsi dégager la Définition 4, qui établit la 
notion d’observation réalisée par un capteur. Pour un sujet donné sj, on peut observer un 
ensemble d’élément de contexte Eso. Une observation donnée s’attache à un seul élément de 
contexte eo observé pour le sujet sj. Ainsi, pour déterminer l’ensemble des éléments de 
contexte que nous pouvons observer pour un sujet sj, nous définissons la fonction suivante : 
ElementsContexte (sj) = Eso. La fonction ElementsContexte retourne pour un sujet donné sj 
l’ensemble de ces éléments de contexte observables. Au cœur de cette fonction, le type so du 
sujet observé sj est déterminé. De ce fait, l’association entre les éléments de contexte d‘un 
sujet donné peut être formalisée selon cette fonction, mais sera différente selon les approches 
de contexte utilisées. Ainsi, cette relation entre les éléments de contexte sera plutôt exploitée 
au moment de la gestion de contexte. 
Définition 4 : 
Une observation Ocpi se réfère au capteur cpi pour lequel on a observé, pour le sujet sj, un 
élément de contexte eo à un instant tj. Ainsi, chaque observation est un n-uplet composé du 
sujet sj, de l’élément de contexte eo, ainsi que de la valeur v observée à un moment tj et 
décrite par l’ensemble de métadonnées M. 
Ocpi = { < obj , tj > }, 
obj = < sj , eo , v , M >,  où   
- sj correspond au sujet observé ∈ so ; 
- eo correspond à un élément de contexte ∈ Eso  ; 
- v correspond à une valeur observée pour ce concept ; 
- t représente l’instant (timestamp) auquel cette observation a été réalisée ; et  
- M correspond à l’ensemble des métadonnées m et de leur valeur d décrivant cette 
observation : M = {m = d}. 
Définition 4. Formalisation de la notion d'observation 
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5.3.2.2.  Formalisation de la notion de capteur  
Un capteur offre au SI et aux utilisateurs un ensemble d’informations contextuelles 
correspondant à des valeurs observées dans l’environnement. Les capteurs, de différentes 
natures, permettent l’observation d’éléments caractérisant aussi bien l’environnement 
physique (GPS, température, etc.), que logique (mémoire disponible sur le terminal, 
préférences de l’utilisateur, etc.) et organisationnel (rôle de l’utilisateur, état d’exécution d’un 
processus, etc.). Ces capteurs sont importants puisqu’ils sont responsables de la capture des 
informations contextuelles dont le système aura besoin pour l’adaptation. Les valeurs 
observées correspondent à l’observation d’éléments de contexte clairement identifiés sur une 
ontologie de domaine (cf. section 6.4.1). Ces capteurs alimentent ainsi le SIP en informations 
contextuelles qu’il utilisera afin d’adapter son offre de services aux utilisateurs et à leurs 
besoins dans le contexte observé.  
Un capteur cpi est défini par l’ensemble d’observations Ocpi qu’il réalise, ainsi que par le 
contexte Cxcpi dans lequel il se trouve. Ce contexte est lui aussi décrit par un ensemble 
d’observations d’éléments de contexte relatifs à un sujet donné, qui est, dans ce cas précis, le 
capteur lui-même. Le contexte de capteur Cxcpi est un aspect important à prendre en 
considération car il permet de déterminer le positionnement du capteur dans l’espace de 
service. En effet, ce contexte Cxcpi permet de déterminer à quel espace de services ces capteurs 
peuvent être attachés. La Définition 5 ci-dessous synthétise cette position.  
Définition 5 : 
Un capteur cpi se définit en fonction d’un ensemble d’observations Ocpi qu’il réalise et d’un 
contexte Cx, également décrit par un ensemble d’observations.  
cpi = { Ocpi , Cxcpi } 
Définition 5. Formalisation de la notion de capteur 
5.4.  FORMALISATION DE L ’ESPACE DE SERVICES  
Grâce à tous les éléments identifiés précédemment, nous proposons enfin de conceptualiser 
un espace de services, en définissant de manière générale chacun de ses éléments. L’espace 
de services est un cadre conceptuel qui permet de définir et de spécifier tous ce qui est jugé 
important et pertinent d’un point de vue utilisateur. Nous introduisons ainsi la notion d’entité 
comme une généralisation des différents éléments de l’espace : services (cf. section 5.2) et 
capteurs (cf. section 5.3). De plus, notre espace de services peut être étendu ou utilisé dans 
différents contextes. Cette généralisation va permettre ainsi de ne pas limiter cet espace aux 
notions de services et de capteurs mais de laisser la possibilité de prendre en compte d’autres 
éléments jugés pertinents dans d’autres usages.  
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Il est à noter que l’espace de services n’inclut pas l’utilisateur dans sa formalisation 
comme une entité mais les services et les capteurs de SIP doivent être définis pour supporter 
les intentions de l’utilisateur et capturer son contexte. 
Plus spécifiquement, un espace de services ξ est un ensemble d’éléments, nommées entités 
(ei.), qui entourent l’utilisateur dans son environnement. Celui-ci est à la fois physique 
(localisation de l’utilisateur, dispositifs qui l’entourent, etc.), logique (ensemble des outils et 
des applications qui composent habituellement un SI) et organisationnel (organisation dans 
laquelle s’intègre le SIP). Dans cet environnement, nous pouvons considérer deux types 
d’entités distinctes : les entités actives, capables d’offrir aux utilisateurs un (ou plusieurs) 
service(s), et les entités passives, capables de renseigner les utilisateurs (et le système lui-
même) sur cet environnement. En d’autres termes, nous proposons de généraliser la notion de 
service en la présentant comme une entité active dans un espace qui est capable d’agir sur 
l’environnement et la notion de capteur comme une entité passive permettant l’observation de 
cet environnement. A partir de cette considération, nous dégageons la Définition 6 suivante : 
Définition 6 : 
Un Espace de Services ξ est un environnement pervasif composé d’un ensemble d’entités ei  
ξ = {ei | ei ∈ A  ∨ ei ∈ P}, où 
 
- A correspond à l’ensemble des entités actives, et 
- P correspond à l’ensemble des entités passives disponibles sur l’espace . 
Définition 6. Formalisation de l'espace de service 
Présentes dans l’espace de services, ces entités passives et actives se situent elles-mêmes 
dans un contexte donné, qui caractérise leur positionnement (au sens large du terme) dans 
l’espace de services ξ. Ainsi, et comme le synthétise la Définition 7, chaque entité possède un 
contexte Cx dans lequel on l’observe et qui lui est associé.  
Définition 7 : 
Toute entité ei, qu’elle soit active ou passive, est associée à un contexte Cx qui la 
caractérise dans l’espace de services ξ.  
Définition 7. la notion d'entité dans l'espace de services 
De plus, grâce à la notion de contexte discutée précédemment et à la Définition 4, nous 
pouvons désormais définir le contexte Cx qui caractérise une entité (passive ou active) dans 
l’espace de services ξ. Nous considérons, dans la Définition 8, que les entités qui composent 
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l’espace de services ξ se trouvent elles-mêmes dans cet espace et peuvent donc être 
caractérisées par les informations contextuelles que l’on peut y capter à leur sujet.  
Définition 8 : 
Une entité ei (ei ∈ A ou ei ∈ P) est caractérisée, dans l’espace de services ξ, par un contexte 
Cx. Celui-ci est constitué d’un ensemble d’observations. Chaque observation se réfère à 
l’entité ei observée et contient une valeur v pour un élément de contexte eo observé à un instant 
t, ainsi que l’ensemble de métadonnées M caractérisant cette observation.  
Cx  = { < obj , tj > }, 
obj = < ei , eo , v , M > 
Définition 8. Le contexte qui caractérise une entité dans l'espace de services 
 Entités actives  5.4.1.
Le concept de service permet d’évoquer le caractère actif des entités capables d’offrir à 
l’utilisateur et aux autres entités placées dans l’espace de services un ensemble de 
fonctionnalités agissant sur l’environnement qui les entoure. Ainsi, nous pouvons généraliser 
la notion de service en une entité active. A travers la notion de service, la nature réelle des 
entités actives demeure cachée derrière une interface bien définie, représentant les 
fonctionnalités pouvant être rendues par ces entités, sans spécifier comment elles le sont. En 
définissant les entités actives en tant que services, nous pouvons gérer l’hétérogénéité qui les 
caractérise dans l’espace de services. 
L’ensemble des entités actives ei ∈ A correspond à l’ensemble des services offerts aux 
utilisateurs par le SI dans un environnement pervasif. Une entité active est une entité capable 
de réaliser une action (atomique ou composée de plusieurs actions) pour un client quelconque 
à travers une interface clairement définie. Le client n’a pas besoin de connaître les détails de 
l’implémentation du service, mais uniquement son interface. Les entités actives sont en 
mesure d’agir sur l’environnement, qu’il soit physique (gestion de la température d’un dépôt 
de stockage, par exemple), logique (invocation d’un service Web ou d’une fonctionnalité d’un 
ERP) ou organisationnel (e.g. intervention sur un processus métier). La nature exacte de 
l’entité active est ainsi transparente : qu’il s’agisse d’un service Web, une imprimante ou un 
fax, l’entité sera toujours vue à travers les services qu’elle offre à ces clients.   
 Entités passives 5.4.2.
Le concept de capteur permet d’évoquer le caractère passif des entités capables d’observer 
l’environnement et de renseigner l’utilisateur et le SI sur les informations contextuelles 
observées de cet environnement. Ainsi, nous pouvons généraliser la notion de capteur en une 
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entité passive. Ces entités passives sont importantes puisqu’elles sont responsables de la 
détection des informations contextuelles dont le système aura besoin pour l’adaptation. Leur 
définition délimite la notion de contexte, spécifiant les informations considérées comme 
pertinentes. L’objectif est de permettre la prise en compte de ce contexte afin de proposer aux 
utilisateurs les services qui leur correspondent le mieux. 
L’ensemble des entités passives ei ∈ P correspond à un ensemble de capteurs capables 
d’observer l’environnement de l’utilisateur et son interaction avec le SIP. En d’autres termes, 
une entité passive est une entité capable d’offrir au SI et aux utilisateurs un ensemble 
d’informations contextuelles correspondant à des valeurs observées dans l’environnement, 
qu’il soit physique, logique ou organisationnel. Il s’agit d’une source d’information qui 
alimente les autres éléments de l’espace de services en informations contextuelles. Ces 
informations peuvent, par la suite, être utilisées pour l’adaptation des services offerts à 
l’utilisateur, voire l’adaptation de l’espace de services lui-même. En d’autres termes, ces 
entités passives alimentent le SIP en informations contextuelles qu’il utilisera afin de mieux 
adapter son offre de services aux utilisateurs et à leurs besoins dans le contexte observé. 
 Etat de l ’espace de services et son évolution 5.4.3.
L’espace de services représente un espace conceptuel et non technique constitué d’un 
ensemble d’entités (services et capteurs) à un instant t. En réalité, cet espace de services ne 
forme pas un espace discret et fermé. Bien au contraire, nous proposons un espace de services 
dynamique qui n’est pas formalisé ou défini par une description propre à lui mais par la 
description des différentes entités qui le constituent à un instant donné. En conséquence, un 
espace de services peut évoluer dans le temps, avec de nouvelles entités qui s’ajoutent aux 
entités déjà présentes et d’autres entités qui disparaissent ou deviennent simplement 
indisponibles. On peut ainsi distinguer deux visions à partir de cette définition. D’abord, une 
vision statique qui conceptualise l’espace de services par la définition des entités dont 
l’intégration à l’espace est prévue, voire souhaitée par l’entreprise. Or, la nature fortement 
dynamique des environnements pervasifs oblige cette conceptualisation à évoluer avec cet 
environnement. Une vision dynamique est donc nécessaire. Celle-ci doit tenir compte des 
entités effectivement disponibles dans l’espace de services à un instant t. Cette distinction est 
nécessaire afin de mieux capturer la dynamique propre à cet espace. La notion d’espace de 
services se présente ainsi comme un conteneur conceptuel permettant aux concepteurs de SIP 
de mieux décrire ces systèmes. Dans les faits, les SIP sont confrontés à la dynamique propre 
aux environnements pervasifs, caractérisée par la volatilité des ressources qui s’y trouvent. 
Cependant, contrairement aux environnements purement pervasifs, pour lesquels la 
découverte et la prise en compte opportuniste des entités est recherchée, les SIP requièrent le 
maintien d’un certain contrôle et maîtrise. Il s’agit, avant tout, d’un système d’information, et 
la prise en compte de nouvelles entités sans une validation ou un accord au préalable de la 
part de l’entreprise (typiquement, de sa DSI), n’est pas toujours possible, voire n’est pas 
souhaitable. La notion d’espace de services permet aux concepteurs de mieux imaginer les 
environnements optimaux, maîtrisés et pourtant dynamiques. Les concepteurs peuvent ainsi 
décrire leur SIP sous la forme de multiples espaces de services perméables, comme l’illustre 
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la Figure 32. En d’autres termes, un espace de services n’est pas un espace fermé totalement 
déconnecté des autres espaces. Bien au contraire, c’est un espace qui n’a pas de frontières 
claires qui l’empêchent de communiquer avec les autres espaces et qui demeure accessible. 
Ainsi, ces espaces de services peuvent se partager des entités (actives ou passives) communes 
(voir Figure 32). Les entités actives ou passives d’un espace peuvent ainsi exister sur d’autres 
espaces. De plus, l’utilisateur évolue entre ces multiples espaces qui se superposent et 
évoluent dans le temps. 
 
Figure 32. Multiples espaces de services perméables 
Afin de permettre aux visions statiques et dynamiques de coexister de manière 
harmonieuse, nous considérons l’état d’un espace de services en plus de sa définition statique, 
selon la Définition 9. L’état d’un espace de services  à un instant t, noté
t
, correspond aux 
entités, passives ou actives, effectivement disponibles sur l’espaceà cet instant. Ceci 
équivaut à dire qu’une entité ei possède elle aussi un état à un instant t. Cet état de l’entité, 
noté ei
t, indique la disponibilité de celle-ci dans l’espace  à l’instant t.  
Définition 9 : 
L’état d’un espace de services  à un instant t, noté 
t
, se définit comme l’ensemble des 
états des entités ei présentes à cet espace : 
!! ⊆ !, !! = !! !! ∈ ! ∧ !!
!! , où 
ei
ξt indique l’état de l’entité ei à l’instant t (disponible ou indisponible).  



















5.5.  CONCLUSION 
Dans ce cinquième chapitre, nous avons proposé la notion d’espace de services, cadre 
conceptuel pour la conception d’un SIP. Celui-ci permet la définition d’un SIP par la 
spécification d’un ensemble d’espaces, dans lesquels cohabitent les services offerts par le 
système aux utilisateurs et les capteurs qui l’alimentent avec des informations récoltées à 
partir de l’environnement (physique, logique ou organisationnel). Ces éléments sont définis 
par rapport à un contexte dans lequel ils se situent, permettant ainsi une meilleure prise en 
compte de l’environnement dans lequel évolue l’utilisateur. Cette notion, représentant notre 
vision des SIP, permet aux DSI de spécifier les fonctionnalités attendues de leur système, 
ainsi que les informations qui seront capturées par celui-ci pour une meilleure adaptation. Il 
s’agit de garder le contrôle sur la définition du système et de ses services, tout en permettant 
la prise en compte d’un environnement hautement dynamique. Ce compromis entre 
dynamisme et spécification au préalable est une nécessité pour les SIP, car, même s’ils 
veulent tirer profit d’un environnement pervasif, ils restent néanmoins des SI. Cette possibilité 
de spécifier le système tout en permettant l’expression de sa dynamique constitue une des 
forces de cette proposition.  
L’espace de services est défini comme un cadre conceptuel, lequel formalise d’une 
manière générique la notion de contexte et de service. Ce cadre est conçu indépendamment de 
la couche technique, ainsi que des approches de modélisation de contexte et des approches de 
services choisies pour son implémentation. En réalité, l’objectif principal de cet espace de 
services est de représenter une vision conceptuelle de la dynamique d’un SIP, offrant ainsi un 
guide de conception pour identifier, décrire et valider les différents composants constituant 
cet espace en fonction des souhaits de l’entreprise et des utilisateurs ciblés par le SIP.  
Nous avons formalisé cette notion d’espace de services et présenté ses composants dans 
l’ordre qui nous semble le plus pertinent du point de vue d’un DSI. Le cadre conceptuel 
proposé dans ce chapitre s’inscrit dans une approche de recherche plus large. D’une part, cette 
approche inclut la mise en œuvre de cette vision des SIP à travers la description sémantique 
des services, intégrant les notions d’intention et de contexte (cf. Chapitre 6), la découverte (cf. 
Chapitre 7) et la prédiction de services (cf. Chapitre 8) basées sur les notions de l’espace de 
services. Cette mise en œuvre a été mise en place par la réalisation d’une architecture que 
nous avons développée dans le cadre de cette thèse pour définir les différents espaces de 
services et leurs entités, et que nous avons nommée architecture de gestionnaire d’un SIP (cf. 
Chapitre 9). D’autre part, cette approche inclut une démarche de mise en œuvre et de 
réalisation de cet espace à l’intention des concepteurs de SIP (cf. Chapitre 8). Cette démarche 
supporte le passage du cadre conceptuel « espace de services » vers l’implémentation de 
l’architecture de gestionnaire de SIP contenant les modules de description, découverte et 




Chapitre 6.  DESCRIPTION INTENTIONNELLE ET 
CONTEXTUELLE DES SERVICES                                             
 
6.1.  INTRODUCTION 
La vision intentionnelle et contextuelle des SIP que nous proposons dans le cadre de ce 
travail de thèse (cf. section 4.3.1) met l’accent sur l’étroite relation entre l’intention, le 
contexte et le service. Nous considérons qu’un service est là pour répondre à une intention 
particulière dans un contexte donné. Ce contexte peut influencer la satisfaction de cette 
intention. Cette vision a été mise en place conceptuellement par la notion d’espace de 
services, que nous avons présentée dans le chapitre précédent (cf. Chapitre 5).  
L’espace de services présente un cadre conceptuel qui intègre les différents services et 
capteurs qui entourent l’utilisateur dans son environnement. Nous décrivons cet espace par 
une description formelle qui lui est propre laquelle considère l’ensemble de services 
potentiellement disponibles à un instant donné. Ceci est dans le but de gérer l’aspect 
dynamique et perméable de cet espace. 
Une description de services selon une vision intentionnelle et contextuelle est un élément 
clé pour la réalisation de cette vision. Un service doit être décrit selon l’intention qu’il est 
capable de satisfaire. Il doit être décrit également par le contexte dans lequel il est valide et 
exécutable. Une telle description reflète l’étroite relation entre la notion d’intention, celle de 
contexte et le service. Son rôle est d’apporter plus de signification au service (intention) et de 
prendre en considération son adaptation à l’environnement (contexte). Ce descripteur de 
services représente une extension de OWL-S, que nous avons appelé OWL-SIC (OWL-S 
Intentional & Contextual), laquelle considère le service comme une entité unique avec de 
multiples dimensions : dimensions intentionnelles, techniques et contextuelles. 
Le descripteur intentionnel et contextuel que nous allons décrire dans ce sixième chapitre 
permet la description de l’espace de services à travers la description de l’ensemble des 
services qu’il intègre. De plus, ce descripteur représente le point d’entrée pour le mécanisme 
de découverte (cf. Chapitre 7) et celui de prédiction (cf. Chapitre 8) de services. Ces 
mécanismes interagissent avec un répertoire de services contenant ces descripteurs pour 
satisfaire les besoins des utilisateurs.  
Dans le cadre de ce chapitre, nous argumentons notre choix d’étendre le langage OWL-S 
pour prendre en considération les notions de contexte et d’intention. Par la suite, nous 
détaillons notre descripteur de services et nos extensions de OWL-S. 
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6.2.  VERS UN DESCRIPTEUR INTENTIONNEL ET CONTEXTUEL :  OWL-
SIC 
Selon notre vision intentionnelle et contextuelle des Systèmes d’Information Pervasifs (cf. 
section 4.3.1), les services sont sélectionnés et exécutés dans un contexte donné et sont censés 
satisfaire certaines intentions particulières. Ces services forment les entités actives de notre 
espace de services (cf. section 5.4.1). Cet espace de services représente un cadre conceptuel, 
non technique, qui se définit, entre autres, à travers les différents services qu’il englobe. 
Ainsi, il est important de présenter une description des services selon cette perspective 
intentionnelle et contextuelle. 
Les descriptions de services actuelles ne décrivent pas nécessairement les deux aspects. 
Pour beaucoup de travaux, cette association reste floue et pas assez exploitée. Ce constat se 
base sur l’analyse des approches de découvertes de services détaillée dans la section 3.5.2.    
Ainsi, nous proposons un descripteur intentionnel et contextuel de services qui supporte 
notre notion d’espace de services. Ce descripteur correspond à la définition et à la description 
des différentes entités actives (services) qui cohabitent dans un ou plusieurs espaces de 
services. Pour cela, nous proposons de relever les services à un niveau plus élevé en 
proposant une description sémantique qui inclut la description intentionnelle et contextuelle 
des services. Un utilisateur n'a pas besoin d'un service parce qu'il est situé dans un endroit 
donné ou dans un contexte donné. Il nécessite un service parce qu'il a une intention 
particulière qu'un service peut satisfaire dans ce contexte. Cette description sémantique 
étendue des services, permet de gérer l’hétérogénéité de l’environnement. L’objectif ici est de 
proposer des services de haut niveau, permettant de cacher la complexité technique de 
l’environnement dû, entre autres, aux différentes technologies et services proposés. 
Afin de proposer une telle description sémantique, nous avons besoin d’un langage assez 
riche et suffisamment extensible pour prendre en considération les aspects intentionnels et 
contextuels dans la description d’un service. Dans le Chapitre 3, nous avons évoqué deux 
langages de description de services correspondants à ces critères. Le premier est le langage 
WSMO (cf. section 3.4.3.2) qui représente une ontologie décrivant sémantiquement les 
différents aspects relatifs à un service Web. WSMO (Keller et al., 2004) se caractérise 
essentiellement par son approche basée sur les intentions. Celle-ci prend en considération les 
intentions spécifiques derrière une recherche de services de l’utilisateur. Le deuxième langage 
est le langage OWL-S (Martin et al., 2007). Celui-ci (cf. section 3.4.2.1) définit les capacités 
des services Web en trois parties représentées par des ontologies interdépendantes : le profil 
de services, le modèle de processus et le grounding.  
Face à ces deux propositions, nous avons considéré la question suivante : quel langage 
parmi les deux cités ci-dessus (OWL-S et WSMO) permettrait de décrire, d’une façon claire, 
expressive et sans perte d’informations, l’intention que le service est capable de satisfaire et 
le contexte de validité et d’exécution de ce service, et qui permet également de raisonner 
dessus. Selon Roman et al. (Roman et al., 2005), dans WSMO, une intention décrit les aspects 
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liés aux désirs de l'utilisateur par rapport à la fonctionnalité demandée. Toutefois, cette 
intention n’est pas formulée selon un modèle bien spécifique. Comme nous l'avons mentionné 
dans la section 3.4.3.2, cette information est représentée uniquement comme un ensemble 
d'objets. Par conséquent, WSMO ne permet pas d'identifier le rôle réel que joue chaque objet 
dans la spécification de l'intention. En d’autres termes, ce langage n'exploite pas la 
sémantique des verbes, des cibles et des paramètres qui peuvent représenter une intention, 
comme présenté dans les travaux de (Kaabi et Souveyet, 2007) et (Rolland et al., 2010). Nous 
concluons ainsi, que cette représentation d’intention perd une partie de son expressivité avec 
une telle modélisation. Dans notre vision, l’intention représente un élément clé très riche et 
qui apporte une réelle compréhension au service associé. Il est important de décrire la 
sémantique de tous éléments composant cette intention pour tout éventuel usage, tel que la 
découverte et la prédiction de service. De plus, une des reproches de WSMO est qu’il ne 
s’appuie pas sur des moteurs de raisonnement qui soient assez performants et puissants pour 
raisonner sur l’intention et le contexte. Cette phase de raisonnement est très importante dans 
nos mécanismes de découvertes (cf. Chapitre 7) et de prédictions de services (cf. Chapitre 8), 
étant donné que nous raisonnons sur les ontologies et sur les descriptions de services.  
Concernant le langage OWL-S (cf. section 3.4.2.1), les dernières recherches dans 
l’Informatique orientée services recommandent l'utilisation de ce langage pour décrire 
sémantiquement les services. Selon (Suraci et al., 2007), même si OWL-S est conçu pour les 
services Web, il est riche et suffisamment général pour décrire tout type de services. Le 
langage OWL-S représente un langage souple et facilement extensible, tel que démontré par 
les travaux de Suraci et al. (Suraci et al., 2007) et Vanrompay et al. (Vanrompay et al., 2011). 
De plus, OWL-S offrent un très grand pouvoir d’expressivité ainsi que la possibilité d’inférer 
de nouvelles connaissances grâce au nombre de constructeurs de ce langage ainsi qu’au 
nombre de raisonneurs proposés, tels que Jena (Carroll et al., 2004), Pellet (Parsia et Sirin, 
2004) et Racer (Haarslev et Möller, 2003). 
Ainsi, nous avons choisi de nous baser sur OWL-S puisque, d’une part, il est assez souple 
et extensible pour inclure d’autres types d’informations dans la description de services, et 
d’autre part, parce qu’il offre des moteurs de raisonnement assez puissants nécessaires pour la 
découverte et la prédiction de ces services. Nous proposons ainsi d'étendre OWL-S afin 
d’inclure les informations concernant à la fois le contexte et l'intention qui caractérisent un 
service. Cette extension est présentée sous le nom de OWL-SIC (Intentional & Context aware 
Services Web Ontology Language). Elle a fait l’objet de plusieurs publications (Najar et al., 
2011a) (Najar et al., 2011b) (Najar et al., 2012c) et sera utilisée, dans la suite de cette thèse, 
pour la découverte (cf. Chapitre 7) et prédiction de services (cf. Chapitre 8).  
Pour inclure l’aspect intentionnel à la description de services, nous avons différentes 
manières de faire et différentes extensions possibles. La première extension, et la plus simple, 
consiste à étendre la description du profil de services. La problématique ici est que cette 
description intentionnelle peut rapidement devenir complexe si on prend en considération la 
description de la variabilité dans l’expression de l’intention (cf. section 6.3). Ainsi, par soucis 
d’interopérabilité, nous avons choisi d’apporter des modifications minimes à la partie du 
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profil de service, laquelle est utilisée par les mécanismes de découverte traditionnels, afin de 
garder son caractère souple et flexible. Nous rajoutons ainsi un nouveau bloc « Intention 
service » dans la description de services, lequel se concentre uniquement sur la description 
intentionnelle des services. Par ailleurs, et à l’instar de Kirsch-Pinheiro et al. (Kirsch-Pinheiro 
et al., 2008), nous avons choisi de décrire les informations relatives au contexte par une URL 
qui fait référence à une ressource externe, permettant ainsi une mise à jour facile des 
informations de contexte liées à la description du service (cf. section 6.4). 
Avec notre extension OWL-SIC, nous pouvons décrire l'intention qu'un service est capable 
de satisfaire et les conditions de contexte dans lesquelles ce service est valable et peut être 
exécuté. Par ailleurs, contrairement à Rolland et al. (Rolland et al., 2010), nous ne 
considérons pas que le service intentionnel doive être observé comme une entité distincte du 
service technique. Cette séparation conduit à des descriptions techniques pauvres qui sont 
sémantiquement incomplètes, car ils ne comprennent pas de description intentionnelle. Nous 
proposons, dans cette section, un descripteur sémantique complet, qui considère le service 
comme une entité unique aux multiples dimensions (dimension intentionnelle, technique et 
contextuelle), qui s’intègrent dans une description sémantique unique. Chacune de ces 
dimensions est décrite plus en détails dans les sections suivantes. 
6.3.  LA DIMENSION INTENTIONNELLE D ’UN SERVICE 
Un service est décrit avec une intention principale qu’il est capable de satisfaire. Celle-ci 
représente l’intention décrite par la communauté dans un domaine précis et qui va être 
analysée lors du processus de découverte de services (cf. Chapitre 7). D’un domaine à un 
autre, une même intention peut être exprimée de différentes manières. Cette variabilité 
d’expression de l’intention dépend de la communauté d'expert qui a établi l’ontologie 
d’intention et qui partage une vision commune de leur domaine, comme les ontologies 
soutenues par la communauté proposés par Mirbel et Crescenzo (Mirbel et Crescenzo, 2010). 
Ainsi, nous avons trouvé intéressant de prendre en considération cette variabilité dans notre 
descripteur de services. 
De plus, comme nous l’avons souligné dans la section 3.4.3.3, une intention peut être 
atomique ou agrégat. Une intention atomique représente une intention qui ne se décompose 
pas en d’autres sous-intentions, tandis qu’une intention agrégat représente une intention qui 
se compose d’un ensemble de sous-intentions, qui à leur tour peuvent être décomposables.  
Nous introduisons, dans la section 6.3.1, notre extension de OWL-S pour inclure les 
informations sur l’intention principale du service et sa variabilité d’expression. Ensuite, nous 
détaillons dans la section 6.3.2, notre prise en compte de la composition intentionnelle dans 
notre descripteur de services.  
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 Le service et son intention principale 6.3.1.
L'information relative à l'intention est décrite, comme l’illustre la Figure 33, dans une 
ontologie « Intention Service ». Cette ontologie représente une description de l'intention 
principale que le service est censé satisfaire. Elle se base sur une ontologie de domaine qui est 
établie par une communauté d'expert partageant un même domaine. Cette vision s'intègre 
parfaitement avec les SIP, puisque les services offerts par ces systèmes doivent s’adapter à 
une communauté d'utilisateurs spécifique.  
 
Figure 33. Extension de OWL-S pour représenter l'intention du service 
Notre extension intentionnelle rajoute à OWL-S une nouvelle propriété au service, 
nommée « satisfait » et sa classe respective « IntentionService » (cf. Figure 33). Chaque 
instance de « service » permet ainsi de satisfaire une description intentionnelle de celui-ci. 
L’ontologie « Intention Service » fournit les informations nécessaires pour découvrir le 
service approprié qui satisfait au mieux une ou plusieurs intention(s) particulière(s). L’objectif 
ici est de mentionner l’intention qu’un service permet de satisfaire de manière à ce que ce 
service puisse être retrouvé à partir de l’intention de l’utilisateur. 
La prise en compte de cet aspect intentionnel dans la description de services conduit à des 
modifications dans l’ontologie de services, pour faire référence à l’ontologie d’intention de 
services, et dans l’ontologie de profil, pour faire appel à l’ontologie d’intention lors du 
mécanisme de découverte de services par exemple. Nous introduisons dans les sections 
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6.3.1.1.  Extension de l ’ontologie de service  
Les parties constituant la description d’un service en OWL-S (cf. Figure 33) sont organisés 
dans une ontologie. Cette ontologie représente la structure de cette description exposant ces 
trois parties de base, à savoir le profil, le modèle et le grounding du service. Nous y rajoutons 
une quatrième partie, représentant la dimension intentionnelle d’un service.  
Nous étendons ainsi cette ontologie de services, comme l’illustre la Figure 34, afin de 
mettre en avant le lien entre un service et une intention. Cette extension a été établie par 
l’ajout d’une classe « Service Intention » qui fournit une superclasse à la description 
intentionnelle du service (ligne 7-10 de la Figure 34).  
 
Figure 34. Extension de l'ontologie de services  
La classe « Service Intention » ne mentionne aucune représentation des services, mais elle 
impose les informations de base permettant de lier une intention avec une instance de service. 
Il existe une relation réciproque entre un service et une intention de service, de sorte qu'un 
service peut être lié à une intention et une intention à un service. Ces relations sont exprimées 
par les propriétés « satisfait » (satisfies) et « satisfaitPar » (satisfiedBy). D’une part, la 
propriété « satisfait » décrit une relation entre une instance de service et une instance 
d'intention (ligne 14-18 de la Figure 34), indiquant ainsi que le service est capable de 
satisfaire cette intention. D’autre part, la propriété « satisfaitPar » représente l'inverse de 
« satisfait » (ligne 20-28 de la Figure 34). Elle spécifie qu'une intention donnée peut être 
satisfaite par un service. 
6.3.1.2.  Extension de l ’ontologie de profil 
L’ontologie de profile, comme nous l’avons mentionné dans la section 3.4.2.1, exprime ce 
que le service réalise. Cette ontologie donne une description de haut niveau d'un service, à 
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des fins de description, de publication et de découverte des services. Ainsi, afin d’inclure 
l’aspect intentionnel de notre descripteur de services, nous avons dû étendre l’ontologie du 
profil de services, comme l’illustre la Figure 35. 
 Dans la description du « Profil Service », nous avons introduit un pointeur vers la sous-
ontologie qui présente la description intentionnelle de service (ligne 44-47 de la Figure 35). 
Pour cela, nous proposons la propriété « has_intention ». Celle-ci a comme domaine la classe 
profil (Profile) et comme classe respective (range) la classe « intention ».  
 
Figure 35. Extension de l’ontologie de description de profil de service  
La classe intention représente une spécialisation de la classe de profil de service (Service 
Profile). Cette nouvelle classe utilise le caractère flexible et extensible de OWL-S. En effet, 
nous y ajoutons une nouvelle classe tout en gardant en perspective la possibilité de représenter 
l’ontologie d’intention de différentes manières. 
 
Figure 36. Description du service « Edition_Proposal_Service » en OWL-SIC 
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Pour mieux comprendre cette description intentionnelle de services proposée à travers 
OWL-SIC, nous présentons, dans la Figure 36, un exemple de description de service. Dans cet 
exemple, nous présentons la description d’un service d’édition de proposition nommé 
« Edition_Proposal_Service » (ligne 5). Dans cette description, le service satisfait l’intention 
« prepare proposition » (ligne 9). Cette ligne représente l’identifiant de la description 
intentionnelle du service qui est détaillée dans le bloc de description des intentions (ligne 27-
29). De plus, dans la partie de description de profile du service, nous rajoutons un pointeur 
vers la description de cette intention (ligne 21), afin de l’explorer dans un processus de 
découverte de services. 
On observe que le changement que nous avons apporté au profil de service est minimal, 
puisque l’intention n’y est pas détaillée, étant décrite par l’ontologie d’intention. Ceci est 
particulièrement important pour maintenir une certaine compatibilité entre cette nouvelle 
description de services et les mécanismes de découverte.  
6.3.1.3.  Ajout d’une ontologie d’intention 
Nous proposons, dans le cadre de cette extension, une ontologie d’intentions, laquelle 
propose une description des intentions qu’un service est capable de satisfaire. Nous 
considérons qu’un service satisfait une intention principale, qu’elle soit atomique ou 
composite. Cette intention est formulée selon le modèle de Prat (Prat, 1997) (cf. section 
3.4.3.1). Ce modèle présente l’intention sous forme de verbe, de cible qui peut être un objet 
ou un résultat et un ensemble de paramètres qui sont optionnels. Les paramètres représentent 
la façon, la quantité, la qualité, la direction, la qualité et le bénéficiaire. La Figure 37 illustre 
les classes et les propriétés qui composent cette description intentionnelle d’un service.  
 
Figure 37. Les classes et les propriétés de l'ontologie d’intention  
Selon Prat (Prat, 1997), le verbe expose l'action permettant la réalisation de l'intention. La 



















de la satisfaction de l'intention. Les paramètres sont utiles pour clarifier l'intention et pour 
exprimer les informations supplémentaires. Le paramètre direction caractérise la source ou la 
destination des entités. D’un côté, la destination identifie l'emplacement des entités produites 
par la satisfaction de l'intention. De l'autre côté, la source identifie l'emplacement initial des 
entités. En outre, ce modèle d'intention représente le paramètre façon, faisant référence à 
l'instrument de la satisfaction de l'intention. Il représente le moyen ou la manière de satisfaire 
l’intention. Le moyen indique l'entité qui sert d'instrument pour atteindre l'intention, tandis 
que la manière identifie une approche dans laquelle l'intention peut être satisfaite. Enfin, le 
paramètre de qualité définit une propriété qui doit être atteinte ou maintenue.  
Dans leurs travaux, Corby et al. (Corby et al., 2009) proposent une ontologie d’intention 
qui organise l’intention par section, selon le modèle de la carte (Rolland et al., 1998). Dans 
nos travaux, nous nous concentrons sur la description de l’intention elle-même. Toutefois, 
nous pouvons dégager certains points communs entre les deux ontologies, que nous avons 
entouré dans notre ontologie d’intention à la Figure 38. Par exemple, dans les deux ontologies 
nous suivons la même description des paramètres qui sont la façon, la quantité, la qualité, la 
direction, la qualité, etc. Ainsi, nous attachons dans ces deux travaux une cible à l’intention, 
appelée objet dans l’ontologie proposée par Corby et al. (Corby et al., 2009). Par contre, la 
description des verbes dans notre ontologie d’intention est plus riche. En effet, nous 
exploitons plus d’éléments autour du verbe, tels que le synonyme et le sens, que dans 
l’ontologie de Corby et al. (Corby et al., 2009). Notre ontologie d’intention représente une 
description sémantique du modèle d’intention de Prat (Prat, 1997), alors que l’ontologie de 
Corby et al. représente une description sémantique du modèle de la carte.  
 
Figure 38. Comparaison avec l'ontologie d'intention de Corby et al. (Corby et al., 2009) 
Chaque élément de cette description intentionnelle doit être lui-même sémantiquement 
défini au préalable dans des ontologies d’intentions qui sont dépendantes du domaine. En 
réalité, ces ontologies intentionnelles décrivent chacune un élément de l’intention : une 
ontologie de verbes, une ontologie de cibles rendues accessibles par le SIP et des ontologies 
de paramètres. Les ontologies de verbes et de cibles établissent de manière non-ambiguë la 
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sémantique des actions acceptées par le SIP dans l’espace de services, représentant le verbe 
de l’intention, et l’ensemble des cibles atteignables par le biais de cet espace. Une telle 
définition, basée sur une ontologie prédéfinie, n’est envisageable que dans le cadre fermé 
d’un Système d’Information. En effet, ces systèmes n’autorisent pas un comportement ouvert 
sur des intentions et des cibles non-autorisées ou inconnues auparavant, de par leur 
importance stratégique dans les entreprises.  
L’ontologie de verbe (OntoV) contient un ensemble de verbes liés à un domaine précis, 
celui du SIP, leurs significations et les relations entre ces verbes. OntoV établit une description 
sémantique des actions acceptées par les SIP. Elles présentent des liens d’héritage entre les 
verbes reflétant des relations de hyponymie (plus spécifique) et d’hyperonymie (plus général). 
A part ces deux liens, cette ontologie de verbes décrit la relation de synonyme entre deux 
verbes. Deux verbes synonymes représentent deux verbes identiques ou très voisins (ayant le 
même sens ou deux sens très proches). De plus, un verbe peut avoir un sens bien défini. En 
conséquence, nous décrivons le verbe, dans l’ontologie (OntoV), avec son sens. Le sens du 
verbe est introduit par le fournisseur de ce service afin de rajouter plus d’expressivité au 
verbe. En d’autres termes, il n’est là que pour aider l’utilisateur à mieux comprendre la 
signification des verbes qui existent dans l’ontologie des verbes (OntoV). Par exemple, le 
verbe « consulter » peut être décrit par plusieurs sens, à savoir « examiner quelque chose » ou 
« interroger quelque chose ». 
L’ontologie des cibles (OntoT) représente des concepts sémantiques relatifs aux cibles 
pouvant être utilisées avec une intention. Cette ontologie établit de manière non-ambiguë la 
sémantique de l’ensemble des cibles atteignables par le biais de l’espace de services. Elle 
présente une vue hiérarchique de plusieurs types de cibles du domaine en question, en 
présentant les liens de spécialisations et de généralisation entre elles.  
 
Figure 39. Exemple de description intentionnelle d'un service d'édition de proposition 
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La Figure 39 illustre un exemple de description intentionnelle du service d’édition de 
proposition. Ce service satisfait l’intention principale « prepare proposition » (ligne 5). Cette 
intention se compose du verbe « prepare » (ligne 6-9). La cible de l’intention représente le 
résultat obtenu par la satisfaction de cette intention, à savoir « proposal » (ligne 11-18).      
Comme nous l’avons souligné précédemment, une même intention peut être exprimée de 
différentes manières selon la communauté. Ceci exprime la variabilité dans l’expression de 
l’intention que nous introduisons dans notre description intentionnelle des services. Pour un 
même service, nous pouvons associer différentes intentions, dont une est représentée comme 
principale et les autres comme ses alternatives dans des domaines différents. Par exemple, le 
service d’édition de proposition a comme intention principale « prepare proposition ». Cette 
intention est décrite dans le cadre d’une entreprise qui peut configurer ses propositions (e.g. 
logiciels) selon les appels d’offre. Cette même intention peut être exprimée différemment 
dans le cadre d’une autre entreprise qui propose ses produits sans configuration à ses clients. 
Dans ce cas, l’intention qui sera associée à ce service sera plutôt « propose product ». Ces 
multiples variations d’intention sont décrites dans le bloc de la description intentionnelle de la 
même manière que l’intention principale est décrite dans la Figure 39. 
En plus de cette variabilité dans l’expression, une intention associée à un service peut être 
soit une intention simple, appelée intention atomique, soit une intention décomposable en 
plusieurs sous intentions, appelée intention agrégat (cf. section 3.4.3.3). Nous estimons qu’il 
est important de prendre en compte cette composition intentionnelle qui peut être exploitée 
dans d’éventuel mécanisme de composition de services. Nous discutons cette composition 
intentionnelle dans la section suivante. 
 La composition intentionnelle 6.3.2.
Un service satisfait une intention particulière. Cette intention, et comme nous l’avons 
introduit précédemment, peut être atomique ou agrégat. Une intention atomique représente 
une intention simple et non décomposable, tandis que l’intention agrégat représente une 
intention qui est composée d’autres intentions. La satisfaction d’une intention agrégat 
nécessite la satisfaction de toutes ses sous intentions. Cet aspect intentionnel reflète la 
composition des intentions introduites dans les travaux de Kaabi et Souveyet (Kaabi et 
Souveyet, 2007) et Rolland et al. (Rolland et al., 2010). Néanmoins, et comme nous l’avons 
souligné dans la section 3.4.3.3, la vision de ces auteurs ne prend pas en considération 
l'évolution de la technologie de services qui peut supporter des logiciels avec des 
fonctionnalités réutilisables, ainsi que des systèmes hérités (legacy system) avec des processus 
complexes cachés par des technologies. Dans leurs travaux,  Kaabi et Souveyet (Kaabi et 
Souveyet, 2007) et Rolland et al. (Rolland et al., 2010) considèrent que seuls les services 
intentionnels atomiques peuvent être opérationnalisés à travers le service logiciel. Ceci limite 
la réutilisation des systèmes hérités, puisque ces systèmes peuvent être associés à des 
intentions agrégats, mais ils ne peuvent pas être assimilés à des intentions atomiques simples. 
Descripteur(intentionnel(et(contextuel(:(OWLASIC(
 135 
Dans notre descripteur, nous nous sommes inspirés de ces travaux (Kaabi, 2007) (Rolland 
et al., 2010) et nous admettons ainsi l’importance de la composition intentionnelle dans la 
description d’un service. Par contre, et dans la perspective de suivre cette évolution 
technologique et de prendre en considération des systèmes complexes tels que les systèmes 
hérités, nous estimons qu’un service atomique peut satisfaire des intentions complexes qui 
peuvent être agrégats. Ainsi, puisqu’un service peut être assez complexe en soi, d’un point de 
vue intentionnel, nous avons décidé d’inclure la composition intentionnelle dans la 
description de services. Ceci nous distingue également de WSMO qui ne gère pas cet aspect. 
En effet, un service englobe un certain processus intentionnel lequel peut être aussi simple 
que la satisfaction d’une seule intention atomique, mais qui peut être également assez 
complexe encapsulant une véritable composition intentionnelle. Que le service soit simple ou 
composite, l’intention qu’il satisfait peut être également atomique ou agrégat. Nous avons 
donc deux compositions orthogonales, représentées sur deux dimensions séparées : une 
technique et l’autre intentionnelle.  
Dans le cas d’une composition traditionnelle, l’agrégation technique fournit des éléments 
techniques nécessaires à l'exécution du service. Par contre, l’agrégation intentionnelle permet 
de mieux comprendre, du point de vue utilisateur final, le service et les différentes façons de 
satisfaire son intention principale. Ainsi, nous proposons d'étendre le modèle de processus de 
OWL-S en incluant la spécification d'un processus intentionnel. Cette nouvelle spécification 
est décrite indépendamment de l’agrégation traditionnelle, étant donné que cette dernière 
dépasse le cadre de cette thèse. Notre extension est inspirée de la spécification technique des 
processus de services décrits en OWL-S et de la composition de services intentionnels 
proposée par (Kaabi et Souveyet, 2007) et (Rolland et al., 2010). 
La Figure 40 présente notre extension de OWL-S pour inclure l’aspect de composition 
intentionnelle. Cette extension considère deux types de processus : le processus intentionnel 
atomique et le processus intentionnel agrégat. Le processus intentionnel atomique représente 
la spécification d’une intention qui est indécomposable. Ce processus intentionnel atomique 
est ainsi décrit uniquement par son intention principale qui n’est pas décomposable. Par 
exemple, le service « LaunchConnexionVPN_service » est un service qui permet de répondre 
à l’intention principale de lancement de connexion I5 = {#connecter, #VPN, ∅}. Cette 
intention peut être satisfaite directement et n’a pas besoin d’être décomposée en sous-
intentions pour être satisfaite. A l’opposé, le processus intentionnel agrégat est un processus 
dont l’intention principale peut être décomposée en des intentions plus fines qui contribuent à 
sa satisfaction. Par exemple, le service « AccessClientView_Service » est un service qui 
répond à l’intention principale I6 = {#consulter, #fiche_client, ∅}. Cette intention se compose 
d’autres intentions : I6.1 = {#connecter, #VPN, ∅}, I6.2 = {#afficher, #liste_client, ∅} et I6.3 
= {#sélectionner, #client, ∅}. Ces intentions représentent les intentions qui devront être 




Figure 40. Extension de OWL-S pour prendre en considération la composition intentionnelle des services 
Par ailleurs, notre extension du modèle de processus considère un processus intentionnel 
simple, lequel fournit une vue abstraite d’un processus intentionnel pouvant être atomique ou 
agrégat. Comme l’illustre la Figure 40, un processus intentionnel simple est réalisé par un 
processus intentionnel atomique et s’étend en un processus intentionnel agrégat. Un processus 
intentionnel agrégat peut être soit un processus intentionnel composite (qui établit des liens 
ET entre les intentions et affine l’intention principale en sous intentions qui lui sont 
associées), soit un processus intentionnel à variante (lequel établit des liens OU entre les 
intentions et offre le choix dans la satisfaction de l’intention principale) (cf. section 3.4.3.3). 
Ces processus, comme l’illustre la Figure 40, relient les intentions entre elles par des 
constructeurs bien spécifiques. Ces constructeurs, appelé constructeur de composition 
intentionnelle et constructeur de variation intentionnelle, sont inspirés des liens de choix et de 
composition proposés par Kaabi (Kaabi, 2007). Ces liens répondent parfaitement aux liens de 
composition et de variation qui peuvent exister entre les intentions.  
Dans la cadre du processus intentionnel composite, le lien séquentiel a été choisi parce 
qu’il représente, dans le cadre de notre processus intentionnel composite, le cas le plus 
typique dans lequel il y a un ordre séquentiel entre les intentions qui contribuent à la 
satisfaction de l’intention principale. Nous avons choisi de représenter le lien parallèle parce 
qu’il reflète le cas dans lequel la satisfaction de l’intention principale nécessite la réalisation 
de certaines intentions en parallèle. Finalement, le lien itératif a été choisis parce qu’il existe 
des cas où l’intention principale ne peut être satisfaite que par l’itération de certaines de ces 
intentions composites. Dans la cadre du processus intentionnel à variation, nous avons choisi 
de représenter le lien multiple parce qu’il reflète un choix non exclusif dans la manière de 
satisfaire l'intention principale par les intentions composites. Parmi ces intentions composites, 
au moins une sera choisie. De plus, nous avons décidé de garder le lien alternatif parce qu’il 
présente le cas exigeant un choix exclusif dans la manière de satisfaire l'intention principale 
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par les intentions composites. Parmi ces intentions composites, uniquement une sera choisie. 
Nous gardons également le lien chemin parce qu’il offre un choix dans la façon d'atteindre 
l’intention principal. Dans ce cas, la variation intentionnelle porte sur un chemin d’intentions 
qui représente un ensemble d’alternatifs entre elles. 
 
Figure 41. Exemple d’un processus intentionnel composite  
Afin d’illustrer la composition intentionnelle dans la description de services, nous 
considérons le service « Edition_ Proposal_Service » qui permet de décrire une proposition 
commerciale et de l'envoyer au client. La Figure 41 décrit le processus intentionnel associé à 
ce service. Il représente un séquencement entre quatre processus intentionnels (ligne 5-16) 
dont l’ordre de composition doit être pris en compte lors de la satisfaction de l’intention 
principale. Plus précisément, d’un point de vue intentionnel, cette intention principale se 
compose de trois processus intentionnels atomiques, à savoir les intentions atomiques 
« Launch Connection » (ligne 8), « Encrypt Data » (ligne 10) et « Edit Proposal » (ligne 12). 
Celles-ci contribuent à la satisfaction directe de l’intention principale associée au service 
« Edition_ Proposal_Service ». De plus, celui-ci, et toujours d’un point de vue intentionnel, 
comporte une variante représentée par le processus intentionnel à variation décrit par 
l’intention « Send Proposal » (ligne 14). 
 
Figure 42. Exemple de processus intentionnel à variation 
Descripteur(intentionnel(et(contextuel(:(OWLASIC(
 138 
Cette intention « Send Proposal », comme l’illustre la Figure 42, représente un processus 
intentionnel présentant un choix non exclusif dans la manière de satisfaire cette intention par 
les deux intentions « Send Mail » (ligne 30) et « Send Fax » (ligne 32). Parmi ces deux 
intentions composites, au moins une devra être satisfaite. Ces deux dernières représentent 
deux processus intentionnels simples. Cet exemple (Figure 42) montre que pour satisfaire 
l’intention principale d’envoi de proposition, nous avons deux choix, soit l’envoi de la 
proposition par Mail et/ou l’envoi de la proposition par Fax.  
Dans le cadre du processus intentionnel à variation, nous croyons que la variabilité sur la 
réalisation de l'intention peut dépendre de certains facteurs externes. Ces facteurs concernent 
des informations contextuelles. Tel un service, chaque variante peut avoir des conditions 
contextuelles dans lesquelles elle est la plus appropriée à être satisfaite. Ainsi, nous 
attribuons, pour chaque variante à l’intérieur d’un processus intentionnel, une description des 
conditions contextuelles (cf. section 6.4). Cette description de contexte représente les 
circonstances dans lesquelles il est le plus approprié de satisfaire une intention à variation 
plutôt qu’une autre. 
 
Figure 43. Extension de OWL-S pour décrire les ressources d'un service intentionnel et les conditions 
contextuelles 
Afin de considérer l'influence du contexte sur les variantes intentionnelles, nous étendons 
le processus de services de OWL-S pour inclure les informations contextuelles dans la 
description de la variabilité du processus intentionnel mis en place par le service, comme 
l’illustre la Figure 43. Nous associons ainsi les conditions contextuelles pour chaque variante 
de ce processus. Cette description contextuelle permettra de rendre le plus explicite possible 
le processus intentionnel mis en place par le service. Il s’agit d’une démarche descriptive 
ouvrant de nouvelles possibilités à des mécanismes de découverte et de composition de 
services. Ainsi, une telle extension pourrait aider à choisir la variante en fonction des 
conditions de contexte. Nous étendons le modèle de processus OWL-S en intégrant les 
conditions contextuelles, comme nous allons le décrire dans la section 6.4. 
Grâce à notre extension OWL-SIC, nous permettons une description de la composition 
intentionnelle, du point de vue utilisateur final. Cette extension expose la variabilité 
représentant les différentes manières de satisfaire les intentions de l'utilisateur. Cette 





















de services guidée par l’intention et le contexte, présenté à un haut niveau d’abstraction. 
Même si un tel processus dépasse le cadre de cette thèse, nous jugeons important que le 
descripteur OWL-SIC puisse permettre ces évolutions. 
Après avoir introduit notre extension de OWL-S pour inclure l’aspect intentionnel des 
services, nous détaillons dans la section suivante le deuxième volet de cette extension laquelle 
inclut l’aspect contextuel.  
6.4.  LA DIMENSION CONTEXTUELLE D ’UN SERVICE 
Une intention que l'utilisateur souhaite satisfaire émerge dans un contexte donné. Cette 
constatation soulève l’étroite relation entre la notion de contexte et celle d'intention. Cette 
relation représente notre troisième hypothèse décrite dans le Chapitre 1 et doit ainsi 
s’exprimer dans la description de services afin de mieux satisfaire les utilisateurs en leur 
proposant des services qui s’adaptent à leur contexte. Nous croyons que l’intention de 
l'utilisateur devient moins significative si nous ne la prenons pas avec son contexte d'usage. 
Ceci est dû à l’influence que peut avoir le contexte sur la satisfaction de l’intention. En effet, 
nous croyons que le contexte joue un rôle important dans le choix de la meilleure réalisation 
pour satisfaire l’intention de l’utilisateur (cf. hypothèse 4 dans la section 1.3). 
Dans notre formalisation de l’espace de services, nous avons définit deux types de 
contexte auxquels un service est associé (cf. section 5.3.2.1) : le contexte dans lequel se place 
et s’exécute un service (Cx) et le contexte requis représentant les conditions contextuelles 
dans lesquelles le service est le plus apte à atteindre ses objectifs (CxR). Le contexte Cx sert 
non seulement à indiquer les conditions dans lesquelles le service est exécuté par son 
fournisseur, mais également à caractériser le positionnement de ce service dans l’espace de 
services. Tandis que, le contexte requis CxR représente les conditions de contexte permettant 
au service une meilleure possibilité de satisfaction des intentions qui lui sont associées.  
Nous proposons ainsi d’étendre le langage de description de services OWL-S, en incluant, 
d’une part, la description des conditions contextuelles dans lesquelles un service est valide et 
exécutable (CxR), et d’autre part, le contexte dans lequel le service se place et s’exécute (Cx). 
Cette extension est introduite dans la description du profil de service « Service Profile ». Ceci 
est parce que le profil de services représente la partie de la description qui décrit ce que fait le 
service et comprend également une description des exigences que le demandeur de service 
doit satisfaire pour utiliser le service avec succès. Ainsi, étant donné que les conditions 
contextuelles d’un service (CxR) doivent correspondre au contexte de l’utilisateur afin de 
sélectionner ce service dans le processus de découverte de services (cf. Chapitre 7), nous 
concluons que ces conditions contextuelles doivent faire partie de ces exigences à l’intérieur 
du profil de services. De plus, puisqu’un service est décrit par un contexte (Cx) qui reflète les 
conditions dans lesquelles il s’exécute, nous concluons que ce contexte peut être décrit 
également dans cette partie afin de refléter non seulement ce que fait le service mais 
également dans quelles conditions il l’a fait. 
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 Selon Najar et al. (Najar et al., 2011c), une condition contextuelle (CxR) peut être 
considérée comme faisant partie de la description du service, car elle indique des situations 
auxquelles le service est mieux adapté. Toutefois, selon Kirsch-Pinheiro et al. (Kirsch-
Pinheiro et al., 2008), les informations de contexte (Cx) ne peuvent pas être statiquement 
enregistrées dans le profil de service puisque certaines de ces informations sont capturées 
dynamiquement. En effet, les propriétés de contexte liées à l'exécution du service peuvent 
évoluer dans le temps, alors que le profil de service est censé être une description statique 
plutôt stable d’un service. 
 
Figure 44. Inclusion de la description contextuelle dans la description du profil de services en OWL-S 
Dans l’objectif d’inclure les informations de contexte, qui sont dynamiques, dans la 
description d’un service, nous adoptons l'approche proposée par Kirsch-Pinheiro et al. 
(Kirsch-Pinheiro et al., 2008). Ceci consiste à enrichir le profil de service de OWL-S par un 
attribut de contexte. Cet attribut introduit dans la description une URL qui fait référence à une 
ressource externe, laquelle contient la description de contexte. Prenons, par exemple, la 
description de contexte d’un service qui est contenue dans un fichier externe se trouvant à 
l’URI suivante : http://www.crinfo.univ-paris1.fr/ExtensionOWL-S/ContextDescription.xml. 
Notre extension de OWL-S revient à inclure, comme l’illustre la Figure 44, cette URI dans la 
description du profil à travers la balise <eprofile : context>. Cette alternative permet aux 
fournisseurs de services de mettre à jour plus facilement, voir d’une manière automatique, les 
informations de contexte sans pour autant modifier la description de service elle-même. 
Afin d’arriver à cette description de contexte, il nous faut donc un modèle de contexte à 
suivre permettant de décrire comment ces informations de contexte peuvent être représentées. 
Dans le cadre de notre espace de services, nous avons présenté un méta-modèle de contexte 
(cf. section 5.3.1) représentant une modélisation générique de contexte Cx et qui peut être 
instancié par les différentes approches de modélisation de contexte analysées dans la section 
2.3.2. Ainsi, afin de représenter notre description de contexte, nous instancions ce méta-
modèle de contexte.  
Dans les sections suivantes, nous présentons une instanciation de notre méta-modèle de 
contexte qui va être utilisée, par la suite, pour représenter le contexte Cx. En se basant sur 
cette modélisation, nous introduisons notre description des conditions contextuelles de CxR. 
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 Le modèle de contexte 6.4.1.
L’ensemble des sujets et des éléments de contexte observés dans un espace de services 
varient, bien évidemment, en fonction du système et du modèle de contexte mis en place. 
Depuis quelques années, une tendance se dégage sur les modèles de contexte les plus récents : 
la description sémantique de ces éléments (Najar et al., 2009). Comme nous l’avons conclu 
dans la section 2.3.2, de plus en plus de modèles utilisent les ontologies pour décrire ces 
éléments. Ces ontologies fournissent un vocabulaire représentant de la connaissance sur les 
informations de contexte selon le domaine (Wang et al., 2004) (Preuveneers et al., 2004) 
(Reichle et al., 2008). La structuration des informations contextuelles dans des ontologies a de 
multiples avantages. Ceci permet de partager une compréhension commune de la structure de 
l’information de contexte (Gu et al., 2004). De plus, la définition d’une ontologie assez riche, 
permet la réutilisation des connaissances représentées du domaine. Les ontologies ont 
également comme avantage aussi d’être extensible, permettant ainsi la réutilisation de 
concepts de base d’une ontologie et de l’étendre selon le domaine auquel elle s’applique. 
Finalement, la représentation explicite des concepts de contexte dans des ontologies permet 
également de raisonner sur l’ensemble de concepts. C’est pour toutes ces raisons que de plus 
en plus de modèles de contexte se basent sur les ontologies pour définir ces éléments. 
 
Figure 45. Concept de base de notre Modèle de contexte soutenu par une ontologie 
Nous proposons, dans cette section, un modèle de contexte soutenu par une ontologie. 
Malgré, la multitude de modélisation de contexte sous forme d’ontologie, telle que SOUPA 
(Chen et al., 2004), COBrA (Chen et al., 2003), CoDaMos (Preuveneers et al., 2004), entre 
autres, nous proposons une autre modélisation de contexte qui prend en considération tous les 
éléments qu’on a mis en avant lors de notre méta-modélisation de contexte. Les concepts de 
base de notre ontologie de contexte sont illustrés à la Figure 45. Ce modèle de contexte 
représente une instanciation de notre méta-modèle de contexte, présentée dans la section 
5.3.1, où les concepts du modèle de contexte sont dérivés et compatibles avec les éléments 
clés de notre méta-modèle. Plus concrètement, nous introduisons le concept « entité de 
contexte » comme une instanciation du concept « sujet observé », nous gardons la même 
dénomination pour l’« élément de contexte » et finalement nous dérivons le concept 
« représentation » du concept « métadonnée ».  L’ontologie de contexte que nous proposons 
se base sur le langage d’ontologie Web OWL (OWL - Web Ontologie Langage), ainsi tous 
ses concepts héritent des propriétés du concept « owl : Thing » qui représente la racine de la 
description OWL. Au cœur de cette ontologie, se trouve l’entité de contexte qui représente à 
qui/quoi l’information de contexte fait référence : utilisateur, dispositif, etc. De plus, cette 
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ontologie tourne autour des éléments de contexte, qui correspondent à tout élément détectable 
et calculable statiquement ou dynamiquement, tels que température, localisation, etc. 
De plus, afin de fournir une ontologie extensible qui est bien structurée et facile à 
comprendre, intégrer et étendre, nous utilisons une ontologie multi-niveaux. Cette ontologie, 
basée sur l’ontologie de contexte MUSIC (Paspallis, 2009), est conçue pour être facilement 
extensible par des sous-ontologies, dépendantes du domaine, en fonction du système dans 
lequel le modèle s’applique. Ces ontologies sont construites par niveaux que nous pouvons 
étendre facilement. L’utilisation d’ontologies offre une description sémantique 
particulièrement riche et fournit de nouvelles perspectives pour les mécanismes d’adaptation 
grâce aux différentes possibilités de raisonnement. Ainsi, les concepts de base de notre méta-
modèle sont décrits sémantiquement dans une ontologie multi-niveaux, qui étend les concepts 
de base de notre ontologie de contexte aux éléments les plus communs et les plus utilisés. A la 
Figure 46, nous représentons, à ce niveau, l’ensemble des concepts que nous avons identifiés 
comme couramment utilisés dans la littérature. Par exemple, « GPS » représente un héritage 
du concept « localisation » qui représente lui même une spécification du concept 
« environnement ». Cette ontologie multi-niveaux est structurée comme suit : 
• Ontologie générique (Niveau supérieur) décrit les informations de base de contexte 
dans un environnement pervasif. Ces informations sont assez génériques et communes 
à plusieurs domaines. A ce niveau, les concepts de base sont définis. Trois concepts de 
niveau supérieur sont ainsi définis (voir Figure 46) : l’utilisateur, l’environnement et 
l’entité informatique. Ces concepts sont organisés autour du concept « Element de 
Contexte » qui représente le point d’entrée pour déclarer l’ontologie de haut-niveau. 
L’Element de Contexte est spécialisé par la suite afin d’y représenter les concepts les 
plus spécifiques relatifs aux notions de l’utilisateur, l’environnement et l’entité 
informatique. Cette ontologie de haut-niveau est en suite spécialisée à un niveau 
inférieur. En effet, dans la conception de cette ontologie, le niveau supérieur de 
l’ontologie générique peut par la suite être étendu selon le domaine en un ensemble 
d’ontologies de niveau inférieur ; 
• Ontologie spécifique du domaine (Niveau inférieur) comporte des informations de 
contexte spécifiques à un domaine d’application. Le détail des informations de base de 
contexte, représentées dans le niveau supérieur de cette ontologie, est défini dans ce 
niveau inférieur qui est spécifique à un domaine donné et qui varie d’un domaine à un 
autre. En d’autres termes, les informations du concept représenté dans ce niveau de 
l’ontologie sont divisées en plusieurs sous-domaines, à l’instar du modèle de contexte 
proposé par Wang et al. (Wang et al., 2004). Chacun définit les détails et les propriétés 
spécifiques pour un domaine d'application donné. Par exemple, le concept 
« localisation » de l’ontologie de haut niveau peut être spécifié en « localisation 
Architecturale » qui est de même spécifiée en « bâtiment », « chambre » et 
« passage », entres autres. Dans un autre domaine, ce concept « localisation » peut 
être spécifié en « localisation GPS » qui a comme propriétés : « longitude », 






Figure 46. Ontologie multi-niveaux de contexte
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A partir des éléments définis sur l’ontologie de haut niveau, nous pouvons distinguer trois 
catégories pour les éléments de contexte qui y sont représentés : 
• L’utilisateur joue un rôle central au sein de l’environnement pervasif, puisque bien 
souvent les systèmes pervasifs cherchent à s’adapter à l’utilisateur. Cette adaptation à 
l’utilisateur représente d’ailleurs un des principes fondateurs de l’Informatique 
Pervasive, laquelle soutient que l’informatique doit s’adapter à l’utilisateur et non 
l’inverse. Les concepts de cette catégorie décrivent ainsi l’utilisateur et tout ce qui lui 
est rattaché. Ces éléments de contexte sont ainsi observés à partir d’un sujet 
représentant l’utilisateur. Parmi les concepts plus importants de cette catégorie, on 
peut citer : profil, rôle, activité, etc. ; 
• L’environnement représente un élément clé dans la spécification de contexte puisque 
l’utilisateur est représenté dans un environnement avec lequel il interagit. 
L’environnement peut être de différentes natures : physique (GPS, température, 
localisation, etc.), logique (mémoire disponible sur le terminal, préférences de 
l’utilisateur, etc.) et organisationnel (rôle de l’utilisateur, état d’exécution d’un 
processus, etc.). Cette catégorie comporte des informations sur la localisation, le 
temps, et de manière plus générale, le contexte physique représentant les conditions 
environnementales. De manière générale, ces éléments de contexte correspondent à 
l’observation d’un environnement physique autour d’un sujet donné, le plus souvent 
l’utilisateur, même si d’autres entités seraient également possibles (la localisation d’un 
terminal ou d’un capteur, par exemple). ;  
• L’entité de calcul représente la description du matériel et du logiciel dans 
l’environnement observé bien souvent, spécifique à un dispositif (sujet). Cela 
comprend la spécification du type du réseau, de la bande passante disponible, de la 
taille de la mémoire d’un dispositif, etc.  
Cette modélisation va nous permettre de décrire le contexte dans lequel s’exécute le 
service (Cx) (cf. section 6.4.2). Quant au contexte requis (CxR) (cf. section 6.4.3), il va être 
structuré de la même manière que Cx. Par contre, puisqu’il représente des conditions 
contextuelles, ceci nécessite un langage sémantique adéquat pour pouvoir représenter ces 
conditions. Ainsi, nous répartissons la description globale de contexte du service, qui est 
enregistrée dans le fichier externe, en deux parties. D'un côté, nous décrivons les informations 
de contexte qui se réfèrent aux conditions contextuelles (CxR) dans lesquelles il est plus utile 
de sélectionner et appeler ce service. Cette partie sera décrite dans un bloc intitulé 
« condition ». De l'autre côté, nous décrivons le contexte dans lequel un service s’exécute 
(Cx). Cette partie sera décrite dans un bloc intitulé « state » et fera référence aux conditions de 
contexte dans lesquelles un service est exécuté par le fournisseur de services (l'état dans 
lequel le service est exécuté).  
Nous détaillons la description de contexte d’exécution Cx ainsi que le contexte requis CxR 
d’un service dans les sections suivantes.  
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 Le contexte d’exécution d’un service (Cx) 6.4.2.
Selon cette modélisation de contexte, présentée dans la section précédente, nous 
représentons le contexte d’exécution d’un service Cx dans une partie nommée « state » du 
fichier de description contextuelle. Ce contexte Cx est décrit comme un ensemble 
d’observations acquises par des capteurs (cf. section 5.3.2.1). Chaque observation est décrite 
par l’entité que nous avons observée, l’élément de contexte attribué à cette entité, ainsi que la 
valeur associée à cet élément et sa représentation. 
Pour illustrer cette description de contexte Cx, nous penons l’exemple de l’intention 
« prepare proposal » satisfaite par le service « edition proposal service ». Ce service a été 
exécuté dans un contexte décrivant, entre autre, l’observation de la taille de l’écran de son 
dispositif qui était égale à 10 pouces et l’observation de sa localisation qui était en France. 
Nous représentons, dans la Figure 47, l’observation de la localisation de l’utilisateur. 
 
Figure 47. Exemple d'une observation de contexte du service Cx  
 Cette observation est décrite dans la partie « context state » (ligne 3-25 de la Figure 47). 
Elle décrit l’élément de contexte localisation (ligne 6-7) de l’entité observé utilisateur (ligne 
4-5). Plus spécifiquement, cette observation capture la ville dans laquelle se trouve 
l’utilisateur (ligne 10-12). L’élément de contexte ville représente une spécification de 
l’élément de contexte localisation dans l’ontologie multi-niveaux de contexte (cf. section 
6.4.1). Ceci représente l’association qui peut exister entre les éléments de contexte 
représentée dans notre méta-modèle de contexte (cf. section 5.3.1). Dans cette observation, la 
valeur associée à la localisation de l’utilisateur est France (ligne 20). Cette valeur est 
représentée sous la forme d’une localisation par ville (ligne 13-15). 
Inspiré de cette modélisation et description contextuelle de Cx, nous décrivons dans la 
section suivante le contexte requis d’un service (CxR). 
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 Le contexte requis par un service (CxR) 6.4.3.
En se basant sur la modélisation de contexte Cx, nous représentons le contexte requis d’un 
service CxR dans une partie nommée « condition » du fichier de description contextuelle. Ce 
contexte CxR est décrit comme un ensemble de conditions contextuelles (cf. section 5.3.2). 
Chaque condition contextuelle est décrite par l’entité sur laquelle porte la condition, l’élément 
de contexte attribué à cette entité, ainsi que la condition. Cette condition est exprimée par un 
ensemble d’opérateurs. D’une part, ces opérateurs peuvent être des opérateurs simple, tels 
que l’égalité, la différence, l’intervalle, la supériorité et l’infériorité. D’autre part, ces 
opérateurs peuvent être plus complexes, par exemple un opérateur permettant de déterminer 
si la localisation de l’utilisateur se trouve dans une zone particulière. Il est à noter que 
certains de ces opérateurs nécessitent des opérations de transformation d’une représentation à 
une autre pour pouvoir évaluer la satisfaction de la condition.  
 
Figure 48. Exemple d'une condition de contexte CxR 
Pour illustrer cette description de contexte CxR, nous penons le même exemple utilisé dans 
la section précédente. Notre objectif est de porter une condition qui permet d’évaluer la 
satisfaction de l’observation décrite dans la Figure 47. D’une manière générale, cette 
condition permet d’évaluer si la localisation de l’utilisateur (France) satisfait la condition qui 
indique que ce service exige que la localisation soit en Europe. Cette condition contextuelle 
est décrite dans la partie « context condition » (ligne 3-26 de la Figure 48). Elle porte sur 
l’élément de contexte localisation (ligne 6-7) de l’entité utilisateur (ligne 4-5). Plus 
spécifiquement, cette condition emploie un opérateur « Location-In » (ligne 20) sur une 
valeur de localisation qui est l’Europe (ligne 21). Ceci veut dire que la condition portée sur la 
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localisation observée par Cx doit être en Europe. Si cette localisation observée se trouve en 
Asie par exemple, alors cette condition du service ne sera pas satisfaite. 
Dans ce cadre, nous rappelons que les conditions contextuelles d’une intention à variation, 
décrite dans la section 6.3.2, sont décrites de la même manière que le contexte CxR du service. 
D’une manière conceptuelle, un contexte requis CxR peut être attribué soit à un service soit à 
une intention à variation.    
6.5.  CONCLUSION 
Nous avons proposé, dans le cadre de ce chapitre, un descripteur sémantique des services 
intentionnels et sensibles au contexte. Ce descripteur, à l’encontre des différentes approches 
présentées dans le Chapitre 3, propose une extension de OWL-S qui combine et exploite la 
relation entre le contexte et l'intention dans la description du service. Une telle description 
guidée par le contexte et l’intention est essentielle dans le cadre d’un SIP transparent et centré 
utilisateur, celui-ci doit se caractériser par son adaptabilité au contexte et sa compréhension de 
l’utilisateur et de ses besoins. 
Cette description complète notre proposition de l’espace de services, puisqu’elle permet de 
décrire l’ensemble de services qu’il englobe. Ainsi, avec la description de l’ensemble des 
services disponibles dans cet espace, nous pouvons avoir une réelle visibilité et une 
description de celui-ci. De plus, ce descripteur intentionnel et contextuel sera exploité par les 
mécanismes de découverte (cf. Chapitre 7) et de prédiction (cf. Chapitre 8) de services 
puisqu’ils interagissent avec un répertoire de services décrit selon ce descripteur. 
Cependant, il convient de souligner que les mécanismes de découverte et de prédiction, 
que nous allons présenter dans le Chapitre 7 et le Chapitre 8 n’exploitent pas, pour autant, 
toute la description intentionnelle et contextuelle que nous avons présentée dans ce chapitre. 
Ces deux mécanismes vont interagir notamment avec le profil de service de OWL-SIC, la 
partie de la description de services qui indique ce que fait le service. Cette partie comprend 
une description de contexte et des intentions possibles de ce service. C’est elle qui va être 
traitée dans le processus de découverte et de prédiction de services. 
Ceci n’empêche pas que l’extension décrivant le processus intentionnel peut être exploitée 
par un mécanisme de composition de services lequel pourrait gérer la variabilité et la 
composition dans la satisfaction de l’intention de l’utilisateur, selon des contraintes 
contextuelles spécifiques. Cette partie est en dehors de la portée de notre travail de thèse et 




Chapitre 7.  DECOUVERTE DE SERVICES GUIDEE PAR 
L ’INTENTION ET LE CONTEXTE 
 
7.1.  INTRODUCTION 
Aujourd’hui, nous constatons que l’utilisateur interagit avec une panoplie de dispositifs et 
de services offerts par l’ensemble des SI qui nous entourent. Alors que de grands efforts ont 
été concentrés sur la recherche sémantique et sur l'adaptation au contexte, surtout à la 
localisation et aux dispositifs utilisés, nous constatons aujourd'hui les limitations de ces 
approches, notamment une certaine surcharge de l’utilisateur dû aux « faux-positifs ». Les 
utilisateurs se voient proposer plusieurs implémentations pour un même service, sans avoir 
pour autant le bagage nécessaire pour comprendre ces implémentations, ce qui nuit à la 
transparence d'utilisation de ces systèmes. La clé du succès serait donc d'offrir à l'utilisateur le 
service qui satisfait ses besoins, sans qu'il soit forcé de comprendre des détails sur 
l'implémentation ou sur les contraintes des dispositifs utilisés. 
Nous pensons que seulement une approche centrée sur l'utilisateur sera capable d'apporter 
des services adaptés au contexte d'utilisation tout en gardant un niveau de transparence 
convenable. C'est dans ce souci que nous proposons, dans le cadre de ce chapitre, un 
processus de découverte de services guidé non seulement par le contexte de l’utilisateur, mais 
également par son intention. Ce processus s’encadre donc dans une vision plus globale, celle 
avancée par la notion d’espace de services (cf. Chapitre 5), laquelle soutient une vision 
centrée utilisateur pour les SIP.  
Tel que nous l’avons défini à travers la notion d’espace de services, une intention 
représente les exigences formulées par l'utilisateur, qui sait ce qu'il attend d'un service mais 
qui ne sait pas indiquer comment y parvenir. Ces intentions émergent dans un contexte 
d’utilisation précis. Il s'agit d'un élément important dans le processus d'adaptation d’un 
système, processus que nous souhaitons enrichir par la notion d’intention. Nous pensons non 
seulement que la satisfaction des intentions de l'utilisateur dans un SIP dépend du contexte 
dans lequel se trouve cet utilisateur, mais aussi que le contexte impacte la manière dont les 
intentions sont satisfaites, tout comme le contexte impacte le choix des services qui seront 
exécutés. Cette relation peut être exploitée dans la découverte de services : grâce à 
l'observation de l'intention et du contexte d’utilisation, un processus de découverte plus précis 
peut être mis au point, offrant aux utilisateurs les services les plus adaptés à leurs besoins.  
Dans ce chapitre, nous présentons un processus de découverte de services à la fois 
contextuel et intentionnel. Ce processus se base sur un principe de mise en correspondance 
entre l’intention de l’utilisateur, formulée dans sa requête, et les intentions des services, d’une 
part, et entre le contexte courant de l’utilisateur et les conditions contextuelles associées aux 
services, d’autre part. Nous présentons, par la suite, une implémentation de ce mécanisme et 
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analysons les résultats des expérimentations menées notamment par rapport au passage à 
l’échelle, à la précision et au rappel. Ces trois critères nous semblent particulièrement 
importants, puisqu'ils démontrent non seulement la faisabilité de l'approche, mais également 
son intérêt pour une découverte plus appropriée aux utilisateurs. 
7.2.  PROCESSUS DE DECOUVERTE DE SERVICES GUIDE PAR 
L ’INTENTION ET LE CONTEXTE 
 Principe 7.2.1.
Un utilisateur interagit avec un SIP à travers l’espace de services. Cette interaction reflète 
le désir de l’utilisateur d’avoir un SIP qui soit capable de satisfaire ses besoins (formulés en 
termes d’intentions) selon son contexte d’usage. Ceci consiste à lui offrir, en toute 
transparence, le service le plus adapté à son contexte courant et le plus approprié à ses 
intentions. Ainsi, découle le besoin de présenter un nouveau processus de découverte de 
services qui prend en considération le contexte et l’intention de l’utilisateur lors de cette phase 
de découverte du service le plus approprié. 
Par conséquence, nous proposons un processus de découverte de services guidée par 
l'intention et le contexte. Ce processus se base sur un algorithme de mise en correspondance 
(matching) des services. Cet algorithme va permettre de comparer sémantiquement, et en se 
basant sur un ensembles de mesures de similarité, l’intention et le contexte de l’utilisateur 
avec chaque service disponible dans le répertoire de services (cf. Chapitre 9). Dans ce cadre, 
le concept d'intention est utilisé pour exposer les services et mettre en œuvre une vision 
centrée utilisateur des SIP dans un contexte donné. Nous soutenons qu’une meilleure prise en 
compte de l'intention de l'utilisateur peut conduire à une meilleure compréhension de 
l'utilisation réelle des services, ce qui par conséquent peut améliorer la précision et le rappel 
des services choisis pour satisfaire les besoins des utilisateurs. Par ailleurs, les informations 
contextuelles jouent un rôle central dans ce processus de découverte de services car elles 
influencent le choix des meilleures stratégies de satisfaction de l'intention. 
Ce processus de découverte est proposé afin de masquer la complexité de la mise en œuvre 
des services dans un environnement hétérogène et dynamique, et par conséquent d'atteindre la 
transparence promise et l'efficacité souhaitée des Systèmes d'Information Pervasifs (Najar et 
al., 2012a) (Najar et al., 2012b). En d’autres termes, ce processus est proposé afin d’assurer 
un certain niveau de transparence et d’efficacité des systèmes, en s’adaptant au contexte 
(permettant ainsi une meilleure gestion de l’hétérogénéité) et en prenant en considération 
l’intention (permettant ainsi une meilleure compréhension de l’utilisateur et de l'utilisation 
réelle des services). Ceci permet, par conséquent, d’améliorer la sélection des services en 




Figure 49. Interaction avec le module de découverte de services dans le cadre de l’architecture de gestionnaire de 
SIP 
Dans l’architecture proposée dans le Chapitre 9, le processus de découverte de services, 
comme l’illustre la Figure 49, se déclenche lorsqu’il reçoit une demande de la part du module 
de gestion de requête. Plus précisément, lorsqu’un utilisateur envoie sa requête sous forme 
d’intention, cette requête est prise en compte par le module de gestion de requête. Ce dernier 
communique, ensuite, avec le module de gestion de contexte afin d’enrichir l’intention de 
l’utilisateur avec son contexte courant. Par la suite, il envoie cette requête enrichie au module 
de découverte de services. Dès lors, le module de découverte de services interagit avec le 
répertoire de services intentionnels et contextuels pour charger les services disponibles. Par la 
suite, il lance son mécanisme de découverte pour trouver le service qui répond au mieux à 
l’intention et au contexte de l’utilisateur. 
Le processus de découverte de services, en fonction de ces deux concepts de contexte et 
d’intention, aidera les utilisateurs à découvrir le service le plus approprié pour eux. Ce 
processus représente celui qui répond aux besoins immédiats de l'utilisateur dans un contexte 
donné. Il utilise la description de services sémantiques, que nous avons présentée dans le 
Chapitre 6, dans un algorithme de découverte de services guidé par l’intention et le contexte, 
qui sera présenté dans la suite de ce chapitre. Cet algorithme effectue une mise en 
correspondance sémantique afin de sélectionner le service le plus approprié à l'utilisateur. Le 
but de cet algorithme est de classer les services disponibles en fonction de leurs informations 
contextuelles et intentionnelles. Il sélectionne, ensuite, celui qui répond au mieux à l’intention 
immédiate de l’utilisateur dans son contexte courant. 
 Algorithme de découverte de services guidée par le contexte 7.2.2.
et l ’intention 
Dans cette section, nous présentons l’algorithme de découverte de services selon une 
vision intentionnelle et contextuelle, comme l’illustre la Figure 50. Cet algorithme se 
compose d’une première phase de mise en correspondance intentionnelle (cf. section 7.2.2.3), 
qui permet de déterminer si l’intention du service correspond sémantiquement à l’intention de 
l’utilisateur, et d’une deuxième phase de mise en correspondance contextuelle (cf. section 
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7.2.2.4), qui permet de déterminer si la description de contexte associée à un service 
correspond à la description de contexte courant de l’utilisateur. Le résultat final représente le 
service qui répond au mieux à l’intention et au contexte de l’utilisateur. 
 
Figure 50. Principe de la découverte de services selon une vision intentionnelle et contextuelle 
7.2.2.1.  Concepts préliminaires : les mesures de similarités et la 
mise en correspondance sémantique  
Une mesure de similarité représente une métrique qui calcule une distance entre deux 
éléments en se basant sur des fonctions plus ou moins adaptées au type des éléments utilisés. 
Parmi ces mesures de similarités, nous pouvons citer, par exemple :  
• La mesure de similarité euclidienne (d) représente une mesure qui calcule la distance 
entre deux vecteurs x et y de dimension n, comme l’illustre la Formule 1.  





Formule 1.  Mesure de similarité euclidienne 
• La mesure de similarité cosinus (θ) représente une mesure qui permet de calculer, 
comme l’illustre la Formule 2, la similarité entre deux vecteurs A et B à n dimension 
en déterminant un angle θ entre eux. Cet angle s'obtient par le produit scalaire et la 





Formule 2. Mesure de similarité cosinus 
•  La mesure de similarité sémantique (ds) représente une mesure qui calcule la distance 
sémantique (normalisée) entre deux concepts en se basant sur leur lien sémantique 
dans une ontologie. Ce lien représente les relations de généralisation et de 
spécialisation entre les concepts. Cette distance est calculée selon la Formule 3, où l 







Formule 3. Mesure de similarité sémantique 
Un certain nombre de travaux de recherche utilisant ces mesures ont été menés dans la 
découverte des services sémantiques, tel que nous l'avons détaillé dans la section 3.5.2. La 
plupart de ces travaux, tels que (Paolucci et al., 2002) et (Klusch et al., 2009), se basent sur le 
principe de la mise en correspondance sémantique entre deux concepts. Ceci correspond à 
une comparaison entre deux concepts en se basant sur leur niveau hiérarchique dans une 
ontologie. Plus précisément, la mise en correspondance sémantique se base sur la mesure de 
la similarité sémantique afin de calculer la distance sémantique qui sépare ces deux concepts. 
Cette mise en correspondance permet ainsi de déterminer la relation de subsomption entre 
deux concepts dans une ontologie. Cette relation de subsomption permet de lier des concepts 
spécifiques à des concepts plus génériques dans une ontologie.  
Dans l’algorithme de mise en correspondance de services, que nous proposons dans la 
section suivante, nous appliquons différents types de mesures de similarité : (i) des mesures 
de similarité sémantique entre les intentions (entre les cibles décrites dans l’ontologie des 
cibles (cf. section 7.2.2.3.1) et entre les verbes dans l’ontologie des verbes (cf. section 
7.2.2.3.2)) ; (ii) des mesures de similarité sémantique entre les contextes (entre les entités, les 
éléments et les représentation de contexte dans l’ontologie multi-niveaux de contexte (cf. 
section 7.2.2.4.1)) ; et (iii) d’autres types de mesures de similarité appliqués essentiellement 
sur les valeurs des éléments de contexte observés (cf. section 7.2.2.4.1).    
7.2.2.2.  L’algorithme de mise en correspondance de services guidée 
par le contexte et l ’ intention 
D’une manière générale, l’algorithme de mise en correspondance que nous proposons se 
décompose en quatre étapes, comme indiqué schématiquement dans la Figure 51.  
Pour chaque service disponible, l'intention de l'utilisateur est d’abord comparée à 
l'intention principale associée à ce service (étape 1.1). Ensuite, le contexte courant de 
l’utilisateur est comparé, sémantiquement et en se basant sur des mesures de similarités, aux 
conditions de contexte associées au service (CxR) (étape 1.2). Finalement, le score du degré de 
mise en correspondance final entre la requête de l'utilisateur (représentant son intention 
enrichie par son contexte courant) et chacun des services disponibles dans le répertoire de 
services est calculé (étape 1.3). Ce score va définir le classement de chaque service répondant 
à l’intention et au contexte de l’utilisateur. À partir de ce classement, le service qui obtient le 




Figure 51. Aperçu du processus de découverte de service guidée par le contexte et l'intention 
Plus en détails, nous présentons, dans la Figure 52, notre algorithme de mise en 
correspondance de services. Cet algorithme prend en entrée une intention présentant le besoin 
de l’utilisateur (Iu), une description du contexte courant de l’utilisateur (Cxu) et un ensemble 
de services disponibles (Sv) dans le répertoire de services intentionnels et contextuels, décrit 
en OWL-SIC (cf. Chapitre 6). De plus, il prend en entrée un ensemble d’ontologies, à savoir 
une ontologie de cibles (OntoT), une ontologie de verbes (OntoV) (cf. section 6.3.1.3) et une 
ontologie multi-niveaux de contexte (OntoCX) (cf. section 6.4.1). L’algorithme de mise en 
correspondance produit à la sortie, une liste qui contient les couples <svi, Sscore>. Le service svi 
représente le service candidat qui peut répondre à l’intention de l’utilisateur dans son 
contexte. Le degré de similarité Sscore représente le degré de similarité entre l’intention et le 
contexte du service svi et de l’utilisateur U.     
 
Procedure Service Discovery (Cx u, I u, Sv,  OntoT,  OntoV,  OntoCX ) 
 
(1) Sranked = Ø   /* Liste des services classés avec leur score de mise en correspondance */ 
(2) Iscore = 0     /* Degré de similarité entre Iu et l’intention du service (Isvi) */ 
(3) Cscore = 0    /* Degré de similarité entre Cxu et le contexte du service (Cxsvi) */ 
(4) Sscore = 0   /* Score final de la mise en correspondance entre (Iu, Cxu) et (Isvi, Cxsvi) */ 
 
(5) For each svi ∈ Sv Do 
(6)    Cxsvi = GetContext (svi) 
(7)    Isvi = GetIntention (svi) 
(8)    Iscore = IntentionMatching (Iu, Isvi, OntoT, OntoV) /* Mise en correspondance intentionnelle */ 
(9)    If Iscore > α Then 
(10)        Cscore = ContextMatching (Cxu, Cxsvi, OntoCX)  /* Mise en correspondance contextuelle */ 
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(11)        If Cscore > β Then 
(12)              Sscore = (Iscore + Cscore)/2 
(13)              Sranked = Sranked  ∪ {<svi, Sscore>} 
(14)        End If 
(15)    End If 
(16) End For 
(17) svselected  = GetBestService (Sranked)  /* Retourne le service ayant le score le plus élevé */ 
(18) Return svselected   
(19) End Procedure 
 
Figure 52. Algorithme de découverte de services basée sur l’intention et le contexte  
Dans cet algorithme, nous précisons deux paramètres α et β qui prennent leurs valeurs dans 
l’intervalle [0,1]. Le paramètre α représente le seuil au-delà duquel l’algorithme procède à la 
mise en correspondance contextuelle. Si le degré de similarité des intentions est supérieur ou 
égal au seuil α, alors l’algorithme lance la mise en correspondance entre les contextes. Le 
paramètre β représente le seuil au-delà duquel l’algorithme procède au calcul du score global 
de la mise en correspondance et de l’ajout du service parmi la liste des services candidats. Si 
le degré de similarité des descriptions de contexte est supérieur ou égal au seuil β, alors 
l’algorithme considère ce service comme service candidat potentiel répondant au contexte de 
l’utilisateur. Le paramètre α permet de configurer de manière indirecte la distance 
d’expression de l’intention de l’utilisateur avec celle associée à un service. Le seuil β, quant à 
lui, permet de paramétrer la distance d’expression du contexte de l’utilisateur avec le contexte 
requis du service.  
La configuration d’un seuil α très élevé, proche de un, implique inévitablement que 
l’utilisateur connaît exactement la formulation des intentions associées aux services et 
l’utilisateur ne peut pas être dans un mode exploratoire ou dynamique. Par contre, la 
configuration d’un seuil α très bas, permet un meilleur mode exploratoire mais peut conduire 
à la sélection de services qui n’intéressent pas l’utilisateur. Ainsi, il est important de bien 
définir le seuil de paramétrage α en fonction de l’usage qu’on souhaite faire du système.  
Un seuil β très élevé correspond à un couplage fort entre la description contextuelle des 
services et celle du contexte courant de l’utilisateur. Ce couplage fort entraîne un coût de 
maintenance élevé lorsque le modèle de contexte évolue ou freine la réutilisation potentielle 
des services en fonction d’un contexte. Par contre, un seuil β très bas peut engendrer la 
sélection d’un service inapproprié au contexte. C’est pour cette raison qu’il faut bien spécifier 
le seuil de paramétrage β en fonction de la complexité de la description du modèle de contexte 
et de son niveau de généralisation/spécialisation.                    
Ces deux paramètres α et β sont définis au préalable par le concepteur du système de 
manière empirique en fonction des scénarios. Ainsi, le concepteur est amené à tester 
l’algorithme avec son propre jeux de tests en utilisant son répertoire de services et ses 
ontologies. A chaque fois, il doit modifier les seuils et évaluer les résultats obtenus. Ceci va 
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lui permettre de trouver le seuil le plus approprié sélectionnant les résultats les plus pertinents. 
Ainsi, l’avantage d’un tel seuil de paramétrage est son adaptation au cas par cas. Toutefois, 
cette évaluation empirique demande un effort supplémentaire du concepteur. 
L’algorithme de mise en correspondance, comme l’illustre la Figure 52, commence par 
sélectionner un service (svi) parmi les services disponibles dans le répertoire (ligne 5). 
Ensuite, le contexte (Cxsvi) et l’intention (Isvi) du service (svi) sont récupérés (ligne 6-7). Après 
avoir récupéré toutes ces informations, l’intention (Isvi) est mise en correspondance 
sémantiquement avec l’intention de l’utilisateur (Iu). Le degré de similarité résultant est par la 
suite stocké dans la variable Iscore (ligne 8). Le score Iscore est par la suite comparé au seuil  
(ligne 9). Si le score est inférieur au seuil alors l’algorithme ne traite pas la mise en 
correspondance contextuelle et passe directement au service suivant. Ceci est parce que le 
service en cours de traitement n’est pas capable de satisfaire l’intention de l’utilisateur. Ainsi, 
même si ce service peut correspondre au contexte courant de l’utilisateur, il ne sera pas 
sélectionné puisqu’il ne répond pas au besoin de l’utilisateur. Ce choix va nous permettre de 
gagner en performance en évitant un traitement (mise en correspondance contextuelle) inutile. 
Par contre, si le degré de similarité Iscore  est supérieur ou égal au seuil  alors le contexte de 
l’utilisateur (Cxu) est évalué par rapport au contexte requis du service (CxRsvi). Le degré de 
similarité résultant est par la suite stocké dans la variable Cscore (ligne 10). Le score Cscore est 
ensuite comparé au seuil  (ligne 11). Si le score est inférieur au seuil alors l’algorithme ne 
sélectionne pas le service comme service candidat et passe directement au service suivant. 
Dans le cas contraire, le degré de similarité final (Sscore) est, par la suite calculé selon la 
formule suivante Sscore = (Iscore + Cscore) / 2 (ligne 12). Par la suite, le service et son degré de 
similarité sont enregistrés dans la liste des services candidats (Sranked) (ligne 13). Finalement, si 
un autre service est toujours disponible, alors l’algorithme relance la même démarche décrite 
ci-dessus. Sinon, l’algorithme sélectionne le service (svselected) ayant le score le plus élevé 
(ligne 17) et le retourne comme résultat final (ligne 18).  
Les sections suivantes détaillent chacune des étapes de l’algorithme de mise en 
correspondance de services guidé par l’intention et le contexte. 
7.2.2.3.  La mise en correspondance intentionnelle des services 
La correspondance intentionnelle (Intention Matching) représente la première étape de 
l’algorithme de mise en correspondance guidée par l’intention et le contexte. Celle-ci consiste 
à comparer sémantiquement l’intention de l’utilisateur (IU), qui représente son besoin lors de 
sa demande d’un service, et l’intention principale (Isvi) qu’un service peut satisfaire. 
Dans le cadre de ce processus de découverte de services, nous formulons l’intention selon 
le modèle de Prat (Prat, 1997). Nous avons choisi de représenter l’intention sous forme de 
verbe et de cible puisqu’ils représentent les éléments de base d’une intention et qui sont 
obligatoires lors de sa représentation. Nous estimons que la prise en compte des paramètres 
dans cette étape peut nuire à la qualité des résultats obtenus. Par exemple, Frioui (Frioui, 
Découverte!de!services!guidée!par!l’intention!et!le!contexte!
 156 
2012) a proposé une solution pour prendre en compte les paramètres d’une intention dans 
l’algorithme de découverte de services que nous avons proposé. Pour ce faire, cet auteur ne 
prend pas tous les paramètres, mais uniquement le paramètre façon qu’il juge obligatoire et 
les deux paramètres référence et qualité qu’il juge optionnel. Par la suite, il propose de 
comparer syntaxiquement ces paramètres lors de l’étape de la mise en correspondance 
intentionnelle. Notre analyse de cette approche a soulevé certaines complexités à savoir : 
« comment trouver les paramètres significatifs ? », « comment gérer un nombre élevé de 
paramètres de types différents ? », ou encore « comment prendre en compte ces paramètres 
sans nuire aux résultats obtenus ? ». Ainsi, nous pouvons conclure que la prise en compte des 
paramètres dans la mise en correspondance intentionnelle ne va pas obligatoirement améliorer 
les résultats obtenus. Bien au contraire, le nombre de paramètres de type différent à prendre 
en compte rend la description de l’intention bien trop précise et pas assez générale. De plus, 
en prenant en compte ces paramètres lors de cette phase, les services retournés comme les 
plus appropriés vont être trop spécifiques. En conséquence, ceci peut nuire à la qualité des 
résultats obtenus, essentiellement à la précision et au rappel. C’est pour cette raison que nous 
avons estimer, à ce stade de travail, que le gain obtenu de cette approche n’est pas 
suffisamment satisfaisant comparé à la complexité rajoutée à l’algorithme de découverte. 
Ainsi, la mise en correspondance intentionnelle, énoncée dans la Formule 4, se base sur 
deux étapes : 
• La mise en correspondance des cibles (Target Matching) permettant de déterminer 
le degré de similarité entre les cibles de l’intention de l’utilisateur et celle du 
service ; 
•  La mise en correspondance des verbes (Verb Matching) permettant de déterminer 
le degré de similarité entre les verbes de l’intention de l’utilisateur et celle du 
service. 
!"#$"#%&"'(#)ℎ!"# !! , !! =
∀!! ,∃!! ∶ !"#!"#$%#&ℎ!"#(!! ,!!)
+
∀!! ,∃!! ∶ !"#$%&'(ℎ!"#(!! ,!!)
 
Formule 4. Mise en Correspondance Intentionnelle 
Chacune de ces relations, aussi bien pour le verbe que pour les cibles, correspond à un 
score allant de 0 (quand il n’existe aucune relation) à 1 (quand il existe une relation exacte). 
Ce score est calculé en se basant sur la mesure de similarité sémantique décrite dans la section 
7.2.2.1. Ainsi, le score correspondant aux relations intermédiaires est calculé en fonction du 
nombre des niveaux hiérarchiques qui séparent les concepts dans l'ontologie. 
Dans le cadre de notre mise en correspondance intentionnelle, nous avons choisi de 
commencer par la mise en correspondance des cibles et ensuite la mise en correspondance des 
verbes. Même si un verbe caractérise l’action à effectuer sur une cible particulière, celle-ci 
joue un rôle discriminent dans la description de l’intention. Ainsi, en commençant la mise en 
correspondance intentionnelle par la comparaison des cibles, nous délimitons notre recherche 
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à un sous-ensemble de cibles (la cible en question et à ses similaires). Selon nos 
expérimentations, la prise en compte de la mise en correspondance des cibles avant celle des 
verbes, lors de l’exécution, améliore sensiblement le temps de réponse de notre algorithme. 
C’est pour cela que nous avons choisi d’analyser les cibles en premier lieu.  
Plus en détails, nous présentons dans la Figure 53 notre algorithme de mise en 
correspondance intentionnelle comparant l’intention de l’utilisateur avec celle du service, afin 
de déterminer si l’intention du service en question peut répondre au besoin de l’utilisateur. 
Cet algorithme prend en entrée une intention présentant le besoin de l’utilisateur (Iu), une 
intention principale satisfaite par un service (Isvi), une ontologie de cibles (OntoT) et une 
ontologie de verbes (OntoV). Il produit à la sortie le degré de similarité (Iscore) entre Iu et Isvi. 
 
Procedure Intentional Matching (I u, Isvi, OntoT, OntoV) 
 
(1) Iscore = 0     /* Degré de similarité entre I u et l’intention du service (Isvi) */ 
(2) Tscore = 0    /* Degré de similarité entre la cible de I u  (T u) et la cible de Isvi  (T vi) */ 
(3) Vscore = 0   /* Degré de similarité entre le verbe de I u  (V u) et le verbe de Isvi  (V vi) */ 
 
(4) Vu = GetVerb (Iu)   
(5) Tu = GetTarget (Iu) 
(6) Vsvi   = GetVerb (Isvi) 
(7) Tsvi   = GetTarget (Isvi) 
(8) Tscore = TargetMatching (Tu, Tsvi, OntoT)   /* Mise en correspondance des cibles */ 
 
(9) If Tscore >  Then 
(10)       Vscore = VerbMatching (Vu, Vsvi, OntoV)   /* Mise en correspondance des verbes */ 
(11)        If Vscore > α Then  
(12)              Iscore = (TScore + Vscore)/2 
(13)         End If 
(14) End If 
 
(15) Return Iscore 
(16) End Procedure 
 
Figure 53. Algorithme de la mise en correspondance intentionnelle  
L’algorithme de mise en correspondance débute par l’extraction du verbe (Vu) et de la cible 
(Tu) de l’intention de l’utilisateur (Iu) (ligne 4-5). Ensuite, le verbe (Vsvi) et la cible (Tsvi) sont 
déterminés à partir de l’intention du service (Isvi) (ligne 6-7). La cible Tu est mise en 
correspondance sémantiquement avec la cible Tsvi (ligne 8). Le degré de similarité résultant est 
stocké dans la variable Tscore . Ce score Tscore est par la suite comparé au seuil  (ligne 9). Si le 
score est inférieur au seuil, alors l’algorithme ne traite pas la mise en correspondance des 
verbes et se termine avec un Iscore = 0. Par contre, si le degré de similarité Tscore est supérieur ou 
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égal au seuil  alors le verbe (Vu) est mis en correspondance sémantiquement avec le verbe 
(Vsvi) (ligne 10). Le degré de similarité résultant est stocké dans la variable Vscore. Ce score 
Vscore est, à son tour, comparé au seuil  (ligne 11). Si le score est inférieur au seuil, alors 
l’algorithme ne continue pas le traitement du service puisqu’il ne réponds pas à l’intention de 
l’utilisateur, et renvoie un Iscore égale à zéro (ligne 15). Sinon, le degré de similarité final des 
intentions (Iscore) est, par la suite, calculé selon la formule suivante Iscore = (Vscore + Tscore) / 2 
(ligne 12). L’algorithme retourne, à la fin de cette procédure, le score Iscore calculé (ligne 19).  
Dans la suite de cette section, nous présentons la mise en correspondance des cibles et 
celles des verbes. 
7.2.2.3.1. La mise en correspondance des cibles 
La mise en correspondance des cibles (Target Matching) représente la première étape de la 
mise en correspondance intentionnelle. Cette étape se base sur la mise en correspondance 
sémantique entre les cibles, selon une ontologie de cibles (OntoT) (cf. section 6.3.1.3), afin de 
déterminer le degré de similarité entre elles.    
L’ontologie des cibles (OntoT) représente des concepts sémantiques relatifs aux cibles 
pouvant être utilisées avec une intention. Elle décrit les différentes cibles rendues accessibles 
par le SIP. Cette ontologie établit de manière non-ambiguë la sémantique de l’ensemble des 
cibles atteignables par le biais de l’espace de services. Cette ontologie présente une vue 
hiérarchique de plusieurs types de cibles du domaine en question, en présentant les liens de 
spécialisations et de généralisation entre eux. 
Dans ce chapitre, nous avons choisi d’illustrer notre processus de découverte de services 
dans le domaine du voyage en raison de sa simplicité, permettant ainsi de mieux explorer le 
processus. La Figure 54 illustre un extrait de l’ontologie de cibles dans ce domaine. Cette 
ontologie comporte cinq principaux éléments, à savoir : 
• Hébergement (accommodation) correspond à des hébergements de types hôtel 
(hotel), Bed and Breakfast, camping, etc. ; 
• Activité (activity) correspond à des activités d’aventure (adventure), de relaxation 
(relaxation), de sport (sports), etc. ; 
• Contact (contact) correspond à des cartes (card) ou à des routes (road) ; 
• Destination (destination) correspond à des destinations vers la plage (beach), des 
zones urbaines (urban area), des zones sportives (sports destination), etc. ; 
• Météo (weather) correspond à la sécheresse (drought), l’éclair (lightning), la 




Figure 54. Extrait de l’ontologie des cibles OntoT dans le domaine du voyage 
Ainsi, l'évaluation du niveau de correspondance sémantique entre les cibles de l’intention 
de l’utilisateur (Tu) et de l’intention du service (Tsvi) vérifie si un concept fourni par un service 
peut répondre à la cible demandée, i.e. s’il existe un lien entre les deux cibles dans l’ontologie 
OntoT. Nous évaluons ce niveau de correspondance en nous basant sur les travaux de 
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(Paolucci et al., 2002), présentés dans la section 3.5.2.1.1, qui mettent en relation un service 
demandé par rapport à un ensemble de services offerts. Dans les travaux de Paolucci et al. 
(Paolucci et al., 2002), l'analyse des correspondances repose sur la détermination de la 
relation de subsomption (plug-in et subsume) entre deux concepts. Cette relation de 
subsomption est comparable à la notion d’héritage puisqu’elle permet de déterminer si un 
concept est plus spécifique ou plus générique qu’un autre concept. Cette relation est 
intéressante dans le cadre de notre mise en correspondance des cibles, puisqu’elle permet de 
déterminer à quel point les deux cibles sont similaires, en se basant sur les liens de 
généralisation ou de spécialisation qui les relient dans l’ontologie OntoT. Dans ces travaux, 
ces auteurs suivent quatre niveaux distincts, présentant les relations hiérarchiques possibles 
entre deux concepts dans une ontologie :  
• Exact : le concept demandé correspond exactement au concept proposé ; 
• Plug-In : le concept demandé est compris dans le concept proposé ; 
• Subsume : le concept demandé comprend (subsume) le concept proposé ; 
• Fail : les deux concepts ne sont pas liés. 
Nous présentons, plus en détails dans la Figure 55, notre algorithme de mise en 
correspondance des cibles.  
 
Procedure Target Matching (T u, T svi, OntoT) 
 
(1)  Tscore = 0    /* Degré de similarité entre la cible de Iu (Tu) et la cible de Isvi (Tvi) */ 
(2)  MatchTargetType = null   /* la relation entre Tu et Tvi dans l’ontologie OntoT */ 
(3)  link = 0  /* le nombre de liens qui séparent Tu et Tvi dans l’ontologie OntoT */ 
(4)  MatchTargetType = GetMatchTargetType (Tu, Tsvi, OntoT)  
(5)  If MatchTargetType == « subsume » || MatchTargetType == « plug-in »  Then 
(6)      link = GetLink (Tu, Tsvi, OntoT) 
(7)      Tscore = 1 / (link+1)         
(8)  Else If MatchTargetType == « exact » Then 
(9)     Tscore = 1 
(10) Else      
(11)   Tscore = 0 
(12) End If 
 (13) Return Tscore 
(14) End Procedure 
 
Figure 55. Algorithme de la mise en correspondance des cibles 
L’algorithme de mise en correspondance des cibles prend en entrée une cible de l’intention 
de l’utilisateur (Tu), une cible de l’intention du service (Tsvi), ainsi qu’une ontologie de cibles 
(OntoT ). Il produit à la sortie le degré de similarité (Tscore) entre Tu et Tsvi. 
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Cet algorithme commence par déterminer la relation qui existe entre Tu et Tsvi dans 
l’ontologie OntoT (ligne 4) selon les quatre niveaux déterminés ci-dessus. Si Tu représente le 
même concept que Tsvi dans OntoT, alors le MatchTargetType aura comme résultat un 
« exact ». Sinon, si Tu subsume Tsvi, alors MatchTargetType aura comme résultat 
un « subsume ». Sinon, si Tsvi subsume Tu, alors MatchTargetType aura comme résultat un 
« plug-in ». Sinon, si aucune relation entre Tu et Tsvi n’est retrouvé ou bien si Tu et/ou Tsvi 
n’existent pas dans l’ontologie OntoT, alors le MatchTargetType sera un « fail ». 
Ensuite, si les deux cibles Tu et Tsvi sont liées par une relation « subsume » ou « plugin » 
(ligne 5), alors à ce stade on se base sur la mesure de similarité sémantique pour calculer la 
distance qui les sépare. Ceci consiste à calculer d’abord le nombre de liens qui les séparent 
dans OntoT (ligne 6). Par la suite, le degré de similarité (Tscore) est calculé selon la Formule 3 
(ligne 7). Sinon, si les deux cibles sont les mêmes (ligne 8), alors le degré de similarité (Tscore) 
aura 1 (ligne 9). Dans le cas contraire, Tscore sera retourné avec un score égal à zéro (ligne 11). 
L’algorithme se termine et retourne comme résultat final le score du degré de similarité 
entre les deux cibles (Tscore) (ligne 13). 
7.2.2.3.2. Mise en correspondance des verbes 
La mise en correspondance des verbes (Verb Matching) représente la deuxième étape de la 
mise en correspondance intentionnelle. Cette étape considère la mise en correspondance 
sémantique entre les verbes, selon une ontologie de verbe (OntoV) (cf. section 6.3.1.3). Dans 
cette ontologie, un verbe peut avoir une relation avec les autres verbes décrits dans 
l’ontologie. Chaque relation relie un verbe à d'autres verbes voisins dont la signification est 
soit plus générale (hyperonyme), soit plus spécifique (hyponyme), mais aussi à des verbes 
similaires (synonyme). Les deux relations « hyperonyme » et « hyponyme » ne sont autre que 
des relations de subsomption entre les verbes, comme on l’a décrit dans la section 7.2.2.3.1. 
Ces deux relations représentent le lien hiérarchique qui peut exister entre deux verbes dans 
l’ontologie OntoV. Cette ontologie OntoV décrit également la relation « synonyme » qui peut 
exister entre deux verbes décrit dans l’ontologie. Cette ontologie de verbes, comme l’illustre 
la Figure 56, est décrite dans le domaine du voyage utilisé dans l’évaluation du processus de 
découverte de services. Prenons, par exemple, le verbe « book », il est synonyme avec le 
verbe « reserve ». Ce verbe a des relations d’hyponymie avec le verbe « hold-open » et 




Figure 56. Extrait de l'ontologie de verbes OntoV  
Dans les approches intentionnelles, il y a un risque d’ambiguïté (e.g. un même verbe 
qui a différents sens selon le domaine dans lequel il a été employé) et de complexité 
d’expression de l’intention. Ce problème relève du domaine de l’ingénierie de la requête, 
et a fait l’objet de multiples recherches, telles que les travaux de Gomez et al. dans leur 
approche GODO (Gomez et al., 2006) et Aljoumaa dans son approche PASiS (Aljoumaa, 
2011) (cf. section 3.5.2.3.2). Dans le cadre de cette thèse, nous levons ce problème par 
l’usage d’un vocabulaire de domaine restreint matérialisé par des ontologies de domaines. 
Ainsi, nous ne prenons pas en compte le sens du verbe dans cette mise en correspondance. 
L'évaluation de la mise en correspondance entre les verbes se fait grâce aux cinq 
niveaux suivants : 
• Exact : le verbe demandé est équivalent au verbe proposé ; 
• Synonym : le verbe demandé partage une signification commune avec le verbe 
proposé ; 
• Hyponym : il y a une relation de subordination entre le verbe demandé et un verbe 
proposé, qui a une signification plus spécifique ; 
• Hypernym : il y a une relation de subordination entre le verbe demandé et un verbe 
proposé, qui a une signification plus générale ; 
• Fail : aucune relation entre les verbes ne peut être établie. 
Nous présentons, plus en détails dans la Figure 57., notre algorithme de mise en 
correspondance des verbes lancé sur le verbe de l’intention de l’utilisateur (Vu) et celui de 
l’intention du service (Vsvi). Dans cet algorithme, nous commençons par chercher le type de 
relation qui lie les deux verbes, selon les cinq niveaux cités ci-dessus. Par la suite, nous 
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calculons le score de cette mise en correspondance en suivant la Formule 3 de la mesure de 
similarité sémantique (cf. section 7.2.2.1). 
 
Procedure Verb Matching (V u, V svi, OntoV) 
(1)  Vscore = 0    /* Degré de similarité entre le verbe de Iu (Vu) et le verbe de Isvi (Vsvi) */ 
(2)  MatchVerbType = null   /* la relation entre Vu et Vvi dans l’ontologie OntoV */ 
(3)  link = 0  /* le nombre de liens qui séparent Vu et Vvi dans l’ontologie OntoV */ 
 
(4)  MatchVerbType = GetMatchVerbType (Vu, Vsvi, OntoV) /* retourne le type de relation   
                                                                                                entre Vu, et Vsvi dans OntoV  */ 
(5)  If MatchVerbType == « hypernym » || MatchVerbType == « hyponym » Then 
(6)      link = GetLink (Vu, Vsvi, OntoV) 
(7)      Vscore = 1 / (link+1)         
(8)  Else If  MatchVerbType == « exact » Then 
(9)     Vscore = 1 
(10) Else If  MatchVerbType == « synonym » Then 
(11)     Vscore = 0,9 
(12) Else      
(13)   Vscore = 0 
(14) End If 
 
(15) Return Vscore 
(16) End Procedure 
 
Figure 57. Algorithme de la mise en correspondance des verbes  
L’algorithme de mise en correspondance des verbes prend en entrée le verbe indiqué dans 
l’intention de l’utilisateur (Vu), le verbe de l’intention du service (Vsvi) et l’ontologie de verbes 
(OntoV). Il produit à la sortie le degré de similarité (Vscore) entre Vu et Vsvi 
Cet algorithme commence par déterminer la relation qui existe entre Vu et Vsvi dans 
l’ontologie OntoV (ligne 4) selon les cinq niveaux déterminés ci-dessus. Si Vu représente le 
même concept que Vsvi dans OntoV, alors le MatchVerbType entre Vu et Vsvi aura comme 
résultat un « exact ». Par contre, si Vu et Vsvi sont reliés dans l’ontologie par la relation 
« aSynonyme », alors MatchVerbType aura comme résultat un « synonym ». Sinon, si Vu 
subsume Vsvi, alors MatchVerbType aura comme résultat un « hypernym ». Sinon, si Tsvi 
subsume Vu, alors MatchVerbType aura comme résultat un « hyponym ». Sinon, si aucune 
relation entre Vu et Vsvi n’est retrouvé dans OntoV ou bien si Vu n’existent pas dans l’ontologie 
OntoV, alors le MatchVerbType aura comme résultat un « fail ». 
Ensuite, si les deux cibles Vu et Vsvi sont liées par une relation « hyponym » ou 
« hypernym » (ligne 5), alors à ce stade on se base sur la mesure de similarité sémantique pour 
calculer la distance qui les sépare. Ceci consiste à calculer d’abord le nombre de liens qui les 
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séparent dans OntoV (ligne 6). Par la suite, le degré de similarité (Vscore) est calculé selon la 
Formule 3 (ligne 7). Sinon, si les deux cibles sont les mêmes (ligne 8), alors le degré de 
similarité (Vscore) aura un score égal à 1 (ligne 9). Sinon, si les deux cibles sont des synonymes 
(ligne 10), alors le degré de similarité (Vscore) aura un score égal 0,9 (ligne 11). Dans le cas 
contraire, Vscore sera retourné avec un score égal à zéro (ligne 13). 
 L’algorithme se termine et retourne comme résultat final le score du degré de similarité 
entre les deux verbes (Vscore) (ligne 15).   
Après avoir introduit la mise en correspondance intentionnelle, nous détaillons dans la 
section suivante la mise en correspondance contextuelle. 
7.2.2.4.  La mise en correspondance contextuelle des services 
Dans cette section, nous continuons la présentation de notre algorithme de mise en 
correspondance de services guidée par l’intention et le contexte, en présentant la partie du 
traitement contextuel de la requête de l’utilisateur. Dès qu’un service est sélectionné comme 
répondant à l’intention de l’utilisateur, comme présenté dans la section 7.2.2.3, la mise en 
correspondance contextuelle est déclenchée. 
7.2.2.4.1. L’algorithme de mise en correspondance contextuelle 
La mise en correspondance contextuelle (Context Matching) représente la deuxième étape 
de l’algorithme de mise en correspondance des services guidée par l’intention et le contexte. 
Cette étape de l’algorithme consiste à déterminer un degré de similarité entre la description de 
contexte de l’utilisateur (CxU) et la description de contexte de chaque service répondant aux 
intentions de l’utilisateur (CxRsvi). Le contexte CxU représente le contexte courant de 
l’utilisateur, alors que le contexte CxRsvi représente les conditions contextuelles dans lesquelles 
le service est valide et exécutable, i.e. le contexte requis du service (cf. Chapitre 5).  
La description de contexte requis du service (CxRsvi) représente un ensemble non-vide de 
conditions contextuelles, i.e. CxRsvi= {cxsvi}, alors que la description de contexte de l’utilisateur 
(CxU) représente un ensemble non-vide d’observations, i.e. CxU = {cxU} (cf. Définition 4). 
Chacune de ces conditions contextuelles cxsvi et de ces observations cxU est décrite, selon le 
modèle de contexte (cf. section 6.4.1), par une entité (à qui le contexte se réfère), un élément 
de contexte (qui caractérise la propriété de l’entité observée) et un ensemble de valeurs 
observées ou de conditions sur les valeurs pour chaque élément.  
La mise en correspondance contextuelle entre le contexte courant de l’utilisateur (CxU) et 
celui requis du service (CxRsvi), comme l’illustre la Formule 5, est déterminée à partir de 
l’évaluation (Context Condition Matching) de la satisfaction de toutes les conditions 
contextuelles (cxsvi) par les observations du contexte de l’utilisateur (cxU).  
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ContextMatching (CxRsvi, CxU) = 
{∃ cxsvi ∈ CxRsvi , ∃ cxU  ∈ CxU, ContextConditionMatching (cxsvi, cxU ) } 
Formule 5. La mise en correspondance des conditions contextuelles 
L'évaluation de ces conditions de contexte suit trois étapes. Pour chaque condition cxsvi, 
nous commençons par calculer le degré de similarité entre son entité (Ecxsvi) et l’entité de cxU 
(EcxU). Ceci permet de déterminer si l’observation et la condition se rattachent au même sujet 
observé. Ensuite, si Ecxsvi est EcxU correspondent sémantiquement alors nous passons au calcul 
du degré de similarité entre l’élément de contexte de cxsvi (Elcxsvi) et l’élément de contexte de 
cxU (ElcxU). Cette étape, permet de déterminer si cxsvi porte sur une condition sur le même 
élément de contexte (ou similaire sémantiquement) que celui décrit dans cxU. Finalement, si 
Elcxsvi est ElcxU correspondent sémantiquement alors l’évaluation de la satisfaction de la 
condition cxsvi peut être lancée sur l’ensemble de valeurs de cxU.   
Chaque condition contextuelle est exprimée par un ensemble d’opérateurs (cf. section 
6.4.3). D’une part, ces opérateurs peuvent être des opérateurs simples, tels que l’égalité, la 
différence, l’intervalle, la supériorité et l’infériorité. Par exemple, si la condition contextuelle 
d'un service (cxsvi) indique que le débit du réseau doit être supérieur à 12500 bits/s et que la 
valeur de l’observation (cxU) est égale à 13250, alors on peut dire que l’observation cxU 
satisfait la condition cxsvi. D’autre part, ces opérateurs peuvent être plus complexes, par 
exemple les opérateurs sémantiques qui nécessitent des opérations de transformation d’une 
représentation à une autre. Par exemple, une évaluation d’une condition qui porte sur une 
localisation représentée sous forme de coordonnées GPS avec une observation qui représente 
la localisation sous forme d’adresse postale nécessite de transformer la localisation en GPS 
en localisation sous forme d’adresse, ou vice-versa, pour pouvoir les évaluer. Cette évaluation 
retourne pour chaque condition contextuelle un score de satisfaction. Ce score est égal à 1 si 
la condition est satisfaite ou égal à 0 si la condition n’est pas satisfaite. 
Cxscore  = (!
!
!!!  * ContextConditionMatching (cxsvi, cxU )) 
Formule 6. Mise en correspondance contextuelle 
Après l'évaluation des différentes conditions contextuelles appartenant à CxRsvi, le score 
Cxscore est calculé par la somme pondérée des scores de chaque condition contextuelle (cxsvi), 
comme l’illustre la Formule 6. Un poids (w) est associé à chaque élément de contexte de la 
condition cxsvi. Ce poids, décrit plus en détail dans la section 7.2.2.4.2, reflète l’importance de 
l’élément de contexte par rapport aux préférences de l’utilisateur. Il est défini par l'utilisateur 






Procedure Contextual Matching (CxR svi, Cx U, OntoCx) 
(1)  Cxscore   = 0  /* Degré de similarité entre CxRsvi et le contexte de l’utilisateur CxU */ 
(2)  For each cxsvi ∈ CxRsvi Do  
(3)     cxscore   = 0 
(4)     Ecxsvi  = getEntity (cxsvi) 
(5)    Elcxsvi  = getContextElement (cxsvi)  
(6)     w = getContextElementWeight (Elcxsvi ) 
(7)    For each cxU ∈ CxU Do 
(8)       EcxU= getEntity (cxU) 
(9)         Entscore = ContextMatch (Ecxsvi, EcxU, OntoCx) /* Mise en correspondance entre cibles*/ 
(10)      If Entscore  >  Then  
(11)            ElcxU = getContextElement (cxU)  
(12)            Eltscore  = ContextMatch (Elcxsvi, ElcxU, OntoCx) /* Mise en correspondance entre  
                                                                                          éléments de contexte*/ 
(13)             If Eltscore > β Then 
     (14)     Cdcxsvi = getCondition (cxsvi) /*récupérer la condition de cxsvi */ 
     (15)     ValcxU = getObservedValue (cxU) /*Récupérer la valeur observée de cxU */   
     (16)                 Repcxsvi = getRepresentation (Cdcxsvi) /*récupérer la représentation de Cdcxsvi */ 
     (17)                 RepcxU = getRepresentation (ValcxU) /*récupérer la représentation de ValcxU */ 
     (18)                 If Match (Repcxsvi, RepcxU) Then  
                               /* Evaluer la satisfaction entre condition et observation de contexte */ 
     (19)                    cdcxcore   = EvaluateSatisfactionCondition (Cdcxsvi, ValcxU)  
     (20)                       cxscore   = (Entscore + w * Eltscore + cdcxscore) / 3 
     (21)                              Cxscore   = Cxscore    + cxscore   
     (22)                    break   /* condition évaluée */ 
(23)                 End If 
(24)             End If       
(25)      End If        
(26)    End For 
(27) End For 
(28) Cxscore   = Cxscore   / i   /* i représente le nombre de conditions dans CxRsvi */ 
(29) Return Cxscore    
(30) End procedure 
 
Figure 58. Algorithme de la mise en correspondance contextuelle 
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Plus en détails, l’algorithme de mise en correspondance contextuelle, illustré à la Figure 
58, prend en entrée la description du contexte courant de l’utilisateur (CxU), la description du 
contexte requis du service (CxRsvi) et l’ontologie multi-niveaux de contexte (OntoCx). Il 
produit comme sortie le degré de correspondance (Cxscore) des conditions contextuelles du 
service (CxRsvi) avec contexte courant de l’utilisateur (CxU). 
Cet algorithme permet de calculer le degré de satisfaction des conditions contextuelles 
d’un service (CxRsvi) par rapport au contexte courant de l’utilisateur (CxU). Ainsi, pour chaque 
condition contextuelle (cxsvi), l’algorithme récupère l’entité Ecxsvi  et l’élément de contexte 
Elcxsvi  de la condition cxsvi, ainsi que le poids w attribué à cet élément de contexte à partir du 
modèle de profil de contexte (cf. section 7.2.2.4.2) (ligne 4-6). Par la suite, il cherche 
l’observation cxU  qui peut satisfaire la condition cxsvi.  
Pour chaque observation de l’utilisateur cxU, l’algorithme récupère l’entité observée EcxU 
(ligne 8). Par la suite, une mise en correspondance entre les entités Ecxsvi  et EcxU  est effectuée 
afin de déterminer si la condition contextuelle et l’observation se rapportent à la même entité 
de contexte (ligne 9). Le degré de similarité Entscore  est attribué à cette mise en 
correspondance. Si Entscore  est inférieur au seuil , alors cxsvi et cxU ne représentent pas la 
même entité. Dans ce cas, l’algorithme passe à la vérification de l’observation suivante de 
l’utilisateur. Par contre, si Entscore  est supérieur au seuil , alors l’algorithme procède à la 
vérification de la correspondance entre les éléments de contexte de cxsvi et cxU. Il récupère 
l’élément de contexte ElcxU correspondant à cxU (ligne 11). Ensuite, une mise en 
correspondance entre les éléments de contexte Elcxsvi et ElcxU est effectuée afin de déterminer 
si cxsvi et cxU représentent une description du même élément de contexte (ligne 12). Le degré 
de similarité Eltscore est attribué à cette mise en correspondance (ligne 12). Si le score Eltscore est 
inférieur au seuil , alors cxsvi et cxU ne représentent pas une description du même élément de 
contexte. Dans ce cas, l’algorithme passe à la vérification de l’observation suivante de 
l’utilisateur. Par contre, si Eltscore est supérieur au seuil , alors l’algorithme procède à la 
vérification de la satisfaction de la condition cxsvi par les valeurs observées de cxU. 
L’étape de vérification de la satisfaction de la condition cxsvi par les valeurs observées de 
cxU  commence par la récupération de la description de la condition Cdcxsvi de Cxsvi (ligne 14) et 
des valeurs observées ValcxU  de cxU (ligne 15). Ensuite, il faut vérifier si ces deux dernières 
sont représentées de la même manière pour pouvoir les évaluer. Pour cela, l’algorithme 
commence par récupérer la représentation Repcxsvi de la condition Cdcxsvi (ligne 16) et la 
représentation RepcxU des valeurs observées ValcxU (ligne 17). Ensuite, il vérifie si la 
description des valeurs observées ValcxU a la même représentation que la description de la 
condition Cdcxsvi (ligne 18).  
Dans le cas où cette contrainte n’est pas vérifiée, alors il est impossible de vérifier Cdcxsvi et 
ValcxU parce qu’ils n’ont pas la même représentation. Ainsi, la condition contextuelle cxsvi  ne 
peut pas être satisfaite par l’observation contextuelle cxU  de l’utilisateur. Dans le cas contraire, 
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l’algorithme procède à l’évaluation de la satisfaction de Cdcxsvi par ValcxU (ligne 19). Cette 
évaluation consiste, d’une part, à récupérer l’opérateur de la condition Cdcxsvi et ses valeurs, 
ainsi que la valeur de ValcxU. Par la suite, il faut vérifier, selon cet opérateur, si la valeur 
ValcxU satisfait la condition Cdcxsvi. Ceci est traité par la fonction 
EvaluateSatisfactionCondition qui retourne un degré de satisfaction cdcxscore  entre Cdcxsvi, 
ValcxU (ligne 19). Suite à ce score, l’algorithme calcule le score final (cxscore) de satisfaction de 
la condition cxsvi  par l’observation cxU (ligne 20). 
Finalement, le score global (Cxscore) de satisfaction de toutes les conditions contextuelles de 
CxRsvi par toutes les observations de CxU est incrémenté par cxscore (ligne 21). L’algorithme sort 
ensuite de la boucle et passe à la condition suivante de CxRsvi  (ligne 22). Une fois toutes les 
conditions vérifiées, l’algorithme se termine et retourne comme résultat final le score de la 
mise en correspondance contextuelle (Cxscore) (ligne 29). 
7.2.2.4.2. Modèle de profil de contexte 
Les informations de contexte, présentées dans la section 6.4.1, n’ont pas toutes la même 
importance lors d’un processus de découverte. Par exemple, un technicien qui ne se déplace 
pas souvent peut considérer que l’observation de sa localisation est peu pertinente (parce que 
trop intrusive ou pas assez significative) alors qu’un commercial qui se déplace chez le client 
peut considérer la localisation comme discriminatrice dans la sélection d’un service. Leur 
importance peut, en effet, varier d'un utilisateur à un autre en fonction de ses préférences. Par 
conséquent, nous proposons d'associer aux éléments de contexte la notion de « poids » (w), 
illustrée dans l’algorithme de mise en correspondance contextuelle à la Figure 58.  
 
Figure 59. Modèle du profil de contexte 
Notre objectif est de clarifier, à partir de cette notion de poids, l'importance d'un élément 
de contexte en fonction du domaine et des préférences de l'utilisateur. Pour cela, nous 
proposons le modèle du profil de contexte, présenté dans la Figure 59, lequel permet à chaque 
utilisateur d’attribuer des poids pour des éléments de contexte d’un sujet observé. Un profil 
représente les préférences d'un utilisateur concernant les informations de contexte. Ces 
préférences sont représentées comme un profil attribué à chaque sujet observé. Nous 













poids, dont la valeur est comprise entre 0 et 1, reflète l'importance de l’élément de contexte 
pour son propriétaire. Il est représenté en utilisant l'échelle indiquée ci-dessous : 
• Null : 0.0 
• Pauvre : [0.1 - 0.3] 
• Moyen : [0.4 - 0.6] 
• Bon : [0.7 - 0.9] 
• Excellent : 1.0 
L'importance d’un l’élément de contexte est ainsi proportionnelle à son poids. Lorsque le 
poids diminue, l'importance de l'élément de contexte diminue. Son impact sur le processus de 
découverte est amoindri. Inversement, lorsque le poids augmente, l'importance de l'attribut 
augmente. Il devient alors plus significatif dans le processus de découverte de services. Ce 
poids est utilisé lors de la mise en correspondance entre le contexte courant de l'utilisateur et 
les conditions contextuelles d’un service. En proposant ce modèle de profil de contexte, nous 
avons l'intention de promouvoir les éléments de contexte qui sont considérés comme les plus 
pertinents pour un utilisateur donné. En considérant ce profil, un élément de contexte ayant un 
poids plus faible (par exemple, qui n'est pas particulièrement intéressant pour l'utilisateur) 
sera moins influent lors du calcul du degré de la mise en correspondance contextuelle qu'un 
autre attribut avec un poids plus important. Même si cet élément de contexte participe au 
processus de mise en correspondance, le poids attribué à lui va diminuer son importance, et en 
conséquence le score de contexte calculé tiendra compte en priorité des éléments considérés 
comme prioritaires pour l'utilisateur. 
Ce mécanisme permet à un utilisateur de définir, pour un sujet observé, un ensemble de 
profils représentant ses préférences. Grâce à cette notion de profil, il est possible d'améliorer 
la découverte et la sélection du service le plus approprié qui peut intéresser l'utilisateur. 
7.2.2.5.  La complexité de l ’algorithme de découverte de services 
guidée par le contexte et l ’ intention 
Afin de déterminer la complexité de notre algorithme de découverte de services guidé par 
l’intention et le contexte, nous avons reformulé notre algorithme selon la structure suivante : 
Procédure Découverte de Services 
Initialisation des variables Iscore, Cscore, Sscore 
Début 
Pour chaque ensemble S1 (boucle 1) 
Calculer la mise en correspondance intentionnelle (Iscore) 
Si Iscore > α  
              Pour chaque ensemble S2 (boucle 2)   
                        Pour chaque ensemble S3 (boucle 3) 
    Calculer la mise en correspondance contextuelle (Cscore) 
                       Fin pour 
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         Fin pour  
              Si Cscore > β 
                        Calculer le score final de mise en correspondance (Sscore)       
              Fin Si 
Fin Si 
Fin pour  
Retourner le service le plus approprié 
Fin 
Trois ensembles sont considérés : (i) S1 ⊂ {1, 2, 3, …, N} représente l’ensemble des 
services disponibles dans le répertoires de services ; (ii) S2 ⊂ {1, 2, 3, …, M} représente 
l’ensemble des conditions contextuelles décrites dans le contexte requis du service ; et (iii) S3 
⊂ {1, 2, 3, …, L} représente l’ensemble des observations contextuelles décrites dans le 
contexte courant de l’utilisateur. Dans le cadre de notre algorithme, nous considérons que N > 
M et N > L puisque le nombre de services maximal qui peut exister dans le répertoires de 
services dépasse le nombre d’observations et de conditions contextuelles qui peuvent être 
décrites.  
Selon cette structure de l’algorithme, la boucle externe 1 s’exécute N fois. Chaque fois que 
la boucle 1 s’exécute, la boucle interne 2 s’exécute M fois. Ensuite, chaque fois la boucle 2 
s’exécute, la boucle interne 3 s’exécute L fois. Par conséquent, les instructions de la boucle 3 
s’exécutent au total N*M*L fois. Ainsi, la complexité de notre algorithme est O(N*M*L). 
Dans un cas particulier commun où la condition d'arrêt de la boucle 2 est inférieure à N au 
lieu d’être inférieure à M et la condition d'arrêt de la boucle 3 est également inférieure à N au 
lieu d’être inférieure à L (c'est-à-dire, les boucles internes s’exécutent également N fois), la 
complexité totale pour les trois boucles est O(N
3
), une complexité polynomiale de degré trois.  
7.3.  IMPLEMENTATION ET EVALUATION 
 Les Technologies utilisées 7.3.1.
Dans le cadre de cette thèse, nous présentons une première version de l’implémentation et 
l’évaluation de notre processus de découverte de services selon l’intention et le contexte. Pour 
cela, nous nous sommes basées sur un ensemble de technologies, à savoir :  
• Jena – Framework du Web Sémantique pour Java (Carroll et al., 2004) représente 
un framework open source Java pour la création d’applications du Web sémantique. Il 
fournit un environnement de programmation pour RDF, RDFS et OWL, SPARQL et 
comprend un moteur d'inférence à base de règles. Le framework Jena comprend, entre 
autre, une API RDF pour la lecture, le traitement et l'écriture RDF en XML, une API 
d’ontologie pour la manipulation des ontologies OWL et RDFS, un moteur de requête 
SPARQL. Ce framework est utilisé principalement dans la partie persistance du projet. 
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Il permet la lecture, l'écriture et la vérification des ontologies utilisées dans le 
processus de découverte ; 
•  OWL-S API (OWL-S API, 2012) fournit une API Java pour l'accès à la lecture, 
l’écrire et l’exécution des descriptions de services OWL-S. Les structures de données 
de l'API ont été conçues en étroite collaboration pour correspondre à la définition de 
l'ontologie OWL-S. Dans notre cas, cette API sera utilisée afin de manipuler les 
descriptions de services, telles que l'obtention des intentions et des contextes de 
chaque service pour le calcul du score de la mise en correspondance.  
• Pellet – Raisonneur OWL pour Java (Parsia et Sirin, 2004) fournit des services de 
raisonnement complet pour les ontologies OWL. Il présente des performances qui sont 
acceptables, voire très bonnes et un vaste framework. Il est écrit en Java et est open 
source. Dans le cadre de notre processus de découverte de services, il est utilisé à la 
fois dans l'API Jena et OWL-SIC, pour faire le raisonnement sur les ontologies et les 
descriptions de services ; 
• OWLS-TC – Jeux de test pour la récupération des services OWL-S (Fries et al., 
2005) destiné à soutenir l'évaluation de la performance des algorithmes de mise en 
correspondance des services OWL-S. La version 2 de OWLS-TC offre 576 services 
Web sémantiques écrits en OWL-S 1.0 et OWL-S 1.1 à partir de 7 domaines, à savoir : 
éducation, soins médicaux, nourriture, voyage, communication, économie et armé. 
Dans le cadre de ces expérimentations, notre choix de travailler sur le domaine du 
voyage pour illustrer les performances et la qualité de notre processus de découverte, 
vient en partie de la disponibilité de ce jeu de test.   
Dans la section suivante, nous présentons notre implémentation du processus de 
découverte de services guidée par l’intention et le contexte.   
 Implémentation du processus de découverte de services  7.3.2.
7.3.2.1.  Implémentation du descripteur de services 
Notre processus de découverte de services se base sur une extension OWL-SIC que nous 
avons présentée dans le Chapitre 6. Cette extension comprend la description des intentions 
qu'un service est capable de satisfaire et une description du contexte requis du service (CxR) et 
du contexte dans lequel s’exécute le service (Cx). Ainsi, sur la base de l’API OWL-S (OWL-S 
API, 2012), nous avons développé l'API OWL-SIC en langage JAVA permettant de 
manipuler cette description de services en fonction de leurs intentions et contextes.  
Par ailleurs, afin de valider cette mise en œuvre, le jeu de tests OWLS-TC 2 a été utilisé. 
Nous avons choisi cette collection de test, car elle fournit un grand nombre de services issus 
d'une large variété de domaines, des requêtes de test et des ontologies pertinentes. Nous avons 
enrichi les descriptions de services proposés par OWL-S-TC 2 afin d'inclure à ces services 
une description intentionnelle et contextuelle. Ces descriptions de services sont, par la suite, 
utilisées pour évaluer le processus de découverte de services selon l’intention et le contexte. 
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7.3.2.2.  Implémentation du processus de découverte de services 
Le processus de découverte de services, que nous présentons dans le cadre de ce chapitre, a 
été implémenté en langage Java en se basant sur la plateforme de services proposée dans 
(Schulthess, 2011). Cette implémentation s’organise autour d’un certains nombre d’interfaces 
Java. Ces interfaces sont utilisées dans la perspective d’assurer un caractère flexible, 
réutilisable et échangeable de notre architecture. Nous cachons l’implémentation de 
l’algorithme de découverte de services derrière ces interfaces. Les implémentations de celles-
ci se basent sur le patron de conception « strategy pattern » pour fournir un changement 
souple de stratégie, en se basant un fichier de configuration (config.properties).  
 
 
Figure 60. Éléments du mécanisme de découverte sémantique de services (d’après Schulthess (Schulthess, 2011)) 
Ainsi, notre implémentation du processus de découverte est organisée, essentiellement, 
autour de trois interfaces de bases, comme l’illustre la Figure 60, à savoir :   
• L'interface « IDiscoveryFacade » représente le point d'entrée de l'application et offre 
un ensemble de méthodes qui supportent la gestion des ontologies, la découverte de 
services et leur sélection, telles que addontologies, removeontologies, addServices, 
removeServices et DiscoverService ; 
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• L'interface « IPersistenceManager » agit comme une façade entre la 
« ServiceManager » et le répertoire de services et d’ontologies, ce qui permet l'accès 
et le chargement des descriptions des services et des ontologies ;  
• L'interface « ISearchEngine » est responsable de la recherche du service le plus 
approprié à une requête donnée. Il utilise une interface « IMatcherFacade » qui agit 
comme une façade entre le « SearchEngine » et l'API des descriptions de service. Ce 
« IMatcherFacade » est utilisé afin de donner plus de flexibilité à notre 
implémentation. Il permet d’étendre facilement le mécanisme de découverte de 
services par l'ajout de nouveaux algorithmes de découverte. 
Dans l’architecture, l'interface « ISearchEngine » fournit la méthode 
« loadDefaultMatcher » qui permet de déterminer la stratégie à mettre en place. Elle fournit 
également une méthode principale de découverte de services, appelée « DiscoverServices ». 
Cette méthode fait appel à la bonne méthode de découverte, selon la stratégie spécifiée au 
préalable dans le fichier de configuration, laquelle doit découvrir selon l’intention et le 
contexte courant de l’utilisateur, le service le plus approprié.    
Le composant « SearchEngineImpl » implémente l'interface « ISearchEngine » laquelle 
fournit les méthodes de découverte de services qui peuvent être utilisées par l'application. 
Chaque méthode doit être capable de proposer une liste de services ordonnée par leurs scores 
de mise en correspondance. A partir de ces scores, la méthode de sélection des services 
utilisée sélectionne le service qui est le plus approprié à l’intention de l’utilisateur dans son 
contexte courant. Afin de permettre l'évolution de l'API, cette première implémentation 
« SearchEngineImpl » utilise l'interface « IMatcherFacade », laquelle offre une interface 
générale pour l'implémentation de nouvelles méthodes de découverte de services, appelées 
« matchmaker ». La sélection du « matchmaker » à déployer se fait ainsi par la simple édition 
d'un fichier de propriétés. 
Dans nos expériences, nous proposons deux implémentations de « matchmaker », 
correspondant à deux processus de découverte de services distincts :  
• Le « BasicMatchmaker » utilise uniquement les références aux informations d'entrée 
(input) et de sortie (output) fournies par l'utilisateur pour procéder à la sélection des 
services. Cette implémentation agit comme une implémentation de référence dans nos 
évaluations, puisqu'elle adopte une approche traditionnelle basée sur les spécifications 
fonctionnelles d'un service. L'utilisateur est obligé, dans ce cas, de spécifier les entrées 
et les sorties qu'il attend du service recherché, au lieu de se concentrer uniquement sur 
l'intention qu'il souhaite satisfaire.  
• Le « ContextIntentionMatchmaker » met en œuvre notre processus de découverte de 
services avec une prise en charge du contexte et de l'intention. Pour cela, le 
« ContextIntentionMatchmaker » utilise l’API OWL-SIC, le framework Jena (Carroll 
et al., 2004) et le moteur de raisonnement Pellet (Parsia et Sirin, 2004). Pour chaque 
service disponible dans le répertoire de services, le « ContextIntentionMatchmaker » 
permet de calculer un score de mise en correspondance avec l'intention et le contexte 
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de l’utilisateur, en se basant sur la description étendue du service. Cette classe fait 
appel à deux autres classes, à savoir « ContextMatching » et « IntentionMatching ». Le 
« ContextMatching » est responsable de déterminer le score de la mise en 
correspondance contextuelle (cf. section 7.2.2.4). Le « IntentionMatching » capable de 
calculer le score de la mise en correspondance intentionnelle (cf. section 7.2.2.3). La 
séparation entre ces deux éléments permet l'évaluation de chaque composant et 
l'analyse de leur impact sur le mécanisme de découverte.  
La section suivante analyse les résultats des expérimentations qui ont été menées afin de 
comparer le processus de découverte de services guidée par l’intention et le contexte que nous 
proposons à une approche plus traditionnelle, représentée par le « BasicMatchMaker ».  
 Evaluation du processus de découverte de services 7.3.3.
L'évaluation des différentes méthodes de découverte de services a été effectuée sur un 
répertoire sémantique contenant un ensemble étendu de descriptions de services, issu de la 
collection de jeux de test OWLS-TC 2. Parmi les domaines disponibles, nous avons choisi les 
services relevant du domaine du voyage. Ce domaine contient autour de 400 descriptions de 
services, qui ont été enrichies avec des informations contextuelles et intentionnelles.  
Dans le cadre de nos expérimentations, nous avons commencé par déployer notre 
algorithme de découverte de services sur une machine de processeur Intel Core i5 1,3 GHz 
avec une mémoire de 4 Go. Ensuite, nous avons choisi d’évaluer notre algorithme sur 
différentes machines déployées sur la grille de calcul Grid’5000
3
 afin d’étudier ses 
performances sur différentes configurations de serveur. L'ensemble des mesures que nous 
avons réalisées a pour objectif d'évaluer la validité des algorithmes proposés et l'adéquation 
des descripteurs étendus de service qui ont été implémentés. Deux observations principales se 
dégagent de ces expériences : 
• Le passage à l’échelle : analyse l'impact du nombre de services disponibles sur le 
temps d'exécution des algorithmes de découverte de services ;  
• Qualité du résultat : évaluation de l'efficacité des différents algorithmes vis-à-vis de 
leur capacité à trouver un service adéquat au contexte et à l'intention de l'utilisateur.  
La première de ces observations, le passage à l’échelle, nous permet d'analyser la 
faisabilité du mécanisme proposé. Celui-ci doit être capable de passer à l'échelle et son temps 
d'exécution doit rester limité pour ne pas gêner l'expérience de l'utilisateur, malgré un nombre 
grandissant de services analysés. La seconde observation, la qualité, considère deux métriques 
majeures dans le domaine des services : la précision et le rappel. Ces métriques nous 
permettent d'analyser si le processus de découverte de services que nous proposons atteint 




réellement son objectif, puisqu'il est censé fournir des résultats mieux adaptés à l'utilisateur 
par rapport à une approche traditionnelle. 
Ensuite, afin d'évaluer le passage à l’échelle et les qualités des résultats, nous avons 
formulé sept requêtes différentes relatives au domaine du voyage et qui doivent retrouver les 
services correspondants dans le répertoire de services (cf. section 7.3.2.1). Ces requêtes sont 
caractérisées par l'intention de l'utilisateur et son contexte courant, comme indiqué dans le 
Tableau 2. Le contexte représente une description du contexte courant de l’utilisateur. Les 
valeurs de ce contexte ont été choisies afin de démontrer l’influence du changement de 
contexte sur le choix du service et sur la satisfaction de l’intention de l’utilisateur. Dans ce 
scénario, un utilisateur souhaite pratiquer un sport pendant ses vacances. Cet utilisateur est 
intéressé par le surf (surfing). Ainsi, il recherche des destinations où ces sports peuvent être 
pratiqués. Par la suite, il souhaite réserver une chambre dans un hôtel, un lodge ou un Bed-
and-Breakfast pendant cette période. 
Tableau 2. Des situations plus complexes de l’utilisateur : Intention dans un contexte donné 
Requête Intention Contexte Courant 
Req 1 
- Reserve Five Star 
European Hotel 
Context User 1 : 
-DateTime.Season = Winter, -Profile.Age = 21, 
-DateTime.Time = Morning, -Location.City = France 
-Resource.Screen = 16, -Device = Intel Core 2 duo 
-Resource.Memory = 2048, -Resource.Network = Ethernet  
Req 2 - Book-up Lodge 
Context User 2 : 
-DateTime.Season = Summer, -Profile.Age = 23 
-DateTime.Time = Evening, -Location.City = Tanzania 
-Resource.Network = Wifi, -Device = Intel Core 2 duo 
-Resource.Memory = 1024, -Resource.Screen =15 
Req 3 - Search BedAndBreakfast Context User 1 
Req 4 - Find Contact 
Context User 3 
-DateTime.Season = Winter, -DateTime.Time = Night 
-Profile.Age = 16, -Profile.Expertise = Low 
-Profile.Role = Student, -Location.City = Mexique 
-Location.Country = USA, -Resource.Network = Wifi 
-Device = Iphone 4, -Resource.Memory = 16 
-Resource.Screen = 3 
Req 5 - Search Destination Context User 1 
Req 6 - Locate Surfing Destination 
Context User 4 
-DateTime.Season = Summer, -Profile.Age = 24 
-DateTime.Time = Morning, -Profile.Expertise = High 
-Profile.Role = Student, -Location.City = Hawai 
-Location.Country = USA, -Resource.Network = 3G 
-Device = Ipad 2, -Resource.Memory = 32 
-Resource.Screen = 9 
Req 7 Look for Surfing Course 
Context User 5 
-DateTime.Season = Summer, -Location.City = Germany 
-DateTime.Time = Evening, -Profile.Expertise = High 
-Profile.Role = Student, -Device = Intel Core 2 duo 
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-Profile.Age = 23, -Resource.Network = Ethernet,  
-Resource.Memory = 2048, -Resource.Screen = 16 
Ces requêtes sont formulées de différentes manières. Nous avons décrit des situations où 
les éléments de l’intention de l’utilisateur ne sont pas décrits dans les ontologies d’intention 
alors qu’il existe dans le répertoire de services un ensemble de services capables de satisfaire 
cette intention dans le contexte courant de l’utilisateur (Req2 et Req7). Par exemple, dans la 
requête Req2, le verbe et la cible de l’intention « book-up lodge » ne sont pas décrits dans les 
ontologies de verbes et de cibles. Toutefois, il existe un ensemble de services capable de 
satisfaire cette intention et notamment ceux qui répondent à l’intention « reserve 
accommodation » qui est similaire à l’intention de la Req2. Ainsi, une intention exprimée par 
l’utilisateur dont le verbe et/ou la cible ne sont pas décrits dans les ontologies ne peut pas être 
traitée même s’il existe des services qui peuvent répondre à cette intention dans le contexte 
courant de l’utilisateur. 
De plus, nous avons décrit des situations où les éléments de l’intention de l’utilisateur sont 
décrits dans les ontologies de verbes et de cibles. Ces situations sont spécifiées afin de 
montrer que le seuil de paramétrage, défini au préalable par le concepteur du système dans 
l’algorithme de découverte de services, peut éliminer certains services même s’ils sont 
capables de satisfaire la situation de l’utilisateur (Req1, Req5 et Req6). Par exemple, dans la 
requête (Req1), la cible fiveStarEuropeanHotel représente un plug-in de la cible 
accommodation. Dans l’ontologie de cibles, il existe quatre liens qui séparent ces deux cibles. 
Toutefois, puisque le seuil de paramétrage testé ne permet d’accepter que trois liens entre 
deux concepts dans l’ontologie, certains services qui répondent à cette intention ne seront pas 
sélectionnés. Ceci peut nuire à la qualité des résultats en éliminant des services qui sont 
appropriés à la situation de l’utilisateur. De même, pour la requête 6 (Req6), le verbe locate 
représente un hyponyme du verbe acquire mais qui se trouve au niveau du quatrième nœud 
dans l’ontologie de verbes. Ainsi, des services qui répondent aux intentions « acquire 
destination » et « acquire surfingdestination », par exemple, ne seront pas sélectionnés. Dans 
la requête 5 (Req5), nous avons choisi d’évaluer une cible (destination) permettant de tester 
notre algorithme sur un balayage en largeur et profondeur sur le nœud destination dans 
l’ontologie de cibles. Ceci permet d’évaluer l’acceptabilité de la performance de l’algorithme 
de découverte de services. De plus, les services qui permettent de satisfaire l’intention 
« search destination », mais qui contiennent des cibles qui sont situées au-delà du troisième 
nœud, ne seront pas sélectionnés.  
Finalement, nous avons évalué dans les requêtes 3 et 4 (Req3 et Req4) des intentions qui 
peuvent être satisfaites par un ensemble de services dans le contexte courant de l’utilisateur. Il 
existe, dans le répertoire de services, un ensemble de services qui répondent à ces deux 
intentions « search bedAndBreakfast » et « find contact » mais dans des contextes qui sont 
différents des contextes courants de l’utilisateur décrits dans les Req3 et Req4 (même 
description de contexte mais avec des valeurs différentes). Par exemple, la requête 4 présente 
un contexte courant de l’utilisateur de nature assez complexe. D’une part, la description de ce 
contexte courant contient plusieurs observations contextuelles décrivant différents éléments 
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de contexte. D’autre part, il existe, dans le répertoire de services, un ensemble de services qui 
répondent à l’intention de la Req4. Toutefois, certains de ces services sont décrits par des 
conditions contextuelles portées sur les mêmes éléments de contextes décrits dans le contexte 
courant de l’utilisateur mais avec des valeurs différentes. Ainsi, l’algorithme de découverte de 
services, va devoir comparer sémantiquement ses éléments de contexte, même si le service ne 
correspond pas sémantiquement. Ceci va impacter la performance de notre algorithme, 
puisqu’il va prendre un temps d’exécution plus élevé afin d’évaluer la mise en 
correspondance contextuelle de tous ces éléments. 
En résumé, nous synthétisons les caractéristiques des requêtes de l’utilisateur dans le 
Tableau 3. La performance est déterminée par rapport au temps d’exécution moyen mis par 
l’algorithme de découverte de services pour découvrir le service le plus approprié allant de ++ 
(temps d’exécution faible) au -- (temps d’exécution plus élevé).  











Req 1  ✓ (cible) ✓ -- 
Req 2 ✓     ++ 
Req 3    + 
Req 4   ✓ - 
Req 5  ✓ (cible) ✓ -- 
Req 6  ✓ (verbe) ✓ -- 
Req 7 ✓   ++ 
 Le passage à l ’échelle (Performance sur plusieurs 7.3.4.
configurations)  
Le passage à l’échelle est la capacité d'un système ou dispositif informatique à s'adapter au 
rythme de la demande (Bondi, 2000). L'analyse de cette propriété est un facteur essentiel lors 
du développement des systèmes répartis car cette propriété permet de déceler les limitations 
possibles d’un système lors d'une montée en charge. Dans notre cas, cette montée en charge 
peut comprendre autant le nombre de clients (utilisateurs) que le nombre d'éléments dans le 
répertoire de services. De manière plus générale, dans les mécanismes de découverte de 
services, le passage à l’échelle a un impact direct sur le temps d'évaluation des requêtes, ce 
qui peut gêner l'expérience de l'utilisateur si ce temps devient trop important. 
Dans les expériences que nous avons menées, nous avons analysé le passage à l’échelle des 
mécanismes de découverte de services à travers le temps moyen de traitement, lorsqu'on varie 
le nombre de services disponibles dans le répertoire de services. Nous présentons dans les 
sections suivantes les résultats expérimentaux obtenus sur différentes machines. 
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7.3.4.1.1. Machine type Desktop 
Le temps de traitement des requêtes a été mesuré en variant le nombre de services dans le 
répertoire de services entre 10 et 400 services, ce qui est indiqué dans la Figure 61 par l’axe 
des abscisses « taille du répertoire de services ». Les résultats démontrent que le temps de 
réponse de l'algorithme de découverte suit une tendance polynomiale de degré 3. Ceci nous 
permet d'affirmer que le processus de découverte de services implémenté a un niveau 
satisfaisant de passage à l’échelle, dans le cadre d’un SIP. 
Plus en détails, la Figure 61 présente la comparaison entre les trois algorithmes de 
découverte de services utilisés dans cette expérimentation : (i) un mécanisme de découverte 
de services se basant uniquement sur les entrées et les sorties d’un service (implémenté par la 
classe BasicMatchFacade), représentant ainsi une vision purement fonctionnelle ; (ii) un 
mécanisme de découverte purement intentionnel, basé uniquement sur l’intention de 
l’utilisateur (implémenté par la classe ContextIntentionMatchmaker, dans laquelle la 
découverte guidée par le contexte est désactivée) ; et (iii) le mécanisme de découverte de 
services guidé par l'intention et le contexte implémenté par la classe 
ContextIntentionMatchmaker.  
 
Figure 61.Comparaison des performances des mécanismes de découverte de services 
Il convient d'observer que la variation purement contextuelle de la classe 
ContextIntentionMatchmaker n'a pas été considérée car l'intérêt de l'usage de contexte dans la 
découverte de services a déjà été démontré par de nombreux travaux, tels que (Ben Mokhtar 
et al., 2008), et a été largement discuté dans l’état de l’art (cf. Chapitre 2 et Chapitre 3). 
Dans la Figure 61 nous observons que le mécanisme de découverte guidé par le contexte et 
l'intention (IC) a un temps moyen de réponse plus élevé que les autres algorithmes. Cette 
différence, surtout lorsqu'elle est comparée à l'algorithme d’entrée/sortie (IO), n'est pas 
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inquiétante et reste raisonnable. Nous pouvons remarquer que bien que nous ayons augmenté 
le nombre de services à traiter plus de quarante fois, le temps n’a augmenté que de quatre fois. 
Toutefois, la performance du mécanisme de découverte de services (IC) dépends du temps de 
traitement de l’intention de l’utilisateur et de son contexte courant. Par exemple, l’évaluation 
des situations de l’utilisateur décrites par les requêtes Req2 et Req7, illustrées au Tableau 2, 
ne prend pas beaucoup de temps d’exécution comparées aux autres requêtes. En effet, dans la 
cas de l’évaluation des requête Req2 et Req7, le mécanisme de découverte de services (IC) ne 
traite que la mise en correspondance intentionnelle et ne passe pas à la mise en 
correspondance contextuelle, puisque l’intention ne peut pas être satisfaite par l’ensemble des 
services. Tandis que, dans le cas de l’évaluation des autres requêtes, le mécanisme de 
découverte de services (IC) traite la mise en correspondance intentionnelle et la mise en 
correspondance contextuelle, puisque l’intention peut être satisfaite par un ensemble des 
services. Par exemple, l’évaluation des requêtes Req4 et Req5 ont mis beaucoup plus de temps 
d’exécution que les autres requêtes. Ceci, est dû à la richesse des éléments de l’intention dans 
les ontologies correspondances (plusieurs verbes et/ou cibles qui sont plus spécifiques et/ou 
plus génériques que le verbe et/ou la cible de l’intention), d’une part, et d’autre part, à la 
complexité de la description contextuelle.    
De plus, cette implémentation représente une première version utilisée pour valider notre 
processus de découverte de services, que nous envisageons, à court terme, de l’optimiser en 
utilisant le traitement en parallèle des services à analyser, par exemple.  
De ce fait, afin d’évaluer plus en détails les performances de notre algorithme de 
découverte de services, nous avons décidé de mener nos évaluations sur différentes 
configurations de machines. L’objectif ici est de vérifier le comportement de cet  algorithme 
de découverte de services lors de son exécution sur des machines s’approchant d’avantage à 
ce qui serait utilisé dans un SIP.  
7.3.4.1.2. Machine de type serveur 
La plateforme Grid’5000 représente une grille de calcul expérimentale comportant 
différentes machines hétérogènes de type serveur (distribuées sur plusieurs institutions en 
France et à l’étranger), similaires à l’infrastructure du fournisseur de services. Cette 
plateforme représente un réseau atypique car il est composé de grappes de calcul hétérogènes, 
comme illustré au Tableau 4. Ainsi, le Grid’5000 présente le moyen d’accéder à différentes 




Tableau 4. Grappes appartenant à Grid'5000  
Cluster (année) CPU Processeur Coeurs RAM (Go) 
Stremi (2011) 2 AMD 1.7 GHz 12 48 
Graphene (2010) 1 Intel 2.53 GHz 4 16 
Griffon (2009) 2 Intel 2.5 GHz 4 16 
L'utilisation des ressources de Grid'5000 nous a permis ainsi de comparer la performance 
des algorithmes lorsqu'ils sont déployés sur des machines avec des caractéristiques 
différentes, comme illustré à la Figure 62. 
 
Figure 62. Performance du mécanisme de découverte de services selon l’Intention/Contexte sur le Grid’5000  
De même que précédemment, le temps de traitement des requêtes a été mesuré en variant 
le nombre de services dans le répertoire de services entre 10 et 400 services. Les résultats 
illustrés à la Figure 62 démontrent que le temps de réponse de l'algorithme de découverte suit 
la même tendance polynomiale. Les variations les plus importantes sont observées lorsqu'on 
compare les différentes familles de processeurs (Intel versus AMD). Le nombre de cœurs n'a 
pas suffisamment influencé les résultats du fait que le prototype implémenté n'a pas été conçu 
pour le support aux architectures multi-cœur. Nous sommes certains que l'exploration 
parallèle du répertoire de services permettra de baisser considérablement le temps moyen de 
réponse, tout en gardant le passage à l’échelle observé dans cette expérience. Il faut noter que 
la Figure 62 présente seulement les courbes de performance pour l'algorithme 
Intention/Contexte pour des raisons de simplicité, car les observations ci-dessus sont aussi 
valables pour les autres algorithmes, comme le démontre la Figure 63. 
La Figure 63 présente en détails la comparaison entre les trois algorithmes de découverte 
de services utilisés dans cette expérimentation. Ces trois algorithmes, appelés respectivement 
IO (Input/Output), I (Intention) et IC (Intention/Contexte), sont représentés par leurs 
performances sur la grappe Graphene. Cette grappe a été choisie par ses caractéristiques 
(nombre de cœurs, quantité de mémoire, etc.), qui sont les plus proches de celles qu’on trouve 
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sur le marché. Les autres grappes, à l’instar de Stremi par exemple, sont trop représentatives 
des machines pour le HPC
4
 (quantité importante de mémoire, grand nombre de cœurs). 
 
Figure 63. Comparaison des performances des mécanismes de découverte de services sur le cluster Graphene 
Le résultat illustré à la Figure 63 démontre également que le mécanisme de découverte de 
services IC a un temps moyen de réponse plus élevé que les deux autres algorithmes. 
Toutefois, ce temps d’exécution obtenu demeure raisonnable pour une première version 
d’implémentation qui n’est pas optimisée. Ceci nous encourage à utiliser cette grille de 
performance comme une perspective d’optimisation de l’algorithme de découverte de services 
selon l’intention et le contexte en lançant le traitement en parallèle sur des sous ensembles de 
services répartis sur les machines distribuées dans une grappe de calcul. 
Ceci est une donnée importante pour nous, car elle démontre la faisabilité de notre 
proposition sur des machines habituellement utilisées comme répertoire de services et ceci 
malgré une implémentation non optimisée pour les architectures multi-cœur. De plus, il ne 
faut pas oublier que l'algorithme IO utilise un mécanisme très simplifié lequel a un coût réduit 
mais, comme le démontre la prochaine section, il présente une qualité de résultat bien 
inférieure à celle de l'algorithme Intention/Contexte (IC). 
7.3.4.2.  Qualité des Résultats 
Afin d'évaluer la qualité des résultats, nous avons considéré les deux métriques de qualité 
dans la sélection de services : la précision et le rappel. Ces deux métriques sont définies par 
deux ensembles, l'ensemble des retrieved items et l'ensemble des relevant items. La métrique 
précision indique la capacité d'un système à retrouver uniquement les relevant items (i.e. sans 
                                                
4"Calcul de haute performance (en anglais, High Performance Computing)"
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faux-positifs), alors que la métrique rappel mesure la capacité d'un système à retrouver tous 
les relevant services (Xiao et al., 2010). Ces deux métriques sont définies selon la Formule 7. 
!"é!"#"$% = !
| !"#"$%&'!!"#$% ∩ !"#!$"%"&!!"#$%! |
{!"#!$"%"&!!"#$%}
 , !"##$% = !
| !"#"$%&'!!"#$%! ∩ !"#!$"%"&!!"#$% |
{!!"!#$%&!!"#$%!}
 
Formule 7. Calcul des métriques de précision et de rappel 
 
Figure 64. Comparaison de la métrique Précision  
À partir des résultats obtenus (Figure 64 et Figure 65), nous pouvons observer que 
l’algorithme (IC) affiche, d’une manière générale, de bons résultats autant dans la métrique 
précision que dans celle de rappel. Les résultats présentés en Figure 64 indiquent que 
l'algorithme de découverte de services guidée par l'intention et le contexte (IC) présente un 
niveau de précision très supérieur à celui obtenu par l'algorithme de base (IO). En effet, la 
précision moyenne de l'algorithme IC est proche à 80%, alors que l'algorithme IO a une 
précision moyenne autour de 40%. Ces résultats indiquent que le mécanisme de découverte de 
services guidé par l'intention et le contexte a une plus grande chance de retrouver le service le 
plus approprié au contexte et à l'intention de l'utilisateur. 
Les bons résultats obtenus pour la précision sont accompagnés par des résultats moins 
intéressants concernant le rappel, comme l'illustre la Figure 65. Effectivement, on observe 
que le taux de rappel moyen pour l'algorithme IC n’avoisine que les 67%. L'algorithme IO a 
aussi un taux moyen de 68%, mais ces résultats sont circonstanciels vu que cet algorithme 
n'est pas en mesure de choisir un service qui s'adapte au contexte de l'utilisateur ni à son 
intention. En effet, l'algorithme IO se limite à retourner l'ensemble de services qui peuvent 





Figure 65. Comparaison de la métrique Rappel  
Ces résultats peuvent être expliqués par l’évaluation de certaines situations qui peuvent 
nuire aux qualités des résultats obtenus. Par exemple, nous avons décrit des situations (Req2 
et Req7 illustrées au Tableau 2) où les éléments de l’intention ne sont pas décrits dans les 
ontologies, alors qu’il existe dans le répertoire de services un ensemble de services capables 
de satisfaire cette intention dans le contexte courant de l’utilisateur. Dans ce cas, notre 
algorithme ne retourne aucun services. Ceci contribue à la dégradation de la qualité des 
résultats obtenant ainsi un rappel de 0%.  
De plus, dans le cas des situations qui sont décrites par des intentions dont le verbe et/ou la 
cible sont assez génériques ou spécifiques (Req1, Req5 et Req6 décrites dans le Tableau 2), 
nous avons obtenus dans certains cas des rappels qui sont au dessous des 40%. Ainsi, lorsque 
le concepteur du système fixe un seuil de paramétrage très élevé dans l’algorithme de 
découverte de services, certains services qui peuvent répondre à l’intention de l’utilisateur 
dans son contexte courant ne seront pas sélectionnés, et ceci contribue à la dégradation de la 
qualité des résultats en terme de rappel.   
Ainsi, contrairement à ce qui est observé avec l'algorithme IO, l'analyse conjointe des 
métriques précision et rappel démontre que l'algorithme IC réussit à trouver tous ou presque 
tous les services qui correspondent à l'intention et au contexte de l'utilisateur, et cela avec un 
faible taux de faux-positifs. Toutefois, ceci n’est valide que dans le cas d’une description 
complète et riche des ontologies et d’un bon paramétrage des seuils de mise en 
correspondance dans l’algorithme de découverte de services. Les seuils de mise en 
correspondance sont évalués au préalable par le concepteur du système d’une manière 
empirique, comme nous l’avons expliqué dans la section 7.2.2.2. Ces propriétés font partie 
des caractéristiques qui contribuent à la qualité de l'expérience de l'utilisateur.  
L'analyse de ces résultats démontre ainsi l'intérêt du processus de découverte de services 
que nous proposons dans ce chapitre. Nous pensons que le mécanisme proposé permet 
réellement de sélectionner le service qui correspond au mieux aux besoins de l'utilisateur, et 
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ceci grâce à la fois à son approche intentionnelle, laquelle est plus transparente pour 
l'utilisateur, et à l'usage de contexte qui limite les services à ceux qui sont valides, c.-à-d. le 
contexte de validité et d’exécution du service. Toutefois, il est important de noter que nous ne 
pouvons obtenir cette bonne qualité des résultats que si le concepteur du système établit dès le 
départ une description riche des services disponibles et des différentes ontologies utilisées, 
d’où l’importance de la description des éléments de l’espace de services (cf. Chapitre 5).  
7.4.  CONCLUSION 
Dans le cadre des SIP, l'accès aux services demeure trop complexe. En effet, dans un grand 
nombre de situations, l'utilisateur doit choisir tout seul un service parmi plusieurs 
implémentations disponibles, sans avoir pour autant le bagage nécessaire pour comprendre 
ces implémentations. Afin d'augmenter la transparence d'utilisation de ces systèmes, nous 
devons lui offrir le service qui satisfait ses besoins, sans qu'il soit forcé de comprendre les 
détails concernant l'implémentation ou encore les contraintes des dispositifs utilisés. 
Dans ce chapitre, nous proposons une approche centrée sur l'utilisateur capable d'apporter 
à celui-ci des services adaptés à son intention et à son contexte d'utilisation tout en gardant un 
niveau de transparence convenable. Afin de démontrer cette approche, nous avons 
implémenté le processus proposé. Ce processus de découverte de services a ainsi été évalué 
selon deux critères : (i) le passage à l’échelle, qui nous permet d'analyser la faisabilité du 
processus proposé, notamment par rapport à la montée en charge des répertoires de services ; 
et la (ii) qualité des résultats, dans laquelle deux métriques majeures dans le domaine des 
services, la précision et le rappel, permettent d'analyser si le mécanisme proposé atteint 
réellement son objectif. Des mesures effectuées sur un ensemble très diversifié de machines 
nous permettent de démontrer la faisabilité de notre approche et nous incitent à la poursuite, 
notamment à travers la prédiction de services (cf. Chapitre 8). 
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Chapitre 8.  PREDICTION DE SERVICES GUIDEE PAR 
L ’INTENTION ET LE CONTEXTE 
 
8.1.  INTRODUCTION  
De nos jours, les applications pour environnements pervasifs sont notamment des 
applications réactives basées uniquement sur le contexte courant de l'utilisateur. Un 
comportement proactif et anticipatif, notamment en prévision de la situation future de 
l'utilisateur, est peu développé. La plupart des recherches sur ce sujet reste à un niveau 
technique, anticipant une prochaine information contextuelle ou découvrant le service le plus 
approprié. Ces recherches ne considèrent pas les exigences intentionnelles relatives à 
l'expérience de l'utilisateur. En conséquence, plusieurs possibilités sont souvent fournies à 
l’utilisateur, même s'il n'est pas toujours en mesure de comprendre ce qui lui est proposé. 
Nous pensons que, afin d’atteindre la transparence prônée par Weiser (Weiser, 1991), les SIP 
doivent réduire l'effort de compréhension de l'utilisateur. Ils doivent cacher la complexité de 
ces multiples implémentations et de ces situations de contexte. Cela ne sera possible que 
grâce à une vision centrée utilisateur. Cette vision peut être atteinte grâce à un processus de 
prédiction permettant de mieux comprendre les besoins futurs de l’utilisateur afin de l’aider à 
y répondre d’une manière non intrusive. Ceci nous permettra d’offrir une meilleure pro-
activité, permettant ainsi de contribuer à l’amélioration de la transparence nécessaire des SIP. 
 Nous proposons, dans cette nouvelle vision des SIP, une approche de prédiction 
intentionnelle et contextuelle. Notre but dans ce chapitre est de prédire l'intention future de 
l'utilisateur en fonction d’intentions précédentes dans des contextes similaires, afin de lui 
offrir le service le plus approprié qui peut l'intéresser d'une manière transparente et discrète. 
Nous supposons que l’utilisateur, dans son quotidien, réalise bien souvent et de manière 
répétitive une séquence d’intention dans un contexte donné. En observant ces séquences, nous 
pouvons être capable d’anticiper ses besoins à partir d’une intention initiale. L'objectif 
principal de cette approche est de fournir à l'utilisateur un service qui peut répondre à ses 
besoins futurs d'une manière non-intrusive, ce qui réduit l'effort de compréhension de 
l'utilisateur. En d’autres termes, nous proposons le développement d’un processus de 
prédiction de services, permettant de prédire, à partir de l’historique de l’utilisateur et à partir 
de son intention et de son contexte courant, les services répondant à son intention future, 
avant même qu’il ait besoin de l’exprimer. 
Dans ce chapitre, nous présentons un processus de prédiction de services à la fois 
contextuel et intentionnel. Ce processus se base sur l'hypothèse que des situations similaires 
peuvent être détectées, surtout dans le cadre d’un Systèmes d'Information Pervasifs qui 
représente un environnement de travail dans lequel l’utilisateur peut avoir certaines habitudes.  
Ceci ne serait pas forcément le cas dans un contexte autre que d’un SIP. Nous présentons, par 
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la suite, une implémentation de ce mécanisme et analysons les résultats expérimentaux menés 
notamment par rapport au passage à l’échelle, à la précision et au rappel. 
8.2.  PROCESSUS DE PREDICTION DE SERVICES GUIDEE PAR LE 
CONTEXTE ET L ’INTENTION 
Nous observons que, dans le cadre d’un SIP, un utilisateur peut exprimer des intentions 
similaires formulées dans des contextes semblables. Il peut également suivre un ensemble 
d’habitudes qui évoluent avec le temps. Ceci reflète certaines habitudes de l’utilisateur 
lorsqu’il interagit avec son SIP à travers son espace de services. En exploitant ceci, nous 
pouvons améliorer la transparence des SIP en réduisant l'effort de l'utilisateur par 
l’anticipation de ces besoins. Ceci consiste à offrir à l’utilisateur, en toute transparence, le 
service qui répond à son intention future dans un contexte semblable. Ainsi, découle le besoin 
de présenter un nouveau processus de prédiction de services qui prend en considération les 
contextes et les intentions précédents de l’utilisateur. 
Par conséquence, nous ici un processus de prédiction de services. Ce processus a comme 
objectif l’introduction des techniques de recommandation afin d’augmenter le caractère 
dynamique des SIP en suggérant à l’utilisateur, d’une manière transparente et discrète, le 
service le plus approprié qui pourra, par la suite, l’intéresser. L’objectif est de mieux 
comprendre les besoins de l’utilisateur afin de l’aider à y répondre d’une manière non 
intrusive. Il s’agit notamment d’observer le contexte dans lequel les utilisateurs évoluent et 
sollicitent certains services. A partir de ces observations, l’objectif est de pouvoir suggérer à 
ces utilisateurs les services les mieux adaptés qui conviennent à leurs intentions émergentes, 
dans un contexte similaire et avec des intentions semblables, voire de les leur proposer en 
anticipation. Ceci nous permettra d’offrir une meilleure pro-activité au système par une 
meilleure compréhension de la relation entre la notion de contexte et d’intention. 
Nous proposons, ainsi, un processus de prédiction de l'intention future de l’utilisateur en se 
basant sur le contexte. Cette approche fournit de manière proactive un service qui peut 
répondre à ses besoins futurs. En effet, cette approche est basée sur l'hypothèse que des 
situations ordinaires S peuvent être détectées. Sur la base de cette hypothèse, ce mécanisme de 
prédiction considère un ensemble de séries temporelles représentant la situation observée de 
l'utilisateur. Nous définissons la notion de situation S comme étant l'intention de l'utilisateur 
IU, dans un contexte donné CxU, satisfaite par un service spécifique Svi. Ces situations sont 
horodatées et stockées dans une base de données après chaque processus de découverte de 
services. Ceci représente l’historique H. Ainsi, en analysant l'historique, le mécanisme de 
prédiction peut établir un modèle de comportement de l'utilisateur Mc dans un environnement 
dynamique et en déduire immédiatement son intention future. 
Notre proposition de prédiction de services guidée par l’intention et le contexte se 
compose, comme l’illustre la Figure 66, de deux principaux processus à savoir :  
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• le processus d'apprentissage dans lequel des situations similaires S sont 
regroupées en clusters, lors de l'étape de clustering. Un cluster représente un 
ensemble de situations, rassemblées dans un même groupe, présentant des 
similarités entre elles en termes d’intention et de contexte. C'est une façon de 
détecter et de regrouper des situations récurrentes et similaires. Dans l'étape 
suivante, ces clusters sont interprétés comme des états d'une machine à états. Les 
probabilités de transition d'un état à un autre sont alors calculées en fonction de 
l'historique. Cette étape, appelée étape de classification, vise à représenter, à partir 
des clusters reconnus, le modèle de comportement de l'utilisateur Mc en fonction 
de ses situations S. Un modèle de comportement schématise les habitudes des 
utilisateurs en fonctions de ses situations dans le passé. Il illustre ses habitudes en 
fonctions d’un ensemble d’états (qui représentent les clusters reconnus lors de la 
phase précédente) avec une probabilité de transition d’un état vers un autre, c.-à-d. 
la probabilité d’avoir l’intention future I2 à partir de l’intention immédiate I1 dans 
un contexte semblable. En interprétant le changement de situations en tant que 
trajectoire d’états, nous pouvons anticiper les besoins futurs de l’utilisateur. Dans 
notre approche, ce processus consiste à estimer les probabilités de passer d'une 
situation à d'autres situations futures possibles. 
• Le processus de prédiction se base sur le modèle de comportement de l'utilisateur 
Mc, sur l'intention immédiate de l'utilisateur IU et sur son contexte courant CxU. Sur 
la base des probabilités de Mc, calculées dans le processus précédent, ce processus 
se charge d’estimer la prochaine intention, et donc le prochain service. Ainsi, il 




Figure 66. La prédiction de services selon l’intention et le contexte de l’utilisateur 
Avant de détailler ces processus d’apprentissage et de prédiction, nous devons d’abords 
considérer la structure de l'historique utilisé par ces processus. Il s'agit de la gestion des 
traces, décrite dans la section suivante. 
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 La gestion des traces (historiques) 8.2.1.
Dans le cadre de ce travail, l’historique H est alimenté par tous les résultats obtenus par le 
processus de découverte de services, formant ainsi les traces utilisées pour la prédiction. Le 
processus de découverte de services est basé sur l'intention et le contexte de l'utilisateur afin 
de trouver les services les plus appropriés. Le service, qui répond au mieux à l'intention 
immédiate de l'utilisateur dans son contexte courant, est sélectionné. Nous définissons la 
notion de situation Si comme la représente la Définition 10 : 
Définition 10 : 
Une situation Si est définie par une intention IU, qui caractérise l’intention de l’utilisateur 
lors de sa demande d’un service, par un contexte CxU, qui représente son contexte courant à 
cet instant donné, et par le service svi sélectionné pour cette démarche lors du processus de 
découverte de services. 
Si = < IU, CxU, svi >  
Définition 10. Formalisation de la notion de situation 
Le mécanisme de prédiction de l'intention future est fondé non seulement sur la situation 
actuelle de l'utilisateur, mais aussi sur ses situations observées précédemment. Afin de 
pouvoir construire le modèle de comportement de l’utilisateur (cf. section 8.2.2.2), ces 
situations doivent être sauvegardées. Ces situations observées, sont enregistrées comme des 
séries temporelles formant ainsi l'historique de l'utilisateur H. Chaque série temporelle 
représente une situation Si horodatée, comme l'illustrent le Tableau 5. 
Tableau 5. Structure de l’historique de l’utilisateur H  
Temps/Date Intention Contexte Service 
t1 IU1 CxU1 Sv1 
t2 IU2 Cx U2 Sv2 
t 3 IU3 Cx U3 Sv3 
… … … … 
t i IUi Cx Ui Svi 
… … … … 
t n IUn Cx Un Svn 
Quand un service est sélectionné, après un processus de découverte de services, la situation 
de l'utilisateur Si est enregistrée à la fin dans l’historique H afin de garder une trace des 
situations passées de l'utilisateur. L'intention IU est représentée suivant un schéma XML 
contenant deux éléments obligatoires, à savoir le verbe et la cible. Comme nous l’avons 
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mentionné dans la section 7.2.2.3, nous avons choisi de représenter l’intention uniquement 
sous forme de ces deux éléments puisqu’ils représentent les éléments de base d’une intention 
et qu’ils sont obligatoires lors de sa représentation. Toutefois, nous avons choisi de ne pas 
considérer les paramètres dans nos processus de découverte et de prédiction de services vu 
que le nombre de paramètres de nature différente à prendre en compte rend la description de 
l’intention bien trop précise et pas assez générale. De plus, en prenant en compte ces 
paramètres lors de ce processus, les services retournés comme les plus appropriés vont être 
trop spécifiques. Il est à noter également que la description des intentions suit le même 
schéma que celui présenté dans la section 6.3.1.3. Ensuite, le contexte CxU est également 
représenté selon le schéma XML présenté dans la section 6.4.2, contenant la description d’un 
contexte précis celui observé lors que l’intention a été demandée. Enfin, le service Svi 
représente l’identifiant du service sélectionné pour satisfaire cette intention dans ce contexte.  
Dans l’historique, les traces représentent des situations de l’utilisateur (Si) enregistrées à un 
instant donné. En s’inspirant des observations de contexte (Ocpi) (cf. Définition 4), nous 
introduisons la notion d’observation de situations (OSi), comme définie dans la Définition 11, 
représentant une situation de l’utilisateur Si observée à l’instant ti. 
Définition 11 : 
Une observation de situation OSi est définie comme étant la situation de l’utilisateur Si qui a 
été observée et stockée dans l’historique H  à un instant ti  
OSi = {<Si, ti> |  i  [1, n], Si  H  TimeStamp (Si) = ti} 
Définition 11. Formalisation de la notion d’observation de situation 
Nous définissons ainsi l'historique de l'utilisateur H comme l’illustre la Définition 12. 
Définition 12 : 
Un historique H est représenté par l’ensemble de toutes les observations de situations OSi 
classées en fonction de leurs occurrences. 
H = {OSi} 
i ∈ [1, n], avec n représente la taille de l’historique H 
Définition 12. Formalisation de la notion d’historique 
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Le maintien des traces des situations observées de l'utilisateur (OSi) est nécessaire au 
processus d'apprentissage afin de déduire le comportement de l'utilisateur. Ce processus 
d'apprentissage sera expliqué dans la section suivante. 
 Le processus d’apprentissage 8.2.2.
Afin de permettre un comportement anticipatif et proactif de la part des SIP, nous devons 
d'abord apprendre de manière dynamique le comportement de l’utilisateur. Ceci est une étape 
importante pour le mécanisme de prédiction. 
Le processus d'apprentissage est basé sur l'analyse de l’historique H. Nous procédons en 
regroupant les différentes observations OSi dans des clusters (CL) qui représentent des 
situations similaires (phase de clustering, cf. section 8.2.2.1). L’historique peut contenir des 
situations similaires mais exprimées avec des contextes incertains ou avec des intentions 
semblables exprimées de différentes manières (variabilité dans l’expression de l’intention, cf. 
section 6.3). Le rôle du clustering ici est de prendre en considération cette ambiguïté en 
représentant ces situations, qui sont similaires, dans un même groupe. Ainsi, les clusters sont 
plus pertinents à traiter que des situations séparées.    
Par la suite, le processus d'apprentissage se charge d'apprendre le modèle de comportement 
de l'utilisateur, illustrant ses habitudes, à partir des clusters reconnus lors de la dernière étape 
et de l’historique. Les clusters vont former les états de ce modèle de comportement. Les 
probabilités de transition d’un état à un autre sont ainsi calculées à partir de l’historique. Ceci 
représente la phase de classification (cf. section 8.2.2.2). 
 Le processus d’apprentissage est déclenché indépendamment de l'étape de prédiction, et 
peut être caractérisé comme une tâche d'arrière-plan qui s’exécute périodiquement. Nous 
présentons les deux étapes de clustering et de classification dans les deux sections suivantes. 
8.2.2.1.  Phase de clustering 
La première étape de notre mécanisme de prédiction intentionnel et contextuel est le 
regroupement des traces de l'utilisateur. Ces traces, comme nous les avons définies dans la 
section 8.2.1, représentent les observations OSi des situations Si stockées dans l’historique H. 
Puisque l’utilisateur interagit quotidiennement avec son SIP, qui représente son 
environnement de travail, certaines de ces situations peuvent être récurrentes. Ces situations 
récurrentes peuvent être exprimées avec des contextes incertains ou avec une certaine 
variabilité d’expression des intentions (cf. section 6.3). Le rôle du clustering ici est de prendre 
en considération la pertinence de ces situations, qui peuvent être classées/groupées par 
similarités dans des clusters. En outre, l'analyse des clusters permet une meilleure 
représentation des habitudes de l'utilisateur, puisqu’ils sont plus pertinents à traiter que des 
situations séparées. Ceci peut améliorer la précision de notre mécanisme de prédiction.  
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L'entrée de cette étape de clustering est un ensemble de vecteurs représentants les 
observations de l'utilisateur stockées dans l'historique (cf. Tableau 5). Le rôle principal du 
clustering, comme l’illustre la Figure 67, est de détecter les observations récurrentes parmi 
toutes les situations observées auparavant et de les regrouper en cluster. Un cluster est 
constitué d’un centroïde et d’un ensemble d’observations. Le centroïde représente 
l’identifiant du cluster lequel symbolise l’observation la plus similaire à toutes les 
observations groupées dans ce cluster. Ce centroïde est définit par le triplet <intention (I), 
contexte (Cx), service (Svi)>. Ainsi, pour chaque observation du vecteur d’entrée, la phase de 
clustering se charge de déterminer le centroïde du cluster qui est le plus similaire à cette 
observation. Cette similarité correspond, en réalité, à des intentions très similaires dans des 
contextes semblables. Un utilisateur peut exprimer la même intention d'une manière 
légèrement différente en utilisant des verbes et des cibles qui sont sémantiquement assez 
similaires. Basé sur les ontologies des verbes et des cibles, nous effectuons une mise en 
correspondance intentionnelle afin de déterminer leur degré de similarité (cf. section 7.2.2.3). 
Le contexte de l'utilisateur représente quant à lui des données très hétérogènes : numérique, 
symbolique, qualitative, etc. La même classe d'éléments de contexte peut avoir des 
représentations différentes (par exemple, l'emplacement peut être exprimé sous forme de 
coordonnées GPS, d'adresse postale, d'emplacement prédéfini, etc.). Ainsi, pour comparer 
deux descriptions de contexte, nous utilisons également une mise en correspondance 
contextuelle qui détermine la similarité entre les observations des descriptions contextuelles. 
Cette mise en correspondance contextuelle diffère de celle présentée dans la section 7.2.2.4. 
Lors de la découverte de services, nous évaluons la satisfaction des différentes conditions du 
contexte requis du service (CxR) par les observations du contexte courant de l’utilisateur 
(CxU). Cependant, dans le cadre du processus de prédiction nous comparons la similarité entre 
les observations contextuelles des utilisateurs prises à des instants donnés.  
  
Figure 67. Mise à jour et création des clusters durant la phase de clustering 
La phase de clustering permettra de trouver ces situations et de les représenter par une 
situation commune qui est la plus proche de tous les membres d'un même cluster. Toutefois, 
afin de mieux s'adapter aux SIP, l'algorithme de clustering doit répondre à certaines 
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exigences. Nous nous basons sur les exigences de Mayrhofer (Mayrhofer, 2004) (cf. section 
3.5.3.1.1). Parmi des critères, certains nous semblent essentiels pour les SIP :  
• Non-supervisé : les clusters doivent être formés de manière automatique, sans 
connaissance préalable et sans l'aide de l'utilisateur ;  
• Mise à jour : le processus de clustering doit mettre à jour les clusters déjà reconnus 
étant donné que le comportement de l'utilisateur peut changer ; 
• Hors ligne : les clusters doivent être mis à jour régulièrement, sans entrave au 
fonctionnement normal du système, ce qui suggère une stratégie « hors ligne ». Cela 
peut être basé sur un paramètre de clustering qui définit à quel moment ce processus 
sera enclenché. Ce paramètre peut être défini en fonction de la dynamique des 
systèmes qui les emploient ; 
• Confidentialité : le processus de clustering doit prendre en compte la protection de 
certaines informations personnelles ; 
Dans le cadre des SIP, les situations des utilisateurs peuvent évoluer avec le temps. Il est 
difficile ainsi de prévoir au préalable les clusters qui doivent être formés. En conséquence, 
notre algorithme de clustering doit être non-supervisé déterminant de manière automatique, 
sans connaissance préalable et sans l'intervention de l'utilisateur, les clusters regroupant des 
situations de l’utilisateur. De plus, il doit mettre à jour ces clusters déjà reconnus afin de 
prendre en considération de nouvelles situations ainsi que l’évolution et le changement dans 
les situations de l’utilisateur. Par ailleurs, l'algorithme de clustering doit être mis hors ligne. Il 
se déclenchera à partir d’un certain moment qui doit être défini au préalable et qui sera pris en 
compte lors de l’exécution. Ceci est dans le but de collecter un certain nombre de traces à 
traiter, d’une part, et de réduire les coûts durant la mise à jour des clusters, d’autre part. Par la 
suite, nous devons tenir compte du fait que l'utilisateur pourrait souhaiter que certaines 
informations de contexte ne soient pas utilisées dans le processus de clustering. C’est pour 
cette raison que le critère de confidentialité devrait être pris en compte dans ce processus. 













Hors ligne      
Mise à jour ✓  variant  ✓ 
Confidentialité ✓ ✓ ✓ ✓ ✓ 
Exécution en 
temps réel 
--- --- -- - - 
Clusters illimités     ✓ 
Différent algorithmes de clustering existent dans la littérature. Le Tableau 6 présente une 
comparaison entre certains de ces différents algorithmes, en se basant sur l’évaluation de 
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Mayrhofer (Mayrhofer, 2004). A partir du Tableau 6, nous pouvons observer que les 
algorithmes K-Means (KM) (Daszykowski et al., 2002) et Fuzzy K-Means (FKM) (Nelles, 
2001) ne peuvent pas être appliqués dans notre cas. En effet, ils exigent une connaissance 
préalable sur les clusters durant la phase d’apprentissage et demandent un temps d’exécution 
relativement élevé. En outre, l'algorithme FKM échoue sur les aspects de mise à jour puisqu’il 
n’adapte pas dynamiquement les clusters déjà reconnus aux changements. L’algorithme NG 
(Neural Gas) (Martinetz et al., 1993), quant à lui, nécessite une spécification préalable du 
nombre de clusters à utiliser. Cette contrainte a conduit à l'élimination de l’algorithme NG, 
car il est difficile de déterminer le nombre de clusters a priori dans un environnement 
dynamique pervasif. En outre, SOM (Self-Organizing Map) (Kohonen, 1995) peut également 
être supprimée pour les mêmes raisons que le K-Means. Par conséquent, l'algorithme GNG 
(Growing Neural Gas) (Daszykowski et al., 2002) semble être le candidat le plus approprié, 
car il correspond le plus aux critères cités ci-dessus. Il s'adapte aux changements, ne nécessite 
pas de connaissances préalables et a une exécution en temps réel raisonnable. Le rôle de GNG 
(Daszykowski et al., 2002) consiste à reconnaître et mettre à jour un ensemble de clusters en 
fonction du vecteur d'entrée. Il relie l'entrée à un ensemble de nœuds de sortie que nous avons 
appelé « clusters ». Toutefois, l’algorithme GNG représente un algorithme très complexe à 
réutiliser et demande un opérateur de normalisation afin de coder (en numérique) toutes les 
entrées qui sont de types hétérogènes. Ainsi, la réutilisation de cet algorithme demande 
beaucoup d'effort de mise en œuvre. Pour cette raison, nous avons choisi de concevoir et 
développer notre propre algorithme de clustering, en s’inspirant de ces algorithmes et en se 
basant la mise en correspondance implémentée dans l’algorithme de découverte de services.  
8.2.2.1.1. Principe de l’algorithme de clustering 
L’objectif principal de l’algorithme de clustering, comme l’illustre la Figure 68, est de 
permettre de déterminer si une observation OS appartient à un cluster déjà existant (CLi) ou si 
elle déclenchera la création d’un nouveau cluster le contenant (CLii). Pour ce faire, cet 
algorithme compare sémantiquement l’observation OSi avec le centroïde de chaque cluster 
déjà reconnu (CLi). Cette comparaison se base sur une mise en correspondance intentionnelle 
entre l’intention de l’observation et celle du centroïde, et d’une mise en correspondance 
contextuelle entre les descriptions contextuelles de ces deux derniers, qui vont définir à la fin 
le degré de similarité. En suite, il déclenche une fonction getBestCluster. Cette fonction se 
charge de déterminer le cluster dont le centroïde a obtenu le score de mise en correspondance 
le plus élevé avec l’observation OSi. De plus, cette fonction vérifie que ce score obtenu excède 
un certain seuil λ qui doit être introduit au préalable par le concepteur du système. Ce seuil est 
le seuil d’acceptation d’une nouvelle observation dans un cluster. Cependant, si le score est 
inférieur à ce seuil alors il n’est pas possible de rajouter l’observation au cluster retenu (même 
si son score est le plus élevé), mais elle sera introduite dans un nouveau cluster.        
Pour cela, cet algorithme commence par récupérer le contexte (CxoSi) (ligne 5), l’intention 
(IoSi) (ligne 6) et le service (SvoSi) (ligne 7) de l’observation OSi. Ensuite, pour tous les clusters 
déjà reconnus (CL), l’algorithme va calculer le score de mise en correspondance entre 
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l’observation OSi et chaque centroïde du cluster CLi de CL (ligne 8-15). Il commence par 
calculer le score de la mise en correspondance intentionnelle (Iscore) entre IoSi et Icli (ligne 11), 
ainsi que le score de la mise en correspondance contextuelle (Cscore) entre CxoSi et Cxcli (ligne 
12). Le score final de la mise en correspondance (CLscore) sera calculé en fonction de ces deux 
derniers scores, selon la formule suivante : CLscore = (Iscore + Cscore) / 2 (ligne 13). Le couple <CLi, 
CLscore> est, par la suite, rajouté à la liste CLranked des clusters traités (ligne 14). 
 
Procedure clustering (O Si, CL,  OntoT,  OntoV , OntoCX) 
 
(1)  Iscore = 0      
(2)  Cscore = 0     
(3)  CLscore = 0    
(4)  CLs =   Ø  /* représente les clusters à la sortie de cet algorithme */  
(5)  CxoSi = GetContext (OSi) 
(6)  IoSi = GetIntention (OSi) 
(7)  SvoSi = GetService (OSi) 
 
(8)  For each CLi ∈ CL Do 
(9)          Cxcli = GetContext (CLi) 
(10)        Icli = GetIntention (CLi) 
(11)        Iscore = IntentionMatching (IoSi, Icli, OntoT, OntoV) /* Mise en correspondance intentionnelle */ 
(12)        Cscore = ContextMatching (CxoSi, Cxcli, OntoCX)  /* Mise en correspondance contextuelle */ 
(13)        CLscore = (Iscore + Cscore) / 2 
(14)         CLranked = CLranked ∪ {< CLi , CLscore >} 
(15) End For  
(16) CLbest= getBestCluster (CLranked ) /* détermine le cluster qui a obtenu le degré de similarité le plus   
                                                              élevé et qui dépasse un seuil α*/ 
(17) If  CLbest = null Then 
(18)         CLii = CreateNewCluster (O Si)   /* avec un Centroïde < IoSi, CxoSi, SvoSi > */ 
(19)         CL  = addNewCluster (CL , CLii) 
(20) Else  
(21) CL  = updateCluster (CL, CLbest)   /* rajouter l’observation O S  à la liste des observations de CLi  */ 
(22) End If 
 
 (23) Return CL   
(24) End Procedure 
 
Figure 68. Algorithme de clustering des observations de l’historique H  
Ensuite, dès que tous les clusters seront traités, l’algorithme lance la vérification si 
l’observation OSi est similaire à un centroïde des clusters dans la liste CLranked, ou s’il fera 
l’objet d’un nouveau cluster CLii (ligne 17-22). Cette étape procède, grâce à la fonction 
getBestCluster (ligne 16), par la récupération du cluster CLbest ayant eu le score CLscore le plus 
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élevé de la liste CLranked  (ligne 16) et qui dépasse le seuil λ. Si aucun cluster n’est déterminé 
par cette fonction, alors l’algorithme conclut que OSi ne peut pas se rajouter à aucun cluster de 
CL. Dans ce cas, OSi sera attribué à un nouveau cluster CLii (ligne 18), grâce à la fonction 
createNewCluster. Cette fonction va créer un nouveau cluster CLii qui aura comme centroïde 
le triplet <IoSi, CxoSi, SvoSi  > et comme observation attachée à ce cluster l’observation OSi. Ce 
nouveau cluster CLii est, par la suite, rajouté à la liste des clusters CL (ligne 19). Sinon, si un 
cluster CLi est sélectionné, alors l’algorithme va mettre à jour la liste des observations 
attachées au cluster CLi en ajoutant l’observation OSi  (ligne 21).  
Les clusters reconnus, lors de cette phase, évoluent avec le temps, certains clusters 
disparaissent et d’autres se mettent à jour. Ainsi, il est essentiel de prendre en compte ces 
changements dans une phase de maintenance des clusters. Nous envisageons de prendre en 
considération tout changement dans l’historique. Par exemple, si une observation est 
supprimée de l’historique (considérée comme trop ancienne, inutile, etc.), nous supprimons 
cette observation du cluster qui la regroupe. De plus, ces clusters sont utilisés par la suite dans 
la phase de classification. Ainsi, nous estimons qu’un cluster qui n’est pas pris en compte 
pour représenter les habitudes de l’utilisateur, est un cluster peu pertinent. Cette pertinence 
peut être déterminée à partir d’un paramètre de « refreshness » qui va être décrémenté à 
chaque fois que l’algorithme de classification ne met pas à jour ce cluster, et incrémenté dans 
le cas contraire. A partir d’un certain seuil, déterminé par le concepteur lors de la phase de 
conception, ce cluster sera considéré comme peu pertinent et sera éliminé par la suite. Cette 
phase de maintenance représente une de nos perspectives à court terme. 
Ensuite, une fois le processus de clustering terminé, les clusters reconnus sont ensuite 
interprétés comme des états du modèle de comportement de l'utilisateur mis à jour par le 
processus de classification, présenté dans la section suivante. 
8.2.2.1.2. Complexité de l’algorithme de clustering 
Afin de déterminer la complexité de notre algorithme de clustering guidé par l’intention et 
le contexte, nous avons reformulé notre algorithme comme suit : 
Procédure Clustering 
 
Initialisation des variables Iscore, Cscore, CLscore, CLs 
 
Début 
    Pour chaque ensemble S1 (boucle 1) 
Calculer la mise en correspondance intentionnelle (Iscore) 
       Pour chaque ensemble S2 (boucle 2) 
                     Pour chaque ensemble S3 (boucle 3) 
    Calculer la mise en correspondance contextuelle (Cscore) 
                    Fin pour 
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 Fin pour  
                  Calculer le score final de mise en correspondance (Sscore) 
Fin pour  
Créer ou mettre à jour le cluster 
Retourner le nouveau cluster ou mis à jour 
Fin 
A l’instar de l’algorithme de découverte de services (cf. section 7.2.2.5), cet algorithme se 
base sur les trois ensembles : (i) S1 	 {1, 2, 3, , N} représente l’ensemble des clusters 
stockées dans base de données ; (ii) S2 	 {1, 2, 3, , M} représente l’ensemble des 
observations contextuelles décrites dans le contexte de lobservation ; et (iii) S3 	 {1, 2, 3, 
, L} représente l’ensemble des observations contextuelles décrites dans le contexte du 
centroïde du cluster. Cet algorithme commence par traiter la boucle externe 1. Cette boucle 
s’exécute N fois et fais appel à chaque fois à la boucle interne 2 qui s’exécute à son tour M 
fois. Ensuite, à chaque fois que la boucle 2 s’exécute, la boucle interne 3 s’exécute L fois. En 
conséquence, le traitement de la boucle 3 se lance au total N*M*L fois. Ainsi, la complexité 
de cet algorithme est O(N*M*L). Nous admettons que N est le nombre maximum. Ainsi, dans 
un cas particulier où la condition d'arrêt de la boucle interne 2 est inférieure à N au lieu d’être 
inférieure à M et la condition d'arrêt de la boucle interne 3 est également inférieure à N au 
lieu d’être inférieure à L, la complexité totale pour les trois boucles est O(N
3
). Ainsi, nous 
pouvons déterminer que l’algorithme de clustering guidé par l’intention et le contexte est un 
algorithme de complexité polynomiale de degré trois.  
8.2.2.2.  Phase de classification 
Dans le cadre d’un SIP, les utilisateurs suivent un modèle de comportement qui représente 
un modèle mathématique reflétant leurs dynamiques, i.e. leurs habitudes.  L'utilisateur ne peut 
pas être décrit avec précision de façon préalable. Par conséquent, un modèle dynamique de 
comportement de l’utilisateur est nécessaire. Il doit être capable de s'adapter aux changements 
de l'utilisateur et de prendre en considération la nature probabiliste de son comportement. 
 




Mettre à jour 
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A partir des clusters reconnus lors de la phase précédente de clustering et de l'historique de 
l'utilisateur, le module de classification détermine et maintient le modèle de comportement de 
l'utilisateur, comme l’illustre la Figure 69. Ce modèle représente le comportement de 
l'utilisateur comme un ensemble d'états avec une probabilité de transition. Chaque état est 
représenté par le centroïde d’un cluster. Chaque probabilité est calculée en fonction de 
l’historique et détermine la probabilité de passer d'un état à un autre. 
Comme pour les algorithmes de clustering, les algorithmes de classification présentent 
certaines exigences lorsqu’ils sont appliqués aux SIP. Ces algorithmes doivent s’adapter à 
l'évolution et à la dynamique des environnements pervasifs. Dans un tel environnement, il est 
difficile d'établir une connaissance préalable relative au comportement de l'utilisateur. Ainsi, 
inspiré des travaux de Mayrhofer (Mayrhofer, 2004) et de Sigg (Sigg, 2008), nous pouvons 
citer, parmi les conditions nécessaires pour une meilleure classification dans un 
environnement pervasif, les conditions suivantes : 
• non supervisé : le modèle doit être estimé de manière automatique, sans une 
connaissance préalable et sans l'aide de l'utilisateur ; 
• Incrémental : quand un nouveau cluster est reconnu, le modèle de comportement de 
l’utilisateur doit augmenter progressivement sa structure interne, sans nécessiter un 
apprentissage à temps plein ; 
• Données hétérogènes et multidimensionnelles : les situations de l'utilisateur sont 
représentées par des données hétérogènes qui peuvent être nominales, ordinaires, 
numériques, etc. Ces différents types des données doivent être prises en compte ; 
• Mémoire et processus de chargement : dans un SIP, un algorithme de classification 
peut être déployé sur différents appareils mobiles avec, souvent, une capacité de 
mémoire limitée. 
Plusieurs techniques de classification existent. Parmi ces techniques, nous notons le réseau 
Bayésien (BN – Bayesian Network) (Friedman et al., 1997), les chaînes de Markov (Feller, 
1968), le modèle de Markov caché (HMM – Hidden Markov Chain) (Rabiner, 1989), ARMA 
(Hsu et al., 1998), les machines à vecteurs de support (SVM - Support Vector Machines) 
(Burges, 1998), ainsi que Active Lempel Ziv (ALZ) (Gopalratnam et Cook, 2003). Tout 
d'abord, l’algorithme BN (Friedman et al., 1997) fonctionne avec des variables discrètes. Il 
nécessite une connaissance préalable et doit préciser, dès le début, les différents états et 
variables cachées. Ceci ne remplit pas les conditions de classification nécessaires dans un SIP, 
citées ci-dessus. C’est aussi le cas de SVM (Burges, 1998). Ce dernier représente une 
méthode de classification ne traitant que des données numériques. Cette méthode demande, en 
plus, une taille fixe de l'espace des données d'entrée. L’algorithme ARMA (Hsu et al., 1998), 
quant à lui, représente l'une des techniques de classification les plus efficaces et les plus 
appropriées dans notre domaine. Néanmoins, l'inconvénient majeur est sa limitation au 
traitement des données numériques, ce qui rend difficile son application à l'intention et à 
d’autres données contextuelles ayant un caractère symbolique. Le HMM (Rabiner, 1989) 
représente une technique de classification bien reconnue. Cependant, celle-ci ne peut 
s'appliquer dans un environnement pervasif en raison de sa méthode supervisée. 
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Ainsi, l’algorithme de chaînes de Markov (Feller, 1968) nous semble plus adapté 
notamment par sa caractéristique non supervisée. En outre, les chaînes de Markov sont 
capables de classer les données multidimensionnelles et hétérogènes, ce qui rend cette 
méthode la plus appropriée pour les SIP en fonction des critères énoncés ci-dessus. Les 
chaînes de Markov (Feller, 1968) sont utilisées pour représenter un processus stochastique en 
temps discret avec un espace d'état discret {Xt : t = 0, 1,2 ,…}. On représente le modèle des 
chaînes de Markov Mc comme la paire Mc = (St, p), avec St représentant les différents états et 
p ∈ [0,1] représentant la probabilité de transition d'un état à un autre (Feller, 1968). Dans ce 
modèle, l’état actuel ne dépends que de l’état précédent. 
Dans notre cas, à un instant ti donné, l'utilisateur est dans un état Sti représentant son 
intention dans un contexte donné. Dans un SIP, l'intention de l'utilisateur ainsi que le contexte 
peuvent changer. Par conséquent, l'utilisateur se déplace d’un état Sti vers un autre état Stj. 
L’état Stj représente l’état qui succède l’état Sti avec une probabilité p. Cette probabilité de 
transition représente le nombre de transition de Sti à Stj (N!"!,!"!) divisé par le nombre de 
transitions possibles à partir de Sti  (N!"!,!"!). Cette probabilité est représentée, par la Formule 
8, comme suit : 




- p correspond à la probabilité de transition de St! vers St! 
- Sti correspond à l’état de départ dans le modèle Mc  
- Stj correspond à l’état d’arrivée à partir de Sti dans le modèle Mc 
- Stk correspond aux différents états d’arrivée possibles à partir de Sti dans le modèle Mc 
- Xt et Xt+1 corresponds aux états de la chaîne de markov Mc   
- N!"!,!"! correspond au nombre de transition de Sti à Sti 
- N!"!,!"!
 correspond au nombre de transition de Sti à Stk 
Formule 8. Probabilité de transition dans un modèle de chaines de Markov 
La Figure 70 présente notre algorithme de classification (chaîne de Markov) lancé sur un 
ensemble d’observations de l’historique (OS) afin de mettre à jour le modèle de comportement 
(Mc). Ce modèle de comportement représente dynamiquement les habitudes des utilisateurs 
sous forme d’états (ses situations représentées par les centroïdes des clusters) et de 
probabilités de transition (p) d’un état à un autre. Cette probabilité de transition va permettre 
de déterminer à partir de l’intention immédiate de l’utilisateur (représentée dans le triplet 
représentant le centroïde du cluster, cf. section 8.2.2.1), son intention future et par la suite le 
service le plus approprié qui peut l’intéresser. Il est à noter que cet algorithme de chaînes de 
Markov est un algorithme à complexité polynomiale de degré deux O(N
2





Procedure classification (O S, Mc) 
 
(1)  MapPossibleSituation = Ø   /* Contient tous les couples d’observations considérées comme  
                                                    successives dans l’historique */ 
(2)  MapNewTransition = Ø     /* Contient les couple d’observations considérées comme  
                                                    successives avec leur probabilité de transition de la première   
                                                    vers la deuxième */ 
(3)  CLOSi = Ø   
(4)  CLOSii  = Ø 
(5)  OSii = null  /* représente l’observation qui succède OSi dans l’historique */ 
 
(5)  For each OSi ∈ OS Do 
(6)      OSii = GetNextObservation (OSi) /* récupère l’observation OSii  qui succède directement OSi  dans  
                                                                  l’historique*/ 
(7)      If TimeStamp (OSii) – TimeStamp(OSi) < = µ Then  /* vérifier si les observations sont  
                                                                                             enregistrées dans l’historique à un  
                                                                                             intervalle de temps qui ne dépasse           
                                                                                             pas une durée déterminée par le  
                                                                                             seuil µ */ 
(8)          CLOSi = getCluster (OSi)   /* récupère l’identifiant du cluster auquel appartient OSi  */ 
(9)          CLOSii  = getCluster (OSii)  /* récupère l’identifiant du cluster auquel appartient OSii */ 
(10)        MapPossibleSituation = MapPossibleSituation ∪  {< CLOSi, CLOSii>} 
(11)    End If 
(12) End For 
 
/* Mettre à jour le modèle de comportement Mc avec les nouvelles transitions possibilités et les 
nouvelles probabilités de transition d’un état à un autre*/ 
 
(13) MapNewTransition = getNewTransition (MapPossibleSituation) 
(14) Mc =UpdateMarkovChainModel (MapNewTransition, Mc) 
 
(15) Return Mc 
(16) End Procedure 
 
Figure 70. Algorithme de classification basé sur les chaines de Markov  
L’algorithme de classification prend en entrée un ensemble d’observations de l’historique 
(OS) et le modèle de comportant de l’utilisateur (Mc). Pour la première application de cet 
algorithme, le modèle Mc représente un ensemble vide puisqu’il va être créé pour la première 
fois, par la suite il sera mis à jour dynamiquement. Cet algorithme produit à la sortie, le 
modèle de comportant de l’utilisateur (Mc) mis à jour selon les nouvelles observations 
rajoutées à l’historique. 
Prédiction!de!services!guidée!par!l’intention!et!le!contexte!
 200 
Dans cet algorithme, nous précisons un paramètre µ qui prend sa valeur dans l’intervalle 
[0,1]. Le paramètre µ représente le seuil au-delà duquel deux observations ne sont pas 
considérées comme successives selon leur timestamp. Il représente la durée limite entre deux 
observations pour conclure que ces deux derniers ont une certaine liaison ensemble, i.e. 
l’utilisateur a une intention I1 qui a induit à une intention I2. 
L’algorithme de classification traite toutes les nouvelles observations (OS) enregistrées 
dans l’historique. Cet algorithme se charge, pour chacune de ces observations (OSi), de 
sélectionner l’observation (OSii) enregistrée directement après OSi dans l’historique (fonction 
GetNextObservation de la Figure 70). Pour conclure que deux observations représentent deux 
situations successives et liées, il faut que la durée qui sépare les deux observations soit 
raisonnable, plus précisément inférieure à une certaine durée µ (cette durée est définie pas le 
concepteur du système lors de la phase de conception). Nous ne retenons ainsi que les couples 
d’observations qui sont considérées comme successives. Par la suite, puisque les états du 
modèle de comportement (Mc), représenté sous forme de chaines de Markov, sont représentés 
par des clusters, nous récupérons pour chaque observation OSi et son successeur OSii les 
clusters auxquels elles appartiennent (fonction getCluster de la Figure 70). L’identifiant du 
cluster contenant chacune de ces observations est enregistré avec chaque observations dans la 
base des traces, après chaque phase de clustering.  
Ainsi, après avoir traité toutes les nouvelles observations, nous avons une liste avec tous 
les couples possibles de clusters successifs (regroupant les observations traitées et leurs 
successeurs). Cette liste sera traitée, par la suite, afin de déterminer pour chaque couple la 
probabilité de transition d’un cluster de départ (CLOSi), représentant l’état de départ de Mc, 
vers son cluster d’arrivée (CLOSii), représentant l’état d’arrivée de Mc (fonction 
getNewTransition de la Figure 70). Le calcul de cette probabilité de transition repose sur le 
nombre de transitions de CLOSi à CLOSii divisé par le nombre de transitions possibles à partir 
de CLOSi. Cette liste de couples de clusters avec leur probabilité de transition va permettre par 
la suite, de mettre à jour le modèle de comportement de l’utilisateur (fonction 
UpdateMarkovChainModel de la Figure 70). Si le modèle Mc est vide, alors l’algorithme va 
présenter le modèle pour la première fois. Les clusters vont représenter les états du modèle et 
les probabilités vont représenter les transitions possibles entre les états. Dans le cas contraire, 
le modèle Mc sera plutôt mis à jour. Ceci consiste à mettre à jour les probabilités de transition 
avec les nouvelles probabilités calculées, pour les clusters déjà enregistrés, et de rajouter 
également les nouveaux clusters avec leur probabilité de transition.  
Comme l’illustre la Figure 70, cet algorithme commence par déterminer pour chaque 
observation OSi si elle a un successeur OSii dans l’historique, en appliquant la fonction 
GetNextObservation (ligne 6-11). Cet algorithme accède à la base des traces et à partir de 
l’observation OSi récupère celle qui vient tout juste après (OSii). Ensuite, afin de déterminer si 
ces deux observations peuvent être successives, cet algorithme compare le timestamp 
enregistré avec l’observation OSi et celui enregistré avec l’observation (OSii) (ligne 7). Si la 
différence entre ces deux timestamps dépasse le seuil µ, alors ces deux observations ne sont 
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pas considérées comme successives. Dans le cas contraire, cet algorithme récupère les 
identifiants des clusters CLOSi et CLOSii contenant ces observations pour, ensuite, rajouter le 
couple < CLOSi, CLOSii > à la liste MapPossibleSituation (ligne 10). A partir de la liste 
MapPossibleSituation, l’algorithme va déterminer, à partir de la fonction getNewTransition, les 
probabilités de transition d’un cluster (CLOSi), représentant un état dans le modèle de 
comportement Mc représenté par les chaines de markov, à un autre cluster CLOSi (ligne 14). 
Cette fonction utilise la Formule 8 pour calculer les probabilités. Le résultat sera par la suite 
enregistré dans la liste MapNewTransition (ligne 14). Finalement, en ayant la nouvelle liste 
des transitions, l’algorithme lance la mise à jour du modèle des chaines de Markov Mc. Ceci 
consiste à mettre à jour les probabilités de transitions ou à rajouter d’autres états au modèle, 
en se basant sur la fonction updateMarkovChainModel (ligne 14). 
Le processus de prédiction, décrit dans la section suivante, utilise les résultats du processus 
de classification afin de prédire le service qui satisfait l'intention suivante de l'utilisateur. 
 Le processus de prédiction 8.2.3.
Un comportement plus proactif peut être obtenu avec la prédiction des besoins futurs des 
utilisateurs. Le but de ce processus de prédiction est de prédire l'intention future de 
l’utilisateur afin de lui proposer le prochain service qui peut l’intéresser. De cette manière, 
l’utilisateur n’aurait pas à le solliciter activement. Ce processus est déclenché lorsqu’un 
processus de découverte de services est effectué avec succès. Ainsi, sur la base de l'intention 
courante de l'utilisateur IU et de son contexte courant CxU, le processus de prédiction est 
capable de proposer le service suivant à celui proposé par la découverte (cf. Chapitre 7).  
8.2.3.1.  Principe de l ’algorithme de prédiction de services 
Le processus de prédiction de services se base sur le modèle de comportement Mc (les 
chaines de markovs) mis à jours lors de la phase précédente de classification. Le processus de 
prédiction se charge, ensuite, de chercher l'état (Sti) de Mc qui est le plus proche (i.e. similaire 
sémantiquement) de la situation actuelle de l'utilisateur, caractérisée par sont intention et 
contexte courant, et d’en déduire la situation suivante, celle qui est la plus probable. Plus 
précisément, et comme l’illustre la Figure 71, ce processus compare sémantiquement, pour 
chaque cluster représenté comme état dans les chaines de Markov Mc, l’intention immédiate 
de l’utilisateur (IU) avec l’intention du centroïde du cluster (ISti). Ensuite, il compare 
sémantiquement le contexte courant de l’utilisateur (CxU) avec le contexte du centroïde du 
cluster (CxSti). Si le score final (degré de mise en correspondance entre l’intention et le 
contexte de l’utilisateur et ceux du centroïde du cluster) est acceptable (dépasse un certain 
seuil), alors ce cluster est retenu comme un cluster candidat. Une fois ce traitement effectué 
sur l’ensemble des clusters dans les chaines de Markov Mc, alors le cluster ayant eu le score 
le plus élevé est retenu. Le service futur qui sera offert à l’utilisateur représente le service du 




Figure 71. La prédiction de l'intention et du service futurs durant le processus de prédiction 
La Figure 72 illustre notre algorithme pour prédire l'intention future de l’utilisateur et par 
conséquent le prochain service (Svfuture) le plus approprié qui peut l’intéresser.  
L’algorithme de prédiction prend en entrée une intention de l’utilisateur (IU), une 
description du contexte courant de l’utilisateur (CxU) et le modèle de comportement de 
l’utilisateur (Mc). Il produit, en sortie, le service prochain (Svfuture) prédit qui répond à 
l’intention future de l’utilisateur dans un contexte semblable à son contexte courant et qui 
peut l’intéresser. 
Dans cet algorithme, nous précisons trois paramètres ,  et ρ qui prennent leurs valeurs 
dans l’intervalle [0,1]. Les paramètres α et β représentent les mêmes paramètres utilisés dans 
l’algorithme de découverte de services (cf. section 7.2.2.2). Le paramètre α représente le seuil 
(le degré de mise en correspondance intentionnelle minimal à accepter) au-delà duquel 
l’algorithme procède à la mise en correspondance contextuelle. Si le degré de similarité des 
intentions est supérieur ou égal au seuil  (le degré de mise en correspondance contextuel 
minimal à accepter), alors l’algorithme lance la mise en correspondance entre les contextes. 
Le paramètre β représente le seuil au-delà duquel l’algorithme procède au calcul du score 
global de la mise en correspondance. Si le degré de similarité des descriptions de contexte est 
supérieur ou égal au seuil  , alors l’algorithme considère l’état (Sti) du modèle de 
comportement (Mc) comme un état candidat représentant une situation qui répond à 
l’intention IU  et au contexte de l’utilisateur CxU  . Le paramètre ρ représente le seuil au-delà 
duquel une probabilité de transition est acceptable. En d’autres termes, il exprime la 






Procedure services prediction (I U, Cx U, Mc) 
(1)  Stranked = Ø     /* Liste des états classés avec leurs scores de mise en correspondance */  
(2)  Stobserved =  Ø  /* L’état de Mc le plus similaire à l’intention IU et au contexte de      
                               l’utilisateur CxU */ 
(3)  Svfuture =  Ø  /* le service future qui sera proposé à l’utilisateur*/ 
(4)  Stsuccessor = Ø   /* La liste des états suivants */   
(5)  Iscore = 0  /* Le score de mise en correspondance intentionnelle */ 
(6)  Cxscore = 0  /* Le score de mise en correspondance contextuelle */ 
(7)  Score = 0  /* Le score de mise en correspondance globale */ 
(8)  ISti = Ø    /* L’intention du centroide d’un cluster*/ 
(9)  CxSti = Ø    /*Le contexte du centroide d’un cluster*/ 
 
(10) For each Sti  de Mc Do 
(11)      ISti  = getIntention (Sti)   /* récupérer l’intention du centroide du cluster Sti */ 
(12)      Iscore = IntentionMatching (IU, ISti  , OntoT, OntoV)  
(13)      If Iscore >  Then   
(14)         CxSti = getContext (Sti)   /* récupérer le contexte du centroide du cluster Sti */ 
(15)         Cscore = ContextMatching (CxU, CxSti, OntoCX)   
(16)         If Cscore >   Then 
(17)           Score  = (Iscore + Cscore) / 2 
(18)           Stranked = Stranked ∪  {< Sti  , Score  >} /* Rajouter ce cluster à la liste des candidats*/ 
(19)         End If 
(20)      End If  
(21) End For  
(22) If Stranked  not empty Then 
(23)      Stobserved  =  gestBestState (Stranked)       /* récupérer le cluster ayant obtenu le score le  
                                                                       plus élevé de mise en correspondance */ 
     (24)       Svfuture = getNextProbableService (Stobserved ) /* récupérer le service future à partir  
                                                                            du centroide du cluster suivant le plus  
                                                                           probable à partir du cluster Stobserved  */ 
(25) End If 
(26) Return Svfuture 
(27) End procedure 
 
Figure 72. Algorithme de prédiction de services basée sur l’intention et le contexte  
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Pour chaque état (représenté par le centroïde d’un cluster) du modèle de comportement 
(Mc), l’algorithme de prédiction commence par récupérer l’intention du centroïde du cluster 
(ISti) (ligne 11) et lance par la suite une mise en correspondance intentionnelle avec l’intention 
de l’utilisateur (IU) (ligne 12). Cette mise en correspondance représente celle utilisée dans le 
processus de découverte de services, présentée à la section 7.2.2.3. Afin d’évaluer le score 
retourné, nous utilisons le seuil  fixé au préalable par le concepteur. Ce seuil représente le 
score minimum au-delà duquel deux intentions sont considérées comme similaires. Ceci 
permet d’améliorer la performance de l’algorithme en ne continuant le traitement de la mise 
en correspondance contextuelle que dans le cas où les intentions correspondent 
sémantiquement. Ensuite, dans le cas où le score de la mise en correspondance intentionnelle 
dépasse le seuil  (ligne 13), l’algorithme continue par la récupération du contexte du 
centroïde du cluster (CxSti) (ligne 14) et lance par la suite une mise en correspondance 
contextuelle avec le contexte de l’utilisateur (CxU) (ligne 15). Pour comparer deux 
descriptions de contexte (Cx), nous utilisons également une mise en correspondance 
contextuelle qui détermine la similarité entre les observations des descriptions contextuelles. 
Cette mise en correspondance contextuelle est celle utilisée dans l’algorithme de clustering, 
présenté dans la section 8.2.2.1. Par la suite, pour les mêmes rasions justifiant l’usage d’un 
seuil  dans la mise en correspondance intentionnelle, cet algorithme évalue le score 
retourné par la mise en correspondance contextuelle, en se référant au seuil  fixé au 
préalable par le concepteur (ligne 16). Ce seuil représente le score minimum au-delà duquel 
deux contextes sont considérés comme similaires. Dans le cas où le score de la mise en 
correspondance contextuelle dépasse le seuil , l’algorithme procède au calcul du score de 
mise en correspondance final (ligne 17). Ce cluster traité représente, dans ce cas, un cluster 
candidat qui pourrait représenter le mieux la situation actuelle de l’utilisateur (ligne 18). Dans 
le cas contraire, ce cluster sera éliminé.  
Après avoir traité tous les clusters appartenant au modèle Mc, si au moins un des clusters 
est retenu comme cluster candidat (ligne 22), alors l’algorithme procède à la récupération du 
cluster suivant et à la vérification de sa probabilité de transition qui va déterminer si le cluster 
suivant peut être retenu. Ainsi, l’algorithme commence par récupérer, parmi les clusters 
appartenant à la liste des candidats (ligne 23), celui ayant le score le plus élevé. Ensuite, à 
partir du modèle de comportement Mc et du cluster candidat sélectionné (Stobserved), 
l’algorithme va (i) récupérer tous les clusters suivants qui sont probables et (ii) déterminer 
celui ayant une probabilité de transition la plus élevée et qui dépasse un certain seuil de 
prédiction ρ (ligne 24). Si aucun cluster n’est trouvé, alors l’algorithme s’arrête avec aucune 
prédiction possible du prochain service qui peut intéresser l’utilisateur. Sinon, parmi les 
clusters, l’algorithme récupère celui qui a la probabilité de transition la plus élevée et qui 
dépasse le seuil ρ. Ce cluster représentera, si ces conditions sont satisfaites, le cluster suivant 
le plus probable à partir du cluster de départ. Le service future (Svfuture) à proposer à 
l’utilisateur est le service composant le centroïde du cluster suivant retenu à la fin (ligne 26).   
La problématique rencontrée dans cet algorithme de prédiction est que de nouveaux 
services peuvent se rajouter aux répertoires sémantiques de services, et qui pourraient 
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répondre mieux aux intentions futures de l’utilisateur que ceux déjà enregistrés dans le 
modèle de comportement. La première option pour résoudre cette problématique est de 
relancer la découverte de services (cf. section 7.2.2.2) sur l’ensemble des services disponibles 
en se basant sur l’intention et le contexte du cluster suivant retenu. L’inconvénient de cette 
méthode, compte tenu des résultats que nous avons obtenus lors de l’évaluation de la 
performance de l’algorithme de découverte de services (cf. section 7.3.4), est qu’elle va avoir 
un coût non négligeable en termes de performance. Effectivement, en analysant les résultats 
obtenus par le processus de découverte, un tel choix risque de doubler le temps de réponse de 
notre algorithme de prédiction. Ainsi, pour des raisons de performance nous avons choisi de 
ne pas relancer le mécanisme de découverte et de proposer le service déjà enregistré dans le 
modèle de comportement. 
8.2.3.2.  Complexité de l ’algorithme de prédiction de services 
Afin de déterminer la complexité de l’algorithme de prédiction, nous l’avons reformulé 
comme suit : 
Procédure Prédiction de Services 
 
Initialisation des variables Stranked, Stobserved, Svfuture, Stsuccessor, Iscore, Cxscore, Score, ISti et   
CxSti 
Début 
Pour chaque ensemble S1 (boucle 1) 
Calculer la mise en correspondance intentionnelle (Iscore) 
Si Iscore > α 
                      Pour chaque ensemble S2 (boucle 2) 
                               Pour chaque ensemble S3 (boucle 3) 
    Calculer la mise en correspondance contextuelle (Cscore) 
                              Fin pour 
  Fin pour  
                  Si Cscore > β 
     Calculer le score final de mise en correspondance (Score) 
                 Fin Si 
Fin Si 
Fin pour   
Retourner le service futur le plus probable 
Fin 
De même que la complexité des algorithmes de découverte de services (cf. section 7.2.2.5) 
et de clustering (cf. section 8.2.2.1.2), l’algorithme de prédiction de services est un algorithme 
a complexité polynomiale de degré trois. Cette algorithme se base essentiellement sur une 
première boucle (boucle 1) qui est imbriquée. La deuxième boucle (boucle 2) représente 
également une boucle imbriquée. Dans cet algorithme, la première boucle (boucle 1) 
s’exécutent sur l’ensemble des états stockées dans le modèle de comportement de l’utilisateur 
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dans la base de données (de taille N). Ensuite, la boucle 2 s’exécutent sur l’ensemble des 
observations contextuelles décrites dans le contexte de l’état (le centroïde du cluster qui le 
représente) (de taille M). La boucle 3, quant à elle, s’exécutent sur l’ensemble des 
observations contextuelles décrites dans le contexte du courant de l’utilisateur (de taille L).  
Ainsi, lors de l’exécution de l’algorithme de prédiction, la boucle 1 s’exécute N fois. A 
chaque exécution de la boucle 1 sur un état du modèle de comportement, la boucle 2 
s’exécute M fois. Ensuite, à chaque fois que la boucle 2 s’exécute sur une observation 
contextuelle de l’état, la boucle 3 s’exécute L fois. Par conséquent, le traitement de la boucle 
3 s’exécutent au total N*M*L fois. Ainsi, nous déterminons que la complexité de notre 
algorithme est O(N*M*L). Toutefois, au pire des cas où les trois boucles s’exécutent N fois 
(avec N le nombre maximum entre N, M et L), la complexité totale pour les trois boucles est 
O(N
3
). Ainsi, l’algorithme de prédiction de services guidé par l’intention et le contexte que 
nous proposons est un algorithme de complexité polynomiale de degré trois. 
8.3.  IMPLEMENTATION ET EVALUATION 
 Implémentation  8.3.1.
Comme la découverte de services, le mécanisme de prédiction de services, que nous 
présentons dans ce chapitre, a été implémenté en langage Java. Cette implémentation 
comporte trois parties, à savoir, l’implémentation de l’algorithme de clustering, 
l’implémentation de l’algorithme de classification et l’implémentation de l’algorithme de 
prédiction. Ces implémentations se basent sur la définition de trois interfaces, à savoir 
l’interface de clustering, l’interface de classification et l’interface de prédiction. L’usage 
d’interfaces Java fournit à l’implémentation un niveau supplémentaire d’abstraction, 
garantissant une architecture flexible. Pour avoir une implémentation qui puisse évoluer, nous 
cachons les implémentations de nos algorithmes derrière les interfaces. Dans ce cadre, une 
interface est vue comme un contrat, et les composants offrant l’implémentation de ce contrat 
doivent le respecter. Cette stratégie nous permet de remplacer facilement nos algorithmes, 
grâce notamment à un fichier de configuration. Ce fichier mentionne les implémentations à 
lancer lors de l’exécution. Ainsi, de nouveaux algorithmes peuvent être développés et testés 
par la suite. Les implémentations des interfaces utilisent ainsi le patron de conception 
« strategy pattern » pour fournir un changement souple de stratégie dans la perspective 
d’assurer un caractère flexible, réutilisable et échangeable de notre architecture des SIP. 
Ainsi, pour charger la bonne stratégie, nous utilisons un fichier de configuration 
(config.properties) où nous attribuons le composant de la stratégie à utiliser. Au cours du 
démarrage, ce composant défini au préalable est chargé comme étant la stratégie par défaut. 
Il est à noter que les traces, les clusters reconnus ainsi que le modèle de comportement sont 
maintenus dans trois tables différentes d’une base de données, à savoir la table traces pour 
enregistrer l’ensemble des observations, la table cluster pour sauvegarder les clusters 
reconnus et la table markovchain pour maintenir dynamiquement le modèle de comportement 
de l’utilisateur. Cette base de données est organisée en fonction de l’utilisateur, offrant ainsi 
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des données individualisées. L’avantage d’un tel choix est la personnalisation des données. 
Par contre, l’inconvénient est que le processus de prédiction sera moins pertinent au départ 
puisqu’il ne va pas y avoir assez de traces pour pouvoir faire des prédictions plus précises.         
Premièrement, le composant implémentant l’interface clustering reçoit, comme entrée, 
l’observation enregistrée dans la trace de la base de données et lance, par la suite, l’algorithme 
de clustering (cf. section 8.2.2.1), lequel retourne enfin la mise à jour des clusters déjà 
reconnus ou la création d’un nouveau cluster dans la table cluster de la base de données. Cet 
algorithme permet également de mettre à jour la table traces en rajoutant, pour chaque 
observation, l’identifiant du cluster auquel elle appartient. Deuxièmement, l’implémentation 
de l’interface de classification reçoit comme entrée l’ensemble des clusters et des 
observations enregistrés dans la base de données. Elle lance l’algorithme de Markov Chain 
(cf. section 8.2.2.2) et retourne le modèle de comportement de l’utilisateur mis à jour 
dynamiquement dans la base de données. Enfin, le composant implémentant l’interface de 
prédiction reçoit comme entrée, la situation courante de l’utilisateur (son intention et son 
contexte courant) et son modèle de comportement qu’elle récupère de la base de données. Elle 
implémente l’algorithme de prédiction décrit dans la section précédente (cf. section 8.2.3), 
lequel se charge de retourner l’intention suivante la plus probable et le service le plus 
approprié qui peut intéresser l’utilisateur. 
Nous détaillons, dans les sections suivantes, chacune de nos implémentations des 
algorithmes de clustering, de classification et de prédiction. Nous nous basons sur le même 
principe de structuration du code de développement que dans l’implémentation de 
l’algorithme de découverte de services, en utilisant le patron de conception « strategy 
pattern » pour fournir un changement souple de stratégie. L’implémentation de la partie 
persistance représente également celle utilisée pour manipuler les ontologies et les 
descriptions de services dans le processus de découverte de services (cf. section 7.3.2.2).      
8.3.1.1.  Implémentation de l ’algorithme de clustering 
L’implémentation du mécanisme de clustering est organisée, essentiellement, autour de 
l’implémentation de trois interfaces distinctes, comme l’illustre la Figure 73 :   
• L'interface « ILearningFacade » représente le point d'entrée de ce mécanisme de 
clustering et offre un ensemble de méthodes supportant la gestion des ontologies ainsi 
que le clustering des situations de l’utilisateur enregistrées dans l’historique, telles que 
les méthodes addontologies, removeontologies et getCluster ; 
• L'interface « IPersistenceManager » agit comme une façade entre le composant 
« LearningFacadeImpl » et le répertoire d’ontologies, ce qui permet l'accès et le 
chargement des ontologies (L’implémentation de cette interface est la même que celle 
utilisée par la découverte, cf. la section 7.3.2.2) ;  
• L'interface « IClusteringEngine » est responsable du clustering des situations de 
l’utilisateur, qui sont composées de son intention, son contexte et le service 
sélectionné à un instant donné. Elle utilise une interface « IClusteringFacade » afin de 
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donner plus de flexibilité à notre implémentation. Elle permet d’étendre facilement le 
mécanisme de clustering des situations de l’utilisateur par l'ajout de nouveaux 
algorithmes de clustering. 
Dans l’architecture (cf. Chapitre 9), l'interface « IClusteringEngine » fournit la méthode 
loadDefaultCluster laquelle permet de déterminer la stratégie à mettre en place. Elle fournit 
également une méthode principale de clustering des situations de l’utilisateur, appelée 
getCluster. Cette méthode accède à la base de données et prend en entrée, une nouvelle 
observation enregistrée dans les traces et l’ensemble des clusters déjà reconnus. Elle fait 
appel, par la suite, à la bonne méthode de clustering, selon la stratégie spécifiée au préalable 
dans le fichier de configuration, laquelle doit découvrir pour chaque observation à quel cluster 
elle va appartenir, ou si elle va faire l’objet de création d’un nouveau cluster. Elle offre en 
sortie la mise à jour des clusters déjà reconnus dans la base de données.    
 
 
Figure 73. Les composants implémentant le mécanisme de clustering 
Le composant « ClusteringEngineImpl » implémente l'interface « IClusteringEngine ». 
Ceci revient à implémenter la méthode getCluster qui va déterminer et mettre à jour un 
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ensemble de clusters regroupant les observations similaires de l’utilisateur. Les observations 
sont enregistrées dans la base de données sous forme de timestamp, intention, contexte, 
service, identifiant du cluster. Quant aux clusters, ils sont stockés dans une table séparée sous 
la forme de l’intention, le contexte et le service attribué au centroïde du cluster. Cette phase 
de clustering représente un processus en arrière plan qui va mettre à jour la base de données, 
plus précisément la table cluster, en mettant à jour les clusters existants ou en créant de 
nouveaux clusters, et la table traces, à laquelle il va rajouter pour chaque nouvelle 
observation l’identifiant du cluster auquel elle appartient. 
Afin de permettre l'évolution de l'API, cette première implémentation 
« ClusteringEngineImpl » utilise l'interface « IClusteringFacade », laquelle offre une 
interface générale pour l'implémentation de nouvelles méthodes de clustering. La sélection de 
l’implémentation de l’algorithme de clustering à déployer se fait ainsi par la simple édition 
d'un fichier de propriétés.  
Dans le cadre de nos travaux, nous mettons en œuvre l’algorithme de clustering, proposé 
dans la section 8.2.2.1, à travers le composant « SemanticClusteringAlgorithm » qui se charge 
de regrouper sémantiquement les situations des utilisateurs selon l’intention et le contexte. 
Pour chaque observation de l’utilisateur enregistrée dans la table traces de la base de données, 
après une découverte de services, le « SemanticClusteringAlgorithm » permet de calculer un 
score de mise en correspondance entre cette observation et les centroïdes des clusters 
existants, et de mettre à jour ces clusters existants ou d’en créer un nouveau. Cette 
implémentation fait appel, à l’instar de l’implémentation de l’algorithme de découverte (cf. 
section 7.3.2.2) de services, à une implémentation des classes « ContextMatching » et 
« IntentionMatching ». Le « ContextMatching » est responsable de déterminer le score de la 
mise en correspondance contextuelle. Le « IntentionMatching » est responsable de déterminer 
le score de la mise en correspondance intentionnelle.  
8.3.1.2.  Implémentation de l ’algorithme de classification 
L’implémentation du mécanisme de classification est organisée, essentiellement, autour de 
deux interfaces, comme l’illustre la Figure 74 :   
• L'interface « ILearningFacade» représente le point d'entrée de ce mécanisme de 
classification et offre la méthode doClassification supportant la classification des 
clusters, déterminés lors de la phase de clustering, afin de maintenir à jour le modèle 
de comportement de l’utilisateur dans la base de données ; 
• L'interface « IClassificationEngine » est responsable de la classification des clusters 
reconnus. Elle utilise une interface « IClassificationFacade » afin de donner plus de 
flexibilité à notre implémentation. Elle permet d’étendre facilement le mécanisme de 
classification des clusters par l'ajout de nouveaux algorithmes de classification. 
Comme l’illustre la Figure 74, l'interface « IClassificationEngine » fournit la méthode 
loadDefaultClassifier laquelle permet de déterminer la stratégie à mettre en place, à partir du 
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fichier de configuration. Elle fournit également une méthode principale de classification des 
clusters déjà reconnus, appelée doClassification. Cette méthode accède à la base de données 
et prend en entrée, l’ensemble des clusters déjà reconnus et l’ensemble d’observations. Elle 
fait appel par la suite à la bonne méthode de classification, selon la stratégie spécifiée au 
préalable dans le fichier de configuration, laquelle doit mettre à jour le modèle de 
comportement de l’utilisateur (sous forme de chaines de Markov). Elle offre en sortie la mise 
à jour des chaines de Markov dans la base de données.    
Le composant « ClassificationEngineImpl » implémente l'interface 
« IClassificationEngine », laquelle fournit la méthode de classification des clusters reconnus 
selon les observations de l’utilisateur, appelé doClassification. Chaque méthode doit être 
capable de déterminer et mettre à jour dynamiquement le modèle de comportement de 
l’utilisateur en se basant sur l’ensemble des clusters déterminés et sur les observations 
enregistrées dans la base de données. Le composant « ClassificationEngineImpl » implémente 
l'interface « IClassificationFacade », laquelle lui offre une interface générale pour 
l'implémentation de nouvelles méthodes de classification. Ce composant implémente la 
méthode doClassification qui met à jour le modèle de comportement de l’utilisateur. Le 
modèle de comportement est enregistré dans la table « MarkovChain » de la base de données. 
Il contient des informations sur le cluster de départ, le cluster d’arrivée, le nombre de 
transitions qui existent entre ces deux clusters selon les observations enregistrées dans les 
traces, le nombre de transition de ce cluster de départ vers n’importe quel autre cluster et 
finalement la probabilité de transition calculé selon ces deux dernières informations.   
 
Figure 74. Les composants implémentant le mécanisme de classification 
Le mécanisme de classification, proposé dans la section 8.2.2.2, est mis en œuvre à travers 
le composant « MarkovChainAlgorithm » qui se charge de déterminer et maintenir à jour le 
modèle de comportement de l’utilisateur. Pour chaque cluster reconnu lors de la phase de 
clustering et enregistré dans la base de données, le « MarkovChainAlgorithm » permet de 
calculer sa probabilité de transition vers un autre cluster, en se basant sur l’ensemble des 
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observations enregistrées dans l’historique. Après le traitement de tous les clusters, ce 
composant fournit en sortie un modèle de comportement de l’utilisateur mis à jour. Ce modèle 
est maintenu dans la table marvchain de la base de données.    
8.3.1.3.  Implémentation de l ’algorithme de prédiction 
En suivant la même structure de développement que les algorithmes de découverte de 
services et de clustering, l’implémentation du processus de prédiction est organisée autour de 
trois implémentations d’interfaces, comme l’illustre la Figure 75 :   
• L'interface « IPredictionFacade » représente le point d'entrée de ce processus de 
prédiction et offre un ensemble de méthodes qui supportent la gestion des ontologies 
ainsi que la prédiction de l’intention future de l’utilisateur et du service qui répond à 
cette intention, tels que les méthodes addontologies et doPrediction ; 
• L'interface « IPersistenceManager » agit comme une façade entre le composant 
« PredictionFacadeImpl » et le répertoire d’ontologies, ce qui permet l'accès et le 
chargement des ontologies (L’implémentation de cette interface est la même que celle 
utilisée par la découverte, cf. la section 7.3.2.2) ;  
• L'interface « IPredictionEngine » est responsable de la prédiction de l’intention future 
de l’utilisateur et du service le plus approprié. Elle utilise une interface 
« IPredictionMatcherFacade » afin de permettre d’étendre facilement le mécanisme 
de prédiction par l'ajout de nouveaux algorithmes. 
Dans la Figure 75, l'interface « IPredictionEngine » fournit la méthode 
loadDefaultPrediction laquelle permet de déterminer la stratégie à mettre en place, à partir du 
fichier de configuration. Elle fournit également une méthode principale de prédiction de 
service, appelée doPrediction. Cette méthode reçoit comme entrée l’intention de l’utilisateur 
enrichie par son contexte courant de l’utilisateur. Elle fait appel par la suite à la bonne 
méthode de prédiction, selon la stratégie spécifiée au préalable dans le fichier de 
configuration, laquelle doit prédire, selon le modèle de comportement enregistré dans la base 
de données, l’intention future de l’utilisateur ainsi que le service suivant. Elle offre en sortie 
le service qui peut intéresser l’utilisateur. 
Le composant « PredictionEngineImpl » représente l'implémentation de l'interface 
« IPredictionEngine », laquelle fournit la méthode de prédiction de l’intention et du service 
future de l’utilisateur, appelé doPrediction. L’implémentation du composant 
« PredictionEngineImpl » utilise l'interface « IPredictionMatcherFacade », laquelle offre une 
interface générale pour l'implémentation de nouvelles méthodes de prédiction.  
Nous mettons en œuvre le mécanisme de prédiction de services proposé dans cette thèse 
par l’implémentation du « ContextIntentionPredictionMatch » lequel se charge de découvrir 
et sélectionner la situation future de l’utilisateur, à partir du modèle de comportement et de 
son intention et contexte courant. Pour chaque état du modèle de comportement, le 
ContextIntentionPredictionMatch permet de calculer un score de mise en correspondance 
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entre les identifiants des états, représentés par les centroïde des clusters, et l’intention et le 
contexte courant de l’utilisateur. Cette classe, comme le « SemanticClusteringAlgorithm » (cf. 
3.1.1) et similairement à la découverte de services (cf. section 7.3.2.2), fait appel à deux 
classes, à savoir la classe « ContextMatching » pour déterminer le score de la mise en 
correspondance contextuelle et la classe « IntentionMatching » pour déterminer le score de la 
mise en correspondance intentionnelle. 
 
Figure 75. Les composants implémentant le mécanisme de prédiction de services  
La section suivante analyse les résultats des expérimentations qui ont été menées afin 
d’évaluer le processus d’apprentissage et de prédiction guidé par l’intention et le contexte. 
 Evaluation 8.3.2.
Dans le cadre de nos expérimentations, nous avons déployé nos algorithmes de clustering, 
de classification et de prédiction sur une machine de processeur Intel Core i5 1,3 GHz avec 
une mémoire de 4 Go. Lors de cette évaluation du processus de prédiction de services, nous 
nous sommes focalisé essentiellement sur l’évaluation de l’algorithme de prédiction de 
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services. Les algorithmes de clustering et de classification représentent les deux phases 
assurant le fonctionnement de l’algorithme de prédiction de services exploitant un modèle de 
comportement de l’utilisateur inféré des traces. Ces deux phases de clustering et de 
classification, ne représentent pas un but final en soi, mais deux étapes nécessaires pour aller 
vers notre but final, à savoir la prédiction de services. Ainsi, nous avons décidé d’évaluer la 
globalité de notre approche de prédiction par l’évaluation de l’algorithme de prédiction de 
services (qui repose sur les résultats des autres algorithmes) et de la qualité du résultat qu’il 
retourne.  
De plus, l'évaluation de ces différents algorithmes a été effectuée sur le même répertoire de 
services utilisé pour l’évaluation de l’algorithme de découverte de services (cf. section 7.3.3). 
Au cours de cette évaluation, nous avons choisi de ne pas évaluer nos algorithmes sur les 
machines du Grid’5000. Lors de l’évaluation de l’algorithme de découverte de services, nous 
avons observé que quelque soit la machine et la configuration utilisées, la performance de 
notre algorithme reste à peu près constante. Ainsi, nous avons décidé de tester notre 
algorithme de prédiction que sur une seule architecture.  
Afin d’évaluer l’algorithme de prédiction de services, nous avons construit une base de 
données nommée Prediction.bd. Cette base de données contient trois tables : une contenant  
l’historique de l’utilisateur (traces), une gardant les clusters reconnus (clusters) et une 
troisième stockant le modèle de comportement de l’utilisateur (markovChain). Nous avons 
commencé par alimenter cette base de données par un ensemble d’observations enregistrées 
comme de traces. Ces traces sont décrites par un ensemble d’intentions. Nous rajoutons à ces 
intentions, différentes descriptions contextuelles et l’identifiant du service qui permet de 
répondre à cette intention dans ce contexte d’usage. Nous avons défini dix descriptions de 
contexte, que nous avons affectées arbitrairement aux intentions définies. Les traces 
comprennent plus de 30 intentions décrites dans différents contextes et qui sont éparpillées 
dans le temps. Pour la construction de ces traces, nous avons suivi au début un scénario 
représentant un comportement bien défini de l’utilisateur. Par exemple, l’utilisateur 
commence par chercher une destination. Ensuite, il réserve un hôtel. Puis, il loue une voiture 
et demande une carte de sa destination. Finalement, il cherche les musées les plus intéressants 
dans la destination qu’il a choisi. Les traces suivantes sont définies de manière aléatoire et 
intégrées à la base de données. Il est à noter que les trace ne sont pas réelles et ont été crées 
d’une manière fictive. Ceci est dû à la difficulté de convaincre les entreprises de nous fournir 
des données réelles, pour des raisons de respect de la vie privée. 
Par la suite, afin d’évaluer l’algorithme de prédiction de services, nous avons besoin du 
modèle de comportement de l’utilisateur ainsi que l’ensemble des clusters qui regroupe les 
traces stockées dans la base de données. Pour ce faire, nous commençons par lancer 
l’algorithme de clustering sur l’ensemble des traces. Le résultat de cette étape est 
l’alimentation de la table clusters par un ensemble de clusters reconnus. Par la suite, nous 
exécutons notre algorithme de classification sur l’ensemble des traces et des clusters. Cette 
étape nous permet de créer et de mettre à jour le modèle de comportement de l’utilisateur qui 
sera stocké dans la table markovchain de notre base de données. Nous obtenons au final, une 
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base de données alimentée part un ensemble de traces de l’utilisateur, des clusters ainsi que 
son modèle de comportement. Cette base est ensuite utilisée pour évaluer l’algorithme de 
prédiction de services.  
Comme pour l’évaluation de l’algorithme de découverte de services (cf. section 7.3.3), 
nous avons réalisé un ensemble de mesures, afin d'évaluer la validité des algorithmes 
proposés. Nous évaluons nos algorithmes en nous basant sur les deux observations principales 
qui se dégagent de ces expériences, à savoir le passage à l’échelle et la qualité du résultat 
obtenu. Pour supporter notre nouvelle vision des SI, il est essentiel de vérifier la faisabilité de 
notre approche avec un nombre considérable de traces à gérer. Ce problème de passage à 
l'échelle a mis l'accent sur la performance de nos algorithmes d’apprentissage et de 
prédiction. Nous analysons cet aspect en mesurant l'impact du nombre de traces, de clusters et 
d’états gérés sur la performance des algorithmes en termes de temps moyen d’exécution. De 
plus, à part la performance de nos algorithmes, la qualité des résultats obtenus par 
l’algorithme de prédiction de services représente un critère très important à prendre en 
considération et surtout dans le cadre de notre vision centrée utilisateur des SIP, dans laquelle 
nous devons être précis dans le choix du service que nous proposons à l’utilisateur. Nous 
analysons ainsi cet aspect en s’inspirant de la mesure de précision utilisée dans l’évaluation 
de la qualité des résultats de l’algorithme de découverte de services (cf. section 7.3.4.2). Cette 
mesure nous permet de vérifier si le service prédit par l’algorithme de prédiction de services, 
afin de répondre à une intention future de l’utilisateur, est bien celui qui est le plus probable, 
c.-à-d. si la prédiction est correcte. 
Finalement, afin d'évaluer le passage à l’échelle et les qualités des résultats, nous avons 
formulé neuf requêtes différentes relatives au domaine du voyage et qui doivent permettre à 
l’algorithme de prédiction de services de prédire les services suivants qui répondent à une 
intention future de l’utilisateur dans un contexte similaire. Ces requêtes sont indiquées dans le 
Tableau 7.  
Tableau 7. Description des requêtes de l'utilisateurs utilisées dans l'évaluation de la prédiction de services 
Requête Intention Contexte Courant 
Req 1 Rent Car 
-Profile.Age = 34, -Profile.Expertise = High 
-DateTime.Season= Spring, -Location.City = France 
-Device.Mobile_device = Ipad2, -Resource.Network = Mobile-




-Profile.Age = 21, -DateTime.Season= winter 
-DateTime.Time= morning, -Location.City = France 
-Device.Mobile_device = Mackbook, -Resource.Screen = 16 
-Resource.Network = Ethernet, -Resource.Memory = 2048,  
Req 3 Book-up Safari Lodge 
-DateTime.Season = Summer, -Profile.Age = 23 
-DateTime.Time = Evening, -Location.City = Tanzania 
-Resource.Network = Wifi, -Device = Intel Core 2 duo 
-Resource.Memory = 1024, -Resource.Screen =15 
Req 4 Get Accommodation  - Profile.Age = 23, - Resource.Battery = Low 




-Location.City = France, - DateTime.Date = 23/11/2010 
- DateTime.Season = Summer, - Device = NoteBook 
- Resource.Network = 4G 
Req 5 
Locate Five Star 
European Hotel 
-Location.City = Germany, - Profile.Age = 29 
-DateTime.Season = winter, - DateTime.Time = night 
-Profile.Expertise = High, - Profile.Role = Engineer 
-Resource.Network = Ethernet, - Devices = Intel Core 2 Duo,  
-Resource.Memory = 2048, - Resource.screen = 16 
Req 6 Search Destination 
-Location.City = Hawai, - DateTime.Time = Night 
-Profile.Age = 18, - DateTime.Season = summer 
-Resource.Network = 4G, - Devices = Samsung Galaxy 
-Resource.Memory = 562, - Resource.screen = 9 
-Profile.Expertise.SurfingExpertise = High 





-DateTime.Season = Summer, -Profile.Age = 24, -Device = Ipad 2 
-DateTime.Time = Morning, -Profile.Role = Student 
-Profile.Expertise.SurfingExpertise = High, -Resource.Screen = 9 
-Location.City = Hawai, -Location.Country = USA 
-Resource.Network = 3G, -Resource.Memory = 32 
Req 8 Get Road Way To 
-DateTime.Season = Summer, -Profile.Age = 24 
-DateTime.Time = Morning, -Profile.Role = Student 
-Profile.Expertise.SurfingExpertise = High, -Resource.Screen = 9 
-Location.City = Hawai, -Location.Country = USA 
-Resource.Network = 3G, -Device = Ipad 2,-Resource.Memory = 32 
Req 9 Reserve Raja Yoga 
-DateTime.Season = Summer, -Profile.Age = 34 
-DateTime.Time = evening, -Profile.Role = Teacher 
-Location.City = Rome, -Location.Country = Italie 
-Resource.Network = Ethernet, -Device = Intel Core 2 duo 
-Resource.Memory = 2048, -Resource.Screen = 13 
Ces requêtes sont formulées de différentes manières, à l’instar de l’évaluation de la 
découverte de services (cf. section 7.3.3). Nous avons formulé ces requêtes selon 3 
répartitions différentes. La première répartition considère des requêtes qui sont très similaires 
aux centroïdes des clusters qui représentent un état du modèle de comportement. La Req1 
présente une requête très proche au centroïde d’un cluster (état), qui est décrite dans le même 
contexte mais avec une intention légèrement différente (la cible de la requête est plus 
générique que celle du cluster), alors que la requête Req2 est décrite par la même intention 
mais avec un description de contexte similaire. Ensuite, la deuxième répartition illustre des 
situations où (i) les éléments décrivant l’intention et/ou le contexte ne sont pas décrits dans 
les ontologies alors qu’il existe un cluster qui est similaire à cette requête (Req3) ; et (ii) les 
éléments décrivant l’intention et le contexte sont décrits dans les ontologies alors qu’il 
n’existe pas de cluster qui est similaire à cette requête (Req4). Finalement, la troisième 
répartition présente l’influence du seuil sur le résultat final de l’algorithme de prédiction de 
services. Nous présentons dans cette partie des requêtes qui sont dans la limite du seuil (Req7 
et Req8 et Req9), et d’autres qui sont au-delà du seuil (Req5 et Req6) 
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En résumé, nous synthétisons les caractéristiques des requêtes de l’utilisateur utilisées pour 
l’évaluation de l’algorithme de prédiction, dans le Tableau 8. 




















Req 1      
Req 2        
Req 3 ✓     
✓  
Req 4  ✓     
Req 5   ✓ (cible/verbe)  
✓ 
Req 6   ✓ (cible) ✓ 
✓ 
Req 7   (dans la limite du seuil) ✓   
Req 8   
✓ (dans la limite du 
seuil dans certains cas) 
✓   
Req 9   
✓ (dans la limite du 
seuil dans certains cas) 
✓  
8.3.2.1.  Le passage à l ’échelle 
Dans les expériences que nous avons menées, nous avons testé le passage à l’échelle des 
algorithmes de clustering, de classification et de prédiction. Le passage à l’échelle a été 
représenté par le temps moyen d’exécution, lorsqu'on varie le nombre d’observations 
disponibles dans la table des traces de l’utilisateur, le nombre de clusters déjà reconnus dans 
la table de cluster et le nombre d’états disponibles dans la table markov-chain.  
  
Figure 76. Performance du mécanisme de clustering 
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Le temps d’exécution de l’algorithme de clustering a été mesuré en variant le nombre 
clusters reconnus entre 7 et 186 clusters. Ce temps représente le temps moyen d’exécution 
mis par l’algorithme de clustering pour déterminer à quel cluster une observation appartient. 
Comme l’illustre la Figure 76, le temps d’exécution suit une tendance polynomiale de degré 
trois allant de 2,56 s pour 7 clusters jusqu’à 5,1 s pour 186 clusters. Toutefois, même si ce 
temps s’avère moyen, nous pouvons remarquer que bien que nous ayons augmenté le nombre 
de clusters à traiter de plus de vingt six fois, le temps n’a augmenté que de deux fois. De plus, 
nous envisageons à court terme d’améliorer ce temps d’exécution en optimisant notre code de 
développement et en utilisant par exemple les threads de Java. 
Concernant le temps d’exécution de l’algorithme de classification, il a été mesuré en 
variant le nombre d’observations déjà regroupées en clusters dans la base de prédiction entre 
10 et 200 observations. Ce temps représente le temps moyen d’exécution mis par l’algorithme 
de classification afin de mettre à jour dynamiquement le modèle de comportement de 
l’utilisateur. Comme l’illustre la Figure 77, le temps d’exécution suit une tendance 
polynomiale allant de 39 ms pour 10 observations jusqu’à 398 ms pour 200 observations. 
Toutefois, même si cet algorithme ne prend pas beaucoup de temps pour mettre à jour 
dynamiquement les chaines de Markov, nous pouvons remarquer qu’il progresse de presque 
10 fois en augmentant le nombre d’observations de vingt fois. Cette progression peut être 
optimisée également en lançant le traitement en parallèle de certaines tâches de l’algorithme. 
 
Figure 77. Performance du mécanisme de classification 
Finalement, le temps d’exécution de l’algorithme de prédiction a été mesuré en variant le 
nombre d’états dans le modèle de comportement de l’utilisateur stocké dans la base de donnés 
de prédiction entre 7 et 168 états (lesquels représentent les centroïdes des clusters). Ce temps 
représente le temps moyen d’exécution mis afin de prédire le service suivant qui satisfait une 
intention future de l’utilisateur selon son intention immédiate et son contexte courant. Comme 
pour l’algorithme de clustering, le temps d’exécution suit une tendance polynomiale de degré 
trois allant de 1,63 s! pour 7 états à 4,16 s pour 168 états (voir Figure 78). Nous avons 
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augmenté le nombre d’états plus de vingt cinq fois alors que le temps n’a augmenté que de 
deux fois et demi. Ceci nous permet de valider la faisabilité du passage à l’échelle de notre 
algorithme. Toutefois, ces résultats peuvent être optimisés, à l’instar des deux derniers 
algorithmes de clustering et de classification.  
 
Figure 78. Performance du mécanisme de prédiction 
Ces résultats nous permettent de déduire que nos algorithmes assurent un bon passage à 
l’échelle. Toutefois, la performance de nos algorithmes, surtout pour le clustering et la 
prédiction, est plutôt moyenne. Mais nous restons confiants puisque ces algorithmes peuvent 
être optimisés afin d’améliorer le temps d’exécution. Ces optimisations représentent une de 
nos perspectives à court terme. 
8.3.2.2.  Qualité des résultats 
Afin d'évaluer la qualité des résultats, nous nous somme inspiré de la mesure de précision 
utilisée lors de l’évaluation de la qualité des résultats de l’algorithme de découverte de 
services (cf. section 7.3.4.2). Cette mesure est utilisée afin de vérifier si le service prédit par 
l’algorithme de prédiction services est bien celui qui est attendu. 
Concernant l’algorithme de prédiction, nous avons évalué la qualité de l’algorithme de 
prédiction sur l’ensemble des requêtes formulées au Tableau 7. Nous avons ainsi déterminé au 
préalable le service que l’algorithme de prédiction de services doit prédire, en se basant 
également sur le modèle de comportement de l’utilisateur. Nous avons comparé, par la suite, 
ce service avec le service retourné réellement par l’algorithme. Nous illustrons à la Figure 79 
le pourcentage de la qualité obtenu par l’algorithme en variant le nombre d’états dans le 
modèle de comportement. Ce pourcentage représente la moyenne de la qualité obtenu par 




Figure 79. La qualité des résultats du mécanisme de prédiction  
Le résultat présenté en Figure 79 indiquent que l’algorithme de prédiction présente une 
qualité de prédiction plutôt satisfaisante qui tourne autour de 60%. Ces résultats peuvent être 
expliqués, à l’instar de l’évaluation de la qualité des résultats de l’algorithme de découverte 
de services (cf. section 7.3.4.2), par l’évaluation de certaines situations qui dégradent 
considérablement la qualité des résultats obtenus. Par exemple, l’évaluation des situations où 
les éléments de l’intention ne sont pas décrits dans les ontologies alors qu’il existe dans la 
base de données des clusters ou états similaires à cette intention dans le contexte de 
l’utilisateur (Req3 du Tableau 7). Dans ce cas, l’algorithme de prédiction ne retourne aucun 
résultat. Ceci contribue à la dégradation de la qualité des résultats obtenant ainsi une qualité 
de 0%. En plus, dans le cas où des situations sont décrites par des intentions dont le verbe 
et/ou la cible sont assez génériques ou spécifiques (Req5, Req6, Req8 et Req9 illustrées au 
Tableau 7), nous obtenons dans certains cas une qualité au dessous des 45%. Ainsi, lorsque le 
concepteur du système fixe un seuil de paramétrage très élevé dans l’algorithme de prédiction, 
certains clusters ou états qui peuvent répondre à l’intention immédiate de l’utilisateur dans 
son contexte courant ne seront pas sélectionnés, et ceci contribue à la dégradation de la qualité 
des résultats. Toutefois, dans une situation inédite où, par exemple, il n’existe pas de cluster 
qui est similaire à la requête de l’utilisateur, l’algorithme de prédiction ne retourne aucun 
résultat. Ceci représente le résultat que nous souhaitons avoir dans une situation pareille 
présentant ainsi une qualité de résultat très élevé.      
Ces résultats indiquent que l’algorithme de prédiction a de forte chance de prédire le 
service le plus approprié à l'intention future de l'utilisateur dans un contexte similaire à son 
contexte courant. Cependant, il est important lors de la phase de conception de bien définir les 
ontologies d’une manière très riche et de spécifier le seuil de paramétrage le plus adéquat.   
Toutefois, il est à noter que ces résultats sont calculés en fonction de la base de données 
créée de manière fictive. Ces résultats peuvent ainsi changer en évaluant nos algorithmes avec 
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de vrais utilisateurs impliqués dans les tests et sur de vraies données tirées d’un réel cas 
d’étude dans une entreprise. L'évaluation des résultats obtenus démontre ainsi l'intérêt du 
processus de prédiction de services que nous proposons dans le cadre de ce chapitre. Nous 
pensons que ce processus proposé permet réellement de prédire le service qui correspond au 
mieux aux besoins futurs de l'utilisateur. 
8.4.  CONCLUSION 
Nous proposons dans ce chapitre un processus de prédiction fondé sur une approche 
intentionnelle et contextuelle, afin de cacher la complexité des SIP. Ce processus permet 
d'anticiper les besoins futurs de l’utilisateur, afin de lui proposer un service pouvant 
l'intéresser d'une manière moins intrusive. Nous pensons ainsi contribuer à l'amélioration de 
la transparence des SIP et à la productivité grâce à une vision centrée sur l'utilisateur.  
Ce processus de prédiction de services met en évidence le comportement proactif et 
d'anticipation de notre vision intentionnelle et contextuelle SIP. Nous croyons fermement 
qu'une approche de prédiction intentionnelle peut répondre aux exigences de transparence et 
d'homogénéité, nécessaires à l'acceptation complète du SIP. 
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Chapitre 9.  ARCHITECTURE DE GESTIONNAIRE DE SIP 
 
9.1.  INTRODUCTION 
Dans la perspective de mettre en place notre vision intentionnelle et contextuelle des SIP 
(cf. Chapitre 4), nous avons proposé dans le Chapitre 5 un cadre conceptuel, que nous avons 
nommé « espace de services » (Kirsch-Pinheiro et al., 2013)(Najar et al., 2013a). Ce cadre 
permet de masquer l’hétérogénéité des environnements pervasifs et de spécifier les 
fonctionnalités qui seront proposées et sous quelles conditions, de manière indépendante des 
technologies. Selon ce cadre, un utilisateur interagit avec le SIP à travers ses espaces de 
services dans l’objectif d’avoir des services qui répondent à ses besoins dans un contexte 
donné et en toute transparence. Cependant, pour que notre vision des SIP soit développée, il 
est primordial de mettre en place une architecture offrant le moyen de gérer le changement de 
contexte de l’utilisateur et qui offre des mécanismes de découverte et de prédiction de 
services nécessaires pour supporter et satisfaire l’utilisateur selon son contexte et son 
intention. Cette architecture, que nous avons appelé architecture de gestionnaire de SIP, 
intègre nos différentes propositions présentées au cours de cette thèse pour la construction 
d’un SIP transparent et centré utilisateur, à savoir la description de services (cf. Chapitre 6), la 
découverte de services (cf. Chapitre 7) et la prédiction de services (cf. Chapitre 8).  
Dans ce chapitre, nous présentons tout d’abord les éléments nécessaires pour le bon 
fonctionnement de cette architecture (cf. section 9.2). Ensuite, nous détaillons, dans la section 
9.3, notre architecture en présentant ses différents modules et répertoires.  
9.2.  LES PREREQUIS DE L ’ARCHITECTURE DE GESTIONNAIRE DE SIP 
Pour le bon fonctionnement de notre architecture de gestionnaire de SIP, certains prérequis 
doivent être établis au préalable. A ce niveau, on peut mentionner que la gestion de contexte 
et la découverte de services, par exemple, nécessitent un ensemble de modèles et d’ontologies 
pour pouvoir fonctionner.  
En effet, et comme nous l’avons décrit dans le Chapitre 6, pour pouvoir gérer le contexte 
de l’utilisateur il faut avoir décrit les différents éléments et sujets de contexte que le 
concepteur du système souhaite capturer et avoir défini le moyen de le faire (technologie 
utilisée). Ceci nécessite la description au préalable d’une ontologie multi-niveaux de contexte 
(cf. Chapitre 6) qui va décrire tous les concepts de contexte qui sont jugés pertinents dans les 
espaces de services déterminés. Cette ontologie multi-niveaux de contexte est exploitée, par la 
suite, par le gestionnaire de contexte, qui sera détaillé dans la section 9.3.2, afin d’aider à la 
capture et à la description de contexte courant de l’utilisateur, mais aussi des services et des 
capteurs.      
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De plus, cette architecture offre des modules qui interagissent avec un répertoire de 
services sémantiques, détaillé à la section 9.3.3. Ces modules de découverte et de prédiction 
de services permettent de sélectionner et de prédire le service qui répond au mieux à 
l’intention immédiate et future de l’utilisateur dans un contexte donné. En conséquence, pour 
que ces modules fonctionnent, il est nécessaire que le concepteur du SIP établisse toutes les 
descriptions sémantiques des services (cf. Chapitre 6) spécifiées dans les différents espaces de 
services de l’utilisateur. En effet, une description sémantique des services en incluant les 
informations intentionnelles et contextuelles doit être réalisée lors de la conception de 
l’espace de services afin de permettre l’exploitation de cet espace à travers des mécanismes de 
découverte et de prédiction de services afin de satisfaire les besoins de l’utilisateur.           
9.3.  L’ARCHITECTURE DE GESTIONNAIRE DE SIP 
Nous présentons dans cette section, l’architecture de gestionnaire de Systèmes 
d’Information Pervasifs. Comme le montre la Figure 80, notre architecture est composée de 
cinq modules principaux exploitant la notion d’espace de services, à savoir :  
• Module de gestion de requête (1) : responsable du traitement et de l’enrichissement de 
la requête exprimant le besoin de l’utilisateur (cf. section 9.3.1) ; 
• Module de gestion de contexte (2) : responsable de la gestion des informations 
contextuelles capturées de l’utilisateur et des entités qui composent l’espace de 
services également (services et capteurs) (cf. section 9.3.2) ; 
• Module de découverte de services (3) : responsable de la découverte et de la sélection 
du service qui répond au mieux au besoin immédiat de l’utilisateur dans son contexte 
courant (cf. section 9.3.4) ; 
• Module d’apprentissage (4) : responsable de la gestion de l’historique de l’utilisateur 
afin de déterminer son modèle de comportement (cf. section 9.3.5) ;   
• Module de prédiction de services (5) : responsable de la prédiction du service le plus 
approprié qui peux répondre à un besoin futur de l’utilisateur (cf. section 9.3.6).     
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De plus, notre architecture se base sur un ensemble de répertoires, à savoir : 
• Répertoire de services sémantiques contenant les descriptions de services, les 
ontologies nécessaires et les descriptions contextuelles (cf. section 9.3.3) ; 
• Répertoire de traces (historique de l’utilisateur) contenant l’historique de 
l’utilisateur ainsi que les clusters et le schéma de comportement (cf. section 9.3.5). 
Les différents modules de l’architecture de gestionnaire de SIP, illustrés à la Figure 80, 
interagissent entre eux pour recevoir et/ou communiquer des informations, exécuter des 
opérations, etc. afin d’accomplir leurs responsabilités. Ces différents modules sont par la suite 
transformés en composants, selon une notation UML. Nous numérotons les modules dans la 
Figure 80 afin de pouvoir facilement repérer le composant correspondant dans la Figure 81. 
Ces composants représentent la mise en œuvre des modules de l’architecture, comme l’illustre 
la Figure 81. Cette figure détaille ainsi la communication entre ces différents composants 
selon un diagramme de composants UML. Nous détaillons chacun de ses composants, ainsi 
que les relations entre eux, dans les sections suivantes. 
  
Figure 81. Diagramme de composant de l'architecture de gestionnaire de SIP 
Les répertoires de services sémantiques et de traces ne sont pas représentés comme des 
composants dans notre architecture, mais intégrés au composant qui les manipulent. Ce choix 
permet de garder plus de souplesse et de flexibilité à l’architecture.  
Nous pouvons observer, à partir de cette Figure 81, l’utilisation de plusieurs façades. 
Celles-ci correspondent aux interfaces visibles à l’extérieur des modules de l’architecture. A 
travers ces interfaces, le module en question arrive à communiquer avec les autres modules de 
l’architecture et avec des composants externes tels que l’application de capture de contexte, 
l’interface Web pour la description de la requête de l’utilisateur, etc. L'utilisation de la notion 
de façade s'inspire du patron de conception façade (Pattern Facade). L’objectif de ce patron 
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de conception est de simplifier l'accès aux éléments internes d’un composant à travers une 
interface visible et reconnue à l'extérieur (Gamma et al., 1994). Ceci va permettre de réduire 
les dépendances entre les composants et ainsi améliorer la maintenance.    
Dans les sous sections suivantes, nous détaillons chacun de ces différents composants avec 
ses façades ainsi que les différents répertoires exploités et manipulés par notre architecture de 
gestionnaire de SIP.  
 Module de gestion de requête (1) 9.3.1.
Le module de gestion de requête est le module responsable du traitement de la requête de 
l’utilisateur. En effet, dans le cadre de l’espace de services, l’utilisateur a des besoins qu’il 
souhaite satisfaire. Pour exprimer son besoin, l’utilisateur formule une requête exprimant son 
intention suivant le modèle de (Prat, 1997). Ainsi, la requête formulée par l’utilisateur à 
travers une interface Web est par la suite envoyée au module de gestion de la requête.  
Dans ce cadre, la tâche de l’utilisateur se limite à formuler sa requête sous forme 
d’intention. Le rôle du module de gestion de la requête est de récupérer cette requête, 
l’enrichir par le contexte courant de cet utilisateur, la décrire sous format XML afin de 
l’envoyer ensuite pour une découverte de services qui répond au mieux à cette requête.  
  
Figure 82. Diagramme de Composant de la description de la requête de l'utilisateur 
La Figure 82 présente un aperçu du fonctionnement du module de gestion de la requête 
représenté en UML. Cette modélisation se base sur le paradigme Model-View-Controller 
(MVC) (Reenskaug, 2003). Ceci va permettre de répondre aux besoins des applications 
interactives tout en séparant les problématiques liées aux différents composants au sein de 
leur architecture respective, assurant ainsi la clarté de cette architecture. Le composant 
QueryDescriptionWebSite représente la vue permettant la formulation de la requête de 
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l’utilisateur. Cette requête est envoyée par la vue au composant QueryDescriptionController 
représentant le contrôleur responsable de la réception de cette requête et la suite de son 
traitement. Finalement, l’interface IQueryFacade représente le modèle en charge de traiter 
concrètement cette requête. C’est à ce niveau que commence le rôle du module de gestion de 
la requête. Pour accomplir ces fonctions, ce module est lui-même composé par différents sous 
modules (cf. Figure 82), qui se partagent les responsabilités. Premièrement, nous observons la 
présence d’un composant QueryFacadeImpl responsable de la gestion de la requête de 
l’utilisateur en l’enrichissant par son contexte courant. Ce composant fait appel à deux 
façades différentes : (i) IContextFacade représentant une façade assurant la communication 
avec le module de contexte pour demander et recevoir la description de contexte courant de 
l’utilisateur (cf. section 9.3.2 pour plus de détails) ; et (ii) IDiscoveryFacade assurant la 
communication avec le module de découverte de services pour lui envoyer la description de la 
requête de l’utilisateur représentant son intention enrichie par son contexte. 
En ce qui concerne l’expression de l’intention sur l’interface Web, il est important de 
souligner ici qu’il existe plusieurs travaux qui s’intéressent au traitement et à la reformulation 
de cette expression de l’intention, tels que les travaux de (Aljoumaa et al., 2011). Ces auteurs 
présentent une solution basée sur les ontologies pour analyser les requêtes des utilisateurs 
écrites en langage naturel. Ce travail permet de reformuler et d’étendre la requête avec de 
nouveaux concepts en se basant sur des ontologies de verbes et des ontologies de cibles. Cette 
solution représente ainsi un moyen de guider l’utilisateur à enrichir sa requête et de l’aider à 
mieux exprimer son besoin. En s’inspirant de ces travaux, une évolution potentielle de notre 
interface Web est envisageable afin de mieux aider les utilisateurs.   
De plus, ce travail de thèse se situe dans le cadre de l’ingénierie des Systèmes 
d’Information (SI). Un SI représente un univers fermé dans un domaine précis n’autorisant 
pas un comportement ouvert sur des intentions et des cibles non-autorisées ou inconnues 
auparavant, en raison de leur importance stratégique dans les entreprises. De plus, en dehors 
d’un tel système, l’expression de l’intention à l’aide d’un ensemble prédéfini de termes est 
difficilement imaginable, laissant une part trop importante à l’ambigüité. Celle-ci vient, en 
réalité, des utilisateurs : dans un environnement pervasif ouvert, le profil des utilisateurs n’est 
pas forcément connu à l’avance et leur mode d’expression peut beaucoup varier. Ainsi, la 
variabilité dans l’expression des intentions de l’utilisateur dans le domaine des SI reste plus 
gérable dans ce cadre puisqu’elles sont définies au préalable.    
 Module de gestion de contexte (2) 9.3.2.
Le module de gestion de contexte est l’élément de l’architecture responsable de la gestion 
des informations contextuelles de l’utilisateur et des entités du SIP (services et capteurs). 
Autrement dit, il se charge de collecter et de modéliser les informations contextuelles 
courantes des utilisateurs qui interagissent avec le SIP à travers leurs espaces de services (cf. 
Chapitre 5). Il gère également les contextes des services et des capteurs contenus dans le SIP. 
Le rôle principal de ce module est de cacher la complexité de la gestion de contexte en 
proposant une manière uniforme d’accéder aux informations contextuelles. A partir des 
Architecture!de!gestionnaire!de!SIP!
 226 
travaux effectués dans le domaine de la gestion de contexte (Baldauf et al., 2007) (Chaari et 
al., 2008b) (Paspallis et al., 2008) (Preuveneers et al., 2009), nous pouvons considérer que 
plusieurs architectures et plateformes de gestion de contexte existent aujourd’hui. A partir de 
ces architectures, la gestion de contexte se base essentiellement sur : (i) l’acquisition des 
informations contextuelles à partir des capteurs, (ii) le traitement et la modélisation de ces 
informations, (iii) leur interprétation et finalement (iv) leur stockage.  
En s’inspirant de ces travaux, notre module de gestion de contexte est conçu pour recevoir, 
du composant responsable de l’acquisition de contexte à partir des capteurs (cf. Définition 5) 
physiques et logiques, les informations contextuelles brutes relatives à chaque utilisateur. Ces 
informations sont par la suite modélisées et interprétées en respectant le modèle de contexte 
représenté par l’ontologie multi-niveaux de contexte (cf. section 6.4.1). Finalement, cette 
modélisation de contexte est stockée dans un répertoire de contexte.  
Ainsi, et afin d’accomplir ses responsabilités, le module de gestion de contexte se divise en 
plusieurs sous modules, répartis en façades et en sous modules principaux, représentés sous 
forme de composants comme l’illustre la Figure 83. D’une part, les façades de ce module de 
gestion de contexte occupent la même fonction que dans le module de gestion de la requête. 
Elles isolent le contenu des modules et permettent de rendre uniforme l’accès à leurs 
fonctionnalités. D’autre part, les sous modules principaux (descripteur de contexte, 
interpréteur de contexte) se chargent de (i) décrire le contexte de l’utilisateur selon un modèle 
de contexte bien défini (cf. Chapitre 5) et (ii) interpréter ces informations contextuelles en se 
basant sur un ensemble de règles.  
Plus spécifiquement, et en observant la Figure 83, le module de gestion de contexte, 
représenté par le composant ContextFacadeImpl, se déclenche périodiquement pour collecter 
et représenter le contexte courant de l’utilisateur, comme suit : 
• Collecte les informations du contexte courant de l’utilisateur et ceux des capteurs 
et des services à partir de la façade d’acquisition de contexte représentée par 
l’interface IAcquisitionContextFacade. Cette façade d’acquisition joue le rôle de 
médiateur entre les composants responsables de collecter le contexte à partir des 
capteurs logiques et physiques et entre le composant ContextFacadeImpl qui va lancer 
le traitement de ces donnés.  
• Les informations contextuelles acquises sont par la suite envoyées par la façade 
d’acquisition au sous module principal de description de contexte représenté par le 
composant ContextDataManagerImpl. Ce sous module se charge de représenter les 
données brutes reçues sous une forme sémantique plus enrichie en se basant sur un 
modèle de contexte (cf. section 6.4.1). Il se base sur la façade de persistance, 
représentée par l’interface IPersistenceManager, pour charger le modèle de contexte 




Figure 83. Modèle de Composant du module de gestion de contexte 
A part cette tâche, le module de gestion de contexte est sollicité pour :   
• Déduire de la connaissance à partir des informations contextuelles observées par le 
capteur. En effet, ce module contient un sous module responsable de l’interprétation 
des informations de contexte, le composant RuleManagerImpl. Ce composant se 
charge d’appliquer un ensemble de règles sur les informations contextuelles dans 
l’objectif d’en déduire de la connaissance.  
• Communiquer la description de contexte courant de l’utilisateur, du service et du 
capteur. Par exemple, le module de gestion de la requête accède au module de gestion 
de contexte pour solliciter la description de contexte courant de l’utilisateur afin 
d’enrichir sa requête, à travers la façade IContextFacade.  
• Mettre en correspondance des éléments de contexte. Le module de gestion de 
contexte propose un sous module de mise en correspondance entre des éléments de 
contexte (composant ContextMatchManagerImpl). Ce composant est sollicité par le 
module de découverte de services à travers l’interface IContextFacade et sera détaillé 
dans la section 9.3.4. 
 Répertoire de services sémantiques 9.3.3.
Lors de la phase de conception de l’espace de services (cf. Chapitre 5), le concepteur se 
charge de spécifier les services du SIP qu’il juge pertinents dans le domaine cible. Ces 
services sont décrits sémantiquement par le concepteur, qui est le fournisseur des services, à 
l’aide du descripteur contextuel et intentionnel défini dans le Chapitre 6.  
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A partir de l’interface Web « contextual intentional service description », le fournisseur 
des services peut charger la description sémantique du service écrite en OWL-S. Cette 
description ne comprend ni les informations intentionnelles du service, ni ses informations 
contextuelles. Ensuite, à partir de cette interface, il peut : (i) introduire les intentions que ce 
service permet de satisfaire et (ii) indiquer l’URL de la description de contexte de ce service. 
En sauvegardant ce travail, une description intentionnelle et contextuelle du service est établie 
en OWL-SIC (cf. Chapitre 6). Cette description de services est par la suite enregistrée dans un 
répertoire de services sémantiques. Ce répertoire représente une base de stockage des 
différents services intentionnels et contextuels. Il est structuré comme suit : 
• Répertoire de services contenant l’ensemble des descriptions de services 
intentionnelles et contextuelles décrits en OWL-S. 
• Répertoire d’ontologies contenant toutes les ontologies nécessaires pour la 
description, la découverte et la prédiction de services. Il contient les ontologies des 
cibles, des verbes (cf. section 6.3.1.3) et l’ontologie de contexte (cf. section 6.4.1). 
• Répertoire de contexte contenant toutes les descriptions de contexte courant de 
l’utilisateur, des services et des capteurs. 
Le répertoire de services sémantiques joue le rôle, tel que l’annuaire de service dans 
l’architecture SOA (Papazoglou et Heuvel, 2007), d’intermédiaire entre le fournisseur de 
service et le client demandeur d’un service. D’une part, et comme nous l’avons mentionné ci-
dessus, le fournisseur de service interagit avec ce répertoire pour y stocker les fichiers de 
description de services sémantiques. D’autre part, l’utilisateur interagit avec ce répertoire 
pour y chercher le service qui satisfait au mieux ses intentions dans un contexte donné. En 
effet, lorsqu’une requête de l’utilisateur, une fois traitée par le module de gestion des 
requêtes, arrive au module de découvertes de services (cf. section 9.3.4), celui-ci lancer la 
procédure de sélection du service le plus approprié à partir de l’ensemble des descriptions de 
services enregistrées dans ce répertoire. 
 
Figure 84. Diagramme de Composant de la description de service 
La Figure 84 présente un aperçu du traitement des descriptions des services et des 
ontologies répertoriées dans le répertoire de services sémantiques représenté en UML. Cette 
modélisation se base sur le paradigme MVC comme nous l’avons présenté dans la section 
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9.3.1. Ce module de traitement des descriptions de services et des ontologies, comme 
l’illustre la Figure 84, se compose de : 
• Un composant CIServiceDescription Website : représente le site Web permettant au 
fournisseur de service (concepteur des SIP) de manipuler les descriptions de services 
et les ontologies nécessaires ; 
• Un composant CIServiceDescription Controller : représente le contrôleur du site Web 
de description de services et d’ontologies ; 
• Une interface IServiceManager : représente le point d’accès à ce module ; Elle offre 
des méthodes pour manipuler les descriptions de services et les ontologies gérées par 
le composant ServiceManagerImpl. 
L’interface IPersistenceManag assure le maintien des descriptions de services et des 
ontologies en offrant des méthodes d’écriture, de lecture, de rajout, de suppression, de 
chargement, etc. Elle va être utilisée par la majorité des modules que nous présentons dans ce 
chapitre. Toutefois, nous ne présentons pas à ce niveau le composant responsable de la 
description des ontologies puisqu’il existe plusieurs outils d’édition d’ontologies OWL, à 
l’instar de Protégé
5
   
 Module de découverte de services 9.3.4.
L’architecture de gestionnaire de SIP intègre un module de découverte de services (Najar 
et al., 2012a) (Najar et al., 2012b). Ce module est basé sur le mécanisme de découverte de 
services guidé par l'intention et le contexte de l'utilisateur, proposé dans le Chapitre 7.  
 
Figure 85. La communication avec le module de découverte de service 
Le module de découverte de services, se déclenche lorsqu’il reçoit la requête enrichie de 
l’utilisateur de la part du module de gestion de la requête (Figure 85) à travers la façade 




représentée par le l’interface IDiscoveryFacade. Dès lors, il lance un algorithme de 
découverte sémantique des services (cf. Chapitre 7). Cet algorithme effectue un processus de 
mise en correspondance sémantique, à travers le composant SearchEngineImpl illustré à la 
Figure 86, afin de sélectionner le service le plus approprié à l'utilisateur. Le but de cet 
algorithme est de classer les services disponibles en fonction de leurs informations 
contextuelles et intentionnelles. Ensuite, il sélectionne le service jugé le plus approprié par 
rapport à l'utilisateur. La disponibilité (état) d’un service est déterminée à partir de son 
contexte courant (CxSvi) fourni par le gestionnaire de contexte. Ce gestionnaire de contexte se 
charge de gérer cette dynamique des services (cf. section 5.4.3). Celui-ci doit ainsi gérer 
dynamiquement les états des services disponibles pour le processus de découverte. Différentes 
recherches ont été menées sur ce sujet proposant différentes stratégies. Cette partie reste un 
point ouvert dans notre architecture, mais qui ne sera pas traité dans le cadre de cette thèse. 
  
Figure 86. Diagramme de Composant de la découverte de services 
La Figure 86 présente un modèle de composant du module de découverte de services. Le 
point d’accès à ce module représente l’interface IDiscoveryFacade implémentée par le 
composant DiscoveryFacadeImpl (cf. section 7.3.2.2). L’implémentation de cette interface 
fait appel à l’interface ISearchEngine et aux interfaces représentant les façades 
IPersistenceManager, IPredictionFacade et IContextFacade. L’interface ISearchEngine est 
utilisée pour découvrir et sélectionner le service le plus approprié, et d’autre part les façades 
permettant communiquer avec les autres modules. Le IPersistenceManager est responsable de 
la gestion (lecture, écriture, chargement, suppression, etc.) des descriptions de services et des 
ontologies. L’interface IPredictionFacade représente l’intermédiaire entre le module de 
découverte de services et le module de prédiction de services, dont le but est de lancer le 
mécanisme de prédiction de services après une découverte de services. Finalement, la façade 
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IContextFacade est celle responsable de communiquer le module de découverte de services 
avec le module de gestion de contexte afin de lancer la procédure de mise en correspondance 
entre les éléments de contexte. 
Cet algorithme de découverte sémantique des services (cf. section 7.2.2) compare 
sémantiquement l'intention de l'utilisateur avec les intentions que le service permet de 
satisfaire. Il communique avec le module de gestion de contexte à travers sa façade 
IContextFacade, pour lancer la mise en correspondance entre le contexte courant de 
l'utilisateur avec le contexte requis du service. Ensuite, il sélectionne le service le plus 
approprié répondant à l'intention immédiate de l'utilisateur dans son contexte actuel. Cet 
algorithme charge à travers la façade de persistance (IPersistenceManager) toutes les 
descriptions sémantiques de services disponibles qui sont répertoriées dans le répertoire de 
services (cf. section 9.3.3).  
Il convient de souligner que même si la mise en correspondance intentionnelle s’effectue 
par le composant SearchEngineImpl, la mise en correspondance contextuelle est effectuée par 
le sous module de matching de contexte (IContextMatchManager) du module de gestion de 
contexte, afin de réduire les risques que l'évolution des éléments à l'intérieur du module de 
gestion de contexte puisse affecter d’avantage les éléments du module de découverte de 
services qui l'utilisent, réduisant ainsi les dépendances entre eux. 
Par ailleurs, les implémentations des interfaces illustrées dans la Figure 86, ainsi que les 
autres, utilisent le patron de conception « strategy » pour fournir un changement souple de 
stratégie dans la perspective d’assurer un caractère flexible, réutilisable et échangeable de 
notre architecture. Celle-ci doit pouvoir être spécifiée en temps d’exécution. Ainsi, au cours 
de la phase de démarrage, la stratégie définie au préalable, par un fichier de configuration, est 
chargée comme étant la stratégie par défaut.  
 Module d’apprentissage 9.3.5.
Après chaque phase de découverte de services, la situation de l’utilisateur est horodatée et 
stockée dans une base de données afin de générer des traces de l’utilisateur (son historique). 
En analysant ces situations représentées par le triplet <intention, contexte, service>, d’une 
façon périodique, le module d’apprentissage peut d’inférer les comportements types de 
l’utilisateur, dans un environnement dynamique (cf. section 8.2.2).  
Ce module d’apprentissage se charge de déterminer dynamiquement le modèle de 
comportement de l’utilisateur (classification) à partir des clusters représentant ses situations 
similaires (clustering) et de l’historique. Il s’agit d’une tâche en arrière plan qui doit être 
réalisée de manière récurrente (cf. section 8.2.2). 
La Figure 87 illustre les différents composants et interfaces qui interviennent lors d’une 
phase d’apprentissage du modèle de comportement de l’utilisateur. Le point d’entrée à ce 
module est l’interface ILearningFacade qui se charge de lancer périodiquement le processus 
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de clustering et de classification. L’implémentation de cette interface (LearningFacadeImpl) 
fait appel aux quatre interfaces suivantes : 
• IClassificationEngine : lance l’algorithme de classification (cf. section 8.3.1.2) ; 
• IClusteringEngine : lance l’algorithme de clustering (cf. section 8.3.1.1) ; 
• IContextFacade : la façade responsable de communiquer avec le module de gestion de 
contexte afin de lancer la procédure de mise en correspondance entre les éléments de 
contexte nécessaires durant la phase de clustering ; 
• IPersistenceManager : la façade responsable de la gestion des descriptions de services 
et des ontologies. 
  
Figure 87. Diagramme de composant de l'apprentissage 
 Module de prédiction de services 9.3.6.
Le module de prédiction met en place, dans l’architecture de gestionnaire de SIP, le 
mécanisme de prédiction proposé dans le Chapitre 8. Ce module tente ainsi de prévoir 
l’intention future de l’utilisateur afin de lui proposer le prochain service qui peut répondre à 
cette intention future.  
Ce processus se déclenche lorsqu’une phase de découverte de services se déroule, comme 
l’illustre la Figure 88. Basée sur l’intention de l’utilisateur (IU) et sur son contexte courant 
(CxU), notre architecture est capable non seulement de sélectionner le service qui répond au 
mieux au besoin immédiat de l’utilisateur (phase de découverte de services), mais également 
de lui proposer le service suivante le plus probable (phase de prédiction de services) 




Figure 88. La communication avec le module de prédiction de services 
La Figure 89 présente un modèle de composant du module de prédiction de services. Le 
point d’accès à ce module représente l’interface IPredictionFacade implémentée par le 
composant PredictionFacadeImpl qui offre des méthodes de prédiction de services. 
L’implémentation de cette interface fait appel à l’interface IPredictionEngine et aux 
interfaces : IPersistenceManager et IContextFacade.  
  
Figure 89. Diagramme de composant de la prédiction de services 
L’interface IPredictionEngine (cf. section 8.3.1.3) est utilisée pour prédire et sélectionner 
le service suivant le plus approprié. L’interface IPersistenceManager permet l’accès aux 
descriptions de services et aux ontologies. Finalement, l’interface IContextFacade est la 
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façade utilisée pour lancer la procédure de mise en correspondance entre les éléments de 
contexte auprès du module de gestion de contexte.    
Ce module de prédiction de services, détaillé dans le Chapitre 8, se base sur un algorithme 
de prédiction de l’intention et du service futur de l’utilisateur (Najar et al., 2013b) (Najar et 
al., 2012c) afin de prédire le service suivant le plus approprié.  
9.4.  CONCLUSION  
Dans ce septième chapitre, nous avons présenté le point de vue système de notre vision 
intentionnelle et contextuelle des SIP en présentant notre architecture conceptuelle du 
gestionnaire de SIP. Cette architecture représente la mise en place de notre vision des SIP 
offrant ainsi des mécanismes permettant de gérer le changement de contexte de l’utilisateur, et 
des mécanismes de découverte et de prédiction de services nécessaires pour supporter et 





Chapitre 10.  DEMARCHE METHODOLOGIQUE DE 
CONCEPTION D ’UN SIP 
 
10.1.  INTRODUCTION 
Afin de faciliter et d’organiser la conception de l’espace de services présenté dans le 
Chapitre 5, nous proposons dans ce chapitre, une démarche de conception supportant le 
passage de cet espace de services à l’architecture de gestionnaire de services, à destination des 
concepteurs de SIP et spécialement à la Direction du Système d’Information (DSI). Cette 
démarche méthodologique sert à les aider à spécifier les fonctionnalités attendues de leur 
système, ainsi que les informations qui seront capturées par celui-ci pour une meilleure 
adaptation. Il s’agit d’un processus de conception d’un espace de services et de ses différents 
éléments dans la perspective de garder le contrôle sur la définition du système et de ses 
services, tout en permettant la prise en compte d’un environnement hautement dynamique. 
Pour effectuer cette démarche, nous nous basons sur une approche hybride qui fusionne 
des méthodes de conception de type descendante (top-down) et ascendante (bottom-up). Dans 
l’approche descendante, les besoins de l’utilisateur et la définition des principaux espaces de 
services sont dérivés à partir d’une analyse et une étude des utilisateurs dans leurs différents 
espaces de travail possibles. Dans l'approche ascendante, les services proposés et les éléments 
de contexte identifiés sont le résultat d’une synthèse faite sur les différentes fonctionnalités 
possibles dans le cadre du SI de l’entreprise et sur une analyse des différents capteurs de 
contexte possibles.  
Dans ce chapitre, nous présenterons un aperçu du processus de cette démarche de 
conception de l’espace de services et nous détaillerons chacune de ses étapes. 
10.2.  PRESENTATION DE LA DEMARCHE METHODOLOGIQUE 
Dans la perspective de représenter un cadre conceptuel pour la conception d’un SIP, nous 
avons proposé la notion d’espace de services. Cette notion permet la définition d’un SIP par 
la spécification d’un ensemble d’espaces, dans lesquels cohabitent les services offerts par le 
système et les capteurs qui l’alimentent avec des informations récoltées à partir de 
l’environnement. Afin de mieux organiser la conception d’un tel espace et de faciliter la tâche 
du concepteur des SIP, nous proposons une démarche méthodologique de conception de ce 
cadre conceptuel des SIP afin d’aider et de guider le concepteur dans sa conception des 
différents espaces de service et de ses différents éléments qu’il juge remarquables et 
pertinents dans le domaine cible.  
D’une manière générale, les démarches méthodologiques de conception sont basées soit 





approche top-down correspond à une démarche de conception, allant de la spécification au 
développement. Appliquée à l’orientation service, elle commence par la spécification des 
processus métiers pour descendre ensuite à la définition des services nécessaires à la 
réalisation de ces processus. Le point fort de cette approche est qu’elle se focalise 
essentiellement sur l’objectif principal du système. C’est une approche orientée utilisateur qui 
exprime clairement les besoins des utilisateurs, sans pour autant se soucier du fonctionnement 
interne du système en termes de tâches du processus. Néanmoins, la prise de décision en se 
basant uniquement sur les objectifs et pas en fonction des descriptions réalisées 
ultérieurement représente l’un des inconvénients majeurs de cette approche. En effet, certains 
changements peuvent apparaître au cours de la réalisation, ce que n'anticipe pas l'approche 
descendante qui se base sur une vision globale de départ. 
A l’inverse, une approche bottom-up suit une démarche de conception ascendante, partant 
de l’existant. Elle commence par l’analyse de l’existant, afin de déterminer les fonctionnalités 
existantes du SI. Ces fonctionnalités sont ensuite décrites sous forme de service. Le point fort 
de cette approche est qu’elle permet l’identification des données mises à disposition par le 
système afin déterminer les informations qui seront réellement accessibles aux utilisateurs. 
Toutefois, cette approche se base plus sur le fonctionnel et non sur le métier risque de 
s’éloigner de l’objectif du système et de ne pas répondre aux besoins de manière satisfaisante.  
Les points forts et les faiblesses des approches bottom-up et top-down nous ont motivé au 
développement d’une approche hybride exploitant les avantages de chacune de ces approches. 
La démarche méthodologique que nous proposons repose sur une combinaison entre les 
approches ascendante et descendante, afin de prendre en compte à la fois sur le métier et le 
fonctionnel pour permettre la définition de l’espace de services et de ses différents éléments 
métiers et techniques.  La conception d’un SIP à l’aide de la notion d’espace de services 
commence par la définition des multiples espaces dans lesquels les utilisateurs vont évoluer. 
Chaque espace est défini en fonction des entités actives (cf. section 5.4.1), représentant les 
services offerts aux utilisateurs et des entités passives, permettant l’observation de 
l’environnement. Les entités actives (services) sont ainsi définies en fonction de l’intention 
qu’elles doivent satisfaire et du contexte dans lequel ces intentions émergent. Les entités 
passives (capteurs) (cf. section 5.4.2) sont importantes puisqu’elles sont responsables de la 
capture des informations contextuelles dont le système aura besoin pour l’adaptation. Leur 
définition délimite la notion de contexte, spécifiant les informations considérées comme 
pertinentes. L’objectif est de permettre la prise en compte de ce contexte afin de proposer aux 
utilisateurs des services qui leur correspondent au mieux. 
La démarche proposée, illustrée à la Figure 90, s’organise ainsi en multiples étapes, 
décrites ci-dessous. Ces étapes sont décrites dans l’ordre qui nous semble le plus pertinent du 
point de vue du concepteur d’un SIP. Nous commençons par délimiter les espaces de services 
et ensuite par l’identification des fonctionnalités que doit fournir le système, qui se traduisent 






               
Figure 90. Vue schématique de la démarche méthodologique de conception d’un SIP : Approche hybride 
1. Spécification des espaces de services : 
Cette étape vise l’analyse et la spécification des principaux espaces de services par 
l’observation de l’utilisateur. Elle se base sur une approche descendante qui part du niveau 
métier et du domaine d’application du système. Le résultat est une liste des différents espaces 
de services les plus remarquables et souhaités pour le SIP. 
2. Identification des fonctionnalités pertinentes : 
Cette étape permet d’identifier les différentes fonctionnalités considérées comme 
pertinentes pour le SIP. Cette étape suit ainsi une approche ascendante qui part de l’existant 
au niveau fonctionnel. Les fonctionnalités existantes sont d’abord identifiées, et puis classées 
en fonctionnalités d’infrastructure, métiers et utilitaires. La correspondance entre les 
fonctionnalités identifiées et les services techniques est ensuite effectuée.   
3. Identification du couple <Intention, Contexte> : 
Cette étape permet d’identifier, d’une part, les intentions potentielles de l’utilisateur et qui 
sont réalisables par le système (sous-étape 3.1), ainsi que les éléments de contexte nécessaires 
qui jouent un rôle central dans le processus d’adaptation du système et qui peuvent influencer 
la manière de satisfaire les intentions (sous-étape 3.2). A cette étape, le concepteur peut 
commencer par la sous-étape qu’il souhaite. Il peut commencer par identifier les intention et 
par la suite les éléments de contexte qui sont susceptibles d’influencer chacune de ces 
intentions, ou bien il peut commencer par identifier les éléments de contexte qu’il est capable 
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3.1 Spécification des intentions potentielles : 
Cette étape se base sur une analyse plus approfondie des besoins potentiels de l’utilisateur 
et leur spécification sous forme d’intention. Cette étape suit ainsi une approche descendante 
qui part de l’utilisateur et de ses besoins, afin de mieux comprendre le fonctionnement que 
doit avoir le système du point de vue utilisateur. Le résultat est une liste des intentions 
potentielles de l’utilisateur dans ses différents espaces de service. 
3.2 Identifications des éléments de contextes nécessaires : 
Cette étape vise à identifier les différents éléments de contexte qui sont pertinents par 
rapport aux services pouvant être proposés dans l’espace de services. Cette étape se base sur 
une approche ascendante qui part des technologies disponibles permettant d’observer et de 
capturer les éléments de contexte nécessaires. 
4. Description sémantique des services selon l’intention et le contexte : 
Cette étape concerne l’incorporation de la technologie du Web sémantique pour décrire les 
fonctionnalités existantes (2) sous forme de service sémantique. Cette description est enrichie, 
d’une part, par l’intention (3.1) auquel le service peut répondre, et d’autre part, par le contexte 
(3.2) dans lequel ce service est valide et exécutable.   
 
Figure 91. Démarche méthodologique de conception d'un SIP : processus incrémental et évolutif 
Cette démarche méthodologique de travail ne suit pas un processus linéaire et figé. Au 
contraire, elle représente un processus de création incrémental et évolutif. Comme l’illustre la 
Figure 91, cette démarche est représentée sous forme de spirale, ce qui va permettre au 
concepteur de faire des aller-retour sur chacune des étapes de la démarche de la conception 
pour compléter et/ou modifier les résultats trouvés.  
La section suivante décrit en détails la démarche proposée en spécifiant les différentes 
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10.3.  LES ETAPES DU PROCESSUS DE CONCEPTION D’UN SIP 
Après avoir énoncé, d’une manière générale, les différentes étapes de notre démarche 
méthodologique de conception d’un SIP à travers un espace de services, nous détaillons dans 
cette section le déroulement de chacune de ces étapes. 
 Etape 1 : Spécification des espaces de services 10.3.1.
L’étape de spécification des différents espaces de services réside donc dans l’analyse et la 
spécification des espaces de services. Cette étape permet d’établir au préalable, et d’une façon 
générale, les différents espaces de services les plus importants du point de vue d’un utilisateur 
mobile. Il s’agit de déterminer conceptuellement les espaces de services au sein desquels 
l’utilisateur devra interagir avec le SIP. Il s’agit d’une approche de raisonnement par 
observation d’une ou plusieurs catégories d’utilisateur (définie par leur rôle) que le 
concepteur a ciblé par rapport à leur mobilité. Ainsi, il est capable de définir les espaces de 
services où le système peut fournir quelque chose. L’espace de services est représenté comme 
une boite noire. Ainsi, il faut déterminer ce qu’on cible comme population et leur mobilité 
afin de concentrer nos efforts là-dessus.  
Dans le cadre d’un SIP, le concepteur est amené d’abord à déterminer son domaine cible. 
Par la suite, il doit considérer les espaces de services les plus pertinents, dans ce domaine, afin 
que la DSI garde le contrôle malgré le dynamisme et l’hétérogénéité de l’environnement 
pervasif. En effet, le concepteur doit se mettre dans la peau de l’utilisateur, observer son 
comportement et ses besoins en prenant en considération sa mobilité, et déterminer ainsi ses 
espaces de travail les plus importants. Ces différents espaces se définissent aussi par rapport à 
son métier. Chaque espace est identifié, en remarquant des changements dans les besoins de 
l’utilisateur, dans la réalisation de ses besoins, dans la disponibilité ou la non disponibilité de 
certains éléments des services.      
Chaque espace de services identifié sera par la suite labellisé. Le label attribué doit être 
significatif et représentatif de l’espace dans lequel se trouve l’utilisateur, par exemple : 
« Entreprise », « Maison », « Chez le client », « A l’extérieur », etc.  
Le résultat de cette étape est une liste des différents espaces de services qui vont être 
détaillés par la suite en termes d’intentions potentielles de l’utilisateur (ses besoins), 
d’éléments de contexte observables et des services offerts (les réalisations des intentions).   
 Etape 2 : Identification des fonctionnalités pertinentes 10.3.2.
L’étape d’identification des fonctionnalités pertinentes part de l’analyse de l’existant, afin 
de déterminer les fonctionnalités existantes du SI. Nous partons en réalité du principe qu’un 
SI traditionnel est déjà mis en place et que le futur SIP ne sera pas construit à partir de rien. Il 






Figure 92. Processus d'identification des fonctionnalités du système décrites en services techniques 
Comme l’illustre la Figure 92, cette étape 2 reçoit comme entrée le domaine cible et les 
multiples espaces de services spécifiés lors de l’étape 1. Pour chaque espace de services, le 
concepteur commence ainsi par identifier l’ensemble des fonctionnalités qu’il souhaite 
exposer en tant que partie pertinente d’un SIP. Ces fonctionnalités seront par la suite classées 
en trois catégories : métier (relative au domaine cible, e.g. rédaction rapport, organiser 
réunion, etc.), infrastructure (e.g. connexion réseau, réglage sécurité, cryptage des données, 
etc.) et utilitaire (e.g. faxer un document, imprimer un document, etc.). Cette classification 
apporte plus de clarté à la nature et au type de la fonctionnalité. Ces fonctionnalités sont par la 
suite décrites sous forme de services techniques. Ces services techniques définissent les 
fonctions techniques du système et comment elles se déroulent.  
Nous considérons que ces fonctionnalités sont décrites au préalable sous forme de services 
Web en WSDL. La description WSDL (Christensen et al., 2001) représente une interface 
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standard indépendante de la plateforme pour la description de service. Néanmoins, dans le cas 
où certaines fonctionnalités, jugées pertinentes, ne seraient pas décrites sous forme de 
services, une telle description doit être fournie. Pour ce faire, le concepteur peut se baser sur 
les frameworks existants, tels que Apache Axis SOAP implementation
6
, Fuse services 
framework
7
 et Sun Web service development pack
8
. Ces frameworks se chargent de générer 
automatiquement le fichier WSDL correspondant à chaque fonctionnalité.  
Le résultat de cette étape est donc un ensemble de services techniques décrits en WSDL. 
Ces services sont par la suite stockés dans le répertoire de services.  
 Etape 3 : Identification du couple intention et contexte 10.3.3.
Dans le cadre de cette troisième étape, nous soulevons deux alternatives de travail. La 
première alternative part du bas niveau, des fonctionnalités, afin de déterminer les intentions 
auxquelles ces fonctionnalités peuvent répondre. Cette alternative est le plus souvent choisie 
par les gens techniques. La deuxième alternative part du haut niveau afin d’éliciter les 
intentions potentielles de l’utilisateur et les éléments de contexte que le concepteur est 
capable de trouver vis-à-vis de l’utilisateur. Cette alternative est le plus souvent choisie par 
les gens métiers. Ainsi, le concepteur peut identifier le couple <Intention, Contexte> à partir 
de l’utilisateur ou à partir des fonctionnalités. Cependant, si par exemple le concepteur a 
choisi l’alternative d’identifier le couple <Intention, Contexte> à partir des fonctionnalités, il 
est amené ensuite à confronter le résultat qu’il a trouvé avec les intentions et contextes qu’il 
peut déterminer côté utilisateur, et vis-versa. Ceci représente une étape de validation qui 
permet de raffiner le résultat trouvé.       
Dans le cadre de ce travail, nous avons choisi la première alternative de travail qui élicite 
le couple <Intention, Contexte> du côté utilisateur. Nous commençons ainsi par 
l’identification des intentions, étant donné que notre objectif est avant tout de proposer une 
approche centrée utilisateur. Cet ordre peut être modifié d’un concepteur à un autre.   
10.3.3.1.  Etape 3.1 : Spécification des intentions potentielles de 
l ’utilisateur  
L’étape de spécification des intentions possibles de l’utilisateur vise à analyser et identifier 
les besoins potentiels des utilisateurs. Cette étape orientée utilisateur permet de lister, pour 
chaque espace de services identifié précédemment et dans le domaine cible, les différentes 
intentions qu’un utilisateur peut avoir et qui sont susceptibles d’être réalisables par un SIP. 
L’identification de ces intentions guidera, par la suite, la DSI dans l’identification des services 
identifiés capables de répondre à ces intentions.  











Figure 93. Processus de spécification des intentions potentielles de l'utilisateur 
Le concepteur du SIP, comme l’illustre la Figure 93, doit commencer d’abord par 
comprendre comment l’utilisateur se sert de son SI et comment il effectue ses tâches de tous 
les jours. Ceci consiste à observer l’utilisateur dans son espace de services et à identifier ses 
différents besoins. Une liste des besoins potentiels de cet utilisateur est alors établie. Cette 
liste est, par la suite, validée par le concepteur, s’il souhaite rajouter d’autres besoins qu’il 
juge pertinentes ou simplement réalisables par le système (en partant du bas niveau).  
Par la suite, ces besoins doivent être décrits sous une forme intentionnelle. Le concepteur 
doit représenter ces besoins sous forme d’intention définie par un verbe, qui caractérise son 
action, une cible, sur laquelle l’action agit, et un ensemble optionnel de paramètres. Cette 
démarche consiste à définir, sémantiquement et au préalable, chacun de ces éléments. Ainsi, 
avant de représenter les différentes intentions, il faut définir l’ontologie de verbes, l’ontologie 
de cibles et les ontologies spécifiant chacun des paramètres acceptés par le SIP. Ces 
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ontologies sont définies en fonction du domaine cible identifié au préalable. Il s’agit 
d’ontologies directement liées au domaine métier dans lequel s’insère le SI. Nous supposons 
ainsi l’existence de ces ontologies d’intentions, qui peuvent être adoptés et enrichies par le 
concepteur en cas de besoin. Dans le cas contraire, le concepteur est amené à définir ses 
propres ontologies d’intentions selon le domaine d’application. Pour la création de ces 
ontologies, le concepteur peut utiliser l’éditeur d’ontologie protégé. 
A l’aide de ces ontologies et en se basant sur la liste des besoins identifiés au départ, le 
concepteur peut finalement décrire les besoins de l’utilisateur sous forme d’intentions. Le 
résultat de cette étape est un répertoire d’intentions contenant des fichiers XML décrivant les 
différentes intentions identifiées et décrites selon le modèle de (Prat, 1997) (cf. Chapitre 6). 
10.3.3.2.  Etape 3.2 : identification des éléments de contexte 
nécessaires  
Cette étape d’identification des éléments de contexte nécessaires consiste à identifier les 
éléments de contexte observables et à établir le processus d’acquisition de contexte. Ceci 
débute par le choix des éléments de contexte à observer pour décrire le contexte courant de 
l’utilisateur ainsi que le contexte du service et du capteur lui même. De même que le contexte 
courant de l’utilisateur, nous rappelons que dans le cadre de notre espace de services (cf. 
Chapitre 5), les services et les capteurs représentent des entités actives et passives de l’espace 
qui sont définies en fonction de leur contexte Cx (et du contexte requis CxR pour les services). 
Ainsi, lors de cette phase nous allons identifier les éléments de contexte nécessaires pour 
observer l’utilisateur, le service et le capteur.  
Ceci se base sur les capteurs disponibles ou susceptibles d’êtres utilisés en fonction des 
technologies mises à disposition. En effet, il existe différentes technologies capables de 
capturer un même élément de contexte. Le dilemme ici est de choisir le capteur le plus 
performant en termes de rapport qualité-prix, i.e. déterminer les technologies de capture des 
éléments qui seront utilisés, en tenant compte de leur intérêt pour le système et de leur coût 
d’application (Kirsch-Pinheiro, 2006). Chaque capteur fournit un ensemble d’informations 
contextuelles correspondant aux valeurs observées pour des éléments de contexte relatifs à un 
sujet bien défini. Le choix des sujets et des éléments de contexte dépend à la fois des 
technologies utilisées pour les observer et des moyens mis en place pour les capturer, et de 
l’intérêt de ces éléments pour le SIP. Le sujet observé correspond le plus souvent à 
l’utilisateur final, mais il n’est pas exclut d’observer d’autres éléments capables d’aider celui-
ci dans son interaction avec le SIP (e.g. un dispositif ou une ressource). Avant toute 
observation d’un sujet, la nature de celui-ci doit d’abord être identifiée dans une ontologie de 
domaine. De la même façon, les éléments de contexte doivent être identifiés au préalable afin 
d’éviter l’observation d’éléments inconnus qui ne seront pas interprétés. 
Le point d’entrée de cette quatrième étape est, d’une part, le domaine cible et l’ensemble 





multi-niveaux de contexte (cf. section 6.4.1) et un modèle du profil de contexte (cf. section 
7.2.2.4.2). L’ontologie multi-niveaux de contexte représente une ontologie à deux niveaux : 
un niveau supérieur représentant les sujets et les éléments de contexte qui sont généraux et 
indépendant du domaine, et un niveau inférieur représentant les sujets et les éléments de 
contexte qui sont spécifiques à un domaine donné. Dans le Chapitre 6, nous représentons cette 
ontologie en spécifiant le premier niveau générique. Le niveau spécifique est enrichi et 
complété par le concepteur du SIP. Le modèle du profil de contexte (cf. section 7.2.2.4.2) 
représente un modèle qui associe un profil pour chaque sujet de contexte identifié par le 
concepteur. Le profil représente un ensemble d’éléments de contexte auxquels il spécifie un 
poids représentant son importance selon le domaine et les préférences des utilisateurs.  
 
Figure 94. Processus d'identification des types de contexte nécessaires 
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Dans cette étape, et comme l’illustre la Figure 94, le concepteur commence donc par 
étudier les différents capteurs existants dans chaque espace de services spécifié, et les 
différents sujets à observer, considérés comme pertinents pour le SIP. Ces sujets sont 
forcément en rapport avec l’activité du SIP. Ensuite, pour chaque sujet déterminé, le 
concepteur doit déterminer les éléments de contexte qui peuvent être observés. Les éléments 
de contexte, eux, peuvent renseigner le SIP avec des informations complémentaires 
nécessaires ou intéressantes pour l’adaptation des services aux utilisateurs. Pour chaque 
élément de contexte identifié, le concepteur doit déterminer, d’une part, la technologie 
permettant de le capturer, et d’autre part, le poids qu’il souhaite attribuer à cet élément et qui 
représente son importance. Suite à cette étape, le concepteur commence l’instanciation du 
modèle du profil de contexte en l’enrichissant par ses propres informations contextuelles et 
les poids attribués pour chacune. 
Grâce aux résultats de cette étude, le concepteur peut par la suite enrichir et étendre le 
niveau spécifique de l’ontologie multi-niveaux de contexte avec les éléments identifiés. En 
d’autres termes, il peut adopter certains éléments de l’ontologie déjà représentés, ceux qui 
seront effectivement utilisés dans le système en conception, et rajouter d’autres éléments qui 
ne figurent pas dans le modèle qu’on propose. Ceci se fait grâce à l’ontologie de contexte 
décrite en haut. 
Après l’identification des éléments de contexte à observer, le concepteur doit spécifier le 
processus d’acquisition de contexte. De nombreux travaux (Gu et al., 2004) (Baldauf et al., 
2007) (IST-MUSIC, 2010) ont contribué au développement de nombreux processus 
d’acquisition de contexte. Le concepteur est amené donc à choisir parmi cette panoplie 
d’architecture d’acquisition de contexte, celle qui lui convient au mieux. SOCAM (Service-
Oriented Context-Aware Middleware) (Gu et al., 2004) et MUSIC (IST-MUSIC, 2010), par 
exemple, propose des frameworks d’acquisition de contexte qui présentent des techniques 
intéressantes de capture, interprétation et modélisation de contexte. Dans le cadre de notre 
architecture de gestionnaire de services (cf. Chapitre 9), le module de gestion de contexte 
représente une infrastructure pour l’acquisition de contexte de sources hétérogènes. Ce 
module se charge aussi de l’interprétation des informations contextuelles brutes et de leur 
modélisation sémantique en se basant sur le modèle de contexte (cf. section 6.4.1). La 
méthode d’acquisition de contexte est très importante lors de la phase de conception, car elle 
prédéfinit le style architectural au moins dans une certaine mesure (Baldauf et al., 2007). 
 Etape 4 : Description Sémantique des Services selon le 10.3.4.
contexte et l ’intention 
Lors de la dernière étape de description des services sémantiques sensibles au contexte et 
intentionnels de notre démarche méthodologique, les différents services permettant la 
réalisation des intentions sont décrits de manière sémantique, à l’aide du descripteur 





proposé afin de satisfaire un ensemble supposé d’intentions attribuées aux utilisateurs 
potentiels de l’espace de services, dans un contexte donné. 
A ce stade, le concepteur a déjà défini les différents espaces de services à prendre en 
compte (étape 2). Il possède également un répertoire de services décrits en WSDL (étape 1), 
un répertoire d’intentions avec les ontologies d’intentions nécessaires (étape 3), et une 
ontologie et un modèle de contexte (étape 4).  
 
Figure 95. Processus de description des services selon l'intention et le contexte 
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L’étape 5 démarre, comme l’illustre la Figure 95, par la création des descriptions 
fonctionnelles OWL-S (Martin et al., 2007) des services à partir des descriptions WSDL.  
Ceci consiste en l’intégration de la technologie du Web sémantique dans la description des 
services afin d’atteindre l’objectif d’interopérabilité. Pour ce faire, le concepteur possède un 
ensemble d’outils et éditeurs capable de générer automatiquement un fichier OWL-S d’un 
fichier WSDL. OWL-S editor (Elenius et al., 2005) et WSDL2OWL-S (Semwebcentral, 
2005), par exemple, acceptent des fichiers WSDL en entrée, extraient les informations 
partielles de celle-ci et génèrent automatiquement une description de base décrite en OWL-S. 
Ensuite, le concepteur doit étendre cette description sémantique de service, telle que 
définie dans le Chapitre 6, en incluant les informations concernant les intentions et la 
description contextuelle caractérisant ce service pour chaque espace de services défini. 
Chaque service sémantique satisfait une ou plusieurs intentions. Le concepteur doit 
déterminer, parmi la liste des intentions prédéfinies (étape 3), celles que le service permet de 
satisfaire. Les intentions identifiées doivent, par la suite, être incorporées dans la description 
du service. Pour cela, le concepteur rajoute, dans la sous-ontologie « service intention » la 
description de service en OWL-S, la description des intentions selon le modèle de Prat (Prat, 
1997). Le résultat de cette étape est un service intentionnel décrit sémantiquement. 
Ensuite, le concepteur doit déterminer le contexte dans lequel ce service est exécutable et 
valide. D’une part, le contexte du service décrit le contexte requis, représentant les conditions 
contextuelles dans lesquelles le service est le plus apte à atteindre ses objectifs, ce qui 
correspond à des condition d’usages (service context condition). D’autre part, il décrit les 
conditions dans lesquelles le service est exécuté par le fournisseur, ce que nous appelons 
« service context state ». A partir de l’ontologie de contexte, le concepteur identifie les sujets 
impliqués dans la description contextuelle du service et décrit ensuite les éléments de contexte 
observables. Pour chaque élément de contexte, le concepteur doit spécifier les conditions 
selon lesquelles le service est valide et exécutable. Le concepteur est amené à spécifier la 
valeur exacte de cet élément ou sa marge de valeur. A la fin de ce processus, un fichier XML 
contenant la description contextuelle du service est créé. Cette description contextuelle du 
service doit être reliée à la description OWL-S du service, à travers d’attribut « context » 
attaché à la partie « service profile ». Cet attribut représente un pointeur URL vers le fichier 
de description de service. 
Ainsi, chaque service décrit de cette façon représente une réalisation possible d’une ou 
plusieurs intentions dans un contexte donné. Par la suite, chaque description de service, 
décrite intentionnellement et contextuellement, est enregistrée dans un répertoire étendu de 
services sémantiques, lequel va être utilisé pour la découverte de services (cf. Chapitre 9).  
Le résultat final de cette démarche méthodologique ne représente pas une description de 
l’espace de services, mais un ensemble de descriptions des services qu’il intègre. Ceci permet 
de renforcer le caractère dynamique souhaité de notre espace de services, afin d’évoluer dans 





10.4.  CAS D ’ETUDE SECURITE ET ACCES AU SI  POUR DES EMPLOYES 
MOBILES 
Dans la perspective d’aider les concepteurs des SIP, nous illustrons dans cette section 
l’usage de notre démarche méthodologique. Nous appliquons les différentes étapes de cette 
démarche sur un cas d’étude spécifique dans le domaine du réseau mobile.  
 Introduction du cas d’étude 10.4.1.
RésoMob est une société spécialisée en réseau mobile. Cette entreprise vend son produit à 
plusieurs clients et spécialement aux concessionnaires automobiles. Les employés de 
l’entreprise, entre autres les commerciaux et les techniciens, sont de plus en plus mobiles, 
travaillant chez eux, chez les clients, etc. Ils se déplacent auprès de leurs clients afin de 
présenter, vendre et maintenir leurs produits. Cette mobilité engendre différents espaces de 
travail avec différents dispositifs, différents réseaux, différentes configurations, différents 
profils, etc. En d’autres termes, le contexte dans lequel ces utilisateurs accèdent au SI de 
l’entreprise varie beaucoup en fonction de l’espace dans lequel ils se trouvent. Ainsi, la 
question qui en découle ici est : ‘Comment gérer tous ces espaces de travail tout en 
permettant un accès transparent au SI ?’ 
Aujourd’hui, la DSI doit prendre en considération et assister la mobilité des employés dans 
leurs différents espaces de travail. Ceci représente un véritable défi puisque bien souvent la 
DSI n’accorde pas encore son entière confiance aux nouvelles technologies, aux nouveaux 
dispositifs utilisés, etc. De plus, un SI n’est pas épargné des éventuels risques liés aux 
utilisateurs et aux failles de sécurité, qui demeurent hélas une réalité. Par exemple, la DSI doit 
faire face aux risques comme : l’accès par des réseaux non sécurisés, l’exposition des données 
clientèles, l’accès non-autorisés, etc. La DSI doit ainsi relever le défi d’assurer la mobilité des 
employés tout en gardant un contrôle sur le SI.   
Face aux nouvelles technologies et à la mobilité de ses employés, l’entreprise a besoin 
d’instaurer un véritable Systèmes d’Information Pervasifs capable de garantir un accès 
transparent aux différents services qui sont proposés aux utilisateurs, où qu’ils soient, quelque 
soit leur mode d’accès et à n’importe quel moment de la journée. D’une part, ce SIP doit 
permettre de satisfaire les utilisateurs (les employés) en répondant à leurs besoins et en 
améliorant leur productivité. D’autre part, il doit permettre à la DSI de garder le contrôle sur 
l’accès aux différents services proposés par le système. 
Concrètement, la DSI aimerait pouvoir prévoir et établir à l’avance une liste de situations 
possibles dans lesquelles les employés peuvent s’y retrouver. Ceci lui permettrait de décrire 
les services qu’elle devrait rendre disponibles tout en prenant en considération ces situations. 
Ainsi, un service répondant à un même besoin pourrait être décrit de différentes manières 
selon la situation dans laquelle il se présente. Par exemple, si un employé, qui se connecte 
chez le client à partir d’un réseau différent de celui de l’entreprise, demande un service bien 





l’employé demandant le même à partir de son bureau. La différence se trouve en termes de 
mise en œuvre. Pour répondre à un même besoin, différentes mises en œuvre d’un service 
sont possibles. Par exemple, la composition utilisée pour la mise en œuvre du service peut 
varier en fonction du contexte dans lequel il est invoqué. En établissant ces descriptions de 
services correspondant aux multiples mises en œuvre, le DSI peut garder le contrôle sur le SI, 
tout en assurant la mobilité des employés. 
 Conception de l ’espace de services 10.4.2.
Dans cette section, nous illustrons les différentes étapes de notre démarche 
méthodologique en l’appliquant sur le cas d’étude décrit ci-dessus.  
10.4.2.1.  Spécification des espaces de services 
En observant une catégorie d’utilisateurs durant leur travail et en prenant en compte leur 
rôle et leur mobilité, nous détectons quatre principaux espaces de services. Ces espaces 
représentent l’utilisateur quand il est à l’entreprise, chez lui, chez le client, à l’extérieur. On 
définit les espaces de services comme l’illustre le Tableau 9 : 
Tableau 9. Résultat de la spécification des espaces de services 
 Espace de services Description Espace de services 
Espace 1! Entreprise! Cet espace représente l’utilisateur dans son lieu de travail!
Espace 2! Domicile! Cet espace représente l’utilisateur travaillant chez lui!
Espace 3! Chez Client! Cet espace représente l’utilisateur quand il est chez le client!
Espace 4! Endroit public!
Cet espace représente l’utilisateur dans d’autres endroits (en 
dehors de l’entreprise, de son domicile ou de chez client)!
10.4.2.2.  Identification des fonctionnalités techniques 
Pour ce scénario, nous envisageons que les services techniques correspondants aux 
fonctionnalités existantes du système d’information sont disponibles. 
Le domaine de ce scénario est le domaine du réseau et de l’infrastructure pour une 
entreprise de réseau mobile. Dans ce domaine, le Système d’Information existant offre des 
fonctionnalités telles que l’accès à la fiche client, l’édition des propositions, la consultation 
des commandes, l’organisation de réunions virtuelles, etc. Dans le cadre de notre SIP, et pour 
chacune de ces fonctionnalités, nous déterminons les services techniques correspondants. 





Tableau 10. Résultat de l'étape d'identification des fonctionnalités techniques 
10.4.2.3.  Identification du couple <Intention, Contexte> 
Pour l’identification des couples <Intention, Contexte> des espaces de services identifiés, 
nous choisissons la première alternative, à savoir l’identification de ce couple à partir du haut 
niveau afin d’éliciter les intentions potentielles de l’utilisateur et les éléments de contexte que 
le concepteur est capable de trouver vis-à-vis de l’utilisateur. Ainsi, nous identifions le couple 
<Intention, Contexte> à partir de l’utilisateur. 
10.4.2.3.1. Spécification des intentions potentielles de l’utilisateur 
Durant cette phase, nous analysons le rôle de l’utilisateur, ainsi que son comportement au 
quotidien. Cette analyse permet de déterminer une première liste des besoins potentiels de 




















Consultation Fiche Client Avec VPN AccessClientViewVPN_Service  
Consultation Fiche Client Avec SSL AccessClientViewSSL_Service  
Consultation Fiche Client Avec 
Cryptage 
AccessClientViewEncryption_Service  
Edition Proposition Avec Fax ProposalEditionFax_Service  
Edition Proposition Avec Cryptage ProposalEditionEncryption_Service  
Edition Proposition Avec VPN ProposalEditionVPN_Service  
Consultation Commande ViewCommand_Service  
Consultation Commande Avec VPN ViewConferenceVPN_Service  
Organisation Video-Conférence RequestVideoConference_Service  

















l’utilisateur qu’il souhaite voir satisfaits par son SIP. Par la suite, et à partir des 
fonctionnalités que le SIP va offrir à l’utilisateur (identifiées lors de la deuxième étape de 
cette démarche), nous spécifions une liste des besoins auxquels les fonctionnalités offertes par 
le SIP peuvent répondre. La liste finale des besoins des utilisateurs qui peuvent être satisfaits 
par le SIP est, par la suite, déterminée en confrontant les deux listes précédemment 
identifiées. Cette confrontation entre les deux listes des besoins, va permettre de déterminer 
les besoins nécessaires pour l’utilisateur et qui sont concrètement réalisables par le SIP. Le 
Tableau 11 illustre la liste finale des besoins des utilisateurs.  
Tableau 11. Résultat de la spécification des besoins de l'utilisateur 
 Besoins de l’utilisateur Description du besoin de l’utilisateur!
Besoin 1 La consultation de la fiche client 
L’utilisateur a besoin de consulter la fiche technique 
de tous les clients de l’entreprise. 
Besoin 2 L’édition de la proposition 
L’utilisateur a besoin d’écrire et d’éditer les 
propositions destinées aux clients. 
Besoin 3 La consultation de la commande 
L’utilisateur a besoin de consulter l’avancement et le 
détail des commandes. 
Besoin 4 L’organisation de réunion L’utilisateur a besoin de faire des réunions virtuelles. 
Besoin 5 La recherche d’un restaurant  
L’utilisateur a besoin de trouver un restaurant agréé 
par son entreprise pour aller manger quand il est à 
l’extérieur. 
Ces besoins vont par la suite être décrits sous forme d’intentions. Nous commençons par 
déterminer nos ontologies de verbes et de cibles (cf. section 6.3.1.3), nécessaires pour 
analyser sémantiquement ces intentions. Nous créons ces ontologies dans le domaine du 
réseau et de l’infrastructure.  
L’ontologie de verbes est décrite en se basant sur le dictionnaire en ligne de Larousse
9
. 
Larousse fournit une description complète d’un verbe, en illustrant ses sens, ses synonymes, 
ses hypernymes, ses hyponymes, etc. Un extrait de l’ontologie de verbes, construite à partir de 
l’outil d’édition d’ontologie Protégé, est illustré à la Figure 96. Cet extrait présente une 
description sémantique des verbes « consulter » et « éditer », ainsi que leur relation de type 
« hasSens » et « hasSynonym ». Cet extrait illustre également les relations d’héritage entre les 
verbes qui reflètent la relation d’hypernymie et d’hyponymie.    
 







Figure 96. Extrait de l'ontologie des verbes 
De même, nous illustrons un extrait de l’ontologie de cibles à la Figure 97, construite 
également en utilisant protégé. Cet extrait présente une description sémantique de certaines 
cibles qui sont possibles dans le domaine spécifié, à savoir : commande, réunion, etc. 
  







A partir de la liste des besoins des utilisateurs et des ontologies de verbes et de cibles, nous 
décrivons ces besoins sous forme d’intentions. Nous suivons le modèle de Prat (Prat, 1997), 
en représentant l’intention sous forme de verbe et de cible. Ces intentions sont décrites 
comme l’illustre le Tableau 12 : 
Tableau 12. Résultat de la spécification des intentions de l'utilisateur 




de la fiche client 
Consulter 
Fiche_Client!
<?xml version="1.0" encoding="UTF-8"?> 
<intention> 
<verb> consulter </verb> 
<target> 









<?xml version="1.0" encoding="UTF-8"?> 
<intention> 
<verb> éditer </verb> 
<target> 






de la commande 
Consulter 
Commande!
<?xml version="1.0" encoding="UTF-8"?> 
<intention> 
<verb> consulter </verb> 
<target> 









<?xml version="1.0" encoding="UTF-8"?> 
<intention> 
<verb> organiser </verb> 
<target> 









<?xml version="1.0" encoding="UTF-8"?> 
<intention> 
<verb> rechercher </verb> 
<target> 
<object> restaurant </object> 
</target> 
</intention> 
Nous rappelons, qu’il faudra décrire sémantiquement chaque verbe et cible dans les 





10.4.2.3.2. Identification des éléments de contexte nécessaires 
Lors de cette étape, nous commençons par fixer les entités de contexte que nous souhaitons 
observer dans le cadre des espaces de services identifiés. Ensuite, pour chaque entité de 
contexte spécifiée, nous identifions l’ensemble des éléments de contexte qui caractérisent 
cette entité et décrit l’utilisateur dans son environnement. Par la suite, en analysant les 
différentes fonctionnalités du SIP, nous détectons certains éléments de contexte qui peuvent 
caractériser le contexte dans lequel ces fonctionnalités peuvent être valides et exécutables. 
Après avoir analysé l’ensemble des différents éléments de contexte identifiés, nous 
déterminons une liste finale des entités de contexte à observer et de l’ensemble des éléments 
de contexte caractérisant ces entités.  
Pour illustrer cette étape, nous nous concentrons sur l’utilisateur uniquement. Plus 
concrètement, nous déterminons deux entités de contexte qui sont les plus pertinentes à 
observer dans les espaces de services de l’utilisateur, à savoir : l’utilisateur et le dispositif. Par 
la suite, pour chacune de ces entités de contexte, nous déterminons les éléments de contexte à 
collecter, comme l’illustre le Tableau 13. 




Nature de L’élément 
de Contexte 
Capteur de Contexte 
Utilisateur!
!
L’âge de l’utilisateur  Statique - 
Le rôle de l’utilisateur  Statique - 
La localisation de 
l’utilisateur représentée par 
les coordonnées GPS  
Dynamique capteur_GPS 
L’expertise de l’utilisateur ! Statique - 
Dispositif!
Le type du dispositif  Dynamique capteur_Type_Dispositif 
La mémoire du dispositif! Dynamique capteur_Mémoire_Dispositif 
Le type du réseau ! Dynamique capteur_Type_Réseau 
Le nom du Réseau! Dynamique capteur_ssid_Réseau 
Suite à l’identification des sujets et des éléments de contexte, nous complètons l’ontologie 
multi-niveaux de contexte, que nous avons présentée à la section 6.4.1, par les éléments et les 
sujets que nous jugeons pertinents dans le domaine cible. Par exemple, nous rajoutons 
l’« expertise » de l’utilisateur comme une spécialisation de l’élément de contexte « profil ». 
Cet élément de contexte reflète le niveau d’expertise en technique réseau de l’utilisateur dans 





« dispositif de communication », « ordinateur » et « dispositif mobile ». Un extrait de notre 
extension de l’ontologie multi-niveaux de contexte est illustré à la Figure 98. 
 
Figure 98. Extrait de l'ontologie multi-niveaux de contexte 
Pour ces éléments de contexte, nous attribuons des poids à chacun d’entre eux, formant 
ainsi le modèle de profil de contexte (cf. section 7.2.2.4.2). Nous fixons ces poids, selon 
l’importance de chaque élément de contexte dans le domaine. La Figure 99 illustre un extrait 
de notre modèle de profil de contexte. Selon cet extrait, la localisation a un poids égal à 1. 
Ceci reflète l'importance que joue cet élément de contexte pour l’utilisateur. Par contre, 
l’élément de contexte mémoire joue un rôle moins important selon l’utilisateur, nous lui avons 
attribué un poids égal à 0,6. Ce poids indique que l’élément de contexte mémoire jouera un 
rôle moins influent lors des processus de découverte et de prédiction de services. 
 





A ce stade, nous avons spécifié nos espaces de services. Nous avons également identifié 
les entités passives (capteurs) qui vont être intégrées aux espaces de services, ainsi que les 
éléments nécessaires, à savoir les intentions potentielles et les sujets et les éléments de 
contexte, pour décrire nos services selon une vision intentionnelle et contextuelle. Nous 
illustrons notre dernière étape de la démarche méthodologique dans la section suivante. 
10.4.2.4.  Description sémantique des services 
Dans cette section, nous présentons notre description des services offerts par le SIP que 
nous souhaitons conceptualiser à travers les différents espaces de services identifiés. A partir 
des descriptions de services techniques identifiés lors de la deuxième étape de notre 
démarche, nous décrivons sémantiquement ces services en rajoutant l’intention que chacun 
d’entre eux est capable de satisfaire, ainsi que le contexte dans le quel ce service est valide et 
exécutable. Le Tableau 14 illustre notre description des services.   
Tableau 14. Extrait de la description intentionnelle et contextuelle des services (cf. Annexe B.1) 






- Dispositif.Réseau.type  Ethernet 
- Utilisateur.Localisation.Nom  Entreprise 
- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Expertise = Faible 
- AccessClientViewVPN   
(TunnelVPN, 
SSLAuthentification,  







- Dispositif.Réseau.type Ethernet 
- Utilisateur.Profil.Expertise = Elevé 
- Utilisateur.Rôle = Commercial  









- Dispositif.Réseau.type = Ethernet 
- Utilisateur.Localisation.Nom = Entreprise 
- Dispositif.Mémoire > 512  








- Dispositif.Réseau.Type  Ethernet 
- Dispositif.Type  Iphone  
- Dispositif.Mémoire >= 1024 
- Utilisateur.Profil.Expertise = élevé 











- Utilisateur.Rôle = Commercial  
- Dispositif.Réseau.type ≠ Ethernet 
- Utilisateur.Localisation.Nom ≠ Entreprise 










- Utilisateur.Rôle = Commercial  
- Utilisateur.Localisation.Nom  Entreprise 













- Utilisateur.Rôle = Commercial  
- Utilisateur.Localisation.Nom  Entreprise 
- Dispositif.Mémoire > 512  
- Dispositif.Réseau.type ≠ Ethernet 











- Dispositif.Réseau.type  Ethernet 
- Utilisateur.Rôle = Commercial 







A ce stade nous avons déterminé l’ensemble des services intentionnels et contextuels qui 
s’intègrent dans les différents espaces de services que nous avons spécifiés dans la section 
10.4.2.1. La Figure 100 illustre ces différents services avec les intentions qu’ils satisfont, 
lesquelles s’intègrent ainsi dans de multiple espaces de services, reflétant ainsi la nature 
perméable de notre notion d’espaces de services (cf. section 5.4.3). Dans les sections 
suivantes, nous présentons et analysons plus en détails notre cas d’étude. 
 
Figure 100. Les services intentionnels et contextuels intégrés dans l’espace de services  
Comme l’illustre la Figure 100, une même intention dans le même espace de services peut 
être satisfaite de manière différente selon le contexte (plusieurs services pour une même 
intention). De plus, une même intention (e.g l’intention I4) peut être identifiée dans plusieurs 
espaces de services.  
Nous présentons par la suite un cas d’étude illustrant la satisfaction des intentions de 





 Description du cas d’étude 10.4.3.
Jean est le commercial de l’entreprise. Il travaille chez lui habituellement le jeudi matin. Il 
accède à son SI via sa tablette Android et commence à écrire une proposition qu’il doit 
présenter en fin d’après midi à un client. Ce jour là, Jean accède via un réseau différent de 
celui de l’entreprise (celui de sa maison). Différentes implémentations existent pour satisfaire 
son besoin, mais il ne comprend pas comment le faire. Il n’a ni la compétence ni l’expertise 
technique en réseau nécessaire pour ouvrir un tunnel VPN et régler la configuration. Il a 
besoin d’un autre moyen qui lui permette de répondre à son besoin d’une façon transparente 
et sans être amené à faire un choix parmi les implémentations présentées. Ainsi le SIP vérifie 
dans le profil utilisateur qu’il n’a pas une forte expertise en réseau, que le réseau qu’il utilise 
est différent de celui de l’entreprise, que son type de dispositif est une tablette Android 4.1 et 
que la mémoire de son dispositif est de 2048 Mo (donc supérieure à 1024 Mo). Ces 
informations observées du contexte utilisateur permettront au système de sélectionner le 
service qui s’adapte au mieux à ce contexte et à l’intention de Jean d’écrire une proposition. A 
partir de ces informations, le système va choisir d’exécuter un service composite qui va ouvrir 
un tunnel VPN, déclencher le service Web d’authentification et finalement exécuter le service 
d’édition de proposition et le service d’envoi de mail. Jean ne sait pas ce que signifie un 
tunnel VPN ou à quoi ça sert. Il ne sait pas comment ça fonctionne et quand faut il l’utiliser. 
Si Jean devrait faire seul le choix de la mise en œuvre ou de la composition du service qu’il 
lui faut, vu son contexte, il en aurait été incapable. Pour l’aider, tous les détails techniques 
doivent rester cachés et que l’accès aux fonctionnalités dont il a besoin soit transparent. La 
seule chose qui compte aux yeux de Jean est son intention d’écrire une proposition. Pour lui, 
le système doit l’aider à la satisfaire quelque soit le moyen utilisé (Situation 1).         
En fin de matinée, Jean passe à l’entreprise pour réaliser une réunion avec son directeur. 
Bien installé dans son bureau, il utilise son PC Intel Core 2 Duo de 1024 de mémoire. A 
l’entreprise, Jean est connecté au réseau Ethernet de l’entreprise. Il accède directement au SI 
et demande de réaliser une réunion. Puisque la salle de réunion n’est pas libre à cet instant, le 
système lui propose une réunion virtuelle et lance le service de réunion en haute définition 
(Situation 2).  De son côté, le directeur est sur un autre site de l’entreprise, connecté via son 
PC Intel Core 2 Duo de 2 Go de mémoire. Le système, en comparant son contexte avec celui 
d’usage des services disponibles, va décider d’exécuter un service qui lui permet de joindre la 
réunion virtuelle et lance également la vidéo conférence en haute définition (Situation 2 bis). 
A la fin de la réunion, il est midi, Jean part déjeuner avec son collègue Pierre. Il se rappelle 
qu’il doit modifier certains points de sa proposition, selon la réunion du matin, avant de partir 
chez le client. Jean demande l’aide de son collègue Pierre. Pierre alors utilise son IPad, se 
connecte via le réseau 3G et accède au système dans le but d’éditer la proposition de Jean et 
de l’envoyer par mail. Le système constate que Pierre se connecte de l’extérieur via un réseau 
différent de celui de l’entreprise. De plus, contrairement à Jean, Pierre a une très bonne 





ci, après avoir permis l’édition de la proposition, déclenche le service de messagerie, utilisant 
le service de cryptage de données, étant donné que Pierre est à l’extérieur (Situation 3). 
En arrivant chez le client, Jean se connecte via le réseau WI-FI. Il commence la 
présentation du produit au client. Au milieu de la présentation, suite aux multiples questions 
du client, Jean a besoin d’un technicien de l’équipe afin qu’il puisse expliquer au client 
certains détails. Il appelle alors Louis le technicien qui se trouve dans l’entreprise. D’un côté, 
Jean accède au SI et demande le service assurant une conférence avec son collègue. Le 
système a compris son intention, et observe alors son contexte d’utilisation afin de répondre 
au mieux à son intention. Le système observe que Jean se trouve chez le client, se connectant 
via un réseau différent de celui de l’entreprise à travers une tablette Android dont la capacité 
de mémoire est de 768 Mo et que Jean a le rôle de commercial. A partir de ces informations, 
le système propose à Jean un service qui se compose d’un service vidéo conférence en bas 
débit et du service de cryptage des données (Situation 4). De l’autre côté, Louis demande le 
même service mais dans un autre contexte : dans l’entreprise, se connectant via le réseau de 
l’entreprise et jouant son rôle de technicien. Le système reconnait son intention, qui est la 
même que Jean, mais dans un contexte différent. Il lui propose alors un service qui se 
compose d’un service permettant de joindre une réunion virtuelle et d’un service d’audio 
conférence en bas débit (Situation 4 bis). Au cours de la démonstration, Jean doit accéder à la 
fiche de son client. Puisqu’il est chez le client, le système propose à Jean d’exécuter un 
service composé du service Web d’authentification SSL et du service d’accès à la fiche client, 
le tout en accédant via un Tunnel VPN et en cryptant les données pour des raisons de sécurité 
(Situation 5). Ensuite, Jean demande à Louis de vérifier certaines informations sur le client. 
Alors, Louis demande d’accéder à la fiche du client. Puisqu’il est dans l’entreprise et qu’il a 
un niveau élevé d’expertise, le système lui propose d’exécuter un service composé du service 
Web d’authentification SSL et du service d’accès à la fiche client (Situation 6).  
Quand Jean termine son travail chez le client, il a faim. Alors il décide d’aller déjeuner 
dans le coin. Il demande à son SI de lui chercher le restaurant le plus proche et qui est agréé 
par son entreprise. Etant donné que Jean est à l’extérieur, alors le système lui propose 
d’exécuter un service composé d’un service de recherche du restaurant le plus proche avec 
une connexion au tunnel VPN et une authentification SSL (Situation 7). 
10.4.3.1.  Description des situations de l ’utilisateur 
Nous présentons, dans le Tableau 15, l’ensemble des situations des utilisateurs décrites 
dans la section précédente. La situation est composée d’une part, de l’intention de l’utilisateur 
dans un contexte observé, et d’autre part de la mise en œuvre du service choisie avec le 
contexte dans lequel ce service est valide et exécutable. Du côté utilisateur, l’intention 
exprime le besoin de l’utilisateur. Le contexte représente les différentes valeurs capturées 
pour chaque attribut des éléments de contexte observé. Du côté service, la mise en œuvre 
représente la composition de service choisie afin de satisfaire l’utilisateur. Le contexte 




















- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Age = 42  
- Utilisateur Profil.Expertise = faible  
- Utilisateur.localisation.Nom = 
domicile  
- Utilisateur.Temps = Matin 
- Dispositif.Type = Android 4.1 
- Dispositif.Mémoire = 2048 
- Dispositif.Réseau.Type = WiFi  








- Utilisateur.Rôle = Directeur  
- Utilisateur.Profil.Age = 54 
- Utilisateur Profil.Expertise = High  
- Utilisateur.localisation.Nom = 
Entreprise  
- Utilisateur.Temps = Après-midi  
- Dispositif.Type = Intel Core 2 Duo 
- Dispositif.Mémoire = 2 Go 
- Dispositif.Réseau.Type = Ethernet 
- Dispositif.Réseau.Nom = 
192.168.13.139 
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Dans la section suivante, nous analysons ce cas d’étude par rapport à notre vision 
intentionnelle et contextuelle des SIP. 
10.4.3.2.  Analyse du scénario 
Ce cas d’étude, présentant les employés mobiles d’une entreprise dans différents espaces 
de travail, illustre l’apport de nos travaux de recherche dans le domaine des Systèmes 
d’Information Pervasifs (SIP). Ce travail permet à l’utilisateur d’accéder en toute transparence 
à son SI quelque soit son niveau de compétence et de compréhension. Notre approche permet 
de cacher la complexité des systèmes en cachant au maximum les détails techniques qui 
demeurent difficiles à assimiler par des utilisateurs non-experts.  
Avec les Systèmes d’Information existants, l’utilisateur doit avoir un certain niveau de 
compréhension puisqu’il est amené à comprendre comment certains services fonctionnent et 
quand est ce qu’il faut les utiliser. L’utilisateur, dans certain cas, est obligé de faire seul le 
choix de la mise en œuvre ou de la composition du service qu’il lui faut, étant donné son 
contexte. Afin de palier cette problématique, notre système est conçu dans la perspective de 
répondre aux besoins de l’utilisateur sans pour autant lui demander d’être impliqué dans le 





demande pas à l’utilisateur de fournir des efforts afin de comprendre certains détails 
techniques nécessaires pour la réalisation de son besoin. 
Comme l’illustre le Tableau 15, l’utilisateur n’est pas censé connaître toutes les 
réalisations possibles des services. Il n’a qu’à exprimer sa réelle intention derrière sa demande 
d’un service, et le SIP se charge de la satisfaire par le service le plus adéquat selon son 
contexte courant. Ainsi, un utilisateur qui n’a pas de fortes compétences techniques et qui n’a 
pas de forte expertise, ne va pas se retrouver face à toutes les implémentations possibles d’un 
service. Ainsi, notre objectif est de satisfaire le besoin de l’utilisateur quelque soit les moyens 
fournis. Ceci met en avant le caractère transparent et centré utilisateur de notre SIP. Le 
caractère centré utilisateur est garanti en prenant en considération les intentions des 
utilisateurs dans leur contexte courant. De plus, la transparence est assurée en cachant la 
complexité technique à Jean, qui a un niveau faible d’expertise, en lui proposant directement 
une connexion au tunnel VPN, par exemple. En outre, quand Jean se déplace d’un espace de 
services à un autre, il ne se rend pas vraiment compte, parce que le SIP se charge de répondre 
à ses intentions en s’adaptant directement à ce changement, facilitant ainsi sa tâche.  
A partir ce cas d’étude, nous relevons deux points importants pris en compte dans notre 
vision intentionnelle et contextuelle des SIP. Le premier point est que pour « pour une même 
intention différentes réalisations de services existent ». Prenons, par exemple, le cas d’un 
commercial qui a besoin d’établir une proposition. Cette intention a été satisfaite de 
différentes manières. Dans un premier cas (Situation 3), l’intention est satisfaite par la mise en 
œuvre du service « ProposalEdition » qui est composé des services : « Authentification WS », 
« ProposalEditionWS », « DataEncryption » et « EmailClient ». Dans un deuxième cas 
(Situation 1), l’intention est satisfaite par la mise en œuvre du service « ProposalEdition » qui 
est composé des services : « TunnelVPN », « AuthentificationWS », « ProposalEditionWS » et 
« EmailClient ». D’un côté, la mise en œuvre de la situation 3 a fait appel au service de 
cryptage de donnés (ce qui n’est pas le cas dans la situation 1). Ceci est du à l’information 
capturée sur la localisation de l’utilisateur et qui indique qu’il est à l’extérieur de l’entreprise. 
De l’autre côté, la mise en œuvre de la situation 1 a fait appel au service Tunnel VPN (ce qui 
n’est pas le cas dans la situation 3). Ceci est dû au fait que, d’après le profil de l’utilisateur, 
son niveau d’expertise n’est pas élevé (il n’a pas les compétences nécessaires pour 
comprendre les détails techniques). Ainsi, on note que pour une même intention, il existe 
différentes réalisations possibles. Le système se base sur les informations observées du 
contexte de l’utilisateur qui vont être primordiales dans le choix de la mise en œuvre du 
service la plus appropriée et qui répond au mieux à l’intention de l’utilisateur.  
Le deuxième point représente le fait que « le contexte influence le choix de la réalisation ». 
Par exemple, pour la même intention réaliser réunion, on a deux contextes d’utilisation 
différents. Le premier contexte (Situation 4 bis) présente un technicien qui a un niveau 
d’expertise élevé, se trouvant à l’entreprise et se connectant via son Intel Core 2 Duo à travers 
le réseau Ethernet. Le deuxième contexte (Situation 4) présente un commercial qui a un 
niveau d’expertise de bas niveau, se trouvant à l’extérieur de l’entreprise, se connectant via 





même besoin mais dans des contextes différents. Par conséquent, la mise en œuvre prise pour 
satisfaire ce besoin est différente dans ces deux situations. Dans la Situation 4 bis, le système 
décide d’exécuter la mise en œuvre du service « RequestConference » qui est composé des 
services : « JoinVirtualRoom » et « StartLowQualityAudioConfWS ». Par contre, dans la 
Situation 4, le système décide d’exécuter la mise œuvre du service « RequestConference » qui 
est composé des services : « JoinVirtualRoom », « DataEncryption » et 
« StartLowQualityVideoConfWS ». Ainsi, on note que le contexte joue un rôle essentiel dans 
le choix de la réalisation la plus appropriée afin de satisfaire le besoin de l’utilisateur.     
Ainsi, l’utilisateur exprime son intention dans un contexte donné. Ce contexte influence le 
choix de la réalisation du service qui satisfait cette intention. Ce mécanisme de sélection du 
service le plus approprié est géré par le processus de découverte de services guidée par le 
contexte et l’intention (cf. Chapitre 7). Les différents services, illustrés au Tableau 15, ont été 
sélectionnés par le processus de découverte de services. Par exemple, Jean exprime son 
intention « réaliser réunion ». Cette intention est envoyée à notre architecture de gestionnaire 
de SIP qui se charge, par la suite, d’enrichir cette intention avec le contexte courant de Jean. 
L’intention enrichie par le contexte est, ensuite, envoyée au module de découverte de 
services. Ce module compare sémantiquement l’intention et le contexte de Jean avec les 
intentions et les contextes des services disponibles. Il détermine que le service 
« RequestConference » réalisé par les services « JoinVirtualRoom », « DataEncryption » et 
« StartLowQualityVideoConfWS », est le service le plus approprié. 
Ensuite en observant les traces de Jean pendant une période donnée, nous avons remarqué 
que lorsqu’il part chez le client, il part souvent déjeuner dans le coin. Cette information 
représente une étape du schéma de comportement de Jean. Ainsi, le mécanisme de prédiction 
de services (cf. Chapitre 8), nous aidera à déterminer le besoin de Jean à chercher un 
restaurant dans l’entourage du client sans qu’il le demande. Ceci joue un rôle dans 
l’amélioration de la transparence du SIP et la compréhension et la satisfaction de l’utilisateur.     
10.5.  CONCLUSION 
La démarche méthodologique, proposée dans ce Chapitre 10, représente un processus de 
conception d’un SIP dans lequel cohabitent différentes entités. En se basant sur les différentes 
étapes de cette méthodologie hybride, le concepteur se trouve muni d’un outil l’aidant à 
décrire les ontologies d’intentions et de contextes nécessaires selon le domaine d’application 
et à déterminer les espaces de services importants ainsi que ses éléments clés tels que les 
services sémantiques, les intentions potentielles et les types de contextes nécessaires.   
La conception d’un tel espace de services et de ses différentes entités va pouvoir être 
exploitée par la suite par les mécanismes de découverte et de prédiction de services basés sur 
ces notions et qui représentent la mise en œuvre de cet espace présenté dans l’architecture de 





Chapitre 11.  CONCLUSIONS ET PERSPECTIVES 
 
11.1.  CONCLUSIONS 
Le travail réalisé dans le cadre de cette thèse se positionne dans le domaine de l’Ingénierie 
des Services, de l’Informatique Pervasive et des Systèmes d’Information. Dans ces domaines, 
nous nous sommes concentrés sur l’émergence d’une nouvelle génération de SI, les Systèmes 
d’information Pervasifs (SIP). Nous faisons donc face à cette nouvelle génération, qui doit 
désormais être conçue et mise en œuvre en tant que système sensible au contexte, centrée 
utilisateur et transparent afin de répondre au mieux aux besoins des utilisateurs. 
 Rappel de la problématique 11.1.1.
Ce travail de thèse part du constat que l’arrivée de l’Informatique Pervasive, au sein des 
organisations va impacter directement les Systèmes d’Information (SI). La mobilité 
qu’apportent ces nouvelles technologies étend les SI bien au-delà des frontières physiques de 
l’organisation. La démocratisation des dispositifs et l’évolution des technologies mobiles 
bouleversent la manière dont on utilise ces systèmes en apportant avec elles de nouveaux 
modes d’accès offerts à ces utilisateurs devenus mobiles.  
Cette évolution est au cœur de l’apparition des Systèmes d’Information Pervasifs, lesquels 
représentent une nouvelle génération des SI. Afin de concevoir de tels SI évoluants dans un 
environnement pervasif, il est nécessaire de bien comprendre les caractéristiques et les 
exigences auxquelles cette nouvelle génération de SI sera soumise. Il faut prendre en 
considération : (i) l’hétérogénéité caractérisant l’environnement pervasif intégrant les SI ; (ii) 
la dynamique de cet environnement, qui varie en fonction des utilisateurs et de ses éléments ; 
(iii) les besoins des utilisateurs ; et (iv) le caractère contrôlable et maîtrisable des SI. Partant 
de ces faits, les SIP se doivent d’être sensibles au contexte, s’adaptant aux changements de 
l’environnement afin de gérer sa dynamique, et compréhensibles à leurs utilisateurs afin 
d’assurer la transparence nécessaire et de gérer l’hétérogénéité de l’environnement, sans pour 
autant perdre complétement le caractère maîtrisé et prédictible propre aux SI.  
A partir de ce constat, nous avons focalisé notre travail sur une problématique de 
conception et de réalisation d’un SIP répondant à l’ensemble des besoins de transparence, 
d’adaptation à l’environnement et d’adaptation à l’utilisateur. Afin de répondre à cette 







 (1) Comment assurer la transparence nécessaire aux SIP indépendamment de 
l’hétérogénéité caractérisant les environnements pervasifs ? 
Les SIP se caractérisent autant par l’hétérogénéité de l’environnement (des ressources, des 
infrastructures et des terminaux), que par l’hétérogénéité des services offerts par le SI. Il 
devient ainsi crucial de faire face à cette hétérogénéité tout en se concentrant sur l’objectif 
principal de l’utilisateur et non sur la technologie elle-même. Ces systèmes se doivent de 
gérer l’hétérogénéité des environnements et des services, et ils doivent le faire de la manière 
la plus transparente possible à l’utilisateur. En effet, dans le cadre d’un Système 
d’Information les utilisateurs doivent se concentrer sur leurs propres activités et non sur la 
technologie elle-même. La transparence devient ainsi un des critères fondateurs d’un SIP 
puisqu’elle permet de masquer cette hétérogénéité aux utilisateurs. Sans transparence, tout 
Systèmes d'Information Pervasifs ne sera pas en mesure de remplir avec succès son rôle de SI. 
(2) Comment faire face à la dynamique propre aux environnements pervasifs sans 
perdre le contrôle et la maîtrise d’un SIP ? 
Les SIP doivent être conçus pour opérer dans un environnement pervasif qui se caractérise 
par sa nature hautement dynamique. La nature dynamique de ces environnements impose aux 
SIP une capacité d’adaptation à des conditions d’opération différentes et à des utilisateurs 
dont les préférences et le comportement sont également variables. Ainsi, afin d’assurer la 
transparence nécessaire, les SIP doivent être sensibles au contexte, permettant la prise en 
compte de l’environnement pervasif, fournissant ainsi à l'utilisateur le service le plus 
approprié en fonction de son contexte courant. Cependant, les SIP doivent trouver le juste 
milieu entre l’adaptation à cette dynamique et le contrôle nécessaires aux SI. Cette équation 
s’avère assez délicate. Il est nécessaire de s’adapter aux changements de l’environnement afin 
de gérer cette dynamique.  
(3) Comment répondre aux besoins des utilisateurs de la manière la plus transparente 
possible ? 
Les SIP doivent être conçus de manière à s’adapter non seulement à leur environnement, 
mais également à leurs utilisateurs. Ceux-ci ont des besoins auxquels les SIP doivent répondre 
de la manière la plus adaptée possible, tout en gardant la transparence nécessaire pour que le 
système disparaisse derrière la satisfaction de ces besoins. En conséquence, pour la bonne 
réussite d’un SIP, il est important de bien comprendre les besoins des utilisateurs, d’une part, 





 Bilan du travail réalisé 11.1.2.
Afin de répondre à cette problématique, résumée ci-dessus, nous avons proposé, dans le 
cadre de cette thèse, une nouvelle vision centrée utilisateur d’un SIP transparent, non intrusif 
et compréhensible aux besoins de l’utilisateur. Afin de concevoir une telle vision, nous avons 
choisi de nous baser, dans le cadre de cette thèse, sur les notions d’intention, de contexte et de 
service, comme des solutions permettant de : (i) gérer l’hétérogénéité et la dynamique de 
l’environnement pervasif ; (ii) comprendre et assimiler les besoins réels des utilisateurs ; et 
(iii) garantir le niveau nécessaire de contrôle et de maîtrise dans le cadre d’un SI. Cette vision 
se base sur l’orientation service parce qu’elle permet de répondre au besoin de gestion de 
l’hétérogénéité technique de l’environnement intégrant ce système, grâce à son indépendance 
par rapport aux aspects technologiques. De plus, elle est fondée sur la sensibilité au contexte, 
puisqu’elle assure ainsi l’adaptation nécessaire du SIP au contexte de l’utilisateur et à 
l’environnement, gérant ainsi le dynamique de l’environnement pervasif. Et finalement, cette 
vision est conçue autour d’une orientation intentionnelle laquelle permet de mieux répondre 
aux besoins de l’utilisateur. Cette notion d’intention est nécessaire afin de mieux comprendre 
l’utilisateur et de répondre ainsi à ses besoins d’une manière appropriée.  
Dans le cadre de cette thèse, afin d’explorer la relation entre l’intention, le contexte et le 
service, nous avons poussé nos travaux plus loin en exprimant cette relation dans les 
descriptions de services et en l’exploitant dans les processus de découverte et de prédiction de 
services. Nos contributions, pour mettre en place cette vision intentionnelle et contextuelle 
des SIP, se déclinent sur quatre dimensions principales (conceptuelle, fonctionnelle, système 
et support). Elles se résument autour des quatre points suivants : 
(1) Un cadre conceptuel de SIP (dimension conceptuelle) 
Etant donné qu’aucun cadre conceptuel de SIP n’a été proposé précédemment dans le 
domaine des Systèmes d’Information et dans le domaine de l’Informatique Pervasive, nous 
avons proposé, dans cette thèse, la notion d’espace de services, laquelle se veut un cadre 
conceptuel pour la définition des SIP. Aujourd’hui, les concepteurs des SIP se trouvent 
démunis face à une notion relativement nouvelle qui est difficile à conceptualiser, avec peu de 
formalismes disponibles. Autant dire qu’ils n’ont rien à leur disposition pour les aider à 
concevoir et mettre en place de tels systèmes. Cette notion permet ainsi d’identifier les 
différents éléments d’un SIP représentant les services (entités actives) offerts par celui-ci, 
ainsi qu’un ensemble de capteurs de contexte (entités passives) qui renseignent l’utilisateur et 
le système sur l’environnement qui les entoure. Nous proposons, par cette notion d’espace de 
services dynamique et perméable, un outil conceptuel permettant d’aider le concepteur à 
identifier les descriptions des services qui seront offert à l’utilisateur par le SIP. 
Par la proposition d’un tel cadre conceptuel indépendant de la technique, nous proposons 
un outil conceptuel permettant de gérer l’hétérogénéité des environnements pervasifs et des 





d’analyser de manière abstraite l’interaction entre un utilisateur et le système facilitant ainsi 
l’identification des différents éléments du SIP. 
 (2) Des mécanismes de découverte et de prédiction de services (dimension fonctionnelle) 
Afin de gérer l’interaction de l’utilisateur avec son SIP, dans le cadre de l’espace de 
services, nous proposons des mécanismes de découverte et de prédiction de services guidés 
par l’intention et le contexte. Ces mécanismes permettent de satisfaire les besoins de 
l’utilisateur en lui offrant le service le plus approprié, selon son intention et son contexte, 
assurant ainsi la dynamique et la pro-activité des SIP. D’une part, nous avons proposé un 
mécanisme de découverte de services dynamique, que nous estimons essentiel dans le cadre 
de SIP, parce qu’il permet de répondre aux besoins immédiats de l’utilisateur d’une manière 
personnalisée. Dans ce mécanisme, nous nous appuyons sur la notion d’intention afin de 
mieux comprendre le besoin réel derrière la demande de l’utilisateur. Nous nous basons 
également sur la notion de contexte afin de découvrir le service capable de répondre au mieux 
au contexte courant de l’utilisateur, assurant ainsi une meilleure adaptation à l’environnement. 
D’autre part, nous avons proposé également un mécanisme de prédiction de services, 
introduisant ainsi des techniques de recommandation afin d’augmenter le caractère 
dynamique et proactif des SIP. Ce mécanisme permet d’anticiper, à partir de son historique, 
les besoins futurs de l’utilisateur et de lui suggérer, d’une manière transparente, le service le 
plus approprié qui pourra, par la suite, l’intéresser. Ce processus gère les traces de l’utilisateur 
afin de pouvoir modéliser dynamiquement ses habitudes, permettant ainsi de lui suggérer les 
services les mieux adaptés qui peuvent l’intéresser. Ceci permet d’offrir une meilleure pro-
activité au SIP, contribuant ainsi à l’amélioration de la transparence nécessaire des SIP. 
Notre contribution se résume à une découverte transparente des services, dans laquelle 
l’utilisateur se concentre uniquement sur ces besoins et non sur les fonctionnalités techniques, 
contrairement aux mécanismes de découverte de services traditionnels. De plus, l’originalité 
de notre processus de prédiction de services, comparé aux autres approches, et que nous tirons 
profit des traces de l’utilisateur, lesquelles représentent ses situations (<intention, contexte, 
service>) à des instants précis, afin modéliser ses habitudes. Dans ce travail, nous partons de 
l’hypothèse que des situations similaires peuvent être détectées, surtout dans le cadre d’un 
Systèmes d'Information Pervasifs. 
(3) Une architecture de gestionnaire de SIP (dimension système) 
Afin de mettre en place cette vision intentionnelle et contextuelle des SIP, nous avons 
proposé une architecture de gestionnaire de SIP conforme au cadre conceptuel. Cette 
architecture intègre nos différentes propositions pour la construction d’un SIP transparent et 
centré utilisateur. Elle intègre le gestionnaire de contexte, un répertoire de services décrits 
sémantiquement selon notre extension OWL-SIC (OWL-S Intentional & Contextual), cachant 
ainsi la complexité technique de l’environnement en décrivant sémantiquement les services 





satisfaire. De plus, cette architecture intègre la mise en œuvre du processus de découverte de 
services guidé par l’intention et le contexte et celle du processus de prédiction de services 
intentionnel et contextuel permettant de répondre au mieux aux besoins immédiats et futurs 
de l’utilisateur, d’une manière non intrusive.  
Ainsi cette architecture de gestionnaire de SIP permet de mettre en œuvre l’objectif 
principal de notre thèse, à savoir la vision intentionnelle et contextuelle des SIP en mettant en 
place ses différentes dimensions conformément à l’espace de services. 
(4) Une démarche méthodologique (dimension support) 
Afin de guider le concepteur dans la conception et dans l’identification des différents 
éléments d’un SIP, nous avons défini une démarche méthodologique. Cette démarche va aider 
le concepteur à définir ses espaces de services, le modèle de contexte nécessaire, ainsi que la 
description sémantique de ces services. Cette démarche est constituée d’un ensemble d’étapes 
à suivre commençant par la spécification des différents espaces de services envisageables 
jusqu’à la description des services proposés au sein de l'architecture de gestionnaire de SIP. 
Ces étapes vont permettre au concepteur de spécifier les fonctionnalités attendues de leur SIP, 
ainsi que les informations contextuelles qui seront capturées par celui-ci.  
Afin d’illustrer le déroulement de cette méthodologie, et ainsi l’application des différents 
éléments proposés dans cette thèse, un cas d’étude a été proposé.   
11.2.  PERSPECTIVES 
Ce travail de thèse soulève de nouvelles questions de recherche. Il ouvre la voie à de 
nouvelles perspectives que nous considérons intéressantes. Nous soulignons dans la suite, 
certaines de ces perspectives qui vont contribuer à l’évolution des propositions que nous 
avons réalisées dans le cadre de cette thèse. Ces perspectives s’organisent comme suit : 
(1) Expérimentation en entreprise des concepts proposés pour le développement de SIP 
et la finalisation de l’outillage supportant ces concepts 
Nous envisageons, à long terme, d’appliquer l’approche proposée en entreprise pour mettre 
en œuvre le côté pervasif du SI de manière transparente et centrée utilisateur. Ceci nécessite 
une phase d’expérimentation des différents concepts, que nous avons proposés dans le cadre 
de cette thèse, pour la conception et la construction de SIP. De plus, une amélioration des 
outils supportant cette approche doit être réalisée pour être adoptée en entreprise. 
La concrétisation de notre proposition dans l’entreprise soulève certains points 
d’optimisations des implémentations et des mécanismes que nous avons développés, qui ne 





 (1.1) L’optimisation de l’implémentation des mécanismes de découvertes et de 
prédiction de services  
Dans le cadre de cette thèse, nous avons proposé une première version d’implémentation 
de nos processus de découverte et de prédiction de services, sur laquelle nous avons mené nos 
expérimentations pour valider la faisabilité de notre proposition. Cette première 
implémentation nous a donné plusieurs pistes d’optimisation du code de développement. 
Ainsi, dû au fait que l’algorithme de découverte de services, par exemple, fonctionne service 
par service, l’usage des threads en JAVA, lesquels permettent de comparer en parallèle 
plusieurs services, pourrait ainsi améliorer le temps d’exécution de cet algorithme. Toutefois, 
l’utilisation des threads pose la question de l’accès synchrone aux modèles et aux ontologies 
gardés en mémoire. Le problème qui se pose ici est de gérer l’accès multiple à ces modèles. 
Ceci ne représente pas une tâche facile, mais une tâche qui mérite de la réflexion. Nous 
pouvons, par exemple, utiliser différentes machines pour répartir le traitement des services.  
(1.2) La prise en compte de la maintenance des clusters  
Le processus de clustering que nous proposons dans le cadre de cette thèse, se charge de 
grouper des observations similaires dans des mêmes clusters. Ces clusters doivent être 
maintenus et mis à jour dynamiquement. Cette maintenance implique un certain nombre 
d’activités pas toujours triviales, à savoir l’élimination des clusters non pertinents, la 
suppression des observations des clusters lors de leur suppression de la base des traces, la 
pénalisation des clusters qui n’ont pas été mis à jour, la récompense des clusters qui se 
mettent à jour fréquemment, etc. Nous envisageons, à court terme, de développer un 
processus de maintenance qui se charge de mettre à jour les clusters dynamiquement afin 
d’assurer leur pertinence.  
(1.3) La gestion de l’aspect dynamique de l’espace de services  
Dans le cadre de cette thèse, la disponibilité des services est représentée par la présence du 
service dans le répertoire de services sémantique. Toutefois, l’idéal serait de gérer 
dynamiquement cette disponibilité par la gestion de contexte tel que défini clairement dans 
l’espace de services. Le problème que nous soulevons ici est qu’il faut observer le service, 
gérer son contexte d’exécution, etc. Ce travail nécessite une plateforme de monitoring de 
contexte qui n’est pas dans le cadre de cette thèse, mais qui représente une de nos 
perspectives à long terme.  
Ensuite, afin d’étendre notre proposition à un domaine plus ouvert et un système plus 
dynamique, nous envisageons d’exploiter la dimension intentionnelle pour améliorer l’agilité 
des services et être capable de faire de la composition dynamique de services lors de la 
découverte et prédiction de services. Plus précisément, l’objectif est de reconstruire 
dynamiquement la composition intentionnelle de services et la variabilité intentionnelle, lors 





 (2) La composition dynamique de services selon l’intention et le contexte  
La description de services que nous proposons ouvre de nouvelles perspectives à travers la 
composition intentionnelle décrite par les processus intentionnels, qui n’ont pas été abordées 
dans le cadre de cette thèse. Le fait d’avoir la composition intentionnelle dans la description 
de services pourrait nous permettre de composer de manière dynamique le service à la fois 
selon le contexte et selon l’intention. 
Une première piste pourrait découler de la prédiction de services laquelle permet de 
trouver des compositions simples de services à travers les traces. En réalité nous avons une 
forme de composition simple dans les traces de l’utilisateur. Le processus de prédiction de 
services (y compris le processus d’apprentissage) pourrait nous permettre de construire des 
compositions. Par contre, ceci engendre, techniquement, un problème d’interopérabilité entre 
les services. En effet, deux intentions compatibles ne rendent pas forcément deux services 
compatibles techniquement. Cette piste est à étudier à moyen terme afin de gérer 
dynamiquement la composition des services agrégats selon leurs intention et contexte. 
Cette composition dynamique de services va améliorer la découverte et la prédiction de 
services et permet de s’ouvrir à un domaine d’application plus ouvert. 
(3) La gestion de la variabilité intentionnelle 
Dans nos descriptions de services, selon notre extension OWL-SIC, nous représentons la 
variabilité intentionnelle. Nous partons de l’hypothèse que nous travaillons dans le cadre d’un 
SI, lequel représente un cadre fermé avec des ontologies de domaine bien établies. Toutefois, 
ça aurait pu être intéressant d’étendre cette démarche sur d’autres systèmes plus ouverts (les 
applications de manière générale, où nous n’avons pas d’ontologies bien définies). Dans ce 
cadre ouvert, l’utilisateur ne va pas exprimer de la même manière son besoin. Ceci implique 
la nécessité d’avoir différents moyens pour comparer ces intentions (et pas seulement aider 
l’utilisateur à reformuler son besoin, comme dans les travaux de Aljoumaa (Aljoumaa, 
2011)). Notre démarche doit aller au-delà des ontologies de domaine et gérer tout l’aspect 
linguistique, par exemple le traitement de texte, afin de gérer dynamiquement la variabilité 
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Annexe A : Extension de OWL-S (OWL-SIC) 
  A.1 Extension de l’ontologie du Profil du service de OWL-S pour inclure les 
pointeurs vers les descriptions intentionnelles et contextuelles du service 
<?xml version='1.0' encoding='ISO-8859-1'?> 
<!DOCTYPE uridef [ 
  <!ENTITY rdf "http://www.w3.org/1999/02/22-rdf-syntax-ns"> 
  <!ENTITY rdfs "http://www.w3.org/2000/01/rdf-schema"> 
  <!ENTITY owl "http://www.w3.org/2002/07/owl"> 
  <!ENTITY xsd "http://www.w3.org/2001/XMLSchema"> 
  <!ENTITY profile "http://www.daml.org/services/owl-s/1.1/Profile.owl"> 
  <!ENTITY intention "http://www.citypassenger.com/services/Intention.owl"> 
  <!ENTITY DEFAULT "http://www.citypassenger.com/services/ExtendedProfile.owl"> 
<rdf:RDF 
  xmlns:rdf= "&rdf;#" 
  xmlns:rdfs= "&rdfs;#"   
  xmlns:owl= "&owl;#" 
  xmlns:xsd= "&xsd;#" 
  xmlns:profile="&profile;#" 
  xmlns:intention="&intention;#" 
  xml:base= "&DEFAULT;"> 
   
  <!--  ############ ########### ############ ############ ########### -->  
<owl:Ontology rdf:about=""> 
    <owl:imports> 
  <owl:Ontology rdf:about="&profile;" />  
  <owl:Ontology rdf:about="&intention;" />  
    </owl:imports> 
  </owl:Ontology> 
   
  <!--  ############ ########### ############ ############ ########### -->  
   
  <!-- The property context indicates the external URI to the context description of the service --> 
  <owl:DatatypeProperty rdf:ID="context"> 
    <rdfs:domain rdf:resource="&profile;#Profile"/>  
    <rdfs:range rdf:resource="&xsd;#anyURI"/> 
  </owl:DatatypeProperty> 
 
<!-- The property has_intention is a pointer to the intention that is associated with the service --> 
  <owl:ObjectProperty rdf:ID="has_intention"> 
    <rdfs:domain rdf:resource="&profile;#Profile"/> 
    <rdfs:range rdf:resource="&intention;#Intention"/> 
  </owl:ObjectProperty> 







  A.2 L’ontologie d’intention dans OWL-SIC 
<?xml version="1.0"?> 
 
<!DOCTYPE rdf:RDF [ 
    <!ENTITY owl "http://www.w3.org/2002/07/owl#" > 
    <!ENTITY xsd "http://www.w3.org/2001/XMLSchema#" > 
    <!ENTITY owl2xml "http://www.w3.org/2006/12/owl2-xml#" > 
    <!ENTITY rdfs "http://www.w3.org/2000/01/rdf-schema#" > 
    <!ENTITY rdf "http://www.w3.org/1999/02/22-rdf-syntax-ns#" > 




     xml:base="http://www.semanticweb.org/ontologies/2011/2/Intention.owl" 
     xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
     xmlns:owl2xml="http://www.w3.org/2006/12/owl2-xml#" 
     xmlns:owl="http://www.w3.org/2002/07/owl#" 
     xmlns:xsd="http://www.w3.org/2001/XMLSchema#" 
     xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
     xmlns:Intention="http://www.semanticweb.org/ontologies/2011/2/Intention.owl#"> 
    <owl:Ontology rdf:about=""/> 
     
    <!-- /////////////////////////////////////////////////////////////////////////////////////// 
    // 
    // Object Properties 
    // 
    ///////////////////////////////////////////////////////////////////////////////////////-> 
 
<!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#hasParameter --> 
 
    <owl:ObjectProperty rdf:about="#hasParameter"> 
        <rdfs:domain rdf:resource="#Intention"/> 
        <rdfs:range rdf:resource="#Parameter"/> 
    </owl:ObjectProperty> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#hasTarget --> 
 
    <owl:ObjectProperty rdf:about="#hasTarget"> 
        <rdfs:domain rdf:resource="#Intention"/> 
        <rdfs:range rdf:resource="#Target"/> 
    </owl:ObjectProperty> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#hasVerb --> 
 
    <owl:ObjectProperty rdf:about="#hasVerb"> 
        <rdfs:domain rdf:resource="#Intention"/> 
        <rdfs:range rdf:resource="#Verb"/> 
    </owl:ObjectProperty> 
     
    <!-- /////////////////////////////////////////////////////////////////////////////////////// 





    // Classes 
    // 
    ///////////////////////////////////////////////////////////////////////////////////////--> 
 
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Beneficiary --> 
 
    <owl:Class rdf:about="#Beneficiary"> 
        <rdfs:subClassOf rdf:resource="#Parameter"/> 
    </owl:Class> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Destination --> 
 
    <owl:Class rdf:about="#Destination"> 
        <rdfs:subClassOf rdf:resource="#Direction"/> 
    </owl:Class> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Direction --> 
 
    <owl:Class rdf:about="#Direction"> 
        <rdfs:subClassOf rdf:resource="#Parameter"/> 
    </owl:Class> 
 
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Intention --> 
 
    <owl:Class rdf:about="#Intention"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Manner --> 
 
    <owl:Class rdf:about="#Manner"> 
        <rdfs:subClassOf rdf:resource="#ways"/> 
    </owl:Class> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Means --> 
 
    <owl:Class rdf:about="#Means"> 
        <rdfs:subClassOf rdf:resource="#ways"/> 
    </owl:Class> 
 
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Object --> 
 
    <owl:Class rdf:about="#Object"> 
        <rdfs:subClassOf rdf:resource="#Target"/> 
    </owl:Class> 
 
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Parameter --> 
 
    <owl:Class rdf:about="#Parameter"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
 






    <owl:Class rdf:about="#Quality"> 
        <rdfs:subClassOf rdf:resource="#Parameter"/> 
    </owl:Class> 
 
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Quantity --> 
 
    <owl:Class rdf:about="#Quantity"> 
        <rdfs:subClassOf rdf:resource="#Parameter"/> 
    </owl:Class> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Result --> 
 
    <owl:Class rdf:about="#Result"> 
        <rdfs:subClassOf rdf:resource="#Target"/> 
    </owl:Class> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Source --> 
 
    <owl:Class rdf:about="#Source"> 
        <rdfs:subClassOf rdf:resource="#Direction"/> 
    </owl:Class> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Target --> 
 
    <owl:Class rdf:about="#Target"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
 
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#Verb --> 
 
    <owl:Class rdf:about="#Verb"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
     
    <!-- http://www.semanticweb.org/ontologies/2011/2/Intention.owl#ways --> 
 
    <owl:Class rdf:about="#ways"> 
        <rdfs:subClassOf rdf:resource="#Parameter"/> 
    </owl:Class> 
 
 
    <!-- http://www.w3.org/2002/07/owl#Thing --> 
 










A.3 Extension du Modèles de Processus du service de OWL-S pour inclure la 
variabilité et la composition intentionnelle et contextuelle du service 
<!DOCTYPE uridef[ 
  <!ENTITY rdf "http://www.w3.org/1999/02/22-rdf-syntax-ns"> 
  <!ENTITY shadow-rdf "http://www.daml.org/services/owl-s/1.1/generic/ObjectList.owl"> 
  <!ENTITY expr "http://www.daml.org/services/owl-s/1.1/generic/Expression.owl"> 
  <!ENTITY rdfs "http://www.w3.org/2000/01/rdf-schema"> 
  <!ENTITY owl "http://www.w3.org/2002/07/owl"> 
  <!ENTITY xsd "http://www.w3.org/2001/XMLSchema"> 
  <!ENTITY time "http://www.isi.edu/~pan/damltime/time-entry.owl"> 
  <!ENTITY swrl "http://www.w3.org/2003/11/swrl"> 
  <!ENTITY service "http://127.0.0.1/ontology/Service.owl"> 
  <!ENTITY grounding "http://127.0.0.1/ontology/Grounding.owl"> 
  <!ENTITY process "http://127.0.0.1/ontology/Process.owl"> 




  xmlns:rdf= "&rdf;#" 
  xmlns:shadow-rdf= "&shadow-rdf;#" 
  xmlns:expr= "&expr;#" 
  xmlns:rdfs= "&rdfs;#" 
  xmlns:owl= "&owl;#" 
  xmlns:swrl= "&swrl;#" 
  xmlns:xsd= "&xsd;#" 
  xmlns:service= "&service;#" 
  xmlns:process= "&process;#" 
  xmlns:grounding= "&grounding;#" 
  xmlns= "&DEFAULT;#" 
  xml:base="&DEFAULT;;"> 
   
  <!--  ############ ########### ############ ############ ########### -->  
 
  <owl:Ontology rdf:about=""> 
    <owl:imports> 
             <owl:Ontology rdf:about="&process;" />  
    </owl:imports> 
  </owl:Ontology> 
   
  <!--  ############ ########### ############ ############ ########### -->  
 
<!--###################################################### 
                  Context Condition  
    ######################################################--> 
 
<owl:Class rdf:ID="ContextCondition"> 









    ######################################################--> 
 
<owl:Class rdf:ID="IntentionalAtomicProcess"> 




  <rdfs:subClassOf rdf:resource="#Process"/> 




  <rdfs:subClassOf rdf:resource="#Process"/> 
  <owl:disjointWith rdf:resource="#IntentionalAtomicProcess"/> 




  <rdfs:domain rdf:resource="#IntentionalSimpleProcess"/> 
  <rdfs:range rdf:resource="#IntentionalAtomicProcess"/> 




  <rdfs:domain rdf:resource="#IntentionalAtomicProcess"/> 
  <rdfs:range rdf:resource="#IntentionalSimpleProcess"/> 




  <rdfs:domain rdf:resource="#IntentionalSimpleProcess"/> 
  <rdfs:range rdf:resource="#IntentionalAggregateProcess"/> 




  <rdfs:domain rdf:resource="#IntentionalAggregateProcess"/> 
  <rdfs:range rdf:resource="#IntentionalSimpleProcess"/> 




  <rdfs:comment>This is a deprecated usage; expandsTo is preferred.</rdfs:comment> 




  <rdfs:comment>This is a deprecated usage; collapsesTo is preferred.</rdfs:comment> 









    ########################################################################--> 
 
<!-- ................. Intentional Composite Processes ........................... --> 
 
<owl:Class rdf:ID="IntentionalCompositeProcess"> 




  <rdfs:domain rdf:resource="#IntentionalCompositeProcess"/> 
  <rdfs:range rdf:resource="#IntentionalCompositionConstruct"/> 
</owl:ObjectProperty> 
 







  <rdfs:domain> 
    <owl:Class> 
      <owl:unionOf rdf:parseType="Collection"> 
        <owl:Class rdf:about="#Sequence"/> 
        <owl:Class rdf:about="#Parallel"/> 
        <owl:Class rdf:about="#Iterative"/> 
      </owl:unionOf> 
    </owl:Class> 




<!-- Collections of Intentional Composition Constructs --> 
 
<owl:Class rdf:ID="IntentionalCompositionConstructBag"> 
  <rdfs:comment> A multiset of intentional composition constructs </rdfs:comment> 
  <rdfs:subClassOf rdf:resource="&shadow-rdf;#List"/> 
  <rdfs:subClassOf> 
   <owl:Restriction> 
    <owl:onProperty rdf:resource="&shadow-rdf;#first"/> 
    <owl:allValuesFrom rdf:resource="#IntentionalCompositionConstruct"/> 
   </owl:Restriction> 
  </rdfs:subClassOf> 
  <rdfs:subClassOf> 
   <owl:Restriction> 
    <owl:onProperty rdf:resource="&shadow-rdf;#rest"/> 
    <owl:allValuesFrom rdf:resource="#IntentionalCompositionConstructBag"/> 
   </owl:Restriction> 












  <rdfs:subClassOf> 
   <owl:Restriction> 
    <owl:onProperty rdf:resource="&shadow-rdf;#first"/> 
    <owl:allValuesFrom rdf:resource="#IntentionalCompositionConstruct"/> 
   </owl:Restriction> 
  </rdfs:subClassOf> 
</owl:Class> 
 
<!--  Sequence.--> 
 
<owl:Class rdf:ID="Sequence"> 
  <rdfs:subClassOf rdf:resource="#IntentionalCompositionConstruct"/> 
  <rdfs:subClassOf> 
    <owl:Restriction> 
      <owl:onProperty rdf:resource="#components"/> 
      <owl:allValuesFrom rdf:resource="#IntentionalCompositionConstructList"/> 
    </owl:Restriction> 
  </rdfs:subClassOf> 
</owl:Class> 
 




  <rdfs:subClassOf rdf:resource="#IntentionalCompositionConstruct"/> 
  <rdfs:subClassOf> 
    <owl:Restriction> 
      <owl:onProperty rdf:resource="#components"/> 
      <owl:allValuesFrom rdf:resource="#IntentionalCompositionConstructBag"/> 
    </owl:Restriction> 







  <rdfs:subClassOf> 
    <owl:Restriction> 
      <owl:onProperty rdf:resource="#components"/> 
      <owl:allValuesFrom rdf:resource="#IntentionalCompositionConstructBag"/> 
    </owl:Restriction> 




    Intentional Variable Processes and Intentional Variable Constructs 
    ########################################################################--> 
 











  <rdfs:domain rdf:resource="#IntentionalVariableProcess"/> 
  <rdfs:range rdf:resource="#IntentionalVariableConstruct"/> 
</owl:ObjectProperty> 
 






  <rdfs:domain> 
    <owl:Class> 
      <owl:unionOf rdf:parseType="Collection"> 
        <owl:Class rdf:about="#Alternative"/> 
        <owl:Class rdf:about="#Multiple"/> 
        <owl:Class rdf:about="#Choice"/> 
      </owl:unionOf> 
    </owl:Class> 
  </rdfs:domain> 
</owl:ObjectProperty> 
 
<!-- Collections of Intentional Variable Constructs --> 
 
<owl:Class rdf:ID="IntentionalVariableConstructBag"> 
  <rdfs:comment> A multiset of intentional Variable constructs </rdfs:comment> 
  <rdfs:subClassOf rdf:resource="&shadow-rdf;#List"/> 
  <rdfs:subClassOf> 
   <owl:Restriction> 
    <owl:onProperty rdf:resource="&shadow-rdf;#first"/> 
    <owl:allValuesFrom rdf:resource="#IntentionalVariableConstruct"/> 
   </owl:Restriction> 
  </rdfs:subClassOf> 
  <rdfs:subClassOf> 
   <owl:Restriction> 
    <owl:onProperty rdf:resource="&shadow-rdf;#rest"/> 
    <owl:allValuesFrom rdf:resource="#IntentionalVariableConstructBag"/> 
   </owl:Restriction> 








  <rdfs:subClassOf rdf:resource="&shadow-rdf;#List"/> 





   <owl:Restriction> 
    <owl:onProperty rdf:resource="&shadow-rdf;#first"/> 
    <owl:allValuesFrom rdf:resource="#IntentionalVariableConstruct"/> 
   </owl:Restriction> 
  </rdfs:subClassOf> 
  <rdfs:subClassOf> 
   <owl:Restriction> 
    <owl:onProperty rdf:resource="&shadow-rdf;#rest"/> 
    <owl:allValuesFrom rdf:resource="#IntentionalVariableConstructList"/> 
   </owl:Restriction> 







  <rdfs:subClassOf rdf:resource="#IntentionalVariableConstruct"/> 
  <rdfs:subClassOf> 
    <owl:Restriction> 
      <owl:onProperty rdf:resource="#components"/> 
      <owl:allValuesFrom rdf:resource="#IntentionalVariableConstructBag"/> 
    </owl:Restriction> 




<!-- Multiple.  --> 
 
<owl:Class rdf:ID="Multiple"> 
  <rdfs:subClassOf rdf:resource="#IntentionalVariableConstruct"/>   
  <rdfs:subClassOf> 
    <owl:Restriction> 
      <owl:onProperty rdf:resource="#components"/> 
      <owl:allValuesFrom rdf:resource="#IntentionalVariableConstructBag"/> 
    </owl:Restriction> 
  </rdfs:subClassOf> 
   
</owl:Class> 
 
<!--  Choice.  --> 
 
<owl:Class rdf:ID="Choice"> 
  <rdfs:subClassOf rdf:resource="#IntentionalVariableConstruct"/> 
  <rdfs:subClassOf> 
    <owl:Restriction> 
      <owl:onProperty rdf:resource="#components"/> 
      <owl:allValuesFrom rdf:resource="#IntentionalVariableConstructBag"/> 
    </owl:Restriction> 






Annexe B : Détails du cas d’étude 
  B.1 Description intentionnelle et contextuelle des services 
Service Intention Contexte Requis Réalisation du service 
Service 1 
I1 
Consulter fiche client 
- Dispositif.Réseau.Type Ethernet 
- Utilisateur.Localisation.Nom  Entreprise 
- Utilisateur.Rôle = Commercial  




DataEncryption,      




Consulter fiche client 
- Dispositif.Réseau.Type Ethernet 
- Utilisateur.Profil.Expertise = élevé 







Consulter fiche client 
- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Expertise = Elevé  









- Dispositif.Réseau.Type= Ethernet 
- Utilisateur.Localisation.Nom = Entreprise 
- Dispositif.mémoire > 512  







- Dispositif.Réseau.Type Ethernet 
- Utilisateur.Localisation.Nom = Extérieur 











- Dispositif.Réseau.Type Ethernet 
- Dispositif.Type  Iphone  
- Dispositif.Mémoire >= 1024 
- Utilisateur. Profil.Expertise = Faible 









- Utilisateur.Rôle = Client  
- Dispositif.Réseau.Type = Ethernet 
- Utilisateur.Localisation.Nom = Entreprise 





- Utilisateur.Rôle = Commercial  
- Dispositif.Réseau.Type  Ethernet 
- Utilisateur.Localisation.Nom  Entreprise 









- Utilisateur.Rôle = Directeur  
- Utilisateur.Localisation.Nom  Entreprise 
- Dispositif.Type = Intel core 2 Duo 






- Utilisateur.Rôle = Directeur  
- Utilisateur.Localisation.Nom = Entreprise 
- Dispositif.Réseau.Type= Ethernet 
- Dispositif.Type = Intel core 2 Duo 






- Utilisateur.Rôle = Technicien  
- Utilisateur.Localisation.Nom = Entreprise 
- Dispositif.Réseau.Type= Ethernet 







- Utilisateur.Rôle = Commercial  
- Utilisateur.Localisation.Nom  Entreprise 












- Utilisateur.Rôle = commercial  
- Utilisateur.Localisation.Nom = Entreprise 
- Dispositif.Réseau.Type= Ethernet 








- Utilisateur.Rôle = Commercial  
- Utilisateur.Localisation.Nom  Entreprise 
- Dispositif.Mémoire > 512  
- Dispositif.Réseau.Type  Ethernet 








- Utilisateur.Localisation.Nom = Entreprise 
- Dispositif.Réseau.Type = Ethernet  
- Dispositif.Type = Intel Core 2 Duo 







- Utilisateur.Localisation.Nom  Entreprise 
- Dispositif.Réseau.Type = 3G  
- Dispositif.Type = Iphone 
- Utilisateur.Profil.Expertise = faible 







- Dispositif.Réseau.Type  Ethernet 
- Utilisateur.Rôle = Commercial 











B.2 Description des situations de l'utilisateur en termes de <Intention, Contexte, Service> 




Situation 1 Jean Domicile 
I2 
Etablir proposition 
- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Age = 42  
- Utilisateur.Profil.Expertise = Faible  
- Utilisateur.Localisation.Nom = Domicile 
- Utilisateur.Temps = Matin 
- Dispositif.Type = Android 4.1 
- Dispositif.Mémoire = 2048 
- Dispositif.Réseau.Type= WiFi  
- Dispositif.Réseau.Nom = Jean-WiFi  
Service 6 
Situation 2  Jean Entreprise 
I4 
Réaliser réunion 
- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Age = 42 
- Utilisateur.Profil.Expertise = Faible  
- Utilisateur.Localisation.Nom = Entreprise  
- Utilisateur.Temps = Après-midi 
- Dispositif.Type = Intel Core 2 Duo 
- Dispositif.Mémoire = 1024 
- Dispositif.Réseau.Type = Ethernet 
- Dispositif.Réseau.Nom = 192.168.13.141 
Service 13 
Situation 2 bis Directeur Entreprise 
I4 
Réaliser réunion 
- Utilisateur.Rôle = Directeur  
- Utilisateur.Profil.Age = 54 





- Utilisateur.Localisation.Nom = Entreprise  
- Utilisateur.Time = After-noon  
- Dispositif.Type = Intel Core 2 Duo 
- Dispositif.Mémoire = 2 Go 
- Dispositif.Réseau.Type = Ethernet 
- Dispositif.Réseau.Nom = 192.168.13.139 
Situation 3 Pierre  Endroit Public 
I2 
Etablir proposition 
- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Age = 30  
- Utilisateur.Profil.Expertise = Elevé  
- Utilisateur.Localisation.Nom = Extérieur  
- Utilisateur.Temps = Après-midi  
- Dispositif.Type = IPad 2 
- Dispositif.Réseau.Type = 3G  
Service 5 
Situation 4 Jean Chez Client 
I4 
Réaliser réunion 
- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Age = 42 
- Utilisateur.Profil.Expertise = Faible  
- Utilisateur.Localisation.Nom = Extérieur 
- Utilisateur.Temps = Après-midi  
- Dispositif.Type = Android 4.1 
- Dispositif.Mémoire = 768  
- Dispositif.Réseau.Type = WIFI  
- Dispositif.Réseau.Nom = FreeWifi  
Service 14 
 




- Utilisateur.Rôle = Technicien  
- Utilisateur.Profil.Age = 28 
- Utilisateur.Profil.Expertise = Elevé  
- Utilisateur.Localisation.Nom = Entreprise  
- Dispositif.Type = Intel Core 2 Duo 
- Dispositif.Réseau.Type = Ethernet 





Situation 5 Jean Endroit Public 
I1 
Consulter fiche client 
- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Age = 42  
- Utilisateur.Profil.Expertise = Faible  
- Utilisateur.Localisation.Nom = Extérieur  
- Utilisateur.Temps = Après-midi  
- Dispositif.Type = Android 4.1  
- Dispositif.Mémoire = 786 
- Dispositif.Réseau.Type = WIFI 




Situation 6 Louis Entreprise 
I1 
Consulter fiche client 
- Utilisateur.Rôle = Technicien  
- Utilisateur.Profil.Age = 28  
- Utilisateur.Profil.Expertise = Elevé  
- Utilisateur.Localisation.Nom = Entreprise  
- Utilisateur.Temps = Après-midi 
- Dispositif.Type = Intel Core 2 Duo 
- Dispositif.Réseau.Type = Ethernet 
- Dispositif.Réseau.Nom = 192.168.13.145 
Service 2 




- Utilisateur.Rôle = Commercial  
- Utilisateur.Profil.Age = 42  
- Utilisateur.Profil.Expertise = Faible  
- Utilisateur.Localisation.Nom = Extérieur  
- Utilisateur.Temps = Après-midi  
- Dispositif.Type = Android 4.1  
- Dispositif.Mémoire = 786 
- Dispositif.Réseau.Type = WIFI 
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