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Chapter 1
Introduction to tensors
1.1 Tensor representations of multiway data
Appropriately representating data is crucial for gaining insight and eﬀectively
approaching any given problem at hand. We will illustrate in this chapter the
use of a particular representation, the tensor or higher order representation,
for biomedical data analysis. Tensor algebraic concepts will be introduced by
means of easily interpretable examples and visualizations of real world biomed-
ical problems. We also give a formal deﬁnition for the most important tensor
notions and operations. For a wider number of examples outside biomedical
applications, we refer the reader to [15, 30].
A single observation is represented by a scalar value s. For example, the
brain potential of a given subject observed at a particular EEG electrode 300ms
after a visual stimulus onset can be 1.7uV. However, a single potential value
cannot tell much about the overall brain response. We may want to make a
series of observations or measure a signal over time, in which case our data is
represented by a vector v ∈ RI1 . To continue the previous example, the brain
activity at this electrode observed within 0.5s after the stimulus, sampled at
250Hz, results in a vector of length 125. Further, we may want to observe
the brain activity at diﬀerent locations over the scalp. The multichannel EEG
signal is now represented in a matrix B ∈ RI1×I2 where I1 is the number of
recording electrodes. Repeated experiments can provide information about an
even bigger picture, such as the adaptation of the brain to consecutive stimuli.
Such data is represented in a third order array or tensor T ∈ RI1×I2×I3 , where I3
is the number of consecutive experiments. The concept can be generalized to
even higher order tensors T ∈ RI1×I2×...×In by explicitly including more modes,
for example when performing EEG measurements in diﬀerent subjects, under
diﬀerent recording conditions, etc.
It is clear that in many situations the observed data naturally takes the form
of a tensor. One may be tempted to store and handle such data as a series of
matrices. Matrix unfolding (see Figure 1.1) may allow easier visualization on a
2D screen, and can be manipulated by means of well-established linear algebra
tools. However, persisting with the original tensor representations can be very
beneﬁcial for the following two reasons.
First, a tensor representation allows to preserve some crucial information
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Figure 1.1: The 3 possible unfoldings of a 3D tensor into matrices along the 3
diﬀerent modes.
residing in the multiway structure. For example, the brain response in a certain
cognitive task may be modulated by diﬀerent levels of diﬃculty, and may show
diﬀerences in various pathological conditions. These two eﬀects can be studied
separately using diﬀerent matrix representations, i.e. with a matrix which stores
the brain response of each patient in each row, and another matrix with the brain
responses at each diﬃculty level in each row, respectively. However, one should
realize that the brain responses may be modulated diﬀerently in the diﬀerent
pathological groups. The interaction of these two eﬀects will be hidden in a
traditional matrix decomposition while it will become clear when studying the
data in the inherent tensor representation, where the brain responses are stored
along the rows, the patients are organized along the columns and the diﬀerent
diﬃculty levels are organized along the tubes (Figure 1.2).
The second motivation for holding on to tensor representation is related to
some interesting mathematical properties of tensor manipulation techniques.
We are going to demonstrate these in the following section.
1.2 Tensor decomposition techniques
1.2.1 Decomposition of matrices
Some of very common challenges in biomedical data processing include the high
dimensionality of the data and low signal to noise ratios, due to the presence of
measurement and physiological noise, superimposed on the signals under study.
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Figure 1.2: The data in a 3D tensor are arranged along the diﬀerent modes in
so-called rows, columns and tubes. In biomedical applications, the variation in
diﬀerent physical quantities are represented in each mode. For example, in a
cognitive EEG experiment the time course of the EEG response is stored along
the direction of the rows, data from diﬀerent patients are organized along the
columns and the diﬀerent diﬃculty levels are organized along the tubes.
A basic concept in linear algebra is the Singular Value Decomposition (SVD),
which might oﬀer some beneﬁt when tackling these problems. Formally, the
SVD of a matrix M ∈ RI1×I2 is the factorization:
M = USV T , (1.1)
Where U ∈ RI1×I1 and V ∈ RI2×I2 are orthogonal matrices, V T is the trans-
pose of V and S is a non-negative diagonal matrix. The columns of U and
V , denoted by ui and ui, are called the left and right singular vectors of M,
respectively. The diagonal elements of S, denoted as si, appear in decreasing
order and are called the singular values of M . Given that the singular values
are distinct, the decomposition is unique up to the joint reﬂection of ui and vi.
The number of non-zero singular values is equal to the rank of the matrix, i.e.
to the number of linearly independent columns/rows of the matrix. M can also
be written as the weighted sum of the outer products of the singular vectors:
M =∑σrur ○ vr (1.2)
Notice that each term in the summation is rank−1. In fact, the rank R of
a matrix M can also be deﬁned as the minimal number of rank-1 terms whose
sum equals M . This decomposition is visualized in Figure 1.3.
Truncating the SVD to the ﬁrst ρ < R terms gives rise to a matrix Y which is
the best rank−ρ approximation of the matrix M in the least squares sense, i.e.
∣∣X−Y ∣∣2 is minimal. As such, SVD is an interesting tool for data compression: a
considerable amount of variance in the data can be preserved by storing only the
ﬁrst ρ singular vectors and values. This amounts to the storage of ρ(1+ I1 + I2)
elements instead of I1I2 elements. Moreover, small singular values typically
correspond to noise, therefore, truncation at a well-chosen rank has denoising
eﬀects.
Now let’s consider the problem of processing multidimensional observations
which arise as a linear mixture of a number of underlying source signals. For-
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Figure 1.3: SVD of a matrix M in R rank-1 terms
.
mally, let x(t) = [x1(t), .., xp(t))] ∈ RP be the observed signal at time instant
t and s(t) = [s1(t), ..., sN (t)] ∈ RN the underlying sources. Then x(t) an be
written as
x(t) = As(t) (1.3)
where A is an unknown mapping from RN to RP . In blind source separation
the goal is to ﬁnd the sources s(t) and the mapping or mixing matrix A. The
above equation can also be written in a matrix form, in which case we talk
about the factorization of the matrix X :
X = AS (1.4)
Note that there are in general an inﬁnite number of solutions for the matrix
factorization problem. That is, if AS is a valid solution, then for any invertible
matrix M :
X = (AM)(M−1S) = ÃS̃ (1.5)
However, in blind source separation (BSS), the uniqueness of the obtained
solution is crucial. We aim to be able to interpret the results, i.e. match s(t)
(the rows of S) with the true underlying sources, and perhaps remove sources
of no interest and reconstruct the clean signal.
In order to ﬁnd a unique solution for the BSS problem, various decomposition
techniques impose diﬀerent constraints. For example, the so-called principal
component analysis (PCA) assumes that the sources underlying the observed
signals are mutually uncorrelated. Therefore, it projects the data onto a new,
orthonormal basis. Note, still, that there is no unique solution to this problem,
as any rotation of the obtained basis is a valid solution as well. This phenomenon
is called the rotational invariance property of PCA. One possible solution is to
take the right singular vectors, i.e. the columns of V from the SVD of X .
Another popular class of methods, independent component analysis (ICA),
imposes a statistical diversity among the underlying sources. In case the ob-
servations are non-negative, as well as the sources and the mixing system are
presumably non-negative, non-negative matrix factorization (NMF) may pro-
vide a solution. However, the success of these approaches strongly depends on
the validity of these assumptions, which, unfortunately, are often violated in
reality.
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1.2.2 Decomposition of tensors
In the current section we will generalize the above matrix concepts to tensors.
Focusing on diﬀerent properties of the SVD, we will obtain two diﬀerent gener-
alizations for it. The new higher order decompositions will share some powerful
properties with SVD. In fact, a possible generalization of the SVD even resolves
the ambiguity issue of matrix factorization, as tensor factorizations are unique
under mild conditions.
Higher order singular value decomposition
First, we will give a generalization of SVD considering equation 1.1. That is,
we are looking for a series of orthogonal projections which will transform the
tensor X into an all-orthogonal and ordered tensor S. Every X ∈ RI1×I2×...×IN
can be approximated by the product
X = S ×1 U
(1)
1
×2 U
(2)
1
... ×N U
(N)
1
, (1.6)
where the operator ×n denotes the mode-n product between a tensor T ∈
R
I1×I2×...×IN and a matrix U ∈ RJn×In , deﬁned as
(T ×n U)i1i2...jn...iN = ∑
in
ti1i2...in...iNujnin (1.7)
Analogously to the product of two matrices, U makes linear combinations
of the columns of T . The product in equation 1.6, termed higher order singular
value decomposition (HOSVD) has the following properties:
• U (n) = [u(n)
1
u
(n)
2
...u
(2)
In
]
• S ∈ RI1×I2×...×IN is a tensor with subtensors Sin=α, obtained by ﬁxing the
nth index to α, show the following properties:
– all-orthogonality:
< Sin=α,Sin=β >= 0 when α ≠ β
– ordering:
∣∣Sin=1∣∣ ≥ ∣∣Sin=2∣∣ ≥ ... ≥ ∣∣Sin=In ∣∣ ≥ 0
for all n.
The Frobenius-norms of ∣∣Sin=i∣∣ are called the n-mode singular values of X
and the vectors uni are the n-mode singular vectors. The values I1, I2, ..., IN
correspond to the ranks of the diﬀerent matrix unfoldings of X along the dif-
ferent modes. The n-tuple In is called the multilinear rank of the tensor X . A
graphical representation of the decomposition in case of a third-order tensor is
given in Figure 1.4.
By dropping the orthogonality constraints we arrive to the so-called Tucker3
model:
X = G ×1 V
(1)
1
×2 V
(2)
1
... ×N V
(N)
1
+ E , (1.8)
Choosing a core tensor G with smaller dimensions than X , but keeping the
error E suﬃciently small, one obtains a good compressed estimate of the original
dataset. Therefore, HOSVD is often used for dimensionality reduction and
feature extraction.
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Figure 1.4: Visualization of the higher-order singular value decomposition of a
third-order tensor T
.
Canonical polyadic decomposition (CPD)
Another possible generalization of matrix SVD for tensors is considering equa-
tion 1.2, i.e. expansion as a sum of rank-1 terms.
As we have seen in the previous sections, the problem of matrix decompo-
sition is ill-posed and additional constraints are needed in order to obtain a
unique solution. Interestingly, tensors admit unique decompositions under mild
conditions.
Canonical polyadic decompomposition (CPD) approximates a third order
tensor T ∈ RI1×I2×I3 with a sum of R rank-1 tensors:
T ≈
R
∑
r=1
ar ○ br ○ cr. (1.9)
Figure 1.5: CPD of a tensor T in R rank-1 terms
.
CPD is visualized in Figure 1.5. Note that the deﬁnition is formulated for
third-order tensors, however, the model can be extended to higher order tensors
in a straightforward manner. The rank of the tensor is deﬁned as the smallest
R for which (1.9) is exact.
The advantage of the CPD model is its uniqueness up to permutation and
scaling under the usually fulﬁlled conditions [31]. A more general framework
for uniqueness has been recently presented in [20, 19].
Block term decomposition (BTD)
The block term decomposition (BTD), introduced in [11, 12, 14] generalizes
CPD, as it allows components of low multilinear rank, as opposed to the rank−1
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model of CPD. In this chapter we consider one particular case, decomposition
into rank-(Lr,Lr,1) terms.
The rank-(Lr,Lr,1) block term decomposition of a third order tensor T ∈
R
I1×I2×I3 into a sum of rank-(Lr,Lr,1) terms (1 ≤ r ≤ R) is given as
T ≈
R
∑
r=1
(Ar ⋅BTr ) ○ cr, (1.10)
in which the matrix Dr = Ar ⋅ BTr ∈ RI1×I2 has rank Lr and the vector cr
is nonzero. In addition to permutation and scaling, inherited from the CPD,
the factors Ar may be postmultiplied by any nonsingular matrix Fr ∈ RLr×Lr ,
provided that BTr is premultiplied by the inverse of Fr. When the matrices
[A1⋯AR] and [B1⋯BR] are full column rank and the matrix [c1⋯cR] does
not contain collinear columns, the decomposition is guaranteed to be unique up
to the above indeterminacies.
Figure 1.6: BTD-(Lr,Lr,1) of a tensor T .
Figure 1.6 visualizes the decomposition of a tensor in rank-(Lr,Lr,1) terms.
The uniqueness of the decomposition is paramount for blind source separa-
tion, as it allows to give physical interpretation to the results and match the
resulting components to true underlying processes. In the matrix case unique-
ness is ensured by various constrains such as orthogonality or independence,
which often has no physical meaning or is a too strong assumptions. However,
the weaker uniqueness conditions of CPD and BTD are met for a wide range of
parameters. This makes these tensor decompositions very interesting tools for
various blind source separation applications in biomedical analysis problems.
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Chapter 2
Construction of tensors in
biomedical applications
There are several ways to organize biomedical data in a tensor. Often this
organization comes naturally from the way the data was collected. At other
times a speciﬁc tensorization method is applied in order to convey additional
information about the data, which is thought to be of interest in the given
problem. We will provide several examples of both approaches, some of which
are also visualized in Figure 2.1.
2.1 Naturally occurring tensors
2.1.1 Genomic data
Genome-scale signals, such as mRNA expression levels, protein’s DNA-binding
occupancy levels or copy number variations can be recorded using DNA mi-
croarrays. These signals provide information about cellular processes, which
may characterize normal or pathological regulatory mechanisms. A single sam-
ple of DNA microarray probes the signal of a certain number of genes. Sam-
ples may be analysed from multiple patients. Repeated probing under dif-
ferent experimental conditions can give additional insight, such as collecting
samples at diﬀerent time points during diﬀerent oxidative stress conditions [38].
A tensorial framework allows to integrate these experimental conditions and
analyse them simultaneously. Depending on the number of diﬀerent experi-
mental conditions we wish to vary, we might represent the data as a higher-
order tensor with dimensions patients× genes× experimental condition 1×⋯×
experimental condition N .
2.1.2 Repeated multichannel measurements
As already mentioned, biomedical data comes naturally in a multiway form in
case of repeated multichannel measurements. For example the brain activity
in response to the task paradigm can be studied using functional magnetic
resonance imaging (fMRI). The fMRI signals are measured in a large number
of voxels (points on a high resolution 3D grid deﬁned over the volume of the
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brain). In order to study the modulation of brain responses to a particular
stimulation sequence, [6] organized continuous multisession and multisubject
fMRI data in a voxel×time×session and voxel×time×subject tensor. One can
assume that the same task elicits a similar response in the same brain regions
across subjects and with similar timing in repeated experiments. However,
the strength of the activation may vary in diﬀerent subjects, or in consecutive
sessions performed by the same subjects. In other words, we expect that each
source in the brain has the same temporal and spatial signature, and these
signatures are scaled over the diﬀerent subjects or sessions, giving rise to a
rank − 1 structure. As such, the CPD model in equation 1.9 is appropriate to
analyse data. Choosing the appropriate number of components R, each term in
the CPD decomposition corresponds to a distinct brain source. Their spatial
and temporal characteristics, as well as the modulation over the repetitions can
be studied using the signatures ar, br and cr.
2.1.3 Epoched multichannel measurements
Relevant information sometimes resides in well-deﬁned epochs within the con-
tinuous data, rather than throughout the whole measurement. This is the case
for example in event-related potential (ERP) data, where the brain response
in each trial, observed on EEG (or MEG), follows a speciﬁc waveform within
a few hundred milliseconds time-locked to the stimulus onset. During a typi-
cal experiment a few hundred stimuli are presented to a subject. In order to
analyse the EEG, the continuous data is broken down in epochs with a prede-
ﬁned window length around the stimuli. Such data is naturally organized in a
channel×time×trial tensor. The decomposition of such a tensor can help to ﬁnd
patterns which are representative for one type of stimulus, but not for the other.
This information can be utilized in order to recognize users’ intention based on
their brain responses to diﬀerent stimuli in a BCI setting [51, 48] or extract
the localisation of repeated spikes during a neonatal seizure [17, 18]. Similarly,
in case of ECG measurements, it may be important to study the variations in
the ECG waveform of the consecutive heart beats. For example, an alternating
pattern in the amplitude of consecutive T waves, called T wave alternans, is a
possible indicator for risk of sudden cardiac death. A convenient way to do so
is segmenting the ECG into single beats. After appropriate alignment of the T
waves, the multi-lead ECG data is represented in a lead×time×beats tensor. In
case the patient has T wave alternans, this will be indicated by the presence of
an ABABAB pattern in the trial mode signature of an R = 1 CPD model [23].
2.2 Tensor expansion of matrix data
We have seen that multichannel time series naturally take the form of a channel×
time matrix. There are several diﬀerent approaches to extend this to a tensorial
representation by expanding the time course into an extra dimension, with the
aim of conveying additional information about the signal.
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2.2.1 Frequency transformation
The frequency content of biomedical signals often carries crucial information.
This information can be conveyed by expanding the time series by means of
a time-frequency transformation. This has been exploited in various ways.
In a study aiming at classifying diﬀerent pathological heart beats, the ECG
signal was analysed using a short-time Fourier transformation to construct a
channel × time × frequency tensor [25]. Alternatively, wavelet transformation
[2, 16] or Wigner-Ville distribution [49] is often used to expand the EEG matrix
into a tensor. A particularly elegant example is the extraction of stereotypical
oscillatory brain sources in the alpha and theta bands, related to resting and
mental arithmetic, as revealed by the CPD of wavelet transformed EEG [36].
Studying wavelet transformed event-related potential data in various subjects
and sessions, represented in a 5-way tensor, helped to reveal a quantitative
diﬀerence in occipital gamma band response between diﬀerent conditions of a
visual paradigm [37]. It could also facilitate the classiﬁcation of diﬀerent event
related potentials in a brain computer interface [33].
A frequency transformation can also be applied over space. Local spatial
Fourier transform computed on the EEG matrix gives rise to a space × time ×
wave × vector tensor. This formulation will allow to separate sources with cor-
related but shortly delayed activities, which is the case when interictal epileptic
activity spreads between two regions [5].
2.2.2 Hankel structure
A less intuitive but also powerful way of deriving a tensor representation is
by means of the Hankel decomposition. Biomedical signals may be modelled
as the sum of exponentially damped sinusoids [27, 10, 22]. Such signal model
allows unique blind source separation in rank-(Lr,Lr,1) terms [13]. To exploit
the desired structure, each channel signal ach = [ach(1) ach(2) ⋯ ach(S)], ch =
1, ..., I1 is mapped to a Hankel matrix as follows:
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
ach(1) ach(2) ach(3) ⋯ ach(I3)
ach(2) ach(3) ⋯ ach(I3) ach(I3 + 1)
ach(3) ⋯ ach(I3) ach(I3 + 1) ach(I3 + 2)
⋮ ⋰ ⋰ ⋰ ⋰
ach(I2) ach(I2 + 1) ⋯ ach(S − 1) ach(S)
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
One can show that the Hankel matrix associated with a signal generated by
Lr distinct poles is rank −Lr. For example, the Hankel matrix of a pure expo-
nential is rank 1, while the one of a pure sinusoid or an exponentially damped
sinusoid is rank−2. Noisy or nonstationary signals such as chirps give rise to
Hankel matrices of higher rank. Since the Hankel mapping is linear, and assum-
ing that the channel signals are linear combinations of the underlying sources,
the above matrix is the linear combination of the Hankel matrices associated
with the sources. It follows that the multichannel EEG data, represented by a
tensor in the form of Hankel matrix × channels, can be decomposed in block
terms of (Lr,Lr,1) (equation 1.2.2) in order to retrieve the original sources.
Indeed, it was shown that BTD combined with Hankel tensor representation
of EEG successfully extracts and localizes epileptic seizure sources [26], and
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can also reliably estimate arterial activity from surface ECG for the purpose of
analysing arterial ﬁbrillation in cardiology patients [40].
Figure 2.1: Biomedical data are often represented in a tensor. A multichannel
EEG measurement may be expanded into the frequency dimension using wavelet
transform, resulting in a channel× time× frequency tensor (left). A channel×
Hankel matrix representation may be used to model the multichannel EEG
as a sum of exponentially damped sinusoids (middle). Epoched multichannel
measurements naturally take the form of a tensor. For example, a 12 lead ECG
recording segmented around each heartbeat forms a lead × time × beat tensor
(right).
2.2.3 Representation by means of a feature set
Sometimes very speciﬁc knowledge is available about which properties of the
signal are interesting for a given problem. For example, it has been shown that
multiscale entropy (MSE), which can characterize the complexity of a signal at
diﬀerent time scales, shows diﬀerences between the electrical brain activity of
patients with Alzheimer’s disease and healthy controls. Therefore, multichannel
MEG measurements of various patients and controls can be analysed where the
MSE values are organized in a subject × channel × temporal scale tensor. A
subsequent tensor decomposition reveals a characteristic ﬁlter, deﬁned by the
combination of the spatial and temporal factors. By projecting the data from a
new subject onto this subspace, the resulting weight value can give an indication
about the class membership of the subject [21]. In diﬀerent problems, various
diﬀerent signal characteristics or features may be of interest. For example,
various time and frequency domain features may be extracted from consecutive
EEG windows in order to characterize normal versus epileptic seizure patterns
[1]. This way, the multichannel EEG matrix is expanded to a channel× epoch×
feature tensor.
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Chapter 3
Successful decompositions
of
biomedical data tensors
Once we have an appropriate tensor representation, a suitable tensor decom-
position method must be chosen. The optimal choice depends on three main
considerations: the purpose of the data analysis, the a-priori information avail-
able, and the structure of the data. In case of exploratory data analysis, aiming
at understanding hidden factors in the data, or extracting the sources underly-
ing an observed signal, fully unsupervised tensor decompositions would be the
method of choice. If some a-priori knowledge is available, such as non-negativity
of the sources, constraints on the factor matrices can be imposed. For exam-
ple, nonnegative CPD and additional l1-regularization successfully diﬀerentiates
tumour tissue types using MR spectroscopic imaging [7]. Sometimes comple-
mentary observations, e.g. recordings of diﬀerent signal modalities are avail-
able. Knowledge may be transferred between these modalities using coupled
tensors decompositions. Labelled data represents even stronger a-priori knowl-
edge, which will allow us to use supervised tensor decomposition when the goal
is to diﬀerentiate classes in grouped data. Finally, the parameters of the tensor
decomposition must be set carefully. We will dedicate a separate section to
this topic in Chapter 4. In the following sections we illustrate the use of these
diﬀerent decompositions with several examples.
3.1 Unsupervised tensor decompositions
3.1.1 Blind source separation
Electroencephalography (EEG) measures the changes in brain’s electrical activ-
ity over time using electrodes placed over the scalp. The electrical potentials,
propagating in all directions from their sources, travel through diﬀerent tissues
before reaching the scalp. Therefore, the signals measured at the electrodes are
a mixture of the attenuated electrical activity of various brain sources. Besides,
EEG also picks up other physiological sources such as muscle (EMG) or eye
(EOG) activity. It is also very sensitive to non-physiological artefacts, such as
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power line noise or electrode movement. Therefore, the interpretation of the
EEG is often diﬃcult and requires careful preprocessing.
One of the most important applications of EEG is recording and studying
epileptic seizure activity. The voltage distribution over the electrodes can give
an indication about the location of the seizure source. However, due to in-
voluntary movements and discomfort of the patient, these recordings are often
contaminated by artefacts. Below we illustrate how unsupervised tensor decom-
positions can help to separate the distinct sources underlying the noisy EEG
and characterize the seizure source.
The epileptic seizure activity is known as an oscillatory phenomenon, con-
sisting of rhythmical waves in a frequency band below 30Hz which evolve in
amplitude, frequency and location [45]. Consider for example the seizure seg-
ment depicted in Figure 3.2a. The seizure pattern, most prominent on the T1
channel, begins with a few distinct sharp waves. Between 2 − 4s after the start
of the segment the waves occur more rhythmically 4 times every second. Later
on, from 7s, the waves become sharper and shorter, repeating more rapidly, at
a rate of 8Hz. Despite of the clear frequency evolution, a short seizure segment,
such as the pattern between 2 − 3s, can be considered stationary. The continu-
ous wavelet transform (CWT) of this stationary seizure segment, visualized in
Figure 3.2b, results in an approximately rank−1 time×frequency matrix where
large coeﬃcients are present only at certain frequency scales, corresponding to
the rhythm of the seizure pattern. These large coeﬃcients are distributed along
the whole length of the segment, following the actual phase of the oscillation.
Moreover, we can assume that within this short segment the seizure does not
spread yet from its source to other brain regions. Therefore, the seizure pattern
will be the most prominent on the channel which is nearby the true source, and
will also be visible on adjacent channels, although with moderate amplitude.
The voltage distribution of the seizure pattern over the channels thus gives an
indication of the location of the seizure source. Notice that if these assumptions
are correct, then the seizure pattern can be represented by a rank-1 third order
tensor, which is the outer product of a frequency signature, a temporal signature
and a spatial signature.
Based on these considerations, epileptic seizures were successfully localized
using the spatial signature of the CP decomposition of the wavelet transformed
multichannel EEG segment at seizure onset [16, 2]. The CPD of the seizure in
the previous example is shown on Figure 3.2c. Observing the time course in
comparison with the raw EEG segment and the spatial signature with frontal
dominance, it is clear that the ﬁrst component captures eye blinks. The second
component represents the seizure source. An oscillatory pattern is observed on
the temporal signature, which is similar to the T1 channel of the raw EEG.
Moreover, the spatial signature shows an anterior temporal onset, which is in
agreement with the pathology of the patient. However, note that the frequency
signature, showing a wide peak around 6Hz, is not very informative about the
spectral content of the seizure. This is because the rank-1 CP components can
not capture the evolving nature of the pattern. A BTD oﬀers more ﬂexibility, as
it allows components of higher rank. In Figure 3.2d we show the decomposition
of the same EEG segment into block terms. The ﬁrst rank-1 term captures the
eye blinks, as in CPD. However, choosing the second term as rank−(2,2,1), a
more detailed characterization of the seizure pattern is possible. The temporal
signature on the left contains early slow activity, while the one on the right
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captures the late fast oscillatory pattern of the seizure. The frequency char-
acteristics can be directly seen from the frequency signatures, namely the 4Hz
peak on the left and the 8Hz peak in the right frequency signature.
3.1.2 Unsupervised classification
Tensor decompositions can be used for unsupervised classiﬁcation as well. Let
us consider a classiﬁcation problem, where the datapoints to be classiﬁed are
represented as an N−dimensional feature set. Then, the entire dataset can be
organized in an (N +1)−dimensional tensor, where the indices of the datapoints
are along the last mode. After applying an appropriate tensor decomposition
method, the signature of the last mode can give an indication about the class
membership. This approach has been successful to classify attended and non-
attended trials in an auditory BCI dataset [50]. Diﬀerent data representations
were explored, including a channel × time× trial, and a channel × frequency ×
trial tensor, obtained by applying fast-fourier transform on each ERP time
course. In Figure 3.1 we illustrate the ERP classiﬁcation, achieved by a rank−1
CPD on the former representation. The spatial mode and temporal mode factors
show a stereotypical P300 scalp topography and time course. Target (attended)
and non-target (non-attended) trials are classiﬁed with over 70% accuracy based
on the trial mode factor.
Figure 3.1: Rank−1 CPD of a auditory ERP dataset. The spatial mode and
temporal mode factors show a stereotypical P300 scalp topography and time
course. Target (attended) and non-target (non-attended) trials are classiﬁed
with 73.4% accuracy based on the trial mode factor.
.
3.2 Supervised tensor decompositions
The tensor decompositions discussed before are extremely powerful as they pro-
vide a concise view on the underlying, intrinsic structure of the data. This
is particularly useful for exploratory data analysis, independent of the type of
data, as it will reveal the underlying natural low-dimensional representation by
means of a Tucker, CPD or BTD decomposition in a fully unsupervised way.
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(a) Raw EEG
(b) CWT of a short segment (c) CPD with R = 2
(d) BTD with R = 2, L1 = 1 and L2 = 2
Figure 3.2: (a) An EEG segment showing epileptic seizure activity. (b) Contin-
uous wavelet transform of a stationary segment is an essentially rank−1 matrix.
(c) CPD extracts eye and seizure activity with 2 components. (d) BTD extracts
very similar eye activity, but captures more detailed features of the frequency
content of the seizure pattern.
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When considering supervised learning methods, one thinks of a traditional clas-
siﬁcation problem where the goal is to learn the boundary between classes based
on given labels in the dataset. Such a boundary is characterized by the decision
function, derived from the labeled datasets. Hence, traditional classiﬁers learn
from labeled data to classify new data points into the corresponding classes.
However, the properties of higher-order models might also be exploited in a
supervised way, and might in certain cases outperform traditional supervised
methods. The goal is to fuse known class labels and the intrinsic structure of
the data in order to provide class labels of unseen data in a more robust way
than when machine learning techniques that do not exploit structure would have
been used. Diﬀerent groups have proposed some individual approaches to com-
bine tensorial frameworks within learning problems, e.g. [47, 24]. Certain types
of structured learning can also be formalized in a general framework. When the
assumed underlying structure relates to a CPD model, higher dimensional learn-
ing tasks on multidimensional arrays might be reformulated to problems where
the classiﬁcation solution is a solution of an optimization problem constrained
by the structure [42, 27]. Alternatively, the Tucker decomposition can also in-
corporate discriminative constraints in its generalization known as the Higher
Order Discriminant Analysis (HODA). Rather than only aiming to model the
underlying variance as good as possible, HODA estimates a multidimensional
decomposition where the subspaces in the diﬀerent modes encode for optimal
separability of the diﬀerent classes. This can be seen as a generalization of
classical Linear Discriminant Analysis (LDA) where every datasample is repre-
sented in a higher dimensional way. Such a method has been successfully used
to discriminate between diﬀerent neonatal EEG states [35]. A ﬂow chart of the
classiﬁcation is visualized in Figure 3.3, where a Tucker decomposition is com-
puted on the tensor constructed by concatenating diﬀerent higher dimensional
training samples. After decomposition, an additional classiﬁer can be used on
the most discriminative features from the core tensor. Reducing the dimen-
sionality and preserving class-discriminative features can lead to a particularly
robust method for classiﬁcation in high dimensional spaces.
3.3 Coupled tensor decompositions
In order to understand a complex biomedical system, multimodal measurements
might be beneﬁcial, which are able to capture complementary aspects of the
same system. For instance, simultaneous EEG and fMRI measurements are
highly beneﬁcial for studying brain function, as the former has good temporal
resolution, and the latter good spatial resolution. In addition, brain anatomy
or structure may be studied using MRI or DTI images. Several strategies exist
to fuse the diﬀerent modalities. For diverse datasets, a parallel processing of
the individual modalities takes place, followed by a decision making step. Al-
ternatively, in an integrative approach knowledge from one modality is used as
a constraint in the analysis of the other. Finally, a data fusion approach allows
a symmetrical interaction between the modalities [32]. Integration and fusion
may be achieved through the coupled decomposition of the diﬀerent modalities.
This approach requires that the datasets are linked through a common dimen-
sion. In the following sections we discuss a few examples, illustrating the beneﬁt
of this common link in time, in space, or variability among multiple subjects.
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Figure 3.3: An example of how tensor decompositions can be used for a classiﬁ-
cation problem. 3 types of tensors, represented in 3 colors are used as training
examples to discriminate between 3 classes. These training examples can be de-
composed in a tensor decomposition that reduces the dimensionality and in the
same time aims to maximise class diﬀerences. This leads to projection matrices
that can be used to evaluate the class of an unseen example.
3.3.1 Coupling of multisubject data
Coupling in a multisubject database may be achieved by exploiting the subject-
by-subject variability. More speciﬁcally, it is plausible that the diﬀerent mental
tasks involve more intense neural processing in one subject than in another.
Moreover, one can assume that the relative level of involvement appears both
in the strength of the EEG as well as in the strength of the fMRI response.
Therefore, in case one arranges the measurements in a subject×EEG response
and a subject× fMRI response matrix, each matrix is generated as a mixture
of the same underlying neural sources by the same mixing matrix. This is the
principle behind the jointICA approach, which fuses fMRI and event-related po-
tential data into spatiotemporal snapshots to describe the dynamic relationship
between hemodynamic and electomagnetic brain sources [9].
A limitation of the jointICA technique is the fact that it uses a single EEG
channel, overlooking spatial information from the EEG. Multichannel EEG in-
formation can be incorporated via horizontal or vertical channel concatenation
[46], or, formulating the problem as a Coupled Matrix-Tensor Factorization
(CMTF) [3] .
Below we propose a CMTF scheme to characterize various spatiotemporal
brain sources during interictal epileptic discharges (IED) measured by EEG-
fMRI. Traditionally, epileptic EEG-fMRI is analysed within the general linear
model (GLM) framework, where a regressor is deﬁned based on the timing of
the interictal spikes observed in the EEG. This regressor is then used to ﬁnd
voxels showing similar blood oxygen level dependent (BOLD) fMRI signal ﬂuc-
tuations. The GLM results often show widespread activations in the brain,
which is partly explained by the mismatch between the temporal dynamics of
EEG and fMRI. As the BOLD signal in response to a transient neural event
peaks after several seconds, fMRI cannot diﬀerentiate the nuances of all under-
19
lying neural processes which are reﬂected in the millisecond resolution EEG. In
fact, an IED often starts with a sharp spike followed by a slow wave. Source
localization studies have shown that the spike propagates within a few tens of
milliseconds. Moreover, slow waves are considered to be related to inhibitory
activity. Therefore, we argue that both the IED and the GLM maps capture
a mixture of underlying neural activity. In order to disentangle these sources,
similar consideration are made as in jointICA, explained above. That is, we
work with a group of 10 temporal lobe epilepsy cases, assuming that the same
neural processes are reﬂected in the EEG and fMRI, and the strength of the
neural processes vary in each patient. Average IEDs from each patient are orga-
nized in a channel × time × patients tensor. The GLM-based activations maps
of each patient are masked using a thresholded average GLM-based map, the
images are vectorized and stored in a voxels × patients matrix. A CMTF is
performed, where the two modalities share the same factor in the patient mode.
A rank of R = 2 was chosen based on the core consistency diagnostic [8] of the
EEG. The patient mode factors were ﬁxed according to the patient-by-patient
amplitudes of the spike and the slow wave.
The results of the decomposition are shown in Figure 3.4. Comparing the
EEG sources with the grand average IED, one can observe that the ﬁrst source
captures the spike, while the second source captures the slow wave activity. Note
the close resemblance of the spatial signatures (top left) and the scalp distribu-
tions of the spike and the slow wave in the grand average IED (top right). The
average GLM-based activation maps is shown on the bottom left. Widespread
activations are present in the right temporal lobe and in the occipital lobe. The
ﬁrst fMRI source, corresponding to the spike, shows predominantly temporal
lobe activation. Interestingly, the second fMRI source, corresponding to the
slow wave, captures the activation in the occipital lobe. Previous tractogra-
phy studies have shown strong structural connection between the temporal lobe
and the occipital lobe, as well as occipital activations in TLE. However, to our
knowledge, a relationship between slow waves and occipital lobe activations has
not been established. Further analysis is needed to conﬁrm and interpret our
results. Nevertheless, we believe that the joint factorization of EEG and fMRI
can lead to new insights in the characterization of epileptic network activity.
3.3.2 Temporal coupling
Continuous EEG and fMRI data may be integrated based on the assumption
that they capture the same changes in brain activity over time. As the sampling
rate and the dynamics of the EEG and fMRI signals are diﬀerent, some prepro-
cessing is necessary. The following procedure was proposed in [34], one of the
ﬁrst studies to fuse multimodal neuroimaging data. The EEG signal recorded
during a single fMRI image was deﬁned as a segment. Then, a time-varying
EEG spectrum was computed over the consecutive EEG segments, forming a
channel× frequency×time EEG tensor. The fMRI images were vectorized and
the consecutive images were organized in a voxel × time matrix. As such, the
time mode of the two datasets are aligned. Finally, the coupled decomposition
was formulated mathematically as a multiway partial least squares (N-PLS)
problem, i.e. the simultaneous factorization of the fMRI matrix and a CPD of
the EEG tensor, with a constraint that maximizes the covariance between the
temporal signatures of the EEG (independent variable) and the fMRI (depen-
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Figure 3.4: Coupled tensor-matrix factorization (CMTF) was performed on an
EEG-fMRI dataset recorded in temporal lobe epilepsy patients. The schematic
representation of the factorization into two components, where the modalities
share the same factors in patient mode, is shown in the middle. The mul-
tichannel average interictal epileptic discharges (IEDs) and GLM-based fMRI
activation maps of each patient form the input tensor and matrix, respectively.
The grand average IED and grand average activation map are shown on the
left. A spike and a slow wave, with diﬀerent scalp potential distributions, are
observed in the EEG, while the fMRI map shows widespread activations. The
resulting EEG and fMRI sources are shown on the top and bottom right, respec-
tively. Comparing the sources with the original EEG, it is clear that the ﬁrst
source captures the spike, while the second source captures the slow wave ac-
tivity. The ﬁrst fMRI source, corresponding to the spike, shows predominantly
temporal lobe activation. The second fMRI source, corresponding to the slow
wave, captures the activation in the occipital lobe.
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dent variable). The study identiﬁed possible brain regions which participate in
generating or controlling spontaneous brain rhythms such as alpha activity.
Ocular artefacts often obscure the EEG data. There are many approaches to
remove such artefacts, among which one of the most robust ways is estimating
the eye movements based on simultaneously recorded EOG. The estimation
can be formulated as a CMTF problem. As the eﬀect of eye movement is not
exactly the same on the EEG and EOG signals, [41] proposed a relaxed CMTF
solution, which estimates correlated shared factors, instead of equivalent ones.
Additionally, their formulation also allows that the ﬁrst or second derivatives
of the factors are correlated rather than the original factors themselves. It was
shown in both synthetic and real signals that reﬁning coupling based on such
similarities rather than equivalence have improved the estimation the factors.
3.3.3 Spatial coupling
In the previous example the EEG-fMRI integration was carried out using the
common temporal dimension as a link between the two datasets. Alternatively,
the decomposition may be coupled along the common spatial dimension, as
proposed in [28]. In order to account for the diﬀerent spatial resolution of the
EEG and fMRI, fMRI data at voxels on the cortical grid of the EEG source
space were extracted. Then, the integration is solved as a CMTF problem. The
authors have applied a special formulation, which takes into account not only
coincidence but also diversity among the modalities, by allowing one common
component, one individual EEG and one individual fMRI component.
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Chapter 4
Practical considerations
The previous sections clearly illustrated the power of using tensor decompo-
sitions in a variety of cases. In all examples, the ﬁnal result for the optimal
models was shown. However, it is important to highlight a few practical issues
that are crucial for obtaining these results, and that might not be clear when
one is not familiar with this class of methods.
4.1 Parameter selection
The appropriate choice of model parameters is crucial for obtaining an inter-
pretable and useful result. Whereas in supervised classiﬁcation the optimal
parameters may be determined using cross-validation, choosing the model pa-
rameters is a more diﬃcult question in unsupervised problems.
Diﬀerent representations of the same dataset have diﬀerent algebraic prop-
erties, therefore, the chosen tensorization will inﬂuence the optimal number of
components and ranks. For example, oscillatory sources represented in a Hankel
matrix will certainly be diﬀerent from rank−1, therefore, a BTD must be chosen.
Besides mathematical considerations, background knowledge from the applica-
tion ﬁeld may help to estimate the number of terms as the expected number of
underlying sources. For instance, in case of a seizure localization problem, one
may expect that only a few distinct sources exist, including a seizure, an artefact
and a background activity source. Apart from utilizing such heuristics, several
automated techniques exist to estimate the tensor ranks. For a brief overview
of diﬀerent techniques, we refer the reader to [26] and references therein. Below
we will illustrate the eﬀect of diﬀerent model parameter selection in a practical
example.
Let us consider the P300 classiﬁcation problem discussed previously in sec-
tion 3.1.2. A CPD was performed for diﬀerent ranks between 1 and 5. The
relative ﬁt of the model and the core consistency [8] was computed for each
model. We assume that one component captures the P300 source while other
components model noise and other brain sources. It is not known a-priori which
component captures the P300, therefore, the classiﬁcation of the trials was at-
tempted using each trial signature separately. We report the best classiﬁcation
for each model, i.e. we assume that in a real application we will ﬁnd a way to
automatically select the relevant component. The results are shown in Figure
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4.1a.
Recall that a classiﬁcation accuracy of 73.4% was achieved already using a
rank−1 CPD. When ﬁtting a rank−2 CPD model on the data, the relative ﬁt
increases from 0.36 to 0.46 and the accuracy reaches 79%. It seems that the
second component models some signiﬁcant eﬀects in the data, and this leaves
more room for the ﬁrst component to capture additional P300-speciﬁc variability
in the data compared to the rank−1 model. The very high core consistency
values indicate that both the rank−1 and rank−2 solutions follow a CPD model,
i.e. a trilinear interaction between the signatures suﬃciently describes the data.
However, the core consistency drops to 30% for a rank−3 model, suggesting
that a considerable amount of non-trilinear variability is present in the data.
Nevertheless, the P300 characteristics are still captured reliably, yielding a 79%
accuracy. Finally, although model ﬁt increases slightly, core consistency values
around zero indicate invalid models. Indeed, classiﬁcation accuracy drops as
well. Figure 4.1b depicts the components obtained with a rank−5 model. It
is easily observed that the spatial and the temporal signatures of the ﬁrst 3
components are highly correlated. When correlations in multiple factors are
observed, one should check whether 2 or more terms nearly cancel each other.
This phenomenon is called degeneracy and may indicate that the CPD rank is
set too high.
4.2 Initialization
Tensor decompositions are computed using optimization algorithms: an initial
guess is updated iteratively in a well-chosen direction, in order to minimize the
objective function value, given as the ﬁt of the model. The iterative procedure
stops when the stepsize or the relative change of the objective function value
is smaller than a predeﬁned value. A tensor decomposition is a nonlinear and
non-convex problem. As such, even though theoretically unique, there is no
guarantee that the optimization algorithm will ﬁnd the unique solution. In fact,
the algorithm may converge to a local minimum. A good initialization is im-
portant to make sure that the algorithm converges fast to a good optimum. In
general, it is recommended to run the decomposition algorithm multiple times
from diﬀerent initializations. Then, the best solution can be selected as the
one with the smallest objective function value. Good initializations include
generating pseudorandom factor matrices drawn for uniform or standard nor-
mal distributions, orthogonalizing such factors using QR factorization [43], or
computing the initial factors based on HOSVD or using generalized eigenvalue
decomposition. For more details and references, we refer the reader to [29].
4.3 Tools and algorithms
Below we list a few useful Matlab toolboxes, which implement the tensor de-
composition methods mentioned in this bookchapter. The Tensorlab toolbox
for Matlab [44] oﬀers various diﬀerent optimization algorithms to compute a
CPD or a BTD, including the popular alternating least squares method, or the
nonlinear least squares algorithm [43]. Furthermore, its structured data fusion
module allows to implement coupled matrix and tensor decompositions, as well
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(a)
(b)
Figure 4.1: The same P300 classiﬁcation problem is considered as in section
3.1.2. 4.1a Classiﬁcation accuracy, core consistency and ﬁt of CPD models with
increasing rank. 4.1b Rank−5 CPD of the same auditory ERP dataset as shown
on Figure 3.1.
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as to incorporate various constraints. Besides the built-in options, such as non-
negativity, orthogonal, polynomial, Hankel, etc., its domain speciﬁc language
allows the users to implement their own desired factor structures.
The Matlab Tensor Toolbox [4] extends Matlab’s built-in capabilites to ma-
nipulate multidimensional arrays. Diﬀerent classes are implemented in order to
eﬃciently handle dense, sparse and factored tensors either as a Tucker-type or
CPD-type approach.
Finally, the Tensor Toolbox for Feature Extraction and Applications [39]
implements eﬃcient tensor decompositions for multilinear discriminative feature
extraction based on Constrained Tucker/CP models.
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