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Abstract
Whenever we perform a movement and interact with objects in our environment, our cen-
tral nervous system (CNS) adapts and controls the redundant system of muscles actuating
our limbs to produce suitable forces and impedance for the interaction. As modern robots
are increasingly used to interact with objects, humans and other robots, they too require
to continuously adapt the interaction forces and impedance to the situation. This thesis
investigated the motor mechanisms in humans through a series of technical developments
and experiments, and utilized the result to implement biomimetic motor behaviours on
a robot. Original tools were first developed, which enabled two novel motor imaging
experiments using functional magnetic resonance imaging (fMRI). The first experiment
investigated the neural correlates of force and impedance control to understand the control
structure employed by the human brain. The second experiment developed a regressor-
free technique to detect dynamic changes in brain activations during learning, and applied
this technique to investigate changes in neural activity during adaptation to force fields
and visuomotor rotations. In parallel, a psychophysical experiment investigated motor
optimization in humans in a task characterized by multiple error-effort optima. Finally
a computational model derived from some of these results was implemented to exhibit
human like control and adaptation of force, impedance and movement trajectory in a
robot.
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Chapter 1
Introduction
Motivation
From brushing our teeth in the morning to adjusting the alarm at night, our day involves
an array of motor tasks which are performed in interaction with the environment. Our
central nervous system (CNS) achieves the interaction by controlling the force and im-
pedance at the contact points of the limb (Hogan 1984, Burdet et al. 2001). The force
provides power to perform the task while impedance helps stabilizing the system against
disturbances. Mechanical impedance can be defined as the resistance to positional per-
turbations. Controlling impedance is critical to many motor tasks because motor output
variability and environmental disturbances bring noise, which can be amplified by insta-
bilities.
While recent studies have shed light on how the CNS learns to control force and
impedance to perform stable and unstable tasks (Shadmehr & Mussa-Ivaldi 1994, Burdet
et al. 2001, Franklin, Osu, Burdet, Kawato & Milner 2003, Franklin et al. 2008), the
neural processes behind this control remain mostly unknown. Knowing these is important
to understand human motor control and motor learning in health and pathology, and can
help us develop better strategies for training and physical rehabilitation (Reinkensmeyer
et al. 2004, Hogan et al. 2006).
In robotics, current applications are restricted to known and stable environments
(Slotine & Li 1991). Most industrial manipulators use high stiffness trajectory control,
as they were primarily conceived to move in the free space (e.g. to place chocolate in
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Figure 1.1: Consider a simple joint actuated by a pair (green and red) of antagonist
muscles with equal moment arms. The difference (pink) of activation creates a
torque on the joint, while joint impedance increases with total muscle activity. The
common activation or co-activation produces no torque.
boxes), or were made stiff enough that the dynamic interaction can be neglected. How-
ever, modern lightweight robots will interact with fragile objects, other machines and
humans (Peshkin & Colgate 1999, Lambercy et al. 2007). Such demanding and varying
dynamics requires continuous adaptation of force, impedance, and, to avoid obstacles, of
trajectory (Boy et al. 2007).
Force-Impedance control
In an individual muscle, force and impedance co-vary, i.e., muscle stiffness and damping
increase with muscle tension (Kearney & Hunter 1990). However, a multi-muscle system
such as the human arm makes it possible to control endpoint force and impedance inde-
pendently. Each arm joint is actuated by a redundant set of antagonist muscles which we
activate in a variety of combinations. While the torque at a joint is roughly dependent
on the difference of activation of the antagonist muscles (assuming equal moment arms),
the impedance increases with the total muscle activation (Fig. 1.1). The CNS needs to
coordinate these muscles in an appropriate way to control the force and impedance at the
endpoint of the limbs, .
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Key questions to investigate
My PhD project investigated specific aspects of force and impedance control and their
adaptation in humans. The control of force and impedance requires complex muscle
coordination. Therefore, the first question I addressed was whether the force/impedance
control arises in a space directly related to muscles, or in abstract brain centers, one
responsible for force control and one to control impedance. Next I investigated the brain
areas involved in motor learning. While tasks requiring disturbance related increase of
impedance have been investigated extensively, success in some tasks demand a decrease
of limb impedance. The third question is how humans deal with tasks requiring this,
and whether and how they can switch between low and high impedance strategies if both
work.
Two neuro-imaging experiments and as well as a psychophysical experiment investi-
gated the above questions. Motor imaging experiments required specialized equipment
and algorithms. Two of these were also developed within this project while other were
developed previously. Finally, to show the usefulness of human like learning for robots, a
bio-mimetic force-impedance learning algorithm was developed and implemented on a 1
degree of freedom (DOF) robot.
Mapping the brain activity to individual muscles
The project’s organization is as follows. The first step was to develop a technique to
examine minute activity changes in the brain, corresponding to individual muscles, by
identifying the mapping from muscle to brain activity. Research in non-human primates
finds this mapping by invasive techniques such as electrophysiology: the presented study
is the first non-invasive technique which can be used for healthy humans.
Motor experiments invariably involve movements leading to movement artifacts during
motor imaging experiments. An algorithm was thus developed to attenuate movement
artifacts during fMRI. The method uses a model based approach to utilize the temporal
difference between artifact and brain activity to isolate and attenuate the artifacts.
10
Neural processes of reciprocal and co-activation control
I then investigated the static control of torque and impedance in humans. Subjects were
required to control their wrist torque and co-contraction with the aid of electromyography
(EMG) feedback (Ganesh et al. 2007A) while the brain was scanned to show differences
in the brain areas involved in these tasks (Haruno & Ganesh 2007). This study showed
that dorsal pre-motor cortex correlates with force while parts of ventral pre-motor cortex
are active exclusively during co-contraction control.
Evolution of neural activity along motor learning
These activation sites give us a clue to the organization of the control structure in the
brain. However, how does the brain behave before the control is perfected, i.e. during
learning? Motor learning is expected to lead to changes in brain activity in magnitude
and space. I introduce a novel experiment design and frequency based analysis that
enabled investigation of these changes without requiring any prior information about the
temporal shape of the brain activation (i.e. regressors). The study asked subjects to learn
a reaching task inside the scanner, in environments provided by the 2DOF MR compatible
manipulandum (Gassert et al. 2006A), and enabled us to look at the dynamics of the brain
during learning of force-fields and visuomotor rotations.
High versus low impedance strategies
In parallel, a psychophysical experiment was designed to examine the optimization of
impedance in humans. Most motor tasks can be performed in different ways, requiring
distinct muscular patterns. These solutions can be mathematically represented as local
optima of a cost function depending on variables such as error and effort, which our
central nervous system (CNS) would optimize. However, previous studies on optimiza-
tion of human behaviors have employed tasks with a single error-effort optimum, and
sub-optimality was examined only from the viewpoint of incomplete convergence to this
optimum. To thoroughly investigate how the CNS handles tasks dynamics with multiple
optima, I introduce a paradigm with well-defined distinct solutions corresponding to local
and global optima of a generic error-effort cost. The subjects were then forced repetitively
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(but inconspicuously) to take different solutions and observe how this affects their free
behavior. The results show that, in addition to error and effort, motor memory is a pre-
viously unknown factor that significantly influences motor optimization. Subjects tend
to involuntarily repeat a recent sub-optimal motor pattern even after extensive previous
experience of the optimal task solution.
Biomimetic force/impedance learning for dextrous robots
Finally, the control and learning structure we find in humans was implemented and eval-
uated on a joint of (humanoid) robot. Dextrous manipulation requires suitable tuning
of the force and impedance parameters. Robot dynamics are often difficult to model
and identify accurately, and robots must perform in unknown environments. The algo-
rithm introduced enables simultaneous adaptation of forces, impedance and trajectory
exhibiting human-like behaviors in the robot.
Outline of this report
Chapter 2 introduces the dedicated tools that were developed partly for this project and
led to the publications listed below. Chapter 3 reports the technique to map individual
muscle EMGs to brain activity in the human motor cortex. Chapter 4 explains the artifact
attenuation algorithm in detail. Chapter 5 describes the study conducted to evaluate the
neural correlates of static force and co-contraction control. Chapter 6 describes the pro-
cedure and results of the imaging study looking into the learning of force and impedance
in humans. The psychophysical experiment investigating the optimization of impedance,
and hence energy in the presence of multiple solutions is explained in Chapter 7. Chapter
8 describes the implementation of bio-mimetic force, impedance and trajectory adaptation
in a one dof robot. Finally, Chapter 9 yields a synthesis of these contributions.
Publications
Chapters 3 to 8 each correspond to a journal or conference paper and are thus self-
contained. Overall, this work has led to the following publications, which are listed
according to the related chapters:
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Chapter 3
• Ganesh G, Burdet E, Haruno M, Kawato M. Sparse linear regression for
reconstructing muscle activity from the human cortical fMRI. Neuroimage, 42 (4):
1463-1472, 2008.
Chapter 4
• Lemmin T*, Ganesh G*, Burdet E, Kawato M, Haruno M. Model based
attenuation of movement artifacts in fMRI. Submitted.
Chapter 5
• Ganesh G, Haruno M, Burdet E. Real time filtering of imaging artifacts from
surface electromyography (EMG) during fMRI-technique and applications. Poster
at Neural Control of Movement (NCM), 2007.
• Haruno M, Ganesh G. Dissociable neural correlates of force control and muscle
co-activation control revealed by fMRI and onlin EMG feedback. Poster at Neural
Control of Movement (NCM), 2007.
• Haruno M, Ganesh G, Burdet E, Kawato M. Dissociable neural correlates
of reciprocal and co-contraction control in dorsal and ventral premotor cortices.
Submitted.
Chapter 6
• Ganesh G, Haruno M, Kawato M, Burdet E. A hypothesis-free analysis of
fMRI correlates of motor learning. Poster at Neural Control of Movement (NCM),
2009.
• Ganesh G, Haruno M, Kawato M, Burdet E. Regressor-free isolation of neural
correlates of motor learning. In preparation.
Chapter 7
• Ganesh G, Haruno M, Burdet E. Transitions between reciprocal activation
and co-contraction during posture control. Poster at Neural Control of Movement
(NCM), 2008.
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• Ganesh G, Haruno M, Kawato M, Burdet E. Motor memory and local min-
imization of error and effort, not global optimization, determine motor behavior.
Submitted.
Chapter 8
• Ganesh G, Albu-Scha¨ffer A, Haruno M, Kawato M, Burdet E. Biomimetic
motor behavior for automatic adaptation of force, impedance and trajectory in
interaction tasks. Submitted.
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Chapter 2
Experimental tools
Summary
Many experiments to investigate human motor control and learning have used
haptic devices to produce unknown dynamics interacting with the subjects arm
(Shadmehr & Mussa-Ivaldi 1994, Hogan 1984, Burdet et al. 2001, Franklin, Osu,
Burdet, Kawato & Milner 2003). This enables analyzing the movement kinematics,
the interaction force and muscle activity using electromyography (EMG), recorded
during the experiment. To image the brain activity during motor actions, we re-
quire, in addition functional magnetic resonance imaging (fMRI) of the brain.
However, due to the harsh magnetic environment near the MRI scanner, it is a
technological challenge to use robots and EMG measurements during scanning. Fur-
thermore, the subject movement can induce large motion artifacts in the images,
which need to be suppressed so as to get any useful data. This chapter gives a brief
description of fMRI and the various special systems that were developed by me to
enable motor experiment in parallel to fMRI scanning.
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Figure 2.1: An fMRI scanner.
2.1 Functional magnetic resonance imaging (fMRI)
Functional MRI (fMRI) measures signal changes in the brain related to neural activity. Increases
in neural activity cause changes in the MR signal via the T2* signal, and this mechanism
is referred to as the BOLD (blood-oxygen-level dependent) effect. Neural activity causes a
demand for oxygen, and the vascular system actually overcompensates for this, increasing the
amount of oxygenated hemoglobin (haemoglobin) relative to deoxygenated hemoglobin. The
BOLD contrast relies on changes in deoxyhemoglobin (dHb), which acts as an endogenous
paramagnetic contrast agent. Therefore, changes in the local dHb concentration in the brain
lead to alterations in the signal intensity of magnetic resonance images. The precise nature of
the relationship between neural activity and the BOLD signal is a subject of current research.
While the BOLD signal is the most common method employed to detect brain activity in
humans, the flexible nature of MR imaging provides means to detect other aspects of the blood
supply. Alternative techniques employ arterial spin labeling (ASL) or weight the MRI signal by
cerebral blood flow (CBF) and cerebral blood volume (CBV).
To generate a functional map from fMRI data set, the waveform of signal intensities in
images obtained during control and stimulation periods are compared on a voxel-by-voxel basis.
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Voxels passing a statistical threshold are considered to be ’active’, then color-coded based on
statistical values such as t values. Color-coded functional map is overlaid on anatomic image
for better visualization.
Figure 2.2: A) shows an MR compatible wrist interface used in some of our studies.
The white slave section is placed near the fMRI when the subject is being scanned.
The subject hand is fixed onto the handle with the torque sensor while he is being
scanned in the fMRI. The master section is kept outside the fMRI room and away
from the magnetic field. The slave is connected to the master by oil filled pipes so
that the slave movement follows that of the master. B) shows the MR compatible
interface to interact with multijoint arm movements, based on a similar actuation
principle as the wrist interface. Note the placement of the device near the subject
during imaging.
2.2 fMRI compatible haptic interface
The major problem for robots working within an MRI environment is that conventional materi-
als, actuators and sensors interfere with the static magnetic field, static and switching magnetic
field gradients and radio frequency (RF) signals generated by the scanner. Safety is crucial as a
robot working within an MR environment is exposed to a strong static magnetic field of 1.5 to 3T
in current scanners (up to 7T body scanners available for research). The robot must therefore
be insensitive to the imaging sequence and should not disturb the imaging itself. fMRI scanning
sequences are even more sensitive to inhomogeneities of the magnetic field than MRI sequences.
Another constraint is the limited space inside the scanner bore, a narrow tube of about 55cm in
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diameter, also occupied by the subject. The solution we have developed to comply with the MR
environment consists of a conventional actuator placed outside the scanner room and a hydro-
static connection to transmit force and motion to a magnetically inert slave placed by or inside
the MR scanner (Burdet et al 2003). Two devices built along this concept- a 1 degree of freedom
(1DOF) wrist interface (Gassert et al. 2006A) and a 2 DOF arm interface (Gassert et al. 2006B)
are at our disposal for neuroscience experiments at ATR in Japan (Fig. 3). These devices are
equipped with custom made MR compatible force sensors (Chapuis et al. 2004) which can be
used to achieve force or position control (Ganesh et al. 2004).
2.3 Attenuation of motion artifacts
fMRI is very sensitive to head movements and magnetic field changes that may occur due to the
moving tissue of the body. These movements can induce false positive activity and also mask
real brain activation. As such movements cannot be totally avoided during motor experiments,
it is necessary to attenuate the resulting motion artifacts in order to determine correct functional
activation maps. We have recently shown that the motion artefact activity due to reaching arm
movements is very stereotypical and is temporally significantly different to the haemodynamic
response function. We have developed and demonstrated a model based method to isolate brain
voxels affected by the artifacts and clean the corresponding voxels, which will be described in
detail in Chap. 4.
2.4 EMG during fMRI
EMG measurements are necessary to analyze how the brain controls movements thoroughly, and
complement well fMRI also due to their high temporal resolution. Real-time acquisition of EMG
during functional MRI (fMRI) further provides a novel method of controlling motor experiments
in the scanner using feedback of EMG. The muscle system is redundant, and recordings of joint
torque or endpoint force and kinematics alone cannot provide direct information about individual
muscle activation. Having an estimation of muscle activity is particularly important to analyze
fMRI data, because brain activations are not only related to joint torques and kinematics, but
also to individual muscle activation.
However, EMG collected during imaging is corrupted by large artifacts induced by the vary-
ing magnetic fields and radio frequency (RF) pulses in the scanner. Methods proposed in the
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Figure 2.3: I) Block diagram of setup used to acquire real-time EMG during func-
tional MRI (fMRI). Raw EMG signal collected during scanning is contaminated
with imaging artifacts. The raw EMG is radio frequency (RF) filtered and passed
into a commercial EMG amplifier where it is band-pass filtered between 20 and
250Hz, AC filtered to remove noise from power supply, and amplified before being
passed into the artifact removal program through a data acquisition (DAQ) board.
A pulse sequence acquired from the scanner (fMRI pulse) is also fed in through
the DAQ board to synchronize the program with the scanner. Comb filter and
inter-scan artifact removal are implemented at 5kHz. Cleaned EMG acquired after
inter-scan artifact removal is rectified and averaged over a 500-ms moving window
to obtain the EMG envelope for visual display. II) Comparison of cleaned and no
fMRI EMG. A: The raw signal in FCU channel is contaminated by artifacts. B: 2
EMG channels: 1 flexor (FCU) and 1 extensor (ECRL) for subject 1, after passage
through the artifact removal algorithm, show very good similarity to (D) EMGs col-
lected in the absence of scanning over the same time period of the task. E: torque
value. Note that extensor and flexor muscle activities correspond to positive and
negative torque values respectively (Ganesh et al. 2007B).
literature for artifact removal are complex, computationally expensive, and difficult to imple-
ment for real-time noise removal. We have shown that a major part of the artifacts during fMRI
using gradient-echo EPI is concentrated in particular frequencies and can thus be effectively
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reduced by removing these frequencies from the signal. We have developed an acquisition setup
and a comb filter algorithm (Fig.2.2) that enables real-time artifact removal from EMG during
fMRI scanning (Ganesh et al. 2007A, Ganesh et al. 2007B).
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Chapter 3
Mapping muscle to brain activity in
humans
Summary
In humans, it is generally not possible to use invasive techniques in order to
identify brain activity corresponding to activity of individual muscles. Further, it
is believed that the spatial resolution of noninvasive brain imaging modalities is
not sufficient to isolate neural activity related to individual muscles. However, this
study shows that it is possible to reconstruct muscle activity from functional mag-
netic resonance imaging (fMRI). We simultaneously recorded surface electromyog-
raphy (EMG) from two antagonist muscles and motor cortices activity using fMRI,
during an isometric task requiring both reciprocal activation and co-activation of
the wrist muscles. Bayesian sparse regression was used to identify the parameters
of a linear mapping from the fMRI activity in areas 4 (M1) and 6 (pre-motor,
SMA) to EMG, and to reconstruct muscle activity in an independent test data set.
The mapping obtained by the sparse regression algorithm showed significantly bet-
ter generalization than those obtained from algorithms commonly used in decoding,
i.e., support vector machine and least square regression. The two voxel sets corre-
sponding to the activity of the antagonist muscles were intermingled but disjoint.
They were distributed over a wide area of pre-motor cortex and M1 and not limited
to regions generally associated with wrist control. These results show that brain
activity measured by fMRI in humans can be used to predict individual muscle ac-
tivity through Bayesian linear models, and that our algorithm provides a novel and
21
non-invasive tool to investigate the brain mechanisms involved in motor control and
learning in humans.
3.1 Introduction
The Central Nervous System (CNS) controls the dynamic interaction with the environment using
muscles, via their force and impedance properties (Hogan 1984, Burdet et al. 2001). Observing
the evolution of muscle activity is critical to understanding fundamental brain processes such
as learning (Franklin, Osu, Burdet, Kawato & Milner 2003) and motor synergies (d’Avella
et al. 2006). Therefore, studying brain activity and regions related to individual muscles may
provide important clues to understanding the motor system. Hence electrophysiological studies
with monkeys investigating interactions between muscle activity, kinematics and brain activity
have revealed new details about the organization of the motor system, such as the coordinates
spaces used by the brain (Kakei et al. 1999) and its functional topography (Cisek et al. 2003)
and has enabled decoding of brain activity corresponding to various task variables such as
trajectories (Koike et al. 2006), relative positions of hand and target (Pesaran et al. 2006) and
arm orientation (Scott & Kalaska 1997, Scott et al. 1997).
How can we infer the areas of the CNS related to motor control in humans, where electro-
physiology is restricted to exceptional cases? Functional magnetic resonance imaging (fMRI)
enables us to determine specific brain areas involved in the control of motor tasks in humans
with good spatial accuracy. However, most of the motor imaging experiments have been so far
limited to determining neural correlates of high level motor processes, such as internal model
loading (Bursztyn and Ganesh et al. 2006), model switching (Imamizu et al. 2004) and differ-
ences in control strategies (Schaal et al. 2004, Diedrichsen et al. 2005, Milner et al. 2007). To
our knowledge, no study using fMRI to seek for neural correlates of low level control including
muscle level changes has been reported in the literature. This may stem from the belief that the
fMRI resolution is not sufficient to isolate neural activity related to individual muscles. Also,
only recently have methods been developed to monitor muscle activity during fMRI (van Duinen
et al. 2005, Ganesh et al. 2007A).
However, the results of this chapter demonstrate that it is possible to use fMRI in order
to detect activity corresponding to individual muscles. We recorded surface electromyography
activity (EMG) from two muscles simultaneously during fMRI in conditions requiring various
levels of reciprocal activation and co-activation. We adapted a Bayesian sparse regression method
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Figure 3.1: Experiment setup and visual display. A) The subject hand is fixed in an
isometric position onto an fMRI compatible manipulandum. Straps and a plastic
splint help restrict motion to a wrist rotation. B) Visual feedback of the applied
torque (red bar) and total EMG activity (blue bar) is provided. During the ‘torque
condition’ shown here, a target (yellow block) appears in front of the torque bar and
the subject has to match it for the period it is displayed. During the ‘co-contraction
condition’ the target block appears in front of the co-contraction bar.
to map voxels from areas 4 (M1) and 6 (premotor, SMA) of the brain to the quantitative muscle
activity (EMG) of the two muscles. The distribution of selected activity voxels is analyzed and
compared to previous findings from electrophysiology studies in monkeys. The results show, for
the first time, that the fMRI resolution is sufficient to map individual muscle EMG to brain
activity in humans.
3.2 Experiment
3.2.1 Protocol
Six healthy male subjects, aged between 23 and 40 years, participated in the study. The insti-
tutional ethics committee approved the experiments and subjects gave informed consent prior
to participation. An fMRI compatible interface (Gassert et al. 2006A) was used to restrain the
subject’s wrist to an isometric posture with the help of straps and a plastic splint (Fig. 3.1A),
while the subject contracted. This device has a custom optical torque sensor which was used to
collect wrist joint torque during the experiment.
The experiment consisted of isometric wrist contractions in both the flexion and extension
direction during scanning. Subjects were presented with visual feedback of the torque applied to
the manipulandum and their total muscle activity (summation of the rectified, smoothed EMG
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Figure 3.2: Creation of muscle activity regressands. The figure shows the (rectified
and integrated) EMG activity recorded on the ECRB (blue plot above zero), FCR
(represented by negative blue plot below zero) and torque data over a short period
of 160 s during the experiment. These values were collected online during scanning
and used to give visual feedback to the subject as shown in Fig. 1B. The expected
brain activation (dash black) is constructed by convolving the muscle activity with
the HRF (green). Both the (blue) muscle activity and (red) torque pulsate with
a time period of 4 s corresponding to the target presentation. Note that in the
torque condition there is a non zero torque while either one of the muscle activities
is low depending on the direction of the torque. In the co-contraction condition
both FCR and ECRB activities are high while the torque signal is close to zero,
showing the subject contracted his wrist muscles without applying any directional
torque.
activity from the two muscles) at all times (Fig. 3.1B). The experiment consisted of alternating
torque, co-contraction and rest conditions.
During a torque condition one of three flexion and three extension target torque levels were
displayed {-3.6, -2.4, -1.2, 0, 1.2, 2.4, 3.6}Nm in a pre-decided order every four seconds. The
subjects were instructed to slowly increase the torque to the target level and hold it throughout
the target display period, which lasted three seconds, after which they could relax for one second
before a new target appeared and they contracted again to reach the new torque target.
In the co-contraction condition muscle activation targets were presented with similar time
sequence and the subjects were required to increase their muscle activation to the target levels
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by co-contracting the wrist muscles without applying any torque. The co-contraction target was
evaluated by the mean of the EMG recorded during the immediately preceding torque condition.
The direction of the co-contraction target was randomly changed so that the visual feedback
would be similar to that in the torque condition. All subjects were trained extensively before
the fMRI experiment so as to familiarize them with the paradigm and visual feedback.
The three conditions covered the possible combinations of muscle activities, which are when
mainly ECRL or FCR is active (torque), when they are both active equally (co-contraction) and
when they are both inactive (rest). The torque and muscle activation target values were chosen
so as to get two uncorrelated smooth regressors, one for each muscle, on convolution with a
haemodynamic response function (HRF) (Fig.3.2). The alternating activation and rest periods
ensured reduction of subject fatigue and movement artifacts while still providing a changing
brain activity, sufficiently slow to be detected during fMRI.
Two 13 minutes long sessions were conducted for three of the subjects. In each session the
regressor pattern repeated four times with a rest period of 30 seconds between repetitions. For
the other three subjects, the two sessions were combined in one long experiment.
The data collected was divided into three parts: the regression set and selection set, which
together form a training set, and a distinct test set. The first half of the experiment (the first
session, for the subjects who did two sessions; the first half of the session, for the subjects who
did a single long session) was used as the regression set. The first 25% of the second half of the
data formed the selection set while the remaining data was used as the test set. The regression
was performed on the regression set while tuning the parameters using the selection set. The
trained function was then tested on the test set to check for the performance of the function.
3.2.2 Electromyography
EMG was recorded from two muscles acting at the wrist (flexor carpi radialis (FCR) and extensor
carpi radialis brevis (ECRB), which are the major contributors to wrist flexion and extension
in a sideways position (Haruno and Wolpert 2005).
After electrode placements for each muscle were determined using functional movements,
the area was cleansed with alcohol and abrasive gel (Nuprep, D.O. Weaver & Co, USA). EMG
electrodes designed for use in the MR environment (NE-706A, Nihon Kohden, Japan) were filled
with EEG electrode paste (Biotach, GE Marquette Medical Systems, Japan) and firmly fixed to
the subjects skin with tape. Two electrodes were positioned on the belly of each muscle separated
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by approximately 1 cm. An elastic cloth sleeve was placed over the electrodes and wires, fixing
them against the subjects forearm to avoid any accidental electrode removal and to minimize
movements of the electrode wires during the scanning. Once the subject was positioned in the
scanner the long braided electrode wires were firmly fixed to prevent movement in the magnetic
field. To avoid external noise being carried into the shielded MR room, the electrode wires were
passed through multiple ferrite filters before passing through wave guides in the penetration
panel of the MR room. EMG channels were cleaned online during scanning and used to provide
EMG feedback using the methodology explained in (Ganesh et al. 2007A).
3.2.3 fMRI
A 1.5 T MR scanner (Shimadzu-Marconi ECLIPSE 1.5T Power Drive 250) was used to obtain
blood oxygen level-dependent (BOLD) contrast functional images. Images weighted with the
apparent transverse relaxation time were obtained with an gradient-echo echoplanar imaging
(EPI) sequence. Data was collected from the upper cortex from the top of the brain to about
the center of the ventricles, so as to include area 4 and area 6 completely. Scanning was performed
at a repetition time of TR = 1.5 sec with echo time, 49 ms; flip angle, 80o, 15 slices (thickness
3 mm, gap 0 mm) of 64 x 64 in-plane voxels (in-plane field of view of 224 mm2).
3.2.4 Reduction of movement artifacts
Movement artifacts are a major problem in motor experiments as the artifacts are correlated
to the movements and thus difficult to separate out from actual activity. As in our experiment
the forearm is fixed, the task is isometric and performed with a distal link, i.e. the wrist, the
movement artifacts are expected to be small, if any. However to further reduce any artifacts
present, the following steps were taken-
Movement artifacts occur immediately on start of the movement and last only as long as
the movement lasts (Birn et al. 2004). In contrast, the brain activity is more delayed and long
lasting. The experiment was designed to exploit this property to reduce potential artifacts from
the data. By employing a pulsed activation paradigm (3 sec target presentation ,followed by
1 sec rest), we make the movement artifacts less correlated to the overall brain activity and
more to the pulsating torque regressor (Fig.3.2). Further, the pulsating paradigm makes the
frequency content of the movement artifacts much higher than the brain activity, such that they
can be further reduced by applying a low pass filter to the raw voxel data before the regression
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analysis. The cut-off frequency for the low-pass filter was set to 0.2 Hz (5 second period) in our
analysis so as to remove movement artifacts which repeat every 4 seconds.
A custom made bite bar was used in all experiments to reduce head movement. The head
movements as caught by the SPM1 movement parameters were found to be below 2 mm and 1
degree for all the subjects. This was confirmed in a separate experiment using the OPTOTRACK
3020 from Northern Digital Inc. with optical markers fixed on the head providing a measurement
at 100 Hz. The images obtained from the experiment were realigned in SPM with the highest
accuracy before the regression analysis.
3.3 Algorithm
3.3.1 Preprocessing
The brain images from the two sessions were realigned to the first scan of session- 1 to ensure
there was no displacement among scans from the two sessions. For each subject the region of
interest (ROI), in our case Area 4 (M1) and Area 6 (premotor, SMA), were manually mapped
on the individual T2 structure scans according to literature (Talairach & Tournoux 1988, Picard
& Strick 2001). The voxel activity from the ROI were extracted and band-pass filtered between
0.003 Hz (300 sec) and 0.2 Hz (5 sec) before the regression analysis. The low frequency cut-off
value was chosen so as to remove any drift in the fMRI signal while allowing signals corresponding
to the muscle activity which repeated every ∼196 sec. The high cut-off of 0.2 Hz was chosen to
remove any possible activity corresponding to movement artifacts. This preprocessed data was
used as the regressor in the regression analysis.
The integrated EMG profile obtained after the use of the MR artifact cleaning algorithm
(Ganesh et al. 2007A) was convolved with a haemodynamic response function (HRF) and used
as the regressand for the regression analysis.
3.3.2 Regression Analysis
Our aim was to reconstruct the muscle activity represented by EMG using brain voxels and thus
get a functional mapping between a set of voxels in the brain and the activity of a particular
muscle. We used the Bayesian linear sparse regression algorithm proposed by (Figueiredo 2003)
for the mapping and developed a recursive procedure to optimize the function complexity as
1http : //www.fil.ion.ucl.ac.uk/spm/
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described below. Linear regression has been previously shown to be able to efficiently reconstruct
muscle activity from brain in (monkeys) electrophysiological studies (Townsend et al. 2006, Ting
2008, Koike et al. 2006, Morrow & Miller 2003) while a sparse regression method was chosen for
two reasons:
• Sparseness leads to simple less functions and give us a possibility to avoid over-fitting, as
explained in the later section.
• Sparse regression methods set the coefficients of irrelevant voxels to zero thus removing
any effects of their activity in the final result. Therefore specific muscles will be connected
to specific neurons, as is generally agreed in the literature .
The linear regression function is in the form
y = Hβ + w (3.1)
where y = [y1, .....yn]T is the muscle activity to be reconstructed (regressand) and
H =

x11 · · · xp1
...
. . .
...
x1n · · · xpn
 (3.2)
is the design matrix with the time series of a set of p voxels from the selected ROI in the
‘regression set’. The parameters β = [β1, ..., βn] will be computed to realize the best mapping
of the voxels to the muscle activity while making the function sparse. w = [w1, ..., wn]T is the
noise for n brain scans recorded in an experiment.
If a Laplacian prior is chosen for β such that
p(β|α) =
k∏
i
α
2
exp{−α |βi|} =
(
α
2
)k
exp{−α ‖β‖1} , (3.3)
where ‖β‖1 =
∑
|βi|
and α is the parameter of this density, then the maximum a posteriori estimate
of β is given by
β̂ = argmin
β
{
‖Hβ − y‖22 + 2σ2α ‖β‖1
}
. (3.4)
The term with the Euclidean norm || ||2 expresses the least-square approximation of the re-
gressand, while the term || ||1is used to produce a sparse representation. The || ||1norm,
corresponding to the absolute value, has a larger gradient than the || ||2 norm in the vicinity of
the minimum and thus should converge fast to zero, i.e. to a sparse representation. This criterion
is named as least absolute shrinkage and selection operator or LASSO (Tibshirani 1996).
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The Laplacian prior is equivalent to a two level hierarchical Bayes model with zero mean
Gaussian priors with independent exponentially distributed variances (Figueiredo 2003, Lange
& Sinsheimer 1993)). This allows us to use the expectation- maximization (EM) algorithm to
implement the LASSO criterion (Osborne et al. 2000, Tibshirani 1996) in two steps:
• E-step
V (t) = γ diag
{∣∣∣β̂1(t)∣∣∣−1 , · · · , ∣∣∣β̂k(t)∣∣∣−1} (3.5)
• M-step
β(t+ 1) =
(
‖y −Hβ‖22
n
V +HTH
)−1
HT y (3.6)
The parameter γ controlling the degree of sparseness of β may be eliminated using a Jeffreys
non-informative hyperprior.
p(β|σ) ∝ exp{− β
2
2σ
} (3.7)
p(σ) =
1
σ
(3.8)
This is equivalent to an automatic relevance determination (ARD) prior. The EM steps may be
adjusted to get the following modified EM algorithm (Figueiredo 2003).
• E-step
U(t) = diag
{∣∣∣β̂1,(t)∣∣∣ , · · · , ∣∣∣β̂k,(t)∣∣∣} (3.9)
• M-step
β(t+1) = U(t)
(
σ2I + U(t)H
THU(t)
)−1
U(t)H
T y (3.10)
In our regression (3.9) and (3.10) are used to make β sparse, determined by the value of parameter
σ. The optimal value of σ was determined by a adaptive process as explained in Section Avoiding
over-fitting.
3.3.3 Avoiding over-fitting
To achieve a good generalization of a model or mapping, it is required to control the complexity
of the learnt function. If the function is too complex then it will reproduce unimportant details
of the training set, thus ‘over-fitting’ the training data. Such a function will fit the training data
well will be unable to fit a different test data well. Conversely, an overly simple function will
not be able to capture the true mapping between the regressor and the regressand, thus ‘under-
fitting’ the training data. In our case the number of voxels chosen during training decides the
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Figure 3.3: Evolution of error with number of voxels selected during training. The
plot shows the evolution of training and selection set testing error and COD values
with change in σ for the FCR muscle of subject 2. With the decrease in the value of
σ (and increase in the number of selected voxels) the (blue) training error decreases.
However the testing error typically shows a (red) U-shaped behavior with respect
to σ. The binary search algorithm is used to find the value of σopt at which the
testing error is minimum and COD is maximum. The voxel number corresponding
to σopt is taken as the optimal (nopt) for the reconstruction of the EMG.
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ability of the model to generalize well. The typical behaviour of our data set is represented in
(Fig. 3.3A). The regression algorithm suggested above has one free parameter (σ) which adjusts
the number of voxels chosen during training. We utilize over-fitting, detected by performances
on a representative portion of the test set, the selection set, as a criterion to recursively select
the optimal value of σ, and hence the voxel number. The algorithm for this process is shown in
(Fig. 3.3B). The EM algorithm loop starts with σ = 1. The mapping vector β(σ) is computed
as explained above and the corresponding coefficient of determination (R2) is evaluated in the
selection set. A binary search is used to determine the σ maximizing R2.
3.4 Results
3.4.1 Reconstruction performance
Fig. 3.8 shows the performance of the method in reproducing FCR and ECRB EMG activity
for 6 subjects. The performance has been quantified using the coefficient of determination:
R2 = 1−
∑
(y − yr)2∑
(y − y¯)2 (3.11)
where y represents the muscle regressand value, y¯ its average and yr the reconstructed value.
For the first three subjects, the training and test sets were chosen from the single long session,
while for the last three subjects the training regression and test sets were taken from separate
sessions.
The R2 values obtained on the test for the different subjects vary between 0.38 and 0.64,
corresponding to a good reconstruction. The R2 values can be seen to be higher when the
training and testing are done in the same session. 3.4 shows a representative time series of the
predicted and actual EMG for subject 1.
To test if the performance of the algorithm is good enough indicator of actual brain activity
and is above statistical chance, an additional analysis was also carried out for each of the subjects,
in which a similar regression analysis was performed with voxels from the right prefrontal cortex.
This area is generally not expected to have activity related to individual muscle activations.
For five of the six subjects, the trained voxels could not give R2 values more than 0.18 in
testing while for one subject the value reached 0.21 for one muscle. Overall the values were well
below the values obtained with the voxels from areas 4 and 6. To compare the reconstruction
performance in the force and co-contraction conditions (Fig. 3.5), reconstruction was carried
31
Figure 3.4: Predicted waveform. The figure shows the actual (red) and reconstructed
(blue) EMG waveforms for the two muscles, ECRB (represented by plot above zero)
and FCR (represented by negative plot below zero) for subject 2.
Figure 3.5: Comparison of performance during different conditions. The plot shows
the COD values for each subject, averaged for the two muscles when the testing is
done only in the co-contraction condition (blue), force condition (red) and on the
entire test data (green). Overall the performance is relatively similar in the two
conditions with half the subjects showing a better performance in one condition
and half in the other. The performance with the entire test data is roughly the
average of the performance in the two conditions.
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Figure 3.6: Comparison with algorithms generally used for decoding brain activity.
The average R2 values obtained for the two muscles from support vector regression
(SVR), ordinary least square (OLS) and sparse linear regression (SLR) are shown
for (A) training set and (B) test set. While SVR and OLS give an R2 value of 1
during training illustrating a perfect fit, they perform poorly on the test set. The
SLR is able to generalize much better than SVR and OLS, as exemplified by the
similar correlation coefficients in the training and test sets.
out in the two conditions separately. It was found that the performance of the algorithm was
comparable in the two conditions with three subjects showing a better performance during co-
contraction and three showing better in the force condition. The performance of the entire test
set was roughly the average of the performance in the individual conditions.
3.4.2 Comparison with other regression methods
The results from our algorithm were compared with two other methods commonly used in
decoding: ordinary least square regression (OLS) and support vector machine regression (SVR).
OLSwas implemented in Matlab using the pinv function while SVR was implemented according
to the method of (Gao et al. 2003). Fig. 3.6 compares the performance of the sparse linear
regression (SLR) algorithm with ordinary least square regression (OLS) and support vector
regression (SVR). The OLS and SVR methods performed extremely well in training giving R2
value of 1 in each case. The weights β (Eq. 3.1) obtained from the two methods were different,
demonstrating the possibility of distinct mappings fitting the data. In comparison, the SLR
gave lower values of R2 in training, but much higher values in the test phase. This shows that
the SLR is able to generalize beyond the training set, in contrast to these other methods.
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Figure 3.7: Voxel distribution shown as glass brain representation of the left cortex
for the six subjects. The grey lines represent the z contours which increase from
z=0 mm to z=45mm in steps of 3 mm, corresponding to the 15 fMRI slices. Areas
4 (dark grey) and 6 (light grey) corresponding to each subject have been marked
on the plots. Voxels representing FCR (red) and ECRB (blue) were found to be
distributed throughout areas 4 and 6. Note that the voxel size has been magnified in
the figure to improve visibility. The bar graphs show the weighted z-distribution.
Each bar represents the sum of absolute normalized weights assigned to voxels
corresponding to FCR (blue bar) and ECRB (red bar) in one particular slice with
the green line representing the center of mass of the distribution.
3.4.3 Distribution of Brain activity to distinct muscles
An interesting aspect of the results is the distribution of voxels selected for the FCR and ECRB
muscles shown in Fig. 3.7. The bar charts in the figure give the weighted histogram of the
voxels along z. Each bar represents the sum of the absolute weights as obtained from the sparse
regression of voxels in one particular slice. The weights have been normalized by the maximum
weight. The sum of the FCR weights (blue bar) and ECRB weights (red bar) indicates the
importance of the slice in the reconstruction of that particular muscle activity. Green lines
indicate the center of mass of the z-distribution. To check that the reconstruction selected the
34
  
Sub 
 
FCR  reconstruction  
(R
2
) 
 
 
 
 
# 
voxels 
 
 
ECRB  reconstruction 
(R
2
) 
 
 
 
 
# voxels 
  
training 
 
 
testing 
 
training 
 
 
testing 
 
 
1 
 
2 
 
3 
 
4 
 
5 
 
6 
 
 
0.82 
 
0.78 
 
0.58 
 
0.70 
 
0.74 
 
0.76 
 
0.38 
 
0.38 
 
0.51 
 
0.39 
 
0.42 
 
0.41 
 
10 
 
15 
 
3 
 
13 
 
8 
 
5 
 
0.85 
 
0.46 
 
0.64 
 
0.89 
 
0.77 
 
0.65 
 
 
0.62 
 
0.57 
 
0.42 
 
0.63 
 
0.44 
 
0.47 
 
31 
 
52 
 
18 
 
6 
 
29 
 
9 
 
Figure 3.8: The coefficient of determination (R2)values achieved by the mapping
during the training and testing phases with a sparse selection of voxels (#).
functionally important voxels, we adopted a procedure where the voxels selected by the algorithm
for a muscle were removed from the data, after which the regression procedure was re-run. The
results showed a drop of about 50% in the coefficients of determination for all subjects when
the few selected voxels were not used. The FCR and ECRB voxel distributions (Fig. 3.7) were
found to spread over cortical areas 4 and 6. In general there were less selected voxels in area 4
than 6. However, except for the FCR voxels of subject 6, for all the subjects and for both the
muscles, at least one of the two top voxels in regression was located in area 4. The spread of
voxels was roughly over the medial and medialdorsal region in areas 4 and 6.
For all subjects, there was almost no overlap between voxels chosen to reconstruct the FCR
and ECRB muscles, even though the two muscles were evaluated in separate regression analyses.
The number of voxels chosen to reconstruct the extensor (ECRB) activity (Table of Fig. 3.8)
was found to be larger than for the flexor reconstruction.
3.5 Discussion
This study showed that fMRI activity related to individual muscle activity can be reliably
identified, and provided an algorithm to map fMRI activity to muscle activity. A technique based
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on Bayesian sparse regression was utilized to identify a linear mapping from fMRI data in areas
4 (M1) and 6 (premotor, SMA) of the brain, which have been shown to be directly associated
with muscle activation (M1: (Morrow & Miller 2003, Rathelot & Strick 2006, Koike et al. 2006,
Jackson et al. 2006, Townsend et al. 2006) and pre-motor:(Cisek et al. 2003, Crammond &
Kalaska 2000, Kurata & Wise 1988, Ojakangas et al. 2006) to the EMGs of antagonist wrist
muscles. The proposed method does not require any manual parameter tuning or thresholding.
This method was implemented on six subjects, who had performed an isometric wrist task
requiring control of both force and cococontraction. The results demonstrated that fMRI can
be reliably mapped to EMG by testing the mapping on data distinct from the training data.
3.5.1 Role of spinal reflexes
In this study muscle activity was predicted from the brain activity patterns alone and reflex
contributions through direct spinal pathways were neglected. As in most nonhuman primate
studies, we considered voluntary and smooth movements for the reconstruction. Errors due to
neglect of reflexes may become prominent in the case of real movements with perturbations
(Jackson et al. 2006). While it may be impossible to estimate the reflex contributions from
observation of the brain activity alone, comparison of the predicted and actual muscle activ-
ities may be used to isolate and study reflex components from EMG signals recorded during
experiments.
3.5.2 SPM and ordinary linear regression
In a system like ours, where single muscle activity is regressed with a brain activity matrix of
large dimension, ordinary linear regression provides a perfect fit (Fig. 3.6A).
However, the many possible mappings and over-fitting due to the high dimensionality of the
regressors are major concerns. These concerns cannot be addressed by the ordinary least square
algorithm and the mapping identified is usually data specific and cannot be generalized for test
data other than the data used for training (Fig. 3.6B).
Statistical toolboxes such as Statistical Parametric Mapping (SPM), used commonly for
brain image processing, often rely on simple linear regression to isolate brain activity related
to physical processes. Regression in SPM is set up with the brain voxels as the regressand
y, and the physiological parameters, muscle activity in our case, constituting the regressor H
(Eq. 3.1). As the physiological parameters are usually small in number, the dimension of the
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FCR ECRB FCR  ∩  ECRB
Figure 8: Regression of muscle activity using SPM. The images from the training session of a
subject were realigned to the first image of the session and analyzed, without smoothing, using a
standard SPM analysis with the two muscle activity, and six re-alignment parameters (provided by
SPM) as regressors. The figure shows the voxels selected by the SPM regression analysis (p≤ 0.001,
uncorrected) for only the FCR (green square), ECRB (blue square) and both FCR and ECRB (red
square) in the motor cortex. The voxels selected for the two muscles overlap significantly with
around 50 % of the ECRB voxels being common for both muscles at this threshold.Three of the
top five and 7 voxels of the top 10 peak ECRB voxels are also selected for FCR.
8
Figure 3.9: Regression of muscle activity using SPM. The images from the training
session of a subject were realigned o the first mage of the session and analyzed,
without smoothing, using a standard SPM analysis with the two muscle activity, and
six re-alignment param ters ( rovided by SPM) as reg essors. The figure shows the
voxels selected by the SPM regression analysis p¡0.001, uncorrected) for only the
FCR (green square), ECRB (blue square) and both FCR and ECRB (red square) in
the motor cortex. The voxels selected for the two muscles overlap significantly with
around 50% of the ECRB voxels being common for both muscles at this threshold.
Three of the top five and 7 voxels of the top 10 peak ECRB voxels are also selected
for FCR.
regressor matrix in SPM is small leading to fewer possible mappings. Thresholding of the results
in SPM helps in isolating motor cortex voxels from the other brain regions and thus reducing
over-fitting. However, within the motor cortex, the voxels corresponding to individual muscles
often significantly overlap in space (Fig. 3.9).
We chose to take motor cortex activity as the regressor as we were interested specifically in
the reconstruction of muscle activity without having to account for other neural processes that
may be prevalent during the experiment. Sparse regression helps us to generalize well beyond
the training set, despite the relative large dimension of our regressor matrix. The mapping in
our sparse regression algorithm and in SPM are essentially inverse of each other (Eq. 3.1). Use
of both kinds of mapping during analysis can complement and improve insights that can be
obtained from the same pair of data sets. For example, the definition of a functional region
of interest using SPM may provide additional information in interpreting the sparse regression
analysis, while, during analysis of high level motor processes using SPM, sparse regression may
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be used to equalize or remove activity corresponding to low level muscle processes.
3.5.3 Local versus global mapping
The technique presented in this chapter, based on fMRI, has lower temporal and spatial resolu-
tion compared to electrophysiology. However, electrophysiology usually involves recording a set
of neurons locally in the brain during completion of a task, thus it is not possible to know the
entire population of the neurons related to, for example, a muscle. To get a complete map of
the neurons associated with particular muscles in monkeys, (Rathelot & Strick 2006) introduced
the rabies virus into a muscle and analyzed the brain area retrogradely labeled by this virus via
two stages of synapses. This method, however, cannot be applied to healthy humans, and gives
no information about the strength of the connections. In contrast, the technique introduced in
this chapter can provide a rough but quantitative mapping of the brain areas associated with
muscles. It is non-invasive and can be routinely used on humans.
Transcranial magnetic stimulation (TMS) has been used for isolating neural correlates of
muscles, however getting focused stimulation with TMS has been difficult (Van Elswijk et al.
2008) and the spatial resolution of stimulation is limited to few centimeters (Wassermann
et al. 2003, Hallett 2007). TMS being a top-down process, mapping of all the brain regions
associated with a muscle would require stimulation and checking of each individual brain site
which is tedious and still the quantitative contribution of brain sites may be difficult to deter-
mine. However TMS can help isolating the specific brain regions involved in the activation of a
muscle. As we use fMRI to detect brain activity, it is difficult for our algorithm to determine if
the selected voxels activate the muscle or receive feedback from the muscle.
While we recorded surface EMG from the FCR and ECRB muscles, other agonist and
antagonist wrist muscles may have similar activation patterns and thus similar regressands as
FCR and ECRB respectively (Hoffman & Strick 1999). This means that the brain voxels isolated
in this study may correspond to other functionally similar muscles. However, our purpose here
was to show that the method works for a given set of regressands. To map individual muscles
more precisely, a task could be chosen which generates rich data able to differentiate the activity
pattern of each of the involved muscles.
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3.5.4 Activity distribution
For each muscle, the distribution of the voxels selected by our algorithm spread over areas 4 and
6 of the brain, with a bias towards the medialdorsal region. In area 4, the voxel distribution was
not limited to the wrist areas, but was also spread in areas generally associated with shoulder,
arm and finger muscle activations. This is in agreement with the distributed brain activity
reported for finger muscles in monkeys (Rathelot & Strick 2006), and confirms a previous study
in humans (Sanes et al. 1995) . While neurons in the dorsal pre-motor region are known to
be associated with muscle activity (Cisek et al. 2003, Crammond & Kalaska 2000, Kurata &
Wise 1988), dorsal pre-motor is also known to be involved in coding of hand, target position
(Pesaran et al. 2006) and gaze shifts (Sylvestre & Cullen 2006). In our experiment, gaze shift was
minimized by keeping the targets close to the center and providing the subject with a fixation
point. Furthermore, gaze and visual feedback, which may be correlated to the force produced,
are not correlated to the activations of individual muscles, especially during the co-contraction
condition while the reconstruction of our algorithm is comparable in both conditions (Fig. 5).
While the voxel distribution for both FCR and ECRB muscles was found to be distributed
over the motor cortex, the two distributions were found to be orthogonal with an overlap of
less than 5%. While it is generally agreed that muscles are controlled by distributed neural
sites, the sites have usually been reported to be overlapping (Townsend et al. 2006). The voxels
isolated by our algorithm may not represent the complete set of brain areas associated with
muscle activation. Minimally contributing voxels and noise may be pruned by the regression
process to achieve better generalization, and activity may bemissed due to the linear nature of
our regression model. Thus, while we cannot conclude that the neural correlates of individual
muscle activations are orthogonal, our results show that the voxels most prominently correlated
to individual muscle activations have distinct distributions.
The orthogonal mapping of these prominent voxels may give important clues regarding the
coordination of muscles in complex actions. The similarity of the brain maps obtained in this
study and that of (Rathelot & Strick 2006) regarding patchy, intermingled but disjoint represen-
tations of individual muscles is in sharp contrast to usual fMRI analysis results; continuous map
and large overlap between antagonist muscles (Fig. 8). This might indicate that reconstruction
of EMG from fMRI could provide a more causal and anatomical representation of muscle control
than its inverse mapping. Possible applications Mapping brain to muscle activity can be used
to examine how brain processes involved in motor control and learning in humans are coded in
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the brain. In particular it may be used to infer muscle combinations such as muscle synergies
(d’Avella et al. 2006), or reciprocal and co-activation required to control force and impedance
(Haruno & Ganesh 2007, Burdet et al. 2004). Mapping between brain and muscles may be used
in rehabilitation studies and diagnostics. Similar to electrophysiological studies of post stroke
monkeys (Nudo et al. 1996), it will enable precise characterization of the migration of brain
activity related to muscles in humans, and may thus explain how brain functions are affected by
rehabilitation procedures. Finally, in studies of high level motor processes using fMRI, detected
muscle related voxels may be used to help equalize or remove activity corresponding to low level
muscle processes.
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Chapter 4
Model based attenuation of
movement artifacts during fMRI
Summary
Behavioral analysis of multi-joint arm reaching has allowed important advances
in understanding the control of voluntary movements. Complementing this analy-
sis with functional magnetic resonance imaging (fMRI) would give insight into the
neural mechanisms behind this control. However, fMRI is very sensitive to arti-
facts created by head motion and magnetic field deformation caused by the moving
limbs. It is thus necessary to attenuate these motion artifacts in order to obtain
correct activation patterns. Most algorithms in literature were designed for slow
changes of head position over several brain scans and are not very effective on data
when the movement is of short duration below the resolution of a brain scan. This
chapter introduces a simple model-based method to remove motion artifacts during
short duration movements. The proposed algorithm can account for head movement
and field deformations due to movements, within and outside of the scanner’s field
of view (FOV). It uses information from the experimental design and subject kine-
matics to focus the artifact attenuation in time and space and minimize the loss of
uncorrupted data. Application of the algorithm on arm reaching experimental data
obtained with block and event related designs demonstrate attenuation of motion
artifacts with minimal effect on the brain activations.
This work was done in collaboration with Thomas Lemmin, Ecole Polytechnique
Fe´de´rale de Lausanne (EPFL), Switzerland and Dr. Roger Gassert, ETH Zurich.
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4.1 Introduction
The study of multi-joint arm reaching has been the mainstay of upper-body motor control
research for over a century (Woodworth 1899), and allowed important advances in human motor
control (e.g. (Abend et al. 1982, Mussa-Ivaldi et al. 1985, Shadmehr & Mussa-Ivaldi 1994, Gomi
& Kawato 1996, Burdet et al. 2001, Franklin et al. 2008)). On the other hand, speech studies
investigating physiological and acoustic phonetics rely on movement characterization of speech
organs like the tongue, lips, jaw, velum and the vocal folds (Kent 1997). Studies in both
these fields, involving short discrete movements of various limbs, have relied on the analysis of
kinematics and muscle activity to infer control of these tasks.
Complementing these data with functional magnetic resonance imaging (fMRI) could give
important insights into the neural mechanisms involved in human motor control and related
dysfunctions (Diedrichsen et al. 2005, Tunik et al. 2007). Specialized robotic interfaces (Gassert
et al. 2006B, Gassert et al. 2006A) and EMG collection (Ganesh et al. 2007A, Ganesh et al.
2007B) have recently been developed, which allow us to perform a diverse range of motor control
experiments during fMRI.
However, these experiments invariably involve limb movements, and fMRI is very sensitive
to head movements and magnetic field changes that may occur due to moving body limbs (Birn
et al. 2004). Both head and body movements can lead to motion artifacts inducing false positive
activity or masking real brain activation. Furthermore, major brain regions involved in motor
control are located on the cortex, which is at the boundary of the brain and the skull. Motion
artifacts, which typically appear at contrast edges (Birn et al. 2004), are thus likely to affect the
investigation of motor control significantly. Therefore, in order to determine correct functional
activation maps during motor tasks, it becomes crucial to attenuate these motion artifacts.
Processing of images with rigid body image realignment is the most common technique used
for online (Steger & Jackson 2004, Thesen et al. 2000) and oﬄine (Bursztyn et al. 2006, Kim
et al. 1999, Friston et al. 1996) attenuation of movement artifacts. Other methods proposed
in literature use optical tracking (Dold et al. 2005, Dold et al. 2006), navigator pulses (Ward
et al. 2000, Lee et al. 1996) or oﬄine analysis of signal variance (Huang et al. 2008, Diedrichsen
et al. 2005, Hickok 2003) to estimate head movement and attenuate the artifacts, with online slice
corrections (Ward et al. 2000, Lee et al. 1996), downweighting of corrupted images (Diedrichsen
et al. 2005) or replacing artifact affected values by interpolation (Huang et al. 2008). However,
all these methods estimate parameters only every repetition time (TR) (which has a resolution
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of a few seconds) and are insensitive to short duration movements as involved in arm reaching
and speech, which typically last less than a second. Higher resolution methods recently proposed
(Speck et al. 2006, Zaitsev et al. 2006) become difficult to use during motor experiments, espe-
cially arm reaching, where a manipulandum, visual feedback screen and their support structures
impede optical tracking.
Although little is known about the artifacts created by arm movements, results from speech
experiments show that head movement and magnetic field deformations due to body movements
(Birn et al. 2004) are the major contributors to motion artifacts. A brain scan consists of a
collection of small scanned volumes called voxels defined by a coordinate frame fixed to the
scanner. Head movement and magnetic field deformations due to change in limb positions cause
a shift between the scanner and head coordinates leading to a shift of voxels relative to the
head. This may result in voxels moving into a region with different signal intensity, either due
to material or functional differences, causing a sudden change in the signal value and resulting
in an artifact. These motion artifacts thus tend to be concentrated at contrast edges in the
brain (Birn et al. 2004) where small shifts can induce large signal changes due to the varying
material properties.
While head movement artifacts affect voxels directly due to their movement, magnetic field
deformation artifacts can be caused even when the head does not move but there is movement of
other limbs in the neighborhood. The large amount of artifacts seen in the simple contrast be-
tween two conditions when the subject relaxed in two different arm postures gives a quantitative
estimate of magnetic field deformation induced by the change in limb position (Fig. 11).
In addition, the shift of a voxel into a region of different field intensity leads to a change
in saturation of spin magnetization which can create ’spin history artifacts’ (Muresan et al.
2005, Friston et al. 1996), the practical considerations for correction of which have recently been
explored (Robson et al. 1997). Here we will not consider changes in the fMRI signal due to the
spin history, as a TR of 3.5 s is long enough such that this effect becomes small (Grootoonk
et al. 2000).
The brain response as detected by fMRI is commonly modeled using the haemodynamic
response function (hrf) corresponding to the local variation of relative levels of oxy-haemoglobin
and deoxy-haemoglobin due to an impulse stimulation. In its canonical shape, this response
peaks approximately five seconds after the stimulus. As the motion artifacts considered here are
induced directly by the movement of tissue, they occur within a short time period immediately
after movement onset (Birn et al. 2004). Thus, for short and discrete reaching movements
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commonly examined in motor control, e.g. (Shadmehr & Mussa-Ivaldi 1994, Burdet et al. 2001),
artifacts have a different time course than the detected brain activity.
The model-based method presented in this chapter utilizes this temporal activity difference
to distinguish artifacts due to head movement and field deformations from actual brain activity,
followed by a spatio-temporally localized smoothing procedure to attenuate them. Evaluation of
the effect of the algorithm on artifacts resulting from reaching movements made in different dy-
namic environments demonstrate that the algorithm can attenuate artifacts in both event-related
and blocked fMRI experiments, without affecting real brain activity. The attenuation algorithm
was implemented as Matlab functions that can be easily integrated into SPM5 (download from
http : //www.cns.atr.jp/ gganesh/motion− correction.zip).
4.2 Methods
Place Figure 1 near here
Movement artifacts were evaluated for planar multi-joint arm movements. Six human sub-
jects without known neuropathology (right handed males aged between 23-40 years) performed
point-to-point reaching movements in force fields produced by a robotic interface (Fig. 1A), first
outside the MR room, while arm, shoulder and head movements were recorded using motion
capture, and then inside the scanner, during fMRI. The institutional ethics committee at ATR
approved the experiments and participating subjects gave informed consent before participation.
Subject movements were first observed using optical tracking to create a spatio-temporal
model of the head and shoulder movements. This model was then used to localize the movement
artifacts spatially and temporally, followed by artifact attenuation. The various steps of the
procedure (Fig. 6) are explained in the following sections.
4.2.1 Reaching task
Subjects lay in a supine position, while holding the handle of an MR compatible arm interface
(Gassert et al. 2006B) and made 10 cm long point-to-point reaching movement from a start
circle to a target displayed on the screen visible to the subject (Fig. 1B). A cursor indicated
the current hand position during the movement. The movement start was cued by two short
audio beeps, each 100 ms in duration and with an interval of 200 ms, followed by a long beep
lasting 650 ms corresponding to the movement time. Once the movement was completed, the
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 Figure 4.1: (a) A 2 degree-of-freedom MR compatible interface produces computer-
controlled interaction with arm movements. The subject lies in a supine position
while the interface supported on an aluminum frame is placed in front of the scanner.
The subject can reach the manipulandum handle and move it in a plane at an angle
to the bed. (b) The subject receives visual feedback of the start and end target
positions (blue disks) as well as of the current hand position (red disk). Success or
failure of the movement is indicated by a green or red light at the bottom of the
screen. (c) Three representative force fields were tested: the null force field (NF),
a velocity-dependent force field (VF) and a position-dependent divergent force field
field (DF). (d) shows the effect of these force fields on movements away from the
body.
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hand was brought back to the start by the robot after a specified wait time. The wait time
was kept as either 1 second or varied between 5-7 s to check for two different types of fMRI
experiment designs, ’blocked’ and ’event-related’ respectively. The subjects were instructed to
relax during this return movement. A movement was considered as successful if the subject
reached the target in 650± 50 ms and stopped his hand inside the target circle. To inform the
subject on the success or failure of a trial, a large green or red circle was displayed at the bottom
of the screen (Fig. 4.1B) during the passive return.
Reaching movements were performed in three representative force fields:
• A null field (NF) in which no force field is applied by the manipulandum, i.e. the subject
only experiences the apparent dynamics of the manipulandum.
• A position-dependent divergent force field (DF) producing an additional force perpendic-
ular to the straight line from the start to the target and proportional to the distance from
this line:  Fx
Fy
 =
 300x
0
 , (4.1)
where the force is in Newton, and x (in meters) (see Fig. 4.1C)
• A velocity dependent force field (VF) defined by: Fx
Fy
 =
 0 13
−13 0

 x˙
y˙
 , (4.2)
where the velocities are in meters per second. Typical trajectories in these force fields
recorded by the MR-compatible 2DOF interface are shown in Fig. 4.1D.
4.2.2 Quantification of head and shoulder movement
Motion capture was performed at 100 Hz using an NDI Optotrak 3020 system to measure arm
and head movements while the subject performed the reaching task. The head movements were
quantified in the experimental position on the scanner bed, with the head coil and bite bar in
place but with the scanner bed moved out from the scanner bore. Due to logistical constraints
the movements of the shoulder, elbow, wrist and of the output of the robotic interface were
recorded outside the scanner room, in the experimental position.
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Figure 4.2: Position of markers used for motion capture. Markers were fixed (a) on
the shoulder, arm and robot and (b) on the head of each subject and on the head
coil.
Four markers were placed on the shoulder, elbow, and wrist articulations, as well as on the
robotic interface, as shown in Fig. 4.2. Three additional markers were fixed on the subject’s
head in order to evaluate rotation and translation during movement by considering a six degrees-
of-freedom (DOF) rigid body model. In addition, three markers on the head allowed examining
for any movements of the coil, and one marker on the bed served as the reference for the
measurements. Only head movements when using a bite bar and the shoulder movements are
analyzed here, while a comprehensive analysis of the data recorded from other markers can be
found in (Lemmin et al. 2007).
Data analysis revealed that the displacement (
√4x2 +4y2 +4z2) of the head was in the
order of the spatial resolution (3x3x4.5mm3) of the imaging sequence used. Further, the head
and shoulder movements had a similar time profile, independent of the rendered force field or
actual hand trajectory during reaching (Fig. 4.3).
4.2.3 Modeling motion artifacts
If we consider a voxel located at the boundary of two contrast regions corresponding to different
materials (e.g. brain tissue and bone) or functional properties, head movement and magnetic
field deformation may shift this voxel into the neighboring region, thus changing the signal
intensity and leading to movement artifacts. As the artifacts are an immediate consequence of
the movement, the temporal pattern of this movement can be directly used to model the artifact.
It was seen in Sec. 4.2.2 that the amplitude of head movement was close to the spatial
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Figure 4.3: Modeling the limb displacement. The figure shows five representative
head (a) and shoulder (b) movement profiles and their average (black trace) aligned
with the cue. As the head movement produces a displacement during 1.5s after the
movement, it can be modeled by a 1.5s long boxcar function (dotted trace in c).
In contrast, both the shoulder and arm displacements extend to the period that
the hand remains at the target and are modeled as a boxcar equal to the wait time
(d). These (red) models are significantly different from the hrf (in blue), which
represents the evolution of detected brain activity (e) and can thus be distinguished
from each other.
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resolution of the imaging sequence used. In addition, head and shoulder displacements had a
similar time profile independent of the force field. Thus, we assume that each reaching movement
produces comparable effects on the imaging. To model the head movement, the displacement
profiles were aligned to the movement onset as detected by the manipulandum, and averaged
over trials. It was observed that the averaged profile shows a displacement occurring in the
first 1.5 seconds after the onset of the reaching movement (Fig. 4.3). We thus model the head
movement by a simple boxcar function with 1.5 s duration starting at the onset of the reaching
movement. Similarly, the shoulder displacement is modeled by a boxcar function of the length
of the wait period (Fig. 4.3).
In the case of reaching, use of the average movement profile (from outside the scanner) as
a model or motion basis function (mbf) yielded similar results as the boxcar function. The
boxcar function was preferred as it can be set up with just one parameter, the box width, which
corresponds to the duration of the motion artifact influence.
4.2.4 Spatial localization of artifact
The brain response as detected by fMRI is commonly modeled using the haemodynamic response
function (hrf) as a basis function (Amaro & Barker 2006). The hrf corresponds to the local
variation of oxy-haemoglobin due to an impulse stimulation and in its canonical shape, this
response peaks approximately five seconds after the stimulus onset (Fig. 3B). Each stimulus
during an experiment can be modeled as an impulse function locked at the onset of the cue. The
brain activation regressor is estimated by convolving its basis function with this impulse series :
X = hrfT ∗ [x1,x2, . . . ,xm] (4.3)
where x1 represents the reaching movement event, while x1,x2, . . . ,xm are m − 1 impulse
trains, each corresponding to a regressor for one of the other events under observation. All xi
are column vectors with n time points. Assuming that the total brain activation in a voxel is the
sum of the contributions from each regressor, the brain voxels corresponding to each regressor
are estimated by the respective regression parameter β, which corresponds to the least-square
fit, i.e. the minimum of
‖Y −Xβ‖2 (4.4)
where Y represents the n× k array of brain activity time series of k voxels, and β an m× k
matrix of regression parameters.
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To detect the artifact-contaminated voxels in the fMRI images, an additional regressor Z is
formed, which represents the movement artifacts. The artifacts are aligned with the movements
and can be represented in time by a simple boxcar function as was described in Sec. 4.2.3. We
use a corresponding motion basis function (mbf) (Fig. 4.3B) and define Z as the convolution of
the mbf with the reaching movement event x1:
Z =mbfT [x1] (4.5)
The voxel time series becomes a combination of brain activation and motion artifacts. We can
estimate the voxels affected by the movement artifacts by extending Eqn. 4.2.4 and minimizing:
‖Y − [X Z]
 β
γ
 ‖2 (4.6)
The parameters β and γ significantly different from zero, correlated with the brain activation
and motion artifact regressors, can then be isolated by using a Fisher’s statistical test (F-test) to
detect increasing or decreasing activity related to the mbf. While the F-test gives us a statistical
map, the threshold used on this map is critical to correctly identify motion artifacts. A high
threshold will detect only part of the artifact affected voxels, neglecting voxels with relatively
low artifacts, and setting the threshold too low may lead to false positives where voxels may
be wrongly assumed to contain artifacts. The following automated procedure is proposed to
estimate a suitable threshold using SPM51:
1. A conservative threshold of p < 0.001 uncorrected is used on the F-test in order to obtain
the activation maps corresponding to the hrf (i.e. to brain activity) and to the mbf
(artifacts).
2. The hrf map is masked (inclusively) with the mbf map, yielding a statistical map of the
mbf voxels which also significantly contribute to hrf activity (i.e have significantly high β).
In this map, the coordinates of the voxel with maximum p-value would correspond to the
mbf voxel which has most significant contribution to hrf activity, and thus relatively, the
least contribution to mbf activity. The coordinates of this voxel are noted and, referring
back to the mbf activation map, the p-value of the same voxel in this map is then used as
the threshold for the mbf activation map.
1http : //www.fil.ion.ucl.ac.uk/spm/
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Figure 4.4: Selective attenuation of data points in time. (a) As the head movement
artifacts occur only in the first 1.5s after a movement, only a few specific slices (red)
are affected by it. Though in this figure the slices are shown to be scanned serially
to ease explanation, scanning during longer TR is often done through interleaved
acquisition, which is accounted for in the algorithm. (b) The figure shows a part
of the time series of a voxel located in the motor cortex before (blue) and after
(red) attenuation. Due to the attenuation of artifacts in specific slices, only the few
peaks occurring immediately after a movement are attenuated while others are not
attenuated. The non-attenuated data points occur outside the green region in the
figure where artifacts can be expected.
4.2.5 Temporal localization of artifacts
During fMRI using echo planar imaging (EPI), brain activity is measured one 2-dimensional slice
at a time, every slice acquisition time. All these slices are combined every repetition time (TR)
to form a complete 3-dimensional image. The slice acquisition time for a 1.5T scanner is about
100 ms (98 ms for the scanner used in this study). As the head movement lasts for only 1.5 s
after every movement onset, only the slices acquired during this period are potentially affected
by motion artifacts (Fig. 4.4A). In the last step we isolated the voxels in the images affected by
artifacts. It is important to note that these voxels are generally not contaminated throughout
the entire time series, but artifacts are present only when the slices containing these voxels were
scanned immediately after the movement. Using the known timing of the movements and slice
acquisition order, we can identify the specific data points in the time series of each of the affected
voxels, which can contain movement artifacts. Isolating artifacts temporally makes it possible
to treat only the affected data points. In contrast, a general attenuation algorithm may also
attenuate activity corresponding to real brain activation. Detecting slices that may be affected
51
by artifacts is particularly useful in event related designs, where the artifact and actual brain
activity lead to similarly high peaks in the voxel time series (Fig. 4.4B), and may therefore be
difficult to distinguish using general dynamic features.
4.2.6 Attenuation of head movement artifacts
In experiments with discrete reaching movements, these occur roughly every 5-6 s in case of a
block design and with longer time intervals in case of event related designs. The voxel data,
on the other hand, can be acquired in a relatively shorter time period corresponding to the
TR for a whole brain scan. This represents 2-5 s with a 1.5T scanner and can be even shorter
with a stronger magnet or for partial brain scans. Thus it is reasonable to assume that, in
the voxel time series, the data collected before or after an artifact-contaminated value are free
from head movement artifacts which are modeled by a 1.5 s boxcar function. Therefore, to
attenuate the artifact, spatially and temporally localized artifact-affected voxels are replaced by
the linear interpolation of the data values of the previous and following temporal neighbors. If
Vn(k) represents the value of the nth voxel in space, and kth data point in time, which may be
affected by motion, then the corrected value for this point, V cn , is computed as
V cn (k) =
Vn(k) + Vn(k + 1)
2
(4.7)
This simple estimator, assuming that the brain activity changes slowly, was found to work
well in both blocked and event-related designs, as will be demonstrated in Sec. 4.3.
4.2.7 Attenuation of magnetic field deformations caused by limb
movements
Fig. 4.11 shows how the contrast between the conditions with different hand positions can
isolate field deformation artifacts. In the actual experiment, a boxcar regressor (similar to
a block contrast case) representing the hand position may be used to isolate magnetic field
deformations. In the case of a blocked design with movements in quick succession, the head and
shoulder/arm movement regressors are not significantly different, and both the head movement
and magnetic field deformation artifacts may be isolated by a single mbf. In the case of event
related designs, two mbfs were added during the detection phase, one corresponding to the
head and one to the arm/shoulder movements to detect the related magnetic field deformations
separately. As the deformation artifacts last for a longer period, they are attenuated by a slightly
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different procedure from the head artifacts, as
V cn (k) = Vn(k)− (Vn(e)− Vn)) (4.8)
where e represents the indices of all immediate temporal neighbors recorded during the wait
period and Vn(e) represents the mean activity during this period. Vn represents the mean
activity in the voxel.
4.2.8 Checking for false positives
Verification that the algorithm does not remove brain activity or add false-positive activity can
be achieved by observing the effects of the algorithm in the absence of artifacts. This was done
with a button press experiment which does not give any artifacts as the movements involved are
small and far from the head coil.
The six subjects were presented with the same visual and audio cues as in the reaching
experiment. The subjects held the interface with their left hand and rested the fingers of their
right hand on MR-compatible push buttons placed on the scanner bed by their hips. On receiving
the cue to move, the subjects were asked to press the buttons under their index and middle fingers
for the duration of the movement time. We verified that there was minimal movement of the
head, arm and interface during this experiment and thus no movement artifacts are expected in
the results. The images from this experiment were then analyzed with and without the artifact
attenuation algorithm to see how the algorithm modifies the activity map.
4.2.9 fMRI experiment
For all the above experiments, a 1.5 Tesla MR scanner (Shimadzu-Marconi ECLIPSE 1.5T
Power Drive 250) was used to obtain blood oxygen level dependent (BOLD) contrast functional
images. Images weighted with the apparent transverse relaxation time were obtained with a
gradient-echo echo-planar imaging (EPI) sequence. Data were collected at a repetition time
(TR) of 3.5 s with echo time 50 ms; flip angle 900, 35 slices (of thickness 3.5 mm and gap 1 mm)
of 64x64 in plane voxels (in-plane field of view of 224mm2) covering the entire brain.
4.2.10 Implementation in SPM5
The described attenuation algorithm can in principle be implemented with any software package
computing linear modeling of activity in the brain. In this study it was implemented as Matlab
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Figure 4.5: Design matrices for artifact detection. The experiment matrix consisted
of four columns. (a) For the event related experiment, the first column represents
brain activity and is given by events convolved with the hrf, the second represents
the events convolved with an mbf for the head, the third column represents magnetic
field deformation and the fourth is to account for the base line. (b) For the blocked
design matrix, a second column accounts for the rest phase and no magnetic field
deformation is considered.
functions integrating with the SPM5 GUI. Realignment in SPM extracts the six rigid body
model parameters controlling translation and rotation of the head along the three principal axes
during the movement. These parameters can be used to form supplementary regressors during
the analysis.
As the realignment parameters are calculated every TR, but the short movement affects only
a few slices, realignment leads to an averaging effect. The artifacts are removed partially while
some errors are spread into the other slices (Freire & Mangin 2001). As the proposed algorithm
treats the artifacts slice-wise, it seems logical to apply the artifact detection (Sec.4.2.4) algorithm
before the realignment process. However, considering the fact that our algorithm is insensitive
to slow drifts, which are captured better by the realignment procedure, realigning the images
can reduce errors in our attenuation procedure (Sec. 4.2.6, Sec. 4.2.7). The following procedure
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is thus followed in SPM (Fig. 4.6):
1. After the first few scans of the experiment are discarded to allow for magnetic equilibration,
the raw, non-realigned images are then analyzed with a design matrix consisting of the
expected brain activity X (Eqn. 4.2.4) and the expected movement related activity Z
(Eqn. 4.2.4). In case of a blocked design, an additional regressor may be added for the
rest condition. Our implementation allows for an easy configuration of the required mbf
and parallel analysis with two different basis functions (Fig. 4.5).
2. The obtained activation maps corresponding to brain activity and movement artifact are
then thresholded to spatially localize the artifacts as described in Sec. 4.2.4.
3. The images are then realigned in SPM and the same realignment transformations applied
to the detected artifact voxels in step 2.
4. This is followed by the temporal localization (Sec. 4.2.5) and attenuation realized as
described in Sec. 4.2.6 and Sec. 4.2.7.
5. The artifact-attenuated data can now be treated as realigned raw data from the experiment
and analyzed following the regular steps of pre-processing (un-warping, co-registration,
normalization and smoothing) and post processing with the regular experimental regres-
sors, including the SPM5 generated movement regressors.
The block diagram of Fig. 4.6 summarizes the algorithm and its steps.
4.3 Results
4.3.1 Artifact detection
Figure 4.7 shows the voxels isolated by the head movement mbf in the blocked (Fig. 4.7A) and
event related designs (Fig. 4.7B) where subjects performed reaching movements in representative
force fields. A high concentration of activity is observed along the tissue boundaries of the cortex
and ventricles. This is in agreement with the expected location of the motion artifacts. A similar
effect was observed in all subjects.
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Figure 4.6: Steps of the artifact attenuation algorithm described in the Methods
section.
 
 
  
 
 
 
 
 
Figure 4.7: Artifact localization in space. For both the event related (a) and blocked
(b) designs, the detected artifact-affected voxels were concentrated on tissue bound-
aries with high concentration near the ventricles and cortex-skull boundaries. The
figure shows statistical maps from a representative subject.
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 Figure 4.8: Artifact cleaned images. Glass brain (a) and superimposition (c) on
the structural slices from a representative subject show the activity corresponding
to the motor event without the application of the artifact attenuation algorithm.
When the algorithm was applied and the same analytical procedure was repeated,
significant removal of activity from boundaries can be seen in the glass brain (b)
and selected slices (d).
4.3.2 Head artifact attenuation and evaluation
The spatially localized artifacts were isolated in time before being attenuated. The time series
of an artifact affected voxel from the motor cortex, before and after correction (Fig. 4.4B) shows
that only some selected peaks, which were time localized as artifact affected, were attenuated.
In order to evaluate the attenuation capabilities of the algorithm, we analyzed data from each
subject, with and without applying the attenuation algorithm before the SPM processing. The
comparison shows significant changes in the activity map with almost complete removal of the
artifact activity on boundaries of ventricles and cortex (Fig. 4.8).
In the primary motor region, application of our algorithm led to an insignificant decrease
in the number of voxels (p = 0.84, Fig. 4.9b) in all the subjects. While it is generally difficult
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Figure 4.9: Percentage of voxels (p < 0.001, uncorrected) inside the ventricles and in
left M1 with respect to conventional SPM analysis. Three attenuation algorithms
were tested: adding the mbf as an extra regressor to the conventional SPM analysis
(red), our attenuation algorithm (green) and RWLS (blue). Pseudo-activation in
ventricles is significantly reduced with our algorithm (p < 0.0003) but not with the
extra regressor or RWLS methods (p = 0.12, p = 0.14 respectively), whereas the
activation in M1 remains similar to the conventional analysis with all algorithms
(p < 0.62, p < 0.84 and p < 0.60, respectively). The error bars indicate standard error.
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Figure 4.10: The new algorithm does not attenuate brain activity. A button press
study was analyzed using the standard SPM procedure, with and without the appli-
cation of our attenuation algorithm, in (a) and (b) respectively. The event related
contrast of the finger tapping event gave no significant activity (p < 0.001 uncor-
rected) between the two images for six subjects. This confirms that brain activity
was not affected by the artifact attenuation process. The figure shows the glass
brain of a representative subject.
to distinguish artifact from brain activity, the activity inside ventricles can be classified with
certainty as artifact, and we thus analyzed how well our algorithm can remove this activity. The
number of significant voxels (p < 0.001, uncorrected) was compared before and after attenuation
(Fig. 4.9a).
Among the subjects, there was a mean decrease of 64% of voxels in the ventricles after
application of our algorithm (p < 0.0003). In contrast, analysis of the data in the presence
of movement regressors and application of RWLS algorithm (Diedrichsen et al. 2005) on the
ventricle data showed no significant change in the number of voxels (p = 0.12 and p = 0.14
respectively) before and after attenuation.
Figs. 4.10A and B show the activity detected for the button press with versus without the
artifact attenuation algorithm. Significant activity is observed in the right cerebellum and left
motor cortex, in agreement with previous studies on finger tapping (Hanakawa et al. 2006).
Importantly, application of the attenuation algorithm does not add or remove any activity in
the images (p < 0.05), and the coordinates of the peak activity centers remain unchanged. This
demonstrates that the attenuation algorithm does not add any false positives or false negatives
in the images.
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Figure 4.11: Magnetic field deformation. A simple contrast of two conditions when
subjects rested for 40 s in each of the two arm postures corresponding to the
extremities of the reaching movement of Sec. 4.2.1. For right-handed subjects (a)
the field deformation artifacts were found to be concentrated in the right cerebellum
and lower occipital lobe, both of which are close to the moving shoulder and arm.
For a left-handed subject (b), the mirror image of the pattern was found where
the left areas of the brain were affected, corresponding to the movement of the
subject’s left limb. The results were obtained after standard SPM pre-processing
(realignment, normalization, smoothing) and post-processing as a blocked design.
The Scanning parameters are provided in Sec. 4.2.9
4.3.3 Field deformation artifact attenuation
Analysis of the event related experiment with the mbf corresponding to shoulder movement
isolated the regions close to the moving arm/shoulder, shown in Fig. 4.12A, is similar to Fig.
4.11A, B. Upon application of the attenuation procedure (Sec. 4.2.6), the field deformation
artifacts were significantly reduced (Fig. 4.12).
4.4 Discussion
Motor control experiments during fMRI require movement of limbs and invariably lead to head
movement inducing artifacts in the functional brain images. This chapter introduced a model-
based method to attenuate these artifacts and obtain a useful functional map. Voxels deterio-
rated by artifacts were detected by linear regression with a motion basis function (mbf) approxi-
mating the head movement, and their intensity was corrected only over the time period in which
it could have been affected. The experimental results demonstrated that this method efficiently
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Figure 4.12: Correction for magnetic field deformation. In the event related design,
the mbf corresponding to shoulder/ arm movements isolates artifacts localized in the
right cerebellum and lower right occipital lobe (a), very similar to the regions seen in
Fig. 4.11(a) and (b). Some slices from the superposition on the structural image are
shown in (b). After correction (c), the field deformation artifacts were significantly
reduced. The figure shows the statistical map of a representative subject.
attenuates motion artifacts both in event-related and blocked designs, without introducing false
positive brain activity.
The proposed model-based method is fundamentally different from statistical methods pro-
posed in the literature (Diedrichsen et al. 2005, Huang et al. 2008), which detect significant
changes in signal magnitude to identify artifacts, or rigid body movements (Friston et al. 1996).
These methods are designed to work for relatively slow movements and hence correct at the
resolution of a TR, while their performance deteriorates when the movement is short and dis-
crete (Fig. 4.9). In contrast, the proposed method was designed specifically for short duration
movements like arm reaching and speech. Using all available information on movement time,
duration and repeatability, the model based method is able to localize the artifact in time and
space, thus minimizing loss of data not related to artifacts, which is a major concern with the
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statistical methods. In return, the proposed algorithm does not handle slow movements. There-
fore, if both short and long duration movements are expected, our algorithm may be used in
series with other algorithms. For example, in this chapter our algorithm was used in series with
SPM realignment (Friston et al. 1996) to remove any signal drift that cannot be handled by our
algorithm.
A major problem for all artifact attenuation methods is to distinguish artifact activity from
actual brain activity. While activity aligned along tissue boundaries and inside ventricles may be
classified with some certainty as artifacts, it is difficult to distinguish artifact from actual brain
activity in the interior of the brain. As both artifact and brain activity vary between subjects, a
multi-subject analysis does not help in this regard. However, the attenuation of boundary voxels
suggests that the artifacts in the interior of the brain were also correctly attenuated. Activity in
the ventricles can definitely be classified as artifact and our algorithm can remove this efficiently
(Figs. 4.8,4.9). Furthermore, the button pressing experiment (Figs. 4.10) demonstrated that
the algorithm does not add any artifacts in the images and does not affect brain activity.
The boxcar function used to model the artifacts due to the head displacement or the mag-
netic field deformation assumes that the voxels move into a region with a different material or
functional property, and return back to the original position when the movement is completed.
When using a bite bar, the head movement during reaching was shown to be small and satisfy
this assumption. However, in the case of field deformation, the apparent movement of the voxel
may be larger. Therefore, some voxels may move to a region with similar material and functional
properties as the region they actually belong to, thus inducing a different time profile of activity
than assumed by our model.
In order to detect motion artifacts efficiently, it is important to estimate the movement
start accurately. The audio or visual cue provided to the subject during an experiment can be
used to estimate movement onsets. However, such cues will not capture reaction delays and
movement duration, which may vary significantly between trials, nor will they allow detection of
missed trials. Therefore, if the experiment involves a robotic device interacting with the limbs
as in our case, movement information from the device’s sensors should be used to extract these
parameters.
Though the algorithm was demonstrated here on discrete reaching movements, it can also
be applied to attenuate the artifacts from other kinds of short duration movements. While we
provide the simple mbf that works for reaching movements, speech and other kinds of reaching
movements will require a suitable mbf that can be evaluated using optical measurements, as
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suggested in Sec. 4.2.2. As the limb movement model is a function of time and does not depend
on space, the algorithm can be used for movements irrespective of their spatial properties. The
performance will, however, depend on how different the mbf, which models the artifact activity,
is from the hrf, which models brain activity. This is usually not a concern during discrete
reaching movements, which typically last less than one second, but may have a prominent effect
for slower movements. Consideration of these timing issues during the design of the experiment
can help extract the best possible performance from the artifact attenuation algorithm.
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Chapter 5
Neural correlates of force and
impedance control in humans
Summary
Efficient control of muscles in reciprocal activation and co-activation is critical
to act on the external world with suitable force and impedance, and perform skilful
actions in daily life. However, it is unclear how the brain embodies the control of
force and impedance while recruiting the same set of muscles as actuators. Is the
control done at the single muscle level leading to force and impedance, or are there
abstract centres for force and impedance control? To address this, we conducted
functional magnetic resonance imaging of voluntary and isometric wrist contraction
with on-line EMG feedback. Comparison of the brain activity between the conditions
requiring either wrist torque or co-contraction demonstrates that BOLD activity in
the caudo-dorsal premotor cortex (PMd) correlates more with the torque, while the
activity in the ventral premotor cortex (PMv) correlates more with the level of co-
contraction. The results demonstrate a decisive role of the premotor cortices in
voluntary control of reciprocal activation and co-activation of muscles and provide
a cohesive explanation for many previous reports on differential activations of PMd
and PMv.
Dr Masahiko Haruno was the PI in this project and provided the fMRI im-
age analysis, figures in this chapter. The experiment was designed by Ganesh,
Masahiko and the other co-authors; data collection was done by Ganesh and Masahiko
while the hardware programming and EMG analysis was done by Ganesh.
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5.1 Introduction
The neural substrates for control of force or torque have been analyzed in many previous works.
In particular, monkey electrophysiology studies showed that during wrist movements, the activ-
ity of a majority of M1 neurons correlates with the exerted torque rather than with the hand
displacement (Fetz & Cheney 1980, Jackson et al. 2003). Similarly, imaging studies have shown
that in humans activity in the primary motor cortex is correlated with the force, together with
other brain structures including the dorsal and ventral premotor cortices, supplementary mo-
tor area, the cerebellum and basal ganglia (Detimers et al. 1995, Dai et al. 2001, Vaillancourt
et al. 2003, Pope et al. 2005).
However, many practical tasks require more than force control. In particular, tasks involving
use of tools such as using a screwdriver or a racket require controlling impedance at the endpoint
of the arm (Burdet et al. 2001). While in one muscle impedance co-varies with activation, it is
possible to control endpoint force and limb impedance independently by coordinating the activa-
tion of the many muscles. Roughly speaking, joint torque is exerted by reciprocal activation as
a vector sum of each muscle’s pulling direction, while joint impedance is regulated by simultane-
ously activating agonist and antagonist muscles. Therefore, reciprocal and co-activation control
of muscles have been central to motor control theories such as the equilibrium-point hypothe-
sis (Feldman 1966, n.d., Levin et al. 1992). The internal model theory (Wolpert et al. 1998)
emphasizes the importance of controlling force via the reciprocal activation and stiffness via
muscles co-activation, which is crucial for stability (Burdet et al. 2001, Franklin, Osu, Burdet,
Kawato & Milner 2003) and context-dependent motoneuron firing (Ostry & Feldman 2003).
The importance of co-contraction control is also illustrated by dystonia patients who are able
to perform normal rapid reciprocal activations in voluntary movements but exhibit excessive
co-contraction and sluggish movements when muscle co-activation is required (Berardelli &
Curra 2002, Plaitakis 1992), which prevents them from performing practical tasks successfully.
This also points out to the possibility of specific neural mechanisms dedicated to control of recip-
rocal activation and co-activation. This motivated us to devise an experimental task dedicated
to identifying the brain correlates of reciprocal activation (torque) and co-activation (cocon-
traction) of wrist muscles using functional magnetic resonance imaging (fMRI). Well controlled
conditions enabling quantitative analysis of brain activity necessitated the use of an fMRI com-
patible interface equipped with a torque sensor (Gassert et al. 2006B) as well as an algorithm for
on-line filtering of MRI artifacts on the EMG signals (Ganesh et al. 2007A). After practice trials,
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subjects had to produce a sequence of three reciprocal activation and co-activation levels in the
MRI scanner, using visual feedback of the applied torque and co-activation level (Fig. 5.1). The
total muscle activation and visual stimuli were equalized between the torque and cocontraction
conditions, such that we could perform a quantitative comparison of neural activity in these
conditions.
5.2 Subjects and Methods
5.2.1 Subjects and setup
Two females and ten males, all right-handed healthy adults between 23 and 40 years old, partic-
ipated in the study. The institutional ethics committee approved the experiments and subjects
gave informed consent prior to participation. An fMRI compatible robotic interface (Gassert
et al. 2006B) was used to restrain the subject’s wrist to an isometric posture with the help of
straps and a plastic splint (Fig. 5.1A) while the subject contracted their muscles. This device
has a custom torque sensor that was used to collect wrist joint torque during the experiment.
5.2.2 Task
The task consisted of sequences of isometric wrist contractions performed during scanning under
rest, torque1, cocontraction1, torque2, and cocontraction2 conditions, in this order. Subjects
were presented with visual feedback (Fig. 5.1A) of both the torque applied to the robotic
interface and their total muscle activation, i,e., the summation of the rectified, smoothed EMG
activity from antagonist wrist muscles. In the two torque conditions, each subject was instructed
to quickly increase the torque to the target level and hold it throughout the three seconds target
display period, after which he or she could relax for one second (Fig. 5.1B), before a new target
appeared and had to contract again to reach the new torque target. In the torque1 condition,
a series of 10 target torques of 0.5 Nm magnitude and random right or left direction to the
fixation point was used. The torque2 condition was similar, with targets of 1.0 Nm. In the
co-contraction conditions the subjects were required to increase muscle activation to the target
level by co-contracting the wrist flexors and extensors without applying any torque. The co-
contraction target in a condition was evaluated by the mean of the summation of flexor muscles
EMG signals recorded during the previous torque condition. The co-contraction target was
presented 10 times, randomly either to the left or right to the fixation point so as to make the
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Figure 5.1: Task design and time line.(A) Subjects put their hand in a wrist flex-
ion/extension fMRI compatible manipulandum with their wrist in the midway po-
sition and palm spreading.Surface EMG was recorded from ECRB and FCR which
are known to be the dominant muscles actuating flexion-extension of the wrist. (B)
In the isometric torque condition, the subjects maintained the wrist torque (red
bar) for 3 sec at a visual target (plus 1 sec rest interval), shown randomly to the
left or right of the fixation. In the cocontraction condition, the subjects held the
co-activation level (blue bar) of the wrist muscles for 3 sec at a target correspond-
ing to the average rectified EMG from the previous torque block (followed by 1 sec
rest), displayed randomly to the left or right of the fixation point. (C) The time
line of the task. Each of four task blocks (t1, c1, t2 and c2) contained 10 trials,
and one rest trial (30 sec) was interleaved. These five blocks were repeated 8 times.
One trial in each block lasted for 4 sec and therefore the total experiment time were
1520 sec ((4 x10x4+30) x8).
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visual display similar to that in the torque condition. The condition sequence of rest, torque1,
cocontraction1, torque2, cocontraction2 lasted for (30s (rest)+4 (conditions)x 10 (trials)x 4s =
190) seconds (Fig. 5.1C) and was repeated eight sets, leading to a total experiment time of
1520s for each subject. All subjects were trained before the fMRI experiment to familiarize with
the paradigm and visual feedback and avoid any learning related effects during the scanning.
5.2.3 Electromyography
EMG was recorded from two muscles acting at the wrist (flexor carpi radialis (FCR) and extensor
carpi radialis brevis (ECRB), which are the major contributors to wrist flexion and extension in
a midway position (Hoffman & Strick 1999, Kakei et al. 1999). After electrode placements for
each muscle were determined using functional movements, the area was cleansed with alcohol
and abrasive gel (Nuprep, D.O. Weaver and Co, USA). EMG electrodes designed for use in
the MR environment (NE-706A, Nihon Kohden, Japan) were filled with EMG electrode paste
(Biotach, GE Marquette Medical Systems, Japan) and firmly fixed to the subjects skin with
tape. Two electrodes were positioned on the belly of each muscle separated by approximately
1cm. An elastic cloth sleeve was placed over the electrodes and wires, fixing them against
the subjects forearm to avoid any accidental electrode removal and to minimize movements of
the electrode wires during the scanning. Once the subject was positioned in the scanner the
long braided electrode wires were firmly fixed to prevent movement in the magnetic field. To
avoid external noise being carried into the shielded MR room, the electrode wires were passed
through multiple ferrite filters before passing through wave guides in the penetration panel of the
MR room. EMG channels were cleaned online during scanning with the method from (Ganesh
et al. 2007A, Ganesh et al. 2007B) and used to provide EMG feedback. In a separate session,
the EMG signals from four wrist muscles (ECRB, FCR, ECU, and FCU) were recorded while
the subject conducted the same task outside the scanner. The data showed that the muscle
activation ratio (ECRB+FCR)/(ECRB+FCR+ECU+FCU) was the same in the two torque
conditions and cocontraction conditions ((i.e. not significantly different from the mean with
p < 0.0001, Fig. 5.1B). This indicates that the activation of different muscles was linearly
related and the FCR and ECRB EMG signals are sufficient to estimate the activation of all the
muscles (p = 0.46 for t1 and t2; t-test). Based on this result only the EMG signals from the
ECRB and FCR were recorded inside the scanner for efficiency.
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5.2.4 fMRI
A 1.5 T MR scanner (Shimadzu-Marconi ECLIPSE 1.5T Power Drive 250) was used to obtain
blood oxygen level-dependent (BOLD) contrast functional images. Images weighted with the
apparent transverse relaxation time were obtained with a gradient-echo echoplanar imaging
(EPI) sequence. Data was collected from the whole brain. For each subject, 768 scans of BOLD
images (TR 5.0s, TE 49ms, flip angle 80, FOV 192mm, resolution 3x3x5mm, gap 1mm, 64x64 in-
plane voxels (in-plane field of view of 224mm2)) were acquired. In addition to these experimental
trials, each session contained 6 preliminary dummy scans to allow for T1 equilibration effects.
A custom-made bite bar was used in all experiments to reduce head movement, which resulted
in head motion amplitude below 1 mm and 1o for all the subjects.
5.2.5 fMRI Analysis
EPI time series were preprocessed and statistically analyzed using a standard procedure in
SPM2 (Friston et al. 1996). The first six volumes were discarded and the remaining volumes
were realigned to the first volume and unwarped. EPI and structural images were spatially
normalized to the MNI template embedded in SPM2. The normalized images were re-sliced into
2x2x2 mm voxels using the T2 template of SPM and smoothed using an 8 mm full width half
maximum Gaussian kernel. The pre-processed data was analyzed using random effect models
(i.e., one-sample or two-sample t-test) in Statistical Parametric Mapping (SPM2) by using each
subject’s torque and EMG as regressors in block-design analysis, respectively. Specifically, in
the analysis of reciprocal and co-activation control (Figures 5.4-5.6), each subject’s torque and
EMG during cocontraction conditions was used as regressor. In the analysis of whole EMG
shown in Fig. 5.3, each subject’s torque (Fig. 5.2A, upper panel) and whole EMG (Fig. 5.2A,
lower panel) was fed as regressor.
5.3 Results
Fig. 5.2A shows the mean torque and mean total EMG (i.e. the sum of rectified activities of
ECRL and FCR muscles) of a typical subject performing series of conditions sequences rest,
torque1 (t1), cocontraction1 (c1), torque2 (t2), cocontraction2 (c2). The averaged torque (Fig.
5.2B) and co-contraction (Fig. 5.2C) over all the subjects exhibited four remarkable charac-
teristics. First, torque in the rest condition was (not different from) zero. Second, torque in
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Figure 5.2: Behavioural Data and Analysis. (A) The torque and EMG of a typi-
cal subject show stable values over the task (rest (r): black, torque1 (t1): pink,
cocontraction1 (c1): light blue, torque2 (t2): red, cocontraction2 (c2): blue. This
representation is used throughout this chapter. The dotted lines are targets (0.5
Nm for t1 and 1.0 Nm for t2). Each point represents an average over ten trials in
one condition. (B) The mean torque and SD calculated over all the subjects show
that torque was very small in cocontraction conditions, while the ratios of EMG
amplitude (C) c1 to t1 and c2 to t2 were equal to one, and the ratio t2 to t1 was
highly significantly larger than one.
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torque1 and torque2 conditions were close to the target values of 0.5 Nm (p > 0.30) and 1.0
Nm (p > 0.81) respectively, and did not change over blocks. Third, torque in two cocontrac-
tion conditions was also almost zero, and EMG during the rest was almost zero. Fourth, EMG
amplitude was almost same between torque1 and cocontraction1 (i.e. their ratio was not signif-
icantly different from 1.0 with p = 0.21), and torque2 and cocontraction2 (p = 0.067), but was
substantially different between torque1 and torque2 (p = 0.0003).
5.3.1 Common Neural Correlates of Muscle Activation Control
While the different conditions in the experiment required torque or co-activation control, the
same set of muscles were used as actuators in different combinations to achieve both. To identify
the neural correlates of muscle activity we conducted a correlation analysis (p < 0.001, uncor-
rected; voxel clustersize > 10 voxels should be included; SPM random effect model) of BOLD
signal with the total EMG (bottom panel of Fig. 5.2A). As expected (Detimers et al. 1995, Dai
et al. 2001, Vaillancourt et al. 2003, Pope et al. 2005), activity was observed in a part of M1
(Fig. 5.3A). Analysis of the bold signal from the peak voxel of a single subject (Fig. 5.3B)
and that of all the subjects (Fig. 5.3C) illustrate that this location in M1 was not activated in
rest, but similarly activated in torque1 and cocontraction1 (p > 0.46), as well as in torque2 and
cocontraction2 (p > 0.34). Further, the activity was very different between these two groups, i.e.
the activity ratio t2/c2 was significantly different from t1/c1 (p < 0.001), almost twice larger.
This suggests that our setup was able to detect functionally correct areas.
5.3.2 Neural Correlates of Reciprocal Activation Control
To analyze fMRI activity specific to reciprocal activation, we conducted a linear regression of
BOLD signal (p < 0.001, uncorrected, voxel clustersize > 10; SPM2 random effect model
(Friston et al. 1996) with each subject’s exerted torque (c.f. upper panel of Fig. 5.2A). Activity
related to torque was detected only in the posterior part of dorsal premotor cortex near M1
(Fig. 5.4A) and the anterior cerebellum (Fig. 5.5A). The MNI coordinates of the peak voxels
were [-42 -16 54] and [15,-46,-22], respectively.
Infact, the time series of BOLD signal increase (from the average) in these peak voxels from
a typical subject (dorsal premotor cortex: Fig. 5.4B, cerebellum: Fig. 5.5B take the first and
second highest values in torque2 and torque1, respectively, while the values were close to 0
during rest, cocontraction1 and cocontraction2. That is, individual subject’s BOLD signal in
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Figure 5.3: To investigate the neural correlates of the common set of muscles that are
used in both the torque and cocontraction conditions, a regression was performed
with the total EMG through the experiment. fMRI activity in the primary motor
cortex commonly correlated with total EMG (second panel of Fig. 5.2A) during
both torque and cocontraction conditions. A) shows significant activity over the
twelve subjects (p < 0.001, uncorrected, one-sample t-test; SPM2, clustersize > 10)
in the primary motor cortex (M1). The peak voxel activity of one subject (MNI
coordinates [-28, -10, 60]) (B) and over twelve subjects (C) show similar activity in
t1 and c1 (p = 0.46) and t2 and c2 (p = 0.34), corresponding to similar EMG between
these conditions in the task setup.
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Figure 5.4: BOLD activity in the dorsal premotor cortex correlated with torque. (A)
Significant activity over twelve subjects (p < 0.001, uncorrected, one-sample t-test;
SPM2, clustersize > 10) is detected in the left dorsal premotor cortex with peak
activity in the voxel [-36, -16, 62] (MNI coordinates). The BOLD percent increase
in the peak voxel averaged in a block from (B) a typical subject and (C) the average
of the peak activity over all subjects is significantly higher in the torque conditions
than in the cocontraction conditions. The activity during the torque condition
increases approximately linearly with the torque magnitude.
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Figure 5.5: A) Anterior cerebellum activity also correlated with torque. The peak
bold activity in the anterior cerebellum series from (B) a typical subject (MNI co-
ordinates [26,-38,-30]) modulates with torque. A statistically significant correlation
is observed between the activity and (C) torque over the twelve subjects (p < 0.001,
uncorrected, one-sample t-test; SPM2, clustersize > 10).
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the dorsal premotor cortex and cerebellum possessed the temporal characteristics of the torque.
Fig 5.4C and Fig. 5.5C summarize across-subjects results, displaying the BOLD signal
increase of the peak voxels averaged over trials and subjects. BOLD signal was significantly
larger in torque2 than in torque1 (p < 0.001 for dorsal premotor cortex in Fig. 5.4C and p < 0.01
for the cerebellum in Fig. 5.5C), and the values in rest, cocontraction1, and cocontraction2 were
almost 0 and much smaller than in torque1 (p=0.017 for Fig. 5.4C). Additionally, Fig. 5.4C
and Fig. 5.5C indicate that BOLD difference between torque1 and torque2 was more prominent
in the dorsal premotor cortex than in the cerebellum, potentially reflecting functional difference
between these regions.
5.3.3 Neural Correlates of Co-activation Control
In order to detect neural correlates of co-activation control, a regressor focusing on co-activations
periods was built by using the EMG and setting 0 during the rest and reciprocal activation
conditions. BOLD activity correlated with this co-activation regressor (p < 0.001, uncorrected;
voxel clustersize > 10; SPM random effect model) was concentrated on the left ventral premotor
cortex (Fig. 5.6A), with peak voxel at [-46 22 16] MNI coordinates. This activity of the ventral
premotor cortex is distinct from the dorsal premotor cortex activity identified as related to the
torque conditions (Fig. 5.5A). The time series of BOLD signal increase in these peak voxels
for a typical subject is shown in Fig. 5.6B. The first and second highest values were seen in
cocontraction2 and cocontraction1, respectively, while very small values were observed during
rest, torque1 and torque2. Thus, individual subject’s BOLD signal in the ventral premotor
cortex possesses the temporal characteristics of the EMGs during cocontraction. Fig. 5.6C
summarizes the across-subjects results of BOLD signal increase of the peak voxels averaged over
trials and subjects. These results demonstrate that BOLD signal is larger in cocontraction2 than
in cocontraction1, (p < 0.05) and the values in the torque1 and torque2 conditions are much
smaller than in the cocontraction conditions (p < 0.001 between c1 and t2) and not different
between these two conditions (p = 0.09 between t1 and t2).
5.4 Discussion
Using an fMRI compatible manipulandum and real-time feedback of EMG during fMRI, we
conducted an experiment contrasting the neural substrates for voluntary control of reciprocal
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Figure 5.6: Brain activity correlated with EMG level during cocontraction. (A)
Statistically significant correlation with EMG over twelve subjects (p < 0.001, un-
corrected, one-sample t-test; SPM2, clustersize > 10) shows activity only in the left
ventral premotor cortex with peak activity in the voxel [-60, 4, 12] (MNI coordi-
nates). (B) BOLD percent increase in the peak voxel from a typical subject averaged
in a block and (C) the average of the peak activity over all subjects show highly
significantly larger activity in the cocontraction than in the torque conditions. The
mean activity during the cocontraction conditions scales with the co-activation level
(p < 0.05).
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and co-activation of muscles. Visual stimuli and muscle activity were comparable in the two
conditions as the subjects received similar visual feedback of both their torque and EMGs in
all conditions. We found that activity in the caudo-dorsal premotor cortex (PMd) and anterior
cerebellum is specifically correlated with torque, while the ventral premotor cortex (PMv) ac-
tivity correlates with co-activation level. To our knowledge, these findings reveal for the first
time a decisive role of the premotor cortices in voluntary control of reciprocal activation and co-
activation of muscles. While functional differences between PMd and PMv have been reported
in different studies, these previous observations of PMd and PMv activation can be explained
in the context of their involvement in reciprocal and co-activation control, thus providing a
unifying explanation as we develop below.
Dorsal premotor cortex was reported to be involved in force generation (Detimers et al. 1995,
Dai et al. 2001, Vaillancourt et al. 2003, Pope et al. 2005) and spatial represention of task goals
(Halsband & Passingham 1985, Pesaran et al. 2006, Hoshi & Tanji 2007). As force/ torque is
a direct consequence of reciprocal activation, the above results are in good agreement with the
observations in the current study.
Monkey lesion studies have reported differential effect of injecting muscimol (a GABA ag-
onist) into the dorsal premotor cortex (PMd) or the ventral premotor cortex (PMv) (Kurata
& Hoffman 1994, Jackson & Husain 1996). Injection into PMd was associated with increased
directional (flexion or extension) errors in a visually cued delayed response task, in agreement
to errors in reciprocal activation. In contrast, injection into PMv produced correctly directed
but slower movements of smaller amplitude, possibly associated to improper co-activation.
In grip studies, PMv is known to be active specifically during grip tasks which require precise
co-activation control of the finger muscles (Davare et al. 2006). An fMRI study of reaching
movements with a joystick (Seidler et al. 2004) reported that PMv as one of the area to show
negative correlation to target size, while activity in PMd increased with target size. This may
be due to the involvement of PMv in impedance control brought by co-activation which has been
shown to be negatively correlated to target size during reaching movements (Osu et al. 2004).
One may expect difference in neural activity between the torque and cocontraction conditions
originated from the tactile feedback experienced during the torque condition. However the tight
fixation of the hand to the manipulandum handle limited the variations of tactile feedback during
the different conditions. Correspondingly, we failed to notice any activity in the somatosensory
area during regression with torque and during comparison between the torque and cocontraction
conditions. Furthermore, we conducted a control experiment of passive wrist movement by
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using the same fMRI-compatible device (Fig. 5.1A), where the brain received tactile feedback
information but did not generate motor command. Under these conditions of relatively larger
inertial forces, brain activation was observed in the somatosensory area, primary motor cortex,
and anterior cerebellum, but not in the premotor cortex. These observations suggest that the
tactile feedback did not have a critical effect on the activity in PMd (Fig. 5.4A).
In the presented results we look at two conditions involving either reciprocal or co-activation
control but not when both are done simultaneously. To investigate such a case a separate
experiment was carried out with 12 subjects involving conditions requiring both individual and
simultaneous control of reciprocal and co-activation. However this experiment did not give any
clear difference between the neural correlates probably related to the fact that the subjects found
the task difficult. We thus concentrate on the simpler study in this chapter which provides clear
results.
The results in this chapter are different from what we observed for individual muscle control
in Chapter 3 where the muscle related voxels were distributed throughout the motor cortex.
Isolation of only pre-motor regions for reciprocal activation and co-activation control indicate
that the control is carried out by higher brain areas before the activation of individual muscles
is achieved by the voxels distributed over the motor cortex.
The fact that activity in PMd better reflects difference in torque amplitude (p < 0.001;
Fig. 5.4C) than PMv in coactivation (p < 0.05; Fig. 5.6C) might suggest that the ventral
premotor cortex mainly regulates the state of the primary motor cortex, which is directly involved
in control of muscle activity ((Umilta et al. 2007, Davare et al. 2008). This is distinct from
activity of M1, which is correlated with muscle activity indistinctively in reciprocal and co-
activation control. However, the presence of numerous intermingled neural circuits in M1 (Fetz
& Cheney 1980, Fetz 1992, Jackson et al. 2003, Graziano 2006, Rathelot & Strick 2006) make
it difficult to precisely pin the functional representation in M1 using fMRI.
Finally, our data indicate that distinct centers of the premotor cortex are involved in the
control of reciprocal activation and co-activation. This suggests distinct processes for control
of force and impedance, which would be consistent with observations on dystonia patients, who
have a specific inability to control co-contraction (Berardelli & Curra 2002, Plaitakis 1992). A
similar experiment performed on distonia patients may clarify this point.
78
Chapter 6
Regressor free analysis of Neural
processes behind motor learning
Summary
Motor learning is expected to be related to a variety of changes in the brain
activations. Conventional regressor based analysis commonly used for analysis of
fMRI is limited in its ability to detect these dynamic changes, due to the a-priori
requirement of expected temporal profiles (i.e. the regressors). The novel method
introduced in this chapter is able to isolate the dynamic changes in the brain dur-
ing learning, without any a-priori assumption on the spatio-temporal properties of
brain activations or on the variables related to learning. It uses the property that
humans exhibit an inability to learn more than one dynamic or kinematic environ-
ment at one time. By alternatively learning two fields, periodic learning patterns
are obtained, which we analyze in frequency space. This method is applied on the
learning of a velocity dependent force field and on visuo-motor rotations. Different
regions were isolated at different learning phases during dynamic and visuomotor
rotation with in general many more areas active during dynamic than during visuo-
motor rotation. Major differences included the large involvement of the premotor,
cerebellum and dorsalateral prefrontal cortex in the early stages of dynamic adap-
tation in contrast to mainly the parietal regions in case of visuomotor rotation.
With the progress of dynamics learning the activity shifted to the inner regions
of the cerebellum and higher sensory regions while late stage visuomotor rotation
activated mainly the anterior cingulate cortex.
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6.1 Introduction
To achieve flexible movements in daily life, joint torque and stiffness are controlled by reciprocal
and co-activation of antagonist muscles. Psychophysical studies have shown that humans can
perform successful movements by learning the reciprocal and co-activations producing force and
impedance tuned in direction and magnitude to the environment (Burdet et al. 2001, Franklin,
Osu, Burdet, Kawato & Milner 2003). However, it is still unclear how the brain learns these
required activations.
To detect brain activity related to learning, most motor imaging experiments use pre-decided
regressors and isolate the correlated brain activities. These regressors are normally developed
from physiological parameters like force (Hanakawa et al. 2006), EMG (Ganesh, Burdet, Haruno
& Kawato 2008) or kinematic error (Diedrichsen et al. 2005, Nezafat et al. 2001). These studies
work under the assumptions that:
• All brain activity related to learning is linearly correlated to the externally visible physi-
ological signal.
• The activity in every individual brain site is stationary in space while the magnitude
change is correlated to the regressors.
For example, to look at brain activity related to task error, this error would be recorded and used
as a regressor. Brain areas where the activity correlates (with some statistical significance) to
this regressor, e.g. voxel v1 in Fig.6.1B, will be selected, while other brain activity with different
evolution patterns, such as voxels v2-v6 in Fig.6.1. However, the activity patterns of v2 to v6
seem to be associated with learning, namely increasing activity (v2), presence of learning (v3),
or associated with a specific phase of learning (v4-v6).
Here we propose a novel experiment design and analysis for motor learning studies that
isolates brain activity without any of these assumptions. The analysis can isolate activity related
to the whole learning process, such as activity correlated with motion error which might also be
detected using regressor analysis, as well as activity related to one phase of the learning, and
the shift of activities occurring during learning. The analysis does not look for a specific time
profile of activation and hence can isolate learning related changes irrespective of their temporal
evolution and without any assumption of putative factors associated to learning.
To realize this analysis we use the property that humans are unable to learn multiple force
fields along the same movement trajectory or kinematics (Cothros et al. 2008, Shadmehr &
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A)
B)
Figure 6.1: (A) presents the integrated error (
∫ |x||dy|) over trials of a session. Op-
posite force fields (blue and red) were presented alternatively to the subject. Even
though learnt once, when presented again, the same force fields had to be relearnt
thus giving rise to six blocks of repetitive learning. (B) Shows a cartoon of typical
brain activation patterns which may correspond to the learning. Different temporal
patterns (e.g. v1, v2, v3) and role in some particular temporal phase of the learning
(v4, v5, v6) may be plausibly expected. While a regressor analysis would require
prior knowledge of the activation patterns and a regressor linearly related to each,
the proposed frequency analysis method can isolate all of them simultaneously.
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Holcomb 1997). If presented with two different fields alternatively, the subjects need to relearn
each repetitively when they are presented. Thus presenting two fields in blocks of trials, we
can induce repetitive motor learning. The frequency of repetition can be controlled by the time
for which each field is presented to the subject. We make the basic assumption that when the
learning process repeats, the neural processes related to the learning will also repeat with the same
frequency. We propose to use this property to induce repetitive learning and then use frequency
analysis to isolate activity related to motor learning.
The strength of the proposed analysis is that it does not require any prior assumption on the
brain activation in regard to activation profile or delay and can isolate the movement of brain
activity as a function of learning period, as described in Sec. 6.1. The analysis was applied to
obtain the brain areas involved in dynamic or in visuomotor learning and their evolution during
the whole learning process, and compared the processes of these two kinds of learning (Sec. 6.3).
When learning a force field, the human CNS has to adapt to the novel dynamics through
the formation of an internal model (Wolpert et al. 1998) which defines the relationship between
the motor commands and the modified sensory feedback which may stem from proprioception,
vision, touch etc. There is, however, no discrepancy between these feedbacks. In contrast,
when adapting to a perturbation in one of these feedbacks sources, for example a visuo-motor
rotation (Krakauer 2009), the CNS has to address the discrepancy between the feedbacks, e.g.
between the proprioceptive and visual feedbacks in a visuo-motor rotation. The subject thus
has to relearn the relation between individual feedbacks. Therefore the learning processes and
requirements are expected to be different between learning of a force field and a visuomotor
rotation.
While learning a new force-field seems to erase the previously learnt force-field, the erasion is
not complete while learning of multiple visuomotor rotations and it seems that over many blocks
the subjects are slowly able to learn both fields (Imamizu & Kawato 2008, Lee & Schweighofer
2009). However in the initial learning period, learning of two visuomotor rotations also shows
similar behavior as learning two force fields, i.e. the subjects are unable to retain one field
rotation after learning of another (Miall et al. 2004, Wigmore et al. 2002)), thus the learning of
visuomotor rotation could also be analyzed using the proposed paradigm.
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sFigure 6.2: A) A 2DOF MR compatible interface was used to interact with the arm
movements. The subject lay in a supine position while the interface is supported
near the scanner on an aluminium frame. The subject can reach the manipulandum
handle and move it in a horizontal plane at an angle to the bed. B) The subject
receives visual feedback of his or her hand position (red circle) and the start and
target positions (blue circles). The success or failure of the movement is indicated
by a green or red light at the bottom of the screen.
6.2 Methods
6.2.1 Experiment
Four right handed male subjects without neurological history, aged between 27 and 37 years,
performed this study to investigate neural correlates of motor learning. The institutional ethics
committee approved the experiment, and each subject gave informed consent prior to participa-
tion. All of the subjects performed learning of both force-fields and visuomotor rotations, with
more than one month between these two experiments.
The subjects had to move the robot handle from a start circle to a 10cm distant target circle
in 700±50ms. The hand position was displayed during the movement (Fig.6.2B). The movement
start was cued by an audio beep, and the movement duration was indicated by a change of the
blue start and target circles to green for a period of 700ms after the audio cue. After the target
was reached the subject hand was brought back to the start position by the robot, ready for the
next trial.
A movement was deemed successful if the movement time was 700±50ms and the movement
ended inside the target disk. Success or failure was indicated to the subject during the passive
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return to the start position, by a large green or a red circle, respectively.
Dynamic learning
The subject, laying in a supine position (Fig.6.2A), held the handle of a MR compatible two
degrees-of-freedom (DOF) arm interface (Gassert et al. 2006B) and learnt, during two sessions,
to perform movements in thirteen alternating blocks of 25 movements in two force fields defined
by  Fx
Fy
 =
 0 k
k 0

 x˙
y˙
 , (6.1)
where Fx and Fy denote the force (in N ) in x and y directions at point (x, y), k = ±13Ns/m
determines the damping of the field.
Visuomotor rotation learning
In the visuomotor learning sessions the subjects were presented with thirteen alternating blocks
(over two sessions) of two inverse coordinate rotations: xˆ
yˆ
 =
 cos θ sin θ
− sin θ cos θ

 x
y
 , (6.2)
where xˆ and yˆ represent the transformed coordinates with θ = ±10o. The value of θ was chosen
to make the deflection in the visuomotor and dynamic learning similar.
While each movement and return approximately took 6 seconds (in both the dynamic and
visuomotor learning sessions), the subject movements were not limited in time. However, a rest
period in between two presented fields or visuomotor rotations enabled the subject to relax. The
duration of the rest period, which was below 30s, was adjusted such that the duration between
the start of two successive fields was always 180s.
6.2.2 Movement data analysis
To compute the learning period for each subject, the subject movement data from the manip-
ulandum was analyzed for movement error (Fig.6.1). Error was defined as
∫ |x||dy| according
to the coordinate system defined in Fig.6.2B and all the trials for each subject were collected
together, normalized with the maximum error, and least-square fitted with a exponential curve
 = e−δ t where  and t represents error and time (Fig.6.3). The (subject specific) learning
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Figure 6.3: To normalize the learning among subjects and determine the subject
specific learning period, each subject error were collected from all the blocks, nor-
malized by dividing by the maximum error and fitted with a exponential curve (red
trace). The scans and hence time period after which the error reduced to 10% of
the maximum value (green line) was used as the learning period tl.
period tl was defined as the time taken for the error to reduce to 10% of the maximum, which
was calculated (green line in Fig.6.3) for each block and averaged.
6.2.3 fMRI
A 1.5 T MR scanner (Shimadzu-Marconi ECLIPSE 1.5T Power Drive 250) was used to obtain
blood oxygen level-dependent (BOLD) contrast functional images. Images weighted with the
apparent transverse relaxation time were obtained using a gradient-echo echoplanar imaging
(EPI) sequence. Scanning was performed to get whole brain images at a repetition time of TR
= 1.5s with echo time 49ms, 80o flip angle, 35 (thickness 3.5mm, gap 1mm) slices of 64x64
in-plane voxels (in-plane field of view of 224mm2).
6.2.4 Image data pre-processing
For each learning experiment (force fields/visuomotor rotations) subjects performed 2 sessions
with seven and six alternating (force fields or visual rotations) blocks each. Thus each subject
performed 4 sessions in total. For each of the learning experiments the first 4 images of the
two sessions were discarded for equalization of the axial field. The first block of the first session
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Figure 6.4: Frequency spectrum. The brain areas (voxels) associated with the repet-
itive learning paradigm may be isolated from the power content in the harmonic
frequencies of 1/tl (green lines). The figure shows the frequency spectrum of 2500
selected voxels from one subject with tl = 133s. Example voxels (thick red, green
and blue) traces illustrate how individual voxels may have varying power in the
harmonics which corresponds to the difference in their individual time profiles.
was discarded (to keep symmetry among the blocks) and the rest were treated with the artifact
attenuation algorithm that we developed in Chapter 4. The images from the two sessions were
realigned to the first image of the first session and spatially smoothed in SPM5 1 with a 8mm
full width half maximum Gaussian kernel. The time series of each voxel was then extracted.
6.2.5 Isolation of learning related activity
As the brain activity is convolved with the haemodynamic response function or hrf (which has
more than 95% of the power ≤ 0.5Hz), the brain activity can hardly have a frequency content
higher than 0.5Hz. Furthermore as our learning cycle is of around 150 seconds (0.007Hz) we
do not expect to isolate any learning related activity below this frequency. Thus for each
subject the first N images corresponding to the average learning phase (tl) from each block
were collected together and band pass filtered between 0.004Hz and 1Hz (i.e. half of 0.007Hz
and twice of 0.5Hz respectively to assure no relevant information is lost) using a discrete cosine
transformation filter. These images are expected to have neural correlates of motor learning
which repeat at a frequency of 1/tlHz. From signal processing literature we know that the
brain activity spectrum, irrespective of the activity temporal profile (Fig.6.1B), will then be
concentrated in the harmonics of 1/tlHz, i.e. in n/tlHz, where n is an integer.
1http://www.fil.ion.ucl.ac.uk/spm/
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** p< 1e-5
0
Figure 6.5: Analysis of activity of the selected voxels over four phases of learning.
The activity (% increase from baseline) in each selected brain voxel was averaged
over the four learning phases and collected in four groups depending on the phase
in which they were most active. The average and standard deviations of each group
shows that the red voxels show significantly higher activity in the first phase than
in the second, the yellow in the fourth than in the third. The dark orange voxels
show higher activation in the second phase compared to the first and third while
the light-orange voxels show higher activity in the and third phase in comparison
to the second and fourth, and second and fourth phases respectively.
Fig.6.4 (with tl = 133s) shows the power spectrum corresponding to the activity during
learning of a typical subject. The frequency spectrum of each voxel time series was analyzed
to isolate the voxels in which the average power in the first eight harmonics of 1/tlHz is 2.5
times (F test, p < 1e−10) the average over whole frequency range of 0.004Hz − 1Hz. By taking
eight harmonics we ensure to take all the possible harmonics below 0.5Hz and thus ensure to
simultaneously isolate all voxels related to learning, irrespective of the temporal profile and
whether they shift with time (Fig.6.1).
6.2.6 Phase analysis
The selected voxels were then analyzed to check their temporal profile. Each block of one session
was divided into four equal phases. The data from the first phase of each block, and similarly
second, third and fourth phases of each block were collected together to form four groups. The
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average of each group was checked to find the group with highest power to indicate the part
of the learning phase when it is most active (Fig.6.5). Depending on when the voxel was most
active, it was given a progressive color code from red to yellow: first phase in red, second in
dark orange, third in light orange and fourth in yellow.
6.2.7 Multi-subject analysis
In total data was collected from 8 sessions (4 subjects, 2 sessions each) in the dynamic learning
experiment, and 8 sessions (4 subjects, 2 sessions each) from the visuomotor learning experiment.
For each of the experiment, the results from all the eight sessions of the four subjects were
‘normalized’ to the T2 template in SPM5. The data from all sessions were then analyzed
together to isolate brain activity which occurs in at least four sessions at the same position
(voxel coordinate) and learning phase (colour code). The isolated voxels were then thresholded
at cluster level (6 voxels) and plotted on a ‘normalized’ T2 structure image.
6.3 Results
6.3.1 Dynamic Learning
The areas which were isolated during the dynamic learning process are shown in Figure 6.6 and
listed in the tables of Fig.6.3.1 by their MNI coordinates in millimeters. In Fig. 6.6, the voxels
active in the first learning phase have been marked red, middle phases as orange, and late phase
have been marked yellow. In Fig.6.3.1 the probabilistic positions (of most of the voxels) are
tabulated according to the SPM anatomy toolbox 2.
6.3.2 Visuomotor Learning
Very few areas were activated during visuomotor learning (Fig.6.7) in comparison to during the
learning of force fields. The voxels have been plotted and tabulated as in the dynamic case. A
standard SPM contrast analysis was also carried for the visuomotor learning experiment between
the active (when the subject learnt either of the rotation) and rest conditions. This isolated the
contralateral primary motor regions and the ipsilateral cerebellum (Fig. 6.8).
2http : //www.fz − juelich.de/inm//spm anatomy toolbox
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Figure 6.6: The figure shows the brain activations which were spatially (voxel coor-
dinate) and temporally (as in colour code corresponding to learning phase) similar
over atleast 4 sessions over all the sessions over 4 subjects. The activations have
been plotted on a T2 structure normalized to the T2 template in SPM5. Red shows
voxels which had highest activation in the first phase of learning; dark orange, in the
second phase; light orange in the third and yellow in the fourth phase of learning.
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X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area
77 -113 -52 2 -60 -8 (Cerebellar Vermis (4/5)) -62 -21 16 (Left SupraMarginal Gyrus) 55 -48 48 (Right Inferior Parietal Lobule )
40 -63 -40 (Right Cerebelum (Crus 2)) 50 57 -4 42 -78 16 (Right Middle Occipital Gyrus) 55 -42 48 (Right Inferior Parietal Lobule )
37 -75 -40 (Right Cerebelum (Crus 2)) 50 60 -4 27 -84 16 (Right Middle Occipital Gyrus) 52 -54 48 (Right Inferior Parietal Lobule )
27 -81 -40 (Right Cerebelum (Crus 2)) 47 -63 -4 (Right Inferior Temporal Gyrus) 25 -87 16 (Right Superior Occipital Gyrus) 50 -51 48 (Right Inferior Parietal Lobule )
25 -81 -40 (Right Cerebelum (Crus 2)) 47 57 -4 (Right Middle Orbital Gyrus) 42 -69 16 (Right Middle Temporal Gyrus) 50 -45 48 (Right Inferior Parietal Lobule )
57 30 -36 47 60 -4 (Right Middle Orbital Gyrus) 42 -66 16 (Right Middle Temporal Gyrus) 47 -51 48 (Right Inferior Parietal Lobule )
55 24 -36 45 -69 -4 (Right Inferior Temporal Gyrus) 40 -72 16 (Right Middle Occipital Gyrus) 47 -48 48 (Right Inferior Parietal Lobule )
55 27 -36 45 60 -4 (Right Middle Orbital Gyrus) 37 -72 16 45 -51 48 (Right Inferior Parietal Lobule )
55 36 -36 45 63 -4 35 -75 16 (Right Middle Occipital Gyrus) 32 -39 48  -> Assigned to  Area 2   
52 33 -36 42 -72 -4 (Right Inferior Temporal Gyrus) 22 -69 16 (Right Calcarine Gyrus) 32 -36 48 (Right Postcentral Gyrus)
50 33 -36 42 -69 -4 (Right Inferior Temporal Gyrus) -35 -51 16 32 -21 48  -> Assigned to  Area 4p  
45 -60 -36 (Right Cerebelum (Crus 1)) 42 -66 -4 (Right Inferior Temporal Gyrus) -52 -15 16 (Left Postcentral Gyrus) 32 -18 48  -> Assigned to  Area 6   
42 -63 -36 (Right Cerebelum (Crus 1)) 42 -63 -4 (Right Middle Temporal Gyrus) 69 -36 20 (Right Superior Temporal Gyrus) 30 -39 48  -> Assigned to  Area 2   
35 -63 -36 (Right Cerebelum (Crus 1)) 42 -60 -4 69 -30 20 (Right Superior Temporal Gyrus) 30 -27 48 (Right Postcentral Gyrus)
17 -66 -36 (Right Cerebelum (VIII)) 42 63 -4 67 -36 20 (Right Superior Temporal Gyrus) 30 -24 48  -> Assigned to  Area 4p  
15 -63 -36 (Right Cerebelum (VIII)) 7 69 -4 (Right Mid Orbital Gyrus) 67 -33 20 (Right Superior Temporal Gyrus) 27 -39 48 (Right Postcentral Gyrus)
12 -63 -36 (Right Cerebelum (VIII)) 5 -60 -4 (Cerebellar Vermis (4/5)) 67 -30 20 (Right Superior Temporal Gyrus) 27 -24 48
12 -60 -36 5 69 -4 (Right Mid Orbital Gyrus) 64 -30 20 (Right Superior Temporal Gyrus) 27 -18 48  -> Assigned to  Area 6   
10 -60 -36 (Right Cerebelum (VIII)) 2 -60 -4 (Cerebellar Vermis (4/5)) 40 -81 20 (Right Middle Occipital Gyrus) 25 -36 48  -> Assigned to  Area 2   
7 -57 -36 (Cerebellar Vermis (9)) 2 69 -4 37 -81 20 (Right Middle Occipital Gyrus) 25 -24 48
-10 -39 -36 -2 72 -4 37 -78 20 (Right Middle Occipital Gyrus) 25 -21 48
-10 -33 -36 -5 69 -4 (Left Mid Orbital Gyrus) 37 -75 20 (Right Middle Occipital Gyrus) 2 -12 48 (Right Middle Cingulate Cortex)
-12 -33 -36 -7 48 -4 (Left Anterior Cingulate Cortex) 37 -72 20 (Right Middle Occipital Gyrus) 2 -9 48 (Right Middle Cingulate Cortex)
-15 -33 -36 -12 45 -4 (Left Anterior Cingulate Cortex) 35 -78 20 (Right Middle Occipital Gyrus) 2 -6 48 (Right SMA)
-17 -39 -36 -15 45 -4 32 -81 20 (Right Middle Occipital Gyrus) -2 -15 48 (Left SMA)
-17 -36 -36 -15 54 -4 32 -78 20 (Right Middle Occipital Gyrus) -7 -12 48 (Left SMA)
-47 27 -36 -17 48 -4 32 -75 20 (Right Middle Occipital Gyrus) -7 -9 48 (Left Middle Cingulate Cortex)
-47 30 -36 -17 54 -4 (Left Superior Orbital Gyrus) 32 -57 20 -22 27 48 (Left Middle Frontal Gyrus)
57 42 -36 45 -60 -4 (Right Middle Temporal Gyrus) 30 -54 20 -22 33 48 (Left Superior Frontal Gyrus)
55 39 -36 7 -66 -4 (Right Linual Gyrus) 25 -57 20 (Right Precuneus) -25 -18 48
40 -63 -36 (Right Cerebelum (Crus 1)) 50 54 -4 25 -54 20 (Right Cuneus) -25 27 48 (Left Middle Frontal Gyrus)
37 -66 -36 (Right Cerebelum (Crus 1)) 0 0 0 22 -60 20 (Right Cuneus) -25 30 48 (Left Middle Frontal Gyrus)
35 -78 -36 (Right Cerebelum (Crus 1)) 72 -18 0 (Right Superior Temporal Gyrus) 5 -39 20 (Right Posterior Cingulate Cortex) -25 33 48 (Left Middle Frontal Gyrus)
-47 33 -36 72 -15 0 (Right Superior Temporal Gyrus) 5 -36 20 -27 -27 48  -> Assigned to  Area 3a   
52 27 -36 72 -12 0 (Right Superior Temporal Gyrus) 2 -39 20 -27 -18 48
-45 21 -36 (Left Medial Temporal Pole) 69 -18 0 (Right Superior Temporal Gyrus) 2 -36 20 -27 -15 48 (Left Precentral Gyrus)
-47 24 -36 69 -15 0 (Right Superior Temporal Gyrus) 0 -39 20 -27 -12 48 (Left Precentral Gyrus)
-50 21 -36 67 -12 0 (Right Superior Temporal Gyrus) 0 -36 20 -27 24 48 (Left Middle Frontal Gyrus)
60 21 -32 52 -60 0 (Right Middle Temporal Gyrus) -2 -39 20 -27 27 48 (Left Middle Frontal Gyrus)
60 24 -32 50 -51 0 (Right Middle Temporal Gyrus) -30 33 20 (Left Middle Frontal Gyrus) -27 30 48 (Left Middle Frontal Gyrus)
57 21 -32 50 -48 0 -32 33 20 (Left Middle Frontal Gyrus) -27 36 48 (Left Middle Frontal Gyrus)
57 24 -32 47 -63 0 (Right Middle Temporal Gyrus) -35 -78 20 (Left Middle Occipital Gyrus) -30 -30 48 (Left Postcentral Gyrus)
57 30 -32 47 -60 0 (Right Middle Temporal Gyrus) -35 -72 20 (Left Middle Occipital Gyrus) -30 21 48 (Left Middle Frontal Gyrus)
57 33 -32 47 -57 0 (Right Middle Temporal Gyrus) -37 -69 20 (Left Middle Occipital Gyrus) -30 24 48 (Left Middle Frontal Gyrus)
57 36 -32 47 -54 0 -37 36 20 (Left Middle Frontal Gyrus) -30 27 48 (Left Middle Frontal Gyrus)
55 24 -32 45 -54 0 -37 39 20 (Left Middle Frontal Gyrus) -30 30 48 (Left Middle Frontal Gyrus)
55 27 -32 42 -54 0 -40 -81 20 (Left Middle Occipital Gyrus) -32 -33 48 (Left Postcentral Gyrus)
55 39 -32 7 63 0 (Right Superior Medial Gyrus) -40 -33 20 (Left Rolandic Operculum) -32 -30 48 (Left Postcentral Gyrus)
47 33 -32 5 63 0 (Right Superior Medial Gyrus) -40 -30 20 (Left Rolandic Operculum) -32 24 48 (Left Middle Frontal Gyrus)
45 33 -32 5 69 0 (Right Superior Medial Gyrus) -40 -27 20 (Left Rolandic Operculum) -32 27 48 (Left Middle Frontal Gyrus)
42 27 -32 (Right Temporal Pole) 2 63 0 -40 36 20 (Left Middle Frontal Gyrus) -35 -30 48 (Left Postcentral Gyrus)
37 -75 -32 (Right Cerebelum (Crus 1)) 0 66 0 (Left Superior Medial Gyrus) -42 -33 20 (Left Rolandic Operculum) -45 -30 48 (Left Postcentral Gyrus)
35 -78 -32 (Right Cerebelum (Crus 1)) 0 69 0 -42 -30 20 (Left Rolandic Operculum) -45 -27 48 (Left Inferior Parietal Lobule )
32 -78 -32 (Right Cerebelum (Crus 1)) -2 69 0 (Left Superior Medial Gyrus) -42 -27 20 (Left Rolandic Operculum) -45 -24 48 (Left Postcentral Gyrus)
60 24 -28 67 -12 4 (Right Superior Temporal Gyrus) -42 -24 20 (Left Rolandic Operculum) -50 -33 48 (Left Inferior Parietal Lobule )
60 30 -28 62 -6 4 (Right Superior Temporal Gyrus) -42 -21 20 (Left Rolandic Operculum) -50 -30 48 (Left Inferior Parietal Lobule )
60 33 -28 60 -6 4 (Right Superior Temporal Gyrus) -42 36 20 (Left Middle Frontal Gyrus) 2 -21 48 (Right Middle Cingulate Cortex)
57 21 -28 (Right Medial Temporal Pole) 60 6 4 (Right Rolandic Operculum) -47 -21 20 (Left Rolandic Operculum) 0 -24 48 (Left Middle Cingulate Cortex)
57 24 -28 60 9 4 (Right Rolandic Operculum) -50 -21 20 (Left Rolandic Operculum) 0 -21 48 (Left Middle Cingulate Cortex)
57 27 -28 57 -3 4 (Right Superior Temporal Gyrus) -52 -27 20 (Left SupraMarginal Gyrus) 0 -18 48 (Left SMA)
57 30 -28 57 0 4 (Right Rolandic Operculum) -52 -21 20 (Left SupraMarginal Gyrus) 0 -15 48 (Left SMA)
57 36 -28 57 6 4 (Right Rolandic Operculum) -55 -30 20 (Left Superior Temporal Gyrus) 0 -12 48 (Left SMA)
57 39 -28 57 9 4 (Right Rolandic Operculum) -55 -27 20 (Left SupraMarginal Gyrus) -2 -6 48 (Left Middle Cingulate Cortex)
55 18 -28 (Right Medial Temporal Pole) 57 51 4 -55 -24 20 (Left SupraMarginal Gyrus) -32 -15 48 (Left Precentral Gyrus)
55 24 -28 55 -57 4 (Right Middle Temporal Gyrus) -55 -21 20 (Left SupraMarginal Gyrus) -32 -12 48 (Left Precentral Gyrus)
55 27 -28 55 -54 4 (Right Middle Temporal Gyrus) -57 -36 20 (Left Superior Temporal Gyrus) -35 -36 48 (Left Postcentral Gyrus)
55 42 -28 55 3 4 (Right Rolandic Operculum) -57 -21 20 (Left SupraMarginal Gyrus) -35 -33 48 (Left Postcentral Gyrus)
10 -57 -28 55 51 4 -60 -36 20 (Left Superior Temporal Gyrus) -52 -30 48 (Left Inferior Parietal Lobule )
7 -57 -28 52 -54 4 (Right Middle Temporal Gyrus) -62 -33 20 (Left Superior Temporal Gyrus) 22 -24 48
7 -54 -28 52 3 4 (Right Rolandic Operculum) -64 -33 20 (Left Superior Temporal Gyrus) -27 -21 48  -> Assigned to  Area 4p  
5 -57 -28 (Cerebellar Vermis (8)) 52 42 4 (Right Inferior Frontal Gyrus (p. Triangularis)) -67 -33 20 -30 -12 48 (Left Precentral Gyrus)
5 -54 -28 52 48 4 (Right Middle Frontal Gyrus) 42 -78 20 (Right Middle Occipital Gyrus) -47 -27 48 (Left Inferior Parietal Lobule )
2 -54 -28 50 -57 4 (Right Middle Temporal Gyrus) 37 -84 20 (Right Middle Occipital Gyrus) -47 -24 48 (Left Postcentral Gyrus)
-45 45 -28 50 6 4 (Right Rolandic Operculum) 35 -87 20 (Right Middle Occipital Gyrus) 5 -21 48 (Right SMA)
-47 42 -28 50 45 4 (Right Middle Frontal Gyrus) 35 -75 20 (Right Middle Occipital Gyrus) -2 -12 48 (Left SMA)
-47 51 -28 42 66 4 -35 -42 20 55 -39 52 (Right Inferior Parietal Lobule )
-50 39 -28 40 66 4 -35 42 20 (Left Middle Frontal Gyrus) 52 -48 52 (Right Inferior Parietal Lobule )
-50 48 -28 37 27 4 (Right Insula Lobe) 40 -81 24 (Right Middle Occipital Gyrus) 52 -45 52 (Right Inferior Parietal Lobule )
-52 42 -28 37 33 4 (Right Insula Lobe) 37 -78 24 (Right Middle Occipital Gyrus) 50 -51 52 (Right Inferior Parietal Lobule )
-52 45 -28 37 63 4 (Right Middle Frontal Gyrus) 37 -75 24 (Right Middle Occipital Gyrus) 50 -48 52 (Right Inferior Parietal Lobule )
52 15 -28 (Right Medial Temporal Pole) 37 66 4 32 -81 24 (Right Middle Occipital Gyrus) 50 -45 52 (Right Inferior Parietal Lobule )
10 -54 -28 35 63 4 (Right Middle Frontal Gyrus) 32 -78 24 (Right Middle Occipital Gyrus) 20 18 52 (Right Superior Frontal Gyrus)
60 21 -24 27 30 4 10 -30 24 17 18 52 (Right Superior Frontal Gyrus)
60 24 -24 27 33 4 10 -27 24 17 21 52 (Right Superior Frontal Gyrus)
60 27 -24 17 63 4 (Right Superior Frontal Gyrus) 7 -27 24 15 9 52 (Right Superior Frontal Gyrus)
60 33 -24 17 66 4 (Right Superior Frontal Gyrus) 5 -33 24 0 -12 52 (Left SMA)
57 24 -24 17 69 4 (Right Superior Frontal Gyrus) 5 -30 24 0 -9 52 (Left SMA)
57 27 -24 15 66 4 (Right Superior Medial Gyrus) 2 -33 24 0 -6 52 (Left SMA)
57 30 -24 12 66 4 (Right Superior Medial Gyrus) -32 -78 24 (Left Middle Occipital Gyrus) -2 -12 52 (Left SMA)
57 33 -24 12 69 4 (Right Superior Medial Gyrus) -32 -54 24 -2 -9 52 (Left SMA)
57 36 -24 10 -66 4 (Right Linual Gyrus) -35 -81 24 (Left Middle Occipital Gyrus) -5 -12 52 (Left SMA)
55 24 -24 (Right Temporal Pole) 10 69 4 (Right Superior Medial Gyrus) -35 -75 24 (Left Middle Occipital Gyrus) -5 -9 52 (Left SMA)
55 33 -24 7 -66 4 (Right Linual Gyrus) -35 -60 24 -20 -63 52 (Left Superior Parietal Lobule )
55 36 -24 7 69 4 (Right Superior Medial Gyrus) -35 -48 24 -20 -21 52
55 39 -24 5 -66 4 (Right Linual Gyrus) -37 -72 24 (Left Middle Occipital Gyrus) -20 -9 52
55 42 -24 2 72 4 -37 -69 24 (Left Middle Occipital Gyrus) -22 -21 52  -> Assigned to  Area 6   
52 39 -24 0 69 4 (Left Superior Medial Gyrus) -37 -57 24 (Left Angular Gyrus) -22 -9 52
12 -60 -24 (Right Cerebelum (VI)) -17 15 4 (Left Putamen) -37 -48 24 -25 -63 52 (Left Superior Parietal Lobule )
10 -60 -24 (Right Cerebelum (VI)) -20 9 4 (Left Putamen) -37 -45 24 -25 -60 52 (Left Superior Parietal Lobule )
10 -51 -24 -20 12 4 (Left Putamen) -40 -48 24 -25 -18 52 (Left Precentral Gyrus)
7 -48 -24 -20 21 4 (Left Putamen) -40 -45 24 -25 -15 52 (Left Precentral Gyrus)
2 -60 -24 (Cerebellar Vermis (6)) -20 24 4 -42 -57 24 (Left Angular Gyrus) -25 -12 52 (Left Precentral Gyrus)
2 -57 -24 (Cerebellar Vermis (6)) -22 12 4 (Left Putamen) -42 9 24 (Left Inferior Frontal Gyrus (p. Opercularis)) -30 -9 52 (Left Precentral Gyrus)
62 21 -20 -22 21 4 -42 12 24 (Left Inferior Frontal Gyrus (p. Triangularis)) -32 -12 52 (Left Precentral Gyrus)
60 21 -20 -45 -9 4 (Left Insula Lobe) -45 -45 24 (Left SupraMarginal Gyrus) -35 -9 52 (Left Precentral Gyrus)
60 27 -20 -50 -39 4 (Left Middle Temporal Gyrus) -45 -33 24 (Left SupraMarginal Gyrus) 2 -9 52 (Right SMA)
57 24 -20 (Right Temporal Pole) -52 -6 4 (Left Superior Temporal Gyrus) -45 -30 24 (Left SupraMarginal Gyrus) 2 -6 52 (Right SMA)
57 27 -20 -52 -3 4 (Left Rolandic Operculum) -45 6 24 (Left Inferior Frontal Gyrus (p. Opercularis)) 0 -18 52 (Left SMA)
57 30 -20 -55 -36 4 (Left Middle Temporal Gyrus) -45 9 24 (Left Inferior Frontal Gyrus (p. Opercularis)) 0 -15 52 (Left SMA)
55 33 -20 -55 -9 4 (Left Superior Temporal Gyrus) -47 -27 24 (Left SupraMarginal Gyrus) 0 -3 52 (Left SMA)
42 -72 -20 (Right Cerebelum (Crus 1)) -57 -39 4 (Left Middle Temporal Gyrus) -47 6 24 (Left Inferior Frontal Gyrus (p. Opercularis)) -5 -24 52 (Left Paracentral Lobule)
40 -72 -20 (Right Fusiform Gyrus) -57 -36 4 (Left Middle Temporal Gyrus) -50 3 24 (Left Precentral Gyrus) -20 -33 52  -> Assigned to  Area 4p  
40 -69 -20 (Right Fusiform Gyrus) -60 -39 4 (Left Middle Temporal Gyrus) -57 -27 24 (Left SupraMarginal Gyrus) -30 -72 52 (Left Superior Parietal Lobule )
35 -66 -20 (Right Cerebelum (VI)) -60 -36 4 (Left Middle Temporal Gyrus) -60 -36 24 (Left SupraMarginal Gyrus) -30 -12 52 (Left Precentral Gyrus)
35 -63 -20 (Right Fusiform Gyrus) 0 66 4 (Left Superior Medial Gyrus) -60 -24 24 (Left SupraMarginal Gyrus) -32 -69 52 (Left Superior Parietal Lobule )
32 -63 -20 (Right Cerebelum (VI)) 60 3 4 (Right Superior Temporal Gyrus) -62 -33 24 (Left SupraMarginal Gyrus) 10 -12 52 (Right SMA)
30 -63 -20 (Right Cerebelum (VI)) 50 51 4 (Right Middle Frontal Gyrus) -64 -33 24 (Left SupraMarginal Gyrus) 10 -9 52 (Right SMA)
25 -66 -20 (Right Cerebelum (VI)) 32 60 4 (Right Middle Frontal Gyrus) -67 -33 24 7 -9 52 (Right SMA)
22 -69 -20 (Right Cerebelum (VI)) 42 60 8 (Right Middle Frontal Gyrus) 35 -78 24 (Right Middle Occipital Gyrus) 5 -12 52 (Right SMA)
22 -66 -20 (Right Cerebelum (VI)) 42 63 8 -55 -33 24 (Left SupraMarginal Gyrus) 5 -9 52 (Right SMA)
20 -72 -20 (Right Cerebelum (VI)) 42 66 8 -52 -36 24 (Left SupraMarginal Gyrus) 2 -15 52 (Right SMA)
17 -72 -20 (Right Cerebelum (VI)) 40 66 8 45 39 28 (Right Middle Frontal Gyrus) -22 -45 52  -> Assigned to  Area 2   
22 -72 -20 (Right Cerebelum (VI)) 35 63 8 (Right Middle Frontal Gyrus) 42 42 28 (Right Middle Frontal Gyrus) -25 -45 52 (Left Inferior Parietal Lobule )
20 -69 -20 (Right Cerebelum (VI)) 35 66 8 42 51 28 (Right Middle Frontal Gyrus) 5 -18 52 (Right SMA)
45 -66 -16 (Right Inferior Occipital Gyrus) 15 -60 8 (Right Linual Gyrus) 40 45 28 (Right Middle Frontal Gyrus) 2 0 52 (Right SMA)
42 -66 -16 (Right Inferior Occipital Gyrus) 15 -57 8 (Right Linual Gyrus) 40 48 28 (Right Middle Frontal Gyrus) -22 -42 52  -> Assigned to  Area 2   
40 -66 -16 (Right Inferior Occipital Gyrus) 7 -69 8 (Right Calcarine Gyrus) -35 -54 28 17 6 56 (Right Superior Frontal Gyrus)
37 -66 -16 (Right Fusiform Gyrus) 7 72 8 -37 -48 28  -> Assigned to  hIP1      17 9 56 (Right Superior Frontal Gyrus)
37 -63 -16 (Right Fusiform Gyrus) 5 -72 8 (Right Calcarine Gyrus) -45 -51 28 (Left Angular Gyrus) 17 12 56 (Right Superior Frontal Gyrus)
35 -72 -16 (Right Fusiform Gyrus) 5 72 8 -47 -54 28 (Left Angular Gyrus) 17 15 56 (Right Superior Frontal Gyrus)
90
X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area
77 -113 -52 2 -60 -8 (Cerebellar Vermis (4/5)) -62 -21 16 (Left SupraMarginal Gyrus) 55 -48 48 (Right Inferior Parietal Lobule )
40 -63 -40 (Right Cerebelum (Crus 2)) 50 57 -4 42 -78 16 (Right Middle Occipital Gyrus) 55 -42 48 (Right Inferior Parietal Lobule )
37 -75 -40 (Right Cerebelum (Crus 2)) 50 60 -4 27 -84 16 (Right Middle Occipital Gyrus) 52 -54 48 (Right Inferior Parietal Lobule )
27 -81 -40 (Right Cerebelum (Crus 2)) 47 -63 -4 (Right Inferior Temporal Gyrus) 25 -87 16 (Right Superior Occipital Gyrus) 50 -51 48 (Right Inferior Parietal Lobule )
25 -81 -40 (Right Cerebelum (Crus 2)) 47 57 -4 (Right Middle Orbital Gyrus) 42 -69 16 (Right Middle Temporal Gyrus) 50 -45 48 (Right Inferior Parietal Lobule )
57 30 -36 47 60 -4 (Right Middle Orbital Gyrus) 42 -66 16 (Right Middle Temporal Gyrus) 47 -51 48 (Right Inferior Parietal Lobule )
55 24 -36 45 -69 -4 (Right Inferior Temporal Gyrus) 40 -72 16 (Right Middle Occipital Gyrus) 47 -48 48 (Right Inferior Parietal Lobule )
55 27 -36 45 60 -4 (Right Middle Orbital Gyrus) 37 -72 16 45 -51 48 (Right Inferior Parietal Lobule )
55 36 -36 45 63 -4 35 -75 16 (Right Middle Occipital Gyrus) 32 -39 48  -> Assigned to  Area 2   
52 33 -36 42 -72 -4 (Right Inferior Temporal Gyrus) 22 -69 16 (Right Calcarine Gyrus) 32 -36 48 (Right Postcentral Gyrus)
50 33 -36 42 -69 -4 (Right Inferior Temporal Gyrus) -35 -51 16 32 -21 48  -> Assigned to  Area 4p  
45 -60 -36 (Right Cerebelum (Crus 1)) 42 -66 -4 (Right Inferior Temporal Gyrus) -52 -15 16 (Left Postcentral Gyrus) 32 -18 48  -> Assigned to  Area 6   
42 -63 -36 (Right Cerebelum (Crus 1)) 42 -63 -4 (Right Middle Temporal Gyrus) 69 -36 20 (Right Superior Temporal Gyrus) 30 -39 48  -> Assigned to  Area 2   
35 -63 -36 (Right Cerebelum (Crus 1)) 42 -60 -4 69 -30 20 (Right Superior Temporal Gyrus) 30 -27 48 (Right Postcentral Gyrus)
17 -66 -36 (Right Cerebelum (VIII)) 42 63 -4 67 -36 20 (Right Superior Temporal Gyrus) 30 -24 48  -> Assigned to  Area 4p  
15 -63 -36 (Right Cerebelum (VIII)) 7 69 -4 (Right Mid Orbital Gyrus) 67 -33 20 (Right Superior Temporal Gyrus) 27 -39 48 (Right Postcentral Gyrus)
12 -63 -36 (Right Cerebelum (VIII)) 5 -60 -4 (Cerebellar Vermis (4/5)) 67 -30 20 (Right Superior Temporal Gyrus) 27 -24 48
12 -60 -36 5 69 -4 (Right Mid Orbital Gyrus) 64 -30 20 (Right Superior Temporal Gyrus) 27 -18 48  -> Assigned to  Area 6   
10 -60 -36 (Right Cerebelum (VIII)) 2 -60 -4 (Cerebellar Vermis (4/5)) 40 -81 20 (Right Middle Occipital Gyrus) 25 -36 48  -> Assigned to  Area 2   
7 -57 -36 (Cerebellar Vermis (9)) 2 69 -4 37 -81 20 (Right Middle Occipital Gyrus) 25 -24 48
-10 -39 -36 -2 72 -4 37 -78 20 (Right Middle Occipital Gyrus) 25 -21 48
-10 -33 -36 -5 69 -4 (Left Mid Orbital Gyrus) 37 -75 20 (Right Middle Occipital Gyrus) 2 -12 48 (Right Middle Cingulate Cortex)
-12 -33 -36 -7 48 -4 (Left Anterior Cingulate Cortex) 37 -72 20 (Right Middle Occipital Gyrus) 2 -9 48 (Right Middle Cingulate Cortex)
-15 -33 -36 -12 45 -4 (Left Anterior Cingulate Cortex) 35 -78 20 (Right Middle Occipital Gyrus) 2 -6 48 (Right SMA)
-17 -39 -36 -15 45 -4 32 -81 20 (Right Middle Occipital Gyrus) -2 -15 48 (Left SMA)
-17 -36 -36 -15 54 -4 32 -78 20 (Right Middle Occipital Gyrus) -7 -12 48 (Left SMA)
-47 27 -36 -17 48 -4 32 -75 20 (Right Middle Occipital Gyrus) -7 -9 48 (Left Middle Cingulate Cortex)
-47 30 -36 -17 54 -4 (Left Superior Orbital Gyrus) 32 -57 20 -22 27 48 (Left Middle Frontal Gyrus)
57 42 -36 45 -60 -4 (Right Middle Temporal Gyrus) 30 -54 20 -22 33 48 (Left Superior Frontal Gyrus)
55 39 -36 7 -66 -4 (Right Linual Gyrus) 25 -57 20 (Right Precuneus) -25 -18 48
40 -63 -36 (Right Cerebelum (Crus 1)) 50 54 -4 25 -54 20 (Right Cuneus) -25 27 48 (Left Middle Frontal Gyrus)
37 -66 -36 (Right Cerebelum (Crus 1)) 0 0 0 22 -60 20 (Right Cuneus) -25 30 48 (Left Middle Frontal Gyrus)
35 -78 -36 (Right Cerebelum (Crus 1)) 72 -18 0 (Right Superior Temporal Gyrus) 5 -39 20 (Right Posterior Cingulate Cortex) -25 33 48 (Left Middle Frontal Gyrus)
-47 33 -36 72 -15 0 (Right Superior Temporal Gyrus) 5 -36 20 -27 -27 48  -> Assigned to  Area 3a   
52 27 -36 72 -12 0 (Right Superior Temporal Gyrus) 2 -39 20 -27 -18 48
-45 21 -36 (Left Medial Temporal Pole) 69 -18 0 (Right Superior Temporal Gyrus) 2 -36 20 -27 -15 48 (Left Precentral Gyrus)
-47 24 -36 69 -15 0 (Right Superior Temporal Gyrus) 0 -39 20 -27 -12 48 (Left Precentral Gyrus)
-50 21 -36 67 -12 0 (Right Superior Temporal Gyrus) 0 -36 20 -27 24 48 (Left Middle Frontal Gyrus)
60 21 -32 52 -60 0 (Right Middle Temporal Gyrus) -2 -39 20 -27 27 48 (Left Middle Frontal Gyrus)
60 24 -32 50 -51 0 (Right Middle Temporal Gyrus) -30 33 20 (Left Middle Frontal Gyrus) -27 30 48 (Left Middle Frontal Gyrus)
57 21 -32 50 -48 0 -32 33 20 (Left Middle Frontal Gyrus) -27 36 48 (Left Middle Frontal Gyrus)
57 24 -32 47 -63 0 (Right Middle Temporal Gyrus) -35 -78 20 (Left Middle Occipital Gyrus) -30 -30 48 (Left Postcentral Gyrus)
57 30 -32 47 -60 0 (Right Middle Temporal Gyrus) -35 -72 20 (Left Middle Occipital Gyrus) -30 21 48 (Left Middle Frontal Gyrus)
57 33 -32 47 -57 0 (Right Middle Temporal Gyrus) -37 -69 20 (Left Middle Occipital Gyrus) -30 24 48 (Left Middle Frontal Gyrus)
57 36 -32 47 -54 0 -37 36 20 (Left Middle Frontal Gyrus) -30 27 48 (Left Middle Frontal Gyrus)
55 24 -32 45 -54 0 -37 39 20 (Left Middle Frontal Gyrus) -30 30 48 (Left Middle Frontal Gyrus)
55 27 -32 42 -54 0 -40 -81 20 (Left Middle Occipital Gyrus) -32 -33 48 (Left Postcentral Gyrus)
55 39 -32 7 63 0 (Right Superior Medial Gyrus) -40 -33 20 (Left Rolandic Operculum) -32 -30 48 (Left Postcentral Gyrus)
47 33 -32 5 63 0 (Right Superior Medial Gyrus) -40 -30 20 (Left Rolandic Operculum) -32 24 48 (Left Middle Frontal Gyrus)
45 33 -32 5 69 0 (Right Superior Medial Gyrus) -40 -27 20 (Left Rolandic Operculum) -32 27 48 (Left Middle Frontal Gyrus)
42 27 -32 (Right Temporal Pole) 2 63 0 -40 36 20 (Left Middle Frontal Gyrus) -35 -30 48 (Left Postcentral Gyrus)
37 -75 -32 (Right Cerebelum (Crus 1)) 0 66 0 (Left Superior Medial Gyrus) -42 -33 20 (Left Rolandic Operculum) -45 -30 48 (Left Postcentral Gyrus)
35 -78 -32 (Right Cerebelum (Crus 1)) 0 69 0 -42 -30 20 (Left Rolandic Operculum) -45 -27 48 (Left Inferior Parietal Lobule )
32 -78 -32 (Right Cerebelum (Crus 1)) -2 69 0 (Left Superior Medial Gyrus) -42 -27 20 (Left Rolandic Operculum) -45 -24 48 (Left Postcentral Gyrus)
60 24 -28 67 -12 4 (Right Superior Temporal Gyrus) -42 -24 20 (Left Rolandic Operculum) -50 -33 48 (Left Inferior Parietal Lobule )
60 30 -28 62 -6 4 (Right Superior Temporal Gyrus) -42 -21 20 (Left Rolandic Operculum) -50 -30 48 (Left Inferior Parietal Lobule )
60 33 -28 60 -6 4 (Right Superior Temporal Gyrus) -42 36 20 (Left Middle Frontal Gyrus) 2 -21 48 (Right Middle Cingulate Cortex)
57 21 -28 (Right Medial Temporal Pole) 60 6 4 (Right Rolandic Operculum) -47 -21 20 (Left Rolandic Operculum) 0 -24 48 (Left Middle Cingulate Cortex)
57 24 -28 60 9 4 (Right Rolandic Operculum) -50 -21 20 (Left Rolandic Operculum) 0 -21 48 (Left Middle Cingulate Cortex)
57 27 -28 57 -3 4 (Right Superior Temporal Gyrus) -52 -27 20 (Left SupraMarginal Gyrus) 0 -18 48 (Left SMA)
57 30 -28 57 0 4 (Right Rolandic Operculum) -52 -21 20 (Left SupraMarginal Gyrus) 0 -15 48 (Left SMA)
57 36 -28 57 6 4 (Right Rolandic Operculum) -55 -30 20 (Left Superior Temporal Gyrus) 0 -12 48 (Left SMA)
57 39 -28 57 9 4 (Right Rolandic Operculum) -55 -27 20 (Left SupraMarginal Gyrus) -2 -6 48 (Left Middle Cingulate Cortex)
55 18 -28 (Right Medial Temporal Pole) 57 51 4 -55 -24 20 (Left SupraMarginal Gyrus) -32 -15 48 (Left Precentral Gyrus)
55 24 -28 55 -57 4 (Right Middle Temporal Gyrus) -55 -21 20 (Left SupraMarginal Gyrus) -32 -12 48 (Left Precentral Gyrus)
55 27 -28 55 -54 4 (Right Middle Temporal Gyrus) -57 -36 20 (Left Superior Temporal Gyrus) -35 -36 48 (Left Postcentral Gyrus)
55 42 -28 55 3 4 (Right Rolandic Operculum) -57 -21 20 (Left SupraMarginal Gyrus) -35 -33 48 (Left Postcentral Gyrus)
10 -57 -28 55 51 4 -60 -36 20 (Left Superior Temporal Gyrus) -52 -30 48 (Left Inferior Parietal Lobule )
7 -57 -28 52 -54 4 (Right Middle Temporal Gyrus) -62 -33 20 (Left Superior Temporal Gyrus) 22 -24 48
7 -54 -28 52 3 4 (Right Rolandic Operculum) -64 -33 20 (Left Superior Temporal Gyrus) -27 -21 48  -> Assigned to  Area 4p  
5 -57 -28 (Cerebellar Vermis (8)) 52 42 4 (Right Inferior Frontal Gyrus (p. Triangularis)) -67 -33 20 -30 -12 48 (Left Precentral Gyrus)
5 -54 -28 52 48 4 (Right Middle Frontal Gyrus) 42 -78 20 (Right Middle Occipital Gyrus) -47 -27 48 (Left Inferior Parietal Lobule )
2 -54 -28 50 -57 4 (Right Middle Temporal Gyrus) 37 -84 20 (Right Middle Occipital Gyrus) -47 -24 48 (Left Postcentral Gyrus)
-45 45 -28 50 6 4 (Right Rolandic Operculum) 35 -87 20 (Right Middle Occipital Gyrus) 5 -21 48 (Right SMA)
-47 42 -28 50 45 4 (Right Middle Frontal Gyrus) 35 -75 20 (Right Middle Occipital Gyrus) -2 -12 48 (Left SMA)
-47 51 -28 42 66 4 -35 -42 20 55 -39 52 (Right Inferior Parietal Lobule )
-50 39 -28 40 66 4 -35 42 20 (Left Middle Frontal Gyrus) 52 -48 52 (Right Inferior Parietal Lobule )
-50 48 -28 37 27 4 (Right Insula Lobe) 40 -81 24 (Right Middle Occipital Gyrus) 52 -45 52 (Right Inferior Parietal Lobule )
-52 42 -28 37 33 4 (Right Insula Lobe) 37 -78 24 (Right Middle Occipital Gyrus) 50 -51 52 (Right Inferior Parietal Lobule )
-52 45 -28 37 63 4 (Right Middle Frontal Gyrus) 37 -75 24 (Right Middle Occipital Gyrus) 50 -48 52 (Right Inferior Parietal Lobule )
52 15 -28 (Right Medial Temporal Pole) 37 66 4 32 -81 24 (Right Middle Occipital Gyrus) 50 -45 52 (Right Inferior Parietal Lobule )
10 -54 -28 35 63 4 (Right Middle Frontal Gyrus) 32 -78 24 (Right Middle Occipital Gyrus) 20 18 52 (Right Superior Frontal Gyrus)
60 21 -24 27 30 4 10 -30 24 17 18 52 (Right Superior Frontal Gyrus)
60 24 -24 27 33 4 10 -27 24 17 21 52 (Right Superior Frontal Gyrus)
60 27 -24 17 63 4 (Right Superior Frontal Gyrus) 7 -27 24 15 9 52 (Right Superior Frontal Gyrus)
60 33 -24 17 66 4 (Right Superior Frontal Gyrus) 5 -33 24 0 -12 52 (Left SMA)
57 24 -24 17 69 4 (Right Superior Frontal Gyrus) 5 -30 24 0 -9 52 (Left SMA)
57 27 -24 15 66 4 (Right Superior Medial Gyrus) 2 -33 24 0 -6 52 (Left SMA)
57 30 -24 12 66 4 (Right Superior Medial Gyrus) -32 -78 24 (Left Middle Occipital Gyrus) -2 -12 52 (Left SMA)
57 33 -24 12 69 4 (Right Superior Medial Gyrus) -32 -54 24 -2 -9 52 (Left SMA)
57 36 -24 10 -66 4 (Right Linual Gyrus) -35 -81 24 (Left Middle Occipital Gyrus) -5 -12 52 (Left SMA)
55 24 -24 (Right Temporal Pole) 10 69 4 (Right Superior Medial Gyrus) -35 -75 24 (Left Middle Occipital Gyrus) -5 -9 52 (Left SMA)
55 33 -24 7 -66 4 (Right Linual Gyrus) -35 -60 24 -20 -63 52 (Left Superior Parietal Lobule )
55 36 -24 7 69 4 (Right Superior Medial Gyrus) -35 -48 24 -20 -21 52
55 39 -24 5 -66 4 (Right Linual Gyrus) -37 -72 24 (Left Middle Occipital Gyrus) -20 -9 52
55 42 -24 2 72 4 -37 -69 24 (Left Middle Occipital Gyrus) -22 -21 52  -> Assigned to  Area 6   
52 39 -24 0 69 4 (Left Superior Medial Gyrus) -37 -57 24 (Left Angular Gyrus) -22 -9 52
12 -60 -24 (Right Cerebelum (VI)) -17 15 4 (Left Putamen) -37 -48 24 -25 -63 52 (Left Superior Parietal Lobule )
10 -60 -24 (Right Cerebelum (VI)) -20 9 4 (Left Putamen) -37 -45 24 -25 -60 52 (Left Superior Parietal Lobule )
10 -51 -24 -20 12 4 (Left Putamen) -40 -48 24 -25 -18 52 (Left Precentral Gyrus)
7 -48 -24 -20 21 4 (Left Putamen) -40 -45 24 -25 -15 52 (Left Precentral Gyrus)
2 -60 -24 (Cerebellar Vermis (6)) -20 24 4 -42 -57 24 (Left Angular Gyrus) -25 -12 52 (Left Precentral Gyrus)
2 -57 -24 (Cerebellar Vermis (6)) -22 12 4 (Left Putamen) -42 9 24 (Left Inferior Frontal Gyrus (p. Opercularis)) -30 -9 52 (Left Precentral Gyrus)
62 21 -20 -22 21 4 -42 12 24 (Left Inferior Frontal Gyrus (p. Triangularis)) -32 -12 52 (Left Precentral Gyrus)
60 21 -20 -45 -9 4 (Left Insula Lobe) -45 -45 24 (Left SupraMarginal Gyrus) -35 -9 52 (Left Precentral Gyrus)
60 27 -20 -50 -39 4 (Left Middle Temporal Gyrus) -45 -33 24 (Left SupraMarginal Gyrus) 2 -9 52 (Right SMA)
57 24 -20 (Right Temporal Pole) -52 -6 4 (Left Superior Temporal Gyrus) -45 -30 24 (Left SupraMarginal Gyrus) 2 -6 52 (Right SMA)
57 27 -20 -52 -3 4 (Left Rolandic Operculum) -45 6 24 (Left Inferior Frontal Gyrus (p. Opercularis)) 0 -18 52 (Left SMA)
57 30 -20 -55 -36 4 (Left Middle Temporal Gyrus) -45 9 24 (Left Inferior Frontal Gyrus (p. Opercularis)) 0 -15 52 (Left SMA)
55 33 -20 -55 -9 4 (Left Superior Temporal Gyrus) -47 -27 24 (Left SupraMarginal Gyrus) 0 -3 52 (Left SMA)
42 -72 -20 (Right Cerebelum (Crus 1)) -57 -39 4 (Left Middle Temporal Gyrus) -47 6 24 (Left Inferior Frontal Gyrus (p. Opercularis)) -5 -24 52 (Left Paracentral Lobule)
40 -72 -20 (Right Fusiform Gyrus) -57 -36 4 (Left Middle Temporal Gyrus) -50 3 24 (Left Precentral Gyrus) -20 -33 52  -> Assigned to  Area 4p  
40 -69 -20 (Right Fusiform Gyrus) -60 -39 4 (Left Middle Temporal Gyrus) -57 -27 24 (Left SupraMarginal Gyrus) -30 -72 52 (Left Superior Parietal Lobule )
35 -66 -20 (Right Cerebelum (VI)) -60 -36 4 (Left Middle Temporal Gyrus) -60 -36 24 (Left SupraMarginal Gyrus) -30 -12 52 (Left Precentral Gyrus)
35 -63 -20 (Right Fusiform Gyrus) 0 66 4 (Left Superior Medial Gyrus) -60 -24 24 (Left SupraMarginal Gyrus) -32 -69 52 (Left Superior Parietal Lobule )
32 -63 -20 (Right Cerebelum (VI)) 60 3 4 (Right Superior Temporal Gyrus) -62 -33 24 (Left SupraMarginal Gyrus) 10 -12 52 (Right SMA)
30 -63 -20 (Right Cerebelum (VI)) 50 51 4 (Right Middle Frontal Gyrus) -64 -33 24 (Left SupraMarginal Gyrus) 10 -9 52 (Right SMA)
25 -66 -20 (Right Cerebelum (VI)) 32 60 4 (Right Middle Frontal Gyrus) -67 -33 24 7 -9 52 (Right SMA)
22 -69 -20 (Right Cerebelum (VI)) 42 60 8 (Right Middle Frontal Gyrus) 35 -78 24 (Right Middle Occipital Gyrus) 5 -12 52 (Right SMA)
22 -66 -20 (Right Cerebelum (VI)) 42 63 8 -55 -33 24 (Left SupraMarginal Gyrus) 5 -9 52 (Right SMA)
20 -72 -20 (Right Cerebelum (VI)) 42 66 8 -52 -36 24 (Left SupraMarginal Gyrus) 2 -15 52 (Right SMA)
17 -72 -20 (Right Cerebelum (VI)) 40 66 8 45 39 28 (Right Middle Frontal Gyrus) -22 -45 52  -> Assigned to  Area 2   
22 -72 -20 (Right Cerebelum (VI)) 35 63 8 (Right Middle Frontal Gyrus) 42 42 28 (Right Middle Frontal Gyrus) -25 -45 52 (Left Inferior Parietal Lobule )
20 -69 -20 (Right Cerebelum (VI)) 35 66 8 42 51 28 (Right Middle Frontal Gyrus) 5 -18 52 (Right SMA)
45 -66 -16 (Right Inferior Occipital Gyrus) 15 -60 8 (Right Linual Gyrus) 40 45 28 (Right Middle Frontal Gyrus) 2 0 52 (Right SMA)
42 -66 -16 (Right Inferior Occipital Gyrus) 15 -57 8 (Right Linual Gyrus) 40 48 28 (Right Middle Frontal Gyrus) -22 -42 52  -> Assigned to  Area 2   
40 -66 -16 (Right Inferior Occipital Gyrus) 7 -69 8 (Right Calcarine Gyrus) -35 -54 28 17 6 56 (Right Superior Frontal Gyrus)
37 -66 -16 (Right Fusiform Gyrus) 7 72 8 -37 -48 28  -> Assigned to  hIP1      17 9 56 (Right Superior Frontal Gyrus)
37 -63 -16 (Right Fusiform Gyrus) 5 -72 8 (Right Calcarine Gyrus) -45 -51 28 (Left Angular Gyrus) 17 12 56 (Right Superior Frontal Gyrus)
35 -72 -16 (Right Fusiform Gyrus) 5 72 8 -47 -54 28 (Left Angular Gyrus) 17 15 56 (Right Superior Frontal Gyrus)
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57 24 -16 (Right Temporal Pole) 12 -66 -12 (Right Linual Gyrus) -45 -27 20 (Left Rolandic Operculum) -25 -33 56 (Left Postcentral Gyrus)
55 21 -16 (Right Temporal Pole) 12 -63 -12 (Right Linual Gyrus) -57 -33 20 (Left Superior Temporal Gyrus) -27 -66 56 (Left Superior Parietal Lobule )
25 6 -16 (Right Amygdala) 12 -57 -12 (Right Cerebelum (IV-V)) -60 -33 20 (Left Superior Temporal Gyrus) -35 -9 56 (Left Precentral Gyrus)
-15 0 -12 12 -54 -12 (Right Cerebelum (IV-V)) 37 -78 20 (Right Middle Occipital Gyrus) -37 -45 56 (Left Superior Parietal Lobule )
-15 6 -12 12 -48 -12 (Right Cerebelum (IV-V)) 35 -81 20 (Right Middle Occipital Gyrus) -37 -42 56 (Left Superior Parietal Lobule )
-25 6 -12 10 -60 -12 (Right Cerebelum (IV-V)) -35 -75 20 (Left Middle Occipital Gyrus) -37 -30 56 (Left Postcentral Gyrus)
-2 51 -12 (Left Mid Orbital Gyrus) 7 -60 -12 (Cerebellar Vermis (4/5)) 37 -81 24 (Right Middle Occipital Gyrus) -40 -42 56 (Left Superior Parietal Lobule )
-5 54 -12 (Left Mid Orbital Gyrus) 5 -60 -12 (Cerebellar Vermis (4/5)) 35 -81 24 (Right Middle Occipital Gyrus) -40 -39 56 (Left Postcentral Gyrus)
52 21 -8 (Right Inferior Frontal Gyrus (p. Orbitalis)) 5 -57 -12 (Cerebellar Vermis (4/5)) -35 -78 24 (Left Middle Occipital Gyrus) -40 -30 56 (Left Postcentral Gyrus)
-50 0 -8 (Left Superior Temporal Gyrus) 55 27 -8 (Right Inferior Frontal Gyrus (p. Orbitalis)) -35 -54 24 -32 -27 56 (Left Precentral Gyrus)
-60 -15 -8 (Left Middle Temporal Gyrus) 17 -72 -8 (Right Linual Gyrus) -42 -42 24 -32 -12 56 (Left Precentral Gyrus)
-62 -15 -8 (Left Middle Temporal Gyrus) 15 -81 -8 (Right Linual Gyrus) -42 -39 24  -> Assigned to  IPC (PFcm) -35 -27 56 (Left Postcentral Gyrus)
52 12 -8 10 -84 -8 (Right Linual Gyrus) -45 -36 24 (Left SupraMarginal Gyrus) -40 -45 56 (Left Inferior Parietal Lobule )
60 24 -4 (Right Inferior Frontal Gyrus (p. Orbitalis)) 7 -75 -8 (Right Linual Gyrus) -47 -42 24 (Left SupraMarginal Gyrus) -10 -3 60 (Left SMA)
55 18 -4 5 -81 -8 (Right Linual Gyrus) -47 -33 24 (Left SupraMarginal Gyrus) -22 -30 60 (Left Postcentral Gyrus)
35 63 -4 (Right Superior Orbital Gyrus) -5 -78 -8 (Left Linual Gyrus) -47 -30 24 (Left SupraMarginal Gyrus) 0 -6 60 (Left SMA)
52 21 -4 (Right Inferior Frontal Gyrus (p. Orbitalis)) -15 -63 -8 (Left Linual Gyrus) -50 0 24 (Left Precentral Gyrus) -2 0 60 (Left SMA)
42 -69 -40 (Right Cerebelum (Crus 2)) -17 -66 -8 (Left Linual Gyrus) -52 0 24 (Left Precentral Gyrus) -5 -9 60 (Left SMA)
40 -69 -40 (Right Cerebelum (Crus 2)) -17 -60 -8 (Left Linual Gyrus) -55 0 24 (Left Precentral Gyrus) -5 -6 60 (Left SMA)
40 -66 -40 (Right Cerebelum (Crus 2)) -30 33 -8 (Left Inferior Frontal Gyrus (p. Orbitalis)) -60 -30 24 (Left SupraMarginal Gyrus) -22 -42 60  -> Assigned to  SPL (5L)  
35 -72 -40 (Right Cerebelum (Crus 2)) -30 36 -8 (Left Inferior Frontal Gyrus (p. Orbitalis)) -62 -30 24 (Left SupraMarginal Gyrus) -25 -39 60 (Left Postcentral Gyrus)
35 -69 -40 (Right Cerebelum (Crus 2)) -32 30 -8 (Left Inferior Frontal Gyrus (p. Orbitalis)) -32 -75 24 (Left Middle Occipital Gyrus) -27 -39 60 (Left Postcentral Gyrus)
32 -72 -40 (Right Cerebelum (Crus 2)) -32 36 -8 (Left Inferior Frontal Gyrus (p. Orbitalis)) 45 45 28 (Right Middle Frontal Gyrus) -27 -33 60 (Left Postcentral Gyrus)
32 -69 -40 (Right Cerebelum (Crus 2)) -35 33 -8 (Left Inferior Frontal Gyrus (p. Orbitalis)) 42 45 28 (Right Middle Frontal Gyrus) -27 -30 60 (Left Precentral Gyrus)
30 -72 -40 (Right Cerebelum (Crus 2)) -35 54 -8 (Left Middle Orbital Gyrus) -40 -51 28 -30 -36 60 (Left Postcentral Gyrus)
27 -72 -40 (Right Cerebelum (Crus 2)) 10 -66 -8 (Right Linual Gyrus) -45 -54 28 (Left Angular Gyrus) -30 -27 60 (Left Precentral Gyrus)
25 -78 -40 (Right Cerebelum (Crus 2)) 10 -63 -8 (Right Linual Gyrus) -50 -36 28 (Left SupraMarginal Gyrus) -32 -36 60 (Left Postcentral Gyrus)
25 -75 -40 (Right Cerebelum (Crus 2)) 10 -57 -8 (Right Cerebelum (IV-V)) -52 -36 28 (Left SupraMarginal Gyrus) -32 -33 60 (Left Postcentral Gyrus)
35 -75 -40 (Right Cerebelum (Crus 2)) 7 -60 -8 (Cerebellar Vermis (4/5)) -55 -36 28 (Left SupraMarginal Gyrus) -32 -30 60 (Left Precentral Gyrus)
50 27 -36 7 -57 -8 (Cerebellar Vermis (4/5)) -57 -36 28 (Left SupraMarginal Gyrus) -32 -24 60 (Left Precentral Gyrus)
50 30 -36 17 -57 -8 (Right Linual Gyrus) -60 -39 28 (Left SupraMarginal Gyrus) -32 -21 60 (Left Precentral Gyrus)
45 -63 -36 (Right Cerebelum (Crus 1)) 15 -54 -8 (Right Linual Gyrus) 42 42 32 (Right Middle Frontal Gyrus) -35 -45 60 (Left Superior Parietal Lobule )
-12 -36 -36 12 -60 -8 (Right Linual Gyrus) 40 42 32 (Right Middle Frontal Gyrus) -35 -39 60 (Left Postcentral Gyrus)
45 -66 -36 (Right Cerebelum (Crus 1)) 7 -84 -8 (Right Linual Gyrus) 40 45 32 (Right Middle Frontal Gyrus) -35 -27 60 (Left Precentral Gyrus)
42 -66 -36 (Right Cerebelum (Crus 1)) 47 -60 -4 (Right Middle Temporal Gyrus) 10 60 32 (Right Superior Medial Gyrus) -35 -24 60 (Left Precentral Gyrus)
40 -69 -36 (Right Cerebelum (Crus 1)) 0 69 -4 (Left Mid Orbital Gyrus) -25 -54 36 (Left Angular Gyrus) -35 -18 60 (Left Precentral Gyrus)
37 -69 -36 (Right Cerebelum (Crus 1)) -10 48 -4 (Left Anterior Cingulate Cortex) -27 -48 36 -37 -42 60 (Left Postcentral Gyrus)
47 30 -32 -12 51 -4 (Left Mid Orbital Gyrus) 52 -54 44 (Right Inferior Parietal Lobule ) -37 -27 60 (Left Precentral Gyrus)
45 30 -32 -15 48 -4 52 -51 44 (Right Inferior Parietal Lobule ) -37 -18 60 (Left Precentral Gyrus)
27 -72 -32 (Right Cerebelum (Crus 1)) 10 -60 -4 (Right Linual Gyrus) 52 3 44 (RightPrecentral Gyrus) -37 -12 60 (Left Precentral Gyrus)
37 -72 -32 (Right Cerebelum (Crus 1)) 10 -57 -4 (Right Linual Gyrus) 50 -54 44 (Right Inferior Parietal Lobule ) -40 -15 60 (Left Precentral Gyrus)
30 -75 -32 (Right Cerebelum (Crus 1)) 7 -63 -4 (Cerebellar Vermis (4/5)) 17 54 44 (Right Superior Frontal Gyrus) -30 -33 60 (Left Postcentral Gyrus)
25 -75 -32 (Right Cerebelum (Crus 1)) 0 0 0 15 51 44 (Right Superior Frontal Gyrus) -35 -33 60 (Left Postcentral Gyrus)
5 -51 -28 (Cerebellar Vermis (10)) 50 -60 0 (Right Middle Temporal Gyrus) 12 48 44 (Right Superior Medial Gyrus) -37 -39 60 (Left Postcentral Gyrus)
-47 45 -28 50 -54 0 (Right Middle Temporal Gyrus) -25 33 44 (Left Middle Frontal Gyrus) -40 -45 60 (Left Superior Parietal Lobule )
-47 48 -28 47 -48 0 -27 30 44 (Left Middle Frontal Gyrus) -22 -36 60 (Left Postcentral Gyrus)
5 -54 -24 (Cerebellar Vermis (4/5)) 2 69 0 -30 0 44 (Left Precentral Gyrus) 0 24 64 (Left SMA)
27 -66 -20 (Right Cerebelum (VI)) 64 -9 4 (Right Superior Temporal Gyrus) -30 3 44 (Left Precentral Gyrus) -12 -6 64 (Left SMA)
35 -66 -16 (Right Fusiform Gyrus) 55 0 4 (Right Rolandic Operculum) -32 0 44 (Left Precentral Gyrus) -5 0 64 (Left SMA)
32 -69 -16 (Right Fusiform Gyrus) 35 33 4 (Right Insula Lobe) -35 0 44 (Left Precentral Gyrus) -22 -42 64 (Left Superior Parietal Lobule )
30 -72 -16 (Right Fusiform Gyrus) 32 30 4 (Right Insula Lobe) -35 3 44 (Left Precentral Gyrus) -25 -36 64 (Left Postcentral Gyrus)
30 -69 -16 (Right Fusiform Gyrus) 32 36 4 -37 -6 44 (Left Precentral Gyrus) -27 -39 64 (Left Postcentral Gyrus)
27 -72 -16 (Right Fusiform Gyrus) 5 69 4 -37 3 44 (Left Precentral Gyrus) -27 -36 64 (Left Postcentral Gyrus)
27 -69 -16 (Right Fusiform Gyrus) -20 15 4 (Left Putamen) -40 -72 44 (Left Angular Gyrus) -27 -30 64 (Left Postcentral Gyrus)
27 -39 -16 (Right Fusiform Gyrus) -22 15 4 (Left Putamen) -40 3 44 (Left Precentral Gyrus) -30 -39 64 (Left Postcentral Gyrus)
25 -75 -16 (Right Fusiform Gyrus) -47 -9 4 (Left Rolandic Operculum) -42 -75 44  -> Assigned to  IPC (PGp) -30 -33 64 (Left Postcentral Gyrus)
22 -72 -16 (Right Cerebelum (VI)) -50 -9 4 (Left Superior Temporal Gyrus) -45 -72 44  -> Assigned to  IPC (PGp) -30 -30 64 (Left Postcentral Gyrus)
22 -69 -16 (Right Cerebelum (VI)) -50 0 4 (Left Rolandic Operculum) -45 -3 44 (Left Precentral Gyrus) -30 -27 64 (Left Precentral Gyrus)
22 -54 -16 (Right Cerebelum (VI)) -52 -36 4 (Left Middle Temporal Gyrus) -27 -15 44 -32 -30 64 (Left Precentral Gyrus)
22 -51 -16 (Right Cerebelum (IV-V)) 37 63 8 (Right Middle Frontal Gyrus) 52 -45 48 (Right Inferior Parietal Lobule ) -32 -27 64 (Left Precentral Gyrus)
20 -72 -16 (Right Cerebelum (VI)) 12 -63 8 (Right Calcarine Gyrus) 30 -36 48 (Right Postcentral Gyrus) -35 -33 64 (Left Postcentral Gyrus)
20 -69 -16 (Right Cerebelum (VI)) 12 -57 8 (Right Linual Gyrus) 30 -30 48 (Right Postcentral Gyrus) -35 -30 64 (Left Postcentral Gyrus)
-10 -81 -16 (Left Cerebelum (VI)) 7 -66 8 (Right Linual Gyrus) 30 -18 48  -> Assigned to  Area 6    -35 -24 64 (Left Precentral Gyrus)
-15 -57 -16 (Left Cerebelum (VI)) 5 69 8 (Right Superior Medial Gyrus) 27 -36 48 (Right Postcentral Gyrus) -35 -21 64 (Left Precentral Gyrus)
-15 -54 -16 (Left Cerebelum (IV-V)) 2 -63 8 27 -33 48 (Right Postcentral Gyrus) -37 -21 64 (Left Precentral Gyrus)
-17 -63 -16 (Left Cerebelum (VI)) -57 -36 8 (Left Middle Temporal Gyrus) 0 -15 48 (Left SMA) -20 -27 64 (Left Postcentral Gyrus)
-17 -60 -16 (Left Cerebelum (VI)) -60 -39 8 (Left Middle Temporal Gyrus) 0 -6 48 (Left Middle Cingulate Cortex) -2 -6 68 (Left SMA)
17 -51 -16 (Right Cerebelum (IV-V)) 47 -75 8 (Right Middle Temporal Gyrus) -2 -9 48 (Left SMA) -2 -3 68 (Left SMA)
17 -48 -16 (Right Cerebelum (IV-V)) 45 -78 8 (Right Middle Occipital Gyrus) -5 -9 48 (Left SMA) -5 0 68 (Left SMA)
15 -54 -16 (Right Cerebelum (IV-V)) 12 75 8 -5 -6 48 (Left Middle Cingulate Cortex) -22 -39 68 (Left Postcentral Gyrus)
12 -57 -16 (Right Cerebelum (IV-V)) 10 75 8 -30 -27 48  -> Assigned to  Area 3a   -22 -27 68 (Left Postcentral Gyrus)
12 -54 -16 (Right Cerebelum (IV-V)) 30 -39 12 -10 -18 48 (Left Middle Cingulate Cortex) -25 -30 68 (Left Postcentral Gyrus)
10 -66 -16 (Right Cerebelum (VI)) 27 -42 12 55 -42 52 (Right Inferior Parietal Lobule ) -20 -24 68 (Left Precentral Gyrus)
10 -57 -16 (Right Cerebelum (IV-V)) 25 -42 12 27 15 52 (Right Middle Frontal Gyrus) -22 -24 68 (Left Precentral Gyrus)
7 -75 -16 (Cerebellar Vermis (6)) 7 -63 12 (Right Calcarine Gyrus) -20 -60 52 (Left Superior Parietal Lobule ) -27 -30 68 (Left Postcentral Gyrus)
7 -66 -16 (Cerebellar Vermis (6)) 5 -72 12 (Right Calcarine Gyrus) -22 -60 52 (Left Superior Parietal Lobule ) -30 -27 68 (Left Postcentral Gyrus)
5 -66 -16 (Cerebellar Vermis (6)) -10 -75 12 (Left Calcarine Gyrus) -2 -21 52 (Left SMA) -17 -27 68 (Left Paracentral Lobule)
17 -54 -16 (Right Cerebelum (IV-V)) -15 -84 12 (Left Superior Occipital Gyrus) -22 -54 52 (Left Superior Parietal Lobule ) -25 -30 72 (Left Postcentral Gyrus)
55 27 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) -15 -78 12 (Left Calcarine Gyrus) -22 -51 52 (Left Inferior Parietal Lobule ) -25 -27 72 (Left Postcentral Gyrus)
52 30 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) -45 -33 12 (Left Superior Temporal Gyrus) -22 -36 52  -> Assigned to  Area 3a   -27 -30 72 (Left Postcentral Gyrus)
25 -48 -12 (Right Fusiform Gyrus) 52 -66 12 (Right Middle Temporal Gyrus) -25 -57 52 (Left Superior Parietal Lobule ) -30 -27 72 (Left Postcentral Gyrus)
17 -63 -12 (Right Linual Gyrus) 47 -69 12 (Right Middle Temporal Gyrus) -30 -66 52 (Left Superior Parietal Lobule )
-2 -69 -12 (Cerebellar Vermis (6)) 45 -75 12 (Right Middle Occipital Gyrus) -37 -12 52 (Left Precentral Gyrus) 40 -72 -40 (Right Cerebelum (Crus 2))
-5 -69 -12 (Left Cerebelum (VI)) 42 -75 12 (Right Middle Occipital Gyrus) -25 -51 52 (Left Inferior Parietal Lobule ) 37 -69 -40 (Right Cerebelum (Crus 2))
-7 -69 -12 (Left Cerebelum (VI)) 27 -66 16 -25 -39 52 (Left Postcentral Gyrus) 27 -78 -40 (Right Cerebelum (Crus 2))
-10 -78 -12 (Left Linual Gyrus) -30 -57 16 -27 -57 52 (Left Superior Parietal Lobule ) -15 -36 -36
-10 -63 -12 (Left Cerebelum (VI)) -32 48 16 (Left Middle Frontal Gyrus) -27 -54 52 (Left Inferior Parietal Lobule ) 47 -66 -36 (Right Cerebelum (Crus 1))
-12 -75 -12 (Left Linual Gyrus) -47 -21 16 (Left Rolandic Operculum) -30 -54 52 (Left Inferior Parietal Lobule ) 50 30 -32
-12 -72 -12 (Left Cerebelum (VI)) 27 -87 16 (Right Middle Occipital Gyrus) -27 -9 52 (Left Precentral Gyrus) 47 27 -32 (Right Temporal Pole)
-15 -78 -12 (Left Linual Gyrus) 32 -84 16 (Right Middle Occipital Gyrus) 15 9 56 (Right SMA) 45 27 -32 (Right Temporal Pole)
-15 -63 -12 (Left Linual Gyrus) -37 -39 16 -7 -6 56 (Left SMA) 22 -75 -32 (Right Cerebelum (Crus 1))
-17 -75 -12 (Left Linual Gyrus) 45 -63 16 (Right Middle Temporal Gyrus) -15 -15 56  -> Assigned to  Area 6    27 -75 -32 (Right Cerebelum (Crus 1))
-17 -72 -12 (Left Linual Gyrus) -35 36 20 (Left Middle Frontal Gyrus) -22 -60 56 (Left Superior Parietal Lobule ) -50 45 -28
-17 -57 -12 (Left Linual Gyrus) -37 -81 20 (Left Middle Occipital Gyrus) -25 -60 56 (Left Superior Parietal Lobule ) 52 24 -24 (Right Temporal Pole)
-20 -72 -12 (Left Linual Gyrus) -37 -45 20 -25 -30 56 (Left Postcentral Gyrus) 5 -51 -24 (Cerebellar Vermis (4/5))
15 -54 -12 (Right Cerebelum (IV-V)) -40 -45 20 -7 0 56 (Left SMA) 32 -66 -20 (Right Cerebelum (VI))
15 -51 -12 (Right Cerebelum (IV-V)) -45 -30 20 (Left Rolandic Operculum) -25 -54 56 (Left Superior Parietal Lobule ) 30 -66 -20 (Right Cerebelum (VI))
15 -48 -12 (Right Cerebelum (IV-V)) 37 -66 -20 (Right Fusiform Gyrus)
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35 -69 -20 (Right Cerebelum (VI)) -27 36 44 (Left Middle Frontal Gyrus) 45 -72 8 (Right Middle Temporal Gyrus)
30 -75 -16 (Right Fusiform Gyrus) -30 -3 44 (Left Precentral Gyrus) 42 -78 8 (Right Middle Occipital Gyrus)
25 -69 -16 (Right Cerebelum (VI)) -35 -3 44 (Left Precentral Gyrus) 40 -78 8 (Right Middle Occipital Gyrus)
22 -66 -16 (Right Cerebelum (VI)) -37 -3 44 (Left Precentral Gyrus) 5 -78 12 (Left Calcarine Gyrus)
15 -60 -16 (Right Cerebelum (VI)) -42 0 44 (Left Precentral Gyrus) -12 -78 12 (Left Calcarine Gyrus)
-12 -57 -16 (Left Cerebelum (IV-V)) -47 -3 44 (Left Precentral Gyrus) -42 -36 12 (Left Superior Temporal Gyrus)
-17 -57 -16 (Left Cerebelum (VI)) 52 -48 48 (Right Inferior Parietal Lobule ) -50 -30 12 (Left Superior Temporal Gyrus)
15 -57 -16 (Right Cerebelum (IV-V)) 30 -33 48 (Right Postcentral Gyrus) 50 -63 12 (Right Middle Temporal Gyrus)
15 -51 -16 (Right Cerebelum (IV-V)) 27 -21 48 27 -63 16
10 -69 -16 (Right Cerebelum (VI)) -5 -12 48 (Left SMA) -40 -51 16 (Left Middle Temporal Gyrus)
10 -63 -16 (Right Cerebelum (VI)) -10 -15 48 (Left SMA) -42 -27 16 (Left Rolandic Operculum)
7 -60 -16 (Cerebellar Vermis (4/5)) 20 15 52 (Right Superior Frontal Gyrus) -45 -27 16 (Left Rolandic Operculum)
5 -60 -16 (Cerebellar Vermis (4/5)) 17 12 52 (Right Superior Frontal Gyrus) -45 -24 16 (Left Rolandic Operculum)
10 -72 -16 (Right Cerebelum (VI)) -22 -48 52  -> Assigned to  Area 2   -45 -21 16 (Left Rolandic Operculum)
12 -60 -16 (Right Cerebelum (VI)) -27 -60 52 (Left Superior Parietal Lobule ) -47 -30 16 (Left Superior Temporal Gyrus)
55 24 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) -30 -63 52 (Left Superior Parietal Lobule ) -55 -30 16 (Left Superior Temporal Gyrus)
-12 -78 -12 (Left Linual Gyrus) -32 -66 52 (Left Superior Parietal Lobule ) -55 -24 16 (Left SupraMarginal Gyrus)
-15 -69 -12 (Left Linual Gyrus) -25 -54 52 (Left Inferior Parietal Lobule ) -57 -30 16 (Left Superior Temporal Gyrus)
-17 -69 -12 (Left Linual Gyrus) -7 -3 56 (Left SMA) -60 -33 16 (Left Superior Temporal Gyrus)
-20 -69 -12 (Left Linual Gyrus) -22 -30 56 (Left Postcentral Gyrus) -60 -30 16 (Left Superior Temporal Gyrus)
-22 -75 -12 (Left Fusiform Gyrus) -25 -57 56 (Left Superior Parietal Lobule ) -52 -18 16 (Left Postcentral Gyrus)
12 -60 -12 (Right Cerebelum (IV-V)) -30 -27 56 (Left Precentral Gyrus) -35 39 20 (Left Middle Frontal Gyrus)
12 -51 -12 (Right Cerebelum (IV-V)) -32 -30 56 (Left Precentral Gyrus) -45 -42 20 (Left Superior Temporal Gyrus)
10 -57 -12 (Right Cerebelum (IV-V)) -37 -9 56 (Left Precentral Gyrus) -47 -42 20 (Left Superior Temporal Gyrus)
10 -54 -12 (Right Cerebelum (IV-V)) -40 -9 56 (Left Precentral Gyrus) -47 -39 20 (Left Superior Temporal Gyrus)
7 -72 -12 (Cerebellar Vermis (6)) -42 -45 56 (Left Inferior Parietal Lobule ) -50 -42 20 (Left Superior Temporal Gyrus)
7 -57 -12 (Cerebellar Vermis (4/5)) -30 -6 56 (Left Precentral Gyrus) -50 -39 20 (Left Superior Temporal Gyrus)
-2 -78 -8 (Left Linual Gyrus) 0 21 60 (Left SMA) -50 -33 20 (Left Superior Temporal Gyrus)
-7 -78 -8 (Left Linual Gyrus) -10 -6 60 (Left SMA) -50 -30 20 (Left Superior Temporal Gyrus)
-10 -78 -8 (Left Linual Gyrus) -25 -33 60 (Left Postcentral Gyrus) -52 -39 20 (Left Superior Temporal Gyrus)
-15 -60 -8 (Left Linual Gyrus) 0 -3 60 (Left SMA) -52 -36 20 (Left Superior Temporal Gyrus)
-17 -63 -8 (Left Linual Gyrus) -2 -3 60 (Left SMA) -40 -54 24 (Left Angular Gyrus)
-30 30 -8 (Left Inferior Frontal Gyrus (p. Orbitalis)) -5 3 60 (Left SMA) -40 -51 24 (Left Angular Gyrus)
-32 33 -8 (Left Inferior Frontal Gyrus (p. Orbitalis)) -27 -36 60 (Left Postcentral Gyrus) -47 -39 24 (Left SupraMarginal Gyrus)
-32 54 -8 (Left Middle Orbital Gyrus) -32 -27 60 (Left Precentral Gyrus) -17 -54 32
-35 30 -8 (Left Inferior Frontal Gyrus (p. Orbitalis)) -35 -42 60 (Left Postcentral Gyrus) 7 57 44
-35 51 -8 (Left Middle Orbital Gyrus) -35 -30 60 (Left Precentral Gyrus) 5 54 44 (Right Superior Medial Gyrus)
12 -57 -8 (Right Linual Gyrus) -35 -21 60 (Left Precentral Gyrus) -52 -39 48 (Left Inferior Parietal Lobule )
10 -60 -8 (Right Cerebelum (IV-V)) -37 -45 60 (Left Superior Parietal Lobule ) -52 -36 48 (Left Inferior Parietal Lobule )
15 -57 -8 (Right Linual Gyrus) -37 -24 60 (Left Precentral Gyrus) -52 -33 48 (Left Inferior Parietal Lobule )
-2 69 -4 (Left Mid Orbital Gyrus) -37 -15 60 (Left Precentral Gyrus) -55 -39 48 (Left Inferior Parietal Lobule )
-12 48 -4 (Left Anterior Cingulate Cortex) -40 -39 60 (Left Postcentral Gyrus) -55 -36 48 (Left Inferior Parietal Lobule )
-15 51 -4 -25 -36 60 (Left Postcentral Gyrus) 25 15 52 (Right Middle Frontal Gyrus)
50 -57 0 (Right Middle Temporal Gyrus) -32 -45 60 (Left Superior Parietal Lobule ) 22 15 52 (Right Superior Frontal Gyrus)
1 1 1 -35 -9 60 (Left Precentral Gyrus) 20 12 52 (Right Superior Frontal Gyrus)
52 -60 4 (Right Middle Temporal Gyrus) 7 0 64 (Right SMA) -32 -9 52 (Left Precentral Gyrus)
35 30 4 (Right Insula Lobe) -22 -39 64 (Left Superior Parietal Lobule ) -2 -6 52 (Left SMA)
30 30 4 -25 -39 64 (Left Postcentral Gyrus) -5 -6 52 (Left SMA)
2 -66 4 -25 -30 64 (Left Postcentral Gyrus) -30 -45 56 (Left Superior Parietal Lobule )
-22 18 4 (Left Putamen) -27 -33 64 (Left Postcentral Gyrus) -30 -42 56 (Left Postcentral Gyrus)
-45 -6 4 (Left Rolandic Operculum) -27 -27 64 (Left Precentral Gyrus) -30 -39 56 (Left Postcentral Gyrus)
-50 -36 4 (Left Middle Temporal Gyrus) -30 -36 64 (Left Postcentral Gyrus) -32 -45 56 (Left Superior Parietal Lobule )
-50 -3 4 (Left Rolandic Operculum) -32 -24 64 (Left Precentral Gyrus) -32 -42 56 (Left Postcentral Gyrus)
37 66 8 -35 -27 64 (Left Precentral Gyrus) -35 -45 56 (Left Superior Parietal Lobule )
0 -63 8 (Left Linual Gyrus) -35 -18 64 (Left Precentral Gyrus) -35 -42 56 (Left Superior Parietal Lobule )
42 -72 8 (Right Middle Temporal Gyrus) -37 -33 64 (Left Postcentral Gyrus) -35 -39 56 (Left Postcentral Gyrus)
15 75 8 -37 -27 64 (Left Precentral Gyrus) -37 -33 56 (Left Postcentral Gyrus)
27 -39 12 -2 0 68 (Left SMA) -22 -33 56 (Left Postcentral Gyrus)
7 -69 12 (Right Calcarine Gyrus) -5 -3 68 (Left SMA) -27 -36 56 (Left Postcentral Gyrus)
5 -63 12 (Right Calcarine Gyrus) -25 -27 68 (Left Postcentral Gyrus) -25 -39 56 (Left Postcentral Gyrus)
-15 -81 12 (Left Calcarine Gyrus) -17 -24 68 (Left Paracentral Lobule) -27 -39 56 (Left Postcentral Gyrus)
-40 -36 12 (Left Superior Temporal Gyrus) -27 -33 68 (Left Postcentral Gyrus) -30 -45 60 (Left Superior Parietal Lobule )
-60 -24 12 (Left Superior Temporal Gyrus) -27 -27 68 (Left Postcentral Gyrus) -37 -36 60 (Left Postcentral Gyrus)
52 -57 12 (Right Middle Temporal Gyrus) -30 -30 68 (Left Postcentral Gyrus) -37 -30 60 (Left Postcentral Gyrus)
27 -69 16 -20 -27 68 (Left Postcentral Gyrus) -40 -30 60 (Left Postcentral Gyrus)
-32 -42 16 -22 -30 72 (Left Postcentral Gyrus) -10 -6 64 (Left SMA)
32 -81 16 (Right Middle Occipital Gyrus)
30 -84 16 (Right Middle Occipital Gyrus) 35 -75 -36 (Right Cerebelum (Crus 1))
25 -90 16 (Right Superior Occipital Gyrus) 35 -72 -36 (Right Cerebelum (Crus 1))
40 -78 16 (Right Middle Occipital Gyrus) 7 -57 -24 (Cerebellar Vermis (4/5))
37 -75 16 (Right Middle Occipital Gyrus) 5 -57 -24 (Cerebellar Vermis (6))
-35 -39 16 22 -51 -12 (Right Fusiform Gyrus)
27 -51 20 7 -69 -12 (Cerebellar Vermis (6))
-37 -78 20 (Left Middle Occipital Gyrus) 15 -75 -8 (Right Linual Gyrus)
-42 -45 20 12 -81 -8 (Right Linual Gyrus)
-45 -45 20 (Left Superior Temporal Gyrus) 12 -75 -8 (Right Linual Gyrus)
-45 -33 20 (Left Superior Temporal Gyrus) 10 -81 -8 (Right Linual Gyrus)
-47 -27 20 (Left Rolandic Operculum) 10 -75 -8 (Right Linual Gyrus)
-52 -33 20 (Left Superior Temporal Gyrus) 7 -81 -8 (Right Linual Gyrus)
-55 -33 20 (Left Superior Temporal Gyrus) 5 -78 -8 (Right Linual Gyrus)
-57 -30 20 (Left Superior Temporal Gyrus) 7 -63 -8 (Cerebellar Vermis (4/5))
-40 -57 24 (Left Angular Gyrus) 0 0 0
-57 -36 24 (Left SupraMarginal Gyrus) 52 -57 4 (Right Middle Temporal Gyrus)
45 48 28 (Right Middle Frontal Gyrus) 32 33 4
42 48 28 (Right Middle Frontal Gyrus) 7 -60 4 (Right Linual Gyrus)
-47 -36 28 (Left SupraMarginal Gyrus) 5 -63 4 (Right Linual Gyrus)
-60 -36 28 (Left SupraMarginal Gyrus) 2 -63 4
40 48 32 (Right Middle Frontal Gyrus) 10 -63 8 (Right Linual Gyrus)
25 -33 32 10 -60 8 (Right Linual Gyrus)
-27 -51 36 7 -63 8 (Right Linual Gyrus)
22 51 40 (Right Superior Frontal Gyrus) 7 -60 8 (Right Linual Gyrus)
15 54 40 (Right Superior Medial Gyrus) 5 -63 8 (Right Linual Gyrus)
10 57 40 (Right Superior Medial Gyrus) 5 -60 8 (Right Linual Gyrus)
55 -51 44 (Right Inferior Parietal Lobule ) 2 -60 8
50 -48 44 (Right Inferior Parietal Lobule ) 47 -72 8 (Right Middle Temporal Gyrus)
12 45 44 (Right Superior Medial Gyrus) 45 -75 8 (Right Middle Occipital Gyrus)
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Figure 6.7: The figure shows the brain activations which were spatially (voxel coor-
dinate) and temporally (as in color code corresponding to learning phase) similar
over atleast 5 sessions over all the sessions over 4 subjects during learning of the
visuomotor rotation. The data has been thresholded at six voxel cluster size. The
activations have been plotted on a T2 structure normalized to the T2 template in
SPM5. Red shows voxels which had highest activation in the first phase of learning;
dark orange, in the second phase; light orange in the third and yellow in the fourth
phase of learning.
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X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area
12 -42 -52 (Right Cerebelum (IX)) 32 63 0 (Right Middle Frontal Gyrus) 40 48 24 (Right Middle Frontal Gyrus) 0 -78 44 (Left Precuneus)
10 -39 -52 30 63 0 (Right Superior Frontal Gyrus) 40 51 24 (Right Middle Frontal Gyrus) -2 -84 44
10 -36 -52 -55 -6 0 (Left Superior Temporal Gyrus) -12 63 24 (Left Superior Frontal Gyrus) -2 -81 44 (Left Precuneus)
7 -42 -52 -57 -6 0 (Left Superior Temporal Gyrus) -15 63 24 (Left Superior Frontal Gyrus) 52 -45 44 (Right SupraMarginal Gyrus)
7 -39 -52 30 66 0 (Right Superior Frontal Gyrus) 45 51 24 (Right Middle Frontal Gyrus) 50 -45 44 (Right SupraMarginal Gyrus)
5 -36 -52 -50 -3 0 (Left Superior Temporal Gyrus) 42 45 24 (Right Middle Frontal Gyrus) 47 -45 44 (Right Inferior Parietal Lobule )
55 27 -16 35 63 4 (Right Middle Frontal Gyrus) -5 69 24 (Left Superior Medial Gyrus) 45 -45 44 (Right Inferior Parietal Lobule )
52 24 -16 (Right Temporal Pole) 32 63 4 (Right Middle Frontal Gyrus) 47 42 24 (Right Middle Frontal Gyrus) 42 -45 44 (Right Inferior Parietal Lobule )
50 21 -16 (Right Temporal Pole) 32 75 4 47 45 24 (Right Middle Frontal Gyrus) 5 -78 44 (Right Precuneus)
27 9 -16 (Right Olfactory cortex) 30 63 4 (Right Superior Frontal Gyrus) -7 66 24 (Left Superior Medial Gyrus) -2 -78 44 (Left Precuneus)
25 9 -16 (Right Olfactory cortex) 27 66 4 (Right Superior Frontal Gyrus) -7 69 24 (Left Superior Medial Gyrus) -2 -75 44 (Left Precuneus)
22 9 -16 (Right Olfactory cortex) 27 69 4 (Right Superior Frontal Gyrus) -10 66 24 (Left Superior Medial Gyrus) -5 -78 44 (Left Precuneus)
55 24 -16 (Right Temporal Pole) -37 -15 4 (Left Insula Lobe) 50 51 24 -7 -78 44 (Left Precuneus)
30 6 -16 -37 -12 4 (Left Insula Lobe) 47 51 24 -10 -78 44 (Left Superior Parietal Lobule )
25 12 -16 (Right Olfactory cortex) -40 -15 4 (Left Insula Lobe) 45 45 24 (Right Middle Frontal Gyrus) 42 -51 48 (Right Inferior Parietal Lobule )
22 6 -16 (Right Amygdala) -40 -12 4 (Left Insula Lobe) 47 48 28 42 -48 48 (Right Inferior Parietal Lobule )
52 18 -12 (Right Temporal Pole) -52 0 4 (Left Rolandic Operculum) 45 45 28 (Right Middle Frontal Gyrus) 40 -51 48 (Right Inferior Parietal Lobule )
52 27 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) -52 3 4 (Left Rolandic Operculum) 45 48 28 (Right Middle Frontal Gyrus) 40 -48 48 (Right Inferior Parietal Lobule )
50 21 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) -55 0 4 (Left Rolandic Operculum) 45 51 28 2 -75 48 (Right Precuneus)
50 24 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) -55 3 4 (Left Rolandic Operculum) 42 45 28 (Right Middle Frontal Gyrus) 0 -75 48 (Left Precuneus)
-12 6 -12  -57 0 4 (Left Rolandic Operculum) 42 48 28 (Right Middle Frontal Gyrus) -2 -81 48 (Left Precuneus)
-17 3 -12 -57 3 4 (Left Rolandic Operculum) 42 51 28 (Right Middle Frontal Gyrus) 50 -48 48 (Right Inferior Parietal Lobule )
-20 6 -12 27 63 4 (Right Superior Frontal Gyrus) 62 -36 32 (Right SupraMarginal Gyrus) 50 -45 48 (Right Inferior Parietal Lobule )
-22 6 -12 22 66 4 (Right Superior Frontal Gyrus) 60 -36 32 (Right SupraMarginal Gyrus) 47 -48 48 (Right Inferior Parietal Lobule )
-25 3 -12 20 69 4 (Right Superior Frontal Gyrus) 57 -36 32 (Right SupraMarginal Gyrus) 47 -45 48 (Right Inferior Parietal Lobule )
57 24 -12 -40 -9 4 (Left Insula Lobe) 55 -36 32 (Right SupraMarginal Gyrus) 45 -51 48 (Right Inferior Parietal Lobule )
57 27 -12 -52 -3 4 (Left Rolandic Operculum) 52 -36 32 (Right SupraMarginal Gyrus) 42 -45 48 (Right Inferior Parietal Lobule )
55 27 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) 35 72 4 50 -36 32 (Right SupraMarginal Gyrus) 5 -75 48 (Right Precuneus)
50 27 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) 32 69 4 7 -66 32 (Right Precuneus) -5 -81 48 (Left Precuneus)
-2 57 -12 (Left Mid Orbital Gyrus) 30 69 4 (Right Superior Frontal Gyrus) 0 -72 32 (Left Cuneus) -7 -81 48 (Left Precuneus)
-17 6 -12 30 72 4 -27 12 32 -7 -78 48 (Left Precuneus)
55 24 -12 (Right Inferior Frontal Gyrus (p. Orbitalis)) 27 60 4 (Right Superior Frontal Gyrus) -30 12 32 (Left Middle Frontal Gyrus) -10 -75 48 (Left Precuneus)
52 21 -12 (Right Temporal Pole) 25 66 4 (Right Superior Frontal Gyrus) -32 15 32 (Left Inferior Frontal Gyrus (p. Opercularis)) 50 -51 48 (Right Inferior Parietal Lobule )
-7 9 -12 (Left Caudate Nucleus) 25 69 4 (Right Superior Frontal Gyrus) -32 18 32 (Left Middle Frontal Gyrus) -2 -84 48
-7 12 -12 (Left Caudate Nucleus) -42 -15 4 (Left Heschls Gyrus) -32 21 32 (Left Middle Frontal Gyrus) -2 -78 48 (Left Precuneus)
-10 9 -12 (Left Caudate Nucleus) -35 -12 4 (Left Insula Lobe) -32 24 32 (Left Middle Frontal Gyrus) 2 -78 52
-10 3 -12 37 69 8 -32 27 32 (Left Middle Frontal Gyrus) 0 -78 52
-5 57 -12 (Left Mid Orbital Gyrus) 35 66 8 55 -39 32 (Right SupraMarginal Gyrus) 52 -48 52 (Right Inferior Parietal Lobule )
-7 51 -12 (Left Mid Orbital Gyrus) 35 69 8 5 -63 32 (Right Precuneus) 47 -51 52 (Right Inferior Parietal Lobule )
-7 54 -12 (Left Mid Orbital Gyrus) 32 66 8 2 -69 32 (Left Precuneus) 47 -48 52 (Right Inferior Parietal Lobule )
62 18 -8 (Right Temporal Pole) 32 69 8 2 -66 32 (Left Precuneus) 47 -45 52 (Right Inferior Parietal Lobule )
60 15 -8 (Right Temporal Pole) -32 -6 8 5 -66 32 (Right Precuneus) 45 -51 52 (Right Inferior Parietal Lobule )
57 15 -8 (Right Temporal Pole) -37 -15 8 (Left Insula Lobe) 55 -33 32 (Right SupraMarginal Gyrus) 45 -48 52 (Right Inferior Parietal Lobule )
52 18 -8 (Right Inferior Frontal Gyrus (p. Orbitalis)) -37 -6 8 (Left Insula Lobe) 62 -27 36 (Right SupraMarginal Gyrus) 45 -45 52 (Right Inferior Parietal Lobule )
-45 -3 -8 (Left Superior Temporal Gyrus) 40 69 8 60 -27 36 (Right SupraMarginal Gyrus) 42 -51 52 (Right Inferior Parietal Lobule )
-47 -3 -8 (Left Superior Temporal Gyrus) 72 0 8 57 -33 36 (Right SupraMarginal Gyrus) 42 -48 52 (Right Inferior Parietal Lobule )
-55 6 -8 (Left Temporal Pole) 32 63 8 (Right Superior Frontal Gyrus) 57 -27 36 (Right SupraMarginal Gyrus) 40 -51 52 (Right Inferior Parietal Lobule )
-60 -9 -8 (Left Middle Temporal Gyrus) 45 45 16 (Right Middle Frontal Gyrus) 55 -39 36 (Right SupraMarginal Gyrus) -2 -78 52 (Left Precuneus)
-62 -9 -8 (Left Middle Temporal Gyrus) 42 42 16 (Right Middle Frontal Gyrus) 55 -33 36 (Right SupraMarginal Gyrus) -2 -75 52 (Left Precuneus)
-64 -12 -8 (Left Middle Temporal Gyrus) 42 51 16 (Right Middle Frontal Gyrus) 55 -30 36 (Right SupraMarginal Gyrus) -5 -84 52  -> Assigned to  SPL (7P)  
57 21 -8 (Right Temporal Pole) 40 42 16 (Right Middle Frontal Gyrus) 55 -24 36 (Right SupraMarginal Gyrus) -5 -78 52 (Left Precuneus)
55 15 -8 (Right Temporal Pole) 10 -36 16 55 -36 36 (Right SupraMarginal Gyrus) -5 -75 52 (Left Precuneus)
55 18 -8 (Right Temporal Pole) 10 42 16 (Right Anterior Cingulate Cortex) 52 -39 36 (Right SupraMarginal Gyrus) -5 -72 52 (Left Precuneus)
-52 -3 -8 (Left Superior Temporal Gyrus) 7 -36 16 50 -39 36 (Right SupraMarginal Gyrus) -7 -81 52 (Left Superior Parietal Lobule )
-55 0 -8 (Left Superior Temporal Gyrus) -5 39 16 (Left Anterior Cingulate Cortex) 50 -36 36 (Right SupraMarginal Gyrus) -7 -78 52 (Left Precuneus)
-57 -6 -8 (Left Middle Temporal Gyrus) -7 45 16 (Left Anterior Cingulate Cortex) 52 -36 36 (Right SupraMarginal Gyrus) -7 -75 52 (Left Precuneus)
-57 3 -8 (Left Superior Temporal Gyrus) -52 9 16 (Left Inferior Frontal Gyrus (p. Opercularis)) 57 -33 40 (Right SupraMarginal Gyrus) -7 -72 52 (Left Precuneus)
60 21 -8 (Right Temporal Pole) 10 -42 16 (Right Posterior Cingulate Cortex) 55 -36 40 (Right SupraMarginal Gyrus) -10 -81 52 (Left Superior Parietal Lobule )
55 24 -8 (Right Inferior Frontal Gyrus (p. Orbitalis)) 7 42 16 (Right Anterior Cingulate Cortex) 55 -33 40 (Right SupraMarginal Gyrus) -10 -78 52 (Left Superior Parietal Lobule )
60 12 -4 (Right Temporal Pole) -10 45 16 (Left Anterior Cingulate Cortex) 52 -36 40 (Right SupraMarginal Gyrus) -10 -75 52 (Left Superior Parietal Lobule )
57 15 -4 -52 6 16 (Left Precentral Gyrus) 5 -60 40 (Right Precuneus) -10 -72 52 (Left Precuneus)
57 18 -4 -55 6 16 (Left Inferior Frontal Gyrus (p. Opercularis)) 2 -72 40 (Right Precuneus) -12 -81 52 (Left Superior Parietal Lobule )
57 21 -4 (Right Inferior Frontal Gyrus (p. Orbitalis)) -55 12 16 (Left Inferior Frontal Gyrus (p. Opercularis)) 0 -69 40 (Left Precuneus) -12 -78 52 (Left Superior Parietal Lobule )
55 15 -4 42 48 16 (Right Middle Frontal Gyrus) 0 9 40 (Left Middle Cingulate Cortex) -12 -72 52 (Left Superior Parietal Lobule )
55 21 -4 (Right Inferior Frontal Gyrus (p. Orbitalis)) 40 51 16 (Right Middle Frontal Gyrus) -2 -60 40 (Left Precuneus) -2 -72 52 (Left Precuneus)
55 24 -4 (Right Inferior Frontal Gyrus (p. Orbitalis)) 10 -39 16 (Right Posterior Cingulate Cortex) -2 9 40 (Left Middle Cingulate Cortex) 50 -48 52 (Right Inferior Parietal Lobule )
52 12 -4 7 -39 16 (Right Posterior Cingulate Cortex) -5 6 40 (Left Middle Cingulate Cortex) 35 15 56 (Right Middle Frontal Gyrus)
40 63 -4 (Right Middle Orbital Gyrus) 5 -39 16 (Right Posterior Cingulate Cortex) -5 9 40 (Left Middle Cingulate Cortex) 35 21 56 (Right Middle Frontal Gyrus)
35 66 -4 5 -36 16 -50 -48 40 (Left Inferior Parietal Lobule ) 32 12 56 (Right Middle Frontal Gyrus)
32 63 -4 (Right Superior Orbital Gyrus) 2 -39 16 (Right Posterior Cingulate Cortex) -50 -39 40 (Left Inferior Parietal Lobule ) 47 -51 56 (Right Inferior Parietal Lobule )
32 66 -4 2 42 16 (Left Anterior Cingulate Cortex) -52 -39 40 (Left Inferior Parietal Lobule ) 45 -54 56 (Right Inferior Parietal Lobule )
30 63 -4 (Right Superior Orbital Gyrus) 0 -42 16 -55 -45 40 (Left Inferior Parietal Lobule ) 45 -51 56 (Right Inferior Parietal Lobule )
60 9 -4 (Right Temporal Pole) -57 12 16 (Left Inferior Frontal Gyrus (p. Opercularis)) -55 -42 40 (Left Inferior Parietal Lobule ) 45 -48 56 (Right Superior Parietal Lobule )
37 66 -4 -60 12 16 (Left Inferior Frontal Gyrus (p. Opercularis)) -57 -45 40 (Left Inferior Parietal Lobule ) 45 -45 56 (Right Superior Parietal Lobule )
57 9 -4 (Right Temporal Pole) 12 -36 16 -57 -42 40 (Left Inferior Parietal Lobule ) 42 -54 56 (Right Superior Parietal Lobule )
57 12 -4 (Right Temporal Pole) 0 39 16 (Left Anterior Cingulate Cortex) 57 -39 40 (Right SupraMarginal Gyrus) 40 21 56 (Right Middle Frontal Gyrus)
30 60 -4 (Right Superior Orbital Gyrus) -2 39 16 (Left Anterior Cingulate Cortex) 5 -66 40 (Right Precuneus) 37 18 56 (Right Middle Frontal Gyrus)
35 60 -4 (Right Superior Orbital Gyrus) 45 45 20 (Right Middle Frontal Gyrus) -52 -48 40 (Left Inferior Parietal Lobule ) 37 21 56 (Right Middle Frontal Gyrus)
32 60 -4 (Right Superior Orbital Gyrus) 45 48 20 (Right Middle Frontal Gyrus) 5 -69 40 (Right Precuneus) 32 15 56 (Right Middle Frontal Gyrus)
0 0 0 45 51 20 (Right Middle Frontal Gyrus) 55 -30 40 (Right SupraMarginal Gyrus) -2 -72 56 (Left Precuneus)
62 15 0  -> Assigned to  Area 44   42 45 20 (Right Middle Frontal Gyrus) 5 -63 40 (Right Precuneus) -5 -81 56
60 15 0 (Right Rolandic Operculum) 42 51 20 (Right Middle Frontal Gyrus) 0 6 40 (Left Middle Cingulate Cortex) -5 -78 56 (Left Precuneus)
60 21 0 (Right Inferior Frontal Gyrus (p. Triangularis)) 40 51 20 (Right Middle Frontal Gyrus) -2 -69 40 (Left Precuneus) -5 -75 56 (Left Precuneus)
57 15 0 (Right Inferior Frontal Gyrus (p. Opercularis)) 37 51 20 (Right Middle Frontal Gyrus) -2 -66 40 (Left Precuneus) -5 -72 56 (Left Precuneus)
55 15 0 (Right Inferior Frontal Gyrus (p. Opercularis)) 10 45 20 (Right Anterior Cingulate Cortex) -2 -63 40 (Left Precuneus) -7 -81 56  -> Assigned to  SPL (7P)  
55 18 0 (Right Inferior Frontal Gyrus (p. Opercularis)) 10 48 20 (Right Anterior Cingulate Cortex) -55 -51 40 (Left Inferior Parietal Lobule ) -7 -78 56 (Left Precuneus)
52 18 0 (Right Inferior Frontal Gyrus (p. Opercularis)) 10 54 20 (Right Superior Medial Gyrus) -55 -48 40 (Left Inferior Parietal Lobule ) -7 -75 56 (Left Precuneus)
27 69 0 (Right Superior Frontal Gyrus) 7 51 20 (Right Anterior Cingulate Cortex) 47 -48 44 (Right Inferior Parietal Lobule ) -10 -81 56  -> Assigned to  SPL (7P)  
-52 -6 0 (Left Superior Temporal Gyrus) 42 48 20 (Right Middle Frontal Gyrus) 45 -51 44 (Right Inferior Parietal Lobule ) -10 -78 56 (Left Precuneus)
60 12 0 (Right Rolandic Operculum) 10 51 20 (Right Superior Medial Gyrus) 45 -48 44 (Right Inferior Parietal Lobule ) -10 -75 56 (Left Precuneus)
57 18 0 (Right Inferior Frontal Gyrus (p. Opercularis)) 45 48 24 (Right Middle Frontal Gyrus) 42 -48 44 (Right Inferior Parietal Lobule ) 47 -48 56 (Right Inferior Parietal Lobule )
55 9 0 (Right Rolandic Operculum) 42 48 24 (Right Middle Frontal Gyrus) 40 -48 44 (Right Inferior Parietal Lobule ) 42 -48 56 (Right Superior Parietal Lobule )
35 63 0 (Right Middle Frontal Gyrus) 42 51 24 (Right Middle Frontal Gyrus) 2 -78 44 (Left Precuneus) 50 -27 60 (Right Postcentral Gyrus)
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X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area
47 -36 60 (Right Postcentral Gyrus) 7 -63 60 (Right Precuneus) 37 -42 64 (Right Postcentral Gyrus) 17 0 72 (Right Superior Frontal Gyrus)
42 -33 60 (Right Postcentral Gyrus) 52 -30 60 (Right Postcentral Gyrus) 37 -36 64 (Right Postcentral Gyrus) 17 6 72 (Right Superior Frontal Gyrus)
7 -72 60 (Right Precuneus) 52 -27 60 (Right Postcentral Gyrus) 35 -45 64 (Right Postcentral Gyrus) 7 -39 76 (Right Paracentral Lobule)
5 -69 60 (Right Precuneus) 50 -33 60 (Right Postcentral Gyrus) 35 -39 64 (Right Postcentral Gyrus) 5 -36 76 (Right Paracentral Lobule)
5 -66 60 (Right Precuneus) 45 -33 60 (Right Postcentral Gyrus) 17 3 72 (Right Superior Frontal Gyrus) 5 -33 76 (Right Paracentral Lobule)
2 -66 60 (Right Precuneus) 47 -33 60 (Right Postcentral Gyrus) 22 0 72 (Right Superior Frontal Gyrus) 2 -36 76 (Right Paracentral Lobule)
0 -66 60 (Left Precuneus) 42 -45 64 (Right Superior Parietal Lobule ) 22 3 72 (Right Superior Frontal Gyrus) 7 -30 76 (Right Paracentral Lobule)
-2 -66 60 (Left Precuneus) 40 -45 64 (Right Postcentral Gyrus) 20 0 72 (Right Superior Frontal Gyrus) 5 -27 76 (Right Paracentral Lobule)
7 -66 60 (Right Precuneus) 37 -45 64 (Right Postcentral Gyrus) 20 3 72 (Right Superior Frontal Gyrus)
X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area X Y Z Probabilistic Area
57 9 0 (Right Rolandic Operculum) 57 -33 32 (Right SupraMarginal Gyrus) -52 3 0 (Left Superior Temporal Gyrus)
57 24 -16 (Right Temporal Pole) 55 12 0 (Right Rolandic Operculum) 5 -66 32 (Right Precuneus) 35 72 4
55 21 -16 (Right Temporal Pole) 32 63 0 (Right Middle Frontal Gyrus) 2 -72 32 (Left Cuneus) 32 72 4
25 6 -16 (Right Amygdala) 30 72 0 2 -69 32 (Left Precuneus) 69 -6 8 (Right Superior Temporal Gyrus)
-15 0 -12 -47 0 0 (Left Superior Temporal Gyrus) 0 -63 32 (Left Precuneus) 67 -9 8 (Right Superior Temporal Gyrus)
-15 6 -12 37 72 4 -2 -63 32 (Left Precuneus) 5 45 16 (Right Anterior Cingulate Cortex)
-25 6 -12 25 72 4 60 -36 36 (Right SupraMarginal Gyrus) 0 45 20 (Left Superior Medial Gyrus)
-2 51 -12 (Left Mid Orbital Gyrus) 69 -3 8 (Right Rolandic Operculum) 2 -66 40 (Right Precuneus) 0 39 24 (Left Anterior Cingulate Cortex)
-5 54 -12 (Left Mid Orbital Gyrus) 64 -9 8 (Right Superior Temporal Gyrus) 2 -60 40 (Right Precuneus)
52 21 -8 (Right Inferior Frontal Gyrus (p. Orbitalis)) -37 -9 8 (Left Insula Lobe) 0 -66 40 (Left Precuneus) 37 66 4
-50 0 -8 (Left Superior Temporal Gyrus) 69 3 8 (Right Rolandic Operculum) -7 6 40 (Left Middle Cingulate Cortex) 35 66 4 (Right Superior Frontal Gyrus)
-60 -15 -8 (Left Middle Temporal Gyrus) -35 -9 8 (Left Insula Lobe) 5 45 20 (Right Anterior Cingulate Cortex)
-62 -15 -8 (Left Middle Temporal Gyrus) -37 -12 8 (Left Insula Lobe) 57 21 -16 (Right Temporal Pole) 2 45 20 (Left Anterior Cingulate Cortex)
52 12 -8 -40 -15 8 (Left Heschls Gyrus) 60 21 -12 (Right Temporal Pole) 5 45 24 (Right Anterior Cingulate Cortex)
60 24 -4 (Right Inferior Frontal Gyrus (p. Orbitalis)) 0 45 16 (Left Anterior Cingulate Cortex) 57 18 -12 (Right Temporal Pole) 2 42 24 (Left Anterior Cingulate Cortex)
55 18 -4 -7 42 16 (Left Anterior Cingulate Cortex) 50 21 -4 (Right Inferior Frontal Gyrus ) 2 45 24 (Left Superior Medial Gyrus)
35 63 -4 (Right Superior Orbital Gyrus) 5 48 20 (Right Anterior Cingulate Cortex) 0 0 0 0 42 24 (Left Superior Medial Gyrus)
52 21 -4 (Right Inferior Frontal Gyrus (p. Orbitalis)) 7 42 20 (Right Anterior Cingulate Cortex) 32 72 0 0 45 24 (Left Superior Medial Gyrus)
2 42 20 (Left Anterior Cingulate Cortex) -52 0 0 (Left Superior Temporal Gyrus)
0 3.5
z=63z=-44
Figure 6.8: Simple SPM contrast analysis (block diagram) between conditions when
subjects moved and when they were at rest activated the primary motor area and
cerebellum. This figure shows the analysis of images from one representative sub-
ject. The images were preprocessed (i.e. realigned and smoothed with a 8mm
Gaussian kernel) followed by a standard SPM contrast analysis. The color code
represents the T value.
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6.4 Discussion
We introduced a method utilizing human motor learning properties to isolate neural correlates
of motor learning in the humans with minimal prior assumptions. As the method focuses on
particular harmonic frequencies, it can isolate brain activation of different temporal profiles
simultaneously without requiring to know the characteristic factors of learning.
The analysis can however isolate only that activity which does not change over blocks. While
the process of using harmonics of the learning cycle assures we isolate only learning related
activity, we cannot claim to isolate all activity related to learning. For example, extended and
repeated learning exposures have shown the presence of multiple simultaneous learning processes
(Smith et al. 2006). If there is a slow change in the brain activation of a region with blocks
corresponding to the slow learning process, this may be omitted by our analysis.
A very interesting aspect of this analysis is its ability to isolate activity movement during
different stages of the learning processes. While the error patterns in the case of force-field
and visuomotor rotation learning are similar, there are vast expected and observed differences
between the neural activity between the two cases. The posterior cerebellar cortex (Fig. 6.6A-
C) and dorsa-lateral prefrontal cortex, DLPC (Fig. 6.6S-U) isolated in the early stages of
dynamic learning have been reported before by Shadmehr and his colleagues (Nezafat et al.
2001). DLPC was reported as being involved in the first stages of motor sequence learning (Sakai
et al. 1998, Jueptner et al. 1997). Among other regions we also find early phase activity in parts
of primary motor cortex and the pre-motor regions (dorsal and ventral pre-motor cortex and
supplementary motor area) which have been reported to be involved in various motor planning
functions (Detimers et al. 1995, Dai et al. 2001, Vaillancourt et al. 2003, Pope et al. 2005,
Halsband & Passingham 1985, Pesaran et al. 2006, Hoshi & Tanji 2007, Kurata & Hoffman
1994, Jackson & Husain 1996).
As the learning progresses, this early stage activity slowly shifts to other regions (shown in
yellow). The spatial locus of the shifts can be accessed by the red-orange-yellow color changes.
(Nezafat et al. 2001) report early phase activity to shift to the anterior cerebellar cortex with
consolidation over days. In our study we observe a similar shift to the similar anterior region
(Fig.6.6E) but in a much shorter time span of tens of seconds. The anterior cerebellum region
was also reported as being active before the production of a learnt task (Bursztyn et al. 2006),
corresponding to the possible role of this area as a storage of learnt dynamics. (Bursztyn
et al. 2006) also reports loading related activity around area 4P and area 6 which is again
97
observed in our data (Fig.6.6X). Among other regions, late stage learning activity was also
observed in regions of the postcentral gyrus, superior temporal gyrus, angular gyrus lineal gyrus
and parietal lobes. The absence of these in model loading and motor consolidation studies may
be used to deduce the functional roles they play.
At similar thresholds relatively less brain activation was observed in the case of visuomotor
learning. The parietal regions isolated in the early phase of learning (Fig. 6.7Y-ZC) have been
reported to be involved during model switching (Imamizu & Kawato 2008) and visuomotor
discrepancy (Hagura et al. 2007). Early activity is also observed in anterior cerebellum close
to the hand area (Fig. 6.7A), temporal poles (Fig. 6.7N) and parts of prefrontal cortex ((Fig.
6.7M-U)) and in the anterior (Fig. 6.7R-S) and posterior (Fig. 6.7R) cingulate cortex. The late
phase activity is seen only in the anterior cingulate cortex.
Overall, in both learning cases the volume of active brain areas decreased as learning pro-
gressed. The vast differences in neural activity between learning of dynamics and visual rotation,
can give ideas on the functional role of the brain areas. Note that while in both the learning
processes common muscles may be involved, there is not much activity isolation in the primary
motor regions during visuomotor learning. This is due to the fact that total muscle activation
and hence motor cortex activity remained almost constant through the period of learning. They
can hence be seen in a simple SPM contrast between the active and rest periods (Fig. 6.8). As
in the analysis we join together images from parts of the learning blocks, the brain activity that
does not change with time has zero power in the harmonics and omitted.
In conclusion we would like to note that while a direct linear correlation between evolution of
the voxel activity and physiological variables (like in standard regressor analysis) may indicate
a functional relation between the two, a low correlation does not rule out a relation. Therefore
we argue that it is better to investigate brain activations without prior hypothesis about the
variables involved in the learning process. This chapter presented a hypothesis-free method to
isolate brain activity related to learning. The proposed method can isolate the spatio temporal
characteristics of brain activations during motor learning providing us with a dynamic view (a
movie) of the brain activations.
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Chapter 7
Motor memory and local
minimization of error and effort, not
global optimization, determine
motor behavior
Summary
Although many real life tasks are characterized by multiple solutions requir-
ing distinct muscular patterns and associated with distinct costs of task error and
muscle effort, human motor optimization studies have focused on paradigms with
a single error-effort optimum. To investigate motor optimization in the presence
of multiple optima, we introduce a novel multi-solution paradigm which enabled us
to force subjects repetitively (but inconspicuously) to take different solutions and
observe how this affects their behavior. It appears that motor behavior is largely
influenced by motor memory, with subjects tending to involuntarily repeat a re-
cent suboptimal task-satisfying solution, even after extensive previous experience
of the optimal task solution. The CNS does not optimize motor tasks globally, but
determines the motor behavior in a tradeoff of motor memory, error and effort
minimization.
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7.1 Introduction
The human body is actuated by several hundreds of muscles, which form a redundant system of
actuators, so that most tasks can be performed through infinite many combinations of muscle
activations(Bernstein 1967). However, experiments have consistently shown that motor tasks are
performed by using regular muscle activation patterns(Morasso 1981, Osu et al. 2003, d’Avella
et al. 2006), suggesting that the central nervous system (CNS) fulfills about a process by which
it distributes task dynamics among the muscles.
This process has been modeled as the optimization of a cost function involving physiological
and task variables such as motion smoothness(Flash & Hogan 1985, Uno et al. 1989), task
error (Burdet & Milner 1998, Harris & Wolpert 1998), effort (Todorov & Jordan 2002), or a
combination of error and effort (Franklin et al. 2008, Emken et al. 2007, ’O’ Sullivan et al. 2009).
However, the results of this study suggest that memory is an additional and major determinant
of motor behavior. The subjects tend to unconsciously repeat muscle activation patterns that
they have recently performed, with little regard to minimization of error or effort, questioning
the ability of the CNS to estimate error and effort.
Tasks used in motor control experiments such as reaching movements (Morasso 1981, Uno
et al. 1989), learning of force fields (Shadmehr & Mussa-Ivaldi 1994, Burdet et al. 2001) and
movements through via-points (Flash & Hogan 1985, Uno et al. 1989) are limited in their ability
to differentiate between effort and error minimization (’O’ Sullivan et al. 2009): Noise and thus
error generally increase monotonically with motor command (Jones et al. 2002, Osu et al. 2004)
such that error and effort are in one-to-one relationship. Furthermore, the error and effort cost
associated with these orthodox paradigms generally has a single optimum.
However, many real life tasks can be solved using several distinct muscular solutions, prob-
ably due to the presence of multiple error-effort optima. For example, to prevent spilling water
from a cup due to a force disturbance, one can either stiffen ones arm to reduce the amplitude of
its movement (i.e. a strategy requiring large muscle activations and effort), or conversely relax
the arm (which would cost less effort), leading to a larger movement but low hand accelera-
tion. Considering a multi-joint task requiring both arms, the stability of a bicycle while riding
downhill on a bumpy road can be maintained by keeping the handle bar stiffness either below
or above a certain range of values in which there is resonance and the cycle becomes unstable.
Tasks with multiple muscular solutions can also lead to drastic changes in movement kinematics
(Todorov & Jordan 1998, Zhang & Rosenbaum 2008).
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Fig. 1. Experimental setup. The subject stood with the arm comfortably fixed to a wrist 
manipulandum (A) which imposed sinusoidal perturbations to the wrist. The subject received visual 
feedback of the perturbation amplitude in the form of a red bar (B). The EMG signals from the FCR 
and ECRB muscles (C) determined the subject co-activation and modified the red bar width 
according to the function of (D). The two dimensional grey scale representation of (D) is plotted 
against time in (E). The subject could co-activate to use either the low or high co-activation region 
(darker regions in (D) and (E)) to satisfy the task and keep the red bar inside the yellow target (B). In 
forced trials, the subject got an additional feedback of his co-activation (blue bar in B) for the first 5 
seconds of the trial. 
 
Figure 7.1: Experimental setup. The subject stood with the arm comfortably fixed
to a wrist manipulandum (A) which imposed sinusoidal perturbations to the wrist.
The subject received visual feedback of the perturbation amplitude in the form of
a red bar (B). The EMG signals from the FCR and ECRB muscles (C) determined
the subject co-activation and modified the red bar width according to the function
of (D). The two dimensional grey scale representation of (D) is plotted against time
in (E). The subject could co-activate to use either the low or high co-activation
region (darker regions in (D) and (E)) to satisfy the task and keep the red bar
inside the yellow target (B). In forced trials, the subject got an additional feedback
of his co-activation (blue bar in B) for the first 5 seconds of the trial.
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To systematically investigate how humans deal with tasks that have multiple muscular so-
lutions while avoiding confounds connected with such multi-joint tasks, we introduce a simple
and well-controlled paradigm (Fig. 7.1) inspired by the glass of water example. This paradigm,
requiring wrist displacement control by modulation of wrist joint stiffness, is characterized by
clear and well controlled multiple muscular solutions for the subjects to explore, while being
easy to perform without learning.
7.2 Experiment
20 nave subjects performed experiments using this paradigm. The subject’s dominant hand was
fixed to a wrist manipulandum (Fig. 7.1C), which imposed a sinusoidal perturbation of varying
frequency in the flexion-extension direction. The subject had to control his muscle co-activation,
hence effort, to stiffen the wrist joint and maintain wrist movement within a target amplitude
of 3 degrees. During the task the subjects received proprioceptive feedback from the vibrations
induced by the manipulandum and matching visual feedback of their wrist movement, so that
they did not require learning any new sensory-motor association to perform the task.
The muscle co-activation (estimated online from subject muscle electromyography) controlled
the amplitude of perturbation in real time according to the function in Fig. 7.1D. The proposed
control strategy (Sec. 7.5.3) ensured that the vibration amplitude function (Fig. 7.1D) was
followed strictly at all frequencies. The darker areas in Figs. 7.1D, E indicate the regions
where the task was satisfied. At each presented frequency the subjects could choose to co-
activate strongly and be in the high region requiring large effort, or to relax co-activation and
use the low region requiring less effort (Fig. 7.1E). The subjects were expected to realize this
by exploration during the numerous trials.
To interpret the way subjects perform this task, we assume that they try to minimize a
generic cost function of error and effort of the form
V (e, u) = (e) + µ(|u|) (7.1)
where and µ are any positive, monotonically increasing functions representing the error and
effort costs, respectively, e is the task error and u = (u1, . . . , un) the activation of the n muscles
involved in the task. While the effort cost is larger in the high region than in the low region,
the error cost is similar in both of these regions (Sec. 7.5.5). Therefore, for any cost of the form
given by Eqn. 7.1, the high region represents a local minimum while the low region represents
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the global minimum of the cost function. This paradigm is thus characterized by clear and
controllable multiple optima of the error-effort cost.
The subjects performed a series of trials in which they received perturbation of frequencies
decreasing in steps of 0.25 Hz from 6.5 Hz down to 4 Hz. Each frequency lasted for 10 seconds.
This gave rise to a co-activation trajectory (green traces in Fig. 1E) in each trial, which we will
use to analyze the behavior of each subject. There were two types of trials. In a free trial subjects
performed the task with the aid of visual feedback of his or her wrist movement amplitude. In a
forced trial, additional feedback of the co-activation level (the blue bar in Fig.1A) was provided
in the first 5 seconds of the trial, during which the subjects had to maintain a target co-activation
level. A target level of 30% of the maximum co-activation (MVCA) forced them to start the trial
in the low region, and one of 70% MVCA forced a start in the high region. The co-activation
feedback was switched off after the first 5 seconds and the remaining part of the trial was pursued
similar to a free trial. The experiment started with a training trial in which frequencies were
in reversed, i.e., in increasing order. This was followed by five alternating sets of 3 free and 3
forced trials (starting with a set of 3 free trials).
7.3 Results
The results from five representative subjects are shown in Fig. 7.2A (detailed results in Fig.
7.4). The three trajectories performed by each of the ten subjects in the same set were very
similar, with a mean intra-set standard deviation of less than 4.75% of the MVCA and are thus
represented by the mean set trajectory.
In contrast to common intuition, vibratory disturbances did not necessarily lead to a high
co-contraction in subjects. In the first set of free trials (white trace), half of the ten subjects
took the low region while the other subjects used the high region. The choice of region used in
the first set may have been random, depending on which region each subject initially landed in.
When forced into the other region (blue trace), all subjects adopted a new trajectory. In the next
three free trials (green trace), the subjects followed a trajectory similar to the one in the forced
trials (as shown by the absence of red in column 2 of Fig. 7.2B), with little difference (about
3% of MVCA) between the set trajectories (Fig. 7.2B). After being forced back to the initial
region (yellow trace), the subjects again followed the forced trajectory in all the subsequent free
trials (red trace).
By repeatedly forcing the subject into the low region, the CNS was given the opportunity
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Fig. 2.  Traces (A) represent the average trajectories over 10 seconds and three trials, and the 
maximum and minimum (error-bars) over the three trials of each set. After the first set of three free 
trials (white trace), the subjects were forced (blue) into the region other than what they take in the 
first set, following which they make another set of free trials (green). They were then forced back into 
the first region (yellow) and then let free again (red) in the last set (detailed plots in SOM). The 
average absolute co-activation difference between consecutive set trajectories (B) were plotted for 10 
subjects when the consecutive trajectories lie in the same (yellow) or different regions (red) and when 
either one or both trajectories are crossing between regions (orange). The error-bars show standard 
deviation over the entire trial. The difference between consecutive forced and free sets (2
nd
, 4
rth
 
column) is obviously lower (p<0.001) than that between the free and next forced set to the other 
region (1
st
, 3
rd
 column), while the two tall and two short columns were equal in height (p=0.16, 
p=0.70). The major part of the shorter columns is yellow with no red, indicating that for all the 
subjects, every free set was in the same region as the previous forced set. Presence of all colors in the 
taller columns indicates inter-region jumps.  
 
Figure 7.2: Traces (A) represent the average t aject ries over 10 seconds and three
trials, and the maxi um and minimum (error-bars) over the three trials of each set.
After the first set of three free trials (white trace), the subjects were forced (blue)
into the region other than what they take in the first set, following which they
make another set of free trials (green). They were then forced back into the first
region (yellow) and then let free again (red) in the last set (detailed plots in SOM).
The average absolute co-activation difference between consecutive set trajectories
(B) were plotted for 10 subjects when the consecutive trajectories lie in the same
(yellow) or different regions (red) and when either one or both trajectories are
crossing between regions (orange). The error-bars show standard deviation over
the entire trial. The difference between consecutive forced and free sets (2nd, 4rth
column) is obviously lower (p<0.001) than that between the free and next forced
set to the other region (1st, 3rd column), while the two tall and two short columns
were equal in height (p=0.16, p=0.70). The major part of the shorter columns is
yellow with no red, indicating that for all the subjects, every free set was in the
same region as the previous forced set. Presence of all colors in the taller columns
indicates inter-region jumps.
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Fig 3: Prevention of across-region jump. Five subjects participated in an experiment with a wider 
intermediate band (A). The trajectory differences (B) is plotted similar to Fig. 2B. Compared to the 
main experiment, a large part of the tall columns are red because four of the five subjects keep the 
new region when forced and do not jump.   
 
 
Figure 7.3: Prevention of across-region jump. Five subjects participated in an ex-
periment with wider intermediate band (A). The trajectory differences (B) is
plotted similar to Fig. 2B. Compared to th main xperiment, a large art of the
tall columns ar red because four of the five subjects keep the new region when
forced and do not jump.
to explore the global minimum where the task could be achieved with less effort. After this
exposure, the subsequent three free trials followed the forced trials, indicating that the CNS
realized the new trajectory. However, when forced back to the local minimum of the high
region, the subject similarly followed the new, non-optimal forced trajectories. This behavior
was consistent in all of the twenty subjects (Fig 7.3A, 7.2A, 7.4 and 7.5). The CNS clearly did not
consider the global minimum for adapting the motor behavior. Even after having experienced
the low region, subsequent free trials were not performed in the low region which costs less effort.
However, Local effort optimization was clearly evident with all subjects (Sec. 7.5.7).
In all subjects, a strong tendency was observed to follow the trajectory they had chosen in
their preceding trial (Fig.2B). In the free trials, the trajectories follow the previous forced trials
(as shown by the short columns 2, 4 of Fig. 7.2B). Similarly, in the forced trials, there is a
tendency to follow the previous free trials. The subjects initially use a different region when
forced to do so (red sections of columns 1, 3 in Fig. 7.2B), but converge with time to the previous
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free trials (yellow sections of columns 2, 4), even jumping between regions (orange sections of
the columns in Fig. 7.2B) to do so.
When brought to a different region in the forced trials, most of the subjects tended to jump
over the high error band to go back to the previously preferred region, probably due to the
memory of the activation levels in the previous free trials. This effect seems to overweigh the
effect of error, which is high when they jump between the low and high regions. This jumping
behavior repeats itself in the forced trials and then in all the three free trials that follow. This
suggests that even though the subjects see their error increasing every time, they still repeat
the same behavior in all the trials with the jump taking place at about the same frequency each
time.
While motor memory seems to be the major determinant of the observed behavior, the
question remains as to how this parameter compares to error and effort. To address this question
we examined whether the jump at a particular frequency relates to the width of the high error
band. Five subjects performed a second subsidiary experiment with a protocol similar to the
main experiment shown in Fig.2, but with a wider high-error band between the low and high
regions. Four of the five subjects maintained the regions they start in and did not show any
inter-region jump, while one subject still jumped between regions (Fig. 7.3A, 7.5). Thus the
subjects could be prevented from jumping between regions by increasing the error and effort cost
of jumping (by use of a wider inter-region band). This demonstrates that memory is not always
prevalent over error and effort. Rather, motor memory, error and effort together determine the
subject behavior.
7.4 Discussion
Traditionally motor control studies have employed tasks with a single minimum of error and
effort. In this case optimization consists of a simple trade-off between effort and error that
can be computed using linear optimal control (Scott 2004, Diedrichsen 2007, Izawa et al. 2008),
nonlinear optimization with constraints (Biess et al. 2007), or by gradient descent (Franklin
et al. 2008). Sub-optimality has been examined with respect to incomplete convergence to the
unique optimum (Izawa et al. 2008) but never in a paradigm with distinct multiple optima. This
is probably related to the belief that given sufficient time, the CNS can always converge to the
global optimum.
However, convergence to the optimal muscle activation patterns may be very difficult due
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to complex dynamics of the musculoskeletal system, as illustrated in sports by the catastrophic
evolution of the high jump style. After years of adaptation, by the 1960’s, the ’straddle’ style
was considered to be most efficient, until a self-styled athlete called Dick Fosbury introduced
the ’Fosbury flop’, a radically new style which can be shown to be more effort efficient than the
’straddle’ (Dopena 1980). Though this crude example may have involved other logistical factors,
it shows that even after years of exploration we may not be performing tasks optimally. The
large kinematic differences between the ’straddle’ and the ’Fosbury flop’ gives some indication
of how difficult it can be to converge from a sub-optimal local optimum (like ’straddle’) to the
global optimum (like that of the ’Fosbury flop’).
The important observation from our experiment is that the realization of the global optimum
(in terms of being able to independently track it) is not sufficient to adopt it. Even in our
simple paradigm, when the subjects are forced away from a realized global optimum, they
keep the forced non-optimal trajectory in the following free trials instead of going back to
the optimal trajectory that they had previously performed. This behavior seems to originate
from some unconscious memory (Sec. 7.5.9) of the muscle activations that prevents immediate
change of activation patterns in consecutive trials. Such Our results suggest that the motor
memory can overweigh the error and effort costs and even if non-optimal, a successful task
relevant strategy may be remembered and adopted. The muscle activations will however be
locally optimized (Franklin et al. 2008), and, if successful in repeated trials, may be consolidated
(Shadmehr & Holcomb 1997). This suggests the importance of training ’correct’ motor behaviors
in rehabilitation and physical education.
While the CNS can automatically optimize tasks locally, global optimization of effort and
error may require a conscious effort by an individual, or an external influence as in the forced be-
havior of our experiment. A teaching signal or reference like that of Fosbury may be required to
make the CNS realize a globally optimal behavior. The competitive advantage of optimal behav-
iors may explain why the human brain is equipped with explicit networks for imitation learning
(Rizolatti & Craighero 2004). Imitation behavior may help humans achieve gross convergence to
globally optimal solutions realized by experienced individuals, while local optimization of newly
adopted behaviors in regard of error and effort would automatically arise with repeated practice
(Franklin et al. 2008, Izawa et al. 2008).
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7.5 Supplementary Information (to this chapter)
7.5.1 Subjects and Task
20 naive healthy right-handed subjects (aged 22-40 years, 18 males) without known pathology
performed the experiments. The experiments were approved by the ethics committee at Imperial
College London, and the subjects gave informed consent prior to performing them. The subjects
stood in an upright posture and had their forearm fixed to the wrist manipulandum (Fig. 7.1A).
The manipulandum imposed sinusoidal perturbations of varying frequencies between 4Hz and
6.5Hz in the flexion-extension direction, in steps of 0.25Hz presented for 10s each. We have
verified that the chosen frequencies prevented subjects from using reciprocal activation of their
muscles for posture control (Ganesh, Haruno & Burdet 2008). The subjects had to control their
muscle co-activation and hence effort to maintain wrist movement within a target amplitude of
3 degrees.
7.5.2 Muscle Co-activation
When a subject co-activates his wrist in a fixed posture, electromyography (EMG) activity
across flexors and extensors of the wrist co-vary and thus the subject co-activation can be
reliably estimated from the activation of a single pair of antagonist muscles. EMG was thus
recorded from two wrist muscles: flexi-carpi radialis (FCR) and extensor-carpi radialis brevis
(ECRB). After electrode placement for each muscle was determined using functional movements,
the area was cleansed with alcohol and abrasive gel (Nuprep, DO Weaver and Co.). Electrode
paste (Biotach, GE Marquette Medical Systems) was applied onto the EMG electrodes (Delsys
Biotech ltd.) and the electrodes were fixed to the subject’s skin with tape. A ground electrode
was fixed to the ankle of the subject.
The EMG signals were amplified using a Delsys EMG amplifier (BAGNOLI 16), before being
fed into the manipulandum computer through a National Instruments data acquisition card (NI
6221). The collected EMGs were rectified and smoothed with a moving average of 500ms. The
smoothed EMG signals from the two muscles were scaled to equate the amplified values and
added to estimate the subject co-activation. The maximum value of the co-activation a subject
could generate was termed as the maximum voluntary co-activation (MVCA).
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7.5.3 Environment and control
At every frequency, the wrist amplitude was decided online by the subject co-activation. The
motor was controlled to follow a reference sinusoidal trajectory of this amplitude using a PID
algorithm implemented in the National Instruments LabVIEW 8.5.1 environment. High gains of
the PID controller ensured that the desired trajectory was tracked well, without any significant
decrease of the movement amplitude due to stiffening of the subject wrist. This control strategy
provided two benefits: i) Though the system was position controlled, the continuous change of
wrist amplitude with change of co-activation tricked the subjects into believing that they are
receiving force perturbations; ii) it enabled us to setup a custom stiffness-amplitude relation
(Fig. 7.1C of main text), for the subject to explore, which is difficult to do so with force
perturbations.
The sinusoidal movement amplitude was computed according to the function shown in Fig.
7.1C of the main text, which is defined by:
A(κ, ν) =
4.62 (100− κ)2
20000
+
4.62 (ν − 4)
5
if 8 |κ− 5x| > 75z (7.2)
=
5.97 (κ− 5x)4
10000 z3
− 10.92 (κ− 5x)
2
100 z
+ z +
4.62 (100− κ)2
20000
+
4.62 (ν − 4)
5
otherwise,
where κ is the co-activation in % of MVCA, ν is the sinusoidal disturbance frequency,
z = 0 ν < 4
= 0.8 (ν − 4) ν ≥ 4
and
x = 2.8 (ν − 4) + 2.7 .
Further
A(κ, ν) = A(κ, ν)− 0.092(κ− 7.5) if κ > 7.5 . (7.3)
A(κ, ν) = 3.23− (3.23−A(κ, ν)) 0.25 if A(κ, ν) < 3.23 and κ > 14 ν − 43.5 .
For some subjects, this function was slightly modified to have a narrower lower region and to
have wider inter-region band.
7.5.4 Visual feedback
The graphical user interface was also implemented in the LabVIEW environment. The wrist
movement amplitude was measured using a position encoder (Hengsler RI58-O/5000AS.41RB),
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smoothed using a 500ms moving average, and used (with a scaling factor of 1cm/deg) to adjust
the length of a red bar (Fig. 7.1A of main text), which the subjects had to keep inside the 3o
target, i.e. the yellow band in Fig.7.1A.
7.5.5 Salient features of the paradigm environment
• The paradigm does not need learning. Even in their very first trial, the subjects were able
to maintain the wrist amplitude inside the target value during most of the duration (i.e.,
in 91±6.6SD %).
• The surface of the mapping from co-activation to perturbation amplitude (i.e Equ.(7.2) is
smooth and has no flat region, so that there is a change in wrist amplitude whenever the
co-activation changes during the experiment.
• The maximum depth is similar in the low region and high region, and is equal in the parts
that the subject trajectories lie in (Fig. 7.4). This ensures that the error cost is similar
for the subject in both regions.
• The gradient sign is same in both the low and high regions such that in both regions the
movement amplitude decreases as muscle co-activation increases.
7.5.6 Protocol of main experiment
The experiment for each subject followed the following sequence:
1) EMG calibration: is required because:
• the baseline and maximum EMG activities change with subject due to positioning
of electrodes, skin properties, subject strength and external noise.
• the baseline EMG activity (EMG activity when the subject is at rest) changes with
the frequency of vibration of hand.
Between the experiment frequencies of 4-6.5Hz the baseline EMG activity was found to
vary linearly and with a maximum of change of less than 10% MVCA. To reduce this
difference and normalize to subject strength, the experiment started with a calibration
procedure.
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The subject wrist was vibrated with a 3o amplitude sinusoidal signal of 5.25Hz frequency,
corresponding to the middle of the frequencies range during the main trials. EMG was
recorded when the subject relaxed completely, defining m0, and when he co-activated his
muscles maximally, defining mmax. These values were used to calibrate the function of
Equ.(7.2) according to the subject capabilities as follows:
κ(t) =
m(t)−m0
mmax −m0 · 100 , (7.4)
where m(t) is the instantaneous subject co-activation and κ(t) the normalized % of max-
imum voluntary co-activation (MVCA), which was used to compute the perturbation
amplitude using Equ.(7.2).
2) Calibration testing: To check that the subject can comfortably perform the experiment,
the same (3o, 5.25Hz ) sinusoidal perturbation was applied while the subject was asked to
maintain his or her wrist co-coactivation level for 5s each at 20%, 40%, 60% and 80%
of his/her MVCA. The subjects were aided in this task by a visual feedback of their co-
activation level. The ability to maintain these co-contraction levels indicated a successful
calibration.
3) Training trial: The experiment started with a training session where the subjects experi-
enced perturbations with frequency increasing from 4 to 6.5Hz, in steps of 0.25Hz, with
each frequency step lasting 10 seconds. This session helped the subjects experience the
system and the task.
4) Experiment trials: The training was followed by five alternating sets of three forced or
free trials each, starting with a set of free trials (see Table 7.1). In each trial, the sub-
jects experienced the same set of frequencies as in the training trial, but in a decreasing
sequence.
Of the ten subjects who did the main experiment, five worked in an environment with a
narrower low region (see last five subjects of Fig. 7.4) to check the effect of the width of
the low region on behavior. The subject behavior were seen to be similar and the data
from all 10 subjects were thus combined for analysis.
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Figure 7.4: Trajectories of all 10 subjects in the main experiment, averaged in 1
second intervals. The error bars indicate the maximum and minimum over three
trials of each set.
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Figure 7.5: The inter-region jump shown by the subjects can be prevented by in-
creasing the error cost of jumping. This is done by increasing the width of the
high error region. All subjects (except sub 2), could be prevented from jumping
between regions. The traces are plotted as in Fig. 7.4
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Experiment Description Remarks
main experiment - 1 training trial in the training trial,
(10 subjects, 9 males) - 1 set of 3 forced trials in the other
region
5 subjects took the low re-
gion and 5 the high region
- 1 set of 3 free trials
- 1 set of 3 forced trials
- 1 set of 3 free trials
- 1 set of 3 forced trials
to test the mapping
(5 male subjects)
- 3 trials with increasing frequency
and 1 with decreasing frequency,
each with sudden change in distur-
bance frequency
- subjects perform simi-
lar trajectories for each se-
quence
- subjects jump to the pre-
viously used co-activation
value when frequency
changes
to test the prevalence
of memory
similar to main experiment but
with wider intermediate band
4 subjects prevented from
jumping, one still jumps
(5 subjects, 4 males)
Table 7.1: (Table S1) Experiments performed by the 20 subjects.
7.5.7 Data analysis
trajectory plots
The standard deviation for the 3 trajectories of each set was computed at each time point and
averaged over time. The average of this measure over the five sets of a subject gave the average
intra-set trajectory deviation. The mean and standard deviation over the 10 subjects was about
4.75%±0.6 SD of the MVCA, which was small relatively to the separation between the low and
high co-contraction regions. This small intra-set deviation means that we could analyze the
behavior set by set, using the mean trajectory of the 3 trials of a set.
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trajectory differences
The integral of the absolute difference between mean trajectories of consecutive sets quantified
the trajectory transitions across sets. Over the ten subjects, the mean ± standard deviation of
the transition between the (free) set1 and (forced) set2 is represented by the first bar in Fig.7.3A.
This bar further shows the proportion of this measure in the three phases:
• when both trajectories are in the same region (i.e. if κ > 14ν − 23 (high region) or if
8ν − 10 > κ > 15.28ν − 13.6 (low region).
• when the trajectories are in different regions.
• when either or both trajectories are in between the regions (in the process of jumping, if
8ν − 10 < κ < 14ν − 23).
The transitions between set2 and set3, set3 and set4, and set4 and set5 were computed similarly
and are shown by the other columns. A two sample t-test between these transition distributions
over 10 subjects showed that the deviation is significantly larger for transitions between these
trials and new forced trials (p<0.001) than for transitions between forced and consecutive free
trials. On the other hand, the first and third columns (p=0.16), as well as the second and fourth
columns, had similar height (p=0.70).
local optimization
As the task requirement did not specify any particular amplitude below the target amplitude,
error cost may be taken to be constant within the high or low region where the amplitude is
within the target level. Proving local minimization in this case is trivial. All the subjects show
a decrease of co-activation in the high region as the trial proceeds, even when the same high
level would have satisfied the task.
However, the subjects may have tried to minimize their wrist movement amplitude even
once inside the target. In this case a more detailed proof of local minimization is required. Fig.
7.6A shows the constant wrist movement amplitude contours. Note that in both the regions,
the contours show the same slope. Except during inter-region jumps, throughout each trial, all
the subjects used trajectories between the theoretical error optimal (red) trajectory and effort
optimal (blue) trajectory (Fig. 7.2A, 7.4) indicating that they minimize both error and effort.
Furthermore, the subject trajectories in the experiment were analyzed. Fig. 7.6A of the main
text shows the constant wrist amplitude contours. In both the high and low regions, where the
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Figure 7.6: The wrist amplitude contour map of the environment (A) shows the
similar depth of the two regions. Note that in both of the regions where the task
is satisfied, the wrist amplitude decreases as the co-activation increases and follows
a slope of -0.118%/s. Schematics of the (theoretical) optimum error minimization
(red line) versus pure energy minimization (blue line) have been plotted. To check
the nature of task mapping (B) five subjects (different color traces) performed
trials with perturbations of increasing frequencies (top panel) followed by a trial
with decreasing frequencies (lower panel). The subject trajectories were similar in
the two trials (p=0.35). When the disturbance frequency was changed abruptly in
the last ten seconds of the trials, the subjects revert back to the co-activation level
(p=0.78) that they had used with the gradual frequency change (orange lines). The
trajectories are plotted as in Fig. 7.2A.
task is satisfied, the contours have a slope of -0.118%/s. Thus at any time point, while a negative
trajectory slope would decrease the co-activation, a slope smaller than -0.118%/s would decrease
the wrist amplitude as well. On the other hand a slope larger then -0.118%/s would decrease
the required co-activation (and hence effort) but will increase the wrist amplitude.
To estimate the slope of the subject trajectories, the period of [30,110]s of each 110 seconds
long trial was fitted with a regression line (The first 30 seconds were left out to avoid the inter
region jump in the regression). The average slope over all the trials across subjects was found
to be -0.252%/s and significantly smaller than the contour slope of -0.118%/s (p<0.002). This
means first that the subjects decreased the wrist co-activation level, and hence effort, as keeping
the same level would keep the red bar inside the yellow target. Second, this means that they
decreased the co-activation level, even if this meant to increase the movement amplitude.
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7.5.8 Testing the mapping memorized by the subjects
A second experiment was designed to investigate the mapping used by the subjects to generate
a co-contraction level fulfilling the task (second line of Table 7.1). To test whether the mapping
was a function of time or frequency, 5 naive subjects performed three trials with a sequence
of increasing frequencies, followed by one trial with decreasing frequencies. The last two trials
are plotted in Fig. 7.6B, one color for each subject. A one sample t-test on the differences (of
each time time point) of muscle co-activation values between the last increasing trial and the
following decreasing trial showed that these trials are not different (p=0.35).
Each of the trials had a sudden frequency jump at the end to test the robustness of this
mapping. A one sample t-test performed on the difference between the co-activation levels
adopted in the two occurrences of the same frequency in a trial (for all 5 subjects), shows that
the subjects used a similar co-activation level (p=0.78) for the two occurrences.
Finally, to check if the inter region jump exhibited by subjects could be prevented by a
wider (inter region) band, 5 subjects performed an experiment with trials similar to the main
experiment but in an environment with a wider inter-region band (third line of Table 7.1). The
detailed trajectories of the subjects are shown in Fig. 7.5. Four of the five subjects refrain from
jumping between regions, probably because the error cost to jump across regions is too high and
prevents the jump. A trajectory difference bar chart was plotted for this experiment, similar to
the one in Fig. 7.2A.
7.5.9 Subject questionnaire
The subjects seemed to be completely unaware of their repetitive behavior. When asked if
they had any particular behavioral strategy during the task, eight of the ten subjects (who
performed the main experiment) replied that they had none and only tried to keep their wrist
movement inside the target as much as possible. The two other subjects replied that they tried
to maintain a constant co-activation level once they saw the task was being satisfied, though
their co-activation level varied over time similar to the other subjects. Seven of the subjects
confirmed that they had no difficulty starting at a given level in the forced trials, while three
replied that they found the first forced trial difficult and the subsequent ones easier, which would
correspond well to the formation of a memory in the first forced trial and its use in subsequent
trials.
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7.5.10 Plots
To trace the trajectory of a subject in a set (Figs. 7.4, 7.5), each trial trajectory was first
averaged every second. The mean of the three trials of a set was plotted, together with the
maximum and minimum of the three trials as error bar.
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Chapter 8
Implementation of a bio-mimetic
force impedance controller on a
robot
Summary
Interaction of a robot with dynamic environments would require continuous
adaptation of force and impedance, which is generally not available in current robot
systems. In contrast, humans learn novel task dynamics with appropriate force and
impedance through the concurrent minimization of error and energy, and exhibit
the ability to modify movement trajectory to comply with obstacle and minimize
forces. This chapter develops a similar automatic motor behavior for a robot, en-
abling simultaneous adaptation of forces, impedance and trajectory, and exhibiting
human-like behaviors in a one degree-of-freedom implementation. In a postural
control task, the robot automatically adapts torque to counter a slow disturbance;
It shifts to increasing its stiffness when the disturbance increases in frequency. In
the presence of rigid obstacles, the robot refrains from increasing force excessively,
and relaxes gradually, but comes back to the desired state when the obstacle is re-
moved. A trajectory tracking task demonstrates that the robot is able to adapt to
different loads during motion. On introduction of a new load, it increases its stiff-
ness to adapt to the load quickly, and then relaxes once the adaptation is complete.
Furthermore, in the presence of an obstacle, the robot adjusts its trajectory to go
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around it.
The implementation described in this chapter is part of the EU-FP7 VIACTORS
project and was done in collaboration with Dr. Alin Albu-Scha¨ffer, Institute of
robotics and mechatronics, DLR, Munich, Germany. Section 8.2 was adapted from
previous publications from Dr. Etienne Burdet.
8.1 Introduction
To interact skillfully with the environment, robots, as humans (Hogan 1984, Burdet et al. 2001),
need to control the force and impedance at the contact points. The force provides power to
perform the task while impedance helps stabilizing the system against disturbances. Most
industrial manipulators use high stiffness trajectory control, as they were primarily conceived
to move in the free space (e.g. to place chocolate in boxes), or were made stiff enough that the
dynamic interaction can be neglected. However, modern lightweight robots will interact with
fragile objects, other machines and humans (Peshkin & Colgate 1999, Lambercy et al. 2007).
Such demanding and varying dynamics requires continuous adaptation of force, impedance, and,
to avoid obstacles, of trajectory (Boy et al. 2007).
If a task has reproducible dynamics, suitable forces to perform it can be learned and com-
pensated for. This is the essence of iterative and adaptive control (Bien & Xu 1998, Slotine
& Li 1991) which were demonstrated in implementations with various robots with nonlinear
dynamics (Niemeyer & Slotine 1991, Burdet et al. 1998). However, learning forces cannot deal
with unpredictable dynamics or instability. Increasing impedance is an efficient strategy to deal
with incorrect forces arising from novel thus unknown dynamics, and can help perform unstable
tasks, e.g. many tasks involving tool use (Rancourt & Hogan 2001). Thus impedance con-
trollers have gained popularity in recent robotics implementation, e.g. (Albu-Scha¨ffer, Ott &
Hirzinger 2007).
While high impedance can increase stability (except in the presence of internal noise which
would be transmitted by the rigidified limb), it expends large energy while resisting disturbances,
and may cause safety issues for the robot and objects or humans interacting with the robot
(Peshkin & Colgate 1999). In fact energy consumption is a major issue for autonomous robots,
e.g. recent humanoids running on limited power from onboard batteries. Learning of the optimal
forces and impedance appropriate to different tasks can help achieve them with minimum error
and least energy, similar to what is seen in humans (Franklin et al. 2008).
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Humans have amazing ability to learn novel tasks with appropriate force and impedance
by concurrent minimization of error and energy (’O’ Sullivan et al. 2009, Tee et al. 2009).
When meeting obstacles, they further modify their reference trajectory (Chib et al. 2006), thus
minimizing forces. Our goal is to develop a similar automatic motor behavior for a robot,
by which it will become able to perform tasks skillfully in changing dynamic interactions, by
learning suitable impedance, force and trajectory.
Our recent studies (Burdet et al. 2001, Franklin et al. 2008) show that human motor control
fulfills about such adaptive properties. In this paper we will first formalize motor adaptation in
humans as appears from our recent study (Tee et al. 2009). We will then adapt this biomimetic
controller on robots, and demonstrate it on typical robot-human interaction tasks. These include
slowly changing and high frequency perturbations in postural and trajectory control tasks, as
well as obstacles met during movements.
Though previous studies proposed iterative tuning of force (Bien & Xu 1998), trajectory
(Jiang et al. 2002) and impedance (Cheah & Wang 1998) separately, our algorithm provides the
first implementation for adapting the three simultaneously, so extends the application field to
tasks requiring adaptation of both force and impedance and present the unique ability to learn
performing unstable tasks successfully and with minimal impedance. We discuss advantages of
our approach relative to model-based and task space control (Khatib 1987) while dealing with
redundant robots.
8.2 Human motor control and learning
8.2.1 Feedforward and feedback control
To model human motor control and learning let us first analyze them from a robotics point
of view. One can observe that when the hand is slightly perturbed during arm movements it
tends to return to the undisturbed trajectory, as if the hand would be connected to a spring
along the planned trajectory (Won & Hogan 1995). This spring-like property stems mainly from
muscle elasticity and the stretch reflex, which produce a restoring force towards the undisturbed
trajectory.
Further, the strength of this spring-like property, or mechanical impedance, increases with
muscle activation (Kirsch et al. 1994) or with endpoint force (Gomi & Osu 1998), such that the
damping ratio is kept constant (Perreault et al. 2004). Therefore, both stiffness and damping
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Figure 8.1: A) The cartoon of a human joint shows how the activation is achieved
with multiple muscles. The difference of activation between the flexor (red) and
extensor (green) muscles generates the joint torque through force. Co-contraction
does not contribute towards joint torque but increases impedance. B) Measured
change of muscle adaptation with muscle space error (Franklin et al. 2008) shows
that both a positive and negative error leads to a increase in both muscles such
that the change of torque minimizes error. If the error is below a certain level
impedance is also increased.
can be adapted to compensate for dynamic environments requiring it (Milner & Cloutier 1993),
though not independently.
To manipulate objects or use tools we have to interact with the environment and compensate
for forces arising from it. To perform skillful control using pure feedback control with the
relatively low impedance produced by musculoskeletal system, the CNS would require complex
desired trajectory (Gomi & Osu 1998). Further, the stabilization provided by reflexes is limited
by a time delay of at least 60ms, which means that in some cases reflexes can create instability
(Jacks et al. 1988). Therefore, there must be some feedforward mechanism to plan the forces
for a task in advance.
In summary, we can assume that each of the motor commands w ≡ (w1 · · ·wi · · ·wN )T for
the N muscles involved in a movement is composed of a feedforward term u and a feedback
term v:
w = u+ v . (8.1)
In contrast to most robots, humans excel in the ability to adapt rapidly to the variable
dynamics of their arm as the hand interacts with the environment. Mussa-Ivaldi and his collab-
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orators have studied this adaptation by letting subjects perform planar arm reaching movements
while interacting with a velocity dependent force field (Shadmehr & Mussa-Ivaldi 1994, Conditt
et al. 1997). They could show that the CNS adapts feedforward control during repeated trials by
compensating for the environment forces, which can be modeled by nonlinear adaptive control
(Kawato et al. 1987, Burdet 1996, Sanner & Kosh 1999).
However, this does not explain how humans can learn unstable tasks common in daily life,
e.g. many tasks involving tool use (Rancourt & Hogan 2001), nor how robots could learn
such tasks. In the last ten years, we have addressed learning of unstable tasks in humans,
in a series of experimental studies, e.g. (Burdet et al. 2001, Franklin, Osu, Burdet, Kawato &
Milner 2003, Franklin, Burdet, Osu, Kawato & Milner 2003, Franklin et al. 2007). We could show
that humans are also able to adapt impedance independently from force by selective activation
of suitable muscles groups. In summary, humans adapt both force and impedance to perform
stable and unstable tasks skillfully (Burdet et al. 2006).
8.2.2 Concurrent minimization of feedback and feedforward
Human joints are actuated by a redundant set of single directional muscle actuators, each of
which can only pull and not push. The resultant activation of different muscles provides torques
on the joint (Fig.8.1A), while muscle forces producing co-contraction are internally canceled
out and do not contribute toward joint torque (Fig.8.1A). However, co-activation contributes
towards the joint impedance, because in each muscle impedance increases with activation (Kirsch
et al. 1994), and impedance add in antagonist muscles, i.e. parallel actuators.
How do humans use these muscle properties to adapt to novel environments? The observa-
tions of learning patterns in (Shadmehr & Mussa-Ivaldi 1994, Burdet et al. 2001) suggest the
following principles of motor adaptation (Franklin et al. 2008):
1. Motor commands to perform a desired action are composed of both the feedforward com-
mand, defined as the component of the motor command learned by repeating an activity,
and the feedback command.
2. The feedforward command is updated from one movement to the next in muscle space as
changes in the neural activation of muscles.
3. This modification of the feedforward command tends to reduce motion error experienced
in the previous movement.
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4. Either muscle stretch or shortening leads to augmentation of muscle activity on the fol-
lowing movement.
5. Muscle activation is reduced with learning.
The first principle was already formulated in Equ.(8.1). Motor learning consists of adapting
feedforward u to insure successful and optimal performance. Principles 2,3,5 mean that motor
learning minimizes movement error and effort. Correspondingly we formulate motor learning
as follows: the feedforward u depends on (positive) activation parameters p, which have to
minimize the function:
V (p) ≡ α
2
vTv + γ
N∑
i=1
pi , α, γ > 0 , (8.2)
where vTv is a cost for movement feedback and
∑
pi for the activation, i.e. for feedforward and
consequently impedance. To illustrate the meaning of the activation parameter, let us present
now the dynamic model structure which we will later focus on:
u(p) ≡ Ψp , (8.3)
This linear function of activity parameters is a very general assumption. It includes for example
the rigid body dynamics model of serial and parallel mechanisms (Codourey & Burdet 1997),
(nonlinear) adaptive control (Burdet 1996), neural networks and muscles synergies (d’Avella
et al. 2006).
Corresponding to above principle 4 and experimental data (Fig.8.1B), for each muscle i, vi
is an increasing function of both stretch and shortening. For simplicity we assume that this
function is linearly increasing in both directions, i.e.
vi = εi,+ + χ εi,− , 0 < χ < 1 , (8.4)
where εi,+ = max{εi, 0} is the positive part and εi,− = (−ε)i,+ the negative part of the feedback
error
εi = pi(ei + δ e˙i) , pi, δ > 0 , (8.5)
where
ei ≡ λr,i − λi (8.6)
is the difference of muscle length λi to the reference length λr,i.
We assume that learning corresponds to the gradient descent minimization of this cost func-
tion, i.e. activation is updated proportionally to the gradient of this function:
4pk ≡ pk+1 − pk=˙ − dV
dp
, (8.7)
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where k is a trial index. The gradient descent update of cost Equ.(8.2) is
∆pk = −dV
dp
= −α
(
∂vki
∂pj
)T
vk − γ

1
...
1

N
, (8.8)
and using Equ.(8.1) with ∂wi/∂pj = 0 ∀(i, j) yields:
4pk = α
(
∂ui
∂pj
)T
vk − γ1N , α, γ > 0 . (8.9)
The second term, −γ1N , producing the same decrease of activation in all parameters pi, is
minimizing the overall activation and thus impedance in a subtle way. If activation i is larger
than activation j, then the smaller, pj , is decreasing relatively faster than the larger, pi. This
enables learning law Equ.(8.9) to realize a winner-take-all scheme selecting the activation direc-
tions that were increased most from α
(
∂ui
∂pj
)T
v. In the initial trials the feedback error is large
and most of the activation modification results from α
(
∂ui
∂pj
)T
v. Later in the learning, optimiza-
tion of impedance is performed from the term −γ1N , producing large decrease of impedance in
the directions less activated, i.e. of small impedance.
8.2.3 Learning law
We focus on the case that the motor command is linear in the activity parameters (Equ.(8.3)).
With this structure the learning law Equ.(8.9) yields
4pk ≡ αΨ(s)Tvk − γ 1N , (8.10)
where s is the state. We recognize the term αΨTv of traditional nonlinear adaptive control
(Slotine & Li 1991), which is now in muscle space (instead of nonredundant joint or hand space
for traditional adaptive control).
Note that the update of each activation depends only on the error and is independent on
the other activations, i.e. no explicit dependence between the activations is needed to regulate
endpoint force and impedance with the coupled and highly nonlinear dynamics of a redundant
multi-neuron, multi-muscle, multi-joint system. As a gradient descent, the minimization with
Equ.(8.10) may converge to a local minimum, however motor noise may provide tunneling to
the global minimum.
How do the force and impedance vary with this scheme? The adaptation law Equ.(8.10), with
the asymmetric V-shaped feedback error Equ.(8.4), can be decomposed into an antisymmetric
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Figure 8.2: The block diagram of the adaptation algorithm elucidates the online
(blue lines) and learning (dashed red lines) signals driving the adaptive feedforward,
impedance and trajectory controller.
proportional function of the feedback error, a symmetric function and a negative bias:
4pk = αΨTεk+ + αχΨTεk− − γ1N (8.11)
=
α
2
(1− χ)ΨTεk + α
2
(1 + χ)ΨT |εk| − γ1N ,
where
|ε| ≡ (|ε1|, . . . , |εi|, . . . , |εN |) (8.12)
is defined componentwise. As it was shown in (Franklin et al. 2008) that a deviation to one
direction is compensated for by a force in the opposite direction in the next trial (principle 3),
hence χ < 1. In this representation, the second term in |ε| increases co-activation in response to
deviation, i.e. increases stability, the first term in ε produces a force opposed to the error, i.e.
compensates for systematic error, and the third term −γ1N removes superfluous (co-)activation.
Therefore, the adaptation of Equ.(8.10) concurrently increases stability, decreases movement
error and decreases effort.
The first term produces a modification of reciprocal activation, and corresponds to the force
regulation algorithms of nonlinear adaptive control (Slotine & Li 1991), iterative control (Bien
& Xu 1998), and previous models of motor learning (Kawato et al. 1987, Burdet 1996, Sanner
& Kosh 1999). The other terms tune the co-activation in all antagonist muscles groups, i.e. our
scheme is extending these algorithms to simultaneous regulation of force and impedance.
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8.3 Automatic motor behavior for robots
In adaptive control (Niemeyer & Slotine 1991, Burdet et al. 1998) index k corresponds to time,
i.e. the dynamic model Ψp is modified during motion. Here we will illustrate the possibility of
this human motor control model when movements are repeated trial after trial, i.e. for iterative
control (Bien & Xu 1998, Burdet et al. 1998), in which case k corresponds to the trial number
and Equ.(8.3) reduces to u ≡ p, thus Ψ ≡ 1.
Similar to the human controller (Equ.(8.1)), the robot controller involves feedforward and
feedback, where now w stands for the overall control torque, u is feedforward torque, and
feedback error is
εk ≡ Kkek +Dke˙k , ek ≡ qkr − qk , (8.13)
where q represents the robot angles vector and the error signal e is calculated with respect to a
flexible reference qr.
Feedforward and mechanical impedance are adapted as in the human controller (Equ.(8.11))
but with a small variation:
uk+1 ≡ µuk + α εk (8.14)
4uk ≡ uk+1 − uk ≡ α εk − (1− µ)uk
4Kk ≡ Kk+1 −Kk ≡ β |εk| − γ1 , α, β, γ > 0 ,
and damping D is changed as a constant relation of stiffness such that 2KijDij =
√
Kij , i.e.
Dkij ≡
1
2
√
Kkij
. (8.15)
The task is specified by a task trajectory qt, which the reference trajectory is initial equal
to. However, this reference trajectory is also modified trial by trial to avoid the feedforward and
feedback to increase too much, e.g. in the presence of an obstacle. The principle behind this
adaptation is the concurrent minimization of feedback and task error, giving rise to the gradient
descent
4qkr ≡ qk+1r − qkr ≡ −δ εk + δ2 (qkt − qkr ) , (8.16)
where δ and δ2 represent the positive weights of the two attractor trajectories and δ >> δ2.
Equ.(8.1) together with Equs.(8.13-8.16) yield the control and adaptation for simultaneous
control and adaptation of trajectory, force and impedance of the robot, as depicted in Fig.8.2.
If we consider the adaptation of activation determining whole movements, the motor com-
mand, activation and state vector are all functions of the time: u ≡ u(t), K ≡ K(t), q ≡ q(t),
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ε ≡ ε(t), t ∈ [0, T ]. In the postural case the time t is reduced to an instant. k is then becoming
the time parameter along which the evolution of all variables is performed.
We first elucidate the adaptive control in a posture control task (Section 8.5.1) and show
that it induces human-like behavior in the robot (Figs.8.4,8.5). This is followed by a learning
experiment to show the adaptation performed by the robot to different loads during movement
(Section 8.5.2) and the trajectory adaptation observed in the presence of an obstacle (Section
8.5.3).
8.4 Robotic implementation
 
0 rad 
0.7  rad LWR link 
load 
Figure 8.3: The DLR light-weight robot (LWR) link and the coordinate system.
The experiments were performed on a 1dof test-setup of the DLR light-weight robot (Albu-
Scha¨ffer, Haddadin, Ott, Stemmer, Wimbo¨ck & Hirzinger 2007). The controllers were imple-
mented on a dSpace controller board with a sampling rate of 2kHz. The interface used torque
feedback to compensate for joint friction and gravity, such that the joint could be regarded as a
high performance torque source (Albu-Scha¨ffer, Ott & Hirzinger 2007).
The parameters used for the posture control experiment were: α = 9.0, β = 0.2, γ =
0.0327, δ = 6.2e−5, δ2 = 2.48e−5 µ = 0.8. These were chosen by trial and error so that the
behavior is roughly similar to humans (Ganesh, Haruno & Burdet 2008), but may be tuned as
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per requirements. The relative values of α, β and γ determined the disturbance acceleration
threshold at which the impedance change dominates force change and was chosen as 2rad/s2
(0.1 rad, 3 Hz) for this experiment. γ also determined the rate of relaxation in the absence
of perturbations and was tuned so as to make the robot relax completely in about 3 sec. The
values of δ and δ2 required to be low compared to α to ensure stability, while being large enough
to enable a notable change in the reference trajectory in the limited experiment time. The
parameter µ determines the rate of decrease of force. It is more important in the late stage of
learning and can be adjusted to determine the steady state contact force.
The parameters for trajectory control experiment: α = 1.0, β = 0.95, γ = 1.5, δ = 0.03,
δ2 = 0.006 and µ = 0.8 were chosen in a similar manner. The chosen value of α ensured that
the robot learns a perturbation only if it repeats for three or more trials and hence helped in
rejecting noise (due to random disturbances). A relatively higher β and γ values were chosen in
the trajectory experiment to get a fast increase in impedance in case of task errors and a fast
decrease once the error in learnt.
In both implementations the stiffness K was bounded between 5Nm and 100Nm.
8.5 Experiments and results
8.5.1 Postural control
In this experiment the robot attempts to maintain its position at 0o (Fig.8.4A) while pertur-
bations of low (green in Fig.8.4A) or high (orange in Fig.8.4A) frequency are applied on the
robot. The robot adapts to the vibration by changing the applied torque (Fig.8.4B) or im-
pedance (Fig.8.4C) to minimize the deviation. When the force perturbation changes slowly,
the robot applies a counter torque to reduce the deviation, with little change of impedance.
However, when the perturbation frequency is higher, the robot no longer counters with torque
but automatically increases its stiffness to reduce the deviation. This behavior is similar to that
observed in humans doing a similar task (Ganesh, Burdet, Haruno & Kawato 2008).
When there is a position perturbation due to an obstacle (green section of Fig.8.5A), the
controller immediately increases stiffness and then torque to bring the robot end effector back,
but after a particular level, the torque is no longer increased. Instead the controller adapts the
reference trajectory while reducing the torque (Fig.8.5B). When the obstacle is removed, the
end-effector slowly moves back to the original position.
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Figure 8.4: Adaptation in posture control. The robot automatically tends to main-
tain its position (blue trace of (A)) at the start position (0.05 radians) in the
presence of low frequency (green region) by adapting the torque (B) and reacts
to high frequency (orange) perturbations by increasing stiffness (C). Note that the
damping increased as a constant ratio of
√
stiffness.
8.5.2 Trajectory control
The second experiment tests the adaptation to loads by the robot while it aims to move repeti-
tively between 0 radians and 0.7 radians (red trace of Fig.8.6). The experiment starts with the
robot at 0 degrees and with an unknown load fixed to the link, which causes a deviation from
the reference trajectory which is reduced in 5 trials, by adaptation. In the 6th trial an extension
spring is attached to the link and reduces the movement amplitude (orange region in Fig.8.6A).
However the robot again learns the required torque (Fig.8.6B) to achieve the movement task in
about 9 movements. The spring is then removed in the 15th trial (green region in Fig.8.6A),
causing an overshoot, after which the robot readapts to have the torque levels similar to that
before the spring addition.
Fig.8.6B) shows the underlying torque adaptation and Fig.8.6C the adaptation of the stiffness
of the robot during the experiment. The stiffness is initially high but the end-effector becomes
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Figure 8.5: Adaptation of postural control to obstacle. In the presence of a rigid
obstacle (green region), the robot suffers a position perturbation (blue trace of A),
which is accompanied by a sharp increase of impedance (B), follow by an increase
of torque (C). The flexible reference (red trace of A) slowly shifts to prevent the
torque from increasing too much (B). When the obstacle is removed, the robot
position and reference slowly shift back to the original start position.
more compliant as the robot adapts to the unknown load. When the spring is added, the robot in-
creases its stiffness to adapt quickly to the error induced. However, as the robot adapts, the stiff-
ness is reduced again. When the spring is suddenly removed, leading to a error in the task, stiff-
ness again increases and then reduces as it is readapted. The video file showing posture control
and trajectory adaptation may be viewed at http://www.cns.atr.jp/˜.gganesh/robot learning.rar.
8.5.3 Obstacle avoidance
In order to test the trajectory adaptation by the algorithm in the presence of an obstacle, we
use a ramp up and down as obstacle (green trace in Fig.8.7) added to the original plan (dashed
red trace) of the robot movement. When the obstacle is suddenly removed in the 5th adaptation
trial, the movement is reduced by as much as it was increased due to adaptation, mirroring the
132
Figure 8.6: Trajectory control adaptation. Starting with an unknown load, the
periodic robot movement (blue trace of A) adapts to follow the reference (red trace
of A) in the first 4 cycles/trails. On addition (orange) and removal (green) of a
spring load, there is initially an error which is compensated with trials by the change
of the torque applied by the robot (B). The impedance of the robot (indicated by the
position gain in C) increases every time there is novel thus unpredictable dynamics
but falls once the appropriate torque profile is adapted i.e. when the task is learnt.
obstacle (dashed blue trace). This behavior shows that the robot initially tries to increase the
torque to counter the obstacle.
The obstacle is then re-introduced from the 6th trial on. When the obstacle is removed in
the 25th trial the robot movement (blue trace) and plan (red trace) can be clearly seen to have
adapted to the shape of the obstacle. The robot movement (blue trace) lies to the right of the
plan (red trace), indicating that the robot still applies some contact force onto the obstacle after
25 trials. This behavior is similar to the adaptation observed in humans (Chib et al. 2006).
In robots, this automatically adapts motion control while gently interacting with the obstacle
surface.
133
Figure 8.7: Obstacle avoidance. The robot was presented with a (rigid) obstacle
(green trace), such that the reference trajectory (dashed red trace) cannot be fol-
lowed on this place. On removal of the obstacle after 5 trials, robot movement
(dashed blue trace) mirrored the obstacle. After 25 adaptation trials the robot
movement (blue trace) and reference (red trace) adapt to the shape of the obstacle.
8.6 Discussion
Robots interacting with dynamic environments require to continuously adapt their position, force
and impedance depending on the requirements of the task. Traditionally this was solved using
nonlinear model based control and design approaches (Hogan 1985, Yoshikawa et al. 1988, Albu-
Scha¨ffer, Ott & Hirzinger 2007). However, due to parametric uncertainties it is difficult to get
an accurate model of robot dynamics. Further, it is hardly possible to model the interaction
with an unknown environment. However, unlike robot dynamics, environment dynamics may
be time variant and thus require continuous model adaptation. Thus robot performance was
shown to be better when the robot model is learnt during motion than computed from design
and material information (Burdet & Codoury 1998).
Robot manipulation is usually employed to perform repetitive tasks. Even if a robot, naive
to its dynamics and that of its environment, is initially unsuccessful in a task, it can use the
knowledge gained in previous trials to gradually improve the next one through learning of a
feedforward, which corresponds to a model of the robot dynamics and its environment. This
is the basic observation of motor learning in animals, including humans (Shadmehr & Mussa-
Ivaldi 1994, Burdet et al. 2001, Franklin et al. 2008) and is similar to the concept of iterative
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learning proposed in robotics (Bien & Xu 1998, Arimoto et al. 1984, Burdet et al. 1998).
Forces/torques help generate robot motions while impedance is important to maintaining
stability against disturbances. Adapting force and impedance as per the requirement of an en-
vironment helps maximizing interaction safety and minimizing energy consumption. Trajectory
adaptation, on the other hand, helps robots to change motion dependant on the changes in the
environment such as the introduction of an obstacle. Though theoretically force and trajectory
adaptations may not be considered independent, because the impedance acts about the trajec-
tory as reference, it is practical to separate them in order to distinguish movement related forces
from interaction forces.
While iterative tuning of force (Bien & Xu 1998), trajectory (Jiang et al. 2002) and im-
pedance (Cheah & Wang 1998) were proposed separately in previous studies, our algorithm
combines iterative feed-forward learning and adaptive impedance control, to give the first im-
plementation for adapting the three functions simultaneously. This generalizes the applications
field to tasks requiring simultaneous adaptation of force and impedance, e.g. most tasks per-
formed in interaction with the environment.
While previous iterative algorithms try to converge the robot states to the predefined desired
force (Qiaoa et al. 1999), position (Moore et al. 1989, Wang & McClamroch 1997) or impedance
(Cheah & Wang 1998). In contrast, our algorithm proposes a flexible-supervised approach where
the reference trajectory values are not rigid and themselves change with time so as to minimize
the task error, forces and energy. Simultaneously the error with respect to the flexible reference
is used to tune the force and impedance values. However our algorithm does require an initial
reference trajectory at each joint. As this trajectory is kinematic, it may be ideally achieved
by higher level processes like imitation learning, similar to what has been observed in humans
(Shea 2009).
An important feature of the algorithm is the proposition to implement independent learning
in each joint. In the presence of the initial rough reference trajectories, this enables the algorithm
to also deal with joint redundancies, optimizing the trajectories to minimize task error and energy
in the neighborhood on the provided reference. While task space implementations (Khatib 1987)
have to rely on a model to distribute task space errors/forces to the redundant joints, our
algorithm utilizes the available sensory signals to do this automatically. That is, initially the
robot joints follow a set of joint space reference trajectories such that the task space error is
satisfied. When a task space obstacle/error is introduced, it is reflected at individual joints
depending on the current joint impedances, kinematics and dynamics. As the individual joints
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adapt to reduce their error, the task space error is also reduced. Thus the correction is achieved
without requiring any prior model. Furthermore, regulation of error distribution in the (possibly
redundant) joints can give desirable properties :
• Learning is prevented in all the joints for every error. Thus if in some orientation a
particular joint does/can not contribute to compensating a task space error (for example
a joint in singularity), then as the task space error will not be reflected in that joint, it
will not perform any adaptation.
• The larger inertia of the heavier and stronger joints would automatically prevent them
learning from high frequency disturbances which would be compensated by the lighter
joints. Thus keeping the stronger joints more compliant, and increasing collision safety.
• At the same time a slow task error will be amplified in the joints farther away (usually the
stronger ones) due to the large moment arm from the end effector, thus making learning
faster.
• Disturbances in joint space may lead to instabilities in a task based controller (especially
when this joint is near a singularity). Our joint space controller can handle both joint and
task space disturbances.
During interaction with objects and humans, while a compliant robot provides a safe inter-
action for the robot and the obstacles (Sanes et al. 2007), control of contact forces can provide
a stable contact. Thus task space force control (Villani & De Schutter 2008) and impedance
control (Hogan 1985, Albu-Scha¨ffer, Ott & Hirzinger 2007) are some popular control structures
proposed for such tasks. Even though our algorithm does not perform force control directly, it
can learn obstacle following properties similar to that seen with force control while retaining the
disturbance robustness properties of impedance control. This behavior can be observed in Fig.
8.7 where the incomplete convergence of the reference (solid red trace), due to the presence of
two attractors (Eqn. 8.16), leads to maintenance of a contact force between the obstacle and
robot. Due to the presence of this contact force, on obstacle removal, the robot movement (solid
blue trace) lies inside the obstacle.
The contact force on the surface in the 1 DOF case may be obtained by setting Equ.(8.15)
and Equ.(8.16) to zero and is given by
Fc =
αKmin δ2
µ δ
(qt − qr)L , (8.17)
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where Kmin represents the minimum stiffness allowed for the joint and L is the link length.
In the case of a multi-joint system while a contact force will still be kept, its magnitude will
also dependent on the robot kinematics. If required, the magnitude of the contact force can be
controlled by the relative strength of the attractor trajectories of Equ.(8.16).
A significant advantage of our algorithm over existing impedance adaptation algorithms
(Cheah & Wang 1998, Huang et al. 1988) is in its ability to deal with unstable environments
(Burdet et al. 2006) where task error can fluctuate randomly. In traditional iterative or adaptive
control, as the learning is related to feedback, random trial errors in different directions can lead
to the cancelation of model from the previous trials (Franklin et al. 2008, Tee et al. 2009). In
the proposed algorithm, any error , irrespective of its direction, leads to an initial increase in
impedance which helps reduce the error and promotes the iterative learning of force. Once the
appropriate forces are learnt, the task error is reduced, which in turn leads to a decrease in
impedance to levels which still keep the system stable. Implementation of the algorithm in a
multi-joint system will also give automatic spatial tuning of task impedance as seen in humans
(Burdet et al. 2001, Franklin, Burdet, Osu, Kawato & Milner 2003), where impedance is adapted
to be large only in specific directions as required by the task.
137
Chapter 9
Conclusions
Mechanisms of motor learning: by humans, for robots
For us engineers and scientists, it is amazing to observe how the central nervous system (CNS)
integrates various sensory signals to control the complex system of the human body and learn
motor tasks. Even a human baby is able to exhibit better motor control and adaptation than
the best of our robots. This shows that there still is a lot to be learnt from the human CNS in
terms of its functions and limitations. This knowledge will advance the field of neuroscience and
also help in development of better devices and strategies for rehabilitation and sports training.
Understanding and modeling of the CNS will also help developing bio-mimetic robots in the
future. Making robots bio-mimetic does not imply making them physically similar to humans,
but adopting principles of human motor control and learning. These principles can then be used
by robots to develop their own unique control strategies suited for their individual design and
task.
At the same time, implementing the human behavior on a robot system gives us a way to test
neuroscience findings. While simulations can give some ideas of the validity of computational
models we may make from human studies, they can never completely model the stochastic,
ever-changing conditions of the real world. Robot implementations show that a computational
model is robust enough to work and adapt to real systems and environments, thus ratifying their
correctness.
Therefore we come a full circle where mechanisms of motor control employed by humans,
and used for robots, can help verify the validity of the mechanisms for humans and lead to
robotic behaviors with human-like qualities such as flexibility and adaptability to a changing
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Figure 9.1: Bicycle example: The rider’s arms which transfer vibration from the
cycle (x) to the rider (y) may be considered as a second order linear time-variant
system. If the vibration frequency nears the resonance of the arm(orange dashed
trace) the vibrations passed to the rider increase in amplitude. The rider can reduce
the vibration by either relaxing or stiffening his arms.
environment. This circle can act as positive feedback for future development of the fields of
control in both humans and robots.
In this context, this thesis investigated aspects of motor control and motor learning in hu-
mans, both at system and neural levels. The control and adaptation of force and impedance
in humans were investigated through two motor imaging and one psychophysical experiments.
Novel techniques developed before (as described in Chapter 2) and as part of this project (Chap-
ters 4 and 3) aided in the two imaging experiments described in Chapters 5 and 6. Further,
findings about force/impedance control in humans were used to develop a novel adaptive motor
control behavior for a robot (Chapter 8).
Extensions of this work
The investigation of force and co-activation control of Chapter 5 suggested that the premotor
cortex may be involved in the modular control of muscles, with the dorsal regions being correlated
to the external force and parts of the ventral regions correlated to the co-activation. This yields
a unified explanation for the premotor activations observed in many previous studies. In the
future, I plan to extend the experiment conditions to include simultaneous control of force and
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co-activation. This would also enable a detailed analysis of the brain activity using the sparse
regression method of Chapter 3.
Chapter 6 introduced a new methodology that enabled isolation of the spatio-temporal
features and differences of brain activations during force field and visuomotor rotation learning
by humans. The analysis yielded the temporal evolution of brain activation and looked at which
areas are active in the different stages of learning. It is however difficult to associate the different
brain activations with individual physiological parameters. However, as the next step, I plan
to analyze the details of temporal profiles of individual voxels. I want to isolate the power in
the learning harmonics of each voxel and use inverse fourier transform to look at the temporal
profile of the voxel activity. A spatial mapping can then be obtained for individual temporal
profiles and may give clues about possible functional connections between these regions.
While large impedance generally stabilizes the limbs, it also increases the resonance prop-
erties of limbs. Thus in real life we sometimes encounter tasks in which a particular range of
impedance makes the system unstable. For example, while riding down a bumpy road a subject
can either relax or increase his impedance to stabilize his body (Fig. 9.1). Impedance regu-
lation experiments can thus provide realistic paradigms to investigate error-effort optimization
in multiple solution environments. In this context, Chapter 7 described probably the first such
experiment which showed that humans do not always take the low energy low effort strategy.
Motor adaptation largely depends on motor memory. While the experiment of Chapter 7 focused
on posture stabilization, I plan to develop experiments in order to investigate the influence of
memory on movement tasks.
Finally Chapter 8 implemented a bio-mimetic algorithm in a robot system. The implemen-
tation adapts the force and impedance of the robot through individual parallel control, arguably
similar to what we observed in humans (Chapter 5). As part of the EU-FP7 VIACTORS project,
I plan to extend this implementation to a multi-joint and kinematically redundant robot arm
which would give spatio-temporal shaping of impedance and trajectory like that reported in
humans (Burdet et al. 2001, Chib et al. 2006). A two level implementation of this algorithm
will enable control and adaptation in multi-robot systems including multi-fingered hands and
collaborative robot environments. The algorithm still requires initial trajectory to start the
learning process, which itself may be learnt using a higher level processes like imitation learning
from human teachers.
In the present implementation, the robot invariably increases impedance when error increases
and there is no active decrease of impedance. However the study of Chapter 7 suggested to
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implement a system where the robot can learn to decrease impedance when appropriate. A
memory effect similar to that observed in humans may be very useful for implementations of
imitation learning in robots.
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