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Abstract
This PhD project is on the algorithmic aspects of synthesis planning and mass spec-
trometry; two separate chemical problems concerning the understanding of molecules
and how these behave.
Part I: In synthesis planning, the goal is to synthesize a target molecule from
available starting materials, possibly optimizing costs such as price or environmental
impact of the process. Current algorithmic approaches to synthesis planning are
usually based on selecting a bond set and finding a single good plan among those
induced by it.
We demonstrate that synthesis planning can be phrased as a combinatorial opti-
mization problem on hypergraphs, not necessarily using a pre-defined bond set. For
this, individual synthesis plans are modeled as directed hyperpaths embedded in a hy-
pergraph of reactions (HoR) representing the chemistry of interest. As a consequence,
application of a know polynomial time algorithm to find the K shortest hyperpaths
yields the K best synthesis plans for a given target molecule. To this end, classical
quality measures are discussed.
Having K good plans to choose from has several benefits: It makes the synthesis
planning process much more robust when in later stages adding further chemical
details, it allows one to combine several notions of cost, and it provides a way to deal
with imprecise yield estimates.
An empirical study of our method illustrates the limitations of what a chemist
can expect is feasible to compute, as well as the practical value of our method for
cases where yield estimates are imprecise or unknown. To illustrate the realism of
the approach, synthesis plans from our abstraction level are compared with detailed
chemical synthesis plans from the literature. For this, a synthesis plan for Wieland-
Miescher ketone and a synthesis plan for lysergic acid are used.
In addition, equivalence of our structural definition of a hyperpath and two defi-
nitions from the hypergraph literature is shown.
Part II: Mass spectrometry is an analytic technique for characterizing molecules
and molecular mixtures, by gaining knowledge of their structure and composition from
the way they fragment. In a mass spectrometer, molecules or molecular mixtures are
ionized and fragmented, and the abundances of the different fragment masses are
measured, resulting in so-called mass spectra.
We suggest a new road map improving the current state-of-the art in computa-
tional methods for mass spectrometry. The main focus is on increasing the chemical
realism of the modeling of the fragmentation process. Two core ingredients for this
are i) describing the individual fragmentation reactions via graph transformation rules
and ii) expressing the dynamics of the system via reaction rates and quasi-equilibrium
theory. Graph transformation rules are used both for specifying the possible core frag-
mentation reactions, and for characterizing the reaction sites when learning values for
the rates. We believe that this model describes chemical mechanisms more accu-
rately than previous ones, and that this can lead to both better spectrum prediction
and more explanatory power. Our modeling of system dynamics also allows better
separation of instrument dependent and instrument independent parameters of the
model.
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Introduction
Understanding chemical processes is important for industry and academia
alike, as it supports the ability to answer big questions in numerous re-
search areas, ranging from development of drugs to cure diseases [Hunziker
et al. 2016, Reymond & Awale 2012], to green chemistry [Anastas & Egh-
bali 2010], space exploration [Hoffman et al. 2010] and to questions regarding
the origin of life [Ruiz-Mirazo et al. 2014].
This PhD project is on the algorithmic aspects of synthesis planning and
mass spectrometry; two separate chemical problems concerning the under-
standing of molecules and how these behave. From a modeling perspective,
synthesis planning has at its goal to assemble smaller molecules into larger
ones, while mass spectrometry is concerned with how molecules break into
smaller fragments. For this reason the thesis it divided into two parts: Part I
explores synthesis planning, while Part II is on mass spectrometry.
Below, the two parts are introduced, before we proceed to describe the
overall model of chemistry they share, in Chapter 2.
1.1 Thesis Outline
Part I: Synthesis Planning
Part I consists of four chapters.
In Chapter 3, an introduction to formal synthesis planning and the previous
work conducted on the subject is presented.
In Chapter 4, a new, better model for synthesis plans and the chemistry in
question is described. The model enables computation of the K best synthesis
plans efficiently, by application of a known algorithm for optimal hyperpath
computation. To this end, two traditional quality measures for synthesis plans
are discussed: Total Weight of Starting materials (TW) has previously been
used for ranking synthesis plans. The connection between the different defi-
nitions used is discussed, and it is rephrased inductively such that it may be
used for our method. The quality measure External Path Length is also dis-
cussed and shown to have a certain peculiarity that makes its use for ranking
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synthesis plans questionable. Finally, an algorithm for constructing a HoR
efficiently is given, for cases where the HoR is not known in advance.
In Chapter 5, an empirical study of the method described in Chapter 4
is carried out. The study seeks to give insight on the limitations of what a
chemist can expect is feasible to compute. In addition, the effects of different
values of yield to the ranking of plans is illustrated, which leads to a discussion
on how the method may be used in cases where yield estimates are imprecise
or unknown.
In Chapter 6, a comparison of synthesis plans from our abstraction level to
detailed chemical synthesis plans from the literature is given, and the realism
of the approach is discussed. Two examples are used: a synthesis plan for
Wieland-Miescher ketone and a synthesis plan for lysergic acid.
In Chapter 7, it it shown that the definition of a directed hyperpath in a
B-hypergraph used for synthesis planning is a structural version of a definition
from the hyperpath literature.
Part II: Mass Spectrometry
Part II consists of two chapters.
Chapter 8 introduces mass spectrometry and outline previous research.
Chapter 9 holds a new road map improving the current computational
methods for the prediction of mass spectra. First, the formal model for graph
transformation rules and strategy frameworks is described, followed by an
overview of how fragmentation graphs are used to predict mass spectra. Then
it is shown how graph transformation can be used to compute the fragmenta-
tion graphs of molecules. A new model for systems dynamics is given, together
with an outline of how the rates and other parameters can be learned from
mass spectrometry data and then used to predict spectra of further molecules.
Outlook
In Chapter 10, the thesis is summarized and concluding remarks are provided.
2
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Chemical Model
In this chapter, we will briefly describe the overall model we use for chemistry.
Following many other before us, we model molecules at undirected, labeled
graphs where labels are atom types. We model a chemical reaction network
as a directed hypergraph H = (V,E), where V is a set of vertices with unique
vertex labels that are molecules, and E is a set of hyperarcs. Each hyperarc
connects a multiset of vertices, its tail, to a multiset of vertices, its head, and
models a chemical reaction. The tail of the hyperarc therefore consists of
the reactants of the chemical reaction and its head consists of the products.
An example is given in Figure 2.1: On the top, a chemical reaction and its
reverse reaction are depicted. The molecules are labeled graphs, following
the consensus that the labels of carbons may be omitted. On the bottom,
the reactions are depicted as hyperarcs. Figure 2.2 depicts a small chemical
reaction network that includes the reactions from Figure 2.1. Note how each
vertex has a unique label.
At its core, this describes the basis of how we model chemistry. This model
may however be specialized in various ways for specific problems. For instance,
chemical systems normally need to be mass conserving, so each chemical re-
action may only rearrange the atoms and bonds of the reactants—the total
CH2 O +
OH OH →
O
OH
OH
O
OH
OH
CH2 O
OH OH
O
OH
OH → CH2 O + OH OH
O
OH
OH
CH2 O
OH OH
Figure 2.1: A chemical reaction and its reverse, together with their depictions
as hyperarcs. The molecules are labeled graphs, where labels are atom types.
We follow the consensus that the labels of carbons and implicit hydrogens may
be omitted.
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OH
OH
OH
O
OH
OH
O
OH
OH
OH
OH
OH OH
CH2 O
OH O
Figure 2.2: A small chemical reaction network including the reactions from
Figure 2.1. Each vertex has a unique label.
mass of the reactants must be equal to the total mass of the products. But for
some problems or parts of some problems, e.g. synthesis planning and mass
spectrometry, this can be abstracted away because some molecules, or even
atoms, are less essential to the problem in question than others. Generally,
we would like to specialize the model for the specific problems we consider,
such that its balanced in that it captures enough chemical details to be mean-
ingful and accurate, but abstracts away unessential chemical details so we
can efficiently compute solutions to them. This is necessary because chemical
reaction networks often model chemical systems that are both complex and
large [Andersen et al. 2017].
From the perspective of synthesis and fragmentation, note that these prob-
lems are concerned with assembly and disassembly of molecules, respectively.
Therefore, we use specific types of hypergraphs for the two problems:
For synthesis planning, the prime task is to construct the skeleton of the
target molecule [Hoffmann 2009], so it is common to focus on reactions that
construct parts of this skeleton, so-called construction reactions (more on this
in Chapter 3). Only structural skeletons of molecules that contribute atoms to
the target chemical structure are included in the model; side products as well
as functional groups are abstracted away. Therefore, a reaction in the context
of synthesis planning has up to two reactants but only one product, yielding
a hyperarc representation which is backward hyperarc or B-hyperarc [Gallo
et al. 1993], a hyperarc with one element in its head. An example is depicted
in Figure 2.3, and the reaction from Figure 2.1(left) is also modeled using a
B-hyperarc. Hypergraphs with only B-hyperarcs are called B-hypergraphs,
and these will be the used for Part I on synthesis planning. Note, that we will
4
NN
C
C
N
C
N
C
Figure 2.3: A reaction from a synthesis plan. The reactants are assembled
into one product molecule. This i modeled as a B-hyperarc.
N
OH+
N CH+ H2O
N
OH+
N CH+
Figure 2.4: A fragmentation: one charged molecule disconnects into two frag-
ments. This is modeled by an F-hyperarc. Because only charged molecules
are measured by a mass spectrometer, H2O is further abstracted away, and
the hyperarc simply becomes an arc.
only use the terminology of B-hyperarcs and B-hypergraphs explicitly when
lack thereof will call for confusion.
Conversely, when modeling fragmentation of molecules, a reaction has
one reactant, the molecule that undergoes fragmentation, and two products,
namely the fragments. Therefore, a fragmentation reaction can be modeled as
a so-called forward-arc (F-hyperarc), with only one element in its tail [Gallo
et al. 1993]. An example is given in Figure 2.4(left) and the reaction from
Figure 2.1(right) is also modeled as a F-hyperarc.
For fragmentation in mass spectrometry, the structural model is abstracted
even further. As we will explain in Chapter 8, molecules are charged when
undergoing fragmentation, and a mass spectrometer only measures charged
fragments, others are considered neutral loss and are therefore disregarded
from part of the model. The result is a (non-hyper) arc, see Figure 2.4(right).
Another way to specialize the model is to decorate hyperarcs with addi-
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tional chemical details like reaction yield (we will do this in Part I on synthesis
planning) or lists of characteristics aiming to describe the local neighborhoods
of reaction sites (we will do this in Part II on mass spectrometry). We will
spare the further details in this chapter, and explain how directed hypergraphs
are used for each of the two specific problems in the their respective parts.
There, we will also discuss how to construct them in the two settings, whether
that be based on chemical databases such as SciFinder [SciFinder 2018] or
Reaxys [Reaxys 2018], or using generative chemistry such as graph transfor-
mation systems [Andersen et al. 2016].
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Introduction to Synthesis
Planning
This chapter is based on [Fagerberg et al. 2018b].
Synthesis planning is a core problem in chemistry, first treated as com-
putational problem by Corey in the late sixties [Corey & Wipke 1969]. The
objective is to find a way to synthesize a given target molecule from avail-
able starting materials, possibly optimizing costs such as amount of materials,
price, or environmental impact of the process.
3.1 Previous Work
Synthesis planning is still regarded as somewhat of an art form, although at-
tempts have been made over several decades at applying formal approaches and
computational methods [Hendrickson et al. 1981, Todd 2005, Andraos 2012,
Rücker et al. 2004, Bertz & Sommer 1993, Hoffmann 2009, Hendrickson 1977,
Smith 1997, Bertz 2003, Gelernter et al. 1977, Corey & Wipke 1969, Corey
et al. 1975, Corey & Cheng 1995, Nowak & Fic 2012, Hendrickson 2002]. These
attempts have focused on models of synthesis plans, quality measures for rank-
ing such plans, and algorithms for finding the best plan among several possible
plans.
An early contribution towards an automated approach for synthesis plan-
ning is retrosynthetic analysis. It was introduced by Corey [Corey &Wipke 1969,
Corey et al. 1975, Corey & Cheng 1995] in 1969 as part of a formalization of the
rules of synthesis used in the development of the computer program LHASA
(Logic and heuristics Applied to Synthetic Analysis). Retrosynthetic analysis
is a top-down approach to synthesis planning, which governs the selection of
the chemical bonds to be involved in the synthesis by using heuristics for-
mulated to mimic a chemist’s reasoning. The basic idea is simple: Starting
with the target chemical structure, split the molecule by removing a bond in-
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dicated by the heuristic. Then recursively continue on the generated smaller
molecules until sufficiently simple or commercially available starting materi-
als have been found. As an alternative to using heuristics trying to mimic
the choices of chemists, Bertz [Bertz & Sommer 1993, Bertz 2003] suggested
choosing bonds by minimizing the graph theoretical molecular complexity of
the resulting precursor molecules. Other approaches include choosing bonds
based on the existence of substructures of the target molecule that are iso-
morphic to easily accessible or available molecules found in libraries [Wipke
& Rogers 1984, Hanessian et al. 1990, Mehta et al. 1998, Gillet et al. 1995].
An overview of programs for synthesis planning based on retrosynthesis can
be found in [Todd 2005, Nowak & Fic 2012].
A major drawback of retrosynthesis, however, is that it is a greedy ap-
proach. In the attempt to make good choices during the retrosynthetic top-
down recursion, it leaves out synthesis plans with costly last steps but much
better first steps. Consequently, plans found using a retrosynthetic approach
are not necessarily optimal plans according to quality measures for synthesis
plans.
The previous line of work closest to the work presented in this thesis is by
Hendrickson [Hendrickson 1977] and by Smith [Smith 1997]. They both focus
on graph based descriptions of synthesis plans, and on formal quality mea-
sures of these plans. Hendrickson [Hendrickson 1977] models synthesis plans
as binary trees, and defines quality measures based on convergency [Velluz
et al. 1967], which essentially is how balanced the tree is. The rationale for
this quality measure is that the more balanced the tree for a plan is, the fewer
reactions the average starting material will take part in, either directly or as
part of larger molecules in later reactions. All reactions incur some loss, and
the strategy aims at reducing this loss. Smith [Smith 1997] models synthesis
plans as hypergraphs, and defines quality measures more explicitly based on
the actual loss incurred by each reaction. In both papers, the focus is on
finding a single best plan according to the quality measure in question. Smith
explicitly gives an algorithm based on dynamic programming for finding this
in his setting.
In terms of programs for synthesis planning, Hendrickson’s line of work
has led to a program SynGen (Synthetic Generator) [Hendrickson 2002]. This
program retrosynthetically expands all possible ways to synthesize the carbon
skeleton of the target molecule, offering different ways to assist selection of
plans after they have been computed. As the program enumerates all plans,
it is computationally costly even for synthesis plans of depth three [Hendrick-
son 2002].
A concept somewhat related to synthesis planning is finding pathways in
metabolic networks, see e.g. [Kim et al. 2017] for a recent review. The work
most closely related to ours is [Carbonell et al. 2012], which models metabolic
pathways as a type of hyperpaths and gives a method for enumerating path-
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ways between a set of source compounds and a target compound in the net-
work. However, their algorithm enumerates all pathways, not the K best
according to a quality measure. Other papers reviewed in [Kim et al. 2017] do
consider finding pathways in ranked order, but the modeling there is as simple
paths in standard graphs.
3.2 Contribution
Our work on synthesis planning can be said to extend the methods of Smith
and Hendrickson. The starting point is the observation that computing a single
good plan does not always suffice: Models of synthesis plans and definitions of
quality measures necessarily leave out many real-world details, and the best
plan according to a given choice of model and quality measure may turn out
to be infeasible when later adding further chemical details to the plan. A
more robust strategy would be to instead find a number of good plans from
which the practitioner can choose based on additional chemical knowledge and
wet-lab feasibility. We believe that such a strategy can significantly increase
the practical value of formal synthesis planning. Generating and evaluating
all possible plans is a natural approach, but this is highly inefficient due to
the combinatorial explosion in the number of plans. In Chapter 4, we make
the strategy feasible by providing an efficient method for finding the K best
synthesis plans, for any number K.
Our approach is based on representing the set of chemical reactions under
interest as a directed B-hypergraph (also done by [Smith 1997]). We demon-
strate that synthesis plans correspond exactly to the concept of hyperpaths1
in such hypergraphs. This in turn allows us to exploit an existing polynomial
time algorithm [Nielsen et al. 2005] for finding the K shortest hyperpaths in a
B-hypergraph—to our knowledge the first use of this algorithm in a chemical
context. The result is a big improvement in the computational complexity of
ranked enumeration of synthesis plans, which is our core contribution.
Besides adding robustness to synthesis planning, the strategy also enables
an easy way to find plans that are optimized according to more than one
quality measure: compute a set of the best plans for each measure and output
their intersection. Another feature of our approach is that it is not restricted to
using a so-called bond set (many existing methods in formal synthesis planning
are based on bond sets), but it has larger flexibility in terms of modeling the
set of reactions available. For instance, one may ask for optimal synthesis
plans with a given number of construction reaction, without specifying any
bonds in advance.
We also do an empirical study of our approach and hope that this will give
chemists an idea of what to expect when using it in a new setting. We find that
1Not to be confused with the simpler concept of (non-hyper) paths in the often used
bipartite graph representation of hypergraphs.
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the runtime of the algorithm behaves linearly in practice when used on HoRs
and that the limiting factor of our approach is memory rather than runtime.
We test how the ranking of plans depends on the yields of reactions. In cases
when yield estimates are imprecise or unknown, one can use intersections of
sets of good plans for several values of yield estimates, in order to obtain plans
stable against variance in the actual yields obtained.
Along the way, we also demonstrate that one of the known classical quality
measures has a built-in inconsistency which could render its use in synthesis
planning questionable, and we introduce a more clear way to define a hyper-
path and show that it is equivalent to prior definitions.
3.3 Synthesis Planning Basics
A synthesis plan describes a way to synthesize a given target molecule from
available starting materials by a set of chemical reactions. There are two
main types of reactions [Hendrickson 1977]: construction reactions, which
create new carbon-carbon bonds in the target’s skeleton, and functionalization
reactions, which alter the functional groups attached to the skeleton but do
not alter the skeleton itself. Synthesis planning often proceeds in two phases,
the first of which is identification of a set of construction reactions, and the
second is consideration of functionalization reactions. The rationale for using
such a two phase procedure (from fewer to more chemical features) during
the search for an optimal synthesis plan is that the full chemical design space
is too vast to explore efficiently. Usually, the first phase is considered to be
the core of the planning—to quote Hoffmann [Hoffmann 2009, p. 5], “The
points stressed earlier should be highlighted once more: Construction of the
skeleton of the target structure is the prime task in synthesis planning, not
the placement of functionalities or stereogenic centers.” Following most of the
work on formal methods for synthesis planning, we therefore focus on the first
phase and model construction reactions only.
Construction reactions come in two variants: affixations which add target
bonds by uniting two separate precursor molecules, and cyclizations which add
target bonds by closing a ring in a single molecule. Construction reactions are
often said to fix a bond in the target, and the set of bonds fixed in the plan is
denoted the bond set.
The usual way to depict such synthesis plans is using unary-binary trees,
where affixations give rise to binary vertices and cyclizations to unary vertices.
Leaves represent starting materials, internal vertices represent intermediate
molecules, and the root represents the target molecule. Some example plans
for the target molecule decahydronaphtalene (IUPAC name Bicyclo(4.4.0)-
decane) are depicted in Figure 3.1. This compound, with the trade name
decalin®, is a bicyclic organic molecule with ten carbon atoms. It is an impor-
tant industrial solvent for resins, waxes, and oils, and it serves as a component
12
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(a)
(b)
Figure 3.1: Example synthesis plans for decalin for two different bond sets of
size four. The bonds in each bond set are red and dashed. Leaf vertices are
labeled with starting materials and internal vertices are labeled with interme-
diate molecules. As a shorthand, each of the rightmost trees has an internal
vertex labeled with two molecules and represents two different plans.
in jet fuels. The rightmost synthesis plans in Figure 3.1 start with two affix-
ations followed by two cyclizations. The leftmost plans alternate between an
affixation and a cyclization. The bonds in the bond set are red and dashed.
Obviously, there can be several plans for the same target molecule. As an
example, one can consider the bond set as a summary of the synthesis plan
[Hendrickson 1977], actually representing a larger set of alternative synthesis
plans arising from considering different orders of fixing the bonds. These
plans may differ substantially in their yield, lab resource consumption, and
environmental side effects. Thus, for a given set of synthesis plans there is
a need to find the best. To this end, several quality measures for ranking
synthesis plans have been proposed. Two classical ones are the external path
length (EPL) and total weight of starting materials (TW).
The measure EPL was introduced by Hendrickson [Hendrickson 1977], and
is defined as the sum of the numbers of reactions from each starting material
to the target. When modeling synthesis plans as unary-binary trees, this is the
sum of the lengths of all root-to-leaf paths, which is also known as the exter-
nal path length of the tree. This measure optimizes the convergency [Velluz
et al. 1967] of the plans: fully convergent plans (balanced trees) minimize
13
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EPL, whereas linear plans maximize it. The measure aims at reducing over-
all loss of material during the synthesis by reducing the number of reactions
in which the average starting material takes part. However, we demonstrate
in Section 4.4.2 that this classic quality measure has intrinsic inconsistencies
which could make its use questionable.
The measure TW is defined as the total weight of starting materials in
grams needed to produce one gram of the target molecule, and hence is a
more direct description of the overall loss of material. This measure was
described by Hendrickson [Hendrickson 1977] and later by Smith [Smith 1997].
The two authors differ in the way the value is calculated. In Section 4.4.1
we demonstrate that Smith’s definition is in fact a generalization of that of
Hendrickson, hence we here focus on the definition by Smith.
In the unary-binary tree representation of a synthesis plan, an edge e in
the tree connects an input molecule v of a reaction with its output molecule u.
Smith assumes knowledge of the loss in each individual reaction, and expresses
this by values re on all edges e, where re is the amount in grams of molecule v
needed to create one gram of molecule u. Let Pi be the path from the root to
leaf i. The total weight of starting material i needed to produce one gram of
target is then equal to the product of the re values along Pi. Thus, the total
weight of starting materials needed to produce one gram of target is the sum
of these values over all paths. Hence,
TW =
∑
i
∏
e∈Pi
re (3.1)
As Smith notes, by adding virtual unary reactions below all leaves with re
values signifying price per gram, TW can easily express price rather than
weight. In TW, the cost of a reaction is measured per gram of output molecule
produced, i.e., upstart costs of reactions are not accounted for. Hence, the
quality measure is measuring the asymptotic cost when large amounts of the
target molecule are to be produced.
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Finding the K Best
Synthesis Plans
This chapter is based on [Fagerberg et al. 2018b].
In this chapter we point out problems that can arise when using unary-
binary trees for modeling synthesis plans, and demonstrate how to solve these
problems by the use of directed acyclic graphs and B-hypergraphs. We then
show how to find the K best synthesis plans in polynomial time. We also dis-
cuss quality measures for synthesis plans and give an algorithm for efficiently
constructing a HoR for a target molecule and a predefined bond set. In this
chapter all hypergraphs are B-hypergraphs, so terms are used interchangeably.
4.1 Representations of Synthesis Plans
In a synthesis plan, an intermediate molecule may be used as reactant in
several reactions. Our starting point is the observation that in such cases, this
intermediate molecule clearly should only be synthesized in one way: given
two different ways to synthesize a given intermediate molecule, one will have
the smallest asymptotic cost, and even if the two have equal costs, using both
induces extra overhead.
This means that if an intermediate molecule appears more than once as a
vertex in a unary-binary tree representation of a synthesis plan, its subtrees
should be identical. To illustrate, in the tree in Figure 4.1(a), molecule C
is synthesized in two different ways. However, either the tree Figure 4.1(b)
or the tree Figure 4.1(c) must be cheaper, depending on the costs of the two
ways of synthesizing C. In short, while synthesis plans can be represented by
unary-binary trees with nodes labeled by molecules, not all such unary-binary
trees are realistic synthesis plans.
As a consequence, we believe synthesis plans are better described as di-
rected acyclic graphs (DAGs) in which each vertex has a unique vertex label,
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(c)
Figure 4.1: Unary-binary trees representing synthesis plans. Vertices with
identical labels represent identical molecules. Subfigure (a) is a tree with two
different subtrees for vertices with label C. Substituting one subtree for the
other results in the tree (b) or the tree (c).
t
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(a) Traditional notation
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(b) DAG
t
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F
s
(c) Hyperpath
Figure 4.2: Three different ways to model synthesis plans. In the unary-binary
representation, the subtrees rooted in C are identical and are thus merged in
the DAG and hyperpath representations.
each vertex has out-degree zero, one or two (depending on whether it rep-
resents a starting material, a product of a cyclization, or a product of an
affixation, respectively), there is exactly one vertex t with in-degree zero (rep-
resenting the target molecule), and there is a path from t to any other vertex in
the DAG. Such a DAG can be obtained from the unary-binary tree structure
by merging vertices with the same label. Vice versa, a tree structure can be
obtained from the DAG by a depth-first search from the root of the DAG, in
a version which allows revisits to vertices. In Figure 4.2(b), the DAG arising
from the unary-binary tree in Figure 4.2(a) is shown.
In the DAG (as well as in unary-binary trees), labels of vertices are molecules.
For this labeling to be chemically meaningful, the labels cannot be arbitrary,
but should reflect the reactions involved. We now formalize this, using graph
models of molecules as labels, as in Chapter 2, but specialized for synthesis
planning.
If edge (v, u) is in the DAG, we denote vertex u a child of v. A vertex with
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out-degree zero we denote a leaf. A molecule is an undirected, connected,
labeled graph, where labels are atom types. A building block of a DAG is
a non-leaf vertex v together with every child u of v and its corresponding
edge (v, u). In a DAG with nodes labeled by molecules, a building block is a
reaction if it satisfies the following: (i) v has one or two children. (ii) If v has
one child u, the label of v is obtained from the label of u by adding exactly
one edge. This is a cyclization. (iii) If v has two children u1 and u2, then
the label of v is obtained from the labels of u1 and u2 by adding exactly one
edge connecting these labels. This is an affixation. A starting material is a
molecule that can be acquired without the need to plan how to synthesize it.
Definition 4.1.1. A synthesis plan for t is a labeled DAG with the following
properties:
(i) Vertex labels are molecules, and each label is unique.
(ii) Each building block is a reaction.
(iii) There is exactly one vertex with in-degree zero, namely t.
(iv) The label of each leaf is a starting material.
Our next observation is that such DAG models of synthesis plans can be
represented as directed hypergraphs. In Figure 4.2(c), the reactions of Fig-
ure 4.2(b) are depicted as hyperarcs. As we only model construction reactions,
all heads are singletons and the hypergraphs are B-hypergraphs. When we say
that a hyperarc represents a chemical reaction, we mean that its vertices are
labeled with molecules, and that the label of the head is obtained from the
labels of the tail under the reaction in question, analogously to the definition
of a reaction in a DAG given above.
Hypergraphs are well suited for modeling synthesis plans or chemistry in
general, because they make the relationship between all molecules involved in
a reaction explicit. This is in contrast to a DAG or a tree, where the two
reactants in a reaction are only indirectly related via their common product.
In a hypergraph representation of the synthesis plan, adding a dummy
source vertex s, together with a directed hyperarc ({s}, {i}) to each starting
material i of the synthesis plan (as shown in Figure 4.2(c)), gives a hypergraph
which is in fact a hyperpath. This allows us to think of a synthesis plan as
a form of path, hence to think of optimal synthesis plans as optimal paths.
Given a larger hypergraph modeling the reactions in a part of chemistry under
consideration, the search for optimal synthesis plans within this chemistry then
becomes a search for optimal paths in the hypergraph.
Below, we recap the basic hypergraph terminology needed here, and then
show how to use hypergraphs for finding synthesis plans.
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Figure 4.3: Examples of hypergraphs. Subfigure (a) is a hyperpath from
s to t: each vertex (except s) has exactly one ingoing hyperarc, each
vertex (except t) has at least one outgoing hyperarc, and the ordering
⟨p(F ), p(E), p(D), p(C), p(B), p(t)⟩ of the hyperarcs meets condition (1). Sub-
figures (b), (c), and (d) are not hyperpaths: in (b), the vertexD has no ingoing
hyperarc, in (c) the vertex B has two ingoing hyperarcs (a hyperpath can be
obtained by deleting either of these hyperarcs), and in (d) the vertex B has
no outgoing hyperarcs (a hyperpath can be obtained by deleting this vertex
together with the incident hyperarc).
4.2 Hypergraphs
A directed B-hypergraph is a set V of vertices and a set E of hyperarcs, where
each hyperarc e = (T (e), h(e)) is an ordered pair of a non-empty multiset of
vertices and a vertex. The set T (e) is denoted the tail of the hyperarc and
h(e) the head. For the models in Part I, we only consider B-hypergraphs. The
size of a B-hypergraph is given by size(H) =∑e∈E(|T (e)|+1). A hypergraph
H ′ = (V ′, E′) is a subhypergraph of H = (V,E) if V ′ ⊆ V and E′ ⊆ E.
A (plain) path Pst from s to t in a B-hypergraph is a sequence Pst =
⟨s, e1, v1, e2, v2, . . . , vq−1, eq, t⟩ of vertices and B-hyperarcs such that s ∈ T (e1),
t = h(eq) and vi = h(ei) ∈ T (ei+1) for i = 1..q − 1. Its length |Pst| is the
number q of hyperarcs. If t ∈ T (e1), then Pst is a cycle. A hypergraph is
acyclic if it does not contain any cycles.
The above concept of paths is only used for defining cycles. The proper
generalization of directed paths to hypergraphs is that of hyperpaths. There are
different ways of defining this—we use a variation based on [Ausiello et al. 2001]
and prove their equivalence in Chapter 7. For a general overview see [Thakur
& Tripathi 2009]. Examples of what constitutes a hyperpath and what does
not are given in Figure 4.3.
Definition 4.2.1. A hyperpath πst = (Vπ, Eπ) from a source vertex s to
a target vertex t in a B-hypergraph H is a subhypergraph of H with the
following properties: If t = s, then Vπ = {s} and Eπ = ∅. Otherwise, Eπ can
be ordered in a sequence ⟨e1, e2, ..., eq⟩ such that
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(1) T (ei) ⊆ {s} ∪ {h(e1), h(e2), ..., h(ei−1)} for all i
(2) t = h(eq)
(3) Every v ∈ Vπ \ {t} has at least one outgoing hyperarc in Eπ, and t has
zero.
(4) Every v ∈ Vπ \ {s} has exactly one ingoing hyperarc in Eπ, and s has
zero.
Note that Def. 4.2.1(4) gives a 1-1 correspondence between Eπ and Vπ\{s},
hence we can define unique indices for the vertices in Vπ \ {s} by vi = h(ei).
We let v0 be s. The hyperarc ei is called the predecessor hyperarc of vi and the
corresponding map p : Vπ \ {s} ↦→ Eπ is called the predecessor function of πst
[Nielsen et al. 2005]. We use the notation πst = ⟨p(v1), p(v2), ..., p(vq−1), p(t)⟩
for hyperpaths from now on. If a subhypergraph of a hyperpath πst is a
hyperpath itself, it is called a subhyperpath of πst. We will later need the
following fact.
Lemma 4.2.2. Let πst = ⟨p(v1), p(v2), ..., p(vq−1), p(t)⟩ be a hyperpath from s
to t. Then for any vi, there is a unique subhyperpath πsvi of πst from s to vi.
Algorithm 1 Backtrack
Input: A hyperpath πst = ⟨p(v1), p(v2), ..., p(vq−1), p(t)⟩ from s to t and
backtrack starting point i, 0 ≤ i ≤ q.
Output: Hyperpath πsvi = ⟨e1, e2, ..., eq′⟩ (q′ ≤ i) from s to vi.
Backtrack(πst, i)
1 let πsvi = ⟨⟩ be a new hyperpath
2 mark vi
3 for j = i downto 1
4 if vj is marked
5 e = p(vj)
6 mark each u ∈ T (e)
7 append e to front of πvi
8 return πsvi
Proof. By Def. 4.2.1(2) and Def. 4.2.1(4), any subhyperpath from s to vi
must contain the set πsvi of hyperarcs returned by the procedure Backtrack
listed in Algorithm 1. It is easy to verify that πsvi fulfills the requirements
Def. 4.2.1(1)–Def. 4.2.1(4). For uniqueness, let π′svi be a hyperpath from s to
vi, let E′ be the hyperarcs of π′svi not in πsvi , and let ej be the hyperarc of E
′
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with highest index j. By Def. 4.2.1(3), vj must have an outgoing hyperarc e.
By Def. 4.2.1(1) and the maximality of j, we cannot have e ∈ E′, and by the
marking strategy of the algorithm, it cannot be a hyperarc of πsvi . Hence, E′
is empty and πsvi = π′svi .
4.3 Finding Synthesis Plans via Hypergraphs
Our overall goal is to find synthesis plans within a given chemistry. We assume
the chemistry is described by a (possibly large) set of construction reactions,
i.e., affixations and cyclizations. Above, we described how to model synthesis
plans as hypergraphs. In this section, we show how to view the set of reactions
of the given chemistry as a chemical reaction network, and how this in turn
will allow us to find synthesis plans within the chemistry simply by looking
for hyperpaths in this hypergraph.
Let R be a set of reactions, and let S be a set of starting materials. We
define the hypergraph, called the Hypergraph of Reactions (HoR) induced by
R and S, as follows.
Definition 4.3.1. Let ER be the representation of R as a set of hyperarcs.
Let VR be the set of vertices appearing in the heads and tails of the hyperarcs
in ER. Vertices with the same label (i.e., representing the same molecule) are
considered identical. Let VS be the set of vertices with labels in S. Then, the
hypergraph of reactions (HoR) is the hypergraph
H = (VS ∪ VR ∪ {s}, ER ∪ Es),
where s is a dummy vertex and Es = {({s}, {v}) | v ∈ VS} is a set of dummy
hyperarcs.
An example HoR with R and S being the combined sets of reactions and
starting materials from the three synthesis plans for decalin in Figure 3.1(a)
(page 13) is depicted in Figure 4.4.
The crux of our contribution is captured by the following theorem.
Theorem 4.3.2. Let H = (V,E) be a HoR induced by reactions R and starting
materials S. Let v be a vertex from VR and let t be its label. Then there is a
1-1 correspondence between a) the synthesis plans for t with reactions from R
and starting materials from S and b) the hyperpaths in H from s to v.
Proof. Let σ be a synthesis plan from a). To map it to a hyperpath in b),
do as follows. Add a dummy vertex s and a dummy edge from each leaf of
σ to s. This result is still a DAG, hence admits a topological ordering of its
vertices, i.e., a linear order on its vertices such that all edges point in the same
direction. Convert each reaction and dummy edge of the DAG into a hyperarc
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s
Figure 4.4: An example HoR based on the combined sets of reactions and
starting materials from the three synthesis plans for decalin in Figure 3.1(a).
The hyperpath corresponding to the leftmost tree in Figure 3.1(a) is high-
lighted in red. Figure 3.1 is found on page 13.
in the natural way, cf. Figure 4.2, reversing the direction. Let Eπ be the
resulting hyperarcs, and let Vπ be the vertices of the DAG. Then π = (Vπ, Eπ)
is a hyperpath: Def. 4.2.1(4) follows because a building block of a DAG vertex
contains all the outgoing DAG edges of the vertex. Due to Def. 4.2.1(4), the
topological ordering of the DAG vertices induces an ordering of Eπ fulfilling
Def. 4.2.1(1). Def. 4.1.1(iii) induces Def. 4.2.1(3) and, combined with the
topological ordering, also Def. 4.2.1(2).
Conversely, let π be a hyperpath from b). To map it to a synthesis plan
in a), do as follows: From π remove s and its outgoing dummy hyperarcs, and
convert every hyperarc to a building block in the natural way, reversing the
direction. The result is a synthesis plan: Def. 4.1.1(i) and Def. 4.1.1(ii) follow
by what it means for a hyperarc to represent a reaction and by the unique-
ness of vertex labels in Def. 4.3.1. Def. 4.1.1(i) follows from Def. 4.2.1(3).
Def. 4.1.1(iv) follows from Def. 4.2.1(4) and the fact that only dummy hy-
perarcs have been removed, each of which by definition points to a starting
material.
Clearly, the two mappings are each other’s inverses.
As a consequence of Theorem 4.3.2, algorithms computing hyperpaths in
hypergraphs are also algorithms computing synthesis plans. In particular, we
claim that an algorithm by Nielsen et al. [Nielsen et al. 2005] for finding the
K shortest hyperpaths in a B-hypergraph can be used to find the K best
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synthesis plans for a target molecules t, given a set of reactions and a set of
starting materials. We now verify the details of this claim.
The algorithm by Nielsen et al. is based on Yens classic algorithm [Yen 1971]
for shortest paths in directed (standard) graphs. The overall idea is to find
the single shortest hyperpath and then recursively consider all ways in which a
hyperpath can deviate from the shortest hyperpaths found so far, using single
shortest hyperpath computations as a subroutine. For an acyclic B-hypergraph
H = (V,E), the single shortest hyperpath can be computed using dynamic
programming [Smith 1997] in O(|V | + size(H)) time, leading to a runtime
for the algorithm by Nielsen et al. of O(K|V |(|V |+ size(H))) on such hyper-
graphs. The requirement of acyclicity can be lifted (at the expense of a slight
increase in runtime) by using different algorithms for finding single shortest
hyperpaths [Gallo et al. 1993], whereas the algorithm by Nielsen et al. assumes
the hypergraph to be a B-hypergraph.
Any HoR H is acyclic and satisfies size(H) ≤ 3|E|. The former is because
every reaction has a strict increase from reactants to product in the number
of edges in the molecule labels, and the latter is because every hyperarc e in
a HoR is a B-hyperarc with |T (e)| ≤ 2.
Finally, the algorithm by Nielsen et al. requires the lengths of hyperpaths
to be given by what is called an additive weight function. We will later demon-
strate that the very generic quality measure TW for synthesis plans can be
expressed in this form.
These properties combined with Theorem 4.3.2 give the following result.
Theorem 4.3.3. Given a HoR H = (V,E) and a target t ∈ V , the K best
synthesis plans for t in H, ranked according to the measure TW, can be found
in time O(K|V |(|V |+ |E|)).
A detailed exposition of the algorithm by Nielsen et al. is given below.
The sets R and S of reactions and starting materials in the HoR can
arise from many sources. As in Figure 4.4, a set of known synthesis plans
for a target t can be combined to a HoR which could then contain further,
unknown plans. Another approach could be to generate the reactions of the
HoR by recursively breaking the bonds of the target t in all possible ways.
This could be all bonds of t (possibly stopping the recursion when a specified
minimum size of intermediate molecules is met), or it could be a subset of
bonds (i.e., a bond set) selected by methods from the classic retrosynthetic
approach [Corey & Wipke 1969]. In Section 4.5, we provide the algorithmic
details of efficiently breaking a bond set in all possible ways. More generally,
any database of reactions and starting materials describing a chemistry under
consideration can be used as R and S. These databases can be based on
published literature and patents, such as Reaxys [Reaxys 2018] and SciFinder
[SciFinder 2018]. Recent developments for retrosynthetic reaction prediction
[Liu et al. 2017, Segler & Waller 2017, Coley et al. 2017] even allow for the
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inference of unknown reactions. As these automated prediction methods have
already proven to be highly accurate, finding the K shortest hyperpaths also
has potential for discovering novel synthesis plans employing such predicted
reactions.
4.3.1 The K best hyperpaths algorithm
This exposition also appears in [Kianian 2015]
As mentioned, a polynomial time algorithm for finding the K best hyper-
paths in a hypergraph was given by Nielsen et al. in [Nielsen et al. 2005]. We
here explain the algorithm and illustrate how it works by an example.
Let H = (V,E) be a directed B-hypergraph, let s, t ∈ V be vertices for
which there exists at least one hyperpath from s to t and let P be the set of
all hyperpaths from s to t. W is a so-called additive weight function on hyper-
paths (more on this in Section 4.4). We assume the existence of an algorithm
ShortestPath for computing a (single) optimal hyperpath according to W .
Let πst be such an optimal hyperpath from s to t in H.
In the algorithm of Nielsen et al., the ordering ⟨p(v1), p(v2), . . . , p(vq−1), p(t)⟩
of the hyperarcs of πst is used1 to partition the remaining hyperpaths into q dis-
joint subsets P i, 1 ≤ i ≤ q, as follows (where vq denotes t): P i is the set of all
hyperpaths from s to t containing the hyperarcs p(vi+1), p(vi+2), . . . , p(vq−1), p(t)
and not containing p(vi). In other words, each P i consists of all st-hyperpaths
that have the same last q− i hyperarcs as πst and deviate from πst exactly at
the i’th hyperarc. Clearly, the P is form a partitioning of P \ {πst}.
The idea behind the algorithm is to view this partition of P \ {πst} along
πst as a set of q new optimal hyperpath subproblems. Each set P i has an
optimal hyperpath πi, and the best of these, say πj , will be the optimal of the
remaining hyperpaths P \ {πst}, i.e., the second best hyperpath in H. Now,
output πj and partition Pj \ {πj} along πj . To find the third best hyperpath,
note that the sets of this partition together with the remaining sets P i for
i = 1, 2 . . . j−1, j+1 . . . q form a partition of P \{πst, πj}. Hence, the process
can be continued in the same fashion, outputting the hyperpaths in H in
sorted order.
Storing P or P i as actual sets of hyperpaths requires precomputation of
all hyperpaths, which is undesirable. Instead, each set of st-hyperpaths can be
represented by a subhypergraph of H [Nielsen et al. 2005]. H itself naturally
contains all st-hyperpaths of H and is thus the hypergraph representation of
the set P. Each P i is represented by a hypergraph H i = (V i, Ei) obtained by
H in the following manner:
• The vertex set remains the same, i.e., V i = V .
1If several orderings are legal (cf. Def. 4.2.1), any can be used.
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• The arc set Ei is obtained from E as follows:
– The hyperarc p(vi) is removed.
– The hyperarcs p(vi+1), p(vi+2), ..., p(vq−1), p(t) are fixed in H i. By
this we mean that for each vj , j > i, all ingoing hyperarcs of vj
except p(vj) are removed, making p(vj) the only ingoing hyperarc
to vj .
It is shown in [Nielsen et al. 2005] that πi ∈ P i if and only if πi is a st-
hyperpath in H i.
The partition of a set of hyperpaths P˜ along a hyperpath π˜ ∈ P˜ is com-
puted by the backwards branching procedure Back-Branch, Algorithm 2.
It takes as input the hypergraph representation H˜ of P˜ and the hyperpath
π˜ ∈ H˜ with q hyperarcs and predecessor function p. Each H˜ i is computed by
deleting p(vi) and fixing the subsequent hyperarcs as described above Finally,
the set B = {H˜ i | 1 ≤ i ≤ q} is returned. In Algorithm 2, BS(v) denotes the
set of ingoing hyperarcs for vertex v.
Algorithm 2 Back-Branch
Input: Hypergraph H˜, Hyperpath π˜ in H˜ with hyperarcs
p(v1), p(v2), ..., p(vq).
Output: Set B = {H˜ i} of hypergraphs representing the partition of the
hyperpaths of H˜ along π˜.
Back-Branch(H˜, π˜)
1 B = ∅
2 for i = q downto 1
3 Let H˜ i be a new hypergraph
4 H˜ i.V = H˜.V
5 // Remove hyperarc p(vi) from of H˜
6 H˜ i.E = H˜.E \ {π˜.p(vi)}
7 // Fix back tree
8 for j = q downto i+ 1
9 H˜ i.BS(vj) = {π˜.p(vj)}
10 B = B ∪ {H˜ i}
11 return B
This algorithm is illustrated in Figure 4.5. Within the graphH a hyperpath
is marked red. Branching is performed along this hyperpath using the hyperarc
order ⟨p(A), p(B), p(D), p(E), p(t)⟩. The resulting hypergraphs H5, H4, ...,H1
are also depicted. Thick hyperarcs are fixed, which results in the deletion of
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Figure 4.5: Figure illustrating algorithm Back-Branch. Within the graph H
a hyperpath is marked red. Branching is performed along this hyperpath using
the hyperarc order ⟨p(A), p(B), p(D), p(E), p(t)⟩. The resulting hypergraphs
H5, H4, ...,H1 are also depicted. Thick hyperarcs are fixed, which results in
the deletion of the gray, dotted hyperarcs. The red, dashed hyperarc in each
hypergraph is the hyperarc at which the deviation takes place, and thus, this
hyperarc is also deleted.
the gray, dotted hyperarcs. The red and dashed hyperarc in each graph is the
hyperarc at which the deviation takes place, and thus, this hyperarc is also
deleted.
The main algorithmK-Shortest, Algorithm 3, maintains a priority queue
L of tuples of the form (H˜, π˜), where H˜ is a hypergraph representation of a set
of st-hyperpaths in H, as described above, and π˜ is the best of these according
to W . In the priority queue, the key of a tuple is W (π˜). Initially L contains
the tuple (H,πst).
In each iteration, the smallest tuple of L, say (H ′, π′), is extracted and π′ is
output as the next best hyperpath of H. Then H ′ is partitioned along π′ using
the backwards branching procedure Back-Branch, and each new partition
along with its optimal hyperpath is inserted into L (unless no hyperpath exists
in the partition). The algorithm terminates when K hyperpaths have been
output or if L is empty.
The correctness of the algorithm K-Shortest follows from the fact that
it maintains the following invariant: At the end of iteration i, the i best
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Algorithm 3 K-Shortest
Input: Hypergraph H, source s, target t, number of optimal hyperpaths K.
Output: The K optimal hyperpaths from s to t in ascending order.
K-Shortest(H, s, t,K)
1 Let L be a new priority queue
2 π = ShortestPath(H, s, t)
3 Insert (L, (H,π))
4 for k = 1 to K
5 if L = ∅
6 break
7 (H ′, π′) = Extract-Min(L)
8 output π′
9 if k == K
10 break
11 for each H i in Back-Branch(H ′, π′)
12 πi = ShortestPath(H i, s, t)
13 if πi ̸= nil
14 Insert
(
L, (H i, πi)
)
hyperpaths π1, π2, ..., πi have been output, and the hypergraphs of the tuples
of L represent a partition of P \ {π1, π2, ..., πi}.
Algorithm ShortestPath in line 12 of Algorithm 3 computes the optimal
hyperpath according to W . In acyclic B-hypergraphs this can be done using
dynamic programming in O(|V |+ size(H)) time [Gallo & Pallottino 1992].
For acyclic hypergraphs, algorithm K-Shortest runs in O(K|V |(|V | +
size(H))) time [Nielsen et al. 2005]. As described earlier, for a HoR H we
have size(H) ≤ 3|E|, which means that when using the algorithm for synthesis
planning the runtime is O(K|V |(|V |+ |E|)), as stated in Theorem 4.3.3.
Example. The hypergraphH of Figure 4.5 is depicted again in Figure 4.6(a).
There are four hyperpaths in this hyperpath, namely π1, π2, π3 and π4, de-
picted in Figure 4.6(b)–(e). We illustrate how the best three hyperpaths
are computed by algorithm K-Shortest when assuming W (π1) < W (π2) <
W (π3) < W (π4).
Initially, L = {(H,π1)}. The tuple is extracted, π1 is output as the optimal
hyperpath of H, and branching is performed on H along π1. The branching is
shown in Figure 4.7 (π1 is red). This figure is identical to Figure 4.5 except for
added information on the set of hyperpaths in each hypergraph. For instance,
H5 contains the hyperpaths π2 and π4. The optimal hyperpath is computed
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Figure 4.6: A graph H along with its 4 hyperpaths π1, π2, π3, π4.
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Figure 4.7: Branching on H along the hyperpath π1. In (a) π1 is highlighted
in H with the color red. The rest of the figure illustrates the backwards
branching. Each subfigure (b–f) shows a graph H i and how it is created from
H. Dashed and dotted hyperarcs are not part of the graphs, but were deleted
due to branching. For each H i, the deleted hyperarc p(vi) is red and dashed.
Each fixed hyperarc is thick, and if fixing any hyperarc has led to deletion of
other hyperarcs, these are gray and dotted. Furthermore, the caption for each
subfigure indicates the set of hyperpaths represented by that graph.
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for each H i, and since H1, H2 and H4 have no hyperpaths from s to t, L =
{(H5, π2), (H3, π3)} by the beginning of iteration two.
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Figure 4.8: Branching on H5 along the hyperpath π2. In (a) π2 is highlighted
in H5 with the color red. The rest of the figure illustrates the backwards
branching. Each subfigure (b–f) shows a graph H5i and how it is created from
H5. Dashed and dotted hyperarcs are not part of the graphs, but were deleted
due to branching. For each H5i the deleted hyperarc p(vi) is red and dashed.
Each fixed hyperarc is thick, and if fixing any hyperarc has led to deletion of
other hyperarcs, these are gray and dotted. Furthermore, the caption of each
subfigure indicates the set of hyperpaths represented by that graph.
In iteration two, the tuple (H5, π2) is extracted since we assumed that
W (π2) < W (π3). The hyperpath π2 is output as the second best hyperpath
in H and branching is performed on H5 along π2. This is shown in Figure 4.8
(π2 is red). The only hypergraph in which there is a hyperpath from s to
t is H54. Hence, the tuple (H54, π4) is inserted into L which becomes L =
{(H3, π3), (H54, π4)}.
In iteration three, the tuple (H3, π3) is extracted from L, π3 is output as
the third best hyperpath of H and the algorithm terminates.
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4.4 Quality measures
The algorithm of Nielsen et al. requires the lengths of hyperpaths to be given by
an additive weight function. In this section, we investigate whether existing
quality measures for synthesis plans can be expressed in this form, and we
show that the very generic measure TW indeed can. On the other hand, this
turns out to not be the case for the classic measure EPL. The reasons are
inconsistencies that we demonstrate are inherent in the measure. This is a bit
surprising in light of its use in previous work, but the implication seems to be
that the EPL measure should be used with caution.
An additive weight function W assigns weights to hyperpaths in an induc-
tive manner. For our purposes, we only need a special case, often denoted a
value function (for a more general definition of additive weight functions, see
[Gallo et al. 1993]): For each hyperarc e and each vertex v in its tail T (e), let
av,e be a non-negative real number. Then for a hyperpath πst from s to t, the
weight W (πst) is one if t = s, and is otherwise given recursively by
W (πst) =
∑
v∈T (p(t))
av,p(t)W (πsv), (4.1)
where the πsv’s are the subhyperpaths from s to the vertices v in the tail
of last hyperarc p(t) of πst. These subhyperpaths exist and are unique by
Lemma 4.2.2. They also contain strictly fewer hyperarcs, so the recursion
stops eventually. Hence, W is well-defined.
4.4.1 Total weight of starting materials
We defined the quality measure total weight of starting materials (TW) in
Section 3.3, expressed in unary-binary trees. Recall that TW expresses how
much starting material is needed to produce one gram of target molecule,
taking yields of reactions into account. In the hyperpath setting, the definition
becomes the following. For a reaction e with a reactant v, the retro yield rv,e
is the amount of v in grams needed in reaction e to create one gram of the
product h(e). Thus, rv,e ≥ 0, and by mass conservation ∑v rv,e ≥ 1 for any
reaction e. Figure 4.9 shows the HoR from Figure 4.4 decorated with example
retro yields.
Each (plain) st-path Pst = ⟨s, e1, v1, e2, v2, ..., e|Pst|, t⟩ contained in the hy-
perpath of the synthesis plan induces a use of starting material v1 given by
the product of the retro yields along the path. The product along a path is∏|Pst|
i=1 rvi−1,ei , where we for each hyperarc e from the dummy vertex s to a
starting material define rs,e = 1. Thus, the total weight of starting materials
needed for a synthesis plan represented by a hyperpath πst is
TW(πst) =
∑
Pst inπst
|Pst|∏
i=1
rvi−1,ei . (4.2)
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Figure 4.9: The HoR from Figure 4.4 decorated with example retro yields.
This can be rephrased inductively as follows
TW(πst) =
⎧⎪⎨⎪⎩
1 if t = s∑
v∈T (p(t))
rv,p(t)TW(πsv) otherwise (4.3)
This is most easily seen in the traditional tree notation for synthesis plans,
cf. Figure 4.2. Thus, TW can indeed be expressed as an additive weight
function, cf. Equation (4.1). The measure TW is actually very generic in
nature [Smith 1997]. For example, it can easily be adjusted to calculate the
total price of the starting materials if a price per gram pv is known for each
starting material v, simply by setting rs,e = pv for the hyperarc e from s to
v. It can also incorporate non-chemical expenses of reactions, such as cost
of energy usage or cost of disposal of waste products, simply by adding s to
the tail of any hyperarc e representing a reaction and setting rs,e to the non-
chemical expense per gram product produced in e. Even more generally, we
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note that any measure which can be described as an additive weight function
[Gallo et al. 1993] is compatible with our method.
Two variants
We here show the connection between the two variants of the quality mea-
sure total weight of starting materials (TW) given by Hendrickson [Hendrick-
son 1977] and by Smith [Smith 1997].
Recall the definition from Section 3.3 of Smith’s version (here slightly
rephrased in order to prepare for the inductive proof of Prop. 4.4.1 below):
Let Tt be the unary-binary tree representation of a synthesis plan for a target
molecule t, let Pti be the path in Tt from t to leaf i, and for an edge e = (u, v)
in Tt let re be the weight in grams of molecule v needed to create one gram of
u. Then Smith [Smith 1997] calculates the total weight of starting materials
needed to create one gram of target t as follows.2
St =
∑
i inTt
∏
e∈Pti
re
Hendrickson [Hendrickson 1977] calculates the total weight of starting ma-
terials needed to produce one molecule of the target as follows, where i again
denotes a leaf in Tt.
Ht =
∑
Pti∈Tt
wix
|Pti|
In this formula, Hendrickson assumes the same yield (in the usual chemical
meaning, percentage of input material that becomes output material) y for
all reactions and sets x = 1/y. The weight of the molecule in vertex v is
denoted wv. Clearly, for a binary vertex v with children v1, v2 we have wv =
wv1 + wv2 and for a unary vertex v with child v1 we have wv = wv1 .
The following proposition shows that given x in Hendrickson’s definition,
we can set the retro yields in Smith’s definition such that the two measures
have proportional values. Hence, Smith’s definition is a generalization of Hen-
drickson’s.
Proposition 4.4.1. Let r(u,v) = wvwux for all edges (u, v) in the unary-binary
tree Tt representing a synthesis plan for t. Then Stwt = Ht.
Proof. We prove this by induction over the height of the unary-binary tree.
Consider the base case where the height h = 0: the unary-binary tree
consists of just a target t. Then Sw = 1 and Hw = wt so Swwt = Hw.
For the inductive step, let h > 0 and assume St′wt′ = Ht′ for any target
t′ with a unary-binary tree of height k < h. There are two cases: (i.) t is
2Smith’s original definition was for synthesis plans modeled as hypergraphs. We here use
unary-binary trees in order to compare to Hendrickson’s definition.
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the product of a cyclization and has one child, or (ii.) t is the product of an
affixation and has two children.
Case (ii): Let the children of t be v, u. We have
r(t,v) =
wv
wt
x = wv
wv + wu
x
r(t,u) =
wu
wt
x = wu
wv + wu
x
From St = r(t,v)Sv + r(t,u)Su and Ht = x(Hv +Hu) we get
Stwt = (r(t,v)Sv + r(t,u)Su)wt
=
(
wv
wv + wu
xSv +
wu
wv + wu
xSu
)
wt
= x
(
wvSv + wuSu
wv + wu
)
(wv + wu),
= x (wvSv + wuSu)
= x(Hv +Hu) [by the inductive hypothesis]
= Ht
Case (i) is similar, only simpler.
4.4.2 External Path Length
Recall from Section 3.3 that the quality measure external path length (EPL)
[Hendrickson 1977] is the sum of the lengths of all paths from the root to
the leaves. When trying (and failing) to express EPL as an additive weight
function, we discovered a certain peculiarity inherent in the measure: the
optimal synthesis plan for a molecule depends on how the molecule is later
used. More precisely, what constitutes the best (sub-)synthesis plan for an
intermediate molecule inside a larger synthesis plan depends on where in the
large plan the molecule is used. This does not correspond to physical reality,
since different instances of a molecule are not distinguished after creation. As
a consequence, in an optimal plan (w.r.t. EPL) where the same intermediate
molecule appears twice, the plan could ask for different subplans for it. As
we argued at the start of the section 4.1, such a plan would never be used in
practice.
We now demonstrate the above inconsistency by an example, expressed
using unary-binary trees (the model in which EPL was originally defined [Hen-
drickson 1977]).
Consider a (hypothetical) molecule M , and assume it can be synthesized
using two different bond sets M ′ and M ′′, as depicted in the top row of Fig-
ure 4.10. M ′ admits only linear synthesis plans, whereasM ′′ has many, includ-
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2
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1
′
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1
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4
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5
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7
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′′ 2 ′′
3
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4
′′ 4 ′′
5
′′ 5 ′′
6
′′ 6 ′′
7
′′ 7 ′′
Figure 4.10: The top row shows a hypothetical molecule M with two different
bond sets M ′ and M ′′. The bonds in the bond sets are the edges labeled by
numbers. M ′ admits only linear synthesis plans, whereas M ′′ admits many,
including a fully convergent one. The bottom row shows a linear plan based
on M ′ and a fully convergent plan based on M ′′.
T :
2′′
4′′
1′′
5′′
3′′
6′′ 7′′
1
2
3
4
2
′ 3 ′
4′
5
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1
′
(a) Molecule T
T
M
11
2 2
3 3
4
M
4
(b) A synthesis plan for T
Figure 4.11: A molecule T is shown in (a) with a bond set consisting of the
labeled edges. Note that the molecule M appears twice as a substructure
in T , and that the bond sets M ′ and M ′′ are subsets of the bond set of T . A
corresponding synthesis plan for T is shown in (b). The EPL for this plan is
96.
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Figure 4.12: Two synthesis plans for T which for both occurrences of M use
either bond set M ′ or bond set M ′′. The plan in (a) has EPL = 98, the plan
in (b) has EPL = 97. Both values are larger than the EPL for the plan in
Figure 4.11(b).
ing a fully convergent one. These synthesis plans are depicted in the bottom
row of Figure 4.10.
For synthesizing M by itself, the measure EPL is minimized by the fully
convergent plan for the bond set M ′′. However, consider the molecule T de-
picted in Figure 4.11(a), with the synthesis plan depicted in Figure 4.11(b). In
this synthesis plan, the moleculeM appears twice, with different sub-synthesis
plans. According to EPL these different synthesis plans for M are indeed the
optimal choices at these two positions in the remaining plan, as the reader can
readily verify. For instance, the two alternatives shown in Figure 4.12(a) and
Figure 4.12(b) have EPL = 98 and EPL = 97, while that of Figure 4.11(b) has
EPL = 96. In other words, according to EPL, the position of M in the large
plan determines how it should be made. We note that already in [Hendrick-
son 1977], Hendrickson expressed some reservations about the reliability of the
measure as a cost function, but in less explicit terms than the phenomenon
demonstrated above.
4.5 Bond set based HoR construction
In this section, we consider the case of a HoR for which the sets R and S of
Definition 4.3.1 are defined by recursively breaking bonds in a given subset B
of the bonds of the target in all possible ways, and present algorithmic details
of how to do this efficiently.
A straight-forward method would be to consider all the |B|! orders of fixing
the bonds in B, each of which gives a unary-binary tree, and then for each
tree enforcing the requirement that no intermediate molecule is synthesized in
more than one way, cf. Figure 4.1. Enforcing that requirement (and creating
the DAG of Figure 4.2(b)) can be done as follows: for each intermediate
molecule appearing more than once in vertices of the tree, choose one of these
vertices and change all pointers to the rest of these vertices to point to the
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chosen vertex. To create all possible synthesis plans, for each such intermediate
molecule all choices should be considered. This should be done in a bottom-
up fashion, from smaller intermediate molecules to larger ones, in an ordering
where molecule m1 is considered larger than molecule m2 if when seen as
graphsm1 has more vertices thanm2, or they have the same number of vertices
and m1 has more edges than m2. Finally, R and S are set to the union of the
reactions, respectively starting materials, of all of the synthesis plans created.
This process, however, would take Ω(|B|!) time. It would also render the
use of the algorithm for finding the K optimal hyperpaths in the resulting
hypergraph pointless, since having considered each synthesis plan explicitly
one could just as well have evaluated the cost of each in the process, while
keeping track of the K best.
We now give an algorithm ExpandHoR (see Algorithm 4) for constructing
the HoR which under reasonable assumptions runs in O(|V | · |B| · |t|) time,
where |t| is the size (number of vertices plus number of edges when seen as a
graph) of the target molecule t. The algorithm explores the possible synthesis
plans in a top-down manner, starting with the target molecule, and recursively
breaking bonds from B. To avoid exploring the synthesis of a given intermedi-
ate molecule more than once, it checks if an intermediate molecule has already
been explored before recursing on it.
Each intermediate molecule m is represented as a labeled graph, with the
edges inside m corresponding to bonds in B being marked. Such a graph
can be traversed in O(|m|) time, and for each bond in B, the intermediate
molecules produced by removing this bond can be found in O(|m|) time, as
they are the connected components of the resulting graph.
A molecule can also be represented by a unique string identifier [Heller
et al. 2013, McKay & Piperno 2014] for labeled graphs. In the algorithm, we
use two types of unique string identifiers for intermediate molecules: IDbond(m)
for the graph of the molecule m including the marking on edges of the bonds
from B, and ID(m) where these markings are disregarded. The reason is that
it is possible for a bond set B to specify, in different locations of the target
molecule, the same intermediate molecule with different internal sets of bond
set edges, as we saw in Figure 4.10 and Figure 4.11. In any synthesis plan,
if this intermediate molecule appears, it should be produced in only one way
and therefore all vertices in the HoR should have unique labels.3 However,
for considering all possible synthesis plans, all the ways of synthesizing this
intermediate molecule should be considered. In other words, an intermediate
molecule appearing in several places should be represented by a single vertex v
in the HoR, but its synthesis should be explored for all the occurring subsets
of bond set edges inside it. Therefore, the check in the algorithm for further
3In other synthesis plans for t, this intermediate molecule may not appear because its
parts are combined with other intermediate molecules, which is the reason why such a bond
set can be meaningful
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Algorithm 4 ExpandHoR
Computes the HoR for a molecule m with bond set B
ExpandHoR(m)
1 if m contains bond set edges: // m not base molecule
2 insert IDbond(m) in V ′
3 for each bond set edge b contained in m
4 mc = copy of m
5 delete edge b from mc // gives up to two connected components
6 find resulting connected components m1 and m2
// m2 may be empty
7 insert (ID(m),ID(m1),ID(m2)) in E
8 for m′ in {m1,m2}
9 if m′ not empty AND IDbond(m′) not already in V ′
10 ExpandHoR(m′)
11 else
12 insert (ID(m),S,"") in E
exploration of an intermediate molecule m is based on whether IDbond(m)
has been seen before, but the vertices of the resulting HoR hypergraph are
based on the ID(m) values.
A hyperarc e = (v, v1, v2) is a triple of string identifiers of type ID(m),
with v representing the product, and v1 and v2 representing the reactants of
the reaction modeled by e. When |T (e)| = 1, v2 is the empty string. The
identifiers of type IDbond(m) seen so far, as well as the generated edges, are
kept in hash tables V ′ and E, respectively. At the end of the algorithm, V
can be generated as all vertices appearing in hyperarcs in E. The HoR is then
the hypergraph (V,E).
The algorithm ExpandHoR maintains the invariant that at the time of call
ExpandHoR(m), IDbond(m) has not been explored before. The very first call
has m equal to the target molecule. The sets V ′ and E are global variables,
each initialized to the empty set. When inserting into a hash table, it is
assumed that nothing happens if the value is already present. The value S is
just an identifier for the dummy vertex s of the HoR.
Let us discuss the runtime: Each vertex v in the resulting hypergraph may
represent an intermediate molecule on which the algorithm is called several
times, with different values of IDbond(m) but same value of ID(m). For
each value of IDbond(m), there is only one call due to the maintenance of V ′.
Assuming that these values represent occurrences of the intermediate molecule
at non-overlapping places in the target molecule, their combined number of
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bond set edges is bounded by |B|. Under this assumption, each recursive call
from an vertex v (with id ID(m)) is induced by a different bond set edge
in t, and therefore there are only |B| recursive calls in total from v, hence
only O(|V | · |B|) recursive calls in total in the algorithm. For each bond
edge, the connected components resulting from its removal can be found in
O(|t|) time. Hence, the algorithm uses O(|V | · |B| · |t|) time, if the time for
finding string identifiers is assumed to be O(|t|) as well. Actually, the time for
finding a unique string identifier grows—in the worst case—much faster than
this (consistent with the fact that finding unique identifiers solves the graph-
isomorphism problem, which is not known to be solvable in polynomial time),
but empirically, real-life molecules do not represent worst case instances, since
algorithms for this work very fast in practice [McKay & Piperno 2014]. Note
that a similar assumption on the time for solving the graph-isomorphism on
real-life molecules applies to the straight-forward algorithm described above,
since it also needs to check whether intermediate molecules are the same.
Hashing operations takes O(1) time, but only in the expected sense, hence the
bound for the algorithm stated above is expected time.
We note that |V | is always at most O(2|B|), since each v ∈ V can be
specified by the bonds in B which are fixed in the subtree of v in some synthesis
plan. Despite being exponential in |B|, this is much better than Ω(|B|!).
For certain target molecules, |V | can be bound even better—for instance, for
linear molecules |V | is O(|B|2). We will consider HoR sizes for various target
molecules and bond set sizes in Chapter 5.
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An Empirical Study
This chapter is the basis for the manuscript [Fagerberg et al. 2018a].
In Chapter 4 we demonstrated how to compute the K best synthesis plans
for a given target in polynomial time, according to traditional quality mea-
sures. In this chapter we carry out an empirical study of the method. Firstly,
we will demonstrate the computational feasibility of the algorithm in order to,
hopefully, provide chemists with an idea of what to expect when using this
approach in a new setting. We will test the runtime and space limits of the
method for different molecule types and sizes, as well as bond set sizes. For
this, we use artificial but representative families of molecules, to give insight
on correlations between molecule types and feasibility measures. Next, we
seek insight on how the quality of plans can vary depending on input param-
eters, such as yield estimates. This in turn will yield a discussion on how
the approach may be used in cases where yield estimates or other estimated
parameters are imprecise. As we will see, being able to compute multiple high
ranking plans efficiently in such cases helps provide insurance on the practical
value of the computed plans when detailed chemical information is not known.
Once we have ended this empirical study, we will move on to discussing the
realism of the approach in Chapter 6.
5.1 Computational Feasibility
Recall, that the reactions R and starting materials S for a HoR may be defined
using a bond set, i.e. a set of bonds that will be fixed throughout the course
of a synthesis, and that such a bond set may be identified by retrosynthetic
analysis or in some other way. The reactions R are obtained by breaking the
bonds of the bond set in a recursive manner in all possible ways. The starting
materials S are then the connected components of the (disconnected) graph
obtained by removing the bonds of the bond set from the target molecule.
For the purpose of this chapter, the tests for a target molecule were not
just run for a specific bond set, but all bond sets of a given size b. In this
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case, the HoR is union of of all vertices and hyperarcs of different HoRs for
this target, each using a unique bond set of size b. The motivation for us-
ing this type of HoR is to have a compromise between absolute exhaustion
of breaking all bonds of the molecule and being limited to one specific bond
set. The general consensus between chemists is that all construction reactions
in principle are chemically feasible (see for instance [Hendrickson 1977]), so
examining all possibilities is appropriate. This approach is utilized by SynGen
[Hendrickson 2002]. At the same time, when in a later phase functionaliza-
tion reactions are also considered, the synthesis will have additional steps for
every construction reaction (more on this in Chapter 6), so too many of these
will generate plans with many steps in practice, i.e the chemical protocol will
be long. Therefore, being able to specify the size of the bond set is mean-
ingful. Furthermore, it makes it possible to see the impact this has on the
computational feasibility.
To demonstrate the computational feasibility of the algorithm from Chap-
ter 4, it was implemented and run on different artificial but representative
families of molecules of varying types, sizes and complexities. We chose three
structurally different families and varied the molecule and bond set size for
each family to explore the correlation between molecule types and and feasi-
bility measures. The three families should provide a chemist with an idea of
what to expect when using the approach in a new setting. All three families
are assumed to consist of one type of atom, e.g. carbon atoms, ignoring im-
plicit hydrogens. Thus, the families may be seen as the skeletons of different
families of saturated hydrocarbons.
The first structural family is carbon chains, sized from two to 20 carbons
as depicted in Figure 5.1(a). The second family consists of tree structures,
in which each vertex has either one or four neighbors. The smallest such
molecule consists of five carbons and is the leftmost molecule depicted in
Figure 5.1(b). Each one-step increase in size connects three new vertices to a
leaf of the tree structure in a circular manner, as illustrated in Figure 5.1(b).
Again, we ran for 20 different sizes, yielding the instances of 3i + 2 carbons,
for i = 1, 2, . . . , 20, i.e. sizes 5 to 61 carbons. The final structural family is
grids of cycles, the structural skeletal of polycyclic hydrocarbons. 19 different
instances were created, the smallest consisting of one ring of six carbons, then
two rings, three rings etc. Each additional ring was added in a circular manner
as depicted in Figure 5.1(c) and the largest instance consists of 54 carbons in
19 rings.
In addition to the artificial families, we tested five actual molecules: ly-
sergic acid, longifolene, resistomycin, moenocinol and adamantane. These are
depicted in Figure 5.2. As seen, they are all slight structural deviations of
the artificial families and contain atoms different from carbon. Again, implicit
hydrogens were ignored for all instances.
For each target molecule, the HoR was constructed in a top-down manner,
40
5.1. Computational Feasibility
(a) Chains C C C
C C
C C
· · ·
C
C
(b) Trees
C
C
C
C
C
C
CC
C
C
C
C
C
C
C
C
C
C C
C
C
C
C
C
C
C
C
C · · ·
C
C
C
C
C
C
C
CC
CCC
CC
C
C
C
C
C
C
C
C
C
C
C
C C
C C C
C C
C
CC
C
C
C
C
C
C
C
(c) Ring grids · · ·
Figure 5.1: Structural families of molecules. (a) is a family of carbon chains.
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as described in in Section 4.5, for all bond sets of size one, two, three, four
and five. We tested bond sets of size up to five, because this is where we
started to experience the limits of what was computationally feasible. To
express computational feasibility, we have two measures: The first measure is
the number of hyperarcs of the HoR created. Recall that a HoR H satisfies
that size(H) ≤ 3|E|, so we use the number of hyperarcs to express its size. The
second feasibility measure is the time it took to expand the HoR and the third
is the time it took to compute the 50 best plans. The latter two are measured
in milliseconds. The tests were run on a 3.60 GHz Intel(R) Core(TM) i7-4790
CPU with 8 GB RAM.
In the following we discuss the HoR sizes and runtime limits of our method,
by considering the results for the three structural families, given in Figure 5.3.
Each coordinate system has the number of carbons atoms of the instance
along its horizontal axis, a feasibility characteristic along the vertical axis and
one plot for each bond set size. Please note that only points connecting line
segments of the plots are data points, and that the horizontal axis has the
number of carbons in the target structure rather than the size of the HoR.
The latter is because the figure is intended to provide chemists with an idea of
what time frames to expect for different molecules, rather than to verify the
runtime analysis of the algorithm. After discussing the structural families, we
will proceed to discuss the results of the molecules given in Figure 5.5.
5.1.1 HoR Size
First, consider the HoR sizes for the structural family of carbon chains, Fig-
ure 5.3(a). The number of hyperarcs (top row) for this family is almost the
same for bond sets of size 2–4. This is because all bond sets of each size are
explored. Every possible substructure of a chain can be created as a connected
component by removal of one bond (by placement of this bond). This means
that one level down in the HoR construction, all vertices of the HoR have been
created. For each of these substructures, all its substructures can be created
by removal of another bond, giving the remaining hyperarcs. Thus, the HoR
for all size-two bond sets includes all different substructures of a carbon chain
and all possible hyperarcs between them. Adding additional bonds to the bond
set does therefore not increase the size of the HoR. In fact, it decreases the
number of starting materials. We will illustrate this by an example: Recall
that a starting material is a connected component of the graph obtained by
removing a bond set from the target molecule. By this definition, for a chain
of n carbons and bond sets of size one, the chain of n − 1 carbons is a start-
ing material because the bond may be placed in either end of the structure.
However, if the bond set size is increased to two, the chain of n − 1 carbons
will not be a starting material, because is must be split by another bond. So
an increase in the size of the bond set yields the removal of a hyperarc from
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(c) Ring structures
1 bond 2 bonds 3 bonds 4 bonds 5 bonds
Figure 5.3: Measures of computational feasibility for the three tested struc-
tural molecule families: (a) carbon chains, (b) tree structures and (c) ring
grids. Each coordinate system has the number of carbons atoms of the in-
stance along its horizontal axis, a feasibility characteristic along the vertical
axis and one plot for each bond set size. The top row shows the progres-
sion in the number of hyperarcs in the computed HoR, a measure of the HoR
size. The second row shows the runtime for HoR construction in milliseconds.
The bottom row shows the runtime for computing the 50 best plans in each
instance in milliseconds.
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the HoR, namely the dummy hyperarc from s to the chain of n − 1 carbons
that indicates that the molecule may be used as a starting material.
Now, consider the results for the structural family of trees, Figure 5.3(b).
The plots depicting the number of hyperarcs in the HoR do not have a mono-
tone development as seen for the family of chains. For all bond set sizes, there
are clear dips for the instances with 17, 26, 35, 44, 53 and 62 carbons. This
can be explained by the symmetries arising in the structures when increasing
their sizes in the chosen systematic way. For instance, while the tree struc-
ture with 14 carbons, depicted as the fourth example in Figure 5.1(b), does
have some level of symmetry, increasing its size one step by adding three more
carbons, clearly introduces more symmetries, i.e. less different non-isomorphic
substructures, and thus less vertices and hyperarcs in the corresponding HoR.
This can explain the dip at 17. A similar explanation can be given for the
other observed dips. The largest HoR created for this family had 4, 693 hy-
perarcs and was for the instance with 32 carbons and five bonds in the bond
set. Using four bonds in the bond set, the largest instance for which the HoR
could be computed has 56 carbons, and the largest instance when using five
bonds has 35 carbons. For larger instances, the program was killed by the
operating system due to memory consumption.
Finally, consider the progression in number of hyperarcs in the HoR for
the ring grid structures. Again, there are clear dips in the size development
for all bond set sizes, and these can be explained by symmetries in the target
structures. For the ring grids, the first dip occurs at 24, which is the number
of carbons in the highly symmetric target structure with seven rings. The
remaining dips are for target structures with 10, 12, 14, 16, 18 and 19 rings.
Though the structures are not depicted separately, Figure 5.1(c) may assist
the visualization of them. The largest HoR created for the ring grid family
has 382, 560 hyperarcs and is the result of using size four bond sets on a
target structure with nine rings. Using four bonds in the bond set, the largest
instance for which we were able to compute the HoR has 12 rings, and the
largest instance when using five bonds has seven rings. Again, it was infeasible
to solve the larger instances due to memory consumption.
5.1.2 Runtime for HoR construction
The second row of Figure 5.3 shows the time it took to compute the HoR
for each instance and bond set size. Despite the fact that the HoR does
not increase in size for the chain structures, the time it takes to construct it
increases as the bond set size increases, as seen in Figure 5.3(a). This could
be an effect of the difference in the two identifiers for molecules: Recall from
Section 4.5 that for the graph of a molecule m, ID(m) identifies the molecule
m (without bond set edges marked) and is used to construct the vertex set
of the HoR. For each vertex, however, there is set of other identifiers of the
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form IDbond(m), with markings for bonds from the bond set—in this case
multiple bond sets—and that these are used for determining whether or not
to keep recursing (recursion stops when there are no more bond set bonds
left to recurse for). For tree structures, we also observe that the runtime,
Figure 5.3(b), seems monotonically increasing while the development in HoR
size has clear dips, as discussed above. This may also be an effect of the two
molecule identifiers. For ring structures, the dips are observed in the runtime
as well, see Figure 5.3(c).
For both the chain structures and the tree structures we observe that the
time is takes to compute the HoR dominates the the runtime for computing
plans, depicted in the bottom row and discussed below; while for the ring
family this tendency is not so clear (though still there). One major difference
between the two cases is that HoRs for chains and trees consist of hyperarcs
that model affixations and therefore have two vertices in their tails, with the
exception of the dummy hyperarcs. Ring grid structures, however, especially
the largest instances, do not yield many hyperarcs representing affixations.
Most hyperarcs for this family model cyclizations and therefore only have
one vertex in their tail. However, we do not expect that this influences the
runtime for neither the HoR construction nor computation of plans with more
than a constant factor. In the light of the discussion above, we believe the
explanation to be found in the two molecule identifiers. It could be that the
ring grid family has less different values of IDbond(m) for each vertex and
therefore less recursive calls for each vertex. This would explain that the
time to construct a HoR is more closely related to both the size of it and,
consequently, also the time to compute plans (as we will discuss in the next
section).
In terms of computational feasibility, the most time consuming instance of
chains was for 20 carbons and bond sets of size five, computing a HoR with 21
vertices and 115 hyperarcs out of which 15 were dummy hyperarcs pointing
to starting materials. This was computed in 6.7 seconds. The most time con-
suming instance of tree structure had 56 carbons with four bonds in the bond
set. The corresponding HoR has 703 vertices, 3, 257 hyperarcs, 650 starting
materials and was computed in under 12 minutes. For ring grids, it was 22
carbons in six rings with five bonds in the bond set, computed in just over
three minutes. The corresponding HoR has 31, 704 vertices, 205, 444 hyper-
arcs and 24, 671 starting materials. These bounds indicate how the runtime
for the HoR construction was not as limiting as available memory.
All in all, the behavior of the runtime for constructing a HoR for all bond
sets of a fixed size is complex to describe and not monotone, and it depends
on both the target structure and the bond sets. However, please note that
the specific type of HoR we used for our tests is merely one option out of
many, and other types of HoRs may result in different runtime behaviors.
Furthermore, we we will see below that the runtime for HoR construction is
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not related to the runtime for computation of plans, which is linear in practice
for some cases.
5.1.3 Runtime for Computation of the 50 Best Plans
The time it took to compute the 50 best plans for the three structural fam-
ilies is depicted in the bottom row of Figure 5.3. The runtime of planning
linearly follows the development of the HoR size, illustrated more clearly in
Figure 5.4(right), where the runtime is plotted as a function of the number of
hyperarcs in the HoR. This linear development may be surprising, because we
previously stated a polynomial but non-linear runtime of the algorithm, Algo-
rithm 3 on page 26, namely O(K|V |(|V |+ |E|)) for a HoR with vertices V and
hyperarcs E (Theorem 4.3.3). We believe that the observed linear runtime
stems from the type of HoR we used for our tests, so we discuss the runtime
in the light of our specific test designs below. For the details of the runtime
analysis of Algorithm 3 in the general case, we refer the reader to [Nielsen
et al. 2005].
Let us consider our case: K = 50 plans are output, yielding at most 50
iterations of the outermost loop of Algorithm 3. In each iteration, branching
is performed along a hyperpath, and for each new subhypergraph this creates,
the best hyperpath is computed and inserted into the priority queue. The
factor O(|V |) in the runtime stems from the number of subproblems created
in each iteration, i.e the number of subhypergraphs produced when branching.
This is bounded by the number of hyperarcs in a computed hyperpath, at most
O(|V |). However, each HoR used here is computed for bond sets with a fixed
size much smaller that O(|V |), namely b ≤ 5. While this does not necessarily
mean that all hyperpaths from the dummy vertex s to the target t have O(b)
hyperarcs, it does imply that the number of hyperarcs in most hyperpaths for
our instances are somehow related to this small bond set size. So, assuming
that the number of hyperarcs is asymptotically constant or near constant, so
is the number of new subhypergraphs created in each of the K = 50 iterations.
Recall from Chapter 4, that each subhypergraph is created in O(|V |+|E|) time
and that the shortest hyperpath for each is also computed in O(|V |+|E|) time,
using dynamic programming. All that remains is insertion into the priority
queue. The number of elements in this is, at any given time, at most the total
number of subhypergraphs produced by branching. As argued above this is
bounded by K = 50 and the number of hyperarcs in the longest hyperpath
which was almost always small. Thus, insertion into the priority queue has
an asymptotic insignificant contribution to the runtime. The total runtime
to compute the 50 best plans is therefore O(|V | + |E|). Adding to this that
|V | ≤ 3|E| in a HoR, also observed in Figure 5.4(left), the observed runtime
behavior is explained.
Please note that the number of hyperarcs a hyperpath is still technically
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Figure 5.4: Runtime development various HoR sizes. The leftmost plot depicts
the number of vertices as a function of the number of hyperarcs in HoRs. The
rightmost plot shows the runtime for computation of 50 plans as a function
of the number of hyperarcs. The runtime is measured in milliseconds. The
development is linear.
O(|V |) for some cases, even for the type of HoR we use (for instance the
chain structures), but we did not observe these long hyperpaths in practice,
expectedly because of the choice of quality measure and relatively small K.
In practice the longest time spent to compute 50 plans was 1 minute for the
ring grid family, just over 1 second for the tree structures and under 0.1 seconds
for the chain structures. So, once the HoR is ready, finding optimal plans
does not take long in practice, especially considering the linear development
in runtime described above.
5.1.4 Real molecules
As stated earlier, the tests described above were also made for the molecules
in Figure 5.2. The results for these are found in Figure 5.5. Because these
molecules are unrelated in size and complexity, the coordinate systems have
the number of bonds in the bond sets along their horizontal axes and one plot
for each molecule. Bounding the size of the HoR analytically is non-trivial,
because it depends both on the size of the target molecule and bond sets and,
as we saw from the results above, also to what degree the target molecule has
symmetries.
Adamantane yields a significantly smaller HoR than the other molecules,
presumably because of both its size and because it is highly symmetric. Re-
sistomycin has the largest HoR for size four bond sets: with 35, 687 vertices,
170, 002 hyperarcs and 1, 056 starting materials. Using a size five bond set
was not feasible due to memory consumption. The largest HoR over all was
for lysergic acid: 27.856 vertices, 181.805 hyperarcs and 22.246 starting ma-
terials. Again, we see that the runtime for computation of plans follow the
size of the HoR while the construction of it does not. This is especially clear
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Lyesenger Acid Longifolene Resistomycin Adamantane Moenocinol
Figure 5.5: Progression of number of hyperarcs of the HoR, runtime for com-
puting it and runtime for computing the 50 best plans for the molecules in
Figure 5.2. Runtimes are measured in milliseconds. Because these molecules
are unrelated in size and complexity, the coordinate systems have the number
of bonds in the bond sets along their horizontal axes and one plot for each
molecule.
for moenocinol which results in a smaller HoR than longifolene when using
size five bond sets, but still requires more time for computation of the HoR.
Computation of plans was only infeasible in two cases: for resistomycin and
lysergic acid using all bond sets of size five. For all other cases both the HoR
and 50 best plans were computed, each part in under 100 seconds.
5.2 Robustness Towards Changes in Yield
In this section we will seek insight on how the quality of plans can vary de-
pending on input parameters, here yield estimates.
For each instance, synthesis plans were computed in order, using the qual-
ity measure total price of starting materials TP. Let wu denote the weight
of a molecule u. Following Hendrickson [Hendrickson 1977], we estimate this
weight by the number of atoms in the carbon skeleton. Recall from Sec-
tion 4.4.1 that for a reaction e with a reactant v, the retro yield rv,e is the
amount of v in grams needed to produce one gram of the product h(e), and
that this is related to the reaction yield y by rv,e = wvwh(e) ·
1
y . If, for each hy-
perarc e from the dummy vertex s to a starting material v, we let rs,e = pv, its
price per gram, then, by a variation of Equation 4.2 on page 29, the total price
of starting materials needed for a synthesis plan represented by a hyperpath
πst is
TP(πst) =
∑
Pst inπst
|Pst|∏
i=1
rvi−1,ei . (5.1)
Instead of using the same yield for all reactions, as done by for example
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Figure 5.6: Illustration of comparison of rankings. The top axis illustrates the
50 best plans ranked using a base yield of 80%. There are three clusters. The
bottom axis illustrates the 50 best plans ranked using a base yield of 40%, also
with three clusters but different ones. To compare the rankings, we count how
many of the top 30 plans from the top axis are also in the top ⌈⌈30⌉⌉ = 40 on
the bottom axis, because all plans from rank 16 to rank 40 have the same total
price when using a base yield of 40%. Here, the marks symbolize synthesis
plans that are included in both rankings so, in this case, the answer is four.
Hendrickson [Hendrickson 1977], we chose a base yield y′ and let the yield
of a reaction be y = y′ + ϵ for a pseudo random number −0.05 ≤ ϵ ≤ 0.05.
We added these slight deviations to the base yields so that reactions were
not assumed to have the exact same yield and to avoid the tendency that
hyperpaths with the same topology were ranked the same. We compared the
50 best plans when using reactions yields 80% ± 5% with the 50 best plans
when using reaction yields of 40%± 5%. An average yield of 80% was chosen
following Hendrickson who explains that application of mechanistic theory to
trial synthetic reactions should generally be able provide at least 80% yield
in most cases [Hendrickson 1977]. The average yield of 40% was chosen such
that it was rather different from the first chosen yield but still not an extreme
case. For each hyperarc, the deviation of ±5% was the same when using a
base yield of 80% and 40%. The price per gram for a starting material v used
was pv = δwv, where 1 ≤ δ ≤ 3 is a pseudo random number, and the weight
of a molecule was set to be the number of atoms as described above.
To compare the ranking of the plans, a simple idea was used: count how
many of the top a plans ranked using a base yield of 80% are also in the top
a when using a base yield of 40%, and vice versa. To make this well-defined,
plans were clustered according to the total price of starting materials TP. If,
for instance, the plans ranking 10 to 20 have the same score according to TP,
but the plans at rank nine and 21 have a different score, the plans ranking 10
to 20 will be in a cluster ranking the 20th best plans. Because the clusters
using one base yield may be different than the clusters when using another,
the comparison becomes: count how many of the top a plans ranked using a
base yield of 80% are also in the top ⌈⌈a⌉⌉ when using a base yield of 40%,
and vice versa. Here a denotes the rank at the end of a cluster when using a
base yield of 80% and ⌈⌈a⌉⌉ denotes the rank at the end of the cluster of the
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(a) Chain, 9 carbons (b) Tree, 22 carbons (c) Rings, 22 carbons
Figure 5.7: Comparison of ranks for one medium size instance from each
structural family. The quality measure used is total price of starting materials.
Ranking was carried out once using a base yield of 80% and once using a base
yield of 40%.
a’th best plan when using a yield of 40%. This is illustrated in Figure 5.6: the
top axis illustrates the 50 best plans ranked using a base yield of 80%. The
plans ranked one to 20 have the same total price, so does the plans ranked 21
to 30 and 31 to 50. The bottom axis illustrates the 50 best plans ranked using
a base yield of 40%. In this case the clusters are one to 15, 16 to 40 and 41 to
50. We count how many of the top 30 plans from the top axis are also in the
top ⌈⌈30⌉⌉ = 40 on the bottom axis, because all plans from rank 16 to rank
40 have the same total price when using a base yield of 40%. Here, the marks
symbolize synthesis plans that are included in both rankings so, in this case,
the answer is four.
We ran tests on the molecules presented in Figure 5.2, as well as one
instance of each of the structural molecule families. We chose a medium size
instance from each of the structural families to keep the results close to reality
and not rely on extreme cases. For the same reason, the HoRs used were for
all bond sets of size three. To the best of our knowledge, a synthesis plan with
three construction reactions is reasonable to carry out it practice, and when
discussing the realism of our method in Chapter 6, we will give an example
of a synthesis plan for lysergic acid (Figure 5.2(a)) using five construction
reactions.
The results for the three instances of the structural families are given in
Figure 5.7. Each of the coordinate systems shows two plots. A point (a, b)
is red if out of the a best plans computed with a base yield of 80%, b plans
were also in the top ⌈⌈a⌉⌉ when using a base yield of 40%. The example of
Figure 5.6 would result in the red point (30, 4). Conversely, a point (a, b) is
blue if a of the b best plans computed with a base yield of 40% were also in the
top ⌈⌈b⌉⌉ when using a base yield of 80%. If a = b the yield did not have any
impact on the ranking of the a best plans. This means that a small distance
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Figure 5.8: Comparison of ranks for the molecules from Figure 5.2 using the
quality measure total price of starting materials with different base yields.
from the points to the line a = b indicates robustness of the algorithm towards
a change in the yield estimates from 80% to 40%, or vice versa.
The chain of 9 carbons, Figure 5.7(a), has top-ranked plans that are rela-
tively robust towards changes in yield and towards imprecision or uncertainty
in yield estimates. 44 out of the 50 best plans were the same when using base
yields 80% or 40%. Eight plans are the same in the top ten, and the top three
best plans are the same for the two base yields. For the tree structure of 22
carbons, however, this change in base yield has a big impact: five plans are in
the top ten using both yield estimates. In the top 50, 21 are the same. For the
ring structure with 22 carbons, the impact of the base yield is not as severe
for high ranks, but the plans with the lowest total price of starting materials
varies wildly depending on the base yields: in the top ten, only three are the
same for the two, and the best six plans are completely dependent on it. This
means that if the yield estimates are poor, the concept of a best plan is not
meaningful.
The comparison of ranks for the molecules of Figure 5.2 are depicted in
Figure 5.7. For longifolene (b), the main difference in ranks when changing
the yields is for the plans with highest rank: Three plans are in the top ten
using both base yields, two of which are ranked one and two. For lysergic acid
(a) the ranks depend very much on the base yields. Four plans are in the top
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ten of using both base yields, and only nine plans are in the top 50 for both.
For resistomycin (c) none of the top 32 plans are the same for the two base
yields, and only 12 are in the top 50. For moenocinol (d) the numbers are
three and 10. For adamantane (e), on the other hand, the change in yield has
very little impact.
When planning, yields are often not known with high precision and may
even change over time as lab experience with the chosen reactions grows. The
above shows that some plans may be quite sensitive to the exact yield values,
while for others a change in yield have very little impact. For this reason,
the efficiency of our approach is essential as it makes it feasible to run the
algorithm several times for different estimates. Running our algorithm for
two different sets of yield values and a fairly large K, and then taking the
intersection of the results, is a way to learn which of the good plans are robust
towards uncertainties in the yield values. This is especially useful in cases
where a chemist would like to synthesize a compound and can look up costs of
starting materials, but does not know or have access to proper yield estimates.
Then, they may use our method with different yield estimates and pick plans
that are highly ranked in all cases; these will likely be low-cost even though
improper yield estimates were used. This feature can be extended to uses of
our method for other quality measures and chemical estimates, and it is a
feature that relies on being able to compute multiple good plans. Developed
methods for finding a single good plan cannot be used in this way and are
therefore more sensitive to the accuracy and practicality of the information
provided. Hopefully, our method will increase the practical value of computed
chemical synthesis plans.
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Section 6.2 of this chapter is based on [Fagerberg et al. 2018b]. Section 6.3 is
basis for part of the manuscript [Fagerberg et al. 2018a]
Recall from Chapter 3 that synthesis planning often proceeds in two phases,
from fewer to more chemical features. The first phase is identification of a set
of construction reactions and the second includes functionalization reactions.
The focus point of the previous chapters was phase one.
In this chapter, we put our approach in a practical context and discuss
its realism. We do not discuss how to add chemical details in phase two, but
rather aim to illustrate how close or far plans computed using our method are
from chemical synthesis plans. Using decalin, also discussed in Chapter 4, as
an example in Section 6.2, we first show that even small molecules admit a
large number of synthesis plans and give the details of some of them. We also
compare a formal synthesis plan for decalin to a fully detailed synthesis plan
from the literature, illustrating the difference in level of details included. We
then proceed to another example, lysergic acid, also discussed in Chapter 5.
Again we use a fully detailed plan from the literature to illustrate the difference
in level of details included. We use the fully detailed synthesis plan to define
a skeleton and a bond set for lysergic acid, use our method to find alternative
plans, and compare the quality of these to the plan found i literature.
6.1 Skeleton of Molecules
Before the examples, let us first revisit the concept of the skeleton of a
molecule. We have refrained from going into details on the meaning of this
until now because it it not a well-defined concept, even though the construc-
tion of the skeleton structure of the target molecule is normally emphasized as
the core task of synthesis planning (see for instance [Hendrickson 1977, Hoff-
mann 2009]).
As described in Chapter 3, we focus on the carbon skeleton and construc-
tion reactions that alter this skeleton; usually by fixing carbon-carbon bonds,
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Wieland-Miescher ketone Decalin
Figure 6.1: Wieland-Miescher ketone and its skeleton decalin
but not always, as we will see in Section 6.3. Functionalization reactions, on
the other hand, can be carried out without affecting the carbon skeleton. This
notion is adapted from [Hendrickson 1977] and discussed in more details in
[Hendrickson & Sander 1995].
As evident from the recent paper [Ertl 2017] on the identification of func-
tional groups, other definitions exist: for instance, if one interprets the skeleton
of a molecule as the substructure that is not part of a functional group, then a
target skeleton may have multiple connected components. We do not consider
target skeletal structures with multiple connected components in this thesis.
6.2 Example: Decalin
For our first example, we look a bit closer at decalin, the bicyclic organic
molecule with ten carbon atoms. It is depicted in Figure 6.1 as the skeleton of
Wieland-Miescher ketone which we will discuss in Section 6.2.3. Decalin has
previously been used as an example molecule in graph theoretic approaches to
synthesis planning [Bertz & Sommer 1993].
6.2.1 Number of synthesis plans for decalin
Below, we use decalin to demonstrate that even small molecules typically lead
to a large variety of synthesis plans. We consider synthesis plans based on
bond sets of size four. By a straightforward application of Pólya’s Enumeration
Theorem [Pólya 1937], decalin has four non-isomorphic bond sets of size one,
181 non-isomorphic bond sets of size two, 47 non-isomorphic bond sets of size
three, and 92 non-isomorphic bond sets of size four.
For each of the 92 bond sets of size four, we count how many different
plans this leads to. We do this by creating the HoR based on the bond set
in question (using the algorithm in Section 4.5) and then computing the K
shortest hyperpaths for K =∞ (using the algorithm in Section 4.3.1). Please
1Note that Bertz [Bertz & Sommer 1993] also counts bond sets of size two, but does not
consider isomorphism issues and hence arrives at a larger number.
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(a)
(b)
Figure 6.2: Two example bond sets of size four for decalin. They each lead to
three synthesis plans, distributed over two different unary-binary tree topolo-
gies. These are the only bond sets of size four leading to three synthesis plans.
This is also Figure 3.1 in Chapter 3.
note, that in this case we computed a HoR for each bond set and not the HoR
for all bond sets of size four at once. We did this to consider the specific bond
sets separately.
Of these 92 bond sets, two lead to three different synthesis plans each
(these are depicted in Figure 6.2), one leads to five different synthesis plans
(Figure 6.3), one leads to eight synthesis plans (Figure 6.4), and the rest
each leads to at least ten possible synthesis plans (one example is given in
Figure 6.5). The maximum number for a single bond set is 38 different plans.
The total number of plans in the collection is 1711.2
In more detail, consider the example of the bond set depicted in Figure 6.4.
It gives rise to eight different synthesis plans, distributed over two different
unary-binary tree topologies. Considering leaf vertex labels only (as often
done in chemical literature) there are five differently labeled unary-binary tree
topologies. However, for three out of these five leaf-vertex-labeled trees, one
internal vertex may have two different labels, which leads to the final eight
different synthesis plans.
From numbers above, we see that even small molecules can have a large
number of possible synthesis plans. For larger molecules, an exhaustive enu-
meration becomes very costly in terms of computation time, and having a
polynomial time algorithm for returning the K best is a strong asset.
2In this sum, we did not check for isomorphic plans arising from different bond sets.
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Figure 6.3: An example bond set of size four for decalin. It leads to five
synthesis plans, distributed over two different unary-binary tree topologies.
This is the only bond set of size four leading to five synthesis plans.
Figure 6.4: An example bond set of size four for decalin. It leads to eight
synthesis plans, distributed over two different unary-binary tree topologies.
This is the only bond set of size four leading to eight synthesis plans.
56
6.2. Example: Decalin
Figure 6.5: An example bond set of size four for decalin. It leads to ten
synthesis plans, distributed over four different unary-binary tree topologies.
There are nine other bond sets of size four leading to ten synthesis plans.
6.2.2 Quality of Plans
We now add retro yields to the synthesis plans of decalin to see examples of
quality of plans. For each bond set, two different sets of example retro yields
were used, the same as in Chapter 5: one for which ∑v∈T (e) rv,e = 1.25 for
each hyperarc e representing a reaction, and one for which ∑v∈T (e) rv,e = 2.5.
These two cases correspond to a yield of 1/1.25 = 80% and 1/2.5 = 40%,
respectively. Again, for each reaction, the retro yields are distributed between
the reactants in proportion to their number of carbon atoms. For the examples
given in this chapter, we did not add any randomization to the yields, and
the quality measure used is total weight of starting materials TW, rather
than the total price. Again, this was to not use randomization. We excluded
randomization from the examples given in this chapter to make calculations
easier to follow and verify, and because the effects of randomization are not
needed.
As an example, consider the three synthesis plans of Figure 6.2(a). With a
yield of 80% in each reaction, one can verify that the total weight of starting
materials needed to create one gram of decalin is 2.27 g in the case where the
first affixation is followed by a cyclization, and 2.34 g in the two cases where
both cyclization reactions are performed in the end. With a yield of 40%, the
corresponding numbers are 32.5 g and 34.4 g. Figure 6.6 shows the HoR of
these three plans decorated with the retro yields corresponding to 80% yield.
As another example, consider the eight plans in Figure 6.4. Using a yield
of 80% in each reaction, one can verify that the best plan is the top leftmost
plan. This has a total weight of starting materials of 1.87 g. With a yield of
40%, the best plan is the top rightmost plan with a total weight of starting
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Figure 6.6: The HoR based on the combined sets of reactions and starting ma-
terials from the synthesis plans in Figure 6.2(a) decorated with retro yields.
The hyperpath corresponding to the leftmost tree in Figure 6.2(a) is high-
lighted in red. A larger version of this figure appears in Chapter 4: Figure 4.9
on page 30.
materials of 15.63 g.
From all synthesis plans of all possible bond sets of size 4, the best possible
total weight is 1.72 g if the yield is 80%, and 10.0 g if the yield in each reaction
is 40% (plans not among those depicted).
6.2.3 Detailed Chemical Synthesis Plan for a size 2 bond set
for decalin
In this section, we want to illustrate the difference between a skeleton plan from
the first phase and a detailed synthesis plan including the functionalization
reactions from the second phase. As will be apparent, the difference can be
large. Hence, the single best plan from phase one may easily turn out to be
infeasible under actual lab conditions. Being able to find the K best plans in
phase one gives a much more robust strategy, since this gives a number good
plans on which practitioners can build in phase two.
We use the synthesis of the Wieland-Miescher Ketone (WMK) as an ex-
ample. WMK is a key building block [Bradshaw & Bonjoch 2012] in the total
synthesis of numerous natural products possessing a wide spectrum of biolog-
ical activity. The reaction (also known as Hajos-Parrish-Eder-Sauer-Wiechert
reaction) is one of the first examples of asymmetric organocatalysis. The
overall reaction is depicted in the top left of Figure 6.7. It corresponds to the
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Figure 6.7: Top left: Overall reaction for the synthesis of Wieland-Miescher
Ketone (WMK) from methyl vinyl ketone and 2-methylcyclohexane-1,3-dione.
Top right: The phase one synthesis plan corresponding to this overall reaction.
It has decalin as skeleton molecule and a bond set of size two. Bottom: De-
tailed reaction mechanism of the L-proline catalyzed Robinson annulation to
yield WMK. The red arrows indicate the affixation and acclimatization steps
in the synthesis tree (top right). Note that both bond fixes require a lot of
electron rearrangement shown as arrows in the two bracketed reaction tran-
sition states. In all subfigures, the bonds of the bond set are shown by red
lines.
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Figure 6.8: Lysergic acid and its skeleton.
phase one plan shown in top right of Figure 6.7, which has decalin as skeleton
molecule and a bond set of size two. Interestingly, only the shown size two
bond set has been under heavy investigation, and many different organocat-
alysts have been tried out to improve the yield and enatiomeric access of the
reaction. Alternative bond sets, however, have only occasionally been tried
out, which is surprising given the central role of WMK as a versatile build-
ing block in natural product synthesis. The affixation and cyclization steps
require quite heavy valence electron rearrangements, as illustrated by arrows
in the two bracketed transition states in the lower part of Figure 6.7. Fur-
thermore, the synthetic target WMK is garnished with functional groups and
chiral centers which are not considered in the phase one plan.
6.3 Example: Lysergic Acid
The next example is lysergic acid, depicted in Figure 6.8 and also used for
the empirical study in Chapter 5. Lysergic acid (IUPAC name (6aR,9R)-
7-methyl-6,6a,8,9-tetrahydro-4H-indolo[4,3-fg]quinoline-9-carboxylic acid) is a
precurser of a number ergoline derivatives, for instance the psychedelic drug
LSD. Its skeleton for a phase one plan is also depicted in Figure 6.8. The
skeleton includes nitrogen atoms because removal of these would affect the
carbon backbone.
Again, we use a fully detailed plan from the literature to illustrate the
difference in level of details included. From this detailed chemical synthesis
plan, we use our method to find alternative plans and compare the quality of
these to the known plan.
6.3.1 Detailed Chemical Synthesis Plan for Lysergic Acid
Figure 6.9 and Figure 6.10 depict a synthesis plan for lysergic acid [Hoff-
mann 2009]. Figure 6.9 shows the top (last) part of the plan and Figure 6.10
the bottom (first) part. The bottommost ellipse vertex of Figure 6.9 therefore
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corresponds to the topmost ellipse vertex of Figure 6.10. As it is commonly
done in chemical literature, only the structure of the main molecules, i.e. those
that contribute atoms and bonds to the target molecule are depicted. Hyper-
arcs and vertices representing construction reactions are highlighted red. For
the relevant vertices to these, both the detailed molecular structure and the
corresponding skeleton are depicted. Note that MeNH2 is classified both as a
main molecule in the right side of Figure 6.10 as reactant of an affixation, and
as a secondary reactant in one of the deprotection reactions on the left side.
Deprotection and protection reactions are alterations of functional groups and
therefore functionalization reactions. Protection of sites in a molecule during
synthesis is introduced to ensure that the site it not altered by a subsequent
reaction.
The synthesis plan has 18 steps in total when including all functionaliza-
tions, five of which are construction reactions: there are three affixations and
two cyclizations.
6.3.2 Alternative Synthesis Plans for Lysergic Acid
The plan of Figures 6.9 and 6.10 is projected to a phase one plan in Figure 6.11.
Using a yield of 80% for all reactions (without randomization) gives a total
weight of starting materials TW = 2.38 g.
We computed all synthesis plans for this skeleton and bond set. The cor-
responding HoR has 31 vertices, four of which represent starting materials,
and 72 hyperarcs. There are 94 plans in total, and the phase one version
(Figure 6.11) of the real synthesis plan [Hoffmann 2009] is ranked the 20th
best. The total weight of starting of the best plan using this same bond set is
2.06 g and for the worst plan it is 2.92 g.
Synthesis plans for all bond sets of size five were also computed, to see
how these would compare to the bond set defined by the chemical synthesis
plan. In this case, the plan from [Hoffmann 2009] was not the best or among
the best—it was not in the top 50. The best computed plans have a total
weight TW = 1.56, one example is depicted in Figure 6.12. Note how the plan
only has two construction reactions, though it was computed using the HoR
of all bond sets of size five. This is possible because of the way we defined
starting materials for a bond set based HoR, and especially evident when
using multiple bond sets. A starting material is a connected component when
removing a bond set from the target molecule. Consequently, some molecules
are classified both at intermediary molecules and starting materials and can
therefore appear as either in a synthesis plan. In the case of this example,
using the quality measure TW, the highest ranking plans used intermediary
molecules as starting materials when possible.
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Figure 6.9: Top part of a chemical synthesis plan for Lysergic Acid from
[Hoffmann 2009]. Construction reactions are marked red. Required conditions
such as light and temperature are omitted. The bottom part of this plan is
shown in shown in Figure 6.10 and the projected plan, only including the
construction reactions, is depicted in Figure 6.11.
62
6.3. Example: Lysergic Acid
NH
O
N
CH3
O
O
CH3
N
N
C
C
Main Skeleton
Affixation
NaBr NaCl H2O CO2
HCl Na2CO3
NH
O
Br
N
Main Skeleton
Deprotection
HOCH2CH2OH
N
H
CH3
O
O
CH3
C
N
C
Main Skeleton
Affixation
MeNH+3 Br
−
NH
O
O
Br
Deprotection
tBuCONHMe
H2O
Br CH2
O
O
CH3
C C
Main Skeleton
Protection
MeNH2 C N
Main Skeleton
H2OtBu
O
N
O
O
Br
Protection
H2O
MeNH2
Br CH2
O
CH3
HOCH2CH2OH
tBu
O
N
O
Br
Functionalization
HOCH2CH2OH
C5H5NH
+Br−
HBr
tBu
O
N
O
N
Main Skeleton
Cyclization
C5H5NH
+Br−3
Al(OH)3
HCl
ClCH2COOH
5
tBu
O
N
Cl
O
N
C
Main Skeleton
Functionalization
ClCH2COCl AlCl3
H2O
4
SO2 HCl
tBu
O
N
OH
O
Protection
SOCl2H2O KCl
NH
OH
O
tBuCOCl KOH
HCl
Figure 6.10: Bottom part of a chemical synthesis plan for Lysergic Acid from
[Hoffmann 2009]. Construction reactions are marked red. Required conditions
such as light and temperature are omitted. The top part of the plan is shown
in Figure 6.9 and the projected plan, only including the construction reactions,
is depicted in Figure 6.11.
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Figure 6.12: Using the HoR for all bond sets of size five for the skeleton of
lysergic acid, this phase one plan is an example plan with the lowest total
weight of starting materials, namely 1.56 g. It has a size two bond set.
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In this chapter, we gave examples illustrating how our model relates to
reality. While the level of details on how to carry out a synthesis plan in
practice is higher than what is modeled when using construction reactions only,
we would like to stress that in terms of efficient planning we are not so far from
reality as it may seem: Multistep functionalization reactions associated with
a construction reaction can be considered indirectly for ranking by modifying
the yield of their corresponding construction reaction. This means, that if
yields and prices of starting materials are known, our method will provide
realistically good plans. A chemist may choose among these and add the
missing details to them in phase two. If the estimates are not known, multiple
iterations of the algorithm with varying guesses of yield might provide good
options, as argued in Section 5.2. Either way, the option to compute K good
plans in phase one must be an improvement to merely computing one.
Another practical value of our approach, in particular the model, is the
following scenario: suppose a synthesis plan as been computed and picked by
a chemist to carry out in practice, and that the process of carrying it out
has begun. And suppose now, that something goes wrong or that a reaction
cannot be carried out in practice. Then, the already produced molecules can
be marked as starting materials with price 0 in the HoR, and alternative plans
using the already produced substances can be found.
We also note again, that the HoR may arise from many sources. An
option for computing synthesis plans with more chemical details and including
functionalization reactions as well, is to define aHoR based on a set of reactions
and starting materials from chemical databases such as Reaxys [Reaxys 2018]
or SciFinder [SciFinder 2018]. This is left for a future project.
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In Chapter 4 we presented Definition 4.2.1 of a hyperpath which we used for
synthesis planning. In this chapter we place our definition in the context of
the hypergraph literature.
In [Gallo et al. 1993] a structural concept of B-hyperpaths was defined for
general directed hypergraphs. The definition was meant to capture the (recur-
sive) notion of B-connectivity of vertices in hypergraphs but, as pointed out
in [Nielsen & Pretolani 2001], the definition is faulty for this purpose unless
acyclicity is imposed. This is true even when the definition is restricted to
use for B-hypergraphs only. In the case of B-hypergraphs, an alternative def-
inition from [Ausiello et al. 2001], Definition 7.0.1 given below, can be used,
without affecting correctness of the algorithms proposed in [Gallo et al. 1993]
or [Nielsen et al. 2005], because these rely on B-connectivity [Nielsen & Pre-
tolani 2001].
Definition 7.0.1 (from [Ausiello et al. 2001]). A hyperpath π = (Vπ, Eπ)
from a set of source vertices S to a target vertex t in a B-hypergraph H is a
subhypergraph of H with the following properties: If t ∈ S, then Vπ = {t}
and Eπ = ∅. Otherwise, Eπ can be ordered in a sequence ⟨e1, e2, ..., eq⟩ such
that
(1) T (ei) ⊆ S ∪ {h(e1), h(e2), ..., h(ei−1)} for all i
(2) t = h(eq)
(3) No proper subhypergraph of H is a hyperpath from S to t, i.e. no sub-
hypergraph H ′ = (V ′, E′) of H with V ′ ⊂ Vπ and E′ ⊂ Eπ satisfies (1)
and (2).
Point (3) specifies the notion that a hyperpath should be minimal, also
discussed in [Gallo et al. 1993]. There are some comments on the structural
meaning of Point (3) in both [Ausiello et al. 2001] and [Nielsen et al. 2005], but
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neither give the detailed arguments of the correctness of them. In [Thakur &
Tripathi 2009], they thoroughly discuss hyperpath definitions and introduce a
new, more restrictive type called an L-hyperpath, but the structural meaning
of minimality for B-hypergraphs is also not addressed here. We have therefore
formulated a new structural version of the hyperpath definition and show that
the two definitions are indeed equivalent. The below definition is paraphrased
from Definition 4.2.1.
Definition 7.0.2 (paraphrased version of Definition 4.2.1). A hyperpath π =
(Vπ, Eπ) from a set of source vertices S to a target vertex t in a B-hypergraphH
is a subhypergraph of H with the following properties: If t ∈ S, then Vπ = {t}
and Eπ = ∅. Otherwise, Eπ can be ordered in a sequence ⟨e1, e2, ..., eq⟩ such
that
(1) T (ei) ⊆ S ∪ {h(e1), h(e2), ..., h(ei−1)} for all i
(2) t = h(eq)
(3a) Every v ∈ Vπ \ {t} has at least one outgoing hyperarc in Eπ, and t has
zero.
(3b) Every v ∈ Vπ \ S has exactly one ingoing hyperarc in Eπ, and every
s ∈ Vπ ∩ S has zero.
Lemma 7.0.3. Definition 7.0.1⇐⇒ Definition 7.0.2
Proof. To show that the two definitions are equivalent, we only consider the
non-trivial case where s ̸= t and show that (3)⇐⇒ (3a) and (3b). Denote by
H the set of heads {h(ei) | i = 1..q} and by T the union of all tails ∪qi=1T (ei)
of hyperarcs of π.
Showing “=⇒“: Suppose that π = (Vπ, Eπ) is a non-trivial hyperpath ac-
cording to Definition 7.0.1, i.e. it satisfies (1)–(3) for some order of its hyperarcs
⟨e1, e2, ..., eq⟩. First consider Point (3b). To see that every vertex Vπ \S has in
at least one ingoing hyperarc, note that by (3) there are no isolated vertices,
so Vπ = H∪ T . By (1) T ⊆ S ∪H, and therefore Vπ ⊆ H∪ (S ∪H) = S ∪H.
Thus Vπ \ S = H, so each vertex is the head of at least one hyperarc. If
for some v′ ∈ Vπ \ S, there are two ingoing hyperarcs, then the one with the
highest index in the order can be removed without introducing a violation
of (1), if the order of the remaining hyperarcs is kept. A violation of Point (2)
can be introduced in the case where v′ = t. In this case, delete hyperarcs in
decreasing order from the list ⟨e1, e2, ..., eq⟩ (this can be done without intro-
ducing a violation of (1)) until the other hyperarc with v′ as its head is met.
Then Point (2) again holds, contradicting (3). Thus, Point (3b) holds.
Now consider (3a): Suppose there is a vertex v′ ∈ Vπ \{t} with no outgoing
hyperarcs. By (3b), argued above, v′ is the head of exactly one hyperarc
from ⟨e1, e2, ..., eq⟩. Removal of v and its ingoing hyperarc does not introduce
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a violation of (1) because v′ has no outgoing hyperarcs. Since v′ ̸= t, the
removal also does not introduce a violation of (2). This contradicts (3). So v′
must have at least one outgoing hyperarc. For the statement on t, consider
the following: by (1) it holds that T ⊆ S ∪{h(e1), h(e2), ..., h(eq−1)}. Because
t = h(eq) by (2), because eq is the only ingoing hyperarc to t by (3b) as shown
above, and because t /∈ S, we conclude that t /∈ T , meaning that it has no
outgoing hyperarc. Thus, Point (3a) holds.
Showing “⇐=“: Now, suppose that π = (Vπ, Eπ) is a non-trivial hyperpath
according to Definition 7.0.2, i.e. it satisfies (1), (2), (3a) and (3b) for some
order of its hyperarcs ⟨e1, e2, ..., eq⟩. We will show that any proper subhyper-
graph of π will violate either (1) or (2). By (3a) and (3b) there are no isolated
vertices in π, so the construction of a proper subhypergraph π′ must occur
with the removal of at least one hyperarc from Eπ. Let ej be the removed
hyperarc with the highest index in ⟨e1, e2, ..., eq⟩. If ej = eq, then π′ violates
Point (2), because by (3b), eq is the unique hyperarc with t as its head. Now,
suppose j < q. By existence of ej in π and Point (3b), it holds that the vertex
h(ej) is not in S. By (3a) it also holds that h(ej) has at least one outgoing
hyperarc, say e′. The only way e′ does not violate (1) for π′, after removal of
ej , is if there exists a hyperarc in Eπ \ {ej} with the vertex h(ej) as its head.
By (3b) there does not (regardless of the order of the hyperarcs). Therefore,
π′ violates (1). Thus, any proper hypergraph of π violates either (1) or (2),
so (3) holds.
In the recent survey on directed hypergraphs (B-hypergraphs) [Ausiello &
Laura 2017], yet another definition was given, following the idea from [Thakur
& Tripathi 2009] that a hyperpath is a sequence of vertices and hyperarcs.
Definition 7.0.4 (paraphrased from [Ausiello & Laura 2017]). An acyclic
hyperpath from a set of source vertices S to a target vertex t in a B-hypergraph
H is a sequence of vertices and hyperarcs ⟨S, e1, v2, e2, ..., eq, vq+1⟩ of H such
that:
(i) vi+1 = h(ei) for all i ∈ {1, 2, . . . , q}
(ii) T (ei) ⊆ S ∪ {v2, v3, ..., vi−1} for all i ∈ {1, 2, . . . , q}
(iii) vq+1 = t
(iv) vi ∈ ∪qj=1T (ej) for all i ∈ {2, 3, . . . , q}
(v) vi /∈ S ∪ {v2, v3, ..., vi−1} for all i ∈ {2, 3, . . . , q}
If vertices are imposed to the sequence of hyperarcs of a hyperpath of
Definition 7.0.2, such that it becomes ⟨S, e1, h(e1), e2, h(e2), . . . , eq, t⟩, it it
fairly straightforward to verify the following lemma:
Lemma 7.0.5. Definition 7.0.2 ⇐⇒ Definition 7.0.4
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We hope that the above discussion helps to clarify the connection between
the various different definitions of hyperpaths from the literature. We believe
that the structural specifications of hyperpaths are often more easily used in
arguments than Definition 7.0.1, and now they can be without introducing
doubts on the formalism.
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Part II
Mass spectrometry

8Chapt
er
Introduction to Mass
Spectrometry
This chapter is based on [Andersen et al. 2018]
Mass spectrometry is an analytic technique for characterizing molecules
and molecular mixtures, by gaining knowledge of their structure and com-
position from the way they fragment. It is one of the most versatile and
comprehensive analytic techniques currently at the disposal of chemists and
biochemists [Dass 2007, Milman 2015] and has applications within numerous
fields ranging from medicinal chemistry and pharmaceutical science [Wanner
& Höfner 2007] to environmental science [Lebedev 2013] and space science
[Hoffman et al. 2010].
A mass spectrometer uses the fact that acceleration of charged particles
in an electric field depends on their mass-to-charge ratio. At the first step
sample molecules are ionized, which transfers sufficient energy to trigger their
fragmentation. Each product ion of such fragmentation can then again frag-
ment further. These ions are then separated in the mass spectrometer accord-
ing to their mass-to-charge ratio. The outcome is mass spectra containing
peaks representing the (relative) abundances of fragments as a function of
their mass-to-charge ratio. The measured abundances are normally referred
to as intensities. An example spectrum is depicted in Figure 8.1. It has m/z
(mass m, charge z) along the horizontal axis and intensity (abundances of
fragments) along the vertical axis.
The pattern of fragment masses and abundances contains ample informa-
tion on the molecular structure. While it is sufficient for most applications
to use this information to identify molecules found in databases of chemical
compounds, it has remained an excruciatingly difficult and often impossible
task to determine the structure of an unknown molecule by mass spectrometry
alone [Scheubert et al. 2013].
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Figure 8.1: The EI spectrum of glyconitrile (NIST MS number 230418). The
peaks show the intensity as a function of the mass-to-charge ration of the ion
fragments.
8.1 Previous Work
The mass spectrometry-based identification of small molecules usually relies
on the search for the corresponding mass spectrum in a reference spectrum
database [Sumner et al. 2007, Milman 2015, Böcker 2017, Kind et al. 2017].
This approach, however, will not be successful for molecules that do not yet
have a database entry, and therefore critically depends on computational meth-
ods for the in silico prediction of a mass spectrum from the molecular structure
[Hufsky & Böcker 2016]. This is the focus of our research. Four very differ-
ent computational approaches are widely used throughout the literature: (i)
rule-based fragmentation (ii) combinatorial fragmentation (iii) fragmentation
trees, and (iv) competitive fragmentation.
The first three approaches aim at ranking a set of candidate structures
by their potential to explain a maximum number of informative peaks that
are observed in the mass spectrum of an unknown compound. Peaks with
high m/z values, and among those the peaks with higher intensities, usually
convey more structural information than peaks with low m/z values, and are
deemed informative peaks. A peak in a mass spectrum is explained by a
candidate structure if a fragment with the corresponding mass, within user-
defined error bounds, can be generated via bond breaking processes. The
candidate structure which explains the maximum number of informative peaks
is the most likely to have generated the unknown mass spectrum. However,
being based on the number of matched peaks, none of these approaches take
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the full intensity information in the mass spectrum into account.
A mass spectrum without intensity information is frequently called a bar-
code spectrum. The most popular computational tools for these three ap-
proaches are the open source software MetFrag [Ruttkies et al. 2016, Wolf
et al. 2010], the commercial packages Mass Frontier and MOLGEN-MSF [Ker-
ber Adalbert 2006], and the package SIRIUS [Böcker et al. 2009] for which no
source code is available. The methods differ mainly in the way the fragmen-
tation graphs are constructed. Mass Frontier and MOLGEN-MSF rely on a
large, hand-curated set of experimentally observed fragmentation reactions.
MetFrac systematically breaks every bond in the candidate molecule and
prunes this highly combinatorial search space. For pruning, heuristic filtering
strategies based on chemical properties of the broken bonds and generated
fragments are used. In addition, MOLGEN-MSF calculates the theoretical
isotope fine structure for each predicted fragment. An isotope fine structure is
the mass spectral signature that arises from naturally occurring isotopes due
to their slight variation in mass. The program then filters out fragments where
the predicted isotope fine structure does not match the isotope fine structure
of the targeted peak in the reference spectrum. The key concept of SIRIUS
is the so-called fragmentation tree [Dührkop & Böcker 2016], which explains
the fragmentation on the level of the molecular formulas. The fragmentation
tree is directly calculated from the mass spectral data using combinatorial
optimization techniques; this fact sets SIRIUS apart from the other methods.
For the fourth approach, Competitive Fragmentation Modeling (CFM)
[Allen et al. 2014, Allen et al. 2015, Allen et al. 2016b, Allen 2016] is among the
current state-of-the-art methods and the only one that tries to predict mass
spectra including peak intensities from molecular structures. The method
combines a combinatorial fragmentation method with a Markov-type dynamics
on the generated fragmentation graph to estimate intensity values for the pre-
dicted fragments. Parameters such as bond breaking propensities are inferred
from experimental mass spectrum data with the help of machine-learning tech-
niques. The idea was pioneered in [Gasteiger et al. 1992] for a specific class of
fragmentation reactions. The computational model parameters can be trained
for different experimental techniques, e.g. election ionization (EI) and electro-
spay ionization (ESI), which makes this approach quite flexible. The source
code as well as a web service CFM-ID [Allen et al. 2014] are available. We
will give a more detailed explanation of CFM in Chapter 9.
For recent reviews on computational approaches in small molecule mass
spectrometry, we refer to [Hufsky et al. 2014, Hufsky & Böcker 2016].
8.2 Contribution
We describe a road map for improving the current computational methods
for the prediction of mass spectra. In our view, the key issue is achieving a
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chemically more realistic model of the fragmentation process without sacri-
ficing computational feasibility. To this end, we propose to (i) describe the
individual fragmentation reactions by means of graph transformation rules
and (ii) to express the dynamics of the system in terms of reaction rates and
quasi-equilibrium theory.
Graph transformation rules strike a useful balance between chemical ex-
pressiveness and computational efficiency. We use them here both to specify
the possible core fragmentation reactions, and to characterize the reaction
sites when learning values for the rates. We argue that the mechanistically
more explicit model of the underlying chemical reality not only holds more
explanatory power but also promises substantial practical improvements for
the prediction of mass spectra. Missing lines in predicted spectra, for instance,
are directly indicative that fragmentation reactions are missing from the rule
set, which the mechanistic nature of the model makes much easier to identify
and correct. Our modeling of system dynamics also allows better separation of
instrument dependent and instrument independent parameters in the model.
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Towards Mechanistic
Prediction of Mass Spectra
Using Graph Transformation
This chapter is based on [Andersen et al. 2018]
In this chapter we describe a new road map improving the current compu-
tational methods for the prediction of mass spectra. The chapter is organized
as follows: In Section 9.1, we define the formal model for describing graph
transformation rules and strategy frameworks. In Section 9.2, we give an
overview of how fragmentation graphs are used to predict mass spectra. In
Section 9.3, we explain how graph transformation can be used to find the
fragmentation graphs of molecules. In Section 9.4, we explain our modeling
of systems dynamics, and we outline how the rates and other parameters can
be learned from mass spectrometry data and then used to predict spectra of
further molecules. Our core contribution is embodied by Sec. 9.3 and 9.4.
9.1 Graph Transformation
Any computational approach for predicting mass spectra inherently requires
a representation of molecules and a method for transforming molecules via
fragmentation reactions. This essentially amounts to a model for an artificial
chemistry. Several abstraction approaches exist for molecules (e.g., the molec-
ular formula, the structural formula, and approaches that include partial or
complete information on the three-dimensional arrangement of atoms) as well
as for chemical reactions (e.g., the λ-calculus [Fontana & Buss 1994], the chem-
ical abstract machine [Berry & Boudol 1992], or graph transformation systems
[Andersen et al. 2016]).
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As described in Chapter 2, we model chemical compounds as labeled undi-
rected graphs. For mass spectrometry, we model chemical reactions using
graph transformation rules utilizing the Double Pushout (DPO) approach
[Ehrig et al. 2006]. Contrary to what we did in the context of synthesis plan-
ning in Part I, we do not specify reactions by entire reactants and product
molecules. In stead, only the changes that occur within parts of the involved
molecules during the course of a reaction are specified. This is described in
further details below. In a nutshell, graph transformation rules add mecha-
nistic reaction modeling to the classic modeling of molecules as static graphs.
We note that all the formal modeling described in this section has been im-
plemented in an efficient software library MØD [Andersen 2016].
9.1.1 Graph Transformation Framework
Chemical reactions usually act on more than one compound and create more
than one compound. Therefore we consider graph transformation that in
general can operate on graphs whose connected components represent the in-
dividual molecules. As reactants and products of reactions can appear in
multiplicities, we will implicitly interpret a set of connected graphs as a mul-
tiset of connected graphs when applying a rule. A rule p thus transforms a
multiset of connected graphs (usually denoted G) to a multiset of connection
graphs (usually denoted H). A DPO transformation rule p = (L l←− K r−→ R)
formally consists of three graphs L, R, and K, as well as two graph morphisms
l and r. Such a rule can be applied to G if the graph L can be found as a
subgraph in G, i.e., if a matching graph morphism m : L → G exists. The
copy of L in G is then replaced by R: first L\K is removed from G, yield-
ing an intermediary graph D, to which R\K is added. The result is the new
graph H, which again may consist of multiple connected components.1 Such a
direct derivation is denoted G p,m==⇒ H, or simply G p=⇒ H or G⇒ H when the
matching morphism or rule is not relevant. By splitting H into its connected
components we obtain a multiset of connected graphs that correspond to the
products of a chemical reaction. For a formal and detailed introduction and
a comparison with other modeling approaches we refer the reader to [Ehrig
et al. 2006, Andersen et al. 2013, Andersen et al. 2016].
An example of a rule p and its application is depicted in Figure 9.1. The
top span corresponds to the transformation rule p and the bottom span cor-
responds to the application of p to G leading to H. The reaction mechanism
encoded by the rule in Figure 9.1 is commonly known as H-Y elimination,
which splits a compound in a mass spectrometer. We underline that graph
1Formally, the two squares, see Figure 9.1, are pushouts, a concept form category theory.
This means G is the gluing of L together with D along the common graph K, and similarly
for H with R, D, and K. For brevity, we here skip defining this constraint—see [Ehrig
et al. 2006] for full details.
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Figure 9.1: A direct derivation in the Double Pushout approach to graph
transformation. The transformation rule p = (L l⇐= K r=⇒ R) is applied to
the graph G by finding a subgraph match of L in G, i.e., a match morphism
m : L→ G. The resulting graph H is derived by first removing L\K from G,
and then adding R\K. The rule p represents H-Y elimination.
transformation facilitate the construction of rules that are chemical in nature,
i.e., there is a chemical reaction underlying the transformation rule. Also note
that the graph L of a rule does not need to match entire molecules, but merely
parts of them. In other words, L defines a neighborhood of the reaction site,
which specifies exactly where in molecules this rule can be applied. Hence, a
single rule can capture the same type of reaction in many molecules, and even
in several places in the same molecule.
9.1.2 Strategy Framework
For the prediction of a mass spectrum, and for compound identification when
spectra are given, the chemical space of potential fragments needs to be com-
puted. Computational approaches for this often suffer from a combinatorial ex-
plosion. For example, in order to keep the computational cost within tractable
limits, only two consecutive fragmentation steps were considered for applica-
tions of CFM-ID reported in [Allen et al. 2014].2 In [Andersen et al. 2014],
the strategic graph transformation framework was presented, which allows the
use of sophisticated strategies for expanding the chemical space of interest
more systematically. In the following we present an abbreviated version of the
framework, as needed for thesis.
2In [Allen 2016], Allen notes that experiments with a search depth of three were carried
out, but the increased computational effort did not substantially improve the results.
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The core of the framework is rule application. Given a set of connected
graphs U and a graph transformation rule p, the application p(U) of p on U
is a new set of connected graphs U ′ defined as follows:
U ′ = U ∪ {h | ∃G ⊆ U : G p=⇒ H and h ∈ CC(H)} (9.1)
That is, for each G on which p can be applied, we add the set of connected
components CC(H) of the graph H resulting from the rule application. Re-
peated application of a rule can then accumulate a set of reachable graphs
from the initial set. In a chemical context, this amounts to the construction
of a reaction network, represented as a directed hypergraph.
The strategy framework is a domain specific programming language for
graph transformation, in which rule application is the fundamental operation.
In the framework, a strategy is a function from a set of graphs to another set
of graphs. A single rule p is a strategy by itself, whose application on a set
of graphs is as defined above. Existing strategies can be composed to new
strategies in various ways, the semantics of which we now briefly describe. A
full description of the framework can be found in [Andersen et al. 2014].
As above, we use U to denote the set of input graphs, and U ′ the resulting
set of graphs. The letter Q is used to denote arbitrary strategies, and square
brackets are used to delimit parameters of strategies. The notational scheme
for the application of a strategy is thus U ′ = strat[parameter](U).
Parallel. Given a set of strategies {Q1, Q2, . . . , Qn}, the strategy
parallel[{Q1, Q2, . . . , Qn}] applies each Qi to the input independently, and
returns the union of the results.
Sequence. Given strategies Q1, Q2, . . . , Qn, we write Q = Q1 → Q2 →
· · · → Qn for the composition of applying each strategy. That is, Q(U) =
Qn(. . . (Q2(Q1(U))) . . . ). Additionally, Q = Q′n denotes the n-fold composi-
tion of the strategy Q′.
Repeat. Given a strategy Q′ and a non-negative integer n, the strategy
repeat[n,Q′] is equivalent to Q′k for the smallest k such that either n = k, or
the graph set is empty, or the graph set has reached a fixed point.
Filter. Given a predicate P on graphs, a filter strategy filter[P ] returns
the set of graphs satisfying the predicate.
Derivation Predicate. Given a predicate P on direct derivations and a
strategy Q′, we write derivationPredicate[P,Q′] for a derivation predicate
strategy. It executes Q′ on the input, but modifies rule application, Eq. (9.1),
so only direct derivations satisfying the predicate are accepted.
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In short, reaction networks can be built from one or more starting molecules
(connected graphs) using repeated application of rules. The strategy frame-
work offers a flexible way of specifying and controlling the construction of such
networks.
9.2 Overall Model for Mass Spectrum Prediction
The overall model we use for mass spectrum prediction is based on the concept
of fragmentation graphs. A single fragmentation breaks a charged molecule
into two parts, of which one receives the charge and the other stays neutral.
As only charged molecules are detectable in a mass spectrometer, only the
charged fragment is relevant, hence each fragmentation can be considered a
one-to-one reaction. This charged fragment may then fragment again into even
smaller fragments. Therefore, the possible ways of repeatedly fragmenting
a charged molecule M into smaller parts is well represented by a directed
acyclic graph (DAG), denoted the fragmentation graph for M. The nodes of
the DAG are the possible fragments, the arcs of the DAG are the one-to-one
fragmentation reactions, andM is the source of the DAG. One may include the
ionization step in the DAG by allowing the source to be the uncharged version
of M, and letting every outgoing arc of the source point to an ionized version
of M. Each outgoing arc therefore corresponds to an independent reaction
channel in the language of chemical kinetics. Because multiple ions may occur
simultaneously, we refer to them as M+ ionization states.
As an example consider Figure 9.2, depicting a reaction network for the
fragmentation of the molecule glycolonitrile (CAS 107-16-4). The fragmen-
tation graph is marked as a blue subgraph, and everything else are neutral
fragments which are not detectable. Each fragment is shown with an id and its
monoisotopic mass. Each reaction also has an identifier, whose precise mean-
ing will become clear in Sec. 9.3. Though glycolonitrile is a small molecule, it
gives rise to several different types of fragmentations, including a rearrange-
ment (r96) and three elimination (r71, r75, r77) reactions, and it illustrates that
ionization (r0, r1, r4, r10) can yield multiple different ions, here five. Note that
the compound cyanide (id 5) can be obtained in three ways, both as a product
of cleavage (r38 and r52) but also as a consequence of ionization (r4).
If the probability of each fragmentation in a fragmentation graph is known,
the graph translates into a spectrum: For any given fragment, a path of con-
secutive fragmentations leading to it has a probability given by the product
of the probabilities of the fragmentations along it; the sum over all such paths
gives the intensity at which the fragment occurs. Different ions with the
same mass and charge will all contribute to the corresponding peak in the
mass spectrum. For example, in Figure 9.2 this means that the five ions with
monoisotopic mass 57.02 u (nodes with id 1, 2, 7, 26 and 28) will all contribute
to the peak at m/z 57.02 (identified as glycolonitrile ion).
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Thus, the overall model we consider has three phases:
1. Generation of the fragmentation graph
2. Estimation of probabilities of the fragmentations
3. Construction of a spectrum.
This overall model has been used before, most closely related to our line
of work by Allen et al. in a series of works [Allen et al. 2014, Allen et al. 2015,
Allen et al. 2016b, Allen 2016] leading to the program CFM-ID [Allen et al. 2016a].
For comparison with our proposal below, we outline their approach: For
phase 1, they systematically break all non-hydrogen bonds, each time en-
suring satisfaction of a set of chemically motivated constraints, such as mass
preservation, charge preservation, and possible hydrogen rearrangements, by
using integer linear programming. For phase 2, they introduce a break ten-
dency for each fragmentation, i.e., how likely it is that a fragmentation will
occur. The break tendencies are learned using machine learning, using mod-
els built on the assumption that similar molecules break in similar ways. To
quantify similarity, each fragmentation is associated with a feature vector, a
binary vector in which each entry i indicates if the fragmentation has feature
i. Most features are characteristics of the surroundings of the bond broken
by the fragmentation, e.g., the presence of particular atoms within a certain
distance, or if a broken ring was aromatic or not. Using this feature vector as
input, they train two types of models for the break tendency, a linear model
and a neural network. Finally, each break tendency is translated into a proba-
bility for the fragmentation using a softmax function [Bishop 2006] taking into
account the other possible fragmentations for the same molecule, i.e., other
outgoing arcs in the fragmentation graph.
The core of our proposal is performing phase 1 and phase 2 using new
approaches. This is the subject of Sec. 9.3 and 9.4, respectively. Phase 3 is
a fairly straightforward calculation based on the fragmentation graph and the
probabilities as described above, and will not be discussed in more detail here.
9.3 Using Graph Transformation for Modeling Frag-
mentation
Graph transformation is a formalism well suited for the generation of fragmen-
tation graphs, since it allows precise and flexible specification of fragmentation
reactions, based on knowledge of the underlying chemistry. Given a set of ap-
propriate graph transformation rules and a derivation strategy, generation of
the fragmentation graph is a straightforward application of these to the input
molecule. In this section we illustrate how to use graph transformation rules
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and the strategy framework for the construction of fragmentation graphs, by
an example.
Consider once again the graph transformation rule depicted in Figure 9.1.
This models a rule used for fragmentation, namely an H-Y elimination. It is
part of the rule set used to create the fragmentation graph in Figure 9.2. The
other rules used for this graph are listed in App. A. All are part of a database
of ionization and fragmentation rules, which we are currently building. The
rules above were extracted manually from McLafferty’s book [McLafferty &
Tureček 1995]. Now, consider the reaction network depicted in Figure 9.2,
and recall that the fragmentation graph is the blue subgraph. The network is
produced by first applying the ionization rules to the input graph, with subse-
quent removal of charge neutral fragments. Then, the fragmentation rules are
applied repeatedly (here four times) to the remaining charged fragments, also
with removal of neutral fragments in each iteration. Note, that the number of
fragmentation steps is configurable. Thus, the strategy is as follows.
parallel[Rionization]→ filter[Pcharge]→ repeat[4,
parallel[Rfragmentation]→ filter[Pcharge]
]
with
Pcharge(g) = charge(g) ̸= 0
Using the software package MØD [Andersen et al. 2016, Andersen 2016]
the strategy above is implemented in the following way:
targetCompounds = [smiles("N#CCO")]
def hasCharge(g, gs, first):
return sum(v.charge for v in g.vertices) != 0
strat = (
ionizationRules
>> filterSubset(hasCharge)
>> repeat [4](
fragmentationRules >> filterSubset(hasCharge)
)
)
dg = dgRuleComp(inputGraphs , addSubset(targetCompounds) >> strat)
dg.calc()
dg.print ()
The strategy framework can also call external programs in order to control
the expansion process. For instance, if we want to only apply fragmentation
rules to the charged fragments that are most likely to fragment further, an
external program for estimating such probabilities can be called for the dif-
ferent fragments and reactions. We will give a few more example strategies
below, before continuing our presentation of the use and advantages of graph
transformation for fragmentation:
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The following is an example strategy for the case where molecules includ-
ing a ring structure have one set of valid fragmentation rules, and molecules
without any rings have another. This is modeled by a parallel strategy in each
iteration:
parallel[Rionization]→ filter[Pcharge]→ repeat[4,
parallel[
filter[Pring]→ parallel[Rfragmentation,ring]→ filter[Pcharge],
filter[Ptree]→ parallel[Rfragmentation,tree]→ filter[Pcharge],
]
]
where Pring and Ptree are predicates that decide if a graph has respectively at
least one ring and no rings.
A variation of this scenario is when all compounds must be fragmented
with one set of rules, but compounds with ring structures are subjected to an
additional set of fragmentation rules:
parallel[Rionization]→ filter[Pcharge]→ repeat[4,
parallel[
filter[Pring]→ parallel[Rfragmentation,ring]→ filter[Pcharge],
parallel[Rfragmentation,tree]→ filter[Pcharge],
]
]
To give a better understanding of our model and its advantages, we will
look a bit closer at the fragmentation graph for glycolonitrile in Figure 9.2
and compare it to the reference spectrum for glycolonitrile, this time depicted
in Figure 9.3 (NIST MS number 230418). The spectrum is a low-resolution
spectrum, hence m/z values are treated as integers. The two most abundant
peaks in the spectrum are located at m/z 18 and m/z 28. There are two ver-
tices in the fragmentation graph with m/z 18, namely vertices 41 and 23, both
water, but only vertex 41 is ionized and therefore detectable by the spectrom-
eter. The peak at m/z 28 can be explained by vertex 42 in the fragmentation
graph. The two peaks are generated from different M+ ionization states, both
of which are included in the fragmentation graph. While peak m/z 28 (vertex
42) is produced from M+ ionized at the nitrogen atom, via a McLafferty-type
Hydrogen-rearrangement and loss of carbonmonoxide reaction cascade, peak
m/z 18 (water, vertex 41) is generated from M+ ionized at the oxygen atom
via a reaction sequence typical for primary alcohols.
Another abundant peak in the reference spectrum, Figure 9.3, is at m/z 30,
a peak with no corresponding vertex in Figure 9.2. The missing vertex is
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Figure 9.3: The EI spectrum of glyconitrile (NIST MS number 230418).
a sure indication that the model is incomplete, because it means that no
predicted spectrum based on this fragmentation graph will include the peak.
This implies that chemical rules are missing. We will use this example to
illustrate how to develop a rule set. Taking a closer look at the fragments
in the fragmentation graph, note that there is a fragment, vertex 9, with
m/z 31. It is likely that the hydrogen of the hydroxyl group of this fragment
will split off, leaving the charge behind, which would leave a fragment with
m/z 30. Adding a rule describing this mechanism to the rule set would yield
the missing peak in the predicted spectrum. The rule is left out for illustration
purposes. We stress that this way of improving the model is a feature of the
mechanistic approach. In contrast, the fragmentation graph computed by
CFM-ID (depicted in Figure 9.4 ) also has a fragment missing compared to
the reference spectrum in Figure 9.3, namely for the peak at m/z 18 (water),
but the method of CFM-ID does not facilitate an easy way to develop the
fragmentation graph based on this observation.
With a physical modeling approach of the fragmentation process, graph
transformation rules may also be automatically inferred. We suggest a strategy
to infer a missing fragmentation reaction (or a missing vertex in the fragmen-
tation network) which combines Böcker’s [Dührkop & Böcker 2016] fragmen-
tation tree approach with isomer generation [Gugisch et al. 2014] and reaction
perception [Flamm et al. 2016]. The fragmentation tree approach [Dührkop
& Böcker 2016] makes it possible at the level of molecular formulas to de-
termine which neutral fragment has been split off from which vertex. While
the structure of the parental compound is known, the structure of the neutral
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CH O+
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CH N+
id: 9, m: 27.0109
CH NH+
id: 8, m: 28.0187
C+ N
id: 7, m: 26.0031
Figure 9.4: This fragmentation graph for glycolonitrile was produced by the
module fraggraph-gen of CFM-ID [Allen et al. 2016a] with the arguments
SMILES: N#CCO, depth 4, ionization mode: positive EI, and Graph: full-
graph. It illustrates the propagation of errors from the fragmentation process
to the predicted spectrum: Of the two most abundant peaks (m/z 28 and
m/z 18) in the measured spectrum of glycolonitrile, Figure 9.3, only m/z 28
(id 8) is present in the fragmentation graph produced by fraggraph-gen. If
the mass spectrum is now simulated based on this fragmentation graph using
the module cfm-predict in CFM-ID, only 6 fragments survive and accumu-
late intensity. The three most abundant peaks in the predicted spectrum are
located at m/z 57, 40, and 31 with relative intensities 0.59, 0.13, and 0.09.
The fragment m/z 28 does not accumulate any intensity. Hence the predicted
spectrum completely lacks the two peaks that are most abundant in the ex-
periment.
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fragment remains undetermined. However, structures may be generated from
the inferred molecular formulas for the neutral and the charged fragments us-
ing a structural isomer generator such as MOLGEN 5.0 [Gugisch et al. 2014].
Finally, reaction perception is performed for all possible one-to-two combina-
tions of the parental structure and the inferred fragment structures to perceive
a possible reaction mechanism for the missing fragmentation reaction, i.e. in-
fer an appropriate graph transformation rule. It is important to note that
complicated rearrangement mechanisms can be found by this strategy, and
therefore it should be possible to extract specific fragmentation mechanisms
automatically from mass spectral data.
Other advantages of using graph transformation rules for computer-aided
mass spectrometry are the various ways one can customize the rule set used.
For instance, the rule set may be altered to fit specific molecular classes and
to specific experimental setups (Electron Impact Ionization, Electrospray Ion-
ization, positive ions, negative ions). In contrast to methods for generation
of fragmentation graphs proposed earlier, the use of graph transformation
also makes is possible to trace specific atoms through the fragmentations, im-
portant for instance in analysis techniques for biological networks based on
isotope-labeling. This concludes our proposal for phase 1.
9.4 Better Modeling of Fragmentation Dynamics
Like Gasteiger et al. in [Gasteiger et al. 1992], we are convinced that only a full
mechanistic modeling of the various processes which organic molecules undergo
in the mass spectrometer will result in major advances in the computational
prediction of mass spectra from the molecular structure. To this end, we
also propose to use a chemical model for the calculation of fragmentation
probabilities in phase 2, instead of relying on a black box machine learning
approach. In the following we outline how this can be achieved.
There are two broad classes of reactions for a molecular ion in a mass
spectrometer: (i) fragmentation reactions, where the ion splits up via bond
breaking processes into two or more smaller parts, and (ii) rearrangement re-
actions, where the ion’s skeleton is reconfigured to a structural isomer of the
original ion. Both reaction classes are instances of unimolecular reactions,
which means that the rate of a particular reaction depends linearly on the
reactant only. The dynamics of such reaction systems are usually modeled by
systems of linear ordinary differential equations: If in an n× n rate matrix R
each entry rij denotes the rate with which compound i fragments into com-
pound j, then the vector p(t) with the population density for the n compounds
of the system at time t is the solution to the matrix equation
d
dt
p(t) = R · p(t)
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The formal solution of the this matrix equation is
p(t) = exp{t ·R} · p(0)
and requires an efficient computation of the matrix exponential [Moler &
Van Loan 2003]. Assuming that the topology of the fragmentation graph and
the reaction rate structure on top of it correctly represent the real situation
in the mass spectrometer, then the recorded mass spectrum is p(τ), where τ
corresponds to the time available for the fragmentation reaction. In practice,
the best we can hope for is that p(τ) approximates the measured spectrum.
In order to estimate τ , we can conveniently use the decay of the peak of the
original molecular ion M+. That is, we ask for which value of τ the simulated
value pM+(τ) of M+is the intensity observed for M+ in the reference spectrum.
The rate rij can be written according to the quasi-equilibrium theory
(QET) [Rosenstock et al. 1952, Klots 1971, Klots 1972] as
rij = A · exp{∆G‡/Ea}
The Arrhenius-type reaction rate rij depends on the quotient between the
free energy ∆G‡ of the transition state and the ionization energy Ea (A is
an entropic factor which is usually set to 1). The abundances of fragments
in the spectrum is a function of the ionization energy. This relation between
fragment abundance and ionization energy can be measured experimentally
[Herman et al. 1982] and is referred to as a breakdown graph in the mass
spectrometry literature. Breakdown graphs thus can be simulated directly
with this approach.
In order to calculate break tendencies based on reaction rates, we assume
like [Allen 2016] that the break tendency of a bond depends on its molecular
surroundings (e.g., steric hindrance, ring context, etc.). Instead of learning the
parameters ∆G‡ directly from measured mass spectra of known structures, the
idea of local descriptors can be used to express the ∆G‡ values in terms of
sets of empirically derived additive contributions that depend explicitly on
the bonds’ local neighborhoods. We note that the matching mechanism of
graph transformation rules (the graph L, cf. Figure 9.1) is an ideal vehicle
for characterizing such local neighborhoods, and therefore suggest using these
as descriptors. For example, the contributions to a single bond between two
carbon atoms may be written in the following form:
∆G‡C C = c1 · g (C C) + c2 · g
(
C C
)
+ c3 · g
(
C C
)
+ c4 · g
(
C C
)
+ . . .
Group-contribution methods [Marrero & Gani 2001] are techniques to ex-
press chemical properties of interest as functions of structure-dependent pa-
rameters, like the one above. Such methods are widely used in chemistry
because experimentally determined values only are available for a small sub-
set of the known compounds. Group-contribution methods make it possible to
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estimate values for properties such as melting and boiling points, or standard
Gibbs energies (for recent examples see [Noor et al. 2013, Noor et al. 2014]),
without the need for massive computational resources. Therefore, they can be
applied to process large numbers of molecules. Parameters are usually deter-
mined by regression methods from an empirical data set. To achieve higher
accuracy, the data set used for learning can be restricted to a particular class
of molecules, such as fatty acids. This concludes the core of our proposal for
phase 2, but we end the chapter by addressing a few considerations below.
Missing lines in a predicted mass spectrum can have two causes: (i) the
fragmentation chemistry does not generate a corresponding charged fragment
at all, or (ii) the rate for the reaction channel producing the unobserved
charged fragments is to small. While the first cause is a missing reaction
mechanism, i.e., a missing graph transformation rule, as described in Sec. 9.3,
the latter is due to incorrect parameters inferred in the machine learning step.
The underlying assumption is that if the fragmentation network is mechanisti-
cally correct, it must be possible to infer correct reaction rates for the different
reaction channels from mass spectral data. For a single mass spectrum, the
inference of reaction rates is usually under-specified. However, for a series
of mass spectra, where the same fragmentation reactions occur in different
molecular contexts, there are enough constraints from the peak intensities to
make the inference of reaction rates a well-defined problem. Furthermore, the
field of machine learning has recently experienced a tremendous advance with
the development of deep learning approaches [Goh et al. 2017], which has yet
to be applied in the context of mass spectrometry.
In addition to providing a chemical description of the various intensities
in a predicted spectrum, the model naturally includes and clearly separates
spectrometer-specific parameters such as Ea and A from parameters referring
to molecular structures. This makes it possible to train a model on one spec-
trometer and transfer it to another. For instance, the explicit representation
of the ionization energy Ea renders training for multiple energy levels unneces-
sary. A model may be trained for one value for Ea and used to predict spectra
for a different energy level, or used to learn the energy level for a different
spectrometer.
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Summary and Future Work
This PhD project was on algorithmic methods for two core chemical problems
that utilize a similar model of chemistry: synthesis planning has at its core
objective to find good ways to assemble larger molecules from smaller ones,
and mass spectrometry is concerned with how molecules break into smaller
fragments.
Part I: Synthesis Planning
After an introduction to synthesis planning in Chapter 3, it was demonstrated
in Chapter 4, that a core part of chemical synthesis planning can be phrased as
a combinatorial optimization problem on hypergraphs by modeling individual
synthesis plans as directed hyperpaths embedded in a hypergraph of reactions
(HoR) representing the chemistry of interest [Fagerberg et al. 2018b]. An
immediate consequence is that the K best synthesis plans for a given target
can be computed in polynomial time [Nielsen et al. 2005] for a number of
quality measures of practical importance, and indeed for any measure which
can be expressed as an additive weight function.
Having K good plans to choose from has many benefits: it makes the
synthesis planning process much more robust towards actual feasibility when
in later stages adding functionalization reactions and other chemical details,
it allows one to combine several quality measures, and it provides a way to
deal with imprecise yield estimates.
Along the way, the following related results were given [Fagerberg et al. 2018b]:
• We showed the connection between the different used definitions of the
quality measure Total Weight of Starting Materials TW.
• We demonstrated that the classic quality measure EPL has a built-in
inconsistency which could render its use in synthesis planning question-
able.
• We provided an algorithm for computing a HoR for a fixed target and
predefined bond set.
Chapter 10. Summary and Future Work
In Chapter 5, an empirical study of our method was presented [Fagerberg
et al. 2018a]. The computational feasibility of the algorithm was demon-
strated, providing chemists with an idea of what to expect when using this
approach in a new setting. For this, three artificial but representative families
of molecules of different structure and complexities were used. The limiting
factor of our method was memory requirements rather than runtime, and in
practice, the runtime of the algorithm was linear for our purposes. It was also
demonstrated how the quality of plans may vary depending on input parame-
ters, here yield estimates. Some molecules are more sensitive towards changes
in yield than others. Regardless, because runtime is not such a limiting factor
in terms of computational feasibility, a chemist may run the algorithm multi-
ple times with different yields, and proceed with plans that are highly ranked
regardless of the yield used. These will likely be good though they are not
based on good yield estimates or even any known yields.
In Chapter 6, synthesis plans from our abstraction level were compared
to detailed chemical synthesis plans from the literature and the realism of
our approach was discussed [Fagerberg et al. 2018b, Fagerberg et al. 2018a].
Two examples were used: a synthesis plan for Wieland-Miescher ketone and a
synthesis plan for lysergic acid.
In Chapter 7, we clarified the definition of a hyperpath in a B-hypergraph
and showed that this definition was indeed equivalent to that of [Ausiello
et al. 2001].
The presented work is one step towards improving chemical synthesis plan-
ning in the light of developments in graph and hypergraph algorithms.
A natural next step is be to attempt to add more chemical detail to the
model to provide chemist with a better visual of how to carry out a synthesis
plan. While functionalization reactions can indirectly be included for ranking,
by a correction of the yields, the model does not include the details on the
mechanisms of these reactions or how to achieve the reactions in practice.
The inclusion of functionalization reactions and strategies for introducing and
removing protective groups within this modeling framework would increase
the chemical realism of computed plans.
Another way to approach a higher level of detail is to incorporate infor-
mation from chemical databases such as Reaxys [Reaxys 2018] and SciFinder
[SciFinder 2018]. We are already aware of a challenge for such incorporations,
namely the translation of information about the reactions so they may prop-
erly be used to define a HoR (which needs to be a B-hypergraph). Reactions,
which are typically mass conserving and have multiple products, need to be
remodeled. There are two immediate ways to approach this: Suppose a reac-
tion has n products. Then either n hyperarcs are included in the HoR, one
for each product, or the main product is defined and only a hyperarc with this
product as its head is included in the HoR.
94
A B
C D
(a)
A B
C D
(b)
A B
C
(c)
Figure 10.1: (a) A non-B-hyperarc representing a chemical reaction
A+B→C+D. This can be transformed into either multiple B-hyperarcs as
in (b) or one B-hyperarc as in (c). In (c) it is assumed that C is the main
product of the reaction.
An example is given in Figure 10.1. The hyperarc representing the reaction
A+B→C+D in (a) is transformed into either (b) or (c). In (c) it is assumed
that C is the main product of the reaction.
The advantage of the first approach is that no molecules are excluded
from exploration of synthesis plans. The downside is that, because we already
know that memory can be a limiting factor as discussed in Chapter 5, the
HoR may become too large to make computation feasible. It also requires a
reassessment of the quality measures, because multiple hyperarcs representing
the same reaction may now be part of the same hyperpath, as illustrated in
Figure 10.2. This will lead to a miscalculation in cost if a straight-forward
calculation is used. Using the second approach circumvents this issue but
requires a good way to identify relevant products of reactions.
Whether or not these two issues have a big impact in practice is unclear
and left for future research. The inclusion of chemical databases, however,
seems promising, especially in the light of the computational efficiency of the
algorithm, observed in Chapter 5.
Very recently, synthesis plans computed using the program Chematica
were successfully executed in the laboratory with promising results [Klucznik
et al. 2018]. They combine a retrosynthetic approach for computing a chem-
ical reaction network with an A∗ like algorithm to compute synthesis plans,
and they have successfully done so for some example molecules. It remains to
consider our method in the context of theirs.
Part II: Mass Spectrometry
The introductory chapter on mass spectrometry was Chapter 8. Chapter 9
held a road map for improving the current computational methods for predic-
tion of mass spectra to a chemically more realistic model of the fragmenta-
tion process [Andersen et al. 2018]. The overall model has three phases: (1)
generation of the fragmentation graph, (2) estimation of probabilities of the
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Figure 10.2: (a) An example chemical reaction network with non-B-hyerarcs.
(b) A HoR and synthesis plan for (a), using the approach illustrated in Fig-
ure 10.1(b), that one copy of each hyperarc is made for each head. Both hyper-
arcs representing the reaction A+B→C+D are part of the synthesis plan. This
approach will lead to a miscalculation in cost if a straight-forward application
of the quality measures is used, so a reassessment of the quality measures is
needed.
fragmentations, and (3) construction of a spectrum.
For phase one, graph transformation strikes a useful balance between chem-
ical expressiveness and computational efficiency. Graph transformation rules
were used to model individual ionization- and fragmentation as well as to
characterize the reaction sites when learning values for the rates. The strat-
egy framework was used for systematically building fragmentation graphs,
ensuring computational efficiency by limiting the combinatorial explosion of
the chemical space of candidate fragments. The mechanistically more explicit
model of the underlying chemical reality holds more explanatory power and
also promises substantial practical improvements for the prediction of mass
spectra, in comparison to other approaches. Missing lines in predicted spec-
tra, for instance, are directly indicative of an incomplete model, which the
mechanistic nature of our approach makes easier to identify and correct, by
adding rules to the rule set or adjusting the strategy. The rule set may also be
altered to fit specific machines, facilitate both electron impact ionization and
electrospray ionization, and positive and negative charges, though this was
not addressed in details in this thesis. In contrast to the previously proposed
methods for generation of fragmentation graphs, the use of graph transforma-
tion also makes it possible to trace specific atoms through the fragmentations.
For learning rates in phase two, a chemical model inspired by the phys-
ical processes of fragmentation was proposed, because we believe that black
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box machine learning approaches will not be key in major advances of com-
putational prediction of mass spectra. The model is based on QET and
parametrized using an empirical increment system on graph descriptors. In
contrast to previous models, it has a clear separation of spectrometer-dependent
and -independent parameters. This makes it possible to use the same mecha-
nistic model in multiple labs, trained to fit each specific spectrometer. It also
renders training for multiple energy levels unnecessary.
The presented work on mass spectrometry contributes to improving the
predicting of mass spectra. Our emphasis is to not only compute accurate
spectra, but also be able to infer meaningful descriptions of the chemical pro-
cesses taking place in a mass spectrometer.
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Rules Used for Figure 9.2
A.1 r0 N-ionization
N
L
N
K
N+
R
A.2 r1 O-ionization
O
L
O
K
O+
R
A.3 r4 σionization
CC
L
CC
K
CC+
R
A.4 r10 πionization
NC
L
NC
K
N+C
R
Appendix A. Rules Used for Figure 9.2
A.5 r14 αcleavage, CO, Single
O+
C
C
L
O+
C
C
K
O+
C
C
R
A.6 r28 αcleavage, CO, Double
O+
C
C
L
O+
C
C
K
O+
C
C
R
A.7 r34 αcleavage, CH
H
C
C
L
H
C
C
K
H
C
C
R
A.8 r35 αcleavage, OH
H
O
C
L
H
O
C
K
H
O
C
R
A.9 r38 Inductive Cleavage, CC, 1
CC+
L
CC
K
C+C
R
A.10 r40 Inductive Cleavage, CO, 1
CO+
L
CO
K
C+O
R
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A.11. r43 Inductive Cleavage, CC, 2
A.11 r43 Inductive Cleavage, CC, 2
CC+
L
CC+
K
CC+
R
A.12 r45 Inductive Cleavage, CO, 2
CO+
L
CO+
K
CO+
R
A.13 r52 Inductive Cleavage, Heterolytic
C+C
L
CC
K
CC+
R
A.14 r59 Inductive Cleavage, Homolytic
O+C
L
O+C
K
O+C
R
A.15 r71 H2elimination
O+
C
H
H
L
O+
C
H
H
K
O+
C
H
H
R
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A.16 r75 CO-elimination
C
C
O
H
L
C
C
O
H
K
C
C
O
H
R
A.17 r77 H2-elimination
OH+
C
H
L
OH
C
H
K
OH
C+
H
R
A.18 r88 1,2 H-shift
O+
C
H
L
O+
C
H
K
O+
C
H
R
A.19 r96 H-rearrangement
N+
C C
H
L
N+
C C
H
K
N+
C C
H
R
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