This paper interprets image interpolation as a decoding problem on tanner graph and proposes a practical belief propagation algorithm based on a gaussian autoregressive image model. This algorithm regards belief propagation as a way to generate and fuse predictions from various check nodes. A low complexity implementation of this algorithm measures and distributes the departure of current interpolation result from the image model. Convergence speed of the proposed algorithm is discussed. Experimental results show that good interpolation results can be obtained by a very small number of iterations.
INTRODUCTION
Interpolation refers to the process of deriving a faithful highresolution signal from its low-resolution counterpart. Conventional interpolation methods, including linear, cubic and spline interpolations, are commonly used for image magnification due to their simplicity in computation. However, they tend to blur textures and make edges jaggy. This is because most images contain local structures that cannot be well represented by the smooth signal model implicitly assumed by these methods. An advanced interpolation algorithm should adapt itself to the varying local structures exhibited by the low-resolution image. Some adaptive algorithms of this kind have been proposed. Edge-based approaches ([1] [2] [3] etc.) employ image models emphasizing geometry integrity of detected edges. Statistical methods ( [4] [5] etc.) exploit image structures through estimated pixel covariance.
Inspired by the great success of codes on graphs [6, 7] , we interpret image interpolation as a channel decoding problem. A tanner graph based interpolation framework is proposed in [8] . Fig. 1 illustrates the idea. Each pixel (denoted by a circle) is a variable node while local structure around each pixel forms a check node (denoted by a square). Each check node has a local function that defines the joint distribution of pixel values in a small neighborhood. In this sense, it plays the same role as parity symbols in channel coding scenarios. The local structures (formulated by local functions) can be learned by matching the low-resolution image with certain image models and then missing pixels of high-resolution image can be inferred using iterative belief propagation process. In general, belief propagation process is computation intensive since it requires iterative evaluation of sum and product of probability density functions. In this paper, we develop a low complexity algorithm based on gaussian autoregressive model. This algorithm regards belief propagation as a way to generate predictions for each missing pixel and to fuse them based on the "precision" (termed as "reliability" in [8] ) of each prediction. A further simplified implementation measures and distributes the departure of current interpolation result from the image model. The convergence speed of the proposed algorithm is also discussed.
The remainder of this paper is organized as follows. Section 2 summaries the tanner graph based interpolation framework. Section 3 describes the proposed algorithms. Section 4 discusses the effective interpolation filter. Experimental results are reported in Section 5.
FRAMEWORK FOR TANNER GRAPH BASED
IMAGE INTERPOLATION For the purpose of this paper, it is convenient to define a tanner graph by T = (V, C, E, F). V = {v i } are variable nodes. C = {c i } are check nodes. E = {e i = (c, v)} are edges connecting check nodes with variable nodes (c and v are called neighbors in this case). N (c) and N (v) denote all the neighbors of c and v, respectively. F = {F c (V c )} are local functions on check nodes. V c represents all neighbors of c and F c (V c ) defines the joint probability distribution of V c . In the example of Fig. 1, F 
To infer the missing pixels from other pixels available from a received low-resolution image I R , we shall employ a channel model, say M C , describing how resolution reduction is performed, and an image source model, say M I , describing the inherent structure of image pixels. The channel model provides probability Pr(v i |I R , M C ) for each v i . The image model is essentially a collection of local functions F i (V i ). A tanner graph APP decoder employs belief propagation to solve pixel values with the maximum a posterior probability Pr(v i |I R , M C , M I ). More discussions are available in [8] .
In belief propagation process, variable nodes and check nodes exchange messages iteratively until a termination criterion is satisfied. Let χ 
The ultimate estimated probability is Pr(
A PRACTICAL ALGORITHM

Gaussian Auto-Regressive Image Model
We develop a practical algorithm based on gaussian autoregressive (GAR) image model. For any coordinate n = (n row , n col ), the model (and check node c n ) is defined as
Here {n k|k = 1 : K(n)} defines the spatial configuration of neighborhood that pixel v n depends on. The term ε n is a white noise process. The validity of this model relies on a mechanism to adjust the model parameters piecewisely to the local image structures [5] . Following [4] and [5] , we divide the interpolation process into two stages and focus on the first stage that interpolates pixels on a quincunx sublattice. The model on this sublattice is illustrated in Fig. 2(a) . By defining n 0 = n and α n,0 = −1, (3) can be reformulated as
For later discussion, we call v n 0 the head variable of c n while {v n k } k 1 the subordinate variables of c n .
Prediction and Fusion
With gaussian model, the belief propagation in (1) is essentially a way to generate prediction for each variable node [8] . For each n and j, v n j can be predicted from other neighbors of c n , i.e. {v n k } k =j , based on the constraint (4) on c n :
Here, the vector α and v represent α n,k and v n for all n. Fig. 2 (b) and 2(c) illustrate the way to predict head variable and subordinate variable, respectively. Indeed, P j n (α, v) is an unbiased estimation of v n j :
The key point in (6) is that the variance of P j n (α, v) may vary significantly, depending on α n,j . The prediction (5) for head variable is usually more reliable than that for subordinate variable, since α 2 n,0 = 1 while usually α 2 n,j 1 for j > 0. The prediction is extremely unreliable when α n,j → 0. The belief propagation in (2) is essentially a way to fuse the predictions from various check nodes [8] . We consider a specific v n and define
is an unbiased prediction that c m provides for v n , with a variance σ 2 /α 2 m,k . This is illustrated in Fig. 3 . These predictions are independent as ε n is white noise process -c.f. (6) . An optimal prediction is obtained as a linear combination of them, weighted by their individual precision (defined as reciprocal of variance) [8] :
To normalize (7), we set C[n] = (m,k)∈L(n) α 2 m,k .
Algorithm 1:
In : low-resolution image I R , GAR parameter α Out: high-resolution image I = v (l) n with last l 1 Initialization:
3)l ← 1 5 Generate and Fuse Predictions:
Repeat: if not stop, l ← l + 1 and go to line 5
Proposed Iterative Algorithm
Based on the above discussion, we easily get an iterative image interpolation algorithm, i.e. Algorithm 1. In the first iteration (l = 0), an initial estimation v (0) is constructed based on I R and a comparatively simple interpolation method. In each subsequent iteration (l 1), a new estimation v (l) is obtained based on v (l−1) by fusing predictions from various check nodes.
The complexity of Algorithm 1 can be further reduced if we consider the changes applied to v n :
Thus we get Algorithm 2, which is equivalent to Algorithm 1, but with lower complexity. Note that we evaluate
) and it needs to be evaluated only once for each m. Essentially, it reflects the departure of v (l−1) from the given GAR image model, measured by check node c m , and it is used to adjust all its variable neighbors. Another advantage is that the measurement of D m (α, v (l−1) ) provides a natural criterion for skipping the adjustment or early terminating the iterations at certain regions or pixels which already match the given image model very well. This is reflected in line 6 of Algorithm 2.
Algorithm 2:
In : low-resolution image I R , GAR parameter α Out: high-resolution image I = v (l) n with last l 1 Initialization: identical with Algorithm 1 2 Measure and Fuse Departures:
EFFECTIVE INTERPOLATION FILTER
The iterative estimation proposed above effectively forms a high order interpolation filter. This filter relies on the image model parameter α estimated from the low-resolution image and automatically adapts itself to local image statistics and structures.
Suppose V (l) and I R are the lexicographical notation of v (l) and I R . We express the initialization in Algorithm 1 as V (0) = A(α)I R and subsequent refinements as
Each row in M l (α) is the effective filter for interpolating the pixel at a specific coordinate. The support of such effective filter is quite short at the beginning (when l = 0) but it grows longer as l increases. What we concern is whether the effective interpolation filter converges. Through some experiments, we found that, for parameter α estimated from typical images, M l (α) − M l−1 (α) 2 decreases extremely quickly with l. This means that both M l (α) and V (l) become stable after a few iterations.
EXPERIMENTAL RESULTS
We now evaluate the proposed interpolation algorithm and compare it with a few benchmark methods, including bilinear, bicubic, NEDI [4] and SAI [5] . In these experiments, we follow [4] to estimate the image model parameters based on the covariance matrix of low-resolution image. Fig. 4 shows the images we used in our test. In our experiments, test images are first downsampled using the MPEG-B filter [2, 0,-4,-3, 5, 19, 26, 19, 5,-3,-4, 0, 2]/64. The resulted low-resolution images are then magnified using various interpolation algorithms. PSNR of reconstructed high-resolution images are measured and compared in Table 1 . We can see that the proposed algorithm outperforms NEDI by 0.6dB in average. It is also slightly better than SAI. Now we investigate the convergence of the proposed algorithm. As the interpolated image is adjusted by d n in each iteration and show its distribution in Fig. 5(a) . Clearly, as l increases, the probability density of d (l) n becomes more concentrated near zero.
To give more information, we investigate the probability of a significant adjustment (i.e. a d (l) n larger than a perception threshold T ) in each iteration, as shown in Fig. 5(b) . Clearly, the probability of a significant adjustment decay extremely quickly. For T ≥ 1, the ratio of significant adjustment is decreased by about 90%. If we can only percept adjustments no smaller than T = 2, two iterations may be good enough since the 3rd and the 4th iterations change less than 0.1% and 0.01% pixels of the image, respectively.
CONCLUSION
In this paper, we develop a practical belief propagation algorithm for tanner graph based image interpolation. It regards belief propagation process as ways to generate and fuse predictions from various check nodes. A low complexity implementation measures the departure of current interpolation result from the image model and distributes this to adjust the current result. Experimental results show that the proposed algorithm converges quickly and good interpolation result can be obtained with a very small number of iterations. 
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