phonetic distributions of /i/, /u/, and /ɑ/ overlap more in IDS than in ADS, which lowers performance when automatic speech-recognition algorithms are trained and tested on IDS input. Other researchers, also focusing on a handful of contrasts, found no clear improvement in IDS (e.g., McMurray, Kovack-Lesh, Goodwin, & McEchron, 2013) and sometimes even a decrease in between-category distances (e.g., Benders, 2013) . However, these few counterexamples do not prove that IDS never serves a pedagogical function. Indeed, speakers may hyperarticulate not all contrasts but only the ones that infants are learning at a given time (e.g., Sundberg, 1998) . If so, on average, phonetic contrasts would be clearer in IDS after all.
The only way to test this possibility is to simultaneously study all contrasts that are present in both registers (i.e., ADS and IDS). Naturally, this is virtually impossible using traditional phonetic analysis, which presupposes the measurement of different phonetic properties for different contrasts (e.g., formants for vowels, but burst spectra for stop consonants). It is therefore difficult to pool results across different types of contrasts.
In the present work, we adopted a comprehensive approach by using a novel procedure from speech technology, the minimal-pair ABX task of Schatz et al. (2013) . In this procedure, an algorithm classifies a given phonetic token X as belonging to the same phoneme category as a one of two other tokens (A and B). If mothers enhance phonetic contrasts when speaking to infants, tokens should be overall easier to classify in IDS compared with ADS, and the algorithm's accuracy should thus be higher in IDS than in ADS. We tested this prediction using a corpus that contains spontaneous IDS and ADS, which ensured that our data were a realistic approximation of the actual input to which infants are exposed. The corpus is relatively large, so our results should be robust. We show that, contrary to the hyperarticulation hypothesis, contrasts are overall more difficult to discriminate in IDS than in ADS.
Method

The corpus
Our data were taken from the RIKEN Japanese MotherInfant Conversation Corpus (for further details, see Igarashi, Nishikawa, Tanaka, & Mazuka, 2013; Mazuka, Igarashi, & Nishikawa, 2006) , which contains speech from 22 mothers in two conditions: addressing their infants (between 18 and 24 months old; about 11 hr of speech in total) and speaking with an adult experimenter (about 3 hr in total). The IDS portion was gathered while each mother viewed picture books or engaged in free play with her child, and the ADS portion consisted of spontaneous conversation with an experimenter. The mothers' speech was captured using a headset dynamic microphone and was recorded on digital audiotapes at a sampling frequency of 41 kHz. The corpus has been carefully coded at several levels; the only levels relevant to the present study are the segmental (or phone) level and the prosodic level (i.e., where sentence boundaries are indicated). In previous work, we have documented that these IDS samples bear all the well-known attributes of IDS: significantly higher pitch, an expanded pitch range, and shorter utterance length compared with ADS (Igarashi et al., 2013) .
Discriminability calculations
Previous researchers have relied on near-minimal pairs of words (e.g., sheep and shoe, or sock and shoe), elicited using toy objects (Kuhl et al., 1997) , to study a selection of contrasts in relatively controlled contexts. Such an approach was not optimal for our goal of gaining a comprehensive view of the register differences in a corpus of spontaneous speech. Instead, we used syllabic minimal pairs-pairs of syllables that differ in only one segment.
Syllable boundaries were identified from the segmental descriptions by applying syllabification rules appropriate to Japanese. We allowed syllables with the shapes (C)(g)V(N), where C stands for a consonant, g for a glide, V for a long or short vowel, N for a moraic nasal, and parentheses indicate optional elements. Sequences of vowels were parsed into separate syllables.
Combining phonological and phonetic criteria, and considering the frequency distribution of syllables in the corpus, we decided to treat certain phones as variants of the same segment and to remove others from consideration. Geminate and singleton consonants were collapsed into a single category, and the preceding syllables were classified as open. Sounds that were too infrequent (e.g., long or devoiced vowels) or that did not occur in syllabic minimal pairs (e.g., the moraic nasal /N/) were not included in the comparisons, although they were considered as part of the context. Specifically, the following segments were included in the calculation of discriminability scores: We calculated the discriminability between each of the onsets and every other onset, keeping the rest of the syllable (the context), the register, and the sentence position constant. Likewise, we estimated the discriminability between each of the vowels and every other vowel ) among those listed above, controlling for the context, the register, and the sentence position. To estimate discriminability, we first identified all the tokens of two categories (e.g., / m /-/o/) in the speech of a given talker. We did this separately for each syllabic minimal pair (e.g., / m /-/o/, /k m /-/ko/, and /s m /-/so/), register (IDS, ADS), and sentence position (initial, medial, final, or in isolation).
Second, we converted each token into a sequence of spectral frames on a Mel frequency scale (O'Shaughnessy, 1987) . These frames were computed by running the speech through 13 filter banks centered between 100 and 6855 Hz and applying a cubic root compression on the dynamic range of the output of each of these filters. Dynamic time warping (DTW) was used to compute the optimal frame alignment between each pair of tokens. Given a specific pair of tokens, the algorithm looked for the optimal alignment path to discover frame correspondences between the two tokens so as to optimize how the spectral contrast was captured. The distance between two frames was computed as the inverse cosine of the normalized scalar product between the two vectors, each containing 13 values. The sum of the frame-wise distances along the optimal path was used as the distance between that pair of tokens. DTW has been used in a variety of previous phonetic research (e.g., Cummins, 2009 ; for a clear explanation of DTW for nonspecialists, see Kirchner, Moore, & Chen, 2010) .
This analysis pipeline is one of many that have been developed in speech technology. This specific pipeline was chosen before data analysis on the basis of independent performance evidence (e.g., the 13-channel, compressed-Mel-spectrogram representation fares well in direct comparisons with several other representations; Schatz et al., 2013) and psychological and physiological plausibility (i.e., all the operations involved-short-term spectral analysis, Mel warping of the frequency scale, and compression of the dynamic range-can be related to documented aspects of human auditory processing; Moore & Moore, 2003, Chapters 3-6; Schnupp, Nelken, & King, 2011, Chapter 2) .
1 However, we do not have conclusive experimental data showing that these parameters represent the way that infants encode speech. This is a widespread issue-no study comparing the acoustic properties of IDS and ADS has justified the researchers' choice of parameters through experiments with infants. This uncertainty is an inevitable consequence of the difficulty of collecting perceptual data from infants, particularly at the large scale required for our study. Indeed, our approach provides a unique perspective on infants' spoken input and is more systematic than is possible in experiments with humans.
Third, the algorithm compiles all possible triplets of tokens. . If the distance between X and A is smaller than that between X and B, the algorithm returns a response of A; otherwise, the algorithm gives a response of B. Because the identity of the tokens is known, a response can be correct (if the X token was indeed drawn from the A category, as in the example) or incorrect (if it was not). The final score was the proportion of responses that were correct among all the triplets that had been compiled, and the compilation was done separately for each syllabic minimal pair, speaker, register, and sentence position.
A total of 28,629 unique scores were computed. Because the corpus consists of spontaneous speech, the frequency of the syllabic minimal pairs varies considerably from speaker to speaker, and some pairs are not available for all speakers. Indeed, each score was based on comparisons of between two triplets and nearly six million triplets (median = 42). To determine which estimations were reliable, we randomly split the speakers into two groups, and then we calculated the correlation in scores separately for each minimal pair (but collapsed the data across register and sentence position) across the two arbitrary groups. We used visual inspection to determine the minimum number of occurrences needed to achieve good correlations (further details can be found at Open Science Framework, https://osf.io/it8ab/). After exclusion of such cases, there were 21,109 unique scores.
We sought to avoid confounding register with either prosodic position or the prevalence of certain contexts or contrasts. We therefore performed separate analyses on sentence-initial, sentence-medial, and sentence-final syllables (there were not enough triplets in isolation to warrant analyses). Sentence-medial syllables were the most prevalent (13,629 syllables, of which 6,061 were IDS and 7,568 were ADS), and only in this data set did we find minimal pairs present in both registers for all 22 speakers. Therefore, we report in full only the results for the sentence-medial data set.
2 This resulted in the selection of 118 syllabic minimal pairs. Thus, the analyses reported here included 5,192 unique scores (22 speakers × 2 registers × 118 minimal pairs), achieving an unprecedented coverage of 10 vowel contrasts and 36 onset contrasts.
Results
Our null hypothesis states that ABX scores do not differ across the two registers. To evaluate whether the null hypothesis can be rejected, we first calculated a difference score (ABX score for IDS minus ABX score for ADS) for each speaker and minimal pair. These scores can be viewed as forming a matrix in which the 22 speakers are the rows and the 118 minimal pairs are the columns. For each minimal pair, we calculated the effect size (Cohen's d) as the mean difference score divided by the standard deviation (over speakers). Positive effect sizes indicated that IDS scores were higher than ADS scores, and negative effect sizes indicated that ADS scores were higher than IDS scores. The median effect size across the 118 minimal pairs was −0.216.
To assess whether this effect size could arise by chance, we used a permutation test (Fisher, 1935) . Specifically, we constructed 10,000 matrices; in each one, we flipped the signs of the difference scores for all the minimal pairs associated with a randomly drawn number and selection of speakers. We estimated the median effect size for each of these 10,000 matrices and used the resulting distribution as that corresponding to our null hypothesis. As is evident in the histogram in Figure 1 , it is highly unlikely that we would have observed an effect size of -0.216 if the null hypothesis had been true. Indeed, −0.216 is below the 2.5th percentile of the distribution of effect sizes under the null hypothesis (from our permutation test, the exact p = .0023). The finding that IDS contrasts were significantly deteriorated compared with ADS contrasts was replicated in a range of analyses, except analyses of syllable-final minimal pairs, for which the difference was not significant (results, as well as the data and scripts used to generate them, are available at Open Science Framework; see note 2).
We illustrate these results further with two figures in which we have collapsed minimal pairs across contexts (e.g., we calculated the median score among / m /-/o/, /k m /-/ko/, and /s m /-/so/ separately for each register and speaker, to represent the contrast between / m / and /o/). Most of the contrasts (34 of 46) had negative effect sizes, and negative effect sizes tended to be larger than positive ones, as is evident in Figure 2 . In Figure 3 , average ABX score for IDS is plotted as a function of average ABX score for ADS. Note that most of the 95% confidence intervals (ellipses) fall below the diagonal.
Conclusions
In a comprehensive comparison of many types of contrasts in a corpus of spontaneous Japanese speech, we found no evidence that phonetic contrasts are enhanced overall in IDS. To the contrary, we found a small but significant advantage for ADS contrasts, which suggests that, if anything, the system of phonetic contrasts is deteriorated in IDS compared with ADS. These results are inconsistent with a strong version of the hyperarticulation hypothesis (which would posit that IDS is characterized by widespread enhancement of pronunciation) as well as with weaker versions (in which a loss of clarity in some contrasts would be balanced by enhancements in others). However, our results are perfectly consistent with both recent empirical work (McMurray et al., 2013) and novel theoretical perspectives that highlight the communicative function of IDS and how it shapes infant development by boosting cognitive processing (Benders, 2013; Ramirez-Esparza, Garcia-Sierra, & Kuhl, 2014; Weisleder & Fernald, 2013) . Our study is the first to attack the key question of the input fueling infants' acquisition of spoken language by examining a broad range of spectral contrasts in a language. Our approach allowed us to identify large-scale patterns common to many contrasts. Moreover, the discrimination measure we used takes into account the full complexity of the category structure and not just isolated features (e.g., the mean value along some acoustic dimension).
Future work can improve on this research in two main ways. First, because we modeled each sound with a highdimensional set of parameters, it was difficult to directly interpret the proximal and distal factors that render two sound categories harder or easier to discriminate (decreased acoustic distance vs. increased variance, or the degree to which these phenomena are triggered by greater amounts of smiling or whispering in IDS, etc.). Establishing the cause of the deterioration we found will require a different approach (e.g., eliciting speech under specific conditions).
Second, this study should be extended by examining other contrasts (e.g., those that depend mainly on temporal cues, such as consonant gemination) and other populations (e.g., infants in other age groups or with other linguistic backgrounds). Although we have no reason to suppose that our robust and stable findings would not be replicated in additional conditions, our conclusions would be bolstered by independent corroborating evidence.
In sum, our findings invite three key conclusions. First, descriptions of IDS that specify enhancement as a necessary feature are simply not appropriate. Second, it is important to study real IDS, because it is significantly different from ADS. Finally, the hypothesized learner must be prepared to face even more variability than is found in typical ADS. The study of IDS can thus play a crucial role in constraining theories and models of language acquisition.
