Introduction
Let (F) be a system of p polynomial equations F i (X 1 ; : : : ; X n ) 2 k X 1 ; : : :; X n ] where k is a commutative eld. Solving (F) can mean many di erent things.
For the numericians it means to nd approximated values of the isolated points of the variety de ned by (F). Our point of view is computer algebra and we shall not here deal with the numericians' point of view; we just quote 20] , where is shown how the symmetries can be taken into account in the numerical methods using homotopies.
In computer algebra, solving (F) is usually meant to be nding a \convenient" system of generators of the ideal I = (F 1 ; : : : ; F p ), or of any ideal that has the 1 Research supported by the CNRS GDR 1026 (MEDICIS) and the Galois project of MEDICIS. same radical as I (and hence de nes the same sub-variety ofk n , wherek is an algebraic closure of k). By a \convenient" system of generators, it is usually understood a triangular system with degrees as low as possible. Standard basis (see 8, chap. 2] ) are such systems, but they break the symmetries of the system. Yet, Karin Gatermann is working on decreasing the complexity of standard basis by using the symmetries (see 9] and 10]).
Here, we shall not try to give generators of the ideal I. We shall try to express the points of the variety de ned by I in k n in successive steps, by introducing some intermediate eld extensions between k and the extension of k generated by the coordinates of the solutions of (F).
For this, we shall use the symmetries of (F) and express the polynomials F i of our system (F) as algebraic elements over a transcendental extension of k. The way we express the F i in terms of other polynomials using the symmetries of (F) can be seen as an application of a more general problem: how to express the invariants of a group in terms of a small number of them, in fact thanks to a primitive element. This idea was developed in 7] , where it was used to compute relative resolvents, in computational Galois theory.
Invariant theory is what we begin with, in section 3. In section 4, we apply invariant theory to solve algebraic systems with symmetries. Then in section 5, we compute a few examples using di erent variants of the method.
Preliminaries

A few De nitions
Let k be a commutative eld of characteristic zero. Let n 2 IN be a positive integer, X 1 ; : : :; X n some indeterminates on k, and X = (X 1 ; : : :; X n ). The general linear group GL n (k) acts faithfully on the left on k X] (and k(X)) as follows: if A 2 GL n (k) and P 2 k X] (or P 2 k(X)) are given, we dene A:P(X) = P(b 1;1 X 1 + + b 1;n X n ; : : : ; b n;1 X 1 + + b n;n X n ), where B = A ?1 = (b i;j ) i;j2IN n . We denote by Stab L (P) the stabilizer of an element, or a subset P in a subgroup L of GL n (k), and by L:P the L-orbit of P.
In particular, the symmetric group S n can be identi ed to a subgroup of GL n (k) by associating the matrix A = ( i; (j) ) (i;j)2(IN n ) 2 (where is Kronecker's symbol) to a permutation 2 S n . By the induced action, S n acts on k X] and on k(X) with :X i = X (i) ; i 2 IN n = f1;:::;ng; 2 S n . De nition 1 Let G be a subgroup of GL n (k). We say that a polynomial P 2 k X] (resp. a fraction P 2 k(X)) is an invariant of G if and only if for all A 2 G, we have A:P = P. We denote by k X] G (resp. k(X) G ) the algebra of polynomial (resp. fractional) invariants of G. If L is another subgroup of GL n (k) such that G L, P is called a primitive invariant of G relative to L if and only if Stab L (P) = G (see Prop. 13 for the explanation of this terminology).
Example 2 Let = ( 1 ; : : : ; n ), where i = P 1 j 1 < <j i n Q i l=1 X j l for all i 2 IN n (elementary symmetric polynomials). Then, k X] Sn = k ] and k(X) Sn = k( ). More generally, if L is a product of symmetric groups S n 1 S ns , with P s j=1 n j = n and each S n j acting on the indeterminates X n 1 + +n j?1 +k , 1 k n j , then k X] L = k (1) ; : : :; (s) ] and k(X) L = k( (1) ; : : : ; (s) ) where for all j 2 IN s , (j) denotes the family ( (j) 1 ; : : :; (j) n j ) of the elementary symmetric polynomials in the variables X n 1 + +n j?1 +k , 1 k n j (see a proof in 12]).
A converse of the result of Example 2 will be found in Corollary 7.
Proposition 3 For any nite subgroup G of GL n (k), k(X) G has transcendence degree n over k, and therefore k X] G has Krull dimension n over k. X], its radical J (F), the idealÎ(F) =k k I(F) ofk X] generated by the polynomials 1 k F i , and the manifold V(F) de ned ink n byÎ(F). De nition 4 We de ne the following subgroups of GL n (k):
The symmetry group of the system:
The vector space symmetry group of (F) as the group associated to the
The ideal symmetry group of (F) as the group associated to the ideal I(F): G I(F) = Stab GLn(k) (I(F)) = fA 2 GL n (k) = 8P 2 I(F);A:P 2 I(F)g
The manifold symmetry group G V(F) of (F) as the group associated to the radical ideal J (F) of I(F):
For each of the di erent groups G above, we can de ne the associated permutation group as S n T G. The following obviously holds:
Instead of solving (F), we could solve any system (F 0 ) such that V(F 0 ) = V(F) (or I(F) = I(F 0 ) if we pay attention to the multiplicities). And we may choose (F 0 ) such that G (F 0 ) be bigger than G (F) (the more symmetries we have is the best: see Prop. 13). The best we could hope would be G (F 0 ) = G V(F) .
We shall not deal here with the problem of nding such a system (F 0 ). We just mention the notion of equivariant, more general than that of invariants (see 10] or 21]); equivariants can take into account some group action on the image space k n . In all the following, the system (F) is given; and as symmetries, we shall consider the only permutations belonging to a xed nite subgroup G of G (F) .
Description of the Invariants of a Group
Here we describe the algebra of the invariants of a nite group, i.e. we study how to express these invariants in terms of a small number of them.
An Especially Simple Case: If G is a Re exion Group
Let us recall the de nition of a re exion group and Chevalley's theorem.
De nition 5 A matrix A 2 GL n (k) is called a re exion if and only if precisely one of its n eigenvalues is not equal to 1. A nite subgroup G of GL n (k) is called a re exion group if and only if it is generated by re exions.
Remark.{ Being a re exion group is not a property of the abstract group underlying G but it depends on its faithful representation G GL n (k).
Theorem 6 (Chevalley) The invariant ring k X] G of a nite matrix group G GL n (k) is generated by n algebraically independent homogeneous invariants if and only if G is a re exion group. Proof { See 6] for the \if" part, and 17, Th. 2.4.1] for the converse. 2 Corollary 7 The invariant ring k X] G of a nite permutation group G S n is generated by n algebraically independent homogeneous invariants if and only if G is a product of symmetric groups S n 1 S ns with P s j=1 n j = n and each S n j acting on the indeterminates X n 1 + +n j?1 +k , 1 k n j .
Proof { For the \if" part, see Example 2 or 12] . For the \only-if" part, we have at rst to notice that the matrix A associated to a permutation 2 S n is always diagonalizable, and that its characteristic polynomial is Q r j=1 (1 ? z l j ) where l( ) = (l 1 ; : : :; l r ) is the cycle type (lengths of the cycles) of (it is easy to see from the block decomposition of A associated to the cycle decomposition of ). So, such a permutation acts as a re exion if and only if l( ) = (1; : : :; 1; 2), or in other words, i is a transposition. So, from Theorem 6, G must be generated by transpositions. But it is then easy to see that such a group must be a product of symmetric groups. 2 Example.{ Here, we shall use the representation of the invariants of a re exion group G given by Chevalley's theorem to solve an algebraic system whose equations are invariant by the action of G. We apply here in fact the general algorithm of Section 5.1 to a particular case. The following system is quoted by K. Q 1 = P 1 + P 2 + P 3 = 0 Q 2 = P 1 P 2 + P 2 P 3 + P 3 P 1 = 0 Q 3 = P 1 P 2 P 3 = 0 Each equation of this new system is invariant by the action of the symmetric group S 3 , hence can be expressed in terms of 3 = X 1 X 2 X 3 , 2 = X 1 X 2 + X 2 X 3 + X 3 X 1 and 1 = X 1 + X 2 + X 3 : we get Q 1 = 3 3 ? ( 2 + ) 1 + 3 = 0 which gives 3 in terms of 1 and 2 . We use this equation to eliminate 3 in Q 2 and Q 3 : we get respectively polynomials R 2 ( 1 ; 2 ) and R 3 ( 1 ; 2 ). We then eliminate 2 between R 2 and R 3 by computing a resultant; we get the following 3 families of solutions : The following proposition will be helpful to link Prop. 8 to eld theory. Therefore, it will enable us to apply the algorithm of eld theory, based on linear algebra, to get the Hironaka decomposition of an invariant (see Prop. 10).
Proposition 9 If L GL n (k) is a nite re exion group, then for any sub-
Proof { The ring k X] G is integral over k X] L because every P 2 k X] G is a root of the monic polynomial Q Q2L:P (T ? Q) 2 k X] L T]; and k X] G is nitely generated as a k X] L -algebra. So, it is nitely generated as a k X] Lmodule. Now, from Th. 6, k X] L is generated by n algebraically independent homogeneous polynomials. Therefore, from Prop. 
Such a primitive invariant of G relative to L can be computed thanks to an algorithm due to K. Girstmair Beware.{Yet, k X] D 4 is not a module of nite type over the ring R = k 1 ; 3 ; 4 ; I]. Indeed, R is a polynomial ring (because from Prop. 14 and 3, the elements 1 ; 3 ; 4 ; I are algebraically independent over k). So, R is integrally closed. Now, 2 does not belong to R, but we saw in Prop. 14 that it belongs to its fraction eld k( 1 ; 3 ; 4 ; I). So, 2 is not integral over R; hence R 2 ] is not nitely generated as a module over R. Now The extension k(X) G : k(X) L is separable (as a subextension of the Galois ex-
is not degenerated on k(X) G (see 5, A V. 
, where L is called a generic Lagrange resolvent).
As k( 1 ; : : : ; n ) = k(X) L , we can write:
L(X;T) = H 0 ( 1 ; : : :; n ; T) where H 0 is some rational fraction. The equation H 0 ( 1 ; : : : ; n ; ) = 0 is always satis ed because is a root of L. Then, we solve the system of (p + 1) algebraic equations 8i 2 IN p ; H i ( 1 ; : : :; n ; ) = 0, in 1 ; : : :; n ; seen as indeterminates.
The following theorem is then obvious:
Theorem 20 Let (iv) In the case (CMA), we assume that e 2 and S 1 = 1. We are then reduced to the case (FT), by letting = S 2 if e = 2. In both cases (CMA) or (FT), compute the minimal polynomial of over k X] L , and then solve the system (H 0 ) (see Theorem 20) in the variables 1 ; : : : ; n ; .
Using Proposition 18 instead of Proposition 13
Remark 23 In the case (CMA) with e > 2, we should add to the system (H 0 ) the generators of the ideal of the syzygies between the secondary invariants. We shall not deal with this case in this article.
(v) For each solution ( 1 ; : : :; n ; ) of (H 0 ), solve the corresponding system (P ) : 8i 2 IN n ; i (X) = i , and in each orbite of L in the set of the solutions of (P ), keep one solution x = (x 1 ; : : : ; x n ) such that (x) = (it costs at most L : G] tries for each orbite). Let S be the set of all these solutions x. Remark 24 Solving (P ) when L is a product of symmetric groups is particuliarly easy. For instance, when L = S n , we can choose i = i for every i 2 IN n , so that the solutions of (P ) are exactly the families of roots, taken in some order, of the polynomial T n + P n i=1 (?1) i i T n?i .
(vi) for every x in S, check whether D cancells on x. If it doesn't, we can keep x; if it does, we have to check that x satis es (F), and we throw it if it doesn't. Let S 0 be the set of all the x we have kept. Output: The set of all solutions of (F) is fA:x = A 2 G; x 2 S 0 g. Implementation The algorithm is implemented in the AXIOM computer algebra language (see 2]), when L = S n and the principal invariants are the elementary symmetric polynomials 1 , ..., n . We implemented a domain that computes on symmetric polynomials, represented either as polynomials in . So, we know x 2 1 ? x 2 2 up to the sign and x 2 1 + x 2 2 = 1 , from which we deduce all the solutions (x 1 ; x 2 ) of (Rot).
So, we have reduced the problem from degree 12 to degree 6. where P = X 1 X 2 X 3 + X 2 X 3 X 4 + X 3 X 4 X 5 + X 4 X 5 X 1 + X 5 X 1 X 2 .
Let us use Remark 21: as = 0 is one of the equations of (S 5 ), we can compute, instead of the polynomial L, the norm C( 1 ; : : : ; 5 Hence, we proved that (S 5 ) has exactly the 50 + 20 = 70 solutions written above.
Breaking the Simple Extension of k( )
Here, we look for an improvement of the method of section 5.3, whose notations we keep: we study the same system (S 5 ). But we use Theorem 22 instead of Theorem 20.
We notice that the alternating group G 1 = A 5 =< (1 2 3); (1 2 4); (1 2 5) > satis es:
From Prop. 18, to this groups corresponds the following eld extension:
where V is the following (primitive) invariant of A 5 : V = Q i<j (X j ? X i ). Beware.{The polynomial C 2 in section 5.4 is the norm of over k(X) A 5 , whereas in section 5.3 we used the norm C of over k(X) S 5 . If we had used here the norm over k(X) S 5 , a big irreducible parasite factor of degree 60
would have appeared in the resultant Res 3 (Res V ( A 0 V + A 0 0 ; C 1 ); C). Indeed, the polynomials 1 ; : : :; 5 ; V; are not algebraically independent; if we want to lift the solutions in 1 ; : : :; 5 ; V; back to solutions in X 1 ; : : : ; X n , we need to check that they satisfy the algebraic relations between these polynomials.
It is su cient that they satisfy (C 1 and C 2 ), but (C 1 and C) is not enough. This is implicit in Theorem 22. I would like to thank Marc Giusti here for pointing out to me this di culty. In this example, the system is deshomogenized, which destroys some of its symmetries but yet simpli es its resolution. This idea and a computation on (S 5 ) which inspired the following one are due to Daniel Lazard 15] , whom I would like to thank here for his help.
Here, we solve the following system (S 6 ):
X 1 + X 2 + X 3 + X 4 + X 5 + X 6 = 0 X 1 X 2 + X 2 X 3 + X 3 X 4 + X 4 X 5 + X 5 X 6 + X 6 X 1 = 0 X 1 X 2 X 3 + X 2 X 3 X 4 + X 3 X 4 X 5 + X 4 X 5 X 6 + X 5 X 6 X 1 + X 6 X 1 X 2 = 0 X 1 X 2 X 3 X 4 + X 2 X 3 X 4 X 5 + X 3 X 4 X 5 X 6 + X 4 X 5 X 6 X 1 + X 5 X 6 X 1 X 2 + X 6 X 1 X 2 X 3 = 0 X 1 X 2 X 3 X 4 X 5 + X 2 X 3 X 4 X 5 X 6 + X 3 X 4 X 5 X 6 X 1 + X 4 X 5 X 6 X 1 X 2 + X 5 X 6 X 1 X 2 X 3 + X 6 X 1 X 2 X 3 X 4 = 0 X 1 X 2 X 3 + X 2 X 3 + X 3 X 5 + X 5 X 6 + X 5 X 6 X 1 + X 6 X 1 X 2 = 0 X 1 X 2 X 3 + X 2 X 3 X 5 + X 3 X 5 X 6 + X 5 X 6 X 1 + X 5 X 6 X 1 X 2 + X 6 X 1 X 2 X 3 = 0 X 1 X 2 X 3 X 5 + X 2 X 3 X 5 X 6 + X 3 X 5 X 6 X 1 + X 5 X 6 X 1 X 2 + X 5 X 6 X 1 X 2 X 3 + X 6 X 1 X 2 X 3 = 0
The permutation group corresponding to (S 0 6 ) is G = fId;(2 6)(3 5)g. We choose L = fId;(2 6); (3 5); (2 6)(3 5)g. Then G L, and a system of principal invariants of L is: S = X 2 + X 6 ; T = X 3 + X 5 ; P = X 2 X 6 ; Q = X 3 X 5 ; X = X 1 :
Then, k X] L = k S; T; P; Q; X]. The polynomial = X 2 X 3 + X 5 X 6 is a primitive invariant of G relative to L. Its As there is no denominator, Theorem 20 proves that solving (S 00 6 ) will give us exactly the solutions of (S 0 6 ). Now, the 3 rst equations in (S 00 6 ) give T, and Q in terms of P, S and X. So, (S 00 6 ) is equivalent to: The fth equation has two factors; it leads to two di erent cases. In each one, we eliminate thanks to resultants the remaining variable. We get the following 5 solutions: Now, we study successively these 5 cases.
Case Number (i).{ We nd the following 12 solutions, where = e i 6 . Case Number (ii).{ We nd 72 solutions partitioned in 2 families: D. Lazard, O. Piltant and A. Valibouze. This paper was also enriched thanks to detailed comments, questions and references from the anonymous referees. The author thanks all of them.
