Abstract-The load generated by new types of communications services related to multimedia and video transmission is becoming one of the major sources of traffic in WAN networks. Modeling this type of load is a prerequisite for any performance study. In this paper, we approach the load-characterization problem from a global point of view by analyzing a set of 20 video streams. We developed resource-, subject-, and scene-oriented characterizations of coded video streams. We have also implemented multidimensional data-analysis techniques and applied a "scene working set" approach, as well as static and dynamic video traffic models. We show that the behavior of a video sequence can be predicted with high accuracy by applying the scene working set technique. Applications of this technique for predicting bandwidth demands and allocating buffers in an ATM switch are also described in this study.
I. INTRODUCTION
T HE WORKLOAD of computer networks, ranging from the Internet to local intranets, has been increasing exponentially. Networks are used to transport various types of load which have widely varying resource demands, quality of service (QoS) requirements, and traffic patterns. The load generated by new types of communications services related to multimedia and video transmission is fast becoming one of the major sources of traffic in B-ISDN/ATM networks. The need for modeling this type of traffic is essential for addressing issues such as admission control and bandwidth allocation, and is also indispensable for network management (e.g., performance prediction, capacity planning, and optimization).
One of the problems that arises in modeling video-coded streams is that the bandwidth required is highly variable, both over time and in absolute value. Although using compression techniques does indeed effectively save bandwidth, it introduces extra nondeterministic factors in traffic behavior due to the variable amount of image redundancy that can be exploited. In fact, this type of transmission is usually referred to as variable bit rate (VBR) data stream transfer. Several papers on modeling VBR video streams have been presented [1] - [10] . Most of them focused primarily on the identification of the statistical process(es) that best fit the empirical data of one [5] , [6] , [8] , [10] or more [1] , [3] , [4] , [7] , [9] video sequences. In [8] , Lazar et al. modeled the autocorrelation functions of the VBR bit streams with generalized stochastic transform-expand-sample (TES) methodology. Krunz and Tripathi [1] captured bit-rate variations at multiple time scales through a modulated process consisting of a second-order autoregressive process that varied around values derived by scene analysis. Lam et al. ([6] , [9] ) were the first to design algorithms for lossless smoothing.
The general applicability of the results obtained from analyzing a video stream is usually limited, since the best-fit parameters derived for a specific stream do not necessarily apply to other streams. In this paper, rather than investigating the adequacy of some stochastic processes to characterize a given pattern, we approach the traffic-load characterization problem from a global point of view, taking into account a population of 20 video streams. The suitability of a workload model depends upon the type of performance-evaluation study.
The load characterization may be approached at different levels by applying several techniques. We analyzed the statistical characteristics of a set of streams at frame level by considering each stream as an unordered set of frames (i.e., no temporal relationships between frames). The models obtained with this approach are also referred to as static traffic models. Frames are described by their resource consumption. By applying multidimensional data-analysis techniques, namely factor analysis and k-means clustering, we identified a small set of parameters describing the videos. We grouped the videos into three clusters based on this set. In the modeling studies in which only static characteristics are required, a video population can be represented by elements having cluster centroid parameters. The results obtained, i.e., the clusters (groups), can be useful in all situations where a video classification is required. Consider, for example, the design of a videoserver. In this case, it is necessary to know how to organize the internal storage of the server and also to forecast which type of load possible clients will require from the server. This can be predicted if we know which cluster a video belongs to. Cluster analysis also provides us with the variables (i.e., the minimum and the maximum) that will be used by our algorithm-detailed in Section V-A-for forecasting the size of the next frame.
Analysis at the video-stream level showed that a simple characterization based on the subject of each video yielded a classification that was similar to the one obtained when the resource consumption parameters were taken into account. Knowledge of load fluctuations is required in performance studies in which the dynamic characteristics of the resource demands must be taken into account. The resulting models are also referred to as dynamic traffic models.
We investigated the dynamic characteristics of the videos using a simple technique that is applicable to all videos. First, we identified scenes. Then, we used a scene working set model to characterize the scene reference function of each video. The scene working set kept track of the scene sizes referenced during the last time interval of a given size. A scene was referenced when a frame with a similar bandwidth requirement was received. The idea behind the scene working set is directly related to the concept of scene: a scene referenced in the recent past has a high probability of being referenced in the immediate future. The scene references have a degree of locality.
In this paper, we show that the behavior of the experimental scene sequences can be predicted with a high level of accuracy by using a three-element last recently used (LRU) working set stack. Due to the intrinsically low complexity of our method, the prediction of the dynamic fluctuations of bandwidth demands-based on the working set model-can be performed on-line during the transmission of each video stream. Thus, no a priori scene behavior characterization is required. Furthermore, the classification of video streams, based on the number of scenes identified with the working set technique, matches the classification obtained with the resource oriented approach. As an application of the proposed characterization technique, we have applied the working set model to explore the performance of a buffer scheduler in an ATM switch. This paper is organized as follows.
In Section II, we analyze the experimental streams used. In Section III, we introduce the static characterization of VBR streams using factor analysis and a clustering algorithm at the frame level. In Section IV, we describe the characterization of the dynamic aspects of streams when applying the working set model at the scene level. Section V presents the results obtained using the working set model in the prediction of the bandwidth demands at the frame level and in the allocation of buffers of an ATM switch. Section VI concludes the paper.
II. EXPERIMENTAL DATA
Let us initially subdivide the 20 traces used for our experiments into four groups, or categories, according to the subject of the video. The four categories, i.e., movies, sports, news/talk shows, and various were as follows.
• Movies: "James Bond: Goldfinger" (bond 1 ), "Jurassic Park" (dino), "The Silence of the Lambs" (lambs), "Star Wars" (star), "Terminator II" (term), three episodes from the series "Mr. Bean" (bean), two episodes from "The Simpsons" (simp), an episode from "Asterix" (aster) and a 1994 movie preview (movie); • Sports: ATP 1994 tennis final (atp), Hockenheim 1994 F 1 GP (race), 1995 superbowl final (sbowl), two 1994 soccer world cup matches (soc1 and soc2); • News/Talk Show: two German talk shows (talk1 and talk2) and two German video conferences (news1 and news2); • Various: two MTV video clips (mtv1 and mtv2). The videos were compressed using an MPEG-1 compliant encoder. The quantization values were: and using the pattern IBBPBBPBBPBB, which gives a group of picture (GOP) size of 12. Each MPEG video stream consisted of 40 000 video frames, which at 25 frames/s represented about 30 min of real-time full-motion video. Twenty frame-size sequences (FSS's) were derived [11] from the MPEG-1 compressed video streams, taking into consideration the size of each frame in bits. 2 The work described in this paper is based on analysis performed on the FSS's. Fig. 1 shows portions of the I-, P-, and B-frame size sequences of the race video.
While several parameters may change between the different MPEG encoders (e.g., the GOP pattern, the quantization level, and the image dimension), the meaning and the importance of I frames is common to the various standards. Indeed, there is a direct correspondence between I-frame size and the actual image size, while B and P frames are related only to the motion characteristics. As a result, I frames are usually the largest in size. For example, the average I-frame size for all 20 FSS's Thus, in problems dealing with resource reservation/allocation policies, the decisions based on I-frame size values are also valid for P and B frames. Furthermore, the I-frame sequence captures the dynamic characteristics of video traffic at a high level of granularity, since all the modifications of the data of an I frame produced by the motion are incorporated in the next I frame. The above considerations motivated the decision to concentrate our VBR traffic-modeling effort on the I-frame sequence only. The descriptive statistics for the I-frame sequence in each of the 20 FSS's considered are shown in Table I . To have an overall behavior description of the I-frame values, these include the range, minimum, and maximum. We then evaluated the first four moments of the distribution generated by the I-frame values. We obtained a central value (the mean), the dispersion around this value (the standard deviation), and two values evaluating the shape: the skewness, to determine the symmetry of the distribution, and the kurtosis, to determine the degree of peakedness [12] .
III. STATIC CHARACTERIZATION OF VBR STREAMS
The modeling approach followed in this section considers each FSS as an unordered set of elements, i.e., I-frame sizes. Since I frames are dealt with as if no temporal relationships existed among them, we will refer to the models obtained with this approach as static traffic models.
In this framework, an FSS is characterized by a tuple of eight variables (see Table I ) and is considered a point in the eight-dimensional space
The statistical properties of this data set are analyzed through multidimensional dataanalysis techniques, namely factor analysis and clustering. Multidimensional (or multivariate) analysis is an extension of the classical mono-variate statistical analysis and is required since we want to take into consideration various variables at the same time to understand the relationship between them [13] . With factor analysis, we obtained the smallest number of the considered eight variables that can be used to characterize each FSS. We then applied a clustering technique to identify the clusters of components (i.e., FSS's) having homogeneous characteristics. Each cluster can be represented in the traffic model by some of its members selected according to a suitable criterion. Factor analysis describes the covariance relationships among many variables in terms of a few underlying quantities called factors [13] . This technique consists of finding the eigenvalues in order of decreasing magnitude and the corresponding eigenvectors of the correlation matrix for the given set of variables. The relative size of each eigenvalue gives the variance of the corresponding factor, i.e., the eigenvector. Table II shows the correlation matrix of the eight statistical variables considered in Section II.
There were three eigenvalues greater than one, respectively: and Therefore, we considered three common factors, which accounted for a cumulative proportion of 0.957 of the total standardized variance. The derived factor loading matrix is shown in Table III . Also shown in Table III are the factor values obtained with the varimax rotation criterion, a correction method that allows us to "spread out" the squares of the loading on each factor as much as possible.
From Table III , it can be seen that defines a group of the variables range, max, stder, and stdev, and defines a group of the variables min and mean. Since factor analysis considers negative values and values close to zero as irrelevant, factor will be excluded from the following. Fig. 2 shows a scatter plot of and in the estimated and rotated cases. Both plots illustrate the presence of these two groups. We take max as a representative of since it has the highest load. We chose min as a representative of instead of mean, because it has the lowest correlation with max (0.028). We discarded kurtosis and skewness, since their values for factor were definitely lower than the ones of the four variables considered (range, max, stder, stdev), and they assume negative values for factor Thus, two variables are sufficient to characterize the given data set, since they describe a large fraction of the total variance. We then proceeded with the grouping procedure, using the -means clustering algorithm. The -means clustering algorithm [14] subdivides a given data set into a specified number of clusters in the space with being the number of variables that describe each element. Based on the factor analysis results, we have To estimate the optimal number of clusters in which the given data set can be subdivided, we used two indicators of how well a partition works. For each variable, we used the overall mean-square ratio, i.e., a measure of the reduction of within-cluster variance between partition in and clusters, and the ratio of the variance among the clusters and the within-cluster variance. Large values of the overall mean square ratio justify increasing the number of clusters from to An optimal partition should also be characterized by values greater than one of the ratios of the variances among the cluster and within the cluster for each variable. These conditions are satisfied when we partition the given data set of FSS's into three clusters. Table IV shows the values of the variables min and max, corresponding to the centroids of the three clusters and the identifiers of the elements that belong to each cluster. Fig. 3 . Subject-oriented characterization of (a) cluster 1 and (b) cluster 2, obtained with a resource-oriented characterization (see Table IV ).
A resource-oriented characterization of the three clusters is intuitive. The bandwidth requirement increases moving from clusters 1-3. While clusters 1 and 2, which represent 90% of the sample (see Table IV ), contain the FSS that can be considered as "normal," the ones in cluster 3 are highly demanding FSS's having very large frame sizes. A subjectoriented characterization of clusters 1 and 2 is shown in Fig. 3 . Cluster 3 is not shown, since its significance is low (having only two FSS belonging to movie and to various, respectively). As can be seen in Fig. 3 , cluster 1 can be considered as being representative of movie streams and cluster 2 as being representative of sports streams. Indeed, 88.8% of the movies are in cluster 1, representing 72.72% of its elements, and 80% of the sports are in cluster 2, representing 57.14% of its elements. The four streams of news/talk shows are equally distributed between clusters 1 and 2, and represent a minor percentage of the elements of these two clusters, 18.18% and 28.57%, respectively. When new streams are considered, an FSS is assigned to a cluster if the values of its variables are within the ranges of the cluster's variables. When an element may be assigned to more than one cluster, it will be assigned to the cluster whose centroid is closest. The results obtained, i.e., the clusters (groups), can be useful in all situations where a classification of video is required. Consider, for example, the design of a video server. In this case, is necessary to know how to organize the internal storage of the server machine and also to forecast which type of load possible clients will require from the server. We can make these predictions if we know which cluster a video belongs to. Cluster analysis also provides us with the variables (i.e., the minimum and the maximum) that will be used by our algorithm-detailed in Section V-A-for forecasting the size of the next frame.
IV. DYNAMIC CHARACTERIZATION OF VBR STREAMS
In the approach described in Section III, the dynamic characteristics of a traffic stream were not taken into account and the temporal relationships of the I frames were ignored. However, when it is necessary to reproduce the same trafficload behavior that has been found in a network during a given period of time, a suitable modeling technique must be considered. Models able to reproduce the dynamic characteristics of streams are referred to as dynamic traffic models. In this section, we describe a technique that allows the construction of dynamic models.
A. Modeling Video Behavior at Scene Level
The sequence of I-frame sizes (e.g., Fig. 7 ) can be segmented in scenes, such that the size of the frames of a segment are close in value. When we talk about scenes, we are not talking about what the typical spectator usually thinks of. Instead, a "scene" is considered as a block of frames that has certain size properties in common. Several algorithms have been applied to identify scenes (see e.g., [8] , [5] , [1] ). We based our algorithm on these previous works, introducing slight modifications to reduce as much as possible the number of scene labels. Our algorithm is based on a set of five rules which apply a difference operator to the size of consecutive frames. Each scene is labeled by quantizing the size of its first frame at the granularity of a threshold value. We will see that, in the video streams considered, this technique identifies a limited number of scenes, while still preserving the dynamic characteristics of the original sequence.
The algorithm is based on a scaling function defined as follows:
where is the I-frame size sequence and is a threshold value. A trace of values is obtained from a sequence of I-frame sizes by applying the following algorithm:
An example of trace is: 1, 2, 2, 2, 2, 2, 1, 1, 1, 1, 3, 3 which can be rewritten in a more compact form as
The trace is searched for five special subtraces. We define the function subtrace of (subof) as follows:
which means that if a subtrace exists, it is the one closest to the left margin of The five subtraces are identified using a sliding window of length is a parameter representing the minimum length of a scene expressed in number of I frames.
Each one of these subtraces determines a scene change and activates the calculation of a scene label. The I frames that belong to the current window are replaced by the scene label. The final sequence of scene labels is called scene-label sequence (SLS). Fig. 4 presents a code-based description of the algorithm used to scan trace and generate the sequence of scene labels Expression in the code refers to the length of trace Variable is the value of the last frame preceding a scene change.
The five subtraces used to determine a scene change are the following: As shown in Fig. 5 , subtrace requires that we check whether the difference of the value of the frames that correspond to the first and last label is less than threshold Fig. 5 illustrates the identification of subtraces 1, 4, and 5, respectively. Subtraces and describe one abrupt scene change (positive and negative, respectively), while subtraces and represent a sequence of abrupt scene changes (positive and negative, respectively). Subtrace describes a possible scene change caused by a sequence of small differences between the sizes of successive frames. When the cumulative difference of frame size in the considered sequence is greater than threshold a scene change takes place. When a new scene is identified, its frames are labeled with the size of the first frame at the granularity of the threshold value Several values of threshold were investigated. Clearly, a tradeoff exists between the values of and the number of scenes identified, and thus the accuracy of the SLS varies. We evaluated a range of possible values for between 1-25 ATM cell payloads (an ATM cell payload corresponds to 48 bytes). Possible values for were between 384 and 9600 bits. These values correspond to a typical ATM switch queue length. To evaluate we consider three factors: the number of different scene labels generated, the mean, and the standard deviation of the derived SLS with the correspondent FSS. Fig. 6 presents the result of this analysis. The dashed line represents the behavior of the mean, while the straight line shows the behavior of the standard deviation. The bars represent the amount of different scene labels generated. Position is where the standard deviation is minimum and the average is still an acceptable value. With such a value, the instabilities due to small fluctuations of frame size were avoided and the number of scenes identified was limited. At the number of different scene labels is smaller than 50, which is an adequate value to produce efficient implementation, as will be shown in Section V. To ease the following analysis, we rounded the value of to 5000 bits. Since not all the frame-size jumps corresponded to scene changes, the minimum scene length was set to one second, i.e., Again, the value for was chosen according to the definition of "scene" used in this work. A value of 1 s is a compromise which limits the overhead introduced at the switch (as will be detailed in Section V-B), while maintaining a good characterization of the FSS, as shown in Fig. 6 . Fig. 7 shows the actual values of I-frame sizes (grey bars) and the corresponding sequence of scene labels (solid line) of a fragment of aster. When our method was applied to the set of 20 FSS's with a threshold bits-which is only 7.5% of the mean frame size (65742 bits)-the average number of scenes identified was 24. The number of scenes of the 20 FSS's, grouped according to the three clusters obtained in the previous section, are shown in Fig. 8(a) . It is interesting to point out that when moving from cluster 1 to cluster 3, a trend in the number of scenes is evident (see Table V ). This provides another way of characterizing the clusters with respect to the number of scenes, which is also related to their dynamism.
To evaluate the accuracy of the approximation of the SLS obtained using the algorithm in Fig. 5 , we computed the average difference for each FSS between the actual frame size and the value of the corresponding scene label. Fig. 8(b) shows these differences (as percentages) for each FSS. As can be seen, these values, which can be considered as the errors introduced by the approximation of the SLS's, are all less than 1.8%, a very small value. The absolute error value averaged over all the 20 FSS's was 190 bits, while the absolute difference in the standard deviation was 656. In the following, we use the SLS's instead of the FSS's, since they are much easier to deal with and the percentage of errors they produce is negligible. 
B. The "Scene Working Set" Model
In this section, the problem of modeling and forecasting the dynamic behavior of scenes when applying the technique of the working set to the SLS's is studied. The working set technique has been used to model the behavior of a program in virtual memory systems. It characterizes the memory page references through the notion of locality. The original working set model has been reformulated by replacing the page numbers with the scene labels and identifying the scene working set. The scene working set keeps track of the scene labels referenced during the last interval of time. A scene label is referenced when a frame with the corresponding size is received. The idea behind the concept of locality is that a scene label that has been referenced in the recent past has a high probability of being referenced in the immediate future. This is directly related to the concept of scene. Very often, a scene changes into a new one with a similar bandwidth requirement; that is, references to a scene label tend to remain close in time.
A typical implementation of the working set model is the last recently used (LRU) stack model (SLRUM) [15] , [16] . In our context, the LRU stack is a list of scene labels which are ordered according to the time of their most recent reference. The SLRUM is a generative model defined by a stationary stack distance probability vector where and Each element represents the probability that the next scene label will have the same value as the th element of the stack.
To identify the scene working set, we used two vectors, and with a number of elements equal to the number of different labels in each SLS. When a label was referenced, we looked for its position in the vector and incremented the th element of To represent the stack structure, the vector was reordered at each reference, so that the value of the last referenced label appeared in the first position. Table V shows the number of scene labels, the values of probabilities and the maximum scene labels for the 20 FSS's. Streams were grouped according to the clusters obtained in Section III and were ordered according to the number of scenes in each cluster. The average number of scene labels for clusters 1-3 was 20.1, 28.8, and 30.5, respectively. The max labels also increased from cluster 1 to cluster 3. Assuming the number of different scenes to be an index of the dynamism of a stream, we can say that streams of cluster 1 are less dynamic than streams of cluster 2, which in turn are less dynamic than those of cluster 3. The analysis of the values confirmed the presence of a working set with a limited size for all the FSS's, i.e., the scene label references were very local. For example, for the stream talk2, the probability that the next scene label is equal to the current one is the probability that it is equal to one of the last referenced two different scene labels is and that it is equal to one of the last referenced three different scene labels is
The average values of for clusters 1-3 were 0.9024, 0.8765, and 0.8728, respectively. These values agree with the characterization of the dynamism of the clusters we made before. The more dynamic a stream is, the less predictable the scene labels are. These results allow us to say that the static models obtained in Section III are also representative of the dynamic characteristics of the different streams. In the following section, we use the working set model to forecast the bandwidth requirements at the scene level.
V. APPLICATIONS TO RESOURCE RESERVATION PROBLEMS
In this section, we want to validate our proposed methodology of workload characterization to real problems of resource management. We present two applications to the problems of bandwidth prediction of a video stream (in Section V-A) and to the evaluation of an ATM internal buffer utilization (in Section V-B).
A. Prediction of the Bandwidth Requirements
One of the most important problems to deal with when transmitting continuous media, like videos, is how much bandwidth we will require along the path [17] - [20] . This information can be used to evaluate aspects like: how many data-streams could share a certain path, which QoS can be provided, what the maximum bandwidth required to transmit a group of videos is, and so on. In this section, we describe a technique based on the application of the working set method to predict the bandwidth requirement at scene level of a video stream.
We implement a working set of size three with a stack of three elements. This stack is used to contain the values of the last three different scene labels. The next scene label was predicted by sampling the cumulative distribution of with random numbers If then the next predicted scene label is equal to the one in the first stack position, i.e.,, to the last scene referenced. If then the next predicted scene label is equal to the one in the second stack position. If then the next predicted scene label is the one in the last stack position. 
When
we cannot predict any scene label by using the working set, i.e., a label fault has occurred. In this case, we propose four different prediction algorithms, namely: conservative1, conservative2, pessimistic, and optimistic. The basic criterion behind the two conservative approaches is to suppose that next frame will have the same size has the more recent ones. Conservative1 algorithm makes its decision by taking into account the last label referenced, while the conservative2 algorithm uses the average of the three labels in the working set. The pessimistic policy uses the maximum label value of the stream as the next label and finally the optimistic policy uses the minimum label value of the stream. The use of the maximum and the minimum of the scene label derives from the results of Section III.
The different forecasting policies correspond to different quality of services offered since the amount of bandwidth allocated decreases, moving from pessimistic to conservative2, conservative1 and to optimistic policies.
The results of the application of the four policies to the 20 FSS's, grouped into the three clusters identified in Section III, are reported in Table VI . The number of times that the prediction was correct, as well as the number of times in which the scene label was over-or under-estimated are reported for each policy. As has previously been pointed out, the general trend of dynamism of the streams increases from cluster 1 to cluster 3. Indeed, in each policy, the number of times that a correct prediction is made decreases from cluster 1 to cluster 3; that is, the prediction is more difficult in more dynamic streams.
What is interesting to note is that a simple policy like conservative1 allows for a bandwidth prediction which is correct 87.88% of the time for streams of cluster 1, the most consistent one. If the maximum QoS is required, we need to maximize the number of times in which enough bandwidth is allocated. The pessimistic policy satisfies this requirement 94.42% of the time, even if the bandwidth is overestimated 12.95% of the time. In spite of their simplicity, the worst result obtained from the four policies is a correct prediction 76.38% of the time.
B. Allocation of an ATM Switch Internal Buffer
We present in this section the results of simulation experiments which illustrate the impact of the proposed forecasting technique on the allocation of the internal buffer of an ATM switch. Traffic control in ATM-based networks is the subject of an important research effort over the last few years. According to ITU-T Recommendation I.371 [21] , the role of traffic control is to protect the network and the user in order to achieve predefined network performance objectives. Basically, traffic control refers to the set of actions taken by the network to avoid congestion. According to the I.371 standard, two functions are required for managing and controlling traffic in ATM networks: Connection Admission Control and Usage Parameter Control. Connection Admission Control refers to the actions taken by the network at call set-up phase in order to accept or reject an ATM connection. Usage Parameter and Network Parameter Control represent the set of actions taken by the network to monitor and control traffic on an ATM connection in terms of cell traffic volume and cell routing validity (this is usually called police function). There are two fundamentally opposite approaches for specifying traffic parameters: namely, a statistical approach and an operational (or algorithmic) approach. The latter is the one we are using in this paper. An operational approach defines the traffic parameters by means of a rule. The rule has been standardized in Recommendation I.371, and is called the generic cell rate algorithm (GCRA).
The technique we propose is meant to extend the virtual scheduling version of the GCRA. As will be shown later, our extension requires only a long-run average of an additional sum operation and a comparison for each incoming cell. To guarantee the required QoS, the crucial problem is to allocate the proper amount of network resources (i.e., in our case, buffer space). The most straightforward method would be to allocate a sufficient amount of buffer to satisfy the peak cell rate. This makes it possible to eliminate cell loss and delay variability. However, this approach wastes a high percentage of the internal buffer.
The queueing network model of an ATM switch with I/O interfaces is shown in Fig. 9 . We considered a central-queue approach based on [22] , where the buffer is shared among all the input lines: each incoming cell is stored in the central queue. The internal buffer will be shared among two types of workload: video streams and other types of traffic (e.g., file transfers). While the former load usually has high QoS requirements, the latter can accept a "best effort" service. We apply the working set prediction technique (working set of size three) to determine the required amount of buffer space to be allocated for the video streams. The proposed allocation policy attempts to meet the QoS required from the video streams by minimizing the impact on the other types of traffic. In other words, we try to reserve enough buffer space to store videostream cells with a proper QoS, limiting the waste of buffer space.
We model video streams using the ON-OFF model [23] , [24] . In the ON-OFF model, the traffic load is composed of two distinct periods which alternate. During the ON period, cells arrive deterministically at intervals of duration No cells arrive during the OFF period. In our case, the duration of the ON period depends directly on the size of the current I frame. The OFF period corresponds to the sum of the silent period between frames plus the duration periods of the P or B frames, up to the next I frame. The ON period length corresponding to the th I frame can be calculated as follows: (1) where is the size of the th I-frame and is the bandwidth of the th switch input line. Since a switch is supposed to have input lines, the worst-case situation is if we suppose that the video streams reach the switch at the same time, which means that they are totally synchronized. In this case, the length of the period during which the largest buffer is required is (2) The required buffer space, in bits, is (3) During its activity, our extended version of the GCRA algorithm, is required to calculate the actual size of the th I frame for the input lines. These values allow performance of the computation described up to this point.
The calculated value of the I frame allows us to forecast, using the algorithm described in Section V-A, the value of the next I frame (indicated as Therefore, by applying (1) using instead of and then calculating (2), we can finally evaluate This value determines the maximum amount of buffer space required by video streams. Fig. 10 shows the results of the application of this method on a switch with I/O ports and the conservative1 policy. Four sources were present, with each one transmitting the aster video stream in the switch. The average buffer utilization was %. You can see how the reserved buffer size varies in time, trying to accommodate the incoming video traffic. The use of a peak-rate allocation policy would have required allocating an average value of 214 cells. With the conservative1 policy, the average value of allocated cells was 168, saving about 27% of the buffer space. Since the proposed forecasting policy failed (in the sense that it underestimated the frame size) in about 6% of the cases, the evaluation of the correct buffer size also failed, giving a 1.36% rate of cell loss. If required by the QoS, we can reduce the cell loss by applying a correction factor to i.e., In this case, we obtain different combinations of cell loss and average buffer space, as shown in Fig. 11 . By increasing the value of cell loss is reduced, but the average size of the internal buffer is increased. On the other hand, smaller values of reduce the size of the buffer while increasing the percentage of cell loss.
VI. CONCLUSION
Design, optimization, and capacity-planning decisions all require predictions of network performance. To obtain accurate predictions, reliable models of both the workload and network are required. Indeed, workload characterization is a prerequisite to any performance study. In this paper, we have described several characterization techniques that can be applied to construct models of the load which is generated by coded video streams. Whereas conventional modeling studies were based on only one or very few empirical traces, our study takes 20 video traces into consideration. Resource-, subject-, and sceneoriented characterization approaches have also been used.
Multidimensional data-analysis techniques, factor analysis, clustering, and the scene working set technique are used to construct static and dynamic video traffic models. Applications of the proposed techniques for the prediction of the bandwidth demands of the 20 video streams, and for the allocation of buffers in an ATM switch, demonstrate the viability of the approach.
