Abstract. Within the framework of classical linear regression model optimal design criteria of stochastic nature are considered. The particular attention is paid to the shape criterion. Also its limit behaviour is established which generalizes that of the distance stochastic optimality criterion. Examples of the limit maximin criterion are considered and optimal designs for the line fit model are found.
Introduction
There exists an extensive literature on optimal design criteria. For references see Shah and Sinha (1989) and Pukelsheim (1993) , for example. The most exhaustive investigations have been carried out in the case of so-called traditional criteria like A-, D-or E-optimality. Also more sophisticated criteria like universal or Kiefer optimality are occupied a certain place in the literature. However, stochastic optimality criteria have not drawn much attention hitherto. This paper is an attempt to fill the gap, in some sense. In the next section we explain what we mean saying 'stochastic optimality criteria'.
In the paper we consider the classical linear regression model
where the n Â 1 response vector Y ¼ ðY 1 ; Y 2 ; . . . ; Y n Þ 0 follows a multivariate normal distribution, X ¼ ðx 1 ; x 2 ; . . . ; x n Þ 0 is the n Â k model matrix of the full rank k, k a n, b ¼ ðb 1 ; b 2 ; . . . ; b k Þ 0 is the k Â 1 parameter vector, EðYÞ ¼ Xb is the expectation vector of Y and DðYÞ ¼ s 2 I n is the dispersion matrix of Y, where s 2 ¼ VðY i Þ > 0 is unknown while I n is the n Â n identity matrix.
Letb b be the least squares estimator (LSE) of b being at the same time the best linear unbiased estimator. The dispersion matrix ofb b is Dðb bÞ ¼ s 2 ðX 0 XÞ À1 . In the sequel we deal with so-called continuous designs. Each continuous design x is a discrete probability measure taking values p i b 0 at vectors x i , i ¼ 1; 2; . . . ; l, that is x ¼ fx 1 ; x 2 ; . . . ; x l ; p 1 ; p 2 ; . . . ; p l g; X l i¼1 p i ¼ 1:
The moment matrix of a design x is defined by MðxÞ ¼ P l i¼1 p i x i x 0 i . If p i ¼ n i n , i ¼ 1; 2; . . . ; l, l a n, where n i are integers and P l i¼1 n i ¼ n, then Dðb bÞ ¼ s
Throughout the paper, we writeb b ¼b bðxÞ orb b ¼b bðMÞ to emphasize the dependence ofb b from the design x or from the moment matrix M, respectively. In the paper we also refer to a line fit model when we have n b 2 uncorrelated responses
. . . ; l; j ¼ 1; 2; . . . ; n i ð2Þ
with expectations and variances EðY ij Þ ¼ b 1 þ b 2 x i and VðY ij Þ ¼ s 2 , respectively. In this case a continuous design x specifies distinct values x 1 ; x 2 ; . . . ; x l chosen from a given experimental domain (usually an interval ½a; b) and assigns to them weights p i b 0 such that
The paper is organized as follows. Stochastic optimality criteria and the shape criterion in particular are discussed in Section 2. In Section 3 we collect examples of the limit maximin criterion and optimal designs for the line fit model (2). In Section 4 concluding remarks are given while the proof of Theorem 2 can be found in Appendix.
Shape optimal design criterion
An optimality criterion is a function from the closed cone of nonnegative definite matrices into the real line. Saying 'stochastic optimality criteria' we mean functions depending on the moment matrices through a probability. A typical example is the criterion
where A is a given class of subsets from R k . In the sequel we deal with criteria of type (3).
Of course, the terminology is rather relative. It is due to Sinha (1970) who introduced the concept of the distance stochastic (DS) criterion in certain treatment design settings. Liski et al. (1998 Liski et al. ( , 1999 studied the properties of this criterion under the classical linear regression model (1).
Definition 1. A design x
Ã is said to be DSðeÞ-optimal for the LSE of b in (1) if it maximizes the probability Pðkb bðxÞ À bk a eÞ for a given e > 0, where k Á k denotes the Euclidean norm in R k . When x Ã is DSðeÞ-optimal for all e > 0, we say that x Ã is DS-optimal.
Clearly, the DS-criterion is that of type (3) with A to be a class of all kdimensional balls centered at the origin.
The DSðeÞ-criterion function is defined as c e ½M ¼ Pðkb bðMÞ À bk a eÞ.
It is worth noting that the DSðeÞ-optimal design itself is not of great interest from the viewpoint of practice since usually it depends on unknown s. The criterion is isotonic relative to Loewner ordering (cf. Liski et al. 1999) , that is for any two moment matrices M 1 and M 2 ,
Here the relation M 1 b M 2 for two matrices means that M 1 À M 2 is a nonnegative definite matrix. Liski et al. (1999, Theorem 5 .1) also studied the behaviour of the DSðeÞ-criterion, when e approaches 0 and y. These limiting cases have an interesting relationship with the traditional D-and E-optimality criteria. It turns out that the DSðeÞ-criterion is equivalent to the D-criterion as e ! 0 and to the E-criterion as e ! y, that is: In Section 3 we generalize this result. Another motivation for considering stochastic optimality criteria can be found in Liski and Zaigraev (2001) . It turns out that the distance stochastic criterion is closely connected with such notions as stochastic ordering (cf. Marshall and Olkin 1979, Section 17) or stochastic precision (cf. Stȩpniak 1989 ), universal domination (cf. Hwang 1985 , D-ordering (cf. Giovagnoli and Wynn 1995) . Moreover, criteria of type (3) have an obvious relation with peakedness (cf. Sherman 1955) , concentration (cf. Eaton and Perlman 1991) and, as it was shown in Liski and Zaigraev (2001) , with Loewner optimality (cf. Pukelsheim 1993, Section 4). Liski and Zaigraev (2001) also suggested a natural generalization of the DS-criterion. It was called the stochastic convex (SC) criterion.
Definition 2. Let A be a class of subsets from R k which are convex and symmetric with respect to the origin. A design x Ã is said to be SC A -optimal for the LSE of b in (1) if it maximizes the probability Pðb bðxÞ À b A AÞ for all A A A.
A design x Ã is SC-optimal if it maximizes the probability Pðb bðxÞ À b A AÞ for all convex and symmetric sets A H R k (symmetric with respect to the origin).
Evidently, the SC A -criterion with A to be a class of all k-dimensional balls centered at the origin is the DS-criterion. Another example of the SC Acriterion is that when A is a class of all subsets from R k which are convex and symmetric with respect to the axes. Due to Lemma 2 from Liski and Zaigraev (2001) , the SC A -optimal design for the LSE of b in (2) on the interval ½À1; 1 is of the form fÀ1; 1; 0:5; 0:5g, although there is no SC-optimal design here. Liski and Zaigraev (2001) also proved isotonicity of the SC-criterion relative to Loewner ordering.
From now on, we deal with a case when the class A in (3) is of the form
where A H R k is a given bounded set having the origin as an interior point. In particular, if
where r is a positive continuous function on the unit sphere S kÀ1 in R k , then we call such a criterion the shape stochastic (SS) criterion. The function r is called the shape function since it determines the shape of the set A r .
Definition 3. A design x
Ã is said to be SS r ðeÞ-optimal for the LSE of b in (1) if it maximizes the probability Pðb bðxÞ À b A eA r Þ for a given e > 0 and given r. When x Ã is SS r ðeÞ-optimal for all e > 0, we say that x Ã is SS r -optimal.
The SS r ðeÞ-criterion function is defined as
that function also can be rewritten in the form
Again it should be noted that the SS r ðeÞ-optimal design, in general, depends on unknown s.
As it follows from Liski and Zaigraev (2001) , the SS r -criterion is isotonic relative to Loewner ordering if and only if A r is convex and symmetric with respect to the origin.
Next, consider several examples of the shape functions.
Examples.
1. If rðeÞ 1 1 then A r is a ball centered at the origin and the SS r -criterion is simply the DS-criterion.
2. Let rðeÞ ¼ ðe 0 DeÞ À1=2 , where D is a symmetric positive definite matrix. Then A r is an ellipsoid centered at the origin. If D is diagonal then A r is symmetric with respect to the axes otherwise it is symmetric only with respect to the origin.
3. If rðeÞ ¼ minfa 1 je 1 j À1 ; a 2 je 2 j À1 ; . . . ; a k je k j À1 g, a i > 0, i ¼ 1; 2; . . . ; k, then A r is a parallelepiped centered at the origin and symmetric with respect to the axes.
Relevant SS r ðeÞ-criteria are considered in the next section. The limit behaviour of the SS r ðeÞ-criterion is described in the next two theorems.
Theorem 1. The SS r ðeÞ-criterion is equivalent to the D-criterion as e ! 0.
The proof is evident since
0 Mz dz and the function under the integral approaches 1 as e ! 0 while the integral over A r approaches vðA r Þ > 0, where vðA r Þ denotes the Lebesque measure (volume) of the set A r . It is easy to understand that the assertion of Theorem 1 also holds in more general case, namely for any set A with 0 < vðAÞ < y.
An immediate useful consequence of Theorem 1 is the following. If the SS r -optimal design exists then it is necessary also D-optimal.
Now let e ! y. The particular case of the SS r ðeÞ-criterion when rðeÞ 1 1 was considered in Liski et al. (1999) . Here we give more general result.
Let qA r be the boundary of the set A r .
Theorem 2. Let rðeÞ be a twice continuously di¤erentiable function in a neighbourhood of any point from the set
Arg min
e A S kÀ1 r 2 ðeÞe 0 Me for any given M. Then the SS r ðeÞ-criterion is equivalent to the maximin criterion
The condition of Theorem 2 means that qA r should be su‰ciently smooth. But it does not require the boundary to be smooth at any point. Indeed, assume that the convex set A r contains several corner points, as it is in Example 3. Each corner point admits more than one support hyperplane to A r . Given M, any point rðeÞe with e A Arg min e A S kÀ1 r 2 ðeÞe 0 Me belongs both to qA r and to the smallest ellipsoid of concentration fx : x 0 Mx ¼ c; c > 0g still having common points with qA r . Therefore, rðeÞe is not a corner point, otherwise the preceding ellipsoid is not the smallest one.
From Theorems 1 and 2 a useful result follows helping in searching for the SS r -optimal design. Corollary 1. Let the condition of Theorem 2 be fulfilled. If the SS r -optimal design exists then it is also D-optimal and optimal with respect to the maximin criterion.
In the next section we shall see that there exist situations when the reverse assertion of Corollary 1 also holds though it is not true in general.
3 Examples of the limit maximin criterion and SS r (e)-optimal designs for the line fit model
Let us consider examples of the maximin criterion from Theorem 2 for the shape functions given in Section 2. It is easy to see that in all the cases the condition of Theorem 2 is fulfilled. We shall also supply the results with the SS r ðeÞ-optimal designs for the line fit model (2) on the interval ½0; 1 as well as on ½À1; 1. Due to Lemma 1 from Liski and Zaigraev (2001) , in the case ½0; 1 it is enough to take into account only designs of the form f0; 1; p; 1 À pg, 0 < p < 1 since they form a class of admissible designs. In the case ½À1; 1 due to the same argument it is enough to consider only designs of the form fÀ1; 1; p; 1 À pg, 0 < p < 1. That is why in both cases the SS r ðeÞ-optimal designs for any r are determined by the value p Ã depending on e, or more
Due to Lemma 2 from Liski and Zaigraev (2001) , in Examples 1 and 3 the SS r -optimal design on ½À1; 1 exists and is of the form fÀ1; 1; 0:5; 0:5g.
1. For the line fit model (2) on the interval ½0; 1, the function p Ã ¼ p Ã ðdÞ is monotonic and increases from p 0 ¼ 0:5 (D-optimal design) to p y ¼ 0:6 (Eoptimal design) along with increasing d (see graph (1), Fig. 1 ). Clearly, there is no DS-optimal design here.
In general, the following characterization of design domination with respect to the DS-criterion for the case k ¼ 2 takes place. Let l 1 a l 2 be the eigenvalues of Mðx 1 Þ while m 1 a m 2 be those of Mðx 2 Þ. Su‰ciency follows from Marshall and Olkin (1979, Section 3.C, p. 64 ). Necessity follows from the limit behaviour of the DSðeÞ-criterion. Indeed, let x 1 dominates x 2 with respect to the DS-criterion, that is with respect to the DSðeÞ-criterion for all e > 0. Using the limit behaviour of the DSðeÞ-criterion, we get l 1 b m 1 ; l 1 l 2 b m 1 m 2 .
Corollary 2. If k ¼ 2 then a design is DS-optimal if and only if it is D-optimal and E-optimal.
As we see, the existence of the DS-optimal design is determined by the behaviour of the DSðeÞ-optimal designs when e approaches 0 and y. 
It can be shown by direct calculation that the optimal design relative to the maximin criterion is determined by
It is interesting to note that p y can take any value from the interval ð0; 1Þ depending on the choice of D. 
Shape optimal design criterion in linear models
To show the possible dependence of p Ã on d for the SS r ðeÞ-optimal design, we consider three cases:
It can be calculated from (6) that the corresponding values of p y are:
ðaÞ p y ¼ 0:7; ðbÞ p y ¼ 0:4; ðcÞ p y ¼ 0:5.
Relevant graphs (2a), (2b) and (2c) are given in Fig. 1 . As one can see, they are quite di¤erent from each other. The first one looks like graph (1), except for the behaviour when d ! y. Here the function p Ã ðdÞ increases monotonically from 0.5 to 0.7. But for (2b) the function p Ã ðdÞ decreases monotonically from 0.5 to 0.4. At last, graph (2c) is a straight line p Ã ðdÞ 1 0:5. It means that there is no SS r -optimal design in (a) and (b), but it exists in the case (c).
It turns out that it is not by occasion. There exists a class of matrices D for which the SS r -optimal design exists. To find such a class, the next characterization result is helpful. The proof of Lemma 2 is similar to that of Lemma 1. Again the existence of the SS r -optimal design is determined by the behaviour of the SS r ðeÞ-optimal designs when e approaches 0 and y. The SS roptimal design exists if and only if p 0 ¼ p y ¼ 0:5 resulting in p Ã ðdÞ 1 0:5. From (6) it follows that p y ¼ 0:5 if and only if the matrix D À1 is of the form
Similar situation takes place also for the line fit model (2) on ½À1; 1. Here it can be shown by direct calculation that the optimal design relative to the maximin criterion is determined by
Again p y can take any value from the interval ð0; 1Þ depending on the choice of D. One can find by direct calculation that for the line fit model (2) on ½0; 1 the optimal design relative to the maximin criterion is determined by
Hence, p y can take any value from the interval ½0:5; 1Þ depending on the choice of a 1 and a 2 .
To show the possible dependence of p Ã on d for the SS r ðeÞ-optimal design, we consider two cases:
From (7) we get:
Relevant graphs (3a) and (3b) are given in Fig. 2 . In contrast to the previous cases, here the functions p Ã ðdÞ are not monotonic. They are similar to each other, except for the limit behaviour as d ! y. As one can see, there is no SS r -optimal designs here. Moreover, the situation is not determined by the behaviour of the SS r ðeÞ-optimal designs when e approaches 0 and y. For example, in (3a) we have p 0 ¼ p y ¼ 0:5 but p Ã ðdÞ 0 0:5 for 0 < d < y.
Concluding remarks
Dual problem. Dealing with probability Pðb bðMÞ À b A eA r Þ for a given set A r and given e > 0, it is reasonable to make it as large as it is possible. But if the probability is given instead of e, then it is reasonable to make e as small as it is possible. Thus we come to the following dual problem: to choose an optimal design making e the smallest possible for a given set A r and given probability Pðb bðMÞ À b A eA r Þ ¼ a A ð0; 1Þ. In fact,b bðMÞ À eA r looks like a confidence set of pregiven shape centered atb bðMÞ though it is not the case since this set depends on unknown s.
We call a design a-optimal if the corresponding value of e is the smallest one given a. Clearly, if there exists the SS r -optimal design, then it is also aoptimal for any a. It is the case, e.g., for rðeÞ 1 1 and the line fit model (2) on ½À1; 1. The a-optimal design is fÀ1; 1; 0:5; 0:5g for any given a.
Consider the case when the SS r -optimal design does not exist. If a is close to unit, then e is necessarily su‰ciently large. Then as we know from Theorem 2, the SS r ðeÞ-criterion is close to the maximin criterion. Therefore, the a-optimal design is close to the optimal design relative to the maximin criterion. For example, if rðeÞ 1 1 and we consider the line fit model (2) on ½0; 1, then the aoptimal design is close to E-optimal. This closeness is higher along with increasing a.
Maximal probability content. The problems that have been touched in the paper can also be considered from another point of view. Namely, maximization of Pðb bðMÞ À b A AÞ for all A A A is a problem of searching for the maximum of the probability content simultaneously for all A A A with respect to a given class of random vectorsb bðMÞ À b.
Problems of that type have been investigated by di¤erent authors. See Hall et al. (1980) and Mathew and Nordströ m (1997), for example. In those papers the probability content for the bivariate normally distributed random vector Z @ N 2 ð0; I 2 Þ was considered and optimization was done with respect to a given class of sets that did not contain the origin, namely rotated squares and rotated ellipses. In our case taking in mind (5), k-variate normally distributed random vector Z @ N k ð0; I k Þ is considered and maximization is done with respect to more complicated and general class of sets dM 1=2 A r .
Integral criteria. Clearly, if A 1 H A 2 then a stochastic criterion of type (3) with A 2 is stronger than that with A 1 . In other words, the richer A the stronger criterion (3). In general, stochastic optimality criteria are quite strong, as we have seen. On the other hand, dealing with the shape criterion in practice it is more im-portant to control the situation when e is rather small or moderate while less important to know what happens when e is su‰ciently large.
Motivated by those arguments, one could consider the following two criteria both weaker than the DS-criterion: In the paper by Mandal et al. (2000) the following weighted integral criterion was introduced called the weighted coverage probability:
Here the density function 1 2 e Àt=2 of a chi-squared distribution with 2 degrees of freedom plays a role of a weight function. Of course, any other reasonable weight function could be considered as well.
All those criteria will be investigated elsewhere. 
We shall thoroughly consider the situation when F Ã consists of a single point f Ã and show that only a neighbourhood of f Ã is essential in establishing the asymptotics of integral (8) as a ! y. It is worth noting that without loss of generality we can always assume that Jðf Ã Þ 0 0. Denote by h Ã the point of minimum for the function hðeðfÞÞ, that is
Under the condition of the theorem, the function hðeðfÞÞ in a neighbourhood of f Ã admits the Taylor expansion
where Hðf fÞ is the hessian of hðeðfÞÞ atf f ¼ f Ã þ yðf À f Ã Þ for some y, jyj a 1. Since r is continuous, for any su‰ciently small g > 0 we have
where cðgÞ > 0 and
Now we partition the integral in (8) onto two the parts, namely
where
The first integral can be estimated as
cðeðfÞÞ df and in particular,
Under the condition of the theorem for su‰ciently small g > 0 there exists such 0 < dðgÞ < 1 that for all f A F 2 we have
Thus from (9), (12) and (13) we get 
since dðgÞ can be arbitrary small along with g. From (10), (11) and (14) it follows that as a ! y, and one can make the same conclusion as above.
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The variety of possible sets F Ã containing infinitely many points is extremely rich. But in each case in the same way as above it can be shown that the asymptotic expression for 1 À j r; e ½M has a term e Àah Ã that plays a crucial role in minimizing 1 À j r; e ½M for su‰ciently large e. For example, if F Ã is a connected set of dimension k À 1 then we partition integral (8) onto the sum of three integrals: the first one over F Ã , the second one over a g-neighbourhood of F Ã and the rest. The last integral is asymptotically as a ! y unessential while the first two integrals asymptotically both have a term e Àah Ã .
