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Abstract
Let R be a noetherian commutative local ring, and M;N be 5nitely generated R-modules. Then
a generalized form of Serre’s Vanishing conjecture can be stated as follows: if
(1) length (M ⊗R N )¡∞,
(2) pd(M); pd(N )¡∞, and
(3) dimM + dimN ¡ dim R,
then
(M;N ) :=
∞∑
i=0
(−1)i length(TorRi (M;N )) = 0:
It is known that Serre’s Vanishing conjecture holds for a complete intersection ring R, but is
not known for a Gorenstein ring R. We can make a similar conjecture replacing Tor by Ext,
namely, if M and N satisfy the above three conditions, then
	(M;N ) :=
∞∑
i=0
(−1)i length(ExtiR(M;N )) = 0:
In this paper, we will prove that, over a Gorenstein ring R, the Tor-version of the Vanishing
conjecture, the Ext-version of the Vanishing conjecture, and the commutativity of the intersection
multiplicity de5ned in Mori and Smith (J. Pure Appl. Algebra 157 (2001) 279) are all equiv-
alent. Further, we will prove that a certain Ext-version of the Vanishing conjecture holds for a
large class of noncommutative projective schemes, typically including all commutative projective
schemes over a 5eld, by extending BAezout’s Theorem.
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1. Introduction
Let R be a noetherian commutative local ring, and M;N be 5nitely generated R-
modules. Then Serre [19] de5ned the intersection multiplicity of M and N by
(M;N ) :=
∞∑
i=0
(−1)i length(TorRi (M;N )):
Note that (M;N ) is well de5ned if and only if
• TR(M;N ) := sup{length(TorRi (M;N ))}¡∞, and
• tR(M;N ) := sup{i |TorRi (M;N ) = 0}¡∞.
Denition 1.1. We say that R satis5es T-Vanishing if (M;N ) = 0 for every pair of
5nitely generated R-modules M;N having the following property, which we denote Vt:
(1) length(M ⊗R N )¡∞ (which is equivalent to TR(M;N )¡∞),
(2) pd(M); pd(N )¡∞ (which implies tR(M;N )¡∞), and
(3) dimM + dimN ¡ dim R.
Serre’s original Vanishing conjecture says that every regular ring R satis5es T-
Vanishing, and Serre [19] actually proved it in the case that R contains a 5eld. Later,
Roberts [18] and Gillet–SoulAe [8] independently proved that every complete intersection
ring R satis5es T-Vanishing, but we do not know if every Gorenstein ring R satis5es
T-Vanishing. On the other hand, it is known that T-Vanishing holds for graded modules
over a graded ring by Peskine and Szpiro [17].
We can make a similar conjecture replacing Tor by Ext. Recall that the Euler form
of M and N is de5ned by
	(M;N ) :=
∞∑
i=0
(−1)i length(ExtiR(M;N )):
Note that 	(M;N ) is well de5ned if and only if
• ER(M;N ) := sup{length(ExtiR(M;N ))}¡∞, and
• eR(M;N ) := sup{i |ExtiR(M;N ) = 0}¡∞.
Denition 1.2. We say that R satis5es E-Vanishing if 	(M;N ) = 0 for every pair of
5nitely generated R-modules M;N having the following property, which we denote Ve:
(1) length(M ⊗R N )¡∞ (which implies ER(M;N )¡∞),
(2) pd(M); id(N )¡∞ (which implies eR(M;N )¡∞), and
(3) dimM + dimN ¡ dim R.
Note that if R is a Gorenstein ring and M is a 5nitely generated R-module, then
pd(M)¡∞ if and only if id(M)¡∞, so Property Vt and Property Ve are equivalent.
(In this case, we simply call them Property V.) It is known that E-Vanishing holds
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for graded modules over a (not necessarily commutative) graded ring by Mori [14,
Theorem 3.9].
In order to develop intersection theory for noncommutative schemes, we de5ned in
[16] the new intersection multiplicity of M and N by
M · N := (−1)codimM	(M;N ):
This new intersection multiplicity is used in noncommutative algebraic geometry be-
cause ExtiR(M;N ) makes sense for a noncommutative ring R and left R-modules M;N .
An obvious question is when these two intersection multiplicities agree.
Denition 1.3. We say that R satis5es the E-T Formula if M · N = (M;N ) for every
pair of 5nitely generated R-modules M;N having the following property, which we
denote F:
(1) length(M ⊗R N )¡∞,
(2) pd(M); pd(N )¡∞, and
(3) dimM + dimN6 dim R.
Chan [5, Theorem 4] proved that every complete intersection ring R satis5es the E-T
Formula, but we do not know if every Gorenstein ring R satis5es the E-T Formula.
Note that if a Gorenstein ring R satis5es the E-T Formula, then T-Vanishing and
E-Vanishing are equivalent. In fact, in this paper, we will prove:
Theorem 1.4. Let R be a Gorenstein ring. Then R satis3es T-Vanishing if and only
if R satis3es E-Vanishing.
Although the new intersection multiplicity was originally de5ned in order to apply it
to a noncommutative ring, the above theorem gives more reason to study E-Vanishing
even for a commutative ring.
One of the desired properties of intersection multiplicity is the commutativity, which
is obvious for Serre’s intersection multiplicity. This paper was partly motivated by the
question when the new intersection mulitiplicity is commutative.
Denition 1.5. We say that R satis5es the E-E Formula if M · N = N · M for every
pair of 5nitely generated R-modules M;N having Property F.
Clearly, if R satis5es the E-T Formula, then R satis5es the E-E Formula. Let R be a
Gorenstein ring. Chan [5, Theorem 6] proved that if R satis5es the E-T Formula, then
R satis5es T-Vanishing (hence E-Vanishing). In this paper, we will prove:
Theorem 1.6. Let R be a Gorenstein ring. Then R satis3es the E-E Formula if and
only if R satis3es E-Vanishing.
We also study when (M;N ) and 	(M;N ) are well de5ned. In this paper, we will
prove that if R has a dualizing complex, then the conditions TR(M;N )¡∞; ER(M;N )
¡∞, and ER(N;M)¡∞ are all equivalent. Avramov and Buchweitz [2] proved that
the conditions tR(M;N )¡∞; eR(M;N )¡∞, and eR(N;M)¡∞ are all equivalent
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for a complete intersection ring R, but we do not know it for a Gorenstein ring R.
Combining these results, we have:
Corollary 1.7. Let R be a complete intersection ring, and M;N be 3nitely generated
R-modules. Then (M;N ) is well de3ned if and only if 	(M;N ) is well de3ned if and
only if 	(N;M) is well de3ned.
In the second half of the paper, we will prove that some versions of E-Vanishing
hold for a large class of noncommutative projective schemes, typically including all
commutative projective schemes over a 5eld, by extending BAezout’s Theorem.
2. Hyperhomological algebra
In this section, we will introduce terminology and notation, which we will use
throughout the paper, and collect some elementary results on hyperhomological al-
gebra. For a category C, the notation M ∈C means that M is an object in C.
Let C be an abelian category and X; Y be cochain complexes of objects in C. The
ith cohomology of X is denoted by hi(X )∈C. We say that a cochain map f : X → Y
is a quasi-isomorphism if the induced maps hi(f) : hi(X ) → hi(Y ) are isomorphisms
in C for all i. The derived category of C is denoted by D(C), so that a cochain map
f : X → Y is a quasi-isomorphism if and only if it induces an isomorphism f : X → Y
in D(C). In particular, X ∼= 0 in D(C) if and only if hi(X ) = 0 for all i.
For X ∈D(C), we de5ne
supX = sup{i | hi(X ) = 0}
and
inf X = inf{i | hi(X ) = 0}:
If X ∼= 0 in D(C), then we de5ne supX =−∞ and inf X =∞.
A complex X ∈D(C) is bounded above (resp. bounded below) if supX ¡∞ (resp.
inf X ¿ − ∞), and bounded if it is both bounded above and bounded below. The
full subcategory of D(C) consisting of bounded (resp. bounded above, resp. bounded
below) complexes is denoted by Db(C) (resp. D−(C), resp. D+(C)). For each integer
n, the twist of X is denoted by X [n]∈D(C), so that (X [n])i=X n+i. Note that supX [n]=
supX − n and inf X [n] = inf X − n.
In the 5rst half of the paper, we will focus on a noetherian commutative local ring
(R;m; k), that is, m is the unique maximal ideal of R, and k = R=m is the residue
5eld of R. However, presumably all the statements can be modi5ed for noetherian
commutative connected algebra (A;m; k), that is, A = A0 ⊕ A1 ⊕ A2 ⊕ · · · is a graded
algebra, m=A1⊕A2⊕· · · is the augmentation ideal of A, and k=A0=A=m is a 5eld. In
fact, some statements can be modi5ed even for a noetherian noncommutative connected
algebra (see Section 5). I will leave the reader to make necessary modi5cations in each
statememt for a connected algebra.
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Let (R;m; k) be a noetherian commutative local ring. The category of R-modules is
denoted by Mod R, and the full subcategory of Mod R consisting of 5nitely generated
R-modules is denoted by mod R. We denote D(R)=D(Mod R) for the derived category
of the category of R-modules, and Dfg(R) for the full subcategory of D(R) consisting
of complexes whose cohomologies are all 5nitely generated R-modules.
2.1. Derived functors
The right derived functor of
HomR(−;−) :D(R)×D(R)→ D(R)
is denoted by RHomR(−;−), and its cohomologies are denoted by
ExtiR(−;−) = hi(RHomR(−;−)):
If X ∈D−fg(R); Y ∈D+fg(R), then RHomR(X; Y )∈Dfg(R).
The left derived functor of
−⊗R − :D(R)×D(R)→ D(R)
is denoted by −⊗LR −, and its cohomologies are denoted by
TorR−i(−;−) = hi(−⊗LR −):
If X; Y ∈D−fg(R), then X ⊗LR Y ∈Dfg(R).
2.2. Homological dimensions [3, Proposition 5.5, Corollary 2.10.F]
Let X ∈D(R).
(1) We de5ne the projective dimension of X by
pd(X ) = sup({supRHomR(X;M) |M ∈Mod R}):
If X ∈D−fg(R), then pd(X ) = supRHomR(X; k) =−inf (k ⊗LR X ).
(2) We de5ne the injective dimension of X by
id(X ) = sup({supRHomR(M;X ) |M ∈Mod R}):
If X ∈D+fg(R), then id(X ) = supRHomR(k; X ).
(3) We de5ne the Lat dimension of X by
fd(X ) = sup({−inf (N ⊗LR X ) |N ∈Mod R}):
If X ∈D−fg(R), then fd(X ) =−inf (k ⊗LR X ) = pd(X ).
(4) If R is a Gorenstein ring and X ∈Dbfg(R), then pd(X )¡∞ if and only if
id(X )¡∞.
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2.3. Bounds [7, Lemma 2.1]
(1) If X ∈D−(R) and Y ∈D+(R), then
inf RHomR(X; Y )¿ inf Y − supX;
supRHomR(X; Y )6 pd(X ) + supY;
supRHomR(X; Y )6− inf X + id(Y ):
(2) If X; Y ∈D−(R), then
sup(X ⊗LR Y )6 supX + supY;
inf (X ⊗LR Y )¿ inf X − fd(Y );
inf (X ⊗LR Y )¿ inf Y − fd(X ):
(3) If X; Y ∈D−fg(R), then
sup(X ⊗LR Y ) = supX + supY:
2.4. Isomorphisms [7, Proposition 1.1], [3, Lemma 4.4]
For X; Y; Z ∈D(R), the following canonical isomorphisms exist in D(R):
(1)
X ⊗LR Y ∼= Y ⊗LR X;
(X ⊗LR Y )⊗LR Z ∼= X ⊗LR (Y ⊗LR Z);
RHomR(X ⊗LR Y; Z) ∼= RHomR(X;RHomR(Y; Z)):
(2) If X ∈D−fg(R); Y ∈D+(R), and pd(X )¡∞ or fd(Z)¡∞, then
RHomR(X; Y )⊗LR Z ∼= RHomR(X; Y ⊗LR Z):
(3) If X ∈D−fg(R); Y ∈Db(R), and pd(X )¡∞ or id(Z)¡∞, then
X ⊗LR RHomR(Y; Z) ∼= RHomR(RHomR(X; Y ); Z):
2.5. Localization [3, Lemma 5.2]
Let p∈SpecR.
(1) If X; Y ∈D(R), then
(X ⊗LR Y )p ∼= Xp ⊗LRp Yp
in D(Rp).
(2) If X ∈D−fg(R); Y ∈D+(R), then
RHomR(X; Y )p ∼= RHomRp(Xp; Yp)
in D(Rp).
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2.6. Support
For X ∈D(R), we de5ne the support of X by
SuppX = {p∈SpecR |Xp ∼= 0 in D(Rp)}=
∞⋃
i=−∞
Supp hi(X )
and the dimension of X by
dim X = dim SuppX:
Lemma 2.1. (1) If X; Y ∈Dfg(R), then
Supp(X ⊗LR Y ) ⊆ SuppX ∩ SuppY:
(2) If X; Y ∈D−fg(R), then
Supp(X ⊗LR Y ) = SuppX ∩ SuppY:
(3) If X ∈D−fg(R); Y ∈D+(R), then
Supp(RHomR(X; Y )) ⊆ SuppX ∩ SuppY:
Proof. (1) and (3) are clear. Suppose that X; Y ∈D−fg(R). If p is in the support of X
and Y , then Xp; Yp ∼= 0 in D−fg(Rp). Since
sup(X ⊗LR Y )p = sup(Xp ⊗LRp Yp) = supXp + supYp¿−∞;
(X ⊗LR Y )p ∼= 0 in D(Rp), so p is in the support of X ⊗LR Y .
2.7. Annihilator
For X ∈D(R), we de5ne the annihilator of X by
Ann X =
∞⋂
i=−∞
Ann hi(X ):
Lemma 2.2. If X ∈Dbfg(R), then
SuppX = Spec(R=Ann X ):
Proof. If X ∈Dbfg(R), then hi(X )∈mod R for all i, so
SuppX =
⋃
i: 5nite
Supp hi(X ) =
⋃
i: 5nite
Spec(R=Ann hi(X ))
=
⋃
i: 5nite
V(Ann hi(X )) =V
( ⋂
i: 5nite
Ann hi(X )
)
=V(Ann X ) = Spec(R=Ann X ):
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Remark 2.3. Let X ∈D(R). In general,
Ann X = {r ∈R | rX ∼= 0 in D(R)}:
For example, if R= k[[x]] and
X : 0→ R x:→R→ R=xR→ 0
is a complex of R-modules, then hi(X )=0 for all i, so Ann X =R. On the other hand,
xX : 0→ xR x:→ xR→ x(R=xR) = 0→ 0
is not exact, so
x ∈ {r ∈R | rX ∼= 0 in D(R)}:
2.8. Dualizing complexes [9, Chapter V]
A dualizing complex for R is a complex DR ∈Dbfg(R) such that
• the canonical map R→ RHomR(DR;DR) is an isomorphism in D(R), and
• id(DR)¡∞.
A dualizing complex DR is normalized if −inf DR = dim R. For a 5xed dualizing
complex DR, we de5ne the functor † :D(R)→ D(R) by
X † = RHomR(X;DR):
We will list several properties of a dualizing complex DR.
(1) A normalized dualizing complex is unique up to isomorphism in D(R) (if it exists).
(2) A homomorphic image of a Gorenstein ring R has a (normalized) dualizing com-
plex.
(3) If R is a Cohen–Macaulay ring having a dualizing complex, then the canonical
module !R ∈Dbfg(R) is a dualizing complex, and !R[dim R]∈Dbfg(R) is the nor-
malized dualizing complex.
(4) A ring R is Gorenstein if and only if R∈Dbfg(R) is a dualizing complex. In this
case, R[dim R]∈Dbfg(R) is the normalized dualizing complex.
(5) The functor † de5nes a duality for Dbfg(R), that is, for any X ∈Dbfg(R); X † ∈
Dbfg(R) and (X
†)† ∼= X in D(R).
(6) If DR is normalized, then k† ∼= k in D(R).
3. Intersection multiplicity over a commutative local ring
In this section, we will de5ne two notions of intersection multiplicity for complexes
over a commutative local ring, and study when they are well de5ned.
In this section, let (R;m; k; DR) be a noetherian commutative local ring having a
dualizing complex DR.
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For X ∈D(R), we de5ne the Euler characteristic of X by
(X ) :=
∞∑
i=−∞
(−1)i length hi(X ):
Note that (X ) is well de5ned if and only if
• sup{length hi(X )}¡∞, and
• X ∈Db(R).
We denote Dm(R) for the full subcategory of D(R) consisting of complexes X such
that SuppX ⊆ {m}. If X ∈Dfg(R), then the 5rst condition sup{length hi(X )}¡∞ is
equivalent to X ∈Dm(R), so (X ) is well de5ned if and only if X ∈Db;m(R)=Db(R)∩
Dm(R). Let X; Y ∈Dbfg(R). If X ⊗LR Y ∈Db;mfg (R), then we de5ne
(X; Y ) := (X ⊗LR Y ) =
∞∑
i=−∞
(−1)i length(TorRi (X; Y )):
If RHomR(X; Y )∈Db;mfg (R), then we de5ne
	(X; Y ) := (RHomR(X; Y )) =
∞∑
i=−∞
(−1)i length(ExtiR(X; Y ));
and
X · Y := (−1)codim X 	(X; Y ) = (−1)dim R−dim X 	(X; Y ):
Proposition 3.1. Let (R;m; k; DR) be a noetherian commutative local ring. If X; Y ∈
Dbfg(R), then
Supp(RHomR(X; Y )) = SuppX ∩ SuppY:
In particular, the following are equivalent:
(1) X ⊗LR Y ∈Dm(R).
(2) RHomR(X; Y )∈Dm(R).
(3) RHomR(Y; X )∈Dm(R).
Proof. By Lemma 2.1(3),
SuppX = Supp(X †)† = Supp(RHomR(RHomR(X;DR); DR))
⊆ Supp(RHomR(X;DR)) ⊆ SuppX;
so
SuppX † = Supp(RHomR(X;DR)) = SuppX:
Since id(DR)¡∞,
X ⊗LR Y † = X ⊗LR RHomR(Y; DR) ∼= RHomR(RHomR(X; Y ); DR) = RHomR(X; Y )†
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in Dfg(R). By Lemma 2.1(2),
Supp(RHomR(X; Y )) = Supp(RHomR(X; Y )†) = Supp(X ⊗LR Y †)
= SuppX ∩ SuppY † = SuppX ∩ SuppY:
Corollary 3.2. Let (R;m; k; DR) be a noetherian commutative local ring, and M;N ∈
mod R. Then the following are equivalent:
(1) length(M ⊗R N )¡∞.
(2) TR(M;N )¡∞.
(3) ER(M;N )¡∞.
(4) ER(N;M)¡∞.
We will de5ne a class of rings such that eR(M;N )¡∞ if and only if eR(N;M)¡∞.
Denition 3.3 (Huneke and Jorgensen [10, De5nition 3.0]). A noetherian commutative
local ring R is called an AB ring if
sup{eR(M;N ) |M;N ∈mod R such that eR(M;N )¡∞}¡∞:
Every complete intersection ring is an AB ring by Huneke and Jorgensen [10, Corol-
lary 3.4], but we do not know if every Gorenstein ring is an AB ring.
Corollary 3.4. Let (R;m; k) be a noetherian commutative local ring, and M;N ∈mod R.
(1) If R is a Gorenstein AB ring, then 	(M;N ) is well de3ned if and only if 	(N;M)
is well de3ned.
(2) If R is a complete intersection ring, then (M;N ) is well de3ned if and only if
	(M;N ) is well de3ned if and only if 	(N;M) is well de3ned.
Proof. (1) By Huneke and Jorgensen [10, Theorem 4.1], eR(M;N )¡∞ if and only
if eR(N;M)¡∞ over a Gorenstein AB ring R. The result follows from Corollary 3.2.
(2) By [2], tR(M;N )¡∞ if and only if eR(M;N )¡∞ if and only if eR(N;M)¡∞
over a complete intersection ring R. The result follows from Corollary 3.2.
We do not know if tR(M;N )¡∞; eR(M;N )¡∞, and eR(N;M)¡∞ are all equiv-
alent over a Gorenstein ring R. However, we know that the following is true:
Proposition 3.5. Let (R;m; k; DR) be a noetherian commutative local ring, and X; Y ∈
Dbfg(R). Then
sup(RHomR(X; Y †))6− inf (X ⊗LR Y ) + id(DR); and
inf (X ⊗LR Y )¿ inf DR − supRHomR(X; Y †):
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In particular, the following are equivalent:
(1) X ⊗LR Y ∈Db(R).
(2) RHom(X; Y †)∈Db(R).
(3) RHom(Y; X †)∈Db(R).
Proof. Since
RHomR(X; Y †) = RHomR(X;RHomR(Y; DR)) ∼= RHomR(X ⊗LR Y; DR)
in Dfg(R),
supRHomR(X; Y
†) = supRHomR(X ⊗LR Y; DR)6− inf (X ⊗LR Y ) + id(DR):
Since id(DR)¡∞,
X ⊗LR Y ∼= X ⊗LR (Y †)† = X ⊗LR RHomR(Y †; DR) ∼= RHomR(RHomR(X; Y †); DR)
in Dfg(R). It follows that
inf (X ⊗LR Y ) = inf RHomR(RHomR(X; Y †); DR)
¿ inf DR − supRHomR(X; Y †):
Corollary 3.6. Let (R;m; k; DR) be a noetherian commutative local ring, and X; Y ∈
Dbfg(R). Then the following are equivalent:
(1) X ⊗LR Y ∈Db;mfg (R).
(2) (X; Y ) is well de3ned.
(3) 	(X; Y †) is well de3ned.
(4) 	(Y; X †) is well de3ned.
Remark 3.7. Let (R;m; k; DR) be a noetherian commutative local ring, and X ∈Dbfg(R).
By Proposition 3.5,
id(X ) = supRHomR(k; X )6− inf (k ⊗LR X †) + id(DR) = pd(X †) + id(DR)
and
pd(X ) =−inf (k ⊗LR X )6 supRHomR(k; X †)− inf DR = id(X †)− inf DR:
In particular, id(X †)¡∞ if and only if pd(X )¡∞.
Remark 3.8. Let R be a Gorenstein ring so that R∈Dbfg(R) is a dualizing complex,
and M;N ∈mod R. If N is maximal Cohen–Macaulay, then N ∗ := HomR(N; R) = N †.
Applying Proposition 3.5, we have
tR(M;N )6 eR(M;N ∗)6 tR(M;N ) + id(R):
In particular, tR(M;N )¡∞ if and only if eR(M;N ∗)¡∞, recapturing [10, Theo-
rem 2.1].
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4. Vanishing conjecture for Gorenstein rings
In this section, we will study E-Vanishing for a Gorenstein ring. In particular, we
will show that, over a Gorenstein ring, T-Vanishing, E-Vanishing and the E-E Formula
are all equivalent.
In this section, let (R;m; k; DR) be a noetherian commutative local ring as in the
previous section, but let DR always be the normalized dualizing complex for R.
Lemma 4.1. Let (R;m; k; DR) be a noetherian commutative local ring. If X ∈Db;mfg (R),
then X † ∈Db;mfg (R) and
(X †) = (X ):
Proof. If M is an R-module of length M = m¡∞, then there is a 5nite 5ltration
0 =M0 ⊂ M1 ⊂ · · · ⊂ Mm =M
such that Mi=Mi−1 ∼= k for i = 1; : : : ; m, so
	(M;DR) =
m∑
i=1
	(Mi=Mi−1; DR) = m	(k; DR)
=m(RHomR(k; DR)) = m(k†)
=m(k) = lengthM:
For X ∈Db;mfg (R), there is a convergent spectral sequence
Epq2 = Ext
p
R(h
−q(X ); DR)⇒ Extp+qR (X;DR):
Since X ∈Db;mfg (R) and id(DR)¡∞, the spectral sequence {Epq2 } is bounded and
length Epq2 ¡∞ for all p; q∈Z, so
(X †) = (RHomR(X;DR))
=
∑
i
(−1)i length ExtiR(X;DR)
=
∑
p;q
(−1)p+q length ExtpR(h−q(X ); DR)
=
∑
q
(−1)q
(∑
p
(−1)p length ExtpR(h−q(X ); DR)
)
=
∑
q
(−1)q	(h−q(X ); DR)
=
∑
q
(−1)q length h−q(X )
= (X ):
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Remark 4.2. We de5ne a functor ∗ : D(R)→ D(R) by
X ∗ = RHomR(X; R):
If R is a Gorenstein ring of dimension d, then DR ∼= R[d] in D(R), so
X ∗ = RHomR(X; R) ∼= RHomR(X;DR[− d]) ∼= RHomR(X;DR)[− d] ∼= X †[− d]
in D(R). Applying Lemma 4.1 to a Gorenstein ring R and X ∈Db;mfg (R), we have
(X ∗) = (X †[− d]) = (−1)d(X )
recapturing the result of Szpiro [21]. (Note that we do not need to assume that
pd(X )¡∞ for this result.)
Lemma 4.3. Let (R;m; k; DR) be a noetherian commutative local ring, and X; Y ∈
Dbfg(R).
(1) If X ⊗LR Y ∈Db;mfg (R), then
(X; Y ) = 	(X; Y †) = 	(Y; X †):
(2) If RHomR(X; Y )∈Db;mfg (R), and pd(X )¡∞ or pd(Y )¡∞, then (X ∗; Y ) is well
de3ned and
(X ∗; Y ) = 	(X; Y ):
(3) If X⊗LRY ∈Db;mfg (R), and pd(X )¡∞ or id(Y )¡∞, then 	(X ∗; Y ) is well de3ned
and
	(X ∗; Y ) = (X; Y ):
Proof. (1) Since we have an isomorphism
(X ⊗LR Y )† = RHomR(X ⊗LR Y; DR) ∼= RHom(X;RHomR(Y; DR)) = RHomR(X; Y †)
in D(R),
(X; Y ) = (X ⊗LR Y ) = ((X ⊗LR Y )†)
= (RHomR(X; Y †)) = 	(X; Y †)
by Lemma 4.1. By symmetry,
(X; Y ) = (Y; X ) = 	(Y; X †):
(2) If pd(X )¡∞ or pd(Y )¡∞, then we have an isomorphism
X ∗ ⊗LR Y = RHomR(X; R)⊗LR Y ∼= RHomR(X; R⊗LR Y ) = RHomR(X; Y )
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in D(R), so
(X ∗; Y ) = (X ∗ ⊗LR Y ) = (RHomR(X; Y )) = 	(X; Y ):
(3) If pd(X )¡∞ or id(Y )¡∞, then we have an isomorphism
RHomR(X ∗; Y ) = RHomR(RHomR(X; R); Y ) ∼= X ⊗LR RHomR(R; Y ) = X ⊗LR Y
in D(R), so
	(X ∗; Y ) = (RHomR(X ∗; Y )) = (X ⊗LR Y ) = (X; Y ):
In Section 1, we de5ned several statements such as T-Vanishing, E-Vanishing, the
E-T Formula, and the E-E Formula. We can de5ne similar statements for complexes
replacing M;N ∈mod R by X; Y ∈Dbfg(R) (and replacing the condition length(M ⊗R N )
¡∞ by Supp(X ⊗LR Y ) ⊆ {m}). For example, we say that R satis5es T-Vanishing
for complexes if (X; Y ) = 0 for every pair X; Y ∈Dbfg(R) having Property Vt for
complexes:
(1) Supp(X ⊗LR Y ) ⊆ {m},
(2) pd(X ); pd(Y )¡∞, and
(3) dim X + dim Y ¡ dim R.
Of course, a statement for complexes implies the corresponding statement for mod-
ules, but the converse is not clear because pd(X )¡∞ does not usually imply pd(hi(X ))
¡∞ for all i.
Theorem 4.4. Let (R;m; k; DR) be a noetherian commutative local ring. Then R satis-
3es T-Vanishing for complexes if and only if R satis3es E-Vanishing for complexes.
Proof. Let X; Y ∈Dbfg(R). Since
(1) Supp(X ⊗LR Y †) = SuppX ∩ SuppY † = SuppX ∩ SuppY = Supp(X ⊗LR Y ),
(2) id(Y †)¡∞ if and only if pd(Y )¡∞ by Remark 3.7, and
(3) dim Y † = dim SuppY † = dim SuppY = dim Y ,
it follows that the pair X; Y ∈Dbfg(R) has Property Vt for complexes if and only if the
pair X; Y † ∈Dbfg(R) has Property Ve for complexes. Since (Y †)† ∼= Y in D(R), the
result follows from Lemma 4.3 (1).
Corollary 4.5. Let (R;m; k) be a noetherian commutative Gorenstein local ring. Then
R satis3es T-Vanishing if and only if R satis3es E-Vanishing.
Proof. Let dim R = d and M;N ∈mod R having Property V. (Recall that Property
Vt and Property Ve are equivalent over a Gorenstein ring.) If N ∼= R=(y1; : : : ; yd−n)
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for an R-regular sequence {y1; : : : ; yd−n}, then (M;N ) = 0 by Lichtenbaum [13,
Lemma 1], so
	(M;N ) =
d∑
i=0
(−1)i(ExtiR(M;R); N ) = 0
by Chan [5, Proposition 2]. By [6, Claim 2.6], we may assume that N is Cohen–
Macaulay to show either statement. If N ∈mod R is a Cohen–Macaulay module of
dimension n, then ExtiR(N; R) = 0 for all i = d − n and Extd−nR (N; R)∈mod R is
again a Cohen–Macaulay module of dimension n by [4, Theorem 3.3.10]. Since DR ∼=
R[d]∈Dbfg(R) is the normalized dualizing complex, N † ∼= Extd−nR (N; R)[n] in D(R),
hence the proof of Theorem 4.4 applies by replacing X; Y; Y † ∈Dbfg(R) by
M;N;Extd−nR (N; R)∈mod R.
Over a Gorenstein ring, we have more formulas for  and 	.
Lemma 4.6. Let (R;m; k) be a noetherian commutative Gorenstein local ring of di-
mension d, and X; Y ∈Dbfg(R) such that Supp(X ⊗LR Y ) ⊆ {m}, and pd(X )¡∞ or
pd(Y )¡∞. Then
(1) (X; Y ) = (−1)d(X ∗; Y ∗).
(2) 	(X; Y ) = (−1)d	(Y; X ) = (−1)d	(X ∗; Y ∗) = 	(Y ∗; X ∗).
Proof. Note that under the assumptions on X; Y , all  and 	 above are well de5ned.
Since X ∗ ∼= X †[ − d] in D(R), results follow from easy computations using Lemma
4.3.
Lemma 4.7. Let (R;m; k) be a noetherian commutative Cohen–Macaulay local ring
and X ∈Dbfg(R). For any integer 06 r6 codim X , there is K ∈mod R such that
dimK = r; pd(K)¡∞, and Supp(K ⊗LR X ) ⊆ {m}.
Proof. Recall that SuppX = Spec(R=Ann X ) by Lemma 2.2. Let d = dim R and m =
dim X =dim(R=Ann X ). Applying [6, Claim 2.5] to M=R=Ann X and N=R=m=k, we
can choose a system of parameters {x1; : : : ; xm} for M contained in AnnN = m such
that {x1; : : : ; xm} is an R-regular sequence. Since R is Cohen–Macaulay, we can extend
it to an R-regular sequence {x1; : : : ; xm; xm+1; : : : ; xd−r} for any integer 06 r6d− m.
De5ne
K = R=(x1; : : : ; xm; xm+1; : : : ; xd−r)∈mod R:
Clearly, dimK = r, and pd(K)¡∞. Since
dim Supp(K ⊗LR X ) = dim(SuppK ∩ SuppX )
6 dim(Supp(R=(x1; : : : ; xm)) ∩ SuppM)
= dim Supp(R=(x1; : : : ; xm)⊗R M)
= dim Supp(M=(x1; : : : ; xm)M)
222 I. Mori / Journal of Pure and Applied Algebra 187 (2004) 207–240
= dim(M=(x1; : : : ; xm)M)
= 0
it follows that Supp(K ⊗LR X ) ⊆ {m}.
Theorem 4.8. Let (R;m; k) be a noetherian commutative Gorenstein local ring. Then
R satis3es E-Vanishing for complexes if and only if R satis3es the E-E Formula for
complexes.
Proof. Let X; Y ∈Dbfg(R) having Property F for complexes.
Since R is a Gorenstein ring,
	(X; Y ) = (−1)dim R	(Y; X )
by Lemma 4.6(2). If R satis5es E-Vanishing for complexes, then
X · Y
=
{
(−1)codim X 	(X; Y ) = (−1)codim Y 	(Y; X ) if dim X + dim Y = dim R
0 if dim X + dim Y ¡ dim R
=Y · X;
so R satis5es the E-E Formula for complexes.
Conversely, suppose that R satis5es the E-E Formula for complexes. If dim X +
dim Y ¡ dim R, then there is K ∈mod R such that dimK=dim X +16 codim Y; pd(K)
¡∞, and Supp(K ⊗LR Y ) ⊆ {m} by Lemma 4.7. Since dimK + dim Y 6 dim R,
	(X ⊕ K; Y ) = 	(X; Y ) + 	(K; Y )
= (−1)codim X X · Y + (−1)codim KK · Y
= (−1)codim X Y · X + (−1)codim KY · K
= (−1)codim X+codim Y 	(Y; X ) + (−1)codim K+codim Y 	(Y; K):
On the other hand, since
(1) Supp((X ⊕ K)⊗LR Y ) = Supp(X ⊗LR Y ) ∪ Supp(K ⊗LR Y ) ⊆ {m},
(2) pd(X ⊕ K)¡∞, and
(3) dim(X ⊕ K) + dim Y = dimK + dim Y 6 dim R,
the pair X ⊕ K; Y ∈Dbfg(R) has Property F for complexes. It follows that
	(X ⊕ K; Y ) = (−1)codim(X⊕K)(X ⊕ K) · Y
= (−1)codim KY · (X ⊕ K)
= (−1)codim K+codim Y 	(Y; X ⊕ K)
= (−1)codim X+codim Y+1	(Y; X ) + (−1)codim K+codim Y 	(Y; K);
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so
X · Y = Y · X = (−1)codim Y 	(Y; X ) = 0;
hence R satis5es E-Vanishing for complexes.
Corollary 4.9. Let (R;m; k) be a noetherian commutative Gorenstein local ring. Then
R satis3es E-Vanishing if and only if R satis3es the E-E Formula.
Proof. Replace X; Y ∈Dbfg(R) by M;N ∈mod R in the above proof.
In summary, over a Gorenstein ring, we have the following implications:
T-Vanishing ⇐ the E-T Formula
 ⇓
E-Vanishing ⇔ the E-E Formula
Question 4.10. Over a noetherian commutative Gorenstein local ring, are the above
four conditions equivalent?
5. Noncommutative connected algebras
Let X be a noetherian scheme over a 5eld k. We de5ne the Euler form of coherent
OX -modules M and N by
	(M;N) :=
∞∑
i=0
(−1)i dimk ExtiX (M;N)
and the Euler characteristic of M by
(M) := 	(OX ;M) =
∞∑
i=0
(−1)i dimk Hi(X;M):
The following lemma is a fun exercise to prove:
Lemma 5.1. Let X be a noetherian projective scheme of 3nite type over an alge-
braically closed 3eld k. If M and N are coherent OX -modules such that SuppM ∩
SuppN consists of 3nitely many closed points of X , and M has a locally free res-
olution of 3nite length, then
	(M;N) =
∑
x∈X : closed
	(Mx;Nx);
where 	(Mx;Nx) is calculated over the local ring OX;x for each x∈X .
Let X be a noetherian projective scheme of 5nite type over an algebraically closed
5eld k, and M be a coherent OX -module. For a closed point x∈X; dimMx6 dimM,
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so if OX;x satis5es E-Vanishing for every closed point x∈X , then X satis5es an ap-
propriate version of E-Vanishing by the above Lemma.
In the second half of the paper, we will prove some versions of E-Vanishing for
a large class of noncommutative projective schemes, typically including all commu-
tative projective schemes over a 5eld k. Since localization behaves rather badly for
noncommutative schemes, our approach is not using local analysis.
In the rest of the paper, let (A;m; k) be a connected algebra (not necessarily com-
mutative).
The category of graded left A-modules and graded left A-module homomorphisms of
degree 0 is denoted by GrMod A. For M;N ∈GrMod A, the set of graded left A-module
homomorphisms M → N of degree 0 is denoted by HomA(M;N ), which has a natural
k-vector space structure. The full subcategory of GrMod A consisting of 5nitely gener-
ated graded left A-modules is denoted grmod A. The category of graded right A-modules
is denoted by GrMod Ao, where Ao is the opposite algebra of A. The category of graded
A-A bimodules is denoted by GrMod Ae, where Ae=A⊗Ao. We write k=A=m viewed
as an object in GrMod A;GrMod Ao, or GrMod Ae, depending on the context.
A graded k-vector space V is right bounded (resp. left bounded) if Vi = 0 for all
i0 (resp. i0), and bounded if it is both right bounded and left bounded. We say
that V is locally 5nite if dimk Vi ¡∞ for all i. For each integer n, the shift of V is
denoted by V (n), so that V (n)i = Vn+i.
For M;N ∈GrMod A, we de5ne
ExtiA(M;N ) =
∞⊕
n=−∞
ExtiA(M;N (n));
which has a natural graded k-vector space structure for each i. For M ∈GrMod A (resp.
M ∈GrMod Ao), the Matlis dual of M is de5ned by M ′ = Homk(M; k), which has a
natural graded right (resp. left) A-module structure. If M is locally 5nite, then M ′′ ∼= M
in GrMod A (resp. GrMod Ao).
We denote D(A) =D(GrMod A) for the derived category of the category of graded
left A-modules, and Dfg(A) (resp. Dlf(A)) for the full subcategory of D(A) consisting
of complexes whose cohomologies are all 5nitely generated (resp. locally 5nite) graded
left A-modules.
For V ∈GrMod k locally 5nite, we de5ne the Hilbert series of V by
HV (t) =
∞∑
i=−∞
(dimk Vi)ti ∈Z[[t; t−1]]:
More generally, for X ∈Dblf(A), we de5ne the Hilbert series of X by
HX (t) =
∞∑
i=−∞
(−1)iHhi(X )(t)∈Z[[t; t−1]]:
If HX (t) is a rational function over C, for which we simply write HX (t)∈C(t), then
we de5ne GKdim X to be the order of the pole of HX (t) at t=1, and the multiplicity
of X by
e(X ) = lim
t→1
(1− t)GKdim XHX (t):
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Remark 5.2. If (A;m; k) is a left noetherian connected algebra and M ∈ grmod A, then
M is locally 5nite, and HM (t)∈Z[[t]][t−1]. Moreover, if HM (t)∈C(t), then GKdimM
agrees with the standard de5nition of GKdimension of M (if it is 5nite). In particular,
if A is commutative, then HM (t)∈C(t) for any M ∈ grmod A, and GKdimM = dimM
(the Krull dimension of M). On the other hand, for X ∈Dbfg(A); GKdim X and dim X
(the Krull dimension) may not agree. For example, if
X : 0→ A 0→A→ 0
is a complex of graded A-modules, then HX (t) = HA(t)− HA(t) = 0, so GKdim X = 0
(by convention). However, for any p∈SpecA,
Xp : 0→ Ap 0→Ap → 0
is not zero in D(Ap), so dim X = dim SuppX = dim SpecA= dim A.
If X; Y ∈Dblf(A), then X (n); X [n]; X ⊕ Y ∈Dblf(A), and
HX (n)(t) = t−nHX (t);
HX [n](t) = (−1)nHX (t);
HX⊕Y (t) = HX (t) + HY (t)
for all n∈Z. It follows that if HX (t)∈C(t), then
GKdim(X (n)) = GKdim(X [n]) = GKdim X
and
e(X (n)) = (−1)ne(X [n]) = e(X )
for all n∈Z.
Let (A;m; k) be a locally 5nite connected algebra. If F is a 5nitely generated free
complex of 5nite length, that is,
Fi =
qi⊕
j=1
A(−‘ij)
for all i∈Z, then we de5ne the characteristic polynomial of F by
QF(t) :=
∞∑
i=−∞
(−1)i
qi∑
j=1
t‘ij ∈Z[t; t−1];
so that
HF(t) =
∞∑
i=−∞
(−1)i
qi∑
j=1
HA(−‘ij)(t) =
∞∑
i=−∞
(−1)i
qi∑
j=1
t‘ijHA(t) = QF(t)HA(t):
Clearly QF(n)(t) = t−nQF(t) for all n∈Z.
Let (A;m; k) be a connected algebra. Since the Matlis dual (−)′ : GrMod A →
GrMod Ao is an exact functor, it extends to a functor (−)′ :D(A) → D(Ao).
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If X ∈Dblf(A), then
• X ′ ∈Dblf(Ao),
• (X ′)′ ∼= X in D(A), and
• HX ′(t) = HX (t−1).
The local cohomology functor .m : GrMod A→ GrMod A, de5ned by
.m(−) = lim
n→∞HomA(A=A¿n;−)
has the right derived functor R.m :D+(A)→ D+(A), whose cohomologies are denoted
by
Him(−) = hi(R.m(−)):
Denition 5.3 (JOorgensen and Zhang [12]; Mori [14]). Let (A;m; k) be a connected
algebra and X ∈Dblf(A). We say that X is rational, if
• R.m(X )∈Dblf(A),
• HX (t); HR.m(X )(t)∈C(t), and
• HX (t) and HR.m(X )(t) are equal as rational functions over C.
The above notion of rationality was 5rst introduced in [12] to extend Stanley’s
Theorem to a noncommutative connected algebra. It was also used to compute inter-
section multiplicity over a noncommutative connected algebra in [14,15]. A large class
of noetherian connected algebras A including all noetherian commutative connected
algebras has the property that every X ∈Dbfg(A) is rational by [12, Proposition 5.5].
Remark 5.4. Let (A;m; k) be a connected algebra and X ∈Dblf(A) such that HX (t) can
be represented by a rational function f(t)∈C(t), which we denote HX (t) ∼ f(t). In
general, f(t) does not uniquely determine HX (t) as a series. However, if we know
that HX (t)∈Z[[t]][t−1] or HX (t)∈Z[[t−1]][t], then f(t) uniquely determines HX (t) as
a series. For example, suppose that HX (t) ∼ 1=(1− t)d+1 ∈C(t) for some d∈N. If we
know that HX (t)∈Z[[t]][t−1], then
1
(1− t)d+1 ∼
∞∑
i=0
(
d+ i
d
)
ti = HX (t):
On the other hand, if we know that HX (t)∈Z[[t−1]][t], then
1
(1− t)d+1 =
(−t)−d−1
(1− t−1)d+1 ∼ (−1)
d+1
∞∑
i=0
(
d+ i
d
)
t−d−1−i = HX (t):
6. B1ezout’s Theorem for noncommutative projective schemes
We 5rst recall the de5nition of a noncommutative projective scheme [1]. Let
(A;m; k) be a left noetherian connected algebra. We denote TorsA to be the full
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subcategory of GrMod A consisting of direct limits of right bounded modules and
TailsA=GrMod A=TorsA to be the quotient category. We write / : GrMod A→ TailsA
for the quotient functor and M = /M ∈TailsA for the image of M ∈GrMod A. We
call the pair (TailsA;A) the noncommutative projective scheme associated to A. By
Serre, if A is a noetherian commutative graded algebra generated in degree 1 over k,
then TailsA is equivalent to the category of quasi-coherent sheaves over ProjA and A
corresponds to the structure sheaf of ProjA under this equivalence. We denote torsA
and tailsA to be the full subcategories of TorsA and TailsA consisting of noetherian
objects so that tailsA = grmod A=torsA. Note that, for M;N ∈ grmod A, if M ∼=N in
tailsA, then M¿n ∼= N¿n for n0, so
HM (t)− HN (t)∈Z[t; t−1]:
The following  condition, which is automatic for a noetherian commutative con-
nected algebra, is essential in noncommutative projective geometry [1].
Denition 6.1. Let (A;m; k) be a left noetherian connected algebra. We say that A
satis5es  if
dimk ExtiA(k;M)¡∞
for all i¿ 0 and all M ∈ grmod A.
Let (A;m; k) be a left noetherian connected algebra. For M;N∈TailsA, the set
of morphisms M → N in TailsA is denoted by HomA(M;N), which has a nat-
ural k-vector space structure. For each integer n, the shift functor (n) : GrMod A →
GrMod A induces an autoequivalence (n) : TailsA→ TailsA. We de5ne
ExtiA(M;N) =
∞⊕
n=−∞
ExtiA(M;N(n));
which has a natural graded k-vector space structure for each i. In particular, we write
Hi(M) = ExtiA(A;M) and H
i(M) = ExtiA(A;M):
We denote D(A)=D(TailsA) for the derived category of the category TailsA, and
Dfg(A) for the full subcategory of D(A) consisting of complexes whose cohomolo-
gies are all in tailsA. Since the quotient functor / : GrMod A → TailsA is exact, it
extends to a functor / :D(A)→ D(A). As before, we write X = /X ∈D(A) for the
image of X ∈D(A).
The right derived functor of
HomA(−;−) : D−(A)×D+(A)→ D(k)
is denoted by RHomA(−;−), and its cohomologies are denoted by
ExtiA(−;−) = hi(RHomA(−;−)):
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Let X ∈Dbfg(A). If HX (t)∈C(t), then we de5ne the dimension of X∈Dbfg(A) by
dimX =GKdim X − 1
and the degree of X∈Dbfg(A) by
degX =
{
e(X ) if GKdim X ¿ 1;
0 if GKdim X = 0:
If Y ∈Dbfg(A) such that X ∼= Y in Dbfg(A), then
/hi(X ) ∼= hi(/X ) ∼= hi(/Y ) ∼= /hi(Y )
in tailsA for all i, so
HX (t)− HY (t) =
∑
i: 5nite
(−1)i(Hhi(X )(t)− Hhi(Y )(t))∈Z[t; t−1];
hence dimX and degX are well de5ned.
For X;Y∈Dbfg(A), we de5ne
• the Euler form of X and Y by
	(X;Y) :=
∞∑
i=−∞
(−1)i dimk ExtiA(X;Y);
• the Euler characteristic of X by
(X) := 	(A;X) =
∞∑
i=−∞
(−1)i dimk Hi(X);
and
• the intersection multiplicity of X and Y by
X ·Y := (−1)codimX	(X;Y) = (−1)dimA−dimX	(X;Y):
Lemma 6.2. If (A;m; k) is a left noetherian rational connected algebra satisfying ,
then
HR.m(A)′(t)∈Z[[t]][t−1]:
(In particular, HR.m(A)′(t) ∼ HA(t−1) but HR.m(A)′(t) = HA(t−1) as series if A is
in3nite dimensional over k.) If HA(t) =
∑∞
i=0 ant
n and HR.m(A)′(t) =
∑∞
i=−∞ knt
n,
then (A(n)) is well de3ned and
(A(n)) = an − k−n
for all n∈Z.
Proof. If A is a left noetherian connected algebra satisfying , then Him(A) are locally
5nite and right bounded for all i¿ 0 by Artin and Zhang [1, Proposition 3.1(3),
Proposition 3.5(1), Corollary 3.6(3)], so
HHim(A)(t)∈Z[[t−1]][t]:
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If A is rational, then R.m(A)∈Dblf(A), so
HR.m(A)(t) =
∑
i: 5nite
(−1)iHHim(A)(t)∈Z[[t−1]][t]:
Since we have an exact sequence
0→ H0m(A)→ A→ H0(A)→ H1m(A)→ 0
and isomorphisms
Hi(A) ∼= Hi+1m (A)
for all i¿ 1 by [1, Proposition 7.2(2)],
(A(n)) =
∞∑
i=0
(−1)i dimk Hi(A(n))
=
∞∑
i=0
(−1)i dimk Hi(A)n
= dimk An −
∞∑
i=0
(−1)i dimk Him(A)n
= dimk An −
∞∑
i=0
(−1)i dimk Him(A)′−n
= an − k−n
for all n∈Z.
Remark 6.3. Let A be a noetherian connected algebra. If A has the balanced dualizing
complex DA ∈Db(Ae) in the sense of [22], then R.m(A)′ ∼= DA in D(Ae) by Yekutieli
[22, Corollary 4.21]. Since hi(DA) is 5nitely generated as a graded left and right
A-module for every i∈Z, it follows easily that
HR.m(A)′(t) = HDA(t) =
∑
i: 5nite
(−1)iHhi(DA)(t)∈Z[[t]][t−1]
in this case.
For any integers d¿ 0 and n, we denote
(
n
d
)
=


1 if d= 0;
d∏
i=1
n− d+ i
i
if d¿ 1:
We need the following technical Lemma.
Lemma 6.4. For any integers d¿ 0; n and m,
n∑
i=0
(−1)i
(
n
i
)(
i + m
d
)
=
{
(−1)d if n= d;
0 if n¿d:
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Proof. We will prove the formula by induction on d¿ 0. If d= 0, then
n∑
i=0
(−1)i
(
n
i
)(
i + m
0
)
=
n∑
i=0
(−1)i
(
n
i
)
=
{
1 = (−1)0 if n= 0;
(1− 1)n = 0 if n¿ 0
for any m.
For d¿ 0,
n+1∑
i=0
(−1)i
(
n+ 1
i
)(
i + m
d+ 1
)
=
(
n+ 1
0
)(
m
d+ 1
)
+
n+1∑
i=1
(−1)i
[(
n
i − 1
)
+
(
n
i
)](
i + m
d+ 1
)
=
(
m
d+ 1
)
+
n+1∑
i=1
(−1)i
(
n
i − 1
)(
i + m
d+ 1
)
+
n+1∑
i=1
(−1)i
(
n
i
)(
i + m
d+ 1
)
=
n∑
i=0
(−1)i+1
(
n
i
)(
i + m+ 1
d+ 1
)
+
(
n
0
)(
m
d+ 1
)
+
n∑
i=1
(−1)i
(
n
i
)(
i + m
d+ 1
)
=−
n∑
i=0
(−1)i
(
n
i
)(
i + m+ 1
d+ 1
)
+
n∑
i=0
(−1)i
(
n
i
)(
i + m
d+ 1
)
=−
n∑
i=0
(−1)i
(
n
i
)[(
i + m+ 1
d+ 1
)
−
(
i + m
d+ 1
)]
=−
n∑
i=0
(−1)i
(
n
i
)(
i + m
d
)
=
{−(−1)d = (−1)d+1 if n= d (i:e: n+ 1 = d+ 1);
0 if n¿d (i:e: n+ 1¿d+ 1)
for any m by induction.
Remark 6.5. If m¿d, then one can prove the above formula by looking at the homo-
geneous pieces of a graded Koszul complex over the polynomial algebra k[x1; : : : ; xd+1]
or the exterior algebra
∧
(x1; : : : ; xn). I thank the referee for his pointing this out.
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Lemma 6.6. Let (A;m; k) be a left noetherian rational connected algebra satisfying
 such that HA(t) ∼ p(t)=(1− t)d+1 for some p(t)∈Z[t] and some d∈N. Then
n∑
i=0
(−1)i
(
n
i
)
(A(i + m)) =
{
(−1)dp(1) if n= d;
0 if n¿d
for any m∈Z.
Proof. We may write p(t) =
∑r
j=0 pjt
j ∈Z[t] such that pr = 0 (and p0 = 1). Let
HA(t) =
∑∞
i=0 ait
i and HR.m(A)′(t) =
∑∞
i=−∞ kit
i. Since
∞∑
i=0
aiti ∼ p(t)=(1− t)d+1
and HA(t)∈Z[[t]][t−1], it follows that
∞∑
i=0
aiti =
r∑
j=0
pjtj ·
d∑
i=0
(
d+ i
d
)
ti ∈Z[[t]][t−1]
(see Remark 5.4), so ai =
∑r
j=0 bi; j where
bi; j =


0 if i¡ j;
pj
(
d+i−j
d
)
if i¿ j
for all i∈Z (by the convention ai = 0 for i¡ 0). Since A is rational,
∞∑
i=−∞
kiti ∼ HA(t−1) ∼ p(t−1)=(1− t−1)d+1 = (−1)d+1td+1p(t−1)=(1− t)d+1:
Since HR.m(A)′(t)∈Z[[t]][t−1] by Lemma 6.2,
∞∑
i=−∞
kiti = (−1)d+1td+1
r∑
j=0
pjt−j ·
∞∑
i=0
(
d+ i
d
)
ti;
so ki = (−1)d+1
∑r
j=0 ‘i; j where
‘i; j =


0 if i¡d+ 1− j;
pj
(
d+i−(d+1−j)
d
)
= pj
(
i+j−1
d
)
if i¿d+ 1− j
for all i∈Z. Since
‘−i; j =


pj
(−i+j−1
d
)
= (−1)dpj
(
d+i−j
d
)
if i6− d− 1 + j;
0 if i¿− d− 1 + j:
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it follows that
bi; j + (−1)d‘−i; j =


pj
(
d+i−j
d
)
if i6− d− 1 + j;
0 if − d− 1 + j¡ i¡j;
pj
(
d+i−j
d
)
if i¿ j
=pj
(
d+ i − j
d
)
for all i∈Z and 06 j6 r. By Lemma 6.2,
(A(i)) = ai − k−i =
r∑
j=0
bi; j − (−1)d+1
r∑
j=0
‘−i; j
=
r∑
j=0
{bi; j + (−1)d‘−i; j}=
r∑
j=0
pj
(
d+ i − j
d
)
for all i∈Z. By Lemma 6.4
n∑
i=0
(−1)i
(
n
i
)
(A(i + m)) =
n∑
i=0
(−1)i
(
n
i
)
 r∑
j=0
pj
(
d+ i + m− j
d
)

=
r∑
j=0
pj
[
n∑
i=0
(−1)i
(
n
i
)(
d+ i + m− j
d
)]
=


(−1)d
r∑
j=0
pj = (−1)dp(1) if n= d;
0 if n¿d
for any m∈Z.
Let (A;m; k) be a left noetherian rational connected algebra satisfying . By
Lemma 6.2, (A(i)) is well de5ned for every i∈Z, so we de5ne a map
	A(−;−) :Z[T; T−1]× Z[T; T−1]→ Z
by
	A(T i; T j) := 	(A(−i);A(−j)) = 	(A;A(i − j)) = (A(i − j))
for i; j∈Z. Note that, for f(T ); g(T )∈Z[T; T−1],
	A(f(T ); g(T )) = 	A(1; f(T−1)g(T )):
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Lemma 6.7. Let (A;m; k) be a left noetherian rational connected algebra satisfying
. If F;G are 3nitely generated free resolutions of M;N ∈ grmod A of 3nite length,
then
	(M;N) = 	(F;G) = 	A(QF(T ); QG(T )):
Proof. Suppose that
· · · → 0→ F−m → F−m+1 → · · · → F−1 → F0 → 0→ · · · ;
· · · → 0→ G−n → G−n+1 → · · · → G−1 → G0 → 0→ · · ·
are 5nitely generated free resolutions of M;N ∈ grmod A of 5nite length. Let Mi; N i be
the ith syzygies of M;N so that M0 =M;N0 =N and there are exact sequences
0→M−i−1 →F−i →M−i → 0;
0→N−i−1 → G−i →M−i → 0
in tailsA for all i¿ 0. Since 	(Fi ;Gj) are well de5ned for all i; j∈Z by Lemma 6.2,
	(Fi ;N−n+1) are well de5ned and
	(Fi ;N−n+1) = 	(Fi ;G−n+1)− 	(Fi ;G−n)
for all i∈Z. Inductively, 	(Fi ;G) are well de5ned and
	(Fi ;G) = 	(Fi ;N) = 	(Fi ;N0) =
∑
j
(−1)j	(Fi ;Gj)
for all i∈Z. It follows that 	(M−m+1;G) is well de5ned and
	(M−m+1;G) = 	(F−m+1;G)− 	(F−m;G):
Inductively, 	(F;G) is well de5ned and
	(F;G) = 	(M;G) = 	(M0;G) =
∑
i
(−1)i	(Fi ;G) =
∑
i; j
(−1)i+j	(Fi ;Gj):
If
Fi =⊕
s
A(−‘is); Gj =⊕
t
A(−‘jt);
then
	(M;N) = 	(F;G) =
∑
i; j
(−1)i+j	(Fi ;Gj)
=
∑
i; j
(−1)i+j
∑
s; t
	(A(−‘is);A(−‘jt))
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=
∑
i; s
(−1)i
∑
j; t
(−1)j	A(T‘is ; T ‘jt )
= 	A
(∑
i; s
(−1)iT ‘i; s ;
∑
j; t
(−1)jT ‘jt
)
= 	A(QF(T ); QG(T )):
Theorem 6.8 (BAezout’s Theorem for noncommutative projective schemes). Let (A;m; k)
be a left noetherian rational connected algebra of GKdim A = d + 1 statisfying 
such that HA(t) ∼ p(t)=(1− t)d+1 for some p(t)∈Z[t]. If M;N ∈ grmod A such that
pd(M); pd(N )¡∞, then
M ·N=N ·M=
{
0 if dimM+ dimN¡ dimA;
degM degN=degA if dimM+ dimN= dimA:
Proof. If GKdimM = 0 or GK dimN = 0, then M ∼= 0 or N ∼= 0 in tailsA. In this
case,
dimM+ dimN¡ dimA= d
and
M ·N=N ·M= 0 = degM degN=degA;
so assume that GKdimM; GKdimN¿ 1.
Since pd(M); pd(N )¡∞; M; N have 5nitely generated free resolutions F;G of 5nite
length. Since the dimension and the degree are preserved by shifting, and
	(F(−i);G(−i)) = 	(F;G)
for all i∈Z, we may assume that QF(t); QG(t)∈Z[t] by shifting both F;G by the same
enough high degree. In particular, we may write
QF(t) = mp(1− t)p + mp+1(1− t)p+1 + · · · ;
QG(t) = nq(1− t)q + nq+1(1− t)q+1 + · · ·
in Z[t] where mp; nq = 0. Since
HA(t) ∼ p(t)=(1− t)d+1; HM (t) = QF(t)HA(t); HN (t) = QG(t)HA(t);
it follows that
dimA= d; dimM= d− p; dimN= d− q
and
degA= p(1); degM= mpp(1); degN= nqp(1):
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By Lemma 6.6
	A((1− T )s; (1− T )t) = 	A(1; (1− T−1)s(1− T )t)
= 	A(1; (−T )t(1− T−1)s+t)
= (−1)t	A(1; T t(1− T−1)s+t)
= (−1)t
s+t∑
i=0
(−1)i
(
s+ t
i
)
	A(1; T t−i)
= (−1)t
s+t∑
i=0
(−1)i
(
s+ t
i
)
(A(i − t))
=
{
(−1)t(−1)dp(1) = (−1)d−tp(1) if s+ t = d;
0 if s+ t ¿d:
By Lemma 6.7,
M ·N= (−1)p	(F;G)
= (−1)p	A(QF(T ); QG(T ))
= (−1)p
∑
s¿p; t¿q
msnt	A((1− T )s; (1− T )t)
=


0 if p+ q¿d (i:e: dimM
+dimN¡ dimA)
mpnqp(1) = degM degN=degA if p+ q= d (i:e: dimM
+dimN= dimA):
By symmetry,
N ·M=
{
0 if dimM+ dimN¡ dimA;
degM degN=degA if dimM+ dimN= dimA:
Remark 6.9. Let (A;m; k) be a left noetherian rational connected algebra satisfying 
as in Theorem 6.8. If tailsA has 5nite homological dimension, that is,
sup{supRHomA(M;N) |M;N∈ tailsA}¡∞
(for example, if A is commutative and ProjA is smooth), then 	(M;N) is well de5ned
for any pair M;N∈ tailsA, so we can similarly show that
	(F;G) = 	A(QF(T ); QG(T ))
for every pair of 5nitely generated free complexes F;G of 5nite length without being
free resolutions of single modules. In this case, we can replace M;N ∈ grmod A by
X; Y ∈Dbfg(A) in Theorem 6.8.
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Example 6.10. A noetherian connected algebra A is called a quantum polynomial ring
if
• gldim A= d+ 1¡∞,
• A satis5es , and
• HA(t) ∼ 1=(1− t)d+1.
If A is a homomorphic image of a quantum polynomial ring, then A satis5es all condi-
tions of Theorem 6.8 (see [12, Proposition 5.5]). In particular, if A itself is a quantum
polynomial ring, then pd(M)¡∞ for any M ∈ grmod A and degA = 1, so we can
recapture [16, Theorem 8.6].
Example 6.11. If A is a noetherian commutative graded algebra generated in degree 1,
then A is a homomorphic image of a noetherian commutative polynomial ring generated
in degree 1, which is a quantum polynomial ring, so Theorem 6.8 always applies to A.
Example 6.12. Let A = k〈x; y〉=(x2y − yx2; xy2 − y2x). Although A is a noetherian
rational connected algebra of gldim A= 3 satisfying , Theorem 6.8 does not apply to
A because HA(t) ∼ 1=(1− t2)(1− t)2. In fact, if M = A=Ax; N =M (−1)∈ grmod A so
that pd(M) = pd(N ) = 1¡∞, then
dimA= 2; dimM= dimN= 1
and
degA= degM= degN= 12 ;
so
degM degM=degA= degM degN=degA= 12 ;
while M ·M= 0 and M ·N= 1 by Mori and Smith [16, Proposition 10.1].
7. Cohen–Macaulay projective schemes
In this last section, we will extend the results of the previous section to modules of
5nite injective (rather than projective) dimension in the Cohen–Macaulay case.
Denition 7.1. Let (A;m; k) be a connected algebra and M ∈GrMod A. We de5ne the
depth of M by
depthM = inf R.m(M) = inf{i |Him(M) = 0}
and the local dimension of M by
ldimM = supR.m(M) = sup{i |Him(M) = 0}:
We say that M is Cohen–Macaulay if depth M = ldimM ¡∞, and A is Cohen–
Macaulay if it is Cohen–Macaulay as a graded left A-module over itself. A noetherian
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connected algebra A is called balanced Cohen–Macaulay if both A and Ao are Cohen–
Macaulay and satisfy .
If A is a balanced Cohen–Macaulay algebra of ldim A=d+1, then A has the balanced
dualizing complex DA ∼= R.m(A)′ ∼= !A[d + 1] in D(Ae) where !A ∈GrMod Ae. We
call !A the balanced dualizing module for A. We refer to [15] for basic properties of
a balanced Cohen–Macaulay algebra.
Lemma 7.2. Let (A;m; k) be a rational balanced Cohen–Macaulay algebra of ldim A=
d+1 and !A be the balanced dualizing module. If !A=/!A ∈TailsA, then (!A(n));
	(!A; !A(n)) are well de3ned, and
(1) (!A(n)) = (−1)d(A(−n)),
(2) 	(!A; !A(n)) = (A(n))
for all n∈Z.
Proof. (1) Let HA(t) =
∑∞
i=0 ant
n and HR.m(A)′(t) =
∑∞
i=−∞ knt
n as in Lemma 6.2.
Since R.m(A)′ ∼= !A[d + 1] in D(Ae), H!A(t) = (−1)d+1
∑∞
i=−∞ knt
n. By Artin and
Zhang [1, Proposition 7.2(2)], we have an exact sequence
0→ H0m(!A)→ !A → H0(!A)→ H1m(!A)→ 0
and isomorphisms
Hi(!A) ∼= Hi+1m (!A)
for all i¿ 1. Since
Hi+1m (!A) ∼=
{
0 if i = d;
A′ if i = d
by Smith [20, Chapter 11, Lemma 5,6],
(!A(n)) =
∑
i
(−1)i dimk Hi(!A(n)) =
∑
i
(−1)i dimk Hi(!A)n
= dimk(!A)n + (−1)d dimk A′n = dimk(!A)n + (−1)d dimk A−n
= (−1)d(−kn + a−n) = (−1)d(A(−n))
for all n∈Z by Lemma 6.2.
(2) By Yekutieli and Zhang [23, Theorem 4.2], the associated noncommutative pro-
jective scheme (TailsA;A) is classical Cohen–Macaulay of cohomological dimension
d with the dualizing sheaf !A = /!A ∈ tailsA, that is,
ExtiA(−; !A) ∼= Hd−i(−)′
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for all i∈Z. By (1),
	(!A; !A(n)) = 	(!A(−n); !A) =
∑
i
(−1)i dimk ExtiA(!A(−n); !A)
=
∑
i
(−1)i dimk Hd−i(!A(−n))′
= (−1)d
∑
i
(−1)i dimk Hi(!A(−n))
= (−1)d(!A(−n)) = (A(n))
for all n∈Z.
Let (A;m; k) be a balanced Cohen–Macaulay algebra and !A be the balanced dual-
izing module. If J is a 5nitely generated !A-free complex of 5nite length, that is,
J i =
ri⊕
j=1
!A(−‘ij);
then we de5ne the !A-characteristic polynomial of J by
RJ (t) =
∞∑
i=−∞
(−1)i
ri∑
j=1
t‘ij ∈Z[t; t−1];
so that
HJ (t) =
∞∑
i=−∞
(−1)i
ri∑
j=1
H!A(−‘ij)(t) =
∞∑
i=−∞
(−1)i
ri∑
j=1
t‘ijH!A(t)
= RJ (t)H!A(t):
Clearly RJ (n)(t) = t−nRJ (t) for all n∈Z.
By Lemma 7.2(1), (!A(i)) is well de5ned for every i∈Z, so we de5ne a map
	A;!A(−;−) : Z[T; T−1]× Z[T; T−1]→ Z
by
	A;!A(T
i; T j)) := 	(A(−i); !A(−j)) = 	(A; !A(i − j)) = (!A(i − j))
for i; j∈Z. Similarly, by Lemma 7.2(2), 	(!A; !A(i)) is well de5ned for every
i∈Z, so we de5ne a map
	!A(−;−) : Z[T; T−1]× Z[T; T−1]→ Z
by
	!A(T
i; T j) := 	(!A(−i); !A(−j)) = 	(!A; !A(i − j)) = (A(i − j))
for i; j∈Z.
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Lemma 7.3. Let (A;m; k) be a balanced Cohen–Macaulay algebra and !A be the
balanced dualizing module.
(1) If F is a 3nitely generated free resolutions of M ∈ grmod A of 3nite length and
J is a 3nitely generated !A-free resolutions of N ∈ grmod A of 3nite length, then
	(M;N) = 	(F;J) = 	A;!A(QF(T ); RJ (T )):
(2) If J; K are 3nitely generated !A-free resolutions of M;N ∈ grmod A of 3nite
length, then
	(M;N) = 	(J;K) = 	!A(RJ (T ); RK (T )):
Proof. Similar to Lemma 6.7.
Theorem 7.4 (BAezout’s Theorem for Cohen–Macaulay projective schemes). Let (A;m; k)
be a rational balanced Cohen–Macaulay algebra of GKdim A= ldim A= d+ 1 such
that HA(t) ∼ p(t)=(1− t)d+1 for some p(t)∈Z[t]. If M;N ∈ grmod A such that either
(1) pd(M); pd(N )¡∞,
(2) id(M); id(N )¡∞, or
(3) pd(M); id(N )¡∞,
then
M ·N=
{
0 if dimM+ dimN¡ dimA;
degM degN=degA if dimM+ dimN= dimA:
Proof. By Mori [15, Theorem 5.8], if id(M)¡∞, then M has a 5nitely generated
!A-free resolution J of 5nite length. Using Lemmas 7.2, 6.6 and 7.3, the proof is
similar to that of Theorem 6.8 (but more complicated), and left to the reader.
Note that if A is a reasonably nice balanced Cohen–Macaulay algebra such as PI,
then GKdim A= ldim A by JOorgensen [11, Theorem 5.2].
Acknowledgements
I would like to thank C.J. Chan for several helpful conversations concerning this
work.
References
[1] M. Artin, J.J. Zhang, Noncommutative projective schemes, Adv. Math. 109 (1994) 228–287.
[2] L.L. Avramov, R.-O. Buchweitz, Support varieties and cohomology over complete intersections, Invent.
Math. 142 (2000) 285–318.
[3] L.L. Avramov, H.-B. Foxby, Homological dimensions of unbounded complexes, J. Pure Appl. Algebra
71 (1991) 129–155.
240 I. Mori / Journal of Pure and Applied Algebra 187 (2004) 207–240
[4] W. Bruns, J. Herzog, Cohen–Macaulay rings, Cambridge Studies in Advanced Mathematics, Vol. 39,
Cambridge University Press, Cambridge, MA, 1992.
[5] C.J. Chan, An intersection multiplicity in terms of Ext-modules, Proc. Amer. Math. Soc. 130 (2001)
327–336.
[6] S.P. Dutta, Weak linking and multiplicities, J. Pure Appl. Algebra 27 (1983) 111–130.
[7] H.-B. Foxby, Isomorphisms between complexes with applications to the homological theory of modules,
Math. Scand. 40 (1977) 5–19.
[8] H. Gillet, C. SoulAe, K-thAeorie et NullitAe des MultiplicitAes D’intersection, C. R. Acad. Sci. Paris, SAer. I,
No. 3, t. 300 (1985) 71–74.
[9] R. Hartshorne, Residues and Duality, Lecture Notes in Mathematics, No. 20, Springer, Berlin, 1966.
[10] C. Huneke, D.A. Jorgensen, Symmetry in the vanishing of Ext over Gorenstein rings, Math. Scand., to
appear.
[11] P. JOorgensen, Local cohomology of non-commutative graded algebras, Comm. Algebra 25 (1997)
575–591.
[12] P. JOorgensen, J.J. Zhang, Gourmet’s guide to Gorensteinness, Adv. Math. 151 (2000) 313–345.
[13] S. Lichtenbaum, On the vanishing of tor in regular local rings, Illinois J. Math. 10 (1966) 220–226.
[14] I. Mori, Intersection multiplicity over noncommutative algebras, J. Algebra 252 (2002) 241–257.
[15] I. Mori, Homological properties of balanced Cohen–Macaulay algebras, Trans. Amer. Math. Soc. 355
(2003) 1025–1042.
[16] I. Mori, S.P. Smith, BAezout’s theorem for non-commutative projective spaces, J. Pure Appl. Algebra
157 (2001) 279–299.
[17] C. Peskine, L. Szpiro, Syzygies et Multiplicities, C. R. Acad. Sci. Paris, SAerie A 278 (1974) 1421–1424.
[18] P. Roberts, The vanishing of intersection multiplicities of perfect complexes, Bull. Amer. Math. Soc.
13 (1985) 127–130.
[19] J.P. Serre, AlgRebre Locale—MultiplicitAes, Lecture Notes in Mathematics, No. 11, Springer, Berlin, 1961.
[20] S.P. Smith, Non-commutative Algebraic Geometry, Lecture Notes, University of Washington, 1994.
[21] L. Szpiro, Sur la ThAeorie des Complexes Parfaits, Commutative Algebra (Durham 1981), Lond. Math.
Soc. Lecture Note Series 72 (1982) 83–90.
[22] A. Yekutieli, Dualizing complexes over noncommutative graded algebras, J. Algebra 153 (1992) 41–84.
[23] A. Yekutieli, J.J. Zhang, Serre duality for non-commutative projective schemes, Proc. Amer. Math. Soc.
125 (1997) 697–707.
