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ESCOBAR CONSTANTS OF PLANAR DOMAINS
ASMA HASSANNEZHAD AND ANNA SIFFERT
Abstract. We initiate the study of the higher order Escobar constants Ik(M), k ≥ 3, on
bounded planar domains M . For a domain M in R2 with Lipschitz and piecewise smooth
boundary, we conjecture that its k-th Escobar constant Ik(M) is bounded above by the
k-th Escobar constant of the disk. This conjecture is answered in the affirmative for M
being a Euclidean n-gon and k being greater or equal than n. For Euclidean and curvilinear
polygons we in particular provide bounds on Ik(M) which depend only on the corner angles
of this domain.
1. Introduction
In 1997, Escobar [5] introduced an isoperimetric constant I2(M) of a Riemannian manifold
(Mn+1, g) with non-empty boundary. In terms of this constant, he gave a lower bound for
the first non-zero eigenvalue σ1 of the Dirichlet-to-Neumann operator. Recently, this theory
has been extended by Hassannezhad and Miclo [8] who introduced analogous higher order
isoperimetric constants Ik(M) for any k ≥ 3 and used them to provide lower bounds on the
higher eigenvalues σk of the Dirichlet-to-Neumann operator.
In what follows we call the isoperimetric constant Ik(M) the k-th Escobar constant (of
M). The study of Escobar constants is a largely unexplored field. In this paper, we focus
on establishing fundamental properties of higher order Escobar constants of planar domains.
We in particular reveal some relations of the constants Ik(M) to the intrinsic and extrinsic
geometry of manifold M . Our main focus lies on M being a planar domain.
Escobar constants. We now provide the definition of Escobar constants. Let A(M) denote
the family of all non-empty open subsets Ω of M with piecewise smooth (or more generally
rectifiable) boundary ∂Ω, i.e.
A(M) = {Ω ⊂M |Ω 6= ∅, ∂Ω piecewise smooth}.
We use A instead of A(M) when there is no possibility of confusion. For Ω ∈ A, we write
the boundary of Ω as ∂Ω = Σ◦ ∪ Σ∂, where
Σ◦ := ∂Ω ∩M and Σ∂ := ∂Ω ∩ ∂M
are the so-called interior boundary and exterior boundary of Ω, respectively. Furthermore,
let Γ be the common boundary of Σ◦ and Σ∂, i.e.
Γ := ∂Σ◦ = ∂Σ∂.
See Figure 1, where Σ◦ and Σ∂ are represented by the dotted and the bold line, respectively.
For Ω ∈ A let
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Figure 1. Setting.
η∂(Ω) be the isoperimetric ratio given by
η∂(Ω) :=
|∂Ω ∩M |
|∂Ω ∩ ∂M | =
|Σ◦|
|Σ∂| ,
where | · | denotes the Riemannian volume of the set. For any k ∈ N, we can now introduce
the k-th Escobar constant as
Ik(M) := inf
(Ω1,··· ,Ωk)∈Ak
max
j
η∂(Ωj).
Here Ak = Ak(M) is the family of all mutually disjoint k-tuples (Ω1, · · · ,Ωk) such that
∅ 6=Ωj ∈ A, j = 1, · · · , k. The k-th Escobar constant Ik(M) is a scaling invariant quantity
and is increasing in k.
Next we recall the definition of another isoperimetric ratio, namely the k-th Cheeger con-
stant. This constant is given by
hk(M) := inf
(Ω1,··· ,Ωk)∈Ak
max
j
η(Ωj),
where
η(Ω) :=
|∂Ω ∩M |
|Ω| =
|Σ◦|
|Ω| .
The constants hk(M) are higher analogs of the well-known Cheeger constant h2(M). The
main motivation for the study of the higher Cheeger constants stems from the fact that
they are used for bounding eigenvalues of the Laplace operator. This relationship has been
intensively studied in the literature, see [3, 13, 14] and the references therein. In the same
vein, the k-th Escobar constant together with another isoperimetric ratio (closely related to
hk) appear in lower bounds for the k-th Steklov eigenvalues [8]. This has been the primary
motivation for the definition of Ik(M) [5, 6, 11, 8].
The aim of this manuscript is to investigate the relation between Ik(M) and the geometry
of the manifold. We are in particular interested in the behaviour of Ik(M) for k large and
the configuration of optimal sub-partitions. This may share some similarity with the study
of optimal Cheeger clusters, see [2, 12] and reference therein for more details.
A quantity similar to the second Escobar constant I2(M) also appears in the study of long-
time existence result for the curve shortening flow [10, 7].
3Main results. In [6, Theorem 2], Escobar proved that the unit disk maximizes I2 among
all bounded domains M in R2 with rectifiable boundary, i.e.
I2(M) ≤ I2(D).
We conjecture that this inequality also holds for higher Escobar constants.
Conjecture 1. Let M ⊂ R2 be bounded domain with rectifiable boundary then for every
k ≥ 3
(1.1) Ik(M) ≤ Ik(D).
We prove this conjecture for M being a polygon in R2 and k being greater or equal than
the number of corners of M . Further, we provide a similar result for a family of curvilinear
polygons. The general case, however, remains open.
In order to prove inequality (1.1) for polygons in R2 and curvilinear polygons, respectively,
we first provide the value of Ik(D).
Theorem 1.2 (Disks). The k-th Escobar constant of the unit disk D ⊂ R2 centered at the
origin is given by
Ik(D) =
sin(pi/k)
pi/k
,
where k ∈ N.
Then we can prove inequality (1.1) for a regular n-polygon M in R2 when k is either
greater than or equal to the number of corners of M , or k is a divisor of n.
Theorem 1.3 (Regular polygons). Let n ≥ 3. The regular n-gon Dn satisfies
(i) the identity
Ik(Dn) = cos (pi/n) ≤ Ik(D),
for all k ≥ n;
(ii) and
Ik(Dn) = sin(pi/k) cot(pi/n)k/n ≤ Ik(D),
if n = `k, where ` ∈ N.
The main idea for the proof of (i) is that the domains Ωj of the sub-partitions concentrate
at the corners of Dn – also see Figure 3. Subsequently we provide the inequality (1.1) for
some cases with k < n and M being a regular n-gon.
Afterwards, we address the above conjecture for Euclidian n-gons. .
Theorem 1.4 (Euclidian n-gons). Let M be a Euclidian n-gons and assume that the
interior angles of M are ordered as follows
0 < θ1 ≤ θ2 ≤ · · · ≤ θn < 2pi.
Then we have
Ik(M) ≤ sin(θ1/2) ≤ cos (pi/n) , for all k ≥ 3.
In particular, we have
Ik(M) ≤ Ik(D)
when either k ≥ n or n ≤ 4.
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The proof is a modification of the proof for Theorem1.3. However, as an additional
obstacle we no longer have control over the lengths of the edges of the polygons. We also
prove that we have equality Ik(M) = sin(θ1/2) if k is ‘sufficiently large’.
Finally, we generalize these considerations to curvilinear polygons. This is done by adapt-
ing the proof of Theorem 1.4 in order to find a suitable family of sub-partitions near the
corner with smallest angle.
Theorem 1.5 (Curvilinear Polygons). Let M ⊂ R2 be a curvilinear n-gon with at least
one interior angle < pi. Order the interior angles of M in an increasing order
0 < θ1 ≤ θ2 ≤ · · · ≤ θn < 2pi.
Then we have the inequality
Ik(M) ≤ sin(θ1/2).
Note that this study is not restricted to the bounded domains. Namely one can study
unbounded domains as well, e.g. the complement of a bounded domain in R2. In particular,
the higher Escobar constants detect the concavity and the convexity of a planar domain. We
refer to Sections 2 and 3 for more discussion.
Organization. In Section 2 we provide some elementary properties of the Escobar con-
stants Ik(M). The then following Section 3 is the main section, it contains the proofs of
Theorems 1.2–1.5. We supplement these results by Section 4, in which we discuss bounds on
the Escobar constants on manifolds of higher dimension.
Acknowledgments. Both authors would like to thank the Max Planck Institute for Math-
ematics in Bonn (MPIM) and the University of Bristol for the hospitality and supporting
a research visit of A. H. and of A. S. respectively. The second named author is grateful to
Max Planck Institute for Mathematics in Bonn for its hospitality and financial support.
2. Elementary properties of the Escobar constants
In this section we collect elementary properties of the Escobar constants Ik(M). Let M
be a Riemannian manifold of dimension n+ 1, with non-empty, piecewise smooth boundary
∂M .
First note that we have I1(M) = 0. Therefore, we will only deal with Ik(M) for k ≥ 2.
Furthermore, observe that
Ik(M) ≤ 1.
For k = 2 this inequality has already been stated in [6].
However, there is no universal, positive lower bound on the Escobar constants. Indeed,
let M be two identical rectangles joined by a thin stripe of height h. For given , we can
choose h so small that I2(M) < . A similar argument proves that there is also no universal,
positive lower bound on Ik(M) for any k ≥ 3.
Next we prove that the Escobar constants Ik(M) are increasing in k.
Lemma 2.1. LetM be a Riemannian manifold of dimension n+1, with non-empty, piecewise
smooth boundary ∂M . Then the Escobar constants are increasing in k, i.e. we have
Ik+1(M) ≥ Ik(M)
for all k ∈ N.
5Proof. By definition of Ik0+1(M), there exists a sequence {(Ωi1, · · · ,Ωik0+1)}i∈N in Ak0+1 sat-
isfying
Ik0+1(M) = lim
i→∞
max
1≤j≤k0+1
η∂(Ωij).
Associate to each element (Ωi1, · · · ,Ωik0+1) ∈ Ak0+1 an element (Ω˜i1, · · · , Ω˜ik0) ∈ Ak0 by simply
erasing exactly one Ωil in (Ωi1, · · · ,Ωik0+1) which attains the minimum min1≤j≤k0+1 η∂(Ωij).
If the minimum is attained by several elements, erase the Ωil with the smallest index l. By
construction we have
Ik0(M) ≤ lim
i→∞
max
1≤j≤k0
η∂(Ω˜ij) = lim
i→∞
max
1≤j≤k0+1
η∂(Ωij) = Ik0+1(M),
which proves the statement. 
As already mentioned above, we have Ik(M) ≤ 1 for any k ∈ N. We shall see that for
domains with corners, Ik(M) remains uniformly bounded away from 1. However, for smooth
domains the limit of Ik(M) is equal to 1 as k →∞.
Proposition 2.2. Let M ⊂ R2 be a bounded domain with piecewise smooth boundary. If
∂M is smooth then limk→∞ Ik(M) = 1.
Proof. Assume the contrary, i.e. limk→∞ Ik(M) < 1. For every  > 0, let (Ω1, . . . ,Ωk) ∈ Ak
be such that η∂(Ωi) ≤ Ik(M) +  < 1, for every 1 ≤ i ≤ k. W.l.o.g, we can assume that the
domains Ωi are connected. When k tends to infinity, |Σ∂i |, 1 ≤ i ≤ k, cannot be uniformly
bounded from below. Therefore, for every δ > 0, there exists a k large enough, for which
there exists 1 ≤ i ≤ K such that |Σ∂i | < δ. If it is not connected the complement of Σ∂i
contains the boundary of at least another Σ∂j , j 6= i, so that it is connected and |Σ∂j | < δ.
Hence, we can assume that Σ∂i with |Σ∂i | < δ is connected. This implies that |Σ◦i | < δ. By
the definition of the arc length we have η∂(Ωi)→ 1. This is a contradiction.

The above argument can be adjusted to any manifold with smooth boundary.
We conclude this section by the following proposition in which we show that the Escobar
constants of M detect concavity of ∂M .
Proposition 2.3. Let M be a surface with smooth boundary. If there exists k0, such that
Ik0(M) = 1, then ∂M is concave.
Proof. Assume the contrary, i.e. that M is not concave. Then at some point the normal
curvature is positive. Since ∂M is smooth, there is an arc, subset of the boundary, where
the normal curvature is positive and therefore is strictly convex. Then one can construct a
k0-sub-partition (Ω1, . . . ,Ωk0) so that their exterior boundaries remain subsets of this arc,
and η∂(Ωi) < 1, 1 ≤ i ≤ k0. This is a contradiction, and thus the claim follows. 
3. Bounds on the Escobar constants of planar domains
In this section we prove the main results for Euclidean and curvilinear polygons and also
discuss a possible approach to prove Conjecture 1.
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Ω1
Ω2 Ω2
Ω1
Figure 2. This example shows how one can replace type 2 and type 3 domains
by type 1 domains and decrease η∂(Ωj), j = 1, 2.
3.1. Escobar constants Ik for disks. We start by providing Ik for disks in R2, i.e. by
proving Theorem1.2. Note that Ik(M), M ⊂ R2, is invariant under scaling and translation
of M . Thus, when determining Ik for disks in R2, we may restrict ourselves to the unit disk
D centered at the origin. The case k = 2 has been dealt with by Escobar in [6], who proved
that I2(D) = 2/pi.
Proof of Theorem1.2. It is easy to show that
(3.1) Ik(D) ≤ sin(pi/k)k/pi.
Indeed, let z1, . . . , zk be k distinct points on S1 = ∂D with zj = eiθj and 0 = θ1 < θ2 <
· · · < θk < 2pi. We assume that the length of arc>zjzj+1 is equal to 2pik for every 1 ≤ j ≤ k.
Note that we consider j modulo k, i.e. k + 1 = 1. Below let us consider a k-sub-partition
such that each element in the sub-partition is a domain enclosed by an arc
>
zjzj+1 and the
corresponding segment zjzj+1, 1 ≤ j ≤ k. Since, these domains are all isometric, we denote
them by D. We have η∂(D) = sin(pi/k)
pi/k
. This completes the proof of inequality (3.1).
We now prove that equality holds in (3.1). For Ω ∈ A(D) connected, we say that Ω
is of type n when Σ∂ has n connected components. Let (Ω1, · · · ,Ωk) ∈ Ak(D). Without
loss of generality, we can restrict ourselves to considering only (Ω1, · · · ,Ωk) ∈ Ak(D) for
which η∂(Ωj) ≤ sin(pi/k)pi/k . Further, we assume that each Ωj is connected and that the interior
boundary of each Ωj consists of a disjoint union of straight segments. Hence, each Ωj can
be identified with its type.
Let us now assume that Ωj is of type 1 and |Σ∂j | ≤ pi. Then η∂(Ωj) = 2 sin(
αj
2
)
αj
, where
αj = |Σ∂j |. Note that the function
f(α) =
2 sin(α/2)
α
is decreasing in the interval (0, pi). Therefore, in order to have η∂(Ωj) ≤ f(2pi/k), we
necessarily have αj ≥ 2pik . If Ωj is of type 1 and |Σ∂j | ≥ pi, then we already have η∂(Ωj) ≤
f(2pi/k).
If Ωj is of type n, n ≥ 2, then each connected component of S1 \ Σ∂j should contain the
exterior boundary of at least one Ωt for some t 6= j. Otherwise, we can add this arc to the
exterior boundary of Ωj and remove the corresponding segment in the interior boundary, see
Fig. 2. This decrease η∂(Ωj).
We now consider the following cases:
Case 1. If all Ωj, 1 ≤ j ≤ k, are of type 1, then αj = |Σ∂j | ≥ 2pik . Hence, the only possible
situation is that the domains Ωj are all isometric to D.
7δ1
δ1
δk−1
δk−1
Ωk

Ω2Ω1θ
Figure 3. sub-partition concentrating at a corner.
Case 2. We assume that not all elements of the sub-partition are of type 1. Let Ωj be of type
n ≥ 2. We claim that each connected component of S1 \Σ∂j contains the boundary of a type
1 domain Ωk. Indeed, if a connected complement of S1 \ Σ∂j contains the boundary of only
one element in the sub-partition, then it is clear that it should be of type 1. By induction,
it is easy to show that if it contains the exterior boundary of more than one element, then
at least one of them is of type 1. Hence, we get that
|Σ◦j | ≥ 2n sin(2pi/k), n ≥ 2.
Having η∂(Ωj) ≤ f(2pi/k) implies |Σ∂j | ≥ n2pik , n ≥ 1. On the other hand we have
∑k
j=1 |Σ∂j | ≤
2pi. Therefore, it is impossible to have any type except type 1 domains if we want to decrease
the value of η∂(·). Hence, only case 1 gives us an optimal sub-partition. This completes the
proof. 
3.2. Escobar constants Ik for regular n-gons and k ≥ n. We now proof Theorem1.3,
i.e. we estimate Ik for regular n-gons with n ≥ 3, which will henceforth be denoted by Dn.
Clearly, the Escobar constants Ik(Dn) are invariant under translation and scaling of Dn.
Below, we therefore assume without loss of generality that Dn is centered at the origin and
its vertices lie on the unit circle.
Proof of Theorem1.3. We start by proving (i). The first goal is the proof of inequality
(3.2) Ik(Dn) ≤ cos (pi/n) .
In order to achieve this goal, it is sufficient to construct a sub-partition {Ωj}kj=1 of Dn such
that max η∂(Ωj) ≤ cos (pi/n) .
Recall that for a regular convex n-gon, each interior angle has a measure of θ = pi− 2pi/n.
Near a fixed corner of Dn, consider the sub-partition {Ωj}kj=1 illustrated in Figure 3.
In Figure 3, we make use of the notation δj = −
1
k−j+1 . We get
η∂(Ω1) = sin(θ/2), and η∂(Ωj) =
δj−1 + 2 (1 + δ1 + . . .+ δj−2)
δj−1
sin(θ/2).
Thus we have
η∂(Ωj) = sin(θ/2) +O(
1
(k−j+3)(k−j+2) ), 1 < j ≤ k.
Therefore,
Ik(Dn) ≤ sin(θ/2) = cos(pi/n),
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which establishes the claimed inequality.
Next we show the reverse inequality, i.e.
(3.3) Ik(Dn) ≥ cos(pi/n).
To achieve this goal, we show that any sub-partition {Ωj}kj=1 of Dn contains an element
Ωj such that η∂(Ωj) ≥ cos(pi/n). We assume without loss of generality that all Ωj are
connected. Indeed, if Ωj would have (at least) two connected components C1 and C2 with
min(η∂(C1), η
∂(C2)) = η
∂(C1), then η∂(Ωj) ≥ η∂(C1). Thus we can substitute Ωj by C1.
For the considerations below, it is convenient to introduce the following notation: we say
that a domain Ω ∈ Dn is of type `, if ∂Ω ∩ ∂Dn has components in exactly ` edges of Dn.
Note that η∂(Ω) ≥ 1 holds for any Ω of type 1. By induction, one proves easily that there
can be at most n − 2 domains in Ωj which are of type ` with ` ≥ 3. Consequently, any
sub-partition {Ωj}kj=1 with k ≥ n, has at least two elements of type 2. Assume without loss
of generality that Ω1 is of type 2. If the boundary components of Ω1 lie on edges which are
not adjacent, then we have η∂(Ω1) ≥ 1 - compare Figure 4. Thus, we assume without loss of
D5
Ω1
Figure 4. Type 2 domain in D5 with non-adjacent edges.
generality that the boundary components of Ω1 lie on adjacent edges e1 and e2. Denote the
corner which is the intersection point of the edges e1 and e2 by C. There are now two possible
cases: either C is covered by a triangle or C is not covered at all - compare Figure 5. If C is
C C
Figure 5. C covered by a triangle - C not covered at all.
not covered then there exists a domain Ωj of the sub-partition {Ωj}kj=1 which is of type 2 and
closest to C. Furthermore, we assume that there is a triangle T which covers C and one of
its edges is contained in the interior boundary of Ωj. We can then substitute Ωj by the union
of Ωj and T since η∂(Ωj) ≥ η∂(Ωj ∪ T ) by construction. Consequently, there exists a corner
C in Dn which is covered by a triangle. An elementary calculation shows that this triangle
can be chosen to be isosceles since for all other triangles η∂ would be larger. In summary,
9for any given sub-partition {Ωj}kj=1, we assume that there exists a domain Ωj which is an
isosceles triangle covering one corner of Dn. Consequently, Ik(Dn) ≥ η∂(Ωj) ≥ cos(pi/n).
This establishes inequality (3.3).
To accomplish the first claim, we are left with proving the inequality
(3.4) cos (pi/n) ≤ Ik(D) = sin(pi/k)k/pi
for all k ≥ n. For this purpose introduce the function
f : R+ → R, x 7→ sin(pi/x)/(pi/x),
which satisfies f(k) = Ik(D) for k ∈ N. Since f is strictly increasing it is sufficient to prove
the inequality (3.4) for k = n. This is however equivalent to the inequality tan(pi/n) ≥ pi/n
which clearly holds for all n ≥ 3. Thus, (i) is established.
We now turn to the proof of (ii) and start by showing the inequality
(3.5) Ik(Dn) ≤ sin(pi/k) cot(pi/n)k/n.
For this purpose, it is sufficient to construct a sub-partition {Ω∗j}kj=1 of Dn such that the
inequality max η∂(Ω∗j) ≤ sin(pi/k) cot(pi/n)k/n is satisfied. We inscribe a regular k-gon into
the n-gon as follows: consider the midpoints of the edges of the n-gon. The vertices of the
k-gon are given by taking every `-th of the midpoints. The k-gon hence divides Dn into
k + 1 domains. Those of these domains which cover the corners of Dn yield a sub-partition
(Ω∗1, . . . ,Ω
∗
k) ∈ An. See Figure 6 in which the situation is demonstrated for n = 6 and k = 3.
Ω3
Ω1
D6
Ω2
D3
Figure 6. sub-partition for n = 6 and k = 3.
For each Ω∗i , the length of the exterior boundary is given by ` times the length of one side
of the n-gon Dn. Straightforward elementary calculations yield
|Σ∗i ∂|= 2` sin(pi/n) and |Σ∗i ◦|= 2 cos(pi/n) sin(pi/k).
This gives us (3.5). We are thus finally left with proving sin(pi/k) cot(pi/n)k/n ≤ Ik(D).
This is however an immediate consequence of cot(pi/n)pi/n ≤ 1 and Theorem1.2.
We now prove the equality case. Let {Ωj}kj=1 be a sub-partition of Dn such that
(3.6) max η∂(Ωj) ≤ sin(pi/k) cot(pi/n)k/n.
Without loss of generality we assume that each Ωj is connected and all vertices are covered.
We consider two cases.
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Case 1. If all the exterior boundaries Σ∂j are connected, then we claim that every Ωj
should be isometric to Ω∗j , where Ω∗j is the sub-partition introduced above. Indeed, among
all connected domains of length less than or equal to |∂Dn|/2, in order to have η∂(Ωj) ≤
sin(pi/k) cot(pi/n)k/n, the length of its exterior boundary has to be at least |∂Dn|/k, see
Proposition 4.10 in Appendix. Since there are k domains Ωj, all of them have bound-
ary length equal to |∂Dn|/k. Again by Proposition 4.10 in Appendix, we have η∂(Ωj) ≥
η∂(Ω∗j) = sin(pi/k) cot(pi/n)k/n, which establishes the claim.
Case 2. Assume that there is at least one j0 for which Σ∂j0 is not connected. In each connected
component of the complement of Ωj0 there is at least one domain Ωj with connected Σ∂j . We
conclude that the length of each connected component of its interior boundary is bounded
below by 2 cos(pi/n) sin(pi/k). Otherwise there is a domain Ωj with connected Σ∂j whose
interior boundary has the length strictly less than 2 cos(pi/n) sin(pi/k). By Proposition 4.10,
this implies that η∂(Ωj) ≥ η∂(Ω∗j) = sin(pi/k) cot(pi/n)k/n. Assume that Ωj0 hasm boundary
components. Thus, we have |Σ◦j0| ≥ 2m cos(pi/n) sin(pi/k). Hence, in order to have η∂(Ωj) ≤
sin(pi/k) cot(pi/n)k/n, we need to have
|Σ∂j | ≥ m|∂Dn|/k.
Since all Ωj should satisfy (3.6), we should have
∑
j |Σ∂j | > |∂Dn| which is impossible.
Therefore, condition (3.6) only holds in Case 1. This proves equality in case (ii).

3.3. Escobar constants Ik for Euclidian and curvilinear polygons. In this subsection
we first give upper bounds for Ik(M) whereM is a Euclidian n-gon. Afterwards, we generalize
these considerations to curvilinear polygons.
Let Pn be the family of n-gons and let P = ∪n∈NPn be the family of all polygons.
Theorem 3.7 (Euclidian n-gons). Let M ∈ Pn and assume that the interior angles of M
are ordered as follows
0 < θ1 ≤ θ2 ≤ · · · ≤ θn < 2pi.
Then we have
Ik(M) ≤ sin(θ1/2) ≤ cos (pi/n) , for all k ≥ 3.
Proof. The idea of the proof is the same as that in the proof of Theorem1.3, i.e. the domains
of a sub-partition will concentrate at the corner with the smallest interior angle.
Clearly, there exists 1 ≤ n0 ≤ n such that
0 < θ1 ≤ θ2 ≤ · · · ≤ θn0 < pi < θn0+1 ≤ · · · ≤ θn < 2pi.
For every θ ∈ {θj : 1 ≤ j ≤ n0} consider the sub-partition {Ωj}kj=1 illustrated in Figure 3
near the corner of angle θ. Recall that δj = −
1
k−j+2 . We get
η∂(Ω1) = sin(θ/2), and η∂(Ωj) =
δj + 2 (1 + δ2 + . . .+ δj−1)
δj
sin(θ/2).
Thus we have
η∂(Ωj) = sin(θ/2) +O(
1
(k−j+3)(k−j+2) ), 1 < j ≤ k.
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Therefore, Ik(M) ≤ max
1≤j≤n0
sin(θj/2) = sin(θ1/2). Since the sum of interior angles of any
n-gon is (n − 2)pi, the maximum value for θ1 is attained when M is a regular n-gon and it
is equal to (n−2)pi
n
. Consequently, we obtain
sin(θ1/2) ≤ sin (pi/2− pi/n) = cos (pi/n) ,
which establishes the claim. 
Corollary 3.8. For every M ∈ Pn, we have the inequality
(3.9) Ik(M) ≤ Ik(Dn) ≤ Ik(D), for all k ≥ n.
Combing Theorem3.7 and Corollary 3.8 establishes Theorem1.4.
Remark 3.10. The statement of Theorem3.7 can be extended to any polygon in the hy-
perbolic plane. The proof uses the same sub-partition as in the proof of Theorem 3.7 and
the Toponogov theorem.
Note that we have equality in Theorem 3.7 when M is a regular polygon and k ≥ n.
However, for any fixed k ≥ 2 there is no lower bound for Ik(M) as shown in the following
example.
Example 3.11. Let M be the long and thin square
M = [−, ]× [−n, n],
where  << 1 and n ∈ N with n ≥ 4. Consider (at least) four disjoint stripes Ωi of the form
[−, ]× [r, r + 1], where r ∈ R with −n ≤ r ≤ n− 1. Then we have η∂(Ωi) =  < sin(pi/4).
Hence, I4(M) < sin(θ1/2) = sin(pi/4). See also Figure 7.
Ω1 Ω2 Ω3 Ω4
Figure 7. sub-partition of a long, thin square.
The following theorem demonstrates that if we fix M ∈ Pn then we have equality in
Theorem 3.7 when ‘k is large enough’.
Theorem 3.12. Let M ∈ Pn be given. There exists n0 ≥ n such that Ik(M) = sin(θ1/2) for
all k ≥ n0. Here θ1 is given as in Theorem3.7.
Proof. As in the proof of Theorem1.3, one proves that any sub-partition {Ωj}kj=1 with k ≥ n,
has at least two elements of type 2. Assume without loss of generality that Ω1 is of type
2. If the boundary components of Ω1 lie on adjacent edges e1 and e2, then proceed as
in the proof of Theorem1.3. If θj denotes the angle enclosed by e1 and e2, we thus get
η∂(Ω1) ≥ sin(θj/2) ≥ sin(θ1/2). Therefore, we assume without loss of generality that the
boundary components of Ω1 lie on non-adjacent edges e1 and e2. Let d = dist(e1, e2). Thus
the interior boundary of Ω1 is at least 2d. When k increases, the number of type 2 domains
necessarily increases. Consequently, there can not exist a uniform lower bound on the lengths
of their exterior boundaries. Hence, for large enough k, there has to exist a domain Ωi of
type 2 with exterior boundary less than 2d/ sin(θ1/2). Consequently, η∂(Ωi) ≥ sin(θ1/2).
This establishes the claim. 
12 ASMA HASSANNEZHAD AND ANNA SIFFERT

δ1
Ω2
Ω1
θ
θ + ε
Figure 8. sub-partition for a curvilinear polygon near a vertex.
Finally, we generalize the preceding considerations to curvilinear polygons.
Theorem 3.13 (Curvilinear Polygons). Let M ⊂ R2 be a curvilinear n-gon with at least
one interior angle < pi. Order the interior angles of M in an increasing order
0 < θ1 ≤ θ2 ≤ · · · ≤ θn < 2pi.
Then
Ik(M) ≤ sin(θ1/2) ≤ cos (pi/n) .
Proof. For every ε > 0, there exists a neighborhood U ⊂ M of the vertex with interior
angle θ1 lies inside a cone C of angle θ1 + ε centred at this vertex, see Fig 8. We follow
the construction given in the proof of Theorem 1.3. Consider the intersection of circles of
radii , δ1, · · · , δk with cone C and with M , where δj := −
1
k−j+1 and  > 0 is chosen small
enough so that the intersection withM remains in U . The interior boundary of Ωj is smaller
than the corresponding partition for the cone and the exterior boundary of Ωj is larger than
the one in the sub-partition for the cone C. Therefore,
Ik(M) ≤ sin
(
θ1 + ε
2
)
,
which establishes the claim. 
3.4. Ideas towards the proof of the conjecture. It is an intriguing question if inequal-
ity (3.9) is true for all k, i.e. for any n ≥ 3 and any D ∈ Pn, do we have
(3.14) Ik(D) ≤ Ik(D), for all k < n?
Note that (3.14) holds for k = 3, 4.
If inequality (3.14) is true, then we claim that Conjecture 1 follows. Indeed, for any  we can
estimate the boundary of any domain M by a polygon D so that the length of the boundary
and the distance between ∂M and ∂D remain smaller than . For the sake of simplicity, let
us assume that the optimal sub-partition of D for which Ik(D) is achieved, exists. We can
extend any k-sub-partition (Ω1, · · · ,Ωk) of D to a sub-partition (Ω1, · · · ,Ωk) of Ω so that
|η∂(Ωi)− η∂(Ωi)| < δ(),
where δ() tends to zero as → 0, and the conjecture follows.
However, we do not have a proof of (3.14), even when D is a regular polygon Dn and
k < n. The main problem in adapting our approach to prove the general case is that in all
cases we study, we have a candidate for an optimal or sub-optimal k-sub-partition for which
we can compare its isoperimetric ratio η∂ with the one for the disk. This is not the case in
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general. Hence, proving the general case may need a new approach.
In the case of regular polygon Dn, we have already calculated the value Ik when k is a divisor
of n. When k is not a divisor of n, we can give a natural (sub-)optimal partition and for each
fix n and k calculate the value of η∂, e.g. start from a midpoint of an edge and partition
the boundary into k equal length. Then connect each two adjacent point by a segment to
obtain a k-sub-partition. However, we can only numerically check for each n and k and do
not get a general formula to conclude that (3.14) holds for all regular polygons.
Another interesting question which might be equally difficult as proving inequality (3.14) is
the following.
Open Question 1. Let D ∈ Pn. Does inequality
Ik(D) ≤ Ik(Dn),
hold for all k < n?
From Theorem 1.3, we know that it holds for k = 3, 4 and for D = Dm with m ≤ n and
k to be one of their common divisors.
4. Discussion on bounds for the Escobar constants in higher dimensions
In this section, we discuss bounds on the higher Escobar constants Ik(M) on a compact
(n + 1)-dimensional Riemannian manifold M with non-empty smooth boundary ∂M . In
particular, we study lower and upper bounds for Ik(M).
4.1. Upper bounds for the Escobar constants Ik(M). In this subsection, we provide
upper bounds on the Escobar constants Ik(M), where M is a Riemannan manifold. The
following theorem is a straightforward generalisation of Escobar’s result [6, Theorem 6]. Let
∂M have s connected components and write
∂M = ∂1M ∪ · · · ∪ ∂sM,
where ∂sM are the connected components of ∂M . By abuse of notation, for α > 0, let denote
ηα(Σ
◦) :=
|Γ|α
|Σ◦| , and ηα(Σ
∂) :=
|Γ|α
|Σ∂| .
Then we have
min
j
|Γj|
|Σ∂j |α ≤ ηα(Σ
∂) ≤ max
j
|Γj|
|Σ∂j |α ,
where Γj = ∂jM ∩ Γ and Σ∂j = ∂jM ∩ Σ∂ for j = 1, · · · , s. Therefore,
min
j=1,··· ,s
hk,α(∂jM) ≤ inf
(Ω1,··· ,Ωk)∈Ak(Ω)
max
t=1,··· ,k
ηα(Σ
∂
t ) ≤ max
j=1,··· ,s
hk,α(∂jM),
where
hk,α(N) = inf
(Ω1,··· ,Ωk)∈Ak(N)
max
j
ηα(Ωj).
Note that when α = 1, hk,1(N) = hk(N) is the k-th Cheeger constant of N .
Now, we can get an upper bound for Ik(M) in terms of the isoperimetric quotient introduced
above. Indeed, we have
Ik(M) = inf
(Ω1,··· ,Ωk)∈Ak
max
j
|Σ◦j |
|Γj|α
|Γj|α
|Σ∂j |
= inf
(Ω1,··· ,Ωk)∈Ak
max
j
ηα(Σ
◦
j)
−1ηα(Σ∂j ).
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Thus, we obtain
(4.1) Ik(M) ≤ sup
Σ
|Σ|
|Γ|α maxj=1,··· ,shk,α(∂jM),
where the supremum is taken over all minimal hypersurfaces Σ ofM◦ (=interior ofM) whose
boundary Γ is a subset of ∂M .
When α = n
n−1 and Σ is a minimal submanifold with boundary Γ, upper bounds for isoperi-
metric ratio |Σ|
|Γ| nn−1
have been studied in [9, 1]. We recall the following theorem of Hoffmann
and Spruck [9].
Theorem 4.2. [9, Corollary 2.5] Let Σ be a compact minimal submanifold of M¯ and the
sectional curvature Kg of M¯ be bounded from above by κ. Then there exists a positive constant
c(n) depending only on n such that the following inequality holds
|Σ|
|Γ| nn−1 ≤ c(n)
provided that the conditions
(i) inj(M¯) ≥ pi√
κ
, |Σ| ≤ 1
n+1
ωnκ
−n/2 for κ ≥ 0,
(ii) |Σ| ≤ 1
n+1
ωn
(
injΣ(M¯)
2
)n
for κ < 0,
are satisfied. Here injΣ(M¯) is the injectivity radius of M¯ restricted to Σ.
Almgren [1] obtained a sharp constant when M is a submanifold of Rn. We summarise
this discussion in the following theorem.
Theorem 4.3. Let (M¯m, g) be the Euclidean space or a Hadamard manifold. Let (M, g)
be a compact (n + 1)-dimensional submanifold of M¯ with smooth boundary and ∂M has s
connected components ∂jM , j = 1, · · · , s. Then we have
Ik(M) ≤ c(n) max
j=1,··· ,s
hk,α(∂jM), α =
n
n− 1 ,
where c(n) is the same as in Theorem 4.2.
Proof. Note that under the assumption of the theorem, |Σ| in (4.1) satisfies the conditions
(i) and (ii) in Theorem 4.2 and thus the statement follows. 
4.2. Lower bounds for the Escobar constants Ik(M). We now discuss lower bounds for
Ik. For this purpose, let (Ω
(n)
1 , · · · ,Ω(n)k ) be a sequence of k-tuples such that maxj η∂(Ω(n)j )→
Ik(M) as n→∞. For each k-tuple (Ω1, · · · ,Ωk), we define an equivalence class as follows.
[(Ω1, · · · ,Ωk)] :=
{
(Ω˜1, · · · , Ω˜k) ∈ Ak : max
j
η∂(Ωj) = max
j
η∂(Ω˜j)
}
Further, for each k ≥ 1 we define the k-diameter of ∂M as
dk(∂M) := lim
n→∞
inf
{
diam(Σ˜∂
(n)
jmax) : (Ω˜
(n)
1 , · · · , Ω˜(n)k ) ∈ [(Ω(n)1 , · · · ,Ω(n)k )],
and η∂(Ω˜(n)jmax) = maxj η
∂(Ω˜
(n)
j )
}
.
Under the assumption that dk(∂M) ≤ inj(∂M) when k goes to infinity, we provide a lower
bound on Ik(M) in the following theorem.
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Theorem 4.4. Assume that there exists an integer k0 such that for every k ≥ k0 we have
dk(∂M) ≤ inj(∂M). Then for every k ≥ k0
Ik(M) ≥ 2piωn−1
ωndiam(∂M)
inf
Σ◦
η(Σ)−1
and
Ik(M) ≥ 2piω
α
n−1
ωn
inf
Σ◦
ηα(Σ
◦)−1, for α =
n
n− 1 ,
where inf is taken over all minimal surfaces Σ◦ in M◦.
Proof. Bounds on ηα(Σ∂) has been studied by Croke in [4]. He proved the following lower
bounds provided diam(Σ∂) ≤ inj(∂M)
(4.5) η(Σ∂) ≥ 2piωn−1
ωndiam(∂M)
, ηα(Σ
∂) ≥ 2piω
α
n−1
ωn
, α =
n
n− 1 .
Here, ωn denotes the volume of the n-dimensional unit sphere.
We can reformulate Ik(M) in terms of ηα
Ik(M) = inf
(Ω1,··· ,Ωk)∈Ak
max
j
ηα(Σ
◦
j)
−1ηα(Σ∂j ).
We now use the assumption dk(∂M) ≤ inj(∂M) for k ≥ k0. Thus, for every  > 0 there is a
sub-partition (Ω1, · · · ,Ωk) with
Ik(M) ≥ max
j
ηα(Σ
◦
j)
−1ηα(Σ∂j ) + 
and diam(Ωjmax) ≤ inj(∂M). Therefore, applying (4.5) for α = 1 and nn−1 we get
Ik(M) ≥ 2piωn−1
ωndiam(∂M)
max
j
η(Σ◦j)
−1 + 
and
Ik(M) ≥ 2piω
α
n−1
ωn
max
j
ηα(Σ
◦
j)
−1 + , α =
n
n− 1 ,
respectively. The statement then follows.

Appendix: Calculation of η∂ for a subdomain in Dn
Consider Ω ⊂ Dn with connected exterior boundary Σ∂ of length L = |Σ∂|. We define the
type I symmetrization of Ω to be the domain ΩA with the same exterior length L, obtained
by the following symmetrization process. Pick the mid-point p of an edge of Dn and mark
two points A,B on the boundary with same distance from p such that the part BAB of the
boundary of ∂Dn which lies between A and B has length L. We denote by ΩA the connected
domain whose interior boundary is the segment AB and its exterior boundary is given by
BAB. Similarly, we define the type II symmetrization of Ω to be a domain Ω? when instead
of taking p to be the mid-point of an edge, we choose p to be a vertex and A,B on the
boundary with same distance from p such that the part of the boundary ∂Dn between A
and B has length L.
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δ
Q
δ
P
Figure 9. Displacement of P and Q to get a symmetric configuration.
B′A′
A B
Figure 10
Proposition 4.6. Let Ω ⊂ Dn be a domain with connected exterior boundary Σ∂ of length
L = |Σ∂| ≤ |∂Dn|/2. Let ΩA and Ω? with |ΣA∂| = |Σ?∂| = L be the type I and type II
symmetrization of Ω, respectively. Then we have
min{η∂(ΩA), η∂(Ω?)} ≤ η∂(Ω).
Proof. Let P and Q be the intersection points of the interior boundray Σ◦ of Ω with ∂Dn.
Without loss of generality, we assume that P and Q belong to different edges of Dn. Let
P and Q move clockwise or anticlockwise maintaining distance L from each other along the
boundary ∂Dn until they make a symmetric configuration ΩA or Ω? for a first time. Notice
that their displacement δ will be between 0 and the length of the half of an edge, see Figure
9. We can always choose the moving direction of P and Q so that they do not cross a
vertex. Then it is easy to check that the length of dotted line in Figure 9 is less than L. The
resulting domain, after moving P and Q to new positions, is either ΩA or Ω?. Therefore, the
statement follows. 
Let Ω1 and Ω2 be two domains so that Ω1 = ΩA1 and Ω2 = ΩA2 with |ΣA1 ∂| = L1 < L2 =
|ΣA2 ∂|, see Figure 10. Then an easy calculation shows that
(4.7) η∂(ΩA2 ) ≤ η∂(ΩA1 ).
The same holds if we replace A by ?, i.e.
(4.8) η∂(Ω?2) ≤ η∂(Ω?1).
Remark 4.9. In some cases, we can calculate the minimum of η∂(ΩA) and η∂(Ω?) depending
on the value of L. Let s := |∂Dn|/n and c := 2s sin
2(pi/n)
1+cos(pi/n)−cos2(pi/n) . Then{
η∂(ΩA) ≤ η∂(Ω?) c ≤ L ≤ 2s
η∂(ΩA) ≥ η∂(Ω?) L < c .
Indeed, if L ≤ 2s, then ΩA is an isosceles trapezoid and Ω? is an isosceles triangle with
η∂(Ω?) = cos(pi/n). Then we calculate η∂(ΩA) and find c for which the statement above
holds.
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Proposition 4.10. Let Ω0 ⊂ Dn be a domain with connected exterior boundary Σ∂ of length
s ≤ L0 ≤ sn2 , where s is the edge length of Dn. Assume that the end points of ΣA0 ∂ or of Σ?0∂
position at the midpoint of two edges. We denote the corresponding symmetrization by Ω∗0.
Then for any domain with connected exterior boundary of length L < L0 we have
η∂(Ω) ≥ η∂(Ω∗0).
Proof. Let assume that the endpoints of ΣA∂ ◦ position at the midpoint, i.e. Ω¯0 = ΩA0 . Thus
the end points of Σ?∂
◦ are two vertices ofDn. An easy calculation shows that η∂(Ω?0) ≥ η∂(ΩA0 ).
Since L < L0, then we have (4.7) and (4.8). We conclude
min{η∂(ΩA), η∂(Ω?)} ≥ min{η∂(ΩA0 ), η∂(Ω?0)} = η∂(Ω∗0).
Combining with Proposition 4.6 proves the statement. 
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