Abstract
Introduction
In recent years, haptic feedback has been increasingly used in virtual environment simulations. This modality provides another channel of information presentation in a variety of applications. In order to achieve realistic haptic feedback, the force information should be sent to the haptic device at a frequency as high as 1kHz for the user to perceive the forces as smooth and realistic [24] . This indicates the mathematical equations governing the physics models involved in that need to be iteratively solved at the same high rate. Thus, simulating a complex scene with objects with different physical properties is computationally intensive. A surface model of a deformable object would involve at least hundreds of nodes to present realistic force feedback and surface deformation. For every node, differential equations must be solved. If other computationally demanding tasks such as collision detection and graphic rendering are also present, performing the overall complicated loop in less than 1ms is difficult.
To reduce the amount of computation yet maintain plausible results, effort has been put into finding a better trade-off between simulation accuracy and update rate. For example, [10] used "finite spheres" as an approximation to FEM in a local area; [11] , [12] interpolated forces between calculated forces from a low update rate deformation model to feed the demand of high update rate haptic simulation.
Another approach to speed up run-time simulation is to isolate certain procedures in real-time computation, precompute them and later combine precomputed results with states of a simplified run-time model. A boundary element method to compute system response of a linear model offline was proposed in [13] . Precomputation of "elementary deformation" is an important part of [15] for a hepatic surgery simulation system. When the simulated object is represented as polygonal meshes, adaptive refinement can be applied to present the operator more details in the local interaction area, while maintaining simplicity in other parts of the object [9] , [16] , [17] , [18] . This paper is a preliminary investigation of the effect of varying haptic Level of Detail as a way of reducing computational load, using the method developed in [9] for computing force parameters for varying mesh fineness. The operators of virtual environment systems are human beings, who have limited accuracy in visual perception, touch, hearing, smell and taste. We hypothesize that beyond some refinement level, additional details on a haptically rendered object would make no difference to the operator's haptic perception of the object. If two objects with different levels-of-detail are perceived the same haptically, we can adopt the coarser one to reduce the complexity of the haptically rendered scene and reduce the complexity of the simulation.
Some research has been done on human perception of a virtual environment where force feedback devices are used for exploration. It has been shown that force or force-related information can overcome graphical geometry information such as slope when the operator is trying to determine the shape of the object [3] . The abilities of a few haptic textures to enhance the user's performance in a combined graphic and haptic computer user interface are examined [5] . In some situations visual cues can increase human somatosensation acuity [6] .
Work closely related to human perception of surface roughness with a rigid link, which can be a link of a force feedback device, includes [1] , [7] , [8] . West and Cutkosky [7] describes an experiment in which the subjects were asked to feel walls shaped as sinusoidal waves by holding a handle, which is connected to a device that can generate forces. The results showed that the amount of time needed for exploring physical walls and virtual walls of the same sinusoidal shape is essentially the same. A similar conclusion was also reached in [8] . West and Cutkosky [7] reported that when exploring with a fingertip, less time is needed than with a rigid link. The experiments in [1] showed that a bare finger was more sensitive to the magnitude of roughness than probes. Pooling [1] , [7] , [8] together we see that exploration of surfaces with a stylus is different than with a bare finger in both time and accuracy, but exploring a real physical surface with a stylus and a virtual surface with a haptic device does not appear to be so different.
The previously mentioned research efforts did not show the limited accuracy of human haptic perception of virtual surfaces via a haptic feedback probe. So far, research in this field is still in its early stage. Yamashita, et al [4] conducted an experiment involving users feeling a virtual cylinder via a force feedback device, and found that a "bump" height of 0.1mm is the threshold for human perception of haptic smoothness of the cylindrical surface. However, details of the experiment and analysis were not provided.
In this study we try to determine (for a specific commercially available haptic device [23] ) if there are refinement levels of surface resolution beyond which higher levels of detail no longer make a difference to the user. We conducted three experiments on rigid virtual surfaces and deformable virtual surfaces using a haptic feedback device, Phantom [23] . In all three experiments we provided the subjects with graphic representations of the virtual objects in addition to the haptic rendering of the objects.
In the first experiment we asked the subjects to compare rigid objects of the same shape but with different smoothness levels. The smoothness levels are determined by the numbers of polygons on the models. In experiment 2 the subjects were asked to compare deformable objects before and after global refinement. In experiment 3 the deformable objects with different levels of detail were compared. The results of this preliminary study show that replacing fine models with coarser ones in haptic rendering without the operator noticing the difference is possible under certain conditions. Such replacement can reduce computational cost in haptic rendering.
The paper proceeds as follows: System configuration and participants are described first since they are the same for all three experiments. Then the purpose, hypothesis, experiment design and results of each experiment are described. We follow these with discussion and conclusion sections.
System configuration
An SGI workstation (Octane) with an R10000 processor and 128 MB of memory and a Phantom 1.5 Premium, a point force feedback device with 6 degrees of freedom in position and rotation and 3 degrees of freedom in force output, were used in the experiments. The position sensing resolution of the Phantom is 0.03mm. The position of the end point of the Phantom stylus held by the operator was input as the location where the operator is interacting with the virtual environment. The computer calculates the force and position of the contact point for the deformable model. The force data is then sent to the Phantom and the actuators display this force by exerting it to the user's hand.
The software was written in C++, using GHOST (API for the Phantom) for haptic rendering and OpenGL, GLUT and GLUI for graphic rendering. Figure 1 shows the interface used in the experiments. In different experiments different objects are displayed. 
Participants
The participants of all three experiments were the same 14 males and 14 females between the ages of 18 and 30. All except one were students at Simon Fraser University in Engineering Science, Computing Science, Communications, Kinesiology, Criminology, Physics, and Chemistry. All except one were right handed. All except one had nothing more than trivial previous exposure to the Phantom device.
Experiment 1
In experiment 1 we asked if there exists a haptic smoothness level above which people can no longer feel the difference between levels of smoothness in rigid object simulation, given the same visual geometry. Since the objects were modeled as polygonal meshes, perceived smoothness of the objects was related to the number of polygons in the meshes. We presented the subjects with two different levels of smoothness each time, one of which was always the finest, and asked them to answer the question "Are the objects different?". From the frequencies of "yes" and "no" answers for a given pair of smoothness levels, we wish to find a smoothness level, above which further haptic smoothing of the object surface has no significant effect. An object above such a smoothness level may be replaced by an object just above the level to reduce computation in haptic rendering.
Experiment design
Eight objects representing different levels of haptic smoothness were used to approximate a hemisphere, 50mm in radius. Each object presented to the subject consisted of a haptic model and a graphic model, both of which were polygonal meshes. The haptic model was responsible for force feedback and was of one of eight levels of smoothness. The graphic model was independent of the haptic model, and always modeled with 2560 polygons. We implemented the graphic model this way so that all the eight objects looked exactly the same, thus eliminating possible visual effects on the subjects' choices. The haptic and graphic models were spatially co-located so that the subjects felt the hemisphere where they saw it. Table 1 gives the number of triangles used in each model. In each trial the subject saw and felt two hemispheres. One of them was always object h 8 ; the other was one of the eight objects chosen at random. With eight possible such pairs presented to the subject three times each, there were 24 trials in this experiment. The order of the trials and the relative positions of the two hemispheres to each other were randomized. The graphic display in experiment 1 is shown in Figure 1 .
For each trial, starting from the appearance of the objects, subjects were allowed ten seconds to feel the surface of the two objects. When the ten seconds were up, the subject had to click the "yes" or "no" button on the right hand side of the window, under the displayed question "Are the objects different?" (Figure 1 ). We set a time limit because if there were none, the subject might start taking too many factors into consideration, such as small vibrations of the Phantom device as one presses on a hard surface; or become so suspicious that they started sensing "small differences" that did not actually exist. We set this time limit also because we wanted the experiment to be completed within a reasonable amount of time before fatigue degraded subjects' performance. Since ten seconds is not a long time, we provided a training session before the experiment where the subject could practice the trials until they could perform the task within ten seconds without difficulty. All of the subjects were able to perform the task proficiently after the training session, although they spent varying amounts of time in training.
Each click on the "yes" or "no" button was recorded by the software. If the subject accidentally clicked on the wrong button, they could subsequently correct their choice. Only the last button click in each trial was taken into account in data analysis. After clicking the button, the subject ended the current trial by closing the window. The window of the next trial then automatically appeared, signifying the start of a new trial. Figure 2 shows a histogram of the results for experiment 1. The general trend of the chart indicates that the further the object was from h 8 (i.e. the coarser the object), the more likely subjects were to realize the difference. This agrees with our intuition. We note that even when h 1 was presented with h 8 , where the numbers of polygons in the haptic models differed by a factor of 64, subjects occasionally still felt they were the same. We also note that even when h 8 was presented with h 8 , about 20% of the times subjects judged them different. In this preliminary study, we undertook a nonparametric approach. Using Friedman's test [20] , [21] , [22] significant treatment (here treatment refers to the particular pairing, e.g. h 3 -h 8 ) effects were found (S=72.67, p<0.005). Since in each object pair we compare an object with h 8 , the pairing of h 8 The grouping indicates that when any of the first four objects are paired with h 8 , the subjects' ability to tell the difference is significantly greater than with a pair of h 8 's. When objects in the second group are paired with h 8 the ability for subjects to tell the difference is not significantly different from when two h 8 's are presented. This suggests that h 5 , h 6 and h 7 can be used as substitutions for h 8 in haptic rendering with most of the users not noticing the difference. We note that h 5 has significantly fewer polygons (1000) than h 8 (2560), suggesting that significant saving in collision detection and haptic rendering computation is possible, enabling a higher update rate for the scene.
Results

Experiment 2
Experiment 1 suggests a coarser model may be substituted for a finer one without the user noticing the difference in rigid object simulations. However, whether this is also the case for deformable objects remains to be seen. There are two choices for refining a deformable model: global subdivision and local subdivision. Global subdivision means every polygon is subdivided whereas local subdivision means that the subdivision occurs only where significant deformation takes place. The subdivision technique we used is described in [9] . In this experiment 2 we ask if global subdivision affects subjects' ability to discriminate among deformable models. In this experiment the subjects grasp a point on the object's surface and deform the object (stretching or pushing). With no sliding motion on object surfaces as in experiment 1, "smoothness" is hard to define, so in this experiment and experiment 3 we use the term "level-ofdetail" (LOD). Subjects were asked to compare two deformable objects with different haptic LODs. If subjects did not distinguish between two objects of different haptic LODs, we can adopt the coarser haptic model to reduce computational cost.
Experiment design
In this experiment we used the hemisphere of experiment 1, 50mm in radius. Three variations (h 1 , h 2 , h 3 ) represented by polygonal meshes were presented with three different haptic LODs. The second LOD was the result of applying global subdivision to the first one (lowest LOD), and the third LOD was obtained similarly from the second. As in experiment 1, when an object was presented, a haptic model and a graphic model provided haptic and graphic feedback and were co-located. The haptic model was one of the three LODs. The graphic models of h 1 and h 2 were obtained by applying two or one subdivision step(s) to their corresponding haptic model. The graphic model of h 3 has the same geometry as its haptic model. Thus graphic models of all three objects had the same number of polygons and were at the highest LOD. We implemented them this way because we wanted the visual representation to be the same for all objects. The number of triangles increases by a factor of four after each subdivision step, so the number of triangles on the haptic model increases rapidly (almost exponentially) with the number of subdivision steps. This was part of the reason why we had only three levels of haptic model. The numbers of triangles in haptic and graphic models for each LOD are summarized in Table 3 . A technical challenge is the difference in the numbers of triangles on haptic and graphic models for h 1 and h 2 . The subject felt the haptic model, while seeing the graphic model. The graphic model could not be precomputed because it was continuously being deformed by the subject. Assigning all node positions to be the same as in the haptic model was not a solution, since that would leave some nodes on the graphic model undefined, given the fact that there were more nodes in the graphic models than in haptic models for h 1 and h 2 . We addressed this problem by applying a subdivision algorithm to the haptic model to obtain the graphic model for each display frame. Surface subdivision being expensive is the second reason why we had only three levels of haptic model in this experiment. However, with the advancement of computer hardware, more levels of haptic model in this experiment should not be a problem in the near future.
For the experiment two deformable hemispheres were rendered in a window. One of them was always h 3 , the highest haptic LOD, acting as a reference object. However, the subject was not aware of this. The subject could move the tip of Phantom device to touch the objects. Once contact was made, the contacted triangle on the haptic model of that object was attached to Phantom tip. The subject then moved the tip around, stretching or depressing the object. The subject clicked a button on the Phantom stylus to detach the object from Phantom tip before making contact with the other object. The subject was allowed to deform each object as many times as they wished. During deformation the subject observed and felt the objects. When the objects were deforming, the change of shape inevitably played an important role in helping subjects build an impression of the objects.
A pair of objects consists of h n and h 3 . Each of the three possible pairings in this experiment was repeated three times for each subject, for a total of nine trials. The order of the trials and the relative positions of the two objects were randomized. Figure 3 shows a screen shot of experiment 2. A subject's task was similar to that in experiment 1 except that they could deform the objects and the time limit was increased to 20 seconds. Figure 4 shows experiment 2 results. Using Friedman's test, significant treatment effects were found (S=34.621, p<0.005). Since in each object pair we compare an object with h 3 , the pairing of h 3 and h 3 acts as a control treatment. We then compare each treatment with the control treatment to see which objects, when paired with h 3 , tend to be identified as different by subjects. A simultaneous multiple comparisons test based on Friedman's test was conducted at a significance level of 0.05. Table 4 shows grouping results from the test. The grouping in Table 4 indicates that when global subdivision was applied to deformable objects, even though the numbers of polygons were the same for graphic models of the two objects, subjects were able to differentiate them. This also indicates that in a haptically and graphically rendered simulation, substituting a coarse object for its globally subdivided counterpart as a means to save computation is not plausible because users would notice the difference. We also notice that the height of the third column is only about 80%, again showing that subjects occasionally judged identical objects as being different. Table 4 : grouping of objects in experiment 2.
Results
Group1 Group2
h 1 , h 2 h 3
Experiment 3
Local surface subdivision has recently been explored by some researchers as a trade-off between simulation accuracy and object complexity [16] [17] [18] . The main idea of local surface subdivision is that only the part of the object being interacted with by the user is refined during the deformation process, while the rest of the object remains unrefined. In experiment 2 we investigated global subdivision as a trade-off between simulation rate and level-of-detail (LOD). To complete the discussion of reducing computational cost by substituting a less refined deformable object for a more refined one, experiment 3 investigated the effect of local subdivision. In this experiment we asked subjects to compare a locally subdivided object with a high (global) LOD object. The local subdivision method we used is described in [9] . If subjects cannot differentiate a locally subdivided object and the high LOD object, in haptic rendering we can substitute a less computationally demanding object to reduce computation.
Experiment design
We used the hemisphere of the earlier experiments, 50mm in radius, with 4 LODs. Since the hemisphere is approximated by polygonal meshes, each LOD represents a different number of polygons constituting those meshes. The fourth (highest) LOD has four times as many polygons as the first (coarsest) LOD. The second LOD and the third LOD are the result of applying one-ring and two-ring subdivision to the first LOD, respectively [9] . One-ring is defined as the area where all vertices have a direct connection to the vertex being manipulated. Tworing is defined as the area where all vertices are connected to the manipulated vertex via at most one additional vertex. When a hemisphere was presented to the subject, the geometry of the haptic model was used for the graphic model. At each display frame after the haptic model was deformed, the positions of the nodes were copied into the graphic model for graphic rendering. Table 5 gives the number of polygons on each model. Two deformable hemispheres were rendered in a window in the experiment. One of the hemispheres was always h 4 , which was the highest LOD, acting as a reference object. The other was of one of the four objects in Table 5 . The way the subject manipulated the objects was similar to that in experiment 2. In this experiment the comparison between objects was also based on both haptic and visual cues. A pair of objects consists of h n and h 4 . Each of the four possible pairings is repeated three times for each subject, for a total of 12 trials. The order of the trials and the relative positions of the two objects presented were randomized. Figure 5 shows a screen shot for experiment 3. Subjects' tasks were the same as for experiment 2. Figure 6 shows experiment 3 results. We note that the height of the fourth column is less than 80%.
Results
Friedman's test [20, 21, 22] shows significant treatment effects (S=29.54, p<0.005). Since all objects are compared with h4, the pair (h4, h4) acts as a control treatment. A simultaneous multiple comparison test [21] on columns of data against the control at a significance level of 0.05 results in the grouping in Table 6 .
The grouping indicates that local subdivision technique is an effective approximation of the highest LOD object. We note in Table 5 the number of triangles in h4 is three times of that of h3. The grouping in Table 6 shows that in haptic rendering we may be used to substitute h 3 for h 4 to reduce the complexity by a factor of three without most users noticing the difference, or h 2 for h 4 for a factor close to four. 
Group 1
Group 2 h1 h2, h3, h4
Discussion
In experiment 1 statistical analysis divided the eight objects into two groups. This division indicates that replacing a highly refined rigid surface with a less refined rigid surface may be possible in haptic rendering, given the specific haptic device used. However, the analysis does not point out the cause of this grouping. The factors that cause this division, if identified, may be used to find a less refined object that can replace a highly refined one. Intuitively, the size of polygons relative to the curvature and the height of bumps across edges may be among the factors. By curvature, we mean the angle between two polygons sharing an edge. The bump height is defined as the length between the black dots in Figure 7 (this distance is similar to chordal deviation in smooth surface approximation). Table 7 shows the values of possible factors on each haptic model of objects in experiment 1. Experiments described in [4] showed that the threshold of perceiving haptically rendered surface roughness is at a "bump" height of about 0.1mm. The haptic device used in [4] is similar to that used in this study. The bump heights of h 5 and h 6 in Table 7 appear consistent with the threshold obtained in [4] .
Since bump height and ratio between polygon size and object size in experiment 1 both decrease as the object becomes smoother (Table 7) , it is difficult to examine their effects individually with our experiment configuration. More specific experiments should be designed in the future to test these effects separately. Experiment 2 shows the subjects successfully identified the difference between the two objects most of the time. In all three experiments the subjects were encouraged to make any comments they wished. Some subjects commented that they made judgments based on shape difference deforming the objects. From such comments it seems that visual judgment might play a role in affecting the result of experiment 2. When the haptic model consists of only a small number of triangles, displacing one triangle from its original position would cause movements visible over a large area. On the other hand, when the haptic model consists of a large number of triangles and with the same number of triangles displaced because of the user's interaction with one triangle, the area of deformation is smaller, or more localized.
Note also that phantom is a single point contact device, which makes it difficult to sense the overall shape of an object by feeling the force. Subjects reported that shape differences between two objects are much easier to detect visually than haptically with the Phantom. In experiment 1 we ensured the same number of polygons appeared in each graphic model. How this fact affected the subjects haptic perception might be further investigated. Experiment 3 shows that local subdivision is an efficient tool to approximate a finer object with a coarser one. The algorithm to determine the physical parameters is described in [9] , which ensures the force the subject feels before and after subdivision is the same, making the two objects feel the same. Furthermore, local subdivision produces triangles of the same size as the finer object. This makes the two objects look alike visually. Therefore local subdivision makes the two objects appear haptically and visually similar. The reason that columns two and three in Figure 6 are not as high as column four may be related to the difference in the visual appearances of the two objects where they were not affected much by deformation. In these parts the fine object looks smoother than the coarser object, although the difference is subtle. However, the fact that the heights of column 2 and 3 in Figure 6 are very close to that of column 4 suggests the subjects focused on the deforming parts of the two objects, which would justify our effort to subdivide locally.
The numbers of rings of subdivision [9] we chose in experiment 3 were one and two. In this study we did not investigate what criteria should be applied to determine the number of rings to subdivide. In future studies criteria should be established. In an application, an algorithm could also be developed to decide adaptively which polygons to subdivide in the deforming area. Future experiments may be designed for the interaction between the number of rings and subjects' perception of deformation.
In experiment 2 and 3 the subjects could not slide on the deformable surface. This limitation might make the haptic experience not as realistic as in the real world. Further experiments that allow subjects to slide on deformable surfaces should be conducted.
The heights of the last columns in Figures 2, 4 and 6 are less than 80% of the maximum height possible suggesting that humans are intrinsically suspicious about what they see and what they feel. How this affects application design needs further investigation.
Conclusion
In this paper we present the results of a preliminary study of perception of touch in a virtual environment via a haptic device. We designed three experiments to determine if there were smoothness levels beyond which the difference is no longer significant. The purpose of this work was to explore possibilities for reducing the computation needed for haptic rendering. If the difference between two objects is indiscernible to the subject, the object with less complexity should be used in haptic rendering to reduce computation.
Recognizing the shape of a rigid object via a haptic feedback device is a process of temporal integration [8] . However, this integration does not apply to deformable objects since the object's shape is being changed, hence rigid objects are fundamentally different from deformable objects. To take this difference into account, experiment 1 was designed for rigid object surface exploration and experiments 2 and 3 for deformable object manipulation. Experiment 1 showed that a rigid surface may be replaced by a less refined one in haptic rendering, without most users not noticing the difference. Experiments 2 and 3 showed that local surface subdivision is an efficient tool to approximate a globally detailed surface with a locally detailed surface, provided local refinement occurs in the interaction area. Further study is needed to determine the weighting of factors affecting perception of deformable objects when both haptic feedback and visual feedback are provided. Overall, this study shows that substituting a relatively coarser object for a finer object to reduce computational cost is possible in haptically rendered virtual environments, regardless whether the object is rigid or deformable.
