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a b s t r a c t
This paper is concerned with an existing compact finite difference ADI method,
published in the paper by Liao et al. (2002) [3], for solving systems of two-dimensional
reaction–diffusion equations with nonlinear reaction terms. This method has an accuracy
of fourth-order in space and second-order in time. The existence and uniqueness of
its solution are investigated by the method of upper and lower solutions, without any
monotone requirement on the nonlinear reaction terms. The convergence of the finite
difference solution to the continuous solution is proved. An efficient monotone iterative
algorithm is presented for solving the resulting discrete system, and some techniques for
the construction of upper and lower solutions are discussed. An application using a model
problem gives numerical results that demonstrate the high efficiency and advantages of
the method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Many problems in various fields of applied sciences are described by systems of reaction–diffusion equations. A great
deal of work has been devoted to the qualitative analysis of these systems (see [1] and the references therein) and the
numerical methods for the computation of their solutions (cf. [2–9]). In this paper, we present a numerical treatment of a
system of two-dimensional reaction–diffusion equations with nonlinear reaction terms by a compact finite difference ADI
method. This includes the qualitative analysis of the resulting discrete system and a basic monotone iterative algorithm for
the computation of numerical solutions. The reaction–diffusion system under consideration is given by
u(l)t − D(l)1 u(l)xx − D(l)2 u(l)yy = f (l)(x, y, t,u), (x, y) ∈ (0, 1)× (0, 1), t > 0,
u(l)(0, y, t) = g(l)1 (y, t), u(l)(1, y, t) = g(l)2 (y, t), y ∈ [0, 1], t > 0,
u(l)(x, 0, t) = h(l)1 (x, t), u(l)(x, 1, t) = h(l)2 (x, t), x ∈ [0, 1], t > 0,
u(l)(x, y, 0) = φ(l)(x, y), (x, y) ∈ [0, 1] × [0, 1], l = 1, 2, . . . ,N,
(1.1)
where u = (u(1), . . . , u(N)) and for each l = 1, 2, . . . ,N,D(l)1 and D(l)2 are positive constants. It is assumed that for each
l = 1, 2, . . . ,N , the functions f (l), g(l)k , h(l)k (k = 1, 2) and φ(l) are continuous in their respective domains, and f (l)(·,u) is, in
general, nonlinear with respect to the components of u.
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Finite difference methods have long been used to approximate the solution of ordinary or partial differential equations.
There are many ways to formulate a finite difference approximation for the system (1.1). In the usual finite difference
method, one approximates the term u(l)t by Euler backward method and the second-order derivatives u
(l)
xx and u
(l)
yy by the
second-order central difference quotient (see [4–6,10–13]). However, the resulting difference scheme from this method has
only the accuracy of second-order in space and first-order in time (e.g., see [5,6,10,11,13]). In other words, we must use
very fine meshes in order to obtain the desirable accuracy. Thus, much computational work is involved. As is well known,
by using the Crank–Nicolson technique in the time discretization, the accuracy in time can be improved to second-order
without any additional treatment of the initial values (see [13]). For the improvement of the spatial accuracy, it is desirable
to develop a class ofmethods that are both higher-order (higher than second-order) and compact. The higher-order accuracy
of these methods allows coarser meshes to be used, thus lowering computational costs. The compact property means that
these methods utilize only mesh points directly adjacent to the node about which the differences are taken. This makes the
treatment of the boundary conditions easier (see [14,15]).
The study on the higher-order compact methods is extensive, and different forms of the methods have been developed.
Hirsh [16] developed a higher-order compact difference technique for some fluid mechanics problems by treating the first
and second derivatives as unknowns, and it was numerically exhibited through a variety of test examples. Forester [17]
proposed a higher-order difference scheme that allowed the underlyingmethod to remain compact. In the context of fourth-
order compact difference discretizations, a class of methods were first proposed by MacKinnon and Carey [14] for material
interface discontinuities. The main idea of these methods is to increase the accuracy of the standard central difference
approximation from the second-order to the fourth-order by approximating compactly the leading truncation error terms.
The extension of these methods to boundary value problems in computational mechanics was discussed in [15]. The
similar methods were proposed in [18–20] for convection diffusion equations, in [21] for the Euler equation, in [22] for the
stream-function vorticity equation, and in [23,24] for the Poisson equation. These methods are also similar to the so-called
Operator Compact Implicit methods developed by several investigators (see [25]) although they were derived in a different
manner.
On the other hand, alternating direction implicit (ADI) methods are popular methods for solving two- or three-
dimensional parabolic differential equations (see [26–29]). The ADI method reduces two- or three-dimensional problems to
a succession of one-dimensional problems. Usually, one needs only to solve a sequence of tridiagonal systems. Hence, the
overall computation is simple and fast.
Recently, Liao et al. [3] presented a compact finite difference ADI method for (1.1) by using the Crank–Nicolson
technique in the time discretization and a fourth-order Padé approximation to u(l)xx and u
(l)
yy . Since an ADI technique is
adopted in this method it reduces the two-dimensional problem to two one-dimensional problems. This reduction gives
a practical advantage in the computation of numerical solutions. However, its higher-order convergence was exhibited
only numerically through two test examples in [3]. To the best of our knowledge, no theoretical analysis, such as the
existence–uniqueness problem and the convergence of numerical solutions, has so far been given to this method. On the
other hand, since the function f (l)(·,u) is usually nonlinear in u, the corresponding discrete problem becomes a system of
nonlinear algebraic equations. For such a system, it is necessary to develop some kind of iterative algorithm for computing
its solutions. In this paper, we give a further theoretical investigation to this method, and develop a monotone iterative
algorithm for the computation of the solutions of the corresponding discrete system. Our approach is by the method of
upper and lower solutions and its associatedmonotone iteration. Thismethodhas been extensively used to various nonlinear
problems (see [1,4–9,30–36]).
Firstly, we give some qualitative analyses for the compact finite difference ADI method in [3]. This includes the existence
anduniqueness of a finite difference solution and the convergence of the numerical solution to the corresponding continuous
solution with the accuracy of fourth-order in space and second-order in time. Secondly, by using upper and lower solutions
as the initial iterations, we present a basic monotone iterative algorithm for the computation of the numerical solution.
Unlike Newton’s method, this algorithm maintains the tridiagonal structure of the ADI method. On the other hand, the
monotone convergence of the corresponding sequences gives concurrently improving upper and lower bounds for the
solution. Thereby, from the computational point of view, the monotone convergence has superiority over the ordinary
convergence. The definition of upper and lower solutions and the corresponding monotone iterations here do not require
any monotonicity of the functions f (l)(·,u). This enlarges the application of the monotone iterative algorithm essentially.
The outline of the paper is as follows. In the next section, we discretize problem (1.1) into a system of nonlinear algebraic
equations by using the compact finite difference ADI method in [3]. In Section 3, we give some auxiliary results. These
results will play an important role in our discussions. The existence and uniqueness problem is treated in Section 4 by the
method of upper and lower solutions, and the convergence of the method is discussed in Section 5. It is shown that the
finite difference solution has the accuracy of fourth-order in space and second-order in time. Section 6 is devoted to a basic
monotone iterative algorithm for the computation of the numerical solutions. In Section 7, we discuss some techniques for
the construction of upper and lower solutions. An application of the method to an enzyme–substrate reaction–diffusion
problem is given in Section 8. We use some numerical results to demonstrate the monotone convergence of iterations, the
higher-order accuracy of the numerical solution and the corresponding computational cost (CPU time in seconds), and to
compare the proposed monotone iterative algorithm with the standard Newton’s method. The final section contains some
concluding remarks.
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2. Compact ADI method
Let Ω = (0, 1) × (0, 1). We partition Ω with non-isotropic uniform mesh sizes hx and hy in the x- and y-directions,
respectively. The integersMx = 1/hx andMy = 1/hy. The mesh points are denoted by (xi, yj) = (ihx, jhy) (0 ≤ i ≤ Mx, 0 ≤
j ≤ My). For convenience, we also use the index pair (i, j) to represent the mesh point (xi, yj). Let τ ≡ tn − tn−1 be the time
increment. For each l = 1, 2, . . . ,N , we define
u(l)i,j,n = u(l)(xi, yj, tn), ui,j,n = (u(1)i,j,n, . . . , u(N)i,j,n), f (l)i,j,n(ui,j,n) = f (l)(xi, yj, tn,ui,j,n),
g(l)k,j,n = g(l)k (yj, tn), gk,j,n = (g(1)k,j,n, . . . , g(N)k,j,n), h(l)k,i,n = h(l)k (xi, tn) (k = 1, 2),
φ
(l)
i,j = φ(l)(xi, yj).
We now discretize problem (1.1) by the compact finite difference ADI method in [3] but using a different derivation. We
start from the following Crank–Nicolson technique in the time discretization (see [13]):
1
τ

u(l)i,j,n+1 − u(l)i,j,n

− D
(l)
1
2

(u(l)xx )i,j,n+1 + (u(l)xx )i,j,n
− D(l)2
2

(u(l)yy)i,j,n+1 + (u(l)yy)i,j,n

= 1
2

f (l)i,j,n+1(ui,j,n+1)+ f (l)i,j,n(ui,j,n)

+ O(τ 2), (i, j) ∈ Ω, n ≥ 0. (2.1)
Let
δ2xui,j = h−2x (ui+1,j − 2ui,j + ui−1,j), δ2yui,j = h−2y (ui,j+1 − 2ui,j + ui,j−1),
and introduce the finite difference operators
δ
2
αui,j =

1+ h
2
α
12
δ2α

ui,j, α = x, y.
According to the Numerov’s formula (cf. [14,15,18,37]),
δ2αui,j = δ2α(uαα)i,j + O(h4α), α = x, y,
or symbolically,
δ
−2
α δ
2
αui,j = (uαα)i,j + O(h4α), α = x, y, (2.2)
where δ
−2
α ≡ (δ2α)−1 denotes the inverse of δ2α .
We now apply the above fourth-order compact approximations to the second-order derivatives involved in (2.1). This
yields symbolically that
1− τD
(l)
1
2
δ
−2
x δ
2
x −
τD(l)2
2
δ
−2
y δ
2
y

u(l)i,j,n+1 =

1+ τD
(l)
1
2
δ
−2
x δ
2
x +
τD(l)2
2
δ
−2
y δ
2
y

u(l)i,j,n
+ τ
2

f (l)i,j,n+1(ui,j,n+1)+ f (l)i,j,n(ui,j,n)

+ O(τ 3 + τh4),
where O(h4) denotes the truncated term of the order O(h4x + h4y). Multiplying the above equations by the finite difference
operator δ
2
xδ
2
y , we reach that
δ
2
xδ
2
y −
τD(l)1
2
δ
2
yδ
2
x −
τD(l)2
2
δ
2
xδ
2
y

u(l)i,j,n+1 =

δ
2
xδ
2
y +
τD(l)1
2
δ
2
yδ
2
x +
τD(l)2
2
δ
2
xδ
2
y

u(l)i,j,n
+ τ
2
δ
2
xδ
2
y

f (l)i,j,n+1(ui,j,n+1)+ f (l)i,j,n(ui,j,n)

+ O(τ 3 + τh4). (2.3)
By a simple calculation,
τ 2D(l)1 D
(l)
2
4
δ2x δ
2
y

u(l)i,j,n+1 − u(l)i,j,n

= τ
3D(l)1 D
(l)
2
4
δ2x δ
2
y (u
(l)
t )i,j,n + O(τ 4) = O(τ 3). (2.4)
Similarly, we have the estimate
τ 2D(l)1
4
δ
2
yδ
2
x

f (l)i,j,n+1(ui,j,n+1)− f (l)i,j,n(ui,j,n)

= O(τ 3). (2.5)
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Adding (2.4) and (2.5) to (2.3), respectively, we factor (2.3) as
δ
2
x −
τD(l)1
2
δ2x

δ
2
y −
τD(l)2
2
δ2y

u(l)i,j,n+1 =

δ
2
x +
τD(l)1
2
δ2x

δ
2
y +
τD(l)2
2
δ2y

u(l)i,j,n
+ τ
2
δ
2
y

δ
2
x −
τD(l)1
2
δ2x

f (l)i,j,n+1(ui,j,n+1)+

δ
2
x +
τD(l)1
2
δ2x

f (l)i,j,n(ui,j,n)

+ O(τ 3 + τh4). (2.6)
After dropping the O(τ 3 + τh4) term, we obtain a finite difference scheme as follows,
δ
2
x −
τD(l)1
2
δ2x

δ
2
y −
τD(l)2
2
δ2y

u(l),hi,j,n+1 =

δ
2
x +
τD(l)1
2
δ2x

δ
2
y +
τD(l)2
2
δ2y

u(l),hi,j,n
+ τ
2
δ
2
y

δ
2
x −
τD(l)1
2
δ2x

f (l)i,j,n+1(u
h
i,j,n+1)+

δ
2
x +
τD(l)1
2
δ2x

f (l)i,j,n(u
h
i,j,n)

, (2.7)
where uhi,j,n = (u(1),hi,j,n , . . . , u(N),hi,j,n ), and u(l),hi,j,n represents the approximation to u(l) at the point (xi, yj, tn). This scheme can be
written in two steps as

δ
2
x −
τD(l)1
2
δ2x

v
(l),h
i,j,n =

δ
2
x +
τD(l)1
2
δ2x

δ
2
y +
τD(l)2
2
δ2y

u(l),hi,j,n +
τ
2
δ
2
y

δ
2
x +
τD(l)1
2
δ2x

f (l)i,j,n(u
h
i,j,n),
δ
2
y −
τD(l)2
2
δ2y

u(l),hi,j,n+1 = v(l),hi,j,n +
τ
2
δ
2
y f
(l)
i,j,n+1(u
h
i,j,n+1).
(2.8)
This reduces the two-dimensional problem (2.7) to two one-dimensional problems because the left-hand sides of (2.8)
involve only the three-point central difference operators δ2x or δ
2
y . Thus, an ADI algorithm follows.
Define the mesh ratios rx = τ/h2x and ry = τ/h2y , and introduce the discrete operators
L(l)x = δ2x −
τD(l)1
2
δ2x , L
(l)
y = δ2y −
τD(l)2
2
δ2y ,
P (l) =

δ
2
x +
τD(l)1
2
δ2x

δ
2
y +
τD(l)2
2
δ2y

, H (l) = τ
2
δ
2
y

δ
2
x +
τD(l)1
2
δ2x

.
Then, a direct calculation shows that
L(l)x u
h
i,j = a(l)x uhi−1,j + b(l)x uhi,j + a(l)x uhi+1,j, L(l)y uhi,j = a(l)y uhi,j−1 + b(l)y uhi,j + a(l)y uhi,j+1,
P (l)uhi,j = β(l)x β(l)y uhi,j + α(l)x β(l)y (uhi+1,j + uhi−1,j)+ α(l)y β(l)x (uhi,j+1 + uhi,j−1)
+α(l)x α(l)y (uhi+1,j+1 + uhi+1,j−1 + uhi−1,j+1 + uhi−1,j−1),
H (l)uhi,j = τα(l)x (uhi+1,j+1 + uhi−1,j−1 + 10uhi+1,j + 10uhi−1,j + uhi+1,j−1 + uhi−1,j+1)/24
+ τβ(l)x (uhi,j−1 + 10uhi,j + uhi,j+1)/24,
(2.9)
where
a(l)s =
1
2

1
6
− rsD(l)s

, b(l)s =
5
6
+ rsD(l)s , α(l)s =
1
2

1
6
+ rsD(l)s

, β(l)s =
5
6
− rsD(l)s ,
(s = x, y; (D(l)x ,D(l)y ) = (D(l)1 ,D(l)2 )).
Accordingly, we can rewrite (2.8) as the following alternative form,
L(l)x v
(l),h
i,j,n = P (l)u(l),hi,j,n +H (l)f (l)i,j,n(uhi,j,n), (i, j) ∈ Ω, n ≥ 0,
v
(l),h
0,j,n = L(l)y g(l)1,j,n+1 −
τ
2
δ
2
y f
(l)
0,j,n+1(g1,j,n+1), j = 0, 1, . . . ,My; n ≥ 0,
v
(l),h
Mx,j,n = L(l)y g(l)2,j,n+1 −
τ
2
δ
2
y f
(l)
Mx,j,n+1(g2,j,n+1), j = 0, 1, . . . ,My; n ≥ 0,
u(l),hi,j,0 = φ(l)i,j , (i, j) ∈ Ω ∪ ∂Ω,
L(l)y u
(l),h
i,j,n+1 = v(l),hi,j,n +
τ
2
δ
2
y f
(l)
i,j,n+1(u
h
i,j,n+1), (i, j) ∈ Ω, n ≥ 0,
u(l),hi,0,n+1 = h(l)1,i,n+1, u(l),hi,My,n+1 = h(l)2,i,n+1, i = 0, 1, . . . ,Mx; n ≥ 0.
(2.10)
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For analyzing the above scheme, it is more convenient to consider its matrix form. To do this, we define the following
column vectors:
U (l)h,j,n = (u(l),h1,j,n, u(l),h2,j,n, . . . , u(l),hMx−1,j,n)T , Uh,j,n = (U (1)h,j,n,U (2)h,j,n, . . . ,U (N)h,j,n)T ,
U (l)i,h,n = (u(l),hi,1,n, u(l),hi,2,n, . . . , u(l),hi,My−1,n)T , Ui,h,n = (U (1)i,h,n,U (2)i,h,n, . . . ,U (N)i,h,n)T ,
V (l)h,j,n = (v(l),h1,j,n, v(l),h2,j,n, . . . , v(l),hMx−1,j,n)T , V (l)i,h,n = (v(l),hi,1,n, v(l),hi,2,n, . . . , v(l),hi,My−1,n)T ,
F (l)h,j,n(Uh,j,n) = (f (l)1,j,n(uh1,j,n), f (l)2,j,n(uh2,j,n), . . . , f (l)Mx−1,j,n(uhMx−1,j,n))T ,
F (l)i,h,n(Ui,h,n) = (f (l)i,1,n(uhi,1,n), f (l)i,2,n(uhi,2,n), . . . , f (l)i,My−1,n(uhi,My−1,n))T ,
Φ
(l)
j = (φ(l)1,j, φ(l)2,j, . . . , φ(l)Mx−1,j)T .
(2.11)
We also define the following (Mx − 1)-order symmetric tridiagonal matrices:
A(l)x = tridiag(a(l)x , b(l)x , a(l)x ),
Q (l)x = tridiag(α(l)x , β(l)x , α(l)x ), B(l)0 = β(l)y Q (l)x , B(l)1 = α(l)y Q (l)x ,
(2.12)
and (My − 1)-order symmetric tridiagonal matrices:
A(l)y = tridiag(a(l)y , b(l)y , a(l)y ), Q = tridiag(1/24, 5/12, 1/24). (2.13)
Then, system (2.10) can be expressed in the matrix form as
A(l)x V
(l)
h,j,n = B(l)1 U (l)h,j−1,n + B(l)0 U (l)h,j,n + B(l)1 U (l)h,j+1,n
+ τ
24
Q (l)x

F (l)h,j−1,n(Uh,j−1,n)+ 10F (l)h,j,n(Uh,j,n)+ F (l)h,j+1,n(Uh,j+1,n)

+ G(l)h,j,n,
U (l)h,j,0 = Φ(l)j , j = 1, 2, . . . ,My − 1,
A(l)y U
(l)
i,h,n+1 = V (l)i,h,n + τQF (l)i,h,n+1(Ui,h,n+1)+ R(l)i,h,n, i = 1, 2, . . . ,Mx − 1,
(2.14)
where for each l, n and j, U (l)h,0,n = U (l)h,My,n = F (l)h,0,n(Uh,0,n) = F (l)h,My,n(Uh,My,n) = 0, and G(l)h,j,n and R(l)i,h,n are two vectors
associated with the boundary functions.
To rewrite (2.14) in a more compact form, we define the following vectors:
U (l)h,n = (U (l)1,h,n,U (l)2,h,n, . . . ,U (l)Mx−1,h,n)T , Uh,n = (U (1)h,n,U (2)h,n, . . . ,U (N)h,n )T ,
V (l)h,n = (V (l)1,h,n, V (l)2,h,n, . . . , V (l)Mx−1,h,n)T , G(l)h,n = (G(l)h,1,n,G(l)h,2,n, . . . ,G(l)h,My−1,n)T ,
R(l)h,n = (R(l)1,h,n, R(l)2,h,n, . . . , R(l)Mx−1,h,n)T , Φ(l) = (Φ(l)1 ,Φ(l)2 , . . . ,Φ(l)My−1)T .
F (l)h,n(Uh,n) = (F (l)1,h,n(U1,h,n), F (l)2,h,n(U2,h,n), . . . , F (l)Mx−1,h,n(UMx−1,h,n))T .
(2.15)
SetM = (Mx − 1)(My − 1) and q = NM. Given a vector U = (U (1),U (2), . . . ,U (N))T ∈ Rq with U (l) = (U (l)1 ,U (l)2 , . . . ,
U (l)Mx−1)
T ∈ RM and U (l)i = (u(l)i,1, u(l)i,2, . . . , u(l)i,My−1)T ∈ RMy−1, we define, in this paper, the vectors
U∗ = (U∗,(1), . . . ,U∗,(N))T , U∗,(l) = (U∗,(l)1 , . . . ,U∗,(l)My−1)T , U∗,(l)j = (u(l)1,j, . . . , u(l)Mx−1,j)T . (2.16)
It is clear that, with this definition, the vectorsU andU∗ have the same components. The only difference of them is the order
of components. In terms of this definition, we have
U∗,(l)h,n = (U (l)h,1,n,U (l)h,2,n, . . . ,U (l)h,My−1,n)T , V ∗,(l)h,n = (V (l)h,1,n, V (l)h,2,n, . . . , V (l)h,My−1,n)T ,
U∗h,n = (U∗,(1)h,n ,U∗,(2)h,n , . . . ,U∗,(N)h,n )T ,
F∗,(l)h,n (U
∗
h,n) = (F (l)h,1,n(Uh,1,n), F (l)h,2,n(Uh,2,n), . . . , F (l)h,My−1,n(Uh,My−1,n))T .
(2.17)
We also introduce the followingM-order block matrices:
A(l)x = diag(A(l)x ), A(l)y = diag(A(l)y ), B(l) = tridiag(B(l)1 , B(l)0 , B(l)1 ),
Q(l) = tridiag(Q (l)x , 10Q (l)x ,Q (l)x ), Q = diag(Q ).
(2.18)
Then, (2.14) reads
A(l)x V
∗,(l)
h,n = B(l)U∗,(l)h,n +
τ
24
Q(l)F∗,(l)h,n (U
∗
h,n)+ G(l)h,n,
U∗,(l)h,0 = Φ(l),
A(l)y U
(l)
h,n+1 = V (l)h,n + τQF (l)h,n+1(Uh,n+1)+ R(l)h,n, l = 1, 2, . . . ,N, n = 0, 1, 2, . . . .
(2.19)
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Since the right-hand side of the first system in (2.19) involves only the known solution U∗,(l)h,n (or U
(l)
h,n) from the previous
time step, the solution V ∗,(l)h,n (and so V
(l)
h,n) can be computed by solving some linear systems of tridiagonal equations in a
straightforward manner (it is easy to verify that the matrix A(l)x (and so A
(l)
x ) is nonsingular). Using the computed solution
V (l)h,n in the second system, we can compute the solution U
(l)
h,n+1 (or U
∗,(l)
h,n+1) for the next time step. However, it is necessary to
develop an iterative algorithm because the solution U (l)h,n+1 is contained implicitly in F
(l)
h,n+1(Uh,n+1).
3. Some auxiliary results
In this section, we give some properties of the matrices in (2.18). These properties will play an important role in our
discussions. If all entries of a matrix S are positive (or nonnegative), then we say that S is positive (or nonnegative), also
denoted by S > 0 (or S ≥ 0) for simplicity. We define positive (or nonnegative) vectors similarly.
Throughout the paper, we impose the following constraint on the mesh ratios rx and ry:
1/6 ≤ rxD(l)1 ≤ 5/6, 1/6 ≤ ryD(l)2 ≤ 5/6, l = 1, 2, . . . ,N. (3.1)
Theorem 3.1. Let condition (3.1) be satisfied. Then for each l = 1, 2, . . . .N,
(i) the inverses (A(l)x )−1 and (A(l)y )−1 exist and are positive, and moreover, ‖(A(l)x )−1‖∞ ≤ 1 and ‖(A(l)y )−1‖∞ ≤ 1;
(ii) the matricesB(l) andQ(l) are nonnegative, and moreover, ‖B(l)‖∞ ≤ 1 and ‖Q(l)‖∞ ≤ 12.
Proof. By (2.18) and (2.12),
A(l)x = diag(A(l)x ), A(l)x = tridiag(a(l)x , b(l)x , a(l)x ).
Thanks to condition (3.1), we have
a(l)x ≤ 0, b(l)x > 0, b(l)x + 2a(l)x > 0.
Thus, we obtain from Corollary 1 of [38, pp. 85] (also see [39]) that the inverses (A(l)x )−1 and (A(l)x )−1 exist and are positive.
Let S(l) = (A(l)x )−1E, where E = (1, 1, . . . , 1) ∈ RM is an M-vector whose components are all one. By using condition
(3.1) and a simple calculation, we see that A(l)x E ≥ E = A(l)x S(l). The positivity of (A(l)x )−1 implies S(l) ≤ E. This proves
‖(A(l)x )−1‖∞ ≤ 1. The same argument shows that the inverse (A(l)y )−1 > 0 and ‖(A(l)y )−1‖∞ ≤ 1. The conclusion in (i) is
proved.
To prove the conclusion in (ii) we observe from (2.18) and (2.12) that
B(l) = tridiag(B(l)1 , B(l)0 , B(l)1 ), B(l)1 = α(l)y Q (l)x , B(l)0 = β(l)y Q (l)x ,
Q(l) = tridiag(Q (l)x , 10Q (l)x ,Q (l)x ), Q (l)x = tridiag(α(l)x , β(l)x , α(l)x ).
By condition (3.1), α(l)x > 0, α
(l)
y > 0, β
(l)
x ≥ 0 and β(l)y ≥ 0. This implies B(l) ≥ 0 and Q(l) ≥ 0. It is clear that B(l)E ≤ E
andQ(l)E ≤ 12E, where E is the same as before. Thus, we have ‖B(l)‖∞ ≤ 1 and ‖Q(l)‖∞ ≤ 12. The proof of the theorem is
completed. 
Using the same argument as above, we can obtain more general result as follows.
Theorem 3.2. Let condition (3.1) be satisfied, and let M(l) be a nonnegative constant. Assume that
τM(l) < 12min{5(ryD(l)2 − 1/6), 5/6− ryD(l)2 }/5, l = 1, 2, . . . ,N. (3.2)
Then, for each l = 1, 2, . . . ,N,(i) the inverse (A(l)y + τM(l)Q)−1 exists and is positive; and (ii) the matrix B(l) − τ24M(l)Q(l) is
nonnegative.
Remark 3.1. The assumption (3.1) imposes a restriction between the time step τ and the spatial mesh sizes hx and hy. This
restriction is used just for proving the main results of the paper. Our numerical results in Section 8 show that it is not
necessary for practical computations.
4. Qualitative analysis of the compact ADI scheme
For a given vector U = (U (1), . . . ,U (N))T in Rq, we define
[U]l,N−1 ≡ (U (1), . . . ,U (l−1),U (l+1), . . . ,U (N))T . (4.1)
Then we can write, e.g.,
F∗,(l)h,n (U
∗
h,n) = F∗,(l)h,n (U∗,(l)h,n , [U∗h,n]l,N−1), F (l)h,n(Uh,n) = F (l)h,n(U (l)h,n, [Uh,n]l,N−1).
2440 Y.-M. Wang, J. Wang / Computers and Mathematics with Applications 62 (2011) 2434–2451
To investigate the existence and uniqueness of the solution and derive an efficient algorithm for (2.19), we use the method
of upper and lower solutions. The definition of upper and lower solutions of (2.19) is given as follows.
Definition 4.1. Two vectorsUh,n = (U (1)h,n, . . . ,U (N)h,n )T ,Uh,n = (U (1)h,n, . . . ,U (N)h,n )T in Rq are called a pair of coupled upper and
lower solutions of (2.19) ifUh,n ≥Uh,n and if for each l = 1, 2, . . . ,N and n = 0, 1, 2, . . . ,
A(l)x
V ∗,(l)h,n ≥ B(l)U∗,(l)h,n + τ24Q(l)F∗,(l)h,n (U∗,(l)h,n , [W]l,N−1)+ G(l)h,n,
A(l)x
V ∗,(l)h,n ≤ B(l)U∗,(l)h,n + τ24Q(l)F∗,(l)h,n (U∗,(l)h,n , [W]l,N−1)+ G(l)h,n,U∗,(l)h,0 ≥ Φ(l) ≥ U∗,(l)h,0 ,
A(l)y
U (l)h,n+1 ≥ V (l)h,n + τQF (l)h,n+1(U (l)h,n+1, [W′]l,N−1)+ R(l)h,n,
A(l)y
U (l)h,n+1 ≤ V (l)h,n + τQF (l)h,n+1(U (l)h,n+1, [W′]l,N−1)+ R(l)h,n,
for allW ∈ ⟨U∗h,n,U∗h,n⟩, W′ ∈ ⟨Uh,n+1,Uh,n+1⟩.
(4.2)
In the above definition, inequalities between vectors are in the sense of componentwise, and the sector ⟨Uh,n,Uh,n⟩ is
given by
⟨Uh,n,Uh,n⟩ = {W ∈ Rq :Uh,n ≤ W ≤Uh,n}. (4.3)
For notational convenience we define, e.g., for any U = (U (1),U (2), . . . ,U (N))T ∈ Rq with U (l) = (U (l)1 ,U (l)2 , . . . ,U (l)Mx−1)T
∈ RM and U (l)i = (u(l)i,1, u(l)i,2, . . . , u(l)i,My−1)T ∈ RMy−1, the nonnegative vectors
|U|0 = |U (1)| + · · · + |U (N)|, |U (l)| = (|U (l)1 |, . . . , |U (l)Mx−1|)T , |U (l)i | = (|u(l)i,1|, . . . , |u(l)i,My−1|)T . (4.4)
Throughout the paper, we make the following basic hypothesis on F (l)h,n:
(H) For each l = 1, 2, . . . ,N and n = 0, 1, 2, . . . , there exists a positive constantM(l)n such that
|F (l)h,n(Uh,n)− F (l)h,n(Vh,n)| ≤ M(l)n |Uh,n − Vh,n|0 for all Uh,n,Vh,n ∈ ⟨Uh,n,Uh,n⟩, (4.5)
whereUh,n,Uh,n are a pair of coupled upper and lower solutions of (2.19).
The existence of the constantM(l)n in (4.5) is trivial if F
(l)
h,n(Uh,n) is a C
1-function of Uh,n. In relation to F
∗,(l)
h,n , the inequality
(4.5) becomes
|F∗,(l)h,n (U∗h,n)− F∗,(l)h,n (V∗h,n)| ≤ M(l)n |U∗h,n − V∗h,n|0 for all U∗h,n,V∗h,n ∈ ⟨U∗h,n,U∗h,n⟩. (4.6)
Our first theorem is concerned with the existence problem.
Theorem 4.1. Let Uh,n andUh,n be a pair of coupled upper and lower solutions of (2.19), and let hypothesis (H) hold. Also, let
the conditions (3.1) and (3.2) be satisfied with respect to the constant M(l)n in (4.5). Then system (2.19) has at least one solution
Uh,n in ⟨Uh,n,Uh,n⟩.
Proof. Given anyWh,1 = (W (1)h,1 , . . . ,W (N)h,1 )T ∈ ⟨Uh,1,Uh,1⟩, we consider the linear problem
A(l)x V
∗,(l)
h,0 = B(l)U∗,(l)h,0 +
τ
24
Q(l)F∗,(l)h,0 (U
∗
h,0)+ G(l)h,0,
U∗,(l)h,0 = Φ(l),
(A(l)y + τM(l)1 Q)U (l)h,1 = V (l)h,0 + τQ

F (l)h,1(Wh,1)+M(l)1 W (l)h,1

+ R(l)h,0, l = 1, 2, . . . ,N.
(4.7)
Since by Theorems 3.1 and 3.2, the inverses (A(l)x )−1 and (A(l)y + τM(l)1 Q)−1 exist, the above problem has a unique solution
Uh,1 ≡ (U (1)h,1, . . . ,U (N)h,1 )T . Define a mapping T1 : ⟨Uh,1,Uh,1⟩ −→ Rq by
T1Wh,1 ≡ Uh,1, ∀Wh,1 ∈ ⟨Uh,1,Uh,1⟩. (4.8)
It is clear form hypothesis (H) that T1 is a continuous map on ⟨Uh,1,Uh,1⟩. We show that T1 maps ⟨Uh,1,Uh,1⟩ into itself.
It is easily seen from (4.2), (4.5) and (4.7) that
A(l)x
V ∗,(l)h,0 − V ∗,(l)h,0  ≥ B(l) U∗,(l)h,0 − U∗,(l)h,0 + τ24Q(l) F∗,(l)h,0 (U∗,(l)h,0 , [U∗h,0]l,N−1)− F∗,(l)h,0 (U∗h,0)
≥

B(l) − τ
24
M(l)0 Q
(l)
 U∗,(l)h,0 − U∗,(l)h,0  . (4.9)
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Moreover, for anyWh,1 ∈ ⟨Uh,1,Uh,1⟩,
A(l)y + τM(l)1 Q
 U (l)h,1 − U (l)h,1 ≥ V (l)h,0 − V (l)h,0 + τQ F (l)h,1(U (l)h,1, [Wh,1]l,N−1)− F (l)h,1(Wh,1)+M(l)1 (U (l)h,1 −W (l)h,1)
≥ V (l)h,0 − V (l)h,0. (4.10)
SinceU∗,(l)h,0 − U∗,(l)h,0 = U∗,(l)h,0 − Φ(l) ≥ 0 and by Theorem 3.2, B(l) − τ24M(l)0 Q(l) ≥ 0, we have from (4.9) and the positivity
of (A(l)x )−1 that V ∗,(l)h,0 − V ∗,(l)h,0 ≥ 0, i.e., V ∗,(l)h,0 ≥ V ∗,(l)h,0 or V (l)h,0 ≥ V (l)h,0 for each l = 1, 2, . . . ,N . Using this result in (4.10),
we obtain from the positivity of (A(l)y + τM(l)1 Q)−1 thatU (l)h,1 ≥ U (l)h,1 for each l = 1, 2, . . . ,N . A similar argument using the
property of lower solution gives U (l)h,1 ≥ U (l)h,1 for each l = 1, 2, . . . ,N . This proves Uh,1 ∈ ⟨Uh,1,Uh,1⟩. By the Brouwer’s fixed
point theorem, there exists Uh,1 ∈ ⟨Uh,1,Uh,1⟩ such that T1Uh,1 = Uh,1, or equivalently,
A(l)x V
∗,(l)
h,0 = B(l)U∗,(l)h,0 +
τ
24
Q(l)F∗,(l)h,0 (U
∗
h,0)+ G(l)h,0,
U∗,(l)h,0 = Φ(l),
A(l)y U
(l)
h,1 = V (l)h,0 + τQF (l)h,1(Uh,1)+ R(l)h,0, l = 1, 2, . . . ,N.
(4.11)
Using Uh,1 = (U (1)h,1, . . . ,U (N)h,1 )T , we define a mapping T2 : ⟨Uh,2,Uh,2⟩ −→ Rq by
T2Wh,2 ≡ Uh,2, ∀Wh,2 ∈ ⟨Uh,2,Uh,2⟩,
where Uh,2 = (U (1)h,2, . . . ,U (N)h,2 )T is the unique solution of the linear problemA
(l)
x V
∗,(l)
h,1 = B(l)U∗,(l)h,1 +
τ
24
Q(l)F∗,(l)h,1 (U
∗
h,1)+ G(l)h,1,
A(l)y + τM(l)2 Q

U (l)h,2 = V (l)h,1 + τQ

F (l)h,2(Wh,2)+M(l)2 W (l)h,2

+ R(l)h,1, l = 1, 2, . . . ,N.
(4.12)
By the similar argument as that for T1, we conclude that there exists Uh,2 ∈ ⟨Uh,2,Uh,2⟩ such that T2Uh,2 = Uh,2, i.e.,
A(l)x V
∗,(l)
h,1 = B(l)U∗,(l)h,1 +
τ
24
Q(l)F∗,(l)h,1 (U
∗
h,1)+ G(l)h,1,
A(l)y U
(l)
h,2 = V (l)h,1 + τQF (l)h,2(Uh,2)+ R(l)h,1, l = 1, 2, . . . ,N.
(4.13)
Continuing this process shows that there exists Uh,n ∈ ⟨Uh,n,Uh,n⟩ such that (2.19) holds. This proves that Uh,n is a solution
of (2.19) in ⟨Uh,n,Uh,n⟩. 
By Theorem 4.1, (2.19) has at least one solution, provided that it possesses a pair of coupled upper and lower solutions,
which also serve as the upper and lower bounds of this solution. To guarantee the uniqueness of the solution, we assume
that
τ
N−
l=1
M(l)n < 2, n = 1, 2, . . . , (4.14)
whereM(l)n is the Lipschitz constant in (4.5).
Theorem 4.2. Let the conditions in Theorem 4.1 hold. If, in addition, condition (4.14) is satisfied, then system (2.19) has a unique
solution Uh,n in ⟨Uh,n,Uh,n⟩.
Proof. Assume that Uh,n = (U (1)h,n, . . . ,U (N)h,n )T and U′h,n = (U ′(1)h,n , . . . ,U ′(N)h,n )T are any two solutions of (2.19) in ⟨Uh,n,Uh,n⟩.
LetWh,n = Uh,n − U′h,n with its componentsW (l)h,n = U (l)h,n − U ′(l)h,n (l = 1, 2, . . . ,N). By (2.19),
A(l)x V
∗,(l)
h,n = B(l)U∗,(l)h,n +
τ
24
Q(l)F∗,(l)h,n (U
∗
h,n)+ G(l)h,n,
A(l)x V
′∗,(l)
h,n = B(l)U ′∗,(l)h,n +
τ
24
Q(l)F∗,(l)h,n (U
′∗
h,n)+ G(l)h,n,
U∗,(l)h,0 = U ′∗,(l)h,0 = Φ(l),
A(l)y W
(l)
h,n+1 = V (l)h,n − V ′(l)h,n + τQ

F (l)h,n+1(Uh,n+1)− F (l)h,n+1(U′h,n+1)

.
(4.15)
Since (A(l)y )−1 > 0 andQ ≥ 0, we have from (4.15) and (4.5) that
|W (l)h,n+1| ≤ (A(l)y )−1|V (l)h,n − V ′(l)h,n | + τM(l)n+1(A(l)y )−1Q|Wh,n+1|0, l = 1, 2, . . . ,N. (4.16)
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Consider the case n = 0. Since V (l)h,0 = V ′(l)h,0 for every l, the above inequality for n = 0 becomes
|W (l)h,1| ≤ τM(l)1 (A(l)y )−1Q|Wh,1|0.
Addition of the above inequalities over l yields
|Wh,1|0 ≤ τ

N−
l=1
M(l)1 (A
(l)
y )
−1

Q|Wh,1|0.
By Theorem 3.1, ‖(A(l)y )−1‖∞ ≤ 1. This together with ‖Q‖∞ ≤ 1/2 yields
‖|Wh,1|0‖∞ ≤ τ2

N−
l=1
M(l)1

‖|Wh,1|0‖∞.
Thus by condition (4.14), |Wh,1|0 = 0. This proves Uh,1 = U′h,1 or U∗h,1 = U′∗h,1.
Using U∗h,1 = U′∗h,1 in the first two equations of (4.15) with n = 1 leads to V ∗,(l)h,1 = V ′∗,(l)h,1 or V (l)h,1 = V ′(l)h,1 . Then by (4.16)
with n = 1,
|Wh,2|0 ≤ τ

N−
l=1
M(l)2 (A
(l)
y )
−1

Q|Wh,2|0.
This implies
‖|Wh,2|0‖∞ ≤ τ2

N−
l=1
M(l)2

‖|Wh,2|0‖∞.
Again by condition (4.14), |Wh,2|0 = 0, i.e., Uh,2 = U′h,2. An induction argument leads to Uh,n = U′h,n for every n and thus the
uniqueness of the solution. 
5. Convergence of the compact ADI scheme
In this section, we deal with the convergence of the compact ADI scheme (2.10) (or (2.19)). For this purpose, we assume
that t ∈ (0, T ] for an arbitrary finite T > 0, and τ = T/Mt .
Lemma 5.1 (See [8]). Let {ζi} be a sequence of real numbers such that for certain 0 < γ < 1 and δ > 0,
|ζi| ≤ γ |ζi| + (1+ γ )|ζi−1| + δ, i = 1, 2, . . . . (5.1)
Then
|ζi| ≤ e
2iγ
1−γ |ζ0| + δ2γ

e
2iγ
1−γ − 1

, i = 0, 1, 2, . . . . (5.2)
Assume that the solution u(x, y, t) of (1.1) is sufficiently smooth. Let ui,j,n = (u(1)i,j,n, . . . , u(N)i,j,n) be the value of u(x, y, t)
at the mesh point (xi, yj, tn), and let uhi,j,n = (u(1),hi,j,n , . . . , u(N),hi,j,n ) stand for the solution of (2.10). We now consider the errors
e(l),hi,j,n = u(l)i,j,n − u(l),hi,j,n . In fact, we have from (2.6) and (2.10) that
L(l)x z
(l),h
i,j,n = P (l)e(l),hi,j,n +H (l)

f (l)i,j,n(ui,j,n)− f (l)i,j,n(uhi,j,n)

+ ε(l)i,j,n, (i, j) ∈ Ω, n ≥ 0,
z(l),h0,j,n = z(l),hMx,j,n = 0, j = 0, 1, . . . ,My; n ≥ 0,
e(l),hi,j,0 = 0, (i, j) ∈ Ω ∪ ∂Ω,
L(l)y e
(l),h
i,j,n+1 = z(l),hi,j,n +
τ
2
δ
2
y

f (l)i,j,n+1(ui,j,n+1)− f (l)i,j,n+1(uhi,j,n+1)

, (i, j) ∈ Ω, n ≥ 0,
e(l),hi,0,n+1 = e(l),hi,My,n+1 = 0, i = 0, 1, . . . ,Mx; n ≥ 0,
(5.3)
where ε(l)i,j,n is the truncation error satisfying
|ε(l)i,j,n| ≤ C1(τ 3 + τh4), (i, j) ∈ Ω, l = 1, 2, . . . ,N, n ≥ 0 (5.4)
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with C1 being a positive constant independent of τ and h. Let
E(l)i,h,n = (e(l),hi,1,n, e(l),hi,2,n, . . . , e(l),hi,My−1,n)T , E(l)h,n = (E(l)1,h,n, E(l)2,h,n, . . . , E(l)Mx−1,h,n)T ,
Z (l)i,h,n = (z(l),hi,1,n, z(l),hi,2,n, . . . , z(l),hi,My−1,n)T , Z (l)h,n = (Z (l)1,h,n, Z (l)2,h,n, . . . , Z (l)Mx−1,h,n)T ,
E
(l)
h,j,n = (ε(l)1,j,n, ε(l)2,j,n, . . . , ε(l)Mx−1,j,n)T , E∗,(l)h,n = (E (l)h,1,n, E (l)h,2,n, . . . , E (l)h,My−1,n)T ,
U (l)i,n = (u(l)i,1,n, u(l)i,2,n, . . . , u(l)i,My−1,n)T , U (l)n = (U (l)1,n,U (l)2,n, . . . ,U (l)Mx−1,n)T ,
Un = (U (1)n ,U (2)n , . . . ,U (N)n )T , Eh,n = (E(1)h,n, E(2)h,n, . . . , E(N)h,n )T .
(5.5)
In terms of the matrices in (2.18) and the vectors in (2.15) and (2.16), we can write the relation (5.3) asA
(l)
x Z
∗,(l)
h,n = B(l)E∗,(l)h,n +
τ
24
Q(l)

F∗,(l)h,n (U
∗
n)− F∗,(l)h,n (U∗h,n)

+ E∗,(l)h,n ,
A(l)y E
(l)
h,n+1 = Z (l)h,n + τQ

F (l)h,n+1(Un+1)− F (l)h,n+1(Uh,n+1)

, l = 1, 2, . . . ,N, n ≥ 0.
(5.6)
Theorem 5.1. Let S(l)i,j,n be the set such that u
(l)
i,j,n, u
(l),h
i,j,n ∈ S(l)i,j,n. Let M∗ be the constant such that τNM∗ ≤ q∗ < 2, and for
(i, j) ∈ Ω, n = 0, 1, . . . ,Mt and k, l = 1, 2, . . . ,N,(f (l)
v(k)
)i,j,n(vi,j,n)
 ≤ M∗, vi,j,n = (v(1)i,j,n, . . . , v(N)i,j,n), v(l)i,j,n ∈ S(l)i,j,n. (5.7)
Also, let condition (3.1) be satisfied. Then
max
(i,j)∈Ω
u(l)i,j,n − u(l),hi,j,n  ≤ C∗(τ 2 + h4), l = 1, 2, . . . ,N; n = 0, 1, 2, . . . ,Mt , (5.8)
where C∗ is a positive constant independent of τ and h.
Proof. Using the positivity of (A(l)x )−1 and the nonnegativity ofB(l) andQ(l) in the first equation of (5.6), we have from (5.7)
that
|Z∗,(l)h,n | ≤ (A(l)x )−1B(l)|E∗,(l)h,n | +
τ
24
M∗(A(l)x )
−1Q(l)|E∗h,n|0 + (A(l)x )−1E∗,(l)h,n .
Since by Theorem 3.1, ‖(A(l)x )−1‖∞ ≤ 1, ‖B(l)‖∞ ≤ 1 and ‖Q(l)‖∞ ≤ 12, the above inequality implies
‖Z∗,(l)h,n ‖∞ ≤ ‖E∗,(l)h,n ‖∞ +
τ
2
M∗
N−
l=1
‖E∗,(l)h,n ‖∞ + C1(τ 3 + τh4).
This leads to
N−
l=1
‖Z∗,(l)h,n ‖∞ ≤

1+ τ
2
NM∗
 N−
l=1
‖E∗,(l)h,n ‖∞ + NC1(τ 3 + τh4). (5.9)
Similarly, by the second equation of (5.6),
N−
l=1
‖E(l)h,n+1‖∞ ≤
N−
l=1
‖Z (l)h,n‖∞ +
τ
2
NM∗
N−
l=1
‖E(l)h,n+1‖∞. (5.10)
Note that ‖Z∗,(l)h,n ‖∞ = ‖Z (l)h,n‖∞ and ‖E∗,(l)h,n ‖∞ = ‖E(l)h,n‖∞. Substituting (5.9) into (5.10) gives
N−
l=1
‖E(l)h,n+1‖∞ ≤
τ
2
NM∗
N−
l=1
‖E(l)h,n+1‖∞ +

1+ τ
2
NM∗
 N−
l=1
‖E(l)h,n‖∞ + NC1(τ 3 + τh4). (5.11)
By Lemma 5.1, we arrive at
N−
l=1
‖E(l)h,n‖∞ ≤

e
TNM∗
1− τ2 NM∗ − 1

C1
M∗
(τ 2 + h4) ≤

e
2TNM∗
2−q∗ − 1

C1
M∗
(τ 2 + h4), n = 0, 1, 2, . . . ,Mt .
This proves (5.8). 
The estimate (5.8) implies that the solution of the scheme (2.10) (or (2.19)) converges to the solution of (1.1) with the
accuracy of O(τ 2 + h4) as (τ , h)→ (0, 0).
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6. Monotone iterative algorithm
Theorem 4.2 shows that if Uh,n and Uh,n are a pair of coupled upper and lower solutions of (2.19), then (2.19) has a
unique solution Uh,n = (U (1)h,n, . . . ,U (N)h,n )T in ⟨Uh,n,Uh,n⟩. To compute the solution Uh,n, as pointed out in [3], Newton’s
method can be used. But in general, Newton’s method may not possess any monotone convergence, and it needs often
to search an initial iteration near the true solution for its convergence. On the other hand, the resulting iterative equations
from Newton’s method are coupled due to the corresponding Jacobian matrix and thus the tridiagonal structure of (2.19)
is destroyed. We develop here a monotone iterative algorithm usingUh,n andUh,n as a pair of initial iterations. It maintains
the tridiagonal structure of (2.19) and the corresponding sequences {U(m)h,n } = {((U (1)h,n)(m), . . . , (U (N)h,n )(m))T } and {U(m)h,n } =
{((U (1)h,n)(m), . . . , (U (N)h,n )(m))T } not only converge monotonically to Uh,n but also improve the upper and lower bounds of Uh,n,
step by step. This algorithm is described as follows:
A(l)x V
∗,(l)
h,n = B(l)U∗,(l)h,n +
τ
24
Q(l)F∗,(l)h,n (U
∗
h,n)+ G(l)h,n,
U∗,(l)h,0 = Φ(l),
A(l)y + τM(l)n+1Q

(U
(l)
h,n+1)
(m+1) = V (l)h,n + τQ max
W∈S(m)n+1

M(l)n+1W
(l) + F (l)h,n+1(W)

+ R(l)h,n,
A(l)y + τM(l)n+1Q

(U (l)h,n+1)
(m+1) = V (l)h,n + τQ min
W∈S(m)n+1

M(l)n+1W
(l) + F (l)h,n+1(W)

+ R(l)h,n,
l = 1, 2, . . . ,N, n = 0, 1, 2, . . . ,
(6.1)
whereM(l)n+1 is the Lipschitz constant in (4.5), and
S
(m)
n+1 =

W ∈ Rq : U(m)h,n+1 ≤ W ≤ U(m)h,n+1

, U
(0)
h,n+1 =Uh,n+1, U(0)h,n+1 =Uh,n+1. (6.2)
In the above iterative algorithm, the maximum and minimum values of a vector function are in the sense of
componentwise. To show that the sequences given by (6.1) are well-defined it is crucial that the sequences {U(m)h,n }, {U(m)h,n }
possess the property U
(m)
h,n ≥ U(m)h,n for everym and n.
Lemma 6.1. Let the conditions in Theorem 4.2 be satisfied. Then the sequences {U(m)h,n } and {U(m)h,n } and the set S(m)n+1 given by (6.1)
and (6.2) are all well-defined and possess the property
Uh,n ≤ U(m−1)h,n ≤ U(m)h,n ≤ U(m)h,n ≤ U(m−1)h,n ≤Uh,n (m, n = 1, 2, . . .). (6.3)
Proof. Letm = 0 in (6.1)with any fixedn = 0, 1, 2, . . . . SinceU(0)h,n+1 =Uh,n+1,U(0)h,n+1 =Uh,n+1 andUh,n+1 ≥Uh,n+1, the set
S
(0)
n+1 iswell-defined. Thus, the right-hand side of (6.1) is knownwhenm = 0. By Theorem3.2, the inverse (A(l)y +τM(l)n+1Q)−1
exists and is positive. Hence, the first iterations U
(1)
h,n+1,U
(1)
h,n+1 exist, and
A(l)y + τM(l)n+1Q
 
(U
(l)
h,n+1)
(1) − (U (l)h,n+1)(1)

≥ 0.
It follows from the positivity of (A(l)y + τM(l)n+1Q)−1 that (U (l)h,n+1)(1) ≥ (U (l)h,n+1)(1) for every l. This proves U(1)h,n+1 ≥ U(1)h,n+1.
Since by hypothesis (H), the function M(l)n+1W (l) + F (l)h,n+1(W) is nondecreasing in W (l) for all W ∈ ⟨Uh,n+1,Uh,n+1⟩, the
inequalities in (4.2) imply that for each l = 1, 2, . . . ,N ,
A(l)x
V ∗,(l)h,n ≥ B(l)U∗,(l)h,n + τ24Q(l)F∗,(l)h,n (U∗,(l)h,n , [U∗h,n]l,N−1)+ G(l)h,n,
A(l)x
V ∗,(l)h,n ≤ B(l)U∗,(l)h,n + τ24Q(l)F∗,(l)h,n (U∗,(l)h,n , [U∗h,n]l,N−1)+ G(l)h,n,
A(l)y + τM(l)n+1Q
U (l)h,n+1 ≥ V (l)h,n + τQ max
W∈S(0)n+1

M(l)n+1W
(l) + F (l)h,n+1(W)

+ R(l)h,n,
A(l)y + τM(l)n+1Q
U (l)h,n+1 ≤ V (l)h,n + τQ min
W∈S(0)n+1

M(l)n+1W
(l) + F (l)h,n+1(W)

+ R(l)h,n.
(6.4)
By (6.4), (6.1) and (4.5), we have that for each l = 1, 2, . . . ,N ,
A(l)x
V ∗,(l)h,n − V ∗,(l)h,n  ≥ B(l) − τ24M(l)n Q(l) U∗,(l)h,n − U∗,(l)h,n  ≥ 0,
A(l)x

V ∗,(l)h,n −V ∗,(l)h,n  ≥ B(l) − τ24M(l)n Q(l) U∗,(l)h,n −U∗,(l)h,n  ≥ 0.
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The positivity of (A(l)x )−1 ensures thatV ∗,(l)h,n ≥ V ∗,(l)h,n ≥ V ∗,(l)h,n orV (l)h,n ≥ V (l)h,n ≥ V (l)h,n. Therefore, again by (6.4) and (6.1) with
m = 0,
A(l)y + τM(l)n+1Q
 U (l)h,n+1 − (U (l)h,n+1)(1) ≥ 0, A(l)y + τM(l)n+1Q (U (l)h,n+1)(1) −U (l)h,n+1 ≥ 0.
This implies that (U
(l)
h,n+1)(1) ≤ U (l)h,n+1 and U (l)h,n+1 ≤ (U (l)h,n+1)(1) for each l = 1, 2, . . . ,N , i.e., U(1)h,n+1 ≤ Uh,n+1 andUh,n+1 ≤ U(1)h,n+1. So, the monotone property (6.3) form = 1 is proved. Finally, the conclusion of the lemma follows from the
principle of induction. 
In view of the monotone property (6.3), the limits
lim
m→∞U
(m)
h,n = Uh,n, limm→∞U
(m)
h,n = Uh,n (6.5)
exist andUh,n ≤ U(m−1)h,n ≤ U(m)h,n ≤ Uh,n ≤ Uh,n ≤ U(m)h,n ≤ U(m−1)h,n ≤Uh,n (m, n = 1, 2, . . .). (6.6)
Lettingm →∞ in (6.1) and using the exactly same argument as that in proving Lemma A of Appendix in [9], we know that
the limits Uh,n and Uh,n satisfy
A(l)x V
∗,(l)
h,n = B(l)U∗,(l)h,n +
τ
24
Q(l)F∗,(l)h,n (U
∗
h,n)+ G(l)h,n,
U∗,(l)h,0 = Φ(l),
A(l)y U
(l)
h,n+1 = V (l)h,n + τQ maxW∈Sn+1 F
(l)
h,n+1(U
(l)
h,n+1, [W]l,N−1)+ R(l)h,n,
A(l)y U
(l)
h,n+1 = V (l)h,n + τQ minW∈Sn+1 F
(l)
h,n+1(U
(l)
h,n+1, [W]l,N−1)+ R(l)h,n, l = 1, 2, . . . ,N, n = 0, 1, 2, . . . ,
(6.7)
where
Sn+1 = {V ∈ Rq : Uh,n+1 ≤ V ≤ Uh,n+1}. (6.8)
By the intermediate value theorem, there exist intermediate vectors4 and2 in Sn+1 such that
A(l)x V
∗,(l)
h,n = B(l)U∗,(l)h,n +
τ
24
Q(l)F∗,(l)h,n (U
∗
h,n)+ G(l)h,n,
U∗,(l)h,0 = Φ(l),
A(l)y U
(l)
h,n+1 = V (l)h,n + τQF (l)h,n+1(U (l)h,n+1, [4]l,N−1)+ R(l)h,n,
A(l)y U
(l)
h,n+1 = V (l)h,n + τQF (l)h,n+1(U (l)h,n+1, [2]l,N−1)+ R(l)h,n, l = 1, 2, . . . ,N, n = 0, 1, 2, . . . .
(6.9)
Based on this relation, we have the following monotone convergence of iteration (6.1) to the unique solution Uh,n.
Theorem 6.1. Let the conditions in Theorem 4.2 be satisfied. Then the sequences {U(m)h,n } and {U(m)h,n } given by (6.1) converge
monotonically from above and below, respectively, to the unique solution Uh,n of (2.19) in ⟨Uh,n,Uh,n⟩. Moreover,Uh,n ≤ U(m−1)h,n ≤ U(m)h,n ≤ Uh,n ≤ U(m)h,n ≤ U(m−1)h,n ≤Uh,n (m, n = 1, 2, . . .). (6.10)
Proof. It suffices to show Uh,n = Uh,n = Uh,n for every n. But this follows by applying the argument in the proof of
Theorem 4.2 to the relation (6.9). 
Remark 6.1. Since we adopt the locally extreme values at the right-hand sides of the above proposed iteration (6.1),
the monotone convergence of the corresponding sequences follows without any requirement on the monotonicity
of F (l)h,n+1(Uh,n+1). This enlarges its applications essentially. If the function F
(l)
h,n+1(U
(l)
h,n+1, [Uh,n+1]l,N−1) is monotone in[Uh,n+1]l,N−1 for every l and n, then the computation of the maximum and minimum values in the iterations is trivial.
Otherwise, the maximum and minimum values can be determined by (f (l)
u(k)
)i,j,n+1 = 0.
Remark 6.2. The monotone convergence (6.10) implies that for eachm,U
(m)
h,n is an upper bound of the solution Uh,n, whilst
U(m)h,n gives a lower bound of the solution. Moreover, these bounds are improved, step by step, as m increases. This exhibits
its superiority over the ordinary convergence. On the other hand, the initial iterations in the iterative algorithm (6.1) are a
pair of coupled upper and lower solutions which can be constructed directly from the systemwithout any knowledge of the
true solution (see the next section).
Remark 6.3. The overall computation of the iteration (6.1) is simple and fast because it maintains the tridiagonal structure
of (2.19) and one needs only to solve a sequence of tridiagonal linear systems in the same fashion as for one-dimensional
problems.
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7. Construction of upper and lower solutions
It is seen from the previous section that in order to implement the monotone iterative algorithm (6.1) it is necessary to
find a pair of coupled upper and lower solutions of (2.19). The existence and the construction of such a pair depend mainly
on the nonlinear functions F (l)h,n(Uh,n) (or the reaction functions f
(l)(x, y, t,u)). In this section, we discuss some techniques for
the construction of upper and lower solutions. Given a vector u = (u(1), . . . , u(N))T ∈ RN , we sometimes write the reaction
functions in (1.1) as
f (l)(x, y, t,u) = f (l)(x, y, t, u(l), [u]l,N−1),
where [u]l,N−1 is defined in the same manner as (4.1). Throughout this section, we let the condition (3.1) be satisfied and
assume that G(l)h,n, R
(l)
h,n and the initial functions φ
(l)(x, y) are nonnegative.
7.1. Constant upper and lower solutions
Assume that there exists a positive vector c = (c, c, . . . , c)T ∈ RN such that
f (l)(x, y, t, 0, [u]l,N−1) ≥ 0, f (l)(x, y, t, c, [u]l,N−1) ≤ 0 for all 0 ≤ u ≤ c. (7.1)
Also assume f (l)(x, y, t, 0) = 0 and the boundary functions g(l)k (y, t) = h(l)k (x, t) ≡ 0 (k = 1, 2; l = 1, 2). In this
case, G(l)h,n = R(l)h,n = 0. Then for any initial function 0 ≤ φ(l)(x, y) ≤ c the constant vectors c = (c, c, . . . , c)T and
0 = (0, 0, . . . , 0)T in Rq are a pair of coupled upper and lower solutions of (2.19). To see this we observe that the vectors c
and 0 satisfy the inequalities in (4.2) ifcA
(l)
x E ≥ cB(l)E +
τ
24
Q(l)F∗,(l)h,n (cE, [W]l,N−1),
cA(l)y E ≥ cE + τQF (l)h,n+1(cE, [W′]l,N−1) for allW,W′ ∈ ⟨0, c⟩,
(7.2)
where E = (1, 1, . . . , 1)T ∈ RM . Since by (7.1),
F∗,(l)h,n (cE, [W]l,N−1) ≤ 0, F (l)h,n+1(cE, [W′]l,N−1) ≤ 0 for allW,W′ ∈ ⟨0, c⟩,
the inequalities in (7.2) hold if
cA(l)x E ≥ cB(l)E, cA(l)y E ≥ cE.
But by a simple calculation, A(l)x E ≥ E ≥ B(l)E and A(l)y E ≥ E. We see that (7.2) is satisfied. Hence, the constant vectors c
and 0 are coupled upper and lower solutions of (2.19).
7.2. Bounded reaction function f (l)
Assume that
f (l)(x, y, t, 0, [u]l,N−1) ≥ 0, f (l)(x, y, t,u) ≤ ρ(l) for all u ≥ 0, (7.3)
where ρ(l) is a positive constant. LetZ (l)h,n be the nonnegative solution of the linear system
A(l)x V
∗,(l)
h,n = B(l)Z∗,(l)h,n +
τ
24
ρ(l)Q(l)E + G(l)h,n,
Z∗,(l)h,0 = Φ(l),
A(l)y Z
(l)
h,n+1 = V (l)h,n + τρ(l)QE + R(l)h,n, l = 1, 2, . . . ,N; n = 0, 1, 2, . . . ,
(7.4)
where E = (1, 1, . . . , 1)T ∈ RM . Then by the second relation in (7.3),
A(l)x V
∗,(l)
h,n ≥ B(l)Z∗,(l)h,n + τ24Q(l)F∗,(l)h,n (Z∗,(l)h,n , [W]l,N−1)+ G(l)h,n,Z∗,(l)h,0 = Φ(l),
A(l)y
Z (l)h,n+1 ≥ V (l)h,n + τQF (l)h,n+1(Z (l)h,n+1, [W′]l,N−1)+ R(l)h,n for allW,W′ ≥ 0.
(7.5)
This implies that Uh,n = (Z (1)h,n,Z (2)h,n, . . . ,Z (N)h,n )T satisfies the requirements of an upper solution in (4.2). The first relation
in (7.3) ensures that 0 = (0, 0, . . . , 0)T ∈ Rq satisfies the inequalities of a lower solution. Hence, the vectorsUh,n and 0
are coupled upper and lower solutions of (2.19). The above construction of upper and lower solutions will be used for our
numerical computations in the next section.
Assume that there exists a positive constant ρ(l) such thatf (l)(x, y, t,u) ≤ ρ(l) for all u ∈ RN . (7.6)
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LetZ (l)h,n be the nonnegative solution of the linear system (7.4). Also letZ (l)h,n be the solution of the linear system (7.4) with ρ(l)
replaced by−ρ(l). A simple comparison using the positive property of (A(l)x )−1 and (A(l)y )−1 shows thatZ (l)h,n ≥Z (l)h,n for every
l = 1, 2, . . . ,N . Moreover by (7.6), the vectorsUh,n = (Z (1)h,n,Z (2)h,n, . . . ,Z (N)h,n )T andUh,n = (Z (1)h,n,Z (2)h,n, . . . ,Z (N)h,n )T satisfy the
inequalities of the upper and lower solutions in (4.2). This shows that they form a pair of coupled upper and lower solutions
of (2.19).
8. An application and numerical results
In this section, we give an application to an enzyme–substrate reaction–diffusion problem. We use some numerical
results to demonstrate the efficiency of the method. We focus our attention on the monotone convergence of iterations,
the higher-order accuracy of the numerical solution and the corresponding computational cost (CPU time in seconds). We
also compare the iterative algorithm (6.1) with the standard Newton’s method. Some other numerical experiments can be
found in [3].
In the enzyme–substrate reaction–diffusion problem, the equations for two substrates u and w are given by (1.1) with
N = 2, (u(1), u(2)) = (u, w) and
f (1)(x, y, t, u, w) = a1(ρ1 − u)− σ1uw(1+ u+ b1u2)−1 + q1(x, y, t),
f (2)(x, y, t, u, w) = a2(ρ2 − w)− σ2uw(1+ u+ b2u2)−1 + q2(x, y, t),
(8.1)
where ak, ρk, σk and bk (k = 1, 2) are positive constants, and qk (k = 1, 2) are nonnegative continuous functions
(see [1,40]). In this problem, the boundary and initial functions g(l)k , h
(l)
k , φ
(l) (k = 1, 2; l = 1, 2) are nonnegative.
For the above problem, the finite difference approximation (2.19) is reduced to
A(1)x V
∗,(1)
h,n = B(1)U∗h,n +
τ
24
Q(1)F∗,(1)h,n (U
∗
h,n,W
∗
h,n)+ G(1)h,n,
A(2)x V
∗,(2)
h,n = B(2)W ∗h,n +
τ
24
Q(2)F∗,(2)h,n (U
∗
h,n,W
∗
h,n)+ G(2)h,n,
U∗h,0 = Φ(1), W ∗h,0 = Φ(2),
A(1)y Uh,n+1 = V (1)h,n + τQF (1)h,n+1(Uh,n+1,Wh,n+1)+ R(1)h,n,
A(2)y Wh,n+1 = V (2)h,n + τQF (2)h,n+1(Uh,n+1,Wh,n+1)+ R(2)h,n, n = 0, 1, 2, . . . ,
(8.2)
where for each l = 1, 2 and each i = 1, 2, . . . ,Mx − 1,
F (l)h,n(Uh,n,Wh,n) = (F (l)1,h,n(U1,h,n,W1,h,n), . . . , F (l)Mx−1,h,n(UMx−1,h,n,WMx−1,h,n))T ,
F (l)i,h,n(Ui,h,n,Wi,h,n) = (f (l)(xi, y1, tn, uhi,1,n, whi,1,n), . . . , f (l)(xi, yMy−1, tn, uhi,My−1,n, whi,My−1,n))T .
(8.3)
Let condition (3.1) be satisfied, and letZ (l)h,n be the nonnegative solution of the linear system
A(l)x V
∗,(l)
h,n = B(l)Z∗,(l)h,n +
τ
24
(alρl + ql)Q(l)E + G(l)h,n,
Z∗,(l)h,0 = Φ(l),
A(l)y Z
(l)
h,n+1 = V (l)h,n + τ(alρl + ql)QE + R(l)h,n, l = 1, 2; n = 0, 1, 2, . . . ,
(8.4)
where the constant ql is a nonnegative upper bound of the function ql(l = 1, 2), and E = (1, 1, . . . , 1)T ∈ RM . Following
the construction of upper and lower solutions in Section 7, we obtain that the pairZh,n = (Z (1)h,n,Z (2)h,n)T and 0 = (0, 0)T are a
pair of coupled upper and lower solutions of (8.2).
LetM∗n = maxl=1,2 ‖Z (l)h,n‖∞. Since
∂ f (1)/∂u = −a1 − σ1w(1− b1u2)(1+ u+ b1u2)−2, ∂ f (1)/∂w = −σ1u(1+ u+ b1u2)−1,
∂ f (2)/∂u = −σ2w(1− b2u2)(1+ u+ b2u2)−2, ∂ f (2)/∂w = −a2 − σ2u(1+ u+ b2u2)−1,
(8.5)
the Lipschitz constantsM(l)n in (4.5) may be taken as
M(l)n = σlM∗n + al, l = 1, 2. (8.6)
Let the mesh sizes satisfy the conditions (3.1), (3.2) and (4.14). Then, by Theorem 4.2, problem (8.2) has a unique
solution (Uh,n,Wh,n)T in ⟨0,Zh,n⟩, and by Theorem 6.1, the sequences {(U (m)h,n ,W (m)h,n )T } and {(U (m)h,n ,W (m)h,n )T } from iteration
(6.1) (corresponding to (8.2)) with (U
(0)
h,n,W
(0)
h,n)
T = (Z (1)h,n,Z (2)h,n)T and (U (0)h,n,W (0)h,n)T = (0, 0)T converge monotonically to
(Uh,n,Wh,n)T .
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Fig. 8.1. The monotone convergence of {(U (m)h,n ,W (m)h,n )T } and {(U (m)h,n ,W (m)h,n )T } at (0.5, 0.6, 1).
To give some numerical results, we take the boundary functions g(l)k (y, t) = h(l)k (x, t) ≡ 0 (k = 1, 2; l = 1, 2), and
choose the physical parameters D(l)k = 1 (k = 1, 2; l = 1, 2), a1 = σ1 = b1 = 1, ρ1 = 10, a2 = 5 and ρ2 = σ2 = b2 = 2.
The initial function φ(l) is given as φ(l)(x, y) = sin(πx) sin(πy) (l = 1, 2). It is easy to check that whenq1(x, y, t) = (2π
2 − 1)z1 − a1(ρ1 − z1)+ σ1z1z2(1+ z1 + b1z21)−1,
q2(x, y, t) = (2π2 − (1+ t)−1)z2 − a2(ρ2 − z2)+ σ2z1z2(1+ z1 + b2z21)−1,
z1 = e−t sin(πx) sin(πy), z2 = (1+ t)−1 sin(πx) sin(πy),
(8.7)
the solution of the model problem is given by (u, w) = (z1, z2). In our numerical computations, we take an equal mesh
size in space, i.e., hx = hy = h. All computations are carried out by using MATLAB on a Pentium-4 computer with 2 G
memory.
8.1. The monotone convergence of the iterations
Let h = 0.05 and τ = h2/3. Using (U (0)h,n,W (0)h,n)T = (Z (1)h,n,Z (2)h,n)T and (U (0)h,n,W (0)h,n)T = (0, 0)T , we compute the
corresponding sequences {(U (m)h,n ,W (m)h,n )T } and {(U (m)h,n ,W (m)h,n )T } from iteration (6.1) (corresponding to (8.2)). The termination
criterion of iterations is given by
‖U (m)h,n − U (m)h,n ‖∞ + ‖W (m)h,n −W (m)h,n ‖∞ < ε (8.8)
for various ε.
In Fig. 8.1, we plot some values of the sequences {(U (m)h,n ,W (m)h,n )T } and {(U (m)h,n ,W (m)h,n )T } at the point (xi, yj, tn) =
(0.5, 0.6, 1). In this figure, the solid line denotes the sequence {(U (m)h,n ,W (m)h,n )T } and the broken line stands for the sequence
{(U (m)h,n ,W (m)h,n )T }. As expected from our analysis, the sequence {(U (m)h,n ,W (m)h,n )T } is monotone nonincreasing and the sequence
{(U (m)h,n ,W (m)h,n )T } is monotone nondecreasing. Besides, these sequences converge rapidly (in few iterations) to the same limit
(Uh,n,Wh,n)T . It indicates that the limit (Uh,n,Wh,n)T is the unique solution of (8.2) in ⟨0,Zh,n⟩.We also see that themonotone
convergence of the sequences gives concurrently improving upper and lower bounds for the solution (Uh,n,Wh,n)T , step by
step.
8.2. The higher-order accuracy of the numerical solution
We now calculate the order of maximum error of the numerical solution (Uh,n,Wh,n)T , which is defined by
orderα(h, n) = log2

errorα(h, n)
errorα(h/2, n)

, α = u, w,
erroru(h, n) = ‖Uh,n − Un‖∞, errorw(h, n) = ‖Wh,n −Wn‖∞,
(8.9)
where (Un,Wn)T denotes the true solution vector. In Table 8.1, we list the maximum errors erroru(h, n) and errorw(h, n) as
well as the orders of them at tn = 10 for different mesh sizes h and τ = h2, where the numerical solution (Uh,n,Wh,n)T is
computed by iteration (6.1) with the tolerance ε = 10−15. The corresponding computational cost (CPU time in seconds) is
also listed. The data in the table demonstrate that the numerical solution (Uh,n,Wh,n)T has the fourth-order accuracy. This
coincides well with the analysis.
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Table 8.1
The accuracy of the solution (Uh,n,Wh,n)T at tn = 10 by scheme (8.2) with τ = h2 .
h erroru(h, n) orderu(h, n) errorw(h, n) orderw(h, n) CPU time (s)
1/4 1.24245707e−07 3.99462 8.68364846e−05 4.03584 1.3416
1/8 7.79438568e−09 3.99682 5.29412507e−06 4.00906 8.8609
1/16 4.88224452e−10 3.99909 3.28810626e−07 4.00227 64.0384
1/32 3.05331999e−11 3.99993 2.05183237e−08 4.00056 426.5847
1/64 1.90841098e−12 1.28190156e−09 3966.2162
Table 8.2
The accuracy of the solution (Uh,n,Wh,n)T at tn = 10 by SFD with τ = h2 .
h erroru(h, n) orderu(h, n) errorw(h, n) orderw(h, n) CPU time (s)
1/4 2.47141805e−06 2.03621 3.82247448e−03 2.02235 0.8268
1/8 6.02541226e−07 2.00897 9.40926402e−04 2.00558 9.6565
1/16 1.49701840e−07 2.00224 2.34322788e−04 2.00140 86.5806
1/32 3.73674799e−08 2.00056 5.85240440e−05 2.00035 843.4350
1/64 9.33825186e−09 1.46274725e−05 12468.3799
Table 8.3
The accuracy of the solution (Uh,n,Wh,n)T at tn = 10 by scheme (8.2) with τ = h.
h erroru(h, n) orderu(h, n) errorw(h, n) orderw(h, n)
1/4 3.34445940e−06 2.06741 3.92803865e−04 1.72321
1/8 7.97946001e−07 2.01581 1.18970280e−04 1.93990
1/16 1.97312159e−07 2.00389 3.10076941e−05 1.98545
1/32 4.91952382e−08 2.00097 7.83048608e−06 1.99639
1/64 1.22905572e−08 1.96252399e−06
For comparison, we also solve the model problem by the standard finite difference method (SFD) as in [4,6,7]. This
method leads to a system of nonlinear algebraic equations which can be solved by a similar iterative algorithm as (6.1).
The corresponding maximum errors errorα(h, n) and their orders orderα(h, n) (α = u, w) at tn = 10 are given in Table 8.2,
where the tolerance ε = 10−15 as before. The last column of the table gives the corresponding computational cost (CPU
time in seconds). It is seen that the standard finite difference method only possesses the second-order accuracy.
The test results in Tables 8.1 and 8.2 show that with the same mesh size h, the numerical solution of the scheme (8.2)
is more accurate than that of the SFD. Moreover, the scheme (8.2) is less expensive than the SFD for the fine mesh size
h ≤ 1/8. We also see that for obtaining the numerical solution of the SFD with the maximum error erroru(h, n) around
9.33825186× 10−9 and the maximum error errorw(h, n) around 1.46274725× 10−5 at tn = 10, we need to take h = 1/64,
and so cost 12468.3799 CPU seconds (see Table 8.2). In contrast, a more accurate numerical solution is provided by the
scheme (8.2) with h = 1/8. In this case, the maximum errors erroru(h, n) and errorw(h, n) are 7.79438568 × 10−9 and
5.29412507×10−6, respectively, and the corresponding cost is only 8.8609 CPU seconds (see Table 8.1). Similar comparisons
can bemadewith other data. These comparisons indicate that the presented scheme (8.2) ismore efficient than the standard
finite difference method.
We now compute the numerical solution (Uh,n,Wh,n)T by the scheme (8.2) for the case τ = h. In this situation,
the condition (3.1) is not satisfied. However, in our numerical computations, it was still observed that the sequences
{(U (m)h,n ,W (m)h,n )T } and {(U (m)h,n ,W (m)h,n )T } from iteration (6.1) (corresponding to (8.2)) converge monotonically from above and
below, respectively, to the unique solution (Uh,n,Wh,n)T of (8.2) in ⟨0,Zh,n⟩. Because the monotone convergence is the same
as that described in Section 8.1, we will not report the corresponding numerical results here. Table 8.3 gives the maximum
errors erroru(h, n) and errorw(h, n) of the numerical solution (Uh,n,Wh,n)T as well as the orders of them at tn = 10 for
different mesh sizes h and τ = h, where the numerical solution (Uh,n,Wh,n)T is computed by iteration (6.1) with the
tolerance ε = 10−15.We see that the numerical solution (Uh,n,Wh,n)T converges to the continuous solutionwith the second-
order accuracy for the case τ = h. This implies that the condition (3.1) is not necessary for practical computations.
8.3. The comparison with the standard Newton’s method
We further compare the monotone iterative algorithm (6.1) with the standard Newton’s method for the nonlinear
problem (8.2). To describe the standard Newton’s method for (8.2) we define
Ay = diag(A(1)y ,A(2)y ), Q∗ = diag(Q), Xh,n = (Uh,n,Wh,n)T , Vh,n = (V (1)h,n , V (2)h,n )T ,
Fh,n(Xh,n) = (F (1)h,n(Uh,n,Wh,n), F (2)h,n(Uh,n,Wh,n))T , Rh,n = (R(1)h,n, R(2)h,n)T .
(8.10)
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Table 8.4
The comparison of iterative algorithm (6.1) and Newton’s method (8.12) at tn = 10.
Method h No. of iter. CPU time (s) erroru(h, n) errorw(h, n)
Iterative algorithm (6.1) 1/30 6 491.7776 3.95251937e−11 2.65636804e−08
Newton’s method (8.12) 4 1071.3993 3.95252932e−11 2.65636722e−08
Iterative algorithm (6.1) 1/35 6 772.0957 2.12932172e−11 1.43072806e−08
Newton’s method (8.12) 4 1902.4790 2.12932393e−11 1.43072788e−08
Iterative algorithm (6.1) 1/40 6 1176.6531 1.25073849e−11 8.40271529e−09
Newton’s method (8.12) 4 3151.6414 1.25073909e−11 8.40271484e−09
Iterative algorithm (6.1) 1/45 6 1655.5138 7.79902465e−12 5.23901550e−09
Newton’s method (8.12) 4 4899.7886 7.79902617e−12 5.23901514e−09
Iterative algorithm (6.1) 1/50 5 1986.6415 5.12165818e−12 3.44139880e−09
Newton’s method (8.12) 4 7282.5167 5.12328235e−12 3.44133647e−09
Iterative algorithm (6.1) 1/55 5 2714.7138 3.49571645e−12 2.34850414e−09
Newton’s method (8.12) 4 10554.3569 3.49647379e−12 2.34847553e−09
Iterative algorithm (6.1) 1/60 5 3684.1040 2.47040647e−12 1.65949947e−09
Newton’s method (8.12) 4 14775.3071 2.47078530e−12 1.65948745e−09
Then problem (8.2) can be written as
A(1)x V
∗,(1)
h,n = B(1)U∗h,n +
τ
24
Q(1)F∗,(1)h,n (U
∗
h,n,W
∗
h,n)+ G(1)h,n,
A(2)x V
∗,(2)
h,n = B(2)W ∗h,n +
τ
24
Q(2)F∗,(2)h,n (U
∗
h,n,W
∗
h,n)+ G(2)h,n,
U∗h,0 = Φ(1), W ∗h,0 = Φ(2),
AyXh,n+1 = Vh,n + τQ∗Fh,n+1(Xh,n+1)+ Rh,n, n = 0, 1, 2, . . . .
(8.11)
Based on this form, the standard Newton’s method for (8.2) is given by
A(1)x V
∗,(1)
h,n = B(1)U∗h,n +
τ
24
Q(1)F∗,(1)h,n (U
∗
h,n,W
∗
h,n)+ G(1)h,n,
A(2)x V
∗,(2)
h,n = B(2)W ∗h,n +
τ
24
Q(2)F∗,(2)h,n (U
∗
h,n,W
∗
h,n)+ G(2)h,n,
U∗h,0 = Φ(1), W ∗h,0 = Φ(2),
Ay − τQ∗J(m)h,n+1

X(m+1)h,n+1 = Vh,n + τQ∗

Fh,n+1(X(m)h,n+1)− J(m)h,n+1X(m)h,n+1

+ Rh,n, n = 0, 1, 2, . . . ,
(8.12)
where J(m)h,n+1 is the corresponding Jacobian matrix. In contrast with the iterative algorithm (6.1), the iterative equations in
(8.12) are coupled due to the Jacobian matrix J(m)h,n+1 and thus the corresponding system is not tridiagonal.
Let (Z (1)h,n,Z (2)h,n)T be the nonnegative solution of the system (8.4). Using (U (0)h,n,W (0)h,n)T = (Z (1)h,n,Z (2)h,n)T , (U (0)h,n,W (0)h,n)T =
(0, 0)T and X(0)h,n = (Z (1)h,n,Z (2)h,n)T as the respective initial iterations, we compute the solution (Uh,n,Wh,n)T of (8.2) by the
iterative algorithm (6.1) and Newton’s method (8.12). The termination criterion of iterations for (6.1) is given by (8.8) with
the tolerance ε = 10−15 and for (8.12) is given by ‖X(m)h,n − X(m−1)h,n ‖∞ < 10−15. The required numbers of iterations (No. of
iter.) and the corresponding computational costs (CPU time in seconds) at tn = 10 for these two different algorithms with
various h and τ = h2 are shown in Table 8.4. Also shown in this table are the maximum errors errorα(h, n)(α = u, w) of the
numerical solution (Uh,n,Wh,n)T for each h. We see that for the samemesh size h, the number of iterations and the accuracy
of the numerical solution by these two different algorithms are about the same. However, Newton’s method (8.12) needs
much more computational time to converge than the iterative algorithm (6.1). This comparison shows the advantage of the
iterative algorithm (6.1) over Newton’s method (8.12).
9. Concluding remarks
In this paper, we analyzed a compact finite difference ADI method published in Ref. [3] for solving a system of two-
dimensional reaction–diffusion equations with nonlinear reaction terms. We obtained the existence and uniqueness of
the numerical solution, and theoretically showed that the numerical solution has the accuracy of fourth-order in space
and second-order in time. We also developed an efficient monotone iterative algorithm for solving the resulting nonlinear
discrete system. All results do not require anymonotonicity of the nonlinear reaction terms. This enlarges their applications
essentially. The numerical results presented coincide with the analysis very well and demonstrate the high efficiency of the
method.
In this work, we developed a technique for analyzing higher-order compact finite difference ADI methods. We also
extended the method of upper and lower solutions to higher-order compact finite difference ADI methods for two-
dimensional partial differential equations. The main techniques in this work can be applied to three-dimensional problems.
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