Abstract. For two strings a, b of lengths m, n respectively, the longest common subsequence (LCS) problem consists in comparing a and b by computing the length of their LCS. In this paper, we define a generalisation, called "the all semi-local LCS problem", where each string is compared against all substrings of the other string, and all prefixes of each string are compared against all suffixes of the other string. An explicit representation of the output lengths is of size Θ (m+n)
Introduction
Given two strings a, b of lengths m, n respectively, the longest common subsequence (LCS) problem consists in comparing a and b by computing the length of their LCS. In this paper, we define a generalisation, called "the all semi-local LCS problem", where each string is compared against all substrings of the other string, and all prefixes of each string are compared against all suffixes of the other string. The all semi-local LCS problem arises naturally in the context of LCS computations on substrings. It is closely related to local sequence alignment (see e.g. [7, 9] ) and to approximate string matching (see e.g. [6, 15] ).
A standard approach to string comparison is representing the problem as a dag (directed acyclic graph) of size Θ(mn) on an m × n grid of nodes. The basic LCS problem, as well as its many generalisations, can be solved by dynamic programming on this dag in time O(mn) (see e.g. [6, 7, 15, 9] ). It is well-known (see e.g. [13, 1] and references therein) that all essential information in the grid dag can in fact be represented by a data structure of size O(m + n). In this paper, we expose a rather surprising (and to the best of our knowledge, previously unnoticed) connection between this linear-size representation of the string comparison dag, and a standard computational geometry problem known as dominance counting.
If the output lengths of the all semi-local LCS problem are represented explicitly, the total size of the output is Θ (m+n)
2 , corresponding to m 2 +n 2 possible substrings and 2mn possible prefix-suffix pairs. To reduce the storage requirements, we allow the output lengths to be represented implicitly by a smaller data structure that allows efficient retrieval of individual output values. Using previously known linear-size representations of the string comparison dag, retrieval of an individual output length typically requires scanning of at least a constant fraction of the representing data structure, and therefore takes time O(m + n). By exploiting the geometry connection, we show that the output lengths can be represented by a set of m + n grid points. Individual output lengths can be obtained from this representation by dominance counting queries. This leads to a data structure of size O(m+n), that allows to query an individual output length in time O log(m+n) log log(m+n) , using a recent result by JaJa, Mortensen and Shi [8] .
The described approach presents a substantial improvement in query efficiency over previous approaches.
It has long been known [14, 5] that the (global) LCS problem can be solved in subquadratic 1 time O mn log(m+n) when m and n are reasonably close. Alves et al. [1] , based on an idea of Schmidt [17] , proposed an all string-substring (i.e. restricted semi-local) LCS algorithm that runs in time O(mn). In this paper, we propose the first all semi-local LCS algorithm, which runs in subquadratic time O mn log(m+n) 1/2 when m and n are reasonably close. This improves on [1] simultaneously in algorithm functionality, output representation efficiency, and running time.
Previous work
Although our generic definition of the all semi-local LCS problem is new, several algorithms dealing with similar problems involving multiple substring comparison have been proposed before. The standard dynamic programming approach can be regarded as comparing all prefixes of each string against all prefixes of the other string. Papers [17, 11, 1] present several variations on the theme of comparing substrings (prefixes, suffixes) of two strings. In [12, 10] , the two input strings are revealed character by character. Every new character can be either appended or prepended to the input string. Therefore, the computation is performed essentially on substrings of subsequent inputs. In [13] , multiple strings sharing a common substring are compared against a common target string. A common feature in many of these algorithms is the use of linear-sized string comparison dag representation, and a suitable merging procedure that "stitches together" the representations of neighbouring dag blocks to obtain a representation for the blocks' union. As a consequence, such algorithms could be adapted to work with our new, potentially more efficient geometric representation, without any increase in asymptotic time or memory requirements.
Problem statement and notation
We consider strings of characters from a fixed finite alphabet, denoting string concatenation by juxtaposition. Given a string, we distinguish between its contiguous substrings, and not necessarily contiguous subsequences. Special cases of a substring are a prefix and a suffix of a string. For two strings a = α 1 α 2 . . . α m and b = β 1 β 2 . . . β n of lengths m, n respectively, the longest common subsequence (LCS) problem consists in computing the LCS length of a and b.
We consider a generalisation of the LCS problem, which we call the all semilocal LCS problem. It consists in computing the LCS lengths on substrings of a and b as follows:
• the all string-substring LCS problem: a against every substring of b;
• the all prefix-suffix LCS problem: every prefix of a against every suffix of b;
• symmetrically, the all substring-string LCS problem and the all suffix-prefix LCS problem, defined as above but with the roles of a and b exchanged.
It turns out that by considering this combination of problems rather than each problem separately, the algorithms can be greatly simplified. A traditional distinction, especially in computational biology, is between global (full string against full string) and local (all substrings against all substrings) comparison. Our problem lies in between, hence the term "semi-local". Many string comparison algorithms output either a single optimal comparison score across all local comparisons, or a number of local comparison scores that are "sufficiently close" to the globally optimal. In contrast with this approach, we require to output all the locally optimal comparison scores.
In addition to standard integer indices Z = {. . . , −2, −1, 0, 1, 2, . . .}, we use odd half-integer 2 indicesẐ = {. . . , − 
Problem analysis
It is well-known that an instance of the LCS problem can be represented by a dag (directed acyclic graph) on an m × n grid of nodes, where character matches correspond to edges of weight 1, and gaps to edges of weight 0. To describe our algorithms, we need a slightly extended version of this representation, where the representing dag is embedded in an infinite grid dag. Given an instance of the all semi-local LCS problem, its corresponding grid dag is an m × n grid dag, where the diagonal edge
Common string-substring, suffix-prefix, prefix-suffix, and substring-string subsequences correspond, respectively, to paths of the following form in the grid dag:
where
The length of each subsequence is equal to the weight of its corresponding path. The solution to the all semi-local LCS problem is equivalent to finding the weight of a maximum-weight path of each of the four types (1) between every possible pair of endpoints. (Since the graph is acyclic, this is also equivalent to finding the weight of the corresponding minimum-weight path in a grid dag where all the weights are negated.)
Given an m × n grid dag G, its extension G + is an infinite weighted dag, defined on the set of nodes v i,j , i, j ∈ Z and containing G as a subgraph. For all i, j ∈ Z:
• horizontal edge v i,j−1 → v i,j and vertical edge v i−1,j → v i,j are both always present in G + and have weight 0;
iff it is present in G; if present, it has weight 1;
• otherwise, diagonal edge v i−1,j−1 → v i,j is always present in G + and has weight 1.
An infinite dag that is an extension of some (finite) grid dag will be called an extended grid dag. When dag G + is the extension of dag G, we will say that G is the core of G + . Relative to G + , we will call the nodes of G core nodes. By using the extended grid dag representation, the four path types (1) can be reduced to a single type, corresponding to the all string-substring (or, symmetrically, substring-string) LCS problem on an extended set of indices.
Definition 3. Given an m×n grid dag G, its extended horizontal (respectively, vertical) score matrix is an infinite matrix defined by
where the maximum is taken across all paths between the given endpoints in the extension G + . If i = j, we have A(i, j) = 0. By convention, if j < i, then we let
The maximum path weights for each of the four path types (1) can be obtained from the extended horizontal score matrix (2) as follows:
, and the maximum is taken across all paths between the given endpoints. The same maximum path weights can be obtained analogously from the extended vertical score matrix (3). For most of this section, we will concentrate on the properties of extended horizontal score matrices, referring to them simply as "extended score matrices". By symmetry, extended vertical score matrices will have analogous properties. We assume i, j ∈ Z, unless indicated otherwise. Theorem 1. An extended score matrix has the following properties:
Proof. A path v 0,i−1 v m,j can be obtained by first following a horizontal edge of weight 0: 
Rearranging the terms
and applying (4), we obtain (6) and, by symmetry, (7).
The properties of Theorem 1 are symmetric with respect to i and n − j. Alves et al. [1] introduce the same properties but do not make the most of their symmetry. We aim to exploit symmetry to the full. Corollary 1. An extended score matrix has the following properties:
Proof. These are the well-known properties of matrix A and its transpose A T being totally monotone. In both pairs, the properties are each other's contrapositive, and follow immediately from Theorem 1.
Informally, Corollary 1 says that the inequality between the corresponding elements in two successive rows (respectively, columns) "propagates to the left (respectively, downwards)", and the equality "propagates to the right (respectively, upwards)". Recall that by convention, A(i,
In particular, point (i, j) is never A-critical for i > j.
For each i (respectively, j), there exists at most one j (respectively, i) such that the point (i, j) is A-critical.
Proof. By Corollary 1 and Definition 4.
We will represent an extended score matrix by its set of critical points. Such a representation is based on the following simple geometric concept.
Informally, the dominated point is "below and to the left" of the dominating point in the score matrix 4 . The following theorem shows that the geometric representation of a score matrix is unique, and gives a simple formula for recovering matrix elements.
Theorem 2. For an arbitrary integer point
denote the number of (odd half-integer) A-critical points it dominates. We have In both cases, the theorem statement holds for A(i 0 , j 0 ).
Recall that outside the core, the structure of an extended grid graph is trivial: all possible diagonal edges are present in the non-core subgraph. This gives rise to an additional property: when i < −m or j > m + n, point (i, j) is A-critical iff j − i = m. We will call such A-critical points trivial. It is easy to see that an A-critical point (i, j) is non-trivial, iff either both v 0,i− and v m,j+ 1 2 , are core nodes. Since only non-trivial critical points need to be represented explicitly, Theorem 2 allows a representation of an extended score matrix by a data structure of size O(m + n). There is a close connection between this representation and the canonical structure of general Monge matrices (see e.g. [4] ).
Informally, Theorem 2 says that the value A(i 0 , j 0 ) is determined by the number of A-critical points dominated by (i 0 , j 0 ). This number can be obtained by scanning the set of all non-trivial critical points in time O(m + n). However, much more efficient methods exist when preprocessing of the critical point set is allowed.
The dominance relation between points is a well-studied topic in computational geometry. The following theorems are derived from two relevant geometric results, one classical and one recent. Proof. The structure in question is a 2D range tree [3] (see also [16] ), built on the set of non-trivial critical points. There are m + n non-trivial critical points, hence the total number of nodes in the tree is O (m + n) log(m + n) . A dominance query on the set of non-trivial critical points can be answered by accessing O log(m + n) 2 of the nodes. A dominance query on the set of trivial critical points can be answered by a simple constant-time index calculation (note that the result of such a query can only be non-zero when the query point lies outside the core subgraph of the extended grid dag). The sum of the two dominance queries above provides the total number of critical points dominated by the query point (i 0 , j 0 ). The value A(i 0 , j 0 ) can now be obtained by Theorem 2. log log(m+n) .
Proof. As above, but the range tree is replaced by the asymptotically more efficient data structure of [8] .
While the data structure used in Theorem 4 provides better asymptotics, the range tree used in Theorem 3 is simpler, requires a less powerful computation model, and is more likely to be practical.
We conclude this section by formulating yet another previously unexploited symmetry of the all semi-local LCS problem, which will also become a key ingredient of our algorithm. This time, we consider both the horizontal score matrix A as in (2), and the vertical score matrix A * as in (3). We show a simple one-to-one correspondence between the geometric representations of A and A * , allowing us to switch easily between these representations.
Proof. Straightforward case analysis based on Definition 4.
The algorithm
We now describe an efficient algorithm for the all semi-local LCS problem. We follow a divide-and-conquer approach, which refines the framework for the stringsubstring LCS problem developed in [17, 1] . Strings a, b are recursively partitioned into substrings. Without loss of generality, consider a partitioning a = a 1 a 2 into a concatenation of two substrings of length m 1 , m 2 , where m 1 + m 2 = m. Let A, B, C denote the extended score matrices for the all semi-local LCS problems comparing respectively a 1 , a 2 , a against b. In every recursive call our goal is, given matrices A, B, to compute matrix C efficiently. We call this procedure merging. Trivially, merging can be performed in time O (m + n) 3 by standard matrix multiplication over the (max, +)-semiring. By exploiting the Monge property of the matrices, the time complexity of merging can be easily reduced to O (m + n) 2 , which is optimal if the matrices are represented explicitly. We show that a further reduction in the time complexity of merging is possible, by using the data representation and algorithmic ideas introduced in Section 4.
By Theorem 2, matrices A, B, C can each be represented by the sets of respectively m 1 + n, m 2 + n, m + n non-trivial critical points. Alves et al. [1] use a similar representation; however, for their algorithm, n critical points per matrix are sufficient. They describe a merging procedure for the special case m 1 = 1 (or m 2 = 1), that runs in time O(n). On the basis of this procedure, they develop a string-substring LCS algorithm that runs in time O(mn), and produces a data structure of size O(n), which can be easily converted into the critical point set for the output matrix. By adding a post-processing phase based on Theorems 3, 4, this algorithm can be adapted to produce a query-efficient output data structure.
Our new algorithm is based on a novel merging procedure, which works for arbitrary values m 1 , m 2 . Lemma 1. Given subproblems with extended score matrices A, B, C as described above, the sets of A-and B-critical points can be merged into the set of C-critical points in time O m + n 1.5 and memory O(m + n).
Proof. Our goal is to compute the set of all non-trivial C-critical points. Without loss of generality, we may assume that 2m 1 = 2m 2 = m, and that n is a power of 2 (otherwise, appropriate padding can be applied to the input). We will compute non-trivial C-critical points in two stages:
It is easy to see that every non-trivial C-critical point (i, j) is computed in either the first or the second stage. Informally, each C-critical point in the first stage is obtained as a direct combination of an A-critical and a B-critical point, exactly one of which is trivial. All A-critical and B-critical points remaining in the second stage are non-trivial, and determine collectively the remaining C-critical points. However, in the second stage the direct one-to-one relationship between C-critical points and pairs of A-and B-critical points need not hold.
We now give a formal description of both stages of the algorithm. Second stage. First, we simplify the problem by eliminating all half-integer indices that correspond to critical points considered in the first stage. We then proceed by partitioning the resulting square index range recursively into regular half-sized square blocks. For each block, we establish the number of C-critical points contained in it, and perform the recursive partitioning of the block as long as this number is greater than 0. (The details are omitted due to space restrictions. They will appear in the full version of the paper.)
In summary, the first stage takes time and memory O(m + n). The second stage takes time and memory O(m + n) for index elimination and renumbering, and then time O(n 1.5 ) and memory O(n) for the recursion. Therefore, we have the total time and memory cost as claimed.
From now on, we assume without loss of generality that n ≤ m. We will also assume that m and n are reasonably close, so that (log m) c ≤ n for some constant c, specified separately for each algorithm. First, we describe a simple algorithm running in overall time O(mn), and then we modify it to achieve running time o(mn).
Algorithm 1 (All semi-local LCS, basic version).
Input: strings a, b of length m, n, respectively; we assume log m ≤ n ≤ m. Output: extended score matrix on strings a, b, represented by m + n non-trivial critical points. Description. The computation proceeds recursively, partitioning the longer of the two current strings into a concatenation of two strings of equal length (within ±1 if string length is odd). Given a current partitioning, the corresponding sets of critical points are merged by Lemma 1. Note that we now have two nested recursions: the main recursion of the algorithm, and the inner recursion of Lemma 1.
In the process of main recursion, the algorithm may (and typically will, as long as the current values of m and n are sufficiently close) alternate between partitioning string a and string b. Therefore, we will need to convert the geometric representation of a horizontal score matrix into a vertical one, and vice versa. This can be easily achieved by Theorem 5.
The base of the main recursion is m = n = 1. Cost analysis. Consider the main recursion tree. The computational work in the top log(m/n) levels of the tree is at most log(m/n)·O(m)+(m/n)·O(n 1.5 ) = O(mn). The computational work in the remaining 2 log n levels of the tree is dominated by the bottom level, which consists of O(mn) instances of merging score matrices of size O(1). Therefore, the total computation cost is O(mn).
The main recursion tree can be evaluated depth-first, so that the overall memory cost is dominated by the top level of the main recursion, running in memory O(n).
The above algorithm can now be easily modified to achieve the claimed subquadratic running time, using an idea originating in [2] and subsequently applied to string comparison by [14] .
Algorithm 2 (All semi-local LCS, full version). Input, output: as in Algorithm 1; we assume (log m) 5/2 ≤ n ≤ m.
Description. Consider an all semi-local LCS problem on strings of size t = 1 2 · log σ m, where σ is the size of the alphabet. All possible instances of this problem are precomputed by Algorithm 1 (or by the algorithm of [1] ). After that, the computation proceeds as in Algorithm 1. However, the main recursion is cut off at the level where block size reaches t, and the precomputed values are used as the recursion base. Cost analysis. In the precomputation stage, there are σ 2t problem instances, each of which costs O(t 2 ). Therefore, the total cost of the precomputation is σ 2t · O(t 2 ) = . The computational work in the remaining 2 log(n/t) levels of the tree is dominated by the cut-off level, which consists of O(mn/t 2 ) instances of merging score matrices of size O(t). Therefore, the total computation cost is mn/t 2 · O(t 
Conclusions
We have presented a new approach to the all semi-local LCS problem. Our approach results in a significantly improved output representation, and yields the first subquadratic algorithm for the problem, with running time O An immediate open question is whether the time efficiency of our algorithm can be improved even further, e.g. to match the (global) LCS algorithms of [14, 5] with running time O mn log(m+n) . Currently, our algorithm assumes constant alphabet size; it may be possible to remove this assumption by the technique of [5] .
Another interesting question is whether our algorithm can be adapted to more general string comparison. The edit distance problem concerns a minimum-cost transformation between two strings, with given costs for character insertion, deletion and substitution. The LCS problem is equivalent to the edit distance problem with insertion/deletion cost 1 and substitution cost 2 or greater. By a constant-factor blow-up of the grid dag, our algorithm can solve the all semilocal edit distances problem, where the insertion, deletion and substitution edit costs are any constant rationals. It remains an open question whether this can be extended to arbitrary real costs, or to sequence alignment with non-linear gap penalties.
Finally, our technique appears general enough to be able to find applications beyond semi-local comparison. In particular, could it be applied in some form to the biologically important case of fully local (i.e. every substring against every substring) comparison?
