Abstract-In the paper, results of experimental research on wavelet video codec are presented. The author has put emphasis on the optimal selection of the coder parameters to optimize the coding time. The author has used six test sequences (Basket, City, Crew, Harbour, Ice and Soccer in 352x288, 30 fps) for the experiments. The sequences used in the research are commonly used to assess the effectiveness of video sequence compression. The measurement of the image quality is based on the PSNR. The results of optimal selection of wavelet video codec parameters due to the coding time are presented. The main goal of the paper is to show the coder parameters that provide the best values of the PSNR for a reduced coding time.
I. INTRODUCTION
N OWADAYS, video data compression is widely used in a great number of devices and deployments. This technique is applied in simple devices as well as advanced video systems, for example in: cheap video cameras, car video recorders, mobile phones, movie and TV cameras, terrestrial and satellite digital television systems (DVB-T, DVB-S) and the like. Devices which are able to record and play video data are in most cases fitted with a processing unit that ensures processing all incoming data in real time. The cheaper the recording unit, the less efficient the processing unit. This makes it necessary to use less efficient video compression techniques and thereby at a lower numeric cost.
In recent years, we have observed significant progress in the area of image and video compression. New and more efficient compression techniques of video sequences have been proposed. Numerous standards of video compression have appeared (e.g. MPEG-4, H.263, H.264) which use hybrid coding techniques. Together with the development and growth of coding effectiveness, requirements for the computing power of processing units increase. That is why some solutions can not be used in devices with insufficient processing power.
Coders based on the standards mentioned above, often called hybrid coders, use the Discrete Cosine Transform (DCT) [1] . In recent years, many researchers show interest in the Discrete Wavelet Transform (DWT) [2] - [4] . Wavelet-based coders are an attractive alternative to the well-known hybrid coders, owing to their many advantages. The most important ones are:
• fully embedded bitstream that enables to progressively decode with once coded data stream (SNR scalability),
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• natural scalability in the spatial domain which allows to obtain correct video sequences at reduced spatial dimensions from one data stream, • natural scalability in the time domain which allows to obtain correct video sequences at reduced framerate from one data stream, • ease to get an exact bitrate (thanks to fully embedded bitstream). The above mentioned advantages of wavelet video coders have special significance in cordless systems (where flow capacity can change in time) and also in the transmission of video sequences via heterogeneous networks [5] . The use of a scalable wavelet coder can facilitate broadcast for a wide range of customers using: a network with different transmission rates, devices with different screen resolutions and different computational power. By changing the values of the wavelet coder parameters, it is possible to influence the coding effectiveness and thereby the limitation of requirements for computational power. In many cases such a solution allows to use cheaper components in video devices.
During encoding video sequences, sending data to the receiver and decoding video data, three types of delays can occur:
• delay of the processing unit that codes or decodes data, • delay resulting from the necessity to send data to the coder via the transmission channel, • delay resulting from algorithms used in a coder/decoder which sometimes require waiting for a number of future images. The paper does not analyze the coding delay resulting from algorithms applied in a coder. This aspect has been analyzed in [6] . The time that is necessary to send data to a coder via a transmission channel has not been taken into account either. The focus is mainly on the processing time of the test sequence by the processing unit.
In the paper, results of experimental research on a wavelet video codec are presented. The author has put emphasis on an optimal selection of the coder parameters to optimize the coding time. For the experiments, six test sequences were taken: Basket, City, Crew, Harbour, Ice and Soccer in format CIF 30Hz (352x288). The sequences selected are commonly used to assess the effectiveness of video sequence compression.
II. WAVELET CODER OF VIDEO SEQUENCES
In order to achieve a good performance of a wavelet video coder, the pictures of the sequence are grouped into groups of pictures (GOP) and processed jointly. The number of frames in a GOP is equal to k−th power of 2, where k is the number of levels of a temporal analysis. Such a group is filtered with motion compensation producing one low frequency picture and seven high frequency pictures [7] - [11] . The GOP size has influence on both the coding complexity and the coding effectiveness. (Fig. 1) . At the next level of the temporal decomposition (k = 2), only low frequency components are processed, producing their own low frequency component l 2 t and the high frequency components h 2 t . The same scheme is repeated in the following decomposition levels, until only one low frequency and one high frequency component have been obtained. For a group of eight pictures, the final result is: one low frequency component and seven high frequency components.
In practice, a wavelet analysis is performed with the use of the so called lifting structure [12] - [14] . The lifting is based on two steps: prediction -which represents highpass filtering and update -which represents lowpass filtering. The first stage of such analysis is splitting the input signal y into the even and odd samples y 0 and y 1 (Fig. 2) . The next step is the actual analysis: the output component y 1 is the result of the operation of the predictor P (which represents high frequency filtering), and the y 0 component is produced by the update operator U (representing low frequency filtering). The operation can be presented as in equation (1):
(1) A synthesis can be done by using the same lifting steps but in a reverse order and with opposite signs (change + into -in update step and change -into + in prediction step). The first step is the actual synthesis: the component y 0 is the result of the operation of the update operator U , and the y 1 component is produced by the prediction operator P (Fig. 3) . Finally, the last operation merges the even and odd samples y 0 and y 1 . This procedure produces the output signal y. The operation can be presented as in equation (2):
Prediction P Lifting implementations of the temporal filters in wavelet video coders include motion-compensated prediction and update operations. Motion compensated temporal filtering performed with the use of a lifting scheme [15] and based on the LeGall 5/3 filters [16] is described by equation (3) -the analysis, and (4) -the synthesis:
Update
) , where:
Components produced in the process of motion compensated temporal filtering are in the next step analyzed in a twodimensional spatial domain [4] . The Daubechies 9/7 wavelet filters are used in this step of analysis [17] , [18] . As a result, we obtain a three-dimensional wavelet analysis of the input video sequence (one dimension in time and two dimensions in 2D space). The resulting three-dimensional components, taking the form of an output bitstream, can be presented in a visual form as a cube (Fig. 4) . Taking suitable parts of the cube, it is possible to obtain spatial and temporal scalability with no need to perform the coding procedure again.
Motion estimation is the most time-consuming stage of wavelet video coding. It consumes about 80% of the whole time needed for compression. A fundamental part of the prediction with motion compensation is picture division into smaller components. A picture of a video sequence based on a predetermined algorithm is divided into so-called blocks. Then for each of the blocks, a motion vector is calculated. The block, after moving according to the motion vector, should be as similar as possible to a reference picture. The mean absolute error (MAE) is a quantity used to measure how similar the referenced part of a picture and a block are to each other.
The size of a block can vary from 64x64 points to 4x4 points. Spatial filtering is performed in the first step of motion estimation. As a result of this filtering, the picture size is decreased fourfold (Fig. 5) . At the beginning, the motion estimation is performed for pictures with reduced spatial dimensions for a block size of 64x64 points. In the next step, the resolution of the pictures is doubled and each block is divided into four equal subblocks. Now, motion vectors are calculated for the subblocks taking into account the motion vector calculation in the previous step. Then, using equation (5) 
where:
• (m, n) − picture spatial coordinates, • (d m , d n ) − motion vector for coordinates of the picture at point (m, n), • A(m, n) − one point of previous picture at point (m, n), • B(m, n) − one point of current picture at point (m, n), a comparison is made of the motion estimation error of a block with the mean of the error in the subblocks. If the mean of this error in a subblock is smaller than that in a block, then the division at the time block is kept. After determining the motion vectors in the picture with full spatial dimensions, the motion estimation calculation ends. In the end, we have obtained a motion vector tree (Fig. 5) [10] . Motion vectors are calculated for each type h component. The more levels of decomposition in the time domain, the more effort required to perform the motion estimation procedure.
In order to carry out the motion estimation with an accuracy higher then one spatial sampling interval, at first this procedure is done with one pixel accuracy. Then, by interpolating, the size of the picture is doubled. Next, a new motion vector is searched in the neighbourhood of the previously found vector. This step can be repeated in order to achieve the required accuracy of the calculation of motion vectors. Usually, the higher the accuracy of the motion vector calculation, the higher the coding effectiveness. More accurate motion vector calculation implies the necessity of calculating a higher number of motion vectors, producing more data to process and increasing the numerical cost of the operation.
A. Parameters of Wavelet Video Coder
Among many parameters that affect the coding process, four of them are crucial from the point of view of the complexity and coding effectiveness. Depending on the values of the parameters, the computational complexity increases or decreases, and thereby the time required to encode a video sequence does too. The importance of these parameters is characterized and described below.
tPL -defines the level of subband decomposition in the time domain. The value of the parameter is usually from 1 to 5. A higher value of the parameter usually means better coding efficiency, but it also leads to the growth of coding complexity. MV -determines the accuracy of motion vectors calculation. III. EXPERIMENTAL RESEARCH The main aim of the experimental research was to determine such values of the coder parameters which permit to obtain significant reduction of the coding time with an as small as possible drop in the coding effectiveness. Here, the coding time is understood as the time which is needed to process data by a processing unit, e.g. by a processor. Solutions presented in the literature, focus primarily on reducing the coding delay introduced by the filters of analysis and synthesis in the time domain [6] , [19] , [20] . They rely on such a modification of the filter system that provides a lower coding delay. Such solutions do not substantially affect the coding time associated with the processing of data by a processing unit.
In the paper, the symbol T means the coding time for which the value of PSNR (6) was the biggest. Next, the most advantageous coding parameters for the coding time equal to 50% and 25% of the time T (1/2T and 1/4T) were determined. For the experiments, six test sequences were used (Basket, City, Crew, Harbour, Ice, Soccer) in the format CIF (352x288) and a frame frequency equal to 30Hz. The selected sequences are commonly used to assess the effectiveness of video sequence compression. They are characterized by variable dynamic both in the foreground and in the background.
The test sequences used were represented in the YUV format, comprising the luminance component Y and two chrominance components U and V, with the sampling scheme 4:2:0 [21] . To measure the quality, the PSNR (Peak Signal-to-Noise Ratio) defined as in equation (6) was used:
• 255 − dynamic range of the signal,
• N − number of pixels in the picture, • e i − difference between the i-th pixel of the original and processed images. Because subjective quality measures [22] take much time and effort, they were not carried out. Since the codecs compared use similar compression methods, the type of distortion introduced is approximate and according to [23] the PSNR is a satisfactory measure of estimating the results. The measurements were performed for the luminance component by calculating the mean value of the PSNR for all the pictures in a given sequence. This method is widely applied by many researchers. The experiments consisted in encoding and then decoding test video sequences with three various assumed bitrates: 512kbps, 768kbps and 1024kbps. A decoded sequence was compared to the original sequence, and the quality of the decoded sequence was measured. In Table I , a list of wavelet coder parameters which were employed in the experiments is presented. All the possible combinations of the parameters mentioned in Tab. I were examined (a total of 72 combinations). During the examination, the encoding time was measured with an accuracy of one second. Since the encoding time is a few dozen minutes, such an accuracy is fully sufficient. Experiments were carried out on a personal computer with an Intel Core i7 2700K processor. For each particular sequence, 72 operations of encoding and 216 operations of decoding were performed (a total of 432 operations of encoding and 1296 operations of decoding were performed). As a result, all the possible coding variants for parameter values depicted in Tab. I were checked.
IV. EXPERIMENTAL RESULTS
In the first step of the analysis of the experimental results, the impact of different coding parameters on the compression time was taken into account. At this moment, the coding effectiveness was not analyzed. For all the examined test a) b) Fig. 6 . A frame of the City video sequence a) for the longest coding time, PSNR=38.06dB, b) for the shortest coding time, PSNR=32.06dB; bitrate equal to 512kbps. video sequences, the shortest coding time was obtained for the following parameter values:
For this parameter compilation, the lowest PSNR values were obtained. For all the examined test video sequences, the longest coding time was obtained for the following parameter values: the increase in the encoding time. Changing the value of the tPL parameter from 2 to 5 contributes to the increase in the encoding time by an average of between 213% and 427%, depending on the sequence and values of the remaining parameters. These values for each sequence are as follows:
In Figure 6 , a frame of the City sequence for the longest and the shortest coding time is shown. In Figure 7 , a frame of the Crew sequence for the longest and the shortest coding time is shown. We can see the deterioration in the image quality with the reduced coding time. There are two sequences for which fluctuations of the PSNR values are respectively the highest and the lowest.
The particular values of the average coding time for other values of the tPL parameter are shown in Tab. II. Changing the value of the SR parameter from 8 to 16 contributes to an increase in the encoding time by an average of between 64% and 106%, depending on the examined sequence and on the values of the remaining parameters. These values for each sequence are as follows: Table VII , the PSNR values are shown: for all the examined video sequences, for the coding time equal to T and 1/2T, for a bitrate equal to 512kbps and for the parameters as in Tab. VI. In each considered case, a decrease in the PSNR values was observed. The biggest drop in the PSNR value was recorded for the City sequence -0,84dB, whereas the smallest drop in the PSNR value -for the Ice sequence -0.09dB, by an average of 0.27dB. However, with the exception of the City sequence, the drop in the PSNR values is relatively small when you consider the fact that the coding time is reduced by 50%. For a higher transmission speed: 768kbps (Tab. VIII) and 1024kbps (Tab. IX), a similar trend was observed, though the drop in the PSNR was slightly smaller, by an average of 0.25dB at 768kbps, and by an average of 0.22dB at 1024kbps. It is worth to notice that for higher bitrate values, the drop in the PSNR values is smaller.
In the case of a fourfold reduction of the coding time, equal to 1/4T, similar trends were observed as in the time equal to 1/2T. The optimal values of the parameters (for the sake of PSNR values), for a reduced coding time equal to 1/4T, obtained on the basis of the experiments are shown in Tab. X. There are simultaneously such values of coding parameters for which the biggest values of the PSNR (for coding time equal to 1/4T) have been recorded. As follows from the results shown in Tab. X, in most cases for the parameters equal to: tPL=3, MV=1/4, MB=8x8, SR=8, coding times are reduced by 75% compared with the longest coding times. In Table XI , the PSNR values are shown: for all the examined video sequences, for the coding time equal to T and 1/4T, for a bitrate equal to 512kbps and for the parameters as in Tab. X.
Similarly to 1/2T, in each considered case, a decrease in the PSNR values was observed. The biggest drop in the PSNR value was recorded for the City sequence -3.04dB, the small- est drop in the PSNR value for the Crew sequence -0.20dB, by an average of 1.02dB. However, with the exception of the City sequence, the drop in the PSNR value is relatively small and does not exceed 1dB. So the drop in the PSNR value can be regarded as relatively small and acceptable when you consider the fact that the encoding time was shortened by 75%. For a higher transmission speed: 768kbps (Tab. XII) and 1024kbps (Tab. XIII) a similar trend was observed, though the drop in the PSNR was slightly smaller, by an average of 0.79dB at 768kbps and by an average of 0.64dB at 1024kbps. It is worth to notice that for higher values of bitrates, the drop in the PSNR values is smaller. To sum up, for the coding time equal to 1/4T, the drop in the PSNR is much larger than for the time 1/2T and in some applications it may not be acceptable.
In Figs. 8 and 9 , a view of the City and Crew sequences are presented for times: T, 1/2T and 1/4T, for a bitrate equal to 512kbps and an optimal selection of the parameters of the wavelet video coder. These are the two sequences where the biggest and the smallest drop, respectively, can be observed of coding effectiveness along with the limitation of the coding time.
V. CONCLUSION
In the paper, results of experimental research on a wavelet video codec are presented. The author has put emphasis on an optimal selection of the coder parameters to optimize the coding time. A set of coder parameters which guarantees the biggest possible PSNR values at a reduced coding time has been shown. The results prove that it is possible to reduce the coding time with a relative small drop in the coding effectiveness which is measured by the PSNR.
The research results facilitate the application of wavelet video coders in a recording unit fitted with less efficient processing units. Tests were carried out using a representative group of video test sequences. The selected sequences are commonly used to assess the effectiveness of video sequence compression. The higher the observed drop in the compression effectiveness, the lower the bitrate of the video test sequence. It also strongly depends on the content of the sequence processed by the coder.
