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Abstract. Tracking human is an important and challenging problem in video-based 
intelligent robot systems. In this paper, a vision-based human tracking system is supposed 
to provide sensor input for vision-based control of a mobile robot that works in a team 
helping the human co-worker. A comparison between NARX neural network and Kalman 
filter in solving the prediction problem of human tracking in robot vision is presented. After 
collecting video data from a robot, simulation results obtained from the Kalman filter model 
are used to compare with the simulation results obtained from the NARX Neural network. 
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1. INTRODUCTION 
Human tracking and recognition of human actions in the real world environment is a 
very important perception task in robotics. Following a specific person is a significant 
task for service robots. A person-following robot finds a specified person using sensory 
input and follows the person in order to provide various services to humans or to archive 
different tasks depending on the application [1]. Neural networks have been widely used 
for robotic control and human tracking because of their ability to approximate arbitrary 
linear or non-linear systems in a compact set. The control methods based on neural net-
works were demonstrated through many theoretical and industrial solutions [2]. 
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Many researchers have applied artificial neural networks into effective human tracking 
systems and navigational systems. An efficient human action recognition using NN is pre-
sented in [2]. Convoluted NN is used for human action recognition in videos. The video 
frames are treated and this image is used by NN to recognize actions in the individual 
frame. Also, another efficient tracking system using an algorithm for tracking a human 
using NN is developed in [3]. The multi layer feed forward NN is used to estimate the 
distance of the person from the robot's camera, and that estimation is combined and used 
from Kalman filter to track the position of the person over time. Tracking humans by mo-
bile robots using the Kalman filter is presented in many papers, and different solutions for 
tracking with robots are reported. Some applications use robot's range sensors, consider-
ing people as moving entities [4, 5]. On the other hand, some approaches use robot's on-
board camera to detect people [6, 7]. Others make use of multi-sensor systems in which 
visual data is combined with other robot's range sensors [8, 9]. Existing approaches use 
color tracking, a mixture of features, or stereo vision to identify single persons and even-
tually their gestures or shape contour and different filtering techniques to estimate the 
target states. Mobile robots using 2D or 3D data by any classical Kalman filter can track 
people. The system implemented in [10] adopts Kalman filters to track people using cam-
eras mounted on mobile robots. The techniques described in [11] are designed to improve 
tracking performance using Kalman filter and Optical flow. The approach presented in 
[12] uses a stereo-based camera to detect and track persons using Extended Kalman filter. 
The system presented in [13] applies Kalman filter method to synchronize the vision 
based data and the motion control of the robot to prevent losing the tracked target due to 
robot motion. The approach described in [14] presents the self-tuning Kalman filter tech-
nique using echo state networks for mobile robots. 
In this paper the vision-based human tracking system should provide sensor input for 
vision-based control of a mobile robot which operates in a team helping the human co-
worker. The robot vision system for human tracking for the considered robot working 
scenarios has to be able to detect the human in camera images. Also it should  calculate 
the 3D coordinates of human's center of mass in camera coordinate system (x, y, z) and to 
calculate the distance to the human and to track the human keeping a constant distance 
between the robot and human [15]. Experiments were conducted where a human walking 
towards the robot was captured by a Point Grey Bumblebee stereo camera. The frame rate 
of the used camera at full resolution is 15 fps (frames per second). Each pair of stereo 
frames was processed so to extract information for stereo-vision based reconstruction of 
human walking with respect to camera coordinate system. This means that the distance 
between the human and the camera coordinate system, attached to the left stereo camera, 
was calculated for every moment of capturing the stereo images according to: 
 222 zyxD ++=  (1) 
where x, y and z are the 3D coordinates of the human's center of mass that are calculated 
using a stereo vision based method for 3D robot vision reconstruction of human walking 
that is described in details in [16]. 
The collected vision data such as the distance between the robot and the human in 
time were used for getting the simulation results of KF and NN. The state of the person is 
presented in Cartesian coordinates x, y, z and three-dimensional velocity. Assuming that 
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the velocity is constant, the normalized state transition matrix can be obtained from basic 
kinematic equations as: 
 1
11
−=
∆∗−+−=
kVkV
tkVkSSk  (2) 
where kS is position of a human, kV  is velocity, and t∆  is a sampling interval. 
The comparison between NARX neural network and Kalman filter in solving the pre-
diction problem of human tracking in robot vision is presented. After collecting video 
data from a robot, simulation results obtained from the Kalman filter are used to compare 
with the simulation results obtained from the NARX Neural network. The presented 
methods are assumed to provide a reliable input for the control of a mobile robot follow-
ing human co-worker. 
2. KALMAN FILTER 
In the Kalman Filter approach [17], it is presumed that the following predefined mod-
els of motion and measurement would characterize the behavior of a moving object 
 kkk wAxx += −1  (3) 
 kkk vHxz +=  (4) 
and the models can be represented in terms of a state vector xk that corresponds to image 
frame k. In (3) A represents the state transition matrix which determines the relationship 
between the present state xk and the previous one xk-1 and the matrix H describes the rela-
tionship between the measurement vector zk and the state vector xk. The vectors wk and vk 
are noise terms which are assumed to be independent of each other, Gaussians with zero 
mean and covariance matrices ][ TwwQ kkE= and ][ TvvR kkE= . 
We assume that the velocity of the tracked human is constant between the subsequent 
video frames so the state vector is simplified and does not include the acceleration term. 
This three dimensional problem can be expressed in matrix form. Kinematical equation is 
rewritten as matrix: 
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where the vector Sk represents measurements on 3D position of the detected human in 
frame k and the vector Vk represent 3D velocities of the center of mass of the segmented 
human region. The relationship between the state vector xk and measurement vector zk is 
defined by matrix H. Given the fact that the state vector is of length six and the measure-
ment vector is of length three, the matrix H must be of length six by three: 
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(6) 
The complete output of human detection is the three-dimensional vector: 
 
T
k x y z⎡ ⎤= ⎣ ⎦S S S S  (7) 
The presented Kalman filter based tracking has two stages: the prediction and the cor-
rection stage. In the prediction stage, the state vector xk in the current frame is predicted 
using the corresponding state vector in the previous frame via matrix A. In the correction 
stage, the measurement vector in the current frame is used to update the state estimate and 
the error covariance matrix. 
The prediction stage can be expressed as follows: 
 1ˆˆ −
− = kk xAx  (8) 
 QAAPP += −
− T
kk 1  (9) 
where −kxˆ  is the a priori estimate state and −kP is the a priori estimate error covariance matrix at 
frame k. The correction stage can be expressed through the following three equations: 
 
1)( −−− += RHHPHPK TkTkk  (10) 
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−−= kkk I PHKP )(  (12) 
where kxˆ  is the a posteriori estimate state at frame k, given the measurements up to that 
time, Pk is the a posteriori estimate error covariance matrix at frame k indicating the accu-
racy of the estimated state vector, and Kk is the Kalman gain. The tracking process is re-
cursive. The estimates computed from (11) are used as the state vectors on the right hand 
side of (8) for the next video frame k+1. This is exactly the predicted vector Sk.  
3. THE NONLINEAR AUTOREGRESSIVE NETWORK WITH EXOGENOUS INPUTS (NARX) 
The nonlinear autoregressive network with exogenous inputs (NARX) is a recurrent 
dynamic network, with feedback connections enclosing several layers of the network. The 
NARX model is based on the linear ARX model, which is commonly used in time-series 
modeling. One can implement the NARX model by using a feed forward neural network 
to approximate the function f. The defining equation for the NARX model is [18,19]: 
 y(t)=f(y(t-1), y(t-2),…,y(t-ny),u(t),u(t-1),…,u(t-nu)) (13) 
where u(t) and y(t)represent the input and output of the network at time t, and the function 
f is some nonlinear function, in this case a neural network. The next value of the depend-
ent output signal y(t) is regressed on previous values of the output signal and previous 
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values of an independent (exogenous) input signal. When the function can be approxi-
mated by a Multilayer Perceptron, the resulting system is called a NARX network which 
is a recurrent neural network [18, 19].  
There are many applications of the NARX network. It can be used as a predictor, to 
predict the next value of the input signal. It can also be used for nonlinear filtering, in 
which the target output is a noise-free version of the input signal.  
The output of the NARX network can be an estimate of the output of some nonlinear 
dynamic system that is modeled. The output is feedback to the input of the feed forward 
neural network as part of the standard NARX architecture. Because the true output is 
available during the training of the network, it is possible to create a series-parallel archi-
tecture, in which the true output is used instead of feeding back the estimated output. This 
has two advantages, the first is that the input to the feed forward network is more accurate 
and the second is that the resulting network has a purely feed forward architecture, and 
static back propagation can be used for training. 
To forecast the trajectory of x,y,z coordinates in real time for every predicted state is 
estimated based on the current inputs in feed forward neural networks, and the estimation 
in NARX network is done based on the current inputs, previous inputs and previous 
states. In order for the parallel response to be accurate, it is important that the NARX 
network is properly trained so that the errors in the series-parallel configuration are very 
small. Otherwise, the accumulation of error might occur during estimation. 
The purpose of this simulation is to forecast the trajectory of x,y,z coordinates in real 
time. For the simulations we used feed forward topology of the NARX NN. The NN had 
ten hidden neurons and two delays and is presented in Fig. 1.  
 
Fig. 1 The used NARX NN topology with weights and biases at each node 
The training was done by Levenberg-Marquardt back propagation [18] and regression 
value was R=0.9685. The network also had additional nodes, so more weighting factors 
needed to be adjusted and the training of NARX network needed more computational 
time than it would be needed if conventional neural network was used.  
4. SIMULATION RESULTS 
In this paper we present a comparison between NARX neural network and Kalman 
filter in solving the prediction problem of human tracking in robot vision. After collecting 
video data from a robot, simulation results obtained from the Kalman filter model are 
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used to compare with the simulation results obtained from the NARX Neural network. 
Kalman filter results are obtained from a mobile robot platform equipped with vision sen-
sors that can be used as human co-warker in the examination of environment. The robot is 
equipped with sensors for environment perception and with sensors for platform naviga-
tion as well [15]. One of the robot's working scenarios concerns the vision based human 
tracking as the robot works as a transportation robot, helping the human to carry contain-
ers with collected samples from the investigated environment. Experiments were con-
ducted with a human walking towards the robot. Robot's vision sensor is a Point Grey 
Bumblebee stereo camera that provides information for human tracking. The camera is 
mounted on a rack located on the back side of the robot mobile platform.  
Figures 2, 3 and 4 presented predicted and measured x, y and z coordinates of the 
tracked human with Kalman filter and NARX NN respectively. Some examples of proc-
essed images by NARX NN and Kalman filter with superimposed extracted bounding 
boxes of human are shown in Figure 5. After reviewing these results from the figures be-
low, we can see that both approaches made prediction accurately, and to some extent al-
most the same. In addition, both approaches were able to reduce noise in measurements, 
and to predict state when the robot's vision system did not give measurements in some 
intervals of time. However, in case of Kalman filter we must provide its dynamic model 
before tracking, because if the provided model is not the actual model the tracking can 
fail easily, what is the main disadvantage of Kalman filter. 
 
Fig. 2 The predicted and the measured x coordinate of the tracked human 
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Fig. 3 The predicted and the measured y coordinate of the tracked human 
 
Fig. 4 The predicted and the measured z coordinate of the tracked human 
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Fig. 5 KF predicted position (blue) and NN predicted position (red) 
5. CONCLUSION 
In this work one solution for human tracking using NN is presented. First, we de-
scribed the NARX neural network and its advantages in time series prediction, after that 
we presented the Kalman filter and its contribution in solving the human tracking prob-
lem. Finally, we compared the results of human tracking obtained from the NN with the 
results obtained from the Kalman filter through simulation. Also, we have demonstrated 
the performance of tracking system using the results obtained from the NARX Neural 
network which are based on the video sequences and compared with the results obtained 
from the Kalman filter. Experimental results show us that NARX Neural networks give 
good results telling us that NN made predictions accurately and reliably as well as the 
Kalman filter. On the other hand, NN can work directly with raw inputs and data. Using 
that fact and characteristic of the NN that they are able to learn the dynamic model in real 
time, NN can be easily implemented in human tracking algorithm in order to have more 
robust and reliable tracking result. 
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