Insulin signaling through insulin receptor (IR) and insulin receptor substrate-1 (IRS1) is
Introduction
Insulin controls glucose homeostasis and failures in this control can lead to insulin resistance and type 2 diabetes [1] . Insulin acts through its receptor (IR) located in caveolae at the cell surface of insulin responding adipocytes [2] . After insulin binding to the extracellular α-subunits, the receptor autophosphorylates and a downstream signaling cascade is initiated. Downstream signal mediators such as insulin receptor substrate-1 (IRS1) is recruited to IR and phosphorylated on tyrosine residues. The subsequent signaling through proteins with Src homology 2 (SH2)-domains that recognize tyrosine phosphorylated IRS1 results in metabolic and mitogenic control of the cell. We study these dynamic processes in both human and rat adipocytes and, although similarities predominate, there are important differences. One significant difference is that IRS1 is co-localized with IR in caveolae in the plasma membrane of human adipocytes, while in rat adipocytes, IRS1 is recruited to the receptor and caveolae only in response to insulin [3] [4] .
We have previously demonstrated that the time-courses for phosphorylation of IR and IRS1 on tyrosine residues after insulin stimulation in human primary adipocytes exhibit simultaneous overshoots [5] [6] .
These overshoots are transient peaks of phosphorylation followed by establishment of a lower quasi steady-state level of phosphorylation caused by a down-regulation of the signal. In human adipocytes the overshoots were rapid, occurring within 2 min. Herein, we demonstrate an overshoot behavior also in murine primary adipocytes. However, in contrast to in human adipocytes, the overshoot peak in the phosphorylation of IRS1 occurred earlier than the overshoot in phosphorylation of IR. This counterintuitive order of phosphorylation is surprising as phosphorylation of IRS1 is a consequence of the phosphorylation and activation of IR. Using a novel conclusive modeling approach [5] , we test a number of plausible mechanistic hypotheses whereof some are rejected and others serve as possible explanations to this counter-intuitive order of phosphorylation. We identify two principal mechanisms that can produce a reversed order of phosphorylation. Based on these two principal mechanisms we also identify two different hypotheses that can explain all available experimental data in the murine adipocytes.
Results

Reversed peak order in the phosphorylation of IR and IRS1
We examined the early phase of insulin signaling, i.e. autophosphorylation and activation of IR and the directly downstream phosphorylation of IRS1 by the activated IR in primary rat adipocytes. We found that the phosphorylation of both proteins exhibited a transient peak within the first few minutes followed by the establishment of an increased quasi steady-state level of phosphorylation (Fig. 1A) , reminiscent of the situation in human adipocytes [5] . However, in contrast to the situation in primary human adipocytes, in the primary murine adipocytes the phosphorylation of IR peaked at 4 min, significantly later than the phosphorylation of its substrate IRS1 (peak at 1 min) (Fig. 1A) . Irrespective of the physiological significance of this reversed order of phosphorylation, it is of a general and principal interest to understand the molecular basis of such a counter-intuitive behavior in signaling. Also, considering the overwhelming impact of murine models in research on insulin signaling, normally and in insulin resistance and type 2 diabetes, it is also important to understand how animal models differ in fundamental ways from the situation in humans. For this analysis we used a newly developed conclusive modeling framework [5] . Figure 1 . Dynamic protein phosphorylation in response to insulin cannot be explained by the Mf hypothesis. A) Isolated primary rat adipocytes were incubated with 100 nM insulin for the indicated time. The extent of tyrosine phosphorylation of insulin receptor (IR) (•) or insulin receptor substrate-1 (IRS1) (○) was determined by SDS-PAGE and immunoblotting. Percentage of maximum was calculated and the average of five separate experiments presented. The counter-intuitive observation is that the IR peak comes after the IRS1 peak although IRS1 is downstream of IR. Error bars are plotted in e.g. Fig. 3B,C. B) The Mf hypothesis consists of model structures with down-regulation through a feedback from a downstream signaling intermediate (referred to as X) to dephosphorylation of IR. C) None of the model structures within the Mf hypothesis are acceptable since the counter-intuitive order of the peak values could not be produced. We see an example of a model and parameter set combination that gives an overshoot, but a statistically non-acceptable solution, in the phosphorylation of IR (--, magenta) and IRS1 (-, blue). D) A comparison of the peak times for IR and IRS1 phosphorylation for a number of different, nonacceptable parameter sets shows that the IRS1 peak comes at the same time, or later than, the IR peak.
Feedback to enhanced dephosphorylation of IR
We first evaluated models that previously have been shown to generate overshoot behaviors in the dynamic phosphorylation of IR and IRS1 [5] . The first hypothesis (Mf from [5] ) is based on a feedback mechanism from a downstream signaling intermediate (referred to as X) leading to dephosphorylation of IR (Fig. 1B) With these notations, the ordinary differential equations may be as follows.
Note that the parameter k1b refers to a basal phosphorylation, which occurs in the absence of insulin, and that the above equations correspond to model structure Mf1 (Fig. S1 ). The measured signal is the phosphorylated IR and IRS1 states:
[ We tested two model structures within the Mf hypothesis (Fig. S1 ) that both can generate an overshoot behavior, but could not find any combination of model structures and parameter sets that explains the reversed order of phosphorylation (Fig. 1C,D) . The Mf hypothesis is thus rejected (Table 1) because not even the qualitative behavior in the data can be reproduced with models of this hypothesis. In other words,
Mf models can produce overshoots, but the Mf feedback mechanism is not sufficient to produce the shift in the timing of the overshoot peaks that the experimental data exhibit.
Internalization and dephosphorylation of IR
Next we evaluated a hypothesis involving internalization of IR (hypothesis Mi from [5] ). Mi is based on the fact that IR is internalized after its autophosphorylation and then dephosphorylated before recycling back to the plasma membrane ( Fig. 2A) . Simple model structures with one internalized state (e.g. Mi1 and Figure 2 . Analysis of the Mi hypothesis.
A) The Mi hypothesis consists of model structures with down-regulation, through internalization and dephosphorylation of IR, followed by recycling to the plasma membrane. Model structures with phosphorylated states both in the plasma membrane and in the internalized pool (Mi2) can produce the counter-intuitive reversed order of peak values for phosphorylation of IR and IRS1. B) Results from simulation with model structure Mi2. Simulations of the extreme acceptable parameter sets are shown for phosphorylation of IR (--, magenta) and IRS1 (-, blue).
C) The ability of Mi2 to fit the counter-intuitive reversed order of the peak values is the result of the different orders of magnitude of the IR states: the internalized and phosphorylated IR state ( ) (--, blue), exhibits a late peak and dominates in amount over the plasma membrane localized IR that displays an early peak of phosphorylation ( ) ( … , blue). D) In Mi2, the effects of the two states of IR on the phosphorylation of IRS1 are dominated by the IR state with an early peak of phosphorylation (
). E) The parameter sets in Mi2 that fit the IR and IRS1 data predict that less than 10 % of the insulin receptor pool is in the plasma membrane at 10 minutes after stimulation with insulin (--, dark blue), while experimental determination has shown that 91±7 % (average±SE, black) of the receptors are found in the plasma membrane at that time [8] . Fig S2) could not explain the data. These rejections deserve comments. First, the rejection of Mi3 indicates that saturation of the phosphorylation reaction for IRS1 is not enough to cause a reversed order of the peaks, which is interesting because this saturation is an intuitively plausible explanation. Despite rejections of these individual model structures, we do not reject the Mi hypothesis, because complicated model structures with more internalized IR-states (e.g. Mi2 and Mi4, Fig. S2 ) can produce the counterintuitive order of the peaks in a statistically acceptable manner (Fig. 2B) . The statistical fit was examined with χ 2 tests [7] (Materials and Methods).
Mi3,
Since the Mi hypothesis implies model structures that can explain the counter-intuitive order of the peaks, it is interesting to examine how this behavior arises. We chose to have a closer look at Mi2, the simplest model structure that produces the reversed peak order. In Mi2 the phosphorylated state of IR in the plasma membrane ) exhibits an early peak (as does the experimentally observed phosphorylation of IRS1), and the internalized and phosphorylated state of IR ( ) exhibits a late peak (as does the experimentally observed phosphorylation of IR) (Fig. 2B,C) . Furthermore, for all acceptable parameters, makes up the majority of the phosphorylated IR, while dominates the phosphorylation of IRS1 (Fig. 2C,D) . (Fig. 2D) . It is conceivable that is different from , since e.g. the localization of a protein is known to affect its ability to signal to other proteins.
By examining all acceptable parameters in Mi2 (i.e. all parameters that can produce the required reversed order of phosphorylation) we found that the hypothesis Mi requires that < 10 % of total IR is at the plasma membrane at steady state (Fig. 2E ). Such a uniquely identified prediction is referred to as a core prediction [5] and we have previously reported that 91±7 % of total IR is localized in the plasma membrane 10 min after stimulation with insulin [8] . This experimental observation is not compatible with the core prediction, and the Mi hypothesis therefore has to be rejected (Table 1) . We also tried to fit the models to data both for the overshoot and the extent of internalization but found no statistically acceptable solutions; this lack of solutions validates the core prediction approach and strengthens the rejection of the Mi hypothesis (Table 1) .
Since the internalization hypothesis (Mi) was rejected and therefore lacks some essential mechanism, we continued to examine a hypothesis that involves both IR internalization and a feedback from a downstream signaling intermediate to the dephosphorylation of IR (Mif from [5] , Fig. S2 ). The Mif hypothesis has been shown to explain the "simultaneous" overshoot behavior of the phosphorylation of IR and IRS1 in human primary adipocytes without the requirement for an excessive extent of internalization [5] . However, despite extensive fitting to the datasets, no better solutions were found for the Mif hypothesis than for the Mi hypothesis, and we therefore also had to reject the Mif hypothesis (Table 1 ).
Feedback to inhibit IR phosphorylation of IRS1
We next introduced a new feedback, which inhibits the ability of IR to phosphorylate IRS1, and named this hypothesis Mi-fb (Fig. 3A, S3 ). We formulated the negative feedback as where the mathematical representation of the feedback is highlighted in bold.
We tested two model structures within the Mi-fb hypothesis (Mi-fb1 and Mi-fb2), and both were statistically acceptable and could not be rejected based on the qualitative and quantitative aspects of the experimental data ( Fig. 3B-D) . Within the hypothesis also the simple model structure (Mi-fb1) with only one pool of phosphorylated receptors was statistically acceptable, and the explanation to the reversed order of the peaks is thus not the same mechanism as in the previously examined Mi-hypothesis.
Examination of the simulations revealed that the negative feedback is providing a mechanism for rapid inhibition of further phosphorylation of IRS1 so that the phosphorylation of IRS1 exhibits an earlier peak time ( Fig. 3E ). Due to scaling this gives an apparently faster phosphorylation of IRS1 in the presence of the feedback. This mechanism is an intuitively plausible explanation for the reversed phosphorylation order.
We also tested to formulate this new feedback in another way within the Mi-fb hypothesis. In two additional model structures (Mi-fb3 and Mi-fb 4, Fig. S3 ) we included the feedback as the binding of a protein (SH2) to phosphorylated IR and in that way the binding and phosphorylation of IRS1 is E) The phosphorylation effect of IR (i.e. ) on IRS1 without ( … ) and with (--) the negative feedback from Y, in the Mi-fb1 model structure. The equation for this effect is without the feedback and with the feedback. Note that the negative feedback causes a quicker decline in the phosphorylation and thereby achievement of a quicker maximal phosphorylation of IRS1, i.e. an earlier positioning of the peak. One of the acceptable parameter-sets is highlighted to clarify this (-, black). F) An alternative interpretation of the nature of the feedback is available since the model structure Mi-fb4 also agrees with all experimental observations. The explanation is that a large pool of IR is competitively occupied by an inhibitory protein (SH2). This pool of phosphorylated IR has a late peak and is the dominant part of the experimentally measured phosphorylated IR. Since this pool is located in the plasma membrane, also the experimentally determined requirement of a large membrane fraction of IR is fulfilled by this model structure.
competitively inhibited. The most simple model structure, Mi-fb3, is rejected since there is no combination of models and parameters that can create an overshoot for the total phosphorylated IR (Fig. S4) . However, the slightly more complex model structure, Mi-fb4, where binding between IR and IRS1 is included, reproduces the behavior in our experimental data sets (Fig. S4) . The explanation for the reversed peak order is in this case that a large part of phosphorylated IR is sequestered by binding to the inhibitory protein (SH2) and that this complex exhibits a late peak-time (Fig. 3F) , while phosphorylated IR that is free to bind and phosphorylate IRS1 is a small part of total IR and exhibits an early peak-time. The inhibited pool of IR is located in the plasma membrane, and therefore also the large fraction of IR localized in the plasma membrane is explained by the model structure Mi-fb4. All the experimental data for phosphorylation of IR and IRS1 in murine adipocytes, as well as the measured membrane fraction of IR, can thus be described by three of the examined model structures from the hypothesis Mi-fb (Table 1) .
Limited availability of IRS1 for phosphorylation by IR
Within the first Mi hypothesis we tested two model structures (Mi3 and Mi4) that exhibits saturation of the interaction between IR and IRS1. This saturation can be modeled in another way, namely through an assumption that IRS1 is in limited availability compared with the amount of IR. In a last hypothesis, Milim (Fig. 4A, Fig. S5 ), we thus tested to reduce the concentration of IRS1 to 1/100 of the concentration of IR. In this hypothesis we need to take into account the actual binding of IRS1 to IR and the complexity in the model structures therefore increases (Fig. S5) . We found an acceptable model structure (Mi-lim2) also within this hypothesis ( Table 1 ). The explanation for the reversed peak order is the same as for the simpler Mi hypothesis, namely generation of an early peak, responsible for the phosphorylation of IRS1, that is small compared with the late-peaking . The Mi-lim hypothesis, however, can also retain a large fraction of IR in the plasma membrane (as required by experimental data), and can thus explain all our data ( Fig. 4B-D) . The explanation for the ability of the model to exhibit this behavior is that the overshoot is not created by the state, but by the binding of IRS1 to , since the amount of free IRS1 decreases significantly during the simulations (Fig. 4E ). Without the need for an overshoot in , the non-phosphorylated states of IR in the plasma membrane can instead dominate; this domination was not possible in the Mi hypothesis. The result of the drastic decrease of free IRS1 is to produce an overshoot in the state with -IRS1 in complex (Fig. 4F, hatched lines) . The overshoot disappears if the concentration of IRS1 is increased again by a factor of 100 (Fig. 4F, dotted lines) . E) The free, non-phosphorylated pool of IRS1 is of limited size and decreases significantly in response to insulin (--, blue).
F) The limiting concentration of IRS1 gives rise to a more pronounced overshoot in the rate of formation of the IRmp-IRS1 complex (--, brown), as compared with simulations using higher concentrations of IRS1 ( … , brown).
A combined non-minimal model can explain data from both murine and human adipocytes
We have used model-based hypothesis testing to identify a number of mechanisms crucial for explaining both the qualitative and the quantitative aspects of our experimental findings in murine adipocytes. In a next step we combined the negative feedback in the Mi-fb hypothesis with the Mif hypotheses, which was originally developed for insulin signaling in human adipocytes [5] . This combined model is not a minimal model and thus not intended to draw conclusions from, but it is a suggestion for a more complete and also complex picture of the early signaling events in murine adipocytes. The combined model includes internalization of IR (from the Mi hypothesis), a feedback to enhance the dephosphorylation of internalized IR (from the Mif hypothesis), and a negative feedback to the phosphorylation of IRS1 by IR (from the Mi-fb hypothesis) (Fig. 5A, S6 ). The combined model can explain all available data from the murine adipocytes ( Finally, the fit to data (Fig. 5B-D) is visually more convincing for the combined hypothesis compared with the simpler Mi-fb hypothesis (Fig. 3B-D) , which suggests but does not prove that both mechanisms are operative in murine adipocytes. Since our approach to mathematical modeling is to some extent conceptually novel, we want to highlight some of the properties of our results. Most important, our approach is centered around two types of statements, which we refer to as conclusions: i) model rejections and ii) uniquely identified core predictions. Recall that core predictions are model properties that have to be fulfilled for the corresponding model structure to be able to explain the data, and that these core predictions in practice may be found as joint properties among all parameter sets that can describe the existing data. We denote our two types of statements as conclusions for several reasons. First, the statements i) and ii) are final assessments of the relationship between a model structure and existing data from a system. This means that neither of the statements will be altered by the collection of more data (unless the old data were erroneous). A rejected model will thus remain rejected also with respect to a larger dataset. Similarly, new data only lead to more well characterized properties in a model. In other words, a core prediction is a model property that always has to be fulfilled for the model structure to explain existing data from the studied system, independently of how much data one collects in the future. Second, our two types of statements are independent of specific parameter values; this makes the statements more conclusive, since these parameter values rarely are known or uniquely identifiable. Finally, our two conclusive statements should be contrasted with the result of identifying a model, with guessed or non-uniquely estimated parameters, and then performing model analysis (such as Metabolic Control Analysis) at these parameters.
The estimated model or the results of such an analysis are then neither final statements nor statements independent of the guessed parameter values. Such more conventional statements are of the character "it may be in this way, but it may also be in some other way", which is a suggestion, not a conclusion. For these reasons, we denote the statements i) and ii) as conclusions, and our model approach as conclusive modeling. This conclusive modeling approach is further explained, discussed and exemplified in [5] .
The proposed negative feedback to IRS1 phosphorylation (Mi-fb) can be interpreted in several ways. The feedback could represent the generation of an allosteric inhibitor of IR or the phosphorylation of IRS1 at a serine residue. Such serine phosphorylations have been demonstrated to confer both positive and negative effects on the ability of IRS1 to be phosphorylated by IR, or affecting the ability of protein tyrosine phosphatases to dephosphorylate IRS1 [9] [10] [11] [12] [13] [14] . However, these feedback mechanisms have relatively slow dynamics, with maximal effects after 5-30 min in human adipocytes [9] and 10-60 minutes in C2C12
myoblasts [12] . An alternative interpretation, which is potentially more rapid, is that the feedback consists We have previously demonstrated that IRS1 is colocalized with IR in caveolae microdomains of the plasma membrane in human but not in rat adipocytes [3] [4] . It is thus possible that the pool of IRS1 that can readily bind to IR is a limiting factor in rat adipocytes. We have also reported other differences between human and rat adipocytes [3] [4] [17] [18] . One such difference is that cholesterol depletion of the plasma membrane interferes with insulin control of Map-kinases ERK1/2 in human [3] but not in rat adipocytes [17] . Collectively such findings constitute a strong warning against reliance on animal models to accurately reflect the human situation.
Materials and Methods
Materials -Anti-phosphotyrosine (PY20) monoclonal antibodies were from Transduction Laboratories Protein phosphorylation -Cell incubations were terminated by separating cells from medium using centrifugation through dinonylphtalate. To minimize postincubation signaling and modifications of protein, which can occur during immunoprecipitation, the cells were immediately dissolved in SDS and -mercaptoethanol with protease and protein phosphatase inhibitors, frozen within 10 sec, and thawed in boiling water for further processing [19] . Equal volumes of cells, as determined by lipocrit, were subjected to SDS-PAGE and immunoblotting [20] . The phosphorylation of IRS1 and IR was normalized to the protein amount of IRS1 and IR, respectively, in each sample.
Immunoblotting -Cell proteins were separated by SDS-PAGE, transferred to a polyvinylidene difluoride blotting membrane (Immobilone-P, Millipore, Bedford, MA, USA) and incubated with indicated primary antibodies. Bound antibodies were detected using Renaissence+ (PerkinElmer Inc., Shelton, CT, USA) or ECL (Amersham Biosciences, Amersham, UK) with horseradish peroxidase-conjugated anti-IgG as secondary antibody. Blots were evaluated by chemiluminescence imaging (Las 1000, Fuji, Japan). where the penalty kicks in when the peak value goes below 110% of the steady state value; the penalty increases linearly with the transgression beyond the threshold. Note that these penalties only are included to help shape the cost function landscape to make the search easier, and that the penalties only were used regarding qualitative assessments (Table 1 ) and in those cases when it turned out to be difficult to find any acceptable parameters.
Hypotheses, model structures and models
For the optimization we use the Systems Biology Toolbox for Matlab [21] and its simannealingSBAO function, which is a combination of a global simulated annealing approach with a local, but not gradientbased, downhill simplex approach. In this work we used the following scheme to search for and gather statistically acceptable parameter sets: we started with the temperature 10 000 and lowered the temperature with a factor of 0.1 and used 1000 iterations per temperature step. This should be compared with the fact that the cost function rarely exceeds 5 000, implying that we search more or less completely global in the beginning of the optimization. For each temperature step 10 simplexes with far distance between each other in the parameters space were started. In the cases where no acceptable parameters were found we re-ran the scheme with the best found solution until no better solution was found. If the best solution was non-acceptable we rejected the model structure. For the models where we found acceptable parameter sets we examined all found statistically acceptable sets of parameters to unravel the behavior of the model structure rather than for a specific model with a single parameter set. In the figures we show model simulations with all found extreme acceptable parameter sets, i.e. the statistically acceptable parameter sets that contain a maximum or a minimum value of one of the parameters. We test the statistical fit between model simulation and experimental data using a test [7] with a confidence level of 95%. Regarding degrees of freedom for the test, we use the number of data points and either just compensate for the normalization by subtracting 2 degrees of freedom, or, in the proposed final combined model, also for the number of parameters by subtracting 16 degrees of freedom.
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Supplementary Figures Supplementary File "SimulationFiles.zip" contains all Matlab scripts, including model files, used to obtain the conclusions in the paper. These models can also be simulated using the Online Cellular Systems Modelling Database and can be accessed at http://jjj.biochem.sun.ac.za/database/nyman/index.htmll free of charge. Tables   Table 1 : Summary of tested hypotheses, experimental observations, and conclusions
The experimental observations accumulate for each column from left to right, i.e., if a model acquires OK/FAIL in the "Correct order of peak values" column, the model was tested against both the "Characteristic overshoot behavior" and "Correct order of the peak values" experimental observations. A hypothesis that has failed was not tested with respect to larger datasets.
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