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RESUMO
Neste trabalho estudamos a inﬂueˆncia de termos de ordem zero (perturbac¸o˜es) sobre a
hipoeliticidade Gs global de operadores da forma ∂t − c(t)∂x, supondo que c(t) e´ uma
func¸a˜o Gevrey de varia´vel real. Mostramos que quando Im(c(t)) na˜o muda de sinal
e na˜o e´ identicamente nula, o operador perturbado continua sendo globalmente Gs hi-
poel´ıtico; e quando Im(c(t)) e´ identicamente nula, a hipoeliticidade Gs global do operador
perturbado e´ equivalente a hipoeliticidade Gs global de um operador a coeﬁcientes cons-
tantes conjugado. Tambe´m analisamos perturbac¸o˜es em espac¸os de dimensa˜o maior que
2 obtendo uma interessante relac¸a˜o entre a hipoeliticidade Gs global de do operador
perturbado e a injetividade de um operador conjugado.
Palavras-chave: Func¸o˜es Gevrey Perio´dicas, Hipoeliticidade, Resolubilidade, Per-
turbac¸o˜es, Nu´meros de Liouville
ABSTRACT
In this work we study the inﬂuence of zero order terms (perturbations) on the global
Gs hypoelipticity of operators in the form ∂t − c(t)∂x, assuming that c(t) is a Gevrey
function of real variable. We show that when Im(c(t)) does not change sign and is
not identically null, the perturbed operator remains globally Gs hypoeliptic, and when
Im(c(t)) is null, the global Gs hypoelipticity of the perturbed operator is equivalent to the
global Gs hypoelipticity of a constant coeﬃcient operator conjugated. We also analyze
perturbations in spaces of dimension greater than two obtaining an interesting relation
between the global Gs hypoelipticity of the perturbed operator and the injectivity of a
conjugated operator.
Keywords: Periodic Gevrey Functions, Hypoelipticity, Solvability, Perturbations, Liou-
ville Numbers
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1 INTRODUC¸A˜O
O principal objetivo dessa dissertac¸a˜o e´ abordar o seguinte problema: sabendo que o opera-
dor diferencial ∂t − c(t)∂x e´ globalmente Gs hipoel´ıtico, para quais func¸o˜es λ ∈ Gs2π(R2) o operador
perturbado ∂t − c(t)∂x − λ(t, x) ainda e´ globalmente Gs hipoel´ıtico?
Recordamos que o operador P e´ dito globalmente Gs hipoel´ıtico em R2 se as condic¸o˜es
u ∈ D′s,2π(R2) e Pu ∈ Gs2π(R2)
implicam que
u ∈ Gs2π(R2).
Para responder essa pergunta, o primeiro passo e´ caracterizar a hipoeliticidade Gs global para
os operadores diferenciais da forma P = ∂t − c(t)∂x.
Na dissertac¸a˜o de mestrado de L. Coelho [5], o autor estuda a hipoeliticidade Gs global desta
mesma classe de operadores, pore´m com a condic¸a˜o mais forte do coeﬁciente c(t) ser anal´ıtico-real. Essa
exigeˆncia de analiticidade permite o uso da fo´rmula integral de Cauchy para estimar as derivadas do
candidato a soluc¸a˜o, o que simpliﬁca substancialmente algumas demonstrac¸o˜es.
Neste trabalho estendemos o resultado de L. Coelho, exigindo que a func¸a˜o c(t) seja de classe
Gs2π(R). Para isso foi necessa´rio modiﬁcar algumas te´cnicas de demonstrac¸a˜o, principalmente na cons-
truc¸a˜o da soluc¸a˜o singular no caso em que Im(c) muda de sinal. A caracterizac¸a˜o que obtivemos foi a
seguinte:
Teorema 3.5. Considere o operador P = ∂t − c(t)∂x, com c(t) = a(t) + ib(t) de classe Gs2π(R).
1. Se s > 1 e b ≡ 0, enta˜o P e´ globalmente Gs hipoel´ıtico se, e somente se, b na˜o muda de sinal.
2. Se s ≥ 1 e b ≡ 0, enta˜o P e´ globalmente Gs hipoel´ıtico se, e somente se,
a0 =
1
2π
∫ 2π
0
a(r)dr
na˜o e´ racional nem exponencial Liouville de ordem s.
Quando ja´ hav´ıamos terminado a demonstrac¸a˜o deste resultado, tomamos conhecimento do
artigo [4], de A. Bergamasco, P. Dattori e R. Gonzalez, no qual os autores estudaram a hipoeliticidade e
resolubilidade Gs global para uma classe mais ampla de operadores diferenciais parciais lineares, a qual
inclui nosso operador P .
No cap´ıtulo 4, seguindo um roteiro proposto por L. Takahashi [9], fazemos um breve estudo
acerca da resolubilidade Gs global do operador P . Este estudo foi feito em dimensa˜o 2 e n + 2. O
objetivo desse cap´ıtulo e´ servir de suporte para o estudo de perturbac¸o˜es feito no cap´ıtulo seguinte.
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Finalmente, no cap´ıtulo 5, fornecemos algumas respostas para nossa pergunta inicial.
Teorema 5.3. Se Im(c) na˜o muda de sinal e na˜o e´ identicamente nula, e λ ∈ Gs2π(R2), enta˜o o operador
perturbado L = ∂t − c(t)∂x − λ(t, x) e´ globalmente Gs hipoel´ıtico.
Teorema 5.4. Sejam a = a(t) ∈ Gs2π(R) uma func¸a˜o a valores reais, λ = λ(t, x) ∈ Gs2π(R2) e considere
os seguintes operadores perturbados
L = ∂t − a(t)∂x − λ(t, x), L˜ = ∂t − a(t)∂x − λ00 e ˜˜L = ∂t − a0∂x − λ00
com a0 =
1
2π
∫ 2π
0
a(r)dr e λ00 = (2π)
−2
∫ 2π
0
∫ 2π
0
λ(t, x)dtdx.
Se a0 na˜o e´ racional nem exponencial Liouville de ordem s, enta˜o as seguintes aﬁrmac¸o˜es sa˜o
equivalentes:
1. L e´ globalmente Gs hipoel´ıtico.
2. L˜ e´ globalmente Gs hipoel´ıtico.
3.
˜˜
L e´ globalmente Gs hipoel´ıtico.
4. Para todo ε > 0, existe Cε > 0 tal que
|k1 − a0k2 − λ00| ≥ e−ε|(k1,k2)|1/s, para |(k1, k2)| ≥ Cε.
Aumentando a dimensa˜o, escreveremos (t, x, y) ∈ Rn+2, com n ≥ 1, signiﬁcando que t, x ∈ R e
y ∈ Rn. Neste caso, o operador P = ∂t − c(t)∂x na˜o e´ globalmente Gs hipoel´ıtico em Rn+2. Entretanto
faz sentido perguntar se alguma perturbac¸a˜o por func¸a˜o Gevrey sera´ globalmente Gs hipoel´ıtica.
Neste caso obtivemos um resultado muito interessante, o qual evidencia a relac¸a˜o entre a
hipoeliticidade Gs global de L em Gs2π(R
n+2) e a injetividade de um operador associado.
Teorema 5.7. Dadas c ∈ Gs2π(R) e λ ∈ Gs2π(Rn+2), considere os seguintes operadores
L = ∂t − c(t)∂x − λ(t, x, y) e Lλ00 = ∂t − c(t)∂x − λ00,
com c0 =
1
2π
∫ 2π
0
c(r)dr e λ00 =
1
(2π)n+2
∫
[0,2π]n+2
λ(t, x, y)dtdxdy.
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Se Im(c) na˜o e´ identicamente nula e na˜o muda de sinal, enta˜o as seguintes aﬁrmac¸o˜es sa˜o
equivalentes:
1. Lλ00 e´ injetivo em G
s
2π(R
n+2).
2. λ00 /∈ i(Z+ c0Z).
3. Lλ00 e´ globalmente G
s hipoel´ıtico.
4. Lλ e´ globalmente G
s hipoel´ıtico.
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2 PRE´-REQUISITOS
2.1 Notac¸o˜es
Utilizamos as seguintes notac¸o˜es: N para o conjunto dos nu´meros naturais (inteiros positivos),
N0 = {0, 1, 2, · · · } para o conjunto dos nu´meros inteiros na˜o negativos, Z para o conjunto dos nu´meros
inteiros, e Nn0 para o conjunto dos multi-´ındices, ou seja, n-uplas α = (α1, . . . , αn) com coordenadas
αj ∈ N0, para j = 1, . . . , n.
Para α e β multi-´ındices e t ∈ Rn tambe´m adotamos as seguintes notac¸o˜es:
• |α| = |α1|+ · · ·+ |αn| (comprimento do multi-´ındice);
• α! = α1! . . . αn!;
• β ≤ α ⇐⇒ βj ≤ αj , j = 1, . . . , n;
• se β ≤ α, enta˜o α− β = (α1 − β1, . . . , αn − βn) e(
α
β
)
=
α!
β!(α− β)! ;
• tα = tα11 . . . tαnn ;
• ∂α = ∂α11 . . . ∂αnn , com ∂j =
∂
∂tj
;
• Dα = Dα11 . . . Dαnn , com Dj =
1
i
∂j .
Para t e x em Rn adotamos o produto interno usual t · x = t1x1 + · · ·+ tnxn.
Duas fo´rmulas de grande utilidade neste trabalho sa˜o:
• (Regra de Leibniz) Se φ e ψ sa˜o de classe Ck e |α| ≤ k, enta˜o
Dαφψ =
∑
β≤α
(
α
β
)
Dα−βφDβψ.
• (Fo´rmula de Faa` di Bruno) Se f e g sa˜o func¸o˜es de classe Ck enta˜o
(f ◦ g)(k)(x) =
∑
Δ(k)
k!
α!
f (|α|)(g(x))
k∏
j=1
(
g(j)(x)
j!
)αj
,
para todo x ∈ R, sendo Δ(k) = {α = (α1, · · · , αk) ∈ Nk0 :
∑n
j=1 jαj = k}.
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Observamos que quando f e´ uma func¸a˜o real a valores complexos (ainda de classe Ck) a
fo´rmula de Faa` di Bruno cont´ınua va´lida. De fato, basta notar que
(f ◦ g)(k)(x) = Re(f ◦ g)(k)(x) + iIm(f ◦ g)(k)(x)
e aplicar a Fo´rmula de Faa` di Bruno para func¸o˜es reais.
2.2 Func¸o˜es Gevrey e Ultradistribuic¸o˜es
Nesta sec¸a˜o apresentamos os principais espac¸os funcionais abordados neste trabalho, a saber:
os espac¸os das func¸o˜es Gevrey e Ultradistribuic¸o˜es 2π-perio´dicas em Rn.
Um estudo mais detalhado de tais espac¸os, assim como as deﬁnic¸o˜es e provas dos resultados
desta sec¸a˜o podem ser encontrados em [8].
Denotaremos por C∞2π(R
n) o espac¸o da func¸o˜es f : Rn → C, 2π−perio´dicas inﬁnitamente
diferenciaiveis .
Dizemos que uma func¸a˜o f ∈ C∞2π(Rn) e´ Gevrey perio´dica de ordem s ≥ 1 e amplitude h > 0,
quando existir C > 0 tal que
|Dαf(t)| ≤ Ch|α|(α!)s, α ∈ Nn0 , t ∈ Rn.
O conjunto das func¸o˜es Gevrey perio´dicas de ordem s ≥ 1 e amplitude h > 0 e´ um espac¸o
vetorial, denotado Gs,h2π (R
n). Da deﬁnic¸a˜o acima podemos concluir que Gs,h12π (R
n) ⊂ Gs,h22π (Rn), se
h1 ≤ h2, e Gs1,h2π (Rn) ⊂ Gs2,h2π (Rn), se 1 ≤ s1 ≤ s2.
Para cada f ∈ Gs,h2π (Rn), deﬁnimos
‖f‖s,h .= sup{|Dαf(t)|h−|α|(α!)−s : α ∈ Nn0 , t ∈ Rn}, f ∈ Gs,h2π (Rn).
Mostra-se que ‖f‖s,h deﬁne uma norma em Gs2π(Rn), segundo a qual este espac¸o e´ de Banach.
Ale´m disso, Gs2π(R
n) e´ um espac¸o vetorial fechado em relac¸a˜o a multiplicac¸a˜o de func¸o˜es e em relac¸a˜o
a diferenciac¸a˜o.
Deﬁnic¸a˜o 2.1. Dizemos que f ∈ C∞2π(Rn) e´ uma func¸a˜o Gevrey 2π-perio´dica, de ordem s ≥ 1, quando
existir alguma amplitude h > 0 tal que f ∈ Gs,h2π (Rn). Denotamos por Gs2π(Rn) o conjunto das func¸o˜es
Gevrey 2π-perio´dicas de ordem s, isto e´,
Gs2π(R
n) =
⋃
h>0
Gs,h2π (R
n).
Observac¸a˜o 2.2. Se f : Rn −→ C e´ uma func¸a˜o anal´ıtica-real 2π-perio´dica, enta˜o f ∈ G1,h2π (Rn) para
alguma amplitude h > 0.
Ale´m disso, quando s > 1 o espac¸o da func¸o˜es anal´ıticas-reais Cw2π(R
n) e´ um subconjunto
pro´prio de Gs2π(R
n), que por sua vez e´ um subconjunto pro´prio de C∞2π(R
n).
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Observac¸a˜o 2.3. Fixada uma sequeˆncia (hj)j∈N estritamente crescente de nu´meros reais positivos tal
que hj −→ ∞ obteˆm-se
Gs2π(R
n) =
⋃
j∈N
G
s,hj
2π (R
n).
Deﬁnic¸a˜o 2.4. Seja (fk)k∈N uma sequeˆncia em Gs2π(R
n) e f ∈ Gs2π(Rn). Dizemos que fk converge
para f no sentido de Gs2π(R
n), quando existir hj > 0 tal que fk ∈ Gs,hj2π (Rn) para todo k, f ∈ Gs,hj2π (Rn)
e ‖ fk − f ‖s,hj−→ 0. Denotamos isso por fk −→ f em Gs2π(Rn).
Observac¸a˜o 2.5. Existe uma topologia em Gs2π(R
n) tal que a convergeˆncia de sequeˆncias nessa topologia
coincide com a deﬁnic¸a˜o 2.4.
Vamos denotar o dual topolo´gico de Gs2π(R
n) por D′s,2π(R
n), isto e´, o espac¸o dos funcionais
lineares u : Gs2π(R
n) −→ C cont´ınuos. Chamamos os elementos de D′s,2π(Rn) de ultradistribuic¸o˜es
Gevrey perio´dicas, ou apenas ultradistribuic¸o˜es perio´dicas.
Proposic¸a˜o 2.6. As seguintes aﬁrmac¸o˜es a respeito do funcional linear u : Gs2π(R
n) −→ C sa˜o equi-
valentes:
(i) u e´ cont´ınuo;
(ii) para todo ε > 0, existe uma constante Cε > 0 tal que
|〈u, f〉| ≤ Cε sup{|Dαf(t)|ε|α|(α!)−s : t ∈ Rn, α ∈ Nn0}, f ∈ Gs2π(Rn);
(iii) se (fk)k∈N e´ uma sequeˆncia em Gs2π(R
n) que converge para zero no sentido de Gs2π(R
n), enta˜o a
sequeˆncia de nu´meros complexos (〈u, fk〉)k∈N converge para zero.
Dada uma distribuic¸a˜o u ∈ D′2π(Rn) (dual topolo´gico de C∞2π(Rn)), veriﬁca-se que a restric¸a˜o
de u a Gs2π(R
n) resulta em um elemento de D′s,2π(R
n). Ale´m disso, como Gs2π(R
n) e´ denso em C∞2π(R
n),
podemos identiﬁcar D′2π(R
n) com um subespac¸o de D′s,2π(R
n) de forma injetiva. Desta forma podemos
escrever
Gs2π(R
2) ⊂ C∞2π(Rn) ⊂ D′2π(Rn) ⊂ D′s,2π(Rn).
Deﬁnic¸a˜o 2.7. Sejam (uk)k∈N uma sequeˆncia em D′s,2π(R
n) e u ∈ D′s,2π(Rn). Diremos que uk converge
para u no sentido de D′s,2π(R
n), e escrevemos uk −→ u em D′s,2π(Rn), se para toda f ∈ Gs2π(Rn)
tivermos
〈uk − u, f〉 −→ 0.
Deﬁnic¸a˜o 2.8. Dados u ∈ D′s,2π(Rn), f ∈ Gs2π(Rn) e α ∈ Nn0 a α−e´sima derivada de u, denotada
Dαu, e o produto de u por f , denotado uf , sa˜o as ultradistribuic¸o˜es perio´dicas deﬁnidas por
〈Dαu, g〉 = 〈u, (−1)|α|Dαg〉 e 〈uf, g〉 = 〈u, fg〉,
para toda g ∈ Gs2π(Rn).
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2.2.1 Se´ries de Fourier
Dado ξ ∈ Zn, o ξ-e´simo coeﬁciente de Fourier de uma func¸a˜o f ∈ Gs2π(Rn) e´ deﬁnido por
f̂(ξ) = (2π)−n
∫
[0,2π]n
f(x)e−iξ·tdx,
e o ξ-e´simo coeﬁciente de Fourier de uma ultradistribuic¸a˜o u ∈ D′s,2π(Rn) por
û(ξ) = (2π)−n < u, e−iξ·t > .
Considere agora os seguintes espac¸os de sequeˆncias de nu´meros complexos:
Ss = {(aξ)ξ∈Zn : ∃C > 0, ∃ ε > 0 tal que |aξ| ≤ Ce−ε|ξ|
1
s , ∀ ξ ∈ Zn}; e
S′s = {(aξ)ξ∈Zn : ∀ ε > 0, ∃Cε > 0 tal que |aξ| ≤ Cεeε|ξ|
1
s , ∀ ξ ∈ Zn}.
Teorema 2.9. Dada uma sequeˆncia (aξ)ξ∈Zn ∈ Ss, a func¸a˜o
f(t) =
∑
ξ∈Zn
aξe
iξ·t, t ∈ Rn,
esta´ bem deﬁnida e a convergeˆncia desta se´rie e´ no sentido Gs2π(R
n). Ale´m disso,
f̂(ξ) = aξ, ξ ∈ Zn.
Reciprocamente, dada f ∈ Gs2π(Rn) a sequeˆncia (f̂(ξ))ξ∈Zn ∈ Ss e
f(t) =
∑
ξ∈Zn
f̂(ξ)eiξ·t, t ∈ Rn,
sendo a convergeˆncia da se´rie no sentido de Gs2π(R
n).
Teorema 2.10. Dada uma sequeˆncia (ak)k∈Zn ∈ S′s, o elemento
u =
∑
ξ∈Zn
ake
iξ·t,
pertence a D′s,2π(R
n) e a convergeˆncia da se´rie e´ no sentido de D′s,2π(R
n). Ale´m disso,
û(ξ) = aξ, ξ ∈ Zn.
Reciprocamente, dada u ∈ D′s,2π(Rn) a sequeˆncia (û(ξ))ξ∈Zn ∈ S′s e vale que
u =
∑
ξ∈Zn
û(ξ)eiξ·t,
sendo a convergeˆncia em D′s,2π(R
n).
14
2.2.2 Se´ries Parciais de Fourier
Dados p, q, n ∈ N tais que n = p+ q, escrevemos (t, x) ∈ Rn para indicar que t ∈ Rp e x ∈ Rq.
Assim, para cada ξ ∈ Zq, deﬁnimos o ξ-e´simo coeﬁciente parcial de Fourier de uma func¸a˜o f ∈ Gs2π(Rn),
em relac¸a˜o a varia´vel x, por
f̂(t, ξ) = (2π)−q
∫
[0,2π]q
f(t, x)e−iξ·xdx, (t, x) ∈ Rp × Rq.
De modo ana´logo, o ξ-e´simo coeﬁciente parcial de Fourier de uma ultradistribuic¸a˜o u ∈ D′s,2π(Rn), em
relac¸a˜o a varia´vel x, por
〈û(t, ξ), g(t)〉 = (2π)−q〈u, g(t)e−iξ·x〉, g ∈ Gs2π(Rp).
Teorema 2.11. Se f ∈ Gs2π(Rn) enta˜o f̂(·, ξ) ∈ Gs2π(Rp) e
f(t, x) =
∑
ξ∈Zq
f̂(t, ξ)eiξ·x, (t, x) ∈ Rp × Rq,
sendo a convergeˆncia desta se´rie no sentido de Gs2π(R
n). Ale´m disso, existem C, ε, h > 0 tais que
|Dαf̂(·, ξ)| ≤ Ch|α| (α!)se−ε|ξ|
1
s , t ∈ Rp, α ∈ Zp, ξ ∈ Zq.
Reciprocamente, dada uma sequeˆncia (fξ)ξ∈Zq em Gs2π(R
p) para a qual existem C, ε, h > 0 tais que
|Dαfξ(t)| ≤ Ch|α| (α!)se−ε|ξ|
1
s , t ∈ Rp, α ∈ Zp, ξ ∈ Zq.
enta˜o a func¸a˜o
f(t, x) =
∑
ξ∈Zq
fξ(t)e
iξ·x, (t, x) ∈ Rp × Rq,
esta´ bem deﬁnida e a convergeˆncia e´ no sentido de Gs2π(R
2). Ale´m disso, f̂(·, ξ) = fξ, para todo ξ ∈ Zq.
Deﬁnic¸a˜o 2.12. Dados u ∈ D′s,2π(Rp) e ξ ∈ Zq, deﬁnimos a ultradistribuic¸a˜o perio´dica
ueiξ·x ∈ D′s,2π(Rn)
como sendo
〈ueiξ·x, f(t, x)〉 = (2π)q〈u, f̂(t, ξ)〉, f ∈ Gs2π(R2).
Teorema 2.13. Se u ∈ D′s,2π(Rn) enta˜o û(·, ξ) ∈ D′s,2π(Rp) e
u(t, x) =
∑
ξ∈Zq
û(t, ξ)eiξ·x,
sendo a convergeˆncia desta se´rie no sentido de D′s,2π(R
n). Ale´m disso, para todo ε > 0 e h > 0 existe
C = Cε,h > 0 tal que
|〈û(·, ξ), g〉| ≤ C‖g‖s,heε|ξ|
1
s , g ∈ Gs,h2π (Rp), ξ ∈ Zq.
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Reciprocamente, dada uma sequeˆncia (uξ)ξ∈Zq em D′s,2π(R
p) para a qual, dados ε > 0 e h > 0 existe
C = Cε,h > 0 satisfazendo
|〈uξ, g〉| ≤ C‖g‖s,heε|ξ|
1
s , g ∈ Gs,h2π (Rp), ξ ∈ Zq,
enta˜o
u =
∑
ξ∈Zq
uξe
iξ·x
esta´ bem deﬁnida e a convergeˆncia desta se´rie e´ no sentido de D′s,2π(R
n). Ale´m disso, û(·, ξ) = uξ, para
todo ξ ∈ Zq.
2.3 Produto Tensorial de Ultradistribuic¸o˜es Perio´dicas
Como na˜o encontramos refereˆncias para o to´pico desta sec¸a˜o, decidimos descreveˆ-la com mais
detalhes.
Dadas u ∈ D′s,2π(Rpt ) e v ∈ D′s,2π(Rqx), deﬁnimos
u⊗ v : Gs2π(Rpt × Rqx) → C
f(t, x) −→ 〈u(t), 〈v(x), f(t, x)〉〉.
Para veriﬁcar que u⊗v esta´ bem deﬁnida basta mostrar que a aplicac¸a˜o g(t) = 〈v(x), f(t, x)〉,
t ∈ Rp, pertence a Gs2π(Rpt ), qualquer que seja f(t, x) ∈ Gs2π(Rpt × Rqx) dada.
Lema 2.14. Considere g(t) como deﬁnida acima. Enta˜o g ∈ Gs2π(Rpt ) e
∂αg(t) = 〈v(x), ∂(α,0)f(t, x)〉, α ∈ Np0.
Demonstrac¸a˜o.
Vamos inicialmente provar que g e´ cont´ınua, para isso sejam (tk)k∈N uma sequeˆncia em Rp e
t¯ ∈ Rp tais que tk −→ t¯. Veja que
g(tk)− g(t¯ ) = 〈v(x), f(tk, x)− f(t¯, x)〉.
Logo, basta mostrarmos que f(tk, ·)−f(t¯, ·) converge para zero em Gs2π(Rqx), pois assim da continuidade
da v seguira´ que g(tk) −→ g(t¯ ).
Como f(t, x) ∈ Gs2π(Rpt × Rqx) segue que existe hl > 0 tal que f(t, x), ∂xif(t, x) e ∂tjf(t, x)
pertencem a Gs,h2π (R
p
t ×Rqx), para i = 1, . . . , q, j = 1 . . . , p e f(t, ·) ∈ Gs,hl2π (Rqx) para qualquer t ∈ Rq.
Dado β ∈ Nq0 e vk(θ) = (1− θ)(tk, x)− θ(t¯, x), segue pela desigualdade do valor me´dio que
|∂(0,β)f(tk, x)− ∂(0,β)f(t¯, x)| ≤ |(tk, x)− (t¯, x)| sup
θ∈[0,1]
|(∂(0,β)f)′(vk(θ))|
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= |tk − t¯ | sup
θ∈[0,1]
|〈∇∂(0,β)f(vk(θ)), ·〉|
= |tk − t¯ | sup
θ∈[0,1]
sup
|(t,x)|=1
|〈∇∂(0,β)f(vk(θ)), (t, x)〉|
≤ |tk − t¯ | sup
θ∈[0,1]
sup
|(t,x)|=1
|∇∂(0,β)f(vk(θ))||(t, x)|
= |tk − t¯ | sup
θ∈[0,1]
|∇∂(0,β)f(vk(θ))|
≤ |tk − t¯ | sup
(t,x)
|∇∂(0,β)f(t, x)|.
Note que
|∇∂(0,β)f(t, x)| ≤
p∑
j=1
|∂tj∂(0,β)f(t, x)|+
p∑
k=1
|∂xk∂(0,β)f(t, x)|
=
p∑
j=1
|∂(0,β)∂tjf(t, x)|+
p∑
k=1
|∂(0,β)∂xkf(t, x)|
≤ C(β!)sh|β| ,
e portanto
|∂(0,β)f(tk, x)− ∂(0,β)f(t¯, x)| ≤ |tk − t¯ |C(β!)sh|β| , x ∈ Rq, β ∈ Nq0, k ∈ N.
Observe agora que
‖ f(tk, ·)− f(t¯, ·) ‖s,hl = sup
x, β
|∂(0,β)f(tk, x)− ∂(0,β)f(t¯, x)|(β!)−sh−|β|
≤ |tk − t¯ |C −→ 0,
o que implica na continuidade de g.
Para mostrar que g e´ de classe C1, seja (ak)k∈N uma sequeˆncia em R − {0} tal que ak → 0.
Pelo teorema do valor me´dio temos
a−1k (g(t+ akej)− g(t)) = 〈v(x), a−1k (f(t+ akej , x)− f(t, x))〉 = 〈v(x), ∂tjf(t+ a˜kej , x)〉,
sendo 0 < |a˜k| < |ak|, para todo k ∈ N.
Analogamente ao que foi feito na prova da continuidade de g, prova-se que
∂tjf(t+ a˜kej , ·) −→ ∂tjf(t, ·), em Gs2π(Rqx)
Utilizando a continuidade da v segue que ∂tjg(t) = 〈u(x), ∂tjf(t, x)〉. De forma ana´loga a
prova da continuidade de g conclui-se a continuidade de ∂tjg, logo g e´ C
1.
Finalmente, por induc¸a˜o no comprimento do multi-´ındice α ∈ Np0, mostra-se que ∂αg e´ cont´ınua
e que
∂αg(t) = 〈v(x), ∂(α,0)f(t, x)〉.
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Para provar que g e´ uma func¸a˜o Gevrey, como f ∈ Gs,h2π (Rpt × Rqx) segue que
sup
t,α
sup
x,β
|∂(α,β)f(t, x)| ≤‖ f ‖s,h (α!)s(β!)sh|α| h|β| .
Seja ε = h−1 . Como v ∈ D′s,2π(Rqx) segue que existe Cε > 0 satisfazendo
|〈v, h(x)〉| ≤ Cε sup
x,β
|∂βh(x)|ε|β|(β!)−s, h ∈ Gs2π(Rq).
Da´ı temos que
|∂αg(t)| = |〈u(x), ∂(α,0)f(t, x)〉|
≤ Cε sup
x,β
|∂(α,β)f(t, x)|ε|β|(β!)−s
= Cε sup
x,β
|∂(α,β)f(t, x)|h−|α| h−|β| (α!)−s(β!)−sh|α| (α!)s
≤ Cεh|α| (α!)s sup
x,β
sup
t,α
|∂(α,β)f(t, x)|h−|α| h−|β| (α!)−s(β!)−s
= Cε ‖ f ‖s,hl (α!)sh|α| ,
para t ∈ Rpt e α ∈ Np0, e portanto g ∈ Gs,h(Rpt ).
A periodicidade de g e´ clara. Isso completa a demonstrac¸a˜o.
O lema anterior garante que u⊗ v esta´ bem deﬁnida, sendo obviamente u⊗ v e´ linear. Vamos
provar que u ⊗ v e´ cont´ınua. Seja ε > 0 dado. Da continuidade de u e v segue que existe Cε > 0
satisfazendo
|〈v, h(t)〉| ≤ Cε sup
t,α
|∂αh(t)|ε|α|(α!)−s, h ∈ Gs2π(Rpt ),
e
|〈v, h(x)〉| ≤ Cε sup
x,β
|∂βh(x)|ε|β|(β!)−s, h ∈ Gs2π(Rqx).
Dada f(t, x) ∈ Gs2π(Rpt × Rqx), temos
|〈u⊗ v, f(t, x)〉| = |〈u(t), 〈v(x), f(t, x)〉〉|
≤ Cε sup
t,α
|∂αt 〈v(x), f(t, x)〉|ε|α|(α!)−s
= Cε sup
t,α
|〈v(x), ∂(α,0)f(t, x)〉|ε|α|(α!)−s
≤ Cε sup
t,α
Cε sup
x,β
|∂(α,β)f(t, x)|ε|β|(β!)−sε|α|(α!)−s
= C2ε sup
t,α
sup
x,β
|∂(α,β)f(t, x)|ε|(α,β)|((α, β)!)−s.
Disso segue que u⊗ v ∈ D′2π(Rpt × Rqx).
Deﬁnic¸a˜o 2.15. Sejam u ∈ D′s,2π(Rpt ) e v ∈ D′s,2π(Rqx). Deﬁnimos o produto tensorial de u por v como
sendo u⊗ v ∈ D′2π(Rpt × Rqx).
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Observac¸a˜o 2.16. Dadas g ∈ Gs2π(Rpt ) e h ∈ Gs2π(Rqx) facilmente veˆ-se que (g ⊗ h)(t, x) = g(t)h(x)
pertence a Gs2π(R
p
t × Rqx) e que
〈u⊗ v, g ⊗ h〉 = 〈u, g〉〈v, h〉.
Proposic¸a˜o 2.17. Sejam u ∈ D′s,2π(Rpt ) e v ∈ D′s,2π(Rqx). Existe uma u´nica w ∈ D′s,2π(Rpt × Rqx)
satisfazendo a seguinte propriedade: se g ∈ Gs2π(Rpt ) e h ∈ Gs2π(Rqx), enta˜o
〈w, g ⊗ h〉 = 〈u, g〉〈u, h〉.
Demonstrac¸a˜o.
A existeˆncia e´ garantida pelo produto tensorial u⊗ v. Considere w satisfazendo a propriedade
do enunciado e seja ξ = (ξ1, ξ2) ∈ Zp × Zq. Note que e−iξ·(t,x) = e−iξ1·te−iξ2·x. Enta˜o
ŵ(ξ) = (2π)−(p+q)〈w, e−iξ·(t,x)〉 = (2π)−p〈u, e−iξ1·t〉(2π)−q〈v, e−iξ2·x〉 = û(ξ1)v̂(ξ2).
Portanto da unicidade dos coeﬁcientes de Fourier segue a unicidade de w.
De forma inteiramente ana´loga poder´ıamos ter deﬁnido o produto tensorial u⊗ v da seguinte
maneira
〈u⊗ v, f(t, x)〉 = 〈v(x), 〈u(t), f(t, x)〉〉, f ∈ Gs2π(Rpt × Rqx).
Aplicando a proposic¸a˜o anterior obtemos uma versa˜o do teorema de Fubini para nosso contexto:
〈u(t), 〈v(x), f(t, x)〉〉 = 〈u⊗ v, f(t, x)〉 = 〈v(x), 〈u(t), f(t, x)〉〉.
Proposic¸a˜o 2.18. Sejam u ∈ D′s,2π(Rpt ), v ∈ D′s,2π(Rqx), w ∈ D′s,2π(Rqx), λ ∈ C, α ∈ Np0 e β ∈ Nq0.
Enta˜o:
(i) u⊗ (v + w) = u⊗ v + u⊗ w;
(ii) λ(u⊗ v) = λu⊗ v = u⊗ λv;
(iii) ∂(α,β)(u⊗ v) = ∂αu⊗ ∂βv.
A demonstrac¸a˜o das propriedades acima segue diretamente da deﬁnic¸a˜o de produto tensorial.
2.4 Comportamento Assinto´tico de Certas Integrais
Nesta sec¸a˜o faremos um breve estudo quanto ao comportamento de sequeˆncias de integrais do
tipo
J(ξ) =
∫ a
−a
e−ξr
2k
dr, ξ ∈ N,
quando ξ → ∞, com a > 0 e k ∈ N ﬁxos.
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Mostraremos que J(ξ) → 0, quando ξ → ∞, e estimaremos a velocidade de tal decaimento.
Esse comportamento no inﬁnito sera´ usado na demonstrac¸a˜o do Teorema 3.5 para estimar o decaimento
de alguns coeﬁcientes de Fourier e construir uma soluc¸a˜o singular.
Em primeiro lugar, notemos que
0 ≤ J(ξ) = |J(ξ)| ≤
∫ a
−a
|e−ξr2k |dr ≤ 2a < ∞,
ou seja, os termos dessa sequeˆncia esta˜o todos bem deﬁnidos e, claramente, J(ξ′) < J(ξ), sempre que
ξ < ξ′. Logo a sequeˆncia {J(ξ)}ξ∈N e´ convergente.
Mostremos agora que J(ξ) → 0 quando ξ → ∞. Para ver isto, fac¸amos em J(ξ) a seguinte
mudanc¸a de varia´veis , τ = 2k
√
ξr, enta˜o
J(ξ) =
1
2k
√
ξ
∫ a 2k√ξ
−a 2k√ξ
e−τ
2k
dτ = c(ξ)
1
2k
√
ξ
,
com c(ξ) > 0 uma constante que depende de ξ ∈ N.
Como
c(ξ) ≤
∫ ∞
−∞
e−τ
2k
dτ =
√
π = C∞,
temos que
0 ≤ J(ξ) ≤ C∞
2k
√
ξ
→ 0, quando ξ → ∞,
e portanto segue que
lim
ξ→∞
J(ξ) = 0.
Observando que a ≤ a 2k√ξ para todo ξ ∈ N, segue que
1
2k
√
ξ
∫ a
−a
e−τ
2k
dτ ≤ J(ξ) ≤ 1
2k
√
ξ
∫ ∞
−∞
e−τ
2k
dτ,
e desta forma, para todo ξ ∈ N temos
Ca
2k
√
ξ
≤ J(ξ) ≤ C∞
2k
√
ξ
.
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3 HIPOELITICIDADE GEVREY GLOBAL
Iniciamos este cap´ıtulo apresentando condic¸o˜es necessa´rias e suﬁcientes para hipoeliticidade
Gevrey global de operadores diferenciais parciais com coeﬁcientes constantes. Tais condic¸o˜es sa˜o dadas
no Teorema 3.2, o qual e´ uma extensa˜o natural do resultado cla´ssico de S. Greenﬁeld e N. Wallach [6]
para a hipoeliticidade global no sentido C∞.
Tambe´m obtemos uma caracterizac¸a˜o completa da hipoeliticidade global Gevrey da classe de
operadores P = ∂t − c(t)∂x em R2. Este e´ um dos resultados mais importantes deste trabalho e seu
enunciado pode ser encontrado no Teorema 3.5.
Neste trabalho todo usaremos a seguinte deﬁnic¸a˜o de hipoeliticidade Gs global:
Deﬁnic¸a˜o 3.1. Dizemos que operador diferencial parcial P e´ globalmente Gs hipoel´ıtico em Rn, para
s ≥ 1, se as condic¸o˜es u ∈ D′s,2π(Rn) e Pu = f ∈ Gs2π(Rn) implicarem que u ∈ Gs2π(Rn).
3.1 Operadores com coeﬁcientes constantes
Considere o operador diferencial parcial linear de ordem k ∈ Z+
P =
∑
|α|≤k
aαD
α, (3.1)
com coeﬁcientes constantes aα ∈ C e denote por
P (ξ) =
∑
|α|≤k
aαξ
α, ξ ∈ Zn,
seu s´ımbolo.
Teorema 3.2. O operador P deﬁnido em (3.1) e´ globalmente Gs hipoel´ıtico se, e somente se, para todo
ε > 0, existe Cε > 0 tal que
|P (ξ)| ≥ exp(−ε|ξ|1/s), (3.2)
para |ξ| ≥ Cε.
Demonstrac¸a˜o.
Necessidade: Suponha que a condic¸a˜o (3.2) na˜o seja verdadeira. Enta˜o existem ε0 > 0 tal que para
qualquer C > 0, existe ξ ∈ Zn tal que para |ξ| > C vale |P (ξ)| < e−ε0|ξ|1/s .
Assim, existe uma sequeˆncia {(ξj)}j∈N ⊂ Zn com |ξj | > j e |P (ξj)| < exp(−ε0|ξj |1/s) para
todo j ∈ N. Deﬁnindo
u =
∑
j∈N
eiξj ·t,
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temos
û(ξ) =
⎧⎪⎨⎪⎩1, ξ = ξj para algum j ∈ N;0, caso contra´rio.
Assim u ∈ D′s,2π(Rn) mas u /∈ Gs2π(Rn). Observemos que
Pu(t) =
∑
|α|≤k
αaD
α
(∑
j∈N
eiξj ·t
)
=
∑
j∈N
P (ξj)e
iξj ·t .= f(t).
Assim, temos que os coeﬁcientes de Fourier de f sa˜o dados por
f̂(ξ) =
⎧⎪⎨⎪⎩P (ξj), ξ = ξj para algum j ∈ N;0, caso contra´rio.
Como existe ε0 > 0 tal que |f̂(ξ)| ≤ e−ε0|ξ|1/s , segue que f ∈ Gs2π(Rn), logo P na˜o e´ GsH.
Suﬁcieˆncia: Seja u ∈ D′s,2π(Rn) tal que
Pu = f ∈ Gs2π(Rn). (3.3)
Pela unicidade de representac¸a˜o em se´rie de Fourier, da igualdade acima obtemos
f̂(ξ) = P (ξ)û(ξ), para todo ξ ∈ Zn. (3.4)
Como f ∈ Gs2π(Rn), existem ε > 0 e Cε > 0 tal que para todo ξ ∈ Zn
|f̂(ξ)| = |P (ξ)||û(ξ)| ≤ Cεe−ε|ξ|1/s .
Tomando ε1 =
ε
2 , segue da hipo´tese, que existe Cε1 > 0 tal que
|P (ξ)| ≥ e− ε2 |ξ|
1
s , para |ξ| ≥ Cε1 . (3.5)
Segue de (3.4) e (3.5) que
|û(ξ)| ≤ Cεe−ε/2|ξ|1/s , |ξ| ≥ Cε1 . (3.6)
Escrevendo
u(t) =
∑
ξ∈Zn
û(ξ)eiξt =
∑
|ξ|<Cε1
û(ξ)eiξt +
∑
|ξ|≥Cε1
û(ξ)eiξt
.
= u1(t) + u2(t), (3.7)
falta apenas mostrar que u1 e u2 sa˜o func¸o˜es Gevrey para concluir a demonstrac¸a˜o.
Como, para cada ξ ∈ Zn, a func¸a˜o t ∈ Rn −→ eiξ·t anal´ıtica real e u1 e´ uma combinac¸a˜o linear
(ﬁnita) de tais func¸o˜es, enta˜o u1 ∈ Cω2π(Rn) ⊂ Gs2π(Rn).
Para ﬁnalizar, por (3.6), existem ε > 0 e Cε > 0 tais que |û(ξ)| ≤ Cεe−ε/2|ξ|1/s , para |ξ| ≥ Cε1 ,
e enta˜o podemos concluir que u2 ∈ Gs2π(Rn).
Segue portanto que u1(t) + u2(t) = u(t) ∈ Gs2π(Rn).
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Uma das aplicac¸o˜es mais belas do Teorema 3.2 ocorre no caso n = 2, quando tentamos
caracterizar a hipoeliticidade global Gevrey do operador de coeﬁciente real
Pα = ∂t − α∂x, α ∈ R.
Para enuncia´-la com precisa˜o, fazemos uso da seguinte deﬁnic¸a˜o:
Deﬁnic¸a˜o 3.3. Dizemos que α ∈ R\Q na˜o e´ um nu´mero Liouville exponencial com expoente s ≥ 1, se
para qualquer ε > 0 existe Cε > 0 tal que
|p− αq| ≥ Cεe−ε|q|1/s , para todo (p, q) ∈ Z× (Z \ {0}). (3.8)
Denotamos o conjunto dos nu´meros Liouville exponencial com expoente s ≥ 1 por Es.
Teorema 3.4. O operador Pα = ∂t − α∂x, com α ∈ R, e´ globalmente Gs hipoel´ıtico se, e somente se,
α /∈ (Q ∪ Es).
Demonstrac¸a˜o.
Necessidade: Suponha que α =
m
n
∈ Q, com m,n ∈ Z e n = 0. Neste caso, tomando p = lm e q = ln,
com l ∈ Z, temos
P̂α(p, q) = P̂α(lm, ln) = lm− m
n
ln = 0, para todo l ∈ Z,
o que viola a condic¸a˜o (3.2) do Teorema 3.2, logo Pα na˜o e´ globalmente G
s hipoel´ıtico em R2.
Suponhamos agora que α ∈ Es, ou seja, existe ε0 > 0 tal que para qualquer constante C > 0
existe (p, q) ∈ Z× (Z \ {0}) tal que
|p− αq| < Ce−ε0|q|1/s .
Em particular, tomando C =
1
j
, obtemos uma sequeˆncia (pj , qj) ∈ Z× (Z \ {0}) que satisfaz
|pj − αqj | < 1
j
e−ε0|q|
1/s ≤ e−ε0|q|1/s .
Ale´m disso, podemos supor |qj | ≥ 2 e |qj | → ∞. Logo
|pj | − |α||qj | ≤ |pj − αqj | < e−ε0|q|1/s ≤ 1 ≤ |qj |
e portanto
|pj | ≤ (1 + |α|2)|qj |.
Assim temos que
p2j + q
2
j ≤ [1 + (1 + |α|)2]q2j . (3.9)
Segue de (3.1) e de (3.9) que
|P̂α(pj , qj)| = |pj − αqj | < e−ε0|qj |1/s ≤ e
−ε0
1
C1/s
|(pj ,qj)|1/s
, j = 1, 2, · · ·
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com C = {[1 + (1 + α)2]}1/2 e |qj | → ∞. Logo, Pα na˜o e´ globalmente Gs hipoel´ıtico em R2.
Suﬁcieˆncia: Suponhamos agora que α seja um irracional na˜o Liouville exponencial com expoente s,
isto e´, para qualquer ε > 0, existe Cε > 0 tal que
|p− αq| ≥ e−ε|q|1/s , para todo (p, q) ∈ Z× (Z \ {0}). (3.10)
Segue de (3.10) que
|P̂α(p, q)| = |p− αq| ≥ e−ε|q|1/s ≥ e−ε|(p,q)|1/s , para todo (p, q) ∈ Z× (Z \ {0}). (3.11)
Notemos que
|P̂α(p, 0)| = |p| ≥ 1 > e−ε|(p,0)|1/s , para todo p ∈ Z \ {0}. (3.12)
Assim, segue de (3.11) e (3.12) e do Teorema 3.2 que o operador Pα e´ globalmente G
s hi-
poel´ıtico em R2.
3.2 Operador da forma P = ∂t − c(t)∂x
O pro´ximo passo e´ caracterizar a hipoeliticidade Gs global para os operadores diferenciais da
forma
P = ∂t − c(t)∂x, com c(t) = a(t) + ib(t) ∈ Gs2π(R). (3.13)
A abordagem usada nesta sec¸a˜o foi inspirada na dissertac¸a˜o de mestrado de L. S. Coelho [5],
na qual o autor estuda esta mesma classe de operadores, pore´m com a condic¸a˜o mais forte do coeﬁciente
c(t) ser anal´ıtico-real, o que permite usar a fo´rmula integral de Cauchy para estimar as derivadas do
candidato a soluc¸a˜o e, assim, simpliﬁcar substancialmente algumas estimativas.
A novidade no resultado abaixo e´ permitir que a func¸a˜o c(t) = a(t)+ib(t) seja de classeGs2π(R).
Neste caso, as te´cnicas de demonstrac¸a˜o tiveram que ser modiﬁcadas especiﬁcamente na construc¸a˜o de
uma soluc¸a˜o singular para o caso em que b muda de sinal.
Como salientamos na introduc¸a˜o, durante o preparo desta dissertac¸a˜o tomamos conhecimento
do artigo [4] no qual este resultado e´ demonstrado para uma classe de operadores diferenciais que inclui
nosso operador.
Teorema 3.5. Considere o operador P deﬁnido em 3.13.
1. Se s > 1 e b na˜o e´ identicamente nula, enta˜o P e´ globalmente Gs hipoel´ıtico se, e somente se, b
na˜o muda de sinal.
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2. Se s ≥ 1 e b e´ identicamente nula, enta˜o P e´ globalmente Gs hipoel´ıtico se, e somente se,
a0 =
1
2π
∫ 2π
0
a(r)dr /∈ (Q ∪ Es).
Essa e´ a versa˜o mais geral do resultado e sua demonstrac¸a˜o e´ bastante extensa. Por este
motivo optamos por enunciar e provar treˆs resultados nas subsec¸o˜es abaixo (Proposic¸o˜es 3.6, 3.11 e
3.12) que juntas sa˜o equivalentes ao Teorema 3.5.
3.2.1 O caso b ≡ 0
Considere o operador diferencial parcial
P = ∂t − a(t)∂x, (3.14)
com a = a(t) sendo uma func¸a˜o de classe Gs2π(R) a valores reais, e deﬁna
A(t) =
∫ t
0
a(r)dr − a0t, com a0 = 1
2π
∫ 2π
0
a(r)dr.
O principal resultado dessa subsec¸a˜o e´ o seguinte.
Proposic¸a˜o 3.6. O operador (3.14) e´ globalmente Gs hipoel´ıtico, para s ≥ 1 se, e so´ se, a0 /∈ (Q∪Es).
Para demonstrar esta Proposic¸a˜o precisamos antes provar alguns resultados auxiliares, os quais
passamos a enunciar e demonstrar.
Proposic¸a˜o 3.7. A aplicac¸a˜o
S : D′s,2π(R
2) −→ D′s,2π(R2)
u(t, x) =
∑
ξ∈Z
û(t, ξ)eiξx −→ S(u(t, x)) =
∑
ξ∈Z
û(t, ξ)eiξA(t)eiξx,
deﬁne um automorﬁsmo em D′s,2π(R
2) com automorﬁsmo inverso dado por
S−1 : D′s,2π(R
2) −→ D′s,2π(R2)
u(t, x) =
∑
ξ∈Z
û(t, ξ)eiξx −→ S(u(t, x)) =
∑
ξ∈Z
û(t, ξ)e−iξA(t)eiξx.
Demonstrac¸a˜o. Inicialmente, mostramos que S esta´ bem deﬁnida, ou seja, mostramos que se u ∈
D′s,2π(R
2), enta˜o Su ∈ D′s,2π(R2).
Sejam ε > 0 e h > 0 dados. Queremos mostrar que existe Cε,h = C > 0 tal que
|〈û(t, ξ)eiξA(t), ϕ〉| ≤ C‖ϕ‖s,heε|ξ|1/s , ξ ∈ Z, ϕ ∈ Gs,h2π (R2).
Considere ϕ ∈ Gs,h2π (R2). Pelo Lema 6.8 existe Cε > 0 tal que
|∂αeiξA(t)|e− ε2 |ξ|
1
s ≤ C |α|ε (α!)s, α ∈ N0, t ∈ R, ξ ∈ Z.
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Enta˜o
|∂αeiξA(t)e− ε2 |ξ|
1
s ϕ(t)| = |
∑
β≤α
(
α
β
)
∂βeiξA(t)e−
ε
2 |ξ|
1
s ∂α−βϕ(t)|
≤
∑
β≤α
(
α
β
)
|∂βeiξA(t)|e− ε2 |ξ|
1
s |∂α−βϕ(t)|
≤
∑
β≤α
(
α
β
)s
C |β|ε (β!)
s ‖ ϕ ‖s,h ((α− β)!)sh|α−β|
≤ (α!)sC |α|ε h|α| 2|α| ‖ ϕ ‖s,h
= C˜
|α|
ε,h
(α!)s ‖ ϕ ‖s,h ,
sendo C˜ε,h = 2hcε. Utilizando o Lema (6.8) obtemos C¯ε > 0
|ξ|ke− ε2 |ξ|
1
s ≤ C¯kε (k!)s, ξ ∈ Z, k ∈ N0.
Deﬁna μ = (max{C˜ε,h , C¯ε})−1. Da continuidade de u segue que existe Cμ > 0 tal que
|〈u, ψ〉| ≤ Cμ sup
t,α
sup
x,k
|∂(α,k)ψ(t, x)|μ|(α,k)|((α, k)!)−s, ψ ∈ Gs2π(R2).
Da´ı
|〈û(t, ξ)eiξA(t), ϕ(t)〉| = |〈û(t, ξ), eiξA(t)ϕ(t)〉|
=
1
2π
|〈u(t, x), eiξA(t)ϕ(t)e−iξx〉|
≤ Cμ
2π
sup
t,α
sup
x,k
|∂αt ∂kxeiξA(t)ϕ(t)e−iξx|μ|α|μk(α!)−s(β!)−s.
Note que
|∂αt eiξA(t)ϕ(t)e−
ε
2 |ξ|1/s | |∂kxe−iξxe−
ε
2 | μ|α|μk(α!)−s(k!)−seε|ξ|1/s
= |∂αt eiξA(t)ϕ(t)e−
ε
2 |ξ|1/s | |ξ|ke− ε2 μ|α|μk(α!)−s(k!)−seε|ξ|1/s
≤ C˜ |α|ε,h(α!)s ‖ ϕ ‖s,h C¯kε (k!)sμ|α|μk(α!)−s(k!)−seε|ξ|
1/s
= max{C˜ε,h , C¯ε}|α|+k μ|α|+k ‖ ϕ ‖s,h eε|ξ|
1/s
=‖ ϕ ‖s,h eε|ξ|
1/s
,
para todo ξ ∈ Z, α ∈ N0, k ∈ N0, t ∈ R e x ∈ R. Portanto
|〈û(t, ξ)eiξA(t), ϕ(t)〉| ≤ Cμ
2π
‖ ϕ ‖s,h eε|ξ|
1/s
,
e S esta´ bem deﬁnida.
Analogamente mostra-se que a aplicac¸a˜o S−1 esta´ bem deﬁnida e a veriﬁcac¸a˜o que S ◦ S−1 =
I = S−1 ◦ S e´ direta.
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Proposic¸a˜o 3.8. O operador S deﬁnido na Proposic¸a˜o anterior, restrito so espac¸o Gs2π(R
2), deﬁne um
automorﬁsmo em Gs2π(R
2).
Demonstrac¸a˜o. Para mostrar que S|Gs2π(R2) tambe´m deﬁne um automorﬁsmo, basta provar que G
s
2π(R
2)
e´ S−invariante e S−1−invariante. Mostramos que Gs2π(R2) e´ S−invariante. Seja u ∈ Gs2π(R2). Para
veriﬁcar que Su ∈ Gs2π(R2) basta provar que existem C > 0, h > 0 e ε > 0 tais que
|∂αt
[
û(t, ξ)eiξA(t)
]
| ≤ Ch|α| (α!)se−ε|ξ|
1
s , ξ ∈ Z, α ∈ N0, t ∈ R.
Como u ∈ Gs2π(R2) segue que existem C > 0, h > 0 e ε > 0 tais que
|∂αû(t, ξ)| ≤ Ch|α| (α!)se−ε|ξ|
1
s , ξ ∈ Z, α ∈ N0, t ∈ R.
Enta˜o
|∂αû(t, ξ)eiξA(t)| ≤
∑
β≤α
(
α
β
)
|∂β û(t, ξ)||∂α−βeiξA(t)|
≤
∑
β≤α
(
α
β
)s
Ch
|β|
 (β!)
se−
ε
2 |ξ|
1
s |∂α−βeiξA(t)|e− ε2 |ξ|
1
s
≤
∑
β≤α
(
α
β
)s
Ch
|β|
 (β!)
se−
ε
2 |ξ|
1
s C |α−β|ε ((α− β)!)s
≤ C(2hCε)|α|(α!)se− ε2 |ξ|
1
s ,
e portanto Gs2π(R
2) e´ S−invariante. De forma ana´loga, mostra-se que Gs2π(R2) e´ S−1−invariante.
Proposic¸a˜o 3.9. Se P = ∂t−c(t)∂x, com c(t) = a(t)+ib(t) ∈ Gs2π(R), enta˜o vale a seguinte conjugac¸a˜o
S−1PS = P˜ .= ∂t − (a0 + ib(t))∂x.
Demonstrac¸a˜o. De fato, se u ∈ D′s,2π(R2), enta˜o
P˜ (u) = S−1PSu = S−1PS
(∑
ξ∈Z
û(t, ξ)eiξx
)
= S−1P
(∑
ξ∈Z
û(t, ξ)eiξA(t)eiξx
)
= S−1
(∑
ξ∈Z
[
∂tû(t, ξ) + û(t, ξ)[iξ∂tA(t)]− c(t)(iξ)û(t, ξ)
]
eiξA(t)eiξx
)
=
∑
ξ∈Z
[
∂tû(t, ξ) + û(t, ξ)[iξ∂tA(t)]− c(t)(iξ)û(t, ξ)
]
eiξx
= (∂t − (a0 + ib(t))∂x)(u).
Proposic¸a˜o 3.10. O operador P e´ globalmente Gs hipoel´ıtico se, e somente se, o operador P˜ = S−1PS
e´ globalmente Gs hipoel´ıtico.
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Demonstrac¸a˜o. Seja u ∈ D′s,2π(R2) tal que P˜ u = S−1PSu = f ∈ Gs2π(R2). Como S e S−1 sa˜o
automorﬁsmos em D′s,2π(R
2), existe v ∈ D′s,2π(R2) tal que S−1v = u e Pv = Sf ∈ Gs2π(R2). Como P
e´ globalmente Gs hipoel´ıtico segue que v ∈ Gs2π(R2), pois S tambe´m e´ um automorﬁsmo em Gs2π(R2).
Daqui segue que u = Sv ∈ Gs2π(R2) e P˜ e´ globalmente Gs hipoel´ıtico. A implicac¸a˜o contra´ria e´
ana´loga.
Prova da Proposic¸a˜o 3.6.
Pela Proposic¸a˜o 3.9, os operadores P = ∂t − a(t)∂x e P˜ = ∂t − a0∂x sa˜o conjugados, e pela Proposic¸a˜o
3.10, P e´ globalmente Gs hipoel´ıtico se, e somente se, o operador P˜ e´ globalmente Gs hipoel´ıtico. Por
ﬁm, segue do Teorema 3.4, que P˜ e´ globalmente Gs hipoel´ıtico se, e somente se, a0 /∈ (Q ∪ Es), o que
conclui a demonstrac¸a˜o.
3.2.2 O caso b ≡ 0
Agora considere o operador diferencial parcial
P = ∂t − (a(t) + ib(t))∂x, (3.15)
com c(t) = a(t) + ib(t) sendo uma func¸a˜o de classe Gs2π(R), com s > 1, e b sendo uma func¸a˜o na˜o
identicamente nula.
Proposic¸a˜o 3.11. Se P e´ globalmente Gs hipoel´ıtico enta˜o b na˜o muda de sinal.
Demonstrac¸a˜o. Suponha que a func¸a˜o b muda de sinal, vamos mostrar que o operador P = ∂t − c(t)∂x
na˜o e´ globalmente Gs hipoel´ıtico, e para isso vamos encontrar uma soluc¸a˜o singular para o operador
P = ∂t − c(t)∂x, ou seja, uma ultradistribuic¸a˜o u ∈ D′s,2π(R2) \Gs2π(R2) tal que Pu = f ∈ Gs2π(R2).
Pelas Proposic¸o˜es 3.9 e 3.10, basta mostrar que o operador conjugado P˜ = ∂t − (a0 + ib(t))∂x
na˜o e´ globalmente Gs hipoel´ıtico. Logo faremos a construc¸a˜o da soluc¸a˜o singular considerando sepa-
radamente os seguintes casos: (i) b0 > 0; (ii) b0 < 0; (iii) b0 = 0 e a0 ∈ R \ Q; e (iv) b0 = 0 e
a0 ∈ Q.
No primeiro caso abaixo fazemos todos os detalhes. Os casos (ii) e (iii) seguem as mesmas
ideias do caso (i). Na pa´gina 32 fazemos um breve comenta´rio sobre a prova. Finalmente o caso (iv) e´
o mais simples e sua prova inicia na pa´gina 33
(i) Caso b0 > 0.
Considere a func¸a˜o
H(t, r) =
∫ t
t−r
(a0 + ib(y))dy = a0r + i
∫ t
t−r
b(y)dy, t, r ∈ [0, 2π],
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e deﬁna
B = min
0≤t,r≤2π
Im(H(t, r)) = Im(H(t0, r0)) =
∫ t0
t0−r0
b(r)dr.
Como bmuda de sinal enta˜oB < 0. Note tambe´m que Im(H(t0, 0)) = 0 > B e que Im(H(t0, 2π)) =
2πb0 > 0 > B, logo r0 ∈ (0, 2π). Aplicando uma translac¸a˜o na varia´vel t (caso seja necessa´rio),
podemos supor que t0 ∈ (0, 2π) e que b(0) = 0. Aﬁrmamos que b(t0 − r0) = 0. De fato, se
b(t0− r0) > 0, enta˜o existira δ > 0 tal que r0− δ e r0+ δ pertencem a (0, 2π) e b(y) > 0 para todo
y ∈ (t0 − r0 − δ, t0 − r0 + δ). Enta˜o
Im(H(t0, r0 − δ)) =
∫ t0
t0−r0+δ
b(y)dy =
∫ t0
t0−r0
b(y)dy −
∫ t0−r0+δ
t0−r0
b(y)dy <
∫ t0
t0−r0
b(y)dy = B,
o que seria uma contradic¸a˜o. Analogamente mostra-se que b(t0 − r0) na˜o pode ser negativo, logo
b(t0 − r0) = 0 e portanto t0 − r0 ∈ (0, 2π), ja´ que estamos supondo b(0) = 0.
Seja ϕ ∈ Gs2π((0, 2π)) uma func¸a˜o de corte com supp(ϕ) ⊂ [t0 − r0 − δ, t0 − r0 + δ] ⊂ (0, t0), tal
que ϕ(t) ≡ 1 para t ∈ [t0 − r0 − δ/2, t0 − r0 + δ/2] e 0 ≤ ϕ(t) ≤ 1 para t ∈ (0, 2π).
Deﬁnimos
f̂(t, ξ) =
⎧⎪⎨⎪⎩(1− e
iξc02π)eξBϕ(t)eiξa0(t−t0), ξ > 0;
0, ξ ≤ 0,
(3.16)
para t ∈ [0, 2π] e f̂(t+ 2π, ξ) = f̂(t, ξ) para t ∈ R.
Resta mostrar que
f(t, x) =
∑
ξ∈Z
f̂(t, ξ)eiξx ∈ Gs2π(R2) (3.17)
e que existe u ∈ D′s,2π(R2) \Gs2π(R2) tal que P˜ u = f .
Inicialmente note que f̂(t, ξ) ∈ Gs2π(R), para todo ξ inteiro. De fato, para ξ ≤ 0, temos a
func¸a˜o nula e para ξ > 0 temos um produto de func¸o˜es Gevrey, logo para todo ξ ∈ Z temos
f̂(t, ξ) ∈ Gs2π(R).
Agora veriﬁquemos que as derivadas de f̂(t, ξ) satisfazem as estimativas do Teorema 2.11, e assim
concluiremos que f ∈ Gs2π(R2). Sejam C, h > 0 tais que |∂αt ϕ(t)| ≤ Chα(α!)s, para todo t ∈ [0, 2π]
e α ∈ N0. Segue que:
|∂αt f̂(t, ξ)| =
∣∣∣∣(1− eiξc02π)(∑
β≤α
(
α
β
)(
∂βt e
iξa0(t−t0))(∂α−βt ϕ(t))eBξ)∣∣∣∣
≤ |1− eiξc02π|
∑
β≤α
(
α
β
)∣∣∣∣(∂βt eiξa0t)∣∣∣∣∣∣∣∣(∂α−βt ϕ(t))∣∣∣∣eBξ
≤ 2eBξ
∑
β≤α
(
α
β
)
|a0ξ|βCh(α−β)((α− β)!)s
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≤ C(|a0|h)αe(B/2)ξ
[∑
β≤α
(
α
β
)
ξβe−(−B/2)ξ((α− β)!)s
]
≤ C(|a0|h)αe(B/2)ξ
[∑
β≤α
(
α
β
)s
ξβe−(−B/2)ξ((α− β)!)s
]
= C(|a0|h)αe(B/2)ξ
[∑
β≤α
(α!)s
(β!)s((α− β)!)s ξ
βe−(−B/2)ξ((α− β)!)s
]
= C(|a0|h)αe(B/2)ξ
[∑
β≤α
(α!)s
ξβe−(−B/2)ξ
(β!)s
]
≤ C(|a0|h)αe(B/2)ξ1/s
[∑
β≤α
(α!)s
ξβe−(−B/2)ξ
1/s
(β!)s
]
≤ C(|a0|h)αe(B/2)ξ1/s
[∑
β≤α
(α!)sCβ(B/2)
]
= C(|a0|h)α(α!)se(B/2)ξ1/s
[∑
β≤α
Cβ(B/2)
]
≤ C(1 + C(B/2))(|a0|h(1 + C(B/2)))α(α!)se(B/2)ξ
1/s
= C˜h˜α(α!)seB˜ξ
1/s
.
E pelo Teorema 2.11, segue que f ∈ Gs2π(R2).
O pro´ximo passo e´ encontrar u ∈ D′s,2π(R2) tal que P˜ u = f , mas com u /∈ Gs2π(R2). Suponha que
exista u =
∑
ξ∈Z û(t, ξ)e
iξx ∈ D′s,2π(R2) soluc¸a˜o da equac¸a˜o Pu = f , sendo f a func¸a˜o deﬁnida
em (3.17). Pelo Lema 6.1, o operador P e´ cont´ınuo em D′s,2π(R
2), logo
Pu(t, x) =
∑
ξ∈Z
(
d
dt
− iξc(t)
)
û(t, ξ)eiξx =
∑
ξ∈Z
f̂(t, ξ)eiξx.
Segue da unicidade de representac¸a˜o em se´ries parciais de Fourier que,
f̂(t, ξ) =
(
d
dt
− iξc(t)
)
û(t, ξ), ∀ξ ∈ Z.
Pelo Lema 6.3, a equac¸a˜o acima e´ equivalente a(
d
dt
− iξc0
)(
e−iξC(t)û(t, ξ)
)
= e−iξC(t)f̂(t, ξ), ξ ∈ Z, (3.18)
com c0 =
1
2π
∫ 2π
0
c(r)dr e C(t) =
∫ t
0
c(r)dr − c0t.
Como b0 > 0, enta˜o iξc0 ∈ iZ ⇔ ξ = 0. Pelo Lema 6.6, as soluc¸o˜es para ξ = 0 sa˜o dadas por por
û(t, ξ) =
1
1− eiξc02π
∫ 2π
0
eiξH(t,r)f̂(t− r, ξ)dr,
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Substituindo a expressa˜o (3.16) na expressa˜o acima obtemos a seguinte soluc¸a˜o para (3.18):
û(t, ξ) =
⎧⎪⎨⎪⎩
eiξa0(t−t0)
∫ 2π
0
eξ(B−Im(H(t,r)))ϕ(t− r)dr, ξ > 0;
0, ξ ≤ 0.
(3.19)
O pro´ximo passo e´, mostrar que u =
∑
ξ∈Z û(t, ξ)e
iξx e´ de fato uma ultradistribuic¸a˜o perio´dica.
Claramente, para cada ξ, o coeﬁciente û(t, ξ) e´ uma func¸a˜o cont´ınua e 2π−perio´dica, portanto
û(·, ξ) ∈ D′s,2π(R), para todo ξ ∈ Z. Ale´m disso, para cada φ ∈ Gs,h2π (Rt) temos∣∣∣〈û(t, ξ), φ(t)〉∣∣∣ = ∣∣∣∣∫ 2π
0
û(t, ξ)φ(t)dt
∣∣∣∣
=
∣∣∣∣∫ 2π
0
∫ 2π
0
eξ(B−Im(H(t,r)))ϕ(t− r)eiξa0(t−t0)φ(t)drdt
∣∣∣∣
≤
∫ 2π
0
∫ 2π
0
∣∣eξ(B−Im(H(t,r)))∣∣|ϕ(t− r)|∣∣eiξa0(t−r−t0)∣∣|φ(t)|drdt
≤
∫ 2π
0
∫ 2π
0
|φ(t)|drdt
≤ (2π)2 ‖φ‖s,h .
Daqui conclu´ımos que u ∈ D′s,2π(R2).
Por ﬁm, vejamos que u /∈ Gs2π(R2). Faremos isso analisando o comportamento de |û(t0, ξ)| quando
ξ → ∞.
Considere a func¸a˜o
ψ(r) = B − Im(H(t0, r)) = B −
∫ t0
t0−r
b(y)dy,
com r ∈ [0, 2π]. Note que:
|û(t0, ξ)| =
∣∣∣∣∫ 2π
0
eξψ(r)ϕ(t0 − r)dr
∣∣∣∣ = ∫ r0+δ
r0−δ
eξψ(r)ϕ(t0 − r)dr
≥
∫ r0+δ/2
r0−δ/2
eξψ(r)dr,
(3.20)
nas desigualdades acima usamos os fatos que: supp(ϕ) ⊂ [t0 − r0 − δ, t0 − r0 + δ], que ϕ(t) = 1
para t ∈ [t0 − r0 − δ/2, t0 − r0 + δ/2] e que 0 ≤ ϕ(t) ≤ 1 para t ∈ (0, 2π).
Para concluir a prova, analisemos o comportamento assinto´tico da sequeˆncia
J(ξ) =
∫ r0+δ/2
r0−δ/2
eξψ(r)dr
quando ξ → ∞.
Primeiramente, note que ψ(r0) = ψ
′(r0) = 0. De fato,
ψ(r0) = B − Im(H(t0, r0)) = B −B = 0.
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Ale´m disso,
ψ′(r) =
[
B −
∫ t0
t0−r
b(y)dy
]′
= b(t0 − r).
Pela fo´rmula de Taylor de ψ(r), com resto de Lagrange de segunda ordem, em torno de r0, temos
ψ(r0 + h) =
ψ(r0)h
0
0!
+
ψ′(r0)h1
1!
+
ψ′′(r0 + θ(h))h2
2!
=
1
2
ψ′′(r0 + θ(h))h2, (3.21)
para h ∈ (r0 − δ/2, r0 + δ/2) e θ(h) ∈ [r0 − δ/2, r0 + δ/2].
Neste ponto, ha´ duas possibilidades para o nu´mero
M
.
= sup
r0−δ/2≤y≤r0+δ/2
∣∣∣∣ψ′′(y)2!
∣∣∣∣.
Temos: M = 0 ou M > 0.
No primeiro caso, da expressa˜o (3.21), segue que ψ(r) ≡ 0 em [r0 − δ/2, r0 + δ/2], e portanto:
J(ξ) =
∫ r0+δ/2
r0−δ/2
eξψ(r)dr =
∫ r0+δ/2
r0−δ/2
e0dr = δ ≥ C˜1√
ξ
,
para todo ξ > 0.
No segundo caso, novamente por (3.21), temos que
−ψ(r0 + h) = −1
2
ψ′′(r0 + θ(h))h2 ≤ 1
2
Mh2 = M ′h2,
logo
ξψ(r0 + h) ≥ −ξMh2, ξ > 0.
Assim,
J(ξ) =
∫ r0+δ/2
r0−δ/2
eξψ(r)dr =
∫ δ/2
−δ/2
eξψ(r0+h)dh
≥
∫ δ/2
−δ/2
e−ξM
′h2dh =
∫ δ√M ′/2
−δ√M ′/2
eξw
2
dw ≥ C˜2√
ξ
,
para todo ξ > 0.
Tomando C = min{C˜1, C˜2}, segue dos dois casos acima e de (3.20) que
|û(t0, ξ)| ≥ C√
ξ
, para todo ξ > 0,
o que nos garante que u /∈ Gs2π(R2) e conclui a prova neste caso.
(ii) Caso b0 < 0.
Este caso e´ ana´logo ao anterior, bastando apenas mudar algumas escolhas. Aqui tomamos
B˜ = max
0≤t,r≤2π
Im(H(t, r)) =
∫ t0+r0
t0
b(y)dy
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e como b muda de sinal, temos que B˜ > 0. Usamos a forma equivalente de û(t, ξ) dada em (6.7).
Enta˜o deﬁnimos
f̂(t, ξ) =
⎧⎪⎨⎪⎩e
−ξB˜ϕ(t)eiξa0(t0−t), ξ > 0;
0, ξ ≤ 0,
para t ∈ [0, 2π] e f̂(t + 2π, ξ) = f̂(t, ξ) para t ∈ R, com ϕ igual ao caso anterior. E de forma
semelhante mostra-se que f ∈ Gs2π(R2) mas u ∈ D′s,2π(R2) \Gs2π(R2).
(iii) Caso b0 = 0 e a0 ∈ R \Q.
Este caso e´ praticamente igual ao primeiro caso e por este motivo omitiremos sua prova.
(iv) Caso b0 = 0 e a0 =
p
q
∈ Q com (p, q) = 1 e q ∈ N.
Por ﬁm, neste u´ltimo caso, buscamos uma u ∈ D′s,2π(R2) \Gs2π(R2) tal que Pu = 0.
Comec¸amos observando que a func¸a˜o C(t) =
∫ t
0
c(r)dr − a0t e´ cont´ınua e 2π-perio´dica, pois∫ 2π
0
c(r)dr − 2πa0 = 0. Daqui segue que a parte imagina´ria de C(t) assume mı´nimo. Seja t0 ∈ R
tal que
Im(C(t0)) = min
t∈R
Im(C(t)).
Agora deﬁna
u(t, x) =
∑
ξ∈N
eξqIm(C(t0))eiξq(C(t)+a0t)eiξqx.
Neste caso, para todo ξ ∈ N, temos
|û(t, ξq)| = ∣∣eξq{Im(C(t0))−Im(C(t))}eiξq{Re(C(t))+a0t}∣∣ ≤ 1,
o que implica em u ∈ D′s,2π(R2), pois
|〈û(t, ξq), φ(t)〉| =
∣∣∣∣∫ 2π
0
û(t, ξq)φ(t)dt
∣∣∣∣ ≤ 2π sup
t∈[0,2π]
|φ(t)|.
Por outro lado, note que |û(t0, ξq)| = 1 para todo ξ ∈ N e portanto u /∈ Gs2π(R2). Um ca´lculo
simples mostra que Pu = 0, o que conclui a demonstrac¸a˜o do Teorema.
Proposic¸a˜o 3.12. Considere o operador P = ∂t − c(t)∂x, com c(t) = a(t) + ib(t) ∈ Gs2π(R). Suponha
que s ≥ 1 e b na˜o e´ identicamente nula. Se b na˜o muda de sinal, enta˜o P e´ globalmente Gs hipoel´ıtico.
No pro´ximo cap´ıtulo enunciamos e provamos um resultado que engloba esta Proposic¸a˜o como
um caso particular. Para na˜o repetir aqui a mesma prova, remetemos o leitor a demonstrac¸a˜o do
Teorema 5.1, bastando considerar λ = 0.
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4 RESOLUBILIDADE GEVREY GLOBAL
Neste cap´ıtulo o objetivo e´ caracterizar a resolubilidade Gs global do operador P = ∂t−c(t)∂x
no espac¸o Rt×Rx = R2 e tambe´m em Rt×Rx×Rny = Rn+2, com n ≥ 1. Nosso interesse pela dimensa˜o
n+2 ﬁcara´ mais clara no pro´ximo cap´ıtulo, no qual estudamos perturbac¸o˜es de operadores neste espac¸o.
4.1 O caso R2
Para comec¸ar, deﬁnimos precisamente o que entendemos por resolubilidade Gs global neste
trabalho. Para isso, considere o seguinte resultado:
Lema 4.1. Se f ∈ Gs2π(R2) e existe u ∈ Gs2π(R2) tal que Pu = f , enta˜o 〈v, f〉 = 0 para toda v ∈
ker tP ⊂ D′s,2π(R2).
Demonstrac¸a˜o. Se v ∈ ker tP , enta˜o 〈v, f〉 = 〈v, Pu〉 = 〈tPv, u〉 = 〈0, u〉 = 0.
Seja E o seguinte conjunto:
E = {f ∈ Gs2π(R2) : 〈v, f〉 = 0, para todo v ∈ ker tP }
Deﬁnic¸a˜o 4.2. Dizemos que um operador P e´ globalmente Gs resolu´vel em R2 se, para toda f ∈ E
existir u ∈ Gs2π(R2) tal que Pu = f .
Observamos que E e´ um subespac¸o vetorial de Gs2π(R
2), conhecido como espac¸o das func¸o˜es
admiss´ıveis para resolubilidade Gs global do operador P .
Agora, com o objetivo descrever melhor o espac¸o E da func¸o˜es admiss´ıveis, caracterizaremos
o nu´cleo do operador transposto ker tP atrave´s dos coeﬁcientes parciais de Fourier de seus elementos.
Considere
v(t, x) =
∑
ξ∈Z
v̂(t, ξ)eiξx ∈ ker tP ⊂ D′s,2π(R2).
Como tPv = 0, segue da unicidade dos coeﬁcientes parciais de Fourier que(
d
dt
− iξc(t)
)
v̂(t, ξ) = 0, ξ ∈ Z e t ∈ R. (4.1)
Pelo Lema 6.3, a equac¸a˜o (4.1) tem soluc¸a˜o se, e somente se, a seguinte equac¸a˜o tem soluc¸a˜o(
d
dt
− iξc0
)(
e−iξC(t)v̂(t, ξ)
)
= 0, ξ ∈ Z e t ∈ R, (4.2)
com c0 =
1
2π
∫ 2π
0
c(r)dr e C(t) =
∫ t
0
c(r)dr − c0t.
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Pelo Lema 6.5, as soluc¸o˜es Gevrey 2π-perio´dicas de (4.2) sa˜o na˜o-triviais se, e somente se,
−iξc0 ∈ iZ; neste caso, tais soluc¸o˜es sa˜o da forma Cξeiξc0t. Logo as soluc¸o˜es Gevrey 2π-perio´dicas de
(4.1) sa˜o da forma:
• v̂(t, ξ) ≡ 0, se ξc0 /∈ Z;
• v̂(t, ξ) = Cξeiξc0teiξC(t) = Cξeiξ
∫ t
0
c(r)dr, se ξc0 ∈ Z.
Vamos mostrar que a se´rie
∑
ξ∈Z v̂(t, ξ)e
iξx, com os coeﬁcientes parciais de Fourier acima, e´
de fato uma ultradistribuic¸a˜o Gevrey.
Dados ε, h > 0, escolhemos Cξ tal que |Cξ| ≤ Ce
ε|ξ| 1s∫ 2π
0
e−ξ
∫ t
0
b(r)drdt
, e teremos
|〈v̂(t, ξ), ϕ(t)〉| =
∣∣∣∣ ∫ 2π
0
Cξe
iξ
∫ t
0
c(r)drϕ(t)dt
∣∣∣∣
≤ |Cξ|
∫ 2π
0
∣∣eiξ ∫ t0 c(r)dr∣∣∣∣ϕ(t)∣∣dt
≤ ‖ϕ‖s,h |Cξ|
∫ 2π
0
∣∣eiξ ∫ t0 c(r)dr∣∣dt
≤ ‖ϕ‖s,h |Cξ|
∫ 2π
0
e−ξ
∫ t
0
b(r)drdt
≤ C ‖ϕ‖s,h eε|ξ|
1
s , ϕ ∈ Gs,h2π (R).
(4.3)
Conclu´ımos portanto, pelo Teorema 2.13, que v(t, x) =
∑
j∈Z
v̂(t, ξ)eiξx ∈ D′s,2π(R2).
Logo,
ker tP =
{
v ∈ D′s,2π(R2); v̂(t, ξ) ≡ 0, se ξc0 /∈ Z, e v̂(t, ξ) = Cξeiξ
∫ t
0
c(r)dr, se ξc0 /∈ Z,
e |Cξ| ≤ Ce
ε|ξ| 1s∫ 2π
0
e−ξ
∫ t
0
b(r)drdt
, para ε, C > 0
}
.
(4.4)
Lema 4.3. Se f ∈ E, enta˜o 〈v̂(·,−ξ), f̂(·, ξ)〉 = 0, para todo ξ ∈ Z e v ∈ ker tP .
Demonstrac¸a˜o. Sejam f ∈ E e v ∈ D′s,2π(R2)
〈v, f〉 =
〈∑
ξ∈Z
û(t, ξ)eiξx,
∑
σ∈Z
f̂(t, σ)eiσx
〉
=
∑
ξ∈Z
∑
σ∈Z
〈
û(t, ξ)eiξx, f̂(t, σ)eiσx
〉
=
∑
ξ∈Z
∑
σ∈Z
〈
û(t, ξ), f̂(t, σ)
〉 〈
eiξx, eiσx
〉
=
∑
ξ∈Z
∑
σ∈Z
〈
û(t, ξ), f̂(t, σ)
〉∫ 2π
0
ei(ξ+σ)xdx
= 2π
∑
σ∈Z
〈
û(t,−σ), f̂(t, σ)
〉
Sejam v ∈ ker tP e ξ0 ∈ Z ﬁxados.
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• Se −ξ0c0 /∈ Z, de (4.4) temos û(t,−ξ0) ≡ 0 e portanto〈
û(t,−ξ0), f̂(t, ξ0)
〉
=
〈
0, f̂(t, ξ0)
〉
= 0.
• Se −ξ0c0 ∈ Z, de (4.4) temos
û(t,−ξ0) = C−ξ0e−iξ0
∫ t
0
c(r)dr com |C−ξ0 | ≤
Ceε|−ξ0|
1
s∫ 2π
0
eξ0
∫ t
0
b(r)drdt
.
Agora, considere
w =
∑
ξ∈Z
ŵ(t, ξ)eiξx,
com ŵ(t, ξ) ≡ 0 para todo ξ = −ξ0 e ŵ(t,−ξ0) = û(t,−ξ0).
Enta˜o w ∈ kert P e, para f ∈ E, temos
0 =
〈∑
ξ∈Z
ŵ(t, ξ)eiξx,
∑
σ∈Z
f̂(t, σ)eiσx
〉
=
∑
σ∈Z
〈
ŵ(t,−σ), f̂(t, σ)
〉
=
〈
ŵ(t,−σ), f̂(t, σ)
〉
=
〈
û(t,−σ), f̂(t, σ)
〉
.
Assim, conclu´ımos a demonstrac¸a˜o.
Pelo Lema acima, temos
E = {f ∈ Gs2π(R2); 〈v̂(·,−ξ), f̂(·, ξ)〉 = 0, para todo ξ ∈ Z e v ∈ ker tP},
Em relac¸a˜o ao operador P = ∂t − c(t)∂x temos
E =
{
f ∈ Gs2π(R2); se ξc0 ∈ Z enta˜o
∫ 2π
0
eiξ
∫ t
0
c(r)drf̂(t, ξ)dt = 0
}
.
Em particular, temos os seguintes casos:
• Se b na˜o muda de sinal e na˜o e´ identicamente nula, enta˜o b0 = 0 e iξc0 = iξa0 − ξb0 ∈ iZ se, e
somente se, ξ = 0, e portanto:
E =
{
f ∈ Gs2π(R2);
∫ 2π
0
f̂(t, 0)dt = 0
}
. (4.5)
• Se b ≡ 0 e a0 e´ irracional, enta˜o iξc0 = iξa0 ∈ iZ se, e somente se, ξ = 0, e novamente:
E =
{
f ∈ Gs2π(R2);
∫ 2π
0
f̂(t, 0)dt = 0
}
.
Podemos agora enunciar um resultado sobre a resolubilidade Gs global de P em R2.
36
Teorema 4.4. Considere o operador P = ∂t − c(t)∂x, com c ∈ Gs2π(R), c(t) = a(t) + ib(t). Se b na˜o
muda de sinal e na˜o e´ identicamente nula, ou se b ≡ 0 e a0 /∈ (Q ∪ Es), s ≥ 1, enta˜o P e´ globalmente
Gs resolu´vel.
A prova sera´ dividida em duas Proposic¸o˜es cujas demonstrac¸o˜es usam abordagens suﬁcien-
temente diferentes para justiﬁcar essa divisa˜o. Na Proposic¸a˜o 4.5 consideraremos o caso em que b
na˜o e´ identicamente nula e na˜o muda de sinal; e na Proposic¸a˜o 4.8 abordaremos o caso em que b e´
identicamente nula e a0 /∈ (Q ∪ Es).
Proposic¸a˜o 4.5. Considere o operador P = ∂t − c(t)∂x, com c(t) = a(t) + ib(t) de classe Gs2π(R). Se
b na˜o muda de sinal e na˜o e´ identicamente nula enta˜o P e´ globalmente Gs resolu´vel.
Antes de passar a demonstrac¸a˜o desta Proposic¸a˜o, precisamos fazer algumas considerac¸o˜es e
provar dois Lemas auxiliares.
Em primeiro lugar, no caso em que b na˜o muda de sinal e na˜o e´ identicamente nula, na˜o ha´
perda de generalidade em supor que b(t) ≥ 0, para todo t ∈ R. De fato, se b(t) ≤ 0, a mudanc¸a de
varia´veis t′ = t e x′ = −x transforma o operador P em P ′ = ∂t′ − (−c(t′))∂x′ , com Im(−c(t′)) ≥ 0.
Logo P e´ globalmente Gs resolu´vel se e somente se P ′ tambe´m o e´.
A seguir, dada f ∈ E, se u ∈ D′s,2π(R2) e´ soluc¸a˜o de Pu = f , enta˜o seus coeﬁcientes parciais
de Fourier sa˜o soluc¸o˜es das equac¸o˜es(
d
dt
− iξc(t)
)
û(t, ξ) = f̂(t, ξ). (4.6)
com ξ ∈ Z.
Pelo Lema 6.3, para cada ξ ∈ Z, equac¸a˜o acima e´ equivalente a(
d
dt
− iξc0
)(
e−iξC(t)û(t, ξ)
)
= e−iξC(t)f̂(t, ξ), (4.7)
com C(t) =
∫ t
0
c(r)dr − c0t.
Pelo Lema 6.6, a u´nica soluc¸a˜o de (4.6) quando −iξc0 /∈ iZ e´
û(t, ξ) =
1
1− e(iξc0)2π
∫ 2π
0
eiξH(r,t)f̂(t− r, ξ)dr, (4.8)
ou equivalentemente
û(t, ξ) =
1
e−(iξc0)2π − 1
∫ 2π
0
eiξH(t,−r)f̂(t+ r, ξ)dr, (4.9)
sendo H(t, r) = C(t− r)− C(t)− c0r.
Quando −iξc0 ∈ iZ e
∫ 2π
0
f̂(r, 0)dr = 0, uma soluc¸a˜o de (4.6) e´ dada por
û(t, ξ) =
∫ t
0
eiξc0rf̂(r, ξ)dr. (4.10)
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Como b ≡ 0 e na˜o muda de sinal, enta˜o
−iξc0 ∈ iZ ⇔ ξ = 0.
Para mostrar que ∑
ξ∈Z
û(t, ξ)eiξx ∈ Gs2π(R2),
nossa estrate´gia sera´ encontrar estimativas adequadas para as derivadas de û(t, ξ), e enta˜o utilizar o
Teorema 2.11, para isso precisamos de dois resultados preliminares, os quais enunciamos e provamos
abaixo.
Lema 4.6. Para todo ξ ∈ Z, û(t, ξ) ∈ Gs2π(R).
Demonstrac¸a˜o. Em primeiro lugar, para ξ = 0 temos
û(t, 0) =
∫ t
0
f̂(r, 0)dr ∈ Gs2π(R),
e consequentemente û(t, 0) ∈ Gs2π(R2).
Vamos analisar agora o caso ξ > 0.
Considere a func¸a˜o eξ(t) = e
iξt, t ∈ R. Como eξ e´ anal´ıtica, segue que eξ ∈ Gs2π(R) e portanto
existem Cξ > 1 e h > 1 tais que ∣∣∣∂jt eξ(t)∣∣∣ ≤ Cξhj(j!)s,
para todo t ∈ R e j ∈ N0.
Note que H(t, r) e´ 2π-perio´dica em t e ∂tH(t, r) = c(t−r)−c(t). Como c(t) ∈ Gs2π(R), existem
CH > 1 e h1 > 1 tais que ∣∣∣∂jtH(t, r)∣∣∣ ≤ CHhj1(j!)s,
para (t, r) ∈ R× [0, 2π]e j ∈ N0.
Aplicando a fo´rmula de Faa` di Bruno para a composic¸a˜o eξ ◦ g(t), com g(t) = H(t, r), t ∈ R e
r ∈ [0, 2π] ﬁxo e usando as estimativas acima temos que:
|∂αt (eξ ◦ g)(t)| =
∣∣∣∣∣∣
∑
Δ(α)
α!
k!
e
(|k|)
ξ (g(t))
α∏
j=1
(
g(j)(t)
j!
)kj ∣∣∣∣∣∣
≤ α!
∑
Δ(α)
1
k!
Cξh
|k|(|k|!)s
α∏
j=1
(
CHh
j
1(j!)
s
j!
)kj
≤ α!Cξ(CHhh1)α
∑
Δ(α)
1
k!
(|k|!)s
∏
(α),
com Δ(α) = {k = (k1, · · · , kα) ∈ Nα0 ;
∑α
j=1 jkj = α} e
∏
(α) =
∏α
j=1((j!)
s−1)kj .
Segue, dos Lemas 6.9 e 6.10 que
|∂α(eξ ◦ g)(t)| ≤ α!Cξ(CHhh1)α
∑
Δ(α)
|k|!
k!
(α!)s−1
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= Cξ(CHhh1)
α(α!)s2α−1 ≤ Cξ(2CHhh1)α(α!)s,
para todo α ∈ N0 e (t, r) ∈ R× [0, 2π].
Como f̂(t, ξ) ∈ Gs2π(R), segue que existem K > 1 e h2 > 1 tais que
|∂αf̂(t, ξ)| ≤ Khα2 (α!)s,
para t ∈ R e α ∈ N0.
Pelo Lema 6.7 existe C > 0 tal que∣∣∣∣ 11− ei2πξc0
∣∣∣∣ ≤ C,
logo, das estimativas anteriores, temos
|∂αû(t, ξ)| =
∣∣∣∣ 11− ei2πξc0
∫ 2π
0
∂α(eiξH(t,r)f̂(t− r, ξ))dr
∣∣∣∣
≤ C
∫ 2π
0
∣∣∣∣∣∣
∑
β≤α
(
α
β
)(
∂βt e
iξH(t,r)
)(
∂
(α−β)
t f̂(t− r, ξ)
)∣∣∣∣∣∣ dr
≤ C
∫ 2π
0
∑
β≤α
(
α
β
)(
Cξ(2CHhh1)
β(β!)s
) (
Khα−β2 ((α− β)!)s
)
dr
≤ 2πCξK(4CHhh1h2)α(α!)s,
para todo t ∈ R, e todo α ∈ N0.
Conclu´ımos portanto que û(t, ξ) ∈ Gs2π(R), para ξ > 0.
A prova para ξ < 0 e´ completamente ana´loga. A principal diferenc¸a e´ que usamos a expressa˜o
equivalente 4.9 nas estimativas acima, o que conclui a prova deste resultado.
Lema 4.7. Para todo ε > 0 dado, existe Cε > 0 tal que∣∣∣∂αt eiξH(t,r)∣∣∣ e−εξ1/s ≤ Cαε (α!)s,
para todo (t, r) ∈ R× [0, 2π] e α ∈ N0.
Demonstrac¸a˜o. Como no Lema anterior, ja´ sabemos que existem CH > 1 e h > 1 tal que∣∣∣∂jtH(t, r)∣∣∣ ≤ CHhj1(j!)s,
para α ∈ N0, (t, r) ∈ R× [0, 2π].
Como estamos supondo b(t) ≥ 0, enta˜o ∣∣eiξH(t,r)∣∣ ≤ 1, para todo (t, r) ∈ R× [0, 2π] e ξ > 0.
Aplicando a fo´rmula de Faa` di Bruno para eξ(t) = e
iξt e g(t) = H(t, r), com t ∈ R e r ∈ [0, 2π]
ﬁxado, obtemos, para cada α ∈ N0, que
|∂αt (eξ ◦ g)(t)| =
∣∣∣∣∣∣
∑
Δ(α)
α!
k!
e
(|k|)
ξ (g(t))
α∏
j=1
(
g(j)(t)
j!
)kj ∣∣∣∣∣∣
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=∣∣∣∣∣∣
∑
Δ(α)
α!
k!
(iξ)|k|eiξH(t,r)
α∏
j=1
(
∂jtH(t, r)
j!
)kj ∣∣∣∣∣∣
≤
∑
Δ(α)
α!
k!
|ξ||k|eiξH(t,r)
α∏
j=1
(
CHh
j
1(j!)
s
j!
)kj
≤ (CHh)α
∑
Δ(α)
α!
k!
|ξ||k|
(|k|!)s (|k|!)
s
∏
(α),
com Δ(α) = {k = (k1, · · · , kα) ∈ Nα0 ;
∑α
j=1 jkj = α} e
∏
(α) =
∏α
j=1((j!)
s−1)kj .
Segue do Lema 6.10 e do fato que k! ≤ |k|!, que
|∂αt (eξ ◦ g)(t)| ≤ (CHh)α(α!)s
∑
Δ(α)
|k|!
k!
|ξ||k|
(|k|!)s . (4.11)
Agora multiplicando a desigualdade acima por e−εξ
1/s
e aplicando os Lemas 6.8 e 6.9, segue
que existe Kε > 1 tal que∣∣∣∂αt eiξH(t,r)∣∣∣ e−εξ1/s ≤ (CHh)α(α!)s ∑
Δ(α)
|k|!
k!
|ξ||k|
(|k|!)s e
−εξ1/s
≤ (CHh)α(α!)s
∑
Δ(α)
|k|!
k!
K |k|ε
≤ (CHhKε)α(α!)s
∑
Δ(α)
|k|!
k!
≤ (CHhKε)α(α!)s2α−1
≤ (2CHhKε)α(α!)s = Cε(α!)s,
para todo α ∈ N0, ξ > 0 e (t, r) ∈ R× [0, 2π].
Prova da Proposic¸a˜o 4.5. Basicamente, precisamos obter estimativas para as derivadas de û(t, ξ)
suﬁcientemente boas para podermos aplicar o Teorema 2.11 e provar que
∑
ξ∈Z
û(t, ξ)eiξx ∈ Gs2π(R2).
Comec¸amos observando que como f ∈ Gs2π(R2), existem ε > 0, Cf > 1 e h > 1 tais que∣∣∣∂αt f̂(t, ξ)∣∣∣ ≤ Cfhα(α!)se−εξ1/s ,
para t ∈ R, α ∈ N0 e ξ ∈ Z.
Segue dos Lemas 6.7 e 4.7, que existem C > 1 e Cε > 1 tais que∣∣∣∣ 11− ei2πξc0
∣∣∣∣ ≤ C e ∣∣∣∂αt eiξH(t,r)∣∣∣ e−εξ1/s ≤ Cε(α!)s,
para todo ξ > 0, α ∈ N0, e (t, r) ∈ R× [0, 2π].
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Assim, dado α ∈ N0, temos
|∂αû(t, ξ)| =
∣∣∣∣ 11− ei2πξc0
∫ 2π
0
∂α(eiξH(t,r)f̂(t− r, ξ))dr
∣∣∣∣
≤ C
∫ 2π
0
∑
β≤α
(
α
β
)s ∣∣∣∂βt eiξH(t,r)∣∣∣ ∣∣∣∂(α−β)t f̂(t− r, ξ)∣∣∣ dr
≤ C
∫ 2π
0
∑
β≤α
(
α
β
)s ∣∣∣∂βt eiξH(t,r)∣∣∣Cfhα−β((α− β)!)se−εξ1/sdr
≤ CCfhαe− ε2 ξ1/s
∫ 2π
0
∑
β≤α
(
α
β
)s ∣∣∣∂βt eiξH(t,r)∣∣∣ ((α− β)!)se− ε2 ξ1/sdr
≤ CCfhαe− ε2 ξ1/s
∫ 2π
0
∑
β≤α
(
α
β
)s
Cβε (β!)
s((α− β)!)sdr
≤ CCfhαe− ε2 ξ1/s
∫ 2π
0
∑
β≤α
Cβε (α!)
sdr
≤ C2πCf (2Cεh)α(α!)se− ε2 ξ1/s ,
para t ∈ R, α ∈ N0 e ξ > 0.
Conclu´ımos, pelo Teorema 2.11, que
∑
ξ>0
û(t, ξ)eiξx ∈ Gs2π(R2).
Com uma ana´lise ana´loga para ξ < 0, bastando utilizar a forma equivalente para û(t, ξ), dada
em (4.9), mostra-se que
∑
ξ<0
û(t, ξ)eiξx ∈ Gs2π(R2).
Como
u(t, x) =
∑
ξ<0
û(t, ξ)eiξx +
∑
ξ>0
û(t, ξ)eiξx + û(t, 0),
segue que u ∈ Gs2π(R2).
Proposic¸a˜o 4.8. Considere o operador P = ∂t − a(t)∂x, com a(t) ∈ Gs2π(R) sendo uma func¸a˜o real e
a0 /∈ (Q ∪ Es), s ≥ 1, enta˜o P e´ globalmente Gs resolu´vel.
Demonstrac¸a˜o. Dada f ∈ E, queremos encontrar u ∈ Gs2π(R2) tal que Pu = f . Pelas Proposic¸o˜es 3.7 e
3.10, basta mostrar que o operador P˜ = ∂t − a0∂x e´ globalmente Gs resolu´vel e usar o automorﬁsmo S
para provar que P tambe´m e´ globalmente Gs resolu´vel.
De fato, se f ∈ E, enta˜o F = Sf ∈ E˜ = {H ∈ Gs2π(R2); ∫ 2π0 Ĥ(t, 0)dx = 0}. Com isso, se
encontrarmos U ∈ Gs2π(R2) tal que P˜U = F , estaremos provando que P e´ globalmente Gs resolu´vel,
pois se u = S−1U , enta˜o Pu = PSU = S−1P˜U = S−1F = S−1Sf = f .
Assim, dada F ∈ E˜, vamos provar que existe tal U ∈ Gs2π(R2) tal que P˜U = F .
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Substituindo as se´ries formais de Fourier de U(t, x) e F (t, x) na expressa˜o P˜U = F , usando a
continuidade do operador P˜ e a unicidade de representac¸a˜o em se´ries de Fourier conclu´ımos que
F (ξ, η) = i(ξ − a0η)U(ξ, η),
para todo (ξ, η) ∈ Z2.
Note que ξ − a0η = 0 ⇔ ξ = η = 0, pois a0 ∈ R \Q.
Como F ∈ E˜ enta˜o F (0, 0) = 0 e podemos tomar U(0, 0) = 0. Para (ξ, η) = (0, 0), tomamos
U(ξ, η) =
F (ξ, η)
i(ξ − a0η) .
Para ﬁnalizar esta prova precisamos mostrar que existem C, ε > 0 tais que |U(ξ, η)| ≤
Ce−ε|(ξ,η)|
1/s
, e usar o Teorema 2.9 para concluir que U ∈ Gs2π(R2).
Como a0 na˜o e´ exponencial Liouville de ordem s, enta˜o para todo ε¯ > 0, existe Cε¯ > 0 tal que
|p− a0q| ≥ Cε¯e−ε¯|q|1/2 , (p, q) ∈ Z× (Z \ {0}).
Como F ∈ Gs2π(R2), existem Cf , εf > 0 tais que
|F̂ (ξ, η))| ≤ Cfe−εf |(ξ,η))|1/s , (p, q) ∈ Z2.
Se η = 0, temos que |ξ − a0η| ≥ Cε¯e−ε¯|q|1/2 , logo
|U(ξ, η))| = |F (ξ, η))||ξ − a0η| ≤
Cfe
−εf |(ξ,η))|1/s
Cε¯e−ε¯|η|
1/2
,
e escolhendo ε¯ = εf/2, segue que
|U(ξ, η))| ≤ C1e−εf/2|(ξ,η))|1/s .
Se ξ = 0 e η = 0, temos
|U(ξ, 0)| = |F (ξ, 0)||ξ| ≤
Cfe
−εf |(ξ,0)|1/s
|ξ| ≤ Cfe
−εf |(ξ,0)|1/s ≤ Cfe−εf/2|(ξ,0)|1/s .
Logo, |U(ξ, 0)| ≤ Ce−εf/2|(ξ,η))|1/s , para todo (ξ, η)) ∈ Z2.
Temos portanto que U ∈ Gs2π(R2) e enta˜o conclu´ımos que u ∈ Gs2π(R2). Assim, temos que P
e´ globalmente Gs resolu´vel.
4.2 O caso Rn+2
A ideia agora e´ estender a Proposic¸a˜o 4.5 para dimenso˜es superiores, ou seja, mostrar que o
operador P = ∂t − c(t)∂x continua sendo globalmente Gs resolu´vel em Rn+2, para n ≥ 1. Para fazer
isso, vamos repetir a ana´lise feita em dimensa˜o 2, omitindo va´rios detalhes.
42
Nesta sec¸a˜o a notac¸a˜o (t, x, y) ∈ Rn+2 signiﬁca que t, x ∈ R e y ∈ Rn.
Comec¸amos observando que o Lema 4.1 pode ser naturalmente estendido para a dimensa˜o
n+ 2, logo podemos considerar o espac¸o E das func¸o˜es admiss´ıveis para resolubilidade Gs global do
operador P
E = {f(t, x, y) ∈ Gs2π(Rn+2); 〈v, f〉 = 0, para todo v ∈ ker tP}.
Deﬁnic¸a˜o 4.9. Dizemos que um operador P e´ globalmente Gs resolu´vel em Rn+2 se, para toda f ∈ E
existir u ∈ Gs2π(Rn+2) tal que Pu = f .
Para descrever melhor o espac¸o E, precisamos novamente caracterizar o nu´cleo ker tP . Comec¸amos
escrevendo
v(t, x, y) =
∑
(ξ,η)∈Z×Zn
v̂(t, ξ, η)ei(ξx+η·y) ∈ ker tP ⊂ D′s,2π(Rn+2).
Como tPv = 0, segue da unicidade de representac¸a˜o em se´ries parciais de Fourier em relac¸a˜o
a`s varia´veis x e y que (
d
dt
− iξc(t)
)
v̂(t, ξ, η) = 0, para ξ ∈ Z e η ∈ Zn. (4.12)
Com uma argumentac¸a˜o ana´loga a feita na sec¸a˜o anterior, como b na˜o muda de sinal e na˜o e´
identicamente nula, enta˜o b0 = 0, logo iξc0 ∈ iZ ⇔ ξ = 0.
Logo as soluc¸o˜es Gevrey 2π-perio´dicas de (4.12) sa˜o dadas por
• v̂(t, ξ, η) ≡ 0, se ξ = 0, η ∈ Zn; e
• v̂(t, 0, η) = Cη, se η ∈ Zn.
Dados ε, h > 0, e escolhendo Cη tal que |Cη| ≤ C
2π
eε|(ξ,η)|
1/s
, teremos
|〈v̂(t, ξ), ϕ(t)〉| ≤ C ‖ϕ‖s,h eε|ξ|
1/s
, para ϕ ∈ Gs,h2π (R). (4.13)
Conclu´ımos portanto, pelo Teorema 2.13, que
v(t, x, y) =
∑
(ξ,η)∈Z×Zn
v̂(t, ξ, η)ei(ξx+η·y) =
∑
η∈Zn
v̂(t, 0, η)eiη·y ∈ D′s,2π(Rn+2).
Daqui segue que:
ker tP =
{
v ∈ D′s,2π(Rn+2) ; v̂(t, ξ, η) ≡ 0, se ξ = 0, η ∈ Zn e v̂(t, 0, η) = Cη, se η ∈ Zn,
com |Cη| ≤ C
2π
eε|(ξ,η)|
1/s
, para ε, C > 0
}
,
e com uma argumentac¸a˜o ana´loga a` feita no Lema 4.3, segue que
E =
{
f ∈ Gs2π(Rn+2);
∑
η∈Zn
C−η
∫ 2π
0
f̂(t, 0, η)dx = 0, para todo η ∈ Zn com
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|Cη| ≤ C
2π
eε|(ξ,η)|
1
s , para ε, C > 0
}
.
Agora considerando a ultradistribuic¸a˜o vη¯ deﬁnida por
• v̂η¯(t, ξ, η) ≡ 0, se (ξ, η) = (0,−η¯);
• v̂η¯(t, 0,−η¯) ≡ 1,
e´ claro que v ∈ ker tP e portanto, para f ∈ Gs2π(Rn+2), tem-se que
〈vη¯, f〉 =
∑
η∈Zn
C−η
∫ 2π
0
f̂(t, 0, η)dx =
∫ 2π
0
f̂(t, 0, η)dx.
Portanto, conclu´ımos que
E =
{
f ∈ Gs2π(Rn+2);
∫ 2π
0
f̂(t, 0, η)dx = 0, para todo η ∈ Zn
}
.
Agora podemos mostrar que o operador P e´ globalmente Gs resolu´vel em Rn+2.
Teorema 4.10. Seja P = ∂t− c(t)∂x, com c(t) = a(t)+ ib(t) de classe Gs2π(R). Se b na˜o muda de sinal
e b ≡ 0 enta˜o P e´ globalmente Gs resolu´vel.
Demonstrac¸a˜o. Dada f ∈ E, queremos mostrar que existe u ∈ Gs2π(Rn+2) soluc¸a˜o de Pu = f . Mas
resolver Pu = f e´ equivalente a resolver, para todo ξ ∈ Z e η ∈ Zn, a equac¸a˜o(
d
dt
− iξc(t)
)
û(t, ξ, η) = f̂(t, ξ, η). (4.14)
Como iξc0 /∈ iZ ⇔ ξ = 0, enta˜o as soluc¸o˜es 2π-perio´dicas de (4.14), para ξ = 0, sa˜o dadas por
û(t, ξ, η) =
1
1− eiξc02π
∫ 2π
0
eξH(t,r)f̂(t− r, ξ, η)dr,
ou equivalentemente por
û(t, ξ, η) =
1
e−iξc02π − 1
∫ 2π
0
eξH(t,−r)f̂(t+ r, ξ, η)dr,
com H(t, r) = C(t− r)− C(t)− c0r.
E, para ξ = 0, uma soluc¸a˜o e´ dada por
û(t, 0, η) =
∫ t
0
f(r, 0, η)dr,
quando
∫ 2π
0
f̂(r, 0, η)dr = 0, o que ocorre pois estamos tomando f ∈ E.
Por ﬁm, ca´lculos ana´logos aos feitos no Teorema 5.5 mostram que u ∈ Gs2π(Rn+2) e portanto
segue que P e´ globalmente Gs resolu´vel em Rn+2.
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5 PERTURBAC¸O˜ES GEVREY
Neste cap´ıtulo estudamos como termos de ordem zero interagem com a hipoeliticidade Gs
global de operadores diferenciais da forma P = ∂t − c(t)∂x.
As duas principais refereˆncias nesta direc¸a˜o sa˜o os trabalhos [1] e [2] de A. Bergamasco, nos
quais o autor obte´m resultados sobre a perturbac¸a˜o de operadores globalmente hipoel´ıticos e globalmente
anal´ıticos-hipoel´ıticos de primeira ordem e tambe´m de ordens superiores.
A forma como organizamos este cap´ıtulo e´ fortemente inspirada nos trabalhos de L. Takahashi
[9] e A. Kirilov [7], em que os autores estudam perturbac¸o˜es de operadores globalmente hipoel´ıticos da
forma P em dimensa˜o 2 e n+ 2, respectivamente.
Novamente, o diferencial de nosso trabalho e´ assumir o coeﬁciente c(t) e´ uma func¸a˜o de classe
Gs, bem como as perturbac¸o˜es. Os resultados obtidos sa˜o extenso˜es naturais dos Teoremas conhecidos
e as te´cnicas de demonstrac¸a˜o foram adaptadas para o caso Gevrey.
5.1 Perturbac¸o˜es em R2
Nesta sec¸a˜o queremos estudar como perturbac¸o˜es por func¸o˜es λ ∈ Gs2π(R2) afetam a hipoeli-
ticidade Gs global de operadores da forma
P = ∂t − c(t)∂x,
com c(t) = a(t) + ib(t) de classe Gs2π(R).
Mais precisamente, sabendo que P e´ globalmente Gs hipoel´ıtico, queremos identiﬁcar para
quais func¸o˜es λ ∈ Gs2π(R2) o operador L = P − λ(t, x) tambe´m sera´ globalmente Gs hipoel´ıtico.
Comec¸aremos pelo caso mais simples, supondo que a perturbac¸a˜o λ ∈ Gs2π(R2) seja uma
func¸a˜o constante.
Teorema 5.1. Seja Lλ = ∂t − c(t)∂x − λ, com c(t) = a(t) + ib(t) de classe Gs2π(R), s ≥ 1, e λ ∈ C. Se
b na˜o e´ identicamente nula e na˜o muda de sinal, enta˜o Lλ e´ globalmente G
s hipoel´ıtico.
Demonstrac¸a˜o. Em primeiro lugar, podemos supor, sem perda de generalidade, que b(t) ≥ 0 para todo
t ∈ R. De fato, se b(t) ≤ 0, basta aplicar a mudanc¸a de varia´veis t′ = t e x′ = −x, que transforma o
operador Lλ em L
′
λ = ∂t′ − (−c(t′))∂x′ − λ, com Im(−c(t′)) ≥ 0.
Suponha agora que u ∈ D′s,2π(R2) seja uma soluc¸a˜o da equac¸a˜o Lλu = f ∈ Gs2π(R2). Substi-
tuindo as representac¸o˜es de u em f em se´ries parciais de Fourier nesta equac¸a˜o, pela continuidade do
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operador Lλ (ver Lema 6.1) temos∑
ξ∈Z
(
d
dt
− iξc(t)− λ
)
û(t, ξ)eiξt =
∑
ξ∈Z
f̂(t, ξ)eiξt.
Segue da unicidade dos coeﬁcientes parciais de Fourier que
f̂(t, ξ) =
(
d
dt
− iξc(t)− λ
)
û(t, ξ), ∀ξ ∈ Z. (5.1)
Pelo Lema 6.3, a equac¸a˜o (5.1) e´ equivalente a(
d
dt
− iξc0 − λ
)(
e−iξC(t)û(t, ξ)
)
= e−iξC(t)f̂(t, ξ), ξ ∈ Z, (5.2)
com c0 =
1
2π
∫ 2π
0
c(r)dr e C(t) =
∫ t
0
c(r)dr − c0t.
Como f̂(·, ξ) ∈ Gs2π(R), segue do Lema 4.6 que û(·, ξ) ∈ Gs2π(R). Estudaremos as soluc¸o˜es de
(5.2) utilizando o Lema (6.6), com γ = −(iξc0 + λ).
Como c0 = a0 + ib0 e λ = a1 + ib1, enta˜o
γ = −(iξc0 + λ) = −(a1 − ξb0)− i(b1 + ξa0),
com b0 = 0 (pois b na˜o muda de sinal e b ≡ 0). Logo
• Para ξ = 0,
◦ γ ∈ iZ ⇔ λ ∈ iZ ⇔ a1 = 0 e b1 ∈ Z.
• Para ξ = 0,
◦ Se a1 = 0, enta˜o γ /∈ iZ, para todo ξ ∈ Z \ {0}.
◦ Se a1 = 0 e a1b0 /∈ Z, enta˜o γ /∈ iZ, para todo ξ ∈ Z \ {0}.
◦ Se a1 = 0 e a1b0 ∈ Z, enta˜o existe ξ0 ∈ Z \ {0}, com a1b0 = ξ0.
 Se ξ = ξ0, enta˜o γ /∈ iZ.
 Se ξ = ξ0 e b1 + ξ0a0 /∈ Z, enta˜o γ /∈ iZ.
 Se ξ = ξ0 e b1 + ξ0a0 ∈ Z, enta˜o γ ∈ iZ.
Analisando todas as possibilidades acima, notamos que em apenas dois casos teremos γ ∈ iZ:
• ξ = 0, a1 = 0 e b1 ∈ Z; e
• ξ = a1
b0
∈ Z e b1 + a0 a1
b0
∈ Z.
Em todos os demais casos, nos quais γ /∈ iZ, a soluc¸a˜o da equac¸a˜o (5.1), obtidas pelo Lema
6.6, e´ dada por
û(t, ξ) =
1
1− e2π(iξc0+λ)
∫ 2π
0
eλreiξH(t,r)f̂(t− r, ξ)dr,
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ou equivalentemente por
û(t, ξ) =
1
e−2π(iξc0+γ) − 1
∫ 2π
0
e−λreiξH(t,−r)f̂(t+ r, ξ)dr,
com H(t, r) = C(t− r)− C(t)− c0r, C(α) =
∫ α
0
c(r)dr − c0α, e c0 = 1
2π
∫ 2π
0
c(r)dr.
Mostraremos que a sequeˆncia {û(·, ξ)}ξ∈Z satisfaz as estimativas do Teorema 2.11, e portanto
u ∈ Gs2π(R2).
Para na˜o sobrecarregar desnecessariamente a notac¸a˜o nas contas abaixo, suponha que o caso
ξ = a1b0 ∈ Z e b1+a0 a1b0 ∈ Z na˜o ocorre. Ao ﬁnal da prova trataremos esse caso separadamente. Passemos
a ana´lise dos casos em que ξ > 0 e ξ < 0.
Utilizando novamente os Lemas 4.6 e 4.7, basta repetir a ana´lise feita da demonstrac¸a˜o da
Proposic¸a˜o 4.5, na pa´gina 40. Sejam α ∈ N0 e ξ > 0, enta˜o
|∂αû(t, ξ)| =
∣∣∣∣ 11− ei2π(ξc0+λ)
∫ 2π
0
∂α(eiξH(t,r)+λrf̂(t− r, ξ))dr
∣∣∣∣
≤
∣∣∣∣ 11− ei2π(ξc0+λ)
∣∣∣∣ ∫ 2π
0
∣∣∣∂αt (eiξH(t,r)+λrf̂(t− r, ξ))dr∣∣∣
≤ C
∫ 2π
0
∑
β≤α
(
α
β
)s ∣∣∣∂βt eiξH(t,r)∣∣∣ ∣∣∣∂(α−β)t f̂(t− r, ξ)∣∣∣ dr
≤ C
∫ 2π
0
∑
β≤α
(
α
β
)s ∣∣∣∂βt eiξH(t,r)∣∣∣Cfhα−β((α− β)!)se−εξ1/sdr
≤ CCfhαe− ε2 ξ1/s
∫ 2π
0
∑
β≤α
(
α
β
)s ∣∣∣∂βt eiξH(t,r)∣∣∣ ((α− β)!)se− ε2 ξ1/sdr
≤ CCfhαe− ε2 ξ1/s
∫ 2π
0
∑
β≤α
(
α
β
)s
Cβε (β!)
s((α− β)!)sdr
≤ CCfhαe− ε2 ξ1/s
∫ 2π
0
∑
β≤α
Cβε (α!)
sdr
≤ C2πCf (2Cεh)α(α!)se− ε2 ξ1/s ,
Pelo Teorema 2.11, conclui-se que
∑
ξ>0
û(t, ξ)eiξx ∈ Gs2π(R2).
Para ξ < 0 a conta e´ ana´loga a` feita acima, bastando utilizar a forma equivalente de û(t, ξ)
dada acima.
Por ﬁm, para os u´ltimos dois casos , na˜o sa˜o necessa´rias estimativas, pois pelo Lema 4.6, ja´
temos que û(t, ξ) ∈ Gs2π(R) em ambos os casos, e portanto û(t, ξ)eiξx ∈ Gs2π(R2).
Conclu´ımos assim que Lλ e´ globalmente G
s hipoel´ıtico em R2.
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Observac¸a˜o 5.2. A Proposic¸a˜o 3.12 e´ um caso caso particular do Teorema acima, com λ = 0. Logo
sua demonstrac¸a˜o esta´ contida na prova acima.
A seguir, analisaremos o efeito de perturbac¸o˜es por func¸o˜es Gevrey na hipoeliticidade Gs
global de P .
Teorema 5.3. Se b ∈ Gs2π(R) na˜o muda de sinal e na˜o e´ identicamente nula, e λ = λ(t, x) ∈ Gs2π(R2),
enta˜o L = P − λ e´ globalmente Gs hipoel´ıtico.
Demonstrac¸a˜o. Seja λ˜(t, x) = λ(t, x)− λ00, com
λ00 =
1
(2π)2
∫ 2π
0
∫ 2π
0
λ(t, x)dtdx.
Como ∫ 2π
0
̂˜
λ(t, 0)dt =
∫ 2π
0
̂˜
λ(t, 0)ei0xdt =
∫ 2π
0
∫ 2π
0
λ˜(t, x)dtdx
=
∫ 2π
0
∫ 2π
0
λ(t, x)dtdx− (2π)2λ00 = 0,
segue que λ˜ ∈ E. Recordando que E e´ o espac¸o das func¸o˜es admiss´ıveis para resolubilidade de P ,
deﬁnido em (4.5).
Segue do Teorema 4.4 que o operador P = ∂t − c(t)∂x e´ globalmente Gs resolu´vel, logo existe
u ∈ Gs2π(R2) tal que Pu = λ˜. Esta informac¸a˜o sera´ u´til a seguir, pois usaremos uma conjugac¸a˜o
para mudar o problema de mostrar a hipoeliticidade Gs global do operador L para o operador Lλ00 =
∂t − c(t)∂x − λ00, o qual ja´ sabemos ser globalmente Gs hipoel´ıtico pelo Teorema 5.1.
Vamos comec¸ar mostrando que vale a seguinte conjugac¸a˜o:
e−uL(euv) = Lλ00v,
para toda v ∈ D′s,2π(R2). De fato,
L(eu(t,x)v(t, x)) = (∂t − c(t)∂x − λ(t, x))(euv)
= (∂tu)e
uv + eu(∂tv)− c(t)(∂xu)euv − c(t)eu(∂xv)− λeuv
= eu
{
(∂tu− c(t)∂xu)v + ∂tv − c(t)∂xv − λv
}
= eu
{
(Pu)v + ∂tv − c(t)∂xv − λv
}
= eu
{
λ˜v + ∂tv − c(t)∂xv − λv
}
= eu
{
λv − λ00v + ∂tv − c(t)∂xv − λv
}
= eu
{
∂tv − c(t)∂xv − λ00v
}
= euLλ00v.
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Portanto, L e´ globalmente Gs hipoel´ıtico se, e somente se, Lλ00 o e´. Mas como b na˜o muda
de sinal e na˜o e´ identicamente nula, o Teorema 5.1 nos garante que Lλ00 e´ globalmente G
s hipoel´ıtico e
portanto conclu´ımos que L tambe´m o e´.
Teorema 5.4. Seja a = a(t) ∈ Gs2π(R) uma func¸a˜o a valores reais, λ = λ(t, x) ∈ Gs2π(R2) e considere
os seguintes operadores perturbados
L = ∂t − a(t)∂x − λ(t, x), L˜ = ∂t − a(t)∂x − λ00 e ˜˜L = ∂t − a0∂x − λ00
com λ00 = (2π)
−2
∫ 2π
0
∫ 2π
0
λ(t, x)dtdx.
Se a0 /∈ (Q ∪ Es)enta˜o as seguintes aﬁrmac¸o˜es sa˜o equivalentes:
1. L e´ globalmente Gs hipoel´ıtico;
2. L˜ e´ globalmente Gs hipoel´ıtico;
3.
˜˜
L e´ globalmente Gs hipoel´ıtico;
4. Para todo ε > 0, existe Cε > 0 tal que
|k1 − a0k2 − λ00| ≥ e−ε|(k1,k2)|1/s , para |(k1, k2)| ≥ Cε.
Demonstrac¸a˜o. A equivaleˆncia entre os itens 1 e 2 segue da conjugac¸a˜o apresentada no Teorema ante-
rior, enquanto que a equivaleˆncia entre os itens 2 e 3 segue do automorﬁsmo S exibido na Proposic¸a˜o
3.7. Por ﬁm, a equivaleˆncia entre os itens 3 e 4 e´ apenas um caso particular do Teorema 3.2.
5.2 Perturbac¸o˜es em Rn+2
Nesta sec¸a˜o estudamos a hipoeliticidade Gs global do operador
Lλ = ∂t − c(t)∂x − λ(t, x, y), (5.3)
com c(t) = a(t) + ib(t) de classe Gs2π(R), s ≥ 1, e λ = λ(t, x, y) de classe Gs2π(Rn+2). Recordando que
a notac¸a˜o (t, x, y) ∈ Rn+2 signiﬁca que t, x ∈ R e y ∈ Rn.
Observamos inicialmente que o operador P = ∂t− c(t)∂x na˜o e´ globalmente Gs hipoel´ıtico em
Rn+2, para n ≥ 1. De fato, considerar a ultradistribuic¸a˜o
u = 1t ⊗ 1x ⊗ δy ∈ D′s,2π(Rn+2) \Gs2π(Rn+2),
enta˜o, pela Proposic¸a˜o 2.18, temos
Pu = (∂t − c(t)∂x)(1t ⊗ 1x ⊗ δy)
49
= (∂t1t)⊗ 1x ⊗ δy − c(t)1t ⊗ (∂x1x)⊗ δy
= 0 ∈ Gs2π(Rn+2).
Isso signiﬁca que neste cap´ıtulo na˜o faz sentido falar de perturbac¸a˜o do operador globalmente
Gs hipoel´ıtico P , pore´m faz sentido perguntar se alguma perturbac¸a˜o deste operador por func¸o˜es Gevrey
resultara´ em um operador globalmente Gs hipoel´ıtico.
A resposta para esta pergunta e´ positiva e evidencia uma relac¸a˜o nada intuitiva entre hipoe-
liticidade e injetividade. Comecemos analisando o caso de perturbac¸o˜es por constantes.
Teorema 5.5. Seja Lλ o operador dado em (5.3), com λ ∈ C. Se b na˜o muda de sinal e na˜o e´
identicamente nula, enta˜o as seguintes aﬁrmac¸o˜es sa˜o equivalentes:
1. Lλ e´ injetivo em G
s
2π(R
n+2);
2. λ /∈ i(Z+ c0Z);
3. Lλ e´ globalmente G
s hipoel´ıtico.
Demonstrac¸a˜o. (1. ⇒ 2.) Seja u ∈ Gs2π(Rn+2) soluc¸a˜o de Lλu = 0. Escrevendo
u(t, x, y) =
∑
(ξ,η)∈Z×Zn
û(t, ξ, η)ei(ξx+η·y),
pela continuidade de Lλ temos
0 = Lλu = Lλ
( ∑
(ξ,η)∈Z×Zn
û(t, ξ, η)ei(ξx+η·y)
)
=
∑
(ξ,η)∈Z×Zn
(
d
dt
− (iξc(t) + λ)
)
û(t, ξ, η)ei(ξx+η·y),
e da unicidade dos coeﬁcientes parciais de Fourier, temos(
d
dt
− (iξc(t) + λ)
)
û(t, ξ, η) = 0,
para todo (ξ, η) ∈ Z× Zn.
Pelo Lema 6.3, a equac¸a˜o acima e´ equivalente a(
d
dt
− (iξc0 + λ)
)
e−ijC(t)û(t, ξ, η) = 0,
com C(t) =
∫ t
0
c(r)dr − a0t e c0 = 1
2π
∫ 2π
0
c(r)dr.
Finalmente, pelo Lema 6.5, a equac¸a˜o acima possui soluc¸a˜o na˜o-trivial se, e somente se, o
nu´mero −(iξc0 + λ) ∈ iZ, o que e´ equivalente a` dizer que λ ∈ iZ+ ic0Z = i(Z+ c0Z).
(2. ⇒ 3.) Seja u ∈ D′s,2π(Rn+2) tal que Lλu = f ∈ Gs2π(Rn+2). Mostraremos que u ∈ Gs2π(Rn+2)
analisando os coeﬁcientes parciais de Fourier de u em relac¸a˜o a`s varia´veis x e y.
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Escrevendo
u(t, x, y) =
∑
(ξ,η)∈Z×Zn
û(t, ξ, η)ei(ξx+η·y),
e
f(t, x, y) =
∑
(ξ,η)∈Z×Zn
f̂(t, ξ, η)ei(ξx+η·y),
segue da continuidade de Lλ e da unicidade dos coeﬁcientes parciais de Fourier que
f̂(t, ξ, η) =
(
d
dt
− (iξc(t) + λ)
)
û(t, ξ, η), ∀(ξ, η) ∈ Z× Zn.
E dos Lemas 6.3 e 6.6, as soluc¸o˜es da equac¸a˜o sa˜o da forma
û(t, ξ, η) =
1
1− e2π(iξc0+λ)
∫ 2π
0
eλreiξH(t,r)f̂(t− r, ξ, η)dr,
ou equivalentemente da forma
û(t, ξ, η) =
1
e−2π(iξc0+λ) − 1
∫ 2π
0
e−λreiξH(t,−r)f̂(t+ r, ξ, η)dr,
com H(t, r) = C(t− r)− C(t)− c0r, C(α) =
∫ α
0
c(r)dr − c0α, e c0 = 1
2π
∫ 2π
0
c(r)dr.
Como, por hipo´tese, λ /∈ i(Z + c0Z) segue que −(iξc0 + λ) /∈ iZ para todo ξ ∈ Z, assim as
duas expresso˜es acima para û(t, ξ, η) cobrem todas as possibilidades.
Um ca´lculo ana´logo ao que ﬁzemos na demonstrac¸a˜o do Teorema 5.1 nos garante que u ∈
Gs2π(R
n+2), portanto o operador Lλ e´ globalmente G
s hipoel´ıtico.
(3. ⇒ 1.) Suponhamos que Lλ na˜o seja injetivo em Gs2π(Rn+2). Aﬁrmamos que a aplicac¸a˜o
L˜λ : D
′
s,2π(R
2) → D′s,2π(R2)
deﬁnida por L˜λ = ∂t − c(t)∂x − λ na˜o e´ injetiva em Gs2π(R2).
Notemos, inicialmente, que se Lλ na˜o e´ injetivo em G
s
2π(R
n+2), enta˜o existe u(t, x, y) ≡ 0 tal
que Lλu(t, x, y) = 0. Agora seja (t0, x0, y0) ∈ Rn+2 tal que u(t0, x0, y0) = 0 e consideremos a func¸a˜o
uy0(t, x)
.
= u(t, x, y0). Logo uy0(t0, x0) = 0 e temos que L˜λuy0(t, x) = Lλu(t, x, y0) = 0, assim L˜λ na˜o e´
injetivo.
Assim sendo, existe ϕ ≡ 0 tal que L˜λϕ = 0.
Por ﬁm, seja u = ϕ⊗ v, com v ∈ D′s,2π(Rny ) \Gs2π(Rny ), enta˜o u = 0 e
Lλu = (L˜λϕ)⊗ v = 0,
e portanto Lλ na˜o e´ globalmente G
s hipoel´ıtico.
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Teorema 5.6. Dados s ≥ 1, c(t) = a(t) + ib(t) ∈ Gs2π(R) e λ = λ(t, x, y) ∈ Gs2π(Rn+2), considere os
operadores
Lλ = ∂t − c(t)∂x − λ(t, x, y) e Lλ00 = ∂t − c(t)∂x − λ00
com λ00 =
1
(2π)n+2
∫
[0,2π]n+2
λ(t, x, y)dtdxdy.
Se b na˜o e´ identicamente nula e na˜o muda de sinal, enta˜o
Lλ e´ globalmente G
s hipoel´ıtico ⇐⇒ Lλ00 e´ globalmente Gs hipoel´ıtico.
Demonstrac¸a˜o. Seja λ˜(t, x, y) = λ(t, x, y)− λ00. Como∫
[0,2π]n+2
λ˜(t, x, y)dtdxdy = 0,
segue que λ˜ ∈ E, o espac¸o das func¸o˜es admiss´ıveis para resolubilidade Gs global do operador P (ver
deﬁnic¸a˜o 4.9)
Como o operador P e´ globalmente Gs resolu´vel, existe u ∈ Gs2π(Rn+2) tal que Pu = λ˜.
Repetindo os ca´lculos que ﬁzemos na demonstrac¸a˜o do Teorema 5.3, prova-se a validade da
conjugac¸a˜o
e−uL(euv) = Lλ00v,
para toda v ∈ D′s,2π(Rn+2). Daqui segue que Lλ e´ globalmente Gs hipoel´ıtico se, e somente se, Lλ00 e´
globalmente Gs hipoel´ıtico.
O seguinte Teorema sumariza os resultados dessa sec¸a˜o.
Teorema 5.7. Sejam L e Lλ00 como acima deﬁnidos Se b na˜o e´ identicamente nula e na˜o muda de
sinal, enta˜o as seguintes aﬁrmac¸o˜es sa˜o equivalentes:
1. Lλ00 e´ injetivo em G
s
2π(R
n+2);
2. λ00 /∈ i(Z+ c0Z);
3. Lλ00 e´ globalmente G
s hipoel´ıtico.;
4. Lλ e´ globalmente G
s hipoel´ıtico.
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6 APEˆNDICE
Reunimos neste cap´ıtulo alguns resultados auxiliares utilizados no texto.
Lema 6.1. Considere o operador
L = ∂t − c(t)∂x − λ(t, x),
sendo c ∈ Gs2π(R) e λ ∈ Gs2π(R2). Nestas condic¸o˜es, L : D′s,2π(R2) → D′s,2π(R2) e´ cont´ınuo.
Demonstrac¸a˜o. Seja (Tn)n∈N ⊂ D′s,2π(R2) tal que Tn → 0 no sentido de D′s,2π(R2). Queremos mostrar
que (LTn)n∈N tambe´m converge para 0 no sentido de D′s,2π(R
2).
Para toda φ(t, x) ∈ Gs2π(R2) temos
〈LTn, φ〉 = 〈(∂t − c(t)∂x − λ(t, x))Tn, φ〉
= 〈∂tTn − c(t)∂xTn − λ(t, x)Tn, φ〉
= 〈∂tTn, φ > − < c(t)∂xTn, φ〉 > − < 〈λ(t, x)Tn, φ〉
= −〈Tn, ∂tφ > + < Tn, c(t)∂xφ〉 > − < 〈Tn, λ(t, x)φ〉
= 〈Tn,−∂tφ+ c(t)∂xφ− λ(t, x)φ〉
= 〈Tn, tLφ〉
e como Tn → 0 no sentido de D′s,2π(R2) e tLφ ∈ Gs2π(R2), temos que
< LTn, φ >=< Tn,
tLφ >→ 0.
Portanto L e´ cont´ınuo.
Lema 6.2. A regra de Leibniz para a derivada do produto de duas func¸o˜es continua va´lida quando o
segundo termo e´ uma ultradistribuic¸a˜o Gevrey.
Demonstrac¸a˜o. Sejam f ∈ Gs2π(R), u ∈ D′s,2π(R) e φ ∈ Gs2π(R), temos que:〈
d
dt
(f(t)u(t)), φ(t)
〉
= −
〈
f · u, d
dt
φ
〉
= −
〈
u, f
d
dt
φ
〉
= −
〈
u,
d
dt
(fφ)− d
dt
f · φ
〉
= −
〈
u,
d
dt
(fφ)
〉
+
〈
u,
d
dt
f · φ
〉
=
〈
f
d
dt
u, φ
〉
+
〈
d
dt
f · u, φ
〉
=
〈
f
d
dt
u+
d
dt
f · u, φ
〉
=
〈
d
dt
f · u+ f d
dt
u, φ
〉
.
Logo,
d
dt
(f · u) = d
dt
f · u+ f d
dt
u.
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Lema 6.3. As seguintes equac¸o˜es sa˜o equivalentes:(
d
dt
− b(t)
)
u(t) = g(t) (6.1)
e (
d
dt
− b0
)(
e−B(t)u(t)
)
= e−B(t)g(t), (6.2)
com u ∈ D′s,2π(R2), b, g ∈ Gs2π(R), b0 =
1
2π
∫ 2π
0
b(r)dr e B(t) =
∫ t
0
b(r)dr − b0t.
Demonstrac¸a˜o. Primeiramente, notemos que B : R → C esta´ em Gs2π(R2) e como ez (z ∈ C) e´ func¸a˜o
inteira, segue que e−B(t) ∈ Gs2π(R2) e portanto e−B(t)u(t) esta´ bem deﬁnida.
Antes de mostrarmos a equivaleˆncia, notemos que para φ ∈ Gs2π(R2) arbitra´ria, vale〈(
d
dt
− b0
)(
e−B(t)u(t)
)
, φ
〉
=
〈
d
dt
(
e−B(t)u(t)
)
− b0
(
e−B(t)u(t)
)
, φ
〉
=
〈
−(b(t)− b0)e−B(t)u(t) + e−B(t) d
dt
u(t), φ
〉
−
〈
b0
(
e−B(t)u(t)
)
, φ
〉
=
〈
−b(t)e−B(t)u(t) + e−B(t) d
dt
u(t), φ
〉
,
ou seja, vale que 〈(
d
dt
− b0
)(
e−B(t)u(t)
)
, φ
〉
=
〈
e−B(t)
(
d
dt
− b(t)
)
u(t), φ
〉
. (6.3)
Agora mostremos as equivaleˆncias.
• Suponhamos u ∈ D′s,2π(R2) que seja soluc¸a˜o de (6.1), enta˜o:〈(
d
dt
− b0
)(
e−B(t)u(t)
)
, φ
〉
=
〈
e−B(t)
(
d
dt
− b(t)
)
u(t), φ
〉
=
〈
e−B(t)g(t), φ
〉
ou seja, se u(t) e´ soluc¸a˜o de (6.1), enta˜o e−B(t)u(t) e´ soluc¸a˜o de (6.2).
(6.2) =⇒ (6.1)
Suponhamos agora w ∈ D′s,2π(R2) soluc¸a˜o de (6.2), enta˜o:〈
e−B(t)g(t), φ
〉
=
〈(
d
dt
− b0
)
w, φ
〉
=
〈
e−B(t)
(
d
dt
− b(t)
)
eB(t)w(t), φ
〉
logo
(
d
dt
− b(t)
)
eB(t)w(t) = g(t), ou seja, se w e´ soluc¸a˜o de (6.2), enta˜o eB(t)w e´ soluc¸a˜o de (6.1).
Lema 6.4. 1. Se u ∈ Gs2π(R) e u′ = 0, enta˜o u = cte.
2. Sejam u, g ∈ Gs2π(R) com
∫ 2π
0
g(r)dr = 0 tal que u′ = g, enta˜o u = cte+
∫ t
0
g(r)dr.
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Demonstrac¸a˜o. 1. Como u ∈ Gs2π(R), enta˜o
0 =
d
dt
u(t) =
d
dt
⎛⎝∑
ξ∈Z
û(ξ)eiξt
⎞⎠∑
ξ∈Z
iξû(ξ)eiξt,
logo pela unicidade dos coeﬁcientes de Fourier, segue que iξû(ξ) = 0, para todo ξ ∈ Z. Assim,
û(ξ) = 0 se ξ = 0. Portanto, temos
u(t) =
∑
ξ∈Z
û(ξ)eiξt = û(0) = cte.
2. Sejam u1 e u2 ∈ Gs2π(R) tais que u′1 = g e u′2 = g. Temos (u1 − u2)′ = (u′1 − u′2) = 0 e pelo item
anterior, segue que u1 − u2 = c, ou seja, u1 = c+ u2, sendo c uma constante.
Note que u0(t) =
∫ t
0
g(r)dr ∈ Gs2π(R) e´ uma soluc¸a˜o de u(t)′ = g(t), assim
u(t) = u0 + c = c+
∫ t
0
g(r)dr.
Lema 6.5. Se γ ∈ C, enta˜o a equac¸a˜o (
d
dt
+ γ
)
u(t) = 0 (6.4)
admite u´nica soluc¸a˜o em Gs2π(R) na˜o-trivial se, e somente se, γ ∈ iZ. Se γ ∈ iZ, enta˜o u(t) = Ce−iγt,
C ∈ C.
Demonstrac¸a˜o. Por fator integrante, as soluc¸o˜es de (6.4) sa˜o da forma:
u(t) = Ce−λt, C ∈ C.
Para que u seja 2π-perio´dica, devemos ter que
u(t) = Ce−λt = Ce−λ(t+2π) = u(t+ 2π),
e isso ocorrera´ se, e somente se, e−λ2π = 1, o que e´ equivalente que Re(λ) = 0 e Im(λ) ∈ Z. Portanto
ha´ soluc¸a˜o na˜o-trivial apenas quando λ ∈ iZ.
Lema 6.6. Sejam γ ∈ C, g ∈ Gs2π(R) e a equac¸a˜o
(
d
dt
+ γ
)
u(t) = g(t). (6.5)
Nestas condic¸o˜es, temos:
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1. Se γ /∈ iZ, enta˜o (6.5) admite u´nica soluc¸a˜o em Gs2π(R), a qual pode ser escrita como:
u(t) =
1
1− e−2πγ
∫ 2π
0
e−γrg(t− r)dr, (6.6)
ou de forma equivalente,
u(t) =
1
e2πγ − 1
∫ 2π
0
eγrg(t+ r)dr. (6.7)
2. Se γ ∈ iZ e
∫ 2π
0
e−γrg(r)dr = 0, enta˜o uma soluc¸a˜o de (6.5) e´ dada por
u(t) = e−γt
∫ t
0
eγrg(r)dr. (6.8)
.
Demonstrac¸a˜o. Suponha que γ /∈ iZ. Multiplicando a equac¸a˜o (6.5) por eγt obtemos
d
dt
(eγtu(t)) = eγt
d
dt
u(t) + γeγtu(t) = eγt
d
dt
u(t) + (γeγtu(t)) = eγtg(t),
logo, segue do lema 6.4 que
u(t) = Ce−γt +
∫ t
0
eγ(r−t)g(r)dr.
Observe que u e´ uma func¸a˜o Gevrey com u(0) = C e da condic¸a˜o u(0) = u(2π) obtem-se
C =
1
e2πγ − 1
∫ 2π
0
e−γrg(r)dr.
Como e−2πγ − 1 = 0, pois γ /∈ iZ, enta˜o
u(t) =
1
e2πγ − 1
∫ 2π
0
eγ(r−t)g(r)dr +
∫ t
0
eγ(r−t)g(r)dr, u(0) = u(2π),
donde
u(t) =
1
e2πγ − 1
∫ 2π
0
eγrg(t− r)dr.
Uma vez que g e´ 2π-perio´dica, segue que u tambe´m o e´.
Veriﬁquemos que (6.5) admite u´nica soluc¸a˜o. Para tanto, supondo u1, u2 ∈ Gs2π(R) soluc¸o˜es
de (6.5), segue que u1−u2 ∈ Gs2π(R) e´ soluc¸a˜o de
(
d
dt
+γ
)
u(t) = 0 e pelo lema 6.5, tem-se u1−u2 ≡ 0
e portanto u1 = u2.
A equivaleˆncia entre as equac¸o˜es (6.6) e (6.7) e´ imediata, o que conlui a prova de 1.
Considere agora γ ∈ iZ. Se u e´ soluc¸a˜o de (6.5), enta˜o d
dt
(eγtu(t)) = eγtg(t) e pelo lema
6.4, item 2, segue que u(t) = Ce−γt +
∫ t
0
eγr−tg(r)dr. Temos tambe´m que u e´ func¸a˜o Gevrey, com
u(0) = C = u(2π).
Para veriﬁcar que u e´ 2π-perio´dica, note que
u(t+ 2π) = u(t) = Ce−γt+2π +
∫ t+2π
0
eγr−(t+2π)g(r)dr
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= Ce−γt+2π + e−γ(t+2π)
∫ t+2π
0
eγrg(r)dr
= Ce−γt+2π + e−γ(t+2π)
(∫ 2π
0
+
∫ 2π+t
2π
)(
eγrg(r)
)
dr
= e−γt
[ ∫ t
0
eγsg(s)ds+ C
]
= u(t).
Por ﬁm, tomando C = 0, obtem-se a soluc¸a˜o
u(t) = e−γt
∫ t
0
eλrg(r)dr.
Lema 6.7. Sejam c0 = a0 + ib0 e λ = a1 + ib1, com b0 > 0. Enta˜o existe C > 0 tal que
|1− e2π(λ+iξc0)|−1 ≤ C (6.9)
para todo ξ ∈ Z \ {0};
Demonstrac¸a˜o. Dividiremos a ana´lise em 3 casos:
• Caso ξ = 0 e a1 = 0 ou ξ = 0 e b1 /∈ Z.
E´ claro que e2πλ = 1, logo |1− e2πλ| = C0 > 0.
• Caso a1 < b0 e ξ = 1, 2, · · · .
Observemos que ξb0 ≥ b0 ⇒ (a1 − ξb0)2π ≤ (a1 − b0)2π ⇒ e(a1−ξb0)2π ≤ e(a1−b0)2π. Logo
|1− e2π(λ+iξc0)| ≥ 1− |e2π(λ+iξc0)| = 1− |e(a1−ξb0)2π|
≥ 1− |e(a1−b0)2π| = 1− e(a1−b0)2π = C1 > 0
• Caso 0 < b0 ≤ a1 e ξ = 1, 2, · · · .
Seja ξ0 =
[
a1
b0
]
, sendo ξ0 ≤ a1/b0 < ξ0 + 1, ξ0 ∈ N.
Para ξ ≥ ξ0 + 1, temos
b0ξ2π ≥ b0(ξ0 + 1)2π =⇒ [a1 − b0ξ]2π ≥ [a1 − b0(ξ0 + 1)]2π
=⇒ e[a1−b0ξ]2π ≤ e[a1−b0(ξ0+1)]2π
logo
|1− e2π(λ+iξc0)| ≥ 1− e[a1−b0ξ]2π ≥ 1− e[a1−b0(ξ0+1)]2π = C2 > 0
Para ξ = ξ0 e ξ0 =
a1
b0
, temos que iξc0 + λ /∈ iZ ⇔ b1 + ξ0a0 /∈ Z. Logo
|1− e2π(λ+iξc0)| = |1− ei(b1+ξ0a0)2π|
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= |1− cos((b1 + ξ0a0)2π)− i sin((b1 + ξ0a0)2π)|
≥ |1− cos((b1 + ξ0a0)2π)| = C3 > 0.
Para ξ = ξ0 e ξ0 <
a1
b0
, temos que iξc0 + λ /∈ iZ. Logo
|1− e2π(λ+iξc0)| ≥ 1− e(a1+ξ0a0)2π = C4 > 0.
Para ξ ≤ ξ0 − 1, temos que 1− e2π(λ+iξc0) = 0, logo
|1− e2π(λ+iξc0)| ≥ min{|1− e2π(λ+iξc0)|, ξ = 1, 2, · · · , ξ0 − 1} = C5 > 0.
Logo, tomando C−1 = min{C0, C1, C2, C3, C4, C5}, temos que
|1− e2π(λ+iξc0)|−1 ≤ C.
Lema 6.8. Dado ε > 0, existe Cε > 0 tal que
|ξ||α| ≤ eε|ξ|
1
s C |α|ε (α!)
s, ξ ∈ Zn, α ∈ Zn+.
Demonstrac¸a˜o. Considere f(t) = t|α|e−εt
1
s , para t ∈ R. Na˜o e´ dif´ıcil veriﬁcar que t¯ = ( s|α|ε )s maximiza
a func¸a˜o f(t). Note que
e|α| =
∑
k≥0
|α|k
k!
≥ |α|
|α|
|α|! .
Utilizando que |α|! ≤ n|α|(α!), obtemos que
|α||α|
e|α|
≤ |α|! ≤ n|α|(α!).
Enta˜o, para todo t ∈ R, vale que
t|α|e−εt
1
s = f(t) ≤ f(t¯ ) ≤
(
s|α|
ε
)s|α|
e−s|α|
=
(s
ε
)s|α|( |α||α|
e|α|
)s
≤
(s
ε
)s|α|
ns|α|(α!)s
= C |α|ε (α!)
s,
sendo Cε = (
ns
ε )
s. Substituindo t por |ξ| segue o resultado.
Lema 6.9. Sejam β ∈ Z+, β ≥ 1 e R ∈ R. Enta˜o∑
Δ
(m1 + · · ·+mβ)!
m1! . . .mβ !
Rm1+···+mβ = R(1 +R)β−1,
sendo Δ(β) = {(m1, . . . ,mβ) ∈ Zβ+ :
∑β
j=1 jmj = β}. Em particular, para R = 1,∑
Δ(β)
(m1 + · · ·+mβ)!
m1! . . .mβ !
= 2β−1.
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Demonstrac¸a˜o. Caso R = 0 e´ imediato, portanto considere R = 0. Deﬁna as seguintes func¸o˜es
g(x) =
1
1− x =
∑
j≥0
xj , |x| < 1,
e
f(x) =
1
1−R(x− 1) =
∑
j≥0
Rj(x− 1)j , |R(x− 1)| < 1.
Na˜o e´ dif´ıcil ver que g(j)(0) = j! e f (j)(1) = Rjj! para todo ξ ∈ Z+. Note que
f ◦ g(x) = 1− x
1− x(1 +R) =
1
1− x(1 +R) − x
1
1− x(1 +R)
=
∑
j≥0
xj(1 +R)j −
∑
j≥0
xj+1(1 +R)j
= 1 +
∑
j≥1
xj(1 +R)j − xj(1 +R)j−1
= 1 +
∑
j≥1
xj(1 +R)j−1R,
para |x(R+ 1)| < 1. Enta˜o (f ◦ g)β(0) = β!(1 +R)β−1R. Substituindo as respectivas derivadas de f , g
e f ◦ g na fo´rmula de Faa` di Bruno segue o resultado.
Lema 6.10. Sejam β ∈ Z+, β ≥ 1 e (m1, . . . ,mβ) ∈ Δ = {(m1, . . . ,mβ) ∈ Zβ+ :
∑β
j=1 jmj = β}.
Deﬁnindo
∏
(β) =
∏β
j=1((j!)
s−1)mj temos que
((m1 + · · ·+mβ)!)s
∏
(β) ≤ (m1 + · · ·+mβ)!(β!)s−1.
Demonstrac¸a˜o. Primeiramente note que a sequeˆncia aβ = (β!)
1
β−1 e´ crescente.
De fato, basta observar que
aβ+1
aβ
=
((β + 1)!)
1
β
(β!)
1
β−1
=
(
((β + 1)!)β−1
(β!)β
) 1
β(β−1)
=
(
(β + 1)β((β + 1)!)β−1
((β + 1)!)β
) 1
β(β−1)
=
(
(β + 1)β
(β + 1)!
) 1
β(β−1)
> 1.
Logo, para 1 < j ≤ n, temos que (j!) s−1j−1 < (β!) s−1β−1 e portanto
(j!)s−1 ≤ ((β!)s−1) j−1β−1 .
Disso segue que∏
(β) = ((2!)s−1)m2((3!)s−1)m3 . . . ((β!)s−1)mβ ≤ ((β!)s−1)
m2+2m3+...(β−1)mβ
β−1 ,
e que
((m1 + · · ·+mβ)!)s = (m1 + · · ·+mβ)!((m1 + · · ·+mβ)!)s−1 ≤ (m1 + · · ·+mβ)!((β!)s−1)
(m1+...mβ)−1
β−1 ,
pois 1 < (m1 + · · · + mβ) ≤ β. Finalmente, multiplicando essas duas u´ltimas desigualdades segue o
resultado.
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