A response time analysis for a general class of terminals-to-computer subsystem is presented in this paper. The model used is based on the most advanced data communications system in which terminals are connected to Terminal Control Units ( T C U ) that are in turn connected to local Front-End Processors (FEP). The line control procedures used to interface a TCU and an FEP may be half-duplex Binary Synchronous Communications (BSC) , half-duplex Synchronous Data Link Control (SDLC), or full-duplex SDLC. The models presented here can be used to determine bottlenecks in the entire system and to facilitate the initial phase of system design and configuration.
Introduction
A generic configuration of data communications systems consists of many components such as terminals, Terminal Controller Units (TCU) , communications lines, remote as well as local Front-End Processors (FEP) , host processors, and auxiliary storage devices (see Fig.   1 ) . Each one of these components has its own specifications and operating characteristics in terms of data rate, transmission media, and functional capabilities.
One of the key factors in design and evaluation of such systems is the calculation of terminal response time, which can be defined as the time interval from the operator's pressing the last key (send key) of the input to the terminal's typing or displaying the first character of the response. Systems differ widely in their response time requirements, and the response time needed can, in turn, have a major effect on the design of the data transmission network and the data processing facilities. This paper presents the development of an analytical framework for analyzing response time requirements of data communications systems.
The terminal response time as defined above is the totality of several time elements. At the time when the send key is depressed, the complete transaction has already been stored at a prespecified buffer area in the TCU, one for each terminal. Transactions stored at their terminal buffers cannot be transmitted to the host site until the particular TCU at which these transactions reside is polled by the local FEP in accordance with a given polling list. The time spent by a transaction waiting for polling is the first time element to be calculated in obtaining the total terminal response time. This element depends on the system configuration and line pro-
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cedures. The time required for transaction transmission
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along communications lines is relatively easy to calculate once we know the length of a transaction and the line speed. When a transaction arrives at an FEP, certain delays may occur because this is where most communications functions are performed. In case the FEP is a simple control unit whose only function is character assembly and disassembly, such delay would be negligible. After the whole transaction has entered the host processor, its processing time depends on the application programs, CPU processing speed, operating system, access methods, and the characteristics of the auxiliary storage devices such as disk files. A completely processed transaction will then wait at the FEP until the addressed line and TCU are ready to receive their responses. The length of this waiting time can generally be analyzed by an approximate queuing model.
Readers familiar with teleprocessing systems are aware of the fact that there are many different variations in system configurations and operations. The connection between the TCU and FEPs may be in the form of loops, stars, or multi-drops. The mode of transmission may be half-duplex or full-duplex with different line control procedures such as Binary Synchronous Communications (BSC) and Synchronous Data Link Controls (SDLC). After an inquiry has been sent to the host site for processing, the whole communication path may be held throughout the entire question-answering period, or the sending terminal may release the communication path, in whole or in part, so that other terminals and TCUs can send and receive their transactions. It is assumed in this paper that a terminal will release its line after its transaction is keyed in, and that several TCUs share the same high speed line in a multi-drop fashion to communicate with the local FEPs. However, both the half-duplex and full-duplex modes can be accommodated by the analysis.
In a recent survey paper, Green and Tang I ] discussed in depth the state of the art in using analytical models to design terminal-oriented systems. They divided the whole design and configuration process into two parts: the network models and the host models. Various problem areas and the progress to date were summarized. It was indicated that there has been no overall treatment of complete computer communications systems that would allow one to carry out the configuration process, taking into account details of the various transactions within the system. T o the best knowledge of the author, the present paper represents the first attempt to bridge the gap between, on the one hand, buffered terminals with terminal cluster controllers and line control in the network models, and, on the other hand, CPU models, file accessing, and front-end processor analysis in the host models. The models presented here can be used to determine bottlenecks in the entire system and to facilitate the initial phase of system design and configuration.
Polling cycle analysis
Polling and operations in u polling cycle Under normal operating conditions several terminals as well as several TCUs may be prepared to transmit transactions at the same time from remote locations to the host site. Only one can do so, and the others must wait their turns. T o organize this, the line will normally be polled. For cases where terminals are controlled by the TCUs, as assumed in our model, transactions are sent to the controller at will and accumulated there so that only the TCUs need to be polled. In other cases, terminals are polled individually. Normally the local FEP (if any) or the host processor organizes the polling. In the main memory there is a polling list telling the programs the sequence in which to poll the TCUs or terminals. The polling list and its use therefore determine the priorities with which the remote devices are scanned.
There are several major time elements that constitute a polling cycle, and these include transaction transmission time, the time for either an unsuccessful (negative) or a successful (positive) poll and the associated acknowledgment. Except for the first item, all other elements depend to a great extent on the line control procedures employed by the system. Here POLL is the polling message generated by the host site, INPUT is the transaction transmitted from the remote terminal to the host site,
OUTPUT is the transaction transmitted from the host site to the remote terminal, ACK is the acknowledgment of the receipt of a transaction, EOT is the end of transmission, and SELECT is the selection of the proper remote device for receiving a transaction from the host site.
Transaction transmission time
Let K be a discrete random variable denoting the number of transactions removed from a typical TCU each 273 time this TCU is polled. The distribution function of K will be considered in the next section. We also let Li, be the length (in number of characters) of each input transaction and S, be the line speed (in number of characters per second). If there are M, TCUs in the system, the total time required for the transaction transmission during a polling cycle is then t,'" = M,KL,,/S,.
(1)
Although it is generally true that the sum of random variables may behave quite differently from each member of the sum, for analytic as well as practical reasons, we assume in Eq.
( 1 ) that all of the M, terminal control units are identical in structure and all terminals generate similar traffic. The extension to more rigorous cases is straightforward but would introduce many involved complications in computation. 
where C , is a constant representing the time caused by modem establishment and other propagation delays.
In general the cycle time can be described in the form
where a = M,L,,/S, and b = tpr2), and C,, is the time element associated with a negative poll. It is now necessary to obtain the distribution function of K.
Input process to the TCU For the terminal subsystem under consideration, we assume that M, TCUs are polled by a single FEP (there may be more than one FEP in large systems) and on the average M i terminals are connected to a nearby TCU. Consider a particular terminal, one out of a group with a total of M, terminals (the population source). In most interactive systems the terminal operator does not send any inquiry before the response to the previous one has been received. Thus this terminal, after a time T~, starts to transmit a transaction for the first time. After receiving the response, the terminal becomes idle for a time T~ before making the second request for data transmission. In general, it stays for a time T~ in the source before making the ith demand for the use of communications facilities.
Let the distribution function of the inter-arrival time 274 of transactions at a TCU be
(4)
Instead of specifying the input process through the inter-arrival-time distribution at the TCU from all the sources, which involves both the distribution and the size of the source, we specify the input process through the distribution of T~ above, which is the inter-arrival time from one terminal.
Because the size of the source is M,, the distribution of K ( t ) , the number of arrivals up to time t is
M which reduces to
if the arrival process is exponentially distributed with parameter A.
Number of transaction removed per poll in each TCU
The probability that k transactions have arrived at a TCU during a polling cycle tp is
as tp is a continuous random variable having probability density function (p.d.f.) f(t,). On the other hand, t, is also a function of the discrete random variable k as seen in Eq. (3). It is thus proper to rewrite
M t and 2 P k = 1, where PI has the same meaning as P , with the subscript changed. We now have a set of simultaneous equations where (Pl', P*". . ., P,,')
and where I is the identity matrix and (pf,') is the M , X M , matrix formed by deleting the first row and first column of the original matrix (pf,).
After having obtained the P,, the nth moment of the polling cycle time can readily be expressed as The terminals in our model are assumed to be identical with respect to transaction generation intensity. The host processor (actually its local FEP) receives transactions and polls each TCU in a prescribed cyclic order (polling list). Transactions that have been keyed in and are waiting at a given TCU are transmitted almost simultaneously after this TCU is polled.
We fix our attention upon a given simple terminal (out of the whole subsystem of M , identical terminals) possessing a transaction generation intensity in number of transactions per unit of time and follow its history over a complete polling cycle. After the T C U is polled by the host processor, transactions waiting in the TCU are transmitted to the host site and the next TCU in sequence is served similarly. This particular TCU under consideration will be polled again after a random time t, (polling cycle) and the host processor may find it either empty (negative polling) or with transactions waiting (positive polling).
Because the polling signal comes to any particular TCU every tp seconds, where tp assumes some known distribution, the polling process is indeed a renewal process. In particular, it is an ordinary renewal process because the t,,s are independent identically distributed random variables. With the aid of some useful results available in the theory of the renewal process [4], we now evaluate the density function of the time that a transaction has to wait before being polled by the host site. This situation is similar to a queuing process in which service is available only at service-intervals, which form a renewal process. A customer arriving at time t will have to wait a time t, for the first service-instant. The limiting distribution of t, can be expressed as
The moments of the limiting distribution of this waiting time are easily obtained from the Laplace transform. Delays in the front-end processor A generic FEP can be regarded as a communicationsoriented computer containing a main storage, a central control unit, a channel adapter for attachment to its host processor (a more powerful general-purpose computer) or a line adapter when used at remote locations to communicate with a local FEP, a communications line scan-
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ner, and the necessary hardware to connect a certain number of communications lines. Depending on the user's requirements, there may be several types of scanners and adapters available, differing in performance capability and cost.
Some simple transmission control units perform functions such as control character recognition, line-time-out control, error checking, and character assembly and disassembly. An FEP as described above can perform a variety of other functions such as polling and addressing of remote devices, control character insertion and deletion, character code translation, buffering, error recording and diagnosis, and the block processing capability that can correct text incorrectly entered from a station. For the purpose of analysis, all these functions can be consolidated to form three types of tasks that require service from the processor at different priority levels. Another model is required to study the channel or line adapter.
Central control unit
The Central Control Unit is essentially a processor handling three types of tasks at different priority levels. If we treat the processor as a server in the context of queuing theory, the first type of input with priority 1 (the highest) is the bit and character service in the scanner. The second job stream with priority 2 is the data transfer through the channel adapter, and the third input is the background processing in units of blocks. Each of these three types of jobs requires a certain amount of service from the processor.
Inputs to the processor
Let us consider a teleprocessing network of L line groups with identical traffic statistics for each line belonging to the same group. There are L, lines in the ith group (i = 1 , 2 , . . . L ) with line utilization pi, line speed Si (characters/ second), and block length Bi (characters/ block).
The total network loading or the request rate of the scanner character service is A, = x piSiLi (ch/s).
(29)
Note that the time to serve a character depends on the type of scanners. Under normal conditions the output rate of the FEP should be nearly equal to the input rate, and the character service request rate at the channel adapter is
where E: denotes the transfer of command and control information. The request rate of the background processing expressed in blocks per second is L i=l and the average time to process a block b,,, is assumed broadcasting, less than 1 for data collection. The characto be independent of the block size. We shall use bij to ter arrival rate at the host processor queue is then denote the ith moment of service time for thejth class arrivals.
Assumptions
In view of the fact that only average values are generally available for the arrival and service rates, it appears
necessary and proper to make the following assump-
and the character arrival rate at the FEP queue is ( 3 5 ) tions:
a. All of the three types of arrival patterns have Poisson distributions with parameters A,, A,, and A,, respectively. b. The service mechanism is of mixed priority schemes in the sense that classes 1 and 2 can interrupt class 3 on a preemptive basis. The job unit for both the scanner and the adapter is in characters which are not supposed to be broken into bits before being interrupted. The job unit for background processing is in blocks consisting of many characters.
Message delay and background queue length The message delay caused by the presence of the FEP and the storage required to handle the background processing are, respectively, the queuing time and queue length of the lowest priority job stream. As shown in [ 51, we have the mean message delay where A, is the total network loading or throughput to the system given by Eq. (30) and subscripts H and F denote host and front-end processors, respectively.
Let the first and second moments of the service time (provided by the channel) be denoted by b, and b,, respectively. As shown in Here we shall treat the adapter itself as a server and determine the queue sizes ~ and waiting time both at the FEP and at the host processor. The channel operation suggests that we can formulate the present system as a queuing model with two queues attended by a single server and with alternating priorities.
Let R be the ratio of output rate to input rate. R depends on the applications under study and is generally equal to 1 for message switching, greater than 1 for
Analysis of the host processor
The major software structure of the host processor consists of many blocks of user written logic, called programs. The most important series of programs to assist the user in overall computer operation is called an operating system. The received data transmitted from the terminal is first handled by portions of the operating system and then passed to the user's application programs. Application programs are designed and implemented by the user to perform the necessary processing required in handling every business function. Access methods for teleprocessing provide an interface between the FEP and the user's application programs. Thus, the operating system, application programs, and the access methods are the three essential software parts of a host processor.
As far as the hardware structure is concerned, the use of auxiliary storage devices like disk files is essential because the main memory is limited in space. User's data, application programs, and even a major portion of the operating system are stored in these devices and are retrieved as the need arises. It is now clear that a de- tailed analysis of the host processor is extremely complicated and requires complete information on the system (both hardware and software) and the user's applications. Because the primary goal of this paper is to study the general situation rather than to serve as a reference for any particular system or application, we analyze a model common to most systems and one that can be easily modified to meet other specific applications.
The host-processor model considered here consists of a single central processing unit (CPU) , a main memory, several channels, and disk files. The disk subsystem has the feature of rotational position sensing (RPS), by which the channel and storage control are allowed to be released during most of the record search time, thus increasing channel and control unit availability for other operations. The processor itself is operated in a multiprogramming environment and assumed to have more than one program waiting for processing. The CPU makes an input/output ( 1 / 0 ) request whenever the program being processed issues an I / O command (such as READ, WRITE GET, PUT) either for data or for any information not available in the main memory. Having initiated this request, the CPU starts to process the next program waiting at the CPU queue. At the same time, the requested 1 / 0 operations are performed independent of the CPU. When the desired information has been transferred into the main memory, the program that made such a request will now join the CPU queue waiting for processing. This process is repeated until all the required processing is completed for a particular program and the next program waiting at the processor queue is admitted into such a partition to start these repeated operations. A schematic diagram is given in Fig. 2 to show the relationships between various queues and system components.
The basic model just described belongs to the general class of queuing networks (see [ 7, 81) . A special case of the queuing network is a cyclic queue that was studied by Chen and Shedler [9] for the case of exponential CPU processing time and constant 1 / 0 service. Shelder [ 101 subsequently allowed general distributions for 278 the 1 / 0 service time. Expressions related to system throughput were obtained by Shedler [ 101 and those related to disk files were derived by Chang and Gorenstein [ 1 11 in a more general environment. Justification for and effects of various assumptions have been given in the cited references and will not be repeated here.
Service time of the host processor Consider the following assumptions:
1. There is more than one program resident in the main memory, giving rise to contention among processing resources. 2. The CPU can be operated concurrently with the information transfer unit (ITU) , which consists of the channel, the control unit, and the disk devices. 3. Both the queue in front of the CPU and the queue in front of the ITU are served under a FIFO (first-in, first-out) queuing discipline. 4. System overhead is negligible. 5. N,,, the number of programs being processed in the main memory, is a constant so that the system is in a saturated mode. 6. The successive ITU service times are independently and identically distributed as a random variable W with arbitrary distribution F,( t ) , i.e.
F , ( t )
7. The successive CPU service times are independently and identically distributed as a random variable C/ with exponential distribution having rate parameter u , i.e., where pH = A,E (S,) and A, is the total transaction arrival rate at the host processor.
Other time elements and the total response time
So far we have calculated three major elements of a terminal response time; namely, waiting time for polling, delays in the FEP, and the turn-around time at the host processor. Other elements are the input and output transaction transmission times and the addressing time, which is just the time an output transaction has to wait for the availability of output lines.
Let Lin be the length of input (from terminal to CPU) transaction, and Lo,, that of the output transaction. If the line speed is S,, then the transaction transmission times are Ti, = Lin/ S, and To,, = L,,,,/ S,.
Since S, is a constant, we have in terms of the mean and variance of transaction lengths.
When all the required processing is finished at the host processor, the response or the output transaction is then forwarded to the FEP for transmission. Sometimes output transactions are stored in disk files before being retrieved for transaction. We now assume that these transactions are waiting in the main storage of the FEP and calculate the waiting time. Note that in the half-duplex mode the output transactions will have priority over the input transactions on a non-preemptive basis, while in the full-duplex mode the usual FIFO queuing discipline is employed. The line connecting the FEP and TCU plays the role of server in the context of queuing theory and its speed becomes the service rate. By applying an M / G / 1 queuing model we have: with AI and A, the input and output transaction rates along that particular line. Now, we add a word about the total terminal response time. It is stated in previous sections that the total response time is the sum of various components and essentially no dependence exists among them because of the high degree of mixing among various transactions. We can simply write the mean (or the variance) of the sum as the sum of individual means (or the variances).
279
T a ) = E( TU2) -E' ( T,) ,
Example
In this section we give a simple example that illustrates some of the results of the paper. The system under consideration consists of a single host processor, two frontend processors, four line groups, and several disk modules.
The host processor is a general-purpose computer and the two front-end processors represent, respectively, a simple transmission control unit and a more sophisticated communications controller. The host processor is described by its MIPS number (million instructions exe- Table 4 Description of line groups. Table 2 , and information related to communication controls is shown in Table 3 . 
