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Let fo L*(R”), lifl12 = 1. Generalizing the Heisenbcrg uncertainty principle, lower 
bounds for the variance of the measure If(x)]* dx are established under 
assumptions on the Fourier transform j? If  E is a subset of Iw” of codimension one 
which is suitably uniformly distributed, and b is a parameter which measures the 
maximum distance from a point to E, then the estimate Var(If(x)l* dx)acb-* 
holds provided SE IfI * d cr < c’b-’ for suitable constants c and c’. Examples of sets E 
are families of parallel hyperspaces or concentric spheres. Analogous results are 
established for normalized L* functions on the sphere S”. Here the lower bound is 
inf 
s 
lsind(x,y)l* If(~)l~dx>cb-*. 
YES” S” 
and the hypothesis on the spherical harmonic expansion f  = ~~=afk is 
EkEA llf,ll:< c’b-‘, where A is a set of integers with gaps at most b for both even 
and odd numbers. 0 1989 Academic Press. Inc. 
1. INTRODUCTION 
The Heisenberg uncertainty principle, regarded as a theorem in 
Euclidean harmonic analysis, gives a lower bound for the product of the 
variances of the probability measures If(x)1 * dx and Ij\cx)l* dx for any nor- 
malized L* function f (if we define the Fourier transform by f((y) = 
(27c-“I’ Jnn f(x) eciX.y d x and normalize IIf I( 2 = 1 then also IIf 2 = 1 and 
the lower bound is n*/4). The function and its Fourier transform play a 
symmetric role in this formulation, but inevitably this symmetry must be 
destroyed if we are to obtain generalizations to contexts in which there is 
no symmetry between function and Fourier transform. Therefore we 
propose the following general question: what conditions on the Fourier 
transform of a normalized L* function will force the variance of If (x)1 * dx to 
be large? In this formulation the question makes sense in any context in 
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which some sort of Fourier transform is defined, but to begin with we will 
try to provide some answers in Euclidean space. 
Since the variance of If(x)/’ dx is a measure of the concentration of the 
function (sometimes this is called the dispersion of f), the original uncer- 
tainty principle suggests that we will want to require p to be concentrated. 
But in fact we can do with considerably less: we only need to require that 3 
be sufficiently small on a set E which is sufficiently well distributed in the 
Fourier transform space. To illustrate the idea we consider the particularly 
simple case of a discrete set E in one-dimensional space. Suppose 
E={u,:-CO<~<GO} where the sequence aj is increasing with 
limj+ +m aj= fco and aj+r - uj < b for some fixed value of b (this is the 
requirement that E be well distributed). Of course the restriction of a 
general L2 function to E is not well defined; however, if the variance of 
If( dx is finite-which we may assume since we are looking for lower 
bounds-then p belongs to the Sobolev space Lf(R’) and hence is 
continuous. The requirement that 3 be small on E takes the form 
C?, lf((aj)l2 < l/b, which we write 
(_f, 13C~ji12)1’2<~ for s>O. (*) 
Under these hypotheses, the estimate we obtain is 
Var([f(x)l’dx)>$ (**) 
(in fact we may take c = 8). 
The proof of this estimate is quite simple. First we note that it suffices to 
estimate IODrn x2 If( dx, since a translation of f will not affect the 
hypotheses on j: But 
fyrn x2 If( dx = jIm lf’(4l 2 dx. 
If we let mj denote the midpoint of the interval (a,, a/+ i), then we use the 
fundamental theorem of calculus (valid for functions in Lf) 
f(X)=f(Uj)+Jxf’(f) dt 
9 
for x in the interval (mjp 1, mj). Since the length of this interval is at most 
b, we obtain the estimate 
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by the Cauchy-Schwartz and Minkowski inequalities. We interchange 
the order of integration in the last integral to estimate it by 
Wfi)(SIi-, IP’M 2 w2, and another application of Minkowski’s 
inequality yields 
Now we need only apply hypothesis (*) and rearrange terms to obtain 
s 8E2 lf’(x)l2 dx >- h2 
which implies (**). 
We will generalize this result to R” in Section 2, using essentially the 
same method of proof. In order to obtain the estimate (**) we will only 
require that f be suitably small on a set E of codimension one which is 
uniformly distributed throughout space, and the parameter b measures the 
maximum distance from a point to E. For example, E might be the union 
of concentric spheres about the origin of radius 6, 26, 3b, . . . . in which case 
the condition that p be small on E can be interpreted as saying that the 
energy spectrum off is small for the energy values k2b2. As far as we know, 
there is no proof of an uncertainty principle for position and energy ( -A) 
based on commutation relations. 
In Section 3 we use the same method of proof to obtain an uncertainty 
principle for functions on the sphere (or even on real projective space), 
which says roughly that a normalized L2 function cannot be too concen- 
trated if its spherical harmonic expansion has small components for a 
sequence of degrees k, , k,, . . . with k, + 1 - k, < b. In place of (**) we obtain 
the estimate 
inf 
s 
lsin d(x, y)l If(x dx 3 cbe2. 
yc.9” S” 
The problem of developing an uncertainty principle on the sphere was 
suggested by Irving Segal. 
The results of this paper suggest a number of possible generalizations to 
other contexts. We mention a few problems that appear very interesting: 
(1) For general Schrodinger operators -A + V(x) on R”, can one 
obtain estimates of the form (**) by controlling the size of the spectral 
components off corresponding to certain energy levels? 
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(2) Since we have results for Euclidean spaces and spheres, are there 
analogous results for hyperbolic space? 
(3) For a general compact Riemannian manifold we have an expan- 
sion f = x fk in eigenfunctions of the Laplacian, Afk = -2: fk. Can we 
obtain lower bounds for 
inf I44 y)12 If(x dx .v s 
under the assumption that XI, E A \\j,\\: is small for a suitable subset A? 
(4) In Euclidean space, can we obtain lower bounds for expressions 
like 1 I 1x1 - RI2 If(x d x, which prohibit If(x dx from being concen- 
trated near a sphere, under similar hypotheses? 
For different generalizations of the uncertainty principie see [C-P; F]. 
2. UNCERTAINTY IN EUCLJDEAN SPACE 
In this section we let f denote a normalized function in L*(R”), and 
define the Fourier transform by 
f(t)= (ZX)-“‘~ {Rnf(~)e-ix.’ dx 
so that j\ is also normalized, IIf I(* = I/j’//, = 1. We will prove uncertainty 
estimates of the form 
Var(If(x)l’ dx)>~b-~ (2.1) 
provided 
1 E l~12da<c’h-‘, (2.2) 
where E is a submanifold (not connected) of codimension one, do denotes 
the canonical surface measure on E, b is a parameter that measures the 
maximum distance from a point in R” to E, and c and c’ are constants that 
depend on the geometry of E. (Of course the variance of a probability 
measure dp on R” is defined to be Var(dp) = inf,,. wfl J Ix - y12 dp(x) and 
the inftmum is attained when y = S x dp(x) if the variance is finite.) 
We begin with two results when the geometry of E is very simple, 
parallel hyperplanes and concentric spheres. In these cases the results are 
easy to state. Then we consider more complicated geometries, where the 
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results are more complicated to state, but the method of proof is really the 
same. 
THEOREM 2.1. Let E be the union of hyperplanes Ek = (x: x, = 2kb}, 
k E d. Then for every c’ satisfying 0 <c’ < 4 there exists c (in fact 
c = 2(1 - (2~‘)“‘)‘) such that (2.2) implies (2.1). 
Proof Write x = (x’, x,) where x’ = (x1, . . . . x,- ,) E R”+ ‘. First consider 
Ix,\ G 6. Then by the fundamental theorem of calculus 
3(x’, x,)=3(x’, 0) + j-r -$ (x’, s) ds; 
n 
hence 
13(x’, x,)1 < 13(x’, ON + 
( 
M J; IVW, S)I ds)“’ 
by Cauchy-Schwartz, and then 
(I J b IPC 
112 
x’, x,)1 2 dx’ dx, 
-b 
8(2b iE, I~l’do)“‘+(;~~ j- IVf(x’,s)12dx’ds)1’2. 
b 
Similarly for the strip 
Tk= {x: (2k- l)b,<x,Q(X+ I)b) 
we find 
By Minkowski’s inequality for sequence we obtain 
or 
IW3ll ;>,cb-= 
for c = 2( 1 - (2~‘)“~)‘. Since j 1x1’ If(x)1 2 dx = IlV’/l~ and the hypothesis is 
unchanged by a translation of J the result follows. Q.E.D. 
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THEOREM 2.2. Let E be the union of spheres Sk = (x: 1x1 = ak ) where 
the radii a, <a, < a3 < . . . satisfy b/2< Iall <b and akil -a,db. Then 
for every c’ satisfying 0 < c’ < 2n3 -” there exists c (in fact c = 
31P”(1 - (3”c’/2n)“2)2) such that (2.2) implies (2.1). 
Proof. Let mk = (ak+ 1 -F ak)/2 denote the midpoint of the interval 
(ak,ak+l), d t an se m, = 0. Then the hypotheses on { uk > imply mk - mk ~, 
d b. We partition R” into annular regions A, = (X: mk _ 1 < 1x1 ,< mk} 
containing the spheres Sk, and for x E A, use the fundamental theorem of 
calculus along radial lines to get 
f(m) =f(aku) + jul k$ (su) ds; 
hence 
for UES”-‘, m,-,<r<m, (when n=2 the factor I(r2-‘-a:-.)/2-n( is 
replaced by /log r - log a,) ). Thus 
0 
112 
Ijlx)12 dx 
4 
2-n -a2-n 112 
+ 
2-nk 
IV3b4)l 2sn-’ duds , (2.3) 
Since is, lj7’da =a;-’ lsa-! \f(apu)\’ d u we can estimate the first term on 
the right side of (2.3) by (Ah JSk If)’ da) “’ where A is the least constant for 
which 
m;-m;-, 
n 
GAba”,-,, 
and it is not hard to see that the worst case is k = 0, a, = b/2, and 
m, = 3b/2 which yields ,I= 3”/2n. To estimate the second term we need an 
upper bound for 
r2Ln-a2-n 
2-nk 
r” ~ ’ dr. 
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But by the mean value theorem 
(similar estimate when n = 2) for r, between r and uk, so 
is an upper bound, and the same worst case as before yields 3” ~ lb* as the 
upper bound. 
Thus (2.3) implies 
(J > 
l/2 
If(x),’ dx Air 
<(; b jsk ,f,2do)l’2+(3”-1b2 lA, ,‘V”(x),2dx)1’2 
and the rest of the proof is the same as before. Q.E.D. 
We can give an interpretation of this result in terms of the spectral 
theory of the Laplacian (in physical terms, the energy spectrum of the 
wavefunction f). Recall that we can write 
where 
by setting 
f(x)= jam *f(x) 4 
APAf = -J2Pif 
(2.4) 
(2.5) 
(2.6) 
Thus the hypothesis of Theorem 2.2 says that the contribution to the spec- 
tral decomposition (2.4) corresponding to A= ak is sufficiently small. Using 
the results of [S] we can express the hypothesis entirely in terms of the 
eigenfunctions 9”J for A= ak. By Lemma 3.2 of [S], (2.2) is equivalent to 
(2.7) 
for any fixed y. In fact the limit and sum may be interchanged, or the limit 
may be replaced by a supremum. 
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We can also obtain an inequality as a corollary of the theorem which is 
analogous to the usual formulation of the uncertainty principle, but in this 
case is considerably weaker than the theorem. The quantity 
5 I~~I’(Ix-YI -ro)‘dx 
being small would give a measurement of the confinement of p to a 
neighbourhood of the sphere Ix - yl = r,,, and the infimum over r,, and y of 
these quantities would indicate to what extent the measure lj\(x)l’ dx is 
confined to a neighborhood of any sphere. 
COROLLARY 2.3. There exists a positive constant c, such that llfl12 = 1 
implies 
Var(lf(x)12dx).inf j Ip(x)l”(lx-yI -r,#dx>c,, 
.“. ‘0 
ProoJ By translating 3 we may take y=O, since the corresponding 
multiplication off by a complex exponential leaves the measure If( dx 
unchanged. Suppose 
I3 1 (x)l’(Ixl -ro)’ dx=A. 
- 
It suffices to show that Theorem 2.2 applies with b = CL ,/A, for then (2.1) 
would give the desired conclusion. 
With this choice of b, we partition the positive axis into intervals of 
length b/3, with the value r0 in the center of one of these intervals, and then 
discard the interval containing r0 and the intervals intersecting [0, b/2]. 
Call the remaining intervals Zj, and choose aj in 4 to minimize the value of 
J-r I @)I ‘m-1 du 
as r varies over Ij. Then the aj will satisfy the separation hypotheses of the 
theorem, and we have 
J Iji(a,u)J*a;~‘du<3b&‘J,,J If(ru)12F1dudr. 
But )r - r,J 2 b/6 for any r E 4 since we have discarded the interval contain- 
ing r. at the center. So we have 
11 IAajU)l 2aj”-Ldu<108b-3 J If(x (I.4 -rd2 dx. i 
This gives us (2.2) if we choose CL = ,/6%$ for c’ in (2.2). Q.E.D. 
We turn now to the case of sets E with more complicated geometry. The 
strategy of the proof is to connect all points in R” with points of E by paths 
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of length on the order of 6, and to use the fundamental theorem of calculus 
along the paths. We have to be a bit careful in how we do this so that no 
regions of space are too densely covered by these paths. We begin with a 
lemma that carries out the strategy for a cube Q in R” where the intersec- 
tion of the cube and E consists of a piece of a hyperplane. In it we have two 
parameters: 6, which we have used before, and p, satisfying 0 <p < 1, 
which measures the relative size of En Q to the size of Q. 
LEMMA 2.4. Let Q denote the cube given by fxil <b, j= 1, . . . . n, and let 
Q’ denote the n - l-dimensional cube given by x, = 0, lxjl < pb, 
j= 1, . . . . n - 1. Then for any FE L’(Q) such that VFE L’(Q), we have the 
estimate 
,F(x),2dx)1’2<(2p1-‘b i,, IR’do)li2 
+(c,p’-“h’ /Q ,VF(x),‘dx)‘l: (2.8) 
where c, is a constant depending only on n. 
Proof: We consider first the case n = 2. Let 7(x,) = /AX,. Join (x,, x2) in 
Q to the point (r(x,), 0) in Q’ by a broken line through the point 
(t(x,), x2), and apply the fundamental theorem of calculus along this path 
to obtain 
AX,,X,)=F(~(X,),O)+~~~~ (Gl),s)ds 
+ c:,, g  ((9 ~2) d(. 
Then we have 
IfIx,, ~211 G IfI+,), ON+ 1x21 Ix2 IVFW,), s)l’ds 
112 
0 
b 
w 
lVF(t, x2)12dt ; 
-b 
hence 
,F(x),2dx)1’2+b II, ,F($xJ,0)12dx~)1’2 
+ 
( 
; I” f: lVF(+,), s)12 ds dx,) 
l/2 
b b 
l/2 
2b2 fQ IVF(x)l’ dx) , 
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and the change of variable x1 +zP1(xl) produces a factor of p-l in the 
first two integrals on the right. 
For the general case we set 7(x1, . . . . x,- 1) = (px,, . . . . px,_ r) and connect 
(x’, x,) to (r(x’), 0) by a broken line of n segments where we vary each of 
the coordinates in turn. The argument is similar to the case n = 2. Q.E.D. 
Now we can distort the geometric situation in the lemma by a 
diffeomorphism and obtain similar estimates. We define the distortion 
factor of a diffeomorphism + to be the supremum of IV$l and Ivy9 - * I. For 
diffeomorphisms of distortion factor at most M, we have estimates 
J *-l(Q) 
and 
jQ, JFq-‘\‘da<M”-’ J lF12do, 
#-'(Q') 
and so (2.8) can be immediately transformed into the estimate 
(J 
112 112 
IF(x dx d 2M IFI do 
C'(Q) ) ( *--l~l-~b J V'(Q') > 
2n+2p1-nb2 Jtie,cQ, IVF(x)12 dx)1’2. (2.9) 
THEOREM 2.5. Fix 6, p, M. Suppose E is set with the following property: 
there exists a partition of R”, R” = U Pi, and for each set Pi in the partition 
there exists a diffeomorphism tij of distortion factor at most M such that 
W-‘j> = Q and I)~( Pi n E) = Q’. 
Then for any c’< &Ln-‘M’-2” there exists c such that (2.2) implies (2.1). 
Proof. Apply (2.9) to F=f for each r,Gj and use Minkowski’s inequality 
as before. Q.E.D. 
This theorem is by no means the best possible result that can be 
obtained by this method. For example, when n = 2, in Lemma 2.4 we could 
take instead of Q’ any measurable subset E’ of the line x2 = 0 contained in 
Q and having linear measure 2pb. The proof is essentiaiiy the same, except 
that we have to define z to be a function from C-b, b] to E’ with the 
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property lr(A )I = ,U IA 1 for any measurable set A (here IA ( denotes linear 
measure). It is not clear what the analogous result is in higher dimensions. 
The requirement that the set E have codimension one is fairly essential in 
our result. In fact, if the codimension is two or more, then the restriction of 
p to E is not even well defined under the hypotheses ?E L:(lR”). It is not 
hard to give examples in R* of normalized L* functions S with arbitrarily 
small variance for lf(x)l* dx, and yet with p vanishing in a neighbourhood 
of every lattice point. All one has to do is start with a Gaussian with small 
variance and “punch holes” in f around each lattice point (or any discrete 
set of points with minimum separation distance), multiplying 3 by a 
suitable factor which does not change llfl12 or llVj/, by very much. 
A very interesting question, which we have not been able to resolve, is 
what happens if E is a fractal set with codimension between one and two. 
Our Lemma 2.4 is a kind of generalization of a well-known result usually 
called PoincarC’s inequality, which says 
IIFII 2 d cb IIVFII 2 
if F has support in a set of diameter b and VFE L*. It shows that the 
support assumption on F is much too strong a hypothesis. 
3. UNCERTAINTY ON THE SPHERE 
In this section we let f denote a normalized L* function on the sphere S” 
of dimension IZ, which is endowed with the standard metric d(x, v) and 
associated measure dx (not normalized). We write 
f= Cfk 
k=O 
(3.1) 
for the expansion off into spherical harmonics, so 
dfk= -k(n- 1 +k)fk, (3.2) 
where d denotes the Laplace-Beltrami operator on the sphere. We have 
1 = llfll;= 2 Ilfkli:. 
k=O 
Our uncertainty estimates will give lower bounds for the quantity 
inf 
s Isin 4x, v)l* If( dx. YES” S” 
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Without the sine, this would be a kind of variance for the measure 
If(x dx, and since (sin tl < ltl our result is stronger. Since sin d(x, y) 
vanishes when x and y are antipodal, we are really estimating a variance on 
the projective space S”/+. In some ways our results are more natural in 
the projective space setting, but we have chosen to express everything in 
the more familiar setting of the sphere. 
The hypotheses that will enable us to obtain the desired estimate will say 
that the spherical harmonic components fk are suitably small along a 
sequence of values of k that have a maximum separation and are dis- 
tributed fairly among the even and odd numbers. Thus let (ai> be an 
increasing sequence of even numbers and let {b,> be an increasing sequence 
of odd numbers such that 
aj+l -aj<b, b,+,-bj<b, a0 6 b, b,<b. (3.3) 
THEOREM 3.1. For every sufficiently small c’ there exists c such that (3.3) 
and 
imply 
inf 
I 
lsin d(x, y)l* If(x)\* dx >cb-*. (3.5) 
.“ES” S” 
Proof. We begin by assuming fa,= 0 and fb, - 0 for all j. We need to 
prove the lower bound for the integral in (3.5) for each fixed y, and for this 
purpose we introduce a spherical coordinate system on the sphere with the 
north pole at y. Thus each point x is represented by coordinates (p, u), 
where O<p<rr and UES”- ‘. Then d(x, y) = p and dx = (sin p)“-’ dp du, 
so the estimate we need to establish is 
II 
II Ifh UN* (sin P)“” dt.4 & 0 s”-, 
II 
>cb-* II If@, 41’ (sin d”-’ du 4 0 s”-I 
(we have dropped the normalization convention (1 f (1 2 = 1 for convenience). 
Now for each fixed p, we take a spherical harmonic expansion off in the 
u variable. The key observation is that both sides of (3.6) are additive with 
respect to this decomposition and the expansion (3.1) commutes with this 
expansion, so it suffices to establish (3.6) under the assumption that f has 
the special form f(p, u) = g(p) h,(u) where h, is a fixed (normalized to 
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Ilh,Ij = 1) spherical harmonic on S”- ‘, say of degree m. The point is that 
for f of this special form, we know what the expansion (3.1) must look like. 
Let 
(Pi(r) = ( ~~v~j)"' C;(t), (3.7) 
where C,!’ denotes the Gegenbauer polynomial and v = (n - 1)/2 + m. Then 
each fk must be a multiple of (sin p)” pk -,(cos p) h,(u) (when k cm, 
fk=o), so 
(3.8) 
(3.9) 
because the functions cp,(cos p) are orthonormal with respect to the 
measure (sin p)“- ’ + 2m on [0, z] (this material may be found in Chapter 9 
of Vilenkin [VI). Therefore (3.6) becomes 
>ccb-* f IA,I*. 
k=m 
(3.10) 
The next step is to simplify the left side of (3.10) using certain recursion 
relations for Gegenbauer polynomials, which can be written 
=~(~j+~ofpJ-,(r))-~(6,+,~j+,(1)+6j~j-,(r)), (3.11) 
where 
( 
v(v- 1) 
> 
I/2 
6j=1- l-(V+j)(V+j-l) . (3.12) 
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We write 
2 
sin2 P 1 Akcpk-,(cos P) 
I I 
2 
= c Akrpk-,(cos PI 2- CA kCOSP(Pk-m(CoS P) 
and use (3.11) and the orthonormality of the ‘pi functions to obtain 
II 
1 I sin* p f Akqk&,(COS p) 2 (Sin p)“-1f2m dp 0 k=m 
Thus we have reduced (3.10) to the combinatorial identity 
>cb-2 f IAk12 
k=m 
(3.13) 
under the hypothesis A, = 0 for k equal to any of the values uj or b,. 
Now we observe that the terms corresponding to k even and k odd on 
both sides of (3.13) remain separate, so we can add the two corresponding 
estimates with the sums extending over even and odd k. Also, it suffices to 
prove (3.13) for the sum extending over a block of consecutive even or odd 
numbers beginning or ending with a k for which A, = 0, for then we can 
sum all the inequalities. That means we need only prove the combinatorial 
inequality 
2 (IBj12-IfBj(1-~2j+I-~m)+~Bj+1(1-6~~+2-~)12) 
j = io 
acbp2 f IBj12, (3.14) 
i = io 
where iI - j, <b/4 and either Bi, = 0 or B,, + , = 0, and a similar inequality 
for the odd terms (we have set Bj = A,). 
Let us first see how to prove (3.14) in the case where all the 6’s are zero. 
Then (3.14) is just 
(3.15) 
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Suppose Bjo = 0. Then we can write 
j-l 
Bj= C (Bk+~-Bk)i 
k=jO 
hence 
j-l 
IBjl’d(j-jo) C IBk+I-Bk12Gb/4 2 IBk+,-BkI’ 
k=JO k = jo 
by Cauchy-Schwartz, and summing we obtain (3.15) with c = 16. Similarly 
if Bjl+ 1 =0 we write 
B,= - f (B,+,-Bk) 
k=j 
and the rest of the argument is the same. 
Now for large values of j, the value of Sj is close to zero, so we should be 
able to repeat the argument with an error term that can be controlled by a 
small multiple of b-’ 1 1 Bj12. Indeed, the left side of (3.14) can be written 
Ci’=jo IB j+,-Bj12+R where 
R=i ,i, (26,+,~,-6:;.+,~,-26,-,-6~j_,) IBjl’ 
1=/O 
+i t, (~2j+l~m+62j+2--m-82j+l-m~Zj+2-m)ReBjBj+,. 
J=JO 
But (3.12) and elementary inequalities give the estimate 
2v(v - 1) 
Ra 7v+2jo+ l-m)(v+2j,-m) j=jo f IBjl’ 
for the remainder. Thus if we take 
we will have 
v+2j,-m>bv 
RZ -2b-2 f IBj12 
i=jo 
(3.16) 
and together with (3.15) this proves (3.14). 
When j, is so small that (3.16) fails, we have to resort to a completely 
different argument. Since 2j, - 2j, < b we have v + 2j, - m d b(v + 1) and so 
(1 -bk)‘= 1 - 
v(v- 1) 1 
(v+k)(v+k- l)< l-3 
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for any Jk appearing in (3.14). But then the left side of (3.14) can be 
bounded below by 
a& ,f. lBj12 
J =JO 
as desired. (When v = 4 some of these arguments have to be slightly altered 
because the 6’s are negative.) 
Finally we need to modify the argument in case we have (3.4) instead of 
the stronger hypotheses. This means that in proving (3.14) we may not 
assume BjO =O, but on the other hand we can accept something slightly 
weaker than (3.14). Now the argument given when (3.16) fails did not use 
BjO= 0, so no change is required there. The argument based on the 
telescoping sum must be modified, for now Bj = Bjo + C’,;t, ( Bk + 1 - Bk). If 
we follow through with this then we find the left side of (3.14) is bounded 
below by 
cb-* f jBj12-c”b-1 IBj,,( 
J =io 
and 2j, is one of the ais. When we sum everything up we obtain 
s Isin 4x, Y)I* If(x dx s”- I 
2cbp2 Ilfll:-c”b+ c W,,ll:+ IIf&) 
and by taking c’ small enough this is of the form (3.5). Q.E.D. 
It follows immediately from the theorem that there is a universal lower 
bound for inf, jSm lsin d(x, y)l* If(x dx if f is a spherical harmonic, 
independent of the order. In other words, spherical harmonics cannot be 
confined to small neighborhoods around a pair of antipodal points. 
However, a surprising observation that emerges from the proof is that 
spherical harmonics can be confined to small neighborhoods of the 
equator. Indeed, the quantity 
s 
lcos d(x, y)l* If(x dx 
S” 
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being small is a measure of this confinement, and (3.11) shows this 
quantity is equal to 
1 (j+ 1)(2v+ 1) 
[ 
j(2v +j- 1) 
4 (V+j+l)(V+j)+(V+j--1)(V+~) 1 
if f(p, U) = (sin p)“’ cp,(p) h,(u). Thus by taking j= 0 we obtain the value 
(n + 1 + 2m))’ for a spherical harmonic of degree m. As far as I know, 
there is no analogue of this phenomenon in Euclidean space, and I would 
be very much surprised if it were possible to obtain confinement to a 
neighborhood of p = (7c/2) + 6 for any 6 # 0 for spherical harmonics. 
As in the Euclidean case, we can obtain a corollary of the theorem in a 
form reminiscent of the original uncertainty principles, but the corollary is 
considerably weaker than the theorem. 
COROLLARY 3.2. There exists a constant c, such that if /If 11 2= 1 we have 
(sin d(x, y))’ If(x)l’dx>c,. (3.17) 
ProoJ: Suppose 
$ lifkil: tk - kO)2 = .4. (3.18) 
It suffices to show we can apply the theorem with b = CL fi, for then (3.5) 
will imply (3.17). With this choice of 6, partition the positive integers into 
intervals Zj of length b/3, with the integer k, lying in the middle of one 
interval. For all the other intervals, choose an even integer aj and an odd 
integer b, from the interval to minimize llf,ll~ and Ilfb,lj:. Then 
Ilf,ll:+ llf,ll:<6b-’ c llfkli: 
ksI, 
and (k - ZC,)~ 2 (b/6)’ for k E Zj since we have excluded the interval contain- 
ing k, at the center. Thus 
c (II&II:+ Ilh,ll:)~ (b/V3 c Ilfkil: (k-hd2 
and so (3.18) implies (3.4) if we choose CL = (63c’) P”2 for c’ in (3.4). We 
have (3.3) because we chose one even and odd integer for every interval of 
length b/3 with one exception. Q.E.D. 
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