We consider a nite element method for the nonhomogeneous second order wave equation which is formulated in terms of continuous approximation functions in both space and time, thereby giving a uni ed treatment of the spatial and temporal discretizations. Our analysis uses primarily energy arguments which are quite common for spatial discretizations but not for time.
Introduction
The continuous time Galerkin (CTG ) method is a nite element technique which provides time discretizations for evolution problems using approximation spaces of continuous functions. This approach is particularly appropriate for wave problems as it retains discrete versions of the important energy conservation properties provided by the initial/boundary value problem being approximated (see FS] ). Computations and analyses have shown this is especially useful in the approximations of solutions to nonlinear wave problems (see, for instance, G], GS], or SV]). Recent work by DeFrutos and Sanz- Serna DS] indicates that the constants in long-time estimates may be smaller for such methods. Another advantage of the CTG approach is that CTG methods of any desired order of accuracy are easily formulated.
The main purpose of this paper is to demonstrate new variational techniques to analyze these high order accurate space-time nite element methods. We will prove both global convergence and nodal in time superconvergence error estimates. The global error estimates we present have also been obtained by BL] (see also BL2]), however by non-variational arguments, and in earlier work of the authors FP], but by di erent techniques which required a time step restriction. The approximation of the heat equation by CTG methods was studied by Aziz and Monk AM] . Our report complements theirs; however, we note that the stability estimates for the wave equation are more complicated (see Section 3), and our proof of superconvergence is shorter and, we feel, more straightforward. The techniques we use would also apply to the heat equation.
We remark that these CTG schemes in the homogeneous case (f = 0) are equivalent to GaussLegendre implicit Runge-Kutta methods (see FS] ). In this connection see also BB]. For three other non-classical nite element treatments of the wave equation, see Babuska and Janik BJ], Johnson J] , and Richter R].
Preliminaries
Let be a bounded region in R d with a smooth boundary @ , and let 0; T] be a nite time interval. We consider the following initial/boundary value problem: nd U = U(x; t) such that 
U( ; 0) = U 0 and U t ( ; 0) = V 0 in
Our results easily generalize to the case where ? is replaced by any uniformly elliptic self-adjoint second order operator which is independent of t; the time-dependent case will be the subject of future work.
For a domain S R d , we will use the Lebesgue spaces L 2 (S) and L 1 (S), and the Sobolev spaces H s (S) for s a positive integer, all de ned in the usual way. We will also use H 1 0 ( ) and its dual H ?1 ( ). For H 1 0 ( ), we take the norm to be jjvjj H 1 0 ( ) = jjrvjj L 2 ( ) . All of these spaces are
Hilbert spaces except for L 1 (S). When S = , we will usually omit from our notation. :
There is an analogous de nition for L 1 ( a; b]; H). When a; b] = 0; T], these will be denoted simply by L 2 (H) and L 1 (H). We use C to denote a generic positive constant, not necessarily the same at di erent occurences, but always independent of all discretization parameters, solutions, and of T. Let 0; T] be partitioned by 0 = t 0 < t 1 < : : : < t N = T, and let I n = t n?1 ; t n ]; k n = t n ? t n?1 ; k = maxfk n : 1 n Ng:
For functions which depend continuously on time, we will often use the notation n = (t n ). Note that P t u(t n ) = u(t n ) n = 0; 1; : : :; N and that there is no ambiguity if we talk of P t : H 1 (I n ) ! P q (I n ) (ie, P t may be computed locally). 
The space-time domains Q = 0; T] and S n = I n will be used in this paper. Our approximate solutions will be de ned in the space S hk pq = S h p S k q . The operators and estimates we have introduced for S k q and S h p can be extended in obvious ways to the space S hk pq . We now introduce the approximation scheme. The method is based on the formulation (2), so U, U t are approximated seperately by u; v 2 S hk pq . These approximates are de ned successively on each slab of space-time as follows: Note that the test functions ; are one degree lower (q ? 1) in time to account for the fact that u and v are xed a priori by continuity at t = t n?1 . Letting y = (u; v), we can reformulate this as follows:
(12) One of the most appealing properties of this scheme is that it conserves energy in the same way as the continuous problem. Letting = v t in (10) and = u t in (11) we obtain E n = E n?1 + (f; u t ) Sn where E n = 1 2 jjv n jj 2 L 2 + 1 2 jjru n jj 2 L 2 ; and if f = 0 then the energy is conserved.
We nish this section with an outline of the remainder of this paper. In Section 3 we analyse CTG methods for abstract problems in the form (2). In Section 4 we apply these results to the wave equation. Section 5 is devoted to the nal steps of our error estimate, and Section 6 contains some numerical results.
CTG approximation of an abstract IVP
In this section we consider the discretization in time of an abstract initial value problem. Let H be a real Hilbert space, and let A be an operator de ned on a dense domain D(A) H, which generates a strongly continuous semi-group, which we will denote by e tA . We assume that (AV; V ) 0 and that jjA V jj H CjjAV jj H for all V 2 D(A). Then jje tA V jj H jjV jj H for all V 2 H. In particular these assumptions are satis ed if A is skew-symmetric, which is the case for the wave equation; however our analysis is more general, and would apply also for example to the heat equation. We consider the problem Y t + AY = F; Y (0) = Y 0 : (13) Precise assumptions on Y 0 and F will be stated below. In this section we will denote t and P t simply by and P, respectively.
The time-discrete CTG approximation to (13) 
We rst derive a basic stability estimate. 
On I n let w(t) = t ? t n?1 and write y = y n?1 + w y with y 2 H P q?1 (I n ). Choosing = y in (14) gives ( (18) Equations (15)- (18) proof: Let f n g be an orthonormal basis for H, with n 2 D(A), and set H n = spanf 1 ; :::; n g.
Let y n 0 be the orthogonal projection of Y 0 into H n . It su ces to consider a generic time interval, such as I = 0; 1]. For each n there exists a unique solution to the ( nite-dimensional) problem: nd y n 2 H n P q (I) such that y n (0) = y n 0 and (y n t + Ay n ; ) L 2 (I;H) = (F; ) L 2 (I;H) 8 2 H n P q?1 (I):
By the previous theorem and the inequality jjyjj L 2 (I;H) jjy (0) we also have that y n t converges weakly to y t . To show that y satis es (14), given 2 H P q?1 (I), let m be the orthogonal projection of into H m P q?1 (I). Then for n m, (y n t + Ay n ; m ) L 2 (I;H) = (F; m ) L 2 (I;H) Fix m, and let n ! 1, and then let m ! 1. It only remains to show that the initial condition is satis ed. But this is trivial: by construction y n (0) converges in H to Y 0 , and it also easy to deduce that y n (0) converges weakly in H to y(0); it follows that y(0) = Y 0 . This proves existence.
Uniqueness follows immediately from the stability estimate. //// The previous theorem guarantees that y(t) 2 D(A); standard arguments show that y(t) will have more regularity (i.e., lie in the domain of higher powers of A) under the appropriate assumptions on Y 0 and F, and this fact will be tacitly used below. The stability estimate also allows us to prove the following error estimate:
Theorem 3 Let Y be the solution of (13) The stated estimate follows by applying Theorem 1b to , and estimating using (6). //// Our next goal is to derive a higher order estimate for the error at time nodes t = t n . For this we will need the following stability result:
Lemma 1 The solution y of (14) 
By summing over n and repeated use of (22) Theorem 5 Let Y be the solution of (2) The second speci c case we consider is H = S h p S h p , with the H 1 0 L 2 inner-product, and A = A h . Then the approximation de ned in Section 3 is the fully discrete CTG approximation for the wave equation, and will henceforth be denoted by y. We will need the following results.
Theorem 6 Let y = (u; v) satisfy the fully-discrete equation (12) 
with G = ((P t ?I)U t ; (I ?P x )U tt ?(I ?P t ) U). To derive the L 2 -estimate for u, begin by applying Theorem 1b with A = A h to B 2 h to obtain
For G 1 , we have by (6) 
In the last inequality we have used a negative norm estimate for P x when p > 1. Combining (24), (25) and (26) gives an estimate for jj 1 jj L 2 . By writing 1 = (I ? P x )U + P x (I ? P t )U, and using the approximation properties of P x and P t , we obtain the estimate jj 1 jj L 2 Ch p+1 jjUjj H p+1 + Ck q+1 jj@ q+1
The rst of the four results now follows.
Next we apply Theorem 1b to B h , to obtain 
for s = 0; 1. Inequalities (27), (28), and (29) To derive the third result, we use (27), (28), and (29) with s = 1 to obtain an estimate for jj 2 jj L 2 . And 2 can be bounded as was 1 , but with U t in the place of U.
The nal result follows in a similar way from applying Theorem 1b to . //// Theorem 8 Let Y = (U; V ) be the solution of (2), and y = (u; v) the CTG approximation de ned by (12), with (u 0 ; v 0 ) = (P x U 0 ; P x V 0 ). Let p = max(p; 2), and let M be as de ned in (23 Bounding the quantities on the right hand side in terms of continuous Sobolev norms of the data U 0 ; V 0 can be done in some cases, but apparently not in all.
Numerical results
In this section we present some numerical results for = (0; 1) R, with S h p based on a uniform mesh, and uniform time steps. The estimated rates of convergence reported in the tables are all with respect to the parameter h.
First, we investigate how the choice of the discrete initial data a ects the approximation. In Example 1 the exact solution is smooth, and we take p = 3, q = 2, and k = O(h), so that L 2 errors should be fourth order with respect to h, and H 1 0 errors should be third order. The results are consistent with Remark 2: the approximation of U is insensitive to the choice of u 0 and v 0 , whereas for the approximation of V to be of optimal order it is necessary that u 0 be the elliptic projection of U 0 (but v 0 is still free to be any reasonable choice.) However, we have also observed in practice that when p = q = 1, any optimal order choice of the discrete initial data results in all quantities being of optimal order, so that in this case the assumption u 0 = P x U 0 required for our analysis may be unnecessary.
Next, we consider the compatibility conditions. Suppose f is identically zero and p > 1. Then for jj(U ? u)(t n )jj L 2 to be of optimal order, Theorem 8 requires that U 0 2 _ H max(p+2;2q+1) ; V 0 2 _ H max(p+1;2q) :
If for example 2q = p+1, a reasonable choice if k = O(h), then these assumptions are no more than those required for the standard time-continuous space-discrete nite element approximation to be of optimal order. For another example, suppose p = q > 1. Then the assumptions are stronger than those required for the space-discretization alone. In Example 2, p = q = 2 and k = O(h 3=4 ), so that for L 2 errors O(h 3 ) would be optimal. We have set V 0 = 0 and chosen U 0 to be a smooth function, so that the only remaining issue is whether U 0 satis es the appropriate compatibility conditions.
For jjU ? ujj L 2 to be O(h 3 ) our analysis requires that U 0 2 _ H 5 ! U 0 = U 0xx = U 0xxxx = 0 on @ :
The numerical results indicate that this assumption is necessary.
Example 1 { Choice of discrete initial data U tt ? U xx = 0 U(x; t) = sin( x) cos( t + 1) p = 3; q = 2; T = 1:0; k = h 1a) u 0 = P x U 0 ; v 0 = 
