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Time Granularities
Motivations:
• relational databases: to express temporal information at different time granularities, to relate different granules and convert associated data (queries)
• artificial intelligence: to reason about temporal relationships, e.g, to check consistency and validity of temporal constraints at different time granularities (temporal CSPs)
• data mining: to discover temporal relationships between collected events, to derive implicit information from such relationships Time Granularities
is a linearly ordered set of temporal instants,
• t x < t y whenever x < y, t x ∈ G(x), and t y ∈ G(y).
A granule of G is a non-empty set G(x) and x ∈ Z is said to be its label. 
Representation Formalisms (1)
We cannot finitely represent all the granularities over an infinite temporal domain, so we have to restrict ourselves to a proper subclass of structures.
Possible approaches to model time granularities:
• algebraic one:
relationships between granularities are represented by terms built up from a finite set of operators (e.g., Week = Group 7 (Day) in the Calendar Algebra, see Bettini et al. '00) • logical one: granularities are defined by models of formulas in a given language (e.g., PLTL, see Combi et al., '02) Representation Formalisms (2)
• string-based one: relationships between temporal instants and granules are encoded by sequences of symbols from a given alphabet (e.g., granspecs, see Wijsen '00)
• automaton-based one: automata are exploited to encode string-based descriptions of time granularities (e.g., Single-string Automata, see Dal Lago '01)
We focus our attention on string-based and automaton-based approaches.
Fundamental Problems
• Equivalence: the problem of establishing whether two different representations define the same granularity
• Conversion: the problem of relating granules from different time granularities and converting associated data
• Minimization: the problem of computing the smallest representation(s) for a given granularity
• Optimization: the problem of computing the representation(s) on which crucial algorithms (e.g., conversion algorithms) run faster Automaton-based Approach (2) Idea. We endow automata with counters and we use primary and secondary transitions to compactly encode redundancies of generated strings.
Remark. Suitable restrictions on the rules managing counter updates and transition activations guarantee
• the same expressive power of SSA;
• the decidability of the equivalence problem;
• efficient manipulation of representations (e.g. granule conversions).
Here the notion of Restricted Labeled Automaton (RLA) over finite and ultimately periodic words comes into play.
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Automaton-based approach (3)
Distinctive features of RLA:
• states are partitioned into labeled and non-labeled states
• each non-labeled state is endowed with a single counter and it is the source of a secondary transition
• secondary transitions are activated iff the value of the corresponding counter is positive
• counters can only be decremented whenever they are positive, otherwise they are given their initial value Granule conversions can be reduced to problems over strings/automata.
Example. In the given example, the solution is given by 1 plus the number of occurrences of in ( 
The Optimization Problem
Problem. It is worth minimizing the complexity in order to achieve the smallest running time for granule conversion algorithms.
Remark 1. There may be complexity-optimal automata which are not size-optimal, so optimization problem = minimization problem.
Remark 2. There may be many different automata which are equivalent and complexity-optimal, so there isn't a unique solution to the optimization problem. 
Conclusions
We defined time granularities and we introduced an alternative automaton-based formalism for representing and reasoning about them.
We identified some crucial problems involving time granularities, with a special attention to the granule conversion problem.
We focused on the efficiency of conversion algorithms and we tackled the optimization of automaton-based representations.
Finally, we exploited non-trivial properties of RLA in order to solve the optimization problem.
It is an open question if a similar approach can be applied to solve the minimation problem.
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