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Abstract
We study theoretically in the present work the self-assembly of
molecules in an open system, which is fed by monomers and depleted
in partial or complete clusters. Such a scenario is likely to occur for
example in the context of viral self-assembly. We provide a general
formula for the mean-field size distribution which is valid both at equi-
librium in a closed system, and in the stationary state in an open
system. This allows us to explore in a simple way out-of-equilibrium
features for self-assembly and compare them to equilibrium properties.
In particular, we identify a region of parameter space for which the
out-of-equilibrium size distribution in the presence of external fluxes
is equal to the equilibrium size distribution in the absence of external
fluxes, up to a constant renormalization factor. The range of validity
of this result and its consequences are discussed.
1 Introduction
Molecular self-assembly is a simple and yet powerful process allowing
single molecules to reach collective properties spontaneously thanks to
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favorable interactions. It is widely observed in nature in order to or-
ganize molecules. The most significant example is the self-assembly of
lipid or lipid-like molecules into the various membranes of every cell
[1]. The quantitative description of self-assembly is classically per-
formed within the framework of micellization thermodynamics. This
approach is well-suited in order to predict for example the appearance
of a critical micellar concentration (CMC), or the cluster equilibrium
size distribution [2]. Historically, this framework was introduced in
order to describe in vitro experiments in which a given amount of
molecules is solubilized, leading to clustering of the molecules. How-
ever, for many cases in biology, self-assembly is an open process in
which the monomer units are constantly produced and the final con-
figurations of clusters are frozen or removed from the monomer-cluster
exchange process. Examples of such open self-assembly systems are
cell membranes with inhomogeneous composition [3, 4], or viral self-
assembly of envelopped or non-envelopped viruses [5, 6, 7]. In the
latter cases of viral self-assembly, the monomer source is associated to
production of capsid protein within a well defined time frame. These
particular proteins tends to self-assemble in order to build a thin shell
aiming at protecting its genome. In the case of envelopped viruses,
the self-assembly takes place at one of the cell membrane, and its final
product is released out of the cells, while for non-envelopped viruses,
the self-assembly takes place in cells, and the final product is a closed
protein shell. In both cases, the final products of self-assembly are not
able to exchange monomers with incomplete shells with intermediate
completion. For all these open systems, equilibrium considerations are
strictly not expected to be applicable, although they are widely used
in order to perform zeroth order modeling of self-assembly [8, 9, 10].
The aim of this work is to study theoretically the expected devi-
ations between clusters populations in the absence or the presence of
external material exchanges. In order to extend the classical equilib-
rium description of closed self-assembly to an open one, we use the
mean-field kinetic equations describing the open self-assembly process,
allowing for constant monomer input and cluster removal. In the case
of a closed system, these equations are known as the Becker-Do¨ring
(BD) equations [11], and their rich behavior has been extensively stud-
ied [12, 13, 14, 15, 16, 17, 18]. The asymptotic state for these equations
corresponds to the regular equilibrium description of self-assembly as
provided by mass action and mass conservation laws. In the particu-
lar context viral self-assembly, some out-of-equilibrium features have
been predicted, associated to the particular energy landscape in this
case [19, 20]. In the case of open systems, results are more scarce.
The main results have been obtained on BD equations on infinite sys-
tems in the presence of monomer input. In this case, self-similar clus-
ters populations have been shown to arise [15]. Within the context of
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biological-oriented applications, several authors showed also for exam-
ple the existence of finite size clusters on membrane under continuous
recycling scheme, with sizes compatible with typical lipid rafts [3, 21].
Similarly, Foret and Sens uncovered a realistic mechanism of kinetic
regulation of coated vesicle secretion based on Becker-Do¨ring type of
modeling of open self-assembly [22].
Within this work we use the general framework of mean-field kinetic
equations of molecular self-assembly in order to identify the character-
istic traits of open self-assembly models, as compared to the equiva-
lent closed self-assembly models. In the particular context of biological
self-assembly, the present approach allows to investigate the following
questions: (i) is it possible to use the informations about cluster en-
ergetics and external exchange rates (input and output) in order to
predict exactly the stationary size distribution, and (ii) how these dis-
tributions are compared with the one of equivalent closed system in
the absence of external fluxes? Our analysis of the kinetic equations
in the stationary limit allows to identify the relevant combination of
variables for a finite system in order to answer these two questions.
In the general case of a single input and arbitrary distribution of out-
puts, we provide recursive relations allowing to compute exactly the
stationary cluster size distribution. In the particular case of a single
monomer input and a single cluster output for the maximal cluster
size, we found an exact solution for the stationary size distribution of
clusters as function of internal and external exchange rates. Moreover,
our analysis shows that the cluster size distribution in this case is well
approximated by a renormalized equilibrium distribution, with a factor
that is weakly size dependent. The range of validity of this constant
renormalization regime is discussed.
2 Results
2.1 General case
We consider molecules that tend to form clusters of variable size n
thanks to the repeated addition or removal of a single molecule. For
the sake of simplicity, we impose an upper bound N to the number
of molecules in a cluster. This assumption is well-suited in the case
of viral self-assembly, for which clusters cannot grow indefinitely (see
figure 1). The number of clusters of size n is denoted cn. These
n−clusters can grow, shrink or escape the self-assembly process with
respective rates k
(n)
+ , k
(n)
− and k
(n)
off . The energy of a single cluster
of size n is noted En. The relation between cluster energetics and
internal rates is given by the standard detailed balance k
(n−1)
+ /k
(n)
− =
e−β[En−En−1−E1], where β = 1/kT is the inverse thermal energy. For
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the sake of simplicity, we assume that k
(n)
− = k− for all n. Using the
elementary rates, one can define respectively the forward, backward or
off-fluxes at size n by K
(n)
+ = k
(n)
+ c1cn, K
(n)
− = k
(n)
− cn, K
(n)
off = k
(n)
offcn.
The net forward flux between size n − 1 and n is similarly defined as
Jn = K
(n−1)
+ −K
(n)
− . Taking into account the fact that the monomer
population c1 of clusters is fed with a constant rate σon, the mean-field
kinetic equations 1 are written in a compact form in term of fluxes Jn
as
c˙1 = σon −K
(1)
off − J2 −
N∑
n=2
Jn (1)
c˙n = −K
(n)
off + Jn − Jn+1 (2)
c˙N = −K
(N)
off + JN (3)
Since the cluster population cn is strongly coupled to the evolution
of monomer population c1, these equations are non-linear, and a gen-
eral time-dependent analytical solution is out of reach. Rather, useful
analytical informations can be obtained by considering the stationary
limit {c˙n} = 0 for the system. The general solution of the stationary
equations is obtained by using the ansatz cn = Ancn−1 for n = 2 to N .
Accordingly, the parameters An obey the following recursive relations
AN =
k
(N−1)
+ c1
k
(N)
− + k
(N)
off
(4)
An =
k
(n−1)
+ c1
k
(n)
− + k
(n)
off + k
(n)
+ c1 − k
(n+1)
− An+1
(5)
where the last relation is valid for n = 2, ...N−1. These general formula
depend on the various rates {k
(n)
+ , k
(n)
− , σon, k
(n)
off} and on the monomer
population c1 in the stationary state. The complete stationary solution
is obtained by using in backward way the recursive relations Eq.4 to
5 into the stationary balance for monomers (Eq.1 with c˙1 = 0) and by
solving it for the only remaining unknown c1. The present recursive
relations allows therefore to compute exactly in a simple way the cluster
populations cn =
(
g=n∏
g=2
Ag
)
c1 both in closed and open systems, once
all the internal and external exchange rates are provided.
1Note that these equations are slightly different from the one that Foret and Sens used
to describe the kinetic regulation of coated vesicle secretion [22]. The main difference
is that the escape rate in their case corresponds to the escape of monomers from the
self-assembly process on each particle, while we consider the escape of clusters.
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Figure 1: Pathway of open self-assembly. The population of monomers c1 is
coupled to all others populations {cn}, as it is indicated with double arrows.
The dashed arrows are absent for closed self-assembly, while they are present
for open self-assembly.
A careful analysis of the previous recursive equations allows to iden-
tify the main differences between a system in the absence and in the
presence of external rates quantified by the monomeric input σon and
cluster outputs k
(n)
off . Indeed, in the limit of closed self-assembly, for
which all the external rates vanish, the recursive relations are decou-
pled and the solution is given by A
(eq)
n =
k
(n−1)
+
c1
k
(n)
−
. One recovers this
way the detailed balance of kinetic equations or equivalently the clas-
sical mass action law c
(eq)
n =
k
(n−1)
+
k
(n)
−
c1c
(eq)
n−1, as expected. The iter-
ation of these relations together with the use cluster energetics En
gives the standard form for the cluster size distribution at equilibrium
c
(eq)
n = cn1 e
−β(En−nE1).
In the presence of inputs and outputs, the introduction of a new
parameter Hn defined by the relation An =
k
(n−1)
+
c1
k
(n)
−
(1−Hn) allows
to show that the cluster size distribution can always be written as
a renormalized equilibrium cluster distribution through the relation
cn = c
(eq)
n Rn with Rn =
g=n∏
g=2
(1−Hn). Note that the renormalization
factor Rn is generally size-dependent. The quantity Hn is interpreted
as a measure of local deviation from equilibrium due to the presence
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of external rates. This can be understood from the following exact
relations derived from the stationary equations:
K
(n)
−
K
(n−1)
+
= 1−Hn (6)
In the absence of external fluxes, the ratio between backward and for-
ward fluxes is equal to unity at every links of the chain of reactions,
equivalently to the detailed balance condition. Local deviations from
equilibrium are therefore quantified by the parameter Hn, as it is sug-
gested by Eq.6.
With the aim of discussing first the consequence of formula Eq.4
and 5, we introduce in this work a toy model for cluster energetics. We
assume a simple quadratic energy dependence on the size En = E0((n−
n0)
2−(1−n0)
2), giving rise, at equilibrium, to a cluster size distribution
with a single peak. Using this choice, we first compute the modulation
of cluster population by the presence of a single monomeric source and
multiple outputs for different sizes. We changed both the values and
localizations of cluster escape rates. In particular, we assume a step
function for the escape rate k
(n)
off : it vanishes for n < n∗, and takes
a finite value koff for n > n∗. This choice mimicks the presence of a
size threshold for clusters removal from self-assembly. The variations
of size distribution associated to the change of both the escape rate
values koff and source term σon is shown in figure 2. These changes
are larger for strong monomer source than for weak monomer source.
In the case of unique localization of the escape rate to the maximal
size of the system, the modulation of size distribution is also observed,
although with a weaker amplitude.
2.2 One input and one output
In the particular case of one monomer source and a single cluster out-
put for the maximal size N , further exact analytical results can be
obtained. First, close inspection of stationary equations shows that
the net flux Jn = K
(n−1)
+ − K
(n)
− is independent of the size n. The
value of this common flux J is such that J = σon/N = K
(N)
off , and it
vanishes in the absence of external fluxes. The balance between back-
ward and forward flux is however size-dependent, and it is quantified
by Hn through Eq.6. It can also be shown that Hn = K
(N)
off /K
(n−1)
+ .
This relation tells us that the presence of a cluster output for maximal
size induces an imbalance between backward and forward fluxes that
propagates from the maximal size cluster down to the cluster of size
n. Furthermore, after some algebra, the local deviation from detailed
6
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Figure 2: Stationary size distribution for open self-assembly, as function
of localization and amplitude of escape rates. Size distributions at fixed
escape rate (k
(N)
off = 1) for various monomeric fluxes are shown for extended
outputs (a) and localized output (b). Size distributions at fixed monomeric
input (σon = 10) for various outputs are shown for extended outputs (c) and
localized output (d). Parameters used to compute this figure: N = 30, kT =
1, k
(n)
− = 0.05, E0/kT = 0.05, n0 = 4N/5.
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balanced Hn defined above is written exactly as:
Hn =
(
c
(eq)
N /c
(eq)
n
)
Fn
1 +
g=N−1∑
g=n
(
c
(eq)
N /c
(eq)
g
)
Fg
for n = 2, ...N − 1 (7)
with Fn =
k
(N)
off
/k
(n)
−
1+(k
(N)
off
/k
(N)
−
)
and HN = FN . With our choice of constant
k
(n)
− , the parameters Fn are independent of the size. The ratio of
equilibrium size distribution are rewritten as c
(eq)
N /c
(eq)
n = e−β∆Gn→N
with ∆Gn→N = EN − En − (N − n)(E1 + ln c1). This free energy
difference is associated to the cost for growing a cluster of size n to
the maximal size N . In order to illustrate these deviations, we use the
same quadratic cluster energetics as in Figure 2. The size distribution
cn and the local deviation parameters Hn are presented in figure 3
for different monomer inputs. The main observation about these local
deviations is that they are not uniform. Interestingly, the deviations
are the smallest within a range around the maximal cluster population.
This means that in this region, the self-assembly reactions occur locally
very close to equilibrium, and the detailed balance is partially obeyed,
while significant deviations from equilibrium are restricted outside this
region.
Using the previous formula for local deviation Hn, or equivalently
the presence of a constant flux J throughout the system, the size dis-
tribution is cast in the form cn = c
(eq)
n Rn, with the renormalization
factors Rn defined by:
Rn =
1 +
g=N−1∑
g=n+1
(
c
(eq)
N /c
(eq)
g
)
Fg
1 +
g=N−1∑
g=2
(
c
(eq)
N /c
(eq)
g
)
Fg
forn < N − 1
RN−1 =
1
1 +
g=N−1∑
g=2
(
c
(eq)
N /c
(eq)
g
)
Fg
(8)
RN =
1− FN
1 +
g=N−1∑
g=2
(
c
(eq)
N /c
(eq)
g
)
Fg
The values of these renormalization factors are shown in figure 3 for
various monomeric inputs. Interestingly, these factors are roughly in-
dependent of the size n over a large range of parameters. This observa-
tion is in agreement with the weak values of parameters Hn mentioned
8
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Figure 3: Stationary cluster populations, and local deviation from equilib-
rium. (a) Cluster population for different monomer input at fixed cluster
output k
(N)
off = 1. (b) Local deviation computed according to Eq.7 for the
population of (a). The inset provides natural interpretation for local de-
viations defined as Hn = K
(N)
off /K
(n−1)
+ . (c). Renormalization factors Rn.
The inset shows the logarithm of Rn, in order to highlight constant Rn. Pa-
rameters used to compute this figure:N = 30, kT = 1, k
(n)
− = 0.05, E0/kT =
0.05, n0 = N/2.
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previously. As a consequence, the size distribution in the presence of
localized external input and outputs can be roughly described by the
size distribution in their absence, up to a constant renormalization
factor smaller than unity.
The functional form for renormalization factor allows to find out
the range of validity of the constant renormalization regime. Indeed,
by going to the continuous limit for these equations, it is found that the
slope of renormalization factor scales like R′n ∼ e
−β∆Gn→N . Therefore
the region of small slope associated to the constant renormalization
regime is found approximately for positive values of free energy varia-
tions ∆Gn→N > 0. Within the context of our energetic toy model for
which En = E0((n−n0)
2− (1−n0)
2), this condition is written exactly
as n† < n < N with
n† = 2n0 −N +
ln c1
E0
(9)
The width of the interval N −n† depends therefore on the localization
of energy minimum n0, on the width of the energy around this min-
imum E0 and on the value of monomer population c1. As a rule of
thumb, the constant renormalization regime is therefore expected to
be observed if the energy minimum is localized far from the maximal
size N (small values of n0), and if the input strength measured by σon
is moderate (small values of c1). If these conditions are not met, the
size distribution cannot be approximated by using the equilibrium dis-
tribution. The dependence in both n0 and c1 is illustrated in figure 4.
For a given choice of n0, it is indeed observed that the range of validity
of constant renormalization regime is much larger than width of the
distribution at low σon, while this range is very small at large σon.
3 Discussion
In this work, we investigated the influence of localized inputs and out-
puts on the size distribution of cluster self-assembly, as compared to the
equivalent ”closed” system with the same internal rates. We obtained
general analytical formula for the size distribution in terms of recursive
relations. We provide local measurements of deviation from detailed
balance induced by the presence of external fluxes. Focusing on the
special case of one single monomeric input and one single cluster out-
put for maximal size N , we obtained further exact results. Our main
result in this case is that, under some conditions, the out-of-equilibrium
size distribution is well approximated by a renormalized equilibrium
size distribution, with a factor that is weakly size-dependent. As a
consequence, the size distribution follows the equilibrium distribution
cn = c
n
1 e
−β(En−nE1)Rn with an appropriate monomer population. In
10
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Figure 4: Range of validity of constant renormalization regime [n†, N ]. (a)
The position of n† is shown as function of both n0 and σon. (b) Size distri-
butions as function of σon for the particular value n0 = 3N/5 highlighted in
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of sizes where the constant renormalization regime is expected to be valid.
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other words, localized external fluxes perturb only moderately the clus-
ter growth, and change essentially the effective monomer population.
Moreover, we showed that both the renormalization factor Rn and the
local deviation parameter Hn depend critically on the free energy vari-
ations ∆Gn→N necessary to grow a cluster of size n to the maximal
size N . Indeed, detailed balance within equilibrium self-assembly in
a closed system is the result of a process in which clusters of size n
equilibrate their in-fluxes from neighbouring sizes n − 1 and n + 1
with their out-fluxes toward the same neighbouring sizes thanks to the
presence of monomers. The presence of external inputs and outputs
modifies this equilibration both globally and locally. We showed in
particular the presence of a constant flux J throughout the sizes of
clusters. The influence of external fluxes at a local scale are under-
stood by considering free energy variations. Indeed, if the free energy
variation ∆Gn→N is negative in some range, the growth of clusters is a
downhill process from size n to size N , and large deviations to detailed
balance due to the output of the largest clusters propagate along this
range of sizes. On the contrary, for ∆Gn→N > 0, the growth from
n to N is unfavorable, and deviations from detailed balance caused
by output flux at the maximal size weakly propagate down to size n.
The latter condition is favorable to the observation of the constant
renormalization regime. The identification of such a regime provide
on the one hand a partial and natural justification for the use of equi-
librium size distribution in order to perform zeroth-order modeling of
molecular self-assembly in many biological systems, and on the other
hand it provides a way to quantify the range of validity of such an
approximation. Interestingly, it has also been shown by some authors
that, although closed self-assembly is expected theoretically to show
out-of-equilibrium behavior in some parameter range, as mentioned
in the introduction[20, 19], a pseudo-law of mass action is obeyed at
finite time. This shows again that apparent equilibrium description
of self-assembly systems is a valid first-step approach within another
context.
When multiple outputs are considered, like those shown in figure
2a and 2c, the influence of outputs is expected to be felt at larger scale.
This additional complexity prevented us to find analytical results about
local deviation parameter Hn or renormalization factors Rn. Rather,
numerical analysis based on the recursive relations Eq.4 to 5 allow
to compute numerically the size distribution once the energetics of
cluster formation together with the external rates are provided. In this
case, these general formula allows to go beyond the simple equilibrium
modeling and to take into account the effect of external fluxes on the
self-assembly process.
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