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Abstract
Stochastic Lipschitz bandit algorithms are methods that govern exploration-exploitation tradeoffs, and
have been used for a variety of important task domains, including zeroth order optimization. While beautiful
theory has been developed for the stochastic Lipschitz bandit problem, the methods arising from these theories
are not practical, and accordingly, the development of practical well-performing Lipschitz bandit algorithms
has stalled in recent years. To remedy this, we present a framework for Lipschitz bandit methods that
adaptively learns partitions of context- and arm-space. Due to this flexibility, the algorithm is able to efficiently
optimize rewards and minimize regret, by focusing on the portions of the space that are most relevant. Our
experiments show that (1) using adaptively-learned partitioning, our method can surpass existing stochastic
Lipschitz bandit algorithms, and (2) our algorithms can achieve state-of-the-art performance in challenging
real-world tasks such as neural network hyperparameter tuning.
1 Introduction
Stochastic Lipschitz bandit algorithms, as methods that leverage exploration-exploitation tradeoffs, span
important task domains including zeroth order optimization. These tasks arise in important real-world scenarios.
For example, in medical trials, a doctor might deliver a sequence of treatment options with the goal of achieving
the best total treatment effect, or with the goal of allocating the best treatment option as efficiently as possible,
without conducting too many trials.
A stochastic bandit problem assumes that payoffs are noisy and are drawn from a unchanging distribution.
The study of stochastic bandit problems started with the discrete arm setting, where the agent is faced with a
finite set of choices. Classic works on this problem include Thompson sampling (Thompson, 1933; Agrawal and
Goyal, 2012), Gittins index (Gittins, 1979), -greedy strategies (Sutton and Barto, 1998), and upper confidence
bound (UCB) methods (Lai and Robbins, 1985; Agrawal, 1995; Auer et al., 2002). One recent line of work
on stochastic bandit problems considers the case where the arm space is infinite. In this setting, the arms are
usually assumed to be in a subset of the Euclidean space (or a more general metric space), and the expected
payoff function is assumed to be a function of the arms. Some works along this line model the expected payoff
as a linear function of the arms (Auer, 2002; Dani et al., 2008; Li et al., 2010; Abbasi-Yadkori et al., 2011;
Agrawal and Goyal, 2013; Abeille et al., 2017); some algorithms model the expected payoff as Gaussian processes
over the arms (Srinivas et al., 2009; Contal et al., 2014; de Freitas et al., 2012; Vazquez and Bect, 2007); some
algorithms assume that the expected payoff is a Lipschitz function of the arms (Slivkins, 2014; Kleinberg et al.,
2008; Bubeck et al., 2011; Magureanu et al., 2014); and some assume locally Hölder payoffs on the real line (Auer
et al., 2007). When the arms are continuous and equipped with a metric, and the expected payoff is Lipschitz
continuous in the arm space, we refer to the problem as a stochastic Lipschitz bandit problem. In addition, when
the agent’s decisions are made with the aid of contextual information, we refer to the problem as a contextual
stochastic Lipschitz bandit problem. In this paper, we focus our study on the (contextual) stochastic Lipschitz
bandit problem. While our analysis focuses on the case of Lipschitz expected payoffs, our empirical results do
not. They demonstrate that our methods can adapt to the complicated landscape of real-world payoff functions,
even on discrete domains, and leverage properties other than Lipschitzness. This means our methods have much
better practical performance than analyses for Lipschitz bandit problems might suggest.
To accomplish our goals, we propose a framework that converts a general decision tree algorithm into an
algorithm for stochastic Lipschitz bandit problems. We show that as long as the decision tree algorithm satisfies
certain conditions, the converted bandit algorithm asymptotically admits zero average regret (Theorem 1), since
a decision tree algorithm flexibly fits the observed (context-) arm reward tuples. Our methods can empirically
outperform existing benchmark methods for stochastic Lipschitz bandit problems.
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Relation to prior work: One general way of solving stochastic Lipschitz bandit problems is to finely discretize
(partition) the arm space and treat the problem as a finite-arm problem. An Upper Confidence Bound (UCB)
strategy can thus be used. Previous algorithms of this kind include the UniformMesh algorithm (Kleinberg et al.,
2008), the HOO algorithm (Bubeck et al., 2011), and the (contextual) Zooming Bandit algorithm (Kleinberg
et al., 2008; Slivkins, 2014). While all these algorithms employ different analysis techniques, we show that as
long as a discretization of the arm space fulfills certain requirements (outlined in Theorem 1), these algorithms
(or a possibly modified version) can be analyzed in a unified framework.
The practical problem with previous methods is that they require either a fine discretization of the full
arm space or a restrictive control of the partition formation, leading to implementations that are not flexible.
By using decision trees that are grown adaptively during the run of the algorithm, our partition is essentially
learned. This advantage enables the algorithm to (1) outperform the HOO (Bubeck et al., 2011) algorithm,
the (contextual) Zooming bandit (Kleinberg et al., 2008; Slivkins, 2014) and Contextual Combined KL-UCB
(CCKL-UCB) (Magureanu et al., 2014) algorithms on benchmark tasks, and (2) be competitive on hard real-world
problems that can involve difficult arm space and reward landscape. As shown in the experiments, in neural
network hyperparameter tuning, our methods can outperform the state-of-the-art benchmarks that are tailored
for hyperparameter selection.
In summary, our contributions are: 1) We develop a novel stochastic Lipschitz bandit framework, TreeUCB
and its contextual counterpart Contextual TreeUCB. Our framework converts a general decision tree algorithm
into a stochastic Lipschitz bandit algorithm. Algorithms arising from this framework empirically outperform
benchmarks methods. 2) As a byproduct, we use our analysis framework to derive previous known regret bounds
via unified arguments.
We begin by introducing the proposed framework: TreeUCB. We then analyze the framework and provide its
contextual counterpart: Contextual TreeUCB.
2 Main results
2.1 The TreeUCB framework
The goal of a stochastic bandit algorithm is to locate the global maximum (minimum) of a payoff function in
as few iterations as possible, balancing off exploration and exploitation. The performance of the algorithm is
typically measured by what is called regret. In this paper, we focus our study on the following setting. A payoff
function is defined over an arm space that is a compact metric space (A, d), the payoff function of interest is
f : A → [0, 1], and the actual observations are given by y(a) = f(a) + a. In our setting, the noise distribution
a could vary with a, as long as it is uniformly mean zero, almost surely bounded, and independent of f for
every a. Our results easily generalize to sub-Gaussian noise (Shamir, 2011). In the analysis, we assume that
the (expected) payoff function f is Lipschitz in the sense that ∀a, a′ ∈ A, |f(a)− f(a′)| ≤ Ld(a, a′) for some
Lipschitz constant L. An agent is interacting with this environment in the following fashion. At each round t,
based on past observations (a1, y1, · · · , at−1, yt−1), the agent makes a query at point at and observes the (noisy)
payoff yt, where yt is revealed only after the agent has made a decision at. For an agent executing algorithm
Alg, the regret incurred up to time T is defined to be:
RT (Alg) =
T∑
t=1
(f(a∗)− f(at)) ,
where a∗ is the global maximizer of f .
Any TreeUCB algorithm runs by maintaining a sequence of finite partitions of the arm space. Intuitively, at
each step t, TreeUCB treats the problem as a finite-arm bandit problem with respect to the partition bins at t,
and chooses an arm uniformly at random within the chosen bin. The partition bins become smaller and smaller
as the algorithm runs. Thus, at any time t, we maintain a partition Pt =
{
P
(1)
t , · · · , P (kt)t
}
of the input space.
That is, P (1)t , · · · , P (kt)t are subsets of A, are mutually disjoint and ∪kti=1P (i)t = A. Each element in the partition
is called a region and by convention P0 = {A}. The regions could be leaves in a tree, or chosen in any other way.
Given any t, if for any P (i) ∈ Pt+1, there exists P (j) ∈ Pt such that P (i) ⊂ P (j), we say that {Pt}t≥0 is a
sequence of nested partitions. In words, at round t, some regions (or no regions) of the partition are split into
multiple regions to form the partition at round t+ 1. We also say that the partition grows finer.
Based on the partition Pt at time t, we define an auxiliary function – the Region Selection function.
Definition 1 (Region Selection Function). Given partition Pt, function pt : A → Pt is called a Region Selection
Function with respect to Pt if for any a ∈ A, pt(a) is the region in Pt containing a.
As the name TreeUCB suggests, our algorithm is an Upper Confidence Bound (UCB) strategy. In order to
define our Upper Confidence Bound, we require several definitions.
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Definition 2. Let Pt be the partition of A at time t (t ≥ 1) and let pt be the Region Selection Function associated
with Pt. Let (a1, y1, a2, y2, · · · , at′ , yt′) be the observations received up to time t′ (t′ ≥ 1). We define
• the count function n0t,t′ : A → R, such that n0t,t′(x) =
∑t′
i=1 1[xi ∈ pt(x)].
• the corrected average function mt,t′ : A → R, such that
mt,t′(a) =

∑t′
i=1 yi1[ai∈pt(a)]
n0
t,t′ (a)
, if n0t,t′(a) > 0;
1, otherwise.
(1)
• the corrected count function, such that
nt,t′(x) = max
(
1, n0t,t′(x)
)
. (2)
When t = t′, we shorten the notation from mt,t′ to mt, n0t,t′ to n
0
t , and nt,t′ to nt.
In words, n0t,t′(a) is the number of points among (a1, a2, · · · , at′) that are in the same region as arm a, with
regions as elements in Pt. We also denote by D(S) the diameter of S ⊂ A, and D(S) := supa,a′∈S d(a, a′).
At time t, based on the partition Pt−1 and observations (a1, y1, a2, y2, · · · , at−1, yt−1), our bandit algorithm
uses, for a ∈ A
Ut(a) = mt−1(a) + C
√
4 log t
nt−1(a)
+M ·D(pt(at)), (3)
for some C and M as the Upper Confidence Bound of arm a; and we play an arm with the highest Ut value (with
ties broken uniformly at random). Here C depends on the almost sure bound on the reward, and M depends on
the Lipschitz constant of the expected reward, which are both problem intrinsics.
Since Ut is a piece-wise constant function in the arm-space and is constant within each region, playing an
arm with the highest Ut with random tie-breaking is equivalent to selecting the best region (under UCB) and
randomly selecting an arm within the region. After deciding which arm to play, we update the partition into
a finer one if eligible. This strategy, TreeUCB, is summarized in Algorithm 1. We also provide a provable
guarantee for TreeUCB algorithms in Theorem 1.
Algorithm 1 TreeUCB (TUCB)
1: Parameter: M ≥ 0 (M ≥ L). C > 0. Tree fitting rule R that satisfies 1–4 in Theorem 1.
. C depends on the a.s. bound of the reward.
. M depends on the Lipschitz constant of the expected reward.
2: for t = 1, 2, . . . , N do
3: Fit the tree ft−1 using rule R on observations (a1, y1, a2, y2, . . . , at−1, yt−1).
4: With respect to the partition Pt−1 defined by leaves of ft−1, define mt−1, nt−1 as in (1) and (2). Play
at ∈ arg max
a∈A
{Ut(a)} , (4)
where Ut is defined in (3). Ties are broken uniformly at random.
5: Observe the reward yt.
Theorem 1. Suppose that the payoff function f defined on a compact domain A satisfies f(a) ∈ [0, 1] for all a
and is Lipschitz. Let Pt be the partition at time t in Algorithm 1. If the tree fitting rule R satisfies
1. {Pt}t≥0 is a sequence of nested partitions (or the partition grows finer);
2. |Pt|= o(tγ) for some γ < 1;
3. D(pt(a)) = o(1) for all a ∈ A, where D(pt(a)) := supa′′,a′∈pt(a) d(a′′, a′) is the diameter of region pt(a);
4. given all realized observations {(at, yt)}Tt=1, the partitions P1, · · · ,PT are deterministic;
then the regret for Algorithm 1 satisfies limT→∞
RT (TUCB)
T = 0 with probability 1.
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The above assumptions are all mild and reasonable. For item 1, we can use incremental tree learning (Utgoff,
1989) to enforce nested partitions. For item 2, we may put a cap (that may depend on t) the depth of the tree
to constrain it. For item 3, we may put a cap (that may depend on t) on tree leaf diameters to ensure it. For
item 4, any non-random tree learning rule meets this criteria, since in this case, the randomness only comes from
the data (and/or number of data points observed).
Next, we discuss the proof of Theorem 1. Throughout the rest of the paper, we use O˜ to hide poly-log terms
unless otherwise noted. To prove Theorem 1, we first use Claims 1 and 2 to bound the single step regret, we
then use Lemma 1 and Assumptions (1) – (3) to bound the total regret.
Claim 1. For an arbitrary arm a, and time t, with probability at least 1− 1t4 , we have,
|mt−1(a)− f(a)| ≤ L ·D(pt−1(a)) + C
√
4 log t
nt−1(a)
for a constant C, that depends only on the a.s. bound of the reward.
The proof of Claim 1 uses Lipschitzness and the Azuma-Hoeffding inequality for skipped (stopped) martingales
(Bubeck et al., 2011). Details are in Appendix A.1.
Claim 2. At any t, with probability at least 1− 1t4 , the single step regret satisfies:
f(a∗)− f(at) ≤ 2L ·D(pt−1(at)) + 2C
√
4 log t
nt−1(at)
(5)
for a constant C, that depends only on the a.s. bound of the reward.
The proof of Claim 2 uses the definition of the algorithm, and Claim 1. Details are in Appendix A.2.
While the tree fitting rule R may be specified to control D(pt−1(at)) and |Pt|, the rule does not directly
control
∑T
t=1
1
nt−1(at)
. In addition, as the tree (partition) grows finer, the term nt−1(a) is not necessarily
increasing with t (for an arbitrary fixed a). Therefore part of the difficulty is in bounding
∑T
t=1
1
nt−1(at)
. Next,
we introduce the point scattering inequalities in Lemma 1 to bound this term.
Lemma 1 (Point Scattering Inequalities). For an arbitrary sequence of points a1, a2, · · · in a space A, and any
sequence of nested partitions P1,P2, · · · of the same space A, we have, for any T ,
T∑
t=1
1
nt−1(at)
≤ e|PT |log
(
1 + (e− 1) T|PT |
)
, (6)
T∑
t=1
1
1 + n0t−1(at)
≤ |PT |
(
1 + log
T
|PT |
)
, (7)
T∑
t=1
(
1
1 + n0t−1(at)
)α
≤ 1
1− α |PT |
αT 1−α, 0 < α < 1, (8)
where n0t−1 and nt−1 are the count and corrected count function as in Definition 2, and |PT | is the cardinality of
the finite partition PT .
To prove (7) and (8), we use a relabelling trick. See Appendix A.4 and A.5 for details.
Remark 1. We shall notice that (6) allows us to somewhat “look one step ahead of time”, since it uses the
values {nt−1(at)}t - the corrected counts without including at. This is because nt−1 is computed using points up
to time t− 1. The equation (7) is different from (6) in the sense that {1 + n0t−1(at)}t are essentially the counts
including at. While, with proper modification, both (6) and (7) can be used to derive Theorem 1, we shall not
ignore the difference between (6) and (7). In fact, there are cases where (6) needs to be used and gives a sharper
bound than otherwise (Wang et al., 2019).
Proof of (6)
We use a novel constructive trick to derive (6). This trick and the usefulness of the result (Remark 1 and Section
2.3) mark our major technical contribution.
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For each T , we construct a hypothetical noisy degenerate Gaussian process. We are not assuming our payoffs
are drawn from these Gaussian processes. We only use these Gaussian processes as a proof tool. To construct
these noisy degenerate Gaussian processes, we define the kernel functions kT : A×A → R,
kT (a, a
′) =
{
1, if pT (a) = pT (a′)
0, otherwise.
(9)
where pT is the region selection function defined with respect to PT . The kernel kT is positive semi-definite as
shown in Proposition 1.
Proposition 1. The kernel defined in (9) is positive semi-definite for any T ≥ 1. (Proof in Appendix A.3)
Now, at any time T , let us consider the model y˜(a) = g(a) + eT where g is drawn from a Gaussian process
g ∼ GP (0, kT (·, ·)) and eT ∼ N (0, s2T ). Suppose that the arms and hypothetical payoffs (a1, y˜1, a2, y˜2, . . . , at, y˜t)
are observed from this Gaussian process. The posterior variance for this Gaussian process after the observations
at a1, a2, . . . , at is
σ2T,t(a) = kT (a, a)− kTa (K + s2T I)−1ka
where ka = [kT (a, a1), . . . , kT (a, at)]>, K = [kT (ai, aj)]t×t and I is the identity matrix. In other words, σ2T,t(a)
is the posterior variance using points up to time t with the kernel defined by the partition at time T . After some
matrix manipulation, we know that
σ2T,t(a) = 1− 1a[1a1>a + s2T I]−11a,
where 1a = [1, · · · , 1]>1×n0T,t(a). By the Sherman-Morrison formula, [1a1
>
a + s
2
T I]
−1 = s−2T I − s
−4
T 1a1
>
a
1+s−2T n
0
T,t(a)
. Thus
the posterior variance is
σ2T,t(a) =
1
1 + s−2T n
0
T,t(a)
. (10)
Following the arguments in (Srinivas et al., 2009), we derive the following results. For any t ≤ T , and an
arbitrary sequence at = {a1, a2, · · · , at}, we consider fixing this sequence and query the constructed Gaussian
processes at these points. Since at is fixed, the entropy H(y˜t,at) = H(y˜t). Since, by definition of a Gaussian
process, y˜t follows a multivariate Gaussian distribution,
H(y˜t) =
1
2
log
[
(2pie)t det
(
K + s2T I
)]
(11)
where K =
[
kT (ai, aj)
]
t×t. We can then compute H(y˜t) by
H(y˜t) = H(y˜t|y˜t−1) +H(y˜t−1)
= H(y˜t|at, y˜t−1,at−1) +H(y˜t−1)
=
1
2
log
(
2pie
(
s2T + σ
2
T,t−1(at)
))
+H(y˜t−1)
=
1
2
t∑
τ=1
log
(
2pie
(
s2T + σ
2
T,τ−1(aτ )
))
, (12)
where (12) comes from recursively expanding H(y˜τ ). By (11) and (12),
t∑
τ=1
log
(
1 + s−2σ2T,τ−1(aτ )
)
= log
[
det
(
s−2K + I
)]
. (13)
For the block diagonal matrix K of size t× t, let ni denote the size of block i and B′ (B′ ≤ |Pt|) be the total
number of diagonal blocks up to a time t (t ≤ T ). Then we have
det
(
s−2K + I
)
=
B′∏
i=1
det
(
s−211> + Ini×ni
)
=
B′∏
i=1
(
1 + s−2ni
) ≤ (1 + s−2t
B′
)B′
,
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where 1 is all-1 vector of proper length. In the above, 1) the equality on the first line uses the determinant of
block-diagonal matrix equals to the product of determinant of diagonal blocks, 2) the equality on the last line is
due to the matrix determinant lemma, and 3) the inequality on the last line is due to the AM-GM inequality
and that
∑B′
i=1 ni = t.
Next, since |Pt|≥ B′ and
(
1 + s
−2t
x
)x
is increasing with x (on [1,∞)),
det
(
s−2K + I
) ≤ (1 + s−2t
B′
)B′
≤
(
1 +
s−2t
|Pt|
)|Pt|
. (14)
Therefore, from (13) and (14),
T∑
τ=1
log
(
1 + s−2σ2T,τ−1(aτ )
) ≤ |PT |log(1 + s−2T|PT |
)
, (15)
since arguments after (11) hold for all t ≤ T .
Since the function h(λ) = λlog(1+λ) is increasing for non-negative λ, λ ≤
s−2T
log(1+s−2T )
log(1 + λ) for λ ∈ [0, s−2T ].
Since σT,t(a) ∈ [0, 1] for all a,
σ2T,t(a) ≤
1
log(1 + s−2T )
log
(
1 + s−2T σ
2
T,t(a)
)
(16)
for t, T = 0, 1, 2, · · ·. Since the partitions are nested, we have that for T1 ≤ T2, nT1,t(a) ≥ nT2,t(a), and thus
σ2T1,t(a) ≤ σ2T2,t(a). Suppose we query at points a1, · · · , aT in the Gaussian process GP(0, kT (·, ·)). Then,
T∑
t=1
1
nt−1(at)
≤
T∑
t=1
1 + s−2T
1 + s−2T nt−1(at)
≤
T∑
t=1
1 + s−2T
1 + s−2T n
0
T,t−1(at)
≤ (1 + s−2T ) T∑
t=1
σ2T,t−1(at) (17)
≤ 1 + s
−2
T
log(1 + s−2T )
T∑
t=1
log
(
1 + s−2T σ
2
T,t−1(at)
)
≤ 1 + s
−2
T
log(1 + s−2T )
|PT |log
(
1 + s−2T
T
|PT |
)
,
where (17) uses (10), the second last inequality uses (16), and the last inequality uses (15). Finally, we optimize
over sT . Since s−2T = e− 1 minimizes 1+s
−2
T
log(1+s−2T )
, we have
T∑
t=1
1
nt−1(at)
≤ e|PT |log
(
1 + (e− 1) T|PT |
)
.
Proof of Theorem 1
Next, we prove Theorem 1. We can split the sum of regrets by
∑T
t=1 (f(a
∗)− f(at)) =
∑bTc
t=1 (f(a
∗)− f(at)) +∑T
bTc+1 (f(a
∗)− f(at)). Also, by Claim 2, with probability at least 1− 1
3b√Tc3 , (5) holds simultaneously for all
t = bT c+ 1, · · · , T (T ≥ 2). Thus for T ≥ 2, the event
ET =
RTT > 1T
√T + T∑
t=b√Tc+1
Bt

 , where
Bt :=
(
2L ·D(pt−1(at)) + 2C
√
4 log t
nt−1(at)
)
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occurs with probability at most 1
3b√Tc3 . Since
1
3b√Tc3 ∼
1
3T 3/2
, we know
∑∞
T=2 P(ET ) < ∞. By the
Borel–Cantelli lemma, we know P (lim supT→∞ET ) = 0. In other words, with probability 1, ET occurs
finitely many times. Thus, with probability 1, there exists a constant T0, such that the event ET (negation of
ET ) occurs for all T > T0. Also, from the Cauchy-Schwarz inequality (used below in the second line) and (6)
(used below in the last line), we know that
T∑
t=b√Tc+1
√
log t
nt−1(at)
≤
T∑
t=1
√
log t
nt−1(at)
≤
√
T log T
√√√√ T∑
t=1
1
nt−1(at)
≤
√
T log T
√
e|PT |log
(
1 + (e− 1) T|PT |
)
= O˜
(
T
1+γ
2
)
,
where the last equality is from the assumption that |Pt|= o(tγ) for some γ < 1. This means
lim
T→∞
1
T
T∑
t=1
√
4 log t
nt−1(at)
= 0.
In addition, by the assumption that D(pt(a)) = o(1), we know lim supT→∞
1
T
∑T
t=1D(pt−1(a)) = 0. The
above two limits give us
lim
T→∞
1
T
√T + T∑
b√Tc+1
Bt
 = 0, where (18)
Bt :=
(
2L ·D(pt−1(at)) + 2C
√
4 log t
nt−1(at)
)
. (19)
Combining all the facts above, we know with probability 1, limT→∞ RTT is upper bounded by (18), which means
limT→∞ RTT = 0.
Adaptive partitioning: TUCB shall be implemented using regression trees or incremental regression trees.
This naturally leverages the practical advantages of regression trees. Leaves in a regression tree form a partition of
the space. Also, a regression tree is designed to fit an underlying function. This leads to an adaptive partitioning
where the underlying function values within each region should be relatively similar to each other. We defer
the discussion on the implementation we use in our experiments to Section 3 and Appendix B. Please refer to
(Breiman et al., 1984) for more details about regression tree fitting.
2.2 The Contextual TreeUCB algorithm
Algorithm 2 Contextual TreeUCB (CTUCB)
1: Parameter: M > 0, C > 0, and tree fitting rule R.
2: for t = 1, 2, . . . , N do
3: Observe context zt.
4: Fit a regression tree ft−1 (using rule R) on observations {(zt, at), yt}Tt=1, .
5: With respect to the partition Pt−1 defined by leaves of ft−1, define mt−1 and nt−1 in (1) and (2) (over
the joint space Z ×A). Play
at ∈ arg max
a∈A
{Ut((zt, a))} ,
where Ut(·) is defined in (3). Ties are broken at random.
6: Observe the reward yt.
In this section, we present an extension of Algorithm 1 for the contextual stochastic bandit problem. The
contextual stochastic bandit problem is an extension to the stochastic bandit problem. In this problem, at each
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time, context information is revealed, and the agent chooses an arm based on past experience as well as the
contextual information. Formally, the expected payoff function f is defined over the product of the context space
Z and the arm space A and takes values from [0, 1]. Similar to the previous discussions, compactness of the
product space and Lipschitzness of the payoff function are assumed. In addition, a mean zero, almost surely
bounded noise that is independent of the expected reward function is added to the observed rewards. At each
time t, a contextual vector zt ∈ Z is revealed and the agent plays an arm at ∈ A. The performance of the agent
following algorithm Alg is measured by the cumulative contextual regret
RcT (Alg) =
T∑
t=1
f(zt, a
∗
t )− f(zt, at), (20)
where f(zt, a∗t ) is the maximal value of f given contextual information zt. A simple extension of Algorithm 1 can
solve the contextual version problem. In particular, in the contextual case, we partition the joint space Z ×A
instead of the arm space A. As an analog to (2) and (1), we define the corrected count nt and the corrected
average mt over the joint space Z ×A with respect to the partition Pt of the joint space Z ×A, and observations
in the joint space ((z1, a1), y1, · · · , (zt, at), yt). The guarantee of Algorithm 2 is in Theorem 2.
Theorem 2. Suppose that the payoff function f defined on a compact metric space (Z ×A, d) satisfies f(z, a) ∈
[0, 1] for all (z, a) and is Lipschitz. If the tree growing rule satisfies requirements 1-4 listed in Theorem 1, then
limT→∞
RcT (CTUCB)
T = 0 with probability 1.
Theorem 2 follows from Theorem 1. Since the point scattering inequality holds for any sequence of (context-
)arms, we can replace regret with contextual regret and alter Claims 1 and 2 accordingly to prove Theorem
2.
2.3 Some use cases of (6)
In this section, we give examples of using the point scattering inequalities to derive regret bounds for other
algorithms. For our purpose of illustrating the point scattering inequalities, the discussed algorithms are
simplified. We also assume that the reward and the sub-Gaussianity are properly scaled so that the parameter
before the Hoeffding-type concentration term is 1.
2.3.1 The UCB1 algorithm
The classic UCB1 algorithm (Auer et al., 2002) assumes a finite set of arms, each having a different reward
distribution. Following our notation, at time t, the UCB1 algorithm (with known horizon T ) plays
at ∈ arg max
a
{
mt−1(a) +
√
2 log T
nt−1(a)
}
. (21)
Indeed, this equation can be interpreted as (4) under the discrete 0-1 metric: two points are distance zero if they
coincide and distance 1 otherwise. Thus the Lipschitzness term vanishes in this case and Claims 1 and 2 can be
modified appropriately (see Appendix A.6). Then from the point scattering inequality (6), we get for UCB1
E[RT (UCB1)] = O
(
T∑
t=1
√
log T
nt−1(at)
)
= O
√T log T
√√√√ T∑
t=1
1
nt−1(at)

= O˜
(√
K · T
)
,
where K is number of arms in the problem. This matches the gap-independent (independent of the reward
gap between an arm and the optimal arm) bound derived using traditional methods in UCB1 algorithm (Auer
et al., 2002; Bubeck and Cesa-Bianchi, 2012). In this analysis, we apply the point scattering inequality with the
partition Pt being the set of arms at all t. See Appendix A.6 for details.
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Algorithm 3 Simple UniformMesh (Kleinberg et al., 2008)
1: Input: P0 as the whole space.
2: for t = 1, 2, . . . , T do
3: With respect to the (uniform) partition Pt−1, define mt−1 and nt−1. Play at ∈
arg maxa∈A
{
mt−1(a) +
√
4 log t
nt−1(a)
}
. Ties are broken at random.
4: Make sure D(pt−1(a)) ≤ t− 1d+2 for all a at any t. Only when this is violated, reduce the diameter of
D(pt−1(a)) by 2 for all a. . In this case, the regions in the uniform partitions are hypercubes, and the
diameter of the regions are edge length.
5: Observe the reward yt.
2.3.2 The UniformMesh algorithm in [0, 1]d
A modified version of the UniformMesh algorithm (Kleinberg et al., 2008) can use the Point Scattering Inequality
for regret analysis. For simplicity, we use the metric space (Rd, ‖·‖∞). The idea of the UniformMesh algorithm
is to finitely uniformly partition the space, and treat the problem as a finite arm problem.
Theorem 3. Algorithm 3 admits regret bound ERT (UniformMesh) = O˜
(
T
d+1
d+2
)
.
We study a simple version for our purpose of illustrating the point scattering inequalities. The analysis
details are in Appendix A.7.
2.3.3 The contextual UniformMesh in [0, 1]d
A modified version of the contextual UniformMesh algorithm (Slivkins, 2014) can also use the point scattering
inequality for regret analysis. Again, we use the metric space (Rd, ‖·‖∞). The idea of the contextual UniformMesh
algorithm is also to finitely uniformly partition the space, and treat the problem as a finite problem.
Algorithm 4 Simple contextual UniformMesh (Slivkins, 2014)
1: Input: P0 as the whole space.
2: for t = 1, 2, . . . , T do
3: Observe context zt.
4: With respect to the (uniform) partition Pt−1 of the context-arm space Z × A, define mt−1 and nt−1.
Play at ∈ arg maxa∈A
{
mt−1(zt, a) +
√
4 log t
nt−1(zt,a)
}
. Ties are broken at random.
5: Make sure D(pt−1(z, a)) ≤ t− 1d+2 for all (z, a) at any t. Only when this is violated, reduce the diameter
of D(pt−1(z, a)) by 2 for all (z, a).
6: Observe the reward yt.
Theorem 4. Algorithm 4 admits contextual regret bound ERcT (UniformMesh) = O˜
(
T
d+1
d+2
)
.
3 Empirical Study
Since the TreeUCB algorithm imposes only mild constraints on tree formation, we use greedy decision tree
training to fit the reward function, instead of controlling only the region diameters and the partition cardinality.
For experiments in this section, we use the greedy decision tree training rule: at each split, we find the split that
maximizes the reduction in the Mean Absolute Error (MAE), and we stop growing the tree once the maximal
possible reduction is below a certain threshold η. For completeness, we state a more detailed description of the
tree fitting in Appendix B.
3.1 Synthetic Data
In this section, we compare the performance of TUCB against the HOO algorithm and the Zooming Bandit
Algorithm. We also compare the performance of CTUCB against the Contextual Zooming Bandit Algorithm and
the CCKL-UCB algorithm. We set for the tree fitting rule, we setM = 1 and C = 1 for TUCB (CTUCB). We use
Himmelblau function and the Goldstein function as test functions. The test functions are two-dimensional. We
rescale the domains of the test functions to [−0.5, 0.5]2, and rescale the range to within [0, 1]. In the experiments
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for contextual algorithms, (1) we use one input dimension of the test function as the context, and this dimension
is randomly sampled at each round; (2) we let the algorithm choose a point (an arm) from the other dimension.
As shown in Figure 1, TUCB and CTUCB outperform the benchmark algorithms on synthetic data. The
performance gain is from the fact TreeUCB is adaptively learning the partition, instead of only controlling the
partition with strict rules. In this experiment, we implemented an incremental tree to enforce nested partitions.
Figure 1: Upper Left: Himmelblau for non-contextual task. Upper Right: Goldstein for non-contextual task.
Lower Left: Himmelblau for contextual task. Lower Right: Goldstein for contextual task. All methods use 1 as
exploration parameter. (C)TUCB1, (C)TUCB2, (C)TUCB3 corresponds to TUCB (CTUCB) with η = 0.02,
η = 0.01, η = 0.005 correspondingly (η as discussed at the beginning of this section). Same figure in larger scale
and details of the synthetic functions are in Appendix C.1.
3.2 Neural Network Tuning
One application of stochastic bandit algorithms is zeroth order optimization. In this section, we apply TUCB
to tuning neural networks. In this setting, we treat the hyperparameter configurations (e.g. learning rate,
network architecture) as the arms of the bandit, and use validation accuracy as reward. The task is to select a
hyperparameter configuration and train the network to observe the validation accuracies, and locate the best
hyperparameter configuration rapidly. This experiment shows that TUCB can compete with the state-of-the-art
on such hard real-world tasks. The x-axis in the left most subplot of Figure 2 is time, which proves TUCB’s
scalability when implemented using sci-kit-learn. Figure 2 in larger scale and more details are in Appendix C.2.
4 Conclusion
We propose the TreeUCB and the Contextual TreeUCB frameworks that use decision trees (regression trees) to
flexibly partition the arm space and the context-arm space as an Upper Confidence Bound strategy is played
across the partition regions. We also provide regret analysis via the point scattering inequalities. We provide
implementations using decision trees that learn the partition. Empirical studies show that TUCB and CTUCB
can empirically outperform HOO, Zooming bandit, and CCKL-UCB. Also, TUCB is competitive with the
state-of-the-art hyperparameter optimization methods in hard tasks like neural-net tuning, and could save
substantial computing resources. This suggests that, in addition to random search and Bayesian optimization
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MLP for MNIST CNN for SVHN CNN for CIFAR-10
Figure 2: For MNIST, each plot is averaged over 10 runs. For SVHN and CIFAR-10, each plot is averaged over
5 runs. The implementation of TUCB here uses sci-kit-learn package. In the left-most subplot, x-axis is time (in
seconds). This shows TUCB’s scalability, since TUCB’s curve goes up the fastest. Same figures in larger scale
are in Appendix C.2.
methods, more bandit algorithms should be considered as benchmarks for difficult real-world problems such as
neural network tuning.
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A Proofs
A.1 Proof of Claim 1
Here we consider the contextual setting outlined in Section 2.2. In this setting, the partition is over the joint
space of context and arm Z ×A, and the corresponding auxiliary function in Definition 1 and 2 are defined over
the joint space Z ×A. This setting reduces to a non-contextual setting when the context is set to a fixed value.
Below, we state and prove a contextual version of Claim 1. This naturally gives us a proof for Claim 1.
Claim 3. For any context z, arm a, and time t, with probability at most 1t4 , we have:
|mt−1(z, a)− f(z, a)| (22)
> L ·D(pt−1(z, a)) + C
√
4 log t
nt−1(z, a)
(23)
for a constant C.
Proof. First of all, when t = 1, this is trivially true by Lipschitzness. Now let us consider the case when t ≥ 2. Let
us use A1, A2, · · · , At to denote the random variables of arms selected up to time t, Z1, Z2, · · · , Zt to denote the
random context up to time t and Y1, Y2, · · · , Yt to denote random variables of rewards received up to time t. Then
the random variables
{∑T
t=1 (f(Zt, At)− Yt)
}
is a martingale sequence. This is easy to verify since the noise is
mean zero and independent. In addition, since there is no randomness in the partition formation (given a sequence
of observations), for a fixed a, we have the times 1[(Zt, Ai) ∈ pt−1(z, a)] (i ≤ t) is measureable with respect
to σ(Z1, A1, Y1, · · · , Zt, At, Yt). Therefore, the sequence
{∑t
i=1 (f(Zi, Ai)− Yi)1[(Zi, Ai) ∈ pt−1(z, a)]
}T
t=1
is a
skipped martingale. Since skipped martingale is also a martingale (stopped martingale is also a martingale), we
apply the Azuma-Hoeffding inequality (with sub-Gaussian tails) (Shamir, 2011). For simplicity, we write
Bt(z, a) := C
√
4 log t
nt−1(z, a)
+ L ·D(pt−1(z, a)). (24)
E it (z, a) := (Zi, Ai) ∈ pt−1(z, a) (25)
Combining this with Lipschitzness, we get there is a constant C (depends on the a.s. bound of the reward, as a
result of Hoeffding inequality), such that
P {|mt−1(z, a)− f(z, a)| > Bt(z, a)}
≤ P
{∣∣∣∣∣ 1nt−1(z, a)
t−1∑
i=1
(f(Zi, Ai)− Yi)1[E it (z, a)]
∣∣∣∣∣
+
∣∣∣∣∣f(z, a)− 1nt−1(z, a)
t−1∑
i=1
f(Zi, Ai)1[E it (z, a)]
∣∣∣∣∣
> C
√
4 log t
nt−1(z, a)
+ L ·D(pt−1(z, a))
}
(26)
≤ 1
t4
,
where (26) uses both the Lipschitzness and the Azuma-Hoeffding’s inequality.
A.2 Proof of Claim 2
We prove a contextual version of Claim 2, which is first restated Below. Same as in Appendix A.1, the setting
we are considering is outlined in Section 2.2.
Claim 4. At any t, with probability at least 1− 1t4 , the single step contextual regret satisfies:
f(zt, a
∗
t )− f(zt, at)
≤ 2L ·D(pt−1(zt, at)) + 2C
√
4 log t
nt−1(zt, at)
for a constant C. Here a∗t is the optimal arm for the context zt.
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Proof. By Claim 3, with probability at least 1− 1t4 , the following ((27) and (29)) hold simultaneously:
mt−1(zt, at) + C
√
4 log t
nt−1(zt, at)
+ L ·D(pt−1(zt, at))
≥ mt−1(zt, a∗t ) +
√
4 log t
nt−1(zt, a∗t )
+ L ·D(pt−1(zt, a∗t ))
≥ f(zt, a∗t ), (27)
and
f(zt, at) ≥ mt−1(zt, at)− C
√
4 log t
nt−1(zt, at)
(28)
− L ·D(pt−1(zt, at)). (29)
This is true since we first take a one-sided version of Hoeffding-type tail bound in (23), and then take a union
bound over the two points (zt, at) and (zt, a∗t ). This first halves the probability bound and then doubles it. Then
we take the complementary event to get (27) and (29) simultaneously hold with probability at least 1− 1t4 . We
then take another union bound over time t, as discussed in the main text. Note that throughout the proof, we
do not need to take union bounds over all arms or all regions in the partition.
Equation 27 holds by algorithm definition. Otherwise we will not select at at time t. Combine (27) and (29),
and we get
f(zt, a
∗
t )− f(zt, at)
= f(zt, a
∗
t )−mt−1(zt, at)
+mt−1(zt, at)− f(zt, at)
≤ 2C
√
4 log t
nt−1(zt, at)
+ 2L ·D(pt−1(zt, at)).
This proves Claim 2 by setting all zt to a fixed value.
A.3 Proof of Proposition 1
Proof. For any x1, . . . , xn in where the kernel kT (·, ·) is defined, the Gram matrix K =
[
kT (xi, xj)
]
n×n can
be written into block diagonal form where diagonal blocks are all-one matrices and off-diagonal blocks are
all zeros with proper permutations of rows and columns. Thus without loss of generality, for any vector
v = [v1, v2, . . . , vn] ∈ Rn, v>Kv =
∑B
b=1
(∑
j:ij in block b vij
)2
≥ 0 where the first summation is taken over all
diagonal blocks and B is the total number of diagonal blocks in the Gram matrix.
A.4 Proof of (7)
Consider the partition PT at time T . We label the regions of the partitions by j = 1, 2, · · · , |PT |. Let tj,i be the
time when the i-th point in the j-th region in PT being selected. Let bj be the number of points in region j.
Since the partitions are nested, we have 1 + n0tj,i−1(xtj,i) ≥ i for all i, j. We have, for T ≥ 1,
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T∑
t=1
1
1 + n0t−1(xt)
=
|PT |∑
j=1
bj∑
i=1
1
1 + n0tj,i−1(x
0
tj,i)
≤
|PT |∑
j=1
bj∑
i=1
1
i
(30)
≤
|PT |∑
j=1
(1 + log bj)
= |PT |+
|PT |∑
j=1
log bj
= |PT |+ log
|PT |∏
j=1
bj
≤ |PT |+|PT |log T|PT | ., (31)
where (30) uses 1 + n0tj,i−1(xtj,i) ≥ i and (31) uses AM-GM inequality and that
∑|PT |
j=1 bj = T .
A.5 Proof of (8)
The idea is similar to that of (7). The key observation is stated in the first paragraph in Appendix A.4. For
0 < α < 1,
T∑
t=1
(
1
1 + n0t−1(xt)
)α
=
|PT |∑
j=1
bj∑
i=1
(
1
1 + n0tj,i(x
0
tj,i)
)α
≤
|PT |∑
j=1
bj∑
i=1
1
iα
≤
|PT |∑
j=1
1
1− αb
1−α
j
≤ 1
1− α |PT |
αT 1−α, (32)
where (32) is due to the Hölder’s inequality and that
∑|PT |
j=1 bj = T .
A.6 Gap independent bound for UCB1
In the classic UCB1 algorithm, there are K arms with stochastic rewards supported on [0, 1]. The UCB1 runs
by using (21). Following our notations, we use f for the expected reward function. Also, in our language, we
consider the partition at any time t to be just the set of K arms. In other words, each of the K arms is always
itself a region in the partition. For this algorithm, we have, as a direct consequence of the the Hoeffding’s
inequality,
|mt−1(a)− f(a)| ≤
√
2 log T
nt−1(a)
(33)
with probability at least 1− 1T 2 . Then, from the algorithm definition, we know, at any time t,
mt−1(at) +
√
2 log T
nt−1(at)
≥ mt−1(a∗) +
√
2 log T
nt−1(a∗)
. (34)
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Otherwise, at will not be selected at time t. With probability at least 1− 1T 2 , following two inequalities (35)
and (36) hold simultaneously (we first use one-sided Hoeffding inequality, then take a union bound),
mt−1(at) +
√
2 log T
nt−1(at)
≥ f(at), (35)
mt−1(a∗)−
√
2 log T
nt−1(a∗)
≤ f(a∗). (36)
Combining (35) and (36), we get
f(a∗)− f(at) ≤ 2
√
2 log T
nt−1(a∗)
as analog to (5). Now, we can apply the point scattering inequality and get, with probability at least 1− 1T 2 ,
T∑
t=1
[f(a∗)− f(at)] (37)
≤
T∑
t=1
2
√
2 log T
nt−1(at)
≤
√
2 log T
√
T
√√√√ T∑
t=1
1
nt−1(at)
(38)
≤
√
2 log T
√
T
√
e|PT |log
(
1 + (e− 1) T|PT |
)
(39)
= O˜
(√
KT
)
(40)
where (38) uses Cauchy-Schwarz inequality, and (39) uses the point scattering inequality (6) and that |PT |= K.
A.7 Proof of Theorem 3 and 4
In this section, we provide a proof for Theorem 3. Following the idea of extending Claim 1 to Claim 3 and Claim
2 to Claim 4, the argument generalizes to prove Theorem 4.
Proof. Let us say at an arbitrary fixed time t, we have refined our partitions for h times. Each time we refine
our partition, the original cardinality of partitions is multiplied by 2d. Recall that during each partition time,
we half the diameter (edge-length) of hypercubes. Then after h times of refining, we have all the cubes with
diameter
(
1
2
)h. Since we make changes to the partition only when the region diameters are larger than t− 1d+2 ,
we have at time t,
1
2h−1
≥ t− 1d+2 . (41)
Otherwise, we will not make h refinement to the partition. This implies 2h−1 ≤ t 1d+2 . Since after each partition,
each hypercube is splitted into 2d hypercubes, then |Pt(a)|= (2d)h, which means |Pt(a)|≤ 2t dd+2 .
Since this partition formation rule satisfies requirement 1-4 listed in Theorem 1, Claims 1 and 2 hold.
Since
∑T
t=1 (f(a
∗)− f(at)) =
∑bTc
t=1 (f(a
∗)− f(at)) +
∑T
bTc+1 (f(a
∗)− f(at)), and from Claim 1 we know with
probability at least 1 − 2
3b√Tc3 , f(a
∗) − f(at) ≤
[
C
√
4 log t
nt−1(at)
+ L ·D(pt−1(at))
]
hold simultaneously for all
t = bT c+ 1, · · · , T . This is a result of taking a union bound at at and at a∗, and then over t = bT c+ 1, · · · , T .
Let E be the event
{f(a∗)− f(at) ≤ Bt for all t = bT c+ 1, · · · , T} . (42)
Bt :=
[
C
√
4 log t
nt−1(at)
+ L ·D(pt−1(at))
]
(43)
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By law of total expectation, we get
ERT = E [RT |E]P(E) + E
[
RT |E¯
]
(1− P(E)) (44)
≤
√
T +
T∑
t=b√Tc
[
C
√
4 log t
nt−1(at)
+ L ·D(pt−1(at))
]
+ T
1
3T
3
2
(45)
≤
√
T + C
√
T log T
√√√√ T∑
t=1
1
nt−1(at)
+ L
T∑
t=1
(t− 1)− 1d+2 + T 1
3T
3
2
(46)
≤
√
T + C
√
T log T
√
e|PT |log
(
1 + (e− 1) T|PT |
)
(47)
+ L
T∑
t=1
(t− 1)− 1d+2 + T
3T
3
2
(48)
≤ O˜
(
T
d+1
d+2
)
, (49)
where (44) uses the law of total expectation, and (45) corresponds to the failure event term "E
[
RT |E¯
]
(1− P(E))"
(after splitting sum). In (46), we use the Cauchy-Schwarz inequality and that the the algorithm ensures
D(pt−1) ≤ D(pt−1(a)) ≤ t− 1d+2 . In (49) we use the Point Scattering inequality (6).
Then, note that in our simplified version, we assume the reward is properly scaled so that C = 1, and the
term D(pt−1(a)) takes the same value for all a ∈ A and all t = 1, 2, · · · , T for the UniformMesh algorithm. This
recovers the form of Upper Confidence Bound in Algorithm 3.
B Tree Fitting Rule in Experiments
One nice property of Algorithm 1 is that it only imposes loose rules on the partition formation. Therefore we
can use a greedy criterion for constructing regression trees to construct the partition. Leaves in a regression
tree form a partition of the space. At the same time, a regression tree is designed to fit the underlying function.
This property tends to result in an adaptive partition where the underlying function values within each region
are relatively close to each other. For this paper, we use the Mean Absolute Error (MAE) reduction criterion
(Breiman et al., 1984) to adaptively construct a regression tree. More specifically,
a node N containing data samples {(a1, y(a1)), (a2, y(a2)), . . . , (an, y(an))} is split along a feature (can be
randomly selected for scalability) into N1 and N2 (where N1 ∪N2 = N and N1 ∩N2 = φ) such that the
following reduction in MAE is maximized:
MAE(N)−
( |N1|
|N |MAE(N1) +
|N2|
|N |MAE(N2)
)
(50)
where MAE(N) = 1|N |
∑
ai∈N |y(ai)− yˆ(N)| and yˆ(N) = 1|N |
∑
ai∈N y(ai). The nodes are recursively split
until the maximal possible reduction in MAE is smaller than η. The leaves are then used to form a partition.
Each region is again associated with a corrected mean and corrected count. Using regression trees, we develop the
TreeUCB algorithm (TUCB), and the Contextual TreeUCB algorithm (CTUCB), as summarized in Algorithms 1
and 2. The code is provided in the supplementary materials, and can also be implemented via the scikit-learn
package (Pedregosa et al., 2011).
C Experiments details
C.1 Synthetic function details
The (negated) Himmelblau function used for synthetic experiment in Figure 1 is
f(x1, x2) = −
[
(x21 + x2 − 11)2 + (x1 + x22 − 7)2
]
,
where x1, x2 ∈ [−5, 5].
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The (negated) Goldstein function used for synthetic experiment in Figure 1 is
f(x1, x2) = −[1 + (x1 + x2 + 1)2
× (19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)]
[30 + (2x1 − 3x2)2
× (18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)],
where x1, x2 ∈ [−2, 2].
Note that we rescale the domains of the above functions to [−0.5, 0.5]2, and rescale their ranges to within
[0, 1] in our experiments.
For the competing algorithms, the coefficients for the exploration term are all 1 (default for Zooming,
Contextual Zooming, and HOO’s concent). In particular for HOO, we set v1 = 0.1, ρ = 0.1 (see Algorithm 1 in
(Bubeck et al., 2011) for details about their v and ρ in HOO’s setting).
Figure 3 is Figure 1 plotted in larger scale.
C.2 Neural network tuning details
In this experiment, we use C = 0.1, M = 0.01 and η = 0.001 for TUCB. Since the parameter choices are first
discretized, we use the following way to compute “diameter” of a leaf region in TUCB: for a leaf region l, we
count how many points in the discretized parameter space l covers, and use the ratio of this count over total
number of discretized grids as the diameter for l. All other algorithms use their default setting.
Figure 2 in larger scale is in Figure 4 at the end of this document.
C.2.1 MLP for MNIST
The architecture and the hyperparameter space for the simple Multi-Layer Perceptron (MLP) are: in the
feed-forward direction, there are the input layer, the fully connected hidden layer with dropout ensemble, and
then the output layer. The hyperparameter search space is number of hidden neurons (range [10, 784]), learning
rate ([0.0001, 4)), dropout rate ([0.1, 0.9)), batch size ([10, 500]), number of iterations ([30, 243]). The settings are
for Figure 2a.
C.2.2 AlexNet CNN for SVHN
The architecture of this CNN and the corresponding hyperparameters are summarized in Table 1a and 1b. The
settings are for Figure 2b. In this set of experiments, TUCB usually find good configurations at least as fast as
other methods.
C.2.3 AlexNet CNN for CIFAR-10
The architecture of this CNN and the corresponding hyperparameters are summarized in Table 2a and 2b. The
settings are for Figure 2c.
In particular, TUCB reaches 70% accuracy using 30,400 iterations, while other methods on average require
42,800 iterations.
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Himmelblau for non-contextual task
Goldstein for non-contextual task
Himmelblau for contextual task
Goldstein for contextual task
Figure 3: Enlarged version of Figure 1.
19
MLP for MNIST
CNN for SVHN
CNN for CIFAR-10
Figure 4: Enlarged version of Figure 2.
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Layer Hyperparameters values
Conv1
conv1-kernel-size *
conv1-number-of-channels 200
conv1-stride-size (1,1)
conv1-padding “same”
MaxPooling1
pooling1-size (3,3)
pooling1-stride (1,1)
pooling1-padding “same”
Conv2
conv2-kernel-size *
conv2-number-of-channels 200
conv2-stride-size (1,1)
conv2-padding “same”
MaxPooling2
pooling2-size (3,3)
pooling2-stride (2,2)
pooling2-padding “same”
Conv3
conv3-kernel-size (3,3)
conv3-number-of-channels 200
conv3-stride-size (1,1)
conv3-padding “same”
AvgPooling3
pooling3-size (3,3)
pooling3-stride (1,1)
pooling3-padding “same”
Dense
batch-normalization default
number-of-hidden-units 512
dropout-rate 0.5
(a) CNN architecture for SVHN. A value with * means that this
parameter is tuned, and the batch-normalization layer uses all Ten-
sorflow’s default setting.
Hyperparameters Range
conv1-kernel-size {1, 2, · · · , 7}
conv2-kernel-size {1, 2, · · · , 7}
β1 {0, 0.05, · · · , 1}
β2 {0, 0.05, · · · , 1|
learning-rate 1e-6 to 5
training-iteration {300, 400, · · · , 1500}
(b) Hyperparameter search space. β1 and β2 are
parameters for the AdamOptimizer (Kingma and Ba,
2014). The learning rate is discretized in the following
way: from 1e-6 to is 1 (including the end points), we
log-space the learning rate into 50 points, and from
1.08 to 5 (including the end points) we linear-space
the learning rate into 49 points.
Table 1: Settings for the SVHN experiments.
21
Layer Hyperparameters values
Conv1
conv1-kernel-size *
conv1-no.-of-channels 200
conv1-stride-size (1,1)
conv1-padding “same”
MaxPooling1
pooling1-size *
pooling1-stride (1,1)
pooling1-padding “same”
Conv2
conv2-kernel-size *
conv2-no.-of-channels 200
conv2-stride-size (1,1)
conv2-padding “same”
MaxPooling2
pooling2-size *
pooling2-stride (2,2)
pooling2-padding “same”
Conv3
conv3-kernel-size *
conv3-no.-of-channels 200
conv3-stride-size (1,1)
conv3-padding “same”
AvgPooling3
pooling3-size *
pooling3-stride (1,1)
pooling3-padding “same”
Dense
batch-normalization default
no.-of-hidden-units 512
dropout-rate 0.5
(a) CNN architecture for CIFAR-10. A value with * means that
this parameter is tuned, and the batch-normalization layer uses
all Tensorflow’s default setting.
Hyperparameters Range
conv1-kernel-size {1, 2, · · · , 7}
conv2-kernel-size {1, 2, · · · , 7}
conv3-kernel-size {1, 2, 3}
pooling1-size {1, 2, 3}
pooling2-size {1, 2, 3}
pooling3-size {1, 2, · · · , 6}
β1 & β2 {0, 0.05, · · · , 1}
learning-rate 1e-6 to 5
learning-rate-redeuction {1,2,3}
training-iteration {200, 400, · · · , 3000}
(b) Hyperparameter search space. β1 and β2 are parameters
for the Adamoptimizer. The learning rate is discretized in the
following way: from 1e-6 to is 1 (including the end points),
we log-space the learning rate into 50 points, and from 1.08
to 5 (including the end points) we linear-space the learning
rate into 49 points. The learning-rate-reduction parameter is
how many times the learning rate is going to be reduced by
a factor of 10. For example, if the total training iteration is
200, the learning-rate is 1e-6, and the learning-rate-reduction
is 1, then for the first 100 iteration the learning rate is 1e-6,
and the for last 100 iterations the learning rate is 1e-7.
Table 2: Settings for CIFAR-10 experiments.
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