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Abstract
In this paper, we present a nonnested augmented subspace algorithm and its multilevel
correction method for solving eigenvalue problems with curved interfaces. The augmented
subspace algorithm and the corresponding multilevel correction method are designed based
on a coarse finite element space which is not the subset of the finer finite element space. The
nonnested augmented subspace method can transform the eigenvalue problem solving on the
finest mesh to the solving linear equation on the same mesh and small scale eigenvalue problem
on the low dimensional augmented subspace. The corresponding theoretical analysis and
numerical experiments are provided to demonstrate the efficiency of the proposed algorithms.
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element method, eigenvalue problem, curved interface.
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1 Introduction
There exist a lot of eigenvalue problems in scientific research and practical engineering. Especially,
along with the development of modern science and technology, the scale of eigenvalue problems
is becoming larger and larger, which leads to the urgent demand for efficient numerical methods
for eigenvalue problems. It is well known that multigrid methods have been developed to be very
mature and produced an almost complete set of solvers and theoretical systems for solving linear
boundary value problems [4, 5, 6, 7, 8, 18, 33, 34, 35, 48, 49, 50]. On the contrary, the applications
of the multigrid methods to solving nonlinear problems and eigenvalue problems are very few and
need more attentions. In order to use the multigrid method, the normal way is to linearize the
nonlinear problems with some type of nonlinear iteration. Then we solve the linearized equations
with the help of multigrid methods. This is always called the outer iteration (nonlinear iteration)
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plus the inner iteration (multigrid iteration). Although the multigrid method has the best efficiency
for the inner iteration, the total computational work is controlled by the number of outer iteration
steps. When the concerned problem has strong nonlinearity and needs many outer iteration steps,
the computational work will be very large even though the multigrid method is used for the inner
iteration. Based on this understanding, the application of multigrid algorithms does not affect the
outer iteration and can not make the total computational work be independent of the nonlinear
iterations.
A special example among nonlinear equations is the eigenvalue problem which originates from
applied mathematics, physics, chemistry, cybernetics and other disciplines. Similarly, the multigrid
algorithms for eigenvalue problems have not been developed so well, even there exist some numerical
methods from Hackbusch [17], Brandt [8], Shaidurov [34] and so on. Since these multigrid methods
are designed based on inverse power method or Rayleigh quotient iteration, we always need to
solve almost singular linear equations during the whole process. For this reason, the corresponding
computational work depends on eigenvalue distributions. It is more difficult to design some type of
numerical methods for solving the eigenvalue problems with the optimal computational complexity
and storage as that for the linear boundary value problems. From this point of view, the application
of multigrid method does not leads to a new eigensolver.
In recent years, multilevel correction methods and their corresponding multigrid algorithms for
eigenvalue problems and nonlinear problems have been proposed and discussed in [11, 12, 15, 16,
19, 20, 21, 22, 23, 24, 25, 27, 28, 29, 30, 31, 36, 38, 37, 39, 40, 41, 42, 43, 44, 45, 46, 51, 53, 52, 54].
This type of multilevel correction methods can transform the eigenvalue problem solving into
solving standard linear equations and eigenvalue problems in a very low dimensional space. This
process makes the computational work for solving the eigenvalue problems be equivalent to that
for solving the corresponding linear problems by adjusting the low-dimensional spaces. Among
these existing multilevel correction and multigrid methods, the concerned sequence of meshes
are required to be nested which means the finite element space defined on the coarse mesh is a
subset of the one defined on the finer meshes. This standard requirement forbids the applications
of multilevel correction methods in the adaptive triangulations which are generated by moving
meshes. For example, when the eigenvalue problem is defined on the domain with curved interfaces
and piecewise constant coefficients, in order to guarantee the approximation accuracy for the curve
interface, we can not produce the nested coarse and finer meshes for the multilevel correction
method. The aim of this paper is to propose a type of nonnested augmented subspace method and
then multilevel correction scheme for solving the eigenvalue problems with curved interfaces and
piecewise constant coefficients.
An outline of this paper goes as follows. In Section 2, we introduce the finite element method
for the eigenvalue problem and the corresponding error estimate theory. A nonnested augmented
subspace method for the eigenvalue problem is proposed in Section 3. In Section 4, we design a
type of multilevel correction method for the eigenvalue problem based on the augmented subspace
method in Section 3. In Section 5, four numerical examples are provided to validate the theoretical
results and illustrate the efficiency of proposed algorithms in this paper. Finally, some concluding
remarks are given in the last section.
2 Finite element method of the eigenvalue problem
This section is devoted to introducing some notation and the standard finite element method for the
eigenvalue problem. In this paper, we shall use the standard notation for Sobolev spaces W s,p(Ω)
and their associated norms and semi-norms (cf. [1]). For p = 2, we denote Hs(Ω) = W s,2(Ω) and
H10 (Ω) = {v ∈ H1(Ω) : v|∂Ω = 0}, where v|∂Ω = 0 is in the sense of trace, ‖ · ‖s,Ω = ‖ · ‖s,2,Ω. In
some places, ‖ · ‖s,2,Ω should be viewed as piecewise defined if it is necessary. The letter C (with
or without subscripts) denotes a generic positive constant which may be different at its different
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occurrences throughout the paper.
In this paper, we are concerned with the following second order elliptic eigenvalue problem:
Find (λ, u) such that  −∇ · (A∇u) = λu, in Ω,[u] = 0, [nΓA∇u] = 0, on Γ,
u = 0, on ∂Ω,
(2.1)
where the computing domain Ω has curved interfaces Γ which denotes the set of all involved
interfaces, A = (ai,j)d×d is a symmetric positive definite matrix and ai,j ∈ W 0,∞(Ω) (i, j =
1, 2, · · · , d) are piecewise constants. In this paper, [v] := (v|Ωi)|Γ − (v|Ωj )|Γ for any function v in
H1(Ω), where Ωi and Ωj are any two adjacent subdomains and nΓ denotes a unit normal vector
from Ωi to Ωj across the interface. Figure 1 shows an example of computing domain with four
curved interfaces.

1 2

3 4

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Figure 1: Domain with curved interfaces
In order to use the finite element method to solve the eigenvalue problem (2.1), we define the
corresponding variational form as follows: Find (λ, u) ∈ R× V such that a(u, u) = 1 and
a(u, v) = λb(u, v), ∀v ∈ V, (2.2)
where V := H10 (Ω), and the bilinear forms a(·, ·) and b(·, ·) are defined as
a(u, v) =
∫
Ω
A∇u · ∇vdΩ, b(u, v) =
∫
Ω
uvdΩ. (2.3)
The norms ‖ · ‖a and ‖ · ‖b are defined by
‖v‖a =
√
a(v, v) and ‖v‖b =
√
b(v, v).
It is easy to known that a(u, v) satisfies boundedness and coercive property on V , i.e.,
a(u, v) ≤ Ca‖u‖1,Ω‖v‖1,Ω and ca‖u‖21,Ω ≤ a(u, u), ∀ u, v ∈ V. (2.4)
Then the norm ‖ · ‖a is equivalent to the one ‖ · ‖1.
It is standard that the eigenvalue problem (2.2) has an eigenvalue sequence {λj} (cf. [3, 10]):
0 < λ1 < λ2 ≤ · · · ≤ λk ≤ · · · , lim
k→∞
λk =∞,
and the associated eigenfunctions
u1, u2, · · · , uk, · · · ,
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where a(ui, uj) = δij (δij is the Kronecker function). In the sequence {λj}, the λj are repeated
based on their geometric multiplicity.
For the theoretical analysis in this paper, we present the definition corresponding to the smallest
eigenvalue λ1 (c.f. [3, 10]) as follows
λ1 = min
06=w∈V
a(w,w)
b(w,w)
. (2.5)
Now, we come to introduce the finite element method for (2.2). First, let us define the finite
element space. Let Th be a regular partition of Ω ⊂ Rd (d = 2, 3) which means a two-dimensional
domain is divided into regular triangles or quadrangles (a three-dimensional domain is divided into
tetrahedrons or hexahedrons) [9, 14]. Denote the diameter of a element K ∈ Th by hK , and h
describes the maximum diameter of all elements of Th. In order to guarantee the accuracy of finite
element spaces, the domain is usually partitioned along the interior edges (or faces) so that the
partition has a certain approximating accuracy to the curved interfaces. Based on the mesh Th,
we can construct a finite element space denoted by Vh ⊂ V . For simplicity, we set Vh as the linear
finite element space which is defined as follows
Vh =
{
vh ∈ C(Ω)
∣∣ vh|K ∈ P1, ∀K ∈ Th} ∩H10 (Ω), (2.6)
where P1 denotes the linear function space. Since the appearance of curved interfaces and the
accuracy requirement, there is no nested sequence of meshes as that for the polygonal domains.
Then we have no nested sequence of finite element spaces which is always needed in the multigrid
method.
Based on the space Vh, the standard finite element scheme for eigenvalue problem (2.2) is: Find
(λ¯h, u¯h) ∈ R× Vh such that a(u¯h, u¯h) = 1 and
a(u¯h, vh) = λ¯hb(u¯h, vh), ∀ vh ∈ Vh. (2.7)
From [3, 10], we know that the discrete eigenvalue problem (2.7) has an eigenvalue sequence
0 < λ¯1,h ≤ λ¯2,h ≤ · · · ≤ λ¯k,h ≤ · · · ≤ λ¯Nh,h,
and the corresponding discrete eigenfunction sequence
u¯1,h, u¯2,h, · · · , u¯k,h, · · · , u¯Nh,h,
where a(u¯i,h, u¯j,h) = δij , 1 ≤ i, j ≤ Nh (Nh = dimVh).
In order to measure the error of the finite element space to the desired function, we define the
following notation
δ(w, Vh) = inf
vh∈Vh
‖w − vh‖a, for w ∈ V. (2.8)
In this paper, we also need the following quantity for error analysis:
ηa(Vh) = sup
f∈L2(Ω)
‖f‖b=1
inf
vh∈Vh
‖Tf − vh‖a, (2.9)
where T : L2(Ω)→ V is defined as
a(Tf, v) = b(f, v), ∀v ∈ V for f ∈ L2(Ω). (2.10)
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It is known that ηa(Vh) → 0 when h → 0 (c.f. [2, 13, 26]). Based on the finite element space Vh,
we define the finite element projection operator Ph : V → Vh as follows
a(w, vh) = a(Phw, vh), ∀ vh ∈ Vh, for w ∈ V. (2.11)
It is obvious that δ(u, Vh) = ‖u− Phu‖a.
In order to introduce and analyze the nonnested augmented subspace algorithm and the cor-
responding multilevel correction method for the eigenvalue problem, we state the following error
estimate results from [44] which include only explicit constants. For more details, please refer to
[44].
It should be pointed out that the following error estimate results hold for general finite-dimensional
approximations of eigenvalue problems.
Lemma 2.1. ([44]) Let (λ, u) be an exact eigenpair of the eigenvalue problem (2.2). Assume the
eigenpair approximation (λ¯i,h, u¯i,h) has the property that µ¯i,h = 1/λ¯i,h is the closest to µ = 1/λ.
The corresponding spectral projection operators Ei,h : V 7→ span{u¯i,h} and E : V 7→ span{u} are
defined as follows
a(Ei,hw, u¯i,h) = a(w, u¯i,h), for w ∈ V,
a(Ew, u) = a(w, u), for w ∈ V.
The finite element approximation u¯i,h has the following error estimate
‖u− Ei,hu‖a ≤
√
1 +
µ¯1,h
δ2λ,h
η2a(Vh)δ(u, Vh), (2.12)
where ηa(Vh) is defined from (2.9) and δλ,h is defined as
δλ,h := min
j 6=i
|µ¯j,h − µ| = min
j 6=i
∣∣∣ 1
λ¯j,h
− 1
λ
∣∣∣. (2.13)
Moreover, the eigenfunction approximation u¯i,h has the following error estimate corresponding to
L2-norm
‖u− Ei,hu‖b ≤
(
1 +
µ¯1,h
δλ,h
)
ηa(Vh)‖u− Ei,hu‖a. (2.14)
For the convenience of analysis, we state the following corollary which is based on Lemma 2.1.
Corollary 2.1. Under the assumption of Lemma 2.1, we have following error estimates
‖λu− λ¯i,hu¯i,h‖b ≤ Cληa(Vh)‖u− u¯i,h‖a, (2.15)
‖u− u¯i,h‖a ≤ 1
1−Dληa(Vh)δ(u, Vh), (2.16)
where the constants Cλ and Dλ are defined as
Cλ = 2|λ|
(
1 +
1
λ1δλ,h
)
+ λ¯i,h
√
1 +
1
λ1δ2λ,h
η2a(Vh), (2.17)
Dλ =
1√
λ1
(
2|λ|
(
1 +
1
λ1δλ,h
)
+ λ¯i,h
√
1 +
1
λ1δ2λ,h
η2a(Vh)
)
. (2.18)
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3 Augmented subspace algorithm
In this section, a nonnested augmented subspace method will be designed for eigenvalue problems.
With the help of the coarse space on a coarse mesh, the proposed method can transform the solution
of the eigenvalue problem to the corresponding linear boundary value problems and eigenvalue
problems on a very low dimensional augmented space. Different from the augmented subspace or
multilevel correction scheme from [29, 37, 38, 44], the coarse space here is not the subspace of the
finer finite element spaces.
In order to define the nonnested augmented subspace method, we generate a coarse mesh TH
with the mesh size H and the coarse linear finite element space VH is defined on the mesh TH .
The grids TH and Th have no nested properties, which results in VH 6⊂ Vh. With the help of VH ,
an augmented subspace can be designed as VH,h := VH + span{u˜h}, where u˜h ∈ Vh denotes a finite
element function defined on the finer mesh. Although VH and Vh have no nested properties, the
augmented subspace VH,h is a finite-dimensional subspace of V . Therefore, we know that the error
estimates in Lemma 2.1 and Corollary 2.1 still hold for VH,h.
Assume we have obtained an approximation (λ
(`)
h , u
(`)
h ) for a certain exact eigenpair. The aug-
mented subspace iteration algorithm defined by Algorithm 1 is used to improve the accuracy of
(λ
(`)
h , u
(`)
h ). Here the superscript ` denotes iteration index and (λ
(`)
h , u
(`)
h ) is the inputted eigenpair.
Algorithm 1: Augmented subspace iteration algorithm
1. Define the following linear boundary value problem: Find û
(`+1)
h ∈ Vh such that
a(û
(`+1)
h , vh) = λ
(`)
h b(u
(`)
h , vh), ∀ vh ∈ Vh. (3.1)
Solve (3.1) with initial value u
(`)
hk
and some algebraic multigrid steps to obtain a new
eigenfunction approximation u˜
(`+1)
h which satisfies the following estimate
‖û(`+1)h − u˜(`+1)h ‖a ≤ θ‖û(`+1)h − u(`)hk ‖a, (3.2)
where θ < 1 is independent of the mesh size h and the iteration number `.
2. Define the augmented subspace VH,h = VH + span{u˜(`+1)h } and solve the following
eigenvalue problem: Find (λ
(`+1)
h , u
(`+1)
h ) ∈ R× VH,h such that a(u(`+1)h , u(`+1)h ) = 1 and
a(u
(`+1)
h , vH,h) = λ
(`+1)
h b(u
(`+1)
h , vH,h), ∀ vH,h ∈ VH,h. (3.3)
Solve (3.3) and the output (λ
(`+1)
h , u
(`+1)
h ) is chosen such that u
(`+1)
h has the largest
component in span{u˜(`+1)h } among all eigenfunctions of (3.3).
Summarize abovementioned two steps by defining
(λ
(`+1)
h , u
(`+1)
h ) = AugSubspace(λ
(`)
h , u
(`)
h , VH , Vh).
In order to simplify the notation, we assume the eigenvalue gap δλ,h has a uniform lower bound
which is denoted by δλ (which can be seen as the “true” separation of the eigenvalue λ from others).
This assumption is reasonable when the mesh size is small enough. We refer to [32, Theorem 4.6]
and Lemma 2.1 in this paper for details of the dependence of error estimates on the eigenvalue
6
gap.
Theorem 3.1. Assume there exists an exact eigenpair (λ, u) such that the eigenpair approximation
(λ
(`)
hk
, u
(`)
hk
) satisfies
‖λu− λ(`)h u(`)h ‖b ≤ C¯ληa(VH)‖u− u(`)h ‖a. (3.4)
Then the eigenpair approximation (λ
(`+1)
h , u
(`+1)
h ) ∈ R× Vh obtained by Algorithm 1 satisfies
‖u− u(`+1)h ‖a ≤ γ ‖u− u(`)h ‖a + ζ ‖u− Phu‖a, (3.5)
‖λu− λ(`+1)h u(`+1)h ‖b ≤ C¯ληa(VH)‖u− u(`+1)h ‖a, (3.6)
where the constants γ, ζ, C¯λ and D¯λ are defined as
γ =
1
1− D¯ληa(VH)
(
θ + (1 + θ)
C¯λ√
λ1
ηa(VH)
)
, (3.7)
ζ =
1 + θ
1− D¯ληa(VH) , (3.8)
C¯λ = 2|λ|
(
1 +
1
λ1δλ
)
+ λ¯i,H
√
1 +
1
λ1δ2λ
η2a(VH), (3.9)
D¯λ =
1√
λ1
(
2|λ|
(
1 +
1
λ1δλ
)
+ λ¯i,H
√
1 +
1
λ1δ2λ
η2a(VH)
)
. (3.10)
Proof. From (2.5), (2.2), (2.11), (3.1) and (3.4), the following estimate holds for any w ∈ Vh,
a(Phu− û(`+1)h , w) = b
(
(λu− λ(`)h u(`)h ), w
) ≤ ‖λu− λ(`)h u(`)h ‖b‖w‖b
≤ C¯ληa(VH)‖u− u(`)h ‖a‖w‖b ≤
1√
λ1
C¯ληa(VH)‖u− u(`)h ‖a‖w‖a. (3.11)
Taking w = Phu− û(`+1)h in (3.11) implies the following estimate
‖Phu− û(`+1)h ‖a ≤
C¯λ√
λ1
ηa(VH)‖u− u(`)h ‖a. (3.12)
Combining (3.2) with (3.12), it follows that
‖Phu− u˜(`+1)h ‖a ≤ ‖Phu− û(`+1)h ‖a + ‖u˜(`+1)h − û(`+1)h ‖a
≤ ‖Phu− û(`+1)h ‖a + θ‖û(`+1)h − u(`)h ‖a
≤ ‖Phu− û(`+1)h ‖a + θ‖û(`+1)h − Phu‖a + θ‖Phu− u(`)h ‖a
≤ (1 + θ)‖Phu− û(`+1)h ‖a + θ‖Phu− u‖a + θ‖u− u(`)h ‖a
≤
(
θ + (1 + θ)
C¯λ√
λ1
ηa(VH)
)
‖u− u(`)h ‖a + θ‖u− Phu‖a. (3.13)
Similarly, the discrete eigenvalue problem (3.3) can be regarded as a subspace approximation to
the eigenvalue problem (2.2). Thus, from (2.16), (3.13), Lemma 2.1 and Corollary 2.1, there hold
following error estimates
‖u− u(`+1)h ‖a ≤
1
1− D¯ληa(VH,h) infvH,hk∈VH,h
‖u− vH,hk‖a
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≤ 1
1− D¯ληa(VH)‖u− u˜
(`+1)
h ‖a
≤ 1
1− D¯ληa(VH)
(‖u− Phu‖a + ‖Phu− u˜(`+1)h ‖a)
≤ γ ‖u− u(`)h ‖a + ζ ‖u− Phu‖a,
and
‖λu− λ(`+1)h u(`+1)h ‖b ≤ C¯λη(VH,hk)‖u− u(`+1)h ‖a ≤ C¯λη(VH)‖uh − u(`+1)h ‖a.
Thus the desired results (3.5) and (3.6) are obtained and the proof is complete.
Eventhough there is no nested sequence of meshes, some efficient numerical algorithms such as
algebraic multigrid (AMG) method can be adopted as the linear solver for (3.1).
Corollary 3.1. Under the conditions of Theorem 3.1, after executing L augmented subspace iter-
ation step defined by Algorithm 1, the resultant eigenpair approximation (λ
(L)
h , u
(L)
h ) ∈ R× Vh has
following error estimates
‖u− u(L)h ‖a ≤ γL‖u− u(0)h ‖a +
1− γL
1− γ ζ‖u− Phu‖a, (3.14)
‖λu− λ(L)h u(L)h ‖b ≤ C¯ληa(VH)‖u− u(L)h ‖a. (3.15)
Proof. According to (3.5) and recursive argument, it follows that
‖u− u(L)h ‖a ≤ γ‖u− u(L−1)h ‖a + ζ‖u− Phu‖a
≤ γ(γ‖u− u(L−2)h ‖a + ζ‖u− Ph‖a)+ ζ‖u− Phu‖a
≤ γL‖u− u(0)h ‖a +
L∑
`=0
γ`ζ‖u− Phu‖a
= γL‖u− u(0)h ‖a +
1− γL
1− γ ζ‖u− Phu‖a,
which proves the inequality (3.14). Similarly to the proof of Theorem 3.1, the desired result (3.15)
can also be deduced.
From the convergence results of Theorem 3.1 and the definition (3.7), it is easy to know that γ
is less than 1 and independent of the finer mesh size h when H is sufficiently small.
Remark 3.1. The eigenpair solution (λ
(`+1)
h , u
(`+1)
h ) of (3.3) is an algebraic approximation to the
following eigenvalue problem: Find (λ¯H,h, u¯H,h) ∈ R× (VH + Vh\VH) such that a(u¯H,h, u¯H,h) = 1
and
a(u¯H,h, vH,h) = λ¯H,hb(u¯H,h, vH,h), ∀ vH,h ∈ VH,h, (3.16)
where Vh\VH denotes the space which are produced by deleting the components in VH from Vh.
In Algorithm 1, the space VH,h is defined based on VH on the coarse mesh and Vh on the finer
mesh. Since VH 6⊂ Vh, the augmented subspace method defined by Algorithm 1 can be combined
with the moving mesh method where the sequence of meshes does not have nested property. This
is the most important contribution of this paper. Because of VH 6⊂ Vh, the definition of the
interpolation operator IhH : VH → Vh is different from the standard one which is defined on the
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nested meshes TH and Th. For the detailed construction, please refer to the documentation of finite
element package FreeFem++.
Now, we consider the details for solving the small scale eigenvalue problem (3.3). Let NH and
{ψj,H}1≤j≤NH denote the dimension and Lagrange basis functions for the coarse finite element
space VH . The function in VH,h can be denoted by uH,h = uH + ξu˜h. Solving eigenvalue problem
(3.3) is to obtain the function uH ∈ VH and the value ξ ∈ R. Let uH =
∑NH
j=1 ujψj,H and define
the vector uH = [u1, · · · , uNH ]T . The corresponding matrix version of (3.3) can be defined as
follows (
AH ah
aTh α
)(
uH
ξ
)
= λh
(
BH bh
bTh β
)(
uH
ξ
)
, (3.17)
where uH ∈ RNH×1 and ξ ∈ R.
For understanding the proposed method, we introduce the assembling method for the matrices
AH and BH , vectors ah and bh, scalars α and β.
The matrix AH is defined as
(AH)i,j = (A∇ψi,H ,∇ψj,H) =
∫
Ω
∇ψi,H · A∇ψj,HdΩ, 1 ≤ i, j ≤ NH . (3.18)
In order to obtain the same precision as Vh, we need to calculate the integral in (3.18) on the
finer mesh Th. This is because we need to guarantee the accuracy for approximating the curved
interfaces to reach the same level as Th. Therefore, we use the following way
(AH)i,j =
∑
K∈Th
∫
K
∇ψi,H · A∇ψj,HdK, 1 ≤ i, j ≤ NH . (3.19)
Similarly, the assembling method for the mass matrix BH can be given as follows
(BH)i,j =
∑
K∈Th
∫
K
ψi,Hψj,HdK, 1 ≤ i, j ≤ NH . (3.20)
Now we concentrate on assembling the vector ah, which is defined as follows
(ah)i =
∫
Ω
∇ψi,H · A∇u˜hdΩ, 1 ≤ i ≤ NH . (3.21)
Since the finite element function u˜h is defined on the finer mesh Th, the assembling of ah needs to
be implemented on Th, i.e.,
(ah)i =
∑
K∈Th
∫
K
∇ψi,H · A∇u˜hdK, 1 ≤ i ≤ NH . (3.22)
Similarly, the vector bh should be assembled in the following way
(bh)i =
∑
K∈Th
∫
K
ψi,H u˜hdK, 1 ≤ i ≤ NH . (3.23)
Based on the structure of VH,h, the scalars α and β are assembled as follows
α =
∫
Ω
∇u˜h · A∇u˜hdΩ =
∑
K∈Th
∫
K
∇u˜h · A∇u˜hdK, (3.24)
β =
∫
Ω
|u˜h|2dΩ =
∑
K∈Th
∫
K
|u˜h|2dK. (3.25)
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After assembling the matrices AH and BH , vectors ah and bh, scalars α and β, some algebraic
eigensolver are adopted to solve the eigenvalue problem (3.17) to obtain uH and ξ. For the next
iteration, the function uH + ξu˜
(`+1)
h should be interpolated into the finite element space Vh. With
the help of the interpolator operator IhH , we can obtain u
(`+1)
h by the following way
u
(`+1)
h = I
h
HuH + ξu˜
(`+1)
h . (3.26)
According to the definition of Algorithm 1 and the detailed implementing process, it is easy to
state the estimate of computational work for the nonnested augmented subspace method. For this
aim, we denote the degree of freedom of the finite element space Vh as Nh.
Theorem 3.2. Assume solving the linear eigenvalue problem (3.17) needs work O(MH) (MH >
NH), and the work for solving (3.1) is O(Nh). Then the computational work included in Algorithm
1 is
Work = O (Nh +MH) . (3.27)
4 Multilevel correction method
Similarly to the full multigrid method for the linear boundary value problems, we can use the
nonnested augmented subspace method defined by Algorithm 1 to build a type of multilevel cor-
rection method for the eigenvalue problem (2.2). Different from the existed multilevel correction
method in [27, 29, 37, 38], the sequence of meshes has no nested property since the existence of
the curved interfaces. The idea to build the multilevel correction method is to use the eigenpair
approximations on the coarse mesh as the initial values on the finer mesh for augmented subspace
algorithm. The reason to call the proposed method as the multilevel correction method is the
sequence of concerned finite element spaces has no nested property.
In order to design the multilevel correction method, we first introduce the sequence of finite
element spaces. We generate a coarse mesh TH with the mesh size H and the coarse linear finite
element space VH is defined on the mesh TH . Then a sequence of meshes Thk is generated by some
type of mesh tool and the mesh sizes hk satisfy the following properties
h1 < H, hk =
1
β
hk−1, k = 2, · · · , n. (4.1)
Based on the sequence of meshes Thk , we can construct the corresponding linear finite element
spaces Vhk (k = 1, · · · , n). Although the sequence of spaces Vhk does not have nested properties,
the following relationships and error estimates hold
ηa(Vhk) ≈
1
β
ηa(Vhk−1), δ(u, Vhk−1) ≈
1
β
δ(u, Vhk), k = 2, · · · , n. (4.2)
The corresponding multilevel correction method is defined by Algorithm 2.
Based on Theorem 3.1, Corollary 3.1 and the property (4.2), we can deduce the error estimates
for Algorithm 2 with some recursive argument.
Theorem 4.1. Under the condition of (4.2), the eigenpair approximation (λhn , uhn) ∈ R × Vhn
obtained by Algorithm 2 has the following error estimate
‖u− uhn‖a ≤ 1−(βγ
L)n
1−βγL µδ(u, Vhn), (4.3)
where
µ :=
1− γL
1− γ ζ. (4.4)
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Algorithm 2: Multilevel correction method
1. Solve the eigenvalue problem on Vh1 : Find (λh1 , uh1) ∈ R× Vh1 such that
a(uh1 , vh1) = λh1(uh1 , vh1), ∀ vh1 ∈ Vh1 .
2. For k = 2, · · · , n, do the following iteration:
(a) Let u
(0)
hk
= uhk−1 and λ
(0)
hk
= λhk−1 .
(b) For ` = 0, · · · , L− 1, do the following augmented subspace iteration steps
(λ
(`+1)
hk
, u
(`+1)
hk
) = AugSubspace(VH , λ
(`)
hk
, u
(`)
hk
, Vhk).
(c) Define uhk = u
(L)
hk
and λhk = u
(L)
hk
.
Proof. From Lemma 2.1 and the property ηa(Vh1) ≤ ηa(VH), the eigenfunction approximation uh1
obtained by Step 1 of Algorithm 2 satisfies the following error estimate
‖u− uh1‖a ≤
1
1− D¯ληa(Vh1)
δ(u, Vh1) ≤ µ‖u− Ph1u‖a. (4.5)
Combining Corollary 3.1, (4.5) and recursive argument leads to the following estimates
‖u− uhn‖a ≤ γL‖u− uhn−1‖a + µ‖u− Phnu‖a
≤ γL(γL‖u− uhn−2‖a + µ‖u− Phn−1u‖a)+ µ‖u− Phnu‖a
≤ γ(n−1)L‖u− uh1‖a +
n∑
k=2
γ(n−k)Lµ‖u− Phku‖a
≤ γ(n−1)Lµ‖u− Ph1u‖a +
n∑
k=2
γ(n−k)Lµ‖u− Phku‖a
=
n∑
k=1
γ(n−k)Lµδ(u, Vhk) ≤
(
n∑
k=1
γ(n−k)Lβn−k
)
µδ(u, Vhn)
=
(
n∑
k=1
(
βγL
)n−k)
µδ(u, Vhn) ≤
1− (βγL)n
1− βγL µδ(u, Vhn).
This is the desired result (4.3) and we complete the proof.
Now we turn our attention to the estimate of computational work for Algorithm 2. First, we
define the dimension of each level of finite element space as Nhk := dimVhk . Then the following
property holds
Nhk ≈
( 1
β
)d(n−k)
Nhn , k = 1, 2, · · · , n. (4.6)
Theorem 4.2. Assume the conditions of Theorem 3.2 hold and solving the eigenvalue problem in
Vh1 needs work O(Mh1). Then the computational work involved in Algorithm 2 is
Total Work = O(LNhn +Mh1 + LMH lnNhn). (4.7)
11
Proof. From Theorem 3.2 and (4.6), it follows that
Total Work = O
(
Mh1 +
n∑
k=2
(
L(Nhk +MH)
))
= O
(
Mh1 + L
n∑
k=2
(( 1
β
)n−k
Nhn +MH
))
= O(LNhn +Mh1 + LMH lnNhn).
Thus the proof is complete.
Based on the definition and the corresponding convergence theory, we can find an interesting
property that Algorithm 1 can work for only one single eigenpair. During the multilevel correc-
tion process, there is no orthogonalization in the high dimension space Vhk with k ≥ 2. Because
of avoiding doing the time-consuming orthogonalization in the high dimensional spaces, the aug-
mented subspace iteration algorithm improves the scalability for solving the eigenvalue problem.
Compared with the traditional eigensolvers based on the Krylov subspaces, the coarse space VH
from the augmented subspace VH,h has the approximation property to general functions (check the
definition of ηa(VH) in (2.9)). This is obviously different from the property of the Krylov subspaces
which can only approximate the specific functions [32]. This is the reason why Algorithm 1 can
compute one particular eigenpair approximation [47].
5 Numerical examples
In this section, we provide four numerical examples to validate the proposed augmented subspace
algorithm and the corresponding theoretical analysis. With the help of finite element package
FreeFem++, the numerical experiments are carried out on LSSC-IV in the State Key Laboratory
of Scientific and Engineering Computing, Academy of Mathematics and Systems Science, Chinese
Academy of Sciences. Each computing node has two 18-core Intel Xeon Gold 6140 processors
at 2.3 GHz and 192 GB memory. The linear equation (3.1) in Algorithm 1 is solved with the
aggregation-based AMG from Hypre (BoomerAMG). Each AMG step includes 5 V-cycle with Fal-
gout coarsening scheme, one hybrid smoother from Symmetric Gauss Seidel and Jacobi iterations.
The eigenvalue problem (3.3) is solved by the Krylov-Schur algorithm from Slepc. Here, the eigen-
pair approximation (λ¯h, u¯h) of (2.7) is chosen as the exact one eigenpair to measure the errors of
the approximations by the proposed algorithms.
5.1 Two dimensional examples
In the first subsection, we investigate the convergence and efficiency of Algorithms 1 and 2 for two
dimensional eigenvalue problems.
Example 1
In the first example, we consider the elliptic eigenvalue problem with a piecewise constant coefficient
and the computing domain has two circle interfaces. The nonnested augmented subspace method
defined by Algorithm 1 is adopted to solve the following eigenvalue problem: Find (λ, u) such that −∇ · (K∇u) = λu, in Ω,[u] = 0, [nΓA∇u] = 0, on Γ,
u = 0, on ∂Ω.
(5.1)
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Here, the computing domain Ω = (0, 2)× (0, 2) includes two circles Ω1 and Ω2 with radius size 0.5
and centers (2/3, 1) and (4/3, 1), respectively. The coefficient K in (5.1) is defined as follows
K =
 10, in Ω1 = {(x, y) ∈ R
2|(x− 2/3)2 + (y − 1)2 ≤ 1/9},
10, in Ω2 = {(x, y) ∈ R2|(x− 4/3)2 + (y − 1)2 ≤ 1/9},
1, in Ω3 = Ω/(Ω¯1 ∪ Ω¯2).
(5.2)
In order to check the effect of the coarse mesh TH on the convergence rate, which is shown in
Theorems 3.1 and 4.1, Corollary 3.1, we select two coarse meshes shown in Figure 2 for the test.
For comparison, the finest mesh is chosen with the same 364416 elements for the two cases of
coarse meshes.
Figure 2: Two coarse meshes TH for Example 1: The left coarse mesh consists of 550 elements,
and the right one 1456 elements.
Here, we check the numerical results for the first 4 eigenfunctions and 10 eigenvalues. Since the
second and third exact eigenvalues are multiple, we need to do the following spectral projection
for the eigenfunction approximations u2,h and u3,h as follows:
a(E2,3w, vh) = a(w, vh), ∀vh ∈ span{u¯1,h, u¯2,h}.
Then the error estimate for the first 4 eigenfunction approximations can be defined as
‖u1,h − u¯1,h‖a + ‖u2,h − E2,3u2,h‖a + ‖u3,h − E2,3u3,h‖a + ‖u4,h − u¯4,h‖a,
where u¯i,h (1 ≤ i ≤ 4) denote the first 4 exact finite element eigenfunctions defined on the
corresponding finer mesh Th.
When the coarse mesh is chosen as the left on in Figure 2, the corresponding numerical results
are shown in Figure 3. Figure 4 presents the corresponding numerical results for the coarse mesh
is chosen as the right one in Figure 2. From Figures 3 and 4, we can find that the finer mesh TH
has faster convergence speed which validates theoretical results in Theorems 3.1 and 4.1, Corollary
3.1.
Furthermore, in order to check the efficiency of the proposed algorithms, we also investigate the
CPU time for computing the first 10 eigenpair approximations. Here, the convergence criterion is
set to be |λh − λ¯h| < 1e-9. Figure 5 shows the corresponding CPU time when the coarse meshes
are chosen as the two in Figure 2. The results in Figure 5 validate the estimate of computational
work in Theorem 4.2.
Example 2
In the second example, we also solve the eigenvalue problem (5.1). Here, the computing domain
Ω = (0, 2) × (0, 2) is partitioned into five parts by four circles with the radius 0.25 and centers
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Figure 3: Error estimates for the first 4 eigenfunction and 10 eigenvalue approximations by Algo-
rithm 2. Here the coarse mesh is chosen as the left one in Figure 2.
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Figure 4: Error estimates for the first 4 eigenfunction and 10 eigenvalue approximations by Algo-
rithm 2. Here the coarse mesh is chosen as the right one in Figure 2.
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Figure 5: CPU time for Algorithm 2 with 32 processors, the left subfigure shows the CPU time
when the coarse mesh is chosen as the left one in Figure 2 and the right subfigure shows the CPU
time when the coarse mesh is chosen as the right one in Figure 2.
(0.5, 0.5), (1.5, 0.5), (0.5, 1.5) and (1.5, 1.5), respectively. The coefficient K in (5.1) is defined as
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follows
K =

10, in Ω1 = {(x, y) ∈ R2|(x− 0.5)2 + (y − 0.5)2 ≤ 1/16},
10, in Ω2 = {(x, y) ∈ R2|(x− 1.5)2 + (y − 0.5)2 ≤ 1/16},
10, in Ω3 = {(x, y) ∈ R2|(x− 0.5)2 + (y − 1.5)2 ≤ 1/16},
10, in Ω4 = {(x, y) ∈ R2|(x− 1.5)2 + (y − 1.5)2 ≤ 1/16},
1, in Ω5 = Ω/(Ω¯1 ∪ Ω¯2 ∪ Ω¯3 ∪ Ω¯4).
In order to investigate the effect of the coarse mesh TH on the convergence rate of the nonnested
augmented subspace method, we also choose two meshes shown in Figure 6 for the test. For the
comparison, we select the same finest mesh which consists of 441600 elements for this example. In
this example, we check the convergence behavior for computing the first 12 eigenfunction and 20
eigenvalue approximations.
Figure 6: Two coarse meshes TH for Example 2: The left coarse mesh consists of 838 elements,
and the right one 1992 elements.
When the left mesh of Figure 6 acts as the coarse mesh TH , Figure 7 presents the corresponding
numerical results for the first 12 eigenfunction and 20 eigenvalue approximations. When the coarse
mesh TH is chosen as the right one in Figure 6, the numerical results are shown in Figure 8. From
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Figure 7: Error estimates for the first 12 eigenfunction and 20 eigenvalue approximations by
Algorithm 2. Here the coarse mesh is chosen as the left one in Figure 6.
Figures 7 and 8, we can also find that finer mesh TH can lead to faster convergence speed which
validates Theorem 3.1 and Corollary 3.1.
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Figure 8: Error estimates for the first 12 eigenfunction and 20 eigenvalue approximations by
Algorithm 2. Here the coarse mesh is chosen as the right one in Figure 6.
Similarly, we also investigate the efficiency with the CPU time for computing the first 10 eigen-
pair approximations. Here the convergence criterion is set to be |λh− λ¯h| < 1e−8. Figure 9 shows
the corresponding CPU time when the coarse meshes are chosen as the two in Figure 6 and the
results also validate Theorem 4.2.
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Figure 9: CPU time for Algorithm 2 with 32 processors, the left subfigure shows the CPU time
when the coarse mesh is chosen as the left one in Figure 6 and the right subfigure shows the CPU
time when the coarse mesh is chosen as the right one in Figure 6.
5.2 Three dimensional experiments
In the second subsection, the convergence and efficiency of Algorithms 1 and 2 are investigated for
computing three dimensional eigenvalue problems.
Example 3
In this example, we consider the elliptic eigenvalue problem (5.1) with a piecewise constant co-
efficient on the three dimensional domain Ω which includes a spherical surface interface. The
computing domain Ω = (0, 2)× (0, 2)× (0, 2) is divided into two parts by the surface of the sphere
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Ω1 with center (1, 1, 1) and radius 0.5. Here, the coefficient K is defined as follows
K =
{
1, in Ω1 = {(x, y, z) ∈ R3|(x− 1)2 + (y − 1)2 + (z − 1)2 ≤ 1/4},
10, in Ω2 = Ω/Ω¯1.
(5.3)
Similarly, in order to investigate the effect of the coarse grid TH on the convergence behavior,
this example also selects two coarse meshes as shown in Figure 10. For comparison, we use the
same finest mesh with 650145 elements for our test in this example. Here, we check the convergence
for the first 4 eigenfunction and 10 eigenvalue approximations. When the coarse meshes TH are
Figure 10: Two coarse meshes TH for Example 3: The left coarse mesh consists of 13169 elements,
and the right one 40748 elements.
chosen as the left one and right one in Figure 10, the corresponding numerical results are shown in
Figures 11 and 12, respectively. From Figures 11 and 12, we can find that the finer TH has better
convergence rate, which validates the theoretical results in Theorem 3.1 and Corollary 3.1.
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
10−8
10−6
10−4
10−2
100
102
Iteration times
E
rr
o
rs
Errors for the first 4 eigenfunctions
Σ1
4||uj,h−uj,hdir||a
line: 0.053898x
1 2 3 4 5 6 7 8
10−12
10−10
10−8
10−6
10−4
10−2
100
Iteration times
E
rr
o
rs
Errors for the first 10 eigenvalues
Σ1
10|λj,h−λj,hdir|
line: 0.039918x
Figure 11: Error estimates for the first 4 eigenfunction and 10 eigenvalue approximations by
Algorithm 2. Here the coarse mesh is chosen as the left one in Figure 10.
In order to check the efficiency of the proposed algorithms in this paper, we also check the CPU
time for computing the first 10 eigenpair approximations. The convergence criterion is set to be
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Figure 12: Error estimates for the first 4 eigenfunction and 10 eigenvalue approximations by
Algorithm 2. Here the coarse mesh is chosen as the right one in Figure 10.
|λh − λ¯h| < 1e-9. Figure 13 shows the CPU time results corresponding to the two coarse meshes
in Figure 10. The results here also show the linear scale of the complexity for Algorithm 2 for the
three dimensional eigenvalue problems with curved interfaces.
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Figure 13: CPU time for Algorithm 2 with 16 processors, the left subfigure shows the CPU time
when the coarse mesh is chosen as the left one in Figure 10 and the right subfigure shows the CPU
time when the coarse mesh is chosen as the right one in Figure 10.
Example 4
In this example, we focus on the three-dimensional elliptic eigenvalue problem (5.1) with a piecewise
constant coefficient which is defined on the three-dimensional domain Ω = (0, 2) × (0, 2) × (0, 2)
with curve interfaces by two spheres. The computing domain is partitioned into three parts by
two spheres with centers (0.5, 0.5, 0.5) and (1.5, 1.5, 1.5) and radius sizes 1.3 and 1/3, respectively.
The coefficient K is defined as follows
K =
 10, in Ω1 = {(x, y, z) ∈ R
3|(x− 0.5)2 + (y − 0.5)2 + (z − 0.5)2 ≤ 1/9},
10, in Ω2 = {(x, y, z) ∈ R3|(x− 1.5)2 + (y − 1.5)2 + (z − 1.5)2 ≤ 1/9},
1, in Ω/(Ω¯1 ∪ Ω¯2).
(5.4)
Here, we also select two coarse meshes as shown in Figure 14 for our tests. For comparison, we use
the same finest mesh with 1178024 elements for checking the convergence behaviors.
18
Figure 14: Two coarse meshes TH for Example 4: The left coarse mesh consists of 56660 elements,
and the right one 92453 elements.
Figure 15 and 16 show the numerical results for the first 4 eigenfunction and 11 eigenvalue
approximations when the coarse meshes are chosen as the left and right ones in Figure 14. From
these two figures, we can also find the finer TH leads to faster convergence speed which confirm
the theoretical results in Theorems 3.1 and 4.1, Corollary 3.1.
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Figure 15: Error estimates for the first 4 eigenfunction and 11 eigenvalue approximations by
Algorithm 2. Here the coarse mesh is chosen as the left one in Figure 14.
Here, we also present the CPU time results for computing the first 11 eigenpair approximations.
The convergence criterion is also set to be |λh − λ¯h| < 1e-9. Figure 17 shows the CPU time
results corresponding to the two coarse meshes in Figure 14. The results here also show the linear
scale of the complexity for Algorithm 2 for the three dimensional eigenvalue problems with curved
interfaces.
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Figure 16: Error estimates for the first 4 eigenfunction and 11 eigenvalue approximations by
Algorithm 2. Here the coarse mesh is chosen as the right one in Figure 14.
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Figure 17: CPU time for Algorithm 2 with 16 processors, the left subfigure shows the CPU time
when the coarse mesh is chosen as the left one in Figure 14 and the right subfigure shows the CPU
time when the coarse mesh is chosen as the right one in Figure 14.
6 Conclusions
In this paper, we design a nonnested augmented subspace method and the corresponding multilevel
correction scheme for solving eigenvalue problems with curved interfaces. Throughout this paper,
we demonstrate that the augmented subspace method can also work on the nonnested sequence of
meshes. The proposed algorithms here provide a way to combine the augmented subspace method
(multilevel correction method) with the moving mesh techniques. This will improve the overall
efficiency for solving the eigenvalue problems with anisotropy and singularity. The method in this
paper can be extended to nonlinear eigenvalue problems and this will be our future work.
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