Abstract. We show that many expanding circle maps have a shrinking target property, but that circle homeomorphisms and isometries of complete, separable metric spaces do not.
Introduction
Let (M, µ, G, T ) denote a measure-preserving dynamical system on a set M with a measure µ, a countable semigroup G, and a self-map T : M → M on which G acts so that for each g ∈ G, T g : M → M is measure-preserving. 1 We also require µ(M) to be finite. The theory of shrinking target properties, which we will expound further on in this note and which has been expounded on in, for example, [4] , [11] , [2] (as dynamical Borel-Cantelli lemmas), and [5] (as hitting time or waiting time), is motivated, in part, by the Poincaré recurrence theorem, which quantifies the number of points which return to a measurable set A infinitely many times, and, in part, by a desire to quantify the speed of approach of the orbits of almost all points to a fixed point. Once we have developed the definitions of these properties, the second motivation will become apparent. With respect to the Poincaré recurrence theorem, let us replace A with a sequence of measurable sets {A g } g∈G and quantify the limsup set {x ∈ M | T g (x) ∈ A g for infinitely many g ∈ G} =: limsupT −g A g in terms of µ. Note that the limsup set is independent of any ordering of G. Also note that if µ(A g ) < ∞, the convergence case of the BorelCantelli lemma immediately implies that the measure of the limsup set is zero.
If µ(A g ) = ∞, however, the situation is more complicated and more interesting. We will consider this case ( µ(A g ) = ∞) for the remainder of this note. Let us start with some preliminary definitions. The following is adapted from [2] : Definition 1.1. A sequence of measurable sets {A g } g∈G such that g∈G µ(A g ) = ∞
is called a Borel-Cantelli (BC) sequence for T if µ lim sup T −g A g = µ(M).
Since the divergence of (1) is independent of the order of summation, Definition 1.1 is well-defined. Also, we define a weak version of this definition:
A sequence of measurable sets {A g } g∈G satisfying (1) is called a weak Borel-Cantelli (wBC) sequence for T if
BC sequences are important, in part, because ergodicity, weak mixing, and light mixing can be recast into assertions concerning these sequences for G = N [2] . Ideally, we would like to characterize dynamical systems by those for which all sequences satisfying (1) are BC and those for which there exists a sequence satisfying (1) that is not BC. However, the problem with this ideal is that, under the mildest of conditions, there are sequences satisfying (1) that are not wBC for G = N [2] . We wish to avoid these types of sequences and still retain, by restricting the types of measurable sets that we consider, this way of characterizing dynamical systems. One way of making this restriction is to only consider metric spaces M and sequences of open balls centered at a common point. 2 (Note that this center point may vary from sequence to sequence.) By choosing the correct sequence of balls, we can shrink the radius to zero along the sequence and still be BC. In this way, we can obtain information near the center point. 3 If, further, we require all such sequences satisfying (1) to be BC, then we have provided a characterization of dynamical systems. (Similar remarks may be made for wBC sequences.) We will make these notions more precise in the next subsection where we define the shrinking target properties.
1.1. The Main Definition. Let M be a metric space, µ be a measure on M, and G be a countable semigroup which acts on a self-map T : M → M. Let B M denote the Borel σ-algebra of M. Require that µ(M) < ∞ and that the domain of µ ⊇ B M . Further require that, for every g ∈ G, T g : M → M be measure-preserving. 4 Hence, we have defined a measure-preserving dynamical system. Let us denote this system by (M, µ, G, T ) or, briefly, by T .
Notation Caveat 1. In most cases in this note, G will simply be N considered as an additive semigroup with the natural ordering. For convenience, let us agree to drop N from the notation in this case. Thereby, we agree that (M, µ, T ) will signify (M, µ, N, T ). However, we will for one particular case use N to denote a multiplicative semigroup; in this case we will not drop N from the notation.
Define a radius sequence to be a function r : G → R ≥0 . Let r g := r(g), and denote the set of radius sequences by R(G). Define an admissible set of radius sequences A(G) to be a non-empty subset of R(G).
Notation Caveat 2. If we omit G in these two notations, we mean that G is the additive semigroup N (with the natural ordering).
Following [11] , let us generalize (1) to include the cases of a real parameter s ≥ 1. Given a sequence of measurable sets {A g } g∈G , it will prove fruitful to consider the following condition:
Note that any {A g } g∈G satisfying (2) also satisfies (1) . Also, a motivation for (2) appears implicitly in [4] ; see [11] for more details. Let us begin with a general definition, which we informally call the Admissible Shrinking Target Property (ASTP) and from which we will specify distinguished special cases:
The dynamical system (M, µ, G, T ) has the (s, A)-shrinking target property ((s, A)-STP) if, for any x ∈ M and any r ∈ A(G) such that A g := B(x, r g ) satisfies (2) , {A g } is BC for T .
In the literature, (1, R)-STP is known as the shrinking target property (STP) [4] . Denote DR := {r ∈ R | r n ≥ r n+1 for all n ∈ N}.
Likewise, (1, DR)-STP is known in the literature as the monotone shrinking target property (MSTP) [4] . Finally, (s, DR)-STP is known in the literature as the s-exponent monotone shrinking target property (sMSTP) [11] . Note that STP ⇒ MSTP ⇒ sMSTP.
Notation Caveat 3. We informally refer to (1, R(G))-STP as STP. The context will make our meaning clear. Remark 1.4. As mentioned above, one can note that these shrinking target properties allow us to quantify the speed of approach of the orbits of almost all points to a fixed point of our choosing.
Finally, we again form the weak versions of these properties:
The dynamical system (M, µ, G, T ) has the weak (s, A)-shrinking target property ((s, A)-wSTP) if, for any x ∈ M and any r ∈ A(G) such that A g := B(x, r g ) satisfies (2) , {A g } is wBC for T .
Let us denote (1, R)-wSTP by wSTP and (1, DR)-wSTP by wMSTP.
Note that STP is independent of any ordering on N. However, MSTP depends on the choice of ordering on N. More precisely, given a dynamical system without wSTP, it is easy to see that there exists a total ordering on N for which this system does not have wMSTP regardless of whether the system has MSTP with respect to some other total ordering on N. This same remark applies to actions by other countable semigroups.
Finally, we should also note that (1, R)-STP is independent of mixing as well. It is possible for a dynamical system (M, µ, T ) to be mixing without having STP or even MSTP [4] .
Motivating Examples.
There are a few examples from the literature that motivate and provide context for the results in this note. In particular, there are at least two ways to obtain shrinking target results. The first consists of weakening the hypothesis of the divergence case of the Borel-Cantelli lemma, and the second consists of using more ad hoc methods such as methods from number theory (for systems that, of course, involve number theory in some way, as we will see below). The idea of weakening the hypothesis of the divergence case of the Borel-Cantelli lemma goes back, at least, to W. Philipp [9] . The gist of this idea is to require any two sets, A and B, from the sequence of subsets of the Borel-Cantelli lemma to satisfy a weakened form of independence:
(We quote Philipp's precise statement as Lemma 2.1 below.) An estimate of ν(A ∩ B) is sometimes referred to as an overlap estimate. Using this weakened form of independence, Philipp has shown, among other results, that the Gauss map and linear expanding maps of the circle have STP [9] . Also using a similar strategy, D. Dolgopyat has shown that any Anosov diffeomorphism with a smooth invariant measure has STP [3] . We will generalize the expanding circle map result in Sections 2 and 3.
However, toral translations, for example, do not have STP [4] . The proof is simple, and it will be instructive to see why toral translations do not even satisfy this weakened form of independence. Let us introduce some notation and then summarize the idea of the proof.
• Let µ be the probability Haar measure on T d .
• The mapping
• Denote the nearest distance of α ∈ R to the integers by
In higher dimensions, denote the nearest distance of α ∈ R d to the integer lattice
where α i is the i-th component of α.
Let us summarize the idea of the proof that (
. Pick all other radii to be zero. Clearly, the sum of the measures diverges, and, moreover, the balls are "almost stacking up." We cannot control the overlap estimates as required for using the weakened form of independence. The limsup set of this sequence of balls has zero measure and thus violates STP. We will consider other systems that do not have STP (or wSTP) in Section 4.
Given that toral translations do not have STP, it may be surprising to learn that some toral translations satisfy another form of shrinking target property, namely MSTP. Moreover, we can specify a sharp condition: whether a toral translation has MSTP or not depends on a Diophantine condition of the vector of translation [7] . To make this precise, let us introduce more notation:
Notation Caveat 4. Let us denote Ω := Ω 1 .
The sets Ω d (σ) are fundamental objects of study in the theory of Diophantine approximation. In particular, Ω d (0) is called the set of badly approximable vectors or vectors of constant type. Note that
Also note that there is a large difference in d-dimensional Lebesgue measure between Ω d (0) and Ω d (σ) for all σ > 0. The former has zero measure (but full Hausdorff dimension), while sets of the later have full measure. A more comprehensive introduction to Diophantine approximation may be found in a number of sources, in particular [10] .
Kurzweil showed [7] (and B. Fayad rediscovered [4] ) the following for MSTP:
This result of Kurzweil provides the first known example of MSTP.
5
The techniques used in Kurzweil's (and Fayad's) proof are mostly from Diophantine approximation.
Since Ω d (0) is a null set, one may wonder if we can retain the essential character of shrinking targets for a substantial set of translation vectors. It turns out that we can, at least for d = 1. The following is the author's generalization of Theorem 1.6 for d = 1 [11] :
Remark 1.8. Note that, for s > 1, almost all real α are angles for which T α has sMSTP. This is in stark contrast to the case s = 1, or equivalently in Theorem 1.6 for d = 1, where almost no real α are angles for which T α has MSTP.
The proof of this theorem also uses techniques from number theory, namely Diophantine approximation and continued fractions. It is worth noting that Theorem 1.7 and [4] show that the tower of implications for the shrinking target properties STP ⇒ sMSTP ⇒ tMSTP for 1 ≤ s < t is strict. 5 Another, more recent, example of MSTP is due to F. Maucourant [8] (since this result is for flows, one needs to make the obvious changes to the definition of MSTP). He has shown, roughly, that almost every (respectively almost no) geodesic ray in a finite volume hyperbolic manifold of real dimension n intersects for arbitrary large times t a decreasing family of balls of radius r t , provided the integral
Finally, for an application of the techniques developed in the proof of Theorem 1.7 and for an example of ASTP (for a certain admissible set of radius sequences A and s = 1), the author has shown in [11] a new, very short, proof of a theorem of D. Kim [6] :
for Lebesgue-a.e. s ∈ R.
As an immediate corollary of this theorem, we obtain the logarithm law for circle rotations:
for a.e. x ∈ T 1 .
We now turn to further investigations of the shrinking target properties.
Statement of Results.
In this subsection, we state our main results. Let us first discuss systems with STP or MSTP. Recall Philipp's result that linear expanding circle maps have STP [9] . Our first result is a generalization of this result to many linear expanding circle maps: Corollary 1.11. Let G ⊂ N be a finitely generated semigroup under multiplication (with or without 1). Consider the expanding circle map
Corollary 1.11 will follow easily from Theorem 2.4, which we will state and prove in Section 2.
Let us now consider infinitely generated G, for example N itself. Using W. Schmidt's variant of the powerful Khintchine-Groshev theorem, we can almost generalize Corollary 1.11 for G = N. However, we can only conclude MSTP. Our second result is Corollary 1.12. Consider N as a multiplicative semigroup, and consider the expanding circle map
The author does not know if Corollary 1.12 can be strengthened to conclude STP. In Section 3, we will apply the Khintchine-Groshev-Schmidt theorem to prove a slightly more general assertion than Corollary 1.12.
Let us now turn to systems without STP (or even wSTP). Our third and final result generalizes Fayad's theorem that no circle rotation (or toral translation in general) has STP to circle homeomorphisms: Theorem 1.13. Let ν be a non-atomic Borel probability measure (or its completion) on the circle
Remark 1.14. It is easy to see that the theorem is false if we remove the constraint that ν be non-atomic. For example, take a rational rotation, and let supp(ν) be, for example, the periodic orbit of 0. The only way for a sequence of balls to have divergent sum of measures is for a subsequence to always contain a point of the orbit of 0. Since the orbit of 0 is finite, some point in this orbit must occur infinitely many times in this sequence of balls. This argument, of course, generalizes to any dynamical system with a periodic orbit.
Also, the theorem is false in higher dimensions, as the aforementioned result on Anosov diffeomorphisms shows.
Using the well-known theory of rotation numbers of orientationpreserving circle homeomorphisms (see [1] ), we will be able to deduce the following corollary: Corollary 1.15. Let ν be a Borel probability measure (or its completion) on T 1 and f : T 1 → T 1 be a ν-preserving, orientation-preserving homeomorphism with irrational rotational number. Then the dynamical system (T 1 , ν, f ) does not have wSTP.
Remark 1.16. Every orientation-reversing homeomorphism and every orientation-preserving homeomorphism with rational rotation number has a periodic point and hence, by the previous remark, can possibly have wSTP. See [1] for more details.
For irrational rotations, the corollary reduces to Fayad's result since Haar measure on T 1 (restricted to the Borel σ-algebra) is the only invariant Borel probability measure. However, the corollary (and the theorem) is more general. It applies, for example, to the well-known Denjoy example where the behavior of the circle diffeomorphism is more complicated than that of rotations. For more details of the Denjoy example, see [1] . We will prove Theorem 1.13 and Corollary 1.15 in Section 4.
Also, similar to Theorem 1.13 is the following theorem for isometries of complete, separable metric spaces: Theorem 1.17. Let M be a complete, separable metric space and ν be a non-atomic Borel probability measure (or its completion) on M. If f : M → M is a ν-preserving isometry, then the dynamical system (M, ν, f ) does not have wSTP.
Remark 1.18. Completeness and separability are used only to find a point of supp(ν) which is also a recurrent point for f −1 (see Subsection 4.3 for the definition of recurrent point). Otherwise, they are not necessary.
We will see in Section 4 that a simplification of the proof of Theorem 1.13 yields the proof of Theorem 1.17. We now turn to the proofs of our results.
Many Expanding Circle Maps I
In this section, we will prove Corollary 1.11. To begin, let us first define some additional notation, prove Theorem 2.4, deduce Corollary 2.5, and, from Corollary 2.5, deduce Corollary 1.11.
Let
where k i are the components of k (for d = 1, we will use
. For convenience, let us denote k ≤ l and k = l by l > k as well (following the usual convention). Also, any total ordering of diagonal type has an associated order isomorphism,
Two Lemmas of Philipp.
In this subsection, we cite two results of Philipp from [9] .
Lemma 2.1. Let (E n , n ≥ 1) be a sequence of measurable sets in an arbitrary probability space, with measure denoted by ν. Denote by A(N, x) the number of integers n, where 1 ≤ n ≤ N, such that x ∈ E n . Put
For all m ∈ N, suppose that there exists a convergent series ∞ s=1 C s (m) with C s (m) ≥ 0 such that for all integers n > m, we have
Then for almost all x,
where ε > 0.
Remark 2.2. Philipp refers to Lemma 2.1 as a quantitative BorelCantelli lemma. Indeed, it is a strengthening of the divergence case of the Borel-Cantelli lemma, as we discussed in Section 1.2. The hypothesis from the divergence case of the Borel-Cantelli lemma that subsets (in the given sequence) must be independent has been weakened to condition (3). 
where S denotes the transformation α →P α mod 1.
2.2.
The Proof for Many Expanding Circle Maps. In this subsection, our goal is to prove Theorem 2.4 and derive our desired corollaries.
Let ≤ be any total ordering of diagonal type on Z 
Then for almost all x ∈ [0, 1),
Notation Caveat 5. In the proof of Theorem 2.4 only,
Proof. Note that
Let f (k, M) denote the number of such l.
Using the fact that T is measure-preserving and applying Lemma 2.
For notational convenience, define f (k, −1) = 0 (for all k). Given this notation, define, for M ∈ Z + , the sequence:
By (4), we have
Note that, since m = ψ(k),
Hence, applying the ratio test, we have
Set n = ψ(l), and freely switch from indexing sets by n to l and vice versa (for example E n is E l ). Hence,
Moreover, (5) becomes
Applying Lemma 2.1 finishes the proof.
The following corollary provides an example of a dynamical system with STP.
Consider the expanding circle map
where
We now prove Corollary 1.11:
Proof of Corollary 1.11. If G = {1}, then the system has STP. Otherwise, let Q 1 , · · · , Q d be generators of G and apply Corollary 2.5.
Many Expanding Circle Maps II
In this section, we will continue our study of many expanding circle maps and note that Corollary 1.12 (and Theorem 3.3 below) will follow very easily from the Khintchine-Groshev-Schmidt theorem and our notion of ASTP (for a certain admissible set of radius sequences A and s = 1). We begin with a remark concerning notation:
Notation Caveat 6. The probability Haar measure on the torus T n will continue to be denoted by µ. However, for convenience and clarity, we will also use l to denote the probability Haar measure on the circle T 1 .
The main dynamical system that we will be concerned with in this section is the following. For k ∈ N n , define
It is easy to see the following:
Lemma 3.1. The set N n with binary operation
is a semigroup with identity (1, · · · , 1). Also, T k is a N n -action under • and is µ-preserving.
We cite the Khintchine-Groshev-Schmidt theorem according to Schmidt (Theorem 1 of [10] ): Theorem 3.2. Consider the circle T 1 with probability Haar measure l. Let n ≥ 1, and let P 1 (q), · · · , P n (q) be nonconstant polynomials with integral coefficients. For each of the integers j = 1, · · · , n, let
and
Put N(h; α 1 , · · · , α n ) for the number of integers q, 1 ≤ q ≤ h, with
for almost every n-tuple of real numbers α 1 , · · · , α n .
Using Theorem 3.2, the main theorem of this section, of which Corollary 1.12 is a special case, will follow easily: Theorem 3.3. Let n ≥ 1, and consider T k where k ∈ N n . Then there is a radius sequence r :
such that for all real numbers C > 0, the dynamical system (T n , µ, N n , T ) has (1,{Cr})-STP.
Proof. Let P 1 , · · · , P n be nonconstant polynomials in one variable with integral coefficients such that P j (z) → +∞ as z → +∞ for all j = 1, · · · , n. Then there exists an N 0 ∈ N such that for all z ≥ N 0 and all j = 1, · · · , n, the polynomial P j (z) is an injection (since these polynomials are asymptotically strictly increasing) and ≥ 1. Let x be any point in T n . Define a radius sequence r : N n → R + ∪ {0} as follows:
and ∀k ∈ N n \{(P 1 (q), · · · , P n (q)) | q ∈ N and q ≥ N 0 }, r(k) = 0.
Also define R q := r(P 1 (q), · · · , P n (q)). Then {Cr} is an admissible set of radius sequences. Note that
l(B(x j , CR q )). (7) Since the measures of balls are nonnegative, the order of summation is irrelevant. Denote the sums in (7) Since I jq := B(x j , CR q ) are, by construction, nested, Theorem 3.2 asserts that for j = 1, · · · , n simultaneously,
for infinitely many q ∈ N and almost all α. Hence,
for infinitely many q ∈ N and almost all α ∈ T n . Consequently,
and the system (T n , µ, N n , T ) has (1, {Cr})-STP.
We now show that Corollary 1.12 is a corollary of the proof of Theorem 3.3:
Proof of Corollary 1.12. Set n = 1 in the proof of Theorem 3.3. Then • coincides with the usual multiplication on N. Let P 1 = q ∈ Z[q]. Then any weakly decreasing sequence of radii is allowed. Hence, the proof of Theorem 3.3 shows MSTP.
Actually, Theorem 3.3 can be slightly strengthened. For radius sequences equivalent to one that satisfies Theorem 3.3, the theorem still holds. More precisely, we define an equivalence relation on radius sequences as follows. Let r, s : N n → R + ∪ {0} be two radius sequences. These two are equivalent r ∼ s if there exist real numbers C 1 , C 2 > 0 such that
Let [r] denote the equivalence class of radius sequence r under the equivalence relation ∼ . Then the following is easily shown:
Corollary 3.4. Let n ≥ 1. Let r be a radius sequence that satisfies Theorem 3.3. Then [r] is an admissible set of radius sequences, and (T n , µ, N n , T )) has (1, [r])-STP.
Circle Homeomorphisms and Isometries of Metric Spaces
In this section, we turn to an investigation of systems that do not have STP. We start by giving a proof of Theorem 1.13 and will use it to deduce Corollary 1.15. A simplification of the proof of Theorem 1.13 will yield Theorem 1.17. Let us introduce some additional notation for the proofs in this section.
4.1. Additional Notation. Since we are very much concerned with ordering and the like, we will be slightly pedantic about our notation in this section. We will define the notation carefully.
Let π : R → T Moreover, there is a total ordering ≤ on B(x, 1/2) derived from the natural total ordering on R. The ordering ≤ is defined as follows: for any x, y ∈ B(x, 1/2), x ≤ y ifx ≤ȳ wheneverx andȳ lie in the same connected component of π −1 (B(x, 1/2)) ⊂ R. For convenience, let us define ≥, <, and > in the usual way from ≤.
Now let us define the left and right intervals of the open ball B(x, 1/2). The left interval is defined as
Likewise, the right interval is defined as
Recall that µ is the probability Haar measure on T 1 . Now let d denote the metric on T 1 . Hence, for example,
Finally, an understanding of the nature of the support of the measure ν (from the statement of Theorem 1.13) will lead to a proof of Theorem 1.13 . Let us consider this next.
4.2.
The Nature of supp(ν). There are three types of points x in supp(ν). We will define these below in this subsection. First, we have Lemma 4.1. Let ν be a non-atomic, finite Borel measure (or its completion). Then supp(ν) is a perfect set.
Proof. The support is closed. Let x ∈ supp(ν) be an isolated point. Then there exists an open neighborhood of x, U ⊂ T 1 , such that U ∩ supp(ν) = {x}. Thus ν({x}) = ν(U) > 0, a contradiction of nonatomic.
Define S(x) to be the set of all sequences in supp(ν)\{x} converging to x. Let s ∈ S(x). Denote the n th element of the sequence s by s n . If, for all s ∈ S(x), there exists a N(s) ∈ N such that for all n ≥ N(s), s n ∈ B − (x, 1/2), then x is isolated from the right. If, for all s ∈ S(x), there exists a N(s) ∈ N such that for all n ≥ N(s), s n ∈ B + (x, 1/2), then x is isolated from the left.
Otherwise, there exists a sequence s ∈ S(x) such that for all N ∈ N, there exist n, m ≥ N such that s n ∈ B + (x, 1/2) and s m ∈ B − (x, 1/2); then x is approached from both sides.
Hence, we can deduce:
Lemma 4.2. Let ν be a non-zero, non-atomic, finite Borel measure (or its completion) on T 1 . Then for (1) every point x ∈ supp(ν) isolated from the left, ∃! y ∈ supp(ν)\{x} such that ν((y, x)) = 0 or (2) every point x ∈ supp(ν) isolated from the right, ∃! y ∈ supp(ν)\{x} such that ν((x, y)) = 0. Finally, let s x := µ((y, x)) in (1) and s x := µ((x, y)) in (2).
Proof. (1): Note that x cannot be the only point in supp(ν) since it would be an atom. Assume not. Then for every y ∈ supp(ν)\{x}, ν((y, x)) > 0. Hence, supp(ν) ∩ (y, x) = φ, a contradiction. Hence, such a y exists. If it is not unique, let z ∈ supp(ν)\{x} be another such point. Then either z ∈ (y, x) or y ∈ (z, x), a contradiction. 
Since x is not isolated from the left, there exists an element y ∈ B − (x, 1/2) ∩ supp(ν) such that y ∈ B (x, d(x, a) ). Hence, y ∈ (a, x), a contradiction.
Lemma 4.4. Let ν be a non-zero, non-atomic, finite Borel measure (or its completion) on T 1 . Let x ∈ supp(ν) and a ∈ B + (x, 1/2). If x is not isolated from the right, then there exists δ > 0 (depending on a and
Proof. Analogous.
With the insight gleaned from the nature of supp(ν), let us now return to the proof of the theorem.
4.3.
Proof of Theorem 1.13. To begin the proof, we need more notation. Let S be an infinite subset of N which inherits the usual total ordering on N (denoted by ≤). A shrinking radius sequence is a function r : S → R + ∪ {0} such that for all ε > 0, ∃N ∈ S such that ∀n ∈ S and n ≥ N, r(n) < ε. Denote r s := r(s), and denote the set of shrinking radius sequences by SR(S).
Also, we need some standard notation. Let X be a set and f : X → X be a discrete-time dynamical system (we have no need for measure or metric in this definition). Let x ∈ X. The ω-limit set of x is
A point x is (positively) recurrent if x ∈ ω(x). The set of recurrent points is denoted R(f ). See [1] .
One needs to constrain the map in some way in order to not have wSTP. The main constraint needed is the requirement that the preimage of an open ball be also an open ball. In view of this property of circle homeomorphisms, we can now make the main argument used in the proof of Theorem 1.13: Proposition 4.6. Let ν be a non-zero, non-atomic, finite Borel measure (or its completion) on T 1 and
be a ν-preserving homeomorphism. Let x ∈ supp(ν). Then there exists a subsequence {n k } ⊂ N such that for all r ∈ SR({n k }),
Proof. Since T 1 is a complete, separable metric space, ν is a non-zero, finite Borel measure (or its completion), and f −1 is continuous and ν-preserving, supp(ν) ⊂ R(f −1 ). Hence, there exists {n k } such that
Notation Caveat 7. During this proof, we will sometimes choose a subsequence {m} ⊂ {n k }. When we refer to all m or the like, we mean for all m in the subsequence {m}.
Let r : N → R + ∪ {0} be any radius sequence for the moment. We would like to define more notation. Afterwards, we will choose the r that we will work with for the reminder of this proof. By Lemma 4.5, denote f −n B(x, r n ) = (a n , b n ). Also, define B − n = (a n , b n ) ∩ B − (x, 1/2) and, likewise, B + n = (a n , b n ) ∩ B + (x, 1/2). Because f is ν-preserving, ν((a n , b n )) = ν(B(x, r n )). Now let r ∈ SR({n k }), which we consider for the reminder of the proof. Thus, Case: x is approached from both sides.
Denote µ((a n k , b n k )) by l n k . Then, lim k→∞ l n k = 0. Choose any ε > 0. Then there exists K ∈ N such that for all
But, ε is arbitrary; hence,
and the result follows.
Case: x is isolated from the right.
Then x is not isolated from the left. Choose any s x > ε > 0. Then
But, as (x, y) is not in supp(ν),
But, ε can be arbitrarily small; hence,
Case: x is isolated from the left.
This case is proved in the analogous way to the previous case. This completes the proof of Proposition 4.6.
The next lemma is used to construct a sequence of open balls whose sum of measures diverges.
Lemma 4.11. Let ν be a non-zero, finite Borel measure (or its completion) on a metric space M.
(1) Then there exists N ∈ N such that for all n ≥ N, there exists r ∈ R ≥0 such that ν(B(x, r)) ≥ 1/n.
(2) Define t n to be the infimum over all such r for n. If x ∈ supp(ν), then lim n→∞ t n = 0.
Proof. (1):
Choose N such that N −1 < ν(M). Since M = ∪ ∞ m=1 B(z, m) for any z ∈ M, continuity of ν from below implies that there exists m 0 large enough so that ν (B(z, m 0 ) 
First, {t n } is monotonically decreasing since if t n < t n+1 , ν(B(x, t n +
Let x ∈ supp(ν). Denote lim n→∞ t n by t 0 . Assume t 0 > 0. Then ν(B(x, t 0 /2)) < 1/n for all n ≥ N. Thus, ν(B(x, t 0 /2)) = 0, a contradiction.
We can now show:
Proof of Theorem 1.13. Let x ∈ supp(ν). By Proposition 4.6, there exists a subsequence
Choose r n k := 2t k from Lemma 4.11. Thus, r ∈ SR({n k }). Hence,
Also, by construction,
, let r n = 0. Hence, B(x, r n ) = ∅, and the sum and the limsup set remain the same. Thus, the system does not have wSTP.
Finally, to show Corollary 1.15 from the theorem, we need the following lemma:
Lemma 4.12. Let ν be a Borel probability measure (or its completion) on T 1 and f : T 1 → T 1 be a ν-preserving, orientation-preserving homeomorphism. If f has irrational rotation number, then ν is non-atomic. The proof of Theorem 1.17 is similar to Fayad's proof that toral translations do not have STP [4] . Of course, our result generalizes Fayad's. The second and third questions are concerned with generalizations of the author's results from [11] to higher dimensional tori: Question 2. How does one generalize Theorem 1.7 to higher dimensional tori? Question 3. How does one generalize Theorem 1.9 and Corollary 1.10 to higher dimensional tori?
Conclusion
The third question has been partially answered by S. Galatolo and P. Peterlongo [5] . Their theorem, Theorem A of [5] , says that, for a translation of T 2 by a vector whose components are irrational and satisfy a certain arithmetic condition, the corresponding logarithm law for toral translations in dimension two is violated. However, an "if and only if" condition is still not known. More work can be done on this question. For more details of the third question, including the relationship of it to the Khinchin-Groshev theorem, 6 see [11] . The fourth and fifth questions are concerned with finding analogs of Theorem 1.7 for other dynamical systems. The fifth question has been posed to the author by the author's advisor and by Ya. Sinai separately.
The sixth question is concerned with generalizing Theorem 1.13:
Question 6. For any given s ≥ 1, what condition allows one to distinguish whether a circle homeomorphism has sMSTP or not?
The seventh question is concerned with generalizing both Theorem 1.13 and Theorem 1.17: Question 7. Let M be a complete, separable metric space and ν be a non-atomic Borel probability measure (or its completion) on M. Finally, the eighth and last question, concerning expanding circle maps, is Question 8. Can the conclusion of Corollary 1.12 be strengthened to STP?
