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Resumen
La dualidad impl´ıcito–expl´ıcito esta´ presente en diversos contextos matema´ticos. La
lo´gica la ha abordado de diferentes maneras, como ejemplo principal puede citarse
el teorema de Beth. Por otro lado, el siempre fruct´ıfero traslado de te´cnicas y pro-
blemas entre disciplinas diversas plantea la posibilidad de un “teorema de Beth
algebraico”.
Las expresiones impl´ıcitas y el problema de su posible equivalencia con una expl´ıcita
aparecen en la cultura humana desde la ma´s remota antigu¨edad. Se manifiestan por ejem-
plo en las adivinanzas, que hoy en d´ıa parecen relegadas a los jardines infantiles pero que
en algu´n momento jugaron un papel importante en la mitolog´ıa, la historia y la literatura
[4, 28]. De igual manera, muchos problemas cient´ıficos consisten en explicitar una teor´ıa
que se encuentra impl´ıcita en una masa de datos.
No es extran˜o entonces que este feno´meno tambie´n se manifieste en la matema´tica y
que haya sido estudiado por la lo´gica. En la primera seccio´n de esta nota se revisa la
dualidad impl´ıcito–expl´ıcito en algunos puntos de la matema´tica; en la segunda se estudia
la versio´n lo´gica tradicional del feno´meno, en el contexto del ca´lculo proposicional cla´sico;
en la tercera se plantean definiciones impl´ıcitas y expl´ıcitas en un ambiente puramente
algebraico. Este trabajo puede verse como una introduccio´n elemental al tema de la tesis
doctoral [21], de la cual el art´ıculo [22] a su vez es un resumen.
1. Lo impl´ıcito y lo expl´ıcito en matema´ticas
Au´n sin propender una visio´n dualista de la matema´tica, es inevitable distinguir en ella
una cantidad de “contrastaciones complementarias” o duales: local–global, todo–parte, ex-
tr´ınseco–intr´ınseco, continuo–discreto, finito–infinito, concreto–abstracto, impl´ıcito–expl´ı-
cito. En esta seccio´n se quiere subrayar la presencia de la dualidad impl´ıcito–expl´ıcito en
tres lugares ubicuos de la matema´tica.
1.1. Funciones lineales
Una funcio´n lineal f entre espacios vectoriales de dimensio´n finita tiene una expresio´n
expl´ıcita de la forma f(X) = AX donde A es una matriz. Por otro lado, tambie´n esta´ de-
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terminada de manera impl´ıcita por las condiciones
f(X + Y ) = f(X) + f(Y )
f(α ·X) = α · f(X)
y por sus valores en una base del dominio [13].
Como caso particular interesante, si el campo subyacente es el de los nu´meros racionales
y el dominio tiene dimensio´n 1, las dos condiciones de arriba pueden reducirse a la u´nica
f(nx) = nf(x)
para cada entero n.
1.2. Ecuaciones
Quiza´s el lugar matema´tico donde la contrastacio´n impl´ıcito–expl´ıcito es ma´s expl´ıcita es
en el feno´meno ubicuo de las ecuaciones.
En algunos textos de trigonometr´ıa [16] se distinguen las ecuaciones de las identidades en
que las u´ltimas son igualdades va´lidas para todos los valores de la variable mientras las
primeras solo lo son para algunos. As´ı las ecuaciones trigonome´tricas llevan impl´ıcitas el
problema de encontrar la solucio´n, esto es, el conjunto de valores de la variable para los
que es va´lida la igualdad en cuestio´n.
El problema de encontrar la solucio´n de una ecuacio´n tiene una trayectoria amplia en
la matema´tica. La bu´squeda de soluciones por radicales a las ecuaciones algebraicas de
grado mayor que 4 preludia la teor´ıa de grupos [1, 11]; el me´todo de eliminacio´n de Gauss,
utilizado de muchas maneras en el a´lgebra lineal finitaria, no es ma´s que un algoritmo para
resolver sistemas de ecuaciones lineales [13, 27]; la teor´ıa de las ecuaciones diferenciales,
que tiene tantas aplicaciones y a la que se ha dedicado tanto esfuerzo, en esencia consiste
en buscar soluciones para ciertas ecuaciones en las que intervienen derivadas o integrales
de las variables, que all´ı son funciones [9]; el importante teorema de la funcio´n impl´ıcita
del ana´lisis es un criterio suficiente para la solucio´n de ciertas ecuaciones [6, p. 292].
En general, un sistema de ecuaciones —trigonome´tricas, algebraicas, lineales, diferenciales—
o es insoluble o determina de manera un´ıvoca una solucio´n — un a´ngulo, un elemento,
un conjunto de elementos, una superficie. Puede decirse que esta solucio´n esta´ impl´ıcita
en el sistema de ecuaciones y el problema que este plantea consiste en encontrar una
descripcio´n expl´ıcita de la misma.
1.3. Definiciones
Un tercer lugar de la matema´tica que evidencia la dualidad impl´ıcito–expl´ıcito es el ana´lisis
de las definiciones, tambie´n ubicuas en esta ciencia.
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En un nivel fundamental vale la pena recordar que un conjunto puede definirse por
extensio´n —listando expl´ıcitamente sus elementos— o por intensio´n —expresando una
propiedad que los describa con exactitud—.
Por otra parte, la mayor´ıa de las definiciones en matema´ticas —como la de tria´ngulo
equila´tero, la de funcio´n derivada o la de grupo— juegan el papel de simples abreviaturas.
En algunos casos, sin embargo, una abreviatura de estas no resulta satisfactoria para
el trabajo matema´tico que se quiere desarrollar. Por ejemplo, si se toman los nu´meros
naturales como
1, 2, 3, etce´tera,
con esa definicio´n no se puede hacer aritme´tica o teor´ıa de nu´meros. En cambio han de-
mostrado tener mucha ma´s utilidad la conocida definicio´n de Dedekind y Peano
[24], su versio´n sinte´tica —catego´rica— propuesta por Lawvere [15] y la primera definicio´n
publicada de los nu´meros naturales, debida a Peirce [25, 26, 20]. Estas definiciones no son
abreviaturas sino consisten en el enunciado de una lista de propiedades que pueden ser
satisfechas por una sola estructura —salvo isomorfismos, claro esta´—, que es entonces el
pensado sistema de los nu´meros naturales.
Hace unos 2300 an˜os Euclides procuro´ dar definiciones satisfactorias de punto, l´ınea y
superficie plana, del estilo “un punto es...” [10]. En 1899 David Hilbert escribio´:
Pensemos tres distintos sistemas de entes: a los entes del primer sistema
los llamamos puntos... a los entes del segundo sistema los nombramos rectas...
a los entes del tercer sistema los llamamos planos...
Concebimos los puntos, rectas y planos en ciertas relaciones rec´ıprocas...
La descripcio´n completa de estas relaciones hecha exactamente y con fines
matema´ticos resulta de los axiomas de la Geometr´ıa. [12]
As´ı, en la presentacio´n de Hilbert los elementos de la geometr´ıa euclidiana —puntos,
rectas, planos— esta´n determinados de manera un´ıvoca por las relaciones existentes entre
ellos, relaciones regidas a su vez por axiomas.
Los nu´meros reales esta´n determinados de por lo menos dos maneras esencialmente dife-
rentes. Por un lado, un nu´mero real puede definirse como una clase de equivalencia de
sucesiones de Cauchy de nu´meros racionales o como una cortadura de nu´meros racionales.
Por otra parte, el sistema de los nu´meros reales es el u´nico campo ordenado y completo.
De la misma manera pueden darse descripciones distintas del espacio topolo´gico de Cantor.
Por un lado, este es el subespacio de la recta real —con su topolog´ıa usual— obtenido
al quitar el tercio central del segmento [0, 1] y luego iterar infinitamente este proceso con
los segmentos restantes. Por otra parte, este es el u´nico espacio topolo´gico Hausdorff,
compacto, totalmente disconexo, con base enumerable y perfecto [29]. El conjunto de
Cantor con su orden usual, construido de la misma manera como subconjunto ordenado
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de la recta real, tambie´n puede caracterizarse como el u´nico conjunto ordenado lineal —
total—, completo, con suficientes saltos, con enumerables saltos y sin elementos aislados
[17].
De los ejemplos citados pueden distinguirse dos clases de definiciones. En un tipo de
definicio´n, que podr´ıa llamarse expl´ıcita, lo definido se iguala a una frase de la teor´ıa en
cuestio´n y esencialmente no es ma´s que una abreviatura. En otro tipo de definicio´n, que
podr´ıa llamarse impl´ıcita, lo definido satisface cierto conjunto de propiedades expresadas
en la teor´ıa y la conjuncio´n de estas propiedades lo determina de manera un´ıvoca.
En general, puede decirse que una solucio´n o definicio´n expl´ıcita consiste en expresar el ob-
jeto mediante una palabra o un te´rmino del lenguaje correspondiente, mientras una expre-
sio´n o definicio´n impl´ıcita resulta cuando ciertas propiedades de un objeto —hipote´tico—,
expresadas en el lenguaje del caso, lo determinan de manera u´nica. Tambie´n puede decirse
que, en general, el problema subyacente —impl´ıcito— consiste en pasar de una definicio´n
impl´ıcita a una expl´ıcita.
2. El teorema de Beth
Aunque las definiciones impl´ıcitas y expl´ıcitas son ubicuas en la matema´tica, la u´nica
rama que ha estudiado este feno´meno de manera expl´ıcita es la lo´gica. De hecho las
nociones generales sobre la dualidad impl´ıcito–expl´ıcito fueron consideradas en la lo´gica
matema´tica moderna desde sus albores —a principios del siglo XX—, entre otros por
Alessandro Padoa. Este matema´tico italiano enuncio´ lo que despue´s se conocio´ como el
me´todo de Padoa: a fin de probar que una relacio´n no esta´ definida expl´ıcitamente por
ciertas sentencias, basta ver que ellas no la definen impl´ıcitamente [23]. En otras palabras,
la definibilidad expl´ıcita entran˜a la impl´ıcita.
El problema interesante que se planteo´ entonces fue la implicacio´n en el otro sentido,
esto es, ¿toda definicio´n impl´ıcita corresponde a una expl´ıcita? Fue necesario esperar el
desarrollo pleno de la lo´gica de primer orden —la lo´gica de predicados— para expresar
estas nociones con mayor precisio´n. Medio siglo despue´s de su formulacio´n impl´ıcita, este
interrogante fue resuelto de manera positiva por Evert Beth en un notable art´ıculo, comu-
nicado por Heyting y dedicado a Tarski [3], razo´n por la cual el resultado “la definibilidad
impl´ıcita entran˜a la expl´ıcita” se conoce como el teorema de Beth.
En su versio´n original, el teorema de Beth se establecio´ para la lo´gica de primer orden
y as´ı se encuentra en la literatura [2]. En esta nota se presenta la versio´n proposicional
cuya escritura es ma´s dia´fana pero que conserva la misma l´ınea de ideas, tanto en las
definiciones como en la demostracio´n. Para la notacio´n y las nociones requeridas —tales
como la relacio´n de deduccio´n formal ` y el teorema de la deduccio´n— puede consultarse
el texto [7].
A nivel proposicional, las convenciones sobre la definibilidad impl´ıcita y expl´ıcita tienen
el aspecto siguiente. Sea Σ un conjunto de fo´rmulas proposicionales que contienen la letra
r. Si r′ es una letra proposicional que no aparece en Σ, sea Σ′ el conjunto de fo´rmulas
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obtenidas al sustituir en Σ todas las apariciones de r por r′. El conjunto de fo´rmulas Σ
define impl´ıcitamente la constante r si se tiene la siguiente consecuencia formal.
Σ ∪ Σ′ ` r↔ r′
Por otro lado, sea ϕ una fo´rmula proposicional que no contiene la letra r. El conjunto
de fo´rmulas Σ define expl´ıcitamente la constante r mediante la fo´rmula ϕ si se tiene la
siguiente consecuencia formal.
Σ ` ϕ↔ r
Si el conjunto de fo´rmulas Σ define expl´ıcitamente a r, de Σ ` ϕ↔ r se sigue de inmediato
Σ′ ` ϕ ↔ r′ (no´tese que la fo´rmula ϕ no cambia pues no contiene la letra r) luego
Σ ∪ Σ′ ` ϕ ↔ r, ϕ ↔ r′ de donde Σ ∪ Σ′ ` r ↔ r′, es decir, Σ define impl´ıcitamente a
r. La implicacio´n en el otro sentido es el teorema de Beth proposicional que se enuncia a
continuacio´n.
Teorema. Si un conjunto de fo´rmulas proposicionales define impl´ıcitamente una cons-
tante entonces tambie´n la define expl´ıcitamente.
En la actualidad, el teorema de Beth para la lo´gica de primer orden suele demostrarse
a partir del llamado lema de interpolacio´n de Craig. Este resultado a su vez puede de-
mostrarse empleando teor´ıa de modelos —en particular ultraproductos y extensiones el-
ementales [2]— pero tambie´n puede probarse con me´todos finitarios y puramente deduc-
tivos a partir del teorema de Herbrand [14]. La siguiente es la versio´n proposicional del
lema de interpolacio´n de Craig, que puede probarse directamente.
Lema. Si α, β son fo´rmulas proposicionales con letras en comu´n y tales que α ` β
entonces existe una fo´rmula ϕ cuyas letras proposicionales son todas comunes a α y a β
y para la cual se tiene lo siguiente.
α ` ϕ ϕ ` β
Bosquejo de la demostracio´n. A continuacio´n se muestran las ideas de la prueba, sugeri-
das en [7] y desarrolladas en [14].
Dada cualquier fo´rmula proposicional θ y letras p, q se define θ(p, q) como θ(p/q ∨ ¬q) ∨
θ(p/q ∧ ¬q). Aqu´ı θ(p/q ∨ ¬q) es la fo´rmula que se obtiene de θ sustituyendo todas las
apariciones de p por q ∨ ¬q, de manera que la letra p no aparece en θ(p, q). Con la ayuda
de las “tablas de verdad” se verifica que θ ` θ(p, q) y con la ayuda del teorema de la
deduccio´n se verifica que θ ` η implica θ(p, q) ` η(p, q).
Ahora en el lema, si todas las letras de α aparecen en β puede tomarse ϕ = α. En caso
contrario, sean p1, p2, . . . , pn las letras de α que no aparecen en β y sea q alguna letra
comu´n. De manera recurrente se define α0 = α y αj+1 = αj(pj+1, q). Por la primera
observacio´n de arriba se tiene αj ` αj+1 luego α ` αi para cada i. Por otro lado se tiene
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α0 ` β y por la segunda observacio´n α1 = α0(p1, q) ` β(p1, q) = β (porque p1 no aparece
en β) y as´ı de manera recurrente αi ` β para cada i.
Una fo´rmula que satisface las condiciones del lema es ϕ = αn pues no contiene ninguna
letra pi luego todas sus letras son comunes a α y a β.
El teorema de Beth proposicional se demuestra ahora a partir del lema de interpolacio´n
de Craig siguiendo exactamente el mismo razonamiento que en la lo´gica de primer orden.
Demostracio´n del teorema de Beth proposicional. Supo´ngase que el conjunto de fo´rmulas
Σ define impl´ıcitamente la constante r, esto es, supo´ngase que Σ ∪ Σ′ ` r ↔ r′.
Si σ denota la conjuncio´n de las (finitas) fo´rmulas de Σ empleadas en esta deduccio´n y
σ′ la conjuncio´n de las fo´rmulas de Σ′ usadas, en particular se tiene σ ∧ σ′ ` r → r′.
Empleando dos veces el teorema de la deduccio´n se sigue σ ∧ r ` σ′ → r′ luego por el
lema de interpolacio´n de Craig, existe una fo´rmula ϕ que no contiene a r (pues esta letra
no aparece en la fo´rmula σ′ → r′) y para la cual σ ∧ r ` ϕ y ϕ ` σ′ → r′.
De nuevo por el teorema de la deduccio´n, a partir de estas relaciones se obtienen, respec-
tivamente, σ ` r → ϕ y σ′ ` ϕ→ r′. Sustituyendo en la segunda todas las apariciones de
r′ por r, resulta σ ` ϕ → r. De donde Σ ` ϕ ↔ r, de suerte que Σ define expl´ıcitamente
a r mediante ϕ.
3. Definibilidad impl´ıcita en a´lgebra
En la segunda mitad del siglo XX, entre muchas otras trasposiciones, la matema´tica
desarrollo´ puentes entre la lo´gica y el a´lgebra en el ambiente del a´lgebra universal. El
a´lgebra universal puede verse simulta´neamente como la teor´ıa general de las estructuras
algebraicas o como un caso particular —y bien importante— de la teor´ıa de modelos.
El objeto de estudio del a´lgebra universal son las clases de a´lgebras. Un tipo de a´lgebra
τ es un conjunto de s´ımbolos funcionales a cada uno de los cuales se asigna un nu´mero
de argumentos; un a´lgebra de tipo τ consiste en un conjunto dotado de operaciones, una
por cada elemento del tipo y con la correspondiente cantidad de argumentos. Un te´rmino
de tipo τ es una combinacio´n de proyecciones y de s´ımbolos de operacio´n; una identidad
es una igualdad entre te´rminos; una cuasi-identidad es una implicacio´n cuyo antecedente
es una conjuncio´n de identidades y cuyo consecuente es una identidad. Una identidad
o una cuasi-identidad es va´lida en un a´lgebra si all´ı vale esa fo´rmula sustituyendo los
s´ımbolos por las operaciones del a´lgebra y las variables por elementos arbitrarios del
a´lgebra. Una variedad es una clase de a´lgebras del mismo tipo axiomatizadas por un
conjunto de identidades, una cuasivariedad es una clase de a´lgebras axiomatizada por
cuasi-identidades. Para —muchos— ma´s detalles, ve´ase [5].
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A partir de las ideas generales sobre definibilidad expl´ıcita e impl´ıcita en la matema´tica
y tomando como referencia las definiciones en la lo´gica de primer orden, pueden propon-
erse las siguientes convenciones en el contexto del a´lgebra universal. Estas definiciones se
inspiran en las ideas propuestas en [8], en el contexto de las lo´gicas algebrizables.
Sea K una clase de a´lgebras de tipo τ y sea ∇ un s´ımbolo de operacio´n con n argumentos
que no pertenece a τ .
La operacio´n ∇ esta´ definida impl´ıcitamente por un conjunto de cuasi-identidades
si en cualquier a´lgebra A de K existe a lo ma´s una operacio´n ∇A que las satisface.
La operacio´n ∇ esta´ definida expl´ıcitamente por un te´rmino t en el lenguaje de las
a´lgebras si en toda a´lgebra A ∈ K donde existe la operacio´n ∇A, ella coincide con
tA.
Se nota que en ninguno de los casos se exige que la operacio´n exista en todas las a´lgebras
de la clase. A continuacio´n se muestran algunos ejemplos que ilustran las convenciones de
arriba, para la justificacio´n o la ampliacio´n de los detalles ve´ase la tesis [21].
Ejemplos.
1. En la variedad de los semirret´ıculos (S;∧) la identidad siguiente define impl´ıcita-
mente una operacio´n constante 1, llamada elemento ma´ximo en las a´lgebras donde
existe.
x ∧ 1 = x
Sin embargo, puede probarse que no hay ningu´n te´rmino constante en esta variedad.
Es decir, esta operacio´n no es expl´ıcita.
2. En la variedad de los ret´ıculos distributivos acotados (R;∧,∨, 1, 0) las identidades
siguientes definen impl´ıcitamente una operacio´n c, con un argumento, llamada com-
plemento.
x ∧ c(x) = 0
x ∨ c(x) = 1
En un a´lgebra de esta variedad existe la operacio´n c si y solo si se trata de un a´lgebra
booleana. Sin embargo, en este vocabulario no hay ningu´n te´rmino igual a c luego
esta operacio´n tampoco es expl´ıcita.
3. En la variedad de los semigrupos (S; ·) las identidades siguientes definen impl´ıcita-
mente una operacio´n constante 1, el elemento neutro.
x · 1 = x
1 · x = x
Se prueba que en esta variedad no hay ningu´n te´rmino constante luego la operacio´n
no es expl´ıcita. Un semigrupo posee esta operacio´n si y solo si es un monoide.
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4. En la variedad de los monoides (M ; ∗, 1) las identidades siguientes definen impl´ıcita-
mente una operacio´n I, el inverso.
x ∗ I(x) = 1
I(x) ∗ x = 1
Esta operacio´n no es expl´ıcita pues no hay ningu´n te´rmino igual a I. Los monoides
en los que existe esta operacio´n son los grupos.
5. En las a´lgebras de Heyting (H;∧,∨,→, 0, 1) [19] las identidades siguientes definen
impl´ıcitamente una operacio´n N con un argumento.
x ∧N(x) = 0
x ∧ N(x ∧ y) = x ∧N(y)
N(0) = 1
Esta operacio´n esta´ definida expl´ıcitamente por un te´rmino, a saber N(x) = x→ 0.
De hecho, N existe en todas las a´lgebras de Heyting.
6. En las a´lgebras de Heyting las identidades siguientes definen impl´ıcitamente una
operacio´n D.
x ∨ D(x) = 1
x ∨D(x ∨ y) = x ∨D(y)
D(1) = 0
Aunque estas identidades son duales a las del ejemplo anterior, en este caso la ope-
racio´n que definen no es expl´ıcita. La razo´n es que la operacio´n D no es compatible
con todas las congruencias de las a´lgebras donde existe.
7. Las identidades siguientes corresponden a los axiomas del ca´lculo proposicional
modal S5 —sin regla de necesitacio´n— [Sierra 2001].
(x→ y)→ (x→ y) = 1
x→ x = 1
x = x
¬¬x = ¬¬x
Sin embargo ellas no definen impl´ıcitamente un conectivo en las a´lgebras booleanas
ni en las a´lgebras de Heyting. Pues en cualquiera de estas a´lgebras —si tienen tres o
ma´s elementos— existen por lo menos dos operaciones que validan estas identidades.
8. En las a´lgebras de Heyting las identidades siguientes definen impl´ıcitamente una
operacio´n S con un argumento.
(S(x)→ x)→ S(x) = 1
S(x)→ (y ∨ (y→ x)) = 1
98
Definiciones impl´ıcitas y expl´ıcitas
Puede probarse que esta operacio´n S es compatible pero que no es expl´ıcita, pues
no es igual a ningu´n te´rmino en las a´lgebras de Heyting.
Precisadas las nociones de definibilidad impl´ıcita y expl´ıcita en el contexto del a´lgebra
universal, cabe la pregunta si all´ı vale un resultado similar al teorema de Beth de la lo´gica
de primer orden. De los ejemplos es claro que la respuesta var´ıa de una clase de a´lgebras
a otra. Tambie´n es evidente que entre las condiciones necesarias para que una operacio´n
impl´ıcita sea un te´rmino esta´ la de ser compatible, dado que todo te´rmino lo es. As´ı se
llega al siguiente interrogante.
Pregunta. ¿En cua´les cuasivariedades toda operacio´n compatible definida impl´ıcitamente
por cuasi-identidades esta´ definida expl´ıcitamente por algu´n te´rmino?
Los ejemplos muestran que en las variedades de los semirret´ıculos, los ret´ıculos distribu-
tivos acotados, los semigrupos, los monoides y las a´lgebras de Heyting, la respuesta a este
interrogante es negativa. En cambio, es posible demostrar que la respuesta es positiva en
la variedad de las a´lgebras booleanas [21].
Otras variedades estudiadas en la tesis [21] —ve´ase tambie´n el art´ıculo
[22]— son la de los grupos abelianos y la de los grupos en general. All´ı se establece
que en la variedad de los grupos abelianos, en la variedad de los grupos abelianos con
operadores de divisio´n y en general en la variedad de los mo´dulos sobre un anillo arbi-
trario, toda operacio´n compatible definida impl´ıcitamente por identidades esta´ definida
expl´ıcitamente por algu´n te´rmino. Es decir, en estas clases de a´lgebras se tiene cierto
“teorema de Beth algebraico”. En cambio en la cuasivariedad de los grupos abelianos sin
torsio´n no toda operacio´n impl´ıcita es expl´ıcita. Respecto a la variedad de los grupos, se
prueba que toda operacio´n compatible con un solo argumento definida impl´ıcitamente por
identidades esta´ definida expl´ıcitamente por un te´rmino, pero acerca de las operaciones
con ma´s argumentos au´n no hay una respuesta concluyente.
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