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Abstract
Consistent sampling is a technique for specifying, in small space, a subset S of a potentially large
universe U such that the elements in S satisfy a suitably chosen sampling condition. Given a subset
I ⊆ U it should be possible to quickly compute I ∩ S, i.e., the elements in I satisfying the sampling
condition. Consistent sampling has important applications in similarity estimation, and estimation of
the number of distinct items in a data stream.
In this paper we generalize consistent sampling to the setting where we are interested in sampling
size-k subsets occurring in some set in a collection of sets of bounded size b, where k is a small integer.
This can be done by applying standard consistent sampling to the k-subsets of each set, but that approach
requires time Θ(bk). Using a carefully designed hash function, for a given sampling probability p ∈ (0, 1],
we show how to improve the time complexity to Θ(b⌈k/2⌉ log log b+pbk) in expectation, while maintaining
strong concentration bounds for the sample. The space usage of our method is Θ(b⌈k/4⌉).
We demonstrate the utility of our technique by applying it to several well-studied data mining prob-
lems. We show how to efficiently estimate the number of frequent k-itemsets in a stream of transactions
and the number of bipartite cliques in a graph given as incidence stream. Further, building upon a recent
work by Campagna et al., we show that our approach can be applied to frequent itemset mining in a
parallel or distributed setting. We also present applications in graph stream mining.
1 Introduction
Consistent sampling is an important technique for constructing randomized sketches (or “summaries”) of
large data sets. The basic idea is to decide whether to sample an element x depending on whether a certain
sampling condition is satisfied. Usually, consistent sampling is implemented using suitably defined hash
functions and x is sampled if its hash value h(x) is below some threshold. If x is encountered several times,
it is therefore either never sampled or always sampled. The set of items to sample is described by the
definition of the hash function, which is typically small.
Consistent sampling comes in two basic variations: In one variation (sometimes referred to as subsampling)
there is a fixed sampling probability p ∈ (0, 1), and elements in a set must be sampled with this probability.
In the alternative model the sample size is fixed, and the sampling probability must be scaled to achieve the
desired sample size.
Depending on the strength of the hash function used, the sample will exhibit many of the properties
of a random sample (see e.g. [10, 25]). One of the most famous applications of consistent sampling [11] is
estimating the Jaccard similarity of two sets by the similarity of consistent samples, using the same hash
function. Another well-known application is reducing the number of distinct items considered to Θ(1/ε2) in
order to make an (1±ε)-approximation of the total number of distinct items (see [30] for the state-of-the-art
result).
∗This work is supported by the Danish National Research Foundation under the Sapere Aude program.
†kutzkov@gmail.com
‡pagh@itu.dk
1
In this paper we consider consistent sampling of certain implicitly defined sets. That is, we sample from
a set much larger than the size of the explicitly given database. Our main focus is on streams of sets, where
we want to sample subsets of the sets in the stream. Figure 1 shows an example result of such sampling.
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Figure 1: Random sample of 4-word sets of frequency at least 1% on the Kos blog (data set from the UCI
Machine Learning Repository). There are 491134490 such sets, and the above represents a sample of a
fraction 10−7 of these. Our algorithm samples sets of size 4 by identifying disjoint subsets of size 2 that
collide under a suitably chosen hash function, resulting in pairwise independent samples. We use a technique
from subset-sum algorithms to identify collisions using space linear in the number of distinct items, rather
than the number of distinct pairs. In the Kos data set there are 6906 distinct words (excluding stop words),
so there is a great difference between linear and quadratic time.
We demonstrate the usability of our technique by designing new algorithms for several well-studied
counting problems in the streaming setting. We present the first nontrivial algorithm for the problem of
estimating the number of frequent k-itemsets with rigorously understood complexity and error guarantee
and also give a new algorithm for counting bipartite cliques in a graph given as an incidence stream. Also,
using a technique presented in [14], we show that our approach can be easily parallelized and applied to
frequent itemset mining algorithms based on hashing [15, 16].
2 Preliminaries
Notation. Let C = T1, .., Tm be a collection of m subsets of a ground set I, Tj ⊆ I, where I = {1, . . . , n}
is a set of elements. The sets Tj each contain at most b elements, i.e., |Tj | ≤ b, and in the following are
called b-sets. Let further S ⊆ I be a given subset. If |S| = k we call S a k-subset. We assume that the b-sets
are explicitly given as input while a k-subset can be any subset of I of cardinality k. In particular, a b-set
with b elements contains
(
b
k
)
distinct k-subsets for k ≤ b. The frequency of a given k-subset is the number of
b-sets containing it.
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In order to simplify the presentation, we assume a lexicographic order on the elements in I and a unique
representation of subsets as ordered vectors of elements. However, we will continue to use standard set
operators to express computations on these vectors. In our algorithm we will consider only lexicographically
ordered k-subsets. For two subsets I1, I2 we write I1 < I2 iff i1 < i2 ∀i1 ∈ I1, i2 ∈ I2.
The set of k-subsets of I is written as Ik and similarly, for a given b-set Tj , we write T kj for the family
of k-subsets occurring in Tj. A family of k-subsets S ⊂ Ik is called a consistent sample for a given sampling
condition P if for each b-set Ti the set S ∩ T ki is sampled, i.e., all elements satisfying the sampling condition
P that occur in Ti are sampled. The sampling condition P will be defined later.
Let [q] denote the set {0, . . . , q − 1} for q ∈ N. A hash function h : E → [q] is t-wise independent iff
Pr[h(e1) = c1 ∧ h(e2) = c2 ∧ · · · ∧ h(et) = ct] = q−t for distinct elements ei ∈ E , 1 ≤ i ≤ t, and ci ∈ [q]. We
denote by p = 1/q the sampling probability we use in our algorithm. Throughout the paper we will often
exchange p and 1/q.
We assume the standard computation model and further we assume that one element of I can be written
in one machine word.
Probability theory. We assume that the reader is familiar with basic definitions from probability theory.
In the analysis of our algorithms we will use these inequalities:
• Markov’s inequality Let X be a random variable. Then for every λ > 1:
Pr[X ≥ λ] ≤ E[X ]
λ
(1)
• Chebyshev’s inequality. Let X be a random variable and λ > 0. Then
Pr[|X − E[X ]| ≥ λ] ≤ V[X ]
λ2
(2)
• Chernoff’s inequality. We will use the following form of the inequality:
Let X1, . . . , Xℓ be ℓ independent identically distributed Bernoulli random variables and E[Xi] = µ.
Then for any ε > 0 we have
Pr[|1
ℓ
ℓ∑
i=1
Xi − µ| > εµ] ≤ 2e−ε2µℓ/2 (3)
Example. In order to simplify further reading let us consider a concrete data mining problem. Let T be a
stream of m transactions T1, T2, . . . , Tm each of size b. Each such transaction is a subset of the ground set of
items I. We consider the problem of finding the set of frequent k-itemsets, i.e., subsets of k items occurring
in at least t transactions for a user-defined t ≤ m. As a concrete example consider a supermarket. The
set of items are all offered goods and transactions are customers baskets. Frequent 2-itemsets will provide
knowledge about goods that are frequently bought together.
The problem can be phrased in terms of the above described abstraction by associating transactions with
b-sets and k-itemsets with k-subsets. Assume we want to sample 2-itemsets. A consistent sample can be
described as follows: for a hash function h : I → [q] we define S to be the set of all 2-subsets (i, j) such that
h(i) + h(j) = 0 mod q. In each b-set we can then generate all
(
b
2
)
2-subsets and check which of them satisfy
the so defined sampling condition. For a suitably defined hash function, one can show that resulting sample
is “random enough” and can provide important information about the data, for example, we can use it to
estimate the number of 2-itemsets occurring above a certain number of times.
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3 Our contribution
3.1 Time-space trade-offs revisited.
Streaming algorithms have traditionally been mainly concerned with space usage. An algorithm with a
superior space usage, for example polylogarithmic, has been considered superior to an algorithm using more
space but less computation time. We would like to challenge this view, especially for time complexities that
are in the polynomial (rather than polylogarithmic) range. The purpose of a scalable algorithm is to allow
the largest possible problem sizes to be handled (in terms of relevant problem parameters). A streaming
algorithm may fail either because the processing time is too high, or because it uses more space than what
is available. Typically, streaming algorithms should work in space that is small enough to fit in fast cache
memory, but there is no real advantage to using only 10% of the cache. Looking at high-end processors over
the last 20 years, see for example http://en.wikipedia.org/wiki/Comparison_of_Intel_Processors,
reveals that the largest system cache capacity and the number of instructions per second have developed
rather similarly (with the doubling time for space being about 25% larger than the doubling time for number
of instructions). Assuming that this trend continues, a future processor with x times more processing power
will have about x0.8 times larger cache. So informally, whenever we have S = o(T 0.8) for an algorithm using
time T and space S the space will not be the asymptotic bottleneck.
3.2 Main Result.
In this paper we consider consistent sampling of certain implicitly defined sets, focusing on size-k subsets in
a collection of b-sets. The sampling is consistent in the sense that each occurrence of a k-subset satisfying
the sampling condition is recorded in the sample.
Theorem 1 For each integer k ≥ 2 there is an algorithm computing a consistent, pairwise independent
sample of k-subsets from a given b-set in expected time O(b⌈k/2⌉ log log b + pbk) and space O(b⌈k/4⌉) for a
given sampling probability p, such that 1/p = O(bk) and p can be described in one word. An element of the
sample is specified in O(k) words.
Note that for the space complexity we do not consider the size of the computed sample. We will do this
when presenting concrete applications of our approach.
For low sampling rates our method, which is based on hash collisions among k/2-subsets, is a quadratic
improvement in running time compared to the na¨ıve method that iterates through all k-subsets in a given
b-set. In addition, we obtain a quadratic improvement in space usage compared to the direct application
of the hashing idea. Storing a single 2k-wise independent hash function suffices to specify a sample, where
every pair of k-subsets are sampled independently.
An important consequence of our consistent sampling algorithm is that it can be applied to b-sets revealed
one at a time, thus it is well-suited for streaming problems.
4 Our approach
4.1 Intuition
A na¨ıve consistent sampling approach works as follows: Define a pairwise independent hash function h :
Ik → [q], for a given b-set T generate all (bk) k-subsets Ik ∈ T k and sample a subset Ik iff h(Ik) = 0. Clearly,
to decide which Ik are sampled the running time is O(b
k) and the space is O(b) since the space needed for
the description of the hash function for reasonably small sampling probability p is negligible. A natural
question is whether a better time complexity is possible.
Our idea is instead of explicitly considering all k-subsets occurring in a given b-set, to hash all elements
to a value in [q], q = ⌈1/p⌉ for a given sampling probability p. We show that the sampling of k-subsets is
pairwise independent and for many concrete applications this is sufficient to consider the resulting sample
“random enough”.
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The construction of the hash function is at the heart of our algorithm and allows us to exploit several
tricks in order to improve the running time. Let us for simplicity assume k is even. Then we sample a given
k-subset if the sum (mod q) of the hash values of its first k/2 elements equals the sum of the hash values
of its last k/2 elements modulo q. The simple idea is to sort all k/2-subsets according to hash value and
then look for collisions. Using a technique similar to the one of Schroeppel and Shamir for the knapsack
problem [38], we show how by a clever use of priority queues one can design an algorithm with much better
time complexity than the na¨ıve method and quadratic improvement in the space complexity of the sorting
approach.
4.2 The hash function
Now we explain how we sample a given k-subset. Let h : I → [q] be a 2k-wise independent hash function,
k ≥ 2. It is well-known, see for example [17], that such a function can be described in O(k) words for a
reasonable sampling probability, i.e., a sampling probability that can be described in one machine word.
We take a k-subset (a1, . . . , a⌊k/2⌋, a⌊k/2⌋+1, . . . , ak) in the sample iff (h(a1) + · · · + h(a⌊k/2⌋)) mod q =
(h(a⌊k/2⌋+1) + · · ·+ h(ak)) mod q. Note that we have assumed a unique representation of subsets as sorted
vectors and thus the sampling condition is uniquely defined.
For a given k-subset I = (ai, ai+1 . . . , . . . , ai+k−1), i ∈ I, we denote by h(ai, ai+1 . . . , . . . , ai+k−1)) the
value (h(a1) + h(ai+1) + · · · + h(ai+k−1)) mod q. We define the random variable XI to indicate whether a
given k-subset I = (a1, . . . , ak) will be considered for sampling:
XI =
{
1, if h(a1 . . . a⌊k/2⌋) = h(a⌊k/2⌋+1 . . . ak),
0, otherwise
The following lemmas allow us to assume that from our sample we can obtain a reliable estimate with
high probability:
Lemma 1 Let I be a t-subset with t ≤ k. Then for a given r ∈ [q], Pr[h(I) = r] = 1/q.
Proof:
Since h is 2k-wise independent and uniform each of the t ≤ k distinct elements is hashed to a value
between 0 and q − 1 uniformly and independently from the remaining t− 1 elements. Thus, the sum (mod
q) of the hash values of I’s t elements is equal with probability 1/q to r. 
Lemma 2 For a given k-subset I, Pr[XI = 1] = 1/q.
Proof:
Let I = Il ∪ Ir with |Il| = ⌊k/2⌋ and |Ir| = ⌈k/2⌉. The hash value of each subset is uniquely defined, h
is 2k-wise independent, and together with the result of Lemma 1 we have Pr[h(Il) = h(Ir) = r] = 1/q
2 for
a particular r ∈ [q]. Thus, we have Pr[h(Il) = h(Ir) = 0 ∨ · · · ∨ h(Il) = h(Ir) = q − 1] =
∑q−1
i=0 Pr[h(Il) =
h(Ir) = i] = 1/q. 
Lemma 3 Let I1 and I2 be two distinct k-subsets. Then the random variables XI1 and XI2 are independent.
Proof:
We show that Pr[XI1 = 1 ∧XI2 = 1] = Pr[XI1 = 1]Pr[XI2 = 1] = 1/q2 for arbitrarily chosen k-subsets
I1, I2. This will imply pairwise independence on the events that two given k-subsets are sampled since for a
given k-subset I, Pr[XI = 1] = 1/q as shown in Lemma 1.
Let I1 = I1l ∪ I1r and I2 = I2l ∪ I2r with |Iil| = ⌊k/2⌋ and |Iir | = ⌈k/2⌉. Let us assume without loss
of generality that h(I1l) = r1 and h(I2l) = r2 for some ri ∈ [q]. As shown in the previous lemmas for
fixed r1 and r2, Pr[h(I1r) = r1] = Pr[h(I2r) = r2] = 1/q. Since h is 2k-wise independent, all elements in
I1l ∪ I1r ∪ I2l ∪ I2r are hashed independently of each other. Thus, it is easy to see that the event we hash
I2r to r2 is independent from the event that we have hashed I1r to r1, thus the statement follows. 
The above lemmas imply that our sampling will be uniform and pairwise independent.
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ConsistentSubsetSampling
Input: b-set T ⊂ I, a 2k-wise independent h : I → [q]
Let H = T k/4 be the k/4-subsets occurring in T .
Sort all k/4-subsets from H in a circular list L according to hash value.
Build a priority queue P with k/2-subsets I = IH ∪ IL according to hash value, for IH ∈ H , IL ∈ L.
for i ∈ [q] do
T
k/2
i = OutputNext(P,L, i)
Generate all k-subsets from T
k/2
i satisfying the sampling condition (and consisting of k different
elements).
OutputNext
Input: a circular list L, a priority queue P of k/2-subsets I = (IH ∪IL) compared by hash value h(I), i ∈ N
while there is k/2-subset with a hash value i do
Output the next k/2-subset I = (IH ∪ IL) from P .
if cnt(IH) < L.length then
Replace I by IH ∪ I ′L in P where I ′L is the k/4-subset following IL in L.
Update the hash value of IH ∪ I ′L and restore the PQ invariant.
cnt(IH)++.
else
Remove I = (IH ∪ IL) from P and restore the PQ invariant.
Figure 2: A high-level pseudocode description of the algorithm. For simplicity we assume that k is a multiple
of 4. The letter H stands for “head”, these are the k/4-subsets that will constitute the first half of k/2-subsets
in P . We will always update the second half with a k/4-subset from L.
4.3 The algorithm
A pseudocode description of our algorithm is given in Figure 2. We explain how the algorithm works
with a simple example. Assume we want to sample 8-subsets from a b-set (a1, . . . , ab) with b > 8. We want
to find all 8-subsets (a1, . . . , a8) for which it holds h(a1, . . . , a4) = h(a5, . . . , a8). As discussed, we assume
a lexicographic order on the elements in I and we further assume b-sets are sorted according to this total
order. The assumption can be removed by preprocessing and sorting the input. Since I is discrete, one can
assume that each b-set can be sorted by the Han-Thorup algorithm in O(b
√
log log b) expected time and space
O(b) [23] (for the general case of sampling k-subsets even for k = 2 this will not dominate the complexity
claimed in Theorem 1). In the following we assume the elements in each b-set are sorted. Recall we have
assumed a total order on subsets, and all subsets we consider are sorted according to this total order. We
will also consider only sorted subsets for sampling.
We simulate a sorting algorithm in order to find all 4-subsets with equal hash values. Let the set of 2-
subsets be H . First, in ConsistentSubsetSampling we generate all
(
b
2
)
2-subsets and sort them according
to their hash value in a circular list L guaranteeing access in expected constant time. We also build a priority
queue P containing
(
b
2
)
4-subsets as follows: For each 2-subset (ai, aj) ∈ H we find the 2-subset (ak, aℓ) ∈ L
such that h(ai, aj , ak, aℓ) is minimized and keep track of the position of (ak, aℓ) in L. Then we successively
output all 4-subsets sorted according to their hash value from the priority queue by calling OutputNext.
For a given collection of 4-subsets with the same hash value we generate all valid 8-subsets, i.e., we find all
combinations yielding lexicographically ordered 8-subsets. Note that the “head” 2-subsets from H are never
changed while we only update the “tail” 2-subsets with new 2-subsets from L. During the process we also
check whether all elements in the newly created 4-subsets are different.
In OutputNext we simulate a heapsort-like algorithm for 4-subsets. We do not keep explicitly all 4-
subsets in P but at most
(
b
2
)
4-subsets at a time. Once we output a given 4-subset (ai, aj , ak, aℓ) from P ,
we replace it with (ai, aj , a
′
k, a
′
ℓ) where (a
′
k, a
′
ℓ) is the 2-subset in L following (ak, aℓ). We also keep track
whether we have not already traversed L for each 2-subset in H . If this is the case, we remove the 4-subset
(ai, aj , ak, aℓ) from P and the number of recorder entries in P is decreased by 1. At the end we update P
and maintain the priority queue invariant.
6
In the following lemmas we will prove the correctness of the algorithm for general k and will analyze its
running time. This will yield our main Theorem 1.
Lemma 4 For k ≥ 4 with k mod 4 = 0 Consistent Subset Sampling outputs the k/2-subsets from a
given b-set in sorted order according to their hash value in expected time O(bk/2 log log b) and space O(bk/4).
Proof: Let T be the given b-subset and S = I1, . . . , I( bk/2) be the k/2-subsets occurring in T sorted according
to hash value. For correctness we first show that the following invariant holds: After the j smallest k/2-
subsets have been output from P , P contains the (j+1)th smallest k/2-subset in S, ties resolved arbitrarily.
For j = 1 the statement holds by construction. Assume now that it holds for some j ≥ 1 and we output the
jth smallest k/2-subset I = IH ∪ IL for k/4-subsets IH and IL. We then replace it by I ′ = IH ∪ I ′L where
I ′L is the k/4-subset in L following IL, or, if L has been already traversed, remove I from P . If P contains
the (j + 1)th smallest k/2-subset, then the invariant holds. Otherwise, we show that it must be that the
(j + 1)th smallest k/2-subset is I ′. Since L is sorted and we traverse it in increasing order, the k/2-subsets
IH ∪ IL with a fixed head IH that remain to be considered have all a bigger hash value than I. The same
reasoning applies to all other k/2-subsets in P , and since no of them is the (j + 1)-th smallest k/2-subset,
the only possibility is that indeed I ′ is the (j + 1)-th smallest k/2-subset.
In L we need to explicitly store O(bk/4) subsets. Clearly, we can assume that we access the elements
in L in constant time. The time and space complexity depend on how we implement the priority queue P .
We observe that for a hash function range in bO(1) the keys on which we compare the 2-subsets are from a
universe of size bO(1). Thus, we can implement P as a y-fast trie [41] in O(bk/4) space supporting updates
in O(log log b) time. This yields the claimed bounds.

Note however, that the number of k/2-subsets with the same hash value might be ω(bk/4). We next
guarantee that the worst case space usage is O(bk/4).
Lemma 5 For a given r ∈ [q], k mod 4 = 0, and sampling probability p ∈ (0, 1], we generate all k-subsets
from a set of k/2-subsets with a hash value r that satisfy the sampling condition in expected time O(p2bk)
and space O(bk/4).
Proof:
We use the following implicit representation of k/2-subsets with the same hash value. For a given k/4-
subset IP the k/4-subsets IL in L occurring in k/2-subsets IP ∪IL with the same hash value are contained in
a subsequence of L. Therefore, instead of explicitly storing all k/2-subsets, for each k/4-subset IP we store
two indices i and j indicating that h(IP ∪ L[k]) = r for i ≤ k ≤ j. Clearly, this guarantees a space usage of
O(bk/4).
We expect pbk/2 k/2-subsets to have hash value r, thus the number of k-subsets that will satisfy the
sampling condition is O(p2bk). 
The above lemmas prove Theorem 1 for the case k mod 4 = 0. One generalizes to arbitrary k ≥ 4 in the
following way:
For even k with k mod 4 = 2, meaning that k/2 is odd, it is easy to see that we need a circular list with
all ⌊k/4⌋-subsets but the priority queue will contain ( b⌈k/4⌉) pairs of k/2-subsets (which are concatenations of
⌈k/4⌉-subsets and ⌊k/4⌋-subsets). For odd k we want to sample all k-subsets for which the sum of the hash
values of the first ⌊k/2⌋ elements equals the sum of the hash values of the last ⌈k/2⌉ elements. We can run
two copies of OutputNext in parallel, one will output the ⌈k/2⌉-subsets with hash value r and the other
one the ⌊k/2⌋-subsets with hash value r for all r ∈ [q]. Then we can generate all k-subsets satisfying the
sampling condition as outlined in Lemma 5 with the only difference that we will combine ⌈k/2⌉-subsets with
⌊k/2⌋-subsets output by each copy of OutputNext. Clearly, the space complexity is bounded by O(b⌈k/4⌉)
and the expected running time is O(b⌈k/2⌉ + pbk). This completes the proof of Theorem 1.
A time-space trade-off. A better space complexity can be achieved by increasing the running time. The
following theorem generalizes our result.
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Theorem 2 For any k ≥ 2 and ℓ ≤ k/2 we can compute a consistent, pairwise independent sample of
k-subsets from a given b-set in expected time
O(b⌈k/2+ℓ⌉ log log b) + pbk) and space O(b⌈(k−2ℓ)/4⌉ + b) for a given sampling probability p, such that 1/p =
O(bk) and p can be described in one word.
Proof: We need space O(b) to store the b-set. Assume that we iterate over 2ℓ-subsets (a1, . . . , a2ℓ),
without storing them and their hash values. We assume that we have fixed ℓ elements among the first ⌊k/2⌋
elements, and ℓ elements among the last ⌈k/2⌉ ones. We compute the value hℓ = (h(a1) + · · · + h(aℓ) −
h(a⌊k/2⌋+1) − · · · − h(a⌊k/2⌋+ℓ)) mod q. We now want to determine all (k − 2ℓ)-subsets for which the sum
of the hash values of the first ⌊k/2⌋ − ℓ elements equals the sum of the hash values of the last ⌈k/2⌉ − ℓ
elements minus the value hℓ. Essentially, we can sort (k − 2ℓ)-subsets according to their hash value in the
same way as before and the only difference is that we subtract hℓ from the hash value of the last ⌈k/2⌉ − ℓ
elements. Thus, we can use two priority queues, where in the second one we have subtracted hℓ from the
hash value of each (⌈k/2⌉ − ℓ)-subset, output the minima and look up for collisions. Disregarding the space
for storing the b-set, the outlined modification requires time O(b⌈k/2+ℓ⌉ log log b) and space O(b⌈(k−2ℓ)/4⌉) to
process a given b-set. 
Discussion. Let us consider the scalability of our approach to larger values of b, assuming that the time
is not dominated by iterating through the sample. If we are given a processor that is x times more powerful,
this will allow us to increase the value of b by a factor x1/⌈k/2⌉. This will work because the space usage of
our approach will only rise by a factor
√
x, and, as already discussed, we expect a factor x0.8 more space
to be available. An algorithm using space b⌈k/2⌉ would likely be space-bounded rather than time-bounded,
and thus only be able to increase b by a factor of x0.8/⌈k/2⌉. At the other end of the spectrum an algorithm
using time xk and constant space would only be able to increase b by a factor x1/k.
5 Applications of Consistent Subset Sampling
5.1 Estimating the number of frequent itemsets
Our original motivation for devising an efficient consistent sampling method was to improve algorithms for
the fundamental task of mining frequent itemsets.
We recall again, that in this problem one is given a set ofm transactions T1, T2, . . . , Tm, which are subsets
of the ground set of items I. A fundamental question is finding the set of frequent k-itemsets, that is, subsets
of k items occurring in at least γm transactions for a user specified threshold 0 < γ < 1, see [21] for an
overview. The problem is #P-hard [20] and even hard to approximate [43].
Classic algorithms like Apriori [1] and FP-Growth [22] address the problem and are known to efficiently
handle even large input data sets that occur in practice. However, as shown in [31], their complexity
is determined by the number of frequent itemsets and a lower support threshold may cause exponential
running time. In such cases, one needs to adjust the support threshold and run the algorithm again with the
hope that this time it will run in reasonable time and will still produce a fair amount of association rules.
Obviously, the above strategy can be very expensive and therefore the basic frequent set mining algorithms
have been further refined to better handle worst case scenarios [7, 35, 37]. However, the number of frequent
itemsets is a natural lower bound on the running time of any algorithm computing them.
A recent line of research has started to attack the problem from a different perspective. As Geerts
et al. [19] artfully describe the goal: “Indeed, the problem is precisely to predict a combinatorial explosion
without suffering from it.”More precisely, randomized algorithms have been designed that accurately predict
the number of frequent itemsets without explicitly generating them [6, 27].
The first randomized algorithm for frequent itemsets mining appears to be the one by Toivonen [40].
It is based on the natural idea that in a random sample of the transactions in the database we expect
frequent itemsets to be still frequent. The sample is then used to derive the frequent itemsets in two
passes over the data. However, the running time still depends on the number of frequent itemsets and
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thus this approach can be computationally prohibitive. Also, in a recent work Jin et al. [27] analyzed
the behavior of the above sampling estimator and showed that although it is asymptotically unbiased, in
practice, for samples of reasonable size, it tends to overestimate the number of frequent itemsets. The first
randomized algorithm for frequent itemset mining that is not based on sampling of transactions is due to
Boley and Grosskreutz [6]. Their method builds upon a Monte Carlo approach and then uses almost uniform
sampling [26]. Unfortunately, but not surprisingly, the worst case running time is exponential. Boley and
Grosskreutz propose a heuristic procedure that needs a polynomial number of steps and experimentally
show that for dense datasets it efficiently estimates the number of frequent itemsets. However, no theoretical
analysis of the approximation guarantee is presented.
A recent work by Amossen et al. [3] studies the special case of efficient estimation of the number of distinct
pairs occurring in a transactional database. (In the frequent itemset mining context this corresponds to
estimating the number of 2-itemsets with support threshold at least 1.) Building upon a work for estimating
the number of distinct elements in a data stream by Bar-Yossef et al. [4], their algorithm obtains a (1± ε)-
approximation of the number of distinct pairs with high probability by storing hash values for O(1/ε2) pairs.
The main contribution of the proposed algorithm is that each transaction can be processed in expected linear
time in its length as opposed to the na¨ıve application of [4] which would require quadratic processing time
per transaction. The Amossen et al. algorithm can be extended to estimating the number of frequent pairs
for a user defined frequency threshold but it is not clear how to adjust it to the problem of approximate
frequent k-itemset counting.
Our approach based on consistent subset sampling applies in a natural way to this problem. We simply
associate transactions with b-sets and k-itemsets with k-subsets. It is drastically different from previous
sampling approaches for the problem [6, 27], and gives the first nontrivial algorithm for the problem with
rigorously understood complexity and error guarantee. Moreover, it can work in a streaming fashion requiring
only one pass over the input, thus it has a wider range of applications.
Note that since sampling is a powerful technique our algorithm can be applied to estimating the number
of interesting k-itemsets for any efficiently computable criterion for interestingness. For example, one can
estimate the number of k-itemsets with items satisfying certain user specified constraints or k-itemsets with
frequency in a given range. The following results apply to the generalized version of the problem. Also note
that the time-space trade-off from Theorem 2 applies to the next theorems but for a better readability we
will use the time and space complexity from Theorem 1.
In the following theorems we will say that an algorithm returns an (ε, δ)-approximation of some quantity
Q, if it returns a value Q˜, such that (1 − ε)Q ≤ Q˜ ≤ (1 + ε)Q with probability at least 1 − δ for any
0 < ε, δ < 1.
Theorem 3 Let T be a stream of m transactions of size at most b over a set of n items and f and z be
the number of frequent and different k-itemsets, k ≥ 2, in T , respectively. For any α, ε, δ > 0 there exists
a randomized algorithm running in expected time O(mb⌈k/2⌉ log log b + logm log δ
−1
αε2 ) and space O(b
⌈k/4⌉ +
logm log δ−1
αε2 ) in one pass over T returning a value f˜ such that
• if f/z ≥ α, then f˜ is an (ε, δ)-approximation of f .
• otherwise, if f/z < α, then f˜ ≤ (1 + ε)f with probability at least 1− δ.
Proof:
In the following we will analyze the time and space complexity of FrequentItemsetEstimator as well
as the quality of the returned estimation.
First note that ConsistentSubsetSampling guarantees that all occurrences of a given k-itemset I will
be sampled, therefore we will compute I’s exact frequency in T .
We show how to estimate the values of α′ = f/z and z in parallel. At the end we return as an estimate
α˜′z˜ from the computed estimates α˜′ and z˜. Denote by Fk the frequent k-itemsets and by Zk all k-itemsets
occurring in T . Let us denote by f and z the cardinalities of Fk and Zk, respectively.
We first show how to obtain an (ε′, δ)-approximation of f for ε′ that will be defined later. Assume for
now that z is known. (We later show how to remove the assumption.) Consider the case when the fraction
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SingleRunEstimator
Input: Input: stream of m transactions T over n items, 2k-wise independent hash function h : I → [q],
double α, ε ∈ (0, 1]
Set s = 8αε2
Let H be a hashtable for s 〈k-itemsets, integer〉-entries
for each transaction T ∈ T do
for each k-itemset I output by ConsistentSubsetSample(T, h) do
Update(H, I).
if the number of sampled k-itemsets exceeds 32s then
return (-1,-1).
if the number of sampled k-itemsets is less than s then
return (-1,-1).
Let α˜′ be the ratio of frequent k-itemsets in H and s′ the number of sampled k-itemsets.
return (α˜′, z˜), z˜ = qs′, as estimates of α′ and z
GuessingEstimator
Input: Input: stream of m transactions T over n items, double α, ε ∈ (0, 1]
Set s = 8αε2
for i = 0 to logm do
Run in parallel
zi = 2
i
(
b
k
)
choose a 2k-wise independent h : I → [q] for q = max( zi2s , 1)
(α˜i, z˜i) = SingleRunEstimator(T , h, α, ε).
Let α˜j and z˜j to be two estimates for some j ∈ [logm] different from -1, if existent.
return (α˜, z˜).
FrequentItemsetEstimator
Input: Input: stream of m transactions T over n items, double α, ε, δ ∈ (0, 1]
Run log 1/δ copies of GuessingEstimator(T , α, ε) in parallel.
Let α˜m and z˜m be the medians of the log 1/δ estimates α˜ and z˜
return f˜ = α˜m · z˜m
Figure 3: Estimating the number of frequent k-itemsets.
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of frequent k-itemsets is α′ ≥ α. Let us estimate how many k-itemsets we need to sample in order to achieve
an (1±ε)-approximation of Fk. Assume we have sampled a set S containing s k-itemsets. For each k-itemset
I ∈ S we introduce an indicator random XI denoting whether I is frequent. Let X =
∑
I∈SXI . Clearly,
we have E[XI ] = α
′ and E[X ] = α′s. As shown in Lemma 3, the sampling of two k-itemsets is pairwise
independent and since the XI are {0, 1}-valued, for the variance of X it holds V[X ] ≤ E[X ]. By applying
Chebyshev’s inequality we obtain
Pr[|X − E[X ]| ≥ ε′α′s] ≤ V[X ]
α′2s2
≤ E[X ]
ε′2α′2s2
=
1
ε′2α′s
≤ 1
ε′2αs
.
Thus, we need s ≥ 8αε′2 to bound the probability that the value returned by SingleRunEstimator α˜′
is not an (1 ± ε′)-approximation of α′ to 1/8. Analogously, we obtain that if α′ < α, with probability at
least 7/8 we will return an estimate that is bounded by (1 + ε′)α. Next we show how to obtain the desired
number of samples while guaranteeing the claimed worst case space usage.
Now we show that in at least one run of GuessingEstimator we will obtain the required s ≥ 8αε′2
samples. In the following we assume without loss of generality that s ≥ 32 and that logm is integer. In
GuessingEstimator we run several copies of the algorithm in parallel for different values for z. Clearly,(
b
k
) ≤ z ≤ m(bk). Thus we run logm copies with zi = (bk)2i, i ∈ {1, 2, . . . , logm}. For the ith copy we choose
a sampling probability pi = min(
2s
zi
, 1), i.e., the hash function range in the ith run of SingleRunEstimator
is q = max( zi2s , 1). Without loss of generality we assume that zj ≤ z < zj+1 for some fixed 1 ≤ j < logm.
Consider the jth copy of the algorithm. We again introduce an indicator random variable YI for each k-
itemset I ∈ T denoting whether it has been sampled and set Y = ∑I∈T YI . We have E[Y ] = zszj and thus
2s < E[Y ] ≤ 4s. Applying Markov’s inequality with λ = 32s we then bound the probability that more than
32s k-itemsets will be sampled to 1/8. We apply Chebyshev’s inequality with λ = s in order to bound the
probability that less than s k-itemsets will be sampled.
Pr[Y < s] ≤ Pr[|Y − E[Y ]| ≥ s] ≤ V[Y ]
s2
≤ E[Y ]
s2
≤ 4
s
≤ 1
8
.
By the union bound we bound the probability that either too many k-itemsets have been sampled, or
not enough k-itemsets have been sampled or an inaccurate estimate of α′ is returned to at most 3/8.
By running K independent copies of the algorithm in parallel, we expect at least 58K correct estimates.
Thus, we expect that the median will be also an (1 ± ε′)-approximation of α′. Introducing an indicator
random variable for each copy, denoting whether we returned an (1± ε′)-approximation of α′, we can apply
Chernoff’s inequality from section 2 with ℓ = log 2δ and bound the error probability to δ/2.
The value z is estimated in parallel in analogous way. For a given sampling probability p, we expect pz
distinct k-itemsets in the sample and one can show concentration around the expected value via Chebyshev’s
inequality. For the sampling probabilities in GuessingEstimator one can show again that with probability
at least 5/8 for at least one run of GuessingEstimator we return z˜, an (1 ± ε′)-approximation of z. The
error probability can be bound to δ/2 by running log 2δ copies in parallel, thus by the union bound we obtain
error probability of δ that either α˜′ or z˜ are not (1± ε′)-approximations. (Note that since we know z ≥ (bk)
we do not have to consider the case that we do not obtain enough samples.) It is easy to see that choosing
ε = 2ε′, f˜ = α˜ · z˜ is an (ε, δ)-approximation of f .
The sampled k-itemsets are stored in a hashtableH of size bounded by O(s), andH is updated in constant
time. The time and space complexity follow then immediately from the pseudocode and Theorem 1.  
5.2 Parallelizing frequent itemset mining algorithms
In a recent work Campagna et al. [14] propose a new method for parallelizing frequent items mining algorithm
based on hashing when applied to mining frequently co-occurring item-item pairs in transactional data
streams. Let us first recall the two randomized frequent items mining algorithms Count-Sketch [15] and
CountMin-Sketch [16]. We are given a stream of items I and want to estimate the frequency of each item
after processing the stream. In both algorithms we maintain a sketch Q of the stream of the items processed
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so far. Q consists of q buckets. For each incoming item i ∈ I we update one of the q buckets in the sketch.
The bucket is chosen according to the value h(i) for a pairwise independent hash function h : I → [q]. The
algorithms differ in the way we update the bucket i is hashed to and achieve an additive approximation for
the frequency of each individual item in terms of the 1- and 2-norm of the stream frequency vector, i.e., the
vector obtained from the items frequencies. We refer the reader to the original works [15, 16] for a thorough
description of the algorithms and the approximation guarantees.
It is clear that Count-Sketch and CountMin-Sketch can be applied in a trivial way to the estimation
of k-itemset frequencies in transactional data streams by simply generating all k-itemsets occurring in a given
transaction and treating them as items in a stream. This is also the only known approach for frequent k-
itemset mining in transactional streams with rigorously understood complexity and approximation guarantee.
Campagna et al. [14] propose a novel approach to parallelizing the above algorithm applied to the estimation
of pairs (or 2-itemsets) frequencies in transactional streams. The design of our hash function allows the
generalization of the main idea from [14] to k-itemset mining for k > 2. Assume the sketch Q consists of
q buckets and we are given p processors. We want to distribute the processing of k-itemsets occurring in a
given transaction among the p processors. Assume without loss of generality that t = q/p is integer. We
number the processors from 0 to p− 1 and assign to the ith processor the buckets in the sketch numbered
between it and (i + 1)t − 1 for i ∈ [p]. Thus, we want to efficiently find all k-itemsets with a hash value
in the given range. By a simple extension of the ConsistentSubsetSampling algorithm from Section 4.3
we are able to efficiently find all k-itemsets hashing to a given value r ∈ [q]. Assume for simplicity that k
is even. We set j+ = 0 and j− = r − j+. We work with two priority queues P+ and P− as described in
section 4.3. However, P+ will output k/2-itemsets in increasing order according to their hash value and P−
will output k/2-itemsets in decreasing order. We output all k/2-itemsets with hash value j+ from P+ and all
k/2-itemsets with hash value j− from P− and generate all valid combinations. Clearly, this can be done by
the methods from Section 4.3. Also, we can extend the algorithm to output the k-itemsets with a hash value
in a given range of size t. Instead of storing in P− only k/2-itemsets with a given hash value, we store all
k/2-itemsets with a hash value in the range [j−, j−+ t) for monotonically increasing j−. Using the approach
presented in Lemma 5 we can guarantee that the space usage will not exceed O(bk/4). The above extends
to arbitrary k > 2 as presented in section 4.3. This yields the following result:
Theorem 4 There exists a pairwise independent hash function h : Ik → [q] that can be described in O(k)
words, such that given a transaction T with b items we can output T kR, the set of k-itemsets in T hashing to
a value in a given range R = [i, i+ t) for i ∈ [q], t ≤ q, in expected time O(|T kR| + b⌈k/2⌉ log log b) and space
O(b⌈k/4⌉).
The above theorem essentially says that in a parallelized setting each processor only needs to read the
transaction and then can efficiently decide which k-itemsets it is responsible for. Thus, Count-Sketch
and CountMin-Sketch applied to transactional data streams can be considerably sped up when several
processors are available or, more practically, on a desktop with a multi-core CPU.
5.3 Estimating the number of subgraphs for incidence streams
Let G = (V,E) be a simple directed or undirected graph with n = |V | vertices and m = |E| edges and
bounded degree ∆. We say that vertices u and v are neighbors if there exists an edge (u, v) ∈ E. For many
real-life problems the whole graph does not fit in memory and we can access only given parts of it. A well-
known model for handling large graphs is to read the graph as an “incidence” stream, that is, for each vertex
only the vertices adjacent to it are given. A k-subset of the neighbors of some vertex is called k-adjacencies,
many vertices can have the same k-adjacencies. The ordering of vertex appearances is arbitrary. One is then
interested in certain structural properties of the graph. Due to a large number of applications of particular
interest have been algorithms for approximately counting the number of small subgraphs. The problem
of approximately counting triangles and estimating clustering coefficients in streamed graphs has received
considerable attention [8, 12, 13, 28, 39]. The approach was extended to counting (i, j)-bipartite cliques [13],
counting graph minors of fixed size [9]. Building upon work by Jowhari and Ghodsi [28], Manjunath et al. [34]
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present new algorithms for approximate counting of cycles in the turnstile model where one is allowed to
insert as well as to delete edges. The approach was later extended by Kane et al. [29] to arbitrary subgraphs
of fixed size.
Estimating the number of k-cliques. The currently fastest algorithm for counting triangles in incidence
streams is the wedge sampling approach by Buriol et al. [12]. The algorithm can be easily generalized to
counting k-cliques for arbitrary k ≥ 3. One samples at random a (k − 1)-star 1 s and then in the next
incidence lists we check whether there exists a (k − 1)-star centered with the same set of vertices as s but
centered at a different vertex. If we find k − 1 or k such (k − 1)-stars, then we conclude that the sampled
(k − 1)-star s is completed to a k-clique. Thus, if s is indeed part of a k-clique, then it needs to be either
the first or the second (k − 1)-star among the k such (k − 1)-stars that are part of the k-clique. Let Kk be
the number of k-cliques and Sk−1 the number of (k − 1)-stars in the graph. By setting γ = KkSk−1 to be the
ratio of k-cliques to (k − 1)-stars in the graph, we thus need O( kγε2 log 1δ ) sampled (k − 1)-stars in order to
obtain an (ε, δ)-approximation of Kk. Since we don’t know the exact value of Kk = O(n
k), one needs to run
O(k logn) copies in parallel each guessing the right value (as we did in GuessingEstimator in Section 5.1.
The na¨ıve algorithm for processing each edge would result in processing time of O( kγε2 log
1
δ ) but using the
clever techniques from [12] one can obtain an amortized processing time of O((1 + mknγε2 log
1
δ )k logn) per
edge.
Using Consistent Subset Sampling instead, we obtain an alternative approach that may need considerably
less samples. Assume w.l.o.g. that k is even. We want to sample all subsets of k vertices (v1, v2, . . . , vk)
that appear together in some (k − 1)-star and it holds h(v1, v2, . . . , vk/2) = h(vk/2+1, vk/2+2, . . . , vk) mod q.
(We remind the reader that h(v1, . . . , vℓ) = h(v1) + . . . + h(vℓ) mod q for a suitably defined hash function
h : V → [q].) Remember that we consider only lexicographically ordered sets of vertices. Let be given a list of
vertices (u1, u2, . . . , u∆) incident to some u ∈ V . In order to find all (k−1)-stars centered at u that satisfy the
sampling condition, we distinguish between two kinds of (k− 1)-stars centered at u depending on whether u
is among the first k/2 vertices in lexicographic order or not. Given the hash value h(u), we then first look for
subsetsW1 of ⌊(k−1)/2⌋−1 vertices andW2 of ⌈(k−1)/2⌉ vertices such that h(W1)+h(u) = h(W2) mod q.
This can be done by a straightforward extension of the approach in Section 4.3. Similarly, we next look for
subsets Y1 of ⌊(k − 1)/2⌋ vertices and Y2 of ⌈(k − 1)/2⌉ − 1 vertices such that h(Y1) = h(Y2) + h(u) mod q.
From the above discussion and the results from Theorem 1 and Theorem 3 we then obtain the following
result:
Theorem 5 Let G = (V,E) be a graph with n vertices, m edges and bounded degree ∆ revealed as a
stream of incidence lists. Let further Kk be the number of k-cliques in G and Sk−1 the number of (k − 1)-
stars in G for k ≥ 3. For any γ, ε, δ ∈ (0, 1] there exits a randomized algorithm running in expected time
O(n∆⌈k/2⌉ log log∆ + logn log δ
−1
γε2 ) and space O(∆
⌈k/4⌉ + log n log δ
−1
γε2 ) in one pass over the graph returning a
value K˜k such that
• if Kk/Sk−1 ≥ γ, K˜k is an (ε, δ)-approximation of Kk.
• otherwise, if Kk/Sk−1 < γ, K˜k ≤ (1 + ε)Kk with probability at least 1− δ.
Note that the number of required samples is a factor of k smaller than in the extension of the triangle
counting algorithm by Buriol et al. For graphs where the term ∆⌈k/4⌉ is not dominating, our algorithm can
thus be considerably more efficient.
Estimating the number of bipartite cliques. Consistent Subset Sampling applies to counting the
number of 4-cycles by estimating the number of distinct 2-adjacencies occurring at least two times in the
incidence stream.
1An ℓ-star is a connected graph on ℓ+ 1 vertices with one internal vertex of degree ℓ and ℓ leafs of degree 1.
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More generally, we can count non-induced (i, j)-bipartite cliques, in (directed and undirected) graphs
given as an incidence stream. A non-induced bipartite clique, or biclique, in a graph G = (V,E) is defined
as B = (X,Y,E′) with X,Y ⊂ V , X ∩ Y = ∅ and (x, y) ∈ E′ ∀x ∈ X, y ∈ Y . Bipartite cliques appear in
many areas of computer science, for a list of applications the reader is referred to [2].
Let us discuss known algorithms capable of counting (i, j)-bipartite cliques and how they compare to
our approach. The approach in [13] is aimed at counting (3,3)-bicliques and is based on a careful extension
of the sampling approach for counting triangles from [12]. A direct comparison to their result is difficult
and there is a subtle difference between the problems one can handle with sampling and with consistent
sampling. The algorithm of Buriol et al. samples uniformly at random a (1, 3)-star and then checks in
the remaining stream whether the star is a subgraph of a (3, 3)-biclique. The authors show this happens
with probability O(
K3,3
K1,3∆2
) where Ki,j is the number of (i, j)-bicliques in G and ∆ is the maximum vertex
degree in G. The algorithm can be easily generalized to counting (i, j)-bicliques. A concrete motivation
for the considered problem is the detection of emerging web communities by analyzing the Web graph [33].
In this setting vertices refer to Web pages and their neighbors are other Web pages pointed to by them.
An (i, j)-biclique shows that i pages point to j other pages and this is an indication of a community with
common interests. The number of such communities is valuable information about the structure of the Web
graph. Note however that popular Web pages like news portals, search engines and discussion forums can be
pointed to by many, say t, distinct pages. This can cause a combinatorial explosion in the number of (i, j)-
bicliques for larger t. One possible solution is to exclude such popular pages from consideration but this may
result in incomplete information. We propose another solution, namely counting bipartite cliques with fixed
right-hand size and variable left-hand size, or more precisely to count (i+, j)-bicliques with at least i vertices
on the left size and exactly j vertices on the right-hand side. Note that this problem cannot be handled by
the sampling algorithm in [13] since it will be biased towards sampling frequently occurring j-adjacencies.
The more general algorithms from [9, 29] also do not apply to the problem of counting (i+, j)-bicliques.
Using consistent sampling we can handle this problem. The time and space bounds and accuracy of
estimates are exactly the same as for frequent itemset mining. Let ∆ be the maximum degree of the streamed
graph G. We consider the incidence list of each vertex as a ∆-set and vertices, we are then interested in
j-subsets occurring in at least i ∆-sets. The j-subsets correspond to j-adjacencies. Thus, we obtain the
following result.
Theorem 6 Let G = (V,E) be a graph with n vertices, m edges and bounded degree ∆ revealed as a stream of
incidence lists. Let further Ki+,j be the number of (i
+, j)-bicliques in G and Aj the number of j-adjacencies
in G for i ≥ 1, j ≥ 2. For any γ, ε, δ ∈ (0, 1] there exits a randomized algorithm running in expected time
O(n∆⌈j/2⌉ log log∆ + log n log δ
−1
γε2 ) and space O(∆
⌈j/4⌉ + logn log δ
−1
γε2 ) in one pass over the graph returning a
value K˜i+,j such that
• if Ki+,j/Aj ≥ γ, K˜i+,j is an (ε, δ)-approximation of Ki+,j.
• otherwise, if Ki+,j/Aj < γ, K˜i+,j ≤ (1 + ε)Ki+,j with probability at least 1− δ.
6 Conclusions
Finally, we make a few remarks about possible improvements in the running time of our consistent sampling
technique. As one can see, the algorithmic core of our approach is closely related to the d-SUM problem
where one is given an array of n integers and the question is to find d integers that sum up to 0. The
best known randomized algorithm for 3-SUM runs in time O(n2(log logn)2/ log2 n)[5], thus it is difficult to
hope to design an algorithm enumerating all 3-subsets satisfying the sampling condition much faster than
in O(b2) steps. Moreover, Paˇtras¸cu and Williams [36] showed that solving d-SUM in time no(d) would imply
an algorithm for the 3-SAT problem running in time O(2o(n)) contradicting the exponential time hypothesis
[24]. It is even an open problem whether one can solve d-SUM in time O(n⌈d/2⌉−α) for d ≥ 3 and some
constant α > 0 [42].
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In a recent work Dinur et al. [18] presented a new “dissection” technique for achieving a better time-space
trade-off for the computational complexity of various problems. Using the approach from [18], we can slightly
improve the results from Theorem 2. However, the details are beyond the scope of the present paper.
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