Abstract. For a finite dimensional algebra A with 0 < φdim(A) = m < ∞ we prove that there always exist modules M and N such that φ(M ) = m − 1 and φ(N ) = 1. On the other hand, we see that not every value between 1 and m − 1 will be reached by φ. Also we prove that for B a truncated path algebra φdimB = φdimB op . And compute, when Q has no sources nor sinks, the φ-dimension of B in function of the φ-dimension of the radical square zero algebra with the same associated quiver.
Introduction
One of the most important conjectures in the Representation Theory of Artin Algebras is the finitistic conjecture. It states that sup{pd(M ) : M is a finitely generated module of finite projective dimension} is finite. In an attempt to prove the conjecture Igusa and Todorov defined in [IT] two functions from the objects of modA (the category of right finitely generated modules over an Artin algebra A) to the natural numbers, which generalizes the notion of projective dimension. Nowadays they are known as the Igusa-Todorov functions, φ and ψ. One of its nicest features is that they are finite for each module, and allow us to define the φ-dimension and the ψ-dimension of an algebra. These are new homological measures in the module category. In particular it holds that: findim(A) ≤ φdim(A) ≤ ψdim(A) ≤ gldim(A), and they all agree in the case of algebras with finite global dimension. Recently, various works were dedicated to study and generalize the properties of these functions. See for instance [HL] , [LMM] , [LM] , in particular in [LMM] the authors compute φ and ψ for radical square zero algebras. This article is organized as follows: the introduction and the preliminary section are devoted to fixing the notation and recalling the basic facts needed in this work. In section 3 we prove that some values are admisible for the φ function for any algebra. Also we define the partial φ-dimensions. In section 4 we concentrate on the case of truncated path algebras and radical square zero algebras. In 4.1 we generalize some results made in [LMM] for radical square zero algebras to truncated path algebras. Finally, in 4.2 we prove some results in the case of radical square zero algebras.
preliminaries
Let A be a finite dimensional basic algebra defined over a field k. The category of finite dimensional right A-modules will be denoted by modA, the indecomposable modules of A by indA, and the set of isoclasses of simple A-modules by S(A). If S ∈ S(A), P(S) denotes the indecomposable projective associated to S. For a Amodule M we denote by Soc(M ) its socle and by Top(M ) its top. Given an A-module M we denote its projective dimension by pd(M ) and the n thsyzygy by Ω n (M ). We recall that the global dimension of A, which we denote by gldim(A), is the supremum of the set of projective dimensions of A-modules. The global dimension can be a natural number or infinity. The finitistic dimension of A, denoted by findim(A), is the supremum of the set of projective dimensions of A-modules with finite projective dimension. If Q is a finite connected quiver, kQ denotes its path algebra. Given ρ a path in kQ, l(ρ), s(ρ) and t(ρ) denote the length, start and target of ρ respectively. C n denotes the oriented cycle graph with n vertices.
The following theorem will be useful.
Theorem 2.1 ( [N] ). Let A be a finite dimensional basic algebra. The following statements are equivalent:
2.1. Igusa-Todorov φ function. We recall the definition of the Igusa-Todorov φ function and some basic properties. We also define the φ-dimension of an algebra.
Definition 2.2. Let K 0 (A) be the abelian group generated by all symbols [M ] , where M is a f.g. A-module, modulo the relations:
LetΩ : K 0 (A) → K 0 (A) be the group endomorphism induced by Ω, and let
. Now, if M is a finitely generated A-module then addM denotes the subgroup of K 0 (A) generated by the classes of indecomposable summands of M . Definition 2.3. The (right) Igusa-Todorov function φ of M ∈ modA is defined as
In case that there is no possible misinterpretation we denote by φ the IgusaTodorov function φ A .
Proposition 2.4 ( [IT] , [HLM] ). Given M, N ∈ modA.
(
Proof. For the statements 1-4 see [IT] , and for 5 see [HLM] .
Definition 2.5. The φ-dimension of an algebra A is defined as follows
Theorem 2.6 ( [HL] ). If A is an Artin algebra then A is self-injective if and only if φdim(A) = 0.
2.2. Radical square zero algebras. Given a quiver Q we denote by J the ideal generated by the arrows in kQ. By a radical square zero algebra we mean an algebra which is isomorphic to an algebra of the type A = kQ J 2 . If S(A) = {S 1 , . . . , S n } denotes a complete set of simple A-modules up to isomorphism, then we divide the set S(A) in the following three distinct sets:
• S I the set of injective modules in S.
• S P the set of projective modules in S.
• S D = S \ (S I ∪ S P ). 3. Admisible values for φ and partial φ-dimensions 3.1. Admisible values. Given an algebra A we say that a value t ∈ N, with t ≤ φdim(A), is admisible if there exists an A-module M such that φ(M ) = t. We prove that for any algebra A the value 1 is always admisible. And if A is of finite φ-dimension m then the value m − 1 is admisible.
Proof. Let M be A-module such that [M ] ∈ K 1 (A), then there exists N such that Ω A (N ) = M , this means that we have a short exact sequence:
0 where P is a projective module. Let M ′ be a submodule of M , given that the composition M ′ ֒→ M ֒→ P is a monomorphism, we can consider the next short exact sequence:
following the thesis. Proof. Suppose that A is an infinite global dimensional algebra, in the other case the proof is trivial by 3.2.
Recall the Nakayama rule ν from Theorem 2.1.
• Assume that pd(M ) = ∞ or 0. By Theorem 2.6 A is not a self-injective algebra, then applying Theorem 2.1 we get that ν is not a permutation. In this situation there are two posible cases:
(1) ν is a function but is not injective. In this case there exist simple modules S 1 and S 2 such that ν(S 1 ) = ν(S 2 ). Let M 1 and M 2 be the indecomposable modules (Top(M i ) is simple) given by:
Now, if ν is not a function, then there is a simple module S such that Soc(P (S)) is not a simple module. If S 1 ⊕ S 2 is a direct summand of Soc(P (S)) with S 1 and S 2 non isomporphic simple modules, then there exist two indecomposable projective modules P 1 and P 2 such that S ⊆ Soc(P 1 ) ∩ Soc(P 2 ). Therefore we can construct a pair of non-isomorphic modules, M 1 and M 2 , such that φ(M 1 ⊕ M 2 ) = 1, similarly to the previous case. Otherwise Soc(P (S)) = S ′k with S ′ a simple module and k ≥ 2. Let M 1 and M 2 be the following indecomposable modules given by:
It is clear that M 1 and M 2 are indecomposable non-isomorphic modules and φ(M 1 ⊕ M 2 ) = 1.
• Let m = φdim(A) and N be an A-module such that φ(N ) = m > 0, then we will prove φ(Ω(N )) ≥ m − 1.
= Ω (N ) . Using Lemma 3.1 we obtain that [M i ] ∈ K 1 , and for each i + 1, . . . , s there exists an indecomposable module
In Example 3.16 we show a finite dimensional algebra A with φdim(A) = m > 3, such that there exists 1 < t < m − 1 that is not admisible.
3.2. Partial φ-dimensions. We define partial φ-dimension for a natural l and restate, in Proposition 3.6, the main result of [HL] in our context. We also give examples in wich we compute the partial φ-dimensions.
Definition 3.4. Given l ∈ Z + we define the l φ-dimension of an algebra A as:
Remark 3.5. Given an algebra A we have:
Proposition 3.6. Let A be a finite dimensional algebra. The following statements are equivalent:
Proof. By Corollary 6 of [HL] the first two statements are equivalent. By Remark 3.5 part (2) we have that the second statement implies the third one, and also that the third one implies the fourth one.
To see that the fourth statement implies the second one, by the proof of Theorem 3.3 if φdim(A) > 0 then there exist two indecomposable modules
Example 3.7. Let Γ m be the following quiver with | (Γ m ) 0 | = n and without sinks nor sources.
For a proof of the following result see Theorem 4.7 of [LM] .
Example 3.8. If A is an m-Gorenstein algebra, then:
The following example shows that the inequalities in Remark 3.5 could be strict.
Example 3.9. Consider the radical square zero algebra A, whose quiver Q is the following: • Ω(S 1 ) = S 1 ⊕ S 2 .
• Ω(S 2 ) = S 3 .
• Ω(S 3 ) = S 4 .
• Ω(S 4 ) = S 3 ⊕ S 4 .
From this we see that rk(K
] is the basis of the kernel of Ω we get, without loss of generality, that:
Since P 1 is the only projective indecomposable module, up to isomorphism, which has S 2 as a submodule and, on the other side, S 3 is a submodule of the projective modules P 2 and P 4 , analysing the quiver Q, we can infer that M 1 cannot be indecomposable.
On the other hand, it is easy to see that φ(S 2 ⊕ S 3 ⊕ S 4 ) = 1. Because S 2 , S 3 , S 4 belongs to
Finally we conclude that 1 = φdim 2
3.3. Radical square zero algebras. We study the partial φ-dimensions for radical square zero algebras. The following two results can be found in [LMM] . We finalize this section giving an example of an algebra A such that there exists values that are not admissible. Proof. See Proposition 4.14 of [LMM] .
Proposition 3.11. If A = kQ J 2 is a radical square zero algebra with |Q 0 | = n, and φdim(A) = n then φdim 2 (A) = n.
Proof. See Corollary 5.7 of [LMM] . Now, we give a generalization of Proposition 3.11.
Proposition 3.12. Let A = kQ J 2 be a radical square zero algebra with |Q 0 | = n and without sinks nor sources. If φdim(A) = k ≤ n then φdim n−k+2 (A) = k.
Proof. We can assume that k ≥ 3 because the other cases were considered in Proposition 3.10. Since φdim(A) = k and φdim(A) = φ (⊕ S∈S S) + 1, then:
This implies that there exists a set T k−1 (e i1 ) , T k−1 (e i2 ) , . . . , T k−1 e im 0 +1 that is linearly dependent, and
, this implies that:
Corollary 3.14. Let A = kQ J 2 be a radical square zero algebra such that
The example below shows us that for all l ≥ 2 there exist radical square zero algebras A such that:
Example 3.15. Let Q be the following quiver:
y y t t t t t t t t t · (k+1,1)
. . , l. Let V i be the the following subspaces of Q n :
• V i has basis B i = {e (i,j) : j ∈ {0, . . . , l + 1}} for all i ≤ k and 
and because Ker(T k+1−i ) = w i ⊕ Ker(T k−i ). On the other hand, the quiver Q has no source nor sink, so we conclude that φdim(A) = k + 2.
Let M = ⊕ j∈J M j be an A-module where each M j is indecomposable for j ∈ J and φ(M ) = k + 2. By Proposition 3. 13 The following example shows that if a finite dimensional algebra A has φdim(A) = m > 3, then might exists 1 < h < m − 1 such that there is no A-module M with φ(M ) = h. In this case we say that A has a gap. 
Using Theorem 4.32 from [LMM] and the following facts, one can conclude that φdim(A) = 8:
, where w i = e 2i−1 − e 2i for i = 1, . . . , 7 and v i = e 2i−1 + e 2i for i = 1, . . . , 7, but there is no A-module M such that φ(M ) = 3.
Suppose that M is an A-module such that
On the other hand, Ω(N ) = S i ⊕ S implies that S i−2 is a direct summand of N for i = 3, 4, 11, 12. Therefore S 1 ⊕ S 2 ⊕ S 9 ⊕ S 10 is a direct summand of M and this is absurd, because e 1 − e 2 ∈ KerT 7 \KerT 6 ∩ addM .
Truncated path algebras
An Artin algebra A is called monomial if A ∼ = kQ I , where I is generated by paths of Q. Truncated path algebras are a special case of monomial algebras. An Artin algebra A is a truncated path algebra if there exists a quiver Q and k ∈ N such that A ∼ = kQ J k . Remark 4.1. If A is a truncated path algebra and ρ, ν paths of kQ, then:
• ρA = νA if l(ρ) = l(ν) and t(ρ) = t(ν).
• If Q has no sinks nor sources then ρA = νA if and only if l(ρ) = l(ν) and t(ρ) = t(ν).
We denote by M S v ≤ k − l − 1. We also denote by V l (A) the subgroup of K 0 (A) with basis 
The next result follows from the above theorem. For a non self-injective truncated path algebra we can compute its φ-dimension as follows. Proof. We start by showing that the first statement implies the second one. Since we are assuming that M l v exist for all v ∈ Q 0 then v is not a source for all v ∈ Q 0 . In an analogous way, since M l v is not projective for all v ∈ Q 0 then v is not a sink for all v ∈ Q 0 . On the other hand, for every vertex v there is only one arrow with start v because Ω(M l v ) is indecomposable for all v ∈ Q 0 . By the pidgeonhole principle for every vertex v there is only one arrow with target v. Because the quiver Q is finite we get that Q is a cycle C n . It is clear that the second statement implies all the other statements. We now show that the third statement implies the second one. This follows from the fact that the quiver of a Nakayama algebra is either a linearly ordered A n or a cycle C n . If there is no simple injective it must be a cycle. Equivalence between two and four is similar to the equivalence between two and three.
Finally we show that the fifth statement implies the second one. The hypothesis implies that there is exactly one arrow starting and one arrow ending at any vertex. Therefore Q is a cycle C n . The sixth and seventh statements easily implies the second one. And finally, the eigth and fifth statements are equivalent following Corollary 6 from [HL] . 
. . . . . .
and M is the adjacency matrix of the quiver Q. 
For a radical square zero algebras A it is known that the φ-dimension is symmetric, i.e., φdim(A) = φdim(A op ), see [LMM] . The following result shows that the same is true for truncated path algebras. 
are the following ones:
If we change the order of the basis then:
, and the thesis follows from Remark 4.11.
Theorem 4.14. Let Q be a quiver with |Q 0 | = n. If A = kQ J k is a truncated path algebra, then there exist a truncated path algebra B = kQ J k such that φdim(A) ≤ φdim(B), whereQ is a quiver with |Q| = n, such that Q is a subquiver ofQ and it has neither sources nor sinks.
Proof. Suppose that the quiver Q has at least one source. Let Q 1 be the quiver formed by adding one loop in each vertex of Q wich is a source. If 4.1. Truncated path algebras of quivers without sources nor sinks. We now relate the φ-dimensions of a truncated path algebra and a radical square zero algebra associated to the same quiver, when the quiver has no sinks nor sources.
In this case the projective and injective dimensions of every simple modules is infinite. Then I l is empty for every l. Therefore the following remarks. 
where M Q is the adjacency matrix of the quiver Q.
Remark 4.16. If Q is a quiver without sources nor sinks and A = kQ J k is a truncated path algebra, then
The following example shows that there exists truncated path algebras with maximal φ-dimension such that its asociated quiver has neither sources nor sinks, unlike the case of radical square zero algebras. See Corollary 4.40 of [LMM] . [LMM] . Now, let k be greater or equal to 3. Recall the quiver Γ m from Example 3.7.
• For l = 1, consider A l = Finally we give a characterization of truncated path algebras with φ-dimension equal to 1. (1) φdim(A) = 1 (2) Q = C n and • J k = 0, or • det(MQ) = 0, whereQ is the quiver obtained from Q by deleting its sources and sinks.
Proof. An easy computation proves that the second statement implies the first one. Assume now that the first statement is true, then there are two possible cases.
• Q has neither sinks nor sources. Then, by Theorem 4.17, φdim(A) = 1 if and only if φdim If every path in Q has length less than k, then J k = 0 hence φdim(A) = gldim(A) = 1, because A is a hereditary algebra. Suppose there is a path with length bigger or equal to k. This is equivalent to the existence of a non-projective module M l v . ConsiderQ the full subquiver of Q generated by v ∈ Q 0 such that [M is not projective).
