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THE BAILEY LEMMA AND KOSTKA POLYNOMIALS
S. OLE WARNAAR
Abstract. Using the theory of Kostka polynomials, we prove an An−1
version of Bailey’s lemma at integral level. Exploiting a new, conjectural
expansion for Kostka numbers, this is then generalized to fractional
levels, leading to a new expression for admissible characters of A
(1)
n−1
and to identities for A-type branching functions.
1. Introduction
Let α = (αL)L≥0 and β = (βL)L≥0 be sequences and (a; q)r = (a)r =∏r−1
k=0(1 − aq
k) a q-shifted factorial. Then (α, β) is called a Bailey pair
relative to a if
βL =
L∑
r=0
αr
(q)L−r(aq)L+r
.(1.1)
Similarly, a pair of sequences (γ, δ) is called a conjugate Bailey pair relative
to a if
γL =
∞∑
r=L
δr
(q)r−L(aq)r+L
.(1.2)
By a simple interchange of sums it follows that if (α, β) and (γ, δ) are a
Bailey pair and conjugate Bailey pair relative to a, then
∞∑
L=0
αLγL =
∞∑
L=0
βLδL,(1.3)
provided of course that all sums converge.
Bailey used (1.3) for proving identities of the Rogers–Ramanujan type
[7]. First he showed that a limiting case of the q-Gauss sum [13, Eq. (II.8)]
provides the following conjugate Bailey pair relative to a:
γL =
aLqL
2
(aq)∞
and δL = a
LqL
2
(|q| < 1).(1.4)
Substituted into (1.3) this gives
1
(aq)∞
∞∑
L=0
aLqL
2
αL =
∞∑
L=0
aLqL
2
βL.(1.5)
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To obtain the Rogers–Ramanujan identities, Bailey now required [6]
αL =
1− aq2L
1− a
(−a)LqL(3L−1)/2(a)L
(q)L
and βL =
1
(q)L
,(1.6)
which follows from a limit of Rogers’ q-analogue of Dougall’s 5F4 sum [13,
Eq. (II.21)]. Inserting (1.6) into (1.5) yields the Rogers–Selberg identity.
Taking a = 1 and a = q and performing the sum on the left using Jacobi’s
triple product identity [13, Eq. (II.28)] results in the Rogers–Ramanujan
identities [39]
∞∑
n=0
qn
2
(q)n
=
1
(q, q4; q5)∞
and
∞∑
n=0
qn(n+1)
(q)n
=
1
(q2, q3; q5)∞
,(1.7)
where (a1, . . . , ak; q)r = (a1; q)r · · · (ak; q)r and |q| < 1.
About a decade ago Milne and Lilly generalized the notion of a Bailey
pair to higher dimensions [36]. (For a recent review see [35].) They defined,
for example, an An−1 Bailey pair relative to a by
βL =
Li∑
ri=0
1≤i≤n−1
ML,rαr,
where L, r ∈ Zn−1+ and
ML,r =
n−1∏
j=1
[
(aqxj/xn−1)Lj+|r|
n−1∏
k=1
(qrj−rk+1xj/xk)Lj−rk
]−1
,
with x1, . . . , xn−1 indeterminates and |r| = r1 + · · ·+ rn−1. From the point
of view of An−1 basic hypergeometric series the Milne–Lilly definition of an
An−1 Bailey pair is not only natural but, as the papers [34, 36, 37] attest,
has also been very fruitful. However, from the point of view of symmetric
functions a rather different definition of an An−1 Bailey pair (and conjugate
Bailey pair) seems natural. To motivate this, let us assume that a = qℓ in
(1.1) with ℓ a nonnegative integer. Then
βL =
L∑
r=0
αr
(aq)2L
[
2L+ ℓ
L− r
]
q
,(1.8)
where
[n
m
]
q
is a q-binomial coefficient, defined as
[
n
m
]
q
=


(q)n
(q)m(q)n−m
for 0 ≤ m ≤ n
0 otherwise.
(1.9)
For λ, µ partitions and η a composition let Kλη and Kλµ(q) be a Kostka
number and Kostka polynomial, respectively. (For their definition and for
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notation concerning partitions and compositions, see Section 2.1.) From [32,
Ch. I, §6, Ex. 2] it follows that for λ = (λ1, λ2) and η = (η1, η2) there holds
Kλη = χ(λ2 ≤ η1 ≤ λ1)χ(|λ| = |η|),(1.10)
where χ(true) = 1 and χ(false) = 0. Also, from [32, Ch. III, §6, Ex. 2]
K(1i−2j2j),(1i)(q) =
[
i
j
]
q
−
[
i
j − 1
]
q
.
Combining these formulae leads to the expansion[
L
r
]
q
=
min{r,L−r}∑
k=0
{[
L
k
]
q
−
[
L
k − 1
]
q
}
(1.11)
=
⌊L/2⌋∑
k=0
K(L−k,k),(r,L−r)K(1L−2k2k),(1L)(q)
=
∑
µ⊢L
Kµ,(r,L−r)Kµ′,(1L)(q),
where in the last step we have used that Kµ,(r,L−r) = 0 if l(µ) > 2. Substi-
tuted into (1.8) this results in
βL =
L∑
r=0
αr
(aq)2L
∑
µ⊢2L+ℓ
Kµ,(L−r,L+r+ℓ)Kµ′,(12L+ℓ)(q)(1.12)
= (q)ℓ
(|η|−ℓ)/2∑
r=0
αr
(q)m(η)
∑
µ⊢|η|
K
µ, |η|
2
(12)−k−ℓΛ¯1
Kµ′η(q)
where η = (12L+ℓ), (q)m(η) = (q)2L+ℓ, Λ¯1 = (1/2,−1/2) and k = (r,−r).
This suggest that a natural multivariable or An−1 generalization of a Bailey
pair is obtained by letting η be a partition of at most n − 1 different parts
and by replacing the composition |η|(12)/2 − k + ℓΛ¯1 by an appropriate
composition of n parts. Such a generalization was introduced in [44], and
various conjectures were made concerning An−1 Bailey pairs and conjugate
Bailey pairs. Further progress was made in [5], where it was shown that the
A2 generalization of (1.12) leads to A2 versions of the Rogers–Ramanujan
identities (1.7) such as
∞∑
n1,n2=0
qn
2
1−n1n2+n
2
2
(q)n1
[
2n1
n2
]
q
=
1
(q, q, q3, q4, q6, q6; q7)∞
.
In this paper we will study the more general An−1 generalization of
(1.12) and prove the conjectured conjugate Bailey pairs of [44]. Unlike in
[5, 42, 45, 46, 52], where conjugate Bailey pairs are proven using summation
and transformation formulas for basic hypergeometric series, our approach
here will be to employ the theory of Kostka polynomials. Even in the clas-
sical or A1 case this is new. Having proven the conjectures of [44], we will
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utilize a conjectural expansion for Kostka numbers to derive much more gen-
eral conjugate Bailey pairs in terms of fractional-level string functions and
configuration sums of A
(1)
n−1. Not only will this give rise to new expressions
for admissible characters of A
(1)
n−1, but also to q-series identities for unitary
as well as nonunitary A-type branching functions.
The outline of this paper is as follows. The next section contains an
introduction to symmetric functions, Kostka polynomials and supernomial
coefficients, and concludes with a conjectured expansion of the Kostka num-
bers in terms of antisymmetric supernomials. In Section 3 we define an
An−1 analogue of Bailey’s lemma and prove a generalization of the conju-
gate Bailey pair (1.4), settling a conjecture of [44]. Section 4 provides a
bosonic reformulation of the results of Section 3, which is exploited in the
subsequent section to yield very general conjugate Bailey pairs in terms of
A
(1)
n−1 string functions and configuration sums. Finally, in Section 6, we use
these results to find many new A-type q-series identities.
2. Symmetric functions, Kostka polynomials and supernomial
coefficients
2.1. Introduction. This section contains a brief introduction to symmetric
functions and Kostka polynomials. For further details, see [10, 12, 32, 33].
A composition λ = (λ1, λ2, . . . ) is a sequence (finite or infinite) of nonneg-
ative integers with finitely many λi ≥ 0 unequal to zero. Two compositions
that only differ in their tails of zeros are identified, and, for example, we will
not distinguish between (1, 0, 2, 3, 0, 0) and (1, 0, 2, 3). Even when writing
λ = (λ1, . . . , λn) ∈ Z
n
+ for a composition λ we do give meaning to λn+k for
k ≥ 1 (namely the obvious λn+k = 0). The weight of a composition λ, de-
noted |λ|, is the sum of its (nonzero) components. The largest and smallest
components of a composition λ will be denoted by max(λ) and min(λ). Also
for noninteger sequences µ will we write |µ| for the sum of its components.
A partition λ is a composition whose components are weakly decreasing.
The nonzero components of a partition λ are called its parts and the number
of parts, denoted l(λ), its length. We say that λ is a partition of k, denoted
λ ⊢ k if |λ| = k.
The Ferrers graph of a partition λ is obtained by drawing l(λ) left-aligned
rows of dots, with the ith row containing λi dots. A partition is called
rectangular if all its parts are equal, i.e., if its Ferrers graph has rectangular
shape. The conjugate of a partition λ, denoted λ′, is obtained by transposing
the Ferrers graph of λ. For λ a partition,
n(λ) =
l(λ)∑
i=1
(i− 1)λi =
λ1∑
i=1
(
λ′i
2
)
.
The unique partition (0, 0, . . . ) of 0 is denoted by ∅, the set of all partitions of
k by Pk and the set of all partitions by P. We define the usual dominance
(partial) order on Pk by writing λ ≥ µ for λ, µ ∈ Pk iff λ1 + · · · + λi ≥
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µ1+ · · ·+µi for all i ≥ 1. Note that λ ≥ µ⇔ µ
′ ≥ λ′ and that λ ≥ µ implies
λ1 ≥ µ1 as well as l(λ) ≤ l(µ).
Frequently λ ∈ P will be written as λ = (1m12m2 . . . ) where mj =
λ′j − λ
′
j+1 is the multiplicity of the part j. The associated composition
(m1,m2, . . . ,mλ1) is denoted by m(λ). Using the multiplicities, the union
of the partitions λ = (1m12m2 . . . ) and µ = (1n12n2 . . . ) is given by λ ∪ µ =
(1m1+n12m2+n2 . . . ). For λ a partition such that λ1 ≤ a
n((ab) ∪ λ) = a
(
b
2
)
+ b|λ|+ n(λ).(2.1)
One can also define the sum of partitions but, more generally, we will simply
assume the standard addition and subtraction for sequences in Rn. For two
partitions λ and µ we write µ ⊆ λ if µi ≤ λi for all i, and ν = λ ∩ µ if
νi = min{λi, µi} for all i.
Let Sn be the symmetric group, i.e., the group with elements given by
the permutations of (1, . . . , n), and with multiplication ◦ given by the usual
composition of permutations. Given a permutation σ ∈ Sn let ℓ(σ) be
its length (= the minimal number of “adjacent transpositions” required to
obtain σ from (1, 2, . . . , n)) and ǫ(σ) = (−1)ℓ(σ) its signature. Clearly ǫ(σ ◦
τ) = ǫ(σ)ǫ(τ) and (thus) ǫ(σ) = ǫ(σ−1). The unique permutation of maximal
length (= n(n− 1)/2) will be denoted by π. (Incidentally, π is the partition
(n, . . . , 2, 1) which also has length l(π) = n in the sense of partitions.) Let
k = (k1, . . . , kn). Then σ ∈ Sn acts on k by permuting its components;
σ(k) = (kσ1 , . . . , kσn). For λ a partition such that l(λ) ≤ n, S
λ
n denotes
the subgroup of Sn consisting of permutations that leave λ invariant, i.e.,
σ(λ) = λ for σ ∈ Sλn.
Let xλ = xλ11 . . . x
λn
n . For λ a partition such that l(λ) ≤ n the monomial
symmetric function in n variables is defined as
mλ(x) =
∑
σ∈Sn/Sλn
xσ(λ).
If l(λ) > n, mλ(x) = 0. To define the complete symmetric function hλ, set
hr(x) = 0 for r < 0,
hr(x) =
∑
µ⊢r
mµ(x) =
∑
1≤i1≤···≤ir≤n
xi1 · · · xir
for r ≥ 0, and hλ(x) = hλ1(x)hλ2(x) · · · for λ a composition. In much the
same way the elementary symmetric function eλ is defined by e0(x) = 1,
er(x) = m(1r)(x) =
∑
1≤i1<···<ir≤n
xi1 · · · xir
for r ≥ 1, and eλ(x) = eλ1(x)eλ2(x) · · · for λ a composition. Since er(x) = 0
for r > n we have eλ(x) = 0 if max(λ) > n (λ1 > n for λ ∈ P). Clearly,
eλ(x) = eσ(λ)(x) and hλ(x) = hσ(λ)(x).
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For λ ∈ P such that l(λ) ≤ n let
aλ(x) =
∑
σ∈Sn
ǫ(σ)xσ(λ).(2.2)
Then the Schur function sλ(x) is defined as
sλ(x) =
aλ+δ(x)
aδ(x)
,
where δ = (n − 1, n − 2, . . . , 1, 0). The denominator on the right is known
as the Vandermonde determinant;
aδ(x) =
∏
1≤i<j≤n
(xi − xj).(2.3)
Finally we introduce the Hall-Littlewood symmetric function as the fol-
lowing q-analogue of the monomial symmetric function:
Pλ(x; q) =
∑
σ∈Sn/Sλn
xσ(λ)
∏
λi>λj
xσi − qxσj
xσi − xσj
for λ ∈ P such that l(λ) ≤ n, and Pλ(x; q) = 0 for λ ∈ P such that l(λ) > n.
Besides the obvious Pλ(x; 1) = mλ(x) one also has Pλ(x; 0) = sλ(x).
For µ a composition and λ ⊢ |µ|, the Kostka number Kλµ is defined by
hµ(x) =
∑
λ⊢|µ|
Kλµsλ(x).(2.4)
More generally, Kλµ = 0 if λ is not a partition, or µ not a composition, or
|µ| 6= |λ|. From hµ(x) = hσ(µ)(x) it follows that
Kλµ = Kλ,σ(µ).(2.5)
Further simple properties of the Kostka numbers are
Kλµ 6= 0 iff λ ≥ µ(2.6)
for λ ∈ P and µ ⊢ |λ|, and
Kλµ = K(an)+λ,(an)+µ(2.7)
for l(λ) ≤ n, µ ∈ Zn+ and a ≥ −λn.
Occurrences of the Kostka numbers similar to (2.4) are given by
eµ(x) =
∑
λ⊢|µ|
Kλ′µsλ(x)(2.8)
for µ a composition, and
sλ(x) =
∑
µ⊢|λ|
Kλµmµ(x)(2.9)
for λ ∈ P. Note that both sides of (2.8) vanish if max(µ) > n, and both
sides of (2.9) vanish if l(λ) > n.
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A useful formula involving the Kostka numbers follows from the Jacobi-
Trudi identity
sµ(x) = det(hµi+j−i(x))1≤i,j≤n =
∑
σ∈Sn
ǫ(σ)hσ(µ+δ)−δ .
Substituting (2.4) and interchanging sums gives
sµ(x) =
∑
λ⊢|µ|
sλ(x)
∑
σ∈Sn
ǫ(σ)Kλ,σ(µ+δ)−δ ,
which implies that ∑
σ∈Sn
ǫ(σ)Kλ,σ(µ+δ)−δ = δλ,µ(2.10)
for λ, µ ∈ P such that l(µ) ≤ n and δa,b = χ(a = b). Note that (2.10) also
holds for µ = (µ1, µ2, . . . , µn) such that µ1 ≥ µ2 ≥ · · · ≥ µn and µn < 0,
since σ(µ + δ)− δ is not a composition for such a µ.
For λ, µ ∈ P the Kostka polynomial (or Kostka–Foulkes polynomial)
Kλµ(q) is defined by
sλ(x) =
∑
µ⊢|λ|
Kλµ(q)Pµ(x; q)(2.11)
and Kλµ(q) = 0 if |λ| 6= |µ|. We extend this to compositions µ through
Kλµ(q) = Kλ,σ(µ)(q) and to more general sequences λ and µ by Kλµ = 0 if
λ is not a partition, or µ is not a composition. Since Pλ(x; 1) = mλ(x) it
follows that Kλµ(1) = Kλµ.
Let λ, µ,∈ P such that r is rectangular and λ, µ ⊆ r, and denote by λ˜r
(µ˜r) the “complement of λ (µ) with respect to r”. That is, for r = (a
b),
λ˜r = (a, . . . , a︸ ︷︷ ︸
b−l(λ)
, a− λl(λ), . . . , a− λ1).
Then the following duality holds [28]:
Kλµ(q) = Kλ˜r ,µ˜r(q).(2.12)
For example, by taking r = (43),
K(3,1),(2,1,1)(q) = K(4,3,1),(3,3,2)(q) = q + q
2.
Note that (2.12) implies a q-analogue of (2.7) as well as
Kλµ(q) = K(na)∪λ,(na)∪µ(q)(2.13)
for λ, µ ∈ P such that λ1, µ1 ≤ n and a ≥ 0.
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2.2. An−1 supernomial coefficients. We now come to perhaps the two
most important definitions, that of the completely symmetric and com-
pletely antisymmetric An−1 supernomials [15, 43, 44]. Although all that
is needed for their definition is at our disposal, we shall somewhat digress
and motivate the supernomials from the point of view of generalized Kostka
polynomials. In [26, 44, 47, 48, 49, 50] generalizations of the Kostka poly-
nomials Kλµ(q) were introduced wherein the composition µ in the ordinary
Kostka polynomials is replaced by a (finite) sequence R = (R1, R2, . . . ) of
rectangular partitions Ri, such that
KλR(q) = Kλµ(q) if Ri = (µi) for all i.(2.14)
(For R = (R1), KλR(q) = δλ,R1 and not KλR(q) = KλR1(q).) Whereas
Kλµ is the cardinality of the set of (semi-standard) Young tableaux of shape
λ and content (or weight) µ [32], KλR(1) is the cardinality of the set of
Littlewood–Richardson tableaux of shape λ and content R [30]. This implies
that KλR(q) = 0 if |λ| 6=
∑
i |Ri| =: |R|. Equivalently, the generalized
Kostka polynomials may be viewed as q-analogues of generalized Littlewood–
Richardson coefficients. Recalling the definition of the Littlewood–Richard-
son coefficients cνλµ as
sλ(x)sµ(x) =
∑
ν∈P
cνλµsν(x)(2.15)
for λ, µ ∈ P (hence cλµ = 0 if |ν| 6= |λ|+ |µ|), there holds
KλR(1) =
∑
ν(1),...,ν(k−2)∈P
cν
(1)
ν(0)R2
cν
(2)
ν(1)R3
· · · cν
(k−1)
ν(k−2)Rk
,(2.16)
with R = (R1, . . . , Rk), ν
(0) = R1 and ν
(k−1) = λ. For k = 2 this yields
Kλ,(R1,R2)(1) = c
λ
R1R2
.
Now let λ ∈ Zn+. Then the An−1 supernomials are defined in terms of the
generalized Kostka polynomials as
SλR(q) =
∑
ν⊢|λ|
KνλKν′R∗(q),(2.17)
where R∗ = (R′1, R
′
2, . . . ). From the duality [26, Prop. 12], [44, Thm. 7.1]
KλR(q) = q
∑
i<j |Ri∩Rj |Kλ′R∗(1/q)(2.18)
it follows that SλR(1) =
∑
ν⊢|λ|KνλKνR(1). Multiplying this by mλ(x),
summing over λ and using (2.9), (2.15) and (2.16), one finds
sR1(x)sR2(x) · · · =
∑
λ⊢|R|
SλR(1)mλ(x) =
∑
λ∈Zn+
|λ|=|R|
SλR(1)x
λ.(2.19)
The SλR(1) may thus be viewed as a generalized multinomial coefficient.
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In the following we need two special cases of the An−1 supernomials.
One, the completely antisymmetric An−1 supernomial (antisymmetric su-
pernomial for short) Aλµ(q), arises when λ ∈ Z
n
+ and Ri = (1
µi) for all i.
Since R∗i = R
′
i = (µi), (2.14) and (2.17) imply
Aλµ(q) := Sλ((1µ1 ),(1µ2 ),... )(q) =
∑
ν⊢|λ|
KνλKν′µ(q).(2.20)
By (2.8) and (2.11) it thus follows that eµ(x) =
∑
λ⊢|µ|Aλµ(q)Pλ(x; q). Since
Pλ(x; 1) = mλ(x) and eµ(x) = s(1µ1 )(x)s(1µ2 )(x) · · · , this is in accordance
with (2.19).
In similar fashion the completely symmetric An−1 supernomial Sλµ(q)
results when λ ∈ Zn+, Ri = (µi) for all i, and q → 1/q;
Sλµ(q) := q
∑
i<j min{µi,µj}Sλ((µ1),(µ2),... )(1/q) =
∑
ν⊢|λ|
KνλKνµ(q),(2.21)
where the expression on the right follows from (2.14), (2.17) and (2.18).
Observe that when µ is a partition
∑
i<j min{µi, µj} = n(µ). By (2.4) and
(2.11) it follows that hµ(x) =
∑
λ⊢|µ| Sλµ(q)Pλ(x; q). Since Pλ(x; 1) = mλ(x)
and hµ(x) = s(µ1)(x)s(µ2)(x) · · · , this is again in agreement with (2.19).
The antisymmetric supernomial of (2.20) will play a particularly impor-
tant role throughout the paper and it will be convenient to introduce the
further notation [
L
λ
]
= Aλµ(q) =
∑
ν⊢|λ|
KνλKν′µ(q),(2.22)
for λ ∈ Zn+, µ ∈ Pλ such that µ1 ≤ n − 1 and L = m(µ) ∈ Z
n−1
+ . When
λ ∈ Zn with one or more components being negative we set
[L
λ
]
= 0. It is
in fact not a restriction to assume that µ is a partition with largest part
at most n − 1. To see this, assume that λ, µ ∈ P (with l(λ) ≤ n), which
is harmless since Aλµ(q) = Aσ(λ),τ(µ)(q). Then the summand in (2.20) is
nonzero iff ν ≥ λ and ν ′ ≥ µ implying that Aλµ(q) is nonzero iff µ
′ ≥ λ.
One may therefore certainly assume that µ1 ≤ l(λ) ≤ n. But from (2.7)
and (2.13) it is easily seen that Aλ+(1n),(n)∪µ(q) = Aλµ(q), so that we may
actually assume µ1 ≤ n− 1 in Aλµ(q), leading naturally to (2.22).
In the case of A1, λ = (λ1, λ2), µ = (1
|λ|) and L = m(µ) = (|λ|), and
from the extremes of (1.11) it follows that[
(λ1 + λ2)
(λ1, λ2)
]
=
[
λ1 + λ2
λ1
]
q
,(2.23)
with on the right the classical q-binomial coefficient (1.9). Two important
symmetries of the antisymmetric supernomials needed subsequently are[
L
λ
]
=
[
L
σ(λ)
]
(2.24)
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and [
(L1, . . . , Ln−1)
λ
]
=
[
(Ln−1, . . . , L1)
(|L|n)− λ
]
.(2.25)
We will also use that the Kostka polynomials may be expressed in terms of
antisymmetric supernomials as
Kλµ(q) =
∑
σ∈Sn
ǫ(σ)
[
m(µ)
σ(λ′ + δ) − δ
]
.(2.26)
Since (2.24) follows from (2.5) and (2.22), and (2.26) from (2.10) and (2.22),
we only need to prove (2.25).
Proof of (2.25). By (2.12), λ˜′r′ = (λ˜r)
′ and |ν|+ |ν˜r| = |r|,
Aλµ′(q) =
∑
ν⊢|λ|
KνλKν′µ′(q) =
∑
ν⊢|λ|
Kν˜r ,λ˜rKν˜′r′ ,µ˜′r′
(q)
=
∑
ν⊢|λ|
Kν˜r,λ˜rK(ν˜r)′,(µ˜r)′(q) =
∑
ν˜r⊢|λ˜r|
Kν˜r ,λ˜rK(ν˜r)′,(µ˜r)′(q)
= Aλ˜r,(µ˜r)′(q)
for r a rectangular partition such that λ, µ ⊆ r. Note that the summand in
the second expression of the first line is nonzero for λ ≤ ν ≤ µ only. This
implies that if µ, λ ⊆ r then also ν ⊆ r, and thus permits the use of (2.12)
resulting in the third expression of the top-line.
Now specialize λ = (λ1, . . . , λn) ∈ P, µ
′ = (1L1 , . . . , (n − 1)Ln−1) and
r = (µn1 ) = (|L|
n), where L = m(µ′). Then λ˜r = (|L|
n) − π(λ) and (µ˜r)i =
L1 + · · · + Ln−i so that (µ˜r)
′ = (1Ln−1 , . . . , (n − 1)L1). Recalling (2.22),
(2.25) now follows for λ ∈ P with the bottom-entry of the right side being
substituted by (|L|n) − π(λ). Thanks to (2.24) this may be replaced by
(|L|n)− λ with λ a composition.
2.3. A conjecture. To conclude this section we present a conjectured ex-
pansion of the Kostka numbers in terms of antisymmetric supernomials. Ad-
mitting this conjecture leads to an orthogonality relation between Kostka
polynomials and antisymmetric supernomials (Corollary 2.2 below), which
will be crucial in Section 5.
Before we can state the conjecture some more notation is needed. Denote
the set {1, . . . , k} by [k]. Let εi for i ∈ [n] be the canonical basis vectors in R
n
with standard inner product (εi|εj) = δi,j . Occasionally we will abbreviate
(v|v) = ||v||2. Expressed in terms of the εi, the simple roots and fundamental
weights αi and Λ¯i (i ∈ [n − 1]) of An−1 are given by αi = εi − εi+1 and
Λ¯i = ε1+ · · ·+εi−
i
n(1
n), respectively. (The notation Λi will be reserved for
the fundamental weights of A
(1)
n−1.) The Weyl vector ρ is given by the sum of
the fundamental weights; ρ = 12(n− 1, n− 3, . . . , 1−n) = δ− (n− 1)(1
n)/2.
The An−1 weight and root lattices P and Q ⊂ P are the integral span of the
fundamental weights and the integral span of the simple roots, respectively.
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P+ ⊂ P denotes the set of dominant weights, i.e., those weights λ ∈ P for
which (αi|λ) ≥ 0 for all i. Specifically, for λ ∈ P we have λ ∈ Z
n/n, |λ| = 0
and λi − λi+1 ∈ Z. For λ ∈ P+ the third condition needs to be sharpened
to λi− λi+1 ∈ Z+, and for λ ∈ Q the first condition needs to be replaced by
λ ∈ Zn. The weight and root lattices are invariant under the action of Sn,
and for λ ∈ P and σ ∈ Sn, σ(λ) − λ ∈ Q. This last fact easily follows from
σ(j)(Λ¯i) = Λ¯i − αiδi,j, where σ
(j) = (1, 2, . . . , n) + αj is the jth adjacent
transposition. If C and C−1 are the Cartan and inverse Cartan matrices of
An−1, i.e., Ci,j = 2δi,j − δi,j−1 − δi,j+1 and C
−1
i,j = min{i, j} − ij/n, then
αi =
∑n−1
j=1 Ci,jΛ¯j, (Λ¯i|αj) = δi,j, (αi|αj) = 2Ci,j and (Λ¯i|Λ¯j) = C
−1
i,j .
Finally, introducing the notation (q)λ =
∏
i≥1(q)λi for λ a composition,
and using the shorthand a ≡ b (c) for a ≡ b (mod c), our conjecture can be
stated as follows.
Conjecture 2.1. For µ ∈ P and ν ∈ Zn such that l(µ) ≤ n and |µ| = |ν|,
Kµν =
∑
η∈P
η1≤n−1
|η|≡|µ| (n)
∑
σ∈Sn
∑
λ∈nQ+σ(ρ)−ρ
ǫ(σ)q
1
2n
(λ|λ+2ρ)
×
1
(q)m(η)
[
m(η)
|η|−|ν|
n (1
n) + ν
][
m(η)
|η|−|µ|
n (1
n) + µ− λ
]
.
Since the right side satisfies the periodicity fµν = fµ+(an),ν+(bn) for a, b ∈
Z, the condition |µ| = |ν| cannot be dropped. We also remark that in the
notation of [32] (q)m(η) = bη(q).
In the following we give proofs of Conjecture 2.1 for n = 2 and for q = 0.
Proof for n = 2. Set η = (1r) (so that m(η) = |η| = r) and λ = (s,−s).
When σ = (1, 2) (σ = (2, 1)) we need to sum s over the even (odd) integers.
Using (2.23) the n = 2 case of the conjecture thus becomes
Kµν =
∞∑
r=0
r≡|µ| (2)
∞∑
s=−∞
(−1)sq(
s+1
2 )
(q)r
[
r
1
2(r + ν12)
]
q
[
r
1
2(r + µ12)− s
]
q
,
where µ12 = µ1 − µ2, ν12 = ν1 − ν2 with µ = (µ1, µ2) and ν = (ν1, ν2) such
that |µ| = |ν|.
Without loss of generality we may assume that ν12 ≥ 0. Then, by (1.10),
the left side is nothing but χ(µ2 ≤ ν1 ≤ µ1) = χ(µ12 ≥ ν12). This is also
true if ν2 < 0 as it implies Kµν = 0 as well as ν12 > |ν| = |µ| ≥ µ12.
On the right we now change s → (r + µ12)/2 − s and perform the sum
over s using the q-binomial theorem [2, Thm. 3.3]
n∑
k=0
(−z)kq(
k
2)
[
n
k
]
q
= (z)n.(2.27)
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As a result
χ(µ12 ≥ ν12)
=
µ12∑
r=ν12
r≡|µ| (2)
(−1)(r+µ12)/2q(
(r+µ12)/2+1
2 )
(q−(r+µ12)/2)r
(q)r
[
r
1
2(r + ν12)
]
q
.
Replacing r → 2r + ν12 and making some simplifications yields
χ(µ12 ≥ ν12) = (−1)
(µ12−ν12)/2q(
(ν12−µ12)/2
2 )
[1
2(µ12 + ν12)
ν12
]
q
×
(µ12−ν12)/2∑
r=0
(q(µ12+ν12)/2+1, q−(µ12−ν12)/2)r
(q, qν12+1)r
.
By the q-Chu–Vandermonde sum [13, Eq. (II.7)]
2φ1(a, q
−n; c; q, cqn/a) :=
n∑
k=0
(a, q−n)k
(q, c)k
(cqn
a
)k
=
(c/a)n
(c)n
(2.28)
this is readily found to be true.
Proof for q = 0. Replace λ→ σ(λ+ ρ)− ρ = σ(λ+ δ)− δ in the sum on the
right. This leaves (λ|λ+ 2ρ) unchanged, yielding
(2.29) Kµν =
∑
η∈P
η1≤n−1
|η|≡|µ| (n)
∑
σ∈Sn
∑
λ∈nQ
ǫ(σ)q
1
2n
(λ|λ+2ρ)
×
1
(q)m(η)
[
m(η)
|η|−|ν|
n (1
n) + ν
][
m(η)
|η|−|µ|
n (1
n) + µ− σ(λ+ δ) + δ
]
.
Now use that (i) q(λ|λ+2ρ) = δλ,∅+O(q) for λ ∈ nQ, (ii)
[
m(η)
µ
]
= Kη′µ+O(q),
as follows from Kλµ(0) = δλ,µ and equation (2.22), and (iii) 1/(q)m(η) =
1 +O(q). Hence the constant term of (2.29) can be extracted as
Kµν =
∑
η∈P
η1≤n−1
|η|≡|µ| (n)
∑
σ∈Sn
ǫ(σ)K
η′, |η|−|ν|
n
(1n)+ν
K
η′, |η|−|µ|
n
(1n)+µ−σ(δ)+δ
.
Making the replacement σ → σ−1 and using the symmetry (2.5) results in
the sum
∑
σ∈Sn
ǫ(σ)Kη′,σ(λ+δ)−δ with λ =
|η|−|µ|
n (1
n) + µ. By (2.10) (plus
subsequent comment) and the substitution η → η′ this gives
Kµν =
∑
η∈P
l(η)≤n−1
|η|≡|µ| (n)
K
η,
|η|−|ν|
n
(1n)+ν
δ
η,
|η|−|µ|
n
(1n)+µ
.
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For η, µ ∈ P such that l(η), l(µ) ≤ n, the solution to the linear equation
η = |η|−|µ|n (1
n)+µ is η = µ+(an), with a an integer such that −µn ≤ a ≤ ηn.
Since ηn = 0, however, a is fixed to a = −µn. Hence δη, |η|−|µ|
n
(1n)+µ
=
δη,µ−µn(1n), and after performing the sum over η and using that |µ| = |ν| the
right-hand side becomesKµ−µn(1n),ν−µn(1n). Thanks to (2.7) this is Kµν .
The above proof suggests that what is needed to prove Conjecture 2.1 is
a generalization of (2.10) for the sum∑
σ∈Sn
ǫ(σ)Kλ,σ(µ+δ)−δ−α(2.30)
with α ∈ Q. Indeed, substituting (2.22) into (2.29) we obtain
Kµν =
∑
η∈P
η1≤n−1
|η|≡|µ| (n)
∑
ω⊢|η|
Kω′η(q)
(q)m(η)
[
m(η)
|η|−|µ|
n (1
n) + ν
]
×
∑
λ∈nQ
q
1
2n
(λ|λ+2ρ)
∑
σ∈Sn
ǫ(σ)K
ω,
|η|−|µ|
n
(1n)+µ−σ(λ+δ)+δ
.
Changing σ → σ−1 and using (2.5) the sum over σ takes exactly the form
of (2.30) (with µ→ |η|−|µ|n (1
n) + µ and α→ λ).
We also remark that the proof of the constant term cannot (easily) be
extended to deal with low-order terms in q. This because (λ|λ + 2ρ) = 2n
for λ = −n(Λ¯1+Λ¯n−1), so that restricting the sum over λ to the single term
λ = ∅ is only correct to zeroth order.
Assuming Conjecture 2.1 it is not hard to prove the following orthogonal-
ity relation.
Corollary 2.2. For µ, ν ∈ P such that l(µ), l(ν) ≤ n and |µ| = |ν|,∑
η∈P
η1≤n−1
|η|≡|µ| (n)
∑
σ∈Sn
∑
λ∈nQ+σ(ρ)−ρ
ǫ(σ)q
1
2n
(λ|λ+2ρ)
×
K( |η|−|ν|
n
(1n)+ν
)′
,η
(q)
(q)m(η)
[
m(η)
|η|−|µ|
n (1
n) + µ− λ
]
= δµ,ν .
Since Kλµ(q) = 0 if λ 6∈ P one may add the additional restriction |η| ≥
|ν|−nνn =
∑n−1
i=1 (νi−νi+1) to the sum over η. We also note that care should
be taken when writing
( |η|−|ν|
n (1
n) + ν
)′
as (n(|η|−|ν|)/n) ∪ ν ′ since |η| − |ν|
need not be nonnegative.
Proof. Replace ν → τ(νˆ+δ)−δ in Conjecture 2.1 with νˆ ∈ P. Then multiply
the result by ǫ(τ) and sum τ over Sn. By (2.10) and (2.26) Corollary 2.2
(with ν replaced by νˆ) follows.
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A proof very similar to the proof of the n = 2 case of Conjecture 2.1 shows
that Corollary 2.2 may be viewed as an An−1 generalization of the well-
known 2φ1(a, q
−n; aq1−n; q, q) = δn,0, which corresponds to the specialization
c = aq1−n in the q-Chu–Vandermonde sum (2.28). Indeed, if we take n = 2
in Corollary 2.2 and sum over σ and λ by the q-binomial theorem (2.27),
then the remaining sum over η takes the form of the above 2φ1 sum with
n = µ1 − ν1 and a = q
µ1−ν2+1.
3. An An−1 Bailey lemma
3.1. Definitions and main result. Let ℓ ∈ Z+, k ∈ Q ∩ P+ (i.e., k =
(k1, . . . , kn) ∈ Z
n
+ such that k1 ≥ k2 ≥ · · · ≥ kn, and |k| = 0) and η ∈ P
such that η1 ≤ n − 1 and |η| ≡ ℓ (mod n). Then α = (αk) and β = (βη)
form an An−1 Bailey pair relative to q
ℓ if
βη =
∑
k∈Q∩P+
k1≤(|η|−ℓ)/n
αk
(q)m(η)
[
m(η)
|η|
n (1
n)− k − ℓΛ¯n−1
]
,(3.1)
and γ = (γk) and δ = (δη) form an An−1 conjugate Bailey pair relative to
qℓ if
γk =
∑
η∈P
η1≤n−1
|η|≧ℓ+nk1 (n)
δη
(q)m(η)
[
m(η)
|η|
n (1
n)− k − ℓΛ¯n−1
]
.(3.2)
Here, and elsewhere in the paper, a ≧ b (mod n) stands for a ≡ b (mod n)
such that a ≥ b. Note that a necessary condition for the above summands
to be non-vanishing is |η|n (1
n)− k− ℓΛ¯n−1 ∈ Z
n
+. Since k ∈ Q∩P+ this boils
down to the single condition (|η| − ℓ)/n− k1 ≥ 0, justifying the restrictions
in the sums over k and η.
Recalling (2.22), the definition (3.1) is a multivariable generalization of
(1.12) up to an irrelevant normalization factor (q)ℓ. Of course, to really
reduce to (1.12) for n = 2 we have to write η = (12L+ℓ) and then replace
β(12L+ℓ) by βL. In exactly the same way (3.2) is a (normalized) multivariable
generalization of (1.2).
Given an An−1 Bailey pair and conjugate Bailey pair relative to q
ℓ, it
follows that ∑
k∈Q∩P+
αkγk =
∑
η∈P
η1≤n−1
|η|≧ℓ (n)
βηδη.(3.3)
If for n = 2 we set η = (12L+ℓ) and write βL and δL instead of βη and δη
the right side simplifies to
∑
L≥0 βLδL in accordance with (1.3).
The main result of this section will be an An−1, level-N generalization
of Bailey’s conjugate pair (1.4), resulting in an according generalization of
Bailey’s identity (1.5). First, however, a few more definitions are required.
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LetN be a fixed, nonnegative integer, which will be referred to as the level.
The canonical basis vectors in Rn−1 and RN−1 will be denoted by ea and e¯j ,
respectively, and we set e¯0 = e¯N = ∅. The (n− 1)- and (N − 1)-dimensional
identity matrices are denoted by I and I¯ and the AN−1 Cartan matrix by
C¯. Hence C¯−1j,k = min{j, k}− jk/N , which will also be used when either j or
k is 0 or N . For u, v ∈ Zk with k either n− 1, N − 1 or (n− 1)(N − 1) and
M an k-dimensional (square) matrix, Mu is the vector with components
(Mu)i =
∑k
j=1Mi,juj and vMu =
∑k
i,j=1 viMi,juj. We already defined
(q)u =
∏k
i=1(q)uk and extending this, we also use
[
u+v
u
]
q
=
∏k
i=1
[
ui+ki
ui
]
q
.
Given integers m
(a)
j for a ∈ [n− 1] and j ∈ [N − 1], the vector m is defined
as
m =
n−1∑
a=1
N−1∑
j=1
(ea ⊗ e¯j)m
(a)
j ∈ Z
(n−1)(N−1).(3.4)
Let η, ν ∈ P such that η1 ≤ n − 1, ν1 ≤ N and |η| ≡ |ν| (mod n),
and set µ =
∑n−1
a=1 ma(η)Λ¯a =
∑n−1
a=1(η
′
a − η
′
a+1)Λ¯a ∈ P+ (η
′
n = 0), so that
|ν|Λ¯1 − µ ∈ Q. Then the polynomial Fην(q) is defined by
(3.5) Fην(q) = q
n(ν)−
(n−1)|ν|2
2nN
+
(µ|µ)
2N
×
∑
m
q
1
2
m(C⊗C¯−1)m−
∑l(ν)
i=1(e1⊗e¯N−νi)(I⊗C¯
−1)m
[
m+ p
m
]
q
.
Here the vector p ∈ Z(n−1)(N−1) is determined by
(C ⊗ I¯)m+ (I ⊗ C¯)p = (m(η) ⊗ e¯1) +
l(ν)∑
i=1
(e1 ⊗ e¯N−νi)(3.6)
and the sum is over m such that
n−1∑
a=1
N−1∑
j=1
jm
(a)
j αa ∈ NQ+ µ− |ν|Λ¯1.(3.7)
This last equation ensures that the components of p are integers, but the
reverse of this is not true; demanding that p
(a)
j ∈ Z leads to a restriction on
m that, generally, is weaker than (3.7). We also caution the reader not to
confuse m(η) ∈ Zn−1+ with the vector m ∈ Z
(n−1)(N−1).
For our next definition it will be convenient to view µ rather than η
as primary variable, and for µ ∈ P+ and ν ∈ P such that ν1 ≤ N and
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|ν|Λ¯1 − µ ∈ Q we define
(3.8) Cµν(q) =
qn(ν)−
(n−1)|ν|2
2nN
+ (µ|µ)
2N
(q)n−1∞
×
∑
m
q
1
2
m(C⊗C¯−1)m−
∑l(ν)
i=1(e1⊗e¯N−νi )(I⊗C¯
−1)m
(q)m
,
where the sum is again over m such that (3.7) holds.
From (2.1) it readily follows that both Fην and Cµν satisfy the equation
gξ,(Nn)∪ν(q) = q
|ν|gξν(q). Without loss of generality we may therefore as-
sume that ν has at most n− 1 parts equal to N . From (3.4) it also follows
that Fην and Cµν trivialize for N = 1 to
Fη,(1i)(q) = q
1
2
(µ|µ)− 1
2
||Λ¯i||
2
(3.9)
with µ =
∑n−1
a=1 ma(η)Λ¯a and
Cµ,(1i)(q) =
q
1
2
(µ|µ)− 1
2
||Λ¯i||2
(q)n−1∞
,(3.10)
where i ∈ {0, . . . , n − 1}. For later use it will also be convenient to define
Fη,∅(q) = δη,∅ and Cµ,∅(q) = δµ,∅ for N = 0.(3.11)
In the important special case ν = (sN r), the polynomial Fην(q) can be
identified with a level-N restricted version of the generalized Kostka poly-
nomials KλR(q) [41]. Denoting these polynomials by K
N
λR(q) it follows from
[41, Eq. (6.7)] that for ν = (sN r) with s ∈ {0, . . . , N}
Fην(q) = q
∑n−1
a=1 (
η′a
2 )+s+
n−r
n
(|η|−|ν|)KNλR(q
−1),
where λ = 1n(nN + |η| − |ν|)(1
n)+ (s) and R is a sequence of |m(η)|+n− r
partitions with ma(η) partitions (1
a) (a ∈ [n− 1]) and n− r partitions (N).
Finally we state our main result, which for n ≥ 3 was conjectured in
[44, Eq. (9.9)] (see also [52, Conj. 14]). For n = 2 the theorem below
is equivalent to the “higher-level Bailey lemma” of [42, Cor. 4.1], and for
N = 1 and ℓ = 0 (but general n) it was proven in [52, Prop. 12].
Theorem 3.1. Let ℓ ∈ Z+, k ∈ Q ∩ P+ and η, ν ∈ P such that ν1 ≤ N ,
η1 ≤ n− 1 and |η| ≡ |ν| ≡ ℓ (mod n). Then
γk = CℓΛ¯1−π(k),ν(q) and δη = Fηµ(q)
form an An−1 conjugate Bailey pair relative to q
ℓ.
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Substituting the conjugate Bailey pair of Theorem 3.1 into (3.3) we obtain
the following generalization of Bailey’s key-identity (1.5):∑
k∈Q∩P+
αkCℓΛ¯1−π(k),ν(q) =
∑
η∈P
η1≤n−1
|η|≧ℓ (n)
βηFην(q).(3.12)
Equation (1.5) with a = qℓ follows for n = 2 and N = 1. According to (3.9)
and (3.10) one then finds C(ℓ/2+L,ℓ/2−L),(1i)(q) = gi,ℓ(q)q
L(L+ℓ)/(q)∞ and
F(12L+ℓ),(1i)(q) = gi,ℓ(q)q
L(L+ℓ), where gi,ℓ(q) = q
i(i−2)/4+ℓ2/4 is an irrelevant
factor that drops out of (3.12).
Applications of (3.12) will be given in Section 6, with the remainder
of this section devoted to a proof of Theorem 3.1. This proof consists of
several steps. First, in Lemma 3.2 below, we reformulate the definition of
an An−1 conjugate Bailey pair. Then we state Theorem 3.3, which claims a
deep identity for Kostka polynomials. A straightforward specialization leads
to (3.13), which in combination with Lemma 3.2 proves Theorem 3.1. To
prove Theorem 3.3 we need the Propositions 3.4 and 3.5 below, which are
due to Hatayama et al. [15] (see also [16]). Because of their importance
to Theorem 3.3 we have included Sections 3.3 and 3.4 containing proofs of
both propositions.
3.2. Proof of Theorem 3.1.
Lemma 3.2. The definition (3.2) of an An−1 conjugate Bailey pair (rela-
tive to qℓ) can be rewritten as
γk =
∑
λ∈P
l(λ)≤n−1
|λ|≧ℓ+nk1 (n)
K
λ, |λ|
n
(1n)−k−ℓΛ¯n−1
∑
η∈P
η1≤n−1
|η|≧|λ| (n)
δηK(n(|η|−|λ|)/n)∪λ′,η(q)
(q)m(η)
.
Proof. Using (2.22) to eliminate the antisymmetric supernomial from (3.2)
yields
γk =
∑
η∈P
η1≤n−1
|η|≧ℓ+nk1 (n)
δη
(q)m(η)
∑
ν⊢|η|
K
ν,
|η|
n
(1n)−k−ℓΛ¯n−1
Kν′η(q).
By (2.5), (2.6) and min(|η|(1n)/n − k − ℓΛ¯n−1) = (|η| − ℓ)/n − k1 (since
k ∈ Q∩P+) we may add the conditions l(ν) ≤ n and (|η|−ℓ)/n−k1−νn ∈ Z+
to the sum over ν. Changing the order of summation then gives
γk =
∑
ν∈P
l(ν)≤n
|ν|−nνn≧ℓ+nk1 (n)
K
ν,
|ν|
n
(1n)−k−ℓΛ¯n−1
∑
η⊢|ν|
η1≤n−1
δηKν′η(q)
(q)m(η)
.
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Writing ν = (an)+λ with λ a partition such that l(λ) ≤ n− 1 this becomes
γk =
∞∑
a=0
∑
λ∈P
l(λ)≤n−1
|λ|≧ℓ+nk1 (n)
K
(an)+λ,(an)+ |λ|
n
(1n)−k−ℓΛ¯n−1
×
∑
η⊢an+|λ|
η1≤n−1
δηK(na)∪λ′,η(q)
(q)m(η)
=
∑
λ∈P
l(λ)≤n−1
|λ|≧ℓ+nk1 (n)
K
λ, |λ|
n
(1n)−k−ℓΛ¯n−1
∞∑
a=0
∑
η⊢an+|λ|
η1≤n−1
δηK(na)∪λ′,η(q)
(q)m(η)
,
where the second equality follows from (2.7). Interchanging the sums over
η and a it follows that a is fixed by a = (|η| − |λ|)/n, resulting in the claim
of the lemma.
Theorem 3.3. For µ ∈ P+ and ν ∈ P such that ν1 ≤ N and |ν|Λ¯1−µ ∈ Q,
∑
λ∈P
l(λ)≤n−1
|λ|Λ¯1−µ∈Q
K
λ,
|λ|
n
(1n)+µ
∑
η∈P
η1≤n−1
|η|≧|λ| (n)
Fην(q)K(n(|η|−|λ|)/n)∪λ′,η(q)
(q)m(η)
= Cµν(q).
Before proving this, let us show how combined with Lemma 3.2 it implies
Theorem 3.1. By (2.5), µ on the left may be replaced by π(µ). After this
change we choose µ = ℓΛ¯1−π(k) with k ∈ Q∩P+ and ℓ ∈ Z+, and use that
π(Λ¯1) = −Λ¯n−1 and (Λ¯1)a − (Λ¯1)a+1 = δa,1. Hence
(3.13)
∑
λ∈P
l(λ)≤n−1
|λ|≧ℓ+nk1 (n)
K
λ, |λ|
n
(1n)−k−ℓΛ¯n−1
×
∑
η∈P
η1≤n−1
|η|≧|λ| (n)
Fην(q)K(n(|η|−|λ|)/n)∪λ′,η(q)
(q)m(η)
= CℓΛ¯1−π(k),ν(q)
with |ν| ≡ ℓ (mod n). Comparing this with Lemma 3.2 yields Theorem 3.1.
The proof of Theorem 3.3 requires the following two propositions.
Proposition 3.4. For λ, ν ∈ P such that l(λ) ≤ n, ν1 ≤ N and |λ| = |ν|,
lim
M→∞
q−nN(
M
2 )−M |ν|KNM(1n)+λ,(NnM )∪ν(q) =
∑
η∈P
η1≤n−1
|η|≡|λ| (n)
Fην(q)Kξ′η(q)
(q)m(η)
,
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where ξ = |η|−|λ|n (1
n) + λ.
Proposition 3.5. For λ, ν ∈ P such that l(λ) ≤ n, ν1 ≤ N and |λ| = |ν|,
lim
M→∞
q−nN(
M
2 )−M |ν|SNM(1n)+λ,(NnM )∪ν(q) = Cµν(q),
where µ =
∑n−1
a=1(λa − λa+1)Λ¯a ∈ P+.
Proposition 3.4 is [15, Prop. 6.4] and Proposition 3.5 follows from [15,
Props. 4.3, 4.6 and 5.8]. Before giving proofs we first show how these results
imply Theorem 3.3.
Proof of Theorem 3.3. For µ ∈ P and ν ∈ P such that ν1 ≤ N and |ν|Λ¯1 −
µ ∈ Q, consider the expression
(3.14) Iµν(q) = lim
M→∞
q−nN(
M
2 )−M |ν|
×
∑
λ∈P
l(λ)≤n−1
|λ|Λ¯1−µ∈Q
K
λ,
|λ|
n
(1n)+µ
KnNM+|ν|−|λ|
n
(1n)+λ,(NnM )∪ν
(q).
By Proposition 3.4 with λ→ 1n(|ν| − |λ|)(1
n) + λ it is readily found that
Iµν(q) =
∑
λ∈P
l(λ)≤n−1
|λ|Λ¯1−µ∈Q
K
λ, |λ|
n
(1n)+µ
∑
η∈P
η1≤n−1
|η|≧|λ| (n)
Fην(q)K(n(|η|−|λ|)/n)∪λ′,η(q)
(q)m(η)
.
Here we have used that ξ = |η|−|λ|n (1
n) + λ with l(λ) ≤ n − 1 is a partition
iff |η| ≧ |λ| (mod n). Hence we may assume this condition and write ξ′ =
(n(|η|−|λ|)/n) ∪ λ′.
In order to prove Theorem 3.3 it remains to be shown that Iµν = Cµν if
µ ∈ P+. To this end we use the properties (2.7) and (2.6) of the Kostka
numbers to identify the summand of (3.14) with a completely symmetric
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supernomial;∑
λ∈P
l(λ)≤n−1
|λ|Λ¯1−µ∈Q
K
λ,
|λ|
n
(1n)+µ
KnNM+|ν|−|λ|
n
(1n)+λ,(NnM )∪ν
(q)
=
∑
λ∈P
l(λ)≤n−1
|λ|Λ¯1−µ∈Q
KnNM+|ν|−|λ|
n
(1n)+λ,
nNM+|ν|
n
(1n)+µ
×KnNM+|ν|−|λ|
n
(1n)+λ,(NnM )∪ν
(q)
=
∑
η⊢|ν|+nNM
l(η)≤n
K
η,
nNM+|ν|
n
(1n)+µ
Kη,(NnM )∪ν(q)
= SnNM+|ν|
n
(1n)+µ,(NnM )∪ν
(q).
The last equality follows from (2.21) and the fact that the restriction l(λ) ≤
n in the second-last line may be dropped thanks to (2.5) and (2.6).
By Proposition 3.5 with λ→ |ν|n (1
n) + µ (which is a partition iff µ ∈ P+)
it thus follows that for µ ∈ P+ there holds Iµν = Cµν .
3.3. Proof of Proposition 3.4. As mentioned previously, Proposition 3.4
is due to Hatayama et al. [15, Prop. 6.4], who we will closely follow in our
proof. The only significant difference is that in [15] only the case ν = ∅ is
treated in detail.
Key to Proposition 3.4 are two so-called fermionic representations of the
Kostka polynomials. The first of these is due to Kirillov and Reshetikhin
[24, Thm. 4.2]. Let Tj,k = min{j, k}.
Proposition 3.6. For λ, µ ∈ P such that |λ| = |µ| and l(λ) ≤ n,
(3.15) Kλµ(q) = q
n(µ)
∑
q
1
2
∑n−1
a,b=1
∑
j,k≥1m
(a)
j Ca,bTj,km
(b)
k
× q−
∑l(µ)
i=1
∑
j≥1 Tµi,jm
(1)
j
n−1∏
a=1
∏
j≥1
[
m
(a)
j +p
(a)
j
m
(a)
j
]
q
.
Here p
(a)
j is given by
p
(a)
j = δa,1
l(µ)∑
i=1
Tj,µi −
n−1∑
b=1
∑
k≥1
Ca,bTj,km
(b)
k(3.16)
and the sum is over m
(a)
j ∈ Z+ for a ∈ [n− 1] and j ≥ 1, subject to
∑
j≥1
jm
(a)
j =
n∑
b=a+1
λb.(3.17)
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Using (i) the duality (2.18), (ii) the analogue of Proposition 3.6 for gener-
alized Kostka polynomials, conjectured in [26, Conj. 6] and [44, Conj. 8.3]
and proven in [25, Thm 2.10], and (iii) (2.14), a second fermionic represen-
tation of the Kostka polynomials arises [15, Prop. 5.6].
Proposition 3.7. For λ, η ∈ P such that |λ| = |η|, l(λ) ≤ n and η1 ≤ n−1
Kλ′η(q) =
∑
q
1
2
∑n−1
a,b=1
∑
j,k≥1m
(a)
j Ca,bTj,km
(b)
k
n−1∏
a=1
∏
j≥1
[
m
(a)
j +p
(a)
j
m
(a)
j
]
q
.(3.18)
Here p
(a)
j is given by
p
(a)
j = ma(η) −
n−1∑
b=1
∑
k≥1
Ca,bTj,km
(b)
k ,(3.19)
the sum is over m
(a)
j ∈ Z+ for a ∈ [n− 1] and j ≥ 1 such that
∑
j≥1
jm
(a)
j = (Λ¯a|µ)−
a∑
b=1
(
λb −
|λ|
n
)
(3.20)
and µ =
∑n−1
a=1 ma(η)Λ¯a.
As an example, let us calculate K(4,3,1),(3,3,2)(q). Taking the Kirillov–
Reshetikhin representation we have to compute all solutions to
∑
j≥1 jm
(1)
j =
4 and
∑
j≥1m
(2)
j = 1. The first of these equations has five solutions cor-
responding to the five partitions of 4. The second equation has the unique
solution m
(2)
j = δj,1. Calculating the corresponding p
(a)
j for each of the five
solutions using (3.16), it turns out that only one of the five has all p
(a)
j
nonnegative. Hence only this solution, given by m
(1)
1 = m
(1)
3 = m
(2)
1 = 1,
m
(a)
j = 0 otherwise and p
(1)
j = χ(j ≥ 2), p
(2)
j = p
(1)
j + χ(j ≥ 3) contributes
to the sum yielding K(4,3,1),(3,3,2)(q) = q
[2
1
]
q
= q + q2.
Taking the representation of Proposition 3.7 we have λ′ = (4, 3, 1), η =
(3, 3, 2) and hence λ = (3, 2, 2, 1), m(η) = (0, 1, 2). We may thus take n = 4
yielding µ = (1, 1, 0,−2) and leading to the equations
∑
j≥1 jm
(1)
j = 0 and∑
j≥1 jm
(a)
j = 1 for a ∈ {2, 3}. This has the unique solutionm
(2)
1 = m
(3)
1 = 1
and m
(a)
j = 0 otherwise. From (3.19) it then follows that p
(1)
j = p
(3)
j = 1 and
p
(2)
j = 0 for all j ≥ 1, so that, once more, K(4,3,1),(3,3,2)(q) = q
[2
1
]
q
= q + q2.
To now prove Proposition 3.4, take the Kostka polynomial in the repre-
sentation of Proposition 3.6, assume that µ1 ≤ N , and replace
λ→ NM(1n) + λ and µ→ (NnM ) ∪ ν(3.21)
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with λ, ν ∈ P such that l(λ) ≤ n, ν1 ≤ N and |λ| = |ν|. By this change
equations (3.16) and (3.17) become
p
(a)
j = δa,1
l(ν)∑
i=1
Tj,νi −
n−1∑
b=1
∑
k≥1
Ca,bTj,k
(
m
(b)
k − v
(b)
k
)
(3.22)
and
∑
j≥1
j
(
m
(a)
j − v
(a)
j
)
=
n∑
b=a+1
λb,(3.23)
where v
(a)
j = M(n− a)δj,N . Without loss of generality we may assume that
p
(a)
N ≥ 0, and we define η ∈ P such that η1 ≤ n− 1 by ma(η) = p
(a)
N and set
µ =
∑n−1
a=1 ma(η)Λ¯a ∈ P+. Then (3.22) implies
ma(η) = |ν|δa,1 −
n−1∑
b=1
∑
j≥1
Ca,bTN,j
(
m
(b)
j − v
(b)
j
)
.(3.24)
By |η| =
∑n−1
a=1 ama(η) and
∑n−1
a=1 aCa,b = nδb,n−1 it follows that η ≡ |ν|
(mod n). The equations (3.22), (3.24) and Tj,k = χ(k ∈ [N − 1])C¯
−1
j,k +
jTN,k/N (true for k ≥ 0 and 0 ≤ j ≤ N) further yield
p
(a)
j = δa,1
l(ν)∑
i=1
Tj,νi −
n−1∑
b=1
Ca,b
[ N−1∑
k=1
C¯−1j,km
(b)
k +
j
N
∑
k≥1
T−1N,k
(
m
(b)
k − v
(b)
k
)]
(3.25)
= δa,1
l(ν)∑
i=1
C¯−1j,νi +
j
N
ma(η)−
n−1∑
b=1
N−1∑
k=1
Ca,bC¯
−1
j,km
(b)
k
for j ∈ [N−1]. Similarly, by (3.22), ν1 ≤ N and Tj+N,k = χ(k > N)Tj,k−N+
Tk,N (true for j ≥ 0) one finds
p
(a)
j+N = |ν|δa,1 −
n−1∑
b=1
Ca,b
[∑
k≥1
Tj,km
(b)
k+N +
∑
k≥1
Tk,N
(
m
(b)
k − v
(b)
k
)]
(3.26)
= ma(η)−
n−1∑
b=1
∑
k≥1
Ca,bTj,km
(b)
k+N
for j ≥ 1. Note that (3.25) for j = N and (3.26) for j = 0 correspond to the
tautology p
(a)
N = ma(η).
Equation (3.24), the definition of µ and |ν| = |λ| may also be applied
to rewrite the restriction (3.23). Namely, if in (3.24) we replace a → d,
then multiply by C−1a,d and sum over d, and finally subtract (3.23) from the
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resulting equation, we find
∑
j≥1
jm
(a)
j+N = (Λ¯a|µ)−
a∑
b=1
(
λb −
|λ|
n
)
.(3.27)
Finally consider the exponent E of q on the right of (3.15) after the
replacements (3.21). From (3.24) and (2.1) it follows that
E = nN
(
M
2
)
+M |ν|+ n(ν)−
(n − 1)|ν|2
2nN
+
(µ|µ)
2N
+
1
2
n−1∑
a,b=1
N−1∑
j,k=1
m
(a)
j Ca,bC¯
−1
j,k
(
m
(b)
k −
l(ν)∑
i=1
δa,1δb,1δk,νi
)
+
1
2
n−1∑
a,b=1
∑
j,k≥1
Ca,bC¯
−1
j,km
(a)
j+Nm
(b)
k+N .
This result does not contain m
(a)
N , and in order to take the large M limit we
replace m
(a)
j → m
(a)
j +v
(a)
j = m
(a)
j +M(n−a)δj,N . Then the M -dependence
of (3.24) drops out and the only occurrence of M in the above equations is
in the expression for E, which contains the term nN
(M
2
)
+M |ν|. We now
define m¯ by (3.4) with m
(a)
j therein replaced by m
(a)
N−j (i.e., m¯
(a)
j = m
(a)
N−j),
and define m˜
(a)
j = m
(a)
N+j . Correspondingly, define p¯ (p˜
(a)
j ) by (3.6) ((3.19))
withm replaced by m¯ (m˜). Then (3.25) ((3.26)) is nothing but (3.6) ((3.19))
with m and p replaced by m¯ and p¯ (m˜ and p˜), and (3.24) becomes (after
also multiplying by Λ¯a and summing over a)
n−1∑
a=1
N−1∑
j=1
jm¯
(a)
j αa = µ− |ν|Λ¯1 +N
n−1∑
a=1
αa
[
m
(a)
N +
N−1∑
j=1
m¯
(a)
j +
∑
j≥1
m˜
(a)
j
]
.
(3.28)
Now writing the expressions (3.5) and (3.18) without the summations on
the left as Fην;m(q) and Kλ′η;{m(a)j }
(q) results in
(3.29) q−nN(
M
2 )−M |ν|KNM(1n)+λ,(NnM )∪ν(q)
=
∑
Fην;m¯(q)Kξ′η;{m˜(a)j }
(q)
n−1∏
a=1
[
m
(a)
N +ma(η)+(n−a)M
ma(η)
]
q
,
where the sum is over m¯, the m˜
(a)
j and m
(a)
N subject to the following re-
strictions: (i) µ is fixed by (3.27), i.e., by (3.20) with m replaced by m˜ but
must be an element of P+ (so that ma(η) = (µ|αa) ≥ 0, and (ii) (3.28) must
holds. To understand the occurrence of ξ in the above, note that it is the
unique partition such that |ξ| = |η| and ξb − |ξ|/n = λb − |λ|/n.
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To complete the proof, replace the above sum by the equivalent sum over
µ ∈ P+, m¯ and the m˜
(a)
j where the latter are subject to the restriction (3.20)
with m→ m˜, and m¯ is restricted by the condition that (3.28) must fix the
m
(a)
N to be integers. If we now take the large M limit, the product on the
right side of (3.29) yields 1/(q)m(η) eliminating all m
(a)
N -dependence of the
summand. Hence we may replace (3.28) by (3.7) with m → m¯. Finally
replacing the sum over µ by a sum over η yields Proposition 3.4.
3.4. Proof of Proposition 3.5. This proposition follows from [15, Props.
4.3, 4.6 and 5.8] and our proof below does not significantly differ from the
one given by Hatayama et al.
It was shown in [15, Prop. 5.1] that for |λ| = |µ| and λ ∈ Zn+ the com-
pletely symmetric supernomial can be expressed as
Sλµ(q) =
∑
ν
q
∑n−1
a=0
∑µ1
j=1
(
ν
(a+1)
j
−ν
(a)
j
2
)
n−1∏
a=1
µ1∏
j=1
[
ν
(a+1)
j −ν
(a)
j+1
ν
(a+1)
j −ν
(a)
j
]
q
,
where the sum is over sequences of partitions ν = (ν(1), . . . , ν(n−1)) such
that ∅ = ν(0) ⊂ ν(1) ⊂ · · · ⊂ ν(n) = µ′ and |ν(a+1)| − |ν(a)| = λn−a. For
n = 2 this is equivalent to [43, Eqs. (2.9)–(2.10)].
Now assume that µ1 = N and introduce the variables m
(a)
j = ν
(n−a)
N−j −
ν
(n−a)
N−j+1 for j ∈ {0, . . . , N − 1}. Also defining the vector m as in (3.4) gives
Sλµ(q) = q
n(µ)−
(n−1)|µ|2
2nN
+ 1
2N
∑n
a=1
(
λ2a−
|λ|2
n2
)
×
∑
q
1
2
m(C⊗C¯−1)m−
∑l(µ)
i=1 (e1⊗e¯N−µi )(I⊗C¯
−1)m
n−1∏
a=1
N−1∏
j=0
[
m
(a)
j +p
(a)
j
m
(a)
j
]
q
,
where the sum is over m and the m
(a)
0 such that
∑N−1
j=0 (N − j)m
(a)
j =∑n
b=a+1 λb. The auxiliary variables p
(a)
j are defined as p
(a)
j =
∑j
k=0(m
(a−1)
k −
m
(a)
k ) + δa,1µ
′
N−j (with m
(0)
j := 0). Making the replacements (3.21) in the
above result, one finds
q−nN(
M
2 )−M |ν|SNM(1n)+λ,(NnM )∪ν(q) = q
n(ν)−
(n−1)|ν|2
2nN
+
(µ|µ)
2N
×
∑
q
1
2
m(C⊗C¯−1)m−
∑l(ν)
i=1(e1⊗e¯N−νi)(I⊗C¯
−1)m
n−1∏
a=1
N−1∏
j=0
[
m
(a)
j +p
(a)
j
m
(a)
j
]
q
.
Here λ, ν and µ are as in Proposition 3.5, the sum is over m and the m
(a)
0
such that
n−1∑
a=1
N−1∑
j=1
jm
(a)
j αa = µ− |ν|Λ¯1 +N
n−1∑
a=1
αa
[N−1∑
j=0
m
(a)
j − (n − a)M
]
(3.30)
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and p
(a)
j =
∑j
k=0(m
(a−1)
k −m
(a)
k )+δa,1(nM+ν
′
N−j). To arrive at the exponent
of q on the right we have used (2.1) and
∑n
a=1(λ
2
a−|λ|
2/n2) = (µ|µ), and to
obtain the restriction in the sum we have used that
∑n−1
a=1 αa
∑n
b=a+1 λb =
|ν|Λ¯1 − µ. Since the exponent of q does not contain M , m
(a)
0 and p
(a)
j it
is straightforward to let M tend to infinity. All we need to do is replace
m
(a)
0 → (n− a)M +m
(a)
0 . Then the product over the q-binomials becomes
P :=
n−1∏
a=1
([
(n−a)M+m
(a)
0 +p
(a)
0
(n−a)M+m
(a)
0
]
q
N−1∏
j=1
[
m
(a)
j +p
(a)
j
m
(a)
j
]
q
)
,
with p
(a)
j =
∑j
k=0(m
(a−1)
k − m
(a)
k ) + M + δa,1ν
′
N−j so that limM→∞ P =
1/[(q)n−1∞ (q)m] which is independent of the m
(a)
0 . Moreover, the term (n −
a)M on the right of (3.30) is cancelled so that summing over m and the
m
(a)
0 is equivalent to summing over m subject to the restriction (3.7).
4. Bosonic representation of Theorem 3.1
The aim of this section is to provide an alternative representation (for
a special case) of Theorem 3.1, in which γk and δη are expressed as an
A
(1)
n−1 string function and an A
(1)
n−1 configuration sum, both at level N . The
advantage of this “bosonic” representation of the theorem is that it suggests
a fractional-level generalization in which the integer N is replaced by a
rational number.
Let Λ0, . . . ,Λn−1 be the fundamental weights of the affine Lie algebra
A
(1)
n−1 [20], and define Λi for all integers i by Λi = Λj if i ≡ j (mod n).
The set of level-N dominant integral weights PN+ is the set of weights of the
form Λ =
∑n−1
i=0 aiΛi with ai ∈ Z+ and
∑n−1
i=0 ai = N . The classical part
of a weight Λ ∈ PN+ will be denoted by Λ¯, consistent with our definition
of the fundamental weights of An−1. Hence Λ¯0 = ∅. When N = 0, P
N
+ =
∅, but it will be convenient to follow the convention of partitions, and to
somewhat ambiguously write P 0+ = {∅}, with ∅ the “empty” level-0 weight.
The modular anomaly mΛ for Λ ∈ P
N
+ is given by
mΛ =
||Λ¯ + ρ||2
2(n +N)
−
||ρ||2
2n
,
with ||ρ||2 = n dim(An−1)/12 = n(n
2− 1)/12. We will also employ a shifted
modular anomaly
m¯Λ =
||Λ¯ + ρ||2
2(n +N)
.
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We now define a level-N , A
(1)
n−1 configuration sum Xη,Λ,Λ′ by
Xη,Λ,Λ′(q) = q
−m¯Λ
∑
σ∈Sn
ǫ(σ)
∑
k∈(n+N)Q+σ(Λ¯+ρ)
q
(k|k)
2(n+N)
[
m(η)
|η|
n (1
n) + k − Λ′ − ρ
](4.1)
for Λ,Λ′ ∈ PN+ and η ∈ P such that η1 ≤ n− 1 and |η|Λ¯1 − Λ¯ + Λ¯
′ ∈ Q.
Using a sign-reversing involution, Schilling and Shimozono [40] showed
thatXη,Λ,NΛ0(q) is a special case of the level-N restricted generalized Kostka
polynomial. Equating this with the fermionic representation for this poly-
nomial [41] leads to identities for Xη,Λ,NΛ0 , which for a special subset of
Λ ∈ PN+ can be stated as follows [40, 41] (see also [38]).
Theorem 4.1. Let Λ = (N − s)Λr + sΛr+1 with r ∈ {0, . . . , n − 1} and
s ∈ {0, . . . , N} and let η ∈ P such that η1 ≤ n− 1 and |η|Λ¯1− Λ¯ ∈ Q. Then
Xη,Λ,NΛ0(q) = Fη,(sNr)(q).(4.2)
Note that the second restriction on η is equivalent to |η| ≡ rN + s
(mod n). Also note that from (3.9), (3.11) and (4.2) follow the particu-
larly simple (to state, not to prove) identities [40, Eq. (6.5)]
Xη,Λi,Λ0(q) = q
1
2
(µ|µ)− 1
2
||Λ¯i||2(4.3)
for |η| ≡ i (mod n) with µ =
∑n−1
a=1 ma(η)Λ¯a, and [40, Eq. (6.6)]
Xη,∅,∅(q) = δη,∅(4.4)
for |η| ≡ 0 (mod n).
Next we shall relate Cµ,(sNr) to the string functions of A
(1)
n−1. For λ ∈ P
and m a positive integer, the classical An−1 theta function of degree m and
characteristics λ is defined by
Θλ,m(x; q) =
∑
k∈mQ+λ
q
1
2m
(k|k)xk.(4.5)
According to the Weyl–Kac formula [17, 20] the (normalized) character χΛ
of the integrable highest weight module L(Λ) of highest weight Λ ∈ PN+ can
be expressed in terms of theta functions as
χΛ(x; q) =
∑
σ∈Sn
ǫ(σ)Θσ(Λ¯+ρ),n+N (x; q)∑
σ∈Sn
ǫ(σ)Θσ(ρ),n(x; q)
.
The level-N , A
(1)
n−1 string functions Cµ,Λ for µ ∈ P and Λ ∈ P
N
+ arise as
coefficients in the expansion of χΛ in terms of degree-N theta functions [19]:
χΛ(x; q) =
∑
µ∈P/NQ
Cµ,Λ(q)Θµ,N (x; q).(4.6)
Two simple properties of the string functions are [21]
Cµ,Λ(q) = 0 if µ− Λ¯ 6∈ Q
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and
Cσ(µ)+Nα,Λ = Cµ,Λ for α ∈ Q and σ ∈ Sn.(4.7)
For our purposes it will be convenient to also introduce normalized string
functions Cµ,Λ through
Cµ,Λ(q) = q
1
2N
(µ|µ)−mΛCµ,Λ(q).
The relevance of the string functions to Cµν(q) of (3.8) lies in the following
theorem.
Theorem 4.2. Let Λ = (N − s)Λr + sΛr+1 with r ∈ {0, . . . , n − 1} and
s ∈ {0, . . . , N} and let µ ∈ P+ such that µ− Λ¯ ∈ Q. Then
Cµ,Λ(q) = Cµ,(sNr)(q).(4.8)
This theorem is the culmination of quite a number of results. For N = 1
we have according to (3.10)
Cµ,Λi(q) =
q
1
2
(µ|µ)− 1
2
||Λ¯i||
2
(q)n−1∞
(4.9)
for µ − Λ¯i ∈ Q. This was first obtained by Kac in [18]. For n = 2 but
arbitrary N the above theorem is due to Lepowsky and Primc [29] (see also
[11]). For general n the theorem was conjectured by Kuniba et al. [27] for
r = s = 0 and proved by Georgiev [14] for r = 0 and r = n − 1, and by
Hatayama et al. [15, Prop. 5.8] for general r.
If we now take the conjugate Bailey pair of Theorem 3.1 with ν = (sN r)
and eliminate Fην and CℓΛ¯1−π(k),ν by virtue of Theorems 4.1 and 4.2, we
arrive at the Λ = (N − s)Λr + sΛr+1 case of the following conjecture.
Conjecture 4.3. Let ℓ ∈ Z+, k ∈ Q ∩ P+ and η ∈ P such that η1 ≤ n− 1
and |η| ≡ ℓ (mod n). For Λ ∈ PN+ such that ℓΛ¯1 − Λ¯ ∈ Q
γk = CℓΛ¯1−π(k),Λ(q) and δη = Xη,Λ,NΛ0(q)
form an An−1 conjugate Bailey pair relative to q
ℓ.
For Λ = (N − s)Λr + sΛr+1 we can of course claim this as a theorem
thanks to Theorems 4.1 and 4.2. For n = 2 a proof of the above result is
implicit in [42]. In the next section it will be shown that Conjecture 4.3
follows by manipulating Corollary 2.2.
5. Fractional-level conjugate Bailey pairs
The advantage of Conjecture 4.3 over Theorem 3.1 is that it readily lends
itself to further generalization. In order to describe this we extend our defi-
nitions of the configuration sumXη,Λ,Λ′ and string function Cµ,Λ to fractional
levels.
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Let p and p′ be integers such that p ≥ 1 and p′ ≥ n, and fix the level N
in terms of p and p′ as
N = p′/p− n.(5.1)
In contrast with the previous two sections, N ∈ Q with N > −n. Given
p and p′ the set P (p,p
′) of cardinality
(p′−1
n−1
)
is defined as the set of weights
Λ of the form Λ =
∑n−1
i=0 aiΛi such that Λ¯ ∈ P+ (i.e., ai ∈ Z+ for i ≥ 1),∑n−1
i=1 ai ≤ p
′ − n and
∑n−1
i=0 ai = N . Hence P
(1,p′)
+ = P
N
+ , but for p ≥ 2
the coefficient a0 is noninteger if p is not a divisor of p
′; p′/p− a0 ∈ {n, n+
1, . . . , p′}. Of course, whenever we write PN+ it is assumed that N ∈ Z+.
Note that the map Λ→ Λ+(1−1/p)p′Λ0 defines a bijection between P
(p,p′)
and P p
′−n
+ . For p and p
′ relatively prime the set P (p,p
′) is a special subset
of the set of so-called admissible level-N weights [22, 23] in that only those
weights are included whose classical part is in P+. We do not know how to
include more general admissible weights in the results of this section.
The definition of the configuration sum (4.1) is most easily generalized to
fractional N , and for Λ,Λ′ ∈ P (p,p
′) and η ∈ P such that η1 ≤ n − 1 and
|η|Λ¯1 − Λ¯ + Λ¯
′ ∈ Q, we define
Xη,Λ,Λ′(q) = q
−m¯Λ
∑
σ∈Sn
ǫ(σ)
∑
k∈p′Q+σ(Λ¯+ρ)
q
(k|k)
2(n+N)
[
m(η)
|η|
n (1
n) + k − Λ¯′ − ρ
]
.
(5.2)
If |η|Λ¯1 − Λ¯ + Λ¯
′ 6∈ Q we set Xη,Λ,Λ′(q) = 0.
An important remark concerning (5.2) is in order. We have not imposed
that p and p′ be relatively prime, and as a consequence, N does not uniquely
fix p and p′. Hence, given an admissible weight of level N , one cannot
determine p and p′ . Put differently, the sets P (p,p
′) and P (t,t
′) with (p, p′) 6=
(t, t′) are not necessarily disjoint. For example, P (p,p
′) ⊆ P (kp,kp
′) for k a
positive integer. As a result of this, definition (5.2) is ambiguous since the
right-hand side depends not only on N (which is fixed uniquely by Λ) but
also on p′. We however trust that by writing Λ ∈ P (p,p
′) the reader will have
no trouble interpreting (5.2). Those unwilling to accept the above notation
may from now on assume that p and p′ are relatively prime, or should add
a superscript p′ or even (p, p′) to Xη,Λ,Λ′ .
Before we show how to also generalize (4.6) to yield fractional-level string
functions, we shall list several important properties of Xη,Λ,Λ′ , a number of
which are conjectural.
Lemma 5.1. For Λ,Λ′ ∈ P (p,p
′), X∅,Λ,Λ′(q) = δΛ,Λ′.
Proof. From (2.22) or (2.25) it follows that
[∅
λ
]
= δλ,∅. Hence
X∅,Λ,Λ′(q) = q
m¯Λ′−m¯Λ
∑
σ∈Sn
ǫ(σ)
∑
k∈p′Q+σ(Λ¯+ρ)
δk,Λ¯′+ρ,
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where we have used that q(k|k)/(2(n+N))δk,Λ¯′+ρ = q
m¯Λ′ δk,Λ¯′+ρ. The question
now is: can we satisfy Λ¯′ + ρ ∈ p′Q + σ(Λ¯ + ρ)? Since Λ,Λ′ ∈ P (p,p
′)
this simplifies to the problem of finding for which Λ,Λ′ and σ there holds
Λ¯′+ρ = σ(Λ¯+ρ). Since Λ¯′+ρ ∈ P+ and σ(Λ¯+ρ) ∈ P+ iff σ = (1, 2, . . . , n),
the only solution is given by Λ = Λ′ and σ = (1, 2, . . . , n), establishing the
claim of the lemma.
For Λ =
∑n−1
i=0 aiΛi ∈ P
(p,p′) define Λc ∈ P (p,p
′) as Λc =
∑n−1
i=0 aiΛn−i,
and for η = (1ζ1 , 2ζ2 , . . . , (n−1)ζn−1) define ηc = (1ζn−1 , 2ζn−2 , . . . , (n−1)ζ1).
Note that the partition ηc is the complement of η with respect to (nl(η)),
and in our earlier notation of Section 2.1, ηc = η˜(nl(η)).
Lemma 5.2. For Λ,Λ′ ∈ P (p,p
′) and η ∈ P such that η1 ≤ n− 1,
Xη,Λ,Λ′ = Xηc,Λc,(Λ′)c .(5.3)
Observe that the condition |η|Λ¯1 − Λ¯ + Λ¯
′ ∈ Q implies that |ηc|Λ¯1− Λ¯
c+
(Λ¯′)c ∈ Q as it should.
Proof. By the symmetry (2.25) of the antisymmetric supernomials
Xη,Λ,Λ′(q) = q
−m¯Λ
∑
σ∈Sn
ǫ(σ)
∑
k∈p′Q+σ(Λ¯+ρ)
q
(k|k)
2(n+N)
[
m(ηc)
|ηc|
n (1
n)− k +Λ′ + ρ
]
.
Next use (2.24) with σ = π and replace k by −π(k). Then
Xη,Λ,Λ′(q)
= q−m¯Λ
∑
σ∈Sn
ǫ(σ)
∑
k∈p′Q−π◦σ(Λ¯+ρ)
q
(k|k)
2(n+N)
[
m(ηc)
|ηc|
n (1
n) + k + π(Λ′ + ρ)
]
.
Finally use Λ¯ + ρ = −π(Λ¯c + ρ) (which implies m¯Λ = m¯Λc), π(Λ¯
′ + ρ) =
−(Λ¯′)c − ρ and replace σ by π ◦ σ ◦ π to find (5.3).
Based on extensive computer assisted experiments we are led to the fol-
lowing conjectures.
Conjecture 5.3. Let p′ − p− n+ 1 ≥ 0. For Λ,Λ′ ∈ P (p,p
′) such that Λ′ +
(p−1)(p′/p−1)Λ0 ∈ P
p′−p−n+1
+ , Xη,Λ,Λ′(q) is a polynomial with nonnegative
coefficients.
Conjecture 5.4. For Λ,Λ′ ∈ P (p,p
′), lim|η|→∞Xη,Λ,Λ′(q) = 0.
For n = 2 both conjectures readily follow from results in [46]. The last
conjecture will be crucial later, ensuring the convergence of certain sums
over Xη,Λ,Λ′(q).
30 OLE WARNAAR
Next we come to the definition of the fractional-level string functions. For
Λ ∈ P (p,p
′) define
χΛ(x; q) =
∑
σ∈Sn
ǫ(σ)Θσ(Λ¯+ρ),p′(x; q
p)∑
σ∈Sn
ǫ(σ)Θσ(ρ),n(x; q)
.(5.4)
For p and p′ relatively prime χΛ(x; q) is a character of a (special) admis-
sible representation of A
(1)
n−1, (5.4) corresponding to (a special case of) the
Kac–Wakimoto character formula for admissible characters [22]. The cor-
responding string functions at fractional-level N are defined via the formal
expansion
χΛ(x; q) =
∑
µ∈P
q
1
2N
(µ|µ)Cµ,Λ(q)x
µ = qmΛ
∑
µ∈P
Cµ,Λ(q)x
µ(5.5)
for Λ ∈ P (p,p
′) with N given by (5.1). To see this is consistent with (4.6),
note that for Λ ∈ PN+∑
µ∈P
q
1
2N
(µ|µ)Cµ,Λ(q)x
µ =
∑
µ∈P
∑
ν∈P/NQ
ν≡µ (NQ)
q
1
2N
(µ|µ)Cν,λ(q)x
µ
=
∑
ν∈P/NQ
Cν,Λ(q)
∑
µ∈NQ+ν
q
1
2N
(µ|µ)xµ =
∑
ν∈P/NQ
Cν,Λ(q)Θν,N (x),
where the first equality follows from (4.7) with σ = (1, 2 . . . , n). Since the
string functions for non-integral levels only satisfy (4.7) with α = ∅, it is
generally not possible to rewrite (5.5) as (4.6).
Having defined the configuration sums and string functions for fractional
levels we can now state the following generalization of Conjecture 4.3.
Theorem 5.5. If Corollary 2.2 is true then Conjecture 4.3 holds for all
Λ ∈ P (p,p
′).
This theorem claims a conjugate Bailey pair relative to qℓ with δη =
Xη,Λ,NΛ0(q). It is not clear a priori that substituting this δη in (3.2) will
lead to a converging sum, and it is here that Conjecture 5.4 is crucial.
In our proof below we will show that Conjecture 4.3 may be manipulated
to yield the following expression for admissible characters of A
(1)
n−1:
χΛ(q) = q
mΛ
∑
µ∈P
µ−Λ¯∈Q
xµ
∑
η∈P
η1≤n−1
|η|Λ¯1−µ∈Q
Xη,Λ,NΛ0(q)
(q)m(η)
[
m(η)
|η|
n (1
n) + µ
]
(5.6)
for Λ ∈ P (p,p
′). Comparing this with (5.5) leads to
Cµ,Λ(q) =
∑
η∈P
η1≤n−1
|η|Λ¯1−µ∈Q
Xη,Λ,NΛ0(q)
(q)m(η)
[
m(η)
|η|
n (1
n) + µ
]
,(5.7)
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for µ− Λ¯ ∈ Q and zero otherwise, from which Theorem 5.5 easily follows.
Proof of Theorem 5.5. Take Corollary 2.2 and expand the Kostka polyno-
mial therein using (2.26). By τ(δ) − δ = τ(ρ)− ρ this yields∑
η∈P
η1≤n−1
|η|≡|µ| (n)
∑
σ,τ∈Sn
∑
λ∈nQ+σ(ρ)−ρ
ǫ(σ)ǫ(τ)q
1
2n
(λ|λ+2ρ)
×
1
(q)m(η)
[
m(η)
|η|−|ν|
n (1
n) + τ(ν + ρ)− ρ
][
m(η)
|η|−|µ|
n (1
n) + µ− λ
]
= δµ,ν ,
where µ, ν ∈ P such that l(µ), l(ν) ≤ n and |µ| = |ν|.
Next replace µ, ν by µˆ, νˆ ∈ P+ via ωˆ = ω − |ω|(1
n)/n, so that µˆ− νˆ ∈ Q.
Making these replacements in the actual equation is trivial and it only needs
to be remarked that the restriction |η| ≡ |µ| (mod n) becomes |η|Λ¯1−µˆ ∈ Q.
After dropping the hats from µˆ and νˆ we thus find
(5.8)
∑
η∈P
η1≤n−1
|η|Λ¯1−µ∈Q
∑
σ,τ∈Sn
∑
λ∈nQ+σ(ρ)−ρ
ǫ(σ)ǫ(τ)q
1
2n
(λ|λ+2ρ)
×
1
(q)m(η)
[
m(η)
|η|
n (1
n) + τ(ν + ρ)− ρ
][
m(η)
|η|
n (1
n) + µ− λ
]
= δµ,ν ,
where µ, ν ∈ P+ such that µ − ν ∈ Q. Next we will show that if these
conditions are relaxed to µ, ν ∈ P such that µ− ν ∈ Q, then the right-hand
side of (5.8) needs to be replaced by∑
σ∈Sn
ǫ(σ)δµ,σ(ν+ρ)−ρ .(5.9)
In the following we refer to the identity obtained by equating the left-side
of (5.8) with (5.9) (for ν, µ ∈ P such that µ − ν ∈ Q) by (I). Now there
are three possibilities for µ, ν ∈ P : (i) there exist w, v ∈ Sn such that
w(µ+ ρ)− ρ, v(ν + ρ)− ρ ∈ P+, (ii) there exists no such w, (iii) there exists
no such v. Of course, when w and v exist they are unique and w (v) does
not exist if and only if not all components of w + ρ (v + ρ) are distinct.
First assume case (i) and set µ = w−1(µˆ + ρ) − ρ, ν = v−1(νˆ + ρ) − ρ
with µˆ, νˆ ∈ P+ and replace µ and ν in favour of µˆ and νˆ. Then change
λ → w−1(λ + ρ) − ρ, σ → w−1 ◦ σ and τ → v ◦ τ on the left and use the
symmetry (2.24). On the right change σ → w−1◦σ◦v. Finally drop the hats
of µˆ and νˆ. The result of all this is that (I) is transformed into itself but now
µ, ν ∈ P+. For such µ and ν the only contributing term in the sum (5.9)
corresponds to σ = (1, 2, . . . , n) and we are back at (5.8). Consequently (I)
is true in case (i). Next assume (ii) and replace λ→ σ(λ+ ρ)− ρ on the left
and σ → σ−1 on both sides of (I). After also using (2.5), the left side then
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contains the sum ∑
σ∈Sn
ǫ(σ)
[
m(η)
|η|
n (1
n) + σ(µ + ρ)− ρ− λ
]
,
whereas the right side reads
∑
σ∈Sn
ǫ(σ)δσ(µ+ρ)−ρ,ν . Since not all compo-
nents of µ+ ρ are distinct this implies that both sides vanish. Hence (II) is
also true in case (ii). Similarly it follows that (I) is true in case (iii), with
both sides again vanishing.
To proceed, take identity (I), multiply both sides by xµ+ρ, sum µ over P
subject to the restriction µ − ν ∈ Q and finally shift ν → ν − ρ. Adopting
definition (2.2) for ν ∈ P this leads to∑
µ∈P
µ−ν+ρ∈Q
xµ+ρ
∑
η∈P
η1≤n−1
|η|Λ¯1−µ∈Q
∑
σ,τ∈Sn
∑
λ∈nQ+σ(ρ)−ρ
ǫ(σ)ǫ(τ)q
1
2n
(λ|λ+2ρ)
×
1
(q)m(η)
[
m(η)
|η|
n (1
n) + τ(ν)− ρ
][
m(η)
|η|
n (1
n) + µ− λ
]
= aν(x),
where ν ∈ P . We now interchange the sums over µ and λ and replace
µ→ µ+λ followed by λ→ λ−ρ. The left side then factorizes into a double
sum over σ and λ and a triple sum over µ, η and τ . Recalling the theta
function (4.5), the double sum can be recognized as the denominator of the
right side of (5.4), which will be abbreviated here to Aρ(x; q). Hence
q−
1
2n
||ρ||2Aρ(x; q)
∑
µ∈P
µ−ν+ρ∈Q
xµ
∑
η∈P
η1≤n−1
|η|Λ¯1−µ∈Q
∑
τ∈Sn
ǫ(τ)
×
1
(q)m(η)
[
m(η)
|η|
n (1
n) + τ(ν)− ρ
][
m(η)
|η|
n (1
n) + µ
]
= aν(x).
Now fix integers p ≥ 1 and p′ ≥ n, defineN by (5.1) and let Λ ∈ P (p,p
′). Then
multiply both sides of the above equation by q(ν|ν)/(2(n+N)) and sum over ν
such that ν ∈ p′Q+ Λ¯ + ρ. On the left swap the sum over ν with the other
three sums and replace ν → τ−1(ν). Recalling the Kac–Wakimoto character
formula (5.4) and the definition (5.2) of the configuration sum Xη,Λ,Λ′ , this
yields (5.6) and thus (5.7). To complete the proof choose µ = ℓΛ¯1 − π(k),
and use (2.24) with σ = π and π(ℓΛ¯1 − π(k)) = −k − ℓΛn−1. Then (5.7)
transforms into the claim of the theorem.
6. Applications
In this final section we give several applications of our An−1 Bailey lemma,
resulting in some new A-type q-series identities. Following the derivation of
the Rogers–Ramanujan identities outlined in the introduction, we should
try to find pairs of sequences (α, β) that satisfy the defining relation (3.1)
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of a Bailey pair. If these, together with the An−1 conjugate Bailey pairs
of Theorem 3.1 or 5.5, are substituted in (3.3) some hopefully interesting
q-series identities will result.
According to (3.1), what is needed to obtain Bailey pairs are polynomial
identities involving the antisymmetric supernomials. Examples of such iden-
tities, from which Bailey pairs may indeed be extracted, are (4.2)–(4.4). To
however explicitly write down the Bailey pairs arising from these identities
is rather cumbersome due to the fact that we first have to apply∑
k∈P
fk =
∑
k∈P+
∑
τ∈Sn/Skn
fτ(k)
to rewrite the sum over k in (4.1) as a sum over k ∈ Q∩P+. Moreover, once
the substitutions in (3.3) have been made, one invariably wants to simplify
the resulting identity by writing the sum over k ∈ Q ∩ P+ on the left as a
sum over k ∈ Q. In order to eliminate the undesirable intermediate step
where all sums are restricted to k ∈ Q ∩ P+, we will never explicitly write
down Bailey pairs, but only work with the polynomial identities that imply
these pairs. To illustrate this in the case of the first Rogers–Ramanujan
identity, let us take the Bailey pair (1.6) for a = 1 and substitute this in the
defining relation (1.1) of an A1 Bailey pair. After a renaming of variables
this leads to the polynomial identity
L∑
j=−L
(−1)jqj(3j−1)/2
[
2L
L− j
]
q
=
(q)2L
(q)L
.(6.1)
Next take the conjugate Bailey pair (1.4) for a = 1 and substitute this into
(1.2) to find
∞∑
r=j
qr
2
(q)2r
[
2r
r − j
]
q
=
qj
2
(q)∞
(6.2)
for j ∈ Z+. Since both sides are even functions of j we may assume j ∈ Z.
Now multiply (6.2) by (−1)jqj(3j−1)/2 and sum j over the integers. After
a change in the order of summation, (6.1) may be applied to carry out the
j-sum on the left, yielding
∞∑
r=0
qr
2
(q)r
=
1
(q)∞
∞∑
j=−∞
(−1)jqj(5j−1)/2.
This is exactly the identity obtained when (1.6) for a = 1 is substituted into
(1.5).
In the following we will mimic the above manipulations, albeit in a more
general setting. First, if we substitute the conjugate Bailey pair of The-
orem 5.5 in the defining relation (3.2) and generalize the symmetrization
immediately after (6.2), we arrive back at (5.7) which shall therefore serve
as our starting point. Now let p, p′, t, t′ be integers such that p, t ≥ 1
and p′, t′ ≥ n, and set N = p′/p − n and M = t′/t − n. Take (5.7)
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with Λ ∈ P (t,t
′), replace µ by k − ρ − Λ′′ and multiply both sides by
ǫ(σ)q−m¯Λ′+(k|k)/(2(n+N)) where Λ′,Λ′′ ∈ P (p,p
′) and σ ∈ Sn. Then sum over
k such that k ∈ p′Q+ σ(Λ¯′ + ρ) and sum σ over the elements of Sn. Using
the definition (5.2) of Xη,Λ′,Λ′′ this yields
bΛ,Λ′,Λ′′(q) =
∑
η∈P
η1≤n−1
|η|Λ¯1−Λ¯∈Q
Xη,Λ,MΛ0(q)Xη,Λ′,Λ′′(q)
(q)m(η)
(6.3)
with bΛ,Λ′,Λ′′ defined as
bΛ,Λ′,Λ′′(q) = q
−m¯Λ′
∑
σ∈Sn
ǫ(σ)
∑
k∈p′Q+σ(Λ¯′+ρ)
q
(k|k)
2(n+N) Ck−Λ¯′′−ρ,Λ(q)(6.4)
and Λ ∈ P (t,t
′), Λ′,Λ′′ ∈ P (p,p
′) such that Λ¯− Λ¯′ + Λ¯′′ ∈ Q.
It is interesting to note that (6.3) implies the highly nontrivial symmetry
bΛ,Λ′,NΛ0 = bΛ′,Λ,MΛ0 .(6.5)
Another symmetry, which follows from (6.3), (5.3) and (q)m(η) = (q)m(ηc) is
bΛ,Λ′,Λ′′ = bΛc,(Λ′)c,(Λ′′)c .(6.6)
Unlike (6.5), however, this also follows from (6.4). Since Λ¯+ρ = −π(Λ¯c+ρ) it
follows from (5.4) that χΛ(x; q) = χΛc(1/x; q) and hence that Cµ,Λ = C−µ,Λc .
Using this in (6.4), replacing k → −π(k) and σ → π ◦ σ ◦ π and using
Cµ,Λ = Cπ(µ),Λ, (6.6) once more follows.
When Λ ∈ PM+ , (6.4) coincides with a special case of an expression of Kac
and Wakimoto for the coset branching function bΛ⊗Λ
′
Λ′′ defined by
χΛ(x; q)χΛ′(x; q) =
∑
Λ′′∈P (p,p
′+Mp)
Λ¯+Λ¯′−Λ¯′′∈Q
qφΛ,Λ′,Λ′′ bΛ⊗Λ
′
Λ′′ (q)χΛ′′(x; q)
for Λ ∈ PM+ , Λ
′ ∈ P (p,p
′) and
φΛ,Λ′,Λ′′ =
||(p′ +Mp)(Λ¯′ + ρ)− p′(Λ¯′′ + ρ)||2
2Mp′(p′ +Mp)
−
||Λ¯′ − Λ¯′′||2
2M
+mΛ.
According to [23, Eq. (3.1.1)],
bΛ⊗Λ
′
Λ′′ (q) = q
−m¯Λ′
∑
σ∈Sn
ǫ(σ)
∑
k∈p′Q+σ(Λ¯′+ρ)
q
(k|k)
2(n+N) CΛ¯′′+ρ−k,Λ(q).
Recalling that Cµ,Λ = C−µ,Λc and comparing the expression for the branching
function with (6.4) leads to the identification
bΛ,Λ′,Λ′′ = b
Λc⊗Λ′
MΛ0+Λ′′
(6.7)
for Λ ∈ PM+ and Λ
′,Λ′′ ∈ P (p,p
′). Note in particular that MΛ0 + Λ
′′ ∈
P (p,p
′+Mp) and Λ¯− Λ¯′ + Λ¯′′ ∈ Q⇔ Λ¯c + Λ¯′ − Λ¯′′ ∈ Q as it should.
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Thus far we have only manipulated the conjugate Bailey pair of Theo-
rem 5.5, and to turn (6.3) into more explicit q-series identities we need to
specify (p, p′) and/or (t, t′) such that the configuration sums on the right
can be evaluated in closed form. As a first example choose (p, p′) = (1, n).
Then Λ′,Λ′′ ∈ P 0+ and hence Λ¯
′ = Λ¯′′ = ∅. Recalling (4.4) and Lemma 5.1 it
follows that the right side of (6.3) trivializes to δΛ,MΛ0 . Making the change
k → σ(nk + ρ) in (6.4) and using Cµ,Λ = Cσ(µ),Λ then yields∑
k∈Q
q
1
2
(k|nk+2ρ)
∑
σ∈Sn
ǫ(σ)Cnk+ρ−σ(ρ),Λ(q) = δΛ,MΛ0(6.8)
for Λ ∈ P (t,t
′) such that Λ¯ ∈ Q. This is an An−1, fractional-level analogue of
Euler’s pentagonal number theorem. If for Λ ∈ P 1+ we use (4.9) and perform
the sum over σ by the Vandermonde determinant (2.3) in the form∑
σ∈Sn
ǫ(σ)xσ(ρ)−ρ =
∏
1≤i<j≤n
(1− xj/xi).(6.9)
with xi = q
−nki−n+i, we find∑
k∈Q
q
1
2
n(n+1)(k|k)+(k|ρ)
∏
1≤i<j≤n
(
1− qn(ki−kj)+j−i
)
= (q)n−1∞ .
For n = 2 this is Euler’s famous sum
∞∑
k=−∞
(−1)kqk(3k+1)/2 = (q)∞,
and for general n it corresponds to a specialization of the An−1 Macdonald
identity [31]. For Λ ∈ PN+ identity (6.8) is [23, Eq. (2.1.17); λ = kΛ0] of
Kac and Wakimoto, and for Λ ∈ P (t,t
′) with n = 2 it is [46, Prop 8.2; η = 0].
Many more identities arise if we evoke Theorem 4.1. In fact, instead of
just this theorem we will apply the following generalization which assumes
the notation of (3.5).
Conjecture 6.1. Let η ∈ P such that η1 ≤ n − 1. For s, u ∈ {0, . . . , N},
r, v ∈ {0, . . . , n−1} let Λ = (N −s)Λr+sΛr+1 and Λ
′ = (N −u)Λ0+uΛn−v
such that |η|Λ¯1 − Λ¯ + Λ¯
′ ∈ Q (|η| ≡ rN + s+ uv (mod n)), and define
Fη,Λ,Λ′(q) = q
||µ−Λ¯′||2−||Λ¯||2
2N
∑
m
q
1
2
m(C⊗C¯−1)m−(e1⊗e¯N−s)(I⊗C¯
−1)m
[
m+ p
m
]
q
,
where p is determined by
(C ⊗ I¯)m+ (I ⊗ C¯)p = (m(η)⊗ e¯1) + (e1 ⊗ e¯N−s) + (ev ⊗ e¯N−u)
and the sum is over m such that
n−1∑
a=1
N−1∑
j=1
jm
(a)
j αa ∈ NQ+ µ− (rN + s)Λ¯1 − uΛ¯
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with µ =
∑n−1
a=1 ma(η)Λ¯a ∈ P+. Then
Xη,Λ,Λ′(q) = Fη,Λ,Λ′(q).
With Λ as given above, Fη,Λ,NΛ0 = Fη,(sNr) and in this case the conjecture
becomes Theorem 4.1. For n = 2 Conjecture 6.1 follows from polynomial
identities proved in [8, 51].
From (6.3), (6.7) and Conjecture 6.1 we infer the following fermionic
representation for the branching functions:
bΛ
c⊗Λ′
MΛ0+Λ′′
(q) = b
Λ⊗(Λ′)c
MΛ0+(Λ′′)c
(q) =
∑
η∈P
η1≤n−1
|η|≡bM+a (n)
Fη,Λ,MΛ0(q)Fη,Λ′,Λ′′(q)
(q)m(η)
with Λ = (M−a)Λb+aΛb+1, Λ
′ = (N−s)Λr+sΛr+1 and Λ
′′ = (N−u)Λ0+
uΛn−v such that Λ¯ − Λ¯
′ + Λ¯′′ ∈ Q (i.e., bM + a ≡ rN + s + uv (mod n)).
Here b, r, v ∈ {0, . . . , n − 1}, a ∈ {0, . . . ,M} and s, u ∈ {0, . . . , N}. Note
that for Λ′′ = NΛ0 this result is certainly true thanks to Theorem 4.1. For
b = r = s = 0 (so that a ≡ uv (mod n)) the above identity has also been
obtained by Schilling and Shimozono [41, Eq. (7.10)] who exploited the fact
that
b
(M−a)Λ0+aΛ1⊗NΛ0
(M+N−u)Λ0+uΛv
(q) = lim
L→∞
q−akL−nM(
kL
2 )KN+M
λ(L),R(L)
(q).
Here KNλ,R(q) is the level-restricted generalized Kostka polynomial, k ∈
[n − 1], λ(L) = (cn−v(c + u)v) with c = kLM + (a − uv)/n, and R(L) =
(R1, . . . , RLn+1), with R1 = (a) and Ri = (M
k) for i ≥ 2. By using the
generalization of Theorem 4.1 to all Λ ∈ PN+ [38, 40, 41] we can also apply
(6.3) to prove fermionic formulae for all of the branching functions bΛ⊗Λ
′
(N+M)Λ0
with Λ ∈ PM+ and Λ
′ ∈ PN+ .
Another nice specialization of (6.3) arises for Λ ∈ P 1+ and Λ
′′ = NΛ0.
Then Λ¯ − Λ¯′ ∈ Q fixes Λ, and by (4.3), (4.9) and (6.9) it follows that all
dependence on Λ cancels out. Dropping the prime in Λ′, this yields
(6.10)
q
1
2
||Λ¯||2
(q)n−1∞
∑
k∈Q
q
1
2
p′(p+p′)(k|k)+(p+p′)(k|Λ¯)+p(k|ρ)
×
∏
1≤i<j≤n
(
1− qp
′(ki−kj)+j−i+(Λ¯|εi−εj)
)
=
∑
η∈P
η1≤n−1
|η|Λ¯1−Λ¯∈Q
q
1
2
(µ|µ)Xη,Λ,NΛ0(q)
(q)m(η)
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for Λ ∈ P (p,p
′) and µ =
∑n−1
a=1 ma(η)Λ¯a. When p
′ = n the sum on the left
can be performed by the An−1 Macdonald identity, resulting in
∑
η∈P
η1≤n−1
|η|≡0 (n)
q
1
2
(µ|µ)Xp,nη (q)
(q)m(η)
=
(qn+p; qn+p)n−1∞
(q)n−1∞
n−1∏
i=1
(qi, qn+p−i; qn+p)n−i∞(6.11)
with
Xp,nη (q) =
∑
σ∈Sn
ǫ(σ)
∑
k∈nQ
q
p
2n
(k|k+2ρ)
[
m(η)
|η|
n (1
n) + k + ρ− σ(ρ)
]
.
Here Xp,nη (q) = Xη,NΛ0,NΛ0(q) for N = n(1/p− 1) and NΛ0 ∈ P
(p,n).
The identity (6.11) may be viewed as an An−1 version of the second
Rogers–Ramanujan identity and its higher moduli generalizations [1, 9]. By
standard Bailey chain type arguments [3, 4, 53] it follows that for k ≥ 1 and
a ∈ {0, 1},
X2k+a,2
(12L)
(q) =
∑
L≥n1≥···≥nk−1≥0
qL+n1(n1+1)+···+nk−1(nk−1+1)(q)2L
(q)L−n1 · · · (q)nk−2−nk−1(q
2−a; q2−a)nk−1
which substituted into (6.11) gives
(6.12)
∑
n1≥···≥nk≥0
qn1(n1+1)+···+nk(nk+1)
(q)n1−n2 · · · (q)nk−1−nk(q
2−a; q2−a)nk
=
(q, q2k+a+1, q2k+a+2; q2k+a+2)∞
(q)∞
.
There is in fact an alternative route from (6.11) to this result, based on level-
rank duality. First observe that if we write the right-hand side of (6.11) as
fn,p(q), then fn,p = fp,n. The identities of (6.12) should therefore also result
from the p = 2 case of (6.11). Indeed, experiments for n = 3 and 4 confirm
the following conjecture:
X2,2k+aη (q) =
qn1+···+nk(q)m(η)
(q)n1−n2 · · · (q)nk−1−nk(q
2−a; q2−a)nk
if m(η) = (n1 − n2, . . . , nk−1 − nk, nk, nk, nk−1 − nk, . . . , n1 − n2) and zero
otherwise. Here nk, nk should read 2nk when a = 0. Substituted into (6.11)
this once again yields (6.12).
As a final application we employ the following conjecture for n = 3 and
Λ ∈ P
(2,4)
+ :
Xη,Λ,−Λ0(q) = q
1
6
(ζ1−ζ2)2+
1
2
(ζ1+ζ2)−||Λ¯||2 = q(
ζ1+1
2 )+(
ζ2+1
2 )−
1
2
ζC−1ζ−||Λ¯||2 ,
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where ζ = m(η) ∈ Z2+. Since the elements of P
(2,4)
+ are given by Λl − 2Λ0
for l ∈ {0, 1, 2}, the condition |η|Λ¯1− Λ¯ ∈ Q is equivalent to ζ1+2ζ2+ l ≡ 0
(mod 3). Substituting this last conjecture into (6.10) gives
1
(q)2∞
∑
k∈Q
q12(k|k)+6(k|Λ¯l)+2(k|ρ)
∏
1≤i<j≤3
(
1− q4(ki−kj)+j−i+(Λ¯l|εi−εj)
)
=
∑
ζ1,ζ2≥0
ζ1+2ζ2≡−l (3)
q(
ζ1+1
2 )+(
ζ2+1
2 )−
3
2
||Λ¯l||
2
(q)ζ1(q)ζ2
whereas substitution into (6.3) leads to
bΛl−2Λ0,Λl−2Λ0,−2Λ0(q) =
∑
ζ1,ζ2≥0
ζ1+2ζ2≡−l (3)
q
1
3
(ζ1−ζ2)2+ζ1+ζ2−2||Λ¯l||
2
(q)ζ1(q)ζ2
.
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