Abstruct-Resource-demanding services such as Multimediaon-Demand (MOD) become possible as broadband Internet is getting more popular. However, as the size of multimedia files grows rapidly, storage of such large files becomes a problem. Since multimedia contents will generally become less popular with time, it is desirable to design a prediction algorithm so that the multimedia content can be unloaded from the server when it becomes unpopular. In this paper, we have two objectives: 1) analyse the MOD viewing trend in order to understand the viewing behaviour of users, 2) predict the viewing trend based on the knowledge obtained from the trend analysis. For trend analysis, we study three traditional regression models, including linear regression, exponential regression, and power regression, and propose two additive regression models, exponentialexponential-sum (EES) and exponential-power-sum (EPS), to improve the goodness of fit. Then, the most fitted models will be used in trend prediction. Four pred-iction approaches, Fixed Regression Selecting (FRS), Continuous Regression Updating (CRU), Historical Updating (HU), and Continuous Regression with Historical Updating (CRHU) are proposed. From the numerical results, we find that CRHU, which is constructed by considering historical trend and new incoming viewing request data, is in general the best method in forecasting MOD trend.
I. INTRODUCTION
Advances in networking research and technology have made high-speed networks and guaranteed qualities of service (QoS) a reality [l] . At the same time, the increasing popularity of the world wide web has increased interests in the development of sophisticated multimedia applications which make use of the features of these advanced networks [I 1. For instance, customers can access Multimedia-onDemand (MOD) server from an Internet Content Provider (ICP) through a broadband network.
MOD refers to services in which a user is able to request from an ICP any audio or video content at any time [2] . MOD encompasses many important applications pertaining to entertainment, information, education and advertising, such as video-on-demand, music-on-demand, news-on-demand, distance learning, home shopping, etc. In MOD, once a file is played to a user, the user may have interactive function control like fast-forward, repeat, pause, etc. [2] .
Multimedia service providers are facing the problem of accommodating a large number of huge audio or video files. Therefore, it is desirable to study methods to relief the storage problem. The goal of this paper is to study trend prediction in MOD systems so that multimedia files can be unloaded from the server when they become less popular.
The rest of this paper is organised as follows. Section I1 outlines the motivation for this work. After an overview of relationship between trend analysis and trend prediction in Section 111, Section 1V will describe the contribution of our work. Then, Section V discusses the trend analysis by four regression models. Next, Section VI presents trend prediction using four forecasting methods. Finally, simulation results on the trend characteristics of MOD are given in Section VI1 before concluding this paper in Section VIII.
MOTIVATION
Most multimedia systems reported in the literatures or existing today store their multimedia data on magnetic disks using stream multimedia format [2] , [3] . Magnetic disk technology is appropriate for multimedia presentation due to its advantages of high throughput, low latency, and random data access. However, magnetic disks are not ideal to store large volume of multimedia files (e.g., more than 1000 video files for some applications) since magnetic disks are still expensive. Currently, storing a single 90-minutes movie of MPEG-I quality (about 1 GB) with such a medium can cost more than a hundred US dollar. Furthermore, though disk arrays promise high storage capacity, there are still reliability and scalability issues to be resolved before they can be scaled easily up to terabytes of data storage [2] , [3] .
In an MOD system, the popularity of the multimedia files is time-dependent and in general decreasing with respect to time. Storing all multimedia files with same number of copy on-line regardless of their popularity is not cost-effective [2], [3] . Therefore, it is necessary to find out some efficient forecasting techniques such that reduced number of copies are stored when its popularity decreased.
OVERVIEW
By extracting the access record of an MOD system, we could obtain the number of requests ( y I , y 2 ; . . , y n ) for any kind of MOD service at any particular time (x,,x2,-..,xn).
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Please direct all correspondence to this author. Email: ewong@ee.cityu.edu.hk. Fax: (+852) This kind of requests can be viewed as time series data. Forecasting with time series data has many real-world applications in areas like analyzing biological data, identifying models of economics, weather prediction, etc. [4] . In this paper, we use time-series approach to analyse and predict the number of requests for an MOD system. The objective of trend analysis is to find out a curve that well fits or suitably approximates the number of requests against time using statistical and empirical methods. Through the trend, we can understand the viewing behaviour of the customers. Fig. 1 gives a model showing that the predicted trend is best obtained based on new incoming data as well as the historical trend. Using the predicted trend, system operator will be able to decide when to unload a multimedia file from the MOD servers. In this paper, trend prediction process attributes the presence of new incoming data together with analysed trend from historical data of similar category.
Intuitively, there may be a close relation between the past viewing trend and the current or future viewing patterns. By comparing the historical and the new incoming data in Fig. 2 , local maxima of both trends always appear at the same time. In addition, both trends look almost the same; in particular, they both drop exponentially with time. Therefore, using past trend could help us to predict the future trend.
stand the characteristics of viewing requests. The obtained knowledge will be passed to the process of trend prediction, i.e. we will use the most fitted model for trend prediction.
In trend prediction, we propose four prediction approaches including Fixed Regression Selecting (FRS), Continuous Regression Updating (CRU), Historical Updating (HU), and Continuous Regression with Historical Updating (CRHU). FRS selects the most suitable regression model from trend analysis. CRU copes with the changing characteristics of the recent trend to improve prediction accuracy. HU relies more on historical data. This method is designed for the case where new incoming data is insufficient. CRHU combines CRU and HU in order to takes the advantages from both methods.
The detail description of these four approaches will be presented in Section VI. The methodology of our prediction approaches are applied to real data, and numerical results demonstrate that CRHU is a suitable forecasting method in most cases.
Through the study of this paper, we understand the viewing behaviour of customers and predict viewing demand for an MOD system. These behaviour model and prediction approaches could be used to optimize the server storage as well as multimedia content allocation to different servers for different MOD services, particularly bandwidth demanding services like video-on-demand and music-on-demand. IV. CONTRIBUTIONS V. TREND ANALYSIS Many traditional prediction methods make the forecasting using the new incoming data only. The result could be inaccurate if the trend to be predicted is rare or there are simply not sufficient data. According to the behaviour of MOD audiences, however, the trend for new incoming requests of a movie or a piece of music is often similar to the historical trend of its video or audio category. Hence, more accurate forecasting result can be obtained by taking account with the historical data of similar category.
In this paper, trend analysis is studied before prediction. In trend analysis, we propose two additive regression models, exponential-exponential-sum (ESS) and exponential-powersum (EPS). Numerical results in Section VI1 show that these two methods often give better fit than the traditional regression models such as linear regression, exponential regression and power regression. Through trend analysis, we can under- The viewing behaviour of the household audiences can be retrieved by plotting the number of viewing requests as shown in Fig. 2 . The selection of a multimedia content in an MOD system is often a periodical function of time and the time series data exhibit seasonal patterns. Seasonal fluctuations often appear in economic time series. Examples are sales at department stores during Christmas time, demand for multimedia service by households at holiday time, demand for ice-cream and soft drinks during the summer. To eliminate the seasonal variations from the data and to have better shape for short term analysis, moving averages vi can be used to deseasonalized observations as follows: where 1 is the seasonal period, n is the total number of data.
When calculating these averages, the process move along by and logs = yl-bz dropping the most remote observation in the previous average and including the next observation in the new average. Successive moving averages are computed similarly until the final observation. From Fig. 2 , MOD system has a seasonal period of 7 days. After the deseasonalized trend is obtained, regression models are applied for evaluation and comparison. Any method of fitting equation to a set of data could be called regression [5] . Such equations are valuable for at least two reasons, i.e. analysing the trend and making predictions. Of the various methods of performing regression, least square fitting is the most widely used [5] . In this section, three frequently used models and the two proposed additive regression models utilizing the least square fitting to extrapolate the best fit are studied:
A. Linear Regression where slope term and intercept term of l o g j against x now become b and loga respectively.
C. Power Regression
Another frequently used model is the power regression, which expressed in terms of a power function. The model considers the situation where heavy tail exists in the trend. In contrast with exponential function, which implies unbounded drop, power function experiences a rapid initial drop and gradual final decrease. Compared with the exponential one, power regression can obtain a shaper initial drop and a flatter tail. By substituting x'=logx and y ' = l o g j , one form of this regression model is Linear regression is a basic regression model where there is only one explanatory variable [5] . The regression function is linear and the two parameters, slope term b and intercept term a , of that straight line have to be found such that the sum of squared prediction errors (SSE), where logy = loga + blogx E x ' y'-E'jj' 
B. Exponential Regression
Exponential regression assumes that the predicted trend is an exponential function where there is only single explanatory variable. It is similar to the linear regression after taking an anti-logarithm on both sides. By substituting y'= log?, the equation of linear regression may also be applied. The regression model can be expressed as As mentioned above, exponential regression produces a model with unbounded drop in the whole cycle while power regression produces a model with rapid initial drop and a gradual decrease in tail. For a data set with exponential drop initially and a flat tail at the end, the method of combining these two regression models can be considered. On the other hand, for another data set with exponential drop initially and an exponential tail but with slower rate at the end, the method of combining two exponential regression models can be considered. In this paper, we will explore the additive regression model of these two kinds. The general form of additive regression model is and hence 0-7803-7097-1/01/$10.00 02001 IEEEwhere x1 and x2 are the explanatory variables, fi and f 2 are their regression functions respectively, and r is the weighting factor applied to adjust the magnitude after the summing of two terms. The regression model chooses r such that the Sum of Squared Error (SSE) is minimized.
D. I Exponential-Exponential-Sum
Exponential-exponential-sum (EES) additive regression is used to determine the predicted trend which composed of two exponential terms z1 ( x ) = aleqX and i2 (x) = a2ebzA where al , bl , a 2 , and b2 are the coefficients which minimize SSE like exponential regression. Thus, the basic formulation of the prediction values can be expressed as the following functional form:
where r is the weighting factor. In order to prevent the shift of magnitude from summing up the two regression functions, least squares fitting is applied. By adjusting r , least squares fitting selects the line for which the sum of squared distances from all observation points to the line is minimized. Let U , be the SSE associated with the xth observation which is given by Differentiating (9) with respect to r and equating it to zero, we have
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Then, r can be obtained as Finaly, the sum of two exponentials, i.e. j ( x ) , is used to forecast the trend of ~( x ) .
Exponential-Power-Sum
The basic formulation of exponential-power-sum (EPS) additive regression is similar to EES. Nevertheless, EPS assumes the predicted trend is composed of an exponential term el (x) = aleqX and a power function term &x) = a2xb2 where al , b, , a2 , and b2 are the results obtained by the exponential regression and the power regression. The formula for EPS is denoted as where r is the weighting factor. Similar to EES, the SSE is defined as Similarly, differentiating (13) and equating it to zero, we have
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=0 (14) dr X X Therefore, r can be obtained as
. 3 Selection of Observation Windows
The explanatory variables x, and x2 in (7) could be obtained from two different windows of the same set of data. The way of choosing two windows could be critical to the fitness in trend analysis.
In Fig. 3 , there are totally n-day data points. In this paper, we propose three types of methods on choosing the two windows as follows: Type 1 : The beginning and the ending p data points of the data set.
Type 2: The beginning p and the remaining (n -p ) data points of the data set. Type 3: The whole data set and the ending p data points of the data set. Window type will be selected from the one which has the minial SSE.
VI. TREND PREDICTION
After the process of trend analysis is carried out, we are going to study trend prediction. Basically, trend prediction is done by projection or extrapolation of the trend value. In the proposed algorithm, prediction on the moving average is based on regression models obtained from the trend analysis. In this section, four trend prediction approaches are proposed and their performance are compared in Section VII.
A. Fixed Regression Selecting
Fixed Regression Selecting (FRS) assumes that the regression model, which best fit the historical data, also fit the new incoming data, i.e. both sets of data follow the same trend. FRS uses the same method and corresponding parameters, which will be used for the whole process of prediction, to forecast the new trend. The prediction result is given by where mo and do are the method and its corresponding parameter respectively which minimize the SSE of historical trend.
B. Continuous Regression Updating
Continuous Regression Updating (CRU) concerns the behaviour changes in the new incoming trend. It keeps track on the new incoming trend in terms of fitting method and parameter. Since the trend of the new incoming data maybe changed continuously, CRU plays an important role on automatic compensation of the dissimilarity between the new trend and historical trend. The prediction result is given by
C. Historical Updating
Historical Updating (HU) assumes that the new incoming trend is similar to the histirical trend. It takes the historical data into account and uses those data to predict the new trend. This method is especially useful when there are few data for the new trend. HU makes different weighting to the newly predicted trend as well as historical trend. The prediction result is given by where y(i) be the new incoming request, yo(i) be the historical requests, n be the number of days of the new incoming requests, no be the number of days of the historical requests. Instead of only considering the regression model and the corresponding parameters, historical trend can be applied, HU considers the historical trend jo(i) as well. It sums up the newly-fitted trend j ( i ) of the new incoming trend as well as the historical trend using two weighting factors a and s.
a is used to make a balance between the amount of historical data and new incoming data. When the amount of new incoming data is small, the result will rely more on the historical data and vice versa. s is another weighting factor which is used to adjust the overall magnitude of the historical trend to match up with the new incoming trend.
D. Continuous Regression with Historical Updating
Continuous Regression with Historical Updating (CRHU) is a method combining CRU and HU. It tries to take advantages of both methods. There are two main components in this approach: historical trend and new incoming trend. For the historical trend, the control factors, the model and the parameters, are obtained based on the analysed result of the historical data; so that the trend produced by these factors best fit the historical data. For the new incoming trend, the control factors, the model and the parameters are obtained based on the factors which best fit the new incoming data since they are obtained by analysing the new incoming data. The prediction result will become (19) where m, and d, is the method and its corresponding parameter respectively which minimize the SSE of new incoming moving averages. Note that CRU analyses the new incoming data and determines the method ml and control parameter d, which is the most suitable for the current situation. Moreover, the selected parameters and the method can be changed continuously upon the changing behaviours of the new incoming data. where a and s are the same as HU. .The method has the advantages of both HU and CRU methods since they compliment each other. Numerical results show that CRHU is the best in most situations in terms of SSE. 
VII. SIMULATION RESULTS
In this section, three kinds of data sets, summer, autumn and winter, from an MOD service are used. Each of summer and autumn data sets contains more than 300 videos, which is classified into 7 categories. We will forecast the trend of the total video requests as well as the trend of individual video categories in autumn and winter respectively. The performance of trend analysis and trend prediction in terms of SSE will be evaluated. In the figures and tables shown in this section, all values are normalized so as to minimize the biased impression due to the differences between different video categories.
A . Numerical Results of Trend Analysis
In this part, seven video categories are studied on summer and autumn data sets. We calculate the trend of the overall system as well as the trend of each video category.
In Fig. 4 , it can be seen that as time proceeds, fewer requests will be made to the servers. Thus, regression models of a decreasing functional form would yield satisfactory approximation. Moreover, it can be observed that all regression models give satisfactory trend fitting except power regression in the first few days. This is due to the property that power function has a rapid initial drop.
By tabulating the normalized SSE values of trend analysis for different video categories in Table I , we can see that different video Categories exhibit different behaviours and hence are best fitted by different regression models. In more than half of the cases, additive regression models give the best fit. The results justify our introduction of additive regression models.
B. Numerical Results of Trend Prediction
After finding out the best model for MOD systems and individual video categories, investigation on trend prediction . . approaches can be conducted. The performance of the four proposed prediction approaches will be evaluated. Fig. 5 shows SSE for different prediction methods against the number of days in new incoming requests. From the figure, we can find out which method should be chosen for a certain number of days given the new incoming data. For example, HU should be employed when 18 days new incoming data are provided. It can be seen that in most of cases, CRHU gives the lowest SSE.
In Fig. 6 , Mean Squared Error (MSE) is calculated by taking the mean of SSE in Fig. 5 over all number of days provided. This reflects the overall accuracy of the prediction approaches. The smaller the MSE, the higher the accuracy of the prediction approach. The figure shows that the MSE of CRU, HU, and CRHU is about half of the traditional FRS. Among them, we find out that CRHU gives optimal or nearoptimal performance for both cases. Table I1 shows the MSE of each video category. In this part, there are 49 days data in the historical requests, 14 days of data in the new incoming requests, and 14 days video requests to be predicted. When summer data set is used as historical data, the beginning 14 days in autumn is the new incoming data for forecasting the entire autumn trend. When autumn data set is used as historical data, the beginning 14 days in winter becomes the new incoming data for forecasting the entire winter trend. Similar to trend analysis, seven video categories are studied. We can see that the most suitable prediction approach is either CRHU or CRU. In particular, CRHU is the best method in most of the cases. 
VIII. CONCLUSIONS
New communication technology allows access to huge volume of information. Therefore, multimedia services become increasingly popular, especially as broadband Internet access becomes common. This creates storage problem in the Multimedia-on Demand (MOD) system. This paper has studied prediction approaches on customer requests for MOD systems so that the system administrator can unload a multimedia file from the MOD servers at an appropriate time. In our paper, we first study the trend analysis in order to understand customers'viewing behaviour. The process contains the use of traditional (linear, exponential or power) regression models and proposed additive regression models, exponential-exponential-sum (EES) and exponentialpower-sum (EPS). Simulation results show that additive regression often gives better fit when compared with those traditional models. The most fitted models are then used in the trend prediction process.
For trend prediction, we study four approaches: Fixed Regression Selecting (FRS), Continuous Regression Updating (CRU), Historical Updating (HU), Continuous Regression with Historical Updating (CRHU). According to the data from an MOD provider, we find that the CRHU is in general the best method that gives the least error for individual MOD categories as well as for the whole MOD system. This is because CRHU balances the factors of adapting the new incoming pattern and referencing the historical trend.
