ABSTRACT In this paper, fast sparse deep neural networks that aim to offer an alternative way of learning in a deep structure are proposed. We examine some optimization algorithms for traditional deep neural networks and find that deep neural networks suffer from a time-consuming training process because of a large number of connecting parameters in layers and layers. To reduce time consumption, we propose fast sparse deep neural networks, which mainly consider the following two aspects in the design of the network. One is that the parameter learning at each hidden layer is given utilizing closed-form solutions, which is different from the BP algorithm with iterative updating strategy. Another aspect is that fast sparse deep neural networks use the summation method of a multi-layer linear approximation to estimate the output target, which is a different way from most deep neural network models. Unlike the traditional deep neural networks, fast sparse deep neural networks can achieve excellent generalization performance without fine-tuning. In addition, it is worth noting that fast sparse deep neural networks can also effectively overcome the shortcomings of the extreme learning machine and hierarchical extreme learning machine. Compared to the existing deep neural networks, enough experimental results on benchmark datasets demonstrate that the proposed model and optimization algorithms are feasible and efficient.
I. INTRODUCTION
Deep neural networks (DNN) allow computational models composed of multiple processing layers to learn representations of data with multiple levels of abstraction. These methods have dramatically improved the state of the art in speech recognition, visual object recognition, object detection, and many other domains [1] - [3] . DNN can discover intricate structure in large datasets by using the backpropagation (BP) algorithm to indicate how a machine should change its internal parameters, which are used to compute the representation in each layer from the representation in the previous layer [4] . At present, the core of deep neural network learning optimization is the BP algorithm. In BP,
The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Babu. labels or ''weights'' are used to represent a photo or voice within a brain-like neural layer. The weights are then adjusted and readjusted, layer by layer, until the network can perform an intelligent function with the fewest possible errors [5] .
The acceleration of DNN has two aspects: software and hardware. Here we only discuss software, especially the model framework and optimization algorithm. As noted above, the core of training optimization is the BP algorithm, which based on gradient descent. However, this optimization method arises vanishing gradient or explosion gradient for deep learning, which can further cause the phenomenon of over-fitting or under-fitting. At present, four strategies can be used to deal with these problems. The first is the weight initialization strategy, which can help prevent the network falling into a local minimum prematurely in the training process. Common methods include autoencoder (AE) networks [6] , sparse coding (SC) [7] , [8] , independent components analysis (ICA) [9] , [10] , principal components analysis (PCA) citeb54, random vector functional link (RVFL) net [12] , extreme learning machines (ELM) sparse AE [13] , and generative adversarial networks (GAN) [14] . Typical examples of deep network models include deep-stack networks (such as deep belief networks (DBN) and deep boltzmann machines (DBM) [15] ), deep stacked autoencoder network (DSAE) [16] , sparse-hmax (S-HMAX) [17] , deep forest [18] , hierarchical ELM (H-ELM) [19] , PCANet [20] , and ICANet [10] . The second strategy is weight sharing, such as by convolution operations, which can reduce the number of weight parameters to be learned, and deep transfer learning, which involves a joint adaptation network that can allow us to take a deep neural network trained to solve one task and tweak it efficiently to perform another task [21] . The third strategy is regularization, which is the key to preventing overfitting or underfitting. The most common regularization techniques used nowadays include data augmentation, early stopping, dropout layers, and weight penalties (energy regularization and sparse topology regularization) [22] - [26] . The last strategy is deep model compression, a three-stage process of pruning, trained quantization, and coding. The purpose of compression is to reduce the storage requirements of the neural network without affecting its accuracy [27] . In essence, these problems are caused by the optimization of the object function and the non-convex BP algorithm.
How can we find a more efficient algorithm to improve the generalization performance of deep networks? In this paper, we design a novel and effective deep network architecture inspired by the P-order polynomial approximation for highly non-linear functions ( here, f can be viewed as a deepnetwork model from input x to output y ):
where ω i are parameters to be learned, and x (i) is the ith power of x, λ i is the ith factor to the output target. Based on the sparse representation and deep learning (DL) architecture, we quantify x (i) , which can be considered the ith layer's feature or feature map, by the following iterative formula:
where σ i is a non-linear function (or the activation function), the parameters (W i , b i ) are weight matrices and bias vectors respectively, and x (0) x. The core of the fast sparse deep neural network is dependent on the sparse random initialization of layer parameters (W i , b i ), by quantifying the contribution rate of each layer to the output target. The nonconvex optimization objective function corresponds to the original deep neural network:
where x n is the nth sample, y n is the corresponding output target, and X and Y are composed of samples x and targets y respectively. This function can be transformed into multiple convex optimization objective functions in the approximation:
where λ i is the ith layer's contribution to the target and satisfies i λ i = P, and 0 ≤ λ i ≤ 1. It should be noted that X (i) can be obtained by Eq.(2) and ω
parameters can be sampled from random distributions. Inspired by polynomial approximation of non-linear functions, we use a multipath and piecewise linear approximation in the design of the fast sparse DNN (FSDNN) network, thus combining the hidden layer weight matrix and biased random sampling with sparsity, and further design the corresponding low-time-consuming iterative optimization algorithm. In addition, the proposed FSDNN in this paper is different from the previous models [28] - [30] in terms of the core modules of the network, framework design and optimization algorithm. The main contributions of this study can be summarized as follows.
1) The proposed single-layer multipath sparse ELM (SMSELM) can achieve excellent generalization performance by increasing the number of paths when the number of hidden nodes is small, which overcomes the restriction that ELM must increase the number of hidden nodes to maintain excellent generalization performance.
From the comparison experiments, we can conclude that the optimization of parameters of SMSELM can be more efficient, and its generalization performance did not degraded by increasing the number of paths. 2) The proposed multilayer single-path sparse ELM (MSSELM) can achieve excellent generalization performance when the number of hidden nodes in the last hidden layer is relatively small, which overcomes the limitation of Hierarchical ELM (H-ELM). In addition, it can be concluded from the experiment that the performance of MSSELM will degrade if other hidden layer nodes are set relatively small. Further, MSSELM can be regarded as an improvement of H-ELM. 3) FSDNN is a novel deep neural network framework which integrates SMSELM and MSELM. The main advantages of the proposed FSDNN include two aspects. One is that the parameter learning at each hidden layer is given utilizing closed-form solutions, which is different from the BP algorithm with iterative updating strategy. Another aspect is that FSDNN uses the summation method of a multi-layer linear approximation to estimate the output target, which is different from most deep neural network models. Our experiments shows that these two advantages make FSDNN maintain better generalization performance without fine-turning. Our experiments with various classification datasets show that FSDNN can achieve an accuracy that is very competitive with state-of-the-art DL algorithms, and confirms that our method is advantageous among these DL methods. To make the readers appreciate the proposed work. Based on the content of this paper, the diagram of the overall work-flow shows in Fig.1 .
II. BASIC KNOWLEDGE A. FROM SPARSE CODING TO DNN
We begin with the classical sparse coding model using the following optimization objective function:
where p satisfies 0 ≤ p ≤ 1 (for convenience, here we take p = 1), x denotes the input data, α denotes the sparse code coefficients, D is the dictionary (usually over-complete), and λ is a Lagrange multiplier. Eq. (5) can be solved by the iterative shrinkage and thresholding algorithm:
where α k denotes the intermediate output of the kth iteration and 
where N(·) is the element-wise soft shrinkage and is a nonlinear operation:
In Fig. 2 , We can see that the sparse coding can also be constructed by the continuous recombination of linear and non-linear operations, but this structure is not a deep network for the following reasons. The first and most important is that these sparse coding coefficients {α (k) } K k=1 are a series of approximation abstractions of data in the same feature space. Second, the dictionary D and the sparsity together determine the approximation capability of the coefficients. However, this is not to say that the feature space of sparse coding constantly transformed as the layer of the network increases; the features also cannot express the deep abstract topological characteristics of the input data. Therefore, sparse coding is also called shallow-layer feature representation. It is worth pointing out that the unfolded networks of sparse coding are similar to the deep network framework, and L 1 (x) must be added to each linear layer.
The classification task is a common problem in pattern recognition [2] . In recent years, researchers have proposed many classical algorithms, such as the sparse representation classifier (SRC) and deep convolution neural networks [31] . It is generally believed that good features (based on the principle of minimum within-cluster distance and maximum between-cluster distance) can make the design of classifiers more simple and efficient. We start with the assumption of a sparse representation classifier and further clarify the relationship between sparse coding and DNN. Without loss of generality, we have training samples that include C classes, and the cth class denoted as: where n c is the number of training samples for the cth class. We arrange samples from the cth class as a column vector of matrix D c ∈ R m×n c . Based on the simplest assumptions, if x ∈ X c and we have:
where
c ) are called the dictionary and α c ∈ R n c , then we expect that the representation coefficients α [α 1 , α 2 , · · · , α C ] ∈ R n will satisfy: (11) and:
where j = 1, 2, · · · , C. Meanwhile, the sparsity of the coefficients α can be described by:
According to this assumption, we can derive the following optimization objective function for the approximations:
then we can solve for the coefficients α and classify x by the following equation:
The dictionary D of the linear block of the network structure (see Fig.2 and Fig. 3 ) can also be updated continuously; this is the classic K-SVD algorithm in the sparse representation. The ''depth'' network model, which based on Eq. (5) and the iterative formula solution, also has deep ADMM networks, deep dictionary learning [8] , and so on. However, this ''depth'' network model cannot be equated with DNN because it can only achieve shallow representations of input data, which is contradictory to the idea of DL.
However, inspired by this network structure, we can see that if L 1 (x) is added to each linear module, the information loss is reduced in the forward computing process, promoting the abstract expression capacity of the coefficients α. This approach is similar to the design of residual networks, one of the most popular network model architectures at present. We now have criteria to determine whether a network framework is a deep neural network. First, the network structure must be composed of linear and nonlinear operations of continuous composite formation; Second, the feature space corresponding to each hidden layer of the network must be hierarchical and different. For example, the iterative updating causes feature space self-mapping for sparse coding networks, so it is not possible to form an efficient hierarchical representation of data [32] .
B. ANALYZING THE FRAMEWORK OF DNN BASED ON BP ALGORITHM
The BP algorithm is currently the most widely used tool in DNN. Fortunately, the mathematical theory has proved that a deep neural network based on the BP algorithm can realize any complex or high-order nonlinear mapping, which makes the BP algorithm especially suitable for solving the complex problem of internal mechanisms. However, the BP algorithm is essentially a gradient descent method; the objective function to be optimized is very complex and not convex, so the vanishing-gradient problem and exploding-gradient problem will inevitably appear, which will make the algorithm inefficient [33] , [34] . The solution obtained may fall into a local extremum and is susceptible to overfitting, such that it may not reflect the fundamental laws of the training samples. In other words, the BP algorithm often relies on the immediate availability of network-wide information stored with high precision in memory, and precise operations that are difficult to realize in parallel implementations in neuromorphic hardware. Remarkably, recent studies have shown that exact BP weights are not essential for learning deep representations [35] . Random BP replaces feedback weights with random distributions and encourages the network to adjust its feedforward weights to learn pseudo-inverses of the random feedback weights [36] .
C. ELM FOR MULTILAYER PERCEPTRONS
The ELM is a unified framework for a broad type of generalized single-hidden-layer feedforward networks. It was developed by Guang-Bin Huang in 2006 and has been extensively studied. Unlike traditional popular learning methods, the ELM requires less human intervention and can run thousands of times faster than conventional methods [37] - [39] . The ELM can automatically determines the network weight and bias parameters analytically, which avoids trivial human intervention and makes it efficient in online and real-time applications [40] - [44] ; In single-hidden-layer feed-forward networks (see Fig. 4 ).
We have the following mathematical model:
where W and b are randomly chosen parameters, β are parameters to be learned, and σ (·) is the activation function.
The hidden layer output vector h can remain unchanged once random values have assigned to these weight and bias parameters at the beginning of learning. For N arbitrary distinct samples {x n , y n }, where x n ∈ R 1×m and y n ∈ R 1×c , we have:
where X ∈ R N ×m and Y ∈ R N ×c are matrices composed of sample sets x n , y n , n = 1, 2, · · · , N , the weights W ∈ R m×M , β ∈ R M ×c , and the bias b ∈ R N ×M , where M is the number of hidden-layer neurons. Note that the number of hidden nodes is much lower than the number of distinct training samples. In most cases, M N , and then H is a nonsquare matrix and W , b, β may not exist such that Y = H β. We therefore usually take M ≤ N , the upper bound of the required number of hidden nodes is the number of distinct training samples. [13] The optimization objective function is:
The smallest-norm least-squares solution of Eq. (18) is:
where H † is the Moore-Penrose generalized inverse of the matrix H , and H is also called the hidden-layer output matrix. It should be pointed out that the weights W and bias b parameters in ELM networks can be obtained by random assignation. Moreover, these parameters need not be learned and can be applied to the training and testing stage after they are fixed. However, because of its shallow architecture, feature learning using the ELM may not be effective for natural signals, even with many hidden nodes. A new ELM-based hierarchical learning framework is proposed for multilayer perceptrons [45] to address this issue. The core of this framework is the proposed ELM-based sparse autoencoder (ELM-SAE) (see Fig. 5 ). We can then use the mechanism of layer-wise learning to construct a deep neural network. Specifically, the optimization model of the proposed ELM-SAE, which is based on single-hidden-layer feed-forward networks, can be denoted by: where
, and X ∈ R N ×m represents the input data, W ∈ R m×M and b ∈ R N ×M are randomly assigned, and λ is the regularization parameter. We can then use the following formula to modify the hiddenlayer output matrix H from its randomly obtained elements:
In other words, we use (β T , ν T ) instead of (W , b). Finally, unlike the greedy layer-wise training of traditional Deep Learning frameworks, one can see that the Hierarchical ELM (H-ELM) training architecture is structurally divided into two separate phases: 1) unsupervised hierarchical feature representation, and 2) supervised feature classification. For the first phase, a new ELM-based AE is developed to extract multilayer sparse features of the input data (see Fig. 5 ), while for the second phase, the original ELM-based regression is performed for the final decision-making (see Fig. 6 ).
III. PROPOSED LEARNING FRAMEWORK
In this section, we solve the problems that the H-ELM encounters. Feature learning based on the ELM framework may not be effective for natural signals, even with many hidden nodes. However, the cost of high performance is a rapid increase in computational complexity. We also develop a new framework for DNN with more efficient optimization algorithms and quantify the contribution of each hidden layer to the output target. Next, we will present the FSDNN in detail, including its subsidiary network structure.
A. SMSELM
The proposed SMSELM is built in a random sparse manner, as shown in Fig. 7 . We will now describe this framework and algorithm in detail and show its advantages over the existing ELM algorithms. First, in the framework of SMSELM, we have the following mathematical modeling from input x ∈ R 1×m to output y ∈ R 1×c , where M is the number of hidden nodes:
74044 VOLUME 7, 2019 where τ i indicates the contribution of the ith path to the target (here, we usually understand that every path is equally important, so we set τ i = 1, i = 1, 2, · · · , P), and W i ∈ R m×M and b i ∈ R 1×M are randomly assigned with the sparsity degree of ρ(0 ≤ ρ ≤ 1):
and · 0 represents the number of zero elements in a matrix or vector. For the training samples {x n , y n } (n = 1, 2, · · · , N ), the optimized objective function corresponding to Eq. (22) is as follows:
where Y i is the output of the ith path, and:
There may be a variety of optimization algorithms, and below we can give an effective strategy when we take τ i = 1 (i = 1, 2, · · · , P). First, we have:
and an iterative optimization formula is as follows:
Here, we set E 0 = Y and i = 1, 2, · · · , P. It is worth noting that the advantage of this framework compared with the existing ELM is its more effective sparse random assignment of weights and biases. This framework can effectively solve problems for which ELM performance improvement requires many hidden nodes; a greater number of hidden nodes causes greater complexity of the ELM algorithm, which is mainly embodied in the pseudo-inverse operation. Another advantage is that different τ i can help path selection by the threshold control method. They can be learned through the following optimization function:
With the alternating iterative algorithm for parameters τ i and β i (i = 1, 2, · · · , P), we can use the following equation for path selection:
where η is the threshold, and Path i = 1 means this path is reserved.
B. MSSELM
Unlike the SMSELM, the MSSELM pays attention to the ''depth'' of the network framework. Its structure shows in Fig. 8 . The mathematical model corresponding to the structure is:
where L is the depth of the network. Meanwhile, we have:
where σ l σ l−1 · · · σ 1 represents a compound function, while (l = 1, 2, · · · , L) and h 0 = x. The parameter λ l indicates the contribution of the lth layer to the target y ∈ R c , the weight matrix W l ∈ R S l−1 ×S l , and the biases b l ∈ R S l (S l is the number of neurons in the lth layer, and S 0 = m) are sparse and randomly assigned with the sparsity degree of ϑ l (l = 1, 2, · · · , L) by Eq. (23). The parameters β l ∈ R S l ×c must be learned from the following optimization function on the training samples {x n , y n } (n = 1, 2, , · · · , N ):
and the hidden-layer matrix:
First, to facilitate the discussion below, we present the following. One can solve {β l } L l=1 , when the parameters {λ l } L l=1 are fixed, using the iterative formula:
VOLUME 7, 2019 where E 0 = Y . We expect that the obtained layer residual matrix E l with the deepening of the layer is well ordered, that is:
In other words, the distance of the norm-induced satisfies the following relation:
where we have the definition:
where l = 1, 2, · · · , L. However, the layer residual matrices {E l } L l=1 often appear disordered because of the differences between layers and the way the parameters λ l are chosen or updated. How we can update the parameters λ l to make the layer's residual matrix appear well ordered is still an open question. Also, ''well ordered'' can be regarded as a synonym for ''perfect at each layer, perfect result on the target,'' which means the within-class distance becomes gradually more compact and the inter-class distance becomes gradually larger (i.e., the within-class distance becomes much smaller than the inter-class distance).
It is worth mentioning that the disordered {E l } L l=1 can usually achieve recognition accuracy close to that of the well-ordered case, but with lower algorithmic complexity and computational cost. This approach also improves the robustness of the network, in addition to reducing the amount of data required and weakening the ''quality'' of the data required by random assignment. Finally, we can see that one advantage of the network framework is that it can select layers through the parameters {λ l } to optimize the network performance; that is, the network complexity is compatible with the complexity of the data.
C. FSDNN
Naturally, we can combine the SMSELM and the MSSELM to form a multilayer and multipath sparse ELM, which we call the FSDNN. The network framework shows in Fig. 9 .
The mathematical model corresponding to the structure of the FSDNN is:
and the hidden-layer features can be obtained by sparse random assignment:
where {W l p } l,p and {b l p } l,p are sparse and randomly assigned. At the same time, we have the hidden-layer features h l by cascading:
For the l th-layer module, the hidden-layer output can be written as follows:
where l = 1, 2, · · · , L and h 0 = x. We can also derive the following optimization objective function on the training samples {x n , y n } (n = 1, 2, , · · · , N ):
, and
. In essence, the problem can be 74046 VOLUME 7, 2019 solved using quadratic programming. However, in this paper we will select the appropriate parameters λ l , τ l L l=1
and fix them, and accumulate and approximate the original target Eq. (42) by the following submodule optimization:
where the parameters τ l are fixed, and:
We can find β l by the following iterative formula:
where E l 0 = Y l and p = 1, 2, · · · , P l . Finally, inspired by the biological taxonomy mechanism, we can further establish a hierarchical label-learning mechanism with sparse constraints to break up the classification model of the traditional deep neural network to form a more effective updating strategy under the hierarchical label constraints:
where Y l is the hierarchical label of the lth layer (at deeper layers in the network, the hierarchical labels shift from coarse to fine, where ''coarse'' means fewer, more common categories and ''fine'' means more, less common categories), H l is the hidden-layer matrix of the lth layer, and β l are parameters to be learned. Of course, we can also use the K-SVD algorithm [46] to solve it by alternating iterative updating methods.
IV. PERFORMANCE EVALUATION AND ANALYSIS
In this section, we conduct extensive experiments to verify the effectiveness and efficiency of the proposed FSDNN. All the simulations for these algorithms were carried out in the MATLAB2016b environment on a processor with an Intel Xeon(R)CPUE5 − 2630v3@2.40 GHZ × 16 running Ubuntu 14.04 LTS with 64-bit OS type using Gallium 0.4 on llvmpipe. In our experiments, all the inputs (attributes) have been normalized into the range [0, 1].
A. COMPARISON BETWEEN SMSELM AND ELM 1) PARAMETERS SELECTION
There are two critical parameters in SMSELM. One is the sparsity of weights and biases; the other is the number of paths. If the sparsity equals 1 (completely random, see the definition in Eq. (23), that is ρ = 1) and the number of paths set to 1 (P = 1), then the SMSELM degrades to the classical ELM. As we know, to obtain better recognition performance, the ELM usually needs more hidden nodes. SMSELM can reduce the number of hidden nodes required by setting the sparsity and path number and can also improve recognition accuracy. Specifically, the three parameter values shows in Table 1 .
In Table 1 , M represents the number of hidden nodes, ρ is the sparsity of the weight matrix and biases, and P is the number of paths. Note that we select eight group parameters and (M , ρ, P). In addition, the selected activation functions are ReLU and Sigmoid:
Finally, the normalization technique is used in each hidden layer to overcome the problem of information loss at deeper layers.
2) DATASETS DESCRIPTION
To verify the effectiveness of the proposed algorithm, we used the following three datasets in this subsection.
(1) MNIST: The Mixed National Institute of Standards and Technology (MNIST) handwriting dataset consists of 60,000 training images and 10,000 testing images. The samples are the digits 0 − 9 with 28 × 28 pixels in grayscale and have uniform backgrounds.
(2) NORB: The NYU Object Recognition Benchmark dataset, which is more complicated than the MNIST. It contains images of 50 different 3-D toy objects, with 10 objects in each of five generic classes (cars, trucks, planes, animals, and humans). The images are taken from different viewpoints and under various lighting conditions with 28×28×2 pixels. The training set contains 24,300 stereo image pairs of 25 objects (five per class), while the test set contains the remaining image pairs of 25 objects.
(3) SVHN: The Street View House Numbers (SVHN) dataset was obtained from many street view images. It is similar in flavor to MNIST, with 10 classes. All digits have been resized to a fixed resolution of 32 × 32 × 3 pixels as RGB images and have non-uniform backgrounds. It contains 73,257 digits for training and 26,032 digits for testing.
In addition, the widely used binary-class and multiple-class datasets were also tested. We list the information on these datasets in Table 2 . 
3) PERFORMANCE ANALYSIS
First, we can use the ELM with the activation function ReLU to obtain the following results (see Fig. 10 ), by conducting an average of 100 random experiments on each of these three datasets. We can note that SMSELM degenerates into the ELM when we take ρ = 1 and P = 1.
The results show clearly that the performance of the ELM improves as the number of hidden nodes increases. In addition, if the number of hidden nodes is very small, the recognition rate of the ELM is low.
For Fig. 11 , Compared with ELM and SMSELM, when the number of hidden nodes is relatively small, the generalization performance of the SMSELM can be rapidly elevated by increasing the number of paths and setting a sparsity constraint. Note that the activation function used in Fig. 10 and Fig. 11 is ReLU .
Furthermore, after 100 randomized experiments, the standard deviations of ELM on the three datasets (MNIST, NORB, and SVHN) were 0.02874, 0.01567 and 0.01096, respectively. Correspondingly, the standard deviations of the SMSELM algorithm are 0.02231, 0.00916 and 0.01004, respectively. The average results and average time consumption of the two algorithms show in Table3. At the same time, the computational cost is increased but remains within the acceptable range (see Table 3 ). Here, we only make one comparison, when 8 = (10, 000, 0.005, 2) for the SMSELM and M = 10, 000 for the ELM. We can see that the time consumption of the SMSELM is about P times that of the ELM. For the ELM, how can random weight parameters and biases enhance the generalization performance of the shallow network? One possible reason is that, as with biological taxonomy, the ''labels'' of the hidden-layer features closer to the input layer are rough (like Domain and Kingdom), whereas closer to the output layer, the labels of hidden-layer features are fine (like Genus and Species). In other words, the commonalities of the shallow features are superior to the differences of the shallow features in the network; correspondingly, the differences of the deep features are more important than the commonalities of the deep features. An effective approach is to obtain commonality through randomness in the shallow layers. Therefore, the ELM can play a useful role, as long as there are enough hidden nodes. Further, why can a SMSELM achieve better performance than an ELM? In essence, the difference between the networks is the multiple paths. Differences are particularly crucial for classification tasks. Besides, sparsity is also an effective way to reduce redundancy and suppress over-fitting, while also reducing the computational cost.
Mathematically, one of the most notable differences between the SMSELM and ELM is that:
We take M = p M p , and use the pseudo-inverse solution:
where E p = E p−1 − H p β p and E 0 = y. It can be seen that the SMSELM is easier to solve and preserves the generalization performance of the ELM network even when the parameter M is very large. We also present the performance of the SMSELM and ELM on the other benchmark datasets in Table 2 . Without loss of generality, the parameters are selected as follows. The parameters for the SMSELM are M p , ρ, P = (1000, 0.05, 10), and those for the ELM are (M , ρ, P) = (10000, 1, 1). It should be noted that:
and the activation function is the Sigmoid function. The results of 100 random experiments show in Table 4 . The standard deviations of ELM algorithm on these five datasets (Madelon, Mushrooms, Phishing, Satellite image, Image segment) are 0.0167, 0.0146, 0.0154, 0.0103 and 0.0115, respectively. Correspondingly, the standard deviations of the SMSELM algorithm are 0.0143, 0.0121, 0.0147, 0.0093 and 0.0081, respectively.
We can obtain the following conclusions from these experiments: 1) Generally, ELM with better generalization performance prefers to larger hidden nodes. From Table 3 , it can be concluded that both SMSELM and ELM can achieve excellent generalization performance when hidden nodes take larger, but the training of SMSELM with larger hidden nodes is relatively time-consuming. 2)If the number of hidden nodes is small, then SMSELM performance can be improved by increasing the number of paths. From Table 4 , the generalization performance of SMSELM can compete or even surpass that of ELM.
B. COMPARISON BETWEEN THE MSSELM AND H-ELM 1) PROBLEM OF H-ELM
It is well known that the last hidden layer of the H-ELM framework can be designed as an original ELM, and the other hidden layers can be optimized by layer-wise learning based on the ELM-SAE. Below, we propose the following problem based on an H-ELM framework with three hidden layers (see Fig. 6 ). For an input signal x ∈ R m and output signal y ∈ R c , we have the following formula:
where h l (l = 1, 2, 3) is the feature of the hidden layer,
and {b l ∈ R m l } 3 l=1 are determined by random assignment, and we take (m 0 = m). Meanwhile, β 1 ∈ R m×m 1 and β 2 ∈ R m 1 ×m 2 are learnt through the ELM SAE (see Eq. (18)), and β 3 ∈ R c×m 3 can be obtained by the original ELM. It is necessary to note that m 1 , m 2 , and m 3 are the respective number of nodes in each of the three hidden layers of the H-ELM framework. The problem is: if the number of nodes in the last layer is less than the input dimension (that is, if m 3 ≤ m), will the generalization performance of the H-ELM be limited? In other words, can H-ELM effectively get rid of the shortcomings of ELM?
2) PERFORMANCE OF LEARNING ACCURACY First, to find the answers to the above problem, the hyperparameters = (m 1 , m 2 ) of the H-ELM network are set as shown in Table 5 . We have a total of six groups with m 1 = m 2 in each group, and i (i = 1, 2 · · · , 6). Correspondingly, we take six different m 3 values to observe the trend in network performance (Table 6) .
It is worth noting out that different values for m 3 are used for the different datasets. In addition, the activation function takes Tansig, and λ is the L 2 penalty of the last hidden layer of the H-ELM (see Eq. (20)), and s is a scaling factor (its purpose is to restrict the maximum value of the linear output matrix of the last hidden layer of H-ELM to s). We have λ = 2 −30 and s = 0.8, and the average performance results of the H-ELM have obtained through 50 random experiments on three datasets. The results shows in Tables 7, 8 , and 9. 
The recognition accuracy rate of H-ELM on m 3 ≤ m is less than the corresponding network performance onm 3 > m. The reason is that the H-ELM retains the characteristics of the ELM framework.
Second, we propose an effective framework to solve this problem, namely the MSSELM, which can be seen in Fig. 8 . For a fair comparison, the values of m 1 and m 2 from Table 5 are used. And m 3 satisfies the condition m 3 ≤ m, as shown in Table 10 . The other parameters for the MSSELM are set as follows, sparsity ρ = 0.25, λ 1 = 1.8, λ 2 = 0.9, and λ 3 = 0.3. For H-ELM and MSSELM, the average results were obtained after 50 random experiments and are shown in Fig. 12 to 17 . 
3) PERFORMANCE ANALYSIS
We can obtain the following conclusion from The trend of generalization performance of MSSELM and H-ELM is opposite. Why? From the structure design of the network, we can conclude that H-ELM still inherits the characteristics of ELM, so the number of nodes in the last hidden layer has a significant impact on the generalization performance of the network. However, for MSSELM, the output approximation is not determined solely by the last hidden layer, but by the sum of the linear weights of the output of each hidden layer. Besides, from the network structure, each hidden layer in MSSELM has only one path, and this path still inherits the characteristics of ELM. In addition, we set the contribution value (λ 1 , λ 2 ) of the first two hidden layers to the output target to be larger, so the generalization performance of MSSELM will be significantly affected when m 1 and m 2 change from small to large, while the impact of m 3 change on its performance is relatively stagnant.
C. COMPARISON BETWEEN THE FSDNN AND STATE-OF-THE-ART ALGORITHMS
The above two experiments fully confirmed that the SMSELM and MSSELM networks could solve the problem of the ELM network. We should further ensure that the FSDNN, which is a combination of the SMSELM and MSSELM networks, can also address this problem of the ELM network, especially when the number of nodes in each VOLUME 7, 2019 hidden layer is very small or controlled by a threshold. The generalization performance of FSDNN can be guaranteed by increasing the number of paths in each hidden layer. Below, we exemplify this point using MNIST datasets.
The FSDNN has three hidden layers, and the number of nodes per hidden layer is 100; that is, m l = 100(l = 1, 2, 3), the sparsity is 0.025, λ 1 = 1.8, λ 2 = 0.9, and λ 3 = 0.3. P l is the number of paths for the lth hidden layer, and we assume that all hidden layers have the same number of paths. Upon increasing the value of P l from 1 to 50, the trend in the generalization performance of the FSDNN shows in Fig. 18 . The generalization performance of FSDNN is continuously improved with the increase in the number of paths. To enhance the effectiveness and efficiency of the FSDNN framework, we used the following experiments to verify that its learning performance on the classification task approximately equaled that of classical DL algorithms. We use the term state-of-art BP algorithms for feedforward neural networks to denote these, including stacked SAE, deep belief networks (DBN) [47] , deep Boltzmann machines (DBM) [48] and deep stacking networks (DSN) [49] , [50] , and MLP-BP.
The hyperparameters were set as follows for a fair comparison of performance on the MNIST dataset (input dimension: m = 784): three hidden layers, with m 1 = 1000, m 2 = 500, and m 3 = 100 nodes. In addition, we used the activation function ReLU for the FSDNN, and Sigmoid for the classical DL algorithms. Other parameters were set as follows: for the classical DL algorithms, a batch size of 10, and 20 epochs; for the FSDNN, a sparsity of 0.025, 10 paths, and λ 1 = 1.8, λ 2 = 0.9, and λ 3 = 0.3. To compare the effectiveness, we added the H-ELM, broad learning system (BLS) [51] and MSSELM networks (with one path), and deep structures of BLS is 10×10 feature nodes and 1×100 enhancement nodes. The average results of 50 random experiments are shown in Table 11 , and the standard deviations of the four models (H-ELM, BLS, MSSELM, and FSDNN) on MINIST are 0.0144, 0.0153, 0.0137 and 0.0109, respectively.
The same operations were used, but the parameters need to be modified for the NORB dataset (input dimension: m = 2084). Specifically, the batch size takes 100 for the classical DL algorithms, and we set λ 1 = 1.2, λ 2 = 1.05, and λ 3 = 0.75 for the FSDNN. The hyperparameters and the other parameters remained unchanged. The average results of 50 random experiments show in Further, the same operations were used, but the parameters need to be modified for the SVHN dataset (input dimension: m = 3072). Specifically, the batch size takes 100 for the classical DL algorithms, and we set λ 1 = 1.8, λ 2 = 0.6, and λ 3 = 0.6 for the FSDNN. The hyperparameters and the other parameters remained unchanged. The average results of 50 random experiments show in Table13, and the standard deviations of the four models (H-ELM, BLS, MSSELM, and FSDNN) on SVHN are 0.0184, 0.0199, 0.0181 and 0.0148, respectively. From the above experiments, Compared with state-of-theart BP algorithms for FNNs, the FSDNN can achieve better performance with much faster training. Also, compared with H-ELM and BLS, the proposed FSDNN has better generalization performance than H-ELM and ELM when the number of nodes on the last hidden layer is small. Furthermore, we can conclude that the time complexity of MSSELM network is lower than that of H-ELM network.
D. APPLICATION ON FASHION MNIST AND PERFORMANCE ANALYSIS
Fashion MNIST is a new dataset comprising of 28 × 28 grayscale images of 70000 fashion products from 10 categories [52] , with 7000 images per category, as shown in Fig.19 . The training set has 60000 images and the test set has 10000 images 1 .
In our experiments, for reference, the BLS network was constructed by the one-shot model which consists of 10 × 10 feature nodes and 1 × 12000 enhancement nodes. The deep and complex structure of H-ELM is 1000 − 1000 − 10000. For H-ELM, BLS, and FSDNN, The average results of 50 random experiments show in Table14, and the standard deviations of the four models (H-ELM, BLS, and FSDNN) on Fashion MNIST are 0.0192, 0.0149 and 0.0122, respectively. We can found that, although the training time is not the fast one, the proposed FSDNN again achieves better performance. Furthermore, compared with other MLP training methods, FSDNN leads to promising principles of network structure design. 
V. CONCLUSION
In this paper, we have proposed the FSDNN, which is a novel DL architecture inspired by a polynomial approximation theory. At the same time, we also design a complete iterative optimization algorithm to update the parameters between each hidden layer and the output target layer. Compared with ELM, RVFL, H-ELM, and BLS, the proposed model often needs to compromise between the number of paths and the number of hidden nodes to achieve better generalization performance. Also, FSDNN can preserve and improve the universal approximation capability of the original ELM by increasing the number of paths and layers. Meanwhile, it has the following three advantages: 1) A hierarchy optimization mechanism, that is, each hidden layer can independently solve the convex optimization problem to achieve parameter learning. 2) Unlike the traditional deep neural networks, Fast Sparse Deep Neural Networks can achieve good generalization performance without fine-tuning. 3) This framework is easy to extend and easy to embed in classic machine learning modules, for example, we can easily convert an FSDNN into a fast sparse convolution neural network (FSCNN) by referring to the structure of deep convolution neural networks, to enhance the generalization performance on more complex datasets. Lastly, enough experiments have also proved that the FSDNN can still achieve excellent generalization performance comparable to some available state-of-the-art methods. However, On some challenging datasets, such as CIFAR 10/100 classification tasks, the algorithm proposed in this paper is not satisfactory at present. Compared with the classical residual network (ResNet), the proposed algorithm still has some problems and improvement ideas worth studying. For example, From the perspective of network design, the proposed network framework is worthy of further improvement in two aspects: 1) removing the randomness of hidden layer features, and 2) changing the full connection mode to convolution architecture. For the removal of randomness, the alternative methods for the assignment of weight matrix and bias parameters include ELM-SAE(Extreme Learning Machine Sparse autoencoder), the randomness embedded with prior constraints (abandoning the previous freely randomness), and the way given artificially without adjustment. For the convolution architecture, similar to the convolutional sparse autoencoder (CSAE) network, we can design the convolutional sparse extreme learning machine (CSELM) module (note that it is a different design method from the available ELM-LRF network). In addition, it is undeniable that the CIFAR dataset is more complicated than these benchmark data sets used in our paper. This complexity is mainly reflected in the diversity of background styles, the size of target sizes and many other aspects in the data. From the perspective of data preprocessing, we can adapt data learning techniques such as domain adaptive processing to reduce the complexity of complex datasets. The network framework based on these improvement directions is likely to perform relatively well on some challenging datasets, but there is still a long way to go to achieve higher performance.
