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Abstract 
Multi-layer Mechanism for Multicast Routing in Multi-hop Cognitive Radio Networks  
By: Mustafa Mahdi Ali (2013976007) 
Supervisor: Dr. Haytham Ahmad Bany Salameh 
Multicast routing is considered as one of the most important process in Mobile Ad hoc 
Networks (MANETs) to enable video sharing and data dissemination. Multicast routing can be 
used without any difficulties if a medium can be accessed by any transmitter at any given 
time. Unfortunately, challenges such as the unexpected behavior of primary users (PUs) and 
their access priority as well as network heterogeneity may appear in cognitive radio networks 
(CRNs). In this thesis, we propose a multi-layer multicast routing protocol for multi-hop 
mobile Ad Hoc CRN based on the concept of the minimum spanning tree (MST) and the 
shortest path tree (SPT). The proposed algorithm employs the probability of success (POS) 
metric in performing the channel assignment process.  
Simulations experiments were conducted, to investigate the effectiveness of the proposed 
scheme, compare the performance of the proposed scheme with the-state-of-the-art schemes, 
and study the performance of the proposed scheme under various network conditions in terms 
of throughput and packet delivery rate (PDR).  
Simulations results show that the SPT outperforms MST in term of throughput all the time.
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Chapter One: Introduction 
 
Cognitive radio networks (CRNs) are smart networks that adapt their own parameters (such as 
operating frequency, modulation type, etc) depending on the surrounding environment such 
that the overall spectrum utilization is maximized while protecting the primary radio 
performance [1-8]. Cognitive radio (CR) has been adopted to tackle the spectrum 
underutilization problem caused by the used fixed spectrum allocation policy. Measurements 
by the Federal Communication Commission (FCC) reflect geographical and temporal 
variations in spectrum utilization ranging from 15 % to 85% [8]. 
 CR exploits white and gray holes (i.e., available spectrum portions to CRs) to improve 
network throughput, connectivity, and security. CRs support dynamic and opportunistic 
spectrum access through the following actions [9]:- 
(1) Spectrum sensing: In spectrum sensing, the CR has to be aware of the surrounding 
radio frequency (RF) environment and detect any primary user (PU) activity; not to affect PU 
transmission. Specifically, changes in spectrum status due to PU activity and spectrum holes 
are identified in spectrum sensing process. 
(2) Spectrum management: The purpose of this action is to choose best available channel/s 
for CR transmissions. 
(3) Spectrum sharing: Spectrum sharing is based on dynamic spectrum access (DSA), 
where CRs access licensed and unlicensed spectrum portions opportunistically and 
dynamically and share them even among the same CRN users or between different CRNs. 
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(4) Spectrum mobility: Whenever a PU is appeared, a CR should rapidly vacate the 
required spectrum by PU to another available portion of spectrum. 
All these actions are achieved by using technologies such as software defined radio (SDR), 
adaptive filters, high digital signal processing, etc. 
 
1.1 Literature Survey  
Multicast routing protocols were proposed in [10-14] for mobile ad-hoc networks (MANETs), 
but none of them is suitable for CRNs because of the channel uncertainty and the dynamic 
spectrum allocation challenges in such networks. However, many routing protocols were 
proposed to support CRNs in [15-23], but none of these routing protocols enables data 
multicasting. In [24], the authors used different network parameters including retransmission, 
modulation, and scheduling proposed to formulate a cross layer optimization problem to 
multicast video in CRN. PU protection and fairness were taken in their consideration. For 
infrastructure CRNs, the authors proposed in [25] a multicast scheduling for multi-hop CRNs. 
This protocol uses power control and considers the interference to PU, fairness, and routers 
(relay) assignment. The link between any two nodes in a CRN depends not only on the 
transmission power and the distance between these nodes but also depends on the availability 
of at least a common channel between them which depends on PU activity (cannot be 
controlled by CRNs). This makes the construction of a multicast tree in CRNs (a challenging 
problem). Thus, the authors in [26] showed the relationship between PU traffic load and 
Constructing minimum energy multicast trees by transforming the problem of multicast into a 
directed Steiner tree problem. Simulations results showed that the simultaneous transmission 
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is more convenient when the PU activity is low and the sequential transmission is more 
suitable when the activity of PUs is high. Besides that the authors also considered the CR 
consumed energy that used for sensing the available channels. In [27], the authors proposed a 
joint (routing, scheduling, power control, and channel assignment) distributed algorithm for 
multi-hop CRNs to improve network throughput. In their work the channel assignment was 
dynamically done in order to improve link capacity without causing interference to PU or 
other SUs while the bit error rate is guaranteed. For multicasting in CRNs, the authors in [28] 
proposed a scheme that depends on the network coding to enhance the throughput of the 
network. In [28] the interference limit (threshold) on PU and the signal to interference- plus- 
noise- ratio (SINR) were considered to construct minimum energy multicast problem which is 
a linear optimization problem (much easier than Non-deterministic Polynomial-time (NP) hard 
problems). In [29], the authors proposed a cross layer optimization scheme for video 
multicasting in CRN with a base station (BS). The main objective of their work is to guarantee 
video quality and CR users' fairness taking into account the different design factors (e.g., PU 
protection, scheduling, coding, and modulation). In [30], the multicast problem was studied 
for MIMO-based networks and two algorithms were proposed for robust multicast 
beamforming. In [31], the authors proposed power control in CRNs. They studied the effect of 
SU transmit power on the availability of spectrum opportunities at different SUs such that if a 
transmission power of the SU is low it can reach a small number of nodes. Thus more 
transmissions are needed. If the transmission power of the SUs is high, then it can reach larger 
number of nodes but in this case the source have to wait the best spectrum opportunity thus 
more sensing energy is needed. In [32], the authors proposed a multi-channel multicast and 
level channel assignment algorithm for wireless mesh networks to maximize throughput, 
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reduce transmission delay, and minimize the number of relay nodes. In [33], the authors 
proposed multi-channel multi-radio routing schemes based on an efficient channel assignment 
algorithm. They proved that this algorithm is better than multi-channel multicast algorithm in 
terms of throughput and delay. In [34], the authors studied the multicast routing in multi-hop 
CRNs. By using a cross-layer approach via considering scheduling and routing, the authors 
support a set of multicast sessions through minimizing the required resources. This results in a 
mixed integer linear programming optimization problem. For multi-hop CRN, the authors in 
[35] proposed a novel routing metric, which jointly studied the effect of the PUs average 
channel availability time and the required transmission time to improve throughput. This 
algorithm tries to find the path between the source and a destination that has the maximum 
probability of success (POS). In [36], a distributed optimization algorithm for multi-hop CRNs 
was investigated by jointly considering the power control, routing, and scheduling to improve 
data rates for a set of user sessions. The authors in [37] investigated the use of relaying to 
improve spectrum utilization. Specifically, they proposed the geometric condition under which 
a (SU) could transmit over a single channel. If the destination is out of the transmission range 
of the (SU) transmitter, multi-hop relying will be used. In addition, two multi-hop routing 
(nearest-neighbor routing and farthest-neighbor routing) are proposed. The authors in [38] 
proposed a distributed on-demand multicast routing and a channel allocation algorithm for 
mesh CRNs. The purpose of the work in [38] is to minimize the access delay. The authors in 
[39] used the probability of success (POS) metric to perform multicast in single-hop CRNs. 
The video source transmits video packets to all destinations across a unified channel. In [40], 
the authors proposed expected transmission count metric (ETX) as a routing protocol for 
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multi-hop wireless networks. The ETX metric finds all the paths that give high throughput and 
reduces the expected number of retransmissions. 
In the networks, the multicast means the source send packets to multiple nodes in the network 
(i.e., the source sends the same packets to multiple nodes in the network). Multicast may use 
multi-source instead of single source. The path from the source to each destination in the 
network may be single hop or multi-hop. The multicast reduces communication cost, improve 
channel efficiency, provide effective use of energy and bandwidth, minimize the sender and 
router processing, and minimize delivery delay [41]. 
Unicast is a type of communication where the data is sent from one source to one receiver. In 
the unicast, there is only one sender, and one receiver. If some device needs to send a message 
to multiple devices, it will have to send multiple unicast messages, each message addressed to 
a specific device. So, the sender has to send a separate message to each destination, and to do 
that it has to know the exact IP address of each destination [42].  
Another type of transmission is broadcast which means the transmission of the message from 
the single source to all destinations in a specific network. So, all destinations received the 
same message at the same time by using single IP address [43].  
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1.2 Motivation  
The multicast is very important for various applications such as video conferencing, data 
disseminations, disaster relief, and military purposes. Multicast saves spectrum resource, 
reduces the communication cost, and improves channel efficiency. However, we aim at 
designing an efficient multicast routing protocol that improves network throughput with high 
packet delivery rate (PDR) for CRNs. The proposed protocol accounts for the unique feature 
of CRNs environment.  
 
1.3 Contribution 
The significance of this work is outlined in performing multicast for multi-hop CRNs. This is 
done by converting the original network topology to a SPT and/or MST in multi-layer manner. 
Transmission from one layer to another layer is performed using the POS-based channel 
assignment scheme that combines the effect of both link quality and average spectrum 
availability time such that the overall network throughput is improved. 
 
1.4 Thesis Outlines  
The rest of this thesis is organized as follows. In Chapter two, the proposed multicasting 
protocol is introduced. In Chapter three, simulation results and discussion are presented. 
Finally, in Chapter four, conclusion remarks and future work are given.  
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Chapter Two: The Proposed 
Multicasting Protocol  
 
2.1 System Model 
We consider a CRN that coexists with several PRNs in the same geographical area, where 
there is one transmitter (source) attempts to deliver multicast messages to Nr destinations over 
a set of available channels C as shown in Figure 2.1. The status of each channel is modeled as 
a two states Markov model, alternating between busy and idle. Busy state represents that the 
channel is occupied by a PU, so, this channel cannot be used by the SUs. The idle state 
represents that the channel is not used by the PUs, so, this channel can opportunistically be 
used by the SUs. We assume infrastructureless ad hoc multi-hop CRN. We assume that a 
common control channel is available to coordinate the transmissions in the CRN. Table 2.1 
summarizes the main notations used in this chapter. 
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Fig 2.1 Network model 
 
 
 
 
 
Source node   
Forwarding node   
Destination node   
Non-participating node 
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Table 2.1 Summary of notations used in the algorithm 
Parameter Description 
𝑝𝑡  Cognitive radio transmission power 
Nr Total number of destinations 
N Total number of nodes 
𝑃𝑠𝑢𝑐 (𝑗 )
𝑖−𝑘  Probability of success (POS) between nodes 𝑖 and 𝑘 over channel 𝑗 
𝑇𝑟(𝑗 )
(𝑖−𝑘)
 Transmission rate between nodes 𝑖 and 𝑘 over channel 𝑗 
𝑇𝑟(𝑗 )
(𝑖−𝑘)
 
Required transmission time to transmit a packet between nodes 𝑖 and 𝑘 over 
channel 𝑗 
µ𝑗  Average availability time of channel 𝑗 
 𝑃𝑟 𝑗  
 𝑖−𝑘 
 Power received between nodes 𝑖 and 𝑘 over channel 𝑗 
𝜉(𝑗 )
(𝑖−𝑘)
 Channel power gain between nodes 𝑖 and 𝑘 over channel 𝑗 
𝐷 Data packet size 
𝑁0 Thermal power spectral density 
𝐵𝑤 Channel bandwidth 
𝑛 Path loss exponent 
M Total number of channels for PRNs (every channel may be idle or busy) 
C Available channels for the CRN 
𝑑 The distance between any two nodes in the network topology 
𝜆 Wave length 
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2.2 Problem Definition  
Given the aforementioned network model, we aim at designing a routing protocol for video 
multicasting such that the throughput is improved. At first, we construct MST and SPT for the 
original topology. Multi-layer route could be resulted; from the upper layer to the lower layer. 
The source computes the POS for all destinations/other relays in each sub-tree over all 
available channels. After that, the transmitter at each layer decides the group of receivers that 
should participate in the session. 
 
2.2.1 Multicast Routing Using Probability of Success  
In this thesis, we consider a multi-layer on-demand multicast routing protocol over multi-hop 
CRNs. Here, a video streaming node (source node) multicasts video packets to the receiver 
nodes over single session (to save spectrum) across multi-layer. The main problem of 
multicasting in CRNs is to find a set of common channels between the source and the 
destinations to send the video packets from the source to the destinations. Selecting the 
common channel for multicasting is a challenging issue, such that the network performance is 
improved. Channel availability and channel quality have a huge impact on network 
performance in CRNs. The scheme that chooses the channel with maximum average spectrum 
availability (MASA) does not take into consideration the quality of that channel because 
channel availability does not reflect the channel quality. On the other hand, the scheme that 
chooses the channel with maximum data rate (MDR) does not consider the availability time of 
that channel. The POS metric jointly considers the effect of both channel quality and its 
availability time [7].    
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The authors in [7] presented a closed-form expression for the POS between any two nodes 𝑖 
and 𝑘 over channel 𝑗 ∈ C based on a stochastic model of PUs activities under a Rayleigh 
fading channel model as in equation (1): - 
𝑃𝑠𝑢𝑐 (𝑗 )
𝑖−𝑘 = 𝑒𝑥𝑝  
−𝑇𝑟(𝑗 )
(𝑖−𝑘)
µ𝑗
  (1) 
 
where: 𝑃𝑠𝑢𝑐 (𝑗 )
𝑖−𝑘  is the POS between any two nodes 𝑖 and 𝑘 over channel 𝑗, µ
𝑗
 is the average 
spectrum availability time for channel 𝑗, and 𝑇𝑟(𝑗 )
(𝑖−𝑘)
 is the required transmission time to send 
a packet from node 𝑖 to 𝑘 over channel j, and is calculated as in (2). From (1), it is clear that 
the probability of successful transmission between any two nodes 𝑖 and 𝑘 over channel j can 
be improved by choosing a channel with minimum required transmission time (higher data 
rate) and maximum average availability time [7].  
𝑇𝑟(𝑗 )
(𝑖−𝑘)
=  
𝐷
𝑅
(𝑗 )
(𝑖−𝑘)
 (2) 
where 𝐷 is the packet size (in bits) and 𝑅 𝑗  
 𝑖−𝑘 
 is the data rate between nodes 𝑖 and 𝑘 over 
channel j, and can be calculated as [7]: - 
𝑅 𝑗  
 𝑖−𝑘 = (𝐵𝑤)  𝑙𝑜𝑔2  1 +  
𝑃𝑟 𝑗  
 𝑖−𝑘 
𝐵𝑤 ∗ 𝑁0
  (3) 
where 𝑁0 represents the thermal power spectral density in (Watt /Hz), and 𝐵𝑤 is the channel 
bandwidth for channel 𝑗.  𝑃𝑟 𝑗  
 𝑖−𝑘 
 represents the received power from transmitter 𝑖 to receiver 
𝑘, which is given by [7]:-  
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𝑃𝑟(𝑗 )
(𝑖−𝑘)
=   
𝑝𝑡
𝑑𝑛
(
𝜆
4𝜋
)2 (𝜉 𝑗  
 𝑖−𝑘 ) (4) 
where 𝑝𝑡  is the cognitive radio transmission power, 𝑑 is the distance between any two nodes, 
𝑛 is the path loss exponent, and 𝜉(𝑗 )
(𝑖−𝑘)
 is the channel power gain between nodes 𝑖 and 𝑘 over 
channel 𝑗. For Rayleigh fading, 𝜉(𝑗 )
(𝑖−𝑘)
 is exponentially distributed with mean 1 [7].  
The cost of using POS as a channel assignment scheme is to know the average available time 
of the channel and to determine the quality of that channel. While the cost of using maximum 
average spectrum availability scheme or maximum data rate scheme requires only knowing 
the average availability time of the channel or determining the channel quality, respectively. 
 
2.2.2 Shortest Path Tree (SPT) and Minimum Spanning Tree (MST) 
The SPT finds the loop free path with minimum distance (cost) from the source (root) to each 
vertex (node) in the topology. For any connected and undirected graph with a single source 
(node a) as shown in Figure 2.2, the SPT can be found using Dijkstra's algorithm (see Figure 
2.3). Note that the SPT assumes an existence of a source (root) node in order to build the tree, 
so that if the source node is changed, the whole tree should be changed consequently (it is not 
valid for all sources). The total running time for Dijkstra's algorithm is  𝑚 + 𝑛 log 𝑛 , where 
𝑚 is the number of edges (links) that connect the nodes and 𝑛 is the number of vertices [44], 
[45].  
The MST is a spanning tree whose edges (links) sum to minimum distance (cost). In other 
words, a MST is a tree formed from a subset of the edges that includes every vertex in the 
topology and the total distance (cost) of all the edges is as low as possible (see Figure 2.4).   
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Fig. 2.2 connected and undirected topology                     Fig. 2.3 The resulting shortest path tree. 
with  𝒏 = 𝟖 and  𝒎 = 𝟏𝟏. 
 
 
Fig 2.4 The resulting minimum spanning tree with minimum distance equals to 14. 
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The MST can be found using Kruskal's algorithm and the total running time of this algorithm 
is  𝑚 log 𝑚 , where 𝑚 is the number of edges [44], [45]. The MST is valid for any node in 
the topology is considered as a source. Thus, there is no need to re-build the tree when the 
source is changed. The MST for Figure 2.2 is shown in Figure 2.4 with total minimum 
distance (weight) is 14. For the SPT and MST the number of edges always equal to (𝑛 − 1). 
For the topology in Figure 2.2 with 𝑛 = 8  and 𝑚 = 11, the resulting SPT and MST have the 
number of edges is equals to 7. It is worthy to mention that for MST the source (root) node 
always need more number of hops to reach all nodes than SPT for the same topology. The 
source in Figure 2.4 need five hops to reach the last node in the MST, while the source in SPT 
needs only three hops to reach the last node in that tree as shown in Figure 2.3.  
 
2.2.3 Problem Statement  
For a given random CRN topology with limited available number of channels, the aim is to 
maximize the overall network throughput and enhancing the packet delivery rate in the CRN. 
Here, we assume a single secondary source that tries to multicast video packets to a limited 
number of secondary destinations, assuming a multi-hop environment. However, finding the 
path from the source to each destination in a multi-hop CRN is a quite challenging. The 
problem can be summarized as transforming the random network topology into MST or SPT 
to find the loop free path from the source to each destination in the CRN across relay nodes 
(routers). In addition, we investigate the performance of the two trees under different channel 
assignment schemes in order to find the scheme that achieves the maximum possible network 
throughput.   
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2.3 The Proposed Solution  
The main idea of the scheme is to transmit information from a given source to multi 
destinations in a multi-hop CRN using MST and/or SPT such that the network throughput is 
improved. Initially, the scheme converts the network topology (undirected graph) to a tree 
rooted at the source and spanning all the nodes. Because of the multi-hop property in the CRN, 
a multi-layer transmission is needed to send information packets form the source to all 
destinations in the tree. The following steps summarize the channel assignment process using 
POS metric:   
 
Step 1: At the beginning, the source (or relay) i send a Message Announcement (MA) 
that contains Source ID, Group ID, and its available channel list to its destinations. 
Step 2: When a CR node k receives the MA, it computes the POS for each channel j ϵ  C 
using equation 1 then the node k sends an acknowledgment packet back to the source i. 
Step 3: The source (or relay) i waits for a predetermined time-out to receive all 
acknowledgment packets from all participating nodes. 
Step 4: After the time-out, the source (or relay) finds the minimum POS for each 
channel j ∈ C and specify the channel that have maximum POS of the minimum. 
Step 5: The source selects a unified channel from the available channels that have the 
maximum POS of the minimum by using the rule {POS max = Max {(Min) POS} ∀ j ∈ 
C}. 
A simplified POS algorithm. 
  
16 
 
2.3.1 Numerical Example Using The SPT 
Suppose that we have the network topology with single source (node 1) as shown in Figure 
2.5. Assume that the CRN parameters are given in Table 2.2. 
 
Table 2.2 Parameters' values of the numerical example 
Parameter Value 
Network area 200m×200m 
Total number of nodes (N) 15 
Total number of destinations (Nr) 5 nodes (node 6 - node 10) 
Total number of primary channels (M) 6 
Average availability time (µ𝑗 ) [10 20 30 40 50 60] ms 
Idle probability (PI) 0.7 
Transmission power (𝑝𝑡) 0.1 W 
Packet size (𝐷) 4KB 
 
Fig. 2.5 Network topology with 15 nodes and a single source (node 1). 
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Given the above network parameters and topology, the algorithm generates the associated SPT 
(see Figure 2.6), which is rooted at the source (node 1) and spanning all the nodes in the 
network topology. After that the source finds a path to each destination in the tree as shown in 
Figure 2.6, i.e., 
Path to node 6:             1              6                         (1 hop) 
Path to node 7:             1              8              7         (2 hops) 
Path to node 8:             1              8                         (1 hop) 
Path to node 9:             1              9                         (1 hop) 
Path to node 10:           1              2              10       (2 hops) 
 
Fig. 2.6 The resulting SPT for the given network topology. 
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When the loop free path is known from the source to each destination in the network, the POS 
between the source and its receivers for all sub-trees over all links are found by using the 
equations 1-4. The algorithm divides the tree into layers to do the channel assignment process 
using POS metric as follows: 
The First Layer Transmission: - represent the transmission from the source (node 1) to 
nodes (6, 8, 9, and 2) with unavailable (busy) channels 2 and 3. At first, the POS must be 
found between the source node and other nodes (6, 8, 9, and 2) over all links. After finding the 
minimum POS over all available channels (i.e., minimum POS for CH1 is 0.2903, minimum 
POS for CH4 is 0.7716, minimum POS for CH5 is 0.8869, and minimum POS for CH6 is 
0.796), we find the maximum of the minimum POS (Max of {0.2903, 0.7716, 0.8869, 0.796} 
= 0.8869) through all channels and links to assign that channel for the current transmission as 
indicated in Table 2.3. Accordingly channel 5 will be selected to complete the first layer 
transmission. 
Table 2.3 POS between node 1 and nodes (6, 8, 9, and 2) at different channels 
CH 
Nodes 
CH1 CH2 CH3 CH4 CH5 CH6 
1-6 0.534 0 0 0.7716 0.8895 0.9073 
1-8 0.2903 0 0 0.8222 0.89 0.8691 
1-9 0.6563 0 0 0.9207 0.9037 0.936 
1-2 0.6658 0 0 0.9071 0.8869 0.796 
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The Second Layer Transmission: - which is includes two sub trees with two new sources 2 
and 8. Note that node 2 is a relay node in the network (it is not a destination). This node 
contributes in delivering packets from the source to the different destinations. 
Sub Tree 1: - in sub tree 1, the transmission from the node 2 to the destination node 10 with 
busy channels 1 and 2 is considered a unicast transmission. In this case the source (node 2) 
chooses the best available channel that has the highest POS (i.e., channel 6) for the current 
transmission as shown in Table 2.4.   
Table 2.4 POS between node 2 and 10 
CH 
Nodes 
CH1 CH2 CH3 CH4 CH5 CH6 
2-10 0 0 0.842 0.8048 0.7958 0.91 
 
 
Sub Tree 2: - in this sub tree, the transmission is performed from node 8 to destination node 7 
with busy channels 2, 5, and 6. Recall that node 14 is neither a destination nor a relay node. 
So, the transmission between nodes 8 and 7 is unicast. The best available channel with the 
highest POS (i.e., channel 4) is chosen from the available channels for current transmission as 
indicated in Table 2.5.  
Table 2.5 POS between node 8 and 7 
CH 
Nodes 
CH1 CH2 CH3 CH4 CH5 CH6 
8-7 0.1939 0 0.768 0.8093 0 0 
 
20 
 
By comparing the required transmission time 𝑇𝑟(𝑗 )
(𝑖−𝑘)
 of the selected channels with the actual 
available time of those channels, only destinations 6, 9, and 10 will successfully receive the 
multicast packets with throughputs 𝑉𝑘  are as follow: 
𝑉6= 𝐷 / 𝑇𝑟(5)
(1−6)
 = (4) (8) (1024) / 0.0059 = 5.5539 Mbps 
𝑉7= 𝑉8  = 0 (the packets have not been received because the required transmission time to 
transmit a packet of the selected channel is more than the actual available time of that channel) 
𝑉9 = 𝐷 / 𝑇𝑟(5)
(1−9)
 = (4) (8) (1024) / 0.0051 = 6.4251 Mbps 
𝑉10 = 𝐷 / (𝑇𝑟(5)
(1−2)
 + 𝑇𝑟(6)
(2−10)
) = (4) (8) (1024) / (0.006 + 0.0057) = 2.8 Mbps 
The total and average throughput is 14.7 Mbps and 2.9 Mbps, respectively. 
Since only three out of five destinations have received packets, the packet delivery rate (PDR) 
is: 
 3/5 = 0.6 = 60%. 
 
   
  
21 
 
Chapter Three: Simulation 
Results and Discussion 
  
In this chapter, we conduct simulations experiments to evaluate the performance of the 
proposed scheme using MATLAB [46]. We compare the proposed scheme (i.e., POS) with the 
maximum average spectrum availability time (MASA), maximum data rate (MDR) and 
random selection (RS) schemes. 
 
3.1 Simulation Setup 
First, we generate a random topology with one CR source, N CR nodes, and Nr CR 
destinations within (200 ×200) area that coexist with several PRNs in the same geographical 
area. We consider a Rayleigh fading channel model with path-loss exponent (n) = 4 (i.e., 
indoor environment) to describe the gain between any two communicating nodes in the 
network [7], [39]. We set the bandwidth and the thermal-noise power spectral density to BW = 
1 MHz, and N0=10
-18
 W/Hz for all channels. The data packet size and transmission power is 
set to D = 4 KB and Pt = 0.1 Watt, respectively. The total number of primary channels (M) is 
20 with average spectrum availability time (µj) that ranges from 2 ms to 70 ms. The average 
availability time for each PR channel of PRNs is modeled as an Idle/Busy Markov model with 
average ON and OFF duration of µj and λj, respectively. The idle probability for each channel 
j is given by PI = µj / (µj + λj). We consider three cases for idle probability (i.e., PI = 0.9 (low 
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PR traffic load), PI = 0.5 (moderate PR traffic load), and PI = 0.1 (high PR traffic load)).  We 
suppose there are guard band channels and exclusive channel occupancy.  
 
3.2 Performance Evaluation for Shortest Path Tree (SPT) 
According to the SPT method, the proposed algorithm finds the minimum cost (i.e., distance) 
from the source to the each destination in the network. The shortest path tree is implemented 
in Matlab using Djikestra algorithm [46]. In this section, we conduct simulations to evaluate 
the performance of the proposed scheme with the state-of-the-art schemes. Then, we evaluate 
the performance of the proposed scheme under different network parameters. In this set of 
experiment, we consider the total number of nodes (N) is 40 and the total number of 
destinations (Nr) is 16. 
 
3.2.1 Performance Evaluation under Low Traffic Load (PI = 0.9)  
The simulation results provided in this subsection show the performance evaluation of the 
proposed scheme in terms of throughput and packet delivery rate. The results also show the 
improvement gained of using the proposed scheme compared to other schemes.  
 
3.2.1.1 Throughput and Packet Delivery Rate Performance versus Channel Bandwidth 
Figures 3.1 and 3.2 respectively show the throughput and the packet delivery rate (PDR) as a 
function of the channel bandwidth (BW). Note that as the channel BW increases the 
throughput and packet delivery rate increase. This is because the channel capacity (i.e., data 
rate) is proportional to the channel BW. However, the POS scheme outperforms MASA, 
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MDR, and RS schemes in term of the packet delivery rate by up to 12.5%, 85%, and 133%, 
respectively. Also, the POS scheme outperforms MASA, MDR, and RS schemes in term of 
throughput by 10%, 45%, and 66%, respectively. 
 
Fig. 3.1 Throughput vs. channel bandwidth under PI = 0.9. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, D = 4KB) 
 
Fig. 3.2 PDR vs. channel bandwidth under PI = 0.9. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, D = 4KB) 
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3.2.1.2 Throughput and Packet Delivery Rate Performance versus The packet size 
Figures 3.3 and 3.4 plot the throughput and the packet delivery rate (PDR) for all the schemes 
versus the packet size (D). 
 
Fig. 3.3 Throughput vs. the packet size under PI = 0.9. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz) 
 
Figure 3.3 shows the significant improvement gain in term of throughput. Figure 3.4 shows 
the improvement gain in term of the packet delivery rate. The proposed scheme outperforms 
MASA, MDR, and RS schemes in term of the packet delivery rate by up to 9.3%, 110%, and 
162%, respectively. Also, the proposed scheme outperforms MASA, MDR, and RS schemes 
in term of the throughput by up to 11.28 %, 69.5 %, and 87 %, respectively.  
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Fig. 3.4 PDR vs. the packet size under PI = 0.9. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz) 
 
Note that as the packet size increases, the PDR and throughput decreases. This can be 
explained using equation (2) as follows: - as the packet size increases (and consequently 
increased the required transmission time), the required channel availability time increases 
which in turn makes finding the appropriate channel harder.  
 
3.2.1.3 Throughput and Packet Delivery Rate Performance versus Number of Primary 
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Increasing the number of primary channels improve network throughput and PDR because 
increasing the probability of available channels for CRNs as shown in Figures 3.5 and 3.6. As 
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MASA, MDR, and RS schemes in term of the throughput by up to 12.8%, 47.8%, and 67.6%, 
respectively.  
 
Fig. 3.5 Throughput vs. number of primary channels under PI = 0.9. 
(N = 40, Nr = 16, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
Fig. 3.6 PDR vs. number of primary channels under PI = 0.9 
(N = 40, Nr = 16, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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3.2.1.4 Throughput and Packet Delivery Rate Performance versus The Transmission 
Power 
It is well known that increasing the transmission power can significantly improve the achieved 
data rate, decrease the required transmission time, and result in improving network 
performance (see Figures 3.7 and 3.8). However, the maximum transmission power for CR 
users are very limited, compared to the PU transmission power [47]. One watt is too high for 
such applications because this will increase interference significantly. The proposed scheme 
outperforms MASA, MDR, and RS schemes in term of the packet delivery rate by up to 8.6%, 
85%, and 133%, respectively. Also, the proposed scheme outperforms MASA, MDR, and RS 
schemes in term of the throughput by up to 10%, 48%, and 68.6%, respectively. 
 
Fig. 3.7 Throughput vs. the transmission power under PI = 0.9. 
(N = 40, Nr = 16, M = 20, BW = 1MHz, D = 4KB) 
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Fig. 3.8 PDR vs. the transmission power under PI = 0.9. 
(N = 40, Nr = 16, M = 20, BW = 1MHz, D = 4KB) 
 
 
3.2.2 Performance Evaluation under Moderate Traffic Load (PI = 0.5)  
The PUs traffic load significantly affects the overall CRN performance. In this subsection, we 
study the performance of the proposed scheme compared to the other schemes in terms of 
throughput and PDR under different network parameters at moderate traffic load (PI = 0.5). 
 
3.2.2.1 Throughput and Packet Delivery Rate Performance versus Channel Bandwidth  
As we mentioned before, as the channel bandwidth increases the network performance is 
improved. The same number of channels with higher bandwidth yields more available 
spectrum, and thus the channel capacity is increased as shown in Figures 3.9 and 3.10. 
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Fig. 3.9 Throughput vs. channel bandwidth under PI = 0.5. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, D = 4KB) 
 
Fig. 3.10 PDR vs. channel bandwidth under PI = 0.5. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, D = 4KB) 
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Specifically the proposed scheme outperforms MASA, MDR, and RS schemes in term of 
throughput by up to 6.1%, 41.6%, and 55%, respectively. Also, the proposed scheme 
outperforms MASA, MDR, and RS schemes in term of the packet delivery rate by up to 8.3%, 
76.7%, and 113%, respectively. 
 
3.2.2.2 Throughput and Packet Delivery Rate Performance versus The packet size 
Figures 3.11 and 3.12 show the performance evaluation of the proposed scheme compared to 
the other schemes in terms of throughput and PDR versus the packet size (D in KB). We note 
that increasing the packet size degrades network performance. Increasing the packet size 
increases the required transmission time and hence the probability of appearing an PU 
meanwhile CR transmission is increased. Specifically the proposed scheme outperforms 
MASA, MDR, and RS schemes in term of throughput by up to 7%, 64%, and 76%, 
respectively. Also, the proposed scheme outperforms MASA, MDR, and RS schemes in term 
of the packet delivery rate by up to 5.6%, 97%, and 138.5%, respectively.  
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Fig. 3.11 Throughput vs. the packet size under PI = 0.5. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz) 
Fig. 3.12 PDR vs. the packet size under PI = 0.5. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz) 
2 3 4 5 6 7 8 9 10
0.8
1
1.2
1.4
1.6
1.8
2
D (KB)
T
h
ro
u
g
h
p
u
t 
(M
b
p
s
)
 
 
 POS
 MASA
 MDR
 RS
2 3 4 5 6 7 8 9 10
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
D (KB)
P
a
c
k
e
t 
D
e
liv
e
ry
 R
a
te
 
 
 POS
 MASA
 MDR
 RS
32 
 
3.2.2.3 Throughput and Packet Delivery Rate Performance versus Number of Primary 
Channels 
Figures 3.13 and 3.14 respectively, show the throughput and PDR performance versus number 
of primary channels (M). Obviously, increasing the channel bandwidth or the number of 
channels will improve network performance. Specifically, increasing the number of channels 
will increase the number of idle channels to be utilized by SUs. When idle probability is equal 
to 0.5 that means on average half of primary channels is can be utilized by SUs. However, the 
proposed scheme outperforms MASA, MDR, and RS schemes in term of throughput by up to 
10%, 43%, and 60%, respectively. Also, the proposed scheme outperforms MASA, MDR, and 
RS schemes in term of the packet delivery rate by up to 7.6%, 77%, and 121%, respectively. 
 
Fig. 3.13 Throughput vs. number of primary channels under PI = 0.5. 
(N = 40, Nr = 16, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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Fig. 3.14 PDR vs. number of primary channels under PI = 0.5. 
(N = 40, Nr = 16, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
 
3.2.2.4 Throughput and Packet Delivery Rate Performance versus The Transmission 
Power 
In Figures 3.15 and 3.16, we investigate the CRN performance versus the CR transmission 
power. An improvement gain increases in CRN performance as the transmission power 
increases. However, one watt is too high for such applications because this will increase 
interference significantly. The proposed scheme outperforms MASA, MDR, and RS schemes 
in term of throughput by up to 7%, 41.7%, and 62%, respectively. Also, the proposed scheme 
outperforms MASA, MDR, and RS schemes in term of the packet delivery rate by up to 4.5%, 
76.7%, and 113%, respectively. 
 
20 21 22 23 24 25 26 27 28 29 30
0.2
0.3
0.4
0.5
0.6
0.7
0.8
number of channels
P
a
c
k
e
t 
D
e
liv
e
ry
 R
a
te
 
 
 POS
 MASA
 MDR
 RS
34 
 
 
Fig. 3.15 Throughput vs. the transmission power under PI = 0.5. 
(N = 40, Nr = 16, M = 20, BW = 1MHz, D = 4KB) 
 
 
Fig. 3.16 PDR vs. the transmission power under PI = 0.5. 
(N = 40, Nr = 16, M = 20, BW = 1MHz, D = 4KB)  
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3.2.3 Performance Evaluation under High Traffic Load (PI = 0.1) 
With high PU traffic load, the channels are busy most of the times. Specifically, the number of 
available channels for the CRN will be very small. Since the number of available channels is 
very low, the process of channel assignment for SU is limited to a small set and sometimes to 
a single choice. As a result, we may notice that the performance of POS and MASA schemes 
is almost the same and outperform MDR and RS schemes in all cases. In other words, the 
improvement gain of the proposed scheme compared to the other schemes when the idle 
probability is equal to 0.9 is higher than when the idle probability is equal to 0.5. At the end of 
this Section, we will observe the same result when the idle probability changes from 0.5 to 0.1. 
This is because when the idle probability is high, more channels are available for CRN. This 
results in more choices for the channel assignment. However, when we have more available 
channels, the proposed scheme shows better performance over other schemes because of, the 
better channel assignment process. 
 
3.2.3.1 Throughput and Packet Delivery Rate Performance versus Channel Bandwidth 
Figures 3.17 and 3.18 show the performance evaluation of the proposed scheme using SPT 
compared to the other schemes.  Recall that increasing channel bandwidth (BW) improves 
CRN performance. The proposed scheme performance is comparable to the MASA and they 
outperform the other schemes.  
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Fig. 3.17 Throughput vs. channel bandwidth under PI = 0.1.  
(N = 40, Nr = 16, M = 20, Pt = 0.1W, D = 4KB) 
 
Fig. 3.18 PDR vs. channel bandwidth under PI = 0.1. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, D = 4KB) 
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3.2.3.2 Throughput and Packet Delivery Rate Performance versus The Packet Size 
As we discussed before, increasing the packet size results in degradation the CRN 
performance (see Figures 3.19 and 3.20). However, the performance of the proposed scheme 
is comparable to the performance of the MASA scheme, since in the case of high PU activity 
the channels are barely available. So, the most significant factor for successful SU 
transmissions is finding a suitable available channel with average available time that is greater 
than the required time for the SU transmission. 
 
Fig. 3.19 Throughput vs. the packet size under PI = 0.1. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz) 
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Fig. 3.20 PDR vs. the packet size under PI = 0.1. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz) 
 
 
3.2.3.3 Throughput and Packet Delivery Rate Performance versus Number of Primary 
Channels  
The CRN performance is improved when increasing the number of channels. For idle 
probability equal to 0.1, the number of available channels for the CRN on average is 2-3. 
However, the performance of the proposed scheme outperforms both the RS and MDR 
schemes, but it is comparable to the MASA scheme (see Figures 3.21 and 3.22) under high PU 
activity (e.g., PI = 0.1). 
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Fig. 3.21 Throughput vs. number of primary channels under PI = 0.1. 
(N = 40, Nr = 16, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
 
Fig. 3.22 PDR vs. number of primary channels under PI = 0.1. 
(N = 40, Nr = 16, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
20 21 22 23 24 25 26 27 28 29 30
0
0.5
1
1.5
2
2.5
3
number of channels
T
h
ro
u
g
h
p
u
t 
(M
b
p
s
)
 
 
 POS
 MASA
 MDR
 RS
20 21 22 23 24 25 26 27 28 29 30
0
0.5
1
1.5
number of channels
P
a
c
k
e
t 
D
e
liv
e
ry
 R
a
te
 
 
 POS
 MASA
 MDR
 RS
40 
 
3.2.3.4 Throughput and Packet Delivery Rate Performance versus The Transmission 
Power  
As we observed before, increasing the transmission power improves the CRN performance. 
However, one watt is too high for such applications because this will increase the interference 
significantly. Specifically, the performance of the proposed scheme is comparable to the 
MASA scheme and they outperform the other schemes (see Figures 3.23 and 3.24). 
 
Fig. 3.23 Throughput vs. the transmission power under PI = 0.1. 
(N = 40, Nr = 16, M = 20, BW = 1MHz, D = 4KB) 
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Fig. 3.24 PDR vs. the transmission power under PI = 0.1. 
(N = 40, Nr = 16, M = 20, BW = 1MHz, D = 4KB) 
 
 
3.2.4 Impact of PUs Traffic Load  
The performance of the proposed scheme outperforms the other schemes under low-to-
moderate PU activity. Whereas, its performance is comparable to that of the MASA scheme 
under high PU activity (e.g., PI ≤ 0.3), meanwhile it outperforms MDR and RS schemes (see 
Figures 3.25 and 3.26). The proposed scheme outperforms MASA, MDR, and RS schemes in 
term of throughput by up to 7%, 47%, and 66.5%, respectively. Also, the proposed scheme 
outperforms MASA, MDR, and RS schemes in term of packet delivery rate by up to 8.6%, 
85.5%, and 135%, respectively. 
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Fig. 3.25 Throughput vs. idle probability. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
 
Fig. 3.26 PDR vs. idle probability. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB)  
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3.3 Performance Evaluation for Minimum Spanning Tree (MST) 
The MST finds the paths that connect all nodes within the topology with minimum cost or 
weight (i.e. distance). Kruskal's algorithm is used to implement the MST algorithm in Matlab 
[46]. This section provides the simulation results of the MST. All results provided in this 
section were evaluated with the total number of nodes (N) is 20, the total number of 
destinations (Nr) is 11, and one source node. The proposed scheme is also compared to other 
schemes under different network conditions.  
 
3.3.1 Performance Evaluation under Low Traffic Load (PI = 0.9)  
Under low traffic loads, more spectrum resources are available to be utilized in better manner 
than high traffic loads. The resource (i.e., idle channels) is basically depending on the idle 
probability, lower traffic load results in higher network performance. However, higher traffic 
load reduces resources such that the performance is degraded and resources are not satisfying 
the transmissions demand. In other words, under high traffic load, most of the PU channels are 
utilized.  
 
3.3.1.1 Throughput and Packet Delivery Rate Performance versus Channel Bandwidth  
As discussed before, increasing the channel bandwidth is resulting in a better network 
performance. Figures 3.27 and 3.28 show the performance of the proposed scheme and other 
schemes versus the channel bandwidth. The proposed scheme outperforms MASA, MDR, and 
RS schemes in term of throughput by up to 42.6%, 52%, and 122.6%, respectively. Also, the 
44 
 
proposed scheme outperforms MASA, MDR, and RS schemes in term of packet delivery rate 
by up to 18%, 142%, and 236%, respectively. 
 
Fig. 3.27 Throughput vs. channel bandwidth under PI = 0.9. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, D = 4KB) 
 
Fig. 3.28 PDR vs. channel bandwidth under PI = 0.9. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, D = 4KB) 
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3.3.1.2 Throughput and Packet Delivery Rate Performance versus The Packet Size 
As observed earlier in this Chapter, due to the increase in the transmission time when 
increasing the packet size, the probability of successful transmission is decreased. Specifically, 
each available channel remains available for a limited period of time. Each SU should finish 
its transmission within that time in order to successfully send its packet. However, increasing 
the packet size is resulting in increasing the SU transmission time. Hence, the SU will require 
more time than the channel available time and, hence the packet will be dropped (see Figures 
3.29 and 3.30). 
 
Fig. 3.29 Throughput vs. the packet size under PI = 0.9. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, BW = 1MHz) 
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Fig. 3.30 PDR vs. the packet size under PI = 0.9. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, BW = 1MHz) 
 
Specifically, the proposed scheme outperforms MASA, MDR, and RS schemes in term of 
throughput by up to 29.4%, 84.6%, and 169%, respectively. Also, the proposed scheme 
outperforms MASA, MDR, and RS schemes in term of packet delivery rate by up to 24.3%, 
209%, and 343%, respectively. 
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proposed scheme outperforms MASA, MDR, and RS schemes in term of packet delivery rate 
by up to 16%, 143.5%, and 238%, respectively. 
 
Fig. 3.31 Throughput vs. number of primary channels under PI = 0.9. 
(N = 20, Nr = 11, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
Fig. 3.32 PDR vs. number of primary channels under PI = 0.9. 
(N = 20, Nr = 11, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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3.3.1.4 Throughput and Packet Delivery Rate Performance versus The Transmission 
Power 
The transmission power is an effective parameter on network performance as shown in 
Figures 3.33 and 3.34. Increasing the transmission power will increase the data rate and packet 
delivery rate due to the improvement in the received SINR. However, one watt is too high for 
such applications because this will increase the interference significantly. These figures show 
that the proposed scheme outperforms MASA, MDR, and RS schemes in term of throughput 
by up to 27.4%, 52.5%, and 124.9%, respectively. Also, the proposed scheme outperforms 
MASA, MDR, and RS schemes in term of packet delivery rate by up to 15.9%, 142.7%, and 
240%, respectively. 
 
 
Fig. 3.33 Throughput vs. the transmission power under PI = 0.9. 
(N = 20, Nr = 11, M = 20, BW = 1MHz, D = 4KB) 
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Fig. 3.34 PDR vs. the transmission power under PI = 0.9. 
(N = 20, Nr = 11, M = 20, BW = 1MHz, D = 4KB) 
 
 
3.3.2 Performance Evaluation under Moderate Traffic Load (PI = 0.5)  
As noted before the traffic load is an effective network parameter that cannot be controlled by 
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section, we will present simulation results under moderate traffic load (i.e., PI = 0.5). 
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and 108.5%, respectively. Also, the proposed scheme outperforms MASA, MDR, and RS 
schemes in term of packet delivery rate (PDR) by up to 16%, 135%, and 221.8%, respectively.  
 
Fig. 3.35 Throughput vs. channel bandwidth under PI = 0.5. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, D = 4KB) 
 
Fig. 3.36 PDR vs. channel bandwidth under PI = 0.5. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, D = 4KB) 
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3.3.2.2 Throughput and Packet Delivery Rate Performance versus The Packet Size 
We previously noticed the negative impact of increasing packet size on the network 
performance. Figures 3.37 and 3.38 show the network performance versus the packet size 
evaluated using the MST at moderate traffic load. The proposed scheme outperforms MASA, 
MDR, and RS schemes in term of throughput by up to 22.5%, 77.8%, and 141.6%, 
respectively. Also, the proposed scheme outperforms MASA, MDR, and RS schemes in term 
of packet delivery rate by up to 18.6%, 189.6%, and 295%, respectively.  
 
 
Fig. 3.37 Throughput vs. the packet size under PI = 0.5. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, BW = 1MHz) 
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Fig. 3.38 PDR vs. the packet size under PI = 0.5. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, BW = 1MHz) 
 
 
 
3.3.2.3 Throughput and Packet Delivery Rate Performance versus Number of Primary 
Channels 
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of available channels for the CRN on average is 10-15. The proposed scheme outperforms 
MASA, MDR, and RS schemes in term of throughput by up to 25%, 49%, and 108.5%, 
respectively. Also, the proposed scheme outperforms MASA, MDR, and RS schemes in term 
of packet delivery rate by up to 13.2%, 135.7%, and 221.8%, respectively.  
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Fig. 3.39 Throughput vs. number of primary channels under PI = 0.5. 
(N = 20, Nr = 11, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
Fig. 3.40 PDR vs. number of primary channels under PI = 0.5. 
(N = 20, Nr = 11, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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3.3.2.4 Throughput and Packet Delivery Rate Performance versus The Transmission 
Power 
Figures 3.41 and 3.42 demonstrate the effect of the transmission power on network 
performance. It is shown below that increasing the transmission power improves networks 
performance in terms of throughput and packet delivery rate. However, one watt is too high 
for such applications because this will increase the interference significantly. The proposed 
scheme outperforms MASA, MDR, and RS schemes in term of throughput by up to 20.5%, 
48.5%, and 108.5%, respectively. Also, the proposed scheme outperforms MASA, MDR, and 
RS schemes in term of packet delivery rate by up to 13%, 135%, and 221.8%, respectively.  
 
Fig. 3.41 Throughput vs. the transmission power under PI = 0.5. 
(N = 20, Nr = 11, M = 20, BW = 1MHz, D = 4KB) 
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Fig. 3.42 PDR vs. the transmission power under PI = 0.5. 
(N = 20, Nr = 11, M = 20, BW = 1MHz, D = 4KB) 
 
3.3.3 Performance Evaluation under High Traffic Load (PI = 0.1)  
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in this section. 
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scheme outperforms other schemes in term of packet delivery rate by up to 6%, 44%, and 
56.5%, respectively. 
 
Fig. 3.43 Throughput vs. channel bandwidth under PI = 0.1. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, D = 4KB)
 
Fig. 3.44 PDR vs. channel bandwidth under PI = 0.1. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, D = 4KB) 
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3.3.3.2 Throughput and Packet Delivery Rate Performance versus The packet size 
The CRN performance is inversely proportional to the packet size. Figures 3.45 and 3.46 show 
the performance of the proposed scheme compared to other schemes. The POS and MASA 
schemes have comparable performance to each other and outperform the other schemes. The 
proposed scheme outperforms MASA, MDR, and RS schemes in term of throughput by up to 
8%, 27.8%, and 46%, respectively. Also, the proposed scheme outperforms MASA, MDR, 
and RS schemes in term of packet delivery rate (PDR) by up to 6%, 51%, and 71.8%, 
respectively.  
 
 
Fig. 3.45 Throughput vs. the packet size under PI = 0.1. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, BW = 1MHz) 
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Fig. 3.46 PDR vs. the packet size under PI = 0.1. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, BW = 1MHz) 
 
 
3.3.3.3 Throughput and Packet Delivery Rate Performance versus Number of Primary 
Channels 
As shown previously, increasing the number of primary (M) channels improves the network 
performance. In the case of high PU activity (idle probability is equals to 0.1) the number of 
available channels for the CRN on average is 2-3. Figures 3.47 and 3.48 show the simulation 
results that compare the performance of the proposed scheme to that of the different schemes 
in terms of network throughput and packet delivery rate. The proposed scheme outperforms 
MASA, MDR, and RS schemes in term of throughput by up to 7.3%, 20.5%, and 45%, 
respectively. Also, the proposed scheme outperforms MASA, MDR, and RS schemes in term 
of packet delivery rate by up to 5%, 60%, and 85%, respectively.  
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Fig. 3.47 Throughput vs. number of primary channels under PI = 0.1. 
(N = 20, Nr = 11, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
Fig. 3.48 PDR vs. number of primary channels under PI = 0.1. 
(N = 20, Nr = 11, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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3.3.3.4 Throughput and Packet Delivery Rate Performance versus The Transmission 
Power 
As mentioned before, increasing transmission power improves CRN performance (see Figures 
3.49 and 3.50). However, one watt is too high for such applications because this will increase 
the interference significantly. The proposed scheme outperforms MASA, MDR, and RS 
schemes in term of throughput by up to 4.9%, 16.7%, and 33%, respectively. Also, the 
proposed scheme outperforms MASA, MDR, and RS schemes in term of packet delivery rate 
by up to 5%, 40.5%, and 56%, respectively.  
 
 
Fig. 3.49 Throughput vs. the transmission power under PI = 0.1. 
(N = 20, Nr = 11, M = 20, BW = 1MHz, D = 4KB) 
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Fig. 3.50 PDR vs. the transmission power under PI = 0.1. 
(N = 20, Nr = 11, M = 20, BW = 1MHz, D = 4KB) 
 
 
3.3.4 Impact of PUs Traffic Load 
Figures 3.51 and 3.52 show the performance evaluation of the throughput and packet delivery 
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decreases) the CRN performance improves. The proposed scheme outperforms MASA, MDR, 
and RS schemes in term of throughput by up to 28.4%, 53.4%, and 123%, respectively. Also, 
the proposed scheme outperforms MASA, MDR, and RS schemes in term of packet delivery 
rate (PDR) by up to 16.5%, 140%, and 236%, respectively.  
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Fig. 3.51 Throughput vs. idle probability. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
Fig. 3.52 PDR vs. idle probability. 
(N = 20, Nr = 11, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB)  
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3.4 Performance Comparison between SPT and MST 
In this Section, we present and discuss a brief comparison between SPT and MST schemes in 
terms of network throughput and packet delivery rate. We consider the total number of nodes 
(N) is 40 and the total number of destinations (Nr) is 16. 
 
3.4.1 Throughput and Packet Delivery Rate Performance versus Channel Bandwidth  
When the channel bandwidth is small, the performance of the SPT is better than the 
performance of the MST. This can be explained based on the fact that the SPT is better when 
the spectrum is very limited (see Figures 3.53 and 3.54). We note here that SPT show better 
performance when BW ≤ 1.5 MHz for moderate and low PU activity, whereas it provides 
better performance for high PU activity. On the other hand, MST shows a better performance 
when more spectrum is available for the CRN. 
 
Fig. 3.53 Throughput vs. channel bandwidth. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, D = 4KB) 
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Fig. 3.54 PDR vs. channel bandwidth. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, D = 4KB) 
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Fig. 3.55 Throughput vs. the packet size.  
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz) 
 
Fig. 3.56 PDR vs. the packet size. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz) 
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3.4.3 Throughput and Packet Delivery Rate Performance versus The Transmission 
Power 
The SPT scheme indicates a better performance than MST in terms of throughput and PDR as 
the transmission power increases, see Figures 3.57 and 3.58. However, one watt is too high for 
such applications because this will increase the interference significantly. We note here that 
the performance improvement gained from SPT is also increased as the transmission power 
increases. This improvement can be explained by increasing the SINR and increasing the 
achieved data rate as a result of increasing the transmission power. The SPT outperforms MST 
in term of throughput by up to 74%, 75.6%, and 143.7% under PI = 0.9, 0.5, and 0.1, 
respectively. Also, The SPT outperforms MST in term of packet delivery rate by up to 152% 
under PI = 0.1.  
 
Fig. 3.57 Throughput vs. the transmission power. 
(N = 40, Nr = 16, M = 20, BW = 1MHz, D = 4KB) 
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Fig. 3.58 PDR vs. the transmission power. 
(N = 40, Nr = 16, M = 20, BW = 1MHz, D = 4KB) 
 
3.4.4 Throughput and Packet Delivery Rate Performance versus Idle Probability 
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Fig. 3.59 Throughput vs. idle probability. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
Fig. 3.60 PDR vs. idle probability. 
(N = 40, Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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3.4.5 Throughput and Packet Delivery Rate Performance versus Number of Primary 
Channels 
Increasing the number of primary channels (M) in the network increases the number of 
available channels for SUs. When spectrum is very limited, the channel assignment is an issue 
in order to effectively utilize the available spectrum. Moreover, increasing the number of 
channels has an impact on network performance and routing decisions as well (see Figures 
3.61 and 3.62). SPT outperforms MST in term of throughput by up to 26%, 85.6%, and 162% 
under PI = 0.9, 0.5, and 0.1, respectively. In term of PDR, SPT outperforms MST by up to 
439% only under PI = 0.1. 
 
Fig. 3.61 Throughput vs. number of primary channels. 
(N = 40, Nr = 16, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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Fig. 3.62 PDR vs. number of primary channels. 
(N = 40, Nr = 16, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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to 33.9%, 35%, and 76% under PI = 0.9, 0.5, and 0.1, respectively. Also, SPT outperforms 
MST in term of PDR by up to 105% only under PI = 0.1.  
Fig. 3.63 Throughput vs. number of destinations. 
(N = 40, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB) 
 
Fig. 3.64 PDR vs. number of destinations. 
(N = 40, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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3.4.7 Throughput and Packet Delivery Rate Performance versus Number of Nodes 
As shown in Figures 3.65 and 3.66 below, increasing the number of nodes (N) is resulting in 
degradation performance for MST while the performance for SPT is unaffected. Again that is 
because number of hops that are needed to reach each destination in both trees. SPT 
outperforms MST under PI = 0.9, 0.5, and 0.1 in term of throughput by up to 61%, 62%, and 
168%, respectively. SPT outperforms MST in term of PDR by up to 245% under PI = 0.1.   
Fig. 3.65 Throughput vs. number of nodes. 
 (Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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Fig. 3.66 PDR vs. number of nodes.  
 (Nr = 16, M = 20, Pt = 0.1W, BW = 1MHz, D = 4KB) 
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Chapter Four: Conclusions and 
Future Work 
 
4.1 Conclusions 
Routing and channel assignment design are challenging problems in multi-hop mobile Ad Hoc 
CRNs. Many attempts have been made to design efficient routing protocols, but none of them 
considers cross layer multi-hop routing protocol for mobile Ad Hoc CRNs. In this thesis, we 
proposed multi-hop multicast routing protocol for mobile Ad Hoc CRNs using the shortest 
path tree (SPT) and minimum spanning tree (MST). The channel assignment schemes used in 
the proposed protocol is based on the probability of success (POS). The proposed protocol 
transformed the network topology into tree (i.e., MST or SPT) and applied the POS-based 
channel assignment scheme to enhance network performance. The proposed protocol deals 
with each generated tree as a multi-layer transmission for routing purposes. We compared the 
performance of the proposed scheme to other variants and proved that the POS-based channel 
assignment showed the best performance under different network parameters. 
When applying SPT, the proposed scheme (i.e., POS) outperforms MASA, MDR, and RS 
schemes in term of the packet delivery rate (PDR) by up to 9.3%, 110%, and 162%, 
respectively. Also, POS scheme outperforms MASA, MDR, and RS schemes in term of 
throughput by up to 11.28%, 69.5%, and 87%, respectively. 
75 
 
When applying MST, the proposed scheme outperforms MASA, MDR, and RS schemes in 
term of the packet delivery rate by up to 42.6%, 52%, and 122.6%, respectively. Also, POS 
scheme outperforms MASA, MDR, and RS schemes in term of throughput by up to 18%, 
142%, and 236%, respectively. 
SPT outperforms MST in term of throughput under all network conditions. The simulation 
results showed that the SPT achieves the maximum improvement gain compared to MST 
under high PU activity.  
 
4.2 Future Work  
In this thesis, we proposed multilayer routing protocol with single session that uses the POS-
based channel assignment scheme. Other future work could consider multi source instead of 
single multicasting source, or use multisession scenario instead of single session and compare 
their performances under different PU activity and other network parameters. Recall that the 
proposed multicasting routing protocols (i.e., SPT and MST) in this thesis are distance-based, 
new protocols can be investigated by using the expected transmission count (ETX) to 
construct SPT and MST trees [40]. Also, the Steiner tree could be used to construct the 
multicast tree. 
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عُطشح فكشج , فً ْزِ الاطشٔحح. قُٕاخ انشادٌٌٕح عثش انشثكحلاتغثة عذو ذجاَظ )NRC(  انشثكاخ انشادٌٌٕح الادساكٍح
  )TSM(تٍٍ انًغرخذيٍٍ اخيغاف يجًٕع ٔكزنك فكشج ستط انشثكّ تاقم) )TPSانًغاس الاقصش يٍ انًشعم انى انًغرهى 
انخٕاسصيٍح انًقرشحح نرٕجٍح الاسعال . انرً لاذحرٕي عهى خادوراخ انقفضاخ انًرعذدج فً انشثكاخ انشادٌٌٕح الادساكٍح 
اخرٍاس . ))noisses elgnisفً عًهٍح ذعٍٍٍ انقُٕاخ فً جهغّ ٔاحذِ ) )SOPانًرعذد ذٕظف احرًانٍح َجاح الاسعال 
حٍس , يٍ اخٍاس اقم يجًٕع يغافاخ تٍٍ انًغرخذيٍٍ داءا افضم نهشثكحانًغاس الاقصش تٍٍ انًصذس ٔكم يغرقثم اظٓش ا
ز ضم يٍ تقٍح انخٕاسصيٍاخ فً الاتحاكاٌ افضم اداء عُذ اعرخذاو يقٍاط احرًانٍح َجاح الاسعال نرعٍٍٍ انقُٕاخ اف
تالاضافح انى ذًحٍص اداء  َرائج ذجاسب انًحاكاج ٔانرً اشثرد صحح انُرائج الاَفح انزكش صٔدَا فً ْزِ الاطشٔحح. انغاتقح
ٔفعانٍح انخٕاسصيٍاخ انًقرشحّ ضًٍ ظشٔف ٔيعاٌٍش يخرهفّ نهشثكح ٔيقاسَح انُرائج يع َرائج الاتحاز انغاتقح تذلانح يعذل 
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