Abstract. We classify certain non-symmetric commutative association schemes. As an application, we determine all the primitive weakly distanceregular circulant digraphs.
Introduction
A d-class association scheme X is a pair (X, {R i } d i=0 ), where X is a finite set, and each R i is a nonempty subset of X ×X satisfying the following axioms (see [1, 13, 14] for a background of the theory of association schemes):
(i) R 0 = {(x, x) | x ∈ X} is the diagonal relation; is constant whenever (x, y) ∈ R l , where R(x) = {y | (x, y) ∈ R} for R ⊆ X × X and x ∈ X. This constant is denoted by p We write R i R j instead of {R i }{R j }, and R 2 i instead of {R i }{R i }. If R i * R j ⊆ F for any R i , R j ∈ F , we say that F is closed. We say that R j generates X if the smallest closed subset containing R j is equal to {R i } d i=0 . We call X primitive if every non-diagonal relation generates X. Otherwise, X is said to be imprimitive.
In this paper, we classify certain non-symmetric commutative association schemes. Our first main result is as follows. See Section 2 for precise definitions of a pseudocyclic scheme and cyclotomic scheme.
) be a commutative association scheme generated by a non-symmetric relation R 1 satisfying
Moreover, if X is pseudocyclic, then X is isomorphic to the cyclotomic scheme Cyc (13, 4) .
) be a commutative association scheme generated by a non-symmetric relation R 1 . If k 1 = 1, then X is isomorphic to the group scheme over a cyclic group of order greater than 2. For a definition of a group scheme, see [1, Chapter II, Example 2.1 (2)].
As a natural directed version of distance-regular graphs (see [2, 3] for a background of the theory of distance-regular graphs), Wang and Suzuki [8] introduced the concept of weakly distance-regular digraphs. In [6] , Miklavić and Potočnik gave the classification of distance-regular circulants. In this paper, we show that the attached schemes of primitive weakly distance-regular circulant digraphs satisfy the conditions of Theorem 1.1, and obtain the classification of such digraphs. In order to state our result, we introduce some basic notations and terminologies about weakly distance-regular circulant digraphs. See [7, 8, 9, 10, 11, 12] for more details.
Let Γ denote a finite simple digraph, which is not undirected. We write V Γ and AΓ for the vertex set and arc set of Γ, respectively. For any x, y ∈ V Γ, let ∂(x, y) be the distance from x to y, and∂(x, y) := (∂(x, y), ∂(y, x)) the two-way distance from x to y.
A strongly connected digraph Γ is said to be weakly distance-regular if the configuration X(Γ) = (V Γ, {Γ˜i}˜i ∈∂(Γ) ) is an association scheme, where∂(Γ) = {∂(x, y) | x, y ∈ V Γ} and Γ˜i = {(x, y) ∈ V Γ × V Γ |∂(x, y) =ĩ}. We call X(Γ) the attached scheme of Γ. We say that Γ is primitive if X(Γ) is primitive.
Let H be a finite, multiplicatively written, group with identity e, and S ⊆ H \ {e} be a generating set of H containing an element s such that s −1 / ∈ S. A Cayley digraph of a group H with respect to the set S, denoted by Cay(H, S), is the digraph with vertex set H, where x ∈ H is adjacent to y ∈ H whenever yx −1 ∈ S. A digraph which is isomorphic to a Cayley digraph of a cyclic group is called a circulant digraph.
Our second main theorem is as follows. See Section 2 for a definition of a Paley digraph. 
Preliminaries
) be a commutative association scheme with |X| = n. The adjacency matrix A i of R i is the n × n matrix whose (x, y)-entry is 1 if (x, y) ∈ R i and 0 otherwise. By the adjacency or Bose-Mesner algebra U of X we mean the algebra generated by A 0 , A 1 , . . . , A d over the complex field. Axioms (i)-(iv) are equivalent to the following:
where I and J are the identity and all-one matrices of order n, respectively.
Since U consists of commuting normal matrices, it has a second basis consisting of primitive idempotents E 0 = J/n, E 1 , . . . , E d . The integers m i = rankE i are called the multiplicities of X, and m 0 = 1 is said to be the trivial multiplicity. A commutative association scheme is called pseudocyclic if all the non-trivial multiplicities coincide with each other. Now we list basic properties of intersection numbers.
) be a commutative association scheme. The following hold:
We call an association scheme (X,
) a translation scheme if, the underlying set X has the structure of an additive group, and for all relations
A classical example of translation schemes is the cyclotomic scheme which we describe now. Let GF(q) be the finite field with q elements, where q is a prime power, and α be a primitive element of GF(q). For a fixed divisor d of q − 1, define
These relations R i define a pseudocyclic association scheme, denoted by Cyc(q, d), called the d-class cyclotomic scheme over GF(q).
Then, for any fixed i ∈ {1, 2, . . . , d},
Proof. Let α be a primitive element of GF(q). Then
and the result follows immediately from this.
As a consequence of Lemma 2.2, as digraphs, we have (GF(q), Proof. The symmetrization (X, {R 0 , R 1 ∪R 1 * , R 2 ∪R 2 * }) of X is a pseudocyclic association scheme of class 2. Thus, X is a skew-symmetric fission of a conference graph (see [5] for definitions). By the proof of [5, Theorem 3.3] , there exist integers u and v such that
. Substituting this into (4), we obtain
Since u is an integer, the discriminant of the quadratic is not less than zero. Thus
It follows that 9 − 4 √ 5 ≤ |X| ≤ 9 + 4 √ 5. By [5, Theorem 3.3] , one gets |X| ≡ 5 (mod 8), which implies |X| = 13. In view of [4, Result 1] , X is isomorphic to Cyc (13, 4) .
We close the section with a definition of a Paley digraph. For a prime power
) denote the cyclotomic scheme Cyc(q, 2). The Paley digraph of order q is defined as the digraph (GF(q), R 1 ). It is an easy observation that Paley digraphs are weakly distance-regular.
The proof of Theorem 1.1
We note that the second statement of Theorem 1.1 follows immediately from Lemma 2.3. To prove the first statement of Theorem 1.1, we write
* , 2} by (1). Since R 1 R 1 * = R 1 * R 1 from the commutativity of X, we get J = J * . Since k > 1, we have {0} J. It follows from (2) that
Lemma 3.1. The following hold:
Proof. We list some consequences of Lemma 3.1 (ii) as follows:
In the proof of Theorem 1.1, we also need the following auxiliary lemmas.
Lemma 3.2. The following conditions are equivalent:
(i) 1 ∈ I.
(ii) p
Proof. Immediate from (7).
Proof. Note that p 
. This proves (i). The proof of (ii) is similar, hence omitted.
Proof. By (1) and (2),
It follows from induction that
Proof. Pick y ∈ P 1,1 (x, z) and y ′ ∈ P 1,1 * (x, z). Since z ∈ P 1,1 (y, y ′ ) and x ∈ P 1 * ,1 (y, y ′ ), we have (y, y ′ ) ∈ R j for some j ∈ I ∩ J.
In the following, we divide the proof of the first statement of Theorem 1.1 into three subsections according to separate assumptions based on the cardinality of the set I.
3.1.
The case |I| = 1. By (1), we have I = {i} for some i ∈ {1, 1 * , 2}. In view of Lemma 3.1 (iii), one gets p ∈ J and also i = 1 by (7). Thus 1 / ∈ I, and hence {1, 1 * , i, i * } ∩ J = ∅. In view of (5), one has i = 1 * and J = {0, 2, 2 * }. By Lemma 3.1 (iv), we have p 3.2. The case |I| = 2. We divide our proof into two cases according to whether the set I contains 1. Case 1. I = {1, 1 * } or I = {1, 2}. By Lemma 3.2 and (5), one gets J = {0, 1, 1 * } or J = {0, 1, 1 * , 2, 2 * }. It follows from Lemma 3.1 (iv) and (7) that 2p 
In view of (7), we get
Then p 1,1 = 0, there exist elements x, y, z such that (x, y), (y, z), (x, z) ∈ R 1 . By z ∈ P 1,1 * (x, y) and Lemma 3.5, we have P 1,1 * (x, z) j∈I∩J P 1,j * (x, y), which implies I ∩ J = {1, 1 * }. Thus, our claim is valid.
Note that
In view of Lemma 3.2 and (5), one has J = {0, 2, 2 * }. By Lemma 3.1 (iv), we obtain p 2 1,1 * = (k − 1)/2. We claim p 2 1,1 = 1. Pick (x, z) ∈ R 2 . Since I ∩ J = {2}, Lemma 3.5 implies
Since |P 1,1 * (x, z)| = |P 1,2 * (x, y)| for all y ∈ P 1,1 (x, z) by (6), we get P 1,1 * (x, z) = P 1,2 * (x, y) for all y ∈ P 1,1 (x, z). Now suppose y, y ′ ∈ P 1,1 (x, z) are distinct. Since z ∈ P 1,1 * (y, y ′ ) and J = {0, 2, 2 * }, we have (y, y ′ ) ∈ R 2 ∪ R 2 * . Then we may assume without loss of generality (y, y ′ ) ∈ R 2 * . However, this is a contradiction since y ∈ P 1,2 * (x, y ′ ) = P 1,2 * (x, y). In view of Lemma 3.1 (iii), we get p
Substituting p 
Indeed, fix (x, z) ∈ R 2 , and pick y ∈ P 1,1 (x, z). Let w, w ′ , w ′′ be three elements such that R 1 (z) = {w, w ′ , w ′′ }. Since p 1 * 1,1 = 2, we may assume that w ′ , w ′′ ∈ P 1,1 (z, y). In view of (6), we get p 1 2,1 = p 1 2 * ,1 = 1. Then we may assume w ′ ∈ P 2,1 (x, y) and w ′′ ∈ P 2 * ,1 (x, y). By p 2 1,1 * = 1, one has w ∈ P 1,1 * (x, z). It follows from Lemma 3.3 (i) that (9) is valid.
Since z ∈ P 2,1 (x, w ′ ), we have p 2 2,1 = 0. Then there exists an element y ′ ∈ P 1,2 (x, z). By k = 3, one gets R 1 (x) = {y, y ′ , w}. In view of Lemma 3.3 (ii), (10) 
3.3.
The case |I| = 3. By Lemma 3.2, one has {0, 1, 1 * } ⊆ J. In view of Lemma 3.1 (v) and (7), we obtain (p
Suppose J = {0, 1, 1 * }. In view of Lemma 3.1 (iv) and (7), we get p We claim (1) and (2). Next suppose P 1,1 (x, z) ⊆ R 2 * (w). By (8), we have P 1,1 (x, z) = P 1 * ,2 (z, w). Since p 2 1 * ,1 = p 2 1,1 * = 0 from (6), there exists an element y 0 ∈ P 1 * ,1 (x, z). In view of y 0 / ∈ P 1 * ,2 (z, w), one gets (y 0 , w) ∈ R 1 ∪ R 1 * , which implies that (x, w) ∈ R 1 ∪ R 1 * ∪ R 2 ∪ R 2 * . Therefore, (12) follows from Lemma 3.3 (i). Note that (12) implies
Next, pick an element w ∈ R 1 (x). Then
By (1), (2) and (14), we have (z, w) (6) and (8), one gets p 1 1 * ,2 < p 2 1 * ,1 . Pick an element y ∈ P 1,1 (x, z). Since (y, w) ∈ R 2 , there exists an element (2) . By Lemma 3.3 (ii), (13) is valid.
By Lemma 3.4, we have d = 4.
Remark 3.7. We do not know any example occurring in the case |I| = 3. If there is an association scheme under this case, X will not be pseudocyclic by Lemma 2.3. Indeed X = Cyc(13, 4) satisfies |I| = 2.
The proof of Theorem 1.3
In order to prove the necessity part of Theorem 1.3, we first show that the girth of Γ is 3 under the condition that Γ is not isomorphic to one of the digraphs in (i) and (ii). We then verify the hypotheses of Theorem 1.1. Since there are weakly distance-regular digraphs of girth 3 and arbitrarily large diameter (see [11, Theorem 1.1 (vii) and (viii)]), it is nontrivial to verify the hypotheses of Theorem 1.1, especially (1) .
In the proof of Theorem 1.3, we also need the following two auxiliary results. 
where the indices are read modulo q. Moreover, if q > 3 and Γ is a Cayley digraph over an additive group, then
Proof. It suffice to show both statements for i = 1 only.
In order to prove the first statement, by reversing the orientation, it suffices to prove Y 1 = P (q−1,1),(2,q−2) (x 2 , x 3 ). If y ∈ Y 1 , then (x 0 , y, x 2 , . . . , x q−1 ) is also a circuit consisting of arcs of type (1, q − 1), so y ∈ P (q−1,1),(2,q−2) (x 2 , x 3 ). Hence, Y 1 ⊆ P (q−1,1),(2,q−2) (x 2 , x 3 ). Since k (1,q−1) = k (2,q−2) , we get p (2,q−2)
(1,q−1),(1,q−1) = p (1,q−1) (q−1,1),(2,q−2) from Lemma 2.1 (ii). Thus, equality is forced, and the first statement is valid. Now suppose that q > 3 and Γ is a Cayley digraph over an additive group. From the first statement, we have y, x 3 , . . . , x q−1 , x 0 ) is a circuit which contains two distinct vertices y and x q−1 . From the first statement again, one gets
by (15) and (16). This proves y
The second statement is also valid.
Proof of Theorem 1.3 . Observe that all the digraphs in Theorem 1.3 (i)-(iii) are primitive weakly distance-regular circulant digraphs.
Let Γ = Cay(Z p , S) be a primitive weakly distance-regular digraph of girth g, where Z p = {0, 1, . . . , p−1} is the cyclic group of order p, written additively. It is an easy observation that X = (V Γ, {Γ˜i}˜i ∈∂(Γ) ) is a translation scheme. By Lemma 4.1, p is a prime and X is also cyclotomic and hence skew-symmetric.
If X is a 2-class association scheme, then Γ is isomorphic to a Paley digraph. Suppose that Γ is not the circuit and |∂(Γ)| > 3. We only need to prove that Γ is isomorphic to the digraph in (iii). We prove it step by step.
Step 1. S = Γ (1,g−1) (0). Suppose (1, q) ∈∂(Γ) and pick x 1 ∈ Γ (1,q) (0). By Lemma 2.2, there exists s ∈ Z p such that Γ (s) (1,g−1) = Γ (1,q) , which implies that there exists y 1 ∈ Γ (1,g−1) (0) such that sy 1 = x 1 . Then there exists a circuit (y 1 , y 2 , . . . , y g = 0) of length g consisting of arcs of type (1, g − 1). Multiplication by s gives a path of length g − 1 from x 1 to 0, which implies (0, x 1 ) ∈ Γ (1,g−1) . This implies q = g − 1, and we have proved {(1, q) | (1, q) ∈∂(Γ)} = {(1, g − 1)}. Our claim then follows.
Step 2. g = 3, or equivalently, (1, 2) ∈∂(Γ).
Suppose, to the contrary that g > 3. Let (x 0 = 0, x 1 , . . . , x g−1 ) be a circuit of length g, where the subscripts of x are read modulo g. Since X is a cyclotomic scheme, we have k (1,g−1) = k (2,g−2) . In the notation of Lemma 4.2 by setting q = g, one gets P (g−1,1),(2,g−2) (x i+2 , x i+3 ) = Y i+1 . By Lemma 4.2 applied to the circuit (y i , x i+1 , x i+2 , x i+3 , . . . , x i−1 ) for any y i ∈ Y i , one obtains Y i − x i−1 = P (1,g−1),(1,g−1) (y i , x i+2 ) − y i = P (g−1,1),(2,g−2) (x i+2 , x i+3 ) − y i = Y i+1 − y i . Since x j ∈ Y j for 1 ≤ j < i and x 0 = 0, it follows by induction that
