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Abstract 
Let In] be the set [1,2 ..... n} and fl a permutation ofS,, the symmetric group on In]. In this 
paper we compute the number of m-Husimi's rooted and unrooted trees fixed by conjugation 
with [~. 
Resume 
Soit [hi l'ensemble ~tl, 2 . . . . .  n} et soit/3 une permutation de S,, le groupe symetrique sur In]. 
Dans cet article, nous calculons le nombre d'arbres et d'arborescences m-Husimi invariants ous 
l'action naturelle de fl sur leurs sommets. 
O. Introduction 
Un arhre Husimi gbnbral (voir [7-11, 15, 16]) est un graphe simple (sans boucle) 
connexe dont les ar6tes ne sont jamais contenues dans plus d'une cycle simple (il 
revient au m6me de dire que les composantes 2-connexes ont des cycles simples). On 
peut imaginer un arbre Husimi (Fig. 1) comme un arbre ordinaire dont les 'ar6tes' sont 
des polygones de diverses tailles. Nous dirons que l 'arbre est m-Husimi si tous les 
polygones qui le constituent sont de m6me taille m >~ 2 (on dit aussi que l 'arbre est pur). 
Ces structures ghnhralisent les arbres de Cayley (un 'polygone'  de taille 2 est une arOte 
et le cas m = 2 est prhcishment celui des arbres ordinaires). 
Dans cet article, nous calculons le nombre d'arbres m-Husimi (m > 2) invariants 
sous une permutat ion/3 donn6e des sommets. Nous avons d6j& trait6 le cas des arbres 
ordinaires dans [6] et abordons celui des m-Husimi essentiellement de la mOme 
mani6re. Nous trouvons d 'abord  le nombre d'arhorescences m-Husimi fixees par [~ et 
exprimons celui des arbres m-Husimi fix6s par/3 en fonction de ce dernier. 
Nos calculs reposent sur le principe d'autosimilaritb que nous dhcrivons ommaire- 
ment dans la section 1 (on peut en trouver une description plus compl4te darts [3]). 
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Fig. 1. Un arbre Husimi g6n6ral. 
Puisque ce principe s'6nonce n termes d'esp6ces de structures, nous profitons de cette 
section pour en rappeler les rudiments. 
1. Especes  de structures et autos imi la r i te  
1.1. Espbces de structures [12, 14] 
Une espbce de structures F est une r+gle qui, premi6rement, associe fi tout ensemble 
fini U un ensemble fini F[U] de F-structures ur U et qui, deuxi6mement, assigne 
~i toute bijection f :  U~ V une bijection F[ f ] :F [U]~F[V]  telle que, pour tout U, 
on ait F [1u]= lrtu ]et  telle que si la compos6e fg de deux bijections f et g est bien 
d6finie on ait F[fg] =F[ f ]  Fig]. La bijection F[ f ]  est appel6e le transport le long 
de f des F-structures ur U vers les F-structures ur V. 
Soit U un ensemble fini. Le groupe sym&rique sur U, Su, agit sur F[U] par 
transport de structures.Pour toute fl dans Sv, l 'ensemble des points fixes de FEfl] est 
d~not6 Fix(F [f l]) et sa cardinalit~ fix(F [fl]). 
Soient n ~> 0 un entier et f16 S.. Pour toute esp6ce F, les termes fix (F [fl]) ne d6pendent 
en g6n6ral que du type (ill, f iE , ' " ,  ft,) de la permutation fl (pour tout i, fl a fli cycles de 
longueur i). C'est-fi-dire que si deux permutations tret z de Sv sont conjugu6es alors on 
a fix [F [ t r ] )= fix (F [z]). Dans le langage de la th6orie des repr6sentations des groupes, 
le calcul de f ix(F[f l])  pour fl6Su correspond ~i celui d'un caractbre de Sv. Nous 6crirons 
aussi (indiff6remment) fl t- la '2  p2 --. n a" pour indiquer le type de ft. 
Le type d'une permutation d'un ensemble fini n'est, ~ toute fin pratique, qu'un partage 
d'entier. Ainsi, pour tout partage z, l'expression fix(F [z]) a un sens. Pour toute esp6ce 
F on d6finit la skrie indicatrice de cycles de F, d6not6e Zv, de la mani6re suivante: 
ZF~- 'ZF(X I ,X2,X3 . . . .  )= 
t F- 1"12"23~3 . . .  
x?x~2x~3 . . .  
fix(F[,]) (1) 
1 ~' z i ! 2'2 z2 ! 3 ~3 z3 ! "" 
off la somme parcourt l 'ensemble de tousles partages d'entiers z. 
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Pour toute esp6ce F, s6rie indicatrice de F g6n6ralise ii la lois les sdries gdndratrices 
exponentielle des F-structures, ddnotde F(x), et ordinaire des types de F-structures, 
d6not6e F~ (x). On a 
ZF(X,O,O,O .... )=F(x)  et Ze(x, x2,x3,x 4.... )=F~(x) .  
La thdorie des esp6ces de structures permet de calculer syst6matiquement des series 
indicatrices de cycles. A chaque opdration combinatoire sur les esp6ces (somme, 
produit de Cauchy, produit cart6sien, composition partitionnelle, composition fon- 
ctorielle, d6rivde, etc) il correspond une op6ration alg6brique au niveau des s6ries 
indicatrices. Pour trouver la s6rie indicatrice d'une esp6ce donn6e F on commence par 
la d6composer au niveau combinatoire (via un isomorphisme naturel) en termes 
d'espdces plus simples (dont la s6rie indicatrice est connue) et d'op6rations par- 
ticuli6res sur ces derni6res. On obtient alors la s6rie indicatrice de Fen  op6rant 
alg6briquement sur les s6ries qui la composent. 
1.2. Autosimilaritb 
Une autre fa~on de calculer des s6ries indicatrices consiste/l en trouver directement 
les coefficients. Nous proc6dons ainsi. Etant donn6e une permutation //(arbitraire) 
nous construisons et 6num6rons les structures de Fix(F [fl]). 
Pour donner une id6e de la m6thode, nous l'appliquons au cas des sous-esp6ces 
F c Rel de l'esp6ce Rel des relations binaires. 
Pour tout ensemble fini U, on a ReI[U] = {s: s _ U x U }. De plus, si f :  U--* Vest 
une bijection, alors le transport des Rel-structures le long de fes t  d~fini par la r6gle 
suivante: 
V(x l ,xz )eUxU,  ( f (x l ) , f (xz) )eRel [ f ] (s )  ~ (xx,x2)~s. (2) 
D/~finitions 1. Soient n ~>0 un entier,//une permutation de [n] et F une sous-esp6ce de 
Rel. L'ensemble des cycles sous-jacents 5_ la permutation//est d6not6 C(//). Pour toute 
F-structure s sur I-n] nous d6finissons la relation quotient s///de la mani6re suivante: 
V(C,D)eC(//) x C(//), (C,D)es/// .¢* ~x~C, 3 y~D,(x, y)es. (3) 
De plus, nous posons QF(//)={p~Rel[C(//)]: 3seF[n] ,  s///=p} et d6signons par 
6r, 8 : Fix (F [ fl] ) ~ Qv(fl) la surjection d6finie par 6F, B(S) = S/ft. 
D/~finitions 2. Soient F une sous-esp6ce de Rel, P [n] l'ensemble des parties de [n], et 
xe[n].  La coupe (en premi6re composantel de s suivant x, d6not6e s(x), est l'ensemble 
s(x)= {y: (x, y)es}. Soit fl une permutation de S,. Pour toute s dans Fix(F[/ /])  on 
definit la fonction A~,,~ comme suit: 
A}.~" C(f l )~ P[n] 
C---~s(min(C)). 
(4) 
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Posons Sim(F, fl)={(6v, p(s),A~:.a): s~Fix(F[ f l ] )} .  On d6finit la fonction Fv,~: 
Fix( F[fl])-~ Sim(F, fl) par Fv,p(s)=(3v,~(s), A~,o). 
Proposition 3. Pour toute espbce F ~_ Rel, tout entier n >~0 et toute permutation fl de 
[n], la fonction Fv,¢ est une bijection. 
Preuve. La d6monstrat ion d6coule imm6diatement des d6finitions 1 et 2. [] 
Pour trouver f ix(F[f l])  il suffit de calculer la cadinalit6 de Sim(F, fl). C'est ce en 
quoi consiste le principe d'autosimilarit& Nous lui avons donn6 ce nom parce 
qu'on a 'souvent' (pour de 'nombreuses'  esp+ces F)  l'inclusion ensembliste 
QF(fl) ~-- F[ C(fl) ]. 
2. L'ensemble Sim(Hup~,p) 
2.1. Notations et observations blbmentaires 
Pour simplifier l'6criture, nous appelons les arbres et arborescences m-Husimi 
respectivement des m-arbres et m-arborescences t nous d6notons les esp6ces qu'ils 
d6finissent respectivement par Hus,, et Hup,,. L'esp6ce Hupm est l'esp6ce Hus,, 
pointbe, Hupm = Hus~. 
Par d6finition, une m-arborescence h a un unique point distingu6, la racine p(h). 
Comme pour une arborescence ordinaire, les m-gones qui constituent h peuvent ~tre 
orient6s vers p(h). 
Si fl est une permutat ion qui fixe h, c'est-fi-dire que Hupm[f l ] (h)=h,  on a alors 
fl(p(h))=p(h) et C(fl) doit contenir au moins un cycle de longueur 1. Dans la structure 
quotient h/fl (d6finie par (3)) nous d6signons ce cycle par p(h/fl). 
Soit h une Hup,,-structure sur In]. Pour route paire (x, y) de sommets dans In] × In] 
on d6note la distance de x fi y dans h par dh(x,y) ou encore, plus simplement par 
d(x,y), s'il n'y a pas de confusion possible. Si hEFix(Hup,,[ f l ] )  et si x et y sont deux 
points du mfime cycle CEC(fl) alors on a dh(x, p(h))=dh(y, p(h)).Ainsi, pour tout cycle 
C~C(fl) et tout x~C, on a dh/~(C, p(h/fl))=dh(x,p(h)). 
Fixons heHup, , [n ]  et xe[n]. I1 peut arriver que le sommet x fasse partie de 
plusieurs m-gones constituant h. Cependant, s ix  est distinct de p(h), il n'y a qu'un seul 
de ces m-gones pour lequel x n'est pas le sommet le plus rapproch6 de p(h) relative- 
ment aux autres sommets du m-gone. Nous d6notons ce m-gone Gx. Pour tout m-gone 
G de h contenant x et distinct de Gx, nous dirons que G estfermb sur x et que x ferme 
G. Si G est un m-gone de h et si G est ferm6 sur un sommet x alors le graphe obtenu de 
G en y enlevant x et les ar~tes de G adjacentes f ix  est appel6 la chafne de G. Nous la 
d6notons ch(G).Puisque l s sommets de G sont des 616ments de In] on peut consid6rer 
cette chaine comme un ordre total (en d6signant, par exemple, le plus petit 616ment de 
ch(G) comme le plus petit des sommets pendants etc.). 
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Tout sommet x de h distinct de la racine p(h) est adjacent fi exactement deux 
sommets de Gx que l'on d6note p~(x) et pz(X). I1 y a toujours au moins un de ces 
2 sommets, disons pl(x), qui est tel que d(pl(x),p(h))<d(x,p(h)). 
Si m est pair, on a soit d(pz(x), p(h))< d(x, p(h)) soit d(p2(x), p(h))> d(x, p(h)). Darts 
ce dernier cas on dira que le sommet x est la crOte de Gx. 
Par contre, si m est impair, on a forc6ment d(p2(xj, p(h))>~d(x,p(h)). Darts la 
situation off d(p2(x),p(h))=d(x, p(h)) la cr6te de G:, est d6finie comme 6tant l'ar6te 
{x,p~(x)~,. 
Pour tout cycle C~C(fl)  on d6note la longueur de C par ]C]. Le sous-ensemble de 
cycles de longueur r de C(fl) est d6not6 C~(fl). 
2.2. La structure des couples (h/tq, A~) 
Nous examinons maintenant les couples (h/fl, A)) que l'on peut obtenir fi partir des 
m-arborescences h eFix(Hup,,[ f l ] ) .  Nous commen~ons par r6pertorier les diverses 
structures que les m-gones constituant h peuvent induire dans h/fl en passant au 
quotient (via (3)). 
(a) Le cas m=2k+ 1, k~> 1. Soient Gun m-gone dans h et {x,y} la crate de G. Soient 
xEC1 et y~C2 off CvEC(fl),  v=l ,2 .  
Si C1 =C2,  ICll doit 6tre paire (disons 2i pour un certain entier i>~ 1) et le sommet 
x 6tre l 'antipode de y dans Cx (c'est-fi-dire que fllc'l/2(xj=y). De plus, si p~(x) (tel que 
d6fini plus haut) fait partie du cycle C6C(tq) et que px(x) ne ferme pas G alors on doit 
avoir [C I= IC l l  et P1(Y) est lui aussi l 'antipode de pl(x) dans C. Ainsi, avec (3), on 
induit de G une structure quotient dans h/3, d6not6e Gift, qui est un ordre lin6aire de 
longueur k+ 1 (la structure Al de la figure 2). Les k premiers cycles de G/[3 sont tous 
dans C2i(/3) tandis que le maximum de cet ordre est un cycle de longueur divisant i. 
Si C~ ¢ C2 alors IC l l=[C2[=i  pour un certain entier i~> 1. La structure G/[~ que 
l'on obtient de G en passant au quotient (la structure A2 de la figure 2) est un m-gone 
dont la chaine est constitu6e de cycles de Ci(/~) et qui est ferm6 dans un cycle de 
longueur divisant i. 
(b) Le cas m=2k, k>~2. Soient Gun m-gone de t7, x la cr6te de G, x~C~C([$), 
IC l=i>~l  et pv(x)~CvEC(fl), v=l ,2 .  
Si C~ = c2, la structure quotient G/lq (la structure B~ de la figure 3) est un ordre 
lin6aire de longueur k + 1 dont le minimum est C et dont le maximum est un cycle de 
longueur divisant i. Tous les  cycles distincts de C constituant G/[3 sont dans C2~([~) et 
pl(x) est aux antipodes de p2(x) dans C1. 
Si C~ 4: C2, la structure G/~ (la structure B2 de la figure 3) est un m-gone dont la 
chahae est constitu6e de cycles de C2~(/~) et qu ie t  ferm+ dans un cycle de longueur 
divisant i. 
La structure quotient h/~ que l'on obtient lorsque tous les  m-gones et ordres 
lin6aires quotients sont ferm6s convenabtement ressemble ~ une arborescence m- 
Husimi. En fait c'est une arborescence Husimi constitu6e uniquement d'ordres totaux 
de longueur [m/2] + 1 et de m-gones. 
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Fig. 2. Structures quotients, m = 2k + 1. 
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k-1 
cycle de longueur 
divisant i
Cycles de longueur 2i: O Cycles de longueur i :~)  
Fig. 3. Structures quotients, m=2k. 
Pour compl6ter l'examen des couples (h/~,A~) il ne reste plus qu'fi d6crire les 
fonctions A~ d+finies par (4). 
On commence par en simplifier l'~tude n remarquant (comme pour les m-gones 
sur[n]) que les m-gones quotients de type A2 ou B2 peuvent eux aussi &re consid6r6s 
comme des ordres lin6aires (sur C(/3)). En effet si G/~ est un tel m-gone dans une 
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structure quotient h//3 donn6e et si C 1 et C 2 sont les deux sommets de ch(G//3) les plus 
rapproch~s de p(h//3) alors on fait de G//3 un ordre lin6aire en convenant, par exemple, 
que le plus petit 616ment de l'ordre que l'on veut d6finir est celui des cycles C1 ou 
Cz qui contient le plus petit entier. On termine la construction de l'ordre voulu de 
mani6re 6vidente. 
Ainsi puisque les m-gones quotients de tout type (A1,2,Bl,2) peuvent &re vus 
comme des ordres lin6aires, on peut, pour tout cycle CeC(/3), parler du suecesseur de 
C dans hi~3 (en prenant la racine p(h) comme son propre successeur). Nous le d6notons 
SUCCh/~(C) OU plus simplement, quand il n'y a pas de confusion possible, succ(C). 
Toute m-arborescence h Fixnup(fl) ddtermine une fonction A~ qui est enti6rement 
dbcrite d6s que, pour tout cycle CeC(/3), on a choisi comme image A~(C) un singleton 
arbitraire dans succ(C). 
Remarque. On doit ici porter une attention particuli6re au cas off le m-gone G//3 est de 
type A 20U B E. En effet si C1 et C2 sont les deux sommets pendants de ch(G//3) et si 
D est un troisi6me cycle qui ferme G/fl alors on doit remarquer que A~(C1)c~ D
d&ermine enti6rement A~(C2) c~ D. 
La description des couples (h/fl, A~) qu'il est possible d'obtenir des m-arborescences 
he Fix(Hupm[/3]) est termin6e t nous avons dbmontr6 le th6or6me suivant. 
Theoreme 4. Soit t ieS.. L'ensemble Sim(Hup,.,fl) est isomorphe i~ rensemble des 
couples (6, A ) oh 
(i) la structure 6 est une arborescence Husimi dont les figures sont des ordres linbaires 
orientbs vers la racine p(6) (un cycle de Iongueur 1 de C(fl)) tels que 
(i.1) si m=2k+ 1, chaque ordre o3 est de longueur 2k+ 1 ou k+ 1, ce dernier cas ne 
pouvant se produire que si la longueur des cycles utilisi~s pour le construire est paire. 
Si o3 est un ordre de longueur 2k + 1 alors les 2k premiers cycles le constituant sont de 
longueur i >~ 1 et le maximum de o3 est de longueur divisant i. De plus, si C est l'iAbment 
minimum de o3 et si Den  est le 2k-ikme, on a min(C)<min(D). 
Si o3 est un ordre de longueur k + 1 alors les k premiers cycles dans o3 sont de longueur 
2i, pour un certain i>~ 1, et celle du maximum de o3 divise i. 
(i.2) si m=2k,  ces ordres o3 sont de Iongueur 2k ou k. 
Si o3 est de lon queur 2k, les 2k -  1 premiers cycles de o3 sont de longueur i <~ 1 et le 
maximum de longueur divisant i. Si C est rklkment minimum de o3 et si Den  est le 
(2k--1)i+me, on a aussi min(C)<min(D). 
Si o3 est de longueur k alors minimum de o3 est de longueur i >~ 1, le maximum de 
longueur divisant i et les k -2  cycles qui restent de longueur 2i. 
(ii) la structure A est une fonction qui assigne h tout cycle CeC(f l )  un singleton 
arbitraire contenu dans succo(C). 
A l'aide de ce th6or6me, nous passons maintenant fi l'6num6ration des structures de 
Sim(Hupm, fl). Nous distinguons les cas off m est impair (m= 2k+ 1) et pair (m= 2k). 
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Les arborescences 2k + 1-Husimi: En g6n6ral, on doit imposer des conditions ur le 
type de la permutation f pour que cette dernidre fixe un nombre non-nul de 
m-arborescences. Dans le cas off m = 2k + l, elles s'expriment de la mani6re suivante: 
f l  --- lmod (2k), 
f2~+1-0mod(2k), j>0 ,  (5) 
flEj=-Omod(k), j>O. 
Proposition 5. Soit m=2k+ 1. Soit f6S .  une permutation de type ( f l , f2  . . . . .  fin)" Si, 
pour tout i, fli remplit la condition donnbe par (5) alors le terme fix(Hup= [-fl]) est donnO 
par l'expression suivante et est nul sinon: 
2[(f~ 71)/2k]! 
n ,2,+,, (,2,+) ( < .i>~1 (f2)+x/2k)! - ~)2k-1 IJ~,+,/Zk \<lJ~,+,/2k)-I 
dl2j+ 1 dl <2j+ 1 
[flzj/2k] 
fafi(2j)P=,{1- l/k~j, (~_, \{13=,lk>- =, H Z v dfd) 
j~ l  r=O 
\d[ 2j / \ dl 2j 
oh le symbole dl<2j+ 1 signifie que dl2j+ 1 et d<2j+l .  
(6) 
Preuve. Consid6rons d'abord le cas des cycles de longueur impaire 2j + 1 de ft. D'apr6s 
le th6or6me 4, ces cycles ne peuvent 6tre utilis6s que pour former des (2k + 1)-gones de 
type A2. Fixons j > 0. 
On partitionne d'abord l'ensemble C2j+ 1 (fl) en f2j+ ~/2k families de 2k cycles. Avec 
chacune de ces familles on construit ensuite une chaine de longueur 2k. Cela se fait de 
(ifl2j+ f12j+l! ,/2k) X((2~)!) 32s+l/2k 
/2k)! [(2k)!]P2J+ (7) 
mani6res distinctes. Le nombre de faqons de d6finir la fonction A sur ces cha/nes ans 
les fermer (i.e. sans la d6finir sur les 616ments maximaux) est de 
(2j+ 1) (2k- 1)(//2~+ 1/2k) (8) 
Il reste fi fermer ces diverses chaines convenablement.Dans ls fl2j+ a/2k chaines que 
nous venons de construire on en choisit q, O<~q<~fl2j+~/2k, fi qui on impose la 
condition d'6tre ferm6s sur des cycles de longueur 2j+ 1 uniquement. Nous les 
appelons des chaines rigides. Les (fl21+ l/2k)--q qui restent doivent 6tre ferm6s dans 
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des cycles de longueur divisant 2j + 1 et de longueur strictement plus petite que 2J + 1. 
Ce sont des chaines flexibles. 
On obtient alors une for6t de (fl2j+l/2k)-q arborescences (construite sur 
l 'ensemble des fl2j+l/2k cha~nes) enracinees aux (fl2~+l/2kj-q chaines flexibles. 
Puisqu'il y a, une fois les racines d6termin6es, 
(/~2j + 1/2k) q -q(fl2d + 1/2k) q - 1 
for4ts de ce genre (voir [13] ), le nombre de manihres de fermer les m-gones construits 
sur l 'ensemble des cycles de longueur 2j + 1, en incluant Io nombre de faqons distinctes 
d'y dhfinir la fonction A est de 
fl2j + l/2k 
q=O 
~x~(fl2j+ 1/2k)--q 
[2k(2j+ 1)] q Z dfld) • (9) 
dl< 2j+ 1 
En multipliant (7), (8) et (9) on obtient la seconde ligne de (6). 
Passons au cas des cycles de longueur 2j. Ici la construction est plus 61abor6e. En 
effet on peut maintenant obtenir des m-gones quotients de types A1 et Az. 
On commence par choisir r families de 2k cycles dans Cz~(fl) avec lesquels on 
construit des chaines de longueur 2k (de type Az). Les f l2 j -  2rk cycles qui restent sont 
alors utilis6s pour former (fl2i/k)- 2r ordres lin6aires (de type A1) comportant  k cycles 
chacun. En tenant compte des choix possibles pour A dans ces constructions, on a 
Lflzj/ZkJ . 
r~o \2rk] r![(2k!)]'((fl2/k)-2r)! ((2J)~k - - tlO) 
mani~res de les obtenir. I1 ne reste plus qu' ",i fermer ces chaines et ordres lin6aires. 
Pour les ( ( f l2 /k) -2r )  ordres lin6aires, on a 
\ ( f l z j /k )  - 2r 
IJ 
choix pour le faire alors que pour les chaines, qui peuvent OtreJormbes dans les ordres 
linbaires que nous venons de construire, on d6nombre plut6t, 
(rq-qrq-X)(4kj)" (2kj)((f lzjk)-Zr)+ Z dfla . [12) 
q=O dl <2j  
En multipliant les r6sultats trouv6s en (10), (11) et (12) on obtient la derni6re ligne de 
(6). Une fois la racine choisie, le cas des cycles de longueur 1 se traite de la m6me 
mani6re que le cas impair. On obtient alors la premiere ligne de (6). [] 
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Les arborescences 2k-Husimi:  Lorsque rn=2k (k> 1), une arborescence quotient est 
constitu6e de structures quotients de type B1 ou B2. Comme nous l'avons indiqu6 au 
th6or6me 4, celles de type B1 sont construites avec des cycles de deux longueurs 
diff6rentes. Les conditions que l'on doit alors imposer sur la permutation fl pour que 
f ix (Hup, ,E f l ] )  soit non-nul sont nettement plus 61abor6es que dans le cas oti m est 
impair. 
Consid6rons une permutation t iES,  de type la~2 #~ ... n a". Cette permutation se 
dbcompose de mani6re unique en une suite de permutations (fill, flf 3, fll 5 .... ), indic6e 
par les entiers impairs (positifs) o6, pour tout j, fllJ est l'unique sous-permutation de
fl de type suivant, 
fllJ l-JaJ(2J) #2J(22j)#j: ''" (J2 ~J)&2~" (13) 
off 2j = 2j(fl) est maximal. Nous appellerons la suite (ill I, fll 3,  fl] 5 . . . .  )la dbcomposition 
impaire de ft. 
Fixons j, un entier impair. Consid6rons la sous-permutation flli telle que nous 
venons de la d6finir et examinons les constructions possibles que l'on peut faire avec 
les cycles de longueur maximale j2 aj dans fllJ. 
Supposons que l'on veuille, avec ces cycles de longueur maximale, construire 
i~,xj 2k-gones de type B2, pour un certain entier ij, x~. On choisit d'abord ij, a~ (2k-  1) 
cycles dans l'ensemble des flj2~j cycles de fl de longueur j2 ~j. Cela n'est 6videmment 
possible que si la condition suivante st respect6e, 
fl~2~, >1 ij, ~, (2k - 1). (14) 
Les flj2~,>~i~,a~(2k-1) cycles qui restent devront servir ~i la construction d'ordre 
lin6aires de type B1 de longueur k -  1. On obtient alors une condition sur i j, ~j relative- 
ment ~ flj2~,, ~t savoir 
flj2~, - ij, xj (2k -  1) mod k -  1. (15) 
Posons 
flj2 ~, - i j, zj (2k - 1) (16) 
R j, aj - k - 1 
Le nombre Rj,~: est le nombre d'ordres lin6aires du genre B1 ayant comme minimum 
un cycle de longueur j2 a~-l, les k -2  cycles le suivant 6tant de longueur j2~J. Une 
troisi6me condition appara~t alors: 
flj2~, - 1 >~ R~, ~j. (17) 
Nous venons d'obtenir trois conditions (14), (15), (17) sur la permutation fl n6ces- 
saires pour obtenir un nombre non-nul d'arborescences 2k-Husimi fix6es par ft. 
Posons fl*2,,_ 1 = flj2~,-~ -R  j, ~.  Pour continuer la construction des structures quo- 
tients tel que nous venons de le faire nous devons maintenant envisager la sous- 
permutation fit* extraite de fllJ ~ qui on a enlev6 les cycles de longueur maximale j2 aJ 
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de m6me que les Rj, kj cycles de longueur j2 k~-I n6cessaires fi la construction des 
ordres lin4aires. On se retrouve alors au point de dhpart avec une permutation 
ill* de type 
ill* HJPJ(2J)lS~J(22,j)ns2~"" (J2k~- 1)tl~zj- 1. 
En it6rant ce processus, on obtient les conditions n6cessaires et suffisantes pour 
avoir un nombre non-nul de Hupm-structures fix6es par ft. C'est l'objet du prochain 
lemme. 
Lemme 6. Soit fl une permutation de [n] de dbcomposition tmpaire (fil l, fll 3, fll 5 . . . .  ) Oh, 
pour tout entier j impair, le type de fllJ est donnk par (13). Pour tout p, 0~<p~<2j, soit 
i j, k j -p  le nombre de cycles choisis dans Cs2~,_o pour constituer des 2k-gones quotients de 
type B 2. Posons  f l jEa--f l j2,.  Les conditions nbcessaires et suffisantes pour que le terme 
fix(HUpzk[fl] ) soit non-nul sont alors que pour tout entier j impair il existe un 
(2j + 1)-uplet de nombres (is, o, i j, 1 . . . . .  ij, k j) satisfaisant, pour tout p, 0 <~ p <<. 2 j -  l, ce qui 
suit: 
* >,  
flS2:'- p ~" b, ks- p (2k - 1), 
fl*2 ~, o=--iS, k jo (2k  - 1)mod(k-  1), 
fls2 ~,- p -  1/> Rs, ks- p, 
oh Rj, kj-  p et  flj2a,- p-1 sont dbfinis (r&'ursivement) par 
f l~j  ,-- i j ,  kj_o(2k -- 1) 
RJ ' ;b - ° -  k -  1 ' 
f l j2  ~, p i - -  * • - -  f l j2z , - .  -, - -  Rj  ks- p,  
jusqu' il fl* oi~ on a alors 
fl~<=~is, o (2k -1) ,  j> l ,  
J (ij, o(2k- 1)+ 1, j= l .  
Propos i t ion  7. Soit m=2k, k~>2 et fl une premutation de type ( f l l , f l2  . . . . .  fin)" Le terme 
fix(Hupm [fl]) est donnb par l 'expression suivante: 
kj r[( fl*2o ")(j2Q(2k-2)i,,o((2k--l!')Ow [(2k-- l)ij, p]! 
J_~\(2k-- 1)is, o/ 2 ij, p! [(2k-- 1)!] ix'' 
H E ft*E,+,-(2k - Dis,.+ ,] ' ((j2 "+ ,)(k- 2)/2.)., .... 
~=0 \R J ,~+l l  
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).j 
( ( " I t I - I1E  ~ lJ't-1 ,~(t) n(t) n(t) ,~(t) n(t) a(t) 
= s~>O : gO)~l l 'W12 '~421 '~22 ~ ' ' ' , , ' / s l~s2~/  
oh 
Rj't t 
h(ot),l,(') h(') h(t) h(') h(o h~t)2, 
'~11 ' "12 ' "21 ' -22 ,  " ' "  , " s l '  
to + hit) .+ o) 
~#n +hn (gq- )  (h~_ ~) (jU 1)ij . . . .  +R . . . . . . .  +h .... Y,~ (" (t)I~=l t} @q . . . . .  q2 hq2 . . . . .  o o, [ (2k - l ) ]  
\o~'+hg' 
,+ Z d[ <j2 t - I 
(18) 
(i) pour tout j impair, la premiere somme parcourt rensemble de tous les  2:up lets  
(ij, o, ij, 1 . . . . .  ij, a~) qui satisfont les conditions du lemme (6), 
(ii) fl*z,= fl~ - 1 si j=  1, z=0 et fl*2~= fl*2~ sinon (les termes 'bar' flj2 ~ sans btoile sont 
d~finis de mani&e analooue), 
(iii) la somme ' ~"  parcourt l 'ensemble des couples de 2s + 1-uplets 
l,.t(t) .~(t) /7(t) a(t) ,~(t) ,~(t) ,~(t)), ih(t) h(t) h(t) h(t) lo(t) h(O h(t))),  s~O,  
~'0  'o '11 '~12 '~21 '~22 '  " ' ' '~s l ,~s2  ' , "0  ' '~11 ' "12 ' "21 ' "22~' ' ' ' " s l ' " s2  
n (t) -4- h(t) ~ 1. tels que pour 1 <.i<.s, .,a!°=g(t)+g i2 hi(t)-h(t)-l-h(t)- il - i2  et, pour O<.i<.s, oj _ _s  .. 
(iv) pour tout j, R),o=0 et si j=  l et t= l ,  la derni&e ligne de (18) vaut I. 
Preuve. La preuve de cette proposition est semblable fi celle de la proposition 5. Les 
deuxi6me t troisi6me lignes de (18) donnent le nombre de mani6res de construires les 
m-gones quotients de type B1 et Bz en tenant compte des choix de A possibles. Les 
deux suivantes 6num6rent des forats bicolor6es aux sommets pond6rds par la longueur 
des cycles les constituant. Ces poids indiquent le nombre de choix possibles de d6finir 
la fonction A sur les sommets qui ne sont pas racines de ces for6ts. La derni6re ligne 
donne le nombre de mani6res de fermer ces forats bicolor6es. Le terme qui apparait en 
premi&e ligne traite le cas des for~ts de cycles de longueurj2 ~s off 2~ est maximal. [] 
3. Table numerique 
La table 1 pr6c6dente a 6t6 calcul6e fi raide des formules (6) et (18) en utilisant le 
syst6me de calcul symbolique Maple. Nous ravons v6rifi6e avec le programme 
Darwin [1] en usant de l'6quation combinatoire implicite 
A =XExp(C , . _ I (A ) ) ,  (19) 
off C,,-1 est resp6ce des chaines de longueur m-1 .  L'6quation (19) caractdrise 
enti+r6ment l'esp~ce des arborescences m-Husimi, Hup,., qui en est la solution 
(m~> 2). 
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Table 1 
Le nombre  d 'a rborescences  m-Hus imi  invar iantes  
sous  l 'ac t ion  d~une permutat ion  donn~e.  
Partages m=3 m=4 m=5 m=6 m=7 
[1] 
[3,0,01 
[1,1,0] 
[0,0,1] 
[4,0,0,01 
[2,1,0,0l 
[1,0,1,0] 
lO,2,o,o1 
[0,0,0,1[ 
[5,o,o,o,o] 
[3,1,o,o,o] 
[2,o,l,o,o1 
[1,2,0,0,0] 
[1,0,0,1,0] 
[0,o,o,o,o,o1 
[4,1,o,o,o,o] 
[3,0,1,0,0,01 
[2,2,o,o,o,ol 
[2,0,0,1,0,0] 
[1,1,1,0,0,01 
[1,0,0,0,1,01 
[r,o,o,o,o,o,ol 
[5,1,o,o,o,o,ol 
[4,O,l,O,O,O,O] 
[3,2,o,o,o,o,o1 
[3,o,o,l,O,O,Ol 
[2,1,1,o,o,o,o] 
[2,o,o,o,l,O,Ol 
[1,3,o,o,o,o,o1 
[1,1,0,1,0,0,01 
[1,o,2,o,o,o,o] 
[1,0,0,0,0,1,01 
1 1 
3 
1 
0 
12 
2 
0 
0 
0 
75 
9 
0 
3 
1 
5145 4410 
375 300 
0 0 
45 18 
9 0 
0 0 
0 0 
19 12 
3 2 
3 0 
1 0 
60 
0 
0 
4 
0 
360 
0 
0 
8 
0 
0 
0 
1 1 
2520 
0 
0 
0 
0 
0 
0 
24 
0 
0 
0 
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4. Les arbres m-Husimi 
Comme pour ies arbres ordinaires, tout arbre Husimi h poss6de un centre qui est 
soit un sommet, soit un polygone de h. On peut l'obtenir en '6mondant' h,c'est-fi-dire 
en 61iminant successivement tousles polygones pendants de h. La figure ou le point 
que l'on obtient fi la fin de ce proc6d6 est le centre de h. 
Si l'arbre h est fixe sous l'action d'une permutation donn6e, alors son centre l'est 
aussi, que ce soit de mani6re ponctuelle ou non. On en d6duit la proposition suivante. 
Proposition 8. Soients s, met k des entiers positifs tels que k divise m. Soit m/k = d et 
fl une permutation de type kak2k & .. . .  sk p'k telle que flk>~m/k. On a 
1 
f ix(nupm[fl]) si k= 1, 
f ix(Husm[fl])= t~jj(fldk)f)(d)ga(k)k'°'-' ~ I  ( fl* ) 
i i=1  r i , l ' r i ,2 ' ' " ' r i ,  d 
d 
x 11 fix(Hupm[1 rl'J 2'2'J "" srs'i]) 
j= l  
si k>l ,  
(20) 
oil la somme est indicbe par les matrices d'entiers rlj>~O, 1 ~ i~s ,  1 <~j<~d, p est la 
fonction indicatrice d'Euler, Jill =Y;= 1 fllk, ~ est dbfinie par 
1 si d~2, 
f~(d)= (d -  1)!/2 autrement, 
et oh 
~ flik--d si i= l, 
fl~k = ( f l ik  autrement. 
Preuve. Lorsque k = 1 la permutaion fl poss6de au moins un point fixe. Si on construit 
un arbre Husimi invariant sous Faction de fl et si on identifie un de ces points fixes, on 
obtient une arborescence m-Husimi fix6e par ft. R6ciproquement, toute arborescence 
h~Fix(Hupm[fl]) d6finit une Fix(Husm [fl])-structure lorsqu'on oublie d'en distinguer 
la racine. 
Soit k> 1. Pour fabriquer un arbre ~Fix(Husm[f l ] )  on choisit d'abord d cycles 
dans Ck(fl) pour constituer le centre de cc I1 y a 
mani6res de construire ce m-gone central. 
Puis on partitionne les cycles qui restent end familles (possiblement vides) que l'on 
associe aux d cycles centraux. C'est ce qui explique la pr6sence du produit des 
multin6mes dans (20). 
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Pour  chacune des d sous -permutat ions  de /3  que nous  avons  ainsi  d6terminbes ,  on 
const ru i t  ensu i te  une arborescence  m-Hus imi  laiss6e fixe par  cette sous -permutat ion .  
I1 y a en tout  (avec les r V fix6s) 
~ f i x  (Hup. , [ l  .... ' ,2  '2'~ . . . . .  s ' " J ] )  
1=i 
maniSres  de const ru i re  ces a rborescences  m-Hus imi .  
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