Every subarrangement of Weyl arrangements of type B ℓ is represented by a signed graph. Edelman and Reiner characterized freeness of subarrangements between type A ℓ−1 and type B ℓ in terms of graphs. Recently, Suyama and the authors characterized freeness for subarrangements containing Boolean arrangements satisfying a certain condition. This article is a sequel to the previous work. Namely, we give a complete characterization for freeness of arrangements between Boolean arrangements and Weyl arrangements of type B ℓ in terms of graphs.
Introduction
A (central) hyperplane arrangement in a vector space is a finite collection of vector subspaces of codimension one. In this article, we are mainly interested in the sudy of freeness of arrangements (see Section 2 for definitions and basic properties). An arrangement consisting of the reflecting hyperplanes of a Weyl group is called a Weyl arrangement. Saito [8, 9] proved that every Weyl arrangement is free. However, no complete characterizations of freeness for Weyl subarrangements are known except for type A. Weyl subarrangements of type A are represented by simple graphs and their freeness is characterized in terms of simple graphs (see Section 2) . In a similar way, Weyl subarrangements of type B are represented by signed graphs.
In this article, a signed graph is a pair G = (G + , G − ) in which G + = (V G , E + G ) and G − = (V G , E − G ) are simple graphs on a common set of vertices V G . Notice that we do not consider graphs with loops, half edges and so on. See [14] for a general treatment of signed graphs. Elements in the set E + G (respectively E − G ) are called positive (respectively negative) edges. Edges are sometimes called links.
Let K be a field of characteristic zero. For each signed graph G on the vertex set {1, . . . , ℓ}, we define the signed-graphic arrangement A(G) in the ℓ-dimensional vector space K ℓ by
where (x 1 , . . . , x ℓ ) denotes a basis of the dual space (K ℓ ) * and, for each linear form α ∈ (K ℓ ) * , {α = 0} denotes the hyperplane Ker(α) in K ℓ . Note that, in [2, 3, 12] , the authors considered signed graphs with loops and associated to each loop the corresponding coordinate hyperplane. In this article, however, we will always assume that every signed-graphic arrangements contain all the coordinate hyperplanes.
Edelman and Reiner [3, Theorem 4.6] characterized the freeness of Weyl subarrangements between type A ℓ−1 and B ℓ in terms of graphs. Bailey [2] characterized the freeness of signed-graphic arrangements for some cases. Suyama and the authors characterized the freeness of signed-graphic arrangements corresponding to graphs in the case G + ⊇ G − as follows (1) G is balanced chordal.
(2) A(G) is divisionally free.
Note that the condition (2) in Theorem 1.1 is omitted in [12, Theorem 1.4] . However, the verification of freeness was obtained via Abe's division theorem, and therefore the condition (2) is also equivalent to the other two conditions.
The main result of this article is a generalization of Theorem 1.1 as follows. Note that a signed-graphic arrangement A(G) is a Weyl subarrangement of type B containing a Boolean arrangement, and vice versa, where a Boolean arrangement is an arrangement consisting of the coordinate hyperplanes {x i = 0}. Theorem 1.2. Let G be a signed graph. Then the following conditions are equivalent:
(1) G satisfies the following three conditions:
(II) G has no induced subgraphs isomorphic to unbalanced cycles of length three or more. (III) G has no induced subgraphs which are switching equivalent to the graph in Figure 1 .
The organization of this article is as follows. In Section 2, we review basic properties of freeness of hyperplane arrangements and we recall several results on graphic and signedgraphic arrangements. Moreover, we present necessary conditions for the freeness of a signed-graphic arrangement and we prove the implication (3) ⇒ (1) of Theorem 1.2. In Section 3, we introduce a way to construct another signed graphG from a signed graph G. The signed graphG satisfies the propertyG + ⊇G − and hence we may apply Theorem 1.1 toG. In Section 4, we prove Theorem 1.2 in the caseG + is complete. In Section 5, we prove a key lemma which states that if G satisfies the conditions (I)(II)(III), thenG is balanced chordal. This section is an essential part of this article. In Section 6, we prove the implication (1) ⇒ (2) of Theorem 1.2 and complete the proof of our main result.
Preliminaries

Hyperplane arrangements
Let K be an arbitrary field, A a central arrangement in the ℓ-dimensional vector space K ℓ . Our main reference on the theory of hyperplane arrangement is [7] . Define the set L(A) by
Note that when B is empty, the intersection over B is the ambient vector space K ℓ . For subspaces X, Y ∈ L(A), we define a partial order ≤ by the reverse inclusion, i.e., The characteristic polynomial χ(A, t) of A is defined by
Let S be the ring of polynomial functions on K ℓ and Der(S) the module of derivations of S. Namely,
Define the module of logarithmic derivations by
where α H ∈ (K ℓ ) * denotes a defining linear form of a hyperplane H ∈ A. Note that D(A) is a graded S-module. Definition 2.1. An arrangement A is said to be free if D(A) is a free S-module.
For each hyperplane H ∈ A, we define the restriction A H by
Note that A H is an arrangement in H. There are several beautiful results on free arrangements. The following results will played an important role in [12] . (2) If there exists H ∈ A such that A H is divisionally free and χ(A H , t) divides χ(A, t), then A is divisionally free.
Another important notion in the theory of arrangements is supersolvability. We say that A is supersolvable if the intersection lattice L(A) is supersolvable, that is, there exists a maximal chain of L(A) consisting of modular elements (see [10] for more details). It is well known that every supersolvable arrangement is (divisionally) free (see [6, 
Simple graphs and graphic arrangements
Let G = (V G , E G ) be a simple graph. Given a subset W ⊆ V G , let G[W ] denote the induced subgraph on W . A chord of a cycle in G is an edge connecting two nonconsecutive vertices of the cycle. We say that G is chordal if every cycle of length four or more has a chord. A vertex of G is called simplicial if its neighborhood is a clique, i.e., a complete subgraph. An ordering (v 1 , . . . , v ℓ ) of the vertices of G is called a perfect elimination ordering if v i is simplicial in the induced subgraph G[{v 1 , . . . , v i }] for each i ∈ {1, . . . , ℓ}.
For a simple graph G on the vertex set {1, . . . , ℓ}, we define the graphic arrange-
Note that if we identify a simple graph G on ℓ vertices with a signed graph (G, K ℓ ), where K ℓ denotes the edgeless graph on ℓ vertices, then the graphic arrangement A(G) coincides with the signed-graphic arrangement A(G, K ℓ ).
Characterizations of freeness of graphic arrangements are well known as follows. (1) G is chordal.
(2) G has a perfect elimination ordering.
Together with chordal graphs, there is another important family of graphs.
Definition 2.5. Threshold graphs are defined recursively by the following conditions:
(1) The single-vertex graph K 1 is threshold.
(2) If G is threshold, then the graph obtained by adding an isolated vertex to G is threshold.
(3) If G is threshold, then the graph obtained by adding a dominating vertex to G is threshold, where a vertex is said to be dominating if it is adjacent to the other vertices.
The degree of a vertex v of G, denoted deg G (v), is the number of vertices adjacent to v. An ordering (v 1 , . . . , v ℓ ) of the vertices of G is called a degree ordering
Note that if G is threshold, then we have either v 1 is dominating or v ℓ is isolated in every degree ordering.
Threshold graphs can also be characterized by forbidden induced subgraphs. . A simple graph G is threshold if and only if G is (2K 2 , C 4 , P 4 )-free, that is, G has no induced subgraphs isomorphic to these three graphs (see Figure 2 ).
Signed graphs and signed-graphic arrangements
Given a signed graph G and a subset
We use brackets for describing the negative parts of paths and cycles (see Figure 3 for examples).
A chord of a cycle is an edge between two non-consecutive vertices in the cycle. A cycle C is called balanced if C has an even number of negative edges, otherwise C is called unbalanced. A balanced chord of a balanced cycle C is a chord which separates C into two balanced cycles. Definition 2.7. A signed graph G is said to be balanced chordal if every balanced cycle of length at least four has a balanced chord.
Balanced chordality is a generalization of chordality of simple graphs. Namely, if G is a chordal simple graph on ℓ vertices, then the signed graph (G, K ℓ ) is balanced chordal. We have the following proposition describing the relation of such graphs with freeness. As for the concept of balanced chordal signed graphs, also the notion of simplicial vertices can be generalized to signed graphs. Remark 2.11. Note that a vertex is link simplicial if and only if it is bias simplicial (or signed simplicial) in the signed graph with a loop at every vertex (see [15, 12] ).
Zaslavsky completely characterized supersolvability of signed-graphic arrangements. However, we need only the following result in this article.
(G)
H is again a signed-graphic arrangement, that is, we may define the contraction G/e such that A(G/e) coincides with A(G)
H .
Proposition 2.13. Let G be an unbalanced cycle of length three or more. Then A(G) is non-free.
Proof. We proceed by induction on the length ℓ of the cycle G. First assume that ℓ = 3. Then the characteristic polynomial is
By Terao's factorization theorem [13] , we have A(G) is non-free. Now suppose that ℓ ≥ 4. Assume that A(G) is free. Fix an edge e and let H be the corresponding hyperplane. Since G \ {e} has a link elimination ordering, the deletion A(G) \ {H} is supersolvable by Proposition 2.12. Using the restriction theorem [7, Corollary 4 .47], we have that A(G)
H is free. However, since G/e is an unbalanced cycle of length ℓ − 1, by the induction hypothesis, A(G)
H is non-free, which is a contradiction. Thus A(G) is non-free.
A switching function ν of a signed graph G is a function ν : V G → {±1}. The signed graph switched by ν is a signed graph G ν consisting of the following data:
We say that G and G ν are switching equivalent.
Remark 2.14. Note that freeness of signed-graphic arrangements is stable under switching.
Proposition 2.15. Let G be the signed graph in Figure 1 . Then A(G) is non-free. 
The graphG
In this section, we will describe how to construct a new signed graphG from a given signed graph G. Furthermore, we will investigate the properties ofG. This new graph will play an important role in this article.
Note thatG + is the underlying simple graph of G andG − is the simple graph consisting of the double edges of G. ThereforeG satisfiesG + ⊇G − . Furthermore, we obtain the graphG by replacing the single edges of G with single positive edges. Hence, for any switching function ν, G and G ν yield the same graphG. However, G andG are not switching equivalent in general (see Figure 4) .
Proposition 3.2. If a signed graph G satisfies (I) and (II), thenG
+ is chordal.
Proof. Let C be a cycle ofG + of length at least four. Let C ′ be a cycle of G corresponding to C. It suffices to show that C ′ has a chord since every chord of C ′ leads a chord of C. If C ′ is unbalanced, then C ′ has a chord or admits a double edge by (II). When the latter holds, we obtain a balanced cycle by changing the sign of the double edge C ′ . Hence we may assume that C ′ is balanced. By (I), we have that C ′ has a chord.
Proposition 3.3. Let G be a signed graph. Then a link-simplicial vertex in G is link simplicial inG. Moreover, when G has no induced subgraph isomorphic to an unbalanced triangle, a link-simplicial vertex inG is link simplicial in G.
Proof. First we assume that v is link simplicial in G and prove that v is link simplicial iñ G. Take edges e, e ′ ofG incident to v such that the other endvertices u, u ′ are distinct. If e or e ′ is double, then there exists a double edge between u and u ′ since v is a link-simplicial vertex of G. Therefore we may choose a edge forming a balanced triangle with e, e ′ . Now we assume both of e and e ′ are positive single edges. Then we have a positive edge inG since v is link simplicial in G and this edge forms a balanced triangle with e, e ′ . Next suppose that G has no induced subgraph isomorphic to an unbalanced triangle and take a link-simplicial vertex v inG. We prove that v is link simplicial in G. Let e, e ′ are edges of G incident to v such that the other endvertices u, u ′ are different. If e or e ′ is double, we may prove the assertion in a similar way above. Suppose that both of e and e ′ are single. Since v is link simplicial inG, there exists an edge e ′′ of G between u and u ′ . If e, e ′ , e ′′ form an unbalanced triangle, then e ′′ is double since G has no induced subgraph isomorphic to an unbalanced triangle. Thus we obtain an edge forming a balanced triangle with e and e ′ . Therefore v is link simplicial in G.
The caseG
+ is complete
In this section, we consider the case thatG + is complete. 
Proof. Assume thatG
− is not threshold. ThenG − has an induced subgraph H isomorphic to 2K 2 , C 4 , or P 4 by Theorem 2.6. Let V H = {a, b, c, d} be the vertex set of H.
First suppose that H = 2K 2 . We may assume that {a, b} and {c, d} are the edges of H. In other words, {a, b} and {c, d} are the double edges of G[{a, b, c, d}]. By switching, we may assume that {a, d} and {b, c} are single positive edges. Considering the balanced cycles abcda and [ab] [cd]a, by the conditon (I), we may assume that {a, c} is a single positive edge and {b, d} is a single negative edge, which contradicts to the condition (III).
Next suppose that H = C 4 and that {a, b}, {b, c}, {c, d}, {d, a} are the double edges of G[{a, b, c, d}]. By switching, we may assume that the single edges {a, c} and {b, d} are positive. Consider the balanced cycle [ab] [cd]a, we have that {a, c} or {b, d} is negative, which is a contradiction. The case H = P 4 is similar. Thus the assertion holds.
We are now ready to prove Theorem 1.2 in the case thatG + is complete. (1) G has a link elimination ordering. ordering (v 1 , . . . , v ℓ ) is a degree ordering ofG − . We proceed by induction on ℓ. The case ℓ = 1 is trivial. Assume that ℓ ≥ 2. It is sufficient to prove that v ℓ is a link-simplicial vertex of G.
First assume that v ℓ is isolated inG − . Then v ℓ is connected to the other viertices with single edges in G. Take distinct two single edges {v i , v ℓ } and {v j , v ℓ }. SinceG + is complete and the induced subgraph G[{v i , v j , v ℓ }] is not isomorphic to a unbalanced cycle by the condition (II), we have that {v i , v j } is a double edge or G[{v i , v j , v ℓ }] is a balanced triangle. In both cases, the vertex v ℓ is a link-simplicial vertex of G.
Next we suppose that v ℓ is not isolated inG − . SinceG − is threshold, v 1 is a dominating vertex ofG − . In other words, v 1 is connected to the other vertices by double edges in G. By the induction hypothesis v ℓ is link simplicial in G[{v 2 , . . . , v ℓ }]. Therefore v ℓ is link simplicial in G.
Balanced chordality ofG
This section is devoted to prove the following crucial lemma.
Lemma 5.1. If a signed graph G satisfies the conditions (I) (II) (III), thenG is balanced chordal.
In order to prove the previous lemma, we need the following proposition. Proposition 5.2. Suppose that G is a signed graph satisfying the conditions (I) (II) (III) and let C be a cycle of G of length four or more admitting two double edges. Let A, B be the vertex sets of the connected components of the graph obtained by removing these double edges from C. If C has no chords connecting vertices in both A and B, then C has a double chord between a vertex in A and a vertex in B.
Proof. We will show the assertion by induction on the length of C and separate the cases. Without loss of generality, we may assume that all the edges of C are positive by switching. We label the vertices of C as shown in Figure 5 Case 1. Assume that |A| = 1 (Figure 6a ). By induction, we will show that every chord Figure 5 : The cycle C with the double edges Next, we assume that s ≥ 4. By the condition (I), we obtain a positive chord {a 1 , b i } for some i ∈ {2, . . . , s − 1}, which separates our cycle C into two smaller cycles. By the induction hypothesis, we may conclude that the assertion is true. 
, we obtain a balanced chord. If one of the endvertices of this chord is a 1 , then this chord is negative and hence we have a double chord. Therefore we may assume that there is a positive chord between a 2 and a vertex in B. Let {a 2 , b m } be We may assume that one of the endvertices of this chord is b 1 and take the positive chord {a n , b 1 } such that n ≤ m and n is maximal (Figure 7a ). The balanced cycle a n b 1 · · · b s a m · · · a n is of length four or more and hence we obtain a desired positive chord {a, b}. Using the balanced cycle [
way. If the positive chord {a, b} and the negative chord {a ′ , b ′ } coincide, then this is a desired double chord. Otherwise, the positive chord {a, b}, the negative chord {a ′ , b ′ }, the path between a and a ′ , and the path between b and b ′ form an unbalanced cycle (Figure 7b) . If the length of this unbalanced cycle is four or more, then it has a chord by Proposition 3.2. This chord separates the unbalanced cycle into smaller balanced and unbalanced cycles. Applying the same argument to the smaller unbalanced cycle one after another, we obtain a unbalanced triangle T consisting of a positive and a negative chords of C and an edge e lying in A or B. If one of these two chords is double, then this is a desired double chord. Hence we may assume that e is double by the condition (II).
If |A| = 2 and e = {a 1 , a 2 }, then we have a double chord by Case 3. Hence we may assume that |A| ≥ 3 or the edge e lies in B. In both cases, without loss of generality, we may assume that the vertex set of T is {a i , b j−1 , b j } for some i ∈ {1, . . . , r} and j ∈ {3, . . . , s} by symmetry (Figure 7c) . Let m be the minimal number such that the chord {a m , b j } exists. By switching, we may assume that this chord is positive. The balanced cycle a 1 b 1 · · · b j a m · · · a 1 is of length four or more and satisfies the hypothesis of this proposition. By the induction hypothesis, this cycle has a double chord, which is a desired double chord of C.
Proof of Lemma 5.1. Let C be a balanced cycle ofG of length at least four. If every edge of C is positive, then C has a positive chord by Proposition 3.2. Hence we may assume that C has at least two negative edges. Let C ′ be a cycle of G corresponding to C. Since C has at least two negative edges, the cycle C ′ admits at least two double edges. Hence we may assume that C ′ is a cycle as shown in Figure 5 . Without loss of generality, we may assume that |A| ≤ |B|.
Let C ′′ be a cycle of G on the vertices a 1 , b 1 , a r , b s , and some vertices in A and B such that there is no chord lying in both A and B. Suppose that the length of C ′′ is three. This happens only when |A| = 1 and C ′′ is a cycle on the vertices {a 1 , b 1 , b s }. The edge {b 1 , b s } leads a positive chord of C. Therefore we may assume that the length of C ′′ is at least four. By Proposition 5.2, the cycle C ′′ has a double chord between a vertex in A and a vertex in B, which is also a double chord of C ′ . Choosing a sign of the corresponding double chord of C, we may say that C has a balanced chord. ThusG is balanced chordal.
Proof of Theorem 1.2
The following two propositions played a key role in [12] . (ii) There exist induced subgraphs G 1 and G 2 such that G 1 ∪ G 2 = G and G 1 ∩ G 2 = ±K n , where ±K n denotes a signed graph on n vertices with all possible edges, which is called the complete signed graph. (1) (G/e) + ⊇ (G/e) − and G/e is balanced chordal.
(2) χ(A(G/e), t) divides χ(A(G), t).
Making use of Proposition 3.3 and Lemma 5.1, we obtain the following lemma.
Lemma 6.3. If a signed graph G satisfies the conditions (I) (II) (III), then the condition (i) or (ii) in Proposition 6.1 holds.
By Lemma 6.3, we can prove the following lemma in a completely similar way to the proof of Proposition 6.2.
Lemma 6.4. If a signed graph G satisfies the conditions (I) (II) (III), then there exists an edge e satisfying the following conditions:
