Solar radiation is the main meteorological element required for crop yield simulation. However, it is not widely measured as air temperature and rainfall. This study evaluated some temperature-based solar radiation models for estimation of daily solar radiation (Rs), and how the estimates may affect soybean yield potential. The evaluated models were Annandale (AN), Hargreaves (HA), Modified Hargreaves (HA-1), Hunt (HU), Bristow and Campbell (BC), Chen (CH), Donatelli and Campbell (DC) and De Jong and Stewart (JS). This research was carried out using historical data from six sites in the Triangulo Mineiro region, where measured values of Rs, minimum and maximum air temperature and rainfall were available. The dataset (2009)(2010)(2011)(2012)(2013)(2014) was separated into two sub-data sets, one for calibration (2009) and the other for evaluation of performance (2010)(2011)(2012)(2013)(2014). The Rs estimated data were used in SoySim software to estimate potential soybean yield. Statistical indexes: (a) root mean square error (RMSE), (b) relative root mean square error (RRMSE), (c) coefficient of determination (R 2 ) and (d) mean error (ME) were used as indicators of the agreement between observed and estimated Rs data. After evaluating the performance, Rs estimated values for each model were used to simulate the soybean potential yield. Although the eight models have presented similar performance for estimating Rs values, when these data were used for simulation of the potential soybean yield, the performances diverged considerably. In this way, only the BC, CH, DC and JS models showed satisfactory performance in yield simulation with R 2 and RRMSE varying from 0.76 to 0.80 and 3 to 4%, respectively. Therefore, the findings suggest that, before choosing the model to estimate Rs, it is important to define the purpose of use of solar radiation data.
Introduction
Daily solar radiation incident (Rs) data are used in crop yield simulation (Bellocchi et al., 2003; Abraha and Savage, 2008; Mavromatis, 2008; Borges et al., 2010; Wang et al., 2015) and evapotranspiration requirements (Bandyopadhyay et al., 2008; Conceição, 2010; Carvalho et al., 2011; El Nesr et al., 2011) . However, because of instrument cost and calibration requirements (Hossain et al. 2014) , Rs is not widely measured like commonly used air temperature and rainfall data (Weiss and Hays, 2004) . Even at stations where Rs is measured, there are many days when data lie outside the expected range due to equipment failure and other problems (Hunt et al., 1998) . Therefore, in many model simulations, the lack of Rs data has often been a significant challenge (Trnka et al., 2007) .
The demand for suitable radiation data has in turn, led to the development of numerous predictive methods. However, those are based on empirical relationships using commonly measured meteorological elements such as air temperature data are attractive due to lower data requirement and computation costs (Liu et al., 2009a (Liu et al., , 2009b . In addition, the temperature-based solar radiation model can reduce the uncertainty of the crop simulations (Hunt et al., 1998; Rivington et al., 2006; Abraha and Savage 2008) .
Although empirically derived and conceptually simple, air temperature-based empirical models are founded on theoretical concepts for energy exchange on the surface boundary layer (Goodin et al., 1999) . These models are based on the assumptions that (a) clear skies will increase the daily maximum temperature because of the greater short wave radiation input, while resulting in decreased minimum air temperature due to reduced long wave emission from the atmosphere; and (b) cloudy conditions will decrease the daily maximum air temperature due to reduced air transmissivity, while resulting in increased minimum air temperature due to increased long wave radiation from the clouds (Allen, 1997; Donatelli and Campbell, 1998; Almorox et al., 2013) .
Numerous calibrations and evaluations have been made for different climatic regions, such as Canada (De Jong and Stewart, 1993) , China (Liu et al., 2009b) Spain (Almorox, 2011) and Brazil (Borges et al., 2010; Silva et al., 2012; Dos Santos et al., 2014) . Depending on the model and calibration the errors can vary between 0.1 (De Jong and Stewart, 1993) and 17.8 MJm -2 d -1 (Phakamas et al., 2013) . Beyond the evaluation of these models for a wide range of geographical and climate conditions, it is interesting to access how Rs estimated values impact other crop process, as evapotranspiration and crop yield. Trnka et al. (2007) found significant variations in yield simulations according to the errors of the models and concluded that these can compromise the accuracy, especially if not properly calibrated. Thereby, the aims of this study were to (i) calibrate various temperature-based solar radiation models in the Triangulo Mineiro region, Brazil and (ii) investigate the impact of estimated Rs values on soybean yield potential. Table 3 shows the results of calibration models. In general, the coefficient values ranged between geographic locations as similar to other reports (Meza and Varas, 2000; Chen et al., 2004; Silva et al., 2012) . It should be mentioned that this variation was higher for models with a greater number of coefficients. Thus, for the HA model, which has only one coefficient (a), the values ranged from 0.150 to 0.188 while for the BC model with its three coefficients (a, b and c), the values were 0.677 to 0.873, 0.012 to 0.039 and 1.304 to 1.997, respectively. Making a percentage comparison, the HA model coefficient showed an average variation of 20%, while for the BC model coefficients of variation was 42% on average. These results showed that calibration can improve the accuracy of estimates (Liu et al., 2009b; Silva et al., 2012; Phakamas et al., 2013) , especially for models with a greater number of coefficients.
Results

Calibrated coefficients
Performance of Rs estimation models
Upon analysis of the Rs estimated by the models after calibration (Table 4) , it was found that the RMSE and ME values were similar among models. In Sacramento, where the greatest difference between the models occurred, the range of RMSE was 3.08 to 3.68 MJ m -2 . This difference based on the daily Rs average (18.64 MJ m -2 ) was close to 3%. In a similar way, in the location with greatest ME variation (Conceicao das Alagoas) this difference was close to 5% ). Nevertheless, it was possible to identify two groups of performances between models. The BC, CH, DC and JS models were superior to the AN, HA, HA-1 and HU models. Analyzing the values of RMSE, RRMSE and R 2 for the CH model, we noted variation from 2.84 to 3.78, 14.87 to 19.21 and 0.59 to 0.70, respectively. Similarly, the BC and DC models showed range for RMSE, RRMSE and R 2 next to CH. On the other hand, the AN, HA and HA-1 models showed values of RMSE and R 2 ranging of 3.05 to 3.94, 15.57 to 20.04 and 0.48 to 0.64, respectively. In general, the values obtained for RMSE were closely similar to Almorox (2011) , but the R 2 were minor. For the models that use rainfall data (JS and HU), the performance were not different from the others models that use only ∆T data. Thus, the performance of JS model was similar to BC, CH and DC models, and the HU was similar to AN, HA and HA-1 models. Then, the inclusion of rainfall data did not improve the estimation of Rs. However, in contrast, Almorox (2011) found best estimates when used the HU model comparing with models that use only air temperature data in China.
An important observation is that all models showed better performances (Table 4) in sites with higher annual mean air temperature range (Ta) ( Table 1) . While Conceicao das Alagoas, with higher Ta (13.48), showed best performance, Uberlandia, with lower Ta (10.30), was the worst. These results agreed with those obtained by Liu et al. (2009b) in China. However, despite of similar comportment between the models, some were more dependent to T. The linear regressions between the Ta and values of RMSE confirm this dependency (Fig 1) . For the AN, HA and HA-1 models the values of R 2 ranged from 0.54 to 0.57. In the BC, CH and DC, models ranged from 0.26 to 0.43 and in the JS and HU models, which also used rainfall data, the range was 0.04 and 0.23, respectively.
Application of the estimated Rs values on soybean potential yield simulation
When the Rs values estimated by the models were used in the simulation of the soybean potential yield, the BC, CH, DC and JS models showed R 2 > 0.75 for the locations and years under evaluation (Fig 2) . On the other hand, the AN, HA, HA-1 and HU models showed R 2  0.35. It can also be verified that all the models showed a general tendency to overestimate the potential soybean yield, as shown by the positive values of ME. However, for the AN, HA, HA-1 and HU models, this tendency was higher than the other models with values ranging between 0.22 -0.25 Mg ha -1 , while the BC, CH, DC and JS models presented values from 0.04 -0.11 Mg ha -1 . A lower R 2 combining with a higher ME indicates poor performance, since in a certain location or year, errors in the simulations can be higher. Thus, while the errors for the BC, CH, DC and JS models do not exceeded 10%, in the AN, HA, HA-1 and HU models came close to 35% in Ituiutaba for the 2009/2010 crop season. Abraha and Savage (2008) verified an overestimation of total dry corn biomass with the HA-1 model. However, these authors recommend the referred model due to its simplicity and the relative easiness in obtaining the coefficients for a given location. Moreover, Bandyopadhyay et al. (2008) and El Nesr et al. (2011) found minor effect of Rs estimated values by this model in estimating the reference evapotranspiration.
Discussion
In general, the performance of models in estimating Rs values was similar, although it was possible to recognise that BC, CH, DC and JS models had a better performance, when compared to AN, HA, HA-1 and HU models. One of the explanations for this variation of performance between the models can be attributed to the manner, in which each coefficient is inserted into the equation. The solar radiation is the primary source of energy for the change of weather elements and various processes occurring on the surface and in the atmosphere (Pereira et al., 2007; Wu, et al., 2007) . Therefore, the greater the amount of energy used for the change of a particular element, the greater the representation on the total amount available and vice versa. As reported by Bristow and Campbell (1984) , the balance of daily radiation can be expressed by the Bowen ratio (sensible heat/latent heat) and provides valuable microclimate information. According to these authors, in the BC model the b and c coefficients indicate the energy partition and the coefficient a is related to atmospheric transmissivity (altitude and air pollution, mainly). This feature is important for locations that dominate two distinct annual seasons (one predominantly dry Table 1 . Meteorological station sites, period of evaluation, percentage of data omission, annual mean temperature air range (ΔTa), mean, minimum, maximum daily solar radiation incident on surface (Rs, Rsmin, Rsmax). and the other rainy), such as the locations in this study. Therefore, for the rainy season, a larger portion of the daily radiation balance is spent on latent heat rather than with sensible heat and the coefficients b and c of the BC model control this partition during the year. Bellocchi et al. (2003) found better answers to the simulation of crop biomass for models that include seasonal effects on Rs estimates, when evaluating three Rs estimation models in different locations.
On the other hand, the AN, HA, HA-1 and HU models do not have coefficients that indicate such partition of energy. The coefficients in these models are more related to atmospheric transmissivity, leaving important information as to microclimate aside.
Other consideration is about how the air temperature range (ΔT) is calculated. These models do not use a 2-day averaging minimum air temperature to obtain ΔT, which could help to reduce the effect of large scale clouds moving through the study area in a day, reducing Rs but not ΔT. Therefore, this may explain the strong trend of these models in overestimating Rs in rainy summer. When the average Rs values were close to 5 MJ m -2 d -1 , the estimated values for these models were more than double. However, this is not a problem verified in many studies. Liu et al. (2009b) , in China, observed only a moderate effect of ΔT scheme and for most locations, ΔT used by these models was even more precise.
When the Rs estimated data were used in SOYSIM software, the BC, CH, DC and JS models showed greater efficiency, having estimates close to those obtained with Rs measured at the location. With the Rs estimated by these models, the potential yield did not exceed by 7%. On the other hand, the AN, HA, HA-1 and HU models overestimated the yield up to 34%. Probably, one reason was that as the yield estimates were carried out for a relatively short period of the year (105 days on average) and under rainy summer, the overestimated Rs values were used by An, HA, HA-1 models. As biomass accumulation is proportional to the amount of light in the photosynthetically active radiation (PAR) domain that the plant intercepts over a period of time (Monteith, 1977) , another reason could be the major impact of these values in potential soybean yield simulated by SOYSIM software.
It is noteworthy that the statistical indices are widely used to evaluate performances of Rs estimation models. However, depending on the application of the estimated data, small differences in these performances can reduce efficiency in dependent applications, as crop yield simulation. This work showed that when the estimated Rs data were used to simulate the potential yield, the performances of some models decreased considerably.
Another observation is about the importance of model calibration. Wang et al. (2015) found no significant differences between the estimations obtained with (Allen et al., 1998) ; Alt, altitude (meters); ΔT1, difference between the maximum and minimum air temperature of the day (°C); ΔT2, difference between the maximum and the average of the minimum air temperature of the two consecutive days (°C); ΔTm, monthly mean of the ΔT2, and; P, daily rainfall (mm). calibrated and uncalibrated models, when evaluating Rs models based on insolation. However, they noted that the Rs data estimated without local calibration used in the crop simulation models significantly affected the results.
Materials and Methods
Data
Meteorological data were obtained from six weather stations localized in the Triangulo Mineiro region and listed in Table  1 . The stations are part of the National Meteorology Institute (INMET) network. In these stations, for Rs daily measurements, a CM6B pyranometer (Kipp and Zonen, Delft, Netherlands, 5% of accuracy) was used. The air temperature was measured with QMH102 (Vaisala, Finland, 0.1ºC of accuracy) and daily rainfall was measured with QMR102 tipping-bucket rain gauge (Vaisala, Finland, 0.2 mm of accuracy). All data were available at the web site http://www.inmet.gov.br
The data recorded at hourly intervals were processed to get daily values of maximum (Tmax) and minimum air temperature (Tmin); solar radiation (Rs), and rainfall (P). Data were checked for outliers by elimination criteria proposed by Liu et al. (2009b) : (a) missing measurements for any Tmax, Tmin or Rs; (b) Tmax ≤ Tmin and (c) Rs/Ra ≥ 1. Omission of data (Table 1) was calculated dividing missing data with total available. Daily extraterrestrial solar radiation was calculated according to the latitude and the number day of the year (Allen et al., 1998) Solar radiation models Table 2 shows the models used to estimate Rs. Hargreaves (1981) was the first to propose a model for estimating Rs from the difference between maximum and minimum air temperatures. Since then, Hargreaves's model has been widely used due to its simplicity. The original Hargreaves model had only one coefficient, but some authors have cited it as having two (Hunt et al., 1998; Chen et al., 2004) . Over time, modifications have been proposed to the model. (1 2, 7 10 ) Rs a Alt T Ra Bristow and Campbell (1984) . The model has three coefficients, where a represents the maximum transmissivity expected for one clear day, which will vary with altitude air pollution and, b and c, control the rate as to how soon the maximum Rs is achieved as ∆T increases. To reduce the effect of large-scale hot or cold air masses, which may move through the area, the range of air temperature was calculated as the difference between maximum and average minimum air temperature of the two consecutive days. Donatelli and Campbell (1998) proposed a correction to reduce the seasonal effect on Rs, dividing the temperature range by the month average.
Calibration
The dataset (2009) (2010) (2011) (2012) (2013) (2014) was separated into two sub-datasets, one for calibration (2009) and the other for evaluating the performance (2010) (2011) (2012) (2013) (2014) . Nonlinear least square method (RMSE) was used to calibrate model coefficients by the solver tool of EXCEL software.
Potential Soybean yield with Rs estimated values
After calibration, Rs estimated values for each model were used to simulate the potential soybean yield in five consecutive seasons using SoySim (version 2009.1.0). The software simulated the potential soybean yield through Rs, maximum and minimum air temperature, photoperiod and sowing densities (Setiyono et al., 2010) . Default crop parameters for soybean were used. The emergence date at each location was set 15 th of November using a soybean cultivar of semi-determinate growth, and 7.0 maturity group.
Statistical analysis
To perform an evaluation of the models for estimating Rs statistical indexes such as: (a) root mean square error (RMSE), (b) relative root mean square error (RRMSE), (c) coefficient of determination (R 2 ), and (d) mean bias error (ME) or BIAS, by equations 1, 2, 3 and 4 were used. The impact of Rs estimated values on potential yield of soybean was also analyzed by these statistical indexes. 
Conclusion
Daily solar radiation estimation data based on air temperature and/or rainfall were used in Soybean crop yield simulation. After calibration, although the Rs estimated by the eight models presented similar performance, when these data were used in the simulation of the potential soybean yield, the performances diverged considerably. Thus, all the models showed a general tendency to overestimate the potential soybean yield, but in AN, HA, HA-1 and HU models this tendency was higher than other models. In this way, only BC, CH, DC and JS models showed satisfactory performance in yield simulation with R 2 and RRMSE varying from 0.76 to 0.80 and 3 to 4%, respectively. Therefore, this study showed that, before choosing the model to estimate Rs, it is important to define the purpose of the results obtained considering the range of data available for their calibration.
