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Abstract
We give a new proof for the well-known Blaschke–Petkantschin formula
which is based on the polar decomposition of rectangular matrices and may
be of interest in random matrix theory.
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1 Introduction
The Blaschke–Petkantschin formula is an integration formula which was introduced
by Blaschke[3] and Petkantschin[11]. Since then, this formula and its generaliza-
tions was developed as a powerful tool in many fields, e.g. Analysis, Stereology,
Stochastic Geometry [1, 2, 5, 8, 4, 7]. In its classical form, it can be interpreted
as a decomposition of k-fold product measure of n-dimensional Euclidean space.
However it has been restated and generalized by many authors; see [10, 12, 6, 9].
Most of these works have used differential forms. In this paper we present an
elegant proof for Blaschke–Petkantschin formula (in matrix form) by a different
approach, deploying random Gaussian matrices and their properties.
∗sharifitabar@sharif.ir
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2 Matrix Polar Integration Formula and Its Proof
Using polar coordinates, one can reduce an integral of a radial function over n-
dimensional space to a one-dimensional integral. The appropriate generalization
in this context is to replace radial with the property that the values of the function
depend only on the relative positions of arguments.
Before proceeding further, we present some notations which are used throughout
this paper.
Some Notations Let n, k ∈ N , (n ≥ k).
• M(n, k) : All n× k real matrices
• M˜(n, k) : {X ∈M(n, k)| rank(X) = k}
(M˜(n, k) is open and dense inM(n, k) if the latter considered as Rnk)
• O(n, k) (Orthogonal n× k matrices) : {O ∈M(n, k)| OTO = 1k}
• P(k) (Positive-definite matrices) : {P ∈ M(k)| P > 0}
The following theorem makes this generalization precise.
Theorem 2.1 (Polar Integration Formula (PIF)). Let n, k ∈ N, n ≥ k and ϕ :
(Rn)k −→ R be orthogonally-symmetric i.e. for any O ∈ O(n), ϕ(Ox1, . . . , Oxk) =
ϕ(x1, . . . , xk). Then:∫
(Rn)k
ϕ(x1, . . . , xk) dx1 · · · dxk
=
∫
(Rk)k
ϕ(x1, . . . , xk)Cn,k| det[x1, . . . , xk]|n−k dx1 · · · dxk
where in ϕ(x1, . . . , xk) of the right-hand side, x1, . . . , xk ∈ Rk are considered as
vectors in Rn via the natural embedding of Rk in Rn, [x1, . . . , xk] is the k × k
matrix whose columns are x1, . . . , xk and Cn,k is a constant.
In this paper, we prove theorem (2.1) using random matrix point of view. In fact,
what we are about to prove is a stronger theorem in matrix form which is of its
own interest.
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Proposition 2.2 (Polar Decomposition). A matrix X ∈ M˜(n, k) can be decom-
posed uniquely as X = OP where O ∈ O(n, k) and P ∈ P(k).
Proof. If P and O are as above, then:
XTX = P TOTOP = P 2 =⇒ P =
√
XTX.
O = XP−1 = X(
√
XTX)−1 (uniqueness)
It can be easily checked that these P and O satisfy the desired conditions (exis-
tence).
Two Observations:
(i) To any x1, . . . , xk ∈ Rk, assign X = [x1, . . . , xk] ∈ M(n, k) so ϕ : (Rn)k −→
R can be considered as a real-valued function onM(n, k). Now the orthog-
onal symmetry of ϕ reads ϕ(X) = ϕ(UX) for all U ∈ O(n) or equivalently
if X = OP is the polar decomposition of X , ϕ depends only on the positive-
definite part of X , i.e. P .
(ii) By Polar Decomposition Theorem, M˜(n, k) ≈ O(n, k)× P(k). Therefore if
one fixes appropriate measures dX , dO and dP on M(n, k), O(n, k) and
P(k) respectively, any integral onM(n, k) can be written as an integral over
O(n, k)× P(k) after multiplying by the appropriate Jacobian factor.
Proposition 2.3. Let n ≥ k. Then O(n) acts on O(n, k) (by multiplication on the
left). There exist a unique probability measure µ∗ on O(n, k) invariant under this
action. Moreover, µ∗ is also invariant under the action of O(k) (by multiplication
on the right).
Proof. Both G = O(n) and H = O(k) are compact Lie groups and so possess
unique Haar probability measures µG and µH . Now G and H act on X = O(n, k)
from left and right, respectively. The action of G is transitive and g.(x.h) = (g.x).h
for any g ∈ G and h ∈ H and x ∈ X . Now let µ be any arbitrary probability
(Borel) measure on X and for any A ⊆ X define:
µ∗(A) =
∫
G
∫
H
µ(g.A.h) dµH(h) dµG(g).
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It is obvious that µ∗ is invariant under the action of G and H . Conversely, for any
G-invariant probability measure µ˜ on X , one can fix some x0 ∈ X and define µ
on G as µ(K) = µ˜(K.x0). Therefore µ is a probability measure because the action
is transitive. It is also invariant under multiplication of G and hence it should be
the unique Haar probability measure on G, i.e. µG. This means µ˜(K.x0) = µG(K)
for any K ⊆ G. One can replace µ˜ by µ∗ everywhere to conclude µ˜(K.x0) =
µG(K) = µ
∗(K.x0). Uniqueness follows by using the transitivity of the action one
more time.
We will refer to µ∗ in the above theorem as the homogeneous measure on O(n, k)
and integrate functions on O(n, k) with respect to this measure.
Theorem 2.4 (Matrix Polar Integration Formula (MPIF)). For any function ϕ :
M(n, k) −→ R,∫
M(n,k)
ϕ(X) dX =
∫
P(k)
∫
O(n,k)
ϕ(OP )Dn,k(detP )
n−k ∏
i<j
(λi + λj) dO dP
where dX =
∏
i,j dXij, dP =
∏
i≤j dPij and dO is the homogeneous probability
measure on O(n, k) and λ1 ≥ . . . ≥ λk > 0 are the eigenvalues of P and Dn,k is a
constant.
Matrix Polar Integration Formula ⇒ Polar Integration Formula:
Proof. It was noted in observation (i) that the left hand side of PIF can be written
as
∫
M(n,k) ϕ(X)dX . Now using MPIF and noting that ϕ(OP ) is only a function of
P (as mentioned in observation (i)), we obtain,∫
(Rn)k
ϕ(x1, . . . , xk) dx1 · · · dxk =
∫
P(k)
ϕ(P )Dn,k(detP )
n−k∏
i<j
(λi + λj) dP.
Once again, using MPIF for n = k, substituting ϕ(X)| detX|n−k for ϕ and not-
ing that for a k × k matrix X , | detX| = detP where X = OP is the polar
decomposition, one obtains:∫
(Rk)k
ϕ(x1, . . . , xk) |det[x1, . . . , xk]|n−k dx1 · · · dxk
=
∫
P(k)
ϕ(P )Dn,k(detP )
n−k∏
i<j
(λi + λj) dP.
Comparing these two equalities completes the proof.
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Remark 2.5. It is clear from the above proof that Cn,k =
Dn,k
Dk,k
. Our proof does
not evaluate Cn,k, but using some results from random determinants it can be
computed for even n− k. Let ϕ(x1, . . . , xk) = e− 12
∑k
i=1 ||xi||2 which is orthogonally
invariant. In PIF the l.h.s. is a Gaussian integral which can be easily evaluated.
The r.h.s. is the (n−k)-th moment of a Gaussian determinant after multiplication
by an appropriate factor. Thus
(
√
2pi)kn =
∫
(Rn)k
e−
1
2
∑k
i=1 ||xi||2 dx1 . . . dxk
=
∫
(Rk)k
e−
1
2
∑k
i=1 ||xi||2Cn,k| det[x1, . . . , xk]|n−k dx1 . . . dxk
= (
√
2pi)k
2
Cn,kE[|∆k|n−k],
where ∆k is the determinant of a k × k matrix with independent standard Gaus-
sian entries. These determinants have been studied since 1920’s when Wishart
introduced random determinants in statistics. It is known that (see [])
E[|∆k|2r] =
(k
2
)−kr k∏
j=1
Γ(r + j
2
)
Γ( j
2
)
.
For even n− k, we obtain:
Cn,k = (pik)
k(n−k)
2
k∏
j=1
Γ(n−k+j
2
)
Γ( j
2
)
.
Proposition 2.6. Let X be an n× k matrix with independent standard Gaussian
entries and let X = OP be its polar decomposition. Then:
(i) O and P are independent.
(ii) O is distributed according to the homogeneous measure on O(n, k).
(iii) P is distributed as a measure on P(k) which is invariant under orthogonal
changes of coordinates P −→ V TPV (V ∈ O(k)).
To prove this proposition, we need the following lemma.
Lemma 2.7. Let U ∈ O(n), V ∈ O(k) and X be an n × k random matrix as
in (2.6). (i.e. Xij’s are independent standard Gaussian random variables). Then
UXV ∼ X.
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Proof. The entries of UXV are linear combinations of Xij’s and hence jointly
Gaussian. So it is sufficient to compute covariances:
Cov ((UXV )ij , (UXV )rs) = Cov(
∑
a,b
UiaXabVbj ,
∑
c,d
UrcXcdVds)
=
∑
a,b,c,d
UiaUrcVbjVdsCov(Xab, Xcd)
=
∑
a,b,c,d
UiaUrcVbjVdsδacδbd
=
∑
a,b
UiaUraVbjVbs
= (
∑
a
UiaUra)(
∑
b
VbjVbs)
= (UUT )ir(V V
T )js = δirδjs
Proof of Proposition(2.6):
(ii) By lemma(2.7), UX ∼ X for any U ∈ O(n). But if X = OP is the polar
decomposition of X , then UX = (UO)P will be the polar decomposition of
UX , so UO ∼ O and this is the case for any U ∈ O(n), i.e. the distribution
of O is invariant under the action of O(n). Now the claim is concluded from
Theorem (2.3).
(i) Let µ(.|P ) be the conditional probability measure induced on O(n, k) know-
ing the positive-definite part of polar decomposition to be P . Again since
UX ∼ X and UX = (UO)P , one has UO ∼ O under µ(.|P ) which implies
that µ(.|P ) is distributed as the homogeneous measure on O(n, k) which does
not depend on P . Hence O and P are independent.
(iii) By Lemma (2.7), XV ∼ X for V ∈ O(k). Now if X = OP is the polar
decomposition of X , the one of XV will be XV = (OV )(V TPV ) and hence
V TPV ∼ P .
Corollary 2.8. Using the polar decomposition isomorphism M˜(n, k) ≈ O(n, k)×
P(k), one has dX = dO × dµn,k where dX is the standard Lesbegue measure on
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M(n, k), dO is the homogeneous measure on O(n, k) and µn,k is a measure on
P(k) invariant under orthogonal changes of basis P −→ V TPV , V ∈ O(k).
Proof. Note that the random matrix X described in Theorem (2.6) defines the
following probability measure onM(n, k):∏
i,j
(
1√
2pi
e−
1
2
X2ij dXij) = (
1√
2pi
)nke−
1
2
∑
i,j X
2
ij dX = (
1√
2pi
)nke−
1
2
Tr(XTX) dX.
Proposition (2.6) implies
(
1√
2pi
)nke−
1
2
Tr(XTX) dX = dO × dρn,k,
where ρn,k is invariant under P −→ V TPV . Now note that XTX = P 2, so
dX = dO × (
√
2pi)nke
1
2
Tr(P 2) dρn,k.
Since Tr(P 2) = Tr((V TPV )2), defining µn,k by:
dµn,k = (
√
2pi)nke
1
2
Tr(P 2) dρn,k
proves the claim.
Lemma 2.9. The measure dP =
∏
i≤j dPij on P(k) is invariant under orthogonal
changes of coordinates P −→ V TPV (V ∈ O(k)).
Proof. We prove the statement on the larger space of symmetric k×k matrices; say
S(k). To do so, Let Pij ’s (i ≤ j) be independent standard Gaussian and Pji = Pij
for i < j. Now Q = V TPV is again a symmetric random matrix whose entries
are linear combinations of P entries; hence jointly Gaussian. Moreover, for i ≤ j,
i′ ≤ j′ we may write:
Cov(Qij , Qi′j′) = Cov(
∑
s,t
VsiVtjPst ,
∑
s′,t′
Vs′i′Vt′j′dPs′t′)
=
∑
s,t,s′,t′
VsiVtjVs′i′Vt′j′Cov(Pst, Ps′t′)
=
∑
s,t
VsiVtjVsi′Vtj′
= (
∑
s
VsiVsi′)(
∑
t
VtjVtj′)
= (V TV )ii′(V
TV )jj′ = δii′δjj′ = δ(i,j)(i′,j′)
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and therefore Q = V TPV ∼ P . Bearing in mind that the probability measure for
the random matrix above is∏
i≤j
(
1√
2pi
e−
1
2
P 2ij dPij) = (
1√
2pi
)
k(k+1)
2 e−
1
2
Tr(P 2) dP,
we have proved that
(
1√
2pi
)
k(k+1)
2 e−
1
2
Tr(P 2) dP = (
1√
2pi
)
k(k+1)
2 e−
1
2
Tr(Q2) dQ.
But Tr(Q2) = Tr(P 2) and hence dP = dQ.
Proof of MPIF. Consider M˜(n, k) as an open dense subset of Rnk parameterized
by Xij ’s; 1 ≤ i ≤ n , 1 ≤ j ≤ k and P(k) as an open set in R k(k+1)2 parameterized
by pij ’s; 1 ≤ i ≤ j ≤ k and assume that u1, . . . um give a smooth parameterization
of an open dense subset of the manifold O(n, k) in which m = nk− k(k+1)
2
. We are
going to compute the Jacobian of the transformation
X = F (O,P ) = F (ur, pij; 1 ≤ r ≤ m, 1 ≤ i ≤ j ≤ k) = OP
Let us show the ith column of any matrix A by Ai. Differentiating Xi = OPi with
respect to ur’s and pst’s leads us to the followings:
∂Xi
∂ur
=
∂O
∂ur
Pi (2.1)
∂Xi
∂pst
= O
∂Pi
∂pst
= δitOs + δisOt (2.2)
∂Xi
∂pll
= O
∂Pi
∂pll
= δilOl (2.3)
Now let X˜ be the 1× nk row-vector [XT1 , . . . , XTk ] then the Jacobian is:
J =


∂X˜i
∂ur
∂X˜i
∂pst
∂X˜i
∂pll


(1≤r≤m)
(1≤s<t≤k)
(1≤l≤k)
=


( ∂O
∂ur
P1)
T · · · ( ∂O
∂ur
Pk)
T
· · · OTt · · · OTs · · ·
· · · OTl · · ·


← ur
← pst
← pll
where below the separation line, dots mean zeros. Now dX = | det(J)| dU ×
dP . But by Corollary (2.8), we also have dX = dO × dµn,k. Comparing these
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two representation, we conclude that | det(J)| can be decomposed as | det(J)| =
g(O)f(P ); dO = g(O) dU and dµn,k = f(P ) dP . Moreover, f(P ) is invariant
under orthogonal change of coordinates since both µn,k and dP have this property.
(Corollary (2.8) and lemma(2.9)). This shows that f depends only on eigenvalues
of P ; say λ1, . . . , λk. i.e. f(P ) = f(λ1, . . . , λk). This fact allows us to compute f
in the case that P = diag(λ1, . . . , λk) is a diagonal matrix. Doing so, we have:
det(J) = det


λ1(
∂O1
∂ur
)T · · · λk(∂Ok∂ur )T
· · · OTt · · · OTs · · ·
· · · OTl · · ·


← ur
← pst
← pll
Factor λ1 from first n columns, λ2 from second n columns and so on, then we have:
det(J) = (λ1 . . . λk)
n det


(∂O1
∂ur
)T · · · (∂Ok
∂ur
)T
· · · λ−1s OTt · · · λ−1t OTs · · ·
· · · λ−1l OTl · · ·


← ur
← pst
← pll
Again by factoring (λsλt)
−1 from the rows which correspond to pst’s and λ
−1
l from
the rows which correspond to pll’s we end up with the following:
det(J) = (λ1 . . . λk)
n−k det


( ∂O1
∂ur
)T · · · (∂Ok
∂ur
)T
· · · λtOTt · · · λsOTs · · ·
· · · OTl · · ·


← ur
← pst
← pll
Let
B =


(∂O1
∂ur
)T · · · (∂Ok
∂ur
)T
· · · λtOTt · · · λsOTs · · ·
· · · OTl · · ·


← ur
← pst
← pll
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Now look at the following nk × 1 column vectors:
Rl =


...
...
Ol
...
...


← lth n× 1 vector Rst = 1√
2


...
Ot
...
Os
...


← sth n× 1 vector
← tth n× 1 vector
where dots stand for zeros. It can be easily seen that these are unit orthogonal
vectors in Rnk and hence can be extended to an orthogonal basis and we may form
the following orthogonal nk × nk matrix:
U =

 · · ·
∣∣∣∣∣∣ Rst
∣∣∣∣∣∣ Rl


We need some observations here to continue the proof. First, Rl’s and Rst’s do not
depend on λi’s; so we may choose the first nk − k(k+1)2 columns of U independent
of them, too. Next, Observe that the product of rth row of B by
√
2Rst yields:(
∂Os
∂ur
)T
Ot +
(
∂Ot
∂ur
)T
Os =
(
∂Os
∂ur
)T
Ot +O
T
s
∂Ot
∂ur
=
∂
∂ur
(
OTs Ot
)
= 0
because OTs Ot = 0. The same is true for Rl since O
T
l Ol = 1. Also one can see
that the lower rows of B are orthogonal to Rl’s and Rst’s except in the case that
the indices are the same. All these facts together imply that BU has the following
form:
BU =

 ⋆ 0 0∗ diag(λt+λs√
2
) 0
∗ 0 1k


in which, λi’s do not appear in ⋆. Keeping in mind that det(B) = det(BU), we
find out that there exists a constant Dn,k such that
f(P ) = f(λ1, . . . , λk) = Dn,k(λ1 . . . λk)
n−k∏
s<t
(λs+λt) = Dn,k(detP )
n−k∏
s<t
(λs+λt)
which completes the proof.
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