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Abstract
For all p>1 let Mp(X1; : : : ; Xn) denote the length of the minimal spanning tree through random
variables X1; : : : ; Xn, where the cost of an edge (Xi; Xj) is given by jjXi − Xjjjp: If the Xi; i>1,
are i.i.d. with values in [0; 1]d; d>2; and have a density f which is bounded away from zero
and which has support [0; 1]d, then for all p>1, including p in the critical range p>d, we
have
lim
n!1
Mp(X1; : : : ; Xn)=n
(d−p)=d = C(p; d)
Z
[0;1]d
f(x)(d−p)=d dx c:c:
Here C(p; d) denotes a positive constant depending only on p and d and c.c. denotes complete
convergence. Extensions to related optimization problems are indicated and rates of convergence
are also found. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: Primary 60F15; Secondary 05C05
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1. Introduction
Given a nite set F Rd; d>2, the minimal spanning tree (MST) of F is a con-
nected graph with vertex set F such that the sum of its edge lengths is minimal. The
total edge length of the MST graph on F is denoted by
M (F) := inf
T
X
e2T
jej; (1.1)
where the inmum runs over all connected graphs T on F and where jej denotes the
Euclidean length of the edge e. More generally, the length of the spanning graph on
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F which minimizes the sum of the pth powers of the edge lengths is denoted by
Mp(F) := inf
T
X
e2T
jejp: (1.2)
This paper develops the probability theory of the weighted minimal spanning tree
lengths Mp(F) when F is a random vertex set consisting of i.i.d. random variables
with bounded support in Rd; d>2. The theory is well developed for p in the range
0<p<d. For p in this range Steele (1988) proved that the almost sure (a.s.) asymp-
totics for the length of the minimal spanning tree resemble those of the shortest tour
functional, also known as the traveling salesman (TSP) functional. This is made ex-
plicit in the following theorem. This limit result bears a striking likeness to the a.s.
asymptotics of the TSP functional as described in the seminal work of Beardwood
et al. (1959).
Theorem 1.1 (Steele, 1988). Let X1; X2; : : : be i.i.d. random variables with values in
[0; 1]d; d>2. Then for 0<p<d we have
lim
n!1M
p(X1; : : : ; Xn)=n(d−p)=d = C(p; d)
Z
[0;1]d
f(x)(d−p)=d dx a:s:; (1.3)
where f is the density of the absolutely continuous part of the law of X1 and C(p; d)
is a positive constant which depends only on p and d.
The proof of Theorem 1.1 relies upon the intrinsic geometric subadditivity of span-
ning graphs. For p>d the subadditive approach breaks down since the error term
inherent in geometric subadditivity becomes non-negligible. One of our goals is to use
isoperimetric methods to circumvent the diculties for this range of p values, which
we term the \critical range".
In a subsequent paper, Aldous and Steele (1992) showed that the probability theory
of innite trees on Rd; d>2; handles the case p=d in the setting of uniform random
variables. Letting Ui; i>1, denote i.i.d. uniform random variables on [0; 1]d and N (n)
an independent Poisson random variable with parameter n, they showed:
Theorem 1.2 (Aldous and Steele, 1992). For all d=2; 3; : : : there is a constant C(d)
such that
Md(U1; : : : ; UN (n))! C(d) (1.4)
where the convergence is in the L2 sense.
Aldous and Steele identied C(d) by relating it to the expected sum of the dth
powers of the lengths of the edges containing the origin in the innite random tree on
a Poisson point process in Rd. See Steele (1997) for an exposition.
The purpose of this note is to extend Theorems 1.1 and 1.2 in several ways. Our
main results provide asymptotics for the length of the pth power-weighted minimal
spanning tree over an i.i.d. sequence X1; X2; : : : of random variables with a density
which is bounded below and which has support [0; 1]d. The results cover the critical
range p>d, they provide asymptotics in the sense of complete convergence (c.c.), and
they also establish rates of convergence.
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The approach used to prove the main result, Theorem 1.3, depends heavily on isoperi-
metric methods for Hamming distances on product spaces in the critical case p>d.
Due to the work of Rhee (1993) and Milman and Schechtman (1986) it is well rec-
ognized that isoperimetric methods treat the usual range 16p<d; here we show that
isoperimetry works also for the critical range p>d. The approach is not limited to
the weighted MST but also provides asymptotics for the total edge lengths of other
weighted graphs on random points. For example, nearly identical methods yield anal-
ogous limit results for the power-weighted version of the k nearest neighbors problem
(join each point to its k nearest neighbors and sum the pth powers of the edge lengths)
in the critical range p>d. Thus, the upcoming asymptotics (1.5) hold if Mp(X1; : : : ; Xn)
is replaced by Np(k;X1; : : : ; Xn), the sum of the pth powers of the lengths of the edges
in the graph joining each point Xi; i>1, to its k nearest neighbors. We anticipate that
modications of our approach may yield c.c. asymptotics for the weighted versions of
the classical problems of Euclidean combinatorial optimization, including the TSP, the
minimal matching, and the semi-matching problems. We will not provide the somewhat
lengthy details.
Our main result is the following law of large numbers, which describes the a.s.
asymptotics of the scaled MST functional. Concerning the central limit theorem be-
havior of the MST we mention the recent central limit theorems of Alexander (1996),
Kesten and Lee (1996), and Lee (1997a,b). For related limit results for minimal span-
ning trees on random points we refer to Lee (1999) and Penrose (1996,1997).
Theorem 1.3 (Asymptotics for the power-weighted minimal spanning tree). Let Xi;
i>1; be i.i.d. random variables with values in [0; 1]d; d>2. Assume that X1 has
a density f which is bounded away from 0 and whose support equals [0; 1]d. Then
for all p>1
lim
n!1M
p(X1; : : : ; Xn)=n(d−p)=d = C(p; d)
Z
[0;1]d
f(x)(d−p)=d dx c:c:; (1.5)
where C(p; d) denotes a positive constant depending only on p and d.
Remarks. 1. Letting p = d and assuming that the underlying density f is bounded
away from 0, we obtain the somewhat surprising result that the limiting value of
Md(X1; : : : ; Xn) is independent of f.
2. Recall that a sequence of random variables Xn; n>1, converges completely (c.c.)
to a constant C if and only if for all > 0 we have
1X
n=1
P(jXn − Cj>)<1: (1.6)
For a discussion of the benets of complete convergence in the probabilistic analysis
of Euclidean optimization problems we refer to Yukich (1998).
3. Without assumptions on the density f, (1.5) will fail in general. Indeed, let
Xi; i>1, be i.i.d. random variables with support on S1 [ S2 where S1 and S2 are
disjoint subsets of [0; 1]d at a Euclidean distance  apart. Then Mp(X1; : : : ; Xn) is at
least as large as p and thus (1.5) fails for p>d. On the other hand, when 16p<d,
(1.5) holds without any assumption on the density.
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Our second main result establishes rates of convergence. When 16p<d, rates of
convergence for EMp(U1; : : : ; Un) are known; see Alexander (1994) for the case p=1
and Redmond and Yukich (1994, 1996) for the case 16p6d. The following provides
rates for all p>1:
Theorem 1.4 (Rates of convergence). For all d= 2; 3; : : : and p>1 we have
jEMp(U1; : : : ; Un)=n(d−p)=d − C(p; d)j6Cn−1=d: (1.7)
The main tools used to prove Theorems 1.3 and 1.4 are isoperimetric methods and
boundary functionals. We believe that these tools are useful in proving complete conver-
gence limit results for the power-weighted versions of the k nearest neighbors problem
as well as the classical problems of Euclidean combinatorial optimization.
The main benet of isoperimetric methods is that it reduces the proof of (1.5) to one
of proving a limit result for the mean EMp(X1; : : : ; Xn). This dramatically simplies
the proof of Theorem 1.3 and this idea will be fully explored in section four.
Boundary functionals are of essential importance in that they capture the intrinsic
geometric superadditivity of problems in Euclidean combinatorial optimization, see
Redmond and Yukich (1994, 1996) and Yukich (1998). It is convenient to dene the
boundary minimal spanning tree functional MpB on pairs (F; R), where F is a point set
and RRd is a d-dimensional rectangle.
Denition 1.5 (The boundary MST functional). For all d-dimensional rectangles R, -
nite sets F R, and p>1, dene the boundary MST functional by
MpB (F; R) :=min
 
Mp(F); inf
X
i
Mp(Fi [ ai)
!
;
where the inmum ranges over all partitions (Fi)i>1 of F and all sequences of points
(ai)i>1 belonging to the boundary of R.
When MpB (F; R) 6=Mp(F), the graph realizing the boundary functional MpB (F; R) may
be viewed as a collection of small trees connected to the boundary of R into a single
large tree, where the connections on the boundary of R incur no cost.
The boundary functional MpB enjoys geometric superadditivity in the sense of the
following inequality, which will be used repeatedly and which we state without proof.
Proposition 1.6 (Geometric superadditivity). For all p>1 MpB is superadditive in the
sense that for all rectangles R and all point sets F R we have
MpB (F; R)>M
p
B (F \ R1; R1) +MpB (F \ R2; R2) (1.8)
whenever R1 and R2 are disjoint rectangles with union R.
2. Auxiliary lemmas
In this section we state and prove six elementary lemmas which will be useful in the
sequel. Throughout Yi; i>1, denote i.i.d. random variables with values in [0; 1]d and
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with density fY where fY (x)> for all x 2 [0; 1]d, where > 0 is arbitrary but xed.
Throughout xi; i>1; denote deterministic points in [0; 1]d and C denotes a positive
constant depending at most only on p; d; and  and whose value may vary at each
occurrence. We assume that d>2 once and for all. D :=D(d) denotes the maximal
degree of a vertex in a minimal spanning tree in Rd. It is well-known and easy to
check that D is nite (Aldous and Steele, 1992).
We will be interested in the lengths of the edges in the minimal spanning tree graph
on F := fY1; : : : ; Yn; x1; : : : ; xlg. Let G :=Gp(F) denote the graph realizing Mp(F); p>2.
We assume that the interpoint distances in F are distinct, in which case G is uniquely
determined (Kesten and Lee, 1996). It is well-known that the graph Gp(F) is the same
for all p (Kesten and Lee, 1996). For all 16k6l let fEkjgD(k)j=1 denote the edges in G
which have xk as a vertex, where D(k) denotes the degree of xk . By the denition of
D we have max16k6l D(k)6D.
Lemma 2.1. For all 16k6l and p>d
E

max
16j6D(k)
jEkjj
p
6Cn−p=d: (2.1)
Proof. Let x = xk . Let Sr(x) = fy 2 Rd: jjy − xjj = rg denote the sphere of radius r
centered at x 2 Rd and let Br(x) = fy 2 Rd: jjy − xjj6rg denote the ball of radius r
centered at x 2 Rd. For all t > 0 let B(t) denote the collection of balls of minimal
cardinality of radius t=12 with centers on the sphere St=2(x) and such that St=2(x) is a
subset of the union of the balls in B(t). Then cardB(t) =C(d), where C(d) depends
only on d and we thus enumerate the collection B(t) by B1; : : : ; BC(d). Fix k; 16k6l.
If max16j6D(k) jEkjj>t then there is at least one ball in B(t) which is empty (if not,
it would be more ecient to join the endpoints of some edge Ekj; 16j6D(k), to a
vertex in the ball meeting Ekj since the edges are power weighted with power p>2).
Thus for all t > 0 we have
max
16j6D(k)
jEkjj>t


C(d)[
j=1
fBj \ F = ;g:
Therefore for all 16k6l and all t > 0 we have by the lower bound assumption fY>:
P

max
16j6D(k)
jEkjj
p
> t

6C(d)(1− Ctd=p)n:
Therefore
E

max
16j6D(k)
jEkjj
p
6C(d)
Z 1
0
(1− Ctd=p)n dt6C(d)
Z 1
0
e−Ct
d=pn dt
since 1− x6 e−x. Let y= Ctd=pn to see that the above is bounded by C (p=d)n−p=d:
The following smoothing lemma plays a central role in the sequel.
Lemma 2.2. For all l; n 2 N and p>d we have
jEMp(Y1; : : : ; Yn)− EMp(Y1; : : : ; Yn; x1; : : : ; xl)j6Cln−p=d: (2.2)
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Proof. In order to show
EMp(Y1; : : : ; Yn)6EMp(Y1; : : : ; Yn; x1; : : : ; xl) + Cln−p=d
it will be enough to show for any 16k6l that
EMp(Y1; : : : ; Yn; x1; : : : ; xk−1)6EMp(Y1; : : : ; Yn; x1; : : : ; xk) + Cn−p=d
and then iterate. Consider the graph G of the minimal spanning tree on fY1; : : : ;
Yn; x1; : : : ; xkg which realizes Mp(Y1; : : : ; Yn; x1; : : : ; xk). For all 16k6l, let fNkjgD(k)j=1
denote the points joined to xk by G. If D(k)=1 we simply delete the edge (xk ; Nk1) to
obtain a feasible spanning tree on the pruned set fY1; : : : ; Yn; x1; : : : ; xk−1g: If D(k)>2
we replace all edges (Nkj; xk); 26j6 D(k) with edges (Nkj; Nk1). This generates a
feasible spanning tree on the pruned set fY1; : : : ; Yn; x1; : : : ; xk−1g. Since
j(Nkj; Nk1)j6j(Nkj; xk)j+ j(Nk1; xk)j;
the additional cost of constructing the feasible tree is bounded by
(D − 1)

2max
j
j(Nkj; xj)j
p
and the expectation of this is at most Cn−p=d by Lemma 2.1. To show the reverse
inequality
EMp(Y1; : : : ; Yn; x1; : : : ; xl)6EMp(Y1; : : : ; Yn) + Cln−p=d
it suces to note that
EMp(Y1; : : : ; Yn; x1; : : : ; xl)6EMp(Y1; : : : ; Yn) + E
lX
j=1
jFjjp; (2.3)
where Fj; 16j6l, denotes the edge linking xj to the nearest point in fYlgnl=1. Now
EjFjjp6Cn−p=d which gives the desired conclusion.
Lemma 2.2 yields the following smoothing lemma for Mp. It also shows how Mp
changes as points are added and deleted. The proof is straightforward and is thus
omitted.
Lemma 2.3. For all k 2 [n=2; 3n=2] and all p>d we have
jEMp(Y1; : : : ; Yn)− EMp(Y1; : : : ; Yk)j6Cjn− kjn−p=d: (2.4)
Let N (n) denote a Poisson random variable with parameter n which is independent
of Yi; i>1. The next de-Poissonization lemma will be used frequently. Throughout [t]
denotes the greatest integer in t.
Lemma 2.4. For all t>1 and p>d we have
jEMp(Y1; : : : ; YN (t))− EMp(Y1; : : : ; Y[t])j6Ct−p=d+1=2: (2.5)
Proof. Let E := ft=26N (t)63t=2g. Then
jEMp(Y1; : : : ; YN (t))− EMp(Y1; : : : ; Y[t])j
J.E. Yukich / Stochastic Processes and their Applications 85 (2000) 123{138 129
6jE(Mp(Y1; : : : ; YN (t))−Mp(Y1; : : : ; Y[t]))1E j
+ jE(Mp(Y1; : : : ; YN (t))−Mp(Y1; : : : ; Y[t]))1Ec j:
By the independence of N (t) and Y1; : : : ; Y[t] and by Lemma 2.3 the rst term is
bounded by
CE(jN (t)− [t]j)t−p=d6Ct−p=d+1=2:
By Cauchy{Schwarz the second term is bounded by
C(E(N (t) + [t])2)1=2P(Ec)1=26CtP(Ec)1=2:
Standard estimates for the tail of a Poisson random variable show that for C large
enough
P(Ec)6C exp(−t=C):
Combining these estimates we see that the second term is also at most Ct−p=d+1=2.
The following approximation lemma will be used several times. A \blocked" density
has the form
Pmd
j=1 j1Qj (x), where Qj; 16j6m
d, denotes the partition of [0; 1]d into
md subcubes of edge length m−1.
Lemma 2.5. Let Xi; i>1; be i.i.d. random variables with a density fX>> 0. For
all 0<< 1=2 there are i.i.d. random variables Yi; i>1; with a blocked density such
that for all p>d
jEMp(X1; : : : ; XN (n))− EMp(Y1; : : : ; YN (n))j6Cn1−p=d: (2.6)
Proof. Given 0<< 1=2; X :=X1, and Y := Y1, standard coupling arguments show
that there is a random variable Y with a blocked density such that PfX 6= Yg<.
Thus we have the distributional relation
X d= Y + (1− )W;
where  and W are random variables,  :=P(= 1), and q :=P(= 0)= 1− < . In
terms of random vectors we have the distributional identity
(X1; : : : ; XN (n))
d=(Y1; : : : ; YN (n); W1; : : : ; WN (nq)); (2.7)
where N (n) and N (nq) are Poisson random variables which are independent of X; Y; W ,
and each other.
By Lemma 2.2 we have
jEfMp(Y1; : : : ; YN (n); W1; : : : ; WN (nq))
−Mp(Y1; : : : ; YN (n))jN (n) = m;N (nq) = lgj
6Clm−p=d;
and thus by (2.7) and taking expectations with respect to N (n) and N (nq) we have
jEMp(X1; : : : ; XN (n))− EMp(Y1; : : : ; YN (n))j6Cnq(n)−p=d
= Cqn1−p=d: (2.8)
130 J.E. Yukich / Stochastic Processes and their Applications 85 (2000) 123{138
The last estimate follows since with high probability we have N (n)>n=2 and N (nq)
62nq. Again by Lemma 2.2 we have
jEMp(Y1; : : : ; YN (n))− EMp(Y1; : : : ; Yn)j6Cqn1−p=d: (2.9)
Combining (2.8) and (2.9) gives (2.6).
We will need one more smoothing lemma. This lemma is completely deterministic
and anticipates the upcoming isoperimetric methods of section four.
Lemma 2.6. Let x := (x1; : : : ; xn) and y := (y1; : : : ; yn) 2 ([0; 1]d)n and suppose that
the edges E in the minimal spanning trees on x and y have a length jEj satisfying
jEj6C(log n=n)1=d: (2.10)
Then
jMp(x)−Mp(y)j6Cl(log n=n)p=d; (2.11)
where l := l(x; y) := cardf16i6n: xi 6= yig denotes the number of indices where x
and y dier.
Proof. We rst establish some preliminary estimates. Given a nite point set F Rd,
let G(F) be the graph with vertex set F and edges between every pair of points no
farther than C(log n=n)1=d apart. Let T (F) denote the minimal spanning tree on F . As
noted in Alexander (1996) and Penrose (1997), G(F) is connected if and only if all
edges E in T (F) satisfy the bound (2.10).
Consider the graphs G(F) and G(F [ fzg) where z 62 F . If G(F) and G(F [ fzg)
are connected then by starting with T (F) we can produce a feasible tree on F [ fzg
by adding a single edge of length at most C(log n=n)1=d to T (F). We can likewise
produce a feasible tree on F by starting with the tree T (F [ fzg) and removing at
most D edges and adding at most D − 1 edges, each of length 2C(log n=n)1=d (recall
the proof of Lemma 2.2). Thus
jMp(F [ fzg)−Mp(F)j6D(2C)p(log n=n)p=d: (2.12)
We are now set to prove (2.11). Given x and y satisfying (2.10), we can construct
sets F0 = fxigni=1; F1; : : : ; F2l = fyjgnj=1 by adding points of fyjg − fxig one by one
until we produce the union Fl = fxig [ fyjg and then we remove points of fxig −
fyjg one by one until we arrive at F2l = fyjg. Since G(fxig) and G(fyig) are both
connected by (2.10), the order of addition and removal of points may be performed so
as to preserve connectedness of G(Fj) for all 16j62l. Thus, by (2.12), on each step
16j62l; Mp(Fj) diers from Mp(Fj−1) by at most D(2C)p(log n=n)p=d. Therefore
jMp(x)−Mp(y)j62lD(2C)p(log n=n)p=d
as desired.
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3. Proof of main result
For 16p<d, the a.s. convergence of (1.5) was established by Steele (1988) and
later improved to complete convergence by Redmond and Yukich (1996). We will
therefore conne attention to the critical case p>d.
The easiest path towards proving Theorem 1.3 proceeds by rst showing asymptotics
for the mean, that is by showing
lim
n!1EM
p(X1; : : : ; Xn)=n(d−p)=d = C(p; d)
Z
[0;1]d
f(x)(d−p)=d dx:
By the de-Poissonization Lemma 2.4 it suces to show
lim
n!1EM
p(X1; : : : ; XN (n))=n(d−p)=d = C(p; d)
Z
[0;1]d
f(x)(d−p)=d dx: (3.1)
The proof of (3.1) involves two natural steps. The rst step proves (3.1) for random
variables X with a blocked density having support [0; 1]d; the second step shows (3.1)
for random variables X with an arbitrary density fX>> 0. The following asymp-
totic result (Yukich, 1995) for independent and identically distributed uniform random
variables U1; : : : ; Un on [0; 1]d will be used frequently: for all d>2 and p>1 there is
a positive nite constant C(p; d) such that
lim
n!1EM
p(U1; : : : ; Un)=n(d−p)=d = lim
n!1EM
p
B (U1; : : : ; Un)=n
(d−p)=d
=C(p; d): (3.2)
Step 1: We show (3.1) whenever Xi; i>1, have a blocked density of the form
(x) :=X (x) :=
mdX
i=1
j1Qj (x); j>> 0:
Without loss of generality assume that subcubes Qj and Qj+1 share a common face for
all j = 1; 2; : : : ; md − 1. For all 16j6md let Tj denote the minimal spanning tree on
Qj \ fX1; : : : ; XN (n)g and for all 16j6md − 1 let Bj;j+1 denote the largest hemisphere
centered at the center of the face common to Qj and Qj+1 which does not contain any
sample points in Qj. Dene Bj+1; j similarly. If Rj;j+1 denotes the radius of Bj;j+1 and
Rj+1; j is the radius of Bj+1; j, then it follows that the trees Tj and Tj+1; 16j6md− 1,
may be joined with an edge Ej with length
jEjj6Rj;j+1 + Rj+1; j :
Since we obtain a feasible spanning tree on X1; : : : ; XN (n) by linking the trees Tj and
Tj+1 with the edge Ej; 16j6md − 1, it follows that Mp satises the subadditive
estimate
Mp(X1; : : : ; XN (n))6
mdX
j=1
(Mp(X1; : : : ; XN (n) \ Qj) + jEjjp): (3.3)
It is customary to bound jEjjp by its supremum norm Cm−p, but this error bound
is far too crude to treat the critical range p>d. Instead we will consider the ex-
pected value of jEjjp. A simple modication of the proof of Lemma 2.1 shows that
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EjRj;j+1jp6Cn−p=d and similarly with EjRj+1; jjp. Taking expectations in the above we
obtain via scaling and Lemma 2.4:
EMp(X1; : : : ; XN (n))
6m−p
mdX
j=1
EMp(U1; : : : ; UN (njm−d)) + Cm
dn−p=d
6m−p
mdX
j=1
EMp(U1; : : : ; U[njm−d])
+m−p
mdX
j=1
Cn1=2−p=d + Cmdn−p=d
6m−p
mdX
j=1
EMp(U1; : : : ; U[njm−d]) + Cn
1=2−p=d;
where the constant C depends only on  but not on n.
Multiply by n(p−d)=d, take the lim sup of both sides as n ! 1, note that njm−d=
[njm−d]! 1 as n!1, and apply (3.2) to obtain
lim sup
n!1
EMp(X1; : : : ; XN (n))=n(d−p)=d6
mdX
j=1
C(p; d)(d−p)=dj m
−d
= C(p; d)
Z
[0;1]d
(x)(d−p)=d dx:
Since by (1.8) the length MpB of the boundary minimal spanning tree satises the
superadditive estimate
MpB (X1; : : : ; XN (n))>
mdX
j=1
MpB (X1; : : : ; XN (n) \ Qj; Qj);
we obtain by similar methods a companion lower estimate
lim inf
n!1 EM
p(X1; : : : ; XN (n))=n(d−p)=d>C(p; d)
Z
[0;1]d
(x)(d−p)=d dx:
This completes the case of blocked densities and Step 1 is complete.
Step 2: We use Step 1 and the following simple lemma to establish (3.1) for i.i.d.
random variables with a density fX>> 0.
Lemma 3.1. Let p>d and > 0. Given a density f(x)>> 0 for all x 2 [0; 1]d
there is a blocked density (x) such thatZ
[0;1]d
jf(x)− (x)j dx<  (3.4)
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and if p>d thenZ
[0;1]d
jf(x)(d−p)=d − (x)(d−p)=dj dx6C: (3.5)
Proof. Given > 0 nd (x) satisfying (3.4). To show (3.5) observe that since
h(x) := x−r ; r>0, is Lipschitz on [;1) we have for all A; B>
jA−r − B−rj6C(; r)jA− Bj: (3.6)
Set r := (p− d)=d and combine (3.4) and (3.6) to obtain (3.5).
We now complete the proof of Step 2. Let Xi; i>1, have density f(x) and choose
the blocked density (x) so that approximation (3.5) is satised. Letting Yi; i>1, be
i.i.d. with density (x) we haveEMp(X1; : : : ; XN (n))=n(d−p)=d − C(p; d)
Z
f(x)(d−p)=d dx

6jEMp(X1; : : : ; XN (n))=n(d−p)=d − EMp(Y1; : : : ; YN (n))=n(d−p)=dj
+
EMp(Y1; : : : ; YN (n))=n(d−p)=d − C(p; d)
Z
(x)(d−p)=d dx

+
C(p; d)
Z
(x)(d−p)=d dx − C(p; d)
Z
f(x)(d−p)=d dx
 :
Keeping  xed we take the limsup of both sides as n tends to innity. By Lemma 2.5
the rst term is bounded by C. By Step 1, the second term goes to zero as n tends
to innity. By Lemma 3.1, the third term is at most a constant multiple of . Letting
 tend to zero concludes Step 2 and the proof of (3.1).
4. Complete convergence, isoperimetry
The limit for the mean (3.1) is expected once the rened subadditive estimate (3.3)
is in hand. Less obvious is the matter of turning (3.1) into a complete convergence
result. The somewhat delicate approach hinges on isoperimetric methods for Hamming
distances on product spaces. When 16p<d, isoperimetric methods are already in use
(Rhee, 1993). When p>d, we need to use isoperimetry in a new way. Throughout 
denotes the measure with density fX and n denotes the n-fold product measure on
([0; 1]d)n.
Recall that the Hamming distance H on ([0; 1]d)n measures the distance between x
and y by the number of coordinates in which x and y disagree:
H (x; y) := cardf16i6n: xi 6= yig:
For all t > 0 the t-enlargement of a set A([0; 1]d)n is dened by
At := fx 2 ([0; 1]d)n: 9y 2 A such that H (x; y)6tg:
The following theorem of Talagrand (1996, Proposition 5:1) improves upon earlier
isoperimetric inequalities of Milman and Schechtman (1986) and has widespread use:
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Theorem 4.1 (Isoperimetry). Let A([0; 1]d)n. Then for all t > 0
n(Act )6
1
n(A)
exp(−t2=n): (4.1)
We will use Theorem 4.1 to prove Theorem 1.3. We rst need some notation. Let
Xi; i>1; be i.i.d. random variables with density fX and law . Let M :=M (n) denote
a median of Mp(X1; : : : ; Xn)=n(d−p)=d and let A([0; 1]d)n consist of those n-tuples
x := (x1; : : : ; xn) 2 ([0; 1]d)n for which
Mp(x1; : : : ; xn)=n(d−p)=d>M:
Let fgigni=1 denote a collection of grid points in [0; 1]d (i.e., a lattice in [0; 1]d with
n−1=d spacing) and let
D :=

x = (x1; : : : ; xn) 2 ([0; 1]d)n: max
j6n
d(gj; fxigni=1)6C(log n=n)1=d

:
Since n(A)>1=2 and since D is a high probability set for n for a suitable choice
of C, we easily have n(A\D)>1=3: By Theorem 4.1, it follows that the enlarged set
(A \ D)tn1=2 occurs with high probability:
n((A \ D)ctn1=2 )63 exp(−t2):
Now dene E :=D \ (A \ D)tn1=2 and note that E is also a high probability set:
n(Ec)6n− + 3exp(−t2): (4.2)
Here > 0 can be made arbitrarily large by increasing the parameter C in the denition
of D.
If x := (x1; : : : ; xn) 2 E, then x 2 (A \ D)tn1=2 and so there is a point y :=y(x) =
(y1; : : : ; yn) in A \ D such that H (x; y)6tn1=2: Since x and y are both in D, the
edges in the graph of the minimal spanning tree on x and y have length bounded by
C(log n=n)1=d:
By Lemma 2.6 it follows that
jMp(x)−Mp(y)j6Ctn1=2(log n=n)p=d:
Therefore, if x 2 E and y :=y(x) is as above we have
Mp(x)>Mp(y)− jMp(x)−Mp(y)j>Mn(d−p)=d − Ctn1=2(log n=n)p=d:
Thus for all 06t6n1=2=2 it follows that
P(Mp(X1; : : : ; Xn)6Mn(d−p)=d − Ctn1=2(log n=n)p=d)6 n(Ec)
6 n− + 3exp(−t2):
Using a similar argument for the reverse inequality
P(Mp(X1; : : : ; Xn)>Mn(d−p)=d + Ctn1=2(log n=n)p=d)
we obtain for all 06t6n1=2=2 and p> 0:
P(jMp(X1; : : : ; Xn)=n(d−p)=d −M j>Ctn−1=2(log n)p=d)
62n− + 6exp(−t2): (4.3)
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Setting t := n1=2=C(log n)p=d, where > 0 is arbitrary, yields the concentration inequal-
ity
P(jMp(X1; : : : ; Xn)=n(d−p)=d −M j>)62n− + 6exp(−2n=C2(log n)2p=d): (4.4)
The arbitrariness of  implies that
lim
n!1 jM
p(X1; : : : ; Xn)=n(d−p)=d −M j= 0 c:c: (4.5)
Let Z := jMp(X1; : : : ; Xn)=n(d−p)=d −M j and note that Z6Cn  n(p−d)=d =Cnp=d always.
Combining the identity EZ =
R Cnp=d
0 P(Z > t) dt with the estimate (4.4) implies
EjMp(X1; : : : ; Xn)=n(d−p)=d −M j6
Z Cnp=d
0
(2n− + 6exp(−2n=C2(log n)2p=d)) d
and thus when >p=d we have
jEMp(X1; : : : ; Xn)=n(d−p)=d −M j ! 0 as n!1: (4.6)
Now writeMp(X1; : : : ; Xn)=n(d−p)=d − C(p; d)
Z
f(x)(d−p)=d dx

6
Mp(X1; : : : ; Xn)=n(d−p)=d −M 
+ jM − EMp(X1; : : : ; Xn)=n(d−p)=dj
+
EMp(X1; : : : ; Xn)=n(d−p)=d − C(p; d)
Z
f(x)(d−p)=d dx

and observe that the right-hand side converges to zero completely by (4.5), (4.6), and
(3.1). This completes the proof of Theorem 1.3.
5. Rates of convergence
This section provides the details for the proof of Theorem 1.4. We abbreviate notation
and write Mp(n) for Mp(U1; : : : ; Un) and similarly for M
p
B (n). By Lemma 2.4, subad-
ditivity (3.3), and the bound EjEjjp6C(nmd)−p=d; 16j6md; for the edge lengths in
(3.3) we get
EMp(nmd)6 EMp(N (nmd)) + C(nmd)1=2−p=d
6md−pEMp(N (n)) + Cmd(nmd)−p=d + C(nmd)1=2−p=d
6md−pEMp(n) + Cmd−pn1=2−p=d
+Cmd−pn−p=d + C(nmd)1=2−p=d:
Dividing by (nmd)(d−p)=d; letting m tend to innity, and applying (3.2) we obtain
C(p; d)6EMp(n)=n(d−p)=d + Cn−1=2: (5.1)
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We similarly obtain for MpB that
C(p; d)>EMpB (n)=n
(d−p)=d − Cn−1=2: (5.2)
We claim that MpB and M
p satisfy the approximation
jEMpB (n)− EMp(n)j=n(d−p)=d6Cn−1=d: (5.3)
Combining (5.1){(5.3) gives
jEMp(U1; : : : ; Un)=n(d−p)=d − C(p; d)j6Cn−1=d
which is precisely the desired result (1.7). To prove the estimate (5.3) it suces to
show
EMp(n)6EMpB (n) + Cn
(d−p−1)=d: (5.4)
To prove (5.4) we will construct a feasible spanning tree by inserting edges into the
graph GpB(n) which realizes M
p
B (n). We do this as follows. Let S denote the subcube
of edge length 1− 2n−1=d which is centered within [0; 1]d. Given a face F1 of [0; 1]d
subdivide S into columns Q1; Q2; : : : ; Qn(d−1)=d of width Cn−1=d and which are oriented
perpendicularly to F1. Let R be the \moat" [0; 1]d − S and let R1R denote the
rectangular slab consisting of all points in R within a distance of n−1=d of F1.
For all 16i6n(d−1)=d let M1i 2 fUjgnj=1 \ Qi be the (unique) sample point in Qi
which is closest to the face F1. Letting fMig = fM1ign(d−1)=di=1 , it is easy to check the
following estimates (d denotes distance):
for all x 2 R1 Edp(x; fMig)6Cn−p=d (5.5)
and
if Qi and Qj are adjacent then Edp(Mi;Mj)6Cn−p=d: (5.6)
Now given GpB(n), we insert edges joining the sample points in R1 with the nearest
point in fMig. If U1; U2; : : : ; UN is an enumeration of the sample points in R1 then
N6Cn(d−1)=d with high probability and thus the expected cost of inserting the N
edges is bounded by
E
NX
j=1
dp(Uj; fMig)
=E
NX
j=1
dp(Uj; fMig)1fN6Cn(d−1)=dg + E
NX
j=1
dp(Uj; fMig)1fN>Cn(d−1)=dg
=E
Cn(d−1)=dX
j=1
dp(Uj; fMig)1fN6Cn(d−1)=dg + n(d−p−1)=d
if C is large enough. By (5.5) the above is bounded by
Cn(d−1)=dEdp(U1; fMig)1fN6Cn(d−1)=dg + n(d−p−1)=d6Cn(d−p−1)=d:
We also insert edges joining Mi and Mj when columns Qi and Qj are adjacent. By
(5.6) the expected cost of this last operation is also at most Cn(d−p−1)=d.
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By repeating this argument for the other 2d − 1 faces of [0; 1]d we generate a
collection of edges which have an expected total cost of at most Cn(d−p−1)=d, and
which, when inserted in the graph GpB(n), yields a spanning tree on fUjgnj=1 and thus
this establishes (5.4). To see that we obtain a spanning tree we observe that all sample
points are linked via branches to points in the collection
S2d
j=1fMjign
(d−1)=d
i=1 , where for
all 26j62d; Mji is dened similarly to M1i. Indeed, by construction, all points in
fUjgnj=1 \R are linked to points in
S2d
j=1fMjign
(d−1)=d
i=1 . As for the points in fUjgnj=1 \ S,
these points either belong to branches which contain points in R (and thus points inS2d
j=1fMjign
(d−1)=d
i=1 as well) or, belong to branches which do not contain points in R and
which instead are linked directly to the boundary of [0; 1]d. In the latter case, it is easy
to see from simple optimality arguments that if a branch exits to the boundary from
the column Qi that it must contain the point Mi (see, e.g. p. 45 of Yukich (1998)).
Thus all sample points are linked via branches to points in
S2d
j=1fMjign
(d−1)=d
i=1 , proving
(5.4) and Theorem 1.4.
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