Research in contextEvidence before this studyMultiparameter flow cytometry (MFC) has been utilized extensively to detect minimal residual disease (MRD) and risk stratification for hematological malignancies, such as AML (acute myeloid leukemia) and MDS (myelodysplastic syndrome). However, current MFC interpretation is through subjective manual gating which has unavoidable drawbacks including individual idiosyncrasy and time-consuming. Although research endeavors have been put into computational method development for universal automated MFC analysis, they were not developed from bone marrow samples, which is clinically essential but complex for analysis. Furthermore, none of them are from large-scaled real-world datasets, nor effectively validated in clinical settings.Added value of this studyIn this study, we utilized two artificial intelligence (AI) techniques to develop a MFC interpretation algorithm for MRD detection using a real-world cohort of over 1000 AML and MDS patients with over 5000 MFC data on bone marrow samples. High clinical validity of the algorithm was demonstrated, through successful outcome prediction in the post-induction setting.Implications of all available evidenceWe demonstrated the algorithms developed via AI could accomplish classification task in a very short time (merely 7 s) with about 90% accuracies on MRD detection on AML and MDS. In addition, the results of predicting outcome in the post-induction setting demonstrated a high prognostic significance of the AI algorithms.Alt-text: Unlabelled Box

1. Introduction {#s0020}
===============

Acute myeloid leukemia (AML) and myelodysplastic syndrome (MDS) are characterized by abnormal proliferation of myeloid progenitors and subsequent bone marrow failure \[[@bb0005]\]. Existence of minimal (or measurable) residual disease (MRD), which refers to leukemic cells detected below the threshold for morphological recognition (about 5%), is a valuable marker for evaluating the response after treatment, and now serves as an important prognostic indicator for AML \[[@bb0010]\]. The European LeukemiaNet (ELN) MRD Working group consensus report recommends MRD testing as part of the standard of care for AML patients \[[@bb0015]\]. Studies have demonstrated that multiparameter flow cytometry (MFC) can effectively detect minimal residual disease (MRD) and stratify prognosis in AML and MDS after therapy \[[@bb0020], [@bb0025], [@bb0030], [@bb0035], [@bb0040], [@bb0045], [@bb0050]\]. However, current MFC presents drawbacks such as lack of inter-lab standardization \[[@bb0055]\], and painstaking manual gating process involving serial projections of two dimensional attributes \[[@bb0060]\]. Two main MFC analysis approaches for leukemia MRD detection are used now \[[@bb0065]\]. Leukemia-associated aberrant immune-phenotype (LAIP) approach assays MRD under the assumption that the residual disease possesses the phenotype identical to the initial one, and therefore is highly dependent on individually selected antibody combination panels according to leukemia phenotype identified at diagnosis \[[@bb0065],[@bb0070]\]. Instead, "difference from normal" approach uses a standardized panel of antibodies for all specimens and distinguishes abnormal residual leukemic cells from normal ones with established immunophenotypic profiles, and therefore does not require knowledge of the phenotype at diagnosis for the MRD detection \[[@bb0065],[@bb0070]\]. Although more biologically reasonable, the LAIP approach risks in higher false negative MRD rates due to altered antigen expression from clonal evolution during disease progression \[[@bb0070],[@bb0075]\]. Furthermore, the quality of both approaches depends highly on experienced physicians, and individual idiosyncrasy inevitably affects diagnostic reproducibility and objectivity. In addition, manual gating is time-consuming and infeasible to obtain information from the multivariate measurement data due to it observational nature \[[@bb0060],[@bb0080]\]. A reliable automated MFC analysis can benefit and improve the healthcare quality by providing rapid clinical decision support.

Supervised machine learning (SML), a branch of artificial intelligence (AI), operates by learning from data and expert labels to generate reliable automated inference \[[@bb0085], [@bb0090], [@bb0095]\]. Rather than using predefined model, SML performs inference by learning the underlying patterns (functional mapping) between measurement data and desirable outcome variable with large-scale data \[[@bb0100]\]. In recent years, a growing number of breakthroughs utilizing AI in clinical research have been reported regarding automatic disease pattern recognition and outcome stratification \[[@bb0105], [@bb0110], [@bb0115]\]. For instance, expert-level accuracy can be achieved by applying SML approach on images for skin cancer diagnosis \[[@bb0105],[@bb0110]\], or diabetic retinopathy identification \[[@bb0120],[@bb0125]\]. SML approach in estimating mortality within 100 days after hematopoietic stem cell transplant (HSCT) using alternating decision tree model has been studied on retrospective registry data \[[@bb0115]\]. Although several SML-based approaches have been developed for automated MFC analysis and its visualization tools in AML or MDS \[[@bb0060],[@bb0130], [@bb0135], [@bb0140], [@bb0145], [@bb0150], [@bb0155], [@bb0160], [@bb0165], [@bb0170]\], they either suffer from small case number without large-scaled clinical validation, or use MFC data derived from peripheral blood, an approach with high false negative MRD rates and therefore not commonly used in clinical settings. Furthermore, none of them attempts to correlate with patient outcome. In this work, we applied SML techniques in analyzing MFC dataset to develop an automated MFC interpretation algorithm for detecting MRD objectively in AML and MDS patients, and we validate it with large-scaled clinical data and patient survival, the most relevant clinical outcome.

2. Materials and methods {#s0025}
========================

2.1. Study population and variables {#s0030}
-----------------------------------

From 2009 to 2016, 1742 AML or MDS patients who were treated at National Taiwan University Hospital were enrolled retrospectively. A total of 5333 MFC data for bone marrow aspiration from them were included for analysis (Supp. Table S1). To illustrate prognostic impacts, 287 AML patients with available post-induction bone marrow MFC data (MFC performed from day+0 to day+45 after the initiation date of induction chemotherapy) and clinical outcome were included in the survival analysis. Their cytogenetic and gene mutation analysis were used for risk stratification by the 2017 European LeukemiaNet (ELN) recommendation \[[@bb0175]\]. This study, along with the policy to waive informed consents, was approved by the Research Ethic Committee of the National Taiwan University Hospital (No. 201705016RINA).

2.2. MFC measurement {#s0035}
--------------------

MFC was performed on each enrolled bone marrow aspirate samples with a myeloid panel consisting of markers listed in Supp. Table S2, and the antibodies used were listed in Supp. Table S3. A total of 100,000 events were collected for each tube within the panel. Two different flow cytometers were used in different time periods: 2574 MFC were performed on FASCalibur (Calibur) (Becton Dickinson Bioscience) from Sep 2009 to Oct 2013 and 2759 MFC on FASCanto-II (Canto-II) (Becton Dickinson Bioscience) from Oct 2013 to Dec 2016.

2.3. Cytogenetic and molecular testing {#s0040}
--------------------------------------

Trypsin-Giemsa technique was used for banding metaphase chromosomes, and cytogenetic was karyotyped according to the International System for Human Cytogenetic Nomenclature, as described earlier \[[@bb0180]\]. Genetic mutations including NPM1, FLT3-LTD, CEBPA, RUNX1, and CBFB-MYH11 mutations were examined also as described previously \[[@bb0185],[@bb0190]\]. The cytogenetic and genetic mutation analyses conducted at diagnosis were included for risk stratification.

2.4. MFC labeling for SML algorithm training {#s0045}
--------------------------------------------

Each MFC data had been manually analyzed using the "different-from-normal" approach, and the results were categorized into 3 groups: "AML" for freshly diagnosed AML and residual AML cells after treatments, "MDS" for freshly diagnosed MDS and residual MDS cells after treatment, and "normal" represents specimens without diseased cells. The labels are mutually exclusive for each MFC data.

2.5. Outcome set, training set and validation set sample selection {#s0050}
------------------------------------------------------------------

After leaving 287 MFC data out from 287 AML patients with available post-induction bone marrow MFC data and clinical outcome as the outcome set for survival analysis, the rest of the MFC data were 4:1 randomized into the training set and the validation set, consisting 4039 and 1007 MFC data, respectively ([Fig. 1](#f0005){ref-type="fig"}). The training set was used for training and tuning the SML algorithm, and the validation set for evaluating the performance. Manual analytical results were blinded when MFC data in the outcome set was analyzed by SML algorithm. Algorithms for pair-wise recognition (AML-vs-normal, MDS-vs-normal and abnormal (AML + MDS)-vs-normal) were developed independently. Algorithms were also separately developed for MFC data from Calibur and Canto-II, and an independent algorithm was generated for the combined MFC sub-datasets after we convert MFC values from Calibur with the conversion formula: Canto-II = Calibur MFI × (218/10,000) provided by the manufacturer. We used a five-fold cross-validation evaluation scheme.Fig. 1Training, validation, and outcome sets for algorithm development.The 287 post-induction MFC data of 287 AML patients were assigned in the outcome set first, and the rest of MFC data were randomly assigned to the training set and validation set with 4:1 ratio respectively. The raw data consisting of one 100,000 (events) \*6 (channels) matrix for each tube (as in Supp. Table S2) together with the flow diagnosis label in the training set are used to train the classification algorithm. The accuracy is determined by comparing the concordance rate between the flow diagnosis label and AI diagnosis for each given sample in the validation set. Flow diagnosis label is the manual interpretation results.Abbreviation: AI, artificial intelligence; AUC, area under the receiver operating characteristic (ROC) curveFig. 1

2.6. SML algorithm development {#s0055}
------------------------------

The recorded raw values from the 6 fluorescent channels of each tube were max-min normalized. We then derived a MFC feature vector to characterize these raw cells attributes, and diagnostic classification was performed by support vector machine (SVM) \[[@bb0195]\]. The phenotype representation was derived via two steps: first, we modeled each tube\'s raw attributes values with a generative probability distribution; then we derived a high-dimensional vectorized representation by computing the Fisher gradient score with respect to the learned model parameters for each tube sample. Finally, the concatenation of multiple tube-level vectors provided a joint representation to characterize each MFC data, termed the MFC feature vector. An SVM was further trained to classify the diagnoses on these MFC feature vectors (Supp. Fig. S1). Specifically, each of the tubes was statistically-modeled as a multivariate Gaussian mixture model (GMM). The GMM was trained in an unsupervised manner using maximum likelihood estimation to derive the model parameters, which include the following:$$\lambda = \omega_{k};\mu_{k};\sigma_{k};k = 1\ldots K$$where *ω*~*k*~; *μ*~*k*~; *σ*~*k*~ were weight, mean and covariance respectively and K indicated how many clusters there were in the GMM. Using the learned GMM with parameter set λ (including weight, mean, and covariance), we can derive the tube-level feature vector:$${Let}\ X = x_{t};t = 1\ldots T$$be a set of *T* FC cell samples in each tube, and the gradient of log likelihood was termed as the Fisher score function: *∇*~*λ*~*logP*(*X*\| *λ*), where likelihood for a given GMM was defined as$$P\left( x_{t} \middle| \lambda \right) = \sum\limits_{i = 1}^{K}\omega_{i}P_{i}\left( x_{t} \middle| \lambda \right)$$

Then, the tube-level feature vector was derived as the first and second order statistics of the gradient function (the gradient function indicated the direction of λ for the original GMM to better fit the data sample X).$$g_{\mu_{k}}^{X} = \frac{1}{T\sqrt{\omega_{k}}}\sum\limits_{t = 1}^{T}\gamma_{t}\left( k \right)\left( \frac{x_{t} - \mu_{k}}{\sigma_{k}} \right)$$$$\ g_{\sigma_{k}}^{X} = \frac{1}{T\sqrt{2\omega_{k}}}\sum\limits_{t = 1}^{T}\gamma_{t}\left( k \right)\left( {\left( \frac{x_{t} - \mu_{k}}{\sigma_{k}} \right)^{2} - 1} \right)$$

Where$$\ \gamma_{t} = P\left( i \middle| {x_{t},\lambda} \right) = \frac{\omega_{i}P_{i}\left( x_{t} \middle| \lambda \right)}{\sum\limits_{j = 1}^{N}\omega_{j}P_{j}\left( x_{t} \middle| \lambda \right)\ }$$was the posterior data likelihood.

Each tube-level feature vector was a vector of \[*g*~*μ*~*k*~~^*X*^*g*~*σ*~*k*~~^*X*^\].

These tube-level feature vectors were concatenated and L2-normalized:$$\ \overline{R} = \left| \left| R \right| \right|_{2} = \sqrt{r_{1}^{2} + r_{1}^{2} + \ldots + r_{d}^{2}}$$where *R* was the tube-level feature vector with *d* dimensions. The normalization of the vector was important to ensure that each feature vector was of unit-norm in order to provides better numerical representation that can be used in the SVM classification. Each normalized tube-level feature vector for a patient\'s measurement was concatenated together, which forms the final feature dimensions.

The use of GMM model as the generative probabilistic representation with Fisher scoring to derive vectorized representation combined the advantage of both generative and discriminative properties in compactly representing the high-dimensional information in the raw FC samples. In summary, the original raw cell attributes of each tube were encoded into a tube-level feature vector. Vectors of each tube formed the final high-dimensional (Dim = 2\*K\*D, where K was the number of Gaussian components and D is the dimension of raw data) input to the supervised machine learning classifier. We used VLfeat open source python toolbox for the Fisher-vector GMM encoding \[[@bb0200]\], and scikit-learn, another open source package, for the support vector machine (SVM) with linear kernel function to perform linear SVM classification, which operated by finding a hyper-plane to maximize the classification margin \[[@bb0205]\]. Both the number of Gaussian components of the GMM model and the penalty factor C of the SVM were obtained by grid search. All the experiments were conducted in a device equipped with Intel i7-6700 @ 3.40 GHz and 64GB random access memory (RAM).

The pseudo code of the algorithm is illustrated below:$$\ T:\left\{ {\mathit{all}\ \mathit{the\ tubes}} \right\}$$

Input data {*X*~1~, *X*~2~, ..., *X*~*N*~} ∈ *X*^*T*×*D*^

Input initial GMM, *λ*~*t*~ ∈ *Λ*~*t*~^*K*×*D*^,$$\lambda_{t} = \left( {\omega_{t};\mu_{t};\sigma_{t}} \right)$$

For t in T:

Train tube-level GMM:

Use {*X*~1,\ *t*~, *X*~2,\ *t*~, ..., *X*~*N*,\ *t*~} and EM algorithm

Update *λ*~*t*~ ← *λ*~*t*~′

With GMM *λ*~*t*~, compute tube-level feature vector:$$\phi_{i,t}^{\lambda_{t}} = \phi\left( {X_{i,t},\lambda_{t}} \right),\mspace{9mu}\text{for}\ i = 1,\ldots,N$$

End$$\phi_{i} = \text{concat}\left( \left\lbrack {\phi_{i,1}^{\lambda_{1}},\phi_{i,2}^{\lambda_{2}},\ldots,\phi_{i,T}^{\lambda_{T}}} \right\rbrack \right)$$for i = 1, ..., *N*$$\ \phi_{i} = L2 - \operatorname{norm}\left( \phi_{i} \right),\text{for}\ i = 1,\ldots,N$$

Output {*ϕ*~1~, *ϕ*~2~, ..., *ϕ*~*N*~}

Input feature vectors {*ϕ*~1~, *ϕ*~2~, ..., *ϕ*~*N*~}

Input labels {*Y*~1~, *Y*~2~, ..., *Y*~*N*~}

SVM classifier for {(*ϕ*~*i*~, *Y*~*i*~)~*i*=1,\ ...,\ *n*~}

2.7. Sensitivity-specificity and tube importance evaluation {#s0060}
-----------------------------------------------------------

To evaluate the classification performance, accuracy (ACC) was used and defined as the concordance rate between the diagnoses made from manual and AI interpretations. Furthermore, the test sensitivity and specificity were assessed using AUC (area under receiver operating characteristic (ROC) curve).

2.8. Survival analysis {#s0065}
----------------------

To predict survival is one ultimate clinical application for MRD detection. In order to validate the clinical effectiveness of our SML algorithm in detecting MRD, we proposed to examine the correlation of SML interpretation results and the survival in AML patients. Survival analysis was performed on the 287 AML patients in the outcome set, with blinded manual interpretation results at analysis. Overall survival (OS) was measured from the date of MFC data to the date of allogeneic HSCT (allo-HSCT), or the date of last follow-up, or death of any cause, whichever comes first. Progression--free survival (PFS) was measured from the date of MFC data to the date of first relapse, to the date of allo-HSCT, or to the date of last follow-up, whichever comes first. The Kaplan-Meier method was used to estimate OS and PFS. Cox proportional hazard models were used to estimate hazard ratios (HRs) for univariate and multivariable analyses of OS and PFS. AI-diagnosis of each MFC data, genetic risk group, age, gender, and induction chemotherapy were used as covariates. All statistical analyses were conducted using survival package in R and Kaplan-Meier curves were plotted using survminer package in R (R Core Team) \[[@bb0210]\].

3. Results {#s0070}
==========

3.1. Patient characteristics for MFC data {#s0075}
-----------------------------------------

The characteristics of 5333 enrolled MFC data were listed in Supp. Table S1. For Caliber, 2574 MFC data from 908 patients were collected, and 2759 MFC data from 1046 patients for Canto-II. As much as 31·5% (1683/5333) of MFC data were interpreted as abnormal (AML or MDS). AML was interpreted in 26·8% Calibur and 22·9% Canto-II MFC data, and MDS in 5·3% Calibur and 8·2% Canto-II data.

3.2. Algorithm performance {#s0080}
--------------------------

We generated classification algorithms in 9 different comparative scenarios: AML-vs-normal, MDS-vs-normal and Abnormal (AML or MDS)-vs-Normal on Calibur, Canto-II, and Calibur+Canto-II respectively.

The algorithm performance was illustrated in [Fig. 2](#f0010){ref-type="fig"}, and the change in accuracy and AUC as function of different number of Gaussian components was shown in Supp. Table S4. The AML-vs-normal classification accuracy achieved scores ranging from 89·4% to 92·4% in different scenarios, whereas the accuracy of MDS-vs-normal classification achieved 84·9% to 90·8%. For abnormal-vs-normal classification, the accuracy ranged from 84·6 to 89·7%. Based on AUC and the shape of ROC curves, the AML-vs-normal classifier had the highest performance, followed by the abnormal-vs-normal and the MDS-vs-normal. Moreover, the overall classifier performance for Calibur sub-dataset was higher than that for Canto-II sub-dataset, which was relatively equivalent to that for Calibur+Canto-II sub-dataset ([Fig. 2](#f0010){ref-type="fig"}A--C). The ACC and AUC for the five-fold cross-validation in the validation set were illustrated in Supp. Table S5. The whole training process was completed within 13 h, and the average running time was 7 s for conducting analysis in single MFC data with developed SML algorithm.Fig. 2Algorithm performance assessment on the validation set.Binary classification performance for the AML-vs-normal, MDS-vs-normal and abnormal-vs-normal groups: (A) Calibur sub-dataset, (B) Canto-II sub-dataset, (C) Calibur & Canto-II sub-dataset. The "n" value indicates the number of MFC data in the analysis for each column. The five-fold cross-validation were performed on five independent validation sets with non-overlapping MFC data and shown in Supp. Table S5.Abbreviation: ACC: accuracy, equal to the concordance rate with the flow diagnosis of multi-color flow cytometry data; AUC: Areas under the receiver operating characteristic (ROC) curves. MFC, multi-color flow cytometryFig. 2

3.3. Feature selection analysis {#s0085}
-------------------------------

Feature selection analysis was performed to find the relative importance of markers in the automated algorithm. In the first round, we trained the algorithms with data from just one tube, and then we found the best tube with highest AUC. The abnormal-vs-normal algorithm was used for analysis for Calibur and Canto-II, with two-fold cross-validation. As shown in [Table 1](#t0005){ref-type="table"}, we found that learning from one single tube could yield a reliable AUC (ranging from 0·898 to 0·943 for Calibur, and from 0·829 and 0·886 for Canto-II), although we noted that the tubes with the best performance was not the same (5th tube (CD16/CD13/CD45) for Calibur and 2nd tube (HLA-DR/CD11b/CD45) for Canto-II).Table 1Single tube feature selection analysis with two-fold validation.Table 1DatasetsAUC of each individual tube1st2nd3rd4th5th6th7th8th9th10th11th12th13thCaliburFold 10·8980·9240·9130·9170·9020·9170·9140·9110·9310·9310·924----N20142016201620162011201120102010187619082012----Fold 20·9200·9320·9280·9340·9330·9310·9430·9390·9370·9400·934N20702071207220722068206920692069192719642070Canto-IIFold 10·8290·8400·8500·8440·8470·8570·8440·8320·8700·8630·8600·8410·841N21492150214921502149214921492149214713861290798815Fold 20·8430·8480·8490·8580·8690·8590·8590·8210·8740·8580·8410·8440·886N21972197219621972196219621962196219314241322816828[^1]

Next, we trained the algorithm by adding data from each of the remained tubes to that from previous selected tube(s), and we found the best 2-tube combination with highest AUC; the process was repeated until data from all tubes were included. The tubes selected in each round and the resultant AUCs were listed (Supp. Table S6), and the fold1 resultant AUCs were illustrated in [Fig. 3](#f0015){ref-type="fig"}. Interestingly, including data from more than the best 2-tubes did not significantly improve AUC scores in Calibur (from 0·932 (2 tubes) to 0·934 (11 tubes)). In Canto-II, data from 4 tubes seemed adequate to obtain high AUC scores (from 0·899 (4 tubes) to 0·845 (13 tubes)). These findings suggested that the SML approach could execute a binary classification well with just a fraction of tubes in the whole myeloid panel.Fig. 3Feature selection analysis of abnormal vs normal classifier.Tube combinations: 1: Calibur-5th tube (CD16, CD13 & CD45), Canto-II-2nd tube (HLA-DR, CD11b & CD45); 2: Calibur-5th & 11th tube (HLA-DR, CD34 & CD45), Canto-II-2nd & 4th tube (CD46, CD38 & CD45); 3: Calibur-5th & 9th (CD34, CD38 & CD45) & 11th tube, Canto-II-2nd & 4th & 7th tube (CD14, CD33 & CD45); 4: Calibur-2nd, 5th, 9th & 11th, Canto-II-2nd, 4th, 7th & 9th tube; 5: Calibur-2nd,4th,5th,9th & 11th tube, Canto-II-2nd, 4th, 6th (CD15, CD34 & CD45), 7th & 9th tube. Tubes included in each feature selection analysis experiments are listed in Supp. Table S5.Fig. 3

3.4. Prognostic value of AI-diagnosis of MFC data on clinical outcome {#s0090}
---------------------------------------------------------------------

To evaluate the prognostic significance of the binary classification by AI, survival analysis was conducted on 287 AML patients in the outcome set. The median follow-up was 21·3 (ranging 1·0--96·1) months, and their demographics were shown in [Table 2](#t0010){ref-type="table"}. Majority of them received standard induction chemotherapy (*n* = 262, 91·3%), and 144 (49·8%) had received allo-HSCT. Based on the genetic risk stratification \[[@bb0160]\], the adverse, intermediate and favorable risk categories took 19·5% (*n* = 56), 60·6% (*n* = 174) and 19·5% (n = 56) of the patients, respectively. The patients with abnormal post-induction MFC by AI had significant worse prognosis compared to those with normal one (median PFS: 4·9 (95% confidence interval (CI) 4·4--5·6) vs 10·9 (8·2--14·0) months, *p* \< 0·0001 ([Fig. 4](#f0020){ref-type="fig"}A); median OS: 6·5 (95% CI 5·4--8·0) vs 13·6 (11·2--18·8) months, p \< 0·0001 ([Fig. 4](#f0020){ref-type="fig"}B). In the univariate analysis, genetic risk groups and MFC diagnosis by AI had impacts on both PFS and OS ([Table 3](#t0015){ref-type="table"}). Furthermore, multivariate analysis confirmed genetic risk groups and MFC diagnosis by AI were also independent prognostic factors ([Table 3](#t0015){ref-type="table"}). These results were also illustrated by survival curve stratified by genetic risk groups (Supp. Fig. S2). For AML patients with favorable genetic risk, those with abnormal post-induction MFC by AI had significant worse PFS and OS than those with normal one (median PFS 5·3 (95% CI 4·8- not reached) vs 15·4 (12·9-not reached) months, *p* = 0·049; median OS 9·1 (95% CI 6·2-not reached) vs 28·1 (18·0-not reached) months, p = 0·031); this was also true for AML patients with intermediate genetic risk (median PFS 5·5 (95% CI 4·5--7·5) vs 10·6 (8·2--14·1) months, *p* \< 0·001; median OS 6·7 (95% CI 5·3--9·1) vs 14·4 (11·2--22·0) months, p \< 0·001). However, no significant differences were noted for AML patients with adverse genetic risk.Table 2Patient demographics of the outcome set.Table 2Patient characteristicsN (%)All patients287 (100·0%)Gender (n = 287) Male132 (46·0%) Female155 (54·0%)Age (y) (n = 287) \<3021 (7·3%) 30--3961 (21·3%) 40--4957 (19·9%) 50--5963 (22·0%) ≥6085 (29·6%)Induction chemotherapy (n = 287) Standard262 (91·3%) Non-standard25 (8·7%)Genetic group[a](#tf0005){ref-type="table-fn"} (n = 287) Adverse56 (19·5%) Intermediate174 (60·6%) Favorable56 (19·5%) NA1 (0·3%)HSCT (n = 287) Yes144 (49·8%) No143 (50·2%)[^2][^3]Fig. 4Kaplan-Meier curves of progression-free survival (PFS) and overall survival (OS) by post-induction AI diagnosis in patients with AML.(A) Significant longer post-induction PFS observed in the "AI diagnosis: normal" group (median PFS 10·9 months (95% CI 8·2--14·0 months), n = 144) compared to the "AI diagnosis: abnormal" group (median PFS 4·9 months (95% CI 4·4--5·6 months), n = 143), log-rank P \< ·001. b) Significant longer post-induction OS was observed in the "AI diagnosis: normal" group (median OS 13·6 months (95% CI 11·2--18·8 months), n = 144) compared to the "AI diagnosis: abnormal" group (median OS 6·5 months (95% CI 5·4--8·0 months), n = 143), log-rank P \< ·001Abbreviation: AI, artificial intelligence; CI, confidence intervalFig. 4Table 3Prognostic significance of variables in PFS and OS by univariate and Multivariate Cox proportional hazards regression analysis.Table 3PFS analysis subgroupsUnivariate Cox analysisMultivariate Cox analysisHR (95%CI)P valueHR (95% CI)P valueGender (Male: Female)1·00 (0·77--1·32)0·977----Age (\>50 y: ≤50 y)1·19 (0·87--1·63)0·288----Genetic group (favorable: adverse)0·27 (0·17--0·42)\<001[a](#tf0010){ref-type="table-fn"}0·31 (0·20--0·49)3·6 × 10^−7^Genetic group (intermediate: adverse)0·42 (0·30--0·59)\<001[a](#tf0010){ref-type="table-fn"}0·42 (0·30--0·59)4·9 × 10^−7^Induction (Standard: non-standard)0·63 (0·39--1·01)0·057----AI Diagnosis (no abnormality: abnormal)0·48 (0·37--0·63)\<001[a](#tf0010){ref-type="table-fn"}0·52 (0·39--0·69)4·4 × 10^−6^  OS analysis subgroupsUnivariate Cox analysisMultivariate Cox analysisHR (95%CI)P valueHR (95% CI)P valueGender (Male: Female)1·02 (0·78--1·33)0·885----Age (\>50 y: ≤50 y)1·14 (0·84--1·56)0·395----Genetic group (favorable: adverse)0·25 (0·16--0·39)\<001[a](#tf0010){ref-type="table-fn"}0·31 (0·19--0·48)3·8 × 10^−7^Genetic group (intermediate: adverse)0·46 (0·33--0·64)\<001[a](#tf0010){ref-type="table-fn"}0·49 (0·35--0·68)2·0 × 10^−5^Induction (Standard: non-standard)0·75 (0·44--1·17)0·205----AI Diagnosis (no abnormality: abnormal)0·44 (0·34--0·58)\<001[a](#tf0010){ref-type="table-fn"}0·51 (0·38--0·67)1·4 × 10^−6^[^4][^5]

4. Discussion {#s0095}
=============

In this study, we showed that a SML approach combining GMM-based phenotype representation with SVM supervised models trained on a large amount of MFC data can rapidly classify specimens with high accuracy, and the results are of high prognostic significance for AML patients after induction chemotherapy. Furthermore, the average time for the algorithm to accomplish the task on one sample was roughly 7 s, in contrast with 20 min estimated to be required for manual gating by an experienced hematologist. Therefore, this study demonstrated that SML algorithm can be clinically-useful in supporting physicians to conduct MFC interpretation with high efficiency and fidelity. The time, manpower and training requirement for MFC interpretation can be significantly reduced.

Detecting MRD plays an important role in guiding decisions in treating hematological malignancies, because persistent detectable MRD usually indicates inadequate treatment and therefore implies poor prognosis \[[@bb0010]\]. In myeloid leukemia, e.g. AML and MDS, although detecting MRD with MFC is proved to be of prognostic significance for survival \[[@bb0020], [@bb0025], [@bb0030], [@bb0035], [@bb0040], [@bb0045], [@bb0050]\], the methodology is still evolving and no best strategy is identified yet, probably because the MFC expression profiles of normal bone marrow elements and their disease counterpart are significantly overlapped. Considering the nature of potential antigen expression alteration during AML disease progression, we used the expert labeling from the "different-from-normal" approach for our SML algorithm development; we also used "pooled" non-leukemic bone marrow as the normal template, instead of pre-set immunophenotypic phenotypes from experiences. Stressed bone marrow, therefore, can probably be more efficiently separated from true MRD-positive bone marrow samples.

Although the manual gating is still the mainstream of MFC interpretation in clinical service, interpersonal variability during gating has been shown as a major factor affecting outcome prediction in flow-cytometry based experiments \[[@bb0215]\]. Moreover, with modern MFC platforms measuring \>100 parameters on a single-cell level \[[@bb0130]\], conventional 2D-plot manual gating is becoming an infeasible means to comprehensively present the information acquired in the measured MFC data to the physicians. Numerous groups have developed computational methods to accelerate the MFC data analysis to address this issue \[[@bb0060],[@bb0135], [@bb0140], [@bb0145],[@bb0220]\]. SVM-based approaches have been shown to achieve great performance in leukemia vs non-leukemia cell classification. For instance, A SVM based model developed by Toedling et al. was able to distinguish acute lymphoblastic leukemia (ALL) from non-ALL cells with 99·78% specificity and 98·87% sensitivity \[[@bb0150]\]. However, the model was developed on a small cohort of 37 patients and the specimen sources include both peripheral blood and bone marrow. Distributional-based clustering approach has also been proposed in improving the visualization process, e.g., a non-parametric Bayesian model \[[@bb0225]\] or Gaussian Mixture Model (GMM) \[[@bb0230]\]. The GMM-based approach uses non-negative matrix factorization to derive lower dimension feature space in an unsupervised manner and could be effective for cell clustering purposes \[[@bb0230]\]. Since our goal is to distinguish the abnormal samples from normal samples not abnormal cells from normal cells within one sample, the supervised feature selection can directly extract effective feature dimensions.

An AutoFLOW project has been established and a software package developed supervised GMM approach to assist the ALL MRD assessment \[[@bb0155]\]. This study demonstrated that both SVM-based and GMM-based models are very promising to become a next-generation automated MFC analysis tool. However, they were developed on ALL disease with relative stable immunophenotypic compare to AML, which may have antigenic shift from diagnosis to relapse. In addition, in the bone marrow environment, the presence of normal myeloid lineages cells is mixed with malignant myeloid leukemia cells of AML patients, therefore, the approach that is successful for ALL specimens won\'t necessary applicable to AML. Hence the performance on classification of AML vs non-AML diseases should be investigated in separate studies.

Several SML approaches have been reported to have promising performance in analyzing AML MFC data. For instance, Thomas et al. used viSNE clustering to help improve visualization in the manual gating process to achieve better sensitivity in recognizing AML samples \[[@bb0235]\]. A LIBSVM model has shown to achieve 0·986 efficiency between automated and conventional analysis in AML MRD cell fraction assessment \[[@bb0160]\]. However, this model was trained on a small cohort (159 data from 36 patients), which can raise concerns about their representation of the heterogeneity of the disease in real-world setting. In addition to cell type classification models, the Flow-CAP project has identified multiple computational MFC analysis methods with great sample classification performance (accuracy 0·92--1·00). However, concerns about the representative sampling for the small cohort (only 43 AML out of 359 peripheral blood samples) still exist \[[@bb0060]\]. Another non-parametric Bayesian-GMM model has been shown to be able to recognize differences between normal and AML samples, and also the direction of change in disease progression \[[@bb0165]\]. The Bayesian-GMM model was developed using hyper-parameters prior to determining the number of clusters, which would be inefficient if the data and the clusters do not fit to assumption of prior. Compared to the posterior probability values as the phenotype vector approach used in this study \[[@bb0165]\], we used fisher-scoring phenotype vector to further include the gradient of probability function which provides strong discriminative power. Furthermore, the model was trained using 100 AML vs 100 non-AML peripheral blood and 49 stage I lymphoma vs 100 AML bone marrow specimens \[[@bb0165]\], both of which are small cohort and the comparison weren\'t being able to simulate that in clinical practice. Another potential drawback for above approaches is that their classification models were developed in peripheral blood samples, while evaluation on samples from bone marrow is still the mainstay in clinical practice. As the bone marrow environment contains many cell types at various developmental stages while majority cells in peripheral blood are fully developed and differentiated, classification models for these two specimens should be developed separately if we were to apply them in clinical setting, and to establish classification models in bone marrow would be more difficult \[[@bb0150]\]. Nowadays, many open sourced automated MFC analysis tools have been released, but it remains a challenge to perform comparisons across different subjects, time points, and experimental conditions \[[@bb0170],[@bb0240]\]. For instance, continuous changes from premalignant MDS to AML make it hard to develop a distinct biology-based classification system because of their significant morphological and genetic diversity. Due to the heterogeneity of the MDS and AML as well as the complex composition of the bone marrow specimens, there hasn\'t been an algorithm developed for AML and MDS MRD detection and clinically validated. In our study, we addressed this issue by utilizing a large number of real-world samples consisting of both normal (non-diseased) and abnormal (diseased) clinical phenotypes to develop classification algorithms, which allows more flexibility when making a diagnosis.

GMM was used as our background generative model, and then a probabilistic gradient-based approach, i.e., the Fisher scoring vector \[[@bb0245]\], for deriving the high-dimensional MFC feature vector representation. This particular approach is both generative and discriminative. The feature vector captures the variabilities and interacting information on the multi-measurements per sample. The use of vectorized approach is important in achieving strong supervised classifier training on a large-scale data samples, and is important in speed up the computation. The remarkable performance can be attributed to fundamentally different approaches in terms of automating the diagnosis procedure. Deriving a phenotype representation that captures inherent variabilities in a high dimensional space in combination with maximum-boundary based optimization used in the SVM naturally provides a better predictive power.

In our study, three binary classification models for predicting AML-vs-normal, MDS-vs-normal and abnormal-vs-normal were constructed, instead of a multi-class classification model. This is because AML and MDS can represent as a continuous disease spectrum rather than two distinct diseases, as mentioned before. To address definite manual interpretation in MFC data from these cases would be of question, so that we still constructed three binary classification systems in our experiments. In all of our binary classification tasks, the algorithm performance reached over 0·85 ACC, suggesting a good consistency with manual analyses. Mismatching may be related to low-frequency aberrant phenotypes with inadequate training samples for algorithm, peripheral blood contamination in bone marrow samples, or even from misclassified manual gating due to interpersonal idiosyncrasy. Increasing training sample size, incorporating results from other MRD detecting methods for data labeling, or direct training with clinical endpoints may help to resolve this issue. Developing a multi-class classification model is also a potential future research direction.

We found that AUCs were generally slightly higher for Calibur sub-dataset compared to Canto-II sub-dataset and in Calibur+Canto-II sub-datasets (Supp. Table S5). The differences between Calibur and Canto-II sub-datasets originate not only from the machines but also in the collection of samples. The difference in the machine reading was mitigated by adopting the numerical transformation between the two machines given by the manufacturer, and we have further ensured the tube dimension was the same in our experiments. The pooled data together was to ensure the completeness of the experiments. However, it is evident that the differences between the two machines are not simply result of numerical reading but also additional factors (for example, the year for sample collection), which require future investigation study. This also further underscores the importance of our on-going effort in developing appropriate general/transferrable (or machine-appropriate) algorithms across sites and across machines.

Another interesting finding in our study is that the results of feature selection analysis support discarding the data dimensions on the tube level in order not only to reduce the computation loading on the classifier \[[@bb0250]\], and also provide understanding about the power of each tube in identifying the relevant disease. The study reported by Hassan et al. used the several statistics function to encode the raw feature as a vector while we used probability based clusters to encode raw features as our phenotype encoding vector method \[[@bb0250]\]. This approach allows more flexible and representative to describe the latent distribution compared to only using statistics values. Moreover, the SVM approach can be more discriminative in classification tasks compared to LR utilized in the Hassan et al. study \[[@bb0250]\].

We found that for Caliber sub-dataset, as few as one tube (3 markers) can achieve AUC of 0·920, while the AUC from all tubes was improved slightly to 0·934. The findings for Canto-II were similar. These results implicate that the tubes required for MRD detection could be greatly reduced with SML approach, and hence the time and cost of MFC running time. The biological implications of these findings are also worthy of further exploration.

In summary, machine learning is a powerful tool for automated MFC analysis on MRD detection in AML and MDS. It not only is a faster and reliable way for MFC data interpretation, but also possess a great advantage in its ability to integrate with other clinical tests including morphology, genomics, and cytogenetics for MRD detection and prognostic stratification. Although future research is still needed to validate the full spectrum of utilization in clinical practice, a clinical decision-making support system can be started with this scalable and reproducible approach.
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[^1]: Markers measure in each tube are the same as that in Supplement Table S2.

[^2]: Abbreviation: HSCT, Hematopoietic stem cell transplant.

[^3]: Genetic group assigned following 2017 European LeukemiaNet (ELN) recommendations.

[^4]: Abbreviation: PFS, progression free survival; OS, overall survival, HR: hazard ratio, CI: confidence interval.

[^5]: Included in multivariate Cox analysis.
