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Abstract
Based on an original classification of differential equations by types of regular Lie group
actions, we offer a systematic procedure for describing invariant partial differential equa-
tions with prescribed symmetry groups. Using a new powerful algebraic technique based
on the so-called covariant form of a differential equation, we give an effective algorithm for
constructing invariant differential equations whose symmetry groups regularly and freely
act on the space of dependent and independent variables. As an application, we derive
a complete classification of quasi-linear scalar second-order partial differential equations
with regular free symmetry groups of dimension no greater than three.
Introduction
Originally developed as a powerful tool for integrating ordinary differential equations, the group
analysis of differential equations has long been gone beyond its original aim and has widely used
in differential geometry and mathematical physics. Researchers who work in this field mostly
deal with the following two interrelated problems. The first one consists of finding the maximal
symmetry group for a given differential equation, while the second problem is to classify all
differential equations admitting a prescribed symmetry group. The most traditional approach
for solving these problems is to apply the classical infinitesimal technique developed by Sophus
Lie and his followers [1, 2, 3, 4, 5].
By now, there is a large number of results accumulated in the context of the first problem.
In particular, in most cases, maximal symmetry groups of physically interesting differential
equations have already been found. The second problem (which is much more difficult) consists
in an exhaustive listing of all differential equations invariant under a prescribed transformation
group G whose action is generated by a Lie algebra of vector fields. The solution of this
classification task is not only of mathematical interest but also has physical significance, because
it ultimately leads to the possibility of establishing exact integrable models of physical theories.
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The main idea of solving the problem of group classification was formulated by Sophus Lie
himself in his classic paper on the classification of ordinary differential equations admitting
non-trivial symmetry groups [6]. Recall that the first step of this classification consists of
listing all inequivalent realizations of the Lie algebra of a prescribed symmetry group. If it
was done, the second step is to calculate differential invariants for each inequivalent realization
and then use them for constructing the classes of invariant differential equations. Following
this program, Sophus Lie was able to exhaustively list all inequivalent Lie algebra realizations
in vector fields on the complex plain and all differential invariants for the corresponding local
transformation groups [6] (see also [7] for a more modern point of view). Later the analogous
classification was obtained for the case of the real plane [8] by which Nesterenko constructed
bases of the differential invariants and the operators of invariant differentiation for associated
local Lie transformation groups [9, 10]. We also mention here Mahomed’s paper [11], in which a
survey of the principal results on the group classification of scalar ordinary differential equations
(second-order and linear nth-order) is given. It is important to note that the solution to the
classification problem for the above cases was largely possible due to small dimensions of the
spaces of independent and dependent variables since the computational difficulties of applying
the infinitesimal technique grow rapidly with increasing this dimension.
It also was Sophus Lie who successfully gave one of the first general solutions of the clas-
sification problem applied to partial differential equations. In his paper [12], he performed a
complete group classification of linear second-order partial differential equations in two inde-
pendent variables. A further systematic development of these ideas appears in Ovsyannikov’s
studies [13, 2]. His approach, based on the use of equivalence transformations for differen-
tial equations and the concept of a so-called arbitrary element, made it possible to deploy a
large-scale program on the group classification of the basic equation of mathematical physics.
In particular, Ovsyannikov himself has performed the complete group classification of a class
of non-linear heat conductivity equations [13], and later Ibraginov et al [14] employed his ap-
proach to the classification of non-linear filtration equations. Ovsyannikov’s ideas have also
formed the basis of the preliminary group classification method, which was first introduced in
[15] and became well-known due to [16]. Ibragimov and Torrisi applied this method to non-
linear detonation equations [17] and non-linear hyperbolic equations [16], and later Torrisi and
coauthors have obtained the preliminary group classification of some classes of diffusion and
heat conduction equations [18, 19]. Further the preliminary group classification method was re-
peatedly modified, and the range of its applicability was constantly expanding (see, for example,
[20, 21]). In particular, we mention here a series of the papers [22, 23, 24, 25], in which classi-
fication approaches based on a synthesis of Lie’s infinitesimal method, Ovsyannikov’s concept
of the equivalence group and the theory of Lie algebra realizations are suggested.
It should be noted that Ovsyannikov’s approach, as well as the preliminary group classifi-
cation method, suggest that the class of differential equations which is of interest is restricted
by some predefined ansatz. Usually, such ansatz is some model equation (for instance, the
wave equation or the heat conductivity equation), into which, based on a physical motivation,
one artificially introduces arbitrary elements, i.e. undefined functions on the dependent and
independent variables. It is clear that the similar problem statement leads to a partial group
classification involving only equations that are obtained as “deformations” of the initial model
equation. (In fact, this is equivalent to the problem of constructing differential invariants of a
particular form). At the same time, the original infinitesimal Lie’s method, if it works, allows
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one to perform the complete group classification of all differential equations of arbitrary order.
As we already noted, the main difficulty in using Lie’s method is its computational com-
plexity. Indeed, both steps of this method (the classification of inequivalent realizations of a
given Lie algebra and the construction of their differential invariants) include the integration
of systems of partial differential equations whose dimensions grow with increasing the number
of dependent and independent variables. Recently, however, some new results have been ob-
tained that can be used to develop a more effective approach to the group classification, which
completely excludes the stages of integrating differential equations.
Firstly, we would like to highlight the paper [26], in which Popovich with co-authors obtained
a complete set of local inequivalent realizations of real Lie algebras of dimension no greater
than four on a space of an arbitrary number of variables using the technique of so-called
megaideals. A bit later the authors of the present paper proposed a more effective method
for constructing Lie algebra realizations, which is amenable to implementation on a computer
using a symbolic computer algebra system [27]. Subsequently Nesterenko applied this method
to solving a number physically important classification problems, such as the classification of
realizations of Galilei and Poincaré algebra [28, 29].
Some progress has been made recently in the theory of differential invariants. Olver [30]
proposed a method of constructing differential invariants without a direct integration of diffe-
rential equations (see also [31]). Another result that we would like to mention is an algebraic
approach to calculating differential invariants and invariant differential operators, suggested in
Ref. [32]. As was demonstrated in this study, if the dependent variables are invariant under some
transitive Lie group of transformations, then the differential invariants are entirely generated by
the invariant operators on the corresponding homogeneous space of the independent variables.
In turn, the invariant operators on homogeneous spaces can be effectively constructed by a
purely algebraic way [33].
The references cited above show that, as the first step of Lie’s classification program, the
problem of listing all inequivalent realizations of a prescribed Lie algebra can be effectively
solved by purely algebraic techniques alone. Therefore, in the present study, we basically
focus on the second stage of this program: to find the maximally wide class of differential
equations whose the symmetry group is generated by a given Lie algebra realization. For
this, we develop an algebraic approach based on the formalism outlined in [32]. Within this
approach, the construction of differential invariants is performed in terms of the algebra of
invariant differential operators, an object that is in a sense dual to the Lie algebra of a symmetry
group. As we have noted, the range of applicability of the formalism was initially limited
by group actions for which the dependent variables are invariant. In order to remove this
restriction, we introduce the so-called covariant form of a differential equation, in which the
dependent and independent variables {x} and {u} are on an equal footing (and are regarded
as the independent variables) and an invariant auxiliary variable w is added. Note that this
form of differential equations is used in a well-known method of integrating quasi-linear first-
order partial differential equations (see, for example, [34]). Also, it should be emphasized that
our algebraic approach to constructing differential invariants essentially depends on the type
of given group action; in this connection, we propose an original classification of differential
equations on types of prescribed symmetry groups.
The article is organized as follows. In Section 1 we briefly recall basic facts concerning
differential equations and their symmetry groups with the point of view of differential geometry.
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In this section we also suggest a classification of differential equations on types of symmetry
group actions; this classification enables one to divide the differential equations in an invariant
way into five distinct types. In the second section, we introduce the notion of the covariant form
of a differential equation and show that any scalar differential equation can be written in such
form. Moreover, we formulate the necessary and sufficient condition that a given equation is
the covariant form of some differential equation. In the third section, we give Theorems 3 and 4
which provide an effective algorithm for the solution of the group classification problem for the
differential equations with simply transitive symmetry groups. Applying this algorithm, we give
an exhaustive classification of both second-order differential invariants and quasi-linear second-
order differential equations for all inequivalent two- and three-dimensional simply transitive
symmetry groups in Section 4. Finally, the problem of the group classification of second-order
differential equations whose symmetry groups act freely and have the dimension up to and
including three is completely solved in Section 5.
1 Problem statement
In this section we recall standard mathematical constructions and formulate the problems
discussed in this study. For more details of the group analysis of differential equations, see
classical literature [2, 3, 4, 5]. The general information on Lie groups and their homogeneous
spaces can be found, for example, in [35, 36, 37].
Let Z ⊂ Rn be a space of independent and dependent variables and let Diff Z be the infinite-
dimensional diffeomorphism group of the space Z. The space Z looks locally like the Cartesian
product Z ' U ×X, where X and U are the spaces of independent and dependent variables,
respectively. The space U can be uniquely extended to the k-jet space U → Uk = U×U
1
×· · ·×U
k
with local coordinates (uα, uαi , uαij, . . . , uαi1...ik). A differential equation (or a system of differential
equations) is a surface E in the extended space Zk ' Uk ×X:
E : Eµ(x, u, ui, uij, . . . ) = 0, µ = 1, . . . , s. (1)
Let rµ be the maximal order of derivatives on which the µ–th equation of the system (1)
depends. It is clear that this number does not change under diffeomorphisms of the space Z
and a choice of its “splitting” Z ' U ×X. Thus, the sequence of numbers ord E = {r1, . . . , rs}
is a Diff Z–invariant characteristic of the system of differential equations (1).
A solution of the differential equation (1) is a surface S in the space Z:
S : uα = fα(x), α = 1, . . . dimU.
The codimension codimS of this surface in Z coincides with the number of the dependent
variables and also is a Diff Z–invariant characteristic of the equation (1). The extended surface
Sk ⊂ Zk,
Sk : u
α
i =
∂fα(x)
∂xi
, uαij =
∂2fα(x)
∂xi∂xj
, . . . ; (x, u) ∈ S,
which could be regarded as an integral submanifold of the involutive distribution of Pfaffian
forms
duα − uαi dxi = 0, duαi − uαijdxj = 0, . . .
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is a submanifold of E defined by the formula (1).
Denote the set of all solutions of the differential equation (1) by Sol E . By definition, the
symmetry group of the equation E is a subgroup G = Sym E ⊂ Diff Z that transforms solutions
of E to other solutions:
g ∈ Sym E ⇐⇒ g(S) ∈ Sol E , ∀ S ∈ Sol E .
In the present paper, we restrict our attention to connected local Lie groups of symmetries G,
which are generated by the correspondence Lie algebras g of vector fields Xi on the space Z:
Xi = ζ
a
i (z)
∂
∂za
∈ TzZ; [Xi, Xj] = CkijXk. (2)
Here Ckij are the structure constants of the Lie algebra g.
Remark 1. Everywhere in our study, we shall assume that the symmetry group G acts on the
space Z regularly. Moreover, we also assume that the group G acts effectively; otherwise, we
can just replace G by the effectively acting quotient group G/G0, where G0 denotes the global
isotropy subgroup of Z: G0z = z for all z ∈ Z.
Let G be the symmetry group of a differential equation E with infinitesimal generators Xi,
and let g be the corresponding Lie algebra. Let M = Gz0 be the orbit through a point z0 ∈ Z.
It is known that there is a G-equivariant diffeomorphism between the homogeneous space M
and the set of right (or, equivalently, left) cosets G/H, where H = Hz0 is the isotropy subgroup
at the point z0. Owing the regularity of the group action, we can locally introduce coordinates
charts of the form X×Y in the space Z, where x ∈ X are coordinates on the orbitM and y ∈ Y
are additional coordinates on Z, which can interpreted as invariants of the group action of G
(see, for example, [5]). (It is important to distinguish between the similar coordinate charts
and the charts Z ' U ×X obtained as a result of “splitting” into dependent and independent
variables.) We shall call y the invariant coordinates.
y0 x1
x2
y1
x1x2
y
M0 ' G/H(y0)
M1 ' G/H(y1)
Figure 1: In the general case, orbits of a group
action can depend on the invariant variables y.
Note that the isotropy subgroup H and its
Lie algebra h, in general, depend on the invari-
ant variables y ∈ Y , i.e. H = H(y), h = h(y).
From the geometric point of view, it means
that when a point z0 ∈ Z moves to an-
other point z1 along a line transverse to the
tangent space Tz0M0, the homogeneous space
M0 = Gz0 is mapped into the homomorphic
homogeneous space M1 = Gz1 whose alge-
braic properties can differ from those of the
space M0 due to the inequation h(y0) 6= h(y1)
(see Fig. 1). This, in turn, leads to the in-
finitesimal generators Xi whose coefficients
depend on the invariant variables {y} in the
coordinate chart Z ' X × Y ,
Xi = ζ
a
i (x, y)
∂
∂xa
,
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and this dependence cannot be eliminated by coordinate transformations. In this connection,
we introduce a numerical characteristic ind(X, Y ), called the coupling index, whose definition
will be given in our subsequent papers.
In view of the above considerations, the (regular) actions of the Lie group G on the space
Z can be divided into several types.
Type I. Simply transitive action of G on Z.
In this case, rank ζai (x) = dim g = dimZ, h = {0}, there are no invariant variables {y}.
Type II. Free action of G on Z.
In this case, rank ζai (x) = dim g < dimZ, h = {0}, there are the invariant variables {y},
but coefficients ζai (x) do not depend on their (ind(X, Y ) = 0).
Type III. Transitive action of G on Z.
In this case, rank ζai (x) = dim g/h = dimZ, dim h > 0, there are no invariant variables
{y}.
Type IV. Intransitive action of G on Z with the maximal coupling index.
In this case, rank ζai (x, y) = dim g/h < dimZ, dim h > 0, h = h(y), there are the invariant
variables {y}, ind(X, Y ) = dimY .
Type V. Intransitive action of G on Z with a non-maximal coupling index.
In this case, rank ζai (x, y) = dim g/h < dimZ, dim h > 0, h = h(y), there are the invariant
variables {y}, ind(X, Y ) < dimY .
Here each subsequent type contains in a sense all previous types as special cases. The usefulness
of this classification is due to the fact that the most effective methods for constructing invariant
differential equations are essentially different for different types of group actions.
Thus, it is convenient to introduce the Diff Z–invariant classification of differential equations
given in table 1. In the table, the symbols n,m, l, k, rj, s, and t are arbitrary positive integers.
Table 1: The types of differential equations.
Type dimZ ord E codimS dim g dim h ind(X,Y )
I n {r1, . . . , rt} s n 0 0
II n+ l {r1, . . . , rt} s n 0 0
III n {r1, . . . , rt} s n+m m 0
IV n+ k {r1, . . . , rt} s n+m m k
V n+ l + k {r1, . . . , rt} s n+m m k
It is clear that the first position in table 1, which indicates the differential equation type,
is not informative and will often be omitted. Also note that instead of specifying the numbers
dim g and dim h one may describe the structures of the Lie algebra g and its subalgebra h in more
detail. For instance, it may be done by specifying the commutation relations [ei, ej] = Ckijek
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of g in some basis 〈ei〉 and explicit listing the basis elements of the subalgebra: h = 〈aiα(y)ei〉.
It will be shown in our subsequent studies that all the information is enough to a complete
description of the class of differential equations for a given type.
Remark 2. The interested reader may find a discussion of Diff Z-invariant approaches to the
group classification of differential equations in Ovsyannikov’s book [2]. In particular, Ovsyan-
nikov himself suggests the classification in the following manner. To each system of differential
equations we associate the quadruple of numbers (ν, µ, κ, σ), where ν and µ are the numbers
of independent and dependent variables, respectively, κ is the maximal order of the derivatives
which appear in the system, σis the number of the equations. Obviously, the classification
scheme outlined in table 1 is more subtle and takes into account the structure of the symmetry
group action. The connection between Ovsyannikov and our classifications is given by the
relations
ν + µ = dimZ, µ = codimS, κ = max ord E , σ = dim ord E = t.
Our global aim is to give a complete description of all non-linear differential equations
whose types are presented in table 1. In this study we will consider second-order scalar dif-
ferential equations of the types I ({n, {2}, 1, n, 0, 0}) and II ({n + m, {2}, 1, n, 0, 0}). The
case of one invariant variable, which was declared as a dependent one, was considered in [32].
According to our classification of differential equations, in this work investigated the types
{n + 1, {2}, 1, n, 0, 0} (the special case of type II) and {n + 1, {2}, 1, n + m,m, 0} (the special
case of type V). Let us show that there is an fundamental difference between equations of the
type {n, {2}, 1, n, 0, 0} and the type {n+ 1, {2}, 1, n, 0, 0}.
First, we consider the last type, i.e. the case of a scalar second-order differential equation
with n + 1 dependent and independent variables. In this case, an n–dimensional symmetry
group G acts on an n–dimensional space simply transitively (since dim h = 0) and there is one
invariant variable y1, which is declared, for convenience, as a dependent one u = y1. Since
the dimension of G-orbits coincides with the dimension of the group G, we can assume that
the group acts on itself by right multiplications and the infinitesimal generators of this action
coincide with the left-invariant vector fields on G:
Xi = ξi =
n∑
a=1
ξai (x)
∂
∂xa
, i = 1, . . . , n = dim g. (3)
(Here and elsewhere, the symbol ξi denotes the left-invariant vector field on G associated with
the basis element ei ∈ g).
Now let us consider an equation of the type {n, {2}, 1, n, 0, 0}, i.e. the case of a scalar
second-order differential equation with n dependent and independent variables. In this case, an
n-dimensional symmetry group G acts simply transitively on an n–dimensional space Z (since
dim h = 0) and there are no invariant variables {y}. Again, in virtue of that the dimension
of orbits coincides with the dimension of the group, one cane assume that G acts on itself
by right multiplications and the infinitesimal generators of the action (2) coincide with the
left-invariant vector fields: Xi = ξi = ξji (z)∂zj . All variables zj (j = 1, . . . , n) are on an
equal footing, therefore we can choose the variable zn as an independent one and rewrite the
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generators Xi in a more traditional form:
Xi =
n−1∑
a=1
ξai (x, u)
∂
∂xa
+ ηi(x, u)
∂
∂u
, i = 1, . . . , n = dim g. (4)
Here ηi(x, u) = ξni (z), ξai (x, u) = ξai (z), a = 1, . . . , n− 1.
Comparing (3) and (4), one sees that the case of G-action with the generators (3) considered
in paper [32] is much easier the case of G-action with the generators (4).
In the next section, we will show that an arbitrary differential equation can be written in
the so-called covariant form that preserves the original “equivalence” of the dependent and
independent coordinates (i.e. the procedure of splitting into the dependent and independent
variables Z ' U × X is not needed). This will allow us to describe invariant differential
equations with the generators (3) and (4) in a uniform manner.
2 The covariant form of differential equations
In the present paper, we explore the classes of differential equations that are orbits of the
diffeomorphism group of a space Z. However, splitting Z into the dependent and independent
variables is not a Diff Z-invariant procedure. To illustrate this fact, we consider the following
example.
Let (x, y) be local coordinates on a two-dimensional space Z, where x is the independent
variable and y is the dependent one. Let g ∈ Diff Z be a diffeomorphism such that (x, y) 7→
(p, q) ≡ g(x, y) = (y+ x/2, y− x). We note that in this case we cannot answer to the question:
what is the image of a function E = E(x, y, yx, yxx) under the diffeomorphism g ∈ Diff Z?
Indeed, it may be the function E˜(p, q, pq, pqq), or the function E˜(p, q, qp, qpp), or some other one.
In fact, to answer this question we need again to split coordinates on Z into the dependent and
independent after acting the diffeomorphism.
It should be emphasized that if the diffeomorphism is an element of the one-parameter group
generated by a vector field on Z, one usually accepts the rule that splitting into the dependent
and independent variables is defined by continuity. For instance, if the diffeomorphism g ∈
Diff Z is generated by the vector fields
X = η(x, y)
∂
∂y
+ ζ(x, y)
∂
∂x
, ga(x, y) = (xa, ya), g = g1;
∂ya
∂a
= η(xa, ya),
∂xa
∂a
= ζ(xa, ya), ya|a=0 = y, xa|a=0 = x,
then, by continuity, we assume that ya are the dependent variables for all a > 0.
Let us show that a differential equation can be rewritten in a special form (the covariant
form), which preserves the original symmetry between the dependent and independent variables.
First we formulate the basic idea. Instead the splitting Z ' U ×X, which is non-invariant
under Diff Z, we introduce the invariant splitting Z ×W , where the extra variables w ∈ W are
invariant under the group Diff Z. Our task is to show that any equation (1) can be represent
in the Diff Z–invariant form
E˜ : E˜µ(z, wi, wij, . . . ) = 0, µ = 1, . . . , s, (5)
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where the functions wα satisfy the additional conditions
wα = 0, α = 1, . . . , dimW. (6)
Example 1./ As a simple illustration, we consider a quasi-linear first-order partial differential
equation of the type {n, {1}, 1, ∗, ∗, ∗}:
E :
n−1∑
i=1
ai(x, u)
∂u
∂xi
+ b(x, u) = 0. (7)
The main trick reducing (7) to a linear differential equation is well-known; instead (7) one
considers the equation
E˜ :
n−1∑
i=1
ai(z)
∂w
∂zi
− b(z) ∂w
∂zn
= 0, (8)
where zn = u, zi = xi for i = 1, . . . , n− 1. If w = w(z) be a solution of (8), then the equality
w(z) = 0 determines a solution of (7). The equation (8) (together with the condition w = 0)
is the covariant form of the equation (7). .
It is not hard to generalize this trick for an arbitrary first-order partial differential equation.
Proposition 1. A first-order partial differential equation
E(x, u;ua) = 0 (9)
can be represented in the covariant form
E˜(z;w
1
) = 0, (10)
w = 0. (11)
Proof. / (Here and below we will use the notation: n = dimZ, u = zn, xa = za (a =
1, . . . , n− 1)). Assuming, by definition, that (11) holds, we obtain
dw = widz
i = wadx
a + wndu = 0.
In virtue of the formula du− uadxa = 0, we have
ua = −wa/wn. (12)
(We have obtain the well-known rule of implicit differentiation). Now we substitute ua from
(12) into the equation (9):
E˜(z;w
1
) = E(z;−wa/wn). .
Example 2. / Let consider the differential equation
gab(x, u)uaub + b(x, u) = 0.
Using the formula (12), we rewrite it in the covariant form
gab(z)wawb + w
2
nb(z) = 0, w = 0. .
Recall that a function f = f(x), x ∈ Rn is said to be homogeneous of degree k, if f(λx) =
λkf(x), ∀λ ∈ R.
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Proposition 2. Let E˜(z;w
1
) be a function, which is homogeneous with respect the derivatives
wi. The equation (10) together with the condition (11) is the covariant form of the differential
equation (9), where E(x, u;ua) = E˜(x, u;−ua, 1).
Proof. / Applying the equalities (12) and homogeneity of the E˜, we obtain
E˜(z;wi) = E˜(z;wa, wn) = E˜(z;−wnua, wn) = wknE˜(x, u;−ua, 1). .
Example 3. / We consider an equation of the form (10), where E˜(z, wi) is a function, which
is homogeneous of degree 2 with respect the second derivatives:
gij(z)wiwj = 0⇐⇒ gab(z)wawb + 2gna(z)wnwa + gnn(z)w2n = 0⇐⇒
w2n
(
gab(z)uaub − 2gna(z)ua + gnn(z)
)
= 0⇔ gab(x, u)uaub − 2gna(x, u)ua + gnn(x, u) = 0. .
Now we consider second-order partial differential equations.
Proposition 3. An arbitrary second-order partial differential equation
E(x, u;ua;uab) = 0. (13)
can be represent in the covariant form
E˜(z;w
1
;w
2
) = 0, (14)
w = 0. (15)
Proof. / In view of the Pfaffian forms
dw − widzi = 0, dwi − wijdzj = 0, i, j = 1, . . . , n;
du− uadxa = 0, dua − uabdxb = 0, a, b = 1, . . . , n− 1,
we obtain the following expression for the second derivatives of the implicit function u = u(x)
uab = −wab
wn
+
wnawb
w2n
+
wnbwa
w2n
− wawbwnn
w3n
. (16)
Substituting (12) and (16) into (13) leads to a differential equation of the form (14). .
Theorem 1. The equation (14) together with the condition (15) is the covariant form of a
differential equation of the form (13) if and only if it is invariant under the infinite-dimensional
group of the transformations
w → s(z)w. (17)
Proof. / Let us assume that the equation (14) together with the condition (15) is the
covariant form of a differential equation of the form (13). In accordance with Proposition 3,
the equation (14) is obtained by substituting (12) and (16) (ua → ua[w], uab → uab[w]) into
the equation (13). It is quite easy to check that the right-hand sides of the substitutions (12)
and (16) are invariant under the transformations (17):
ua[s(z)w] = −Dza(s(z)w)
Dzn(s(z)w)
= − sa(z)w + s(z)wa
sn(z)w + s(z)wn
= −wa
wn
= ua[w].
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Here we have used the condition (15). Analogously, it can be proved that the equality uab[s(z)w] =
uab[w] holds.
Now suppose that we have equations (14) and (15) that are invariant under the transfor-
mations (17). Since the infinitesimal generator of these transformations has the form X =
σ(z)w ∂w, the invariance of the equation (14) is equivalent to the equality
X
2
E˜(z;w
1
;w
2
)|E˜=0 = 0⇔
(
σ(z)D +
∑
j
σj(z)Rj
)
E˜(z;w
1
;w
2
)|E˜=0 = 0,
where
D =
∑
i
wi
∂
∂wi
+
∑
i≤j
wij
∂
∂wij
, Rj =
∑
i
(1 + δij)wi
∂
∂wij
.
Thus the invariance of (14) under the transformations (17) is equivalent to the equalities
DE˜(z;w
1
;w
2
) = kE˜(z;w
1
;w
2
), (18)
RjE˜(z;w
1
;w
2
) = 0, j = 1, . . . , n. (19)
The equation (18) is the requirement that the function E˜(z;w
1
;w
2
) is homogeneous with
respect the first and the second derivatives: E˜(z;λw
1
;λw
2
) = λkE˜(z;w
1
;w
2
). Solutions of the
system of equations (19) are the invariants
Ji = wi, 1 ≤ i ≤ n; Jij = w2iwjj + w2jwii − 2wiwjwij, 1 ≤ i < j ≤ n. (20)
Thus, up to a positive constant factor, the second-order differential equations invariant under
the transformations (17) can be represent in the form
E˜(z;w
1
;w
2
) = F (z, J˜i, J˜ij) = 0, (21)
where J˜i = wi/wn; J˜ij = Jij/w3n, F (·, ·, ·) is an arbitrary function.
Let zn = u be the dependent variable, and let xa = za, (a = 1, . . . , n−1) be the independent
variables. Then
ua = −J˜a, uaa = −J˜an, uab = (J˜ab − J˜2a J˜bn − J˜2b J˜an)/2J˜aJ˜b.
These expressions for the derivatives ua, uab in terms of the invariants J˜a, J˜ab allow us rewrite
an arbitrary differential equation (13) in the form (21). .
In the concluding section, we formulate, without giving any proofs, the following theorem.
Theorem 2. A differential equation (a system of differential equations) of any order with the
dependent variables u = (u1, . . . , um) can be represent in the covariant form
Eµ(z;w,w
1
, . . . , w
rµ
) = 0, µ = 1, . . . s; (22)
wα = 0, α = 1, . . . ,m. (23)
The system of equations (22), (23) is invariant under the transformations
wα → sαβ(z)wβ, det sαβ(z) 6= 0.
11
3 Differential equations of the simply transitive type
Let us consider the equation (13) of the type {n, 2, 1, n, 0, 0}, i.e. (13) is a scalar second-order
partial differential equation admitting an n-dimensional group G = Lie(g) of point symmetries
with infinitesimal generators (4). The group G acts simply transitively on an n–dimensional
space Z of n−1 independent variables xa = za, (a = 1, . . . , n−1) and one dependent variables
u = zn. By virtue of simply transitivity and local character of the problem, we can assume
that the infinitesimal generators of the symmetry group form a realization of the Lie algebra g
by the left-invariant vector fields: Xi = ξi.
Denote by 〈ηi = ηji (z)∂zj〉 the Lie algebra g realized by the right-invariant vector fields:
[ξi, ξj] = C
k
ijξk, [ηi, ηj] = −Ckijηk, [ξi, ηj] = 0.
Below we also will use the following notation:
w(i) = ηˆiw = η
j
i (z)wj, w(ij) =
1
2
(ηˆiηˆj + ηˆj ηˆi)w = (ηˆi ◦ ηˆj)w, w(j1...jk) =
1
k!
∑
σ∈Sk
ηˆjσ1 · · · ηˆjσkw.
(24)
here ηˆi = ηjiDj, where Dj = ∂zj + wj∂w + wjk∂wk + · · · is the total derivative operator.
The following theorem was proved in work [32].
Theorem 3. Let a differential equation of the form
E(z, w, w
1
, w
2
, . . . , w
k
) = 0
with n independent variables {zi} and one dependent variable w admits an n–dimensional sym-
metry group G with the infinitesimal generators Xi = ξi = ξji (z)∂zj , and let G acts simply
transitively in the space of the variables z (i.e. det ξji 6= 0). Then this equation can be represent
in the form
F (w,w(i), w(ij), . . . , w(j1...jk)) = 0. (25)
In other words, the set {w,w(i), w(ij), . . . , w(j1...jk), . . . } forms a basis of the differential invari-
ants, and ηˆi are operators of invariant differentiation.
Since for differential equations of the type under consideration the dependent variable {u}
is not invariant, we cannot directly apply the above theorem. Nonetheless, the transition to
the covariant form, in which the dependent variable is an invariant of the symmetry group,
allows us to define a general form of the differential equations with simply transitive symmetry
groups.
Theorem 4. The covariant form of a second-order scalar differential equation with a simply
transitive group of point symmetries has the form
F (I(i), I(ij)) = 0, w = 0, (26)
where
I(i) = w(i)/w(n), I(ij) = (w
2
(i)w(jj) − 2w(i)w(j)w(ij) + w2(j)w(ii))/w3(n), 1 ≤ i < j ≤ n. (27)
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Proof. / In accordance with Proposition 3, any second order differential equation (13) can
be written in the covariant form (14), (15), where the dependent variable w is an invariant of
the symmetry group. Therefore, we can make use of Theorem 3 and represent the equation
(14) in the form (25) (for k = 2). By virtue of Theorem 1, we also must require invariance
of the equation (25) under the infinite-dimensional group of transformations (17). The second
prolongation of generators of this transformation group can be written as
X
2
= σ(z)w
∂
∂w
+
∑
i
Dzi(σ(z)w)
∂
∂wi
+
∑
i≤j
DziDzj(σ(z)w)
∂
∂wij
=
= σ(z)w
∂
∂w
+
∑
i
ηˆi(σ(z)w)
∂
∂w(i)
+
∑
i≤j
(ηˆi ◦ ηˆj)(σ(z)w) ∂
∂w(ij)
.
Then, taking into account (15), we have
X
2
F (w
(1)
, w
(2)
)|F=0 = 0⇔
(
σ(z)D +
∑
j
σ(j)(z)R(j)
)
F (w
(1)
, w
(2)
)|F=0 = 0.
Here w
(1)
= {w(i)}, w
(2)
= {w(ij)}, σ(j)(z) = ηˆjσ(z), and
D =
∑
i
w(i)
∂
∂w(i)
+
∑
i≤j
w(ij)
∂
∂w(ij)
, R(j) =
∑
i
(1 + δij)w(i)
∂
∂w(ij)
Solving equations, which are similar to (18), (19), we obtain the formulae (26), (27). .
4 Differential equations admitting simply transitive sym-
metry groups of low dimensions
Let gn be the n-dimensional Lie algebra of a local simply transitive symmetry Lie group. Let
us give an algorithm for calculating the second-order differential invariants of the symmetry
group from the structure constants Ckij of the Lie algebra gn. This algorithm also allows us to
write out representatives of the classes of differential equations invariant under the symmetry
group and linear in the highest order derivatives. Any other equation admitting the Lie algebra
gn as a symmetry algebra can be reduced to one of the given representatives by a change of
dependent and independent variables.
Step 1. Given the structure constants of the Lie algebra gn, we construct left- {ξi = ξki (z)∂zk}
and right-invariant {ηi = ηki (z)∂zk} vector fields applying the method proposed in the
paper [27].
Step 2. Introducing the notation xa = za (a = 1, . . . , n − 1), u = zn, we write out the
infinitesimal generators of the symmetry group as Xi = ξai (x, u)∂xa + ξni (x, u)∂u.
Step 3. In accordance with the formula (24), we write out the quantities w(i), w(ij) as functions
on the variables (x, u, w
1
, w
2
).
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Step 4. Using the formula (27), we calculate the invariants I(a), I(ij) as functionson the vari-
ables (x, u, w
1
, w
2
).
Step 5. From the formuale for the implicit derivatives (12) and (16), we derive the inverse
equalities:
wa = −uawn, wab = −wnuab − wbnua − wanub − uaubwnn. (28)
Substituting these into the invariants I(a), I(ij), we obtain the first-order and second-order
differential invariants:
va = va(x, u, u
1
), vij = vij(x, u, u
1
, u
2
).
(The invariants I(a), I(ij) are arranged so that the “unnecessary” variables {wn, wan, wnn}
cancel and do not present in the invariants va, vij).
Step 6. We construct the invariant equation linear in the second derivatives:
E(x, u, u
1
, u
2
) =
∑
1≤i<j≤n
aij(v
1
)vij + b(v
1
) = 0. (29)
Step 7. We summarize in a table the following results: the non-zero commutation relations of
the Lie algebra gn, the infinitesimal generators Xi of the symmetry group, a basis of the
first- and second-order differential invariants va, vij, the invariant differential equation
linear in the second derivatives E(x, u, u
1
, u
2
) = 0.
As an illustration of the algorithm, we calculate the second order differential invariants and
write out the general form of the invariant differential equation linear in the second derivatives
for the three-dimensional Lie algebra so(3):
[e1, e2] = e3, [e2, e3] = e1, [e1, e3] = −e2.
Before making this, we calculate the left- and right-invariant vector fields on the correspond-
ing local Lie group. In the coordinates of the second kind gz = ez
3e3ez
2e2ez
1e1 , these can be
constructed by applying the algebraic method described in [27]:
ξ1 = ∂z1 , ξ2 = sin z
1 tan z2∂z1+cos z
1∂z2+
sin z1
cos z2
∂z3 , ξ3 = cos z
1 tan z2∂z1−sin z1∂z2+ cos z
1
cos z2
∂z3 ;
η1 =
cos z3
cos z2
∂z1−sin z3∂z2+cos z3 tan z2∂z3 , η2 = sin z
3
cos z2
∂z1+cos z
3∂z2+sin z
3 tan z2∂z3 , η3 = ∂z3 .
The infinitesimal generators Xi of the symmetry group are obtained from the left-invariant
vector fields ξi by the formal substitute z1 → x, z2 → y, z3 → u:
X1 = ∂x, X2 = sinx tan y ∂x + cosx ∂y +
sinx
cos y
∂u, X3 = cosx tan y ∂x − sinx ∂y + cosx
cos y
∂u.
We also write out the quantities w(i) and w(ij), which are defined by the formula (24) and
considered as functions on the variables x, y, u, w1, w2, w11, w12, w13, w22, w23, w33:
w(1) = w1
cosu
cos y
−w2 sinu+w3 cosu tan y, w(2) = w1 sinu
cos y
+w2 cosu+w3 sinu tan y, w(3) = w3,
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w(11) = w11
cos2 u
cos2 y
− w12 sin 2u
cos y
+ w13
2 tan y cos2 u
cos y
+ w22 sin
2 u− w23 sin 2u tan y+
+ w33 tan
2 y cos2 u− w1 sin 2u tan y
cos y
− w2 cos2 u tan y − 1
2
w3(1 + 2 tan
2 y) sin 2u,
w(12) = w11
sin 2u
2 cos2 y
+ w12
cos 2u
cos y
+ w13
sin 2u tan y
cos y
− 1
2
w22 sin 2u+ w23 tan y cos 2u+
+
1
2
w33 sin 2u tan
2 y + w1
tan y cos 2u
cos y
− 1
2
w2 sin 2u tan y +
1
2
w3
(
1 + 2 tan2 y
)
cos 2u,
w(13) = w13
cosu
cos y
− w23 sinu+ w33 cosu tan y − 1
2
w1
sinu
cos y
− 1
2
w2 cosu− 1
2
w3 sinu tan y,
w(22) = w11
sin2 u
cos2 y
+ w12
sin 2u
cos y
+ 2w13
tan y sin2 u
cos y
+ w22 cos
2 u+ w23 sin 2u tan y+
+
1
2
w33 (1− cos 2u) tan2 y + w1 sin 2u tan y
cos y
− w2 sin2 u tan y + 1
2
w3 sin 2u
(
1 + 2 tan2 y
)
,
w(23) = w13
sinu
cos y
+ w23 cosu+ w33 sinu tan y +
1
2
w1
cosu
cos y
− 1
2
w2 sinu+
1
2
w3 cosu tan y,
w(33) = w33.
Using the expressions for w(a) and w(ij), we obtain the invariants I(a) and I(ij) in accordance
with the formula (27). Substituting (28) into the invariants, we find
v1 = ux
cosu
cos y
− uy sinu− cosu tan y, v2 = ux sinu
cos y
+ uy cosu− sinu tan y, (30)
v12 =
1
cos2 y
[
uxxu
2
y + 2uxyuy(sin y − ux) + uyy(ux − sin y)2 +
1
2
(1− u2y)uy sin 2y−
−3uxuy cos y − 2(1 + u2x)uy tan y +
4uxuy
cos y
]
,
v13 = uxx
cos2 u
cos2 y
− uxy sin 2u
cos y
+ uyy sin
2 u+
1
2
(
u2y −
u2x
cos2 y
)
sin 2u− uxuy cos 2u
cos y
−
− uy tan y sin2 u+ sin 2u
1 + cos 2y
,
v23 = uxx
sin2 u
cos2 y
+ uxy
sin 2u
cos y
+ uyy cos
2 u− 1
2
(
1− u2x
cos2 y
+ u2y
)
sin 2u+
+ uxuy
cos 2u
cos y
− uy cos2 u tan y.
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Instead v12, v13, and v23 it is convenient to choose the new set of invariants v˜12, v˜13, v˜23, which
is connected with the old one by the formulae
v˜12 =
v12 − v21v23 − v22v13
v1v2
, v˜13 = v13 − v23, v˜23 = v13 + v23.
As a result, we have
v˜12 =
uxx
cos2 y
+ uyy − uy tan y,
v˜13 = cos 2u
(
uxx
cos2 y
− uyy − 2uxuy
cos y
+ uy tan y
)
+ sin 2u
(
− 2uxy
cos y
+ u2y +
1− u2x
cos2 y
)
,
v˜23 = − sin 2u
(
uxx
cos2 y
− uyy − 2uxuy
cos y
+ uy tan y
)
+ cos 2u
(
− 2uxy
cos y
+ u2y +
1− u2x
cos2 y
)
,
In accordance with (29), the general form of the so(3)-invariant differential equation linear
in the second derivatives can be written as
[
a13(v1, v2) cos 2u− a23(v1, v2) sin 2u
]( uxx
cos2 y
− uyy − 2uxuy
cos y
+ uy tan y
)
+
+
[
a13(v1, v2) sin 2u+ a
23(v1, v2) cos 2u
](− 2uxy
cos y
+ u2y +
1− u2x
cos2 y
)
+
+ a12(v1, v2)
(
uxx
cos2 y
+ uyy − uy tan y
)
+ b(v1, v2) = 0,
where a12, a13, a23, b are arbitrary smooth functions of their arguments, and v1 and v2 are
defined by the formula (30). We can yet further simplify this equation by dividing by a12 and
re-designating the rest arbitrary functions:
∆u+
[
a˜13(v1, v2) cos 2u− a˜23(v1, v2) sin 2u
]( uxx
cos2 y
− uyy − 2uxuy
cos y
+ uy tan y
)
+
+
[
a˜13(v1, v2) sin 2u+ a˜
23(v1, v2) cos 2u
](− 2uxy
cos y
+ u2y +
1− u2x
cos2 y
)
+ b˜(v1, v2) = 0. (31)
here a˜13 = a13/a12, a˜23 = a23/a12, b˜ = b/a12, ∆ is the Laplace–Beltrami operator on the
2-sphere:
∆u ≡ uxx
cos2 y
+ uyy − uy tan y.
It is interesting to note that if the functions a˜13 and a˜23 are constants, then the coefficients
of uxx, uxy, and uyy in the equation (31) do not depend on ux and uy. In particular, if a˜13 =
a˜23 = 0, then the coefficients do not also depend on the variable u and can be interpreted as
the components of the standard metric on the 2-sphere S2. In this case, the equation (31) has
the form:
∆u+ b˜ (v1, v2) = 0.
Below we list the second-order differential invariants and the invariant quasi-linear second-
order differential equations for all two- and three-dimensional local Lie groups. To denote Lie
16
algebras, we shall use the notation gnk , where n the dimension of a Lie algebra, k is its number
in the list. In addition to the invariants and differential equations, the tables also contain
simply transitive realizations of Lie algebras in terms of the vector fields Xi = Xji (z)∂zj in the
“splitting” coordinates z = (x, u).
4.1 Two-dimensional symmetry groups (type {2, {2}, 1, 2, 0, 0})
In the two-dimensional case, there exist only two non-isomorphic Lie algebras: the commutative
Lie algebra 2g1 and non-commutative Lie algebra g2.
Table 2: Second-order differential invariants of two-dimensional symmtry groups and quasi-linear
differential equations of the type {2, {2}, 1, 2, 0, 0}
Lie algebra Generators Xi Invariants Quasi-linear second-order
va, vij differential equation
2g1 X1 = ∂x, X2 = ∂u ux, uxx uxx + b(ux) = 0
g2 X1 = ∂x, X2 = x∂x + ∂u euux, e2uuxx uxx + e−2ub(euux) = 0
[e1, e2] = e1
In Table 2, the symbol b denotes an arbitrary smooth function of its argument.
4.2 Three-dimensional symmetry groups (type {3, {2}, 1, 3, 0, 0})
We use the classification of non-isomorphic three-dimensional Lie algebras suggested by Muba-
rakzyanov [38].
Table 3: Second-order differential invariants of three-dimensional symmetry groups and quasi-linear
differential equations of the type {3, {2}, 1, 3, 0, 0}
Lie algebra Generators Xi Invariants Quasi-linear second-order differential
va, vij equation
3g1 X1 = ∂x, X2 = ∂y, ux, uy, uxx, uxx + a1(ux, uy)uxy + a2(ux, uy)uyy+
X3 = ∂u uxy, uyy +b(ux, uy) = 0
g1 + g2 X1 = ∂x, eyux, uy, uxx + e−ya1(eyux, uy)uxy+
[e1, e2] = e1 X2 = x∂x + ∂y, e2yuxx, eyuxy, +e−2ya2(eyux, uy)uyy+
X3 = ∂u uyy +e
−2yb(eyux, uy) = 0
g31 X1 = ∂u, X2 = ∂x, ux − y, uy, uxx + a1(ux − y, uy)uxy+
[e2, e3] = e1 X3 = ∂y + x∂u uxx, uxy, uyy +a2(ux − y, uy)uyy + b(ux − y, uy) = 0
g32 X1 = ∂u, X2 = ∂y, e−xux, uy − x, e−xuxx + a1(e−xux, uy − x)uxy+
[e1, e3] = e1 X3 = ∂x + y∂y+ e
−xuxx, uxy, +a2(e−xux, uy − x)uyy+
[e2, e3] = e1 + e2 +(y + u)∂u e
xuyy +b(e
−xux, uy − x) = 0
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g33 X1 = ∂x, X2 = ∂y, euux, euuy, uxx + a1(euux, euuy)+
[e1, e3] = e1 X3 = x∂x+ e
2uuxx, e2uuxy, +a2(euux, euuy)uyy+
[e2, e3] = e2 +y∂y + ∂u e
2uuyy +e
−2ub(euux, euuy) = 0
g34 X1 = ∂x, X2 = ∂y, euux, ehuuy, uxx + e(h−1)ua1(euux, ehuuy)+
[e1, e3] = e1 X3 = x∂x+ e
2uuxx, +e2(h−1)ua2(euux, ehuuy)uyy+
[e2, e3] = he2 +hy∂y + ∂u e
(1+h)uuxy, +e−2ub(euux, ehuuy) = 0
|h| ≤ 1, h 6= 0, 1 e2huuyy
g35 X1 = ∂x, X2 = ∂y, v51, v52, uxx + uyy + e−2pub(v51, v52)+
[e1, e3] = pe1 − e2 X3 = (px+ y)∂x+ v512, v513, v523 +a1(v51, v52)(uxx − uyy) cos 2u−
[e2, e3] = pe2 + e1 +(py − x)∂y + ∂u −2a1(v51, v52)uxy sin 2u+
p ≥ 0 +a2(v51, v52)(uxx − uyy) sin 2u+
+2a2(v
5
1, v
5
2)uxy cos 2u = 0
g63 X1 = ∂x, v61, v62, e2yuxx + 4ueyuxy + 4u2uyy+
[e1, e2] = e1 X2 = x∂x + ∂y, v612, v613, v623 +2eyuxuy + 4uu2y − 4u2uy+
[e1, e3] = 2e2 X3 = x
2∂x+ +a1
(
v61, v
6
2
) (
eyuxy + 2uuyy − u2
)
+
[e2, e3] = e3 +2x∂y + e
y∂u +a2
(
v61, v
6
2
)
(uyy − u) + b
(
v61, v
6
2
)
= 0
g37 X1 = ∂x,
uxx
cos2 y
+ uyy − uy tan y + b
(
v71, v
7
2
)
+
[e1, e2] = e3 X2 = sinx tan y∂x+ v
7
1, v72, +
[
a1
(
v71, v
7
2
)
cos 2u− a2
(
v71, v
7
2
)
sin 2u
]×
[e2, e3] = e1 +cosx∂y +
sinx
cos y∂u, v
7
12, v713, v723 ×
(
uxx
cos2 y
− uyy − 2uxuycos y + uy tan y
)
+
[e3, e1] = e2 X3 = cosx tan y∂x− +
[
a1
(
v71, v
7
2
)
sin 2u+ a2
(
v71, v
7
2
)
cos 2u
]×
− sinx∂y + cosxcos y∂u ×
(
−2uxycos y + u2y + 1−u
2
x
cos2 y
)
= 0
In Table 3, the symbols a1, a2, and b denote arbitrary functions of their arguments. Fur-
thermore, we use the following notation:
v51 = e
pu (ux cosu− uy sinu) , v52 = epu (ux sinu+ uy cosu) , v512 = e2pu(uxx + uyy),
v513 = e
2pu ((uxx − uyy) cos 2u− 2uxy sin 2u) , v523 = e2pu ((uxx − uyy) sin 2u+ 2uxy sin 2u) ;
v61 = e
yux + u
2
y, v
6
2 = uy − u, v612 = uyy − u,
v613 = e
yuxy + 2uuyy − u2, v623 = e2yuxx + 2u [u(2uyy + uy − u) + ey(ux + 2uxy)] ;
v71 = ux
cosu
cos y
− uy sinu− cosu tan y, v72 = ux
sinu
cos y
ux + uy cosu− sinu tan y,
v712 =
uxx
cos2 y
+ uyy − uy tan y,
v713 = cos 2u
(
uxx
cos2 y
− uyy − 2uxuy
cos y
+ uy tan y
)
+ sin 2u
(
− 2uxy
cos y
+ u2y +
1− u2x
cos2 y
)
,
v723 = − sin 2u
(
uxx
cos2 y
− uyy − 2uxuy
cos y
+ uy tan y
)
+ cos 2u
(
− 2uxy
cos y
+ u2y +
1− u2x
cos2 y
)
.
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5 Differential equations with free symmetry groups
Let a symmetry group acts on a space Z freely and intransitively (the case of a free and transitive
action we have considered in the previous section). Locally, we have Z ' X × Y , where X is
an orbit of the group action, and Y is a subspace transverse to the orbit and coordinates on
Y are invariants of the symmetry group. The infinitesimal generators of the group action have
the form (3) and coincide with the left-invariant vector fields on the space X. In contrast to
the situation examined in the work [32], here we consider a more general case when there are
several invariant variables {y1, . . . , ym}.
Differential equations with such symmetry groups have the type II: {n+m, {2}, 1, n, 0, 0}.
Without loss of generality, we can regard the invariant variable ym as the dependent variable u.
Indeed, if the dependent variable is not invariant (for example, u = xn), a hodograph trans-
formation can then be used to make the invariant variable ym dependent. We note that under
such transformations, a differential equation linear in the highest derivatives maps also into an
equation linear in the highest derivatives.
In accordance with Theorem 3, the quantities yµ, u, u(i), u(ij), . . . , are differential invariants.
(Here u(i) = ηˆiu, u(ij) = (ηˆi ◦ ηˆj)u, . . . ). Moreover, it is easy to see that the total differentiation
operators with respect to the invariant variables, Dyµ , are operators of invariant differentiation.
Thus, to the above differential invariants, we add the invariants: uyµ , uyµyν , u(i)yµ , . . . . Let us
formulate this result in the form of a theorem.
Theorem 5. A second-order partial differential equation whose the symmetry group acts freely
and intransitively has the form:
F (y, u, uyµ , u(i), uyµyν , u(ij), u(i)yµ) = 0.
In particular, an equation linear in the highest derivatives is represented as follows:
m−1∑
µ,ν=1
aµνuyµyν +
n∑
i,j=1
biju(ij) +
m−1∑
µ=1
n∑
i=1
cµiu(i)yµ + d = 0. (32)
Here aµν , bij, cµi, d are arbitrary functions on the variables {y, u, uyµ , u(i)}.
Let us list all inequivalent second-order differential equations of type II for local Lie groups
of dimension no greater than three. In the tables below, we indicate symmetry Lie algebras,
their infinitesimal generators and all second-order differential invariants. Invariant quasi-linear
differential equations have the same structure (32). Everywhere below we use the notation:
y = {y1, . . . , ym−1}, uµ = uyµ , ui = uxi , uµν = uyµyν , uiµ = uxiyµ , uij = uxixj (i, j =
1, . . . , n; µ, ν = 1, . . . ,m− 1).
5.1 One-dimensional symmetry groups (type {1 +m, {2}, 1, 1, 0, 0})
Up to isomorphism, there is one one-dimensional Lie algebra g1.
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Table 4: Second-order differential invariants for the one-dimensional Lie algebra g1
Lie algebra Generators Xi Second-order differential invariants
g1 X1 = ∂x1 y, u, u1, uµ, u11, u1µ, uµν
5.2 Two-dimensional symmetry groups (type {2 +m, {2}, 1, 2, 0, 0})
As we have noted above, there are only two non-isomorphic two-dimensional Lie algebras: 2g1
and g2.
Table 5: Second-order differential invariants for two-dimensional Lie algebras
Lie algebras Generators Xi Second-order differential invariants
2g1 X1 = ∂x1 , X2 = ∂x2 y, u, u1, u2, uµ, u11, u12, u22, u1µ, u2µ, uµν
g2 X1 = ∂x1 , X2 = x1∂x1 + ∂x2 y, u, ex
2
u1, u2, uµ, e
2x2u11, ex
2 (
u12 +
u1
2
)
, u22, ex
2
u1µ,
[e1, e2] = e1 u2µ, uµν
5.3 Three-dimensional symmetry groups (type {3 +m, {2}, 1, 3, 0, 0})
Here we also use the classification of three-dimensional Lie algebras suggested by Mubarakzya-
nov [38].
Table 6: Second-order differential invariants for three-dimensional Lie algebras
Lie algebra Generators Xi Second-order differential invariants
3g1 X1 = ∂x1 , X2 = ∂x2 , y, u, u1, u2, u3, uµ, u11, u12, u13, u22, u23,
X3 = ∂x3 u33, u1µ, u2µ, u3µ, uµν
g1 + g2 X1 = ∂x1 , y, u, ex
2
u1, u2, u3, uµ,
[e1, e2] = e1 X2 = x
1∂x1 + ∂x2 , e2x
2
u11, ex
2 (
u12 +
u1
2
)
, ex2u13, u22, u23, u33,
X3 = ∂x3 e
x2u1µ, u2µ, u3µ, uµν
g31 X1 = ∂x1 , y, u, u1, x3u1 + u2, u3, uµ, u11, x3u11 + u12,
[e2, e3] = e1 X2 = ∂x2 , u13, (x3)2u11 + 2x3u12 + u22, x3u13 + u23 + u12 ,
X3 = x
2∂x1 + ∂x3 u33, u1µ, x3u1µ + u2µ, u3µ, uµν
g32 X1 = ∂x1 , y, u, ex
3
u1, ex
3 (
x3u1 + u2
)
, u3, uµ,
[e1, e3] = e1 X2 = ∂x2 , e2x
3
u11, e2x
3 (
x3u11 + u12
)
, ex3
(
u13 +
u1
2
)
,
[e2, e3] = e1 + e2 X3 = (x
1 + x2)∂x1+ u33, ex
3
u1µ, e2x
3 (
(x3)2u11 + 2x
3u12 + u22
)
,
+x2∂x2 + ∂x3 e
x3x3
(
u13 +
u1
2
)
+ ex
3 (
u23 +
u1+u2
2
)
,
ex
3 (
x3u1µ + u2µ
)
, u3µ, uµν
g33 X1 = ∂x1 , y, u, ex
3
u1, ex
3
u2, u3, uµ, e2x
3
u11, e2x
3
u12,
[e1, e3] = e1 X2 = ∂x2 , ex
3 (
u13 +
u1
2
)
, e2x3u22, ex
3 (
u23 +
u2
2
)
, u33,
[e2, e3] = e2 X3 = x
1∂x1 + x
2∂x2 + ∂x3 e
x3u1µ, ex
3
u2µ, u3µ, uµν
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g34 X1 = ∂x1 , y, u, ex
3
u1, ehx
3
u2, u3, uµ, e2x
3
u11,
[e1, e3] = e1 X2 = ∂x2 , e(1+h)x
3
u12, ex
3 (
u13 +
u1
2
)
, e2hx3u22,
[e2, e3] = he2 X3 = x
1∂x1+ e
hx3
(
u23 +
hu2
2
)
, u33, ex
3
u1µ, ehx
3
u2µ,
|h| ≤ 1, h 6= 0, 1 +hx2∂x2 + ∂x3 u3µ, uµν
g35 X1 = ∂x1 , y, u, u3, uµ, e2px
3
(u11 + u22),
[e1, e3] = pe1 − e2 X2 = ∂x2 , epx3
(
u1 cosx
3 − u2 sinx3
)
,
[e2, e3] = pe2 + e1 X3 = (px
1 + x2)∂x1+ e
px3
(
u1 sinx
3 + u2 cosx
3
)
,
p ≥ 0 +(px2 − x1)∂x2 + ∂x3 e2px3
[
(u11 − u22) cos 2x3 − 2u12 sin 2x3
]
,
e2px
3 [
(u11 − u22) sin 2x3 + 2u12 cos 2x3
]
,
epx
3 [(
u13 +
pu1−u2
2
)
cosx3 − (u23 + pu2+u12 ) sinx3],
epx
3 [(
u13 +
pu1−u2
2
)
sinx3 +
(
u23 +
pu2+u1
2
)
cosx3
]
,
epx
3 (
u1µ cosx
3 − u2µ sinx3
)
,
epx
3 (
u1µ sinx
3 + u2µ cosx
3
)
, u33, u3µ, uµν
g36 X1 = ∂x1 , y, u, ex
2
u1 + 2x
3u2 + (x
3)2u3, u2 + x3u3, u3, uµ,
[e1, e2] = e1 X2 = x
1∂x1 + ∂x2 , 14 e
2x2u11 + e
x2x3
(
u12 +
x3u13+u1
2
)
+
[e1, e3] = 2e2 X3 = (x
1)2∂x1+ +(x
3)2
(
x3u23 + u22 +
u2+x3u3
2 +
(x3)2u33
4
)
,
[e2, e3] = e3 +2x
1∂x2 + e
x2∂x3 e
x2
(
u12 + x
3u13 +
u1
2
)
+ (x3)3u33+
+3(x3)2
(
u23 +
u3
2
)
+ x3(2u22 + u2),
ex
2
u13 + (x
3)2u33 + x
3(2u23 + u3) + u2,
(x3)2u33 + x
3(2u23 + u3) + u22,
x3u33 + u23 +
u3
2 , u33, x
3u3µ + u2µ,
ex
2
u1µ + 2x
3u2µ + (x
3)2u3µ, u3µ, uµν
g37 X1 = ∂x1 , y, u, uµ, u3,
[e1, e2] = e3 X2 = sinx
1 tanx2∂x1+ u1
cosx3
cosx2
− u2 sinx3 + u3 tanx2 cosx3,
[e2, e3] = e1 +cosx
1∂x2 +
sinx1
cosx2
∂x3 , u1 sinx
3
cosx2
+ u2 cosx
3 + u3 tanx
2 sinx3,
[e3, e1] = e2 X3 = cosx
1 tanx2∂x1− u7(11), u7(12), u7(22), u33, u3µ, uµν ,
− sinx1∂x2 + cosx
1
cosx2
∂x3 u13
cosx3
cosx2
− u23 sinx3 + u33 cosx3 tanx2−
−u12 sinx
3
cosx2
− u22 cosx3 − u32 sinx3 tanx2,
u13
sinx3
cosx2
+ u23 cosx
3 + u33 sinx
3 tanx2+
+u12
cosx3
cosx2
− u22 sinx3 + u32 cosx3 tanx2,
u1µ
cosx3
cosx2
− u2µ sinx3 + u3µ cosx3 tanx2,
u1µ
sinx3
cosx2
+ u2µ cosx
3 + u3µ sinx
3 tanx2
In the table, we use the notation:
u7(11) = u11
cos2 x3
cos2 x2
− u12 sin 2x
3
cosx2
+ 2u13
tanx2 cos2 x3
cosx2
+ u22 sin
2 x3 − u23 tanx2 sin 2x3−
− u1 tanx
2 sin 2x3
cosx2
− u2 tanx2 cos2 x3 − u3
(
1
2
+ tan2 x2
)
sin 2x3,
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u7(12) = u11
sin 2x3
2 cos2 x2
+ u12
cos 2x3
cosx2
+ u13
tanx2 sin 2x3
cosx2
− 1
2
u22 sin 2x
3 + u23 tanx
2 cos 2x3+
+ u1
tanx2 cos 2x3
cosx2
− 1
2
u2 tanx
2 sin 2x3 + u3
(
1
2
+ tan2 x2
)
cos 2x3,
u7(22) = u11
sin2 x3
cos2 x2
+ u12
sin 2x3
cosx2
+ 2u13
tanx2 sin2 x3
cosx2
+ u22 cos
2 x3 + u23 tanx
2 sin 2x3+
+ u1
tanx2 sin 2x3
cosx2
− u2 tanx2 sin2 x3 + u3
(
1
2
+ tan2 x2
)
sin 2x3.
Conclusion
In this paper, we have offered a systematic procedure for the group classification of differential
equations according to regular actions of their symmetry groups. Unlike traditional approaches
based on the preliminary group classification, we do not restrict the form of an equation by
some ansatz and proceed rather in spirit to Lie’s original two-steps program involved finding
all inequivalent realizations for a given abstract Lie algebra g and subsequent construction of
differential equations invariant under each of these realizations.
One of the main advantages of our method is that there is no need to explicitly integrate
differential equations. This possibility appears if one takes into account subtle features of
actions of prescribed symmetry groups; in this connection, we have divided all differential
equations into five types listed in Table 1. Another distinguishing feature of our method
is its covariance which is achieved by considering the dependent and independent variables
on an equal footing. It allows us to describe differential equations invariant under different
transformation groups in a uniform manner. For these purposes, we have introduced the so-
called covariant form of a differential equation (22), (23). The transition to the usual form
of the differential equation, actually, means the procedure of “splitting” of the variables into
dependent and independent ones, and all equations obtained by different ways of such “splitting”
are related by hodograph transformations.
In this work we have restricted ourselves to scalar second-order differential equations of the
types {n, 2, 1, n, 0, 0} and {n + m, {2}, 1, n, 0, 0} in accordance with Table 1. The first type
presupposes a symmetry group acting freely and transitively on the space of dependent and
independent variables, while symmetry groups for equations of the second type are assumed
to be free, but intransitive in general. We have given the most general form of the equations
for these types (Theorems 4 and 5), and also formulate constructive algorithms of their group
classification. Using these algorithms, we have obtained the exhaust classifications for the
equations of types {n, 2, 1, n, 0, 0} and {n+m, {2}, 1, n, 0, 0} for all local regular transformation
groups of dimension up to three (see Tables 2–6).
In future investigations, we plan to further develop our classification program; in particular,
we will consider in detail the cases of differential equations of types III, IV and V. There are
also certain reasons to assume that the algebraic technique we have designed will allow quite
constructively to calculate operators of invariant differentiation, which, as known, imply the
possibility of effective constructing differential invariants of any order [2, 4].
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