We present some uniqueness (non-fattening) results for the motion by mean curvature perturbed by stochastic noise. It is well known that for special initial data, the deterministic motion has multiple solutions, i.e., it develops interior. Our result for a particular evolution of curves in R 2 illustrates that stochastic perturbations can select a unique solution in a natural way. The noise we use is white in time and constant in space. The results are formulated both almost surely and in probability law.  2003 Elsevier SAS. All rights reserved.
Introduction
The study of the motion by mean curvature (MMC) of curves and surfaces before and after the development of singularities has a long history. It involves interesting mathematical theories coming from nonlinear partial differential equations, geometric measure theory, singular perturbations and asymptotic analysis. It also has many applications in materials science and image processing. We refer to [1, [25] [26] [27] for surveys on the mathematical studies and physical interpretation of MMC.
This paper investigates the issue of the non-uniqueness of, or, equivalently, the development of interior for solutions of MMC. It is well known that multiple solutions can arise from some initial data. When this happen, the notion of solutions used so far cannot uniquely predict the evolution of the surfaces. Some additional information is needed to select a unique solution. This further manifests itself in the fact that different approximation schemes can produce different solutions. As we also have in mind the physical applications of MMC in the study of materials interfacial motions, the phenomena of non-uniqueness would mean that some underlying physical processes might not be captured by the present model.
In this work we explore the use of noise to select a unique solution. The incorporation of stochastic perturbations has been widely considered in the physics community. The noise can come from thermal fluctuations, impurities or the atomistic processes describing the surface motions. The mathematical theory for the study of noise naturally involves nonlinear stochastic partial differential equations. Compared to its deterministic counterpart, this is largely an open area, which only recently has begun to be investigated in the work of P.-L. Lions and one of the authors (see [20] [21] [22] [23] ). The results presented here are among the first which describe quantitatively the effects of noise in terms of the statistics of the solutions.
A time dependent hypersurface Γ (t) in R N is said to evolve by MMC for t 0, if the outward normal velocity v n at every point of the surface equals the mean curvature κ v n = −κ, (1.1) with the sign convention for κ chosen so that a sphere shrinks. There are several, basically equivalent, methods to construct sets moving by mean curvature. Classical partial differential equation and differential geometry techniques have been used for the study of smooth flows. But this approach requires special treatment to continue the solution when singularities and topological changes to the surfaces occur. We refer to [2] for a survey of this approach and related questions.
The first global in time (weak) solution for MMC was constructed in [9] using the theory of varifolds. This method, which also works for higher co-dimensional curves and surfaces, is so far only applicable in the isotropic case. In addition, there is a high degree of non-uniqueness in the solutions.
Another approach, which has been used widely to study a large number of applications -see [25] for a general survey -is the level-set formulation. This method makes use of a continuous function u such that its zero-(or any c-) level set defined as Γ (t) = x ∈ R N : u(x, t) = 0 evolves by MMC. This function would then be a solution of the following degenerate parabolic equation
Equations like (1.2) admit unique globally defined uniformly continuous solutions in the viscosity sense (see [10, 12, 15, 17] ). Furthermore the invariance properties of (1.2) yield that Γ (t) is uniquely defined as a function of the initial set Γ 0 = {x: u(x, 0) = 0}. The afortiomentioned non-uniqueness phenomena are, however, reflected in the fact that Γ (t) can develop non-empty interior, a fact referred to as fattening. In this case, Γ (t) may not represent geometrically a hypersurface. We say that u is has no-interior at time t and level-0 if which by definition differ from each other at time t. In fact Γ * (t) and Γ * (t) are respectively the maximum and minimum solutions. Although any other solution is trapped in between them, its location is not easily prescribed. Such a non-uniqueness phenomenon also corresponds to the fact that the solutions of MMC do not depend continuously on the initial data (in the L 1 topology). Different approximations of the initial curve or surfaces can lead to solutions which do not stay close to each other. Explicit examples of fattening are given in [3] [4] [5] 7, 12, 18, 24] , etc. General sufficient conditions for u not to develop fattening are given in [5] .
The non-uniqueness issue described above also appears in the study of the convergence of a number of macroscopic and microscopic models in phase transitions (see [25] for a general overview). A canonical example is the study of the convergence of the phase field equation for MMC. In this approach, a phase-ordering parameter ϕ evolves according to the Allen-Cahn equation
where ε > 0 is a small parameter. Given reasonable initial data, as ε → 0, ϕ approximates a sharp interface and the zero level set of ϕ converges to a solution of MMC. This convergence was established past singularities in the viscosity sense in [13] and later by [16] using varifolds. The result of [13] have been extended to more general anisotropic motions (see [25] and [6] ). However, when the solution to MMC is not unique, it is not clear which solution ϕ will converge to. Given the above approaches to solve MMC, we observe the following hierarchy of solutions:
It would be interesting to understand this hierarchy more quantitatively. This motivates us to search for a selection principle for the solutions of MMC.
In this work, we incorporate noise to MMC through the level set formulation. There are so far relatively few mathematical results which can handle in a general setting the stochastic perturbations for geometric motions. One of the main difficulties is how to combine the nonlinear, usually smoothing, effect of the surface evolutions and the roughening effect of the noise. In [28, 29] , variational minimization and stochastic calculus are combined in the framework of geometric measure theory to construct global solutions for stochastic MMC and dendritic crystal growth with Gibbs-Thomson condition. Funaki [14] considers a stochastic perturbation of (1.4) and shows that, as ε → 0, ϕ converges to a front moving with normal velocity equal to mean curvature plus white noise, as long as the flow remains smooth and convex. This result is proven in [21] to hold for the generalized stochastic flow globally in time, i.e. past singularities.
A new theory for "stochastic" viscosity solutions for fully nonlinear second-order PDEs, which include the geometric PDEs such as (1.2) arising in the level set method, has recently been put forward in [20] [21] [22] [23] by Lions and one of the authors. This theory applies to equations of the form
where {W i (t): i = 1, . . ., m} is a collection of independent Wiener processes and • denotes the Stratonovich stochastic differential, and yields the existence, uniqueness and stability properties of the solutions. We describe briefly in Section 7 the results on stochastic PDEs, which are relevant to our analysis. We apply the machinery developed for (1.5) to study stochastic MMC and to show that for a particular choice of an initial surface, for which there is non-uniqueness for the MMC, the stochastic motion converges to a unique deterministic MMC. Our results are formulated both almost surely and in probability. Similar results were also obtained independently in [11] . This paper is organized as follows. In Section 2 we summarize most of the notation used in the paper. The main results are stated in Section 3. The definitions of generalized flows and some technical lemmas are presented in Section 4. The proofs of the theorems are presented in Sections 5 and 6. Section 7 summarizes the facts about stochastic viscosity solutions, which are used in the paper.
Notation
We summarize here most of the notation which are used often in the paper. Let O be the collection of open subsets of R N . For any element U of O, 1 U (x) is the characteristic function of U which equals one for x ∈ U and zero otherwise. ∂U , IntU , U and U c refer to the topological boundary, interior, closure and complement of U . For a given topological space X, UC(X) and BUC(X) refer to the spaces of uniformly continuous and bounded uniformly continuous real valued functions respectively. A sequence {f n } n 1 defined on a locally compact topological space X is said to converge to f in C(X), if it converges uniformly on compact subsets of X. Given a family of function {f ε } ε 0 , the symbols f * and f * denote to the upper-and lower semi-continuous limits of the family, i.e.,
For any continuous function f , we write
We also denote by B r (p) and B r the open balls of radius r centered at p and the origin (0, 0) respectively. In addition, B(t) denotes some general time varying balls B R(t) with radius R(t) > 0. When we use this notation, the exact values of the R(t)'s are not too important -they can be different even when B(t) appears in consecutive mathematical expressions. Finally ω denotes a realization of the Brownian motion.
The main results
Consider the pair of two touching balls
, where p 1 = (−1, 0) and p 2 = (1, 0). The boundary ∂U 0 has the shape of a "figure-∞". As shown in [12] there are at least two generalized flows U * (t) and U * (t) for (1.1) starting from U 0 . Using the language of the generalized front propagation, U * (t) and U * (t) are precisely given by
where u ∈ BUC(R 2 × [0, ∞)) is the unique viscosity solution to (1.2) with initial condition such that
is not equal to U * (t) is exactly due to the failure of the no-interior condition (1.3).
Geometrically, the first flow {U * (t)} t 0 is characterized by the property that it contains the origin (0, 0) in its interior for small positive t > 0, i.e., there is some B(t) such that B(t) ⊆ U * (t). (See Fig. 1 .) In this sense, we say that the figure-∞ opens vertically at the origin.
The second flow {U * (t)} t 0 is the union of two disjoint balls:
where the radius R(t) = R(0) 2 − 2t satisfies the ordinary differential equation: We say in this case that the figure-∞ opens horizontally. The situation changes completely, if we consider, for ε > 0, the generalized flow with normal velocity
or the stochastic level set evolution
The following result is obtained in the paper: 
Our second result is motivated by the following example of [7] . Consider the initial datum to be two separated balls V 0 = B 1 (q 1 ) B 1 (q 2 ) where q 1 = (−2, 0) and q 2 = (2, 0), and consider the generalized flow to
or the level-set evolution
where g(t) is a time varying function chosen so that the two balls enlarge initially, because the value of g(t) is large enough to offset the shrinking effect due to the curvature term. However, g(t) decreases in t. Its precise form is chosen to make the two balls touch at some time t * . At this time, the value of g(t * ) equals exactly the curvature so that the two touching balls begin to separate. There are (at least) two generalized flows for t > t * . The first one, denoted by V * (t), is similar to U * (t) -the figure-∞ opens vertically. The other one, denoted by V * (t), is similar to U * (t) -the figure-∞ opens horizontally. Similarly to (3.1), V * (t) and V * (t) can be defined as
where v ∈ BUC(R 2 × R + ) is the unique viscosity solution to
with initial condition satisfying
The geometric intuition behind this example is that an external force is added to (1.2) to drive the curve into a configuration (such as two touching balls) so that non-unique solutions can arise. After this moment, the external force is gradually turned off.
For the stochastic version we consider the generalized flow to the motion law
or the level-set equation 5) and study the behavior of the solution as ε → 0.
The following result holds.
Theorem 3.2 (Uniqueness in Probability Law
where P is the underlying Wiener measure.
Few remarks are in order. The four generalized flows U * , U * , V * and V * are all stable solutions. Theorem 3.1 indicates that, in the limit of vanishing white noise, one of the stable solutions is always selected. The heuristic reason behind this is that under the white noise perturbation, U ε (t, ω) will almost surely open vertically for small positive time and for all ε = 0. Once this has happened, the boundary of U ε (t, ω) near the origin has high curvatures, which prevent the U ε (t, ω) from going back to the "closed" figure-∞ shape.
In Theorem 3.2, we have in essence constructed a unique probability measure on the space of generalized flows for (3.3). The number 1/2 is actually the probability of the two balls touching each other at some time under the combined effect of g(t) and dW t . It is also related to the probability of reaching a certain level by some diffusion process. Once the two balls touch, we can invoke Theorem 3.1. Otherwise, the two balls will just evolve separately from each other. This explains that our second result cannot be improved to hold in the almost sure sense.
The generalized flows and level-set formulations and some technical lemmas
We briefly summarize here the definitions of generalized flows and level-set formulations of front propagation and state some basic facts. All the definitions and statements below are supposed to hold a.s. in ω. Hence, whenever there is no confusion, for notational simplicity we suppress the ω dependence.
To this end, we assume that
and it satisfies
Furthermore assume that H ∈ C 0,1 (R N ) is positively homogeneous of degree one, i.e., it satisfies for all λ > 0,
The next definition is an extension to the random case of the definition put forward in [6] to study front propagation in anisotropic environments. 
of open subsets of R N is called a generalized flow with normal velocity −(F dt + H dW) if it is both a sub-and super-flow.
We next formulate set evolutions in terms of the level set equations. Let E be the collection of triplets
be the unique solution of the initial value problem
We set
It turns out (see, for example, [10, 12, 17, 21] 
Definition 4.2. For t 0 and a.s. in ω, let E t (ω): E → E be the map
It follows (see [5, 6, 10, 12, 15, 17, 21, 23] ) that the map {E t } t 0 (ω) is well-defined and it satisfies, a.s. in ω, the semigroup properties: E 0 = id E and E t +s = E t • E s for all t, s 0.
We summarize in the next proposition the relationships between the two definitions above and the connection to the issue of fattening. Its proof, when H = 0, can be found in [6] . The stochastic case is discussed in [21] . (ii) Let {S t } t ∈[0,T ] be a generalized flow and
The relationship between a given outward normal velocity of a set and F and H is the following: If v n = G(Dn, n, x, t) + K(n)Ẇ denotes the outward normal velocity of Γ t , then the corresponding F and H are given by
and
For example, if v n = −κ + g(t) + εẆ , then (4.5)(i) has the form
Given this correspondence between v n and F and H , in this paper, the phrases "generalized flow to (the motion law) v n ", "to −(F dt + H dW)" and "to du
One of the most important properties of viscosity solutions is their comparison principle. Below we state this principle for the equation
For the proof we refer to [17] , among others, for the determistic case, and to [21] for the stochastic case. b(ω) such that, for t ∈ (0, T (ω) ), the following conditions hold:
We omit the proof of Proposition 4.6, since it is based on Proposition 4.4 and it is similar to the one of Proposition 4.5.
We conclude this section with another proposition which gives a quantitative estimate, in terms of the difference of their normal velocities, of how far interfaces move away from each other. This estimate is a new one and, we believe, of independent interest. Since the results holds a.s. in ω, once again we suppress this explicit dependence. 
Proof. 1. We only present here the key steps of the proof and refer to [5] for the justification of some of the arguments.
Consider the functions
It follows (see the proof of Theorem 2.1 of [5] ) that u and v are respectively sub-and super-solutions of (1.1) and (3.3).
Next define the function
ρ(t) = sup (x,y)∈R 2 u(x, t) − v(x, t) − |x − y| .
It is obvious that ρ(t) = − dist ∂E(t), ∂F (t) .
Moreover, standard arguments from the theory of viscosity solutions yield that d satisfies dρ −ε dW.
Upon integrating we have
and hence the claim. ✷
The proof of Theorem 3.1
The proof of Theorem 3.1 consists of three parts, which we state below in the next three propositions. All the results below hold for almost all ω with respect to the underlying Wiener measure. Finally, {U ε (t, ω)} t 0 refers to a generalized flow to (3.3) starting from U 0 . 
(ω)], B(t, ω) ⊆ U ε (t, ω).

Proposition 5.3 (The Limiting Motion). For all t > 0 and x
∈ U * (t) ∪ U * (t) c , lim ε→0 1 U ε (t,ω) (x) = 1 U * (t ) (x).
The main step in the proofs of Propositions 5.1 and 5.2 is the construction of a time dependent open subset D ε (t, ω) ⊆ R 2 such that, for t ∈ [0, T * (ω)] and some B(t, ω),
B(t, ω) ⊆ D ε (t, ω) ⊆ U ε (t, ω).
In order to make this construction more transparent, we replace the Brownian motion {W (t, ω): t 0} by a smooth function {W ν (t, ω): t 0} such that W ν (0, ω) = 0 and lim ν→0 W ν (t, ω) = W (t, ω) locally uniformly in t and a.s in ω.
In view of the results of [20] and [21] , our conclusions follow by letting ν → 0.
To simplify the presentation, below we suppress the dependence on ω, ν, ε in all the time dependent functions such as W ν ( 
t, ω), U ε (t, ω), D ε (t, ω) and B(t, ω)
, but we keep the explicit dependence on ω and ε in all of the constants.
First we introduce the following definition which will be useful for the proof of Proposition 5.1 below. where
The set I (R) is the union of two balls centered at (±1, 0) with radius R > 1. Its boundary ∂I (R), which consists of two circular arcs, is piece-wise smooth with corners located at (0, ± √ R 2 − 1) on the y-axis. The set J (R, r)
Fig. 2. Definitions of I (R) and J (R, r)
. 
Let X(t) = R(t) − 1 be the x-coordinate of the right most point of the balls centered at p 1 (see Fig. 3 ). Then X(t) solves
i.e., X(t) satisfies The comparison principle for (3.3) yields 
Hence (5.2) implies that, for t ∈ [0, Λ(ω)], X(t) −2t + εW (t).
B 1+X(t) (p 1 ) ∪ B 1+X(t) (p 2 ) ⊆ U(t).
Therefore, as soon as X(t) >
Indeed the estimate X + (t) > εh 1 (ω)t 1/2+δ implies that there are many times t's in the interval [0, T ε 1 (ω)] at which X(t) > 0. This in turn yields (i) above. 
It follows from (5.3) that, for all s ∈ [0, t],
If t is restricted so that 4t 1/2−δ < εh 1 (ω), then 2X + (t) (2 −1 εh 1 (ω))t 1/2+δ . Redefining h 1 (ω) to be 2h 1 (ω) gives the left-hand side inequality of (5.5). All the other inequalities are proven similarly. 3.3. Finally, for γ = 4δ/(1 − 2δ), set
To prove (ii) above we argue as follows: Since X(t) is a smooth function of time, we may assume without loss of generality, that initially X(t) is increasing and positive. If not, we can always reset the origin of time to be the first time this is true.
Next, for i 1, we define, in the time interval [0, T ε 1 (ω)], two (finite) sequences of times {t i } and {s i } such that (see Fig. 4 ), for i > 1: The above definition together with Lemma 5.5 clearly imply that, for 0 < t < T ε
X(t) < X(t i ) = X(s i+1 ) for t ∈ [t i , s i+1 ], and
X(t)| [s i ,t i ] X(t)| [s i+1 ,t i+1 ] .
We define now the set D(t) as follows: (i) D(t) = I (1 + X(t)) for t ∈ [s i , t i ]| {i 1} , and (ii) D(t) = J (1 + X(t i ), X(t i ) − X(t)) for t ∈ [t i , s i+1
(ω), there exists a B(t) ⊆ D(t), such that
B(s i ) = B R i with R i εs
1/2+δ i 1/2
X(s i ).
We show below that
6. First we observe that D(t) is in fact the generalized flow to the motion law 
, X(t) X(t i ) = X(s i+1 ).
It then follows from (5.1) that the solution of (5.8) is given by (5.6)(ii). The maximum principle then yields that
To prove the same inclusion for t ∈ [t i , s i+1
] we need the following two lemmas, whose proof will be presented after the end of the ongoing one. 
Lemma 5.7. Let β(t) be the solution of
Then, for all t such that 0 r − β(t) < √ R 2 − 1, {J (R, r − β(t))} t 0 is a generalized sub-flow to the motion by mean curvature (1.1) or (1.2).
To prove that D(t) ⊆ U(t) for t ∈ [t i , s i+1 ], we discretize [t i , s i+1 ] as j [t i + j t, t i + (j + 1) t], where 0 j (s i+1 − t i )( t)
−1 and we make use of the above two lemmas in the following way.
Consider the following Euler approximation scheme of (5.7)
X 0 = X(t i ), and for k 0,
where Z(a, t) is the solution at time t of
Let X t (t) be the linear interpolation of {X j } satisfying X t (t i + j t) = X j . Then, as t → 0, X t (t) converges to X(t), uniformly on any finite time interval. This in turn leads to
J (1+X(t i ),X(t i )−X t (t )) (x), for x / ∈ ∂J (+ X(t i ), X(t i ) − X t (t)). (5.11)
Note that, for t ∈ [t i , s i+1 ], Lemma 5.5 and the fact that X(t) < X(t i ) = X(s i+1 ) yield that the right-hand side of the above equality is always defined for t sufficiently small. 9. Let u ∈ BUC(R 2 × R + ) be the unique solution to (3.3) with initial datum u(· , 0) = g ∈ BUC(R 2 ) such that
For 0 < t < t, we define the function u t by
where W(s, t)f and K(t)f are respectively the solutions of
The classical Trotter product formula (see Theorem 7.1) yields that, as t → 0, u t converges in C(R 2 × [0, T ]) to u. Next, for η > 0, we consider the functions
Since, for t close to t i , X(t) X(t i ), we can always find η small enough such that p(· , 0) g(·) on R 2 . It then follows from Lemmas 5.6 and 5.7, Propositions 4.3 and 4.4 that, for
The convergences of p t to p and u t to u lead to
It follows that
But, in view of Proposition 4.3, we also have
Finally, as η → 0, the continuity of t → D(t) in t, gives the result. ✷
We continue with the proofs of Lemmas 5.6 and 5.7.
Proof of Lemma 5.6. Let J (t) evolve according to (5.8) with initial datum J (R, r). If α is nondecreasing in
Dividing the time interval into segments of monotonicity of α(t) and using (5.1) we conclude. ✷ The geometric reason behind Lemma 5.7 is that the radii of the circular arcs centered at p 1 and p 2 are shrinking according to MMC, while the radii of the circular arcs centered at (0, ± √ R 2 − 1) are expanding so that their normal velocity is opposite to the one coming from MMC. The rigorous argument is presented below in Proof of Lemma 5.7. Let the function h be defined by
) < y < h(x, t) .
Since
and J (R, r − β(t)) is the graph, in {x ∈ R 2 : |x| 1}, of h, it follows from the theory of MMC that J (R, r − β(t)) is a generalized sub-flow for MMC. The conclusion now follows. ✷ Proposition 5.2 asserts that U(t) opens vertically for a time interval (0, T * (ω)], which is independent of ε. The intuitive reason is that once U(t) opens vertically, as it follows from Proposition 5.1, the part of ∂U (t) near the origin has very high curvatures which pull ∂U (t) further away in the vertical direction. Thus even under the effect of white noise perturbations, U(t) can never go back to the figure-∞ shape.
To prove Proposition 5.2, we will construct two comparison sets and use Propositions 4.6 and 4.7 to extend the time interval during which U(t) opens vertically, first from 
, B(t) ⊆ U(t).
Proof. 1. Fix a constant β ∈ (0, 1/2) to be specified later and apply Proposition 4.6 to the sets
which satisfy
Proposition 4.6 yields that, if |εW − (t)| ε 2−β , then dist(∂E(t), ∂F (t)) dist(∂E 0 , ∂F 0 ) + εW (t). It follows from (5.5) that, for all t ∈ [0, h 4 (ω)ε 2−α 1 ] and any δ ∈ (0, 1/2), we have
If β and δ are chosen so that
then, for ε sufficiently small, |εW − (t)| O(ω)ε 2−β . This also implies that dist(∂E(t), ∂F (t)) > 0 during this whole interval. 2. Since E(t) is the solution to the mean curvature flow (1.1) and E 0 is a cone, it follows that E(t) is a selfsimilar evolving shape of the form 13) where f (·) : R → R + is an even, convex and positive function.
, the y-coordinate of the boundary ∂E(t) at x = 0 satisfies, for sufficiently small ε,
In view of Lemma 5.5, the number γ can be taken to be as small as possible by choosing small enough δ. Hence
We now apply Proposition 4.6 with H (t) = U(t + η), and G(t) = F (t).
It is clear that (4.7)(i) and (4.7)(ii) hold, if 0 < η is small enough and a = 1/2.
Next consider the set
If A evolves according to (3.3), it will not disappear before a time T (ω), which is independent of ε. Hence (4.7)(iii) and (4.7)(iv) also hold for 0 t T (ω) and b = ( 0, 1) c , where R(t) solves (3.2) and η is a small positive number. It is easy to check that all the assumptions of Proposition 4.6 hold.
Proof. 1. Consider the sets H (t) = U(t + η) and G(t) = B R(t) (
2. The lower y-coordinate of ∂G(t) at x = 0 solveṡ
or in integral form
For ε small enough, there exists T * (ω) such that |y(t)| 
The idea of proof is to squeeze K(t) between U * (t) and the following a re-scaled version of U * (t)
where, for any subset A of R N , ρA = {ρx: x ∈ A}. Letting δ → 0 and then ρ → 1 gives the desired result. The right-hand side inclusion is automatic by Proposition 4.3, while the left-hand side one requires an improved rate of opening for K(t), which can be obtained from the hypotheses.
Proof of Theorem 5.10. 1. Let δ = T r = (7/32)r 2 . The radius of the ball B r−r(t) at T r is equal to r/4, or equivalently, √ 2δ/7. Hence the rate of vertical opening is given, for t small, by (2t/7) 1/2 . Below we improve this rate to be Mt 1/2 , where M can be as large as possible.
2. The maximum principle and the hypotheses yield that, for all 0 < r < r 0 and t ∈ [0, T r ],
. It follows that, for t = δ, we have
Consider the intersection pointĀ = (x,ȳ) between ∂B √ 1−2δ (p 2 ) and ∂B √ 2δ/7 which, obviously (see Fig. 5 ), satisfies
and, hence, as δ → 0,
3. Let G(t) be the generalized flow to (1.1) starting from G(0) = {y < |x| tan α}, where α ∈ (0, π 2 ). Similarly to (5.13), ∂G(t) has the self-similar shape
where f α (·) : R → R + is an even convex function. Hence the y-coordinate of ∂G(δ) at x = 0 at time t = δ is given by √ δf α (0). We apply once again Proposition 4.6 for the motion law (1.1) with G(t) given above and H (t) equal to K(t + δ). In view of (5.17), we have that, for all M > 0, there exist δ 0 , a, b > 0 and tan α > M such that the hypotheses of Proposition 4.6 hold for T = δ < δ 0 . Moreover, we may assume that f α (0) > M. Hence the following improved version of (5.16) holds:
and ∂B Mδ 1/2 (see Fig. 6 ), we find that it is of the form
Then, for M large enough, we have (see Fig. 6 .): It is easy to see (no stochastic calculus needed) that, as ε → 0, r ε (t) → r(t) = √ r 2 − 2t locally uniformly in t, r(t) being the solution toṙ = −r −1 . Moreover T ε r → T r = 7r/32. We also have that
Hence it follows, for t ∈ [0, T ε r ] and δ > 0 sufficiently small, that
Theorem 5.10 and Proposition 4.7 yield the existence of ρ ∈ (0, 1) and sufficiently small ε such that
Letting ε → 0, we obtain
which again gives
The proof of Theorem 3.2
The proof is based on the analysis of the stochastic perturbation of an ordinary differential equation. The idea is already given in the remarks following the statement of the theorem.
Proof of Theorem 3.2. 1. Consider first the deterministic motion law (3.4), which can be completely characterized by the motion of the two circles B R(t) (q 1 ) and B R(t) (q 2 ), and let T e be their extinction time. If the function G is defined by
then the x-coordinate of the right most point of ∂B R(t) (q 1 ), which is given by X(t) = R(t) − 2, satisfies dX(t) = G t, X(t) dt, X(0) = −1, and X(T e ) = −2.
For simplicity, we define X(t) ≡ −2 for t > T e . We assume that g and X are smooth functions of t, and that there exists a unique time t * ∈ [0, T e ] such that X(t * ) = 0, i.e., X(t) < 0 for t ∈ [0, t * ). 2. Next consider the stochastic motion law (3.5). The the x-coordinate of the right most point of the evolving set, which is denoted by X ε , solves the initial value problem
which also has has a unique solution.
Let t ε * (ω) = inf{t: X ε (t) = 0}. The two balls B R(t) (q 1 ) and B R(t) (q 2 ) touch each other if and only if t ε * (ω) < ∞. If this happens, we can invoke Theorem 3.1 to conclude that V ε (t, ω) opens vertically for t > t ε * (ω). Otherwise, the two balls will never touch. In this case V ε (t, ω) is just the union of two separated balls, which evolve independently of each other.
3. Define the sets A = ω: there exists ε 0 such that for 0 < ε < ε 0 , X ε (t) = 0 for some t , and B = ω: there exists ε 0 such that for 0 < ε < ε 0 , X ε (t) < 0 for all t .
It follows that the claim we are trying to prove is equivalent to
4. To prove the above equality, we write X ε as X ε (t, ω) = X(t) + εY ε (t, ω). Expanding G(t, X ε ) around X, we find that Y ε satisfies the differential equation
where ξ is such that
X(t) − ξ(t) X(t) − Y ε (t) .
Since the coefficient of dW t is a constant, deterministic theory is sufficient for the analysis of the above equation. The claim (6.1) will follow as soon as we establish the inclusion ω: Z(t * ) > 0 ⊆ A and ω: Z(t * ) < 0 ⊆ B.
To conclude we remark that
(i) A = {ω: there exists ε 0 such that for 0 < ε < ε 0 , εY ε (t) = −X(t) for some t}, (ii) B = {ω: there exists ε 0 such that for 0 < ε < ε 0 , εY ε (t) < −X(t) for all t > 0}, (iii) X ε (t * ) = 0, −X ε (t) 0, and, (iv) lim ε→0 −ε −1 X ε = +∞, uniformly on [0, T e ]\(T e − η, T e + η) and all η > 0.
If Z(t * ) > 0, in view of the uniform convergence of Y ε to Z, we have Y ε (t * ) > 0 for ε small enough. Hence εY ε (t * ) −X ε (t * ) = 0, which implies (i) above. If Z(t * ) < 0, the continuity of Z in t and the earlier remark yield that, for t ∈ [0, T e ] and ε small enough, −X ε (t) > ε(Z(t) + δ), where 2δ = −Z(t * ). The uniform convergence of Y ε to Z again leads to −ε −1 X ε (t) > Y ε (t) for t ∈ [0, T e ] and ε small enough. This implies (ii). The proof is now complete. ✷
Some of the basic properties of stochastic viscosity solutions
The notion of stochastic viscosity solutions for fully nonlinear, second-order, possibly degenerate, stochastic partial differential equations such as (3.3) or (3.5) was introduced by P.-L. Lions and one of the authors in [20] [21] [22] [23] . Instead of repeating the definition, which is a bit cumbersome, we summarize in the next theorem, which is stated without proof, some of the key properties of the stochastic viscosity solutions of We have: In particular, any smooth approximations of W produce solutions converging to the unique function stochastic viscosity solution of (7.1) (resp. (7.2)).
3. As ε → 0, the solution u ε of (7.1) converges in C(R N × R + ) to the solution u of (7.1) with ε = 0. 4. Let S F and S W be respectively the solution operators of (7.1) for ε = 0 and (7.2). 
