In 1994, S.G. Matthews introduced the notion of partial metric space in order to obtain a suitable mathematical tool for program verification (Ann. N.Y. Acad. Sci. 728:183-197, 1994). He gave an application of this new structure to parallel computing by means of a partial metric version of the celebrated Banach fixed point theorem (Theor. Comput. Sci. 151:195-205, 1995). Later on, M.P. Schellekens introduced the theory of complexity (quasi-metric) spaces as a part of the development of a topological foundation for the asymptotic complexity analysis of programs and algorithms (Electron. Notes Theor. Comput. Sci. 1:211-232, 1995). The applicability of this theory to the asymptotic complexity analysis of Divide and Conquer algorithms was also illustrated by Schellekens. In particular, he gave a new proof, based on the use of the aforenamed Banach fixed point theorem, of the well-known fact that Mergesort algorithm has optimal asymptotic average running time of computing. In this paper, motivated by the utility of partial metrics in Computer Science, we discuss whether the Matthews fixed point theorem is a suitable tool to analyze the asymptotic complexity of algorithms in the spirit of Schellekens. Specifically, we show that a slight modification of the well-known Baire partial metric on the set of all words over an alphabet constitutes an appropriate tool to carry out the asymptotic complexity analysis of algorithms via fixed point methods without the need for assuming the convergence condition inherent to the definition of the complex- Theory Comput Syst (2012) 50:387-399 ity space in the Schellekens framework. Finally, in order to illustrate and to validate the developed theory we apply our results to analyze the asymptotic complexity of Quicksort, Mergesort and Largesort algorithms. Concretely we retrieve through our new approach the well-known facts that the running time of computing of Quicksort (worst case behaviour), Mergesort and Largesort (average case behaviour) are in the complexity classes O(n 2 ), O(n log 2 (n)) and O(2(n − 1) − log 2 (n)), respectively.
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Introduction and Preliminaries
Throughout this paper the letters R + , N and ω will denote the set of nonnegative real numbers, the set of positive integer numbers and the set of nonnegative integer numbers, respectively.
In the following, we assume that the reader is familiar with the notion of a complexity function of an algorithm and the asymptotic classification of algorithms [1, 3] . In addition, we assume familiarity with the theory of generalized metric spaces, including the basic notions of a quasi-metric space and its bi-completion [6, 12] .
In 1995, M.P. Schellekens introduced the theory of complexity spaces as a part of the development of a topological foundation for the asymptotic complexity analysis of algorithms [12] . We recall that the complexity space is the pair (C, d C ), where
and d C is the quasi-metric on C defined by
, 0 .
The applicability to the asymptotic complexity analysis of Divide and Conquer algorithms was illustrated in [12] . To do this, [12] introduced a method, based on a fixed point theorem for functionals defined on the complexity space into itself, to analyze the general class of Divide and Conquer algorithms. Let us recall briefly the aforenamed method. In many cases, the running time of a Divide and Conquer algorithm is the solution to a recurrence equation of the form
where
Notice that for Divide and Conquer algorithms, it is typically sufficient to obtain the complexity on inputs of size n where n ranges over the set ω b [1, 3, 12] . Denote by C b,c the subset of C given by
Since the quasi-metric space (C, d C ) is bicomplete (see Theorem 3 and Remark, p. 317 of [11] ) and the set C b,c is closed in (C, d s C ), we have that the quasi-metric
Next we associate a functional T : C b,c → C b,c with the recurrence equation (1) of a Divide and Conquer algorithm defined as follows:
Of course a complexity function in C b,c is a solution to the recurrence equation (1) if and only if it is a fixed point of the functional T . It was proved in [12] that
for all f, g ∈ C b,c . So by Banach's fixed point theorem for metric spaces we deduce that the functional T : C b,c → C b,c has a unique fixed point and, thus, the recurrence equation (1) has a unique solution.
In order to obtain the asymptotic complexity class of the solution to the recurrence equation (1) , [12] introduced a special class of functionals known as improvers. Given C ⊆ RT , a functional : C → C is called an improver with respect to a function
The central result in [12] that provides the asymptotic complexity class of Divide and Conquer algorithms in terms of improvers can be stated as follows: (1) , and given by (2) , is an improver with respect to some function g ∈ C b,c , then the solution to the recurrence equation satisfies that f T ∈ O(g).
Theorem 1 A Divide and Conquer recurrence of the form (1) has a unique solution
In 1994 S.G. Matthews introduced the notion of partial metric to model computational processes in the spirit of D.S. Scott where a quantitative degree of the information content of the involved elements is needed [8, 9] . Again, we assume that the reader is familiar with the basic notions about partial metric spaces. However, in order to help the reader, we recall the extension of the celebrated Banach's fixed point theorem to the context of partial metric spaces given by Matthews, since it will play a central role in our subsequent discussion.
Theorem 2 Let f be a mapping of a complete partial metric space (X, p) into itself such that there is
for all x, y ∈ X. Then f has a unique fixed point. Moreover if x ∈ X is the fixed point of f, then p(x, x) = 0.
Motivated by the usefulness of partial metric spaces in Computer Science, it seems natural to wonder if these kind of metric spaces are also useful in complexity analysis in the spirit of Schellekens (i.e. via fixed point methods). We show in the following that the preceding question has at first a negative answer.
Following [10] the set C can be endowed with a partial metric p C defined for all f, g ∈ C by
.
Moreover it is not hard to see that the partial metric p C induces the quasi-metric d C and, thus, that the partial metric space
is bicomplete. Now suppose that there exists s ∈ R + with 0 ≤ s < 1 such that
We only consider the case of 0 < s < 1, because it is evident that the case s = 0 gives a contradiction.
Take f, g ∈ C b,c defined by f (n) = 2c and g(n) = 2(c + 1) for all n ∈ ω b . It is clear that
Moreover,
Applying the hypothesis we obtain that
As a result we deduce that 1 ≤ s < 1, which is a contradiction.
Consequently Matthews' fixed point theorem (Theorem 2) can not be used to analyze the complexity of the algorithms whose running time of computing is associated to a recurrence equation (1) when the partial metric p C , instead the quasi-metric d C , is employed as a complexity distance.
In the light of the preceding conclusion our purpose in this paper is to demonstrate that partial metric spaces, and in particular the partial metric fixed point theorem, can be used satisfactorily for the asymptotic complexity analysis of algorithms in the spirit of Schellekens' approach based on improvers. To achieve this goal we focus our attention on a slight modification of the well-known Baire partial metric on the set of all words over an alphabet (see [8] for the definition of the Baire partial metric).
In fact, it is not hard to show that the original Baire partial metric space is suitable to show that the recurrence (1) has a unique solution via the Matthews fixed point theorem (see a detailed discussion in [2] ). However, to make a complete asymptotic complexity analysis we must give the complexity class of the running time of computing, i.e. the complexity class of the solution to the recurrence equation. Unfortunately the Baire partial metric framework is not able to allow us to get this objective.
The reason is given by the fact that two words x, y ∈ ∞ with l(x) = l(y) = ∞ satisfy x y ⇔ x = y, where stands for the usual prefix order on the set of infinite and finite words ∞ [5] . So if f, g represent the running time of computing of two algorithms (f, g ∈ RT ), and we identify in a natural way those functions with the words
for all n ∈ N. Therefore we can not obtain an asymptotic upper bound of the running time of computing of an algorithm under analysis by means of the usual prefix order defined on
Note that in spite of the preceding disadvantage, the Baire partial metric framework provides the basis to develop a mathematical formalism for the complexity analysis of algorithms which does not rely on the technical "convergence" assumption incorporated into the definition of the complexity space C, that is
Of course, although every reasonable algorithm must satisfy the preceding convergence condition, this one is a little artificial and has the unique purpose of guaranteeing the finiteness of the value d C (f, g).
In the next section we propose a slight modification of the Baire partial metric which will allow to develop a suitable mathematical framework for asymptotic complexity analysis free from the convergence assumption.
The Baire Partial Quasi-Metric Space and the Asymptotic Complexity Analysis of Algorithms
In the remainder of the paper we introduce a new metric tool on the set ∞ of all words over an alphabet in such a way that a slight modification of Matthews' fixed point theorem allows us to model satisfactorily the asymptotic complexity analysis of algorithms via fixed point techniques in the spirit of Schellekens.
The Baire Partial Quasi-Metric
For our proposal we recall a few pertinent concepts. In [7] H.A. Künzi, H.A Pajooshesh and Schellekens have introduced and studied the notion of partial quasi-metric. Roughly speaking a partial quasi-metric is a partial metric which does not satisfy the symmetry property. More specifically, a partial quasi-metric on a nonempty set X is a function q : X × X → R + such that for all x, y, z ∈ X:
Observe that a partial metric on a set X is a partial quasi-metric satisfying in addition the condition:
A partial quasi-metric space is a pair (X, q) such that X is a nonempty set and q is a partial quasi-metric on X.
Similarly to the case of partial metric spaces a partial quasi-metric q generates a T 0 -topology T (q) on X which has as a base the family of open q-balls {B q (x, ε) : x ∈ X, ε > 0}, where B q (x, ε) = {y ∈ X : q(x, y) < q(x, x) + ε} for all x ∈ X and ε > 0.
If q is a partial quasi-metric on X, then the function d q : X × X → R + , defined by
for all x, y ∈ X, is a quasi-metric.
On account of [7] , a partial quasi-metric space (X, q) is said to be complete provided that the associated quasi-metric space (X, d q ) is bicomplete. Moreover, in the same reference the Matthews fixed point theorem has been extended to the context of partial quasi-metric spaces in the following way: Theorem 3 Let f be a mapping from a complete partial quasi-metric space (X, q) into itself such that there is s ∈ R + with 0 ≤ s < 1, satisfying
for all x, y ∈ X. Then f has a unique fixed point. Moreover if x ∈ X is the fixed point of f, then q(x, x) = 0.
The below result will be crucial in order to construct a partial quasi-metric framework for the asymptotic complexity analysis.
Proposition 4 Under the conditions of Theorem 3, if there exists
Proof Suppose for the purpose of contradiction that d q (x, y) = 0, where x is the fixed point of f . Then q(x, y) > 0. Consequently the inequality (4) yields
It follows that 1 ≤ s < 1, which is a contradiction. Now we are able to construct a new metric tool on the set ∞ . Indeed, let be a nonempty alphabet endowed with an order (a reflexive, antisymmetric and transitive binary relation). Then, given x, y ∈ ∞ , we will say that x is a subprefix of y, denoted by x sp y, provided that there exists n 0 ∈ N with n 0 ≤ l(x) such that x k y k for all k ≤ n 0 . Obviously if x y, then x sp y.
Note that, contrary to the case of the prefix, the subprefix notion does not induce an order relation on ∞ .
Let us denote by l (x, y) = sup{n ∈ N : x k y k for all k ≤ n} whenever x sp y, and l (x, y) = 0 otherwise. Note that
Clearly l (x, y) = l(x, y) whenever x y, and l (x, x) = l(x) for all x ∈ ∞ .
In the light of the preceding definitions we have the following result. ( ∞ , q B ) is a complete partial quasi-metric space, where q B : ∞ × ∞ → R + is defined by q B (x, y) = 2 −l (x,y) for all x, y ∈ ∞ .
Proposition 5 Let be an alphabet endowed with an order . Then the pair

Proof Since l (x, y) ≤ l(x) and l (y, x) ≤ l(x)
for all x, y ∈ ∞ we deduce immediately that q B (x, x) ≤ q B (x, y) and that q B (x, x) ≤ q B (y, x) for all x, y ∈ ∞ .
Next consider x, y ∈ ∞ such that q B (x, x) = q B (x, y) and q B (y, y) = q B (y, x). Then l(x) = l (x, y) and l(y) = l (y, x). It follows that l(x) = l(y) and that x = y.
Now we show that
for all x, y, z ∈ ∞ . We assume that l (x, z) > 0 and l (z, y) > 0, because otherwise it is clear that the preceding inequality holds. It follows that l (x, y) > 0. Then it suffices to consider that l (x, y) ≤ min(l (x, z), l (z, y) ). But this clearly forces that l (x, y) = min(l (x, z), l (z, y) ). Consequently ). Thus, given ε > 0, there exists n 0 ∈ N such that
It follows that
). Since ( ∞ , p B ) is a complete partial metric space [10] we have that there exists x ∈ ∞ satisfying that
Whence we obtain that lim
) is a bicomplete quasi-metric space. Therefore ( ∞ , q B ) is a complete partial quasi-metric space. The proof is complete.
From now on the pair ( ∞ , q B ) will be called the Baire partial quasi-metric space. Notice that q B (x, y) = 0 ⇔ l(x) = l(y) = ∞ and x k y k for all k ∈ N. So the Baire partial quasi-metric encodes, similarly to the case of the complexity quasimetric d C and the Baire partial metric p B , the order on the set and the associated subprefix notion.
Furthermore, we wish to emphasize that the Baire partial quasi-metric space remains valid to model all those processes which have been modeled by means of the Baire partial metric space (as, for instance, in program verification or in denotational semantics for programming languages). Nevertheless, the use of he Baire partial quasi-metric presents an advantage with respect to use of the partial metric one, and this advantage is given by its utility, contrarily to the Baire partial metric space, in complexity analysis as it is shown in the next subsection.
The Asymptotic Complexity Analysis of Algorithms via the Baire Partial
Quasi-Metric: Three Examples
Our aim in this subsection is to show that the developed partial quasi-metric theory is useful to analyze the asymptotic complexity of algorithms. Furthermore, we validate our results retrieving as a particular case the well-known asymptotic complexity of Mergesort, Quicksort and Largetwo. To this end, let us recall that, as set out in Sect. 1, when discussing the running time of computing of Divide and Conquer algorithms usually one has to solve recurrence equations of the form
where a, b ∈ N with a, b > 1, c ∈ R + with c > 0 and h ∈ RT such that 0 < h(n) < ∞ for all n ∈ N.
The asymptotic complexity of those algorithms whose running time of computing is given by the solution of a recurrence equation (5) can be analyzed via the next result which is a Baire partial quasi-metric space version of Theorem 1 in Sect. 1.
Corollary 7 A Divide and Conquer recurrence of the form (5) has a unique solution f T ∈ RT b,c . Moreover if there exists g ∈ RT b,c such that T is an improver with respect to g, then f T ∈ O(g).
Proof Let v ∈ ∞ b,c be the fixed point of the mapping z a,b ensured by Theorem 6. Define f v ∈ RT by f v (n) = v n for all n ∈ N. We immediately obtain that f v ∈ RT b,c is the unique solution to the recurrence equation (5) . So f v can be identified with the running time of computing of a Divide and Conquer algorithm. In addition if T is an improver with respect to g ∈ RT b,c , then we can identify such a complexity function with a word y g ∈ ∞ b,c , defined by y
Typical examples of algorithms whose running time of computing is the solution to a recurrence equation of kind (5) are Mergesort and Quicksort (in the best case behaviour).
In the case of Mergesort the recurrence equation (5) in the worst case behaviour is the following:
and in the best and the average case behaviour is exactly the next one:
When Quicksort is considered the recurrence equation (5) associated to the running time of computing in the best case behaviour is exactly the following one:
where d ∈ R + with d > 0.
As an immediate consequence of Theorem 6 and Corollary 7 we obtain the following well-known results which ratify, in part, the proposed theory. ).
Next we show that the techniques based on the Baire partial quasi-metric space are applicable to a more general class of algorithms than those whose running time of computing can be associated with a solution to the recurrence equation (5) .
In spite of seeming natural that the complexity analysis of Divide and Conquer algorithms always leads to recurrence equations of type (5), sometimes these kind of recursive algorithms yield recurrence equations that differ from (5) . A well-known example of this type of situation is provided by Quicksort. In the worst case behaviour the recurrence equation obtained for Quicksort is given exactly as follows:
where j ∈ R + with j > 0. Observe that in this case it is not necessary to restrict the input size of the data to the set ω b for some b ∈ N with b > 1.
Another example of algorithms, in this case a non recursive algorithm, whose complexity analysis leads to a recurrence equation different from (5) is the wellknown Largetwo. This finds the two largest entries in one-dimensional array of size n ∈ N with n > 1 (for a deeper discussion see [4] ). The running time of computing of Largetwo in the average case behaviour can be associated with the solution to the recurrence equation given as follows:
where c is the time taken by the algorithm in the base case, i.e. when the input data is a one-dimensional array with only one element or the array does not contain input data. Notice that Largetwo needs inputs data with size at least 2.
Of course the recurrence equations that yield the running time of computing of the above aforesaid algorithms can be considered as particular cases of the following general one:
where c ∈ R + with c > 0 and h ∈ RT such that 0 < h(n) < ∞ for all n ∈ N.
we have that similar considerations to those given in the proof of Theorem 6 apply to next one, which gives a method based on RT c (Corollary 10) to describe the complexity of those algorithms whose running time of computing satisfies the recurrence equation (11) . 
Conclusions
Partial metric spaces play a distinguished role in Computer Science. Motivated by this fact we have discussed their usefulness for analyzing the complexity of algorithms. In particular we have shown that the concept of partial quasi-metric space, directly related to the partial metric one, is appropriate to carry out, without convergence assumptions, the asymptotic complexity analysis of algorithms in the spirit of Schellekens. In particular we have constructed the Baire partial quasi-metric from a new prefix notion between words over an alphabet, and we have applied the new partial metric structure, via fixed point arguments, to discuss the asymptotic complexity of algorithms whose running time of computing is typically given by a recurrence equation. The running time of computing of Mergesort, Quicksort and Largetwo has been analyzed as specific examples in order to validate the developed theory. In particular, we have retrieved through our new approach the well-known facts that the running time of computing of Quicksort (worst case behaviour), Mergesort and Largesort (average case behaviour) are in the complexity classes O(n 2 ), O(n log 2 (n)) and O(2(n − 1) − log 2 (n)), respectively.
