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KPZ EQUATION WITH FRACTIONAL DERIVATIVES OF
WHITE NOISE
MASATO HOSHINO
Abstract. In this paper, we consider the KPZ equation driven by space-time
white noise replaced with its fractional derivatives of order γ > 0 in spatial
variable. A well-posedness theory for the KPZ equation is established by
Hairer [3] as an application of the theory of regularity structures. Our aim
is to see to what extent his theory works if noises become rougher. We can
expect that his theory works if and only if γ < 1/2. However, we show that
the renormalization like “(∂xh)2 −∞” is well-posed only if γ < 1/4.
1. Introduction
In this paper, we discuss the stochastic partial differential equation
∂th(t, x) = ∂
2
xh(t, x) + (∂xh(t, x))
2 + ∂γxξ(t, x)(1.1)
for (t, x) ∈ [0,∞) × T with T = R/Z, which is equivalent to [0, 1] with periodic
boundary conditions, and γ ≥ 0. Here h(t, x) is a continuous stochastic process
and ξ is a space-time white noise. ∂γx = −(−∂2x)
γ
2 is the fractional derivative. If
γ = 0, (1.1) is the KPZ equation, which is proposed in [7] as a model of surface
growth.
The equation (1.1) is ill-posed. Formally speaking, h has the same regularity as
the solution of the linear equation
∂th(t, x) = ∂
2
xh(t, x) + ∂
γ
xξ(t, x).(1.2)
Then h(t, ·) belongs to Ho¨lder space Cα(T) with α < 12−γ for each fixed t. However
this implies that the nonlinear term (∂xh)
2 is the square of the distribution, which
generally does not make sense.
Hairer discussed the solution of the KPZ equation in [2] and [4]. It is natural to
replace ξ by a smooth approximation ξ, which is obtained by a convolution with a
smooth mollifier, and consider the classical solution of the KPZ equation with ξ.
He showed that there exists a sequence of constants C ∼ 1 such that, the sequence
of solutions h of
∂th(t, x) = ∂
2
xh(t, x) + (∂xh(t, x))
2 − C + ξ(t, x)(1.3)
has a unique limit h in probability, which is independent of the choice of a mollifier.
Our goal is to make the noise rougher and see to what extent this theory works.
Because of the “local subcriticality” (Assumption 8.3 of [3]), we can expect that
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2 MASATO HOSHINO
similar results hold if γ < 12 . If we write h
δ(t, x) = δ−
1
2 +γh(δ2t, δx) and ξδ(t, x) =
δ
3
2 ξ(δ2t, δx) for δ > 0, then ξδ is equal to ξ in distribution and hδ satisfies
∂th
δ(t, x) = ∂2xh
δ(t, x) + δ
1
2−γ(∂xhδ(t, x))2 + ∂γxξ
δ(t, x).
As δ → 0, we can see that the nonlinear term vanishes. Formally speaking, this
means that h behaves like the solution of (1.2) at small scales. His theory implies
that it is possible to devise a suitable renormalization in this case. However, we
prove that the renormalization like (1.3) is possible only if γ < 14 in this paper. In
the case γ ≥ 14 , see Subsection 4.9.
Theorem 1.1. Let ρ be a function on R2 which is smooth, compactly supported,
symmetric in x, nonnegative, and satisfies
∫
R2 ρ(t, x)dtdx = 1. Set ρ(t, x) =
−3ρ(−2t, −1x) for  > 0, and ξ = ξ ∗ ρ (space-time convolution). Let 0 ≤ γ < 14
and 0 < η < 12 − γ. Then there exists a sequence of constants C ∼γ,ρ −1−2γ such
that, for every initial condition h0 ∈ Cα(T) the sequence of solutions h of
∂th(t, x) = ∂
2
xh(t, x) + (∂xh(t, x))
2 − C + ∂γxξ(t, x)
converges to a unique stochastic process h, which is independent of the choice
of ρ. Precisely, h(t, ·) exists until the survival time T ∈ (0,∞] which satisfies
lim inf↓0 T > 0, and h convergences to h in probability in the uniform norm on
[0, T ] × T and η-Ho¨lder norm on all compact sets in (0, T ] × T for every T <
lim inf T.
This theorem is obtained from Theorem 3.7, Proposition 4.4 and Theorem 4.5 for
0 ≤ γ < 16 , and from Theorem 3.7, Proposition 4.7 and Theorem 4.8 for 16 ≤ γ < 14 .
The estimate of C is in Propositions 5.2 and 7.2.
We note that above result is related to [5], where the equation
∂tu(t, x) = ∂
2
xu(t, x) + u∂t∂xW (t, x)
is studied. Here W is a standard Brownian motion in t and a fractional Brownian
motion with Hurst parameter H ∈ ( 14 , 12 ) in x. The relation between both equations
is H = 12 − γ, so that the same boundary γ = H = 14 appears. Although both
equations are same after performing the Cole-Hopf transformation u = eh, their
results do not imply Theorem 1.1 since Itoˆ calculus is only stable under spatial
regularizations.
The organization of this paper is as follows. In Section 2, we introduce some
notations and fractional calculus. In Section 3, we briefly recall the theory of
regularity structures and prepare some tools for the proof of Theorem 1.1. We
discuss the renormalization of models in Section 4. Details of the proof are given
in Section 5 (0 ≤ γ < 110 ), Section 6 ( 110 ≤ γ < 16 ), Section 7 ( 16 ≤ γ < 314 ), and
Section 8 ( 314 ≤ γ < 14 ).
2. Notations and fractional calculus
We introduce some notations and definitions.
2.1. Notations. For functions A(x) and B(x) of a variable x, we write A(x) .
B(x) if there exists a constant C > 0 which is independent of x and we have
A(x) ≤ CB(x). We write A ∼ B if A . B and B . A. If we want to emphasize
that C depends on another variable y, then we write A .y B.
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We denote by T = R/Z the 1-dimensional torus. For a function f on R, we
write f ∈ L2(T) if and only if f(· + n) = f for every n ∈ Z and ‖f‖L2(T) :=
(
∫ 1
0
|f(x)|2dx) 12 <∞. For f, g ∈ L2(T), we define
(f, g)L2(T) =
∫ 1
0
f(x)g(x)dx.
For a function f on R2, we write f ∈ L2(R×T) if and only if f(t, ·) ∈ L2(T) for every
t ∈ R and ‖f‖L2(R×T) := (
∫
(t,x)∈R×[0,1) |f(t, x)|2dtdx) < ∞. For f, g ∈ L2(R × T),
we define
(f, g)L2(R×T) =
∫
(t,x)∈R×[0,1)
f(t, x)g(t, x)dtdx.
We denote by Ff = FTf the Fourier transform of f ∈ L2(T), which is defined by
Ff(n) =
∫ 1
0
f(x)e−2piinxdx (n ∈ Z).
For f ∈ L2(R× T), we define Ff(t, n) = F(f(t, ·))(n).
We denote by Ff = FRf the Fourier transform of f ∈ L1(R), which is defined
by
Ff(ξ) =
∫
R
f(x)e−2piiξxdx (ξ ∈ R).
For a function f on R2 such that f(t, ·) ∈ L1(R) for every t ∈ R, we define Ff(t, ξ) =
F(f(t, ·))(ξ).
For a function f on R decreasing sufficiently fast as |x| → ∞, we define a function
pif by
(pif)(x) =
∑
n∈Z
f(x+ n) (x ∈ R).
We note that FT(pif)(n) = FRf(n) for every n ∈ Z. For a suitable function f on
R2, we write (pif)(t, x) = pi(f(t, ·))(x).
For r ∈ Z+ := Z∩ [0,∞), we denote by Cr(R2) the space of r times continuously
differentiable functions on R2. We also denote by Cr0(R2) the space of compactly
supported functions f ∈ Cr(R2). We write Br0 for the set of all functions f ∈ Cr0(R2)
such that ‖f‖Cr :=
∑
k0+k1≤r ‖∂k0t ∂k1x f‖L∞ ≤ 1 and supp f ⊂ {(t, x) ∈ R2 ; |t|
1
2 +
|x| ≤ 1}.
We denote by S(R2) the space of Schwartz functions on R2. We denote by
S ′(R2) its dual. We also denote by (Cr0)′(R2) the dual of Cr0(R2). We write ξ(f)
for a pairing of f ∈ Cr0(R2) and ξ ∈ (Cr0)′(R2).
We usually use a variable z = (t, x) as a point in R2 and write dz = dtdx.
For z = (t, x) ∈ R2, we write ‖z‖s =
√|t| + |x|. We also define Bs(z, r) = {z¯ ∈
R2 ; ‖z − z¯‖s ≤ r}. For z = (t, x) ∈ R2, δ > 0 and a function ρ on R2, we define ρδz
by
ρδz(z¯) = δ
−3ρ(δ−2(t¯− t), δ−1(x¯− x)) (z¯ = (t¯, x¯) ∈ R2).
For a multiindex k = (k0, k1) ∈ Z2+, we write |k|s = 2k0 + k1 and ∂k = ∂k0t ∂k1x .
Especially, we write ′ = ∂(0,1). For z = (t, x) ∈ R2 and k = (k0, k1) ∈ Z2+, we write
zk = tk0xk1 .
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Let α ∈ (0, 1). We denote by Cαs (R2) the space of functions f on R2 such that
for every compact set K ⊂ R2 we have
‖f‖α;K := sup
z,z¯∈K
|f(z)− f(z¯)|
‖z − z¯‖αs
<∞.
We also denote by Cαs ((0,∞)×R) the space of functions f on (0,∞)×R such that
‖f‖α;K <∞ for every compact set K ⊂ (0,∞)× R.
Let α < 0 and r = d−αe (r is the smallest integer such that −α < r). We say
that ξ ∈ S ′(R2) belongs to Cαs (R2) if and only if it belongs to (Cr0)′(R2) and for
every compact set K ⊂ R2 we have
‖ξ‖α;K := sup
z∈K
sup
ρ∈Br0
sup
δ∈(0,1]
δ−α|ξ(ρδz)| <∞.
The operator ∗t,x denotes the convolution in (t, x). ∗t and ∗x denote the convo-
lutions in t and x, respectively. The operator ∗ always denotes ∗t,x.
For a function f on R2, we define
←−
f (t, x) = f(−t,−x).
For linear spaces A and B, we denote by L(A,B) the space of linear maps form
A to B. If A = B, then we write L(A) = L(A,A). id = idA ∈ L(A) denotes the
identity map on A. For a subset S ⊂ A, we denote by 〈S〉 the linear subspace of A
spanned by S.
2.2. Fractional derivatives of white noise. For γ > 0, we write Hγ(T) := {f ∈
L2(T) ; ‖f‖Hγ(T) := (
∑
n∈Z(2pi|n|)2γ |Ff(n)|2)
1
2 <∞}. For f, g ∈ Hγ(T), we define
(f, g)Hγ(T) =
∑
n∈Z
(2pi|n|)2γFf(n)Fg(n).
We define the operator (−∆) γ2 : Hγ(T)→ L2(T) by
(−∆) γ2 f(x) =
∑
n∈Z
(2pi|n|)γFf(n)e2piinx (x ∈ R).
For a function f on R × T such that f(t, ·) ∈ Hγ(T) for every t ∈ R, we write
∂γxf(t, x) = ((−∆)
γ
2 f(t, ·))(x).
Let {Wh}h∈L2(R×T) be a space-time white noise on R × T defined on a proba-
bility space (Ω,F ,P). That is, {Wh} is a collection of centered Gaussian random
variables such that E(WhWg) = (h, g)L2(R×T). For a function h on R×T such that∫
R ‖h(t, ·)‖2Hγ(T)dt <∞, we define ∂γxWh := W∂γxh. Then we have
E(∂γxWh∂γxWg) =
∫
R
(h(t, ·), g(t, ·))Hγ(T)dt.
We define the periodic extension of ∂γxW .
Lemma 2.1. Let 0 < γ < 32 . Then for every h ∈ S(R2) ∪ C20 (R2), we have∫
R ‖pih(t, ·)‖2Hγ(T)dt <∞.
proof. Since FT(pih)(t, n) = FRh(t, n) for every n ∈ Z, we have∫
R
‖pih(t, ·)‖2Hγ(T)dt =
∫
R
∑
n
(2pi|n|)2γ |Fh(t, n)|2dt
=
∫
R
∑
n
(2pi|n|)2γ(4pi2n2)−2|F(∂2xh)(t, n)|2dt
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≤
∑
n 6=0
(2pi|n|)2γ−4
∫
R
‖∂2xh(t, ·)‖2L1(R)dt.
The last term is finite because
∑
n 6=0 |n|2γ−4 <∞. 
For h ∈ S(R2) ∪ C20 (R2), we define ∂γxξ(h) := ∂γxWpih.
Lemma 2.2. Let 0 < γ < 12 and −2 < α < − 32 − γ. Then for every p ≥ 1 and
compact set K ⊂ R2, we have
E‖∂γxξ‖pα;K <∞.
Furthermore, let ρ ∈ C∞0 (R2) be a function such that
∫
ρ(z)dz = 1, and for  > 0
we define a function ∂γxξ on R2 by ∂γxξ(z) := ∂γxξ(ρz). Then for every κ ∈
(0,− 32 − γ − α), p ≥ 1 and compact set K ⊂ R2, we have
E‖∂γxξ − ∂γxξ‖pα;K . κp.
proof. We consider a finite set Ψ of compactly supported and smooth functions
ψ ∈ C20 (R2) as in Section 3.1 of [3]. For ψ ∈ Ψ, m ∈ Z+ and z = (t, x) ∈ R2, we set
ψm,sz (z¯) = 2
− 3m2 ψ2
−m
z (z¯) = 2
3m
2 ψ(22m(t¯− t), 2m(x¯− x)) (z¯ = (t¯, x¯)).
From Proposition 3.20 of [3], for every α ∈ (−2, 0) and compact set K ⊂ R2 we
have
‖∂γxξ‖α;K .Ψ sup
ψ∈Ψ
sup
m≥0
sup
z∈Λsm∩K¯
2
3m
2 +mα|∂γxξ(ψm,sz )|.
Here Λsm := {(2−2mk0, 2−mk1) ; (k0, k1) ∈ Z2}, and K¯ is the 1-fattening of K. Then
for every p ≥ 1 we have
E‖∂γxξ‖2pα;K .
∑
ψ∈Ψ
∑
m≥0
∑
z∈Λsm∩K¯
2(3+2α)mpE|∂γxξ(ψm,sz )|2p
.
∑
m≥0
23m2(3+2α)mpE|∂γxξ(ψm,sz )|2p
.
∑
m≥0
23m2(3+2α)mp(E|∂γxξ(ψm,sz )|2)p.
Here we use the equivalence of moments for Gaussian random variables. By the
definition of ∂xξ, we have
E|∂γxξ(ψm,s(t,x))|2 =
∫
R
‖piψm,s(t,x)(t¯, ·)‖2Hγ(T)dt¯ =
∫
R
∑
n
(2pi|n|)2γ |Fψm,s(t,x)(t¯, n)|2dt¯
=
∫
R
∑
n
(2pi|n|)2γ
∣∣∣2m2 Fψ (22m(t¯− t), n
2m
)
e−2piinx
∣∣∣2 dt¯
. 22mγ
{
1
2m
∫
R
∑
n
∣∣∣ n
2m
∣∣∣2γ ∣∣∣Fψ (t¯, n
2m
)∣∣∣2 dt¯}
. 22mγ ×
∫
R
(∫
R
|x¯|2γ |Fψ(t¯, x¯)|2dx¯
)
dt¯ . 22mγ .
Hence for sufficiently large p > 1 we have
E||∂γxξ||2pα;K .
∑
m≥0
23m2(3+2α+2γ)mp <∞.
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Next we prove the convergence result. Since (∂γxξ)(ψ
m,s
z ) = ∂
γ
xξ(ρ ∗ψm,sz ) with
ρ = ρ

0, we verify that∫
R
‖pi(ψm,sz − ρ ∗ ψm,sz )(t, ·)‖2Hγ(T)dt . 22mγ(1 ∧ 222m).
Since for every h ∈ L2(R× T) we have∫
R
‖pi(ρ ∗ h)(t, ·)‖2Hγ(T)dt =
∫
R
∑
n
(2pi|n|)2γ |F(ρ ∗t,x h)(t, n)|2dt
=
∑
n
(2pi|n|)2γ‖Fρ(·, n) ∗t Fh(·, n)‖2L2(R)
≤
∑
n
(2pi|n|)2γ‖Fρ(·, n)‖2L1(R)‖Fh(·, n)‖2L2(R)
≤ ‖ρ‖2L1(R2)
∫
R
‖pih(t, ·)‖2Hγ(T)dt,
we have∫
R
‖pi(ψm,sz − ρ ∗ ψm,sz )(t, ·)‖2Hγ(T)dt .
∫
R
‖piψm,sz (t, ·)‖2Hγ(T)dt . 22mγ .
Assume that 2m ≤ 1. We decompose the integration as follows.∫
R
‖pi(ψm,s(t,x) − ρ ∗ ψm,s(t,x))(t, ·)‖2Hγ(T))
=
∫
R
∑
n
(2pi|n|)2γ |F(ψm,s(t,x) − ρ ∗ ψm,s(t,x))(t¯, n)|2dt¯
.
∫
R
∑
n
(2pi|n|)2γ
∣∣∣∣Fψm,s(t,x)(t¯, n)(1− ∫
R
Fρ(t¯− s¯, n)ds¯
)∣∣∣∣2 dt¯
+
∫
R
∑
n
(2pi|n|)2γ
∣∣∣∣∫
R
(Fψm,s(t,x)(t¯, n)−Fψm,s(t,x)(s¯, n))Fρ(t¯− s¯, n)ds¯
∣∣∣∣2 dt¯
=: I1 + I2.
For I1, since∣∣∣∣1− ∫
R
Fρ(t, n)dt
∣∣∣∣ = ∣∣∣∣1− ∫
R
Fρ(t, n)dt
∣∣∣∣ = ∣∣∣∣∫
R2
ρ(t, x)(1− e−2piinx)dtdx
∣∣∣∣
. |n|
∫
R2
|x| |ρ(t, x)|dtdx . |n|,
we have
I1 .
∫
R
∑
n
(2pi|n|)2γ2|n|2
∣∣∣2m2 Fψ (22m(t¯− t), n
2m
)
e−2piinx
∣∣∣2 dt¯
. 222m22mγ
(
1
2m
∫
R
∑
n
∣∣∣ n
2m
∣∣∣2γ+2 ∣∣∣Fψ (t¯, n
2m
)∣∣∣2 dt¯) . 222m22mγ .
For I2, since  ≤ 2−m, there exists C > 0 such that the integrand is supported in
|t¯− t| ≤ C2−2m. Hence we have
I2 = 2
m
∫
|t¯−t|≤C2−2m
∑
n
(2pi|n|)2γ
∣∣∣∣∫
R
{Fψ(22m(t¯− t), n
2m
)−Fψ(22m(s¯− t, n
2m
))}
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× −2Fρ(−2(t¯− s¯, n))ds¯
∣∣∣∣2dt¯
. 2m
∑
n
(2pi|n|)2γ
∥∥∥∂tFψ(·, n
2m
)
∥∥∥2
L∞(R)
×
∫
|t¯−t|≤C2−2m
∣∣∣∣∫ −22m|t¯− s¯|Fρ(−2(t¯− s¯), n)ds¯∣∣∣∣2 dt¯
. 424m22mγ 1
2m
∑
n
∣∣∣ n
2m
∣∣∣2γ ∥∥∥∂tFψ(·, n
2m
)
∥∥∥2
L∞(R)
. 424m22mγ ≤ 222m22mγ .
Therefore for sufficiently large p > 1 we have
E‖∂γxξ − ∂γxξ‖2pα;K .
∑
m≥0
23m2(3+2α+2γ)mp(1 ∧ 222m)p
. −3−(3+2α+2γ)p = 2p(− 32−α−γ− 32p ).

2.3. Fractional derivatives on R. For γ > 0, we write Hγ(R) := {f ∈ L2(R) ;∫
R |ξ|2γ |Ff(ξ)|2 <∞} and define the map (−∆)
γ
2 : Hγ(R)→ L2(R) by
(−∆) γ2 f(x) =
∫
R
(2pi|ξ|)γFf(ξ)e2piiξxdξ (x ∈ R).
For a function f on R2 such that f(t, ·) ∈ Hγ(R) for every t ∈ R, we write
∂γxf(t, x) = ((−∆)
γ
2 f(t, ·))(x).
S(R) denotes the space of Schwartz functions on R.
Lemma 2.3 (Proposition 3.3 of [1]). Let 0 < γ < 1. Then there exists a constant
Cγ such that for every f ∈ S(R) we have
(−∆) γ2 f(x) = Cγ
∫
R
f(x)− f(y)
|x− y|1+γ dy.
Furthermore, we have the estimate ‖(−∆) γ2 f‖L∞ . ‖f‖L∞ + ‖f ′‖L∞ .
Lemma 2.4. Let 0 < γ < 1. For every f ∈ S(R), there exists a constant Cf such
that we have the inequality
|(−∆) γ2 f(x)| ≤ Cf |x|−1−γ ,
where we have
Cf ∼ ‖ | · |1+γf ‖L∞ + ‖ | · |1+γf ′ ‖L∞ + ‖f‖L1 + ‖ | · |1+γf ‖L1 .
proof. From Lemma 2.3, we have
|(−∆) γ2 f(x)| ≤ Cγ
(∣∣∣∣∣
∫
|x−y|≤1
f(x)− f(y)
|x− y|1+γ dy
∣∣∣∣∣+
∣∣∣∣∣
∫
|x−y|>1
f(x)
|x− y|1+γ dy
∣∣∣∣∣(2.1)
+
∣∣∣∣∣
∫
|x−y|>1
f(y)
|x− y|1+γ dy
∣∣∣∣∣
)
=: I1 + I2 + I3.
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For the first and second term, for every n > 0 we have
I1 .
∫
|x−y|≤1
1
|x− y|γ sup|x−y¯|≤1
|f ′(y¯)|dy . sup
|x−y¯|≤1
|f ′(y¯)| . |x|−n,
I2 .
∫
|x−y|>1
1
|x− y|1+γ dy |f(x)| . |f(x)| . |x|
−n.
For the third term, we have
I3 .
∫
|x−y|>1
|f(y)|
|x− y|1+γ dy
.
∫
|x−y|>1
|x− y|1+γ |f(y)|
|x− y|1+γ dy +
∫
|x−y|>1
|y|1+γ |f(y)|
|x− y|1+γ dy
.
∫
R
|f(y)|dy +
∫
R
|y|1+γ |f(y)|dy <∞.

Lemma 2.5. Let 0 < γ < 1. For every f ∈ S(R) and k ∈ Z+, there exists a
constant Cf,k such that we have
|(−∆) γ2 f (k)(x)| ≤ Cf,k|x|−1−k−γ ,
where we have
Cf,k ∼
k+1∑
l=0
‖ | · |1+k+γf (l) ‖L∞ + ‖f‖L1 + ‖ | · |1+k+γf ‖L1 .
proof. The proof is similar to Lemma 2.4. In the decomposition (2.1), I1 and I2
decrease sufficiently fast. It remains to show that∣∣∣∣∣
∫
|x−y|>1
f (k)(y)
|x− y|1+γ dy
∣∣∣∣∣ . |x|−1−k−γ .
Using integration by parts, we obtain∫
|x−y|>1
f (k)(y)
|x− y|1+γ dy = −
k∑
l=1
(
l−1∏
m=1
(m+ γ)
)
(f (k−l)(x+ 1) + (−1)lf (k−l)(x− 1))
+
(
k∏
m=1
(m+ γ)
)∫
|x−y|>1
(sign|x− y|)k f(y)|x− y|1+k+γ dy.
The first term decreases sufficiently fast. We have the second term . |x|−1−k−γ ,
similarly to before. 
3. Regularity structures
We recall some concepts in the theory of regularity structures from [3].
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3.1. Definitions.
Definition 3.1. We say that a triplet T = (A, T,G) is a regularity structure with
index set A, model space T and structure group G, if and only if
(1) A is a countable subset of R, 0 ∈ A, bounded from below, and has no
accumulation points.
(2) T =
⊕
α∈A Tα is a direct sum of normed spaces. Furthermore, dimT0 = 1
and its unit vector is denoted by 1.
(3) G is a subgroup of L(T ) such that, for every Γ ∈ G, α ∈ A, and τ ∈ Tα we
have
Γτ − τ ∈
⊕
β<α
Tβ .
Furthermore, Γ1 = 1 for every Γ ∈ G.
The norm of Tα is denoted by ‖ · ‖α. For an element τ ∈ T , we write ‖τ‖α =
‖τα‖α, where τα is the component of τ in Tα. For β > 0, we write T−β =
⊕
α<β Tα.
Definition 3.2. Let T = (A, T,G) be a regularity structure. Let B be a subset of
A such that 0 ∈ B, and Vβ 6= {0} be a linear subspace of Tβ for each β ∈ B. We
say that V =
⊕
β∈B Vβ is a sector of T , if and only if ΓV ⊂ V for every Γ ∈ G.
We say that β = minB is the regularity of V . One important example of
a regularity structure is the structure generated by polynomials. Let X0, X1 be
dummy variables and T = R[X0, X1] be the linear space of polynomials in X0, X1.
For a multiindex k = (k0, k1) ∈ Z2+, we write Xk = Xk00 Xk11 . We denote by
1 = X(0,0).
Definition 3.3. The polynomial regularity structure (A, T,G) consists of the fol-
lowing elements.
(1) A = Z+.
(2) T =
⊕
n∈Z+ Tn, where Tn = 〈Xk ; |k|s = n〉.
(3) G = {Γh ;h ∈ R2}, where Γh is defined by ΓhXk = (X + h1)k.
We define models for a regularity structure.
Definition 3.4. Let T = (A, T,G) be a regularity structure with regularity α0 ≤ 0,
and r = d−α0e We say that Z = (Π,Γ) is a model for T , if and only if
(1) Γ is a map R2 × R2 → G such that Γz,z = idT and Γz,z¯Γz¯,z¯ = Γz,z¯ for
every z, z¯, z¯ ∈ R2. Furthermore, for every γ > 0 and compact set K ⊂ R2,
we have
‖Γ‖γ;K := sup
{
‖Γz,z¯τ‖β
‖τ‖α‖z − z¯‖α−βs
;β < α < γ, τ ∈ Tα, (z, z¯) ∈ K2
}
<∞.
(2) Π is a map R2 → L(T ,S ′(R2)) such that ΠzΓz,z¯ = Πz¯ for every z, z¯ ∈ R2.
Furthermore, for every γ > 0 and compact set K ⊂ R2, we have
‖Π‖γ;K := sup
{ |(Πzτ)(ρδz)|
‖τ‖αδα ;α < γ, τ ∈ Tα, z ∈ K, ρ ∈ B
r
0, δ ∈ (0, 1]
}
<∞.
For models Z = (Π,Γ) and Z¯ = (Π¯, Γ¯) on T , we write
|||Z|||γ;K = ‖Γ‖γ;K + ‖Π‖γ;K, |||Z − Z¯|||γ;K = ‖Γ− Γ¯‖γ;K + ‖Π− Π¯‖γ;K.
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3.2. Regularity structures for (1.1). We construct regularity structures for
(1.1), following Section 8.1 of [3]. We use dummy variables Ξ (noise), 1 (con-
stant), X1 (time variable), X2 (spatial variable), and abstract operators {Ik}k∈Z2+
(convolution with k-th derivative of heat kernel). Especially we write I = I(0,0)
and I ′ = I(0,1). We define F˜ as the minimal set of variables such that
(1) Ξ,1, X0, X1 ∈ F˜ , (2) τ, τ¯ ∈ F˜ ⇒ τ τ¯ ∈ F˜ ,
(3) τ ∈ F˜ \ {X l ; l ∈ Z2+}, k ∈ Z2+ ⇒ Ikτ ∈ F˜ .
In (2), we postulate that τ τ¯ = τ¯ τ . For a fixed number α0 ∈ R, we can define the
homogeneity (Besov index in parabolic scaling) of each variable by
|Ξ|s = α0, |1|s = 0, |X0|s = 2, |X1|s = 1
|τ τ¯ |s = |τ |s + |τ¯ |s |Ikτ |s = |τ |s + 2− |k|s.
We define the abstract operator ∂ acting on {Iτ} ∪ {Xk} by
∂Iτ = I ′τ, ∂(Xk00 Xk11 ) = 1k1 6=0k1Xk00 Xk1−11 .
We define the sets Un and Vn for n ∈ Z+ recursively by
U0 = V0 = {Xk ; k ∈ Z2+},
Vn = {Ξ} ∪ {∂τ1∂τ2 ; τ1, τ2 ∈ Un−1}, Un = Un−1 ∪ {Iτ ; τ ∈ Vn} (n ≥ 1).
We set U = ⋃n≥0 Un, V = ⋃n≥0 Vn and F = U ∪ V. We define
Tα = 〈τ ∈ F ; |τ |s = α〉, T = 〈F〉, U = 〈U〉, V = 〈V〉.
In order to define T as a model space of a regularity structure, the set {|τ |s ; τ ∈
F} must be bounded from below. A nonliner SPDE is called subcritical, if nonlinear
terms formally disappear in some scaling which keeps the linear part and the noise
term invariant. This is equivalent to the property that all variables except Ξ defined
as above have homogeneities strictly greater than |Ξ|s (Assumption 8.3 of [3]). In
the present case, this is equivalent to |I ′(Ξ)|s = 2(1 + α0) > α0 ⇔ α0 > −2.
Additionally, we should assume −2 < α0 < − 32 − γ from Lemma 2.2, which implies
0 ≤ γ < 12 .
Lemma 3.1 (Lemma 8.10 of [3]). Let 0 ≤ γ < 12 and −2 < α0 < − 32 − γ. Then
the set {τ ∈ F ; |τ |s < r} is finite for every r > 0.
3.3. Structure group. We define the structure group on T following Section 8.1
of [3]. Instead of {Ik}k∈Z2+ , we use operators {Jk}k∈Z2+ . We write J = J(0,0) and
J ′ = J(0,1). We define F+ as the minimal set of variables such that
(1) 1, X0, X1 ∈ F+, (2) τ, τ¯ ∈ F+ ⇒ τ τ¯ ∈ F+,
(3) τ ∈ F \ {X l ; l ∈ Z2+}, k ∈ Z2+, |τ |s + 2− |k|s > 0⇒ Jkτ ∈ F+.
We can define the homogeneity of each variable by
|1|s = 0, |X0|s = 2, |X1|s = 1, |τ τ¯ |s = |τ |s + |τ¯ |s, |Jkτ |s = |τ |s + 2− |k|s.
We write H = 〈F〉 and H+ = 〈F+〉. We have a natural linear map Jˆk : H → H+
defined by the linear extension of
Jˆk(τ) =
{
Jkτ |τ |s + 2− |k|s > 0
0 |τ |s + 2− |k|s ≤ 0
, τ ∈ F .
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We simply write again Jk instead of Jˆk.
We define the linear map ∆ : H → H⊗H+ by
∆1 = 1⊗ 1, ∆Xi = Xi ⊗ 1 + 1⊗Xi (i = 0, 1), ∆Ξ = Ξ⊗ 1,
∆(τ τ¯) = (∆τ)(∆τ¯), ∆(Ikτ) = (Ik ⊗ id)∆τ +
∑
l,m
X l
l!
⊗ X
m
m!
Jk+l+mτ.
We also define the linear map ∆+ : H+ → H+ ⊗H+ by
∆+1 = 1⊗ 1, ∆+Xi = Xi ⊗ 1 + 1⊗Xi (i = 0, 1),
∆+(τ τ¯) = (∆+τ)(∆+τ¯), ∆+(Jkτ) =
∑
l
(
Jk+l ⊗ (−X)
l
l!
)
∆τ + 1⊗ Jkτ.
Furthermore, we define the linear map A : H+ → H+ by
A1 = 1, AXi = −Xi (i = 0, 1), A(τ τ¯) = (Aτ)(Aτ¯),
AJkτ = −
∑
l
M
(
Jk+l ⊗ X
l
l!
A
)
∆τ.
HereM : H+×H+ → H+ is the multiplication operator defined byM(τ⊗ τ¯) = τ τ¯ .
We define the product ◦ on (H+)∗ by
(g ◦ g¯)(τ) = (g ⊗ g¯)(∆+τ) (g, g¯ ∈ (H+)∗, τ ∈ H+).
Lemma 3.2 (Theorem 8.16 of [3]). H+ is a Hopf algebra with the antipode A. H
is a comodule over H+.
We denote by G the set of algebra homomorphisms g : H+ → R. Then G is a
group with the product ◦. The inverse of g ∈ G is given by g−1 = gA. For g ∈ G,
we define the operator Γg ∈ L(T ) by
Γgτ = (id⊗ g)∆τ (τ ∈ T ),
where we identify T ⊗R with T by τ ⊗ a 7→ aτ . Since g 7→ Γg is a group homomor-
phism (Proposition 8.19 of [3]), we can identify G with {Γg ; g ∈ G}.
Lemma 3.3 (Theorem 8.24 of [3]). Let 0 ≤ γ < 12 , −2 < α0 < − 32 − γ and
A = {|τ |s ; τ ∈ F}. Then (A, T,G) is a regularity structure.
Given r > 0, obviously
T (r) = (A ∩ (−∞, r), T−r , G|T−r )
is also a regularity structure.
3.4. Admissible models. Fix C, r > 0. Let K : R2 \ {0} → R be a function such
that
(1) K is smooth except at 0, and supported in Bs(0, C).
(2) K(t, ·) = 0 for t ≤ 0, and K(t, x) = K(t,−x) for every (t, x) ∈ R2.
(3) For every (t, x) ∈ Bs(0, C2 ), we have
K(t, x) = 1t>0
1√
4pit
e−
x2
4t .
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(4) For every multiindex k = (k1, k2) ∈ Z2+ with |k|s ≤ r, we have∫∫
K(t, x)tk1xk2dtdx = 0.
See Lemma 5.5 of [3]. It is sufficient to take small C, so that all variables in
graphical notations in Sections 5-8 are in Bs(0,
1
4 ).
Definition 3.5. We say that a model (Π,Γ) on T (r) is admissible, if and only if
for every z = (t, x), z¯ = (t¯, x¯) ∈ R2, multiindex k ∈ Z2+ and τ ∈ F , Π satisfies
(ΠzIkτ)(z¯) = ∂kK ∗ (Πzτ)(z¯) +
∑
l
(z¯ − z)l
l!
fz(Jk+lτ), (ΠzXk)(z¯) = (z¯ − z)k,
and Γ satisfies Γzz¯ = (Γfz )
−1Γfz¯ . Here {fz ∈ G ; z ∈ R2} is a family defined by
fz(X0) = −t, fz(X1) = −x,
fz(Jkτ) = −∂kK ∗ (Πzτ)(z) (|τ |s + 2− |k|s > 0).
From the definition of admissible models, the map Πz(Γfz )
−1 : H → S ′(R2) is
independent to z. Hence we can write Π = Πz(Γfz )
−1. If (Π,Γ) is admissible, for
every z = (t, x) ∈ R2, k ∈ Z2+ and τ ∈ F we have
(Π1)(z) = 1, (ΠX0)(z) = t, (ΠX1)(z) = x, (ΠIkτ)(z) = ∂kK ∗ (Πτ)(z).
Conversely, if a linear map Π : H → S ′(R2) satisfies these conditions, and a family
{fz ; z ∈ G} satisfies
fz(X0) = −t, fz(X1) = −x,
fz(Jkτ) = −∂kK ∗ ((Π⊗ fz)∆τ)(z) (|τ |s + 2− |k|s > 0),
then an admissible model (Π,Γ) is uniquely determined by
Πz = (Π⊗ fz)∆, Γzz¯ = (Γfz )−1Γfz¯ .
Definition 3.6. We say that a model (Π,Γ) on T (r) is periodic (in x), if and only
if
(Π(t,x+n)τ)(ϕn) = (Π(t,x)τ)(ϕ), Γ(t,x+n),(t¯,x¯+n) = Γ(t,x),(t¯,x¯),
for every (t, x), (t¯, x¯) ∈ R2, n, n¯ ∈ Z and ϕ ∈ S(R2). Here ϕn(t, x) = ϕ(t, x− n).
3.5. Modelled distributions. Following Section 6 of [3], we define modelled dis-
tributions with singularity at t = 0. We write P = {(t, x) ∈ R2 ; t = 0} and
‖(t, x)‖P = 1 ∧
√
|t|, ‖z, z¯‖P = ‖z‖P ∧ ‖z¯‖P .
For a subset K ⊂ R2, we write
KP := {(z, z¯) ∈ (K \ P )2 ; z 6= z¯, ‖z − z¯‖s ≤ ‖z, z¯‖P }.
Definition 3.7. Let Z = (Π,Γ) be a model on T (r), θ > 0 and η ∈ R. For a
T−β -valued function f on R2, and a compact set K ⊂ R2, we define
‖f‖θ,η;K = sup
z∈K\P
sup
l<θ
‖f(z)‖l
‖z‖(η−l)∧0P
,
|||f |||θ,η;K = ‖f‖θ,η;K + sup
(z,z¯)∈KP
sup
l<θ
‖f(z)− Γzz¯f(z¯)‖l
‖z − z¯‖θ−ls ‖z, z¯‖η−θP
.
KPZ EQUATION WITH FRACTIONAL DERIVATIVES OF WHITE NOISE 13
We write f ∈ Dθ,ηP = Dθ,ηP (Z) if and only if |||f |||θ,η;K <∞ for every compact subset
K ⊂ R2.
If f takes value in a sector W of T (r), we write f ∈ Dθ,ηP (W ;Z). For models Z,
Z¯ and f ∈ Dθ,ηP (W ;Z), f¯ ∈ Dθ,ηP (W ; Z¯), we define
|||f ; f¯ |||θ,η;K = ‖f − f¯‖θ,η;K + sup
(z,z¯)∈KP
sup
l<θ
‖f(z)− f¯(z)− Γzz¯f(z¯) + Γ¯zz¯ f¯(z¯)‖l
‖z − z¯‖θ−ls ‖z, z¯‖η−θP
.
We denote by M n Dθ,ηP the set of all pairs (Z, f) of a model Z and f ∈ Dθ,ηP (Z).
The topology on MnDθ,ηP is defined by the family of pseudo-metrics {|||· ; ·|||θ,η;K}.
Theorem 3.4 (Theorem 3.10, Lemma 6.7 and Proposition 6.9 of [3]). Let Z =
(Π,Γ) be a model on T (r). Let W be a sector of T (r) with regularity α ≤ 0. If
θ > 0, η ≤ θ, and α ∧ η > −2, then there exists a unique continuous linear map
R : Dθ,ηP (W ;Z)→ Cα∧ηs such that for every compact set K ∈ R2, we have
|(Rf −Πzf(z))(ρδz)| . λη−θδθ‖Π‖γ,K¯|||f |||θ,η;K¯,
uniformly over f ∈ Dθ,ηP , ρ ∈ B20, δ ∈ (0, 1], z ∈ K, and λ ∈ (0, 1] such that
inf{|t| ; (t, x) ∈ Bs(z, 2δ)} ≥ λ. Here K¯ is the 1-fattening of K. Furthermore, the
map MnDθ,ηP (W ) 3 (Z, f)→ RZf ∈ Cα∧ηs is locally uniformly continuous.
Let W be a sector of T (r) such that there exists β ∈ (0, 1) such that
〈Xk ; |k|s < r〉 ⊂W, W = 〈1〉 ⊕
⊕
l≥β
Wl.
Then for every f ∈ Dθ,ηP (W ), Rf coincides with the component of f in T0. Fur-
thermore we have Rf ∈ Cβs ((0,∞) × R), and the map M n Dθ,ηP (W ) 3 (Z, f) →
RZf ∈ Cβs ((0,∞)× R) is locally uniformly continuous. In fact, for every model Z,
Z¯, modelled distribution f ∈ DP (Z), f¯ ∈ D(Z¯) and compact set K away from P ,
we have
‖Rf − R¯f¯‖β,K . (inf{|s| ;∃x ∈ R (s, x) ∈ K})η−θ(|||f ; f¯ |||θ,η;K¯ + |||Z; Z¯|||θ,K¯)
(Proposition 3.28 of [3] and the definition of modelled distributions).
3.6. Solution map. From now on we fix r > 2 in Subsection 3.4. We write (1.1)
by the mild form:
h = G ∗t,x {1t>0((∂xh)2 + ∂γxξ)}+G ∗x h0,
where, G is the heat kernel on (0,∞) × R and h0 is an initial condition. We
reformulate it as an equation of H ∈ Dθ,ηP (U):
H = G1t>0((∂H)2 + Ξ) +Gh0.(3.1)
Here Gh0 = G ∗x h0 is lifted to an element of Dθ,ηP (〈Xk〉) (θ > η ∨ 0) by Lemma
7.5 of [3]. G is an operator in the following lemma.
Lemma 3.5 (Proposition 6.16, Theorem 7.1 and Lemma 7.3 of [3]). Let θ ∈ (0, r−
2) and η ∈ (−2, θ). Assume that θ + 2, η + 2 /∈ N. Then, for each admissible and
periodic model Z on T (r), there exists a continuous linear map G : Dθ,ηP (V ) →
Dθ¯,η¯P (U) (θ¯ = θ + 2, η¯ = η ∧ α0 + 2) such that for every f ∈ Dθ,ηP (V ) we have
(1) Gf − If takes values in 〈Xk〉.
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(2) RGf = G ∗ Rf .
The nonlinearlity is naturally extended to Dθ,ηP .
Lemma 3.6 (Propositions 6.12 and 6.15 of [3]). For every f ∈ Dθ,ηP (U) with θ > 1
and η < α0 + 2, we have (∂f)
2 + Ξ ∈ Dθ+α0,η+α0P (V ). Furthermore, the map
f 7→ (∂f)2 + Ξ is locally Lipschitz continuous.
proof. From Proposition 6.15 of [3], ∂f ∈ Dθ−1,η−1P . Since the regularity of the
sector where ∂f takes value is |I ′(Ξ)|s = α0 + 1, we have (∂f)2 + Ξ ∈ Dθ¯,η¯P with
θ¯ = (θ−1)+(α0+1) = θ+α0 and η¯ = (η+α0)∧(2α0+2) = η+α0, from Proposition
6.15 of [3]. Lipschitz continuity is also obtained from these propositions. 
Now we have the continuity of the solution map.
Theorem 3.7 (Theorem 7.8 of [3]). Let 0 ≤ γ < 12 , and −2 < α0 < − 32 − γ. Let
θ ∈ (−α0, r−α0− 2), and η ∈ (0, α0 + 2). Then, for every periodic h0 ∈ Cη(R) and
admissible and periodic model Z, there exists a time T = T (h0, Z) > 0 such that,
for every t < T there exists a unique solution H ∈ Dθ,ηP (U) to (3.1) on [0, t], and
it holds that T = ∞ or limt→∞ ‖RH(t, ·)‖η = ∞. Furthermore, the solution map
S : (h0, Z) 7→ H is jointly uniformly continuous in a neighborhood around (h0, Z).
4. Renormalization
For each  > 0, we can lift the noise ∂γxξ to a canonical model Z
() = (Π(),Γ())
on T (r). We define the linear map Π() : T−r → C(R2) by
(Π()1)(z) = 1, (Π()X0)(z) = t, (Π
()X1)(z) = x, (Π
()Ξ)(z) = ∂γxξ(z),
(Π()τ τ¯)(z) = (Π()τ)(z)(Π()τ¯)(z), (Π()Ikτ)(z) = ∂kK ∗ (Π()τ)(z).
We define the family {f ()z ∈ G ; z ∈ R2} by
f ()z (1) = 1, f
()
z (X0) = −t, f ()z (X1) = −x,
f ()z (Jkτ) = −∂kK ∗ (Π()Γf()z τ)(z) (|τ |s + 2− |k|s > 0).
Lemma 4.1. Let Π
()
z = Π()Γf()z
and Γ
()
zz¯ = (Γf()z
)−1Γ
f
()
z¯
. Then Z() =
(Π(),Γ()) is an admissible and periodic model.
4.1. Renormalization procedure. We introduce a renormalization of Z() fol-
lowing Section 8.3 of [3]. Let F0 ⊂ F be a subset such that
(1) {τ ∈ F ; |τ |s ≤ 0} ⊂ F0.
(2) There exists a subset F∗ ⊂ F0 such that ∆F0 ⊂ 〈F0〉 ⊗ 〈F+0 〉, where F+0 is
the minimal subset of F+ such that
(1) 1, X0, X1 ∈ F+0 , (2) τ, τ¯ ∈ F+0 ⇒ τ τ¯ ∈ F+0 ,
(3) τ ∈ F∗ \ {X l ; l ∈ Z2+}, k ∈ Z2+, |τ |s + 2− |k|s > 0⇒ Jkτ ∈ F+0 .
We write H0 = 〈F0〉 and H+0 = 〈F+0 〉.
Let M : H0 → H0 be a linear map such that MIkτ = IkMτ for every τ ∈ F0
such that Ikτ ∈ F0, and MXk = Xk. Then two linear maps Mˆ : H+0 → H+0 and
∆M : H0 → H0 ⊗H+0 are uniquely determined by the following properties.
(1) MˆJkτ =M(Jk ⊗ id)∆Mτ , MˆXk = Xk,
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(2) Mˆ(τ τ¯) = (Mˆτ)(Mˆ τ¯),
(3) (id⊗M)(∆⊗ id)∆Mτ = (M ⊗ Mˆ)∆τ
(Proposition 8.36 of [3]). Furthermore, the linear map ∆ˆM : H+0 → H+0 ⊗ H+0 is
defined by
(AMˆA⊗ Mˆ)∆+ = (id⊗M)(∆+ ⊗ id)∆ˆM ,
since (id⊗M)(∆+ ⊗ id) is invertible on H+0 ⊗H+0 from the definition of ∆+.
Lemma 4.2 (Theorem 8.44 of [3]). Let F0 and M as above. Assume that for every
τ ∈ F0 and τˆ ∈ F+0 we can write
∆Mτ = τ ⊗ 1 +
∑
|τ(1)|s>|τ |s
τ (1) ⊗ τ (2), ∆ˆM τˆ = τˆ ⊗ 1 +
∑
|τˆ(1)|s>|τˆ |s
τˆ (1) ⊗ τˆ (2).
Then for every admissible model (Π, f) on T (r), the maps ΠM : H0 → S ′(R2) and
fMz : H+0 → R defined by
ΠM = ΠM, fMz = fzMˆ
are uniquely extended to an admissible model ZM = (ΠM ,ΓM ) on T (r).
4.2. Renormalization map. We construct renormalization maps when 0 ≤ γ <
1
4 . We write each element of F0 as a graph with one root. We draw a circle to
represent Ξ. In order to represent I ′(τ), we draw a downward line starting at the
root of τ . Then the root of I ′(τ) is another vertex of this downward line, which
is not the root of τ . In order to represent τ τ¯ , we joint the trees τ and τ¯ at their
roots. For example,
I ′(Ξ) = , I ′(Ξ)2 = , I ′(Ξ)I ′(I ′(Ξ)) = .
4.2.1. 0 ≤ γ < 16 . Provided that α0 ∈ (− 32 − 16 ,− 32 − γ), it is sufficient to set
F0 = {Ξ, , , , , , , , , , ,1},
F∗ = { , , , }.
For constants C ,C ,C , we define a linear map M : H0 → H0 by
Mτ = τ − Cτ1 (τ = , , ), Mτ = τ (otherwise).
Lemma 4.3. M satisfies the condition of Lemma 4.2. For every τ ∈ F0, the
renormalized model Z(),M = (Z())M satisfies
Π(),Mz τ = Π
()
z Mτ.
proof. By definitions of ∆, ∆+ and A, we have
∆τ = τ ⊗ 1 (τ = Ξ, , , , , ,1)
∆ = ⊗ 1 + ⊗ J ′( )
∆ = ⊗ 1 + ⊗ J ′( )
∆ = ⊗ 1 + ⊗ J ′( )
∆ = ⊗ 1 + ⊗ J ′( )
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∆ = ⊗ 1 + ⊗ J ′( ) + ⊗ J ′( ),
∆+Jk(τ) =
∑
l
Jk+l(τ)⊗ (−X)
l
l!
+ 1⊗ Jk(τ) (τ = , , ),
∆+Jk( ) =
∑
l
Jk+l( )⊗ (−X)
l
l!
+
∑
l
Jk+l( )⊗ (−X)
l
l!
J ′( )
+ 1⊗ Jk( ),
AJk(τ) = −
∑
l
X l
l!
Jk+l(τ) (τ = , , ),
AJk( ) = −
∑
l
X l
l!
Jk+l( ) +
∑
l
X l
l!
Jk+l( )J ′( ).
First we verify that
∆Mτ = Mτ ⊗ 1 (τ ∈ F0), MˆJkτ = Jkτ (τ ∈ F∗, k ∈ Z2+).(4.1)
For each τ ∈ F0, we can write Mτ = τ − Cτ1 with some constant Cτ . For τ = Ξ,
, , , , , 1, we have ∆τ = τ ⊗ 1 so that
(M ⊗ Mˆ)∆τ = (M ⊗ Mˆ)(τ ⊗ 1) = Mτ ⊗ 1,
(id⊗M)(∆⊗ id)(Mτ ⊗ 1) = (id⊗M)(τ ⊗ 1⊗ 1− Cτ1⊗ 1⊗ 1)
= τ ⊗ 1− Cτ1⊗ 1 = Mτ ⊗ 1.
This implies ∆Mτ = Mτ ⊗ 1. For τ = , , , we also have
MˆJk(τ) =M(Jk ⊗ id)∆Mτ =M(Jk ⊗ id)(τ ⊗ 1− Cτ1⊗ 1) = Jk(τ).
For τ = , , , we have ∆τ = τ⊗1+J ′(τ¯) with τ¯ = , , respectively,
so that
(M ⊗ Mˆ)∆τ = (M ⊗ Mˆ)(τ ⊗ 1 + ⊗ J ′(τ¯)) = Mτ ⊗ 1 + ⊗ J ′(τ¯),
(id⊗M)(∆⊗ id)(Mτ ⊗ 1) = (id⊗M)(∆⊗ id)(τ ⊗ 1− Cτ1⊗ 1)
= τ ⊗ 1 + ⊗ J ′(τ¯)− Cτ1⊗ 1
= Mτ ⊗ 1 + ⊗ J ′(τ¯).
This implies ∆Mτ = Mτ ⊗ 1. Similarly to above, we also have
MˆJk( ) =M(Jk ⊗ id)∆M =M(Jk ⊗ id)( ⊗ 1− C 1⊗ 1) = Jk( ).
For τ = , we have
(M ⊗ Mˆ)∆τ = (M ⊗ Mˆ)(τ ⊗ 1 + ⊗ J ′( ) + ⊗ J ′( ))
= τ ⊗ 1 + ⊗ J ′( ) + ⊗ J ′( ),
(id⊗M)(∆⊗ id)(Mτ ⊗ 1) = (id⊗M)(∆⊗ id)(τ ⊗ 1)
= τ ⊗ 1 + ⊗ J ′( ) + ⊗ J ′( ).
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This implies ∆Mτ = Mτ ⊗ 1.
Next we verify that
∆ˆMJkτ = Jkτ ⊗ 1 (τ ∈ F∗, k ∈ Z2+).(4.2)
From (4.1), for τ = , , we have
AMˆAJk(τ) = −
∑
l
AMˆ
(
X l
l!
Jk+l(τ)
)
= −
∑
l
A
(
X l
l!
Jk+l(τ)
)
= −
∑
l,m
(−X)l
l!
Xm
m!
Jk+l+m(τ) = Jk(τ).
For , similarly we have
AMˆAJk( ) = −
∑
l
AMˆ
(
X l
l!
Jk+l( )
)
+
∑
l
AMˆ
(
X l
l!
Jk+l( )J ′( )
)
= −
∑
l
A
(
X l
l!
Jk+l( )
)
+
∑
l
A
(
X l
l!
Jk+l( )J ′( )
)
=
∑
l,m
(−X)l
l!
Xm
m!
Jk+l+m( )−
∑
l,m
(−X)l
l!
Xm
m!
Jk+l+m( )J ′( )
+
∑
l,m
(−X)l
l!
Xm
m!
Jk+l+m( )J ′( )
= Jk( ).
From these identities, we have
(AMˆA⊗ Mˆ)∆+Jk(τ) = ∆+Jk(τ) (τ ∈ F∗, k ∈ Z2+).
Since (id⊗M)(∆+ ⊗ id)(Jk(τ)⊗ 1) = ∆+Jk(τ), we obtain (4.2).
From (4.2), we can apply Lemma 4.2 and obtain the renormalized model Z(),M .
From (4.1), we have
f (),Mz (Jkτ) = f ()z (MˆJkτ) = f ()z (Jkτ) (τ ∈ F∗, k ∈ Z2+).
This implies that Γ
f
(),M
z
= Γ
f
()
z
on H0. Since (Γf()z − id)F0 ⊂ 〈 , , 〉, for
every τ ∈ F0 we have
Γ
f
()
z
τ − τ = M(Γ
f
()
z
τ − τ) = MΓ
f
()
z
τ − τ + Cτ1,
so that MΓ
f
()
z
τ = Γ
f
()
z
τ − Cτ1 = Γf()z Mτ . Therefore, for every τ ∈ F0 we have
Π(),Mz τ = Π
(),MΓ
f
(),M
z
τ = Π()MΓ
f
()
z
τ = Π()Γ
f
()
z
Mτ = Π()z Mτ.

Proposition 4.4. Let S : (h0, Z) 7→ H be the solution map defined in Theorem
3.7. Then hM = RS(h0, Z(),M ) solves the equation
∂th
M
 = ∂
2
xh
M
 + (∂xh
M
 )
2 − (C + C + 4C ) + ∂γxξ(4.3)
with the initial condition h0.
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proof. By the definition of T (r), every solution H ∈ Dθ,ηP (U) to (3.1) with θ > −α0
has the following form.
H = h1 + I(Ξ) + I( ) + h′X1 + 2I( ) + 2h′I( ) + I( ) + 4I( ).
Here h and h′ are functions on R2. Then ∂H and (∂H)2 + Ξ are given by
∂H = + + h′1 + 2I ′( ) + 2h′I ′( ) + I ′( ) + 4I ′( ),
(∂H)2 + Ξ = Ξ + + 2 + 2h′ + + 4 + 2h′ + 4h′
+ 4 + 2 + 8 .
From these representations, we obtain
M(∂H) = ∂H, M((∂H)2 + Ξ) = (∂H)2 + Ξ− (C + C + 4C ).
Hence we have
M((∂H)2 + Ξ) = (M∂H)2 + Ξ− (C + C + 4C ).
From Remark 3.15 of [3] and Lemma 4.3, for the reconstruction operator R of
Zˆ(),Mwe have
R((∂H)2 + Ξ) = (∂xRH)2 + ∂γxξ − (C + C + 4C ).
Let H = S(h0, Z(),M ). Applying R(),M to both sides of (3.1), we have
RH = G ∗ {1t>0((∂xRH)2 + ∂γxξ − (C + C + 4C ))}+Gh0.
Hence hM = RH solves (4.3). 
The goal of this paper is the following theorem.
Theorem 4.5. Let C
()
τ (τ = , , ) be constants defined in Section 5. Let
Zˆ() = Z(),M
()
be the corresponding renormalized model. Then there exists an
admissible and periodic random model Zˆ and κ > 0, such that for every ζ > 0,
compact set K and p ≥ 1, we have the bounds
E|||Zˆ|||pζ;K . 1, E|||Zˆ(); Zˆ|||pζ;K . κp.
4.2.2. 16 ≤ γ < 14 . Provided α0 ∈ (− 32 − 14 ,− 32 − γ), it is sufficient to set
F0 = {Ξ, , , , , , , , , , , , , ,
, , , , , , , , , , , , ,
, , , , ,1},
F∗ = { , , , , , , , , , , , , , }.
Set Fre = { , , , , , , , , }. For constants Cτ (τ ∈
Fre), we define a linear map M : H0 → H0 by
Mτ = τ − Cτ (τ ∈ Fre), Mτ = τ (otherwise).
The following results are obtained similarly to Lemma 4.3 and Proposition 4.4.
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Lemma 4.6. M satisfies the condition of Lemma 4.2. For every τ ∈ F0, the
renormalized model Z(),M satisfies
Π(),Mz τ = Π
()
z Mτ.
Proposition 4.7. hM = RS(h0, Z(),M ) solves the equation
∂th
M
 = ∂
2
xh
M
 + (∂xh
M
 )
2 − (C + C + 4C + 4C + 2C
+ 8C + 8C + 4C + 16C ) + ∂γxξ
with the initial condition h0.
The goal of this paper is the following theorem.
Theorem 4.8. Let C
()
τ (τ ∈ Fre) be constants defined in Section 7. Let Zˆ() =
Z(),M
()
be the corresponding renormalized model. Then there exists an admissible
and periodic random model Zˆ and κ > 0, such that for every ζ > 0, compact set K
and p ≥ 1, we have the bounds
E|||Zˆ|||pζ;K . 1, E|||Zˆ(); Zˆ|||pζ;K . κp.
4.3. Wiener chaos expansion. The processes Πzτ belong to Wiener chaos con-
structed from the space-time white noise {Wh} on R× T. We denote by I1 : H =
L2(R × T) → L2(Ω,P) a linear isometry defined by I1(h) = Wh. We also denote
by Ik : H
⊗k(' L2((R × T)k)) → L2(Ω,P) the k-th stochastic integral defined in
Theorem 7.25 of [6].
For each τ ∈ F , we can define the number ‖τ‖ by
‖1‖ = ‖X0‖ = ‖X1‖ = 0, ‖Ξ‖ = 1, ‖τ τ¯‖ = ‖τ‖+ ‖τ¯‖, ‖Ikτ‖ = ‖τ‖.
Lemma 4.9. For each τ ∈ F− := {τ ∈ F ; |τ |s ≤ 0} and z ∈ R2, there exists a
family of functions {W(,k)(τ)(z) =W(,k)(τ)(z;w1, . . . , wk) ∈ H⊗k}k∈‖τ‖−2Z+,k≥0
such that
(Π
()
0 τ)(z) =
∑
k
Ik(W(,k)(τ)(z)).(4.4)
proof. For Ξ, by the definition of ∂γxξ we have
(Π
()
0 Ξ)(z) = ∂
γ
xξ(z) = ∂
γ
xξ(ρ(z − ·)) = ∂γxW (piρ(z − ·))
= W (∂γx(T)piρ(z − ·)) = W (pi∂γx(R)ρ(z − ·)).
Here ∂γx(T) and ∂γx(R) denote the fractional derivatives defined in T and R, respec-
tively. Hence
(Π
()
0 Ξ)(z) = I1(W(,1)(Ξ)(z)), W(,1)(Ξ)(z;w) = pi∂γxρ(z − w).
If τ satisfies (4.4), it is clear that Iτ and I ′τ also. Regarding the product of two
variables, we can use Theorem 7.33 of [6]. 
In order to prove Theorems 4.5 and 4.8, it is sufficient to obtain estimates in the
following theorem.
Theorem 4.10 (Theorem 10.7 of [3]). For the renormalized model Zˆ() in Theorems
4.5 and 4.8, assume that there exist κ > 0 and ι > 0, such that for every ϕ ∈ B20 and
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τ ∈ F− there exists a random variable (Πˆ0τ)(ϕ) belonging to the inhomogeneous
Wiener chaos of order ‖τ‖ such that
E|(Πˆ0τ)(ϕλ0 )|2 . λ2|τ |s+ι, E|(Πˆ0τ − Πˆ()0 τ)(ϕλ0 )|2 . 2κλ2|τ |s+ι.
uniformly over 0 < λ < C. Then there exists a unique admissible and periodic
random model Zˆ, such that for every ζ > 0, compact set K ⊂ R2 and p ≥ 1 we have
E|||Zˆ|||pζ;K . 1, E|||Zˆ; Zˆ()|||pζ;K . κp.
4.4. Graphical notations. In order to write kernelsW(τ), graphical notations as
in Section 10.5 of [3] are useful. Each kernel is written as a directed graph which
may contain nondirected edges. One vertex ( ) represents a variable in R2. When a
vertex is written by orange ( ), it is integrated out. One edge represents a function
of two variables at its vertexes. We use special (directed or nondirected) edges as
follows.
z w = pi∂γxK
′
(z − w), z w = pi∂γxK ′(z − w),
z w = K ′(z − w), z w = K ′(z − w)−K ′(−w),
z w = 1z,w∈R×[0,1)δ(z − w).
Here we write K ′ = K
′ ∗ ρ
For example, we write∫
w∈R×[0,1)
(pi∂γxK
′
(z − w))2dw =
z
,
∫
K ′(z − u)pi∂γxK ′(u− w1)pi∂γxK ′(u− w2)pi∂γxK ′(z − w3)du =
z
w1 w2
w3
.
For each τ ∈ F−, the kernel W(,‖τ‖)(τ)(z;w1, . . . , w‖τ‖) is given recursively by
W(,1)(Ξ)(z;w) = pi∂γxρ(z − w),
W(,‖ττ¯‖)(τ τ¯)(z;w1, . . . , w‖ττ¯‖)
=W(,‖τ‖)(τ)(z;w1, . . . , w‖τ‖)W(,‖τ¯‖)(τ¯)(z;w‖τ‖+1, . . . , w‖ττ¯‖),
W(,‖I′τ‖)(I ′τ)(z;w1, . . . , w‖I′τ‖)
=
∫ (
K ′(z − u)−
∑
|k|s<|τ |s+1
zk∂kK ′(−u)
)
W(,‖τ‖)(τ)(u;w1, . . . , w‖τ‖)du.
Lemma 4.11. For each τ ∈ F− \ {Ξ,1}, the kernel W(,‖τ‖)(τ) is written as a
graph using only , , for its edges. Furthermore, kernels W(,k)(τ)
with k < ‖τ‖ can be decomposed into
W(,k)(τ)(z) =
N(τ,k)∑
l=1
m(τ, k, l)W(,k)l (τ)(z)
with N(τ, k) ∈ Z+,m(τ, k, l) ∈ Z, and eachW(,k)l (τ) can be written as graphs using
only , , , for their edges.
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proof. For , we have
W(,1)( )(z;w) = K ′ ∗ pi∂γxρ(z − w) = pi(K ′ ∗ ∂γxρ)(z − w) = pi∂γxK ′(z − w)
= z w .
For τ, τ¯ ∈ F such that W(,‖τ‖)(τ) and W(,‖τ¯‖)(τ¯) are written by using only
, , for their edges, the productW(,‖ττ¯‖)(τ τ¯) also from its definition.
We note that a factor I ′(τ¯) with |τ¯ |s > 0 cannot appear in any τ ∈ F− since the
smallest homogeneity of elements containing this factor is |I ′(Ξ)I ′(τ¯)|s = α0 + 2 +
|τ¯ |s > 0. Hence it is sufficient to consider a factor I ′(τ¯) with |τ¯ |s ≤ 0. If W(,‖τ¯‖)
are written by using only , , for its edges, I ′(τ¯) also because
K ′(z − u) (|τ |s + 1 ≤ 0), K ′(z − u)−K ′(−u) (|τ |s + 1 > 0)
are written by , .
KernelsW(,k)l (τ)(z) with k < ‖τ‖ are obtained by contractions ofW(,‖τ‖)(τ)(z)
form Theorem 7.33 of [6], i.e.
W(,‖τ‖−2n)(τ) =
∑
γ∈F(‖τ‖,n)
Cγ(W(,‖τ‖)(τ)(z)).
Here F(‖τ‖, n) denotes the set of graphs consisting of vertexes 1, 2, . . . , ‖τ‖ ∈ Z+
and n edges without common vertexes. For a function f on (R × T)‖τ‖ and γ ∈
F(‖τ‖, n), we define a function Cγf on (R× T)‖τ‖−2n by
Cγf(u1, . . . , u‖τ‖−2n) =
∫
wi1 ,...,win ,wj1 ,...,wjn∈R×[0,1)
f(w1, . . . , w‖τ‖)
×
n∏
k=1
δ(wik − wjk)dwikdwjk
∣∣∣∣∣
wm1=u1,...,wm‖τ‖−2n=u‖τ‖−2n
,
where {(ik, jk)}nk=1 are all of edges, and {m1 < · · · < m‖τ‖−2n} are all of unpaired
vertexes. 
For an occurrence of , we may need to decompose a graph as follows.
z
=
z
−
z
0
Then we can write
W(,k)l (τ)(z) =
∑
i
σkl,i(τ)W(,k)l,i (τ)(z)
with σkl,i(τ) ∈ {1,−1}. We write again {W(,k)l } instead of {W(,k)l,i }, by renumber-
ing its indexes.
4.5. Construction of limit graphs. We introduce two kernels M and N by
M = (K
′pi(∂γxK
′
 ∗
←−−−
∂γxK
′
)) ∗ pi∂γxK ′, N = (K ′pi(∂γxK ′ ∗
←−−−
∂γxK
′
)) ∗K ′.(4.5)
Let M and N are functions in Lemma 4.27 and Lemma 4.28. We write these
functions as follows.
z w = M(z − w), z w = M(z − w),
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z w = N(z − w), z w = N(z − w).
In graphical notations, M and N are introduced by
v
u
=
v
u
,
v
u
,
v
u
=
v
u
.
The following lemma is obvious from definitions and using Lemmas 4.3 and 4.6.
Lemma 4.12. Let
Fre =
{ , , } 0 ≤ γ <
1
6
{ , , , , , , , , } 16 ≤ γ < 14 .
Let C
()
τ (τ ∈ Fre) be constants defined in Sections 5 and 7, and Zˆ() be the cor-
responding renormalized model. Then for each τ ∈ F− and z ∈ R2, there exists a
family of functions {Wˆ(,k)(τ)(z) ∈ H⊗k}k∈‖τ‖−2Z+,k≥0 such that
(Πˆ
()
0 τ)(z) =
∑
k
Ik(W(,k)(τ)(z)),
where Wˆ(,‖τ‖)(τ)(z) = W(,‖τ‖)(τ)(z) and kernels Wˆ(,k)(τ) with k < ‖τ‖ can be
decomposed into
Wˆ(,k)(τ)(z) =
Nˆ(τ,k)∑
l=1
mˆ(τ, k, l)Wˆ(,k)l (τ)(z)
with Nˆ(τ, k) ∈ Z+, mˆ(τ, k, l) ∈ Z. Furthermore, kernels Wˆ(,k)l (τ) can be written as
graphs using only , , , , , for their edges, without the
following form.
We define the limit graph Wˆ(k)l (τ)(z) of Wˆ(,k)l (τ)(z) by replacing dotted edges
as follows.
→ , → , → .
The following theorem proves Theorems 4.5 and 4.8
Theorem 4.13. Let 0 ≤ γ < 14 . For every τ ∈ F−, k, l, and ϕ ∈ B20, the function∫
R2
ϕ(z)Wˆ(k)l (τ)(z; ·)dz
belongs to H⊗k. If we define random variables by
(Πˆ0τ)(ϕ) =
∑
k
Ik
(∑
l
∫
ϕ(u)Wˆ(k)l (τ)(u)du
)
,
then there exist ι, κ > 0 such that we have
E|(Πˆ0τ)(ϕλ0 )| . λ2|τ |s+ι, E|(Πˆ0τ − Πˆ()0 τ)(ϕλ0 )| . 2κλ2|τ |s+ι
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uniformly over 0 < λ < C.
proof. For τ = Ξ,1, by definitions we have
(Πˆ0Ξ)(ϕ) = ∂
γ
xξ(ϕ), (Πˆ
()
0 Ξ)(ϕ) =
∫
R2
∂γxξ(z)ϕ(z)dz,
(Πˆ01)(ϕ) = (Πˆ
()
0 1)(ϕ) =
∫
R2
ϕ(z)dz.
Then the required bounds are trivial for 1, and obtained as a result of Lemma 2.2
for Ξ.
For τ 6= Ξ,1, from Theorem 7.26 of [6] we have
E|(Πˆ0τ)(ϕλ0 )|2 .
∑
k,l
∥∥∥∥∫
R2
ϕλ0 (z)Wˆ(k)l (τ)(z)dz
∥∥∥∥2
H⊗k
=
∑
k,l
∫∫
R2×R2
ϕλ0 (z)ϕ
λ
0 (z¯)(Wˆ(k)l (τ)(z), Wˆ(k)l (τ)(z¯))H⊗kdzdz¯,
and
E|(Πˆ0τ − Πˆ()0 τ)(ϕλ0 )|2
.
∑
k,l
∫∫
R2×R2
ϕλ0 (z)ϕ
λ
0 (z¯)(δWˆ(,k)l (τ)(z), δWˆ(,k)l (τ)(z¯))H⊗kdzdz¯,
where δWˆ(,k)l (τ) = Wˆ(k)l (τ)− Wˆ(,k)l (τ). We write
P(k)l (τ)(z; z¯) = (Wˆ(k)l (τ)(z), Wˆ(k)l (τ)(z¯))H⊗k ,
P(,k)l (τ)(z; z¯) = (δWˆ(,k)l (τ)(z), δWˆ(,k)l (τ)(z¯))H⊗k .
In the latter sections, we prove estimates
|P(k)l (τ)(z; z¯)| .

‖z − z¯‖2|τ |s+ιs or∑
ζ1,ζ2>0
‖z‖ζ1s ‖z¯‖ζ2s ‖z − z¯‖2|τ |s−ζ1−ζ2+ιs or
‖z‖|τ |s+ι/2s ‖z¯‖|τ |s+ι/2s
and
|P(,k)l (τ)(z; z¯)| .

κ‖z − z¯‖2|τ |s+ιs or
κ
∑
ζ1,ζ2>0
‖z‖ζ1s ‖z¯‖ζ2s ‖z − z¯‖2|τ |s−ζ1−ζ2+ιs or
κ‖z‖|τ |s+ι/2s ‖z¯‖|τ |s+ι/2s
uniformly over  > 0 and z, z¯ ∈ Bs(0, C) with some κ, ι > 0. Here the sums run
over finitely many ζ1 and ζ2. Since it turns out that all of negative indexes which
appear in the above bounds are greater than −3, they are integrable around 0 ∈ R2
and we have ∫∫
R2×R2
ϕλ0 (z)ϕ
λ
0 (z¯)P(k)l (τ)(z; z¯)dzdz¯ . λ2|τ |s+ι,∫∫
R2×R2
ϕλ0 (z)ϕ
λ
0 (z¯)P(,k)l (τ)(z; z¯)dzdz¯ . κλ2|τ |s+ι.

4.6. Some calculations of singular kernels. We give some useful results in
order to prove Theorem 4.13.
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4.6.1. Convolutions of kernels. We frequently use the following estimates.
Lemma 4.14 (Lemma 10.14 of [3]). Let ζ, η ∈ (0, 3) and ζ + η > 3.
(1) Uniformly over z ∈ R2, we have∫
R2
‖w‖−ζs ‖z − w‖−ηs dw . ‖z‖3−ζ−ηs .
(2) Uniformly over z ∈ R2 and  > 0, we have∫
R2
(+ ‖w‖s)−ζ‖z − w‖−ηs dw . (+ ‖z‖s)3−ζ−η.
proof. (1) We divide the domain of the integration as follows.
D1 : ‖z − w‖s ≤
1
2
‖z‖s, D2 : ‖w‖s ≤
1
2
‖z‖s, D3 : otherwise
Since D1 ⊂ {w ; ‖w‖s ≥ 12‖z‖s} and D2 ⊂ {w ; ‖z − w‖s ≥ 12‖z‖s}, we have∫
D1
‖w‖−ζs ‖z − w‖−ηs dw . ‖z‖−ζs
∫
‖z−w‖s≤ 12‖z‖s
‖z − w‖−ηs dw . ‖z‖3−ζ−ηs ,∫
D2
‖w‖−ζs ‖z − w‖−ηs dw . ‖z‖−ηs
∫
‖w‖s≤ 12‖z‖s
‖w‖−ζs dw . ‖z‖3−ζ−ηs .
For w ∈ D3, since
‖z − w‖s =
1
3
‖z − w‖s +
2
3
‖z − w‖s ≥
1
3
(‖w‖s − ‖z‖s) +
1
3
‖z‖s =
1
3
‖w‖s,
we have ∫
D3
‖w‖−ζs ‖z − w‖−ηs dw .
∫
‖w‖s≥ 12‖z‖s
‖w‖−ζ−ηs dw . ‖z‖3−ζ−ηs .
(2) If ‖z‖s ≥ , from (1) we have∫
R2
(+ ‖w‖s)−ζ‖z − w‖−ηs dw ≤
∫
R2
‖w‖−ζs ‖z − w‖−ηs dw
. ‖z‖3−ζ−ηs . (+ ‖z‖s)3−ζ−η.
If ‖z‖s ≤ , we divide the domain of the integration into ‖w‖s ≤ 2 and ‖w‖s > 2.
For ‖w‖s ≤ 2, since ‖z − w‖s ≤ 3 we have∫
‖w‖s≤2
(+ ‖w‖s)−ζ‖z − w‖−ηs dw ≤ −ζ
∫
‖z−w‖s≤3
‖z − w‖−ηs dw
. 3−ζ−η . (+ ‖z‖s)3−ζ−η.
For ‖w‖s > 2, since ‖z − w‖s ≥ ‖w‖s −  ≥ 12‖w‖s we have∫
‖w‖s>2
(+ ‖w‖s)−ζ‖z − w‖−ηs dw .
∫
‖w‖s>2
‖w‖−ζ−ηs dw
. 3−ζ−η . (+ ‖z‖s)3−ζ−η.

Lemma 4.15. Let ζ, η ∈ (0, 3) and C > 0. If ζ + η < 3, uniformly over z ∈ R2 we
have ∫
‖w‖s,‖z−w‖s≤C
‖w‖−ζs ‖z − w‖−ηs dw . 1.
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proof. From Young’s inequality, we have∫
‖w‖s,‖z−w‖s≤C
‖w‖−ζs ‖z − w‖−ηs dw
.
∫
‖w‖s≤C
‖w‖−ζ−ηs dw +
∫
‖z−w‖s≤C
‖z − w‖−ζ−ηs dw . C3−ζ−η.

4.6.2. Estimates of K. Let K be a function defined in Subsection 3.4. The following
estimates is obtained from Lemmas 5.5 and 10.17 of [3].
Lemma 4.16. For every k ∈ Z2+, we have |∂kK(z)| . ‖z‖−1−|k|ss . Furthermore,
let ρ ∈ C∞0 (R2) be a function such that
∫
ρ = 1 and set ρ = ρ

0 and K = K ∗ ρ.
Then we have
|∂kK(z)| . (+ ‖z‖s)−1−|k|s ,
and for every θ ∈ (0, 1] we have
|∂kK(z)− ∂kK(z)| . θ‖z‖−1−|k|s−θs .
4.6.3. Estimates of ∂γxK
′. For a function A on R2 \ {0}, we write
∂γxA(t, x) :=
{
(−∆) γ2 (A(t, ·))(x) (t 6= 0)
0 (t = 0).
Lemma 4.17. Let 0 < γ < 1. For every k ∈ Z2+, we have |∂γx∂kK(z)| .
‖z‖−1−|k|s−γs .
proof. First we consider ∂γx∂
kG. Since ∂tG(t, ·) ≡ ∂2xG(t, ·) for every t > 0, we
have ∂γx∂
kG = ∂γx∂
|k|s
x G. Set ϕ(x) =
1√
4pi
e−
x2
4 , so that we have
∂γx∂
|k|s
x G(t, x) = 1t>0
1
√
t
1+|k|s+γ (−∆)
γ
2 φ(|k|s)
(
x√
t
)
.
Since (−∆) γ2 ϕ(|k|s) is bounded, we have ∂γx∂|k|sx G(t, x) .
√|t|−1−|k|s−γ . Since
|(−∆) γ2 ϕ(|k|s)(x)| . |x|−1−|k|s−γ from Lemma 2.5, we have
|∂γx∂|k|sx G(t, x)| .
1√|t|1+|k|s+γ
(√|t|
|x|
)1+|k|s+γ
. |x|−1−|k|s−γ .
These estimates imply |∂γxG′(z)| . ‖z‖−1−|k|s−γs .
Next we consider ∂γx∂
kR. Since ∂kR and ∂x∂
kR are bounded, ∂γx∂
kR is bounded
from Lemma 2.3. We verify that for every n ≥ 1
sup
x
|x|n|∂kR(t, x)| . 1
locally uniformly over t. If |x| ≤ C, this is obvious because ∂kR is bounded. If
|x| ≥ C, since ∂kR(t, x) = ∂kG(t, x) = ∂|k|sx G(t, x) we have
sup
|x|≥C
|x|n|∂kR(t, x)| . sup
x
∣∣∣∣∣1t>0 |x|n+|k|s√t1+|k|s e− x
2
4t
∣∣∣∣∣
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= sup
x
∣∣∣∣∣1t>0√tn−1
( |x|√
t
)n+|k|s
e
− 14
( |x|√
t
)2 ∣∣∣∣∣ . 1t>0√tn−1.
Therefore, from Lemma 2.5 we have |∂γx∂kR(t, x)| . 1 ∧ |x|−1−|k|s−γ locally uni-
formly over t.
From these estimates and the fact that ∂γx∂
kK is supported in
√|t| ≤ C, we
have the required bound. 
Remark 4.18. We have |∂γx∂kR| . ‖z‖−1−|k|s−γs from the bounds of ∂γx∂kG and
∂γx∂
kK.
Lemma 4.19. Let 0 < γ < 1.
(1) We have (∂γxK
′)′ = ∂γxK
′′ and |(∂γxK ′)′(z)| . ‖z‖−3−γs .
(2) ∂γxK
′ is smooth except at t = 0 and we have
∂t(∂
γ
xK
′)(t, x) = ∂γx(∂tK
′)(t, x), |∂t(∂γxK ′)(z)| . ‖z‖−4−γs (t 6= 0).
proof. (1) is obtained from Lemma 4.17.
(2) Since the map t 7→ K ′(t, ·) ∈ S(R) is continuous except at t = 0, ∂t∂γxK ′ =
∂γx∂tK
′ holds on t 6= 0. The estimate is obtained from Lemma 4.17. 
4.6.4. Estimates of L. Since ∂γxK
′(t, x) decreases sufficiently fast as |x| → ∞, we
can define pi∂γxK
′(t, x) =
∑
n∈Z ∂
γ
xK
′(t, x+ n). We set
L(z) =
∫
w∈R×[0,1)
pi∂γxK
′(z − w)pi∂γxK ′(−w)dw = pi(∂γxK ′ ∗
←−−−
∂γxK
′)(z).
Lemma 4.20. Let 0 < γ < 12 . There exists a function L0 such that
L = piL0, |L0(z)| . ‖z‖−1−2γs .
proof. Since L = pi(∂γxK
′ ∗←−−−∂γxK ′) = pi((∂2γx K ′)∗
←−
K ′), set L0 = (∂2γx K
′)∗←−K ′. From
the estimates of ∂2γx K
′ and K ′, we have the required bound from Lemma 4.14. 
Let ρ ∈ C∞0 (R2) be a function such that
∫
ρ = 1. Set K ′ = K
′ ∗ ρ and define
L(1) =
∫
w∈R×[0,1)
pi∂γxK
′
(z − w)pi∂γxK ′(−w)dw = pi(∂γxK ′ ∗
←−−−
∂γxK
′)(z),
L(2) =
∫
w∈R×[0,1)
pi∂γxK
′
(z − w)pi∂γxK ′(−w)dw = pi(∂γxK ′ ∗
←−−−
∂γxK
′
)(z).
Lemma 4.21. Let 0 < γ < 12 . There exists a function L
(i)
,0 (i = 1, 2) such that
L(i) = piL
(i)
,0, |L(i),0(z)| . (+ ‖z‖s)−1−2γ .
Furthermore, for every θ ∈ (0, 1] we have
|L0(z)− L(1),0(z)| . θ‖z‖−1−2γ−θs , |L(1),0(z)− L(2),0(z)| . θ‖z‖−1−2γ−θs .
proof. Since L
(1)
 = pi(∂2γx K
′ ∗←−K ′) and L(2) = pi(∂2γx K ′ ∗ (
←−
K ′ ∗ ρ)), set
L
(1)
,0 = ∂
2γ
x K
′ ∗←−K ′, L(2),0 = ∂2γx K ′ ∗ (
←−
K ′ ∗ ρ).
From the estimates of
←−
K ′ and
←−
K ′ ∗ρ, we obtain the bounds of L(i),0 (i = 1, 2). Since
L0 − L(1),0 = ∂2γx K ′ ∗ (
←−
K ′ −←−K ′), L(1),0 − L(2),0 = ∂2γx K ′ ∗ (
←−
K ′ −
←−
K ′ ∗ ρ),
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we obtain the convergence results from the estimates of
←−
K ′−←−K ′ and
←−
K ′−
←−
K ′∗ρ. 
4.6.5. Estimates of M and N . In this subsection, we assume that K ′ is supported
in Bs(0,
1
2 ), and ρ is even in x and supported in Bs(0, 1). Since K
′ is odd and L(2)
is even in x, for every t ∈ R we have∫
R
(K ′L(2) ) ∗ ρ(t, x)dx = 0.(4.6)
Let M and N be functions defined in (4.5), i.e.
M = (K
′L(2) ) ∗ pi∂γxK ′ ∗ ρ = pi((K ′L(2) ) ∗ ρ ∗ ∂γxK ′),
N = (K
′L(2) ) ∗K ′ ∗ ρ = (K ′L(2) ) ∗ ρ ∗K ′.
Lemma 4.22. For every x 6= 0, there exists a limit
∂γxK
′(0+, x) := lim
t↓0
∂γxK
′(t, x).
proof. For a fixed (t, x) ∈ (0,∞) × R, set cn = ∂γxK ′(2−nt, x) (n ∈ Z+). From
Lemma 4.19 (2), we have
|cn − cn+1| . |2−nt− 2−n−1t| |x|−4−γ = 2−n−1|t| |x|−4−γ .
Hence there exists c = limn→∞ cn. This limit is independent of t. 
Lemma 4.23. Define ∂˜γxK ′ : R2 \ {0} → R by
∂˜γxK ′(t, x) =

∂γxK
′(t, x) (t > 0)
∂γxK
′(0+, x) (t = 0, x 6= 0)
∂γxK
′(−t, x) (t < 0).
Then we have
|∂˜γxK ′(z)− ∂˜γxK ′(w)| . ‖z − w‖s‖z‖−3−γs
uniformly over z, w with ‖z − w‖s ≤ ‖z‖s2 .
proof. Let z = (t, x), w = (s, y) ∈ R2. Without loss of generality, we can assume
that t ≥ 0. If t, s > 0, from Lemma 4.19 we have
|∂˜γxK ′(t, x)− ∂˜γxK ′(s, y)| . |t− s| ‖z‖−4−γs + |x− y| ‖z‖−3−γs . ‖z − w‖s‖z‖−3−γs .
If t = 0 or s = 0, we obtain the required bound by taking limit t, s → 0+. When
t ≥ 0 > s, since w¯ = (−s, y) also satisfies ‖z − w¯‖s ≤ ‖z‖s2 we have
|∂˜γxK ′(t, x)− ∂˜γxK ′(s, y)| = |∂˜γxK ′(t, x)− ∂˜γxK ′(−s, y)| . ‖z − w‖s‖z‖−3−γs .

We need the Lipschitz continuities of L
(2)
 and K ′.
Lemma 4.24. For every z, w ∈ Bs(0, 12 ) with ‖z − w‖s ≤ ‖z‖s2 , we have
|L(2) (z)− L(2) (w)| . ‖z − w‖s‖z‖−2−2γs .
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proof. Let z = (t, x), w = (s, y) ∈ R2. Since K = G−R, we have
L0(z) = ∂
2γ
x (K
′ ∗←−K ′)(z)
= ∂2γx (G
′ ∗←−G′)(z)−K ′ ∗ ∂2γx
←−
R′(z)− ∂2γx R′ ∗
←−
K ′(z)− (∂2γx R′) ∗
←−
R′(z).
Since the last three terms are convolutions of integrable kernels and integrable
smooth functions, they are smooth and have bounded derivatives.
We consider the first term. From the semigroup property, G(t, ·) ∗x G(s, ·) =
G(t+ s, ·) for every t, s > 0. For every t > 0, we have
G′ ∗←−G′(t, x) =
∫∫
G′(t− s, x− y)G′(−s,−y)dsdy
=
∫
s<0
(∫
G′(t− s, x− y)G′(−s, y)dy
)
ds
=
∫
s<0
G′′(t− 2s, x)ds =
∫
s<0
∂tG(t− 2s, x)ds = −1
2
G(t, x).
For every t < 0, we have
G′ ∗←−G′(t, x) =
∫
s<t
(∫
G′(t− s, x− y)G′(−s, y)dy
)
ds
=
∫
s<t
G′′(t− 2s, x)ds =
∫
s<t
∂tG(t− 2s, x)ds = −1
2
G(−t, x).
Hence we have G′ ∗ ←−G′(t, x) = − 12G(|t|, x) for every t 6= 0 and x. Similarly to
Lemma 4.23, we have
|L0(z)− L0(w)| . ‖z − w‖s‖z‖−2−2γs .
We have the same estimate for L
()
,0, similarly to Lemma 10.17 of [3], so that for
every n ∈ Z we have
|L(2),0(t, x+ n)− L(2),0(s, y + n)| . ‖z − w‖s‖(t, x+ n)‖−2−2γs .
Summing these estimates for every n ∈ Z, we have
|L(2) (z)− L(2) (w)| . ‖z − w‖s‖z‖−2−2γs .

Lemma 4.25 (Lemma 10.18 of [3]). For every θ ∈ (0, 1], we have
|K ′(z)−K ′(w)| . ‖z − w‖θs(‖z‖−2−θs + ‖w‖−2−θs ).
From the above two lemmas, we have the following estimates.
Lemma 4.26. Let (K ′L(2) ) = (K ′L
(2)
 ) ∗ ρ. Then we have
|(K ′L(2) )(z)| . (+ ‖z‖s)−3−2γ .
Furthermore, for every θ ∈ (0, 1] we have
|(K ′L(2) )(z)−K ′(z)L(z)| . θ‖z‖−3−2γ−θs .
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proof. We note that |K ′L(2) (z)| . ‖z‖−3−2γs , since K ′ is supported in Bs(0, 12 ).
First we prove the bound of (K ′L() ). If ‖z‖s ≥ 2, since ‖w‖s ≤ ⇒ ‖z−w‖s ≥
‖z‖s/2 we have
|(K ′L(2) )(z)| ≤
∫
R2
|K ′L(2) (z − w)| |ρ(w)|dw . ‖z‖−3−2γs .
If ‖z‖s ≤ 2, since ‖ρ‖L∞ . −3 and ‖L(2) ‖L∞ . −1−2γ we have
|(K ′L(2) )(z)| ≤
∫
R2
|K ′(z − w)| |L(2) (z − w)| |ρ(w)|dw
. −4−2γ
∫
‖z−w‖s≤3
‖z − w‖−2s dw . −3−2γ .
Next we prove the convergence result. Since |K ′L(2) (z)−K ′L(z)| . θ‖z‖−3−2γ−θs ,
it is sufficient to prove
|(K ′L(2) )(z)−K ′(z)L(2) (z)| . θ‖z‖−3−2γ−θs .
If ‖z‖s ≤ 2, we have
|(K ′L(2) )(z)−K ′(z)L(2) (z)| . ‖z‖−3−2γs . θ‖z‖−3−2γ−θs .
If ‖z‖s ≥ 2, we have
|(K ′L(2) )(z)−K ′(z)L(2) (z)|
≤
∫
|K ′(z − w)L(2) (z − w)−K ′(z)L(2) (z)| |ρ(w)|dw
.
∫
‖w‖s‖z − w‖−4−2γs |ρ(w)|dw . ‖z‖−4−2γs . θ‖z‖−3−2γ−θs .

We prove the convergence results of M and N.
Lemma 4.27. There exist functions M , M0 and M,0 such that M = piM0 and
M = piM,0, and we have
|M0(z)| . ‖z‖−2−3γs , |M0(z)−M,0(z)| . θ‖z‖−2−3γ−θs (θ ∈ (0, 1]).
proof. From (4.6) and Lemma 4.23, we write
M,0(t, x) =
∫∫
(K ′L(2) )(t− s, x− y)∂γxK ′(s, y)dsdy
=
∫∫
1s>0(K
′L(2) )(t− s, x− y)∂˜γxK ′(s, y)dsdy
=
∫∫
1s>0(K
′L(2) )(t− s, x− y)(∂˜γxK ′(s, y)− ∂˜γxK ′(t, x))dsdy.
We verify that the integral
M0(t, x) =
∫∫
1s>0(K
′L)(t− s, x− y)(∂˜γxK ′(s, y)− ∂˜γxK ′(t, x))dsdy
is well-defined. We divide the domain of the integration as follows.
D1 : ‖z − w‖s ≤
1
2
‖z‖s, D2 : ‖w‖s ≤
1
2
‖z‖s, D3 : otherwise.
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Since D1 ⊂ {w ; ‖w‖s ≥ 12‖z‖s} and D2 ⊂ {w ; ‖z − w‖s ≥ 12‖z‖s}, we have∫
D1
∣∣∣(K ′L)(z − w)(∂˜γxK ′(w)− ∂˜γxK ′(z))∣∣∣ dw
.
∫
‖z−w‖s≤ 12‖z‖s
‖z − w‖−3−2γs ‖z − w‖s‖z‖−2−γs dw . ‖z‖−2−3γs ,
and∫
D2
∣∣∣(K ′L)(z − w)(∂˜γxK ′(w)− ∂˜γxK ′(z))∣∣∣ dw
.
∫
D2
‖z − w‖−3−2γs (‖w‖−2−γs + ‖z‖−2−γs )dw
.
∫
‖w‖s≤ 12‖z‖s
‖z‖−3−2γs ‖w‖−2−γs dw +
∫
‖z−w‖s≥ 12‖z‖s
‖z − w‖−3−2γs ‖z‖−2−γs dw
. ‖z‖−2−3γs .
Since D3 ⊂ {w ; ‖z − w‖s ≥ 13‖w‖s} we have∫
D3
∣∣∣(K ′L)(z − w)(∂˜γxK ′(w)− ∂˜γxK ′(z))∣∣∣ dw
.
∫
‖w‖s≥ 12‖z‖s
‖w‖−3−2γs (‖w‖−2−γs + ‖z‖−2−γs )dw . ‖z‖−2−3γs .
The estimate of M0−M,0 is obtained from the estimate of (K ′L(2) )−K ′L instead
of K ′L. 
Lemma 4.28. There exists a function N such that we have
|N(z)| . ‖z‖−2−2γs , |N(z)−N(z)| . θ‖z‖−2−2γ−θs (θ ∈ (0, 1]).
proof. Similarly to Lemma 4.27, We have
N(t, x) =
∫∫
(K ′L(2) )(t− s, x− y)K ′(s, y)dsdy
=
∫∫
(K ′L(2) )(t− s, x− y)K ′(s, y)dsdy
=
∫∫
(K ′L(2) )(t− s, x− y)(K ′(s, y)−K ′(t, x))dsdy.
Hence we obtain the required results by defining
N(t, x) =
∫∫
(K ′L)(t− s, x− y)(K ′(s, y)−K ′(t, x))dsdy.

4.7. Contractions of P(k)l (τ)(z; z¯). We introduce labelled graphs to consider or-
ders of divergences of kernels.
Let α ∈ R. For a compactly supported function A : R2 \ {0} → R such that
supz ‖z‖−αs |A(z)| <∞, we write
A(z − z¯) = z z¯α .
From calculations in Subsection 4.6, each edge has the following label.
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=
−2
, =
−2− 2γ
,
=
−1− 2γ
, =
−1− 6γ
,
Furthermore we can contract labelled graphs as follows.
(1) (Product) For every α, β ∈ R,
α
β
.
α + β
.
(2) (Convolution) Let α, β ∈ (−3, 0). If α+ β < −3,
α β
.
α + β + 3
(Lemma 4.14).
If α+ β > −3,
α β
. 1 (Lemma 4.15).
Remark 4.29. We can also use contractions (2) for more than three kernels. If
α1, α2, α3 ∈ (−3, 0) and α1 + α2 + α3 < −6, we can derive
α1 α2 α3
.
α1 + α2 + α3 + 6
,
because any of αi+αj (i 6= j) is smaller than −3, and convolutions are commutative.
If α1 + α2 + α3 > −6 we obtain
α1 α2 α3
. 1,
because if α1 + α2 > −3, a convolution of 1 and a kernel of order α3 is bounded.
However these contractions are not sufficient. We need the following lemmas in
order to contract complicated graphs.
Lemma 4.30. For every α, β ≤ 0,
α
β
u u¯
v v¯
.
α + β
u u¯ +
α + β
v v¯
proof. This is a consequence of Young’s inequality. 
Lemma 4.31. Let α, β, δ, α¯, β¯ ∈ (−3, 0), ζ ∈ [α ∨ β, 0) and η ∈ [α¯ ∨ β¯, 0). If
ζ < α+ β + 3, η < α¯+ β¯ + 3 and ζ + η < α+ β + δ + α¯+ β¯ + 6, then
u u¯
v v¯
α α¯
β β¯δ
.
v
u
v¯
u¯
ζ η
proof. Let a, b, c ≥ 0 such that a ≤ b+ c and θ > 0. Then we have
b−θc−θ ≤ 2θa−θ(b−θ + c−θ),
since aθ ≤ 2θ(bθ + cθ). By putting a = ‖u − v‖s, b = ‖u − ‖s, c = ‖v − ‖s and
θ = −ζ, we have
‖u− ‖αs ‖v − ‖βs = ‖u− ‖α−ζs ‖v − ‖β−ζs × ‖u− ‖ζs‖v − ‖ζs
(4.7)
. ‖u− ‖α−ζs ‖v − ‖β−ζs × ‖u− v‖ζs(‖u− ‖ζs + ‖v − ‖ζs)
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= ‖u− v‖ζs(‖u− ‖αs ‖v − ‖β−ζs + ‖u− ‖α−ζs ‖v − ‖βs ).
From this inequality, we have
u u¯
v v¯
α α¯
β β¯δ
(4.8)
. ‖u− v‖ζs‖u¯− v¯‖ηs
(u u¯
v v¯
α α¯
β − ζ β¯ − ηδ
+
u u¯
v v¯
α α¯− η
β − ζ β¯δ
+
u u¯
v v¯
α− ζ α¯
β β¯ − ηδ
+
u u¯
v v¯
α− ζ α¯− η
β β¯δ
)
=: ‖u− v‖ζs‖u¯− v¯‖ηs
4∑
i=1
Ii(u, v; u¯, v¯).
From Lemma 4.30, we have
I1(u, v; u¯, v¯) .
α + β − ζ α¯ + β¯ − η
δ
u u¯ +
α + β − ζ α¯ + β¯ − η
δ
v u¯
+
α + β − ζ α¯ + β¯ − η
δ
u v¯ +
α + β − ζ α¯ + β¯ − η
δ
v v¯ .
They are bounded from Lemma 4.15, since
α+ β − ζ, α¯+ β¯ − η, δ ∈ (−3, 0), (α+ β − ζ) + δ + (α¯+ β¯ − η) + 6 > 0.
(See Remark 4.29) Therefore we obtain the required bound. 
In order to bound graphs which contain , we need the following lemmas.
Lemma 4.32. Let α ∈ (−1, 0) and η ∈ (0, 1 + α). Then we have
α
u v .
η
u 0 .
proof. From Lemma 4.25, we have
|K ′(u− )−K ′(− )| . ‖u‖ηs(‖u− ‖−2−ηs + ‖ − ‖−2−ηs ).
From Lemma 4.15, we have
α
u v . ‖u‖ηs
( −2− η α
u u¯ +
−2− η α
0 u¯
)
. ‖u‖ηs ,
since (−2− η) + α > −3. 
Lemma 4.33. Let α ∈ (−2, 0) and η ∈ (0, 1 + α2 ). Then we have
α
u v . ηu 0 η
v .
proof. From Lemma 4.25, we have
α
u v
. ‖u‖ηs‖v‖ηs
(
−2− η −2− η
α
u v + −2− η −2− η
α
0 v
+
−2− η −2− η
α
u 0 + −2− η −2− η
α
0 0
)
.
The last four graphs are bounded since (−2− η) + α+ (−2− η) + 6 > 0. 
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Lemma 4.34. Let α ∈ (−2, 0), θ1, θ2 > 0, and η1, η2 ∈ (0, 1). Assume that
2 + α+ θ1 ∨ θ2 < η1 + η2 < 2 + α+ θ1 + θ2.
Then we have
0
u v
θ1 θ2
α
. η1u η20
v ×Rθ1,θ2(u, v),
locally uniformly over u, v. Here,
Rθ1,θ2(u; v) = ‖u‖θ1s ‖v‖θ2s ‖u− v‖−θ1−θ2s + ‖u‖θ1s ‖u− v‖−θ1s + ‖v‖θ2s ‖u− v‖−θ2s + 1.
proof. From Lemma 4.25, we have
0
u v
θ1 θ2
α
. ‖u‖η1s ‖v‖η2s
(
0
u v
θ1 θ2
α−2− η1 −2− η2
+ 0
v
−2− η1 + θ1 θ2
α −2− η2
+ 0
u
θ1 −2− η2 + θ2
α−2− η1
+ 0−2− η1 + θ1 −2− η2 + θ2
α
)
=: ‖u‖η1s ‖v‖η2s (I1(u, v) + I2(v) + I3(u) + I4).
Since ‖0− ‖θ1s . ‖u‖θ1s + ‖u− ‖θ1s , we have
I1(u, v) . ‖u‖θ1s ‖v‖θ2s −2− η1 −2− η2
α
u v + ‖v‖θ2s −2− η1 + θ1 −2− η2
α
u v
+ ‖u‖θ1s −2− η1 −2− η2 + θ2
α
u v + −2− η1 + θ1 −2− η2 + θ2
α
u v
. ‖u‖θ1s ‖v‖θ2s ‖u− v‖2−η1−η2+αs + ‖v‖θ2s ‖u− v‖2−η1−η2+α+θ1s
+ ‖u‖θ1s ‖u− v‖2−η1−η2+α+θ2s + 1.
Since 2− η1 − η2 + α > −θ1 − θ2, locally uniformly we have
I1(u, v) . Rθ1,θ2(u, v).
We also obtain I2, I3, I4 . 1 by similar ways. 
4.8. Estimates of P(,k)l (τ)(z; z¯). The estimate of P(,k)l (τ)(z; z¯) is obtained sim-
ilarly to that of P(k)l (τ)(z; z¯). The graphical representation of δWˆ(,k)l (τ)(z) is a
sum of graphs such that
• One of the edges is replaced by = ( − ), = ( − )
or = ( − ), instead of , or .
• Some of the edges are replaced by , , or , instead of ,
or .
For example, since
Wˆ(,2)( )(z; ·, ·) =
z
, Wˆ(2)( )(z; ·, ·) =
z
,
we have
Wˆ(,2)( )(z; ·, ·)− Wˆ(2)( )(z; ·, ·) =
z
+
z
.
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Similarly to before, each edge of graphs P(,k)l (τ)(z; z¯) has the label:
→
−1− 2γ
( = or )
→ κ
−1− 2γ − κ
( = or )
→ κ
−1− 2γ − κ
→
−1− 6γ
( = or )
→ κ
−1− 6γ − κ
( = or )
→ κ
−1− 6γ − κ
→
−2− 2γ
,
→ κ
−2− 2γ − κ
,
for any small κ > 0. See Subsection 4.6.
Therefore the labelled graph of P(,k)l (τ)(z; z¯) is obtained by κ times that of
P(k)l (τ)(z; z¯), whose labels are instead κ smaller. Hence the bound of P(,k)l (τ)(z; z¯)
is obtained similarly to that of P(k)l (τ)(z; z¯).
4.9. Notes on the case γ ≥ 14 . In order to obtain the required estimates as in
Theorem 4.13, all of labels in the graphs must be greater than −3. If γ ≥ 14 , we
cannot define the limit of Πˆ
()
0 by the renormalization described above. From
the definition of , we have
(Π
()
0 )(z) = I2(W(,2)( )(z)) +W(,0)( )(z),
where
W(,2)( )(z;w1, w2) = pi∂γxK ′(z − w1)pi∂γxK ′(z − w2),
W(,0)( )(z) =
∫
w∈R×[0,1)
(pi∂γxK
′
(z − w))2dw.
Since the constant term diverges, we define C
()
=W(,0)( )(z) and
(Πˆ
()
0 )(z) = I2(Wˆ(,2)( )(z)), Wˆ(,2)( )(z) =W(,2)( )(z).
If γ < 14 , we can define Πˆ0 (z) by
(Πˆ0 )(z) = I2(Wˆ(2)( )(z; ·, ·)),
Wˆ(2)( )(z;w1, w2) = pi∂γxK ′(z − w1)pi∂γxK ′(z − w2),
because we have the bound
P(2)( )(z; z¯) . ‖z − z¯‖−2−4γs
and −2− 4γ > −3. See Section 5.
On the other hand, if γ ≥ 14 we cannot use this estimate. In fact, for every test
function ϕ we obtain the following estimate.
(Πˆ
(,2)
0 )(ϕ) ∼
{
| log | γ = 14
1−4γ γ > 14 .
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Now we prove it. Let G = G ∗ ρ. In z, z¯ ∈ Bs(0, 12 ), P(,2)( )(z; z¯) is given by
P(,2)( )(z; z¯) ∼
∫
w1,w2∈R×[0,1)
pi∂γxG
′
(z − w1)pi∂γxG′(z − w2)
× pi∂γxG′(z¯ − w1)pi∂γxG′(z¯ − w2)dw1dw2
∼ (∂2γx G ∗ ρ ∗←−ρ)(|t− t¯|, x− x¯)2 =: I(z − z¯),
since G′ ∗←−G′(t, x) = − 12G(|t|, x). From the scaling property of G, we have I(t, x) =
−2−4γI1(−2t, −1x). Then we have
(Πˆ
(,2)
0 )(ϕ) ∼
∫
R2×R2
ϕ(z)ϕ(z¯)I(z − z¯)dzdz¯
= 1−4γ
∫
R2
3ϕ(2t, x)
(∫
R2
ϕ(2t¯, x¯)I1(t− t¯, x− x¯)dt¯dx¯
)
dtdx
∼ 1−4γ
∫
‖z‖s.−1
I1(z)dz.
Since there exists ψ ∈ S(R) such that
I1(t, x) ∼ 1
t1+2γ
(
∂2γx ψ
(
x√
t
))2
for ‖z‖s > 1, we have∫
‖z‖s.−1
I1(z)dz ∼
∫
|t|.−2
1 ∧ t− 12−2γdt ∼
{
| log |  = 14
1  > 14 .
5. Renormalization in 0 ≤ γ < 110
Let 0 ≤ γ < 110 . We choose sufficiently small κ > 0 and set α0 = − 32 − γ − κ.
Then all elements in F− are as follows.
Homogeneity Symbol
− 32 − γ − κ Ξ
−1− 2γ − 2κ
− 12 − 3γ − 3κ
− 12 − γ − κ
−4γ − 4κ ,
−2γ − 2κ ,
0 1
In this section, we obtain the bounds of P(z; z¯) = (Wˆ(z), Wˆ(z¯)), P()(z; z¯) =
(Wˆ(z)− Wˆ()(z), Wˆ(z¯)− Wˆ()(z¯)) and constants C()τ for τ = , , .
Proposition 5.1. For each τ ∈ F−, we have the bounds of P(z; z¯) and P()(z; z¯)
as follows.
Symbol P(z; z¯) P()(z; z¯)
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‖z − z¯‖−2−4γs θ‖z − z¯‖−2−4γ−θs
‖z − z¯‖−1−6γs θ‖z − z¯‖−1−6γ−θs
‖z − z¯‖−1−2γs θ‖z − z¯‖−1−2γ−θs
‖z − z¯‖−8γs θ‖z − z¯‖−8γ−θs
‖z‖ 12−3γ−θs ‖z¯‖
1
2−3γ−θ
s
× ‖z − z¯‖−1−2γs ,
‖z − z¯‖−8γs ,
‖z‖−4γ−θs ‖z¯‖−4γ−θs
θ‖z‖ 12−3γ−θ1s ‖z¯‖
1
2−3γ−θ1
s
× ‖z − z¯‖−1−2γ−θ2s ,
θ‖z − z¯‖−8γ−θs ,
θ‖z‖−4γ−θ1s ‖z¯‖−4γ−θ1s
‖z − z¯‖−4γs θ‖z − z¯‖−4γ−θs
‖z‖ 12−γ−θs ‖z¯‖
1
2−γ−θ
s
× ‖z − z¯‖−1−2γs ,
‖z‖−2γs ‖z¯‖−2γs
θ‖z‖ 12−γ−θ1s ‖z¯‖
1
2−γ−θ1
s
× ‖z − z¯‖−1−2γ−θ2s ,
θ‖z‖−2γ−θs ‖z¯‖−2γ−θs
Here θ, θ1, θ2 > 0 are any sufficiently small numbers.
Proposition 5.2. For , and , we have
C
() ∼ −1−2γ , |C()| . −4γ , |C()| . −4γ .
5.1. Values of constants. We define constants C
()
τ as follows.
C
()
=
z
C
()
= 2
z
C
()
= 2
z
Here, factors 2 come from the symmetry of graphs.
For a family of functions {A()}∈(0,1] on R2 such that suppA() ⊂ Bs(0, 1) and
supz,(‖z‖s + )−α|A()(z)| <∞, we write
A()(z − z¯) = z z¯α .
For simplicity, we write
=
−1− 2γ
=
−4γ
.
We can use similar contractions to those in Subsection 4.7. Our goal is to obtain
graphs as follows.
z
α
=
0
α
. α.
Now we can prove Proposition 5.2 as follows.
|
z
| .
z
. −1−2γ , |
z
| .
z
−2− 4γ
.
z
. −4γ ,
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|
z
| .
z
−2− 2γ
.
z
. −4γ .
C
()
has more precise estimate. Since ∂γxG
′ = ∂γxK
′ + ∂γxR
′ and |∂γxR′(t, x)| .
(1 + |x|)−2−γ uniformly over t from Remark 4.18, we have
C
()
=
∫
w∈R×[0,1)
(pi∂γxK
′
(−w))2dw ∼
∫
w∈R×[0,1)
(pi∂γxG
′
(−w))2dw.
Lemma 5.3. Let f be a function on R2 such that |f(t, x)| .t (1 + |x|)−2 for every
t ∈ R and ∫R×[0,1)(pif)2(z)dz <∞. Let f(t, x) = f(−2t, −1x). Then we have∫
R×[0,1)
(pif)
2(z)dz ∼ 3.
proof. For such f , we have∫
R×[0,1)
(pif)
2(z)dz =
∫
R
dt
∫ 1
0
( ∞∑
n=−∞
f(−2t, −1(x+ n))
)2
dx
=
∫
R
dt
∞∑
k=−∞
F(f(−2t, −1·))(k)2
= 3
∫
R
dt 
∞∑
k=−∞
Ff(t, ·)(k)2 ∼ 3
∫
R2
Ff(t, x)2dtdx.

Since ∂γxG
′
(t, x) = 
−2−γ(∂γxG
′ ∗ ρ)(−2t, −1x) and |(∂γxG′ ∗ ρ)(z)| . (1 +
‖z‖s)−2−γ from Lemma 4.17 (and from Lemma 10.17 of [3]), we have C() ∼ −1−2γ .
5.2. Bounds of , , , and . We start with these five elements. The
possible contractions are as follows.
: , : , : : , , :
Here contractions containing are omitted, because they vanish due to the fact
that
∫
K ′ = 0.
For each graph except constants, Wˆ()(z), Wˆ(z) and P(z; z¯) = (Wˆ(z), Wˆ(z¯)) are
shown in the following table. For simplicity., we write
=
−2
, =
−1− 2γ
, =
−4γ
.
Wˆ()(z) Wˆ(z) P(z; z¯)
z z
z z¯
z z
z z¯ . z z¯−2− 4γ
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z z
−2− 4γz z¯ . z z¯
z z
z z¯ . z z¯−1− 6γ
z
=
z z
z z¯−1− 6γ
z z
z z¯ . z z¯−8γ
z z
z z¯
The estimate of is obtained from Lemma 4.30 as follows.
z z¯ . z z¯
−2− 4γ
+ z z¯
−2− 4γ
. −2− 2γ −2− 2γ
−2− 4γz z¯ . z z¯−8γ .
5.3. Bounds of and . The estimates of these two elements are more com-
plicated since their graphs have edges written by . We classify all contractions
into two types:
(1) (2)(5.1)
Here represents every contraction of or .
(1) The bounds of (1) are consequences of those of or . Since
P( )(z; z¯) . z z¯−1− 6γ , P( )(z; z¯) . z z¯ ,
the bounds of P(τ)(z; z¯) are obtained from Lemma 4.33 as follows.
z z¯
α
.
z z¯
0
1 + α
2
− 1 + α
2
− .
Here α = −1 − 6γ ( ), −1 − 2γ ( ). The label “ζ−” denotes that it can be
replaced by ζ − κ for every κ > 0.
(2) We decompose graphs at the edge as follows.
z
=
z
−
0 z
.(5.2)
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The bounds of (2) are obtained from Lemma 4.31 and shown in the next tables.
We mark an edge where we use Lemma 4.31 by a circle ( ).
Wˆ(z) P(z; z¯)
z
z z¯
. z z¯
−2− 4γ
+ z z¯
−2− 4γ
. z z¯−8γ
z0
0
z
z¯
. 0
z
z¯
− 1
2
− 3γ−
− 1
2
− 3γ−
. 0
z
z¯−4γ−
−4γ−
z
z z¯−8γ
z0
0
z
z¯
. 0
z
z¯−4γ−
−4γ−
z0
0
z
z¯
Remark 5.4. We precisely describe the application of Lemma 4.31 for the fourth
one. Let α = α¯ = −2, β = β¯ = −1−2γ, δ = −4γ. Since α+α¯+β+β¯+δ+6 = −8γ
and α ∨ α¯ ∨ β ∨ β¯ < −4γ, we can set ζ = η = −4γ − κ for small κ > 0.
For , since
z
=
∫
K ′(z)L(2) (z)dz = 0
because K ′ is odd and L(2) is even in x, we consider the second term.
Wˆ(z) P(z; z¯)
0 z
0
z
z¯−2γ
−2γ
6. Renormalization in 110 ≤ γ < 16
Let 110 ≤ γ < 16 . Then all elements in F− are as follows.
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Homogeneity Symbol
− 32 − γ − κ Ξ
−1− 2γ − 2κ
− 12 − 3γ − 3κ
− 12 − γ − κ
−4γ − 4κ ,
−2γ − 2κ ,
1
2 − 5γ − 5κ , ,
0 1
It remains to obtain the bounds of elements with homogeneity 12 − 5γ− 5κ. The
other bounds are same as in Section 5.
Proposition 6.1. For , and , we have the bounds of P(z; z¯) as
follows.
Symbol P(z; z¯)
‖z‖ 12−3γ−θs ‖z¯‖
1
2−3γ−θ
s ‖z − z¯‖−4γs ,
‖z − z¯‖1−10γ−θs , ‖z‖
1
2−5γ−θ
s ‖z¯‖
1
2−5γ−θ
s
‖z‖1−4γ−θs ‖z¯‖1−4γ−θs ‖z − z¯‖−1−2γs ,
‖z − z¯‖1−10γ−θs , ‖z‖
1
2−5γ−θ
s ‖z¯‖
1
2−5γ−θ
s
(‖z‖3−14γ−θs + ‖z¯‖3−14γ−θs )‖z − z¯‖−2+4γs ,
‖z − z¯‖1−10γ−θs , ‖z‖
1
2−5γ−θ
s ‖z¯‖
1
2−5γ−θ
s
Here θ is any sufficiently small number. The bounds of P()(z; z¯) are obtained by
multiplying θ to above bounds whose indexes are slightly subtracted as in Proposi-
tion 5.1.
6.1. Bounds of . We classify all contractions into two types as in (5.1).
(1) The bounds of (1) are consequences of those of and obtained from
Lemma 4.33 as follows.
z z¯
−8γ
.
z z¯
0
1− 4γ− 1− 4γ− .
(2) We decompose graphs as in (5.2). The bounds of (2) are obtained from
Lemma 4.31 as follows.
Wˆ(z) P(z; z¯)
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z
z z¯ . z z¯
−1− 2γ− −1− 2γ−
. z z¯
1− 10γ−
0 z
0
z
z¯
. 0
z
z¯−1− 2γ−
−1− 2γ−
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
z
z z¯ . z z¯
−1− 2γ− −1− 2γ−
. z z¯
1− 10γ−
0 z z z¯
0
. 0
z
z¯−1− 2γ−
−1− 2γ−
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
6.2. Bounds of . We classify all contractions into three types:
(1) (2) (3)(6.1)
Here represents every contraction of .
(1) The bounds of (1) are consequences of those of and obtained from Lemma
4.33 as follows.
z z¯
−1− 6γ
.
z z¯
0
1
2
− 3γ− 1
2
− 3γ− .
(2) We decompose graphs at the edge as follows.
z
= (a)
z
− (b)
0 z
.(6.2)
Since the graphs P(z; z¯) contain subgraphs of the shape
u v u¯ v¯
. u v u¯ v¯−4γ− −4γ− ,(6.3)
we have for (a)
z z¯
−4γ− −4γ−
. z z¯
1− 10γ−
,
and for (b)
0
z
z¯−4γ−
−4γ−
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
.
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(3) We decompose graphs at the edge as follows.
z
=
z
−
0 z
.(6.4)
The bounds of (3) are obtained from Lemma 4.31 as follows.
Wˆ(z) P(z; z¯)
z
z z¯
1− 10γ
0 z
0
z
z¯
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
z
z z¯ . z z¯
−1− 2γ− −1− 2γ−
. z z¯
1− 10γ−
0 z z z¯
0
. 0
z
z¯−1− 2γ−
−1− 2γ−
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
6.3. Bounds of . We classify all contractions into four types:
(1) (2) (3) (4)(6.5)
(1) The bounds of (1) are consequences of those of . The bounds of P( )(z; z¯)
are any of the following three graphs.
(A)
z z¯
0
1
2
− 3γ− 1
2
− 3γ− (B) z z¯−8γ (C) 0
z
z¯−4γ−
−4γ−
For each case, we have
(A)
z z¯
0
1
2
− 3γ− 1
2
− 3γ−
.
z z¯
0
1− 4γ− 1− 4γ− ×R 1
2−3γ−(z; z¯), (Lemma 4.34)
(B)
z z¯
−8γ
.
z z¯
0
1− 4γ− 1− 4γ− , (Lemma 4.33)
(C)
z z¯
0−4γ− −4γ−
.
z z¯
0
1− 4γ− 1− 4γ− . (Lemma 4.32)
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Here we write Rθ = Rθ,θ for θ > 0. The first one is a little bit complicated. Since
Rθ1,θ2(z; z¯) . (‖z‖θ1+θ2s + ‖z¯‖θ1+θ2s )‖z − z¯‖−θ1−θ2s (θ1, θ2 > 0)
and ‖z‖1−4γ−s ‖z¯‖1−4γ−s . ‖z‖2−8γ−s + ‖z¯‖2−8γ−s , we have
z z¯
0
1− 4γ− 1− 4γ− ×R 1
2−3γ−(z; z¯)
(6.6)
. (‖z‖2−8γ−s + ‖z¯‖2−8γ−s )‖z − z¯‖−1−2γs (‖z‖1−6γ−s + ‖z¯‖1−6γ−s )‖z − z¯‖−1+6γs
. (‖z‖3−14γ−s + ‖z¯‖3−14γ−s )‖z − z¯‖−2+4γs .
(2) We decompose graphs at edges as follows.
z
=
z
−
z0
−
0 z
= (a)
z
− (b)
0 z
.(6.7)
By using the bounds of P( ) we have
(a)
−1− 6γ
−2− 2γ −2− 2γ
z z¯ . z z¯
1− 10γ
,
(b)
z z¯
0
−1− 6γ
. z z¯0
1
2
− 3γ− 1
2
− 3γ−
(Lemma 4.33)
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
.
(3) We decompose graphs at edges as follows.
z
= (a)
z
− (b)
0 z
− (c)
0
z
.(6.8)
The bounds of (3) are consequences of those of , as in (6.3). In fact,
(a) (b)
u u¯
z z¯−4γ−
.

z z¯
1− 10γ−
((a), u = z, u¯ = z¯)
0
z
z¯12 − 5γ−
1
2
− 5γ−
((b), u = u¯ = 0)
,
(c) z z¯
0−4γ− −4γ−
.
0
z z¯
1
2
− γ−
−4γ−
1
2
− γ−
−4γ−
= 0
z
z¯12 − 5γ−
1
2
− 5γ−
. (Lemma 4.33)
Here a thin black line in the first graph is not an edge, only to point out the order
“−4γ−” of both edges.
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(4) We decompose graphs as any of the following two ways.
z
=
z
−
0 z
−
0
z
+
0 0 z
,(6.9)
z
=
z
−
0 z
−
0
z
.(6.10)
The bounds of (4) are obtained as follows.
Bounds of the case (6.9)
Wˆ(z) P(z; z¯)
z
z z¯ . z z¯
−1− 2γ− −1− 2γ−
. z z¯
1− 10γ−
0 z z z¯
0
. 0
z
z¯−1− 2γ−
−1− 2γ−
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
0 z
0
z
z¯
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
0 0 z z z¯
0−2γ −2γ
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
z
z z¯
1− 10γ
0 z 0 0 z
0
z
z¯
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
0 z
z z¯
0
−2γ−2γ . 0
z
z¯12 − 5γ−
1
2
− 5γ−
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Bounds of the case (6.10)
Wˆ(z) P(z; z¯)
z
z z¯ . z z¯
−1− 2γ−
. z z¯
−1− 2γ− −1− 2γ−
. z z¯
1− 10γ−
0 z z z¯
0
. 0
z
z¯−1− 2γ−
−1− 2γ−
. 0
z
z¯12 − 5γ−
1
2
− 5γ−
0 z
z z¯
0
.
0
z z¯
− 1
2
− 3γ−
.
0
z z¯
1
2
− 3γ−
−2γ−
1
2
− 3γ−
−2γ−
= 0
z
z¯12 − 5γ−
1
2
− 5γ−
7. Renormalization in 16 ≤ γ < 314
Let 16 ≤ γ < 314 . Then all elements in F− are as follows.
Homogeneity Symbol
− 32 − γ − κ Ξ
−1− 2γ − 2κ
− 12 − 3γ − 3κ
−4γ − 4κ ,
− 12 − γ − κ
1
2 − 5γ − 5κ , ,
−2γ − 2κ ,
1− 6γ − 6κ , , , , ,
1
2 − 3γ − 3κ , , ,
0 1
The bounds of , and are different to those in Propositions 5.1 and
6.1 because the numbers of edges are less than before.
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Proposition 7.1. For each τ ∈ F−, we have the bounds of P(z; z¯) as follows.
Symbol P(z; z¯)
‖z − z¯‖−2−4γs
‖z − z¯‖−1−6γs
‖z − z¯‖−8γs
‖z − z¯‖−1−2γs
‖z − z¯‖1−10γ−θs
‖z‖1−4γ−θs ‖z¯‖1−4γ−θs ‖z − z¯‖−1−2γs ,
‖z − z¯‖1−10γ−θs , ‖z‖
1
2−5γ−θ
s ‖z¯‖
1
2−5γ−θ
s
‖z − z¯‖−4γs
‖z‖ 12−γ−θs ‖z¯‖
1
2−γ−θ
s ‖z − z¯‖−1−2γs , ‖z‖−2γs ‖z¯‖−2γs
‖z − z¯‖2−12γ−θs
‖z‖1−4γ−θs ‖z¯‖1−4γ−θs ‖z − z¯‖−4γs ,
‖z − z¯‖2−12γ−θs , ‖z‖1−6γ−θs ‖z¯‖1−6γ−θs
‖z‖ 32−5γ−θs ‖z¯‖
3
2−5γ−θ
s ‖z − z¯‖−1−2γs ,
‖z − z¯‖2−12γ−θs , ‖z‖1−6γ−θs ‖z¯‖1−6γ−θs
(‖z‖5−18γ−θs + ‖z¯‖5−18γ−θs )‖z − z¯‖−3+6γs ,
‖z − z¯‖2−12γ−θs , ‖z‖1−6γ−θs ‖z¯‖1−6γ−θs
‖z − z¯‖1−6γs
‖z‖ 12−γ−θs ‖z¯‖
1
2−γ−θ
s ‖z − z¯‖−4γs ,
‖z − z¯‖1−6γs , ‖z‖
1
2−3γ−θ
s ‖z¯‖
1
2−3γ−θ
s
‖z‖1−2γ−θs ‖z¯‖1−2γ−θs ‖z − z¯‖−1−2γs ,
‖z − z¯‖1−6γs , ‖z‖
1
2−3γ−θ
s ‖z¯‖
1
2−3γ−θ
s
Here θ is any sufficiently small number. The bounds of P()(z; z¯) are obtained by
multiplying θ to above bounds whose indexes are slightly subtracted as in Proposi-
tion 5.1.
Proposition 7.2. For , , and , we have
C
() ∼ −1−2γ , |C()| . −4γ , |C()| . −4γ .
For τ ∈ F− with ‖τ‖ = 6 and κ > 0, we have
|C()τ | . 1−6γ−κ.
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7.1. Values of constants. For τ = , , , we define C
()
τ as in Subsection
5.1. For τ = , , , , , , we define
C
()
= 4
z
+ 4
z
+ 2
z
, C
()
= 8
z
,
C
()
= 4
z
+ 4
z
+ 2
z
,
C
()
= 4
z
+ 2
z
+ 4
z
, C
()
= 8
z
,
C
()
= 2
z
+ 2
z
+ 2
z
+ 2
z
+ 2
z
.
The contractions of these graphs are similar to Subsection 5.1. For , we have
|
z
| .
z
−1− 6γ
.
z
1− 6γ
. 1−6γ ,
|
z
| .
z
.
z
−1− 6γ−
.
z
1− 6γ−
. 1−6γ−,
|
z
| .
z
−2− 4γ
.
z
−1− 6γ
.
z
1− 6γ
. 1−6γ−.
For other τ , the contractions are similar to those of P(τ)(z; z¯) in Subsection 7.6.
For example, since
|
0 z
| . 0 z . 0 z
1− 6γ−
,
from a similar contraction we obtain
|
z
| .
z
.
z
1− 6γ−
. 1−6γ−.
The other calculations are similar.
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7.2. Bounds of , , , , , , , and . We start with
these nine elements. Wˆ()(z), Wˆ(z) and P(z; z¯) = (Wˆ(z), Wˆ(z¯)) are shown in the
following table. The bounds of , , , and are already obtained in
previous sections.
Wˆ()(z) Wˆ(z) P(z; z¯)
z z
z z¯
1− 6γ
z
=
z z
z z¯
1− 6γ
z z
z z¯−8γ
z
=
z z
z z¯−8γ
z z
z z¯−8γ
z
=
z z
z z¯−8γ
z z
z z¯
1− 10γ
z
=
z z
z z¯
1− 10γ
z z
z z¯
1− 10γ−
z z
z z¯
1− 10γ−
z
=
z z
z z¯
1− 10γ
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z z
z z¯
1− 10γ
z z
z z¯
1− 10γ−
z z
z z¯
2− 12γ
z
=
z z
z z¯
2− 12γ
z z
z z¯
z z
z z¯
z z
z z¯
z
=
z z
z z¯
2− 12γ
z
=
z z
z z¯
2− 12γ
z
=
z z
z z¯
z z
z z¯
z z
z z¯
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z z
z z¯
z z
z z¯
The estimates of remaining terms are obtained as follows. For ,
z z¯ . z z¯
−8γ
+ z z¯
−8γ
. −2− 2γ −2− 2γ
−8γz z¯ . z z¯2− 12γ .
For and ,
z z¯ + z z¯
. z z¯
1
2
− 5γ− 1
2
− 5γ−
. z z¯
2− 12γ− .
For , and ,
z z¯ + z z¯ + z z¯
. z z¯ + z z¯
− 3
2
− γ−− 3
2
− γ−
− 3
2
− γ−− 3
2
− γ−
. z z¯
− 3
2
− γ− − 3
2
− γ−
−4γ− −4γ−
. z z¯
2− 12γ− .
For and ,
z z¯ + z z¯
. z z¯
− 3
2
− γ− − 3
2
− γ−
+ z z¯
− 1
2
− 3γ−
. z z¯
− 1
2
− 3γ− − 1
2
− 3γ−
. z z¯
2− 12γ− .
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7.3. Bounds of , , , and . We classify all contractions into
two types as in (5.1).
(1) The bounds of (1) are consequences of those of , , , and
and obtained from Lemma 4.33 as follows.
z z¯
α
.
z z¯
0
1 + α
2
− 1 + α
2
− .
Here α = −8γ ( , ), −1− 2γ ( ), 1− 10γ − ( ), −4γ ( ).
(2) We decompose graphs as in (5.2). The bounds of (2) are obtained directly.
Since the bounds of and are already obtained in previous sections, we
consider , , .
In all tables in the rest of this paper, a variable u represents 0 or z, and u¯
represents 0 or z¯, so that two trees can be treated at the same time. For example,
u z
=
z
(u = z),
0 z
(u = 0).
Our goal is to obtain graphs of the shape
u u¯
z z¯
α1α1
α2α2
α3
.(7.1)
Let αi ∈ (−3, 0) (i = 1, 2, 3) and β = 2α1 + 2α2 + α3 + 6. Assume that
−3 < α1 + α2, 2(α1 ∨ α2) < β < 0.(7.2)
Then we have
(7.1) =

z z¯α3
α1 α1
α2 α2
. z z¯
β
(u = z, u¯ = z¯)
0
z
z¯α1
α1
α2
α2
α3 . 0
z
z¯β2−
β
2
−
(u = u¯ = 0)
.
Bounds of
Wˆ(z) P(z; z¯)
u z z z¯
u u¯
.
u u¯
z z¯
−1− 2γ−
u z
z z¯
u u¯
.
u u¯
z z¯−4γ−
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z
z z¯
1− 10γ
0 z
0
z
z¯
1− 6γ . 0
z
z¯12 − 5γ−
1
2
− 5γ−
u z
u u¯
z z¯
z
z z¯
1− 10γ
0 z
0
z
z¯
1− 6γ . 0
z
z¯12 − 5γ−
1
2
− 5γ−
u z
z z¯
u u¯
.
u u¯
z z¯
−1− 2γ−
u z
z z¯
u u¯
.
z z¯
u u¯−1− 2γ−
.
u u¯
z z¯
−1− 2γ−
u z
u u¯
z z¯
Bounds of
Wˆ(z) P(z; z¯)
zu
u u¯
z z¯
−1 −1
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For , we obtain the bounds
z z¯
2− 12γ− , 0
z
z¯1− 6γ−
1− 6γ−
.(7.3)
See Subsection 7.6.
7.4. Bounds of , and . We classify all contractions into three types
as in (6.1).
(1) The bounds of (1) are consequences of those of , and , and obtained
from Lemma 4.33 as follows.
z z¯
α
.
z z¯
0
1 + α
2
− 1 + α
2
− .
Here α = −8γ ( , ),−1− 2γ ( ).
(2) We decompose graphs as in (6.2). The bound (2) are consequences of those
of , and , and obtained as follows.
u u¯
z z¯
β
2
β
2
.
z z¯1− 2γ + β (u = z, u¯ = z¯)
0
z z¯
1
2
− γ + β
2
− 1
2
− γ + β
2
−
(u = u¯ = 0).
Here β = 1− 10γ − ( , ),−4γ ( ).
(3) We decompose graphs as in (6.4).
Bounds of
Wˆ(z) P(z; z¯)
u z
u u¯
z z¯
−2γ −2γ
For and , we obtain the bounds (7.3). See Subsection 7.6.
7.5. Bounds of , and . We classify all contractions into four types as
in (6.5).
(1) Since the bounds of P(τ)(z; z¯) (τ = , ) are any of
(A)
z z¯
0
1− 4γ− 1− 4γ− , (B) z z¯
1− 10γ−
, (C) 0
z
z¯12 − 5γ−
1
2
− 5γ−
,(7.4)
for and , we have the bounds of (1) as follows.
(A)
z z¯
01− 4γ− 1− 4γ−
.
z z¯
0
3
2
− 5γ− 3
2
− 5γ− ×R1−4γ−(z; z¯),
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(B)
z z¯
1− 10γ−
.
z z¯
0
3
2
− 5γ− 3
2
− 5γ− ,
(C)
z z¯
0
1
2
− 5γ− 1
2
− 5γ−
.
z z¯
0
3
2
− 5γ− 3
2
− 5γ− .
For the first one, similarly to (6.6) we have
z z¯
0
3
2
− 5γ− 3
2
− 5γ− ×R1−4γ−(z; z¯) . (‖z‖5−18γ−s + ‖z¯‖5−18γ−s )‖z − z¯‖−3+6γs .
For , since
P( )(z; z¯) . 0
z
z¯−2γ
−2γ
,
we have
P( )(z; z¯) .
z z¯
0−2γ− −2γ−
.
z z¯
0
1− 2γ− 1− 2γ− .
(2) We decompose graphs as in (6.7). By using the bounds of P(τ) for τ =
, , , we have
(a)
α
−2− 2γ −2− 2γ
z z¯ . z z¯2− 4γ + α ,
(b)
z z¯
0
α
. z z¯0
1 + α
2
− 1 + α
2
−
. 0
z
z¯1− 2γ + α2 −
1− 2γ + α
2
−
.
Here α = −8γ ( , ), −1− 2γ ( ).
(3) We decompose graphs as in (6.8). The bounds of (3) are consequences of
those of P(τ) for τ = , , similarly to (6.3) as follows.
(a) (b)
u u¯
z z¯β2β2
.
z z¯1− 2γ + β (u = z, u¯ = z¯)
0
z z¯
1
2
− γ + β
2
− 1
2
− γ + β
2
−
(u = u¯ = 0).
(c) z z¯
0β
2
β
2
.
0
z z¯
1
2
− γ−
β
2
1
2
− γ−
β
2
=
0
z z¯
1
2
− γ + β
2
− 1
2
− γ + β
2
−
.
Here β = 1− 10γ − ( , ), −4γ ( ))
(4) We obtain the bounds (7.3). See Subsection 7.6. For , there are no
contractions like (4).
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7.6. Bounds of remaining terms. The bounds of remaining terms are shown in
the following tables. For , and , our goal is to obtain any of
(A-1)
u u¯
z z¯
−1− 2γ−
(A-2)
u u¯
z z¯−4γ−
(A-3)
u u¯
z z¯− 1
2
− 3γ−
(A-4)
u u¯
z z¯
− 1
2
− 3γ−
(A-5)
u u¯
z z¯
−1− 2γ−
− 1
2
− 3γ−
(A-6)
u u¯
z z¯1
2
− 5γ−
or
(B) 0
z
z¯1− 6γ−
1− 6γ−
.
We can see that (A-1)-(A-6) satisfy (7.2) for β = 2− 12γ−.
In the rest of this paper, we sometimes write two different points with the same
label 0, in intermediate graphs, since each 0 comes from different kernels Wˆ(z) and
Wˆ(z¯), respectively.
Bounds of
Wˆ(z) P(z; z¯)
u z z z¯
u u¯
. (A-2)
u z
z z¯
u u¯
. (A-2)
u z u z
z z¯
u u¯
1− 6γ
. (A-4)
u z
u u¯
z z¯
. (A-2)
u z
z z¯
u u¯
.
z z¯
u u¯−
1
2
− 3γ−
. (A-3)
u z
z z¯
u u¯
. (A-2)
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u z
z z¯
u u¯
. (A-2)
u z
z z¯
u u¯
.
z z¯
u u¯
− 1
2
− 3γ−
. (A-3)
u z
z z¯
u u¯
. (A-2)
0 z 0 z
0
z
z¯1− 6γ
1− 6γ
. (B)
0 z
0 z 0z¯ . (B)
Bounds of
Wˆ(z) P(z; z¯)
u z
z z¯
u u¯ .
z z¯
u u¯−
1
2
− 3γ−
. (A-3)
u z
u u¯
z z¯
. (A-2)
0 z
0 z 0z¯ . (B)
Bounds of
Wˆ(z) P(z; z¯)
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u z
z z¯
u u¯
. (A-6)
u z z z¯
u u¯
. (A-6)
u z
z z¯
u u¯ . (A-2)
u z
z z¯
u u¯
. (A-2)
0 z 0 z
0
z
z¯1− 6γ
1− 6γ
. (B)
0 z
0 z 0z¯ . (B)
For and , our goal is to obtain any of (A-1)-(A-6), (B),
(C) 0
z z¯
−4γ−−4γ−
or
(D-1)
u
z 0
u¯
z¯
−1− 2γ−
−2γ−2γ
(D-2)
u
z 0
u¯
z¯
−2γ−2γ
−4γ−−4γ− (D-3)
u
z 0
u¯
z¯
− 3
2
− γ−
1
2
− 3γ−1
2
− 3γ−
(D-4)
u
z 0
u¯
z¯
− 3
2
− γ−
−2γ−2γ
− 1
2
− 3γ−− 1
2
− 3γ− (D-5)
u
z 0
u¯
z¯
1
2
− 3γ−1
2
− 3γ−
− 1
2
− 3γ−− 1
2
− 3γ− .
We obtain the required bounds from (C) and (D-1)-(D-5) as follows. Let α1, α2 ∈
(−3, 0) and β ∈ (−1, 0). Assume that −3 < α1 + α2. Then we have
0
z
α1 α2
β
. 0 z
β + 1−
α1 + α2 + 3
. 0 z
α1 + α2 + β + 4−
.(7.5)
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Let α1, α2, β ∈ (−3, 0). Assume that −3 < αi+β (i = 1, 2) and α1 +α2 +β+3 < 0.
Then we have
z
0
u
α1
α2 β
.

0 z
α1
β
α2
(u = z)
0 z
α2
β
α1
(u = 0)
. 0 z
α1 + α2 + β + 3
.(7.6)
Bounds of (the case (6.9))
Wˆ(z) P(z; z¯)
u z
z z¯
u u¯
. (A-1)
0 u z
u u¯
z z¯0 0
−2γ −2γ
. (D-1)
u z
z z¯
u u¯
.
z z¯
u u¯
− 1
2
− 3γ−
. (A-5)
0 u z z z¯
0 0
u u¯
−2γ −2γ
. (D-5)
Bounds of (the case (6.10))
Wˆ(z) P(z; z¯)
u z
0 z 0z¯ . (B)
0 z
z z¯
0 0
. (C)
Bounds of (the case (6.9))
Wˆ(z) P(z; z¯)
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uz
z z¯
u u¯
. (A-2)
0uz
z z¯
0 0
u u¯−2γ −2γ
. (D-1)
uz
z z¯
u u¯ .
z z¯
u u¯−
1
2
− 3γ−
. (A-3)
0uz
z z¯
0 0
u u¯−2γ −2γ
. (D-3)
uz
z z¯
u u¯
.
z z¯
u u¯
− 1
2
− 3γ−
. (A-3)
0uz
u u¯
0 0
z z¯
−2γ −2γ
. (D-4)
uz
z z¯
u u¯
. (A-3)
0uz
0 0
z z¯
u u¯−2γ −2γ
. (D-2)
uz
u u¯
z z¯
. (A-1)
0uz
0 0
u u¯z z¯
−2γ −2γ . (D-2)
0 z
0
z
z¯1− 6γ
1− 6γ
. (B)
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0uz
z
0
u u¯
z¯
0
−2γ
. (D-2)
0 z
0
z
z¯1− 6γ
1− 6γ
. (B)
0uz
z
0
u u¯
z¯
0
−2γ
. (D-1)
Bounds of (the case (6.10))
Wˆ(z) P(z; z¯)
uz
z z¯
u u¯ . (A-1)
0 z
0 0
z z¯
. (C)
uz
z z¯
u u¯
. (A-1)
0 z z z¯
0 0 . (C)
0 z
0
z
z¯1− 6γ
1− 6γ
. (B)
0 z
0
z
0
z¯
. (C)
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0 z
0 z 0z¯ . (B)
0 z
z z¯
0 0
. (C)
0 z
0 z 0z¯ . (B)
0 z
z z¯
0 0
. (C)
8. Renormalization in 314 ≤ γ < 14
Let 314 ≤ γ < 14 . Then all elements in F− are as follows.
Homogeneity Symbol
− 32 − γ − κ Ξ
−1− 2γ − 2κ
− 12 − 3γ − 3κ
−4γ − 4κ ,
− 12 − γ − κ
1
2 − 5γ − 5κ , ,
−2γ − 2κ ,
1− 6γ − 6κ , , , , ,
1
2 − 3γ − 3κ , , ,
3
2 − 7γ − 7κ , , , , , ,
, , , ,
0 1
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It remains to obtain the bounds for elements with homogeneity 32 −7γ−7κ. The
other bounds are same as in Section 7.
Proposition 8.1. For every τ with ‖τ‖ = 32 − 7γ − 7κ, we have the bounds ofP(z; z¯) as follows.
Symbol P(z; z¯)
‖z‖1−4γ−θs ‖z¯‖1−4γ−θs ‖z − z¯‖1−6γs ,
‖z − z¯‖3−14γ−θs , ‖z‖
3
2−7γ−θ
s ‖z¯‖
3
2−7γ−θ
s
‖z‖ 32−5γ−θs ‖z¯‖
3
2−5γ−θ
s ‖z − z¯‖−4γs ,
‖z − z¯‖3−14γ−θs , ‖z‖
3
2−7γ−θ
s ‖z¯‖
3
2−7γ−θ
s
(‖z‖5−18γ−θs + ‖z¯‖5−18γ−θs )‖z − z¯‖−2+4γs ,
‖z − z¯‖3−14γ−θs , ‖z‖
3
2−7γ−θ
s ‖z¯‖
3
2−7γ−θ
s
‖z‖2−6γ−θs ‖z¯‖2−6γ−θs ‖z − z¯‖−1−2γs ,
‖z − z¯‖3−14γ−θs , ‖z‖
3
2−7γ−θ
s ‖z¯‖
3
2−7γ−θ
s
(‖z‖6−20γ−θs + ‖z¯‖6−20γ−θs )‖z − z¯‖−3+6γs ,
‖z − z¯‖3−14γ−θs , ‖z‖
3
2−7γ−θ
s ‖z¯‖
3
2−7γ−θ
s
(‖z‖7−22γ−θs + ‖z¯‖7−22γ−θs )‖z − z¯‖−4+8γs ,
‖z − z¯‖3−14γ−θs , ‖z‖
3
2−7γ−θ
s ‖z¯‖
3
2−7γ−θ
s
(‖z‖9−30γ−θs + ‖z¯‖9−30γ−θs )‖z − z¯‖−6+16γs ,
‖z − z¯‖3−14γ−θs , ‖z‖
3
2−7γ−θ
s ‖z¯‖
3
2−7γ−θ
s
Here θ is any sufficiently small number. The bounds of P()(z; z¯) are obtained by
multiplying θ to above bounds whose indexes are slightly subtracted as in Proposi-
tion 5.1.
8.1. Bounds of . We classify all contractions into two types as in (5.1).
(1) The bounds of (1) are consequences of those of and obtained from Lemma
4.33 as follows.
z z¯
2− 12γ−
.
z z¯
0
2− 6γ− 2− 6γ− .
(2) We decompose graphs as in (5.2). We obtain the bounds
z z¯
3− 14γ− , 0
z
z¯32 − 7γ−
3
2
− 7γ−
.(8.1)
See Subsection 8.10.
8.2. Bounds of . We classify all contractions into three types as in (6.1).
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(1) The bounds of (1) are consequence of those of and obtained by Lemma
4.33 as follows.
z z¯
1− 10γ−
.
z z¯
0
3
2
− 5γ− 3
2
− 5γ− .
(2) We decompose graphs as in (6.2). The bounds are consequences of those of
and obtained as follows.
u u¯
z z¯
1− 6γ−
.

z z¯
3− 14γ−
(u = z, u¯ = z¯)
0
z
z¯32 − 7γ−
3
2
− 7γ−
(u = u¯ = 0).
(3) We decompose graphs as in (6.4). We obtain the bounds (8.1). See Subsection
8.10.
8.3. Bounds of . We classify all contractions into four types as in (6.5).
(1) Since the bounds of P( )(z; z¯) are any of
(A)
z z¯
0
3
2
− 5γ− 3
2
− 5γ− , (B)z z¯
2− 12γ−
. (C) 0
z
z¯1− 6γ−
1− 6γ−
,
we have the bounds of (1) as follows.
(A)
z z¯
0
3
2
− 5γ− 3
2
− 5γ−
.
z z¯
0
2− 6γ− 2− 6γ− ×R 3
2−5γ−(z; z¯)
. (‖z‖7−22γ−s + ‖z¯‖7−22γ−s )‖z − z¯‖−4+8γs ,
(B)
z z¯
2− 12γ−
.
z z¯
0
2− 6γ− 2− 6γ− ,
(C)
z z¯
01− 6γ− 1− 6γ−
.
z z¯
0
2− 6γ− 2− 6γ− .
(2) We decompose graphs as in (6.7). By using the bounds of P( ), we have
(a)
1− 10γ−
−2− 2γ −2− 2γ
z z¯ . z z¯
3− 14γ−
,
(b)
z z¯
0
1− 10γ−
. z z¯0
3
2
− 5γ− 3
2
− 5γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
.
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(3) We decompose graphs as in (6.8). The bounds of (3) are consequences of
those of P(τ) for τ = , , similarly to (6.3) as follows.
(a) (b)
u u¯
z z¯1− 6γ−
.

z z¯
3− 14γ−
(u = z, u¯ = z¯)
0
z
z¯32 − 7γ−
3
2
− 7γ−
(u = u¯ = 0)
,
(c) z z¯
01− 6γ− 1− 6γ−
.
0
z z¯
1
2
− γ−
1− 6γ−
1
2
− γ−
1− 6γ−
= 0
z
z¯32 − 7γ−
3
2
− 7γ−
.
(4) We obtain the bounds (8.1). See Subsection 8.10.
8.4. Bounds of and . We classify all contractions into eight types as
follows.
(1) (2) (3) (4)
(5) (6) (7) (8)
(1),(2) The bounds of (1) and (2) are consequences of those of P(τ)(z; z¯) for
τ = , and obtained from Lemma 4.33 as follows.
z z¯
−8γ−
1− 6γ
.
z z¯
0
1− 4γ− 1− 4γ−
1− 6γ
.
(3)-(7) We obtain the bounds (8.1). See Subsection 8.8.
(8) We obtain the bounds (8.1). See Subsection 8.10.
8.5. Bounds of and . We classify all contractions into seven types as
follows.
(1) (2) (3) (4)
(5) (6) (7)
(1) From the bounds of P(τ)(z; z¯) (τ = , ) in (7.4), we have the bounds
of (1) as follows.
(A)
z z¯
01− 4γ− 1− 4γ−
.
z z¯
0
3
2
− 5γ− 3
2
− 5γ− ×R1−4γ−(z; z¯)
. (‖z‖5−18γ−s + ‖z¯‖5−18γ−s )‖z − z¯‖−2+4γs ,
(B)
z z¯
1− 10γ−
.
z z¯
0
3
2
− 5γ− 3
2
− 5γ− ,
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(C)
z z¯
0
1
2
− 5γ− 1
2
− 5γ−
.
z z¯
0
3
2
− 5γ− 3
2
− 5γ− .
(2) We decompose graphs as follows.
z
= (a)
z
− (b)
0 z
.
For (b),
z z¯
0 0
−8γ−
.
0 0
z z¯
1− 6γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
.
For (a), we use
z
u 0
1− 4γ−
.
z
u 0
1− 4γ−
−2γ + z u
1− 6γ−
,
which is proved from ‖0− ‖1−4γ−s ≤ ‖z‖1−4γ−s + ‖z − ‖1−4γ−s . Then we have
z z¯
−8γ−
. z z¯0
1− 4γ− 1− 4γ−
.
z z¯
0
1− 4γ− 1− 4γ−
1− 6γ
+
z z¯
0
1− 4γ−
2− 10γ−
+
z z¯
0
1− 4γ−
2− 10γ−
+ z z¯
3− 14γ−
. (‖z‖2−8γ−s + ‖z¯‖2−8γ−s )‖z − z¯‖1−6γs .
(3)-(6) We obtain the bounds (8.1). See Subsection 8.8.
(7) We obtain the bounds (8.1). See Subsection 8.10.
8.6. Bounds of and . We classify all contractions into six types as
follows.
(1) (2) (3) (4) (5) (6)
(1) Since the bounds of P(τ)(z; z¯) (τ = , ) are any of
(A)
z z¯
0
1− 4γ− 1− 4γ− , (B)z z¯
2− 12γ−
. (C) 0
z
z¯1− 6γ−
1− 6γ−
,
we have the bounds of (1) as follows.
(A)
z z¯
01− 4γ− 1− 4γ−
.
z z¯
0
2− 6γ− 2− 6γ− ×R1−4γ−(z; z¯)
. (‖z‖6−20γ−s + ‖z¯‖6−20γ−s )‖z − z¯‖−3+6γs ,
(B)
z z¯
2− 12γ−
.
z z¯
0
2− 6γ− 2− 6γ− ,
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(C)
z z¯
01− 6γ− 1− 6γ−
.
z z¯
0
2− 6γ− 2− 6γ− .
(2) We decompose graphs as follows.
z
= (a)
z
− (b)
0 z
.
For (b),
z z¯
0 0
−8γ−
.
0 0
z z¯
−4γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
.
For (a), we use
z
u 0
1− 4γ−
.
z
u 0
1− 4γ−
−1 + z u−4γ− ,
which is proved from ‖0− ‖1−4γ−s ≤ ‖z‖1−4γ−s + ‖z − ‖1−4γ−s . Then we have
z z¯
−8γ−
. z z¯0
1− 4γ− 1− 4γ−
.
z z¯
0
1− 4γ− 1− 4γ−
1− 6γ
+
z z¯
0
1− 4γ−
2− 10γ−
+
z z¯
0
1− 4γ−
2− 10γ−
+ z z¯
3− 14γ−
. (‖z‖2−8γ−s + ‖z¯‖2−8γ−s )‖z − z¯‖1−6γs .
(3)-(5) We obtain the bounds (8.1). See Subsection 8.8.
(6) We obtain the bounds (8.1). See Subsection 8.10.
8.7. Bounds of and . We classify all contractions into nine types as
follows.
(1) (2) (3) (4) (5)
(6) (7) (8) (9)
(1) Since the bounds of P(τ)(z; z¯) (τ = , ) are any of
(A)
z z¯
0
3
2
− 5γ − 2κ 3
2
− 5γ − 2κ ×R1−4γ−κ(z; z¯)
(
= z z¯
0
5
2
− 9γ − 3κ 5
2
− 9γ − 3κ
−3 + 6γ + 2κ
+ z z¯
0
5
2
− 9γ − 3κ 3
2
− 5γ − 2κ
−2 + 2γ + κ
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+ z z¯
0
3
2
− 5γ − 2κ 5
2
− 9γ − 3κ
−2 + 2γ + κ
+
z z¯
0
3
2
− 5γ − 2κ 3
2
− 5γ − 2κ
)
,
κ > 0 is any sufficiently small number
(B) z z¯
2− 12γ−
, (C) 0
z
z¯1− 6γ−
1− 6γ−
,
for (A) we have
z z¯
0
5
2
− 9γ − 3κ 5
2
− 9γ − 3κ
−3 + 6γ + 2κ +
z z¯
0
5
2
− 9γ − 3κ 3
2
− 5γ − 2κ
−2 + 2γ + κ
+
z z¯
0
3
2
− 5γ − 2κ 5
2
− 9γ − 3κ
−2 + 2γ + κ +
z z¯
0
3
2
− 5γ − 2κ 3
2
− 5γ − 2κ
.
z z¯
0
2− 6γ − 2κ− 2− 6γ − 2κ− ×R 5
2−9γ−3κ(z; z¯)
+
z z¯
0
5
2
− 8γ − 5
2
κ− 3
2
− 4γ − 5
2
κ− ×R 5
2−9γ−3κ, 32−5γ−2κ(z; z¯)
+
z z¯
0
3
2
− 4γ − 5
2
κ− 5
2
− 8γ − 5
2
κ− ×R 3
2−5γ−2κ, 52−9γ−3κ(z; z¯)
+
z z¯
0
2− 6γ − 2κ− 2− 6γ − 2κ− ×R 3
2−5γ−2κ(z; z¯)
. (‖z‖9−30γ−10κ−s + ‖z¯‖9−30γ−10κ−s )‖z − z¯‖−6+16γ+6κs .
For (B) and (C) we have
(B)
z z¯
2− 12γ−
.
z z¯
0
2− 6γ− 2− 6γ− ,
(C)
z z¯
01− 6γ− 1− 6γ−
.
z z¯
0
2− 6γ− 2− 6γ− .
(2) We decompose graphs as in (6.7). We apply estimates (A)-(C) in (7.4) to
the graphs (a) and (b). By applying (A) to (a), we have
z z¯
0
1− 4γ− 1− 4γ−
−2− 2γ −2− 2γ
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.
z z¯
0
1− 4γ− 1− 4γ−
1− 6γ
+
z z¯
0
1− 4γ−
2− 10γ−
+
z z¯
0
1− 4γ−
2− 10γ−
+ z z¯
3− 14γ−
. (‖z‖2−8γ−s + ‖z¯‖2−8γ−s )‖z − z¯‖1−6γs ,
which is proved by a similar way to the proof of Lemma 4.34. By applying (A) to
(b), we have
z z¯
0
1− 4γ − κ
.
z z¯
0
1
2
− 9γ − 2κ− 1
2
− 9γ − 2κ−
−2 + 8γ + 2κ
+
z z¯
0
1
2
− 9γ − 2κ− − 1
2
− 5γ − 2κ−
−1 + 4γ + κ
+
z z¯
0
− 1
2
− 5γ − 2κ− 1
2
− 9γ − 2κ−
−1 + 4γ + κ
+
z z¯
0
− 1
2
− 5γ − 2κ− − 1
2
− 5γ − 2κ−
. 0
z
z¯32 − 7γ − 2κ−
3
2
− 7γ − 2κ−
.
Here, κ > 0 is a sufficiently small number. By applying (B) to (a) and (b), we have
(a)
1− 10γ−
−2− 2γ −2− 2γ
z z¯ . z z¯
3− 14γ−
,
(b)
z z¯
0
1− 10γ−
. z z¯0
3
2
− 5γ− 3
2
− 5γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
.
By applying (C) to (a) and (b), we have
(a) 0
z
z¯32 − 7γ−
3
2
− 7γ− ,
(b)
z z¯
0
1
2
− 5γ−
. z z¯0
3
2
− 5γ− 3
2
− 5γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
.
(3) We decompose graphs as follows.
z
= (a)
z
− (b)
0 z
− (c)
0 z
.
For (b),
z z¯
0 0
−8γ
. z z¯0
1− 4γ− 1− 4γ−
3
2
− γ− 3
2
− γ−
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. 0
z
z¯32 − 7γ−
3
2
− 7γ−
.
For (c),
z z¯
01− 6γ− 1− 6γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
.
For (a), we use
z
u 0
1− 4γ−
.
z
u 0
1− 4γ−
−2γ + z u
1− 6γ−
,
which is proved from ‖0− ‖1−4γ−s ≤ ‖z‖1−4γ−s + ‖z − ‖1−4γ−s . Then we have
z z¯
−8γ−
. z z¯0
1− 4γ− 1− 4γ−
.
z z¯
0
1− 4γ− 1− 4γ−
1− 6γ
+
z z¯
0
1− 4γ−
2− 10γ−
+
z z¯
0
1− 4γ−
2− 10γ−
+ z z¯
3− 14γ−
. (‖z‖2−8γ−s + ‖z¯‖2−8γ−s )‖z − z¯‖1−6γs .
(4)-(8) We obtain the bounds (8.1). See Subsection 8.8.
(9) We obtain the bounds (8.1). See Subsection 8.10.
8.8. Bounds of remaining terms derived from already known estimates.
Let be every contractions of or . Then we have the following estimates.
They are already obtained in estimates of , , , , and ,
except (c).
(a)
u v u¯ v¯
. u v u¯ v¯1
2
− 5γ− 1
2
− 5γ−
(b)
u v u¯ v¯
. any of
u u¯
v v¯
−1− 2γ−
,
u u¯
v v¯−4γ−
,
u u¯
v v¯
1− 6γ
( , )
(c)
u wv u¯ w¯v¯
. u
w
v
u¯
w¯
v¯
−3γ− (See Subsection 8.9)
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(d)
u v u¯ v¯
. u v u¯ v¯
1− 6γ− 1− 6γ−
( , )
(e)
u v u¯ v¯
. u v u¯ v¯
1− 6γ− 1− 6γ−
( , )
(f)
u v u¯ v¯
. u v u¯ v¯
1− 6γ− 1− 6γ−
( , )
(g)
u v u¯ v¯
. u v u¯ v¯
1− 6γ− 1− 6γ−
( , )
We prove the bounds of remaining terms by using above estimates. For graphs
containing u and u¯, our goal is to obtain
u u¯
z z¯
α1α1
α2α2
α3

αi ∈ (−3, 0) (i = 1, 2, 3), α1 + α2 ∈ (−3, 0),
2α1 + 2α2 + α3 + 6 < 3− 14γ,
α1, α2 <
3
2 − 7γ
u
z 0
u¯
z¯
α2
ββ
α1α2

αi ∈ (−3, 0) (i = 1, 2), β ∈ (−3, 0),
−3 < αi + β < 0 (i = 1, 2),
α1 + α2 + β + 3 <
3
2 − 7γ
.
Bounds of and
Wˆ(z) Use P(z; z¯)
u z
(a)
u u¯
z z¯
1
2
− 5γ−
u z
(f)
u u¯
z z¯
1− 6γ−
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u z
(b)
u u¯
z z¯
−1− 2γ−
,
u u¯
z z¯
1− 6γ
,
u u¯
z z¯1− 6γ−
u z
(g)
u u¯
z z¯
1− 6γ−
u z
(c)
z z¯
u u¯
−3γ−
.
u u¯
z z¯
−3γ−
−1− 3γ−
In the last one, we use
z
u 0
−3γ−
. z u−1− 3γ− .
It is a ”one side” version of Lemma 4.31, and proved by a similar way.
Bounds of and
Wˆ(z) Use P(z; z¯)
u z
(f)
u u¯
z z¯1− 6γ−
0
z
(f) z z¯
01− 6γ− 1− 6γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
u z
(b)
z z¯
u u¯−1− 2γ− .
u u¯
z z¯−4γ−
z z¯
u u¯
−4γ−
.
u u¯
z z¯−4γ−
z z¯
u u¯
1− 6γ
.
u u¯
z z¯
−1− 2γ−
1− 6γ
0 u z
(a)
u
z 0
u¯
z¯
1
2
− 5γ−
−2γ−2γ
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u z
(g)
u u¯
z z¯1− 6γ−
0
z
(g) z z¯
01− 6γ− 1− 6γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
u z
(e)
u u¯
z z¯
1− 6γ−
0
z
(c)
z z¯
0 0
−3γ−
−3γ−
. 0
z z¯
−3γ−
1
2
− 4γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
Bounds of and
Wˆ(z) Use P(z; z¯)
u z
(a)
u u¯
z z¯1
2
− 5γ−
0 z
(a) z z¯
012 − 5γ− 12 − 5γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
u z
(b)
z z¯
u u¯−1− 2γ− .
u u¯
z z¯−4γ−
z z¯
u u¯
−4γ−
.
u u¯
z z¯−4γ−
z z¯
u u¯
1− 6γ
.
u u¯
z z¯
−1− 2γ−
1− 6γ
0u z
(a)
u
z 0
u¯
z¯
1
2
− 5γ−
−1−1
u z
(c)
u u¯
z z¯−3γ−
1− 8γ−
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0 z
(c)
z z¯
0 0
−3γ−
−3γ−
.
0
z z¯−3γ−
1
2
− 4γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
Bounds of and
Wˆ(z) Use P(z; z¯)
u z
(d)
u u¯
z z¯1− 6γ−
0 z
(d) z z¯
01− 6γ− 1− 6γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
0 z
(a)
z z¯0 0
1
2
− 5γ− 1
2
− 5γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
×R 1
2−γ−(z; z¯)
u z
(b)
z z¯
u u¯
−1− 2γ−
.
u u¯
z z¯
−4γ−
z z¯
u u¯−4γ− .
u u¯
z z¯
−4γ−
z z¯
u u¯
1− 6γ
.
u u¯
z z¯
−1− 2γ−
1− 6γ
0 z
(a)
0
z z¯
1
2
− 5γ−1
2
− 5γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
0 u z
(a)
u
z 0
u¯
z¯
1
2
− 5γ−
−2γ−2γ
0 0 z
(a) 0
z z¯−2γ
1
2
− 5γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
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u z
(b)
u u¯
z z¯
−4γ−
,
u u¯
z z¯
−1− 2γ−
−4γ− ,
u u¯
z z¯
−1− 2γ−
1− 6γ
0 u z
(a)
u
z 0
u¯
z¯
−2γ−2γ
1
2
− 5γ−
0 0 z
(a)
0
z z¯
−2γ
1
2
− 5γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
u z
(c)
u u¯
z z¯
−1− 3γ−
−3γ−
0 z
(c)
z z¯
0 0
−3γ−
. z z¯
01− 3γ− 1− 3γ−
−3γ−−3γ− . 0
z
z¯32 − 7γ−
3
2
− 7γ−
0 z
(c) 0
z
0
z¯
−3γ−
.
0
z z¯−3γ−
1
2
− 4γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
u z
(e)
u u¯
z z¯1− 6γ−
0 z
(e) z z¯
01− 6γ− 1− 6γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
0 z
(c) 0
z
0
z¯
−3γ−
. 0
z
0
z¯
−3γ−
1− 3γ−
. 0
z
z¯32 − 7γ−
3
2
− 7γ−
×R1−3γ−(z; z¯)
8.9. Proof of estimates (c). We prove the fact used in Subsection 8.8.
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Lemma 8.2. Let N ∈ N and W(u, v, w; {wi}i=1,...,N ) be a function on (R2)3 ×
(R× T)N written as follows.
u wv
,
where is any of graphs which are given by contractions of or . Let
C > 0 be any sufficiently small number such that all variables in the above graph are
in Bs(0,
1
4 ) as long as u, v, w ∈ Bs(0, C). Then for every κ > 0 and u, v, w, u¯, v¯, w¯ ∈
Bs(0, C), we have∣∣(W(u, v, w; ·),W(u¯, v¯, w¯; ·))L2((R×T)N )∣∣ .‖u− v‖−3γ−κs ‖u− w‖−3γ−κs
× ‖u¯− v¯‖−3γ−κs ‖u¯− w¯‖−3γ−κs .
proof. We prove that all graphs
∣∣(W(u, v, w; ·),W(u¯, v¯, w¯; ·))L2((R×T)N )∣∣ are con-
tracted into the following form.
v
w
u u¯
v¯
w¯
β βα1 α1
α2 α2

−3 < αi < −3γ (i = 1, 2), −3 < β < −6γ
−3 < α1 + α2,
α1 + α2 + β + 3 + 6γ < 0 (sufficiently close).
(8.2)
We can derive the required bound from this graph by a similar way to Lemma 4.31.
By using (4.7) repeatedly, for κ > 0 such that β+6γ+2κ, α1+3γ+κ, α2+3γ+κ < 0,
we have
v
w
u
βα1
α2
. v u−3γ − κ
( v
w
u
β + 3γ + κα1
α2
+
v
w
u
βα1 + 3γ + κ
α2
)
. v u−3γ − κ w u−3γ − κ
( v
w
u
β + 6γ + 2κα1
α2
+
v
w
u
β + 3γ + κα1
α2 + 3γ + κ
+
v
w
u
β + 3γ + κα1 + 3γ + κ
α2
+
v
w
u
βα1 + 3γ + κ
α2 + 3γ + κ
)
=: ‖u− v‖−3γ−κs ‖u− w‖−3γ−κs
4∑
i=1
Ii(u, v, w).
If α1 + α2 + β + 6γ + 3 + 2κ > 0, then we have Ii . 1 (i = 1, . . . , 4).
All contractions of graphs into (8.2) are shown in the following table:
W(u, v, w) (W(u, v, w; ·),W(u¯, v¯, w¯; ·))L2((R×T)N )
uvw
u u¯
v v¯w w¯
.
v
w
u u¯
v¯
w¯−4γ−
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uvw
u u¯
w w¯
v v¯ .
v
w
u u¯
v¯
w¯−4γ−
uvw w w¯
v v¯
u u¯
.
v
w
u u¯
v¯
w¯
− 3
2
− γ−
− 1
2
− 3γ−
uvw
w w¯
u u¯
v v¯ .
v
w
u u¯
v¯
w¯
−1− 2γ−
uvw
v
w
u u¯
v¯
w¯
uvw
w w¯
u u¯
v v¯ .
v
w
u u¯
v¯
w¯−4γ−
uvw
v
w
u u¯
v¯
w¯
u vw
v v¯
w w¯u u¯
.
v
w
u u¯
v¯
w¯
−1− 2γ−
u vw w w¯
u u¯
v v¯
.
v
w
u u¯
v¯
w¯
− 1
2
− 3γ−
− 1
2
− 3γ−
u vw w w¯
u u¯
v v¯ .
v
w
u u¯
v¯
w¯−4γ−

8.10. Bounds of remaining terms. It remains to estimates terms which are
obtained one by one. Our goal is to obtain any of the following graphs.
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Bounds of and (the case (8.4))
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For and , we decompose graphs as follows.
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