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DIMENSION-INDEPENDENT MCMC SAMPLING FOR INVERSE
PROBLEMS WITH NON-GAUSSIAN PRIORS
SEBASTIAN J. VOLLMER∗
Abstract. The computational complexity of Markov chain Monte Carlo methods for the ex-
ploration of complex probability measures is a challenging and important problem both in statistics
and the applied sciences. A challenge of particular importance arises in Bayesian inverse problems
where the target distribution may be supported on an infinite dimensional state space. In practice
this involves the approximation of the infinite dimensional target measure defined on sequences of
spaces of increasing dimension bearing the risk of an increase of the computational error. Previous
results have established dimension-independent bounds on the Monte-Carlo error of MCMC sam-
pling for Gaussian prior measures. We extend these results by providing a simple recipe to obtain
these bounds also in the case of non-Gaussian prior measures and by studying the design of proposal
chains for the Metropolis-Hastings algorithm with dimension independent performance. This study
is motivated by an elliptic inverse problem with non-Gaussian prior that arises in groundwater flow.
We explicitly construct an efficient Metropolis-Hastings proposal based on local proposals in this
case and we provide numerical evidence supporting the theory.
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1. Introduction. The idea of the Bayesian approach to inverse problems is
based on the assumption that not all parameter choices are a priori equally likely.
Instead, the a priori knowledge about these parameters is modelled as a probability
distribution - called the prior. By specifying the distribution of the noise, the parame-
ters and the observed data can then be treated as jointly distributed random variables.
Under certain conditions on the prior, model and noise, there exists a unique condi-
tional distribution of the parameters given the data. This distribution is called the
posterior and is an update of the prior using the data. In this way uncertainty can be
quantified using the posterior variance or the posterior probability of a set in the pa-
rameter space. Usually, the posterior is only expressed implicitly as an unnormalised
density with respect to the prior. For this reason Monte-Carlo algorithms are used
to approximate posterior expectations. In most cases it is not possible to generate
i.i.d. samples from the posterior, instead correlated samples of a Markov chain are
used. These algorithms are therefore called Markov-Chain-Monte-Carlo (MCMC) al-
gorithms. For a recent review on Markov Chain Monte Carlo (MCMC) algorithms we
refer the reader to [8]. It is well-known that under appropriate assumptions the error
of MCMC algorithms is of order O(n− 12 ) in the steps of the algorithms - the same as
standard Monte-Carlo methods. However, we are interested in the Bayesian approach
to the full infinite-dimensional inverse problem which is reviewed in Section 2.1. In
the infinite-dimensional approach to Bayesian Inverse Problems, the target measure
µ is a Borel measure on the Banach space X. It is given by
(1.1) µ ∝ Lµ0
where µ0 is a reference Borel probability measure on X and L is a density.We make
no assumptions on the dimensionality of the space X which is why our considerations
also apply to infinite dimensional spaces. Usually, µ0 is the prior and L is proportional
to the likelihood.
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2 Sebastian J. Vollmer
Even under the restrictive assumption that
0 < L? < L < L
? <∞,
this has only been shown for the simple independence sampler (IS) [20]. The IS algo-
rithm is an Metropolis-Hastings algorithm generating independent proposals from a
fixed distribution. This choice of proposals leads to a poor performance especially if
the posterior is concentrated. In [20] results from [35] are used in order to show that
the dimension independent convergence property assuming that the Markov chain as-
sociated with the Metropolis-Hastings algorithm is φ-irreducible. On function spaces,
this condition seems only to be verifiable in special cases such as the IS algorithm.
Nevertheless its performance does not depend on the dimension. We show that the
same is true for a large class of Metropolis-Hastings algorithms after a slight modifica-
tion. The result is formulated in terms of L2-spectral gaps. The concept of L2-spectral
gaps is introduced in Section 1.2 as well as a summary of our main results. In Sec-
tion 1.3, we explain how this result can be used for different non-Gaussian priors.
We concentrate mainly on uniform series priors. We use these priors for our guiding
example - the inverse problem of reconstructing the diffusion coefficient from noisy
measurements of the pressure in a Darcy model of groundwater flow. The underlying
continuum model then corresponds to a linear elliptic PDE in divergence form, see
Sections 4 and 5.
Appropriate reviews on are contained in [23]. The former is a key reference
as the Bayesian approach is applied to real world applications using MCMC and
optimisation techniques. This reference shows that the resulting methods can compete
with state-of-the regularisation techniques in, for example, dental X-ray imaging.
Whereas this reference applies the Bayesian method to a discretised version of the
inverse problem, the survey article [47] concerns the Bayesian approach to the full
infinite dimensional problem which was originally developed in [10]. This approach
was also taken independently in [27, 26].
1.1. Outline. In Section 1.3, we introduce the crucial concepts of L2-spectral
gaps and lazy chains and we give a brief summary of our main result (Theorem 3.3).
Subsequently, we discuss how proposals that satisfy the conditions of our main result
can be chosen for uniform series and Besov priors in Section 1.3. In Section 2, we give
a brief exposition to Bayesian inverse problems and Metropolis-Hastings algorithms
on general state spaces before reviewing the implications of L2-spectral gaps for the
sample average and proving our main theorem using Dirichlet forms. In Section 4, we
introduce an elliptic inverse problem that received much attention lately. Based on our
programme presented in Section 2, we construct a new class of sampling algorithms
for this particular problem, the Reflection Random Walk Metropolis that we denote
by RRWM and which satisfies the conditions of our main theorem. In Section 5,
we compare the RRWM, the standard Random Walk Metropolis (RWM) and the IS
algorithms using numerical simulations for the posterior arising from this particular
inverse problem.
1.2. L2-Spectral Gaps and a summary of our Main Result. Let P be a
transition kernel of an MCMC algorithm with invariant measure µ. The expectation
of interest Eµf is approximated by the sample average
(1.2) Sn(f) =
1
n
n∑
i=1
f(Xi).
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If Sn(f) satisfies a CLT, that is
√
n (Sn(f)− µ(f)) ⇀ N (0, σ2f,P ),
then the constant in O(n− 12 ) is asymptotically normally distributed. The key quantity
is then its asymptotic variance σ2f,P because the smaller it is the better the MCMC
kernel is for the function f at hand. We consider Markov chains that are reversible as
we are dealing with Metropolis-Hastings algorithms (see Section 2.2). In this case the
L2-spectral gap 1− β is the right notion of convergence of the Markov chain because
it guarantees a CLT as well as giving the bound
σ2f,P ≤
2
1− β σ
2
f,µ <∞
where σ2f,µ is the standard deviation of f with respect to µ (see Section 3.1 for more
details). This means roughly that 21−β more steps of the Markov chain are needed
than i.i.d. samples from µ to get the Monte-Carlo error to a similar or better level. For
a sequence of transition kernels and target measures the dependence on, for example,
the dimension d can be quantified by the dependence of the constant in O(n− 12 )
on d. For a sequence of transition kernels and target measures the dependence on,
for example the dimension d, can be quantified by the dependence of the constant in
O(n− 12 ) on d. A dimension independent bound on the Monte Carlo error can therefore
be obtained by proving a dimension independent lower bound on the spectral gap.
In order to define L2-spectral gaps, recall that a Markov kernel P with invariant
measure µ acts on L2µ(X) by
Pf(x) =
∫
X
P (x, dy)f(y).
Jensen’s inequality implies that the spectrum λ(P ) of P is contained in the unit
disk. If P is reversible, the corresponding Markov operator is self-adjoint. Thus, the
spectrum is real valued and λ(P ) ⊆ [−1, 1]. Moreover, P does always have 1 as an
eigenvalue since P1 = 1. For a self-adjoint operator on a Hilbert space H we define
the sharp lower λHmin (A) and upper bound λ
H
max (A) on the spectrum of the operator
A on the space H by
(1.3) λHmin (A) := inf
f∈H
〈Af, f〉
|f |2 and λ
H
max (A) := sup
f∈H
〈Af, f〉
|f |2 .
The L2µ-spectral gap is then given by the difference between 1 and the spectral radius
of the operator P restricted to the orthogonal complement of the space of constant
functions which we denote by L20(µ). More precisely, we make the following definition.
Definition 1.1. (L2µ-spectral gap) A Markov kernel P with invariant measure µ
has an L2µ-spectral gap 1− β if
(1.4)
β = sup
f∈L2µ
‖P (f − µ(f))‖2
‖f − µ(f)‖2
= sup
f∈L20(µ)
‖Pf‖2
‖f‖2
= max
(
−λL20(µ)min (P ) , λL
2
0(µ)
max (P )
)
< 1.
The existence of an L2µ-spectral gap therefore requires a lower and an upper bound
on the spectrum of λ(P ), thus on λHmin(P ) and λHmax(P ) respectively. The problem
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of obtaining a lower bound can be circumvented by considering
(1.5) P˜r = rI + (1− r)P for 0 ≤ r ≤ 1
2
because λHmin(P˜r) ≥ 2r − 1. More precisely, the corresponding Markov process can
then be realised using the following steps:
• the Markov chain does not make a transition, with probability r.
• the Markov chain makes an independent transition according to P with prob-
ability 1− r.
This process is a so-called lazy chain associated with P and goes at least back to [31].
It is straightforward to see that
σ(P˜r) ⊆
[
r + (1− r)λL20(µ)min (P ) , r + (1− r)λL
2
0(µ)
max (P )
]
.
Thus, P˜r has a spectral gap if λ
L20(µ)
max (P ) < 1. Its size can be optimised by choosing
the acceptance probability dependent on λL
2
0(µ)
max (P ). We will refer to
(1.6) 1− λL2(µ)max (P )
as the upper L2µ-spectral gap.
Summary of our Main Result 1. The main result of this article is stated in
Theorem 3.3. It concerns the spectrum of the Metropolis-Hastings kernel arising from
a proposal kernel Q that is reversible with respect to µ0. If λ
L20(µ0)
max (Q) < 1 and L
in Equation (1.1) is bounded above and away from 0, then also λL
2
0(µ)
max (P ) < 1. In
particular, this implies a lower bound on the L2µ-spectral gaps of the lazy chains P˜r
associated with P .
Our main result stated above is proved by expressing the L2µ-spectral gap in terms
of the associated Dirichlet form in Section 3.3. The proof is similar to that of the
comparison theorem in [14]. Our strategy for Bayesian inverse problems will be to
design proposals that are reversible with respect to the prior and that have an L2µ0 -
spectral gap. The Metropolis-Hastings algorithm will then perform an accept-reject
step according to the likelihood in order to produce samples from the posterior.
It is also worth mentioning that our main result as stated in Theorem 3.3 should
be viewed in context of our recent results presented in [19] which are demonstrat-
ing that the L2-spectral gap of the preconditioned Crank-Nicolson (pCN) algorithm
with respect to the Gaussian reference measure is preserved for the corresponding
Metropolis-Hastings kernel. In the same article we used the Ornstein-Uhlenbeck pro-
posal and assumed that L in Equation (1.1) is log-Lipschitz. However, no global
bounds on L were needed in order to prove the preservation of the L2µ-spectral gap.
In this way the main result here can be viewed as an extension to a much larger class
of proposals and reference measures under partially stronger assumptions. We also
would like to mention that a related result has been proved for the Gibbs sampler
applied to perturbations of Gaussian measures in [2]. However, it is not clear how it
could be generalised to arbitrary reference measures.
1.3. Non-Gaussian Priors, Uniform Series Priors and RRWM algo-
rithms. We briefly summarise Besov priors and uniform series priors and explain
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how Theorem 3.3 can be used in order to construct efficient proposals for posteriors
arising from these kind of priors. In Section 4 this programme is carried out in detail
for the uniform series prior.
As described in [48], many commonly used priors on function spaces can be written
as a series expansion of the form
µ0 = L(u) = L
φ0 + ∞∑
j=1
γjγjujφj

where φ are elements of a possibly infinite Banach space X, γj are deterministic
constants and uj are i.i.d. random variables. In case of Gaussian measures this
fact follows from the Karhunen-Loeve expansion [6, 1] where uj are i.i.d. N (0, 1).
For Besov priors, the uj are i.i.d. from the probability distribution with density
proportional to
(1.7) density ∝ exp
(
−1
2
|x|q
)
where q ≥ 1. For uniform series priors, the uj are i.i.d. from U(−1, 1), the uniform
distribution on [−1, 1]. All these cases are of the form uj i.i.d.∼ ν for some probability
measure ν on R. A Markov kernel that has an L2ν-spectral gap can be used compenen-
twise. By the tensorisation property of L2-spectral gaps [4, 17], the resulting Markov
kernel has a spectral gap of the same size.
There is a continuum of different choices but our intuition is that a proposal
Q(x, dy) for peaked measures should have a lot of mass close to x. Usually, we consider
a collection of proposal kernels parametrised by a step size parameter  where a smaller
 corresponds to the case that more mass is distributed closer to the current value.
For smooth target densities, a small  leads to a large acceptance rate because the
ratio in Equation (2.3) is then close to 1. However, if the step size is too small, the
state space is not explored quickly. The trade off is common for Metropolis-Hastings
algorithms, a recommendation for the step size can usually be obtained using diffusion
limits, for details consider [32] and references therein.
For the uniform distribution such a proposal can be realised using a random walk
with symmetric proposal
QRW(x, dy) = q(x− y)dy
QRW(x, dy) = L(x+ ξ), where ξ ∼ q˜
and repeatedly reflecting y at the boundaries −1 and 1. The reflection can be repre-
sented according to the following function
R(x) :=

y y ≤ 1
2− y 1 < y < 3
−4 + y 3 ≤ y ≤ 4
, where y = x mod 4.
In this way, we can write the proposal kernel as
(1.8) QRRWM (x, dy) = L (R(x+ ξ))
where ξ ∼ q˜ and by introducing a step size parameter . We call the Metropolis-
Hastings algorithms based on tensorisations of these proposals Reflection Random
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Walk Metropolis (RRWM) algorithms. These algorithms are revisited in Section 4.3.
In particular, we consider the dependence of the L2U(−1,1)-spectral gap of Q on  for
q˜ = U(−1, 1) and q˜ = N (0, 1). Moreover, in Section 5 we provide numerical evidence
that the RRWM and the IS algorithms are robust with respect to an increase in
dimension. These simulations also show that the RRWM algorithm is a substantial
improvement over the IS algorithm especially for concentrated measures.
Remark 1. For the Besov prior one possible choice is to use the transition kernel
of a Metropolis-Hastings algorithm with target measure given by Equation (1.7) as
building block for the proposal. Under mild conditions, the resulting Markov chains
are geometrically ergodic [34, 21] and have therefore an L2ν-spectral gap [42]. In
particular, by Theorem 3.2 in [34] this is true for the RWM algorithm and arbitrary
q ≥ 1.
2. Review of Bayesian Inverse Problems and Metropolis-Hastings Al-
gorithms. This section is devoted to giving a brief summary on the relevant material
on Bayesian inverse problems and to giving an introduction on Metropolis-Hastings
algorithms on general state spaces. For more details, we refer the reader to [47, 48]
and [49, 8] respectively. The main idea of the Bayesian approach is to treat the pa-
rameters, the output of the mathematical model and the data as jointly distributed
random variables. The randomness of the parameters is introduced artificially to sub-
jectively model the uncertainty based on the a priori knowledge. The distribution of
the parameters is called the prior. In the Bayesian framework the conditional proba-
bility distribution of the parameters given the noisy data is called the posterior. It is
an update of the prior using the data and can be viewed as the solution to the inverse
problem because it describes the a posteriori uncertainty about the parameters. The
posterior is a very important tool because it can be used to
• obtain point estimates for the unknown in an inverse problem such as the
posterior mean or the MAP estimator which can be related to the Tikhonov
regularisation, see [12];
• quantify the uncertainty through the posterior variance or the posterior prob-
ability of a set in the parameter space.
We concentrate on the latter and note that both quantities can be written as poste-
rior expectations. Metropolis-Hastings algorithms are used for that purpose and are
reviewed in Section 2.2.
2.1. Bayesian Inverse Problems. We consider a general inverse problem for
which the data is generated by
y = G(a) + η ∈ Y.
Here η is the observational noise, a ∈ X is the input of the mathematical model,
for example the initial condition or coefficients for a PDE, and G is the forward
operator, a mapping between the Hilbert spaces X and Y . In this setting, the inverse
problem is concerned with the reconstruction of the input a to the model G given its
noisy output, the data y. In the Bayesian framework, this is approached by placing
a prior probability measure µ0 on a containing all the a priori information. If, in
addition, the forward operator G and the distribution of η is given, then a and y can
be treated as jointly varying random variables. Under mild assumptions, there exists
a conditional probability measure on a which is called the posterior, an update of
the prior using the data. In contrast to the minimiser of a least squares functional,
the posterior is continuous in the data with respect to the total variation and the
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Hellinger distance. The posterior is also continuous with respect to approximations
of the forward model. For the precise statements of these results we refer the reader
to the surveys in [47] and [48]. Due to the latter result, it is possible to bound the
difference between expectations calculated with respect to the posterior associated
with the infinite dimensional and the discretised forward model. In Sections 2.2 and
3, we explain how the Metropolis-Hastings algorithm can be used to approximate
expectations with respect to the posterior associated with the discretised forward
model and how the resulting Monte-Carlo error can be bounded. In order to use a
Metropolis-Hastings algorithm, we specify the posterior more explicitly. For finite
dimensional distributions given as probability densities Bayes’ rule [5] yields
(2.1) posterior ∝ likelihood× prior.
We consider a generalisation of Bayes’ rule to infinite dimensions. In this article, we
only consider finite dimensional data, that is Y = RN . However, the results in [47] and
[48] allow the data to be infinite dimensional as well. In the case of finite dimensional
data, where the observational noise has a Lebesgue density ρ, the Bayesian framework
can be summarised as follows
Prior a ∼ µ0
Noise η with pdf ρ(η)
Likelihood y|a r.v. with pdf ρ(y − G(a))
L(a) = ρ(y − G(a))
Posterior
dµy
dµ0
(a) ∝ L(a).
(2.2)
Subsequently, we drop the dependence on the data y and hope that this does
not cause any confusion for the reader. The important point to note here is that
the Equations (2.1) and (2.2) are of the same form as the general target measure for
the Metropolis-Hastings algorithm in Equation (1.1) which will be reviewed in the
subsequent section.
2.2. The Metropolis-Hastings Algorithm on General State Spaces. The
common idea of MCMC algorithms is to create a Markov chain with a prescribed
invariant measure, called the target measure µ. Samples of this Markov chain under
(mild) conditions satisfy a law of large numbers and can thus be used to approximate
expectations with respect to the target measure. Under stronger conditions it is
possible to control the resulting random error using a central limit theorem (CLT) or to
establish bounds on the mean square error. We follow [49] in introducing Metropolis-
Hastings algorithms on general state spaces as this is needed for Bayesian inverse
problems.
The idea of the Metropolis-Hastings kernel is to add an independent accept-
reject step to a proposal Markov kernel Q(x, dy) in order to produce a Markov kernel
P (x, dy) with µ as an invariant measure, that is
µP =
∫
X
µ(dx)P (x, dy) = µ(dy).
Subsequently, we discuss a choice of the acceptance probability such that µ is in-
variant for P . Thereafter we consider the reversibility of both the proposal and the
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Metropolis-Hastings kernel. This property is important because it yields error bounds
on the sample average in combination with an L2-spectral gap (c.f. Section 3). We
close this section by reviewing convergence results for Metropolis-Hastings algorithms.
The Metropolis-Hastings algorithm accepts a move from x to y proposed by the
kernel Q(x, dy) with acceptance probability α(x, y). Thus, the algorithm takes the
following form:
Algorithm Initialise X0. For i=0,. . . ,n do:
Generate Y ∼ Q(Xi, ·), U ∼ U(0, 1) independently and set
Xi+1 =
{
Y if α(Xi, Y ) > U
Xi otherwise
.
The transition kernel P (x, dy) associated with the Metropolis-Hastings algorithm
can be written as
P (x, dy) = α(x, y)Q(x, dy) + δx(dy)
(
1−
∫
E
Q(x, dy)α(x, y)
)
.
If the Radon-Nikodym derivative dµ(dy)Q(y,dx)dµ(dx)Q(x,dy) exists, then µ is invariant for P for
the choice
(2.3) α(x, y) := min
(
1,
dµ(dy)Q(y, dx)
dµ(dx)Q(x, dy)
)
.
In fact, µ is not only invariant for the Metropolis-Hastings kernel P but the kernel
P is also reversible with respect to µ [49] as defined subsequently.
Definition 2.1. A Markov kernel P is reversible with respect to a measure µ if
µ(dx)P (x, dy) = µ(dy)P (y, dx).
If the proposal Q is reversible with respect to a reference measure µ0 such that
dµ
dµ0
∝ L, then Equation (2.3) reduces to
(2.4) α(x, y) = min
(
1,
d CL(y)µ0(dy)Q(y, dx)
d CL(x)µ0(dx)Q(x, dy)
)
=
L(y)
L(x)
∧ 1.
The reference measure µ0 does not have to be a probability measure. In fact, in fi-
nite dimensions µ0 is often chosen to be the Lebesgue measure. The Markov kernel as-
sociated with a symmetric random walks preserve the Lebesgue measure and therefore
give rise to the simple acceptance ratio given above. The Random Walk Metropolis
(RWM) algorithm is the well-known special case, if Q(x, dy) = N (x,C)(dy) for some
positive definite covariance matrix C.
The problem in designing (efficient) proposals on function spaces is that the
Radon-Nikodym derivative in Equation (2.3) is often not well-defined. This follows
from different almost sure properties of µ(dx) and
∫
Q(y, dx)dµ(y) such as quadratic
variation or regularity properties. The simplest proposal which preserves these prop-
erties is to pick µ0 with the same almost sure properties and to use the proposal
kernel
Q(x, dy) = µ0(dy).
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The resulting algorithm is called independence sampler (IS) because the proposal
does not depend on the current state x. For Bayesian inverse problems it is natural
to design proposals that are reversible for the prior because this preserves the almost
sure properties and leads to a simple acceptance rule only involving the likelihood
(see also Equation (2.4)).
In general, Metropolis-Hastings algorithms are run in order to approximate
(2.5)
∫
µ(dx)f(x) by Sn,n0(f) =
1
n
n0+n∑
i=n0
f(Xi)
where n0 is the burn-in corresponding to throwing away the first n0 samples in order
to reduce the bias. The resulting error takes the form
en,n0(f) = µ(f)− Sn,n0(f).
The complexity of Metropolis-Hastings algorithms can be quantified as
number of necessary steps× cost of one step.
The cost of one step is usually easy to quantify and depends on the problem at hand.
The number of necessary steps depends on the prescribed error level (for example fixed
width (asymptotic) confidence interval see [22], [28] and [43]) and the convergence
properties of the Markov chain.
Geometric ergodicity is the most popular type of convergence used in the liter-
ature. An excellent review of this is given in [40]. However, this approach is not
well-adapted to Bayesian inverse problems since the ψ-irreducibility property often
fails to hold for the algorithm on a function space. By ψ-irreducible we mean the
existence of a positive measure ψ such that
ψ(A) > 0⇒ P (x,A) > 0 ∀x.
This property often fails for infinite dimensional problems because the transition prob-
abilities tend to be mutually singular for different starting points (this is even the case
for a Gaussian random walk). One exception is the IS algorithm [20]. Therefore the
notion of L2µ-spectral gaps, as introduced in Section 1.2, is much better adapted to
this situation and is used in the sequel.
Having introduced Bayesian inverse problems and Metropolis-Hastings algorithms
on general state spaces, we are now in the position to formulate and prove the main
result of this article.
3. L2-Spectral Gaps for Metropolis-Hastings algorithms. Much of the
theory on Metropolis-Hastings algorithms is aimed at establishing (asymptotic) bounds
on the Monte Carlo error defined by
en,n0(f) := µ(f)− Sn,n0(f)
where Sn,n0(f) is given by Equation (2.5). In this section, we survey the appropriate
theorems from the literature that allow us to bound this error in terms of an L2-
spectral gap justifying the importance of our main theorem. We start by introducing
Dirichlet forms which relate to the second largest eigenvalue λLmax
(
L20(µ)
)
P of P and
therefore allow us to bound λL
2
0(µ)
max (P ). In this way we obtain a bound on the L2-
spectral gap of a lazy version of the Metropolis-Hastings chain in terms of λ
L2µ0
max (Q)
for the corresponding proposal chain and the bound on L.
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3.1. The Implications of an L2-Spectral Gap. The two main implications
of an L2µ-spectral gap are a CLT for Sn,n0(f) providing an asymptotic bound on the
error of size O( 1√
n
) and a non-asymptotic bound on the mean square error. The latter
yields non-asymptotic confidence intervals using Chebyshev’s inequality.
In the following we present the precise statement of the CLT due to Kipnis and
Varadhan [24]. The following version is taken from [29].
Proposition 3.1. (Kipnis-Varadhan) Consider an ergodic Markov chain with
transition operator P which is reversible with respect to a probability measure µ and
which has an L2µ-spectral gap 1− β. For f ∈ L2 we define
σ2f,P =
〈
1 + P
1− P f, f
〉
.
Then for X0 ∼ µ the expression
√
n(Sn − µ(f)) converges weakly to N (0, σ2f,P ).
Moreover, the following inequality holds
σ2f,P ≤
2µ((f2 − µ(f)2))
(1− β) <∞.
The following non-asymptotic bounds on the mean square error are due to Rudolf [43].
Proposition 3.2. (Rudolf) Suppose that we have a Markov chain with Markov
operator P having an L2µ-spectral gap 1− β. For p ∈ (2,∞] let n0(p) be chosen such
that
(3.1) n0(p) ≥ 1
log (β−1)

p
2(p−2) log
(
32p
p−2
)∥∥∥ dνdµ − 1∥∥∥
L
p
p−2 (µ)
p ∈ (2, 4)
log(64)
∥∥∥ dνdµ − 1∥∥∥
L
p
p−2 (µ)
p ∈ [4,∞].
Then for Sn,n0 as in Equation (3.1) and f ∈ L2µ
(3.2) sup
‖f‖2≤1
E

µ(f))− 1
n
n0(p)+n∑
i=n0(p)
f(Xi)
2
 ≤ 2
n(1− β) +
2
n2(1− β)2 .
Remark 2. The burn in n0(p) is chosen in terms of an a priori bound on dνdµ − 1
in L
p
p−2 (µ). The bound in Equation (3.2) does not involve this quantity. For details,
we refer the reader to [43].
If a Metropolis-Hastings algorithm has an L2µ-spectral gap, then the two results
above can be used to derive asymptotic and non-asymptotic confidence intervals and
levels for the Monte-Carlo error en,n0(f). The CLT only provides asymptotic confi-
dence intervals. In contrast, bounds on the MSE imply non-asymptotic confidence
intervals using Chebyshev’s inequality. Moreover, the size of the confidence intervals
can be shrunk using the ’median trick’ which estimates Ef through the median of
multiple shorter runs leading to exponential tight bounds. This trick has been devel-
oped for MCMC algorithms in [37]. Another good reference to mention is given by
[28].
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3.2. Characterisation of the second largest eigenvalue of P on L2(µ).
The second largest eigenvalue P on L2(µ) is given by the largest eigenvalue λL
2
0(µ)
max (P )
of P on L20(µ) can be obtained from the smallest eigenvalue λ
L20(µ)
min (I − P ) of I − P
on L20(µ).
This can be characterised as follows
(3.3) 1− λL20(µ)max (P ) = inf
f∈L20(µ)
〈(I − P )f, f〉
|f |2 = inff∈L2(µ)
〈(I − P )Πf,Πf〉
|Πf |2
where Π : L20(µ)→ L2(µ) is the orthogonal projection onto L20(µ) given by
Πf = f − µ(f).
The denominator can be rewritten as
|Πf |2 = V arµ(f) =
∫
(f − µ(f))2 dµ
=
∫
f2dµ− µ(f)2 = 1
2
∫
µ(dx)µ(dy) (f(x)− f(y))2 .(3.4)
The nominator in Equation (3.3) can be rewritten as
〈(I − P )(f − µ(f)), f − µ(f)〉 = 〈(I − P )f, f − µ(f)〉 = 〈(I − P )f, f〉
=
∫
µ(dx)P (x, dy)
(
f(x)2 − f(x)f(y)) dy
=
1
2
∫
µ(dx)P (x, dy) (f(x)− f(y))2 dy =: EPµ (f, f).
The bilinear form E(f, f) is the Dirichlet form associated with the Markov chain
given through the transition kernel P . There is a large literature on studying Markov
processes through their Dirichlet form. We refer the reader to [44] for a short survey
on time-continuous Markov processes, to [15] for a full account of the theory and to
[30] for a review on discrete Markov chains. In the subsequent derivation of our main
theorem, we only use the characterisation of the L2µ-spectral gap
(3.5) 1− λL20(µ)max = inf
f∈L2(µ)
EPµ (f, f)
Var(f)
that we have just derived.
3.3. Main Result. The following theorem provides an explicit lower bound on
λ
L20(µ)
max (P ) of the Metropolis-Hastings chain in terms of the eigenvalue λ
L20(µ0)
max (Q) of
the proposal chain and the bounds on the density of the posterior with respect to
the prior. It is close in spirit to the comparison theorem for discrete Markov chains
obtained in [14].
Theorem 3.3. Suppose that the proposal kernel Q satisfies a lower bound on the
upper L2µ0-spectral gap 1 − λ
L20(µ)
max (Q) > 0 and assume that the target measure takes
the form
µ =
L
Z
µ0.
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Then the upper L2µ-spectral gap satisfies(
1− λL20(µ0)max (Q)
) L?3
L3?
≥ 1− λL20(µ)max (P ) ≥ L
4
?
L?4
(
1− λL20(µ0)max (Q)
)
where L? := inf L ≤ L ≤ supL = L?. In particular, the lazy version P˜r, given in
Equation (1.5), has an L2µ-spectral gap 1− βlazy satisfying
1− βlazy ≥ min
(
r + (1− r)(1 + λL20(µ))min (P )), r + (1− r)
L4?
L?4
(
1− λL20(µ0)max (Q)
))
.
Proof. From Equation (3.4) it follows that
L2?
Z2
Varµ(f) ≤ Varµ0(f) ≤
L?2
Z2
Varµ(f).
Similarly, we notice that
EPµ (f, f) =
1
2
∫
µ0(dx)Q(x, dy)
L
Z
α(x, y) (f(x)− f(y))2
≥ L?
Z
α?
1
2
∫
µ0(dx)Q(x, dy) (f(x)− f(y))2
≥ L
2
?
ZL?
(
1− λL20(µ0)max (Q)
)
Varµ0(f)
≥ L
4
?
Z3L?
(
1− λL20(µ0)max (Q)
)
Varµ(f)
≥ L
4
?
L?4
(
1− λL20(µ0)max (Q)
)
Varµ(f).
Thus, we can conclude that
1− λL20(µ)max (P ) = inf
f∈L2(µ)
EPµ (f, f)
Var(f)
≥ L
4
?
L?4
(
1− λL20(µ0)max (Q)
)
.
The other inequality is obtained in the following way
EQµ (f, f) =
1
2
∫
µ0(dx)Q(x, dy)
L
Z
α(x, y) (f(x)− f(y))2
≥ L?
Z
1
2
∫
µ(dx)P (x, dy) (f(x)− f(y))2
≥ L?
Z
(
1− λL20(µ)max (P )
)
Varµ(f)
≥ L
3
?
Z3
(
1− λL20(µ)max (P )
)
Varµ0(f).
The result for the lazy chain follows from the discussion at the beginning of this sec-
tion.
Remark 3. Using a lazy version of a Markov chain results in a worse asymptotic
performance. Corollary 1 from [29] states that the asymptotic variance of Sn(f) for
the Markov chain associated with P˜r is given by
σ2
f,P˜r
=
1
1− rσ
2
f,P +
r
1− rσ
2
f ≥ σ2f,P .
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However, the proof of Proposition 3.2 in [43] crucially requires a lower bound on the
L2-spectral gap to obtain a non-asymptotic bound on the mean square error.
This result highlights the insight that the reference measure is crucial for design-
ing efficient sampling algorithms on function spaces. A typical example would be
the use of a Markov chain that has an L2µ0-spectral gap where µ0 is the prior of a
Bayesian problem. If the likelihood is bounded, then the lazy version of the resulting
Metropolis-Hastings algorithm with this chain as the proposal has an L2µ-spectral gap
with µ being the posterior. However, the result is not limited to this situation because
µ0 and µ can be arbitrary measures such that the density of µ with respect to µ0 is
bounded.
Remark 4. For a fixed target measure a larger L2µ0-spectral gap of Q implies a
larger lower bound on the L2µ-spectral gap of P . In particular the largest lower bound
is achieved for the IS algorithm. It is important to note that this does not imply that
this choice leads to the largest spectral gap for P . In fact, the simulations in Section
5 as demonstrated in Figure ?? and 5.3 suggest otherwise.
Remark 5. The results obtained in [2] for the Gibbs sampler applied to a per-
turbation of a Gaussian measure suggest that the sharper inequalities(
L?
L?
)
(1− βprop) ≤ 1− β ≤
(
L?
L?
)
(1− βprop)
might hold. This seems to be an interesting question for further investigation.
4. Application to an Elliptic Inverse Problem. The theoretical result of
the previous section was motivated by studying the reconstruction of the diffusion
coefficient a given by noisy observations of the pressure p. In Section 4.1 we set
up the forward problem and review the literature on the resulting inverse problem
focusing on the Bayesian approach. In Section 4.2 we specify the Bayesian inverse
problem by setting up a uniform series prior and specify the noise to be additive and
Gaussian. Moreover, we show that the resulting posterior has a bounded density with
respect to this prior. The remaining part of the section is devoted to constructing
appropriate proposal kernels and proving a lower bound on their L2µ0 -spectral gaps
revisiting the ideas from Section 1.3. Thus, our main theorem implies a lower bound
on the L2µ- spectral gaps of the corresponding Metropolis-Hastings algorithms.
4.1. The Underlying PDE and Well-Definedness of the Forward Model.
The forward problem is based on the relation between the pressure p and the diffusion
coefficient amodelled by the following elliptic PDE with Dirichlet boundary conditions{
−∇ · (a∇p) = g(x) in D
p = 0 on ∂D
(4.1)
where D is a bounded domain in Rd and p and a are scalar functions on D. We assume
that a? ≥ a(x) ≥ a? > 0 for almost every x ∈ D. The subset of L∞(D)-functions
that satisfy this condition is denoted by
L∞+ :=
{
u ∈ L∞
∣∣∣ ess inf
D
u > 0
}
.
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If, additionally, g is in the Sobolev space H−1, then the solution operator p(x; a) :
L∞+ → H1, mapping to the unique weak solution of the PDE stated in Equation (4.1),
is well-defined (for details we refer the reader to [48]). We suppose that the forward
operator G, giving rise to the data, is based on the solution operator denoted by p(·; a)
and the observation operator O as follows
(4.2) G(a) = O (p(·; a))
Additionally, we suppose that it is equal to O = (l1, . . . , lN ) with li ∈ H−1.
The inverse problem associated with the above forward problem is well-known and
it is particularly relevant in oil reservoir simulations and the modelling of groundwater
flow, see for example [33]. A survey on classical least squares approaches to this inverse
problem can be found in [25] for which error estimates have been obtained recently in
[50]. A rigorous Bayesian formulation of this inverse problem with log-Gaussian priors
and Besov priors is given in [13] and [11] respectively, both are reviewed in [48]. There
is also an extensive literature in the uncertainty quantification community studying
how uncertainty propagates through the forward model. This can be investigated by
considering different realisations of the input. This approach can be combined with
the finite element [16] and Galerkin methods [3] used to approximate the underlying
equation. For the elliptic inverse problem under consideration, this has been studied
in [9]. In fact, it can be more efficient to use generalised Polynomial Chaos (gPC) [45]
instead of Monte Carlo methods. Recently, gPC methods have also been applied to
the elliptic inverse problem considered in [46, 20]. Since gPC often suffers from a large
constant and has only been developed for a few inverse problems, it is important to
construct efficient samplers tailored to the prior and likelihood at hand. Moreover, we
would like to mention that it is also possible to speed up MCMC algorithms using the
multi level approach. The expectation of interest is written as difference corresponding
to a finer and finer discretisation so that more MCMC samples are used for coarser
discretisations [20].
4.2. A Bayesian Approach. We set up the Bayesian inverse problem by spec-
ifying the prior and the distribution of the observational noise. Morevoer, we derive
a bound on the posterior density which allows us to use Theorem 3.3 at the end of
Section 4.3. Following [20] and [46], we choose a prior on the coefficients (u1, . . . , uJ)
for J ∈ N ∪ {∞} giving rise to the diffusion coefficient
a(u)(x) = a¯(x) +
∑
j∈J
γjujψj(x)(4.3)
where ‖ψi‖L∞ = 1. We suppose that ui i.i.d.∼ U(−1, 1) which corresponds to a prior
given by
µ0
J =
J⊗
j=1
U(−1, 1.)
Additionally, we assume that the weights γi are such that inf a(x)(x) is bounded away
from 0 uniformly in J implying that the solution operator p is well-defined for µ0-
almost every a(u). We would like to note that similar probability measures have been
studied for the propagation of uncertainty in [9].
We suppose that the data is given by
y = G(a(u)) + η
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where η ∼ N (0,Γ). The well-definedness of the corresponding posterior for J ∈
N ∪ {∞} has been proven in [46] and [48]. It takes the form
dµ
dµ0
∝ exp
(
−1
2
‖y − G(a)‖2Γ
)
.
We also know that
‖G(a)‖Γ ≤ ‖Γ‖2N maxi ‖li‖H−1 sup−1≤ai≤1
‖p(a)‖H1 ≤ C ‖Γ‖2N maxi ‖li‖H−1 a
−1
?
where a? := ess inf
D
a. Note that C depends on N (see Equation (4.2)) but can be
chosen uniformly in J . This gives rise to the following upper and lower bounds on
the likelihood
L? = 1
L? = exp
(
−2C2 ∥∥Γ−1∥∥1
2
N2
(
max
i
‖li‖H−1
)2
a−2?
)
.
These bounds are crucial because they allow us to use Theorem 3.3 in the next section.
4.3. Spectral Gaps for the Prior and the Posterior. In order to apply
our main result to the setting of this Bayesian inverse problem, we have to choose
a proposal kernel Q that is reversible and has an L2µ0 -spectral gap with respect to
µ0 = U(−1, 1)J . In the following we work out the details of constructing a proposal
for uniform series priors revisiting the ideas presented in Section 1.3. As described in
Remark 1, these ideas can also be generalised to Besov priors.
Given any kernel that has an L2U(−1,1)-spectral gap we may apply the tensorisa-
tion property of L2-spectral gaps [4, 17] in order to conclude that this application
to each component yields a kernel with the same size spectral gap for U(−1, 1)J .
Whereas we construct the one dimensional proposal distributions explicitly below,
it is worth pointing out that it is possible to obtain an appropriate one-dimensional
proposal using the Metropolis-Hastings kernel for U(−1, 1) with a one-dimensional
proposal distribution. Thus, the resulting Markov kernel is uniformly ergodic under
mild assumptions [40] implying an L2U(−1,1)-spectral gap [39]. Note that the resulting
proposal on [−1, 1]J can be accepted even if some of the one-dimensional Metropolis-
Hastings algorithms have rejected their proposal.
Alternatively, a Markov kernel with L2U(−1,1)-spectral gap can be obtained by
considering a random walk with symmetric proposal
QRW(x, dy) = q(x− y)dy
QRW(x, dy) = L(x+ ξ), where ξ ∼ q˜
and repeatedly reflecting y at the boundaries −1 and 1. The reflection can be repre-
sented according to the following function
R(x) =

y y ≤ 1
2− y 1 < y < 3
−4 + y 3 ≤ y ≤ 4
, where y = x mod 4.
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We call the Metropolis-Hastings algorithm based on tensorisations of this proposal
Reflection Random Walk Metropolis (RRWM) algorithm. In this way we can write
the proposal kernel as
(4.4) QRRWM(x, dy) = L (R(x+ ξ))
where ξ ∼ q˜. Its density with respect to the Lebesgue measure takes the form
(4.5) qRRWM(x, dy) =
∑
k∈Z
q˜(x− y + 4k) + q˜(x+ y + 4k + 2).
The proposal kernel QRRWM is reversible with respect to U(−1, 1) because
qRRWM(x, y) = qRRWM(y, x).
In the following we consider the RRWM algorithm with uniform random walk (ξ ∼
U(−, )) and with standard random walk (ξ ∼ N (0, 2)) which we call Reflection
Uniform RandomWalk Metropolis (RURWM) and Reflection Standard RandomWalk
Metropolis (RSRWM) algorithm, respectively. In contrast to the RSRWM algorithm,
the density of the RURWM has a closed form qRURWM . For  < 1 it is given by
(4.6)
qRURWM (x, y) ∝

1 if− 1 ≤ x, y ≤ 1, |x− y| ≤ , y > −x− 2 + , y < −x+ 2− 
2 if− 1 ≤ x, y ≤ 1, y ≤ −x− 2 +  or y ≥ −x+ 2− 
0 otherwise
.
The following result shows that the lazy versions of the RURWM algorithms have an
L2-spectral gap of order 2.
Theorem 4.1. There is c > 0 such that the L2U(−1,1)-spectral gap 1 − β of
QRURWM for  ≤ 1 satisfies 1− β ≥ c2.
Proof. See Appendix A.
In a similar manner it can also be shown that the proposal of the RSRWM al-
gorithm has an L2µ0 -spectral gap of order . In particular, the lower bound on the
transition density of the random walk can be obtained more easily because the n-step
transition kernel has an explicit form.
The lower bound on the spectral gap of the resulting lazy versions of Metropolis-
Hastings algorithms follows now from Theorem 3.3.
Corollary 4.2. Let Q be a Markov kernel that has an L2U(−1,1)-spectral gap
1 − βprop, J ∈ N ∪ {∞} and QJ =
⊗J
j=1Q(aj , da˜j). Then the lazy version of the
Metropolis-Hastings transition kernel PJ for µJ with proposal QJ has an L2µJ -spectral
gap 1− βJ and there is a J-independent lower bound of the form
1− β ≥ 1
2
exp
(
−8C2 ∥∥Γ−1∥∥N2 (max
i
‖li‖H−1
)2
a−2?
)
(1− βprop)2.
In this section, we have constructed the RRWM algorithm for the elliptic inverse
problem with prior based on a series expansion with uniformly distributed coefficients.
In the next section, we compare this algorithm to the IS and RWM algorithms using
simulations.
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5. Numerical Comparison of Different MCMC Algorithms for a partic-
ular Elliptic Inverse Problem. We apply the Random Walk Metropolis (RWM),
the Importance Sampling (IS) and the Reflection Random Walk Metropolis (RRWM)
algorithms to the posterior arising from the elliptic inverse problem considered in
Section 4. We use simulations to illustrate the following two aspects:
• On the one hand the acceptance probability of the standard RWM algorithm
decreases quickly as the dimension of the state space increases. On the other
hand, the relation between the step size and the acceptance probability of the
IS and RRWM algorithms are not affected by the dimension.
• The performance of the IS algorithm is only affected up to a point by the
dimension J of the state space. However, it does not perform well for concen-
trated target measures. In contrast our simulations show that the choice of an
appropriate step size for the RRWM algorithm leads to a good performance
for the problem at hand.
We first describe the implementation of the forward model, the choice of the prior and
the implementation of the IS, the RWM and the RRWM algorithms. Even-though
our result only applies to the lazy version of the Metropolis-Hastings algorithm, we
believe that this is artificial and present simulations for the non-lazy versions.
The remaining part of the section is then divided into presenting the dependence
of the relationship between step size and acceptance rate on the dimension as well as
the decay of the autocorrelation.
5.1. The Setup. We consider the elliptic inverse problem as described in Section
4 on the domainD = [0, 1]. In this case there is an explicit formula linking the pressure
p and the diffusion coefficient a which has been implemented using a trapezoidal rule.
We choose the prior as in Equation (4.3) on the coefficients ui, that is
µ0
J =
J⊗
j=0
U(−1, 1).
These coefficients give rise to the diffusion coefficient
(5.1) a(u)(x) = a¯(x) +
J∑
j=0
γjujψj(x) where uj
i.i.d.∼ U(−1, 1).
For our simulations we set
a¯(x) = 4.38.
ψ2j−1(x) = cos(2pijx), γ2j =
1
j2
, K ≥ j ≥ 1
ψ2j(x) = sin(2pijx), γ2j−1 =
1
j2
, K ≥ j ≥ 1
ψ0(x) = 1, γ0 = 1
where K denotes the number of Fourier coefficients. Note that the lower bound
a(x) ≥ 1 is independent of J = 2K. The data y corresponds to evaluations of the
pressure p on an evenly spaced grid. More precisely,
y = G(a†) + η = (p(i · d) + ηi)b1/dci=0
where η ∼ N (0, σ2I) and a† is a fixed draw from the prior.
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Subsequently, we consider the IS, the RWM, the RURWM and the RSRWM
algorithms with the following proposal kernels
QIS(x, dy) = µ0(dy)
QRWM (x, dy) = N (x, Id×d) (dy)
QRURWM (x, dy) = ⊗di=1L (R(x+ ξ)) , ξ ∼ U(−1, 1)
QRSRWM (x, dy) = ⊗di=1L (R(x+ ξ)) , ξ ∼ N (0, 1).
Note that the Metropolis-Hastings acceptance ratio, as described in Section 2,
implies that the RWM algorithm simply rejects any proposal outside the unit cube.
5.2. Acceptance Probabilities for the RWM and the RRWM Algo-
rithms. In Figure 5.1, we have plotted the acceptance probability against the step
size for the RWM, the RURWM and the RSRWM algorithm for different choices of K.
The target for both is the posterior arising from 33 artificially generated measurements
with σ = 0.05.
The step size parameter  affects the performance of all three algorithms. On
the one hand large step sizes are beneficial because the algorithm can explore the
state space quicker whereas they lead to a small acceptance ratio (see Figure 5.1).
On the other hand small step sizes lead to a high acceptance ratio but to highly
correlated samples. The IS algorithm does not have a step size parameter and its
average acceptance probability does not depend on the dimension. For this choice of
parameters it is approximately 4.4%.
Figure 5.1 clearly illustrates that the acceptance probability of the RWM algo-
rithm for a fixed step size deteriorates as the dimension increases. One reason for
the decay of the acceptance probability of the RWM algorithm is that the probability
of the proposal lying outside [0, 1]d increases to 1 as d → ∞. Moreover, there is no
visible impact of the dimension on the acceptance probability for the RURWM and
the RSRWM algorithms.
5.3. Autocorrelation of the IS, the RWM, the RURWM and the RSRWM
Algorithm. Even though our lower bound on the L2µ-spectral gap is smaller for the
RRWM algorithm than for the IS algorithm (cf. Remark 4), the numerical results in
this section suggest that the RRWM algorithm outperforms the IS algorithm espe-
cially if µ is peaked. The peakedness of µ is achieved by observing p on a fine mesh
with small noise (dx = 0.03 and σ = 0.03).
The computational cost of both algorithms is nearly the same because the cost
of computing the likelihood is more expensive than generating the proposal, which
is slightly more expensive for the RRWM algorithm. Subsequently, we compare the
RWM, the IS, the RURWM and the RSRWM algorithm by plotting their autocorre-
lation. We consider K = 25 (K = 250) corresponding to an expansion with 25 (250)
sine and 25 (250) cosine coefficients and a constant term thus giving rise to a 51 (501)
dimensional problem.
In order to compare the RWM and the RRWM algorithms in a fair way, we
choose the step size  in a way to get an acceptance rate close to 0.135. In the case
of the RWM algorithm this is motivated by the optimal scaling results in [36]. The
optimality of this acceptance rate is indicated by proving that the properly rescaled
samples converge to a Langevin diffusion whose time scale depends on the acceptance
rate of the RWM algorithm. An acceptance rate of 0.135 corresponds to the largest
time scale and thus to a quicker convergence to equilibrium of the Langevin diffusion.
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(a) Acceptance rate vs. step size for the RWM algorithm
(b) Acceptance rate vs. step size for the RURWM algorithm
(c) Acceptance rate vs. step size for the RSRWM algorithm
Figure 5.1: Dependence of the acceptance probability on the dimension
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For the RRWM algorithm the acceptance rate is not affected by the choice of J .
However, it is reasonable to choose a step size with acceptance probability bounded
away from one and zero.
For the lazy version of the RRWM algorithm we know that the L2µ-spectral gap
is bounded below and thus the asymptotic variance of the CLT (c.f. Proposition
3.1) for f ∈ L2µ is bounded above. The asymptotic variance can be related to the
autocorrelation which is given by
ci = Cov(f(X0), f(Xi))
where Xi is the evolution of the corresponding Markov chain. It is well-known that
the asymptotic variance is equal to the integrated autocorrelation [18, 35] which is
given by
σ2 = c0 + 2
∞∑
i=0
ci.
We consider the Markov chain resulting from the IS, the RWM, the RURWM and
the RSRWM algorithm on the state space [−1, 1]J+1. We denote by ui the i =
0, . . . , J projections onto the i + 1-th coordinate. In the following we consider the
autocorrelation for u0 (c.f. Equation 5.1) for the algorithms mentioned above.
Simulations for d = 0.1 and σ = 0.1 are presented in Figure 5.2 which shows that
the autocorrelation of the RURWM, the RSRWM and the IS algorithm is only affected
up to a point by the dimension of the state space. In contrast, the autocorrelation
of the RWM decays much slower for the 501-dimensional state space as for the 51-
dimensional state space. In Figure 5.3, we consider the decay of the autocorrelation
of the IS, the RWM, the RURWM and the RSRWM algorithm for more observations
and lower observational noise (d = 0.04 and σ = 0.03). However, this implies that
the measure concentrates in smaller regions of the state space making it harder to
sample from. Figure 5.3 illustrates that the RURWM and the RSRWM algorithm
can be tuned to work well for concentrated target measures whereas the IS algorithm
behaves poorly even though it is dimension independent.
For a fixed step size the RWM algorithm deteriorates as the dimension increases
because the probability that one component steps outside [−1, 1] converges to one. If
the step size is scaled to zero appropriately, the performance of the RWM algorithm
deteriorates slower but for a large enough state space the IS algorithm outperforms the
RWM algorithm for fixed observation operator and observational noise. The reason
for this is that Corollary 4.2 yields a dimension independent lower bound on the
performance of the IS, the RURWM and the RSRWM algorithm.
6. Conclusion and Avenues of Further Research. In this article, we have
shown that it is possible to transfer L2-spectral gaps from the proposal Markov kernel
to the lazy version of the Metropolis-Hastings Markov kernel. This yields theoretical
bounds for a large class of proposals for non-Gaussian measures on function spaces.
Our main assumption is that the density with respect to the reference measure is
bounded above and below. This is a restrictive condition but it is difficult to prove
any results in great generality under weaker assumptions. The assumption that the
density is bounded above and below on bounded sets seems weak enough. Both
assumptions only differ in the tails and restricting the problem to a large enough
set decreases the probability of a sampling algorithm leaving it in the duration of a
simulation to almost zero. But it is often the tail behaviour which prevents algorithms
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(a) 51-dimensional state space, acceptance
rate: RWM 14.1%, IS 3.9%, RURWM 24.8%
RSRWM 27.7%
(b) 501-dimensional state space, acceptance
rate: IS 4.6%, RWM 14.4%, RURWM 26.6%,
RSRWM 28.7%
Figure 5.2: Autocorrelation arising from a posterior for σ=0.1 and d = 0.1
(a) 51-dimensional state space, acceptance
rate: IS 0.0001%, RWM 25.4%, RURWM
21%,RSRWM 24.6%
(b) 501-dimensional state space, acceptance
rate: IS 0.04%, RWM 14.2%, RURWM 30%,
RSRWM 25.5%
Figure 5.3: Autocorrelation arising from posterior for σ=0.05 and d = 0.05
from satisfying the desired convergence properties, see for example [41] which describes
the phenomenon for the Langevin diffusion. This effect is also described in [7], but it
is not clear what impact this behaviour has on the sample average.
Our main result justifies the use of sampling methods other than the IS algorithm
for the Bayesian elliptic inverse problem considered above. However, our bounds do
not show that locally moving algorithms, as the RURWM and the RSRWM algorithm
designed in Section 4, are asymptotically better than the IS algorithm. Comparing
two sampling algorithms is difficult since their performance depend on the specific
target. Moreover, the performance also depends on the choice of the parameters, for
example the step size of the algorithms. Nonetheless, rigorously showing that the
RURWM and the RSRWM algorithm outperform the IS algorithm, even in a special
case, would be an interesting result.
Moreover, the range of the posterior density goes to infinity as the variance of the
noise goes to zero. This suggests that sampling methods perform worse and worse as
the observational noise goes to zero. Getting precise asymptotics of this behaviour
would lead to a better understanding of the performance of sampling algorithms for
Bayesian inverse problems.
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As mentioned in Section 4, the proposal kernels of the RURWM and the RSRWM
algorithm are based on a tensorisation of Markov kernels for the uniform distribution
on [−1, 1]. It is also interesting to consider tensorisation of Metropolis-Hastings ker-
nels for the uniform distribution on [−1, 1]. Whereas we used the explicit structure
of the prior, an interesting direction for more complicated priors is to use Metropolis-
Hastings chains or combinations, such as tensorisation. This can lead to good propos-
als for another Metropolis-Hastings chain. Note that even if some of the Metropolis-
Hastings algorithms in the tensorisation reject their proposal, the overall proposal
can still be accepted. A deeper investigation of this approach can lead to a better
understanding and guidelines for the design of efficient proposals. An interesting
special case are MCMC algorithms for Bayesian inverse problems formulated on the
coefficients of a Fourier series expansion. Usually the coefficients corresponding to
high frequencies have only little impact on the forward problem and hence the inverse
problem. Developing proposals that exploit this phenomenon should also be pursued.
One extension of this application which is of particular interest would be to con-
sider a multi-scale diffusion coefficient because there is interest in the fine and coarse
scale properties of the permeability for example in subsurface geophysics. Homogeni-
sation results imply that different combinations of fine and coarse scales lead to ef-
fectively the same homogenised problem thus leading to a lack of identifiability. This
also seems to be a very interesting idea.
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Appendix A. Proof of Theorem 4.1. We first prove that for  small enough
there is an -independent lower bound on the L2µ0-spectral gap of
(
QRURWM
)n with
n() =
⌈
1
2
⌉
. This is achieved by showing that [−1, 1] is a small set for (QRURWM )n.
This implies uniform ergodicity and in turn a lower bound on the L2U(−1,1)-spectral
gap of
(
QRURWM
)n. A lower bound on the L2U(−1,1)-spectral gap of QRURWM can
then be obtained using the spectral theorem. By q˜(x, y) = 1(x−,x+)(y) we denote
the density of the unreflected random walk. The density qRURWM,n of
(
QRURWM
)n is
point-wise larger than q˜,n because each y might have several preimages under R (c.f.
Equation (4.6)). In order to show that [−1, 1] is a small set, we need to obtain a
uniformly lower bound on the transition density q˜,n. This is achieved using a local
limit theorem from [38].
Theorem A.1. (Theorem 13 in Section 7 of [38]) Let {Xn} be a sequence of
independent random variables having a common distribution with zero mean, non-
zero variance, and finite absolute moment E |X1|k of some integer order k ≥ 3. Let
pN (x) be the density of the random variable 1σ√n
∑n
j=1Xj. Then
pn(x) = φ(x) +
k−2∑
v=1
qν(x)
nν/2
+ o
(
1
n(k−2)/2
)
where φ(x) = 1√
2pi
exp
(
−x22
)
is the density of N (0, 1).
For our case we are able to obtain the following corollary.
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Corollary A.2. Let Un
i.i.d.∼ U(−1, 1) then the density of pn of 1√
n/3
∑n
j=1 Uj
satisfies
pn(x) = φ(x) +O
(
1
n
)
.
We denote the probability density of 
∑n
i=1 Ui by p˜

n(x) which is related to pn through
p˜n(x) = p

n
 x

√
1
3n
 1√
1
3n
.
Using n() =
⌈
1
2
⌉
and Corollary A.2, we know that∣∣∣∣∣∣p˜n()(x)− φ
 x

√
1
3n()
 1

√
1
3n()
∣∣∣∣∣∣ ≤ 1√ 13n()
∣∣∣∣∣∣pn
 x

√
1
3n()
− φ
 x

√
1
3n()
∣∣∣∣∣∣
≤
√
3C
1
n()
.
Since pn is symmetric and log-concave
inf
x∈[−2,2]
p˜n()(x) = p˜

n()(2),
the aim is to obtain a lower bound on p˜n(2). This is achieved by noting that
φ
 2

√
1
3n()
 1

√
1
3n()
≥ φ
(
2
√
3
) √3
2
=: 2l.
For all  ≤ 0 small enough and hence n() large enough∣∣∣∣∣∣p˜n()(x)− φ
 x

√
1
3n()
 1

√
1
3n()
∣∣∣∣∣∣ ≤ l ∀x.
Using the triangle inequality, this yields a uniform lower bound on the transition
kernel
q˜,n(x, y) ≥ p˜n()(2) ≥ φ
 2

√
1
3n()
 1

√
1
3n()
− l ≥ l ∀x, y ∈ [−1, 1].
Therefore qRURWM,n also satisfies
qRURWM,n (x, y) ≥ q˜,n(x, y) ≥ l ∀x, y ∈ [−1, 1].
Thus, the state space [−1, 1] is a small set and hence we can apply Theorem 8 in [40]
which implies that∥∥∥(QRURWM )n·k (d, dy)− U(−1, 1)∥∥∥
TV
≤ (1− l)k.
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For reversible Markov processes uniform ergodicity implies an L2U(−1,1)-spectral gap of
the same size, see for example [43]. Hence
(
QRURWM
)n has an L2U(−1,1)-spectral gap
of size 1-βˆ = l. The L2U(−1,1)-spectral theorem for self-adjoint operators now implies
that the L2U(−1,1)-spectral gap of Q
RURWM
 is
1− β = 1− (1− l) 1n ≥ l
n
≥ l
2
2.
It is left to treat 1 ≥  > 0. For this range of  we choose n = n(0) =
⌈
1
20
⌉
so that∣∣∣∣∣∣p˜n(0) (x)− φ
 x

√
1
3n(0)
 1

√
1
3n(0)
∣∣∣∣∣∣
=
∣∣∣∣∣∣pn(0)
 x

√
1
3n(0)
 1

√
1
3n(0)
− φ
 x

√
1
3n(0)
 1

√
1
3n(0)
∣∣∣∣∣∣
≤
√
30

C
1
n(0)
≤ 0

l
On the other hand
φ
 2

√
1
3n(0)
 1

√
1
3n(0)
≥ φ
(√
32
0

) 0

√
3
2
≥ 0

2l.
Similarly to the above, we know that
qRURWM,n (x, y) ≥ q˜,n(x, y) ≥
0

l ∀x, y ∈ [−1, 1].
Hence it follows that the L2U(−1,1)-spectral gap of (Q
RURWM
 )
n(0) is bounded below
by 0 l. Using the spectral theorem, we conclude that the L
2
U(−1,1)-spectral gap 1−β
of QRURWM satisfies
1− β ≥ 1−
(
1− 0

l
) 1
n() ≥ 0

l
1
n()
≥ 
3
0
2
l =
30
3
l
2
2 ≥ 30
l
2
2.
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