A monomial basis for the coinvariant algebra of type D is introduced. This basis naturally leads to the definition of a new family of representations that decompose the homogeneous components of the coinvariant algebra. Furthermore, the multiplicity of the irreducible characters within the characters of these representations is described in terms of tableaux. This algebraic setting is then applied to generalize various combinatorial identities and find new ones.  2004 Elsevier Inc. All rights reserved.
Introduction
Let W be one of the classical Weyl groups A n−1 , B n , or D n , and let I W be the ideal of the polynomial ring P n := C[x 1 , . . . , x n ] generated by constant-term-free W -invariant polynomials. The quotient R(W ) := P n /I W is called the coinvariant algebra of W and it is well know that it has dimension |W | as a C-vector space. The problem of finding a basis for the coinvariant algebra is important for many applications, and has been studied by a number of mathematicians (see, e.g., [4] [5] [6] ). Garsia and Stanton presented a descent basis for a finite-dimensional quotient of the Stanley-Reisner ring arising from a finite Weyl group (see [11] ). For type A, unlike for other types, this quotient is isomorphic to R(W ) and in this case the basis elements are monomials of degree equal to the "major index" (maj) of the indexing permutation. On the other hand, it is well known that R(W ) affords the left regular representation of W (see, e.g., [13] ); i.e., the multiplicity of each irreducible representation is its dimension. Moreover, the action of W preserves the natural grading (induced from that of P n ) by total degree, and so it is natural to ask about the multiplicity of each irreducible representation of W in the kth homogeneous component R k (W ) . In the case of the symmetric group S n , the answer is given by a well-known theorem, due independently to Kraskiewicz and Weymann [15] , Lusztig and Stanley [20, 23] , that expresses the multiplicity of the irreducible S n -representation in R k (S n ) in terms of the statistic maj defined on standard Young tableaux (SYT).
For type B these problems are solved by Adin, Brenti, and Roichman in the recent paper [2] . They provide a descent basis of R(B n ) and an extension of the construction of Solomon's descent representations (see [19] ) for this type.
In this paper we show how to extend these results to the Weyl groups of type D. We construct an analogue of the descent basis for the coinvariant algebra of type D via a Straightening Lemma. The basis elements are monomials of degree Dmaj, that is a statistic for D n analogous to maj for S n (see [8] ). This new basis leads to the definition of a family of D n -modules R D,N , which have a basis indexed by the evensigned permutations having D as "descent set" and N as "negative set." For this reason we call them negative-descent representations. They are analogous but different from Solomon descent representations and Kazhdan-Lusztig representations (see [14] ). We decompose R k (D n ) into a direct sum of the representations R D,N . Finally, we introduce the concept of D-standard Young bitableaux and, by an appropriate definition of Dmaj on them, we give an explicit decomposition into irreducible modules of these negativedescent representations, refining a theorem of Stembridge [24] . This algebraic setting is then applied to obtain new multivariate combinatorial identities.
Notation and preliminaries
In this section we give some definitions, notation, and results that will be used in the rest of this work. We let P := {1, 2, 3, . . .} and N := P∪{0}. For a ∈ N we let [a] := {1, 2, . . ., a} (where [0] := ∅). Given n, m ∈ Z, n m, we let [n, m] := {n, n + 1, . . ., m}. Given n, m ∈ Z, by n ≡ m we mean n ≡ m (mod 2). For a set A we denote its cardinality by |A|.
Statistics on Coxeter groups
We always consider the linear order on Z
instead of the usual ordering. Given a sequence σ = (σ 1 , . . . , σ n ) ∈ Z n , we let
The set of descents and the descent number of σ are respectively
and des(σ ) := Des(σ ) .
, the number of descents in σ from position i on is denoted by
The major index of σ (first defined by MacMahon in [17] ) is
i.
Given a set A, we let S(A) be the set of all bijections τ : A → A and
Given a variable q and a commutative ring R, we denote by
) the ring of polynomials (respectively formal power series) in q with coefficients in R. For i ∈ N we let, as customary,
The generating function for the joint distribution of des and maj over S n is given by the following identity of Carlitz (see, e.g., [10] ). Let n ∈ P. Then r 0
Let B n be the group of all bijections β of the set [−n, n] \ {0} onto itself such that
for all i ∈ [−n, n] \ {0}, with composition as the group operation. If β ∈ B n then, following [9] , we write β = [β 1 , . . . , β n ] to mean that β(i) = β i , for i = 1, . . . , n, and call this the window notation of β. The group B n is often called the group of all signed permutations on [n] or the hyperoctahedral group of rank n. Following [1, 3] , we define the flag-major index of β ∈ B n by fmaj(β) := 2 maj(β) + neg(β),
and the flag-descent number of β by where
It is known that fmaj is equidistributed with length on B n (see [3] , where fmaj is denoted flag-major).
We denote by D n the subgroup of B n consisting of all the signed permutations having an even number of negative entries in their window notation, more precisely,
It is well known (see, e.g., [9] ) that D n is a Coxeter group ( Fig. 1 ) with respect to the generating set S := {s 0 , . . . , s n−1 } where, for i ∈ [n − 1],
Following [8] , for γ ∈ D n we define the D-major index and D-descent number by Dmaj(γ ) := fmaj |γ | n and Ddes(γ ) := fdes |γ | n . Now we introduce the following subset of B n :
The map D n → ∆ n defined by γ → |γ | n is a bijection. So, by means of this bijection, any function defined on ∆ n can also be considered as a function defined on D n . In what follows, we work with the subset ∆ n instead of D n in order to make some definitions and arguments more natural and transparent. In particular, for γ ∈ ∆ n , we let Dmaj(γ ) := fmaj(γ ) and Ddes(γ ) := fdes(γ ).
The elements of ∆ n will be still denoted by γ . The statistic Dmaj is Mahonian (i.e., it has the same distribution as the length function on D n ) and the generating function of the pair (Ddes, Dmaj) is given by 
Partitions and tableaux
A partition λ of a nonnegative integer n is an infinite sequence (λ 1 , λ 2 , . . .) of nonnegative integers with finitely many terms different from 0, where λ 1 λ 2 · · · and
The sum i λ i = n is called the size of λ and we write λ n or |λ| = n. The number of parts of λ (i.e., the number of nonzero λ i ) is the length of λ, denoted (λ). The set of all partition with (λ) n is denoted by P(n). For any partition λ = (λ 1 , . . . , λ n ) ∈ P(n) we let, for every j 0,
be the multinomial coefficient. We denote by λ the partition conjugate to λ.
The dominance order is a partial order defined on the set of partitions of a fixed nonnegative integer n as follows. If µ and λ are partitions of size n, then we define µ P λ if
A Young tableau of shape λ is obtained by inserting the integers 1, 2, . . ., n (where n = |λ|) as entries in the cells of the Ferrers diagram of shape λ allowing no repetitions. A standard Young tableau of shape λ is a Young tableau whose entries increase along rows and down columns. We denote by SYT(λ) the set of all standard Young tableaux of shape λ.
For example, the tableau T in Fig. 2 belongs to SYT(5, 3, 2, 1).
A descent in a standard Young tableau T is an entry i such that i + 1 is strictly below i. We denote the set of descents in T by Des(T ). The major index of a tableau T is maj(T ) := i∈Des (T ) i.
In the example above Des(T ) = {1, 3, 5, 8, 10} and so maj(T ) = 27. A bipartition of a nonnegative integer n is an ordered pair (λ, µ) of partitions such that |λ| + |µ| = n, denoted by (λ, µ) n. The Ferrers diagram of shape (λ, µ) is obtained by the union of the Ferrers diagrams of shapes λ and µ by positioning the second to the southwest of the first. We define a standard Young bitableau T = (T 1 , T 2 ) of shape (λ, µ) n by inserting the integers 1, 2, . . . , n in the corresponding Ferrers diagram increasing along rows and columns. We denote the set of all standard Young bitableaux of shape (λ, µ) by SYT(λ, µ). We define Des(T ) and maj(T ) as above, we let Neg(T ) be the set of entries of T 2 and neg(T ) be its cardinality. We define the flag-major index of a bitableau by
Definition. Given two partitions λ, µ such that |λ| + |µ| = n, we define a D-standard (Young) bitableau T = (T 1 , T 2 ) of type {λ, µ} as a standard Young bitableau of shape (λ, µ) or (µ, λ) such that n is an entry of T 1 .
We let Des(T ), maj(T ), and neg(T ) be as above and we define the D-major index of a D-standard bitableau as the restriction of fmaj and we denote it by
For example, T and S in Fig. 3 are two D-standard bitableaux of type {(3, 1), (2, 2, 1)} and we have Dmaj(T ) = 2 · 15 + 5 = 35 and Dmaj(S) = 2 · 13 + 4 = 30.
We denote by DSYT{λ, µ} the set of all D-standard bitableaux of type {λ, µ}.
Combinatorial representation theory
The ring P S n n of S n -invariants of P n is the ring of the symmetric polynomials. We recall some of its bases. Following [21] , for any partition λ we denote the elementary symmetric polynomial associated to λ by e λ (x), the power sum symmetric polynomial by p λ (x), and the Schur symmetric polynomial by s λ (x), wherex := (x 1 , x 2 , . . . , x n ). The irreducible representations, as well as the conjugacy classes, of the symmetric group S n are known to be indexed by partitions of n. If λ and α are two partitions of n, we denote by χ λ α the value of the character of the irreducible representation indexed by λ on the conjugacy class of cycle type α. The following theorem is due to Frobenius and we refer the reader to [22, Corollary 7.17 .4] for its proof.
Theorem 2.1 (Frobenius formula). Let α be a partition of n. Then
In the case of B n the conjugacy classes and the irreducible characters are parametrized by ordered pairs of partitions such that the total sum of their parts is equal to n (see, e.g., [16] ). The pair (α, β) corresponding to a conjugacy class describes the sign cycletype for any element in the class and we use the convention that α corresponds to the positive, and β to the negative, cycles. For two partitions α, β and two sets of independent variablesx andȳ, we define
and we let χ λ,µ α,β be the value of the irreducible character of B n indexed by (λ, µ) on the conjugacy class of type (α, β). The analogue of Theorem 2.1 is the following (see [16, p. 178] ).
Theorem 2.2. For any bipartition
where the sum runs through all ordered pairs of partitions (λ, µ) of total size |λ| + |µ| = |α| + |β| = n.
Since D n is a subgroup of index 2 of the Weyl group B n , the intersection of a conjugacy class of B n with D n is either empty, or a single class, or splits up into two classes in D n . This also leads to a parametrization of the classes of D n by pairs of partitions (α, β) as before, but where (β) is even and where there are two classes of this type if β is empty and all parts of α are even. In the latter case these two classes in D n are usually labeled by (α, +) and (α, −). On the other hand, the restriction of an irreducible character of B n to D n is either irreducible, or splits up into two irreducible components. Let (λ, µ) be a pair of partitions with total size n. If λ = µ, then the restrictions of the irreducible characters of B n labeled by (λ, µ) and (µ, λ) are irreducible and equal. If λ = µ, then the restriction of the character labeled by (λ, λ) splits into two irreducible components, which we denote by (λ, λ) + and (λ, λ) − . Note that this can only happen if n is even. Hence, we may label all irreducible characters of D n by (λ, µ) where λ and µ are two partitions such that |λ| + |µ| = n, λ µ in some total order ≺ on the set of all integer partitions, and is equal to ≺ if λ = µ and equal to either + or − if λ = µ.
We refer to the following theorem as the Frobenius formula for D n ; although it is certainly known, we give a proof for lack of an adequate reference.
Theorem 2.3 (Frobenius formula for D n ). For any bipartition (α, β) n with
where the first sum is taken over all (λ, µ) n such that λ ≺ µ.
Proof. It is a consequence of Theorem 2.2, observing that if
λ ≺ µ then χ λ,µ α,β = χ µ,λ α,β = χ (λ,µ) ≺ α,β , and if |λ| = n/2 then χ λ,λ α,β = χ (λ,λ) + α,β + χ (λ,λ) − α,β . 2
Coinvariant algebra
Consider the natural action ϕ of a classical Weyl group W (with W = A n−1 , B n , D n ) on P n defined on the generators by
for all w ∈ W and extended uniquely to an algebra homomorphism. The ring of invariants P W n is generated by n homogeneous algebraically independent elements of positive degree, together with 1. Let I W be the ideal of P n generated by the elements in P W n without constant term. The quotient R(W ) := P n /I W is called the coinvariant algebra of W and it is well known that it has dimension |W | as a C-vector space. Moreover, W acts naturally as a group of linear operators on this space and it can be shown that this representation of W is isomorphic to the regular representation (see, e.g., [12, §II.3] or [13, §3.6] ). All these properties naturally lead to the problem of finding a "nice" basis for R(W ).
The Garsia-Stanton descent basis and its extension
A basis for the coinvariant algebra of type A has been found by Garsia and Stanton [11] . For σ ∈ S n they define
It is immediate to see that (1) . They show that the set {a σ + I S n : σ ∈ S n } is a basis of R(S n ), called the descent basis. Note that the representatives a σ of this basis are actually monomials with deg(a σ ) = maj(σ ).
In [5] Allen constructed a non-monomial basis for R(W ) for all classical Weyl groups. In the recent work [2] Adin, Brenti, and Roichman defined a monomial basis for the coinvariant algebra of type B that seems to be the right generalization of the GarsiaStanton basis for type A.
The coinvariant algebra has a natural grading induced from the grading of P n by total degree and we denote by R k (W ) its kth homogeneous component, so that
In the case of the symmetric group, the major index on standard Young tableaux plays a crucial role in the decomposition of R k (S n ) into irreducible representations, and we have the following theorem due independently to Kraskiewicz and Weymann [15] , Lusztig (unpublished), and Stanley [20, 23] 
The following is the analogous result for D n of Theorem 2.4 and was proved by Stembridge [24] (see also [5] ). Here we state it in our terminology. 
Negative-descent basis for R(D n )
We define a family of monomials, indexed by ∆ n , and we prove that it is a basis for the coinvariant algebra of type D, that we call the negative-descent basis. To this end we present a Straightening Lemma for expanding an arbitrary monomial in P n in terms of the negative-descent basis with coefficients in P D n n . This algorithm is a generalization of the one presented in [2] for types A and B.
Let γ ∈ ∆ n ; for i ∈ [n], we define
where d i (γ ) has been defined in (1) . Note that
, and h n (γ ) = 0.
Definition. For any γ ∈ ∆ n , we define
Note that, by (6), we have deg 6 . The goal of this section is to prove that the set {c γ + I D n : γ ∈ ∆ n } is a linear basis for the coinvariant algebra of type D. We call it the negative-descent basis and c γ a descent basis element. We denote by
is a set of basic invariants for P D n n . Moreover, for any partition λ = (λ 1 , . . . , λ t ) with λ 1 n, we define f λ := f λ 1 · · · f λ t . In this section we restrict our attention to the quotient S := P n /(f n ). We naturally identify a monomial in P n that does not contain all the variables with its corresponding nonzero class in S. We start by associating to any nonzero monomial M ∈ S a signed permutation γ (M) ∈ ∆ n . So let M be a nonzero monomial in S, M = n i=1 x p i i (note that p i = 0 for some 1 i n). We define γ (M) as the unique element γ ∈ ∆ n such that, for i ∈ [n − 1],
We call γ (M) ∈ ∆ n the index permutation and
the exponent partition of M. 
We denote by µ(M) the partition conjugate to ((p |γ
where γ = γ (M), µ = µ(M), and r := (µ).
, and µ(M) = (3, 2). We now define a partial order on the monomials of the same total degree in S.
Definition. Let M and M be nonzero monomials in S with the same total degree and such that the exponents of x i in M and M have the same parity for every i ∈ [n]. Then we write M < M if one of the following holds:
(
1) λ(M ) λ(M), or (2) λ(M ) = λ(M) and inv(γ (M )) > inv(γ (M)).
From now on we denote
Lemma 3.2. Let M ∈ S be a nonzero monomial and k
∈ [n − 1]. Then M · f k = M (k) + M <M (k) M,M M in S, where M,M ∈ {0, 1}. Proof. Let λ(M) = (λ 1 , . . . , λ n ), with λ n = 0, be the exponent partition of M. Then λ(M (k) ) = (λ 1 + 2, λ 2 + 2, . . . , λ k + 2, λ k+1 , .
. . , λ n ). It is clear that M (k) is a summand appearing in the expansion of the polynomial M · f k . We claim that if M is any other term appearing in M · f k , then λ(M ) P λ(M (k) ). In fact, it is easy to see that there exists A ⊆ [n]
with |A| = k and σ ∈ S n such that 
and the proof of the claim is complete. If λ(M (k) ) = λ(M ), we are done, so we suppose λ(M (k) ) = λ(M ). This happens if and only if γ (M (k) )(j ) = γ (M )(j ) for all
Moreover, by the definition of γ (M), we have
Now let N be a nonzero monomial in S, γ = γ (N), and µ(N) = (µ 1 , . . . , µ r ). By Lemma 3.2, we have
By (8) and (9), we obtain (7) we have
Lemma 3.3 (Straightening Lemma). Let M be a monomial in S. Then M admits the following expression in S:
where n M,M are integers.
Proof. It follows immediately by iterating (10). 2
For example, let n = 4 and 
where M 3 = x 3 2 x 2 3 x 4 4 . Now it is easy to see that M 3 = c γ (M 3 ) and this concludes the computation.
Note that Lemma 3.3 provides also an algorithm for expanding any monomial M ∈ P n as a linear combination of the monomials c γ with coefficients in I D n . This follows directly by the trivial observation that any monomial M ∈ P n can be expressed as M = f t n M , for a suitable nonnegative integer t and a nonzero monomial M ∈ S. Now we are ready to state and prove the main result of this section.
Theorem 3.4. The set
{c γ + I D n : γ ∈ ∆ n }
is a basis for R(D n ).
Proof. By Lemma 3.3, the set {c γ + I D n : γ ∈ ∆ n } spans R(D n ) as a C-vector space. Since it has cardinality equal to the dimension of R(D n ), as stated at the end of Section 2.4, it is also a basis. 2
Negative-descent representations of D n
In this section we introduce a new family of D n -modules R D,N . We decompose R k (D n ) into a direct sum of these modules and finally we compute the multiplicity of each irreducible representation of D n in R D,N . This refines a theorem due to Stembridge [24] (see also [5] ). Proof. Let λ (1) < λ (2) < · · · < λ (r) be a linear extension of the dominance order on the set {λ(c γ ): Dmaj(γ ) = k}, i.e., λ (i) P λ (j ) implies i j . Consider the following flag of subspaces of R k (D n ):
Homogeneous components in R(

Proof. By definition, λ(c γ )
. By Maschke's theorem we can easily prove, by induction on n − i, that
for all i ∈ [0, r]. The claim follows for i = 0, since M 0 = 0. 2
Irreducible components of the descent representations
In this section we prove a simple combinatorial way to compute the multiplicities of the irreducible representations of D n in R D,N . This result is a refinement of Theorem 2.5.
Define 
0, otherwise, and
for all i ∈ [n]. The following lemma is known and we refer the reader to [2] for its proof.
.
Let T = (T 1 , T 2 ) be a Young standard bitableau. We denote by T := (T 2 , T 1 ) the bitableau obtained by swapping the two tableaux in T and we call it the transpose bitableau of T .
The following technical lemma is fundamental in the proof of the main result of this section (Theorem 4.9). Lemma 4.6. Let T = (T 1 , T 2 ) be a Young standard bitableau of total size n such that n ∈ T 1 . Then
Proof. We proceed by backwards induction on i. If i = n it is obvious. So suppose i < n. We have four cases to consider.
(a) i ∈ Des(T ) and i ∈ T 2 .
This implies that i + 1 ∈ T 2 
and so d i (T ) = d i+1 (T ) + 1 and i (T ) = i+1 (T ). In T we have again d i ( T ) = d i+1 ( T ) + 1 and i ( T ) = i+1 ( T ). Hence, by induction,
(b) i ∈ Des(T ) and i ∈ T 1 .
If i + 1 ∈ T 1 , then all the conditions are as in case (a) and the result follows by induction. ( T ) , and i ( T ) = i+1 ( T ) + 1. Hence, by induction, (T ) and the same relation for T , and so the claim easily follows.
(d) i / ∈ Des(T ) and i ∈ T 2 . There are two possibilities: i + 1 ∈ T 1 or T 2 . In both cases the claim easily follows by induction. 2
For an element γ ∈ D n let the (graded) trace of its action on the polynomial ring P n be
where the sum is over all monomials M ∈ P n , λ(M) is the exponent partition of M, and the inner product is such that the set of all monomials is an orthonormal basis for P n . Note that γ · M, M ∈ {0, ±1}. 
,
Similarly, we let
where the inner product is such that the negative-descent basis is orthonormal.
Lemma 4.8. Let n ∈ P. Then
Proof. We consider the following basis for P n consisting of homogeneous polynomials: {fμc γ }, where γ ∈ ∆ n andμ is a partition withμ 1 n, instead of the monomial basis. The trace Tr P n is not changed. Let M be the maximal monomial in fμc γ and let t ∈ N be such that M = f t n M with M ∈ S. Then, by the Straightening Lemma, M has exponent
, where the sum of partitions is componentwise. By (12) the claim follows. 2
Remark 3. It is clear that
We are now ready to state and prove the main result of this section. Proof. By Lemma 4.8 and Remark 3, we have
If γ is of cycle type (α, β) then, by Lemma 4.7, we have
.). By the Frobenius formula for type D,
this is equal to
Hence, applying the linearity of ι and Lemma 4.5, we obtain
Splitting each sum on the SYT into two pieces, depending on whether n is in T 1 or in T 2 , we have
Thanks to Lemma 4.6, we obtain
Hence, by (13) and the definition of D-standard bitableaux, we have
We conclude that the graded multiplicity of the irreducible D n -representation correspond-
and so we are done. 2 Theorem 2.5 can be easily obtained from this, by observing that for any T ∈ DSYT{λ, µ},
Combinatorial identities
In this section we compute the Hilbert series of the polynomial ring P n with respect to multi-degree rearranged into a weakly decreasing sequence and we deduce from this some new combinatorial identities. In particular, we obtain one of the main results of [8, Corollary 4.4 ] as a special case of Corollary 5.4.
The following theorem can be found in [2, Theorem 6.2] and gives an explicit formula for the Hilbert series of the polynomial ring P n with respect to weakly decreasing multidegree.
The Hilbert series of P n can be computed by considering the negative-descent basis for the coinvariant algebra of type D and applying the Straightening Lemma. It is easy to see that the map P n → ∆ n × P(n) given by
is By Remarks 1 and 3 the claim follows. 2
Now we compute the Hilbert series in a different way using the following observation. Let
It is well known, and easy to see, that
where denotes disjoint union. Note that (16) is one case of the multiplicative decomposition of a Coxeter group into a parabolic subgroup and its minimal coset representatives (see, e.g., [13] ); more precisely, T is the quotient corresponding to the maximal parabolic subgroup generated by J := S \ {s 0 }.
Following [7] we recall the negative statistics on D n . For γ ∈ D n we define the Dnegative descent multiset 
