We consider the design of online learning algorithms in a general learning setting, with the goal of obtaining computationally efficient no-regret algorithms, when given access to an oracle for the offline optimization version of the problem. We present an algorithm that we call Generalized Follow-thePerturbed-Leader (Generalized FTPL) and provide conditions under which it achieves vanishing regret and is efficiently implementable with an oracle. Our second main contribution is the introduction of a new online adversarial auction-design framework for revenue maximization and an application of our oracle-efficient learning results to the adaptive optimization of auctions.
Introduction
Online learning is increasingly playing a major role in the adaptive optimization of computer systems, from the design of online marketplaces [2, 5, 7, 33] to the optimization of routing schemes in communication networks [1] . The environments in these applications are constantly evolving in a non-stationary manner, requiring continued adaptation of these systems. Online learning robustly addresses this challenge by assuming that the environment is adversarial. The design of online learning algorithms for these settings has a long and distinguished history, starting from the seminal work of Freund and Schapire [15] and dating back to the very early work of Hannan [18] and Blackwell [4] . There are known learning rules that are information-theoretically optimal, with tight bounds on the improvement of solution quality as a function of the number of iterations of learning. However, the majority of online learning rules are computationally inefficient when the action space of the learner is exponential in the natural representation of the learning problem.
There is a line of research that addresses the design of computationally efficient online learning algorithms, primarily by reducing the online learning problem to an offline optimization problem, see e.g. [1, 22, 25, 27] . However, such reductions have found success only in limited albeit important settings, including online linear optimization, where the learner's action space is the power-set of some ground elements and the objective of the learner is a linear function of these elements [27] . However, a vast array of problems faced by online learning systems, particularly in online market design, is highly non-linear and more complex than online linear optimization.
Motivated by such applications, we address the design of oracle-efficient online learning algorithms in a general online learning setting with arbitrary learner objectives. Such algorithms are computationally efficient assuming access to an oracle for the corresponding offline optimization problem. From the recent work of Hazan and Koren [23] , we know that, unlike the stochastic i.i.d. settings, oracle-efficient learning in adversarial environments is not achievable without further conditions on the learning problem. Hence, a primary contribution of our work is to give sufficient conditions on which problems are efficiently learnable online, and in particular, learnable via a generic algorithm that we introduce under the name Generalized Follow-the-Perturbed-Leader (Generalized FTPL). Our algorithm is a significant generalization of prior approaches that worked only for specific settings, including the work of Kalai and Vempala [27] on online linear optimization, Hazan and Kale [22] on online submodular minimization, Daskalakis and Syrgkanis [11] on online learning in simultaneous second-price auctions, and Syrgkanis et al. [35] on adversarial contextual learning. Our sufficient conditions draw a strong connection between the notion of a universal identification set of Goldman et al. [16] and oracle-efficient learnability. Hence, our approach unifies and extends prior approaches to oracle-efficient learning.
The second main contribution of our work is to introduce a new framework for the problem of adaptive market design for revenue maximization and to demonstrate the power of our oracle-efficient algorithm by numerous applications in this framework. In our new online optimal auction design framework, at each iteration, a learner adaptively designs an auction rule for the allocation of a set of resources to a fresh set of players from a population. 1 The goal of the learner is to achieve average revenue at least as large as the revenue of the optimal auction from some target class. Unlike the standard approach to optimal auction design, initiated by the seminal work of Myerson [29] , our approach is devoid of any assumptions about a prior distribution on the valuations of the players for the resources at sale. Instead, similar in nature to an agnostic approach in learning theory, we incorporate prior knowledge in the form of a target class of auction schemes that we want to compete with. A special case of our framework is the recent work of Roughgarden and Wang [33] , which considers online learning over the class of single-item second-price auctions with bidder-specific reserves and gives an algorithm which achieves good regret with respect to a constant factor of the optimal revenue in hindsight. We go well beyond this specific setting and show that our Generalized FTPL algorithm can be used to optimize over several standard classes of auction rules which are known to approximate very well the optimal auctions in static stochastic environments. Examples include:
-the class of Vickrey-Clarkes-Groves (VCG) mechanisms with player-specific reserve prices in singledimensional matroid auction settings, which are known to be a 2-approximation to the optimal mechanism in i.i.d. settings under some regularity conditions [21] ; -the class of single-item s-level auctions introduced by Morgenstern and Roughgarden [28] , who showed that these auctions approximate, to an arbitrary accuracy, the Myerson auction [29] , which is known to be optimal for the Bayesian independent private value setting; and -the class of envy-free item pricing mechanisms in combinatorial markets with unlimited supply, which has been widely studied in the static Bayesian setting [2, 17] . We present several extensions of our main results, including: (1) learning with side information (often referred to as contextual learning); (2) constant-factor approximate oracles, provided, e.g., by Maximal-inRange (MIR) algorithms [30] ; and (3) regret bounds with respect to stronger benchmarks for the case in which the environment is not completely adversarial but rather follows a fast mixing Markov process.
The contextual-learning extension is of particular interest to online auction design because it allows the learner to use any side information known about the bidders before they place their bids, to improve the auction. Although, typically, no two sets of bidders in the population are identical, the learner can utilize the side information to design a common treatment for bidders that are similar under some fixed representation, that is to generalize across a population. This is exactly achieved through the framework of contextual learning. While our optimality results, like much of the prior work, rely on the assumption that the bidders are either myopic or are different at each iteration, this assumption is in practice substantially less severe for contextual learning. The contextual learning algorithm can broaden the pool of bidders by including bidders from multiple markets, which reduces the probability that the exact same bidder will be used in the learning process multiple times and be overly influential in the choices of the algorithm. This in turn reduces ratchet effects where bidders identify that the auctioneer is learning and seek to strategically distort the information they provide so as to gain in the future.
The extension to the Markovian setting implies that under stochastic conditions on the process that generates the valuations of bidders, our online algorithm for s-level auctions has an average revenue that is at least as large as the revenue of the optimal Myerson auction for the stationary distribution of the Markov process, extending prior work that only gave such guarantees in i.i.d. settings [10, 12, 28, 32] .
Finally, we provide further applications of our work in the context of online combinatorial optimization with MIR approximate oracles, and in the context of no-regret learning for bid optimization in simultaneous second-price auctions. In the former application, we give a polynomial time online learning algorithm for online welfare maximization in multi-unit auctions, that achieves 2-approximate regret by invoking the MIR approximation algorithm of Dobzinski and Nisan [13] as an offline oracle. With the latter application, we solve an open problem raised in the recent work of Daskalakis and Syrgkanis [11] who offered efficient learning algorithms only for the weaker benchmark of no-envy learning, rather than no-regret learning, in simultaneous second price auctions.
Overview of Main Results and Techniques

Oracle-Efficient Learning and the Generalized FTPL
We consider the general setting of online learning, where at each iteration t ∈ {1, . . . , T }, the learner picks an action x t from some finite set X and the adversary picks an action y t from some set Y. The learner receives a reward of f (x t , y t ). The goal of the learner is to choose an action at every iteration in such a way that his average reward is close to the reward of the best fixed action in hindsight, minimizing his average regret:
(f (x, y t ) − f (x t , y t )) .
(1)
In particular, we seek algortihms for which this regret vanishes to zero as the time horizon T goes to infinity, at a rate that is polynomial in the representation of the learning problem and inversely polynomial with T . 2 Typically, the regret rate that we strive for depends only logarithmically on the size of the set of available learner actions X . Ignoring computational efficiency constraints, the exponential weights algorithm of Freund and Schapire [15] achieves a regret rate of O( log |X |/T ), which, absent any structure on the reward function, is information-theoretically optimal. However, this algorithm is computationally inefficient, as at every iteration, it updates a weight for each action in the learner's action space, thereby requiring time linear in |X |. The action spaces we work with are frequently combinatorial, so the linear dependence in |X | is prohibitive. Can we achieve similar regret rates with computation that is polynomial in log |X | and T ?
Clearly this cannot be achieved without some restrictions on the reward structure. We adopt the common assumption that the learner has access to an oracle for the offline learning problem. Given a distribution over adversary actions represented as a uniform distribution over a set S = {y 1 , . . . , y t }, the oracle finds the best learner action for the distribution, i.e.,
OPT(S) = max
The oracle is essentially solving the hindsight problem: given a history of adversary actions, find the best action for the learner in hindsight.
Why oracle-efficient learning? The assumption of an offline oracle is the minimal assumption needed to argue that the online problem is efficiently learnable. The offline problem (or, possibly, an FPTAS for the offline problem) is a weaker problem than the online learning problem, because standard online-to-batch reductions [6, 11] can turn a polynomial-time online learning algorithm into a polynomial-time additiveapproximation scheme for the offline problem. 3 Hence, whatever assumptions are needed for an efficient online learning algorithm to exist, the same assumptions imply the existence of a computationally efficient oracle for the corresponding offline problem. Thus, under those assumptions, our algorithm would also be computationally efficient, implying that restricting the design of computationally efficient learning algorithms to oracle-efficient algorithms is without any loss of generality. An oracle-efficient algorithm can also be viewed as a reduction from the offline to the online problem, providing conditions under which the online problem is not only as hard, but also as easy as the offline problem, thereby offering a computational equivalence between online and offline optimization. In addition to fundamental theoretical importance, oracle-efficient algorithms are advantageous from a practical viewpoint. For example, if one has already developed and implemented a Bayesian optimization procedure which optimizes against a static stochastic environment, then our algorithm offers a black-box transformation of that procedure into an adaptive optimization algorithm with provable learning guarantees in non-stationary, non-stochastic environments. Even if the existing Bayesian optimization system does not run in worst-case polynomial time, but is rather a well-performing fast heuristic, an oracle-efficient algorithm will leverage any expert domain knowledge that went into designing the heuristic to perform well for the problem at hand.
Generalized FTPL with Low-Dimensional Noise. With access to an oracle, a natural first attempt to design an online learner would be to use the Follow-the-Leader (FTL) algorithm. This algorithm simply invokes the oracle at every iteration and plays the best action in hindsight. In a stochastic environment, i.e., when the adversary's actions are drawn i.i.d. from some distribution at each iteration, such an approach works and offers regret rates on the order O(log |X |/ √ T ) by a simple application of the Rademacher complexity of finite hypotheses classes [34] . However, the lack of randomness in this algorithm leads to very high regret in adversarial environments. A seminal paper of Kalai and Vempala [27] showed that a slight modification of this algorithm leads to good regret. At a high level, this modification perturbs the performance of each action x ∈ X by some random amount x drawn from a high-variance distribution, before choosing the best action in hindsight. However, even though this algorithm has good regret, it is computationally inefficient as it requires putting a perturbation on the performance of each one of the actions available to the learner. Moreover, this algorithm does not leverage the existence of the offline oracle, as the perturbed optimization problem is not a problem that the oracle is able to solve.
Daskalakis and Syrgkanis [11] introduced the approach of adding randomness to the FTL algorithm by augmenting the observed history with "fake" historical samples of adversary actions. The oracle is then invoked on the resulting perturbed history of adversary actions. However, they did not give any general way of generating such perturbations of the history or any general conditions under which this approach leads to good regret or computational efficiency when the set of adversary's actions is large. Our work exactly fills in this missing piece.
Perturbation Translation Matrices. Our results bridge the gap between these two approaches. We construct perturbations on each individual action of the learner by coupling the randomness across different actions. We generate a small number N of independent perturbations α = (α 1 , . . . , α N ) drawn from a highly dispersed distribution. In most applications, N is logarithmic in |X |. We then define the perturbation on the performance of each learner action x to be a weighted combination of these independent perturbations. In this way, we construct a perturbation translation matrix Γ (for simplicity assume entries in [0, 1]), which translates the short N -dimensional perturbation vector into a long |X |-dimensional one, i.e., the perturbation on action x is x = α · Γ x . By sampling the low dimensional noise vector α, we avoid the exponential computation of drawing a separate perturbation term for each action of the learner, while at the same time exploiting the idea that high variance noise added on each action of the learner leads to good regret. We term this algorithm Generalized FTPL.
Generalized FTPL has low regret if the translation matrix Γ satisfies an admissibility criterion: the main property required from Γ is that its rows are (sufficiently) distinct. Thus each action's perturbation uses a different weighted combination of the low dimensional noise. We show that any such matrix leads to vanishing regret, with regret rates that are more concretely captured in the following theorem (see Theorem 3.5 for a formal version):
Informal Theorem 1. A translation matrix is (κ, δ)-admissible if any two rows of the matrix are distinct, the number of different values within a column is at most κ and the minimum non-zero difference between any two values within a column is at least δ. Generalized FTPL with a (κ, δ)-admissible matrix achieves regret of O(N T κ/δ).
Oracle-based Implementability. To complete the construction of an oracle-efficient algorithm, we need the property that these induced action-level perturbations can be simulated by a perturbation of the history, i.e., that there exists a distribution of adversary actions that induces the same randomness as the one induced by x = α · Γ x . This is captured by the implementability criterion, which states that each column of the translation matrix essentially corresponds to a scaled version of the expected reward of the learner on some distribution of adversary actions (see Theorem 3.11 for a formal statement).
Informal Theorem 2.
A translation matrix is implementable if each column corresponds to a scaled version of the expected reward of the learner against some small-supported distribution of actions of the adversary. Generalized FTPL with an implementable and (κ, δ)-admissible translation matrix can be implemented in an oracle-efficient manner, with running time polynomial in N , T , κ/δ, and in the size of the distribution implementing the translation matrix, when represented by a sequence of atoms.
Design Approach. Thus we get that a sufficient condition for oracle-efficient learnability is the existence of an admissible and implementable translation matrix, with small N, κ and 1/δ. For some learning problems, it is easier to construct a trivially implementable translation matrix and then argue about its admissibility; for others, it is easier to start with a trivially admissible matrix and argue about its implementability. Below we describe examples of each, exhibiting the versatility of our conditions.
The first case, when implementability is immediate, is when each column corresponds to the reward of the learner on some particular adversary action. The admissibility translates to a natural condition: the reward of the adversary under any two actions x, x ∈ X must be different for at least one of the N adversary actions that are associated with the columns of Γ. Therefore, to construct an admissible and implementable matrix Γ, it suffices to identify a small number N of adversary actions that have this differentiating property.
Corollary 1.
If there exists a small set of adversary actions such that any two learner's actions yield a different reward on at least one of these adversary actions and such that the number of different reward levels for each of these actions in the set is small, then the learning problem is oracle-efficient and learnable with the Generalized FTPL algorithm.
A special case in which this holds is captured by the notion of a universal identification sequence defined by Goldman et al. [16] . This notion applies when the learner is choosing binary functions from some input space and the adversary is choosing realizations of the input variables, with the learner collecting a reward only if the output of his function on the adversary's input is 1. Another special case of this differentiating property arises in contextual learning. In contextual learning, the learner chooses a policy that maps a domain of contextual information into one of K actions, with the adversary picking both the contextual information and the reward of each action. The learner needs to compete with the optimal policy in a given policy class. A separator [11] is a small set of contexts such that any two policies in the policy class choose different actions on at least one context from the set. The existence of a separator implies an admissible and implementable translation matrix.
Instead of beginning the design with implementability, we can begin with admissibility. One interesting special case of an admissible matrix is when the rows of matrix Γ contain a binary representation of some parameterization of the actions of the learner. The number of columns of the matrix is then logarithmic in the number of actions of the learner. However, such a matrix may or may not be implementable.
Corollary 2.
If any linear functions on some binary vector representation of the learner's actions, can be implemented with a distribution of adversary actions, then the learning problem is oracle-efficient and learnable with the Generalized FTPL algorithm.
This condition is perhaps easiest to understand when the learner's actions are a power-set over a set of K ground elements, i.e., X = {0, 1} K . This is the case for online combinatorial optimization in which the adversary picks a combinatorial function v t at every iteration and the learner receives reward v t (x t ). The perturbations of our algorithm essentially correspond to adding an independent perturbation on each of the ground elements, or equivalently, adding a fake additive function to the history, whose value for each ground element is drawn independently from some distribution. If the adversary is picking functions from a class that includes additive ones, then the latter perturbations are by definition implementable. This approach was leveraged by Hazan and Kale [22] for online submodular minimization. Their approach is a special case of ours, but our work extends beyond combinatorial optimization. For instance, in subsequent sections, we show that a translation matrix consisting of binary encodings of reserve prices in auctions yields an oracle-efficient online learning algorithm for revenue maximization.
Main Application: Online Optimal Auction Design
As a main application of our oracle-efficient learning algorithm, we consider an online learning version of the classical market design problem of optimally selling a single item (or multiple items) to a set of interested buyers so as to maximize revenue. Traditional optimal auction theory assumes that the valuations of the players are drawn from a population distribution which is known, thereby leading to a Bayesian optimization problem. The knowledge of the distribution by the seller is a rather harsh assumption and recent work in algorithmic mechanism design [10, 12, 28, 32] relaxes this assumption by solely assuming access to a set of samples from the distribution. In this work we take a completely distribution-free and adversarial approach, introducing the setting of online optimal auction design.
In many applications of optimal auction theory, in particular in electronic marketplaces, the seller does not sell the item once, but rather repeatedly sells the item to a population of buyers, with a few arriving at each auction. Hence, the seller can optimize his auction design in an online manner, using historical data consisting of observed valuations. The goal of the seller is to leverage the historical data and pick an auction at each iteration so as to compete with the optimal auction from some target class. For instance, in a sponsored-search auction setting, the auctioneer can use historical data from past auctions in a sub-market to decide what reserve price to set for a new impression that arrives in that sub-market. In a setting like eBay, the system can use historical bid data from auctions of similar goods to decide what reserve price to recommend to a new seller.
Motivated by such online auction optimization settings we consider the following optimal auction model. An auctioneer is repeatedly selling a set of resources for T time-steps. On each day t a set of n bidders arrive with a vector of valuations/bids v t ∈ V n . Prior to observing the bids, the auctioneer commits to an auction a t from a class of truthful auctions A that he is interested in. Unlike classical optimal auction design, we make no assumptions about the process which generates the valuations of players on each day. We consider the case where these valuations are chosen by an adversary.
The goal of the learner is to achieve an average revenue over time, that, in hindsight, is very close to the revenue that would have been achieved by the best fixed mechanism in class A, if that mechanism was at all time-steps, i.e., the learner aims to achieve small average regret:
We apply our oracle-efficient algorithm and design online learning algorithms for the aforementioned setting assuming access to an offline oracle. In the context of revenue maximization, the learner's action space is the set of target auctions A, the adversary's action space is the set of valuation vectors V n . Finally, the offline oracle is a Bayesian revenue maximization oracle which computes the optimal auction within a class of auctions A, for any correlated distribution of valuations given as a uniform distribution over a set of valuation vectors: {v 1 , . . . , v k }.
We construct oracle-efficient online learning algorithms for three optimal auction classes, mentioned in Section 1, which have been well studied in the Bayesian optimal auction literature. For each of these auction settings, we show how to construct a translation matrix that is admissible and implementable.
Example: Second-Price with Bidder-Specific Reserves. To give a hint at our techniques we briefly describe our construction for one very special case of our online optimal auction design, the case of secondprice auctions with bidder-specific reserves, in which the auctioneer ignores bidders below their reserve price and allocates to the highest remaining bidder, charging him the maximum of his reserve and the second highest remaining bid. Thus the learner needs to pick at each iteration a reserve price for each bidder. For simplicity assume that each reserve price comes from a discretized grid of m + 1 possible levels R = {0, 1/m, 2/m, . . . , 1} and valuations are upper bounded by 1. Thus the action space of the learner is of size (m + 1) n , which is prohibitively large. Our construction yields an oracle-efficient algorithm which runs in time poly(n, m, T ), ignoring oracle computation, and yields regret O(n log(m)/ √ T ). We present here a simpler translation matrix which yields regret O(n · m 2 / √ T ). We use the approach implied by our Corollary 1 and find a set of special bid profiles such that any two auctions in the class achieve different revenue in at least one of these bid profiles. It is easy to find such a set: for each bidder i, consider all the bid profiles where he bids some level h ∈ R and every other bidder bids 0. For any two different auctions in the class of second-price auctions with a reserve, the revenue must be different in at least one of these bids: if the auctions differ on the reserve price of bidder i, with one auction having reserve r and the other having reserve r , then a bid profile which submits a bid level h ∈ (r, r ] for bidder i and a zero bid on everyone else, will yield different revenue in the two auctions. Thus we have constructed a translation matrix where each column corresponds to the revenue of the auction under the associated bid from one of these N = n · (m + 1) bids. Moreover, observe that for each of these special bid profiles the revenue of any auction takes at most m + 1 different values and the minimum non-zero difference in the revenue of two auctions is 1/m. Thus invoking the Informal Theorems 1 and 2 we get that there exists an oracle-efficient no-regret algorithm which runs in time poly(n, m, T ), ignoring oracle computation, and achieves average regret O(nm 2 / √ T ).
Markovian adversaries and competing with overall optimal. Another class of auctions that we analyze is the recently introduced class of level auctions [28] . A level auction is a generalization of bidder-specific reserves, where each bidder now has multiple associated reserves which categorize his bid into a set of buckets that are then used for allocating the good. Morgenstern and Roughgarden [28] showed that these auctions, for large enough number of buckets, provide an arbitrarily accurate approximation to the overall optimal Myerson auction in the Bayesian single-item auction setting, where the value of each bidder is drawn from an independent distribution. Our learning results imply oracle-efficient regret bounds of O(n 2 m 2 / √ T ). If the valuation of each player is drawn independently in each round from some fixed distribution, then standard online-to-batch reduction implies that the revenue of the online learning algorithm is close to the overall optimal single-shot auction, i.e., the Myerson auction. We generalize this reasoning and show that we get such strong optimality guarantee also when the valuations of players are drawn at each iteration from a fast-mixing Markov process, which is independent across players. For both of these setting, our results give an oracle-efficient algorithm with regret O(n 2/3 /T 1/6 ) to the overall optimal (by optimizing over the value of m). This is the first result on competing with a Myerson optimal auction for non-iid distributions, unlike prior work [10, 12, 28, 32] which assumes i.i.d. samples.
Generalized FTPL and Oracle-Efficient Online Learning
In this section, we introduce a general Follow-the-Perturbed-Leader (FTPL) algorithm. We then describe the conditions under which this algorithm efficiently reduces online learning to offline optimization.
We consider the following online learning problem. On each round t = 1, . . . , T , a learner chooses an action x t from a finite set X , and an adversary chooses an action y t from set Y, which is not necessarily finite. The learner then observes y t and receives a payoff f (x t , y t ) ∈ [0, 1], where the function f is fixed and known to the learner. The goal of the learner is to obtain low expected regret with respect to the best action in hindsight, i.e., to minimize
where the expectation is over the randomness of the learner. To simplify exposition, we assume that the ad-versary is oblivious, i.e., that the sequence y 1 , . . . , y T is chosen up front without knowledge of the learner's realized actions. Our results generalize to adaptive adversaries using standard techniques [11, 24] .
Our algorithm broadly follows the FTPL scheme of Kalai and Vempala [27] . In the original FTPL scheme of Kalai and Vempala [27] , at every iteration the algorithm adds a perturbation to the historical cumulative payoff of each possible action of the learner and then picks the action with the largest perturbed historical payoff. The perturbation on each action is independently drawn from a highly dispersed distribution, such as an exponential distribution with standard deviation of order √ T . Applying this approach to the general learning setting above is computationally inefficient when the action space of the learner X is exponential in some succinct representation of the learning setting.
For online combinatorial optimization with either additive [27] or submodular [22] objectives, it has been shown that one does not need to add a perturbation on each set, but adding a perturbation on each item suffices to lead to no-regret. However, this approach is specific to these settings and it was not even known before our work whether the approach extends to online combinatorial optimization with arbitrary objectives. We show how to bypass the exponential perturbation problem for the general online learning setting.
Our goal is to create perturbations that can be succinctly passed on to an offline optimization oracle. In particular, we seek to generate perturbations that can be simulated by augmenting the history with a polynomial number of fake samples as proposed in Daskalakis and Syrgkanis [11] . To generate such perturbations, we begin by drawing a random vector α ∈ R N of some small size N , with components α j drawn independently from some dispersed distribution D. The payoff of each of the learner's action is perturbed by a linear combination of these independent variables, as prescribed by a non-negative translation matrix Γ of size |X | × N , i.e., the vector of perturbations on all the |X | actions of the learner is given by the vector Γα. Letting Γ x denote the row of Γ corresponding to x, on each round t, the algorithm outputs the action x that maximizes
See Algorithm 1 for a full specification. For non-oblivious adversaries, a fresh random vector α is drawn in each round.
In this section we analyze the properties of the matrix Γ to guarantee that the Generalized FTPL algorithm both achieves a small regret and its perturbations can be efficiently transformed into fake samples. Together these properties give rise to efficient reductions of online learning to offline optimization.
Choose action x t = arg max
Observe y t and receive payoff f (x t , y t ). end for
Regret Analysis
To analyze the Generalized FTPL algorithm, we first bound its regret by the sum of a stability term and perturbation term in the following lemma. While this approach is standard [27] , we include a proof in Appendix A for completeness.
Lemma 3.1 (FTPL Lemma). For the Generalized FTPL algorithm,
where x * = arg max x∈X T t=1 f (x, y t ).
The first term measures the stability: how much our decision changes from round to round. The second term measures the strength of perturbation: how much the perturbation amount differs between the best action and the initial action. To bound the stability term, we require that the matrix Γ be admissible and the distribution D be dispersed in the following sense:
A translation matrix Γ is admissible if its rows are distinct. It is (κ, δ)-admissible if it is admissible and also:
1. the number of distinct elements within each column is at most κ, 2. distinct elements within each column differ by at least δ.
any interval of length L, the probability measure placed by D on this interval is at most ρ.
In the next lemma, we bound the stability term in Equation (4) by showing that with high probability, for all rounds t, we have x t+1 = x t . Since all rows of an admissible matrix Γ are distinct, it suffices to show that the probability that Γ x t+1 = Γ xt is small. We prove this for each coordinate Γ x t+1 j separately, by showing that it is only possible to have Γ x t+1 j = Γ xtj when the random variable α j falls in a small interval, which happens with only small probability for a sufficiently dispersed distribution D. Note that any admissible matrix is (κ, δ)-admissible for some choices of κ and δ. The magnitudes of κ and δ and the number of columns of Γ determine how large the stability term can get. 
Proof. Fix any t ≤ T . The bulk of the proof will establish that, with high probability, Γ x t+1 = Γ xt , which by admissibility implies that x t+1 = x t and therefore f (x t+1 , y t ) − f (x t , y t ) = 0.
Fix any j ≤ N . We first show that Γ x t+1 j = Γ xtj with high probability. Let V denote the set of values that appear in the j th column of Γ. For any value v ∈ V , let x v be the action that maximizes the perturbed profit, ignoring the perturbation of column j itself, among those whose Γ entry in the j th column equals v:
For any v, v ∈ V , define
Note that x v and ∆ vv are independent of α j , as we removed the payoff perturbation corresponding to α j . If Γ xtj = v, then by the optimality of x t on the perturbed profit, we have
Then there is some v ∈ V which yields a better perturbed profit in the next round, i.e.,
Rearranging, we obtain for this same v that
where v is the value ofv minimizing the expression on the right. Thus, in this case we have 0
where v is the value maximizing the expression on the right. In this case we have 0
Putting this all together, we have
The last line follows from the fact that v − v ≥ δ and v − v ≥ δ, the fact that D is (ρ, 1/δ)-dispersed, and a union bound. Since this bound does not depend on the values of the α j , we can remove the conditioning and bound Pr[Γ x t+1 j = Γ xtj ] ≤ 2κρ. Taking a union bound over all j ≤ N , we then have that, by admissibility, Pr [x t+1 = x t ] = Pr Γ x t+1 = Γ xt ≤ 2N κρ, which implies the result.
To bound the regret, it remains to bound the perturbation term in Equation (4). This bound is specific to the distribution D. Many distribution families, including uniform, Gaussian, Laplacian, discrete uniform, exponential etc., with appropriately set variance, will lead to a sublinear regret. Here we present a concrete regret analysis for the case of a uniform distribution supported
Theorem 3.5. Let Γ be a (κ, δ)-admissible matrix with N columns and γ = max x,j Γ xj and let D be the uniform distribution on [0, 1/η] for η = γδ/(2T κ). Then the regret of the Generalized FTPL algorithm can be bounded as
The proof of Theorem 3.5 follows immediately from Lemmas 3.1 and 3.4 with ρ = η/δ.
Oracle-Efficient Online Learning
The Generalized FTPL algorithm requires the ability to optimize the perturbed objective over the learner's action set in order to find x t at each round t. However, to achieve online-to-offline reduction, we need to create offline optimization problems of the same type as the underlying online problem. Namely, we need to reduce to optimization of the cumulative payoff over some data set consisting of adversary's actions. An algorithm solving such offline optimization problems will be called an offline oracle. If each optimization step of the Generalized FTPL can be efficiently transformed into a sequence of oracle calls, we will say that the Generalized FTPL algorithm is oracle-efficient.
In this section, we derive the criterion that allows us to solve the optimization of the perturbed objective by a single oracle call. We achieve this by transforming the perturbation into a (weighted) set of adversary's actions, which are then passed to the oracle alongside all of the actual adversary's actions.
As a result of this construction, we immediately get that the online learning problem can be solved efficiently whenever there is an efficient offline oracle and the Generalized FTPL is oracle-efficient.
We now define the offline oracle and oracle-efficient online learning more formally.
Definition 3.6 (Offline Oracle). An offline oracle OPT is any algorithm that receives as input a weighted set of adversary actions S = {(w , y )} ∈L , w k ∈ R + , y k ∈ Y, and returns
wf (x, y).
Definition 3.7 (Mass of a Data Set). The mass of a weighted dataset S, denoted S , is the maximum of its cardinality and its sum of weights, S := max |S|, (w,y)∈S w .
Definition 3.8 (Oracle-Efficient Online Learning).
We say that an online learning algorithm is oracleefficient with the per-round complexity g(T) if in each round it makes O(g(T )) calls to an offline oracle, each on a dataset with the mass O(g(T )), and its per-round running time, excluding oracle calls, is O(g(T )).
Note that unlike the oracle of [23] , which accepts a distribution, we do not require the weights to sum to one. This is without loss of generality since as we show in Appendix C the two oracle classes are essentially equivalent, as we show that any oracle efficient algorithm that uses a fractionally weighted oracle can be implemented with an integral oracle with an arbitrarily small increase in regret. For now, we mention that the reason why we introduced the mass of a dataset in the definition of oracle-efficiency is that we anticipate reductions to integral oracles, which typically expect unweighted inputs, obtained by replicating each example according to its weight. Thus the mass of a weighted data set is the natural problem size for integral oracles.
We next provide the criterion on the pair (Γ, D), which allows us to transform the perturbed objective into a weighted dataset, thus achieving oracle-efficiency of the Generalized FTPL: Definition 3.9. The pair (Γ, D) is implementable, with complexity N g(T ), if there exists an algorithm, running in time O(g(T )), which takes j ≤ N and α j ∈ supp(D) as input, and returns a weighted dataset, denoted as S j (α j ), as output. The dataset S j (α j ) must have a mass O(g(T )) and implement the perturbation α j in the following sense:
This definition implies that the perturbation in the total utility described by the random vector α can be imitated by appending a "fake history", consisting of the union of sets S j (α j ), to the actual history of the game. While the actual value of a payoff for a given action x on such dataset might not agree with the perturbed objective, the difference of payoffs for any two actions x and x agrees with the difference on the perturbed objective, and this suffices to find x t .
One simple but powerful example of implementability is when the perturbations α j are non-negative and each column of Γ corresponds to some adversary action y j : Example 3.10. Consider any D with supp(D) ⊆ R + . Suppose that for each j ≤ N , there exists some
Observe y t and receive payoff f (x t , y t ). end for Using implementable (Γ, D) gives rise to an oracle-efficient variant of the Generalized FTPL, provided in Algorithm 2. Theorem 3.11, with a proof in Appendix B, shows that the output of this algorithm is equivalent to the output of Generalized FTPL, and therefore the same regret guarantees hold. This result can guide the choice of Γ and D to obtain oracle-efficient no-regret algorithms. 
Online Auction Design
In this section, we apply the general techniques developed in Section 3 to obtain efficient oracle-based no-regret algorithms for several common auction classes.
Consider a mechanism design setting where a seller wants to decide the allocation of resources to a set of n bidders. An allocation of a bidder is a subset in {0, 1} k from some number of elements k and the seller has some feasibility constraints on the allocations across bidders. Each bidder i ∈ [n] has a combinatorial valuation function v i ∈ V, where V ⊆ ({0, 1} k → [0, 1]). A special case of the setting is that of multi-item auctions for k heterogeneous items, where each element is an item and the feasibility constraint simply states that no item is allocated to more than one bidder. Another special case is that of service based environments where each bidder's allocation is in {0, 1} and the seller has some constraints on which bidders to serve, i.e. assign an allocation of 1. Auction a takes as input the bid profile b consisting of reported values for each bidder, and returns both the allocation of bidder i, q i (b) ∈ {0, 1} k and the price p i (b) that this bidder is charged; we allow sets q i (b) to overlap across bidders i.
We consider bidders with quasilinear utilities: the utility of bidder i is
For an auction a with price function p(·), we denote by Rev(a, b) the revenue of the auction for bid profile b, i.e.,
For single-parameter service based environments (a special case of which are single-item auctions), we slightly simplify notation and use v i ∈ [0, 1] to denote the value of bidder i for being served.
In this work, we only consider truthful auctions, where each bidder i maximizes his utility by reporting his true valuation v i , irrespective of what other bidders report. Since we limit attention to truthful auctions, we make the assumption that b = v and refer to v as the bid profile throughout the rest of this section.
Fixing a class of (truthful) auctions A and a set of possible valuations V, we consider the problem in which on each round t = 1, . . . , T , a learner chooses an auction a t ∈ A while an adversary chooses a bid profile v t ∈ V n . The learner then observes v t and receives revenue Rev(a t , v t ). The goal of the learner is to obtain low expected regret with respect to the best auction from A in hindsight. That is, we would like to guarantee that
We require our online algorithm to be oracle-efficient, assuming access to an offline optimization oracle that takes as an input a weighted set of bid profiles, S = {(w , v )} ∈L and returns the auction that maximizes the revenue on S, i.e., arg max a∈A (w,v)∈S wRev(a, v).
Using the language of oracle-based online learning developed in Section 3, the learner's action corresponds to the choice of auction, the adversary's action corresponds to the choice of bid profile, the payoff of the learner corresponds to the revenue generated by the auction, and we assume access to an offline optimization oracle OPT. These correspondences are summarized in the following table.
Auction Setting
Oracle-Based Learning Equivalent Auctions a t ∈ A Learner actions x t ∈ X Bid/valuation profiles v t ∈ V n Adversary actions y t ∈ Y Revenue function Rev
Payoff function f
For several of the auction classes we consider, such as multi-item or multi-unit auctions, the revenue of an auction on a bid profile is in range [0, R] for R > 1. In order to use the results of Section 3, we implicitly re-scale all the revenue functions and Γ, by dividing them by R, before applying Theorem 3.5. Note that, while the admissibility condition also scales, the scaling of γ = max a,j Γ a,j keeps the regret of the normalized problem at O(N T κγ/δ), according to Theorem 3.5. We then scale up to get a regret bound that is R times the regret for the normalized problem, i.e., O(RN T κγ/δ). This re-scaling increases the runtime by a factor of R, as when both the revenues and matrix Γ are scaled, the implementability map S j (α j ) remains the same, and the support of the distribution (corresponding to 1/η in Theorem 3.5) increases by a factor of R.
We now derive results for VCG auctions with bidder-specific reserves, envy-free item-pricing auctions, and level auctions. We defer the definition of each auction class to its respective subsection.
VCG with Bidder-Specific Reserves
In this section, we consider a standard class of auctions, VCG auctions with bidder-specific reserve prices, which we define more formally below and denote by I. These auctions are known to approximately maximize the revenue when the bidder valuations are drawn independently (but not necessarily identically) from some distribution [21] . Recently, Roughgarden and Wang [33] considered this class I in an online learning framework. They provided a computationally efficient algorithm whose total revenue is at least 1/2 of the best revenue among auctions in I, plus a term that is o(T ). We apply the techniques from Section 3 to generate an oracle-efficient online algorithm with low additive regret to the optimal auction in the class I, without any loss in multiplicative factors.
We go beyond single-item auctions and consider a general single-parameter setting. In these environments, each bidder has one piece of private valuation for receiving a service, i.e., being included in the set of winning bidders. We allow for some combinations of bidders to be served simultaneously, and let S ⊆ 2 n be the family of feasible sets, i.e., sets of bidders that can be served simultaneously. We assume that it is possible for any bidder to be the sole bidder served, i.e., that {i} ∈ S for all i, and that it is possible that no bidder is served, i.e., ∅ ∈ S. 4 Examples of such environments include single-item single-unit auctions (for which S contains only singletons and the empty set), single-item s-unit auctions (for which S contains any subset of size at most s), and combinatorial auctions with single-minded bidders. In the last case, we begin with some set of original items, define the service as receiving the desired bundle of items, and let S contain any subset of bidders seeking disjoint sets of original items.
We consider the class of VCG auctions with bidder-specific reserves. In a basic VCG auction, an allocation q * is chosen to maximize social welfare, that is, maximize
Each bidder who is served is then charged the externality he imposes on others,
, which can be shown to equal the minimum bid at which he would be served. Such auctions are known to be truthful. The most common example is the second-price auction for the single-item single-unit case in which the bidder with the highest bid receives the item and pays the second highest bid. VCG auctions with reserves, which maintain the property of truthfulness, are defined as follows.
Definition 4.1 (VCG auctions with bidder-specific reserves). A VCG auction with bidder-specific reserves is specified by a vector r of reserve prices for each bidder. As a first step, all bidders whose bids are below their reserves (that is, bidders i for which v i < r i ) are removed from the auction. If no bidders remain, the item is not allocated. Otherwise, the basic VCG auction is run on the remaining bidders to determine the allocation. Each bidder who is served is charged the larger of his reserve and his VCG payment.
Fixing the set S of feasible allocations, we denote by I the class of all VCG auctions with bidder-specific reserves. With a slight abuse of notation we write r ∈ I to denote the auction with reserve prices r. To apply the results from Section 3, which require a finite action set for the learner, we limit attention to the finite set of auctions I m ⊆ I consisting of those auctions in which the reserve price for each bidder is an integer multiple of 1/m. As we show below, the best auction in this class yields almost as high revenue as the best auction in I for common choices of S.
We show how to design a matrix Γ and distribution D for this problem that are admissible and implementable. As a warmup, suppose we use the |I m | × n matrix Γ with Γ ri = Rev(r, e i ) for all r ∈ I m and i ∈ [n]. That is, the i th column of Γ corresponds to the revenue of each auction on a bid profile in which bidder i has valuation 1 and all others have valuation 0. Let D be defined as in Theorem 3.5. By definition, (Γ, D) is implementable. Moreover, Rev(r, e i ) = r i so any two rows of Γ are indeed different and Γ is (m, 1/m)-admissible. By Theorem 3.5, there is an oracle-efficient implementation of the Generalized FTPL with regret that is polynomial in m. In what follows, we design another translation matrix more carefully, and obtain the regret that is polynomial log(m).
Construction of Γ:
Let Γ VCG be an |I m | × (n log m ) binary matrix, where the i th collection of log m columns correspond to the binary encoding of each auction's reserve price for bidder i. More formally, for any i ≤ n and a bit position β ≤ log m , Γ VCG rj is the β th bit of (the integer) mr i , where j = (i − 1) log m + β. The next lemma shows that this choice of Γ VCG is admissible and that (Γ VCG , D) is implementable for any D over R.
is implementable with complexity poly(n, m, α max ).
Proof. In the interest of readability, we drop the superscript and write Γ for Γ VCG in this proof.
For any r, row Γ r corresponds to the binary encoding of r 1 , . . . , r n . Therefore, for any two different auctions r = r , Γ r = Γ r . Since Γ is a binary matrix, this implies that Γ is (2, 1)-admissible.
Next, we prove that (Γ, D) is implementable. Pick i ≤ n and β ≤ log m , and the associated column index j. We will construct the set S j (α j ) which implements the perturbation α j . The set S j (α j ) includes exactly the m profiles in which only the bidder i has non-zero valuation, denoted as v h := (h/m)e i for h ≤ m. To determine their weights w h , we use the definition of implementability. In particular, the weights must satisfy:
In the above equation, Γ rj and Γ r j encode the β th bit of r i and r i , respectively, so the left-hand side is independent of the reserve prices for bidders i = i. Moreover, Rev(r, v h ) = r i 1 (h≥mr i ) , so the right-hand side of the above equation is also independent of the reserve prices for bidders i = i. Let k β be the β th bit of integer k. That is, Γ rj = (mr i ) β . Substituting k = mr i and k = mr i , the above equation can be reformulated as
We next recursively derive the weights w h , and show that they are non-negative and satisfy Equation (5) . To begin, let w m = max 0, max
and for all k = m, m − 1, . . . , 2, define
Therefore all weights are non-negative. Furthermore, by rearranging the definition of w k−1 , we have
Equation (5) is proved for a particular pair k > k by summing the above expression for α j s β − (s − 1) β over all s ∈ (k , k] and canceling telescoping terms, and if k = k , the statement holds regardless of the weights chosen. This shows that (Γ, D) is implementable. It remains to argue the complexity. The running time of the construction of the weights is clearly poly(n, m) and the cardinality of S j (α j ) is m. The remaining piece is bounding the sum of weights as poly(n, m, α max ), which we defer to Appendix D.2.
The next theorem follows immediately from Lemma 4.2, Theorem 3.5, and the fact that the maximum revenue is at most R. Theorem 4.3. Consider the online auction design problem for the class of VCG auctions with bidder-specific reserves, I m . Let R = max r,v Rev(r, v) and let D be the uniform distribution as described in Theorem 3.5. Then, the Oracle-Based Generalized FTPL algorithm with Γ VCG and D is oracle-efficient with complexity poly(n, m, T ) and has regret
Note that in general, R is bounded by the number of bidders that can be served simultaneously, which is at most n. Now let us return to the infinite class I of all VCG auctions with reserve prices r i ∈ [0, 1]. We show I m is a finite "cover" for this class when the family of feasible sets S is the set of all subsets of size at most s, corresponding to single-item single-unit auctions (when s = 1) or more general single-item s-unit auctions.
Consider any vector of reserves r ∈ I and let r ∈ I m be the vector obtained by rounding each reserve price down to the nearest multiple of 1/m. If v i > r i , then v i > r i , so any bidder who would have been included in the basic VCG auction using reserves r is still included with r . This can only increase the number of bidders who are serviced and therefore pay a charge. It is not hard to see, and we prove in Appendix D.1, that each bidder's payment can decrease by at most 1/m. That is,
Setting m = √ T and using Theorem 4.3, we obtain the following result for the class of auctions I.
Theorem 4.4. Consider the online auction design problem for the class of VCG auctions with bidderspecific reserves, I, in s-unit auctions. Let D be the uniform distribution as described in Theorem 3.5. Then, the Oracle-Based Generalized FTPL algorithm with Γ VCG and D is oracle-efficient with complexity poly(n, T ) and has regret efficient oracle-based online algorithm with regret
Envy-free Item Pricing
In this section, we consider envy-free item pricing [17] in an environment with k heterogeneous items with a supply of s ≥ 0 units for each item ≤ k.
Definition 4.5 (Envy-free Item-Pricing Auction
). An envy-free item-pricing auction for k heterogeneous items, given supply s for = 1, . . . , k is defined by a vector of prices a, where a is the price of item . The mechanism considers bidders i = 1, . . . , n in order and allocates to bidder i the bundle q i ∈ {0, 1} k that maximizes v i (q i ) − a · q i , among all feasible bundles, i.e., bundles that can be composed from the remaining supplies. Bidder i is then charged the price a · q i .
Examples of such environments include unit-demand bidders in unlimited supply setting and singleminded bidders in unlimited supply setting, such as hypergraph pricing, where bidders seek hyper-edges in a hypergraph, and its variant the highway problem, where bidders seek hyperedges between sets of contiguous vertices [2, 17] . We will describe some of these problems in more detail later on.
We represent by P m the class of all such envy-free item pricing auctions where a is a multiple of 1/m for all . Next, we discuss the construction of an implementable and admissible pair (Γ, D). Consider a bid profile where one bidder has value v for bundle e and all other bidders have value 0 for all bundles. The revenue of auction a on such a bid profile is a 1 (v≥a ) . Note the similarity to the case of VCG auctions with bidder-specific reserve prices r, where bid profiles with a single non-zero valuation v i and revenue r i 1 (v i ≥r i ) were used to create an implementable construction for Γ. We show that a similar construction works for P m .
Construction of Γ:
Let Γ IP be a |P m | × (k log m ) binary matrix, where the th collection of log m columns correspond to the binary encoding of auction's price for item . More formally, for any ≤ k and β ≤ log m , Γ IP aj is the β th bit of (the integer) ma , where j = ( − 1) log m + β. Next, we show that Γ IP is admissible and (Γ IP , D) is implementable for any D with a bounded support. The proof of the following lemma is equivalent to that of Lemma 4.2 and appears in Appendix D.3 for completeness. Our main theorem follows immediately from Lemma 4.6, Theorem 3.5, and the fact that the revenue of the mechanism at every step is at most R. In general, R is at most n. Theorem 4.7. Consider the online auction design problem for the class of envy-free item pricing auctions, P m . Let R = max a,v Rev(a, v) and let D be the uniform distribution as described in Theorem 3.5. Then, the Oracle-Based Generalized FTPL algorithm with Γ IP and D is oracle-efficient with complexity poly(n, k, m, T ) and has regret
Consider the class of all envy-free item-pricing auctions where a ∈ [0, 1] is a real number and denote this class by P. We show that P m is a discrete "cover" for P when there is an unlimited supply of all items (s = ∞ for all ) and the bidders have single-minded or unit-demand valuations.
In the single-minded setting, each bidder i is interested in one particular bundle of itemsq i . That is, v i (q i ) = 0 for all q i =q i . Consider any vector of prices a ∈ P and let a ∈ P m be the vector obtained by rounding each price down to the nearest multiple of 1/m. Since the price of every bundle is reduced, any bidder i who received bundleq i in auction a, also receivesq i in auction a . So, the revenue of the mechanism reduces by at most nk/m. That is,
The following result is an immediate consequence of the above discretization for the choice of m = √ T , the fact that R ≤ n for single-minded bidders, and Theorem 4.7.
Theorem 4.8. Consider the online auction design problem for the class of envy-free item pricing auctions, P, with single-minded bidders. Let D be the uniform distribution as described in Theorem 3.5. Then, the Oracle-Based Generalized FTPL algorithm with Γ IP and D is oracle-efficient with complexity poly(k, n, T ) and has regret
In the unit-demand setting, each bidder i has valuation v i (e ) for item , and wishes to purchase at most one item, i.e., item arg max (v i (e ) − a ). We show that for any a ∈ P there is a ∈ P m such that for any valuation profile v, Rev(a, v) − Rev(a , v) ≤ O(nk/m). At a high level, we choose a as discounted prices such that items with higher prices are discounted at higher rates. It is not hard to see that under this condition, no bidder purchases a less expensive item in auction a . So, the loss in the revenue of the auction is bounded by the discount on the items. Using this intuition, it is sufficient to find a ∈ P m such that a ≥ a ≥ a − O(1/m) for all ≤ k, and a − a > a − a when a > a . In the next lemma, we provide one such mapping between a and a ∈ P m that has an additive approximation guarantee. Hartline and Koltun [20] also provided a discretization of P that has multiplicative approximation guarantee, but using a discretized set different from P m .
Lemma 4.9. For any a ∈ P there is a ∈ P m , such that for any valuation profile v, Rev(a, v) − Rev(a , v) ≤ nk/m.
Proof. For ease of exposition, let = 1/m. Without loss of generality, assume a 1 ≤ a 2 ≤ · · · ≤ a k . We next derive the desired a . To begin, let a 1 be the largest multiple of less than or equal to a 1 . For = 2, . . . , k, let a be the largest multiple of less than or equal to a such that a − a ≥ a −1 − a −1 . Note that a is well defined, since we can begin by considering a = a −1 and then increase by until the condition is violated. This construction means that pricing of items with a larger is more attractive in a than it was in a. Thus, no bidder that prefers an item under a, would prefer any item < under a . Therefore, the revenue obtained from the bidder i who prefers under a is at least a under a , which implies the bound
To complete the proof, we argue by induction that a − a ≤ . This clearly holds for = 1. For ≥ 2, the definition of a , in the absence of discretization to , would yield a = a − (a −1 − a −1 ). With the discretization, we have
where we used the inductive hypothesis at − 1.
For a choice of m = √ T , the fact that R ≤ n, and Theorem 4.7 we have the following result for the class of auctions P.
Theorem 4.10. Consider the online auction design problem for the class of envy-free item pricing auctions, P, with unit-demand bidders. Let D be the uniform distribution as described in Theorem 3.5. Then, the Oracle-Based Generalized FTPL algorithm with Γ IP and D is oracle-efficient with complexity poly(n, k, T ) and has regret
Level Auctions
We consider the class of level auctions introduced by Morgenstern and Roughgarden [28] . These auctions can achieve (1− )-approximate revenue maximization, when the valuations of the bidders are drawn independently (but not necessarily identically) from a distribution [28] , approximating the Myerson's optimal auction [29] . Using our tools, we derive oracle-efficient no-regret algorithms for this auction class. The s-level auctions realize a single-item single-unit allocation as follows:
Definition 4.11. An s-level auction θ is defined by s thresholds for each bidder i, 0
0 for all i, the item is not allocated. Otherwise, the item goes to the bidder with the largest index b θ i (v i ), breaking ties in favor of bidders with smaller i. The winner pays the price equal to the minimum bid that it could have submitted and still won the item.
When it is clear from the context, we suppress the notation of θ in b θ i (v i ). We consider two classes of s-level auctions, R s,m and S s,m , where R s,m is the set of all auctions described by Definition 4.11 with thresholds that are multiples of 1/m and S s,m ⊆ R s,m is the set of s-level auctions such that the thresholds for each i are distinct.
Let us first consider S s,m and construct an admissible and implementable pair (Γ, D). Consider the bid profile in which the only non-zero bids are v n = /m, for some 0 ≤ ≤ m, and v i = 1, for one bidder i < n. Note that bidder i wins the item in any such profile and pays θ i b for b = max{0, b n (v n )}. Consider matrix Γ whose columns correspond to the revenue of auctions in S s,m on such bid profiles, with an additional column corresponding to the bid profile e n . Clearly, (Γ, D) is implementable when supp(D) ⊆ R + . As for admissibility, take θ ∈ S s,m and the corresponding row Γ θ . Note that as v n = /m increases for = 0, . . . , m, there is an increase in b n ( /m) = −1, 0, . . . , s − 1, possibly skipping the initial −1. Once b n (v n ) reaches 0 and then increases to s−1, so does the revenue of θ, i.e., θ i bn(vn) . Since any two consecutive thresholds of θ are different, the thresholds of θ i b , for b ≥ 0, and θ n b , for b ≥ 1, can be reconstructed by analyzing the revenue of the auction and the values of v n at which the revenue changes. The remaining threshold θ n 0 is recovered by the bid profile v = e n . This shows that any two rows of Γ are different and Γ is admissible. This reasoning is summarized in the following construction and the corresponding lemma, whose proof appears in Appendix D.4.
Construction of Γ:
For i ∈ {1, . . . , n − 1} and ∈ {0, . . . , m}, let v i, = e i + ( /m)e n . Let V = {v i, } i, ∪ {e n }. Let Γ SL be the matrix of size |S s,m | × |V | with entries indexed by (θ, v) ∈ S s,m × V , such that Γ SL θ,v = Rev(θ, v). Our next theorem is an immediate consequence of the implementability of (Γ SL , D) and Theorem 3.5.
Theorem 4.13. Consider the online auction design problem for the class of s-level auctions with no repeated thresholds, S s,m . Let D be the uniform distribution as described in Theorem 3.5. Then, the Oracle-Based Generalized FTPL algorithm with Γ SL and D is oracle-efficient with complexity poly(n, m, T ) and has regret
Next, we consider the class of auctions R s,m and construct an admissible and implementable pair (Γ, D). As a warm-up, we demonstrate how the structure of R s,m differs from S s,m and argue that Γ SL is not admissible for R s,m . Take v such that v i = 1 and v n is some multiple of 1/m. Similarly as before, as v n increases there is also an increase in b n (v n ) and the revenue θ i bn(vn) . However, the thresholds of bidder n are no longer distinct, so b n (v n ) can skip certain values, and as a result θ i b is not revealed for all b. In addition, when the thresholds of bidder i are not distinct, we have that even when b n (v n ) strictly increases, there might be no increase in the revenue, and as a result θ n b cannot be reconstructed. . The next lemma, whose proof appears in Appendix D.5, shows that we can restrict our attention to auctions for which empty buckets satisfy a strong structural property: Lemma 4.14. Let R s,m ⊆ R s,m be the set of auctions θ with the following property: Every non-empty bucket B i b (θ) with b ≥ 1 has a non-empty competing bucket. Then, for any θ ∈ R s,m , there is θ ∈ R s,m , such that
Lemma 4.14 implies that any no-regret algorithm for the class R s,m is also a no-regret algorithm for the class R s,m . So, it suffices to analyze the class of auctions R s,m .
Next, we construct an admissible and implementable pair (Γ, D) for R s,m , by considering revenue of auctions on bid profiles in which the only non-zero bids are v i = 1 and v i that is a multiple of 1/m. We show that for any two θ, θ ∈ R s,m , there is one such bid profile where the revenues of these auctions differ. The next theorem is a direct consequence of Lemmas 4.15 and 4.14.
Theorem 4.16. Consider the online auction design problem for the class of s-level auctions with repeated thresholds, R s,m . Let D be the uniform distribution as described in Theorem 3.5. Then, the Oracle-Based Generalized FTPL algorithm with Γ RL and D is oracle-efficient with complexity poly(n, m, T ) and has regret
Stochastic Adversaries and Stronger Benchmarks
So far our results apply to general adversaries, where the sequence of adversary actions are arbitrary and where we showed that the payoff of the learner is at least as large as the payoff of the best action in hindsight. Can we make stronger statements about the average payoff of a no-regret learning algorithm when we impose distributional assumptions on the sequence of the adversary? We start with the easier setting where the actions of the learner are drawn i.i.d. and then we analyze the slightly more complex setting where the actions of the learner follow a fast-mixing Markov chain. For both settings we show that the average payoff of the learning algorithm is as large as the optimal expected payoff, in expectation over the i.i.d. distribution in the i.i.d. setting and over the stationary distribution in the Markovian setting.
When applied to the online optimal auction setting, combining these results with approximate optimality results of simple auctions such as s-level auctions or VCG with bidder-specific reserves, we get that the average revenue of our online learning algorithms compete with the revenue achieved by the unrestricted optimal auction for these distributional settings and not only with the best auction within the class over which our algorithms were learning.
Stochastic Adversaries
I.I.D. Adversary One extreme case is to assume that the adversary's action y t at each iteration is drawn independently and identically from the same unknown distribution F . This leads to the i.i.d. learning setting. An easy application of the Chernoff-Hoeffding bound yields that for such a learning setting, the average payoff of a no-regret learner is at least as large as the best payoff one could achieve in expectation over the distribution F .
Lemma 5.1. Suppose that y 1 , . . . , y T are i.i.d. draws from a distribution F . Then for any no-regret learning algorithm, with probability at least 1 − δ,
Proof. Let x * = arg sup x∈X E y∼F [f (x, y)]. By the definition of regret we have that for any y 1 , . . . , y T ,
Observe that the random variables Z t = f (x * , y t ) are drawn i.i.d. with expected value E y∼F [f (x * , y)] and are bounded in [0, 1]. Hence, by the Hoeffding bound, we get that with probability at least 1 − 2e −2T 2 :
By setting = log(2/δ) 2T
and combining the two bounds we get the result.
Markovian Adversary Suppose that the choice of the adversary y t follows a stationary and reversible Markov process based on some transition matrix P (y, y ) with a stationary distribution F . Moreover, consider the case where the set Y is finite. For any Markov chain, the spectral gap γ is defined as the difference between the first and the second largest eigenvalue of the transition matrix P (the first eigenvalue always being 1). We will assume that this gap is bounded away from zero. The spectral gap of a Markov chain is strongly related with its mixing time. In this work we will specifically use the following result of Paulin [31] , which is a Bernstein concentration inequality for sums of dependent random variables that are the outcome of a stationary Markov chain with spectral gap bounded away from zero. A Markov chain y 1 , . . . , y T is stationary if y 1 ∼ F , where F is the stationary distribution. For simplicity, we focus on stationary chains, though similar results hold for non-stationary chains (see Paulin [31] and references therein). 
Lemma 5.3. Suppose that y 1 , . . . , y T are a stationary and reversible Markov chain based on a transition matrix P , with stationary distribution F and with spectral gap γ. Then for any no-regret learning algorithm, with probability at least 1 − δ:
Proof. Let x * = arg sup x∈X E y∼F [f (x, y)]. By the definition of regret we have that for any sequence y 1 , . . . , y T ,
Since y 1 , . . . , y T are a Markov chain, by applying Theorem 5.2 to this chain and to the function f (x * , ·), we obtain that with probability at least 1
If we set = 14 log(2/δ) γT then we have, either > 1, in which case the inequality is trivial, since f (x, y) ∈
, which implies that the inequality holds with probability 1 − δ.
Example 5.4 (Sticky Markov Chain).
Consider a Markov chain where at every iteration y t is equal to y t−1 with some probability ρ ≥ 1/2 and with the remaining probability (1 − ρ) it is drawn independently from some fixed distribution F . It is easy to see that the stationary distribution of this chain is equal to F . We can bound the spectral gap of this Markov chain by Cheeger's bound. The Cheeger constant for a finite state, reversible Markov chain is defined as
Moreover, by the Cheeger bound [8] we know that γ ≥ . Thus we get that for such a sequence of adversary actions, with probability 1 − δ,
Implications for Online Optimal Auction Design
Consider the online optimal auction design problem for a single item and n bidders. Suppose that the adversary who picks the valuation vectors v 1 , . . . , v T , is Markovian and that the stationary distribution F of the chain is independent across players, i.e., the stationary distribution is a product distribution
Then we know that the optimal auction for this setting is what is known as Myerson's auction [29] , which translates the players' values based on some monotone function φ, known as the ironed virtual value function and then allocates the item to the bidder with the highest virtual value, charging payments so that the mechanism is dominant strategy truthful.
A recent result of Morgenstern and Roughgarden [28] shows that level auctions approximate Myerson's auction in terms of revenue. In particular, if distributions F i are bounded in [1, H] , then the class of s-level auctions with s = Ω( 1 + log 1+ H), where the thresholds can be any real numbers, achieves expected revenue at least (1 − ) of the expected optimal revenue of Myerson's auction. We prove and use a similar result for s-level auctions that uses the discretized set R s,m . That is, when s = O(1/ ) and m = O(1/ ), we have max
The proof of this equation appears in Appendix E. Combining the results in this section with the aforementioned results we get the following theorem:
Theorem 5.5 (Competing with Overall Optimal). Consider the online optimal auction design problem for a single item among n bidders, where the sequence of valuation vectors v 1 , . . . , v T , is Markovian, following a stationary and reversible Markov process, with a stationary distribution F = F 1 × . . . × F n that is a product distribution across bidders, and with a spectral gap of γ > 0. Then the oracle-efficient online learning algorithm which optimizes over the set of s-level auctions R s,m with s = O(T 1/6 n −2/3 ) and with a discretization of the threshold levels of size m = O(T 1/6 n −2/3 ), guarantees, with probability at least 1 − δ, average expected revenue at least:
where OPT(F ) is the optimal revenue achievable by any dominant strategy truthful mechanism for valuation vector distribution F .
Example 5.6 (Valuation Shocks).
Consider the setting where valuations of players in the beginning of time are drawn from some product distribution F = F 1 × . . . × F n . Then at every iteration with some probability ρ the valuations of all players remain the same as in the previous iteration, while with some probability 1 − ρ, there is a shock in the market and the valuations of the players are re-drawn from distribution F . As we analyzed in the previous section, the spectral gap of the Markov chain defined by this setting is at least γ ≥ (1−ρ) 2 4
. Thus we get a regret bound which depends inversely proportionally with the quantity 1 − ρ. Hence, our online learning algorithm achieves revenue that is close to the optimal revenue achievable by any dominant strategy truthful mechanism for the distribution F . However, it achieves this guarantee even if the valuations of the players are not drawn i.i.d. at every iteration and even if the learner does not know the distribution F or when the valuations of the players are going to be re-drawn or what the rate ρ of shocks in the markets is.
Contextual Online Learning (Side Information)
We now consider a generalization of the online optimal auction setting, where at every iteration the learner also observes contextual information. The context σ t at each iteration comes from some abstract context space Σ. In this setting the learner wants to use such contextual information to improve his performance. Specifically, the goal of the learner is to compete with a set of policies Π, where a policy is a mapping from a context σ t to an auction π(σ t ).
Given a class of auctions A, a set of possible valuations V, a policy class Π and an unknown sequence of bid profiles and contexts (σ 1 , v 1 ) , . . . , (σ T , v T ) ∈ Σ × V n , our goal is to provide an online algorithm that picks a policy π t ∈ Π at every time step and achieves a revenue that is close to the revenue of the best policy π ∈ Π in hindsight. That is,
Rev(π t (σ t ), v t ) ≤ o(T ).
Non-Contextual to Contextual Learning for Separable Policies
We will give a reduction from a non-contextual setting to a contextual one in the general learning setting rather than a specific analysis for the auction setting. Hence, we consider the learning setting of Section 3 in which the learner has an action space X , the adversary has an action space Y and the payoff function of the learner is given by f (x, y) for each x ∈ X and y ∈ Y.
We will then consider the contextual version of this setting, where the learner also observes contextual information σ ∈ Σ, and picks a policy π ∈ Π where Π is a subset of the mappings from a context σ to an action x ∈ X. The action space of the adversary is a context σ ∈ Σ and an action y ∈ Y. Then the payoff of the learner is given by:
while the regret of any algorithm is given by:
f (π t (σ t ), y t ) .
The offline oracle assumption now asks for an algorithm that takes as input a distribution over contexts and adversary actions and returns the best policy in the policy space for this distribution. The contextual learning setting is another instance of the general learning setting, with learner action space X c = Π ⊆ (Σ → X ), adversary action space Y c = Σ × Y and payoff function f c (x c , y c ) as defined above. Moreover, a contextual offline oracle is an offline oracle for this new learning setting.
If we are given an admissible and implementable matrix Γ in the original learning setting, then we show how to construct an admissible and implementable matrix Γ c for the contextual learning. For this reduction we will use the notion of a separator of the policy space, defined in [35] . Definition 6.1 (Separator). A set S ⊆ Σ of contexts is a separator for a policy space Π, if for any two policies π, π ∈ Π, there exists a context σ ∈ S such that π(σ) = π (σ). Definition 6.2 (Contextual S-extension of a matrix Γ). For any matrix |X | × N matrix Γ, we define its contextual S-extension Γ S as an |Π| × (|S| · N ) matrix, where each column j c is associated with a pair (σ, j) for σ ∈ S and j ∈ [N ] and such that the value of Γ S at coordinates (π, (σ, j) ) is equal to the entry of matrix Γ at coordinates (π(σ), j), i.e., Γ
Lemma 6.3 (Contextual Admissibility). If Γ is a (κ, δ)-admissible matrix for a learning setting and S is a separator for the policy Π, then the contextual S-extension Γ c is a (κ, δ)-admissible matrix for the contextual learning setting.
Proof. First we argue that Γ S has distinct rows. We will show that for any two rows π, π , there exists a column (σ, j) on which they differ. Since S is a separator, there must exist one σ * ∈ S on which π(σ * ) = π (σ * ). Now by the admissibility of the original matrix Γ, we know that for any two x, x ∈ X , there exists a column j of the original matrix such that Γ x,j = Γ x ,j . Applying the latter for π(σ * ), π (σ * ) ∈ X , we get that there exists a j * , such that Γ π(σ * ),j * = Γ π (σ * ),j * . By the definition of Γ c , the latter implies that Γ c π,(σ * ,j * ) = Γ π ,(σ * ,j * ) . Thus the two rows π, π of matrix Γ differ at column (σ * , j * ). Now we argue that the quantities κ, δ (as defined in Definition 3.2), for the matrix Γ S are the same as the quantities for matrix Γ. We remind the reader that κ is the maximum number of distinct elements that appear in a column and δ is the minimum non-zero absolute difference between any two elements of a column. The reason that these quantities don't change is that they depend only on the set of values that appear in a column and not of the actual vector of values. Moreover, the set of quantities that appear in column (σ, j) of matrix Γ S , is a subset of the set of quantities that appear in column j of matrix Γ. Since by taking a subset of the column we cannot increase the number of distinct elements and the minimum non-zero absolute difference of any two elements in the set, we conclude that Γ S is also (κ, δ)-admissible. Proof. The intuition of the proof is as follows: if we know that we can simulate every column in Γ with a sequence of polynomially many weighted inputs {(y, w y )}, then we can simulate each column of Γ c associated with context σ ∈ S and column i of Γ, by a sequence of weighted contextual inputs {(σ, y, w y )}, which is essentially a contextually annotated copy of the sequence of inputs we used to simulate column i of Γ. We now show this intuition more formally.
Implementability in the original setting implies that for any column i ∈ {1, . . . , N } of matrix Γ there exists a constant c i such that for any α ∈ supp(D) there exist weights {w 
The latter completes the proof.
Given the above two lemmas we can now invoke Theorem 3.5 applied to the contextual setting and get the result: Corollary 6.5. Let Γ be a (κ, δ)-admissible matrix with N columns and γ = max i,j Γ ij and let D be the uniform distribution on [0, 1/η] for η = γδ/(2T κ). Then the regret of the Generalized FTPL algorithm applied to the contextual setting and with the contextual extension Γ S of matrix Γ with respect to a separator S of size d, achieves regret:
Moreover, assuming access to a contextual offline oracle, the latter algorithm can be implemented efficiently in time poly(N, d, T ).
In the context of online binary classification where the features are vectors of boolean variables, [35] presents a set of examples of policy spaces that are separable. To portray the applicability of our contextual theorem, we present an example of a policy space for an auction problem that is also separable.
Example 6.6 (ORs of Boolean Features).
Consider the case where each feature vector σ is a boolean vector in {0, 1} r . Moreover, consider the case of online optimal auction design over single-item second price auctions with bidder specific reserves. An example of a policy space that is separable is a policy that resembles an A/B testing over reserve prices. The auctioneer splits his reserve prices into two disjoint sets A and B (for instance, A could be a set of vectors of low reserve prices, below some threshold, and B is a set of vectors of high reserves prices). Then the set of policies is as follows: for each context σ = (σ 1 , . . . , σ r ) take the OR of a subset of the boolean coordinates. If the OR evaluates to 1, then pick some vector of bidder specific reserve prices from set A and if the OR is 0 then pick any vector of reserve prices from set B. The whole set of policies is then generated by picking which subset of the coordinates to use for the OR function and which vector of reserves from A to output on 1 and which vector of reserves from B to output on 0. By running our contextual online learning algorithm over such a policy space, the auctioneer can learn which of the boolean coordinates are indicative of a high valuation for the players and when any one of them is 1 it will place a high reserve price, optimizing also over the exact vector of reserves within a high regime. Otherwise it will find an optimal vector of reserves from a low regime.
Observe that the set of r boolean vectors that are 1 on only one coordinate, plus the all-zero boolean vector, is a separator for this policy space. Consider any two set of different policies π, π . If they use the same OR function, then they must differ in which vector of reserves they use from A or B. Thus they must be outputting a different action at some of the boolean vectors of the separator. If they differ in the OR function, then suppose that one includes coordinate j and the other doesn't. Then on the boolean vector which is 1 on only coordinate j, the one policy evaluates to 1 and picks a reserve vector from set A, while the other evaluates to 0 and picks a reserve vector from set B which has to be different, since A and B are disjoint. Thus the size of the separator for this class of policies is of order O(r), while the size of the policy space is exponential in r.
Similar analysis can be done when the policy is using the AND of boolean features rather than the OR.
Transductive Contextual Setting
We now consider the case where the learner knows a priori the set of contexts that could potentially arise, i.e., we assume that he knows that all contexts σ 1 , . . . , σ T come from a set S, which we will refer to as the transductive set. We do not require that he knows the multiplicity of each context or the sequence under which contexts arrive. However, we do allow the set S to be of size as large as T . In this setting, ignoring some technical details, we could treat the transductive set S as a separator set from the last section. However, by doing so, the regret guarantee that we would derive from the analysis of the previous section grows super-linearly in T , when the size of the set S is of Θ(T ). Thus in order to guarantee sub-linear regret in the transductive setting we need a tighter analysis. To achieve this we will leverage the fact that in the transductive setting S is the whole set of contexts that will arise, which is a stronger property than being a separator. This will allow us to prove a stronger stability lemma than the one that would arise from invoking Lemma 3.4 for the contextual learning setting. Moreover, we will use a perturbation distribution D that has mean zero, leading to cancellations in the cumulative error term, that make that term not grow linearly with the size of S but rather as the square root of the size of S. The combination of these two improvements leads to sub-linear regret even when |S| = Θ(T ).
We will still assume that we have a (κ, δ)-admissible translation matrix Γ for the non-contextual problem and a (ρ, 1/δ)-dispersed distribution D, such that (Γ, D) is implementable in the non-contextual setting. The algorithm that we will analyze is the Generalized FTPL algorithm in the contextual learning setting, with the contextual extension Γ S of matrix Γ (where S is the transductive set) and with the same distribution D.
We first show an improved stability property of this algorithm. Even though the number of columns of matrix Γ S is |S| · N we can show that the stability of the algorithm does not depend on |S|.
Lemma 6.7. Consider the Generalized FTPL algorithm in the contextual learning setting with translation matrix the contextual extension Γ S of a (κ, δ)-admissible matrix Γ with N columns and with a (ρ, 1/δ)-dispersed distribution D. Then,
Proof. We will show that for each t ≤ T ,
Since f c (π, (σ t , y t )) = f (π(σ t ), y t ) and since f (x, y)
, by the admissibility of matrix Γ in the non-contextual setting. Thus we need to show that the probability that there exists an i such that Γ π t+1 (σt),i = Γ πt(σt),i is at most 2N κρ. By the union bound it suffices to show that for any given i, the probability that Γ π t+1 (σt),i = Γ πt(σt),i is at most 2κρ. The proof of this fact then follows identical arguments as in the proof of the non-contextual stability Lemma 3.4 and we omit it for succinctness.
Finally, we also show that if one uses a mean-zero Gaussian distribution D with sufficiently high variance, then the error term that is accumulated grows as the square root of the number of columns of the contextual matrix, rather than linearly. The proof of this requires a more detailed analysis of the Gaussian noise, and can be found in the appendix. Combining the two improvements we get the following theorem (see Appendix F for the proof). Observe that our application on VCG auctions with bidder-specific reserves and on envy-free item pricing continue to hold even for perturbation distributions D that have support on the negative part of the real line. Thus the results for those applications immediately extend to the transductive contextual setting by invoking the theorem above.
Approximate Oracles and Approximate Regret
As we saw, the Oracle-Based Generalized FTPL algorithm requires an oracle to choose the optimal learner's action x t at time step t against a set of adversary's actions. In this section, we extend our main results regarding the Oracle-Based Generalized FTPL algorithm to work with oracles that only return approximately optimal actions for the learner. An offline approximation oracle is defined formally as follows:
Definition 7.1 (Offline Approximation Oracle). An offline approximation oracle for set of learner's actions X and function f , C-OPT (f,X ) where C ≤ 1, is any algorithm that receives as input a weighted set of adversary actions S = {(w , y )} ∈L , w k ∈ R + , y k ∈ Y, and returns x ∈ X , such that wf (x, y).
As discussed earlier, access to a (1 − )-approximate oracle is needed for achieving no-regret results. That is, using standard online-to-batch reductions [6, 11] , one can turn a polynomial time online no-regret algorithm into a polynomial time additive approximation scheme for the offline problem. So, when the best approximation for a problem is obtained through a C-optimization oracle, there is no hope for achieving no-regret results. Instead Kakade et al. [26] introduced an alternative measure of regret, called C-REGRET, for competing with offline approximation algorithm. Formally, the C-REGRET of an online maximization problem is defined as
We consider several types of approximation oracles, such as (1− )-approximate oracle (e.g., FPTAS algorithms), approximation through relaxation of the objective, and approximation oracles that stem from Maximal-in-Range (MIR) algorithms. We show that a natural extension of the Oracle-Based Generalized FTPL algorithm,, with approximation oracle, displayed below, obtains vanishing REGRET or C-REGRET.
(1− )-Approximation Oracle
We show that any FPTAS approximation algorithm is sufficient for achieving the main results of our paper.
In particular, we can extend the analysis of Theorem 3.5, and the stability lemma (Lemma 3.1) to work with (1− )-approximation while incurring an additional regret of T . For the choice of = O(1/ √ T ) this is truly a no-regret algorithm. This theorem is also the basis for handling working with the weaker integral oracle and its proof is deferred to section C. y 1 ) , . . . , (1,
Observe y t and receive payoff f (x t , y t ). end for Theorem 7.2. Let Γ be a (κ, δ)-admissible matrix with N columns and γ = max x,j Γ xj and let D be the uniform distribution on [0, 1/η] for η = γδ/(2T κ). Furthermore, assume (Γ, D) is implementable with complexity g (N, T ) . Then, Algorithm 3 with a (1− )-OPT oracle is oracle-efficient with per-round complexity O (T + g(N, T ) ) and regret of REGRET ≤ 2N 2T κγ/δ + T.
Approximation through Relaxation
Another large class of approximation algorithms achieve their approximation guarantees by (exactly) optimizing a relaxation of the objective functions. More formally, if there is a function F : X × Y → R, such that Cf (x, y) ≤ F (x, y) ≤ f (x, y) and there is an offline approximation oracle OPT (F,X ) , then any online algorithm for F is also online algorithm with vanishing C-REGRET for f . This result is more formally stated below.
Theorem 7.3. Let F be a functions such that for any x ∈ X and y ∈ Y, f (x, y) ≥ F (x, y) ≥ Cf (x, y), Let Γ F be a (κ, δ)-admissible matrix with N columns and γ = max x,j Γ xj and let D be the uniform distribution on [0, 1/η] for η = γδ/(2T κ). Furthermore, assume (Γ F , D) is implementable for function F with complexity g(N, T ) then Algorithm 3 is oracle-efficient with per-round complexity O(T + g(N, T )) and regret of C-REGRET ≤ 2N 2T κγ/δ.
A similar observation was made by Balcan and Blum [2] regarding approximation algorithms that use linear optimization as a relaxation and therefore can be efficiently optimized by the standard FTPL algorithm of Kalai and Vempala [27] . Our work extends this observation to any relaxation of function f that has an FPTAS and an admissible and implementable translation matrix.
Roughgarden and Wang [33] as a Relaxation. The approach of Roughgarden and Wang [33] for achieving a 1/2-regret for single-item second price auctions with bidder-specific reserves, falls exactly in the relaxation approximation framework. They give a relaxed objective which admits a polynomial time offline oracle and which is always within a factor 2 from the original objective. Then they run an oracle based online learning algorithm for the relaxed objective. However, in their case the relaxed objective corresponds to an online linear optimization problem and can be solved with the standard FTPL algorithm of Kalai and Vempala [27] . The theorem above shows that the same approach extends even if the relaxed objective does not reduce to an online linear optimization problem but to a problem that can be tackled by our Generalized FTPL.
Approximation by Maximal-in-Range Algorithms
Another interesting class of approximation algorithms is Maximal-in-Range (MIR) algorithms. An MIR algorithm commits to a set of feasible solutions X ⊆ X independently of the input to the algorithm and outputs the best solution x ∈ X . That is, an MIR C-approximation algorithm forms an approximation oracle C-OPT (f,X ) (S) = OPT (f,X ) (S) for any S. Consider an MIR approximation algorithm and Γ X translation matrix and distribution D such that Γ X is admissible for X and (Γ X , D) is implementable. Clearly, Γ X restricted to the set of rows in X is also admissible and implementable for any X ⊆ X . In fact Γ X is (κ , δ ) admissible for κ ≤ κ and Furthermore, setting the oracle specific, η = γδ /(2T κ ), gives a stronger regret bound of 2N 2T κ γ/δ .
Additional Applications and Connections
In this section, we discuss an application of our oracle efficient learning approach to the problem of online welfare maximization in multi-unit auctions, to no-regret learning in simultaneous second price auctions and discuss the connections between our notions of admissibility and implementability with other statistical measures of complexity from learning theory.
Polynomial Algorithm for Online Welfare Maximization in Multi-Unit Auctions
In this section, we consider single-item multi-unit auctions that has 1/2-approximation Maximal-in-Range (MIR) algorithm. We show how the results of Section 7 can be applied to this problem to achieve a truly polynomial time online algorithm with vanishing . In other words, bidder i has marginal valuation µ i ( ) for receiving the th item and the total utility of bidder i for receiving the q i th items is v i (q i ) = q i s=1 µ i (s). The goal is to find an allocation q that maximized the total welfare in time polynomial in n and log(k). In the online learning setting, every day t a fresh set of bidders arrives with some new valuation v t i and the learner commits to an allocation of the units to the players, prior to seeing the valuations. The goal of the learner is to pick an allocation each day that competes with the best in hindsight.
It is not hard to see that the offline welfare maximization problem in this setting corresponds to the Knapsack problem, where each player has a valuation equal to the average value in hindsight, i.e.
. So, dynamic programming can be used to compute a welfare-maximizing allocation in time polynomial in n and k. Dobzinski and Nisan [13] introduced a 1/2-approximation MIR algorithm for this problem. At a high level, the algorithm proceeds by dividing the set of items to k/n 2 bundles of the same size. 5 Then the MIR algorithm chooses the best allocation from the set of allocations (range of the algorithm) where all the items in one bundle are allocated to the same bidders. This algorithm is effectively solving a knapsack problem over n 2 items and can be implemented in time polynomial in n and log(k).
We show how to construct a matrix Γ MU that is admissible and implementable for unrestricted n-bidder k-unit auctions. We then use the theorem 7.4 from Section 7 to obtain an online algorithm with vanishing 1 2 -REGRET that runs in time poly(n, T, log k).
Let Γ MU be a matrix with n columns, such that for any allocation q and any column j, Γ MU q,j = q j /k. Clearly, for any q = q we have
Moreover, observe that 5 If k is not a multiple of n 2 , one can add extra items with marginal value of 0 to all bidders.
the matrix Γ MU restricted to the range of the 1/2 approximation algorithm of Dobzinski and Nisan [13] has much better admissibility constants. In particular, the number of different entries within each column is at most κ = n 2 + 1, since each player receives allocations that are multiples of k/n 2 and there are at most n 2 + 1 such multiples. Moreover, the minimum non-zero difference of the column entries, between any two such bundled allocations, is at least δ ≥
It is not hard to see that (Γ MU , D) is also implementable. For any column j, consider the bid profile v j where bidder j's marginal valuation for any item is 1/k and all other bidders have 0 valuation for any number of items. That is, µ j (s) = 1/k and µ i (s) = 0 for all s and i = j. The welfare of any allocation on this bid profile is the utility of bidder j, which is the q j /k = Γ MU q . Therefore, (Γ MU , D) is implementable using the map
The next theorem is a direct consequence of the above discussion. . Then, for any sequence of valuation functions v 1 , . . . , v T , the Generalized FTPL algorithm with matrix Γ MU , distribution D and oracle the 1/2-aproximate MIR algorithm of [13] , runs in per-round time poly(n, T ), plays the sequence of allocations q 1 , . . . , q T , and has 1/2-REGRET
The extra factor of n in the latter bound as compared to that implied by Theorem 7.4, is due to the fact that the maximum welfare in this problem is upper bounded by n and not 1. So we need to scale-down the valuations before applying the theorem by dividing by n and then scale up again to get the regret for the un-normalized problem.
Oracle Efficient No-Regret Learning in Simultaneous Second Price Auctions
In this section, we answer an open problem raised by Daskalakis and Syrgkanis [11] regarding the existence of an oracle-based no-regret algorithm for optimal bidding in Simultaneous Second-Price Auctions. We show that our Oracle-Based Generalized FTPL algorithm used with an appropriate implementable and admissible translation matrix can be used to obtain such an algorithm.
A Simultaneous Second-Price Auction (SiSPA) [3, 9, 14] is a mechanism for allocating k items to n bidders. Each bidder i ≤ n submits k simultaneous bids denoted by a vector of bids b i . The mechanism allocates each item using a second-price auction based on the bids solely submitted for this item, while breaking ties in favor of bidders with larger indices. For each item j, the winner is charged θ j , the second highest bid for that item. Each bidder i has a fixed combinatorial valuation function v i : {0, 1} k → [0, 1] over bundles of items. Then, the total utility of bidder i who is allocated the bundle q i ∈ {0, 1} k is v i (q i ) − θ · q i , where θ is the vector of second largest bids across all items.
We consider the problem of optimal bidding in a SiSPA from the perspective of the first bidder. Hereafter, we drop the indices of the players from the notation. From this perspective, the utility of the bidder only depends on its bid b and the the threshold vector θ of the second largest bids. The online optimal bidding problem is defined as follows.
We consider this problem under the no-overbidding condition that requires that for any bundle q, the sum of bids over items in q does not exceed the bidder's valuation for q, i.e., b t · q ≤ v(q), for all q ∈ {0, 1} k . Similar no-overbidding assumptions are used in the previous work to prove that no-regret learning in second-price auctions has good welfare guarantees [9, 14] .
We consider the online bidding problem where for any q, the valuation v(q) is a multiple of 1/m and for any item j ≤ k, b j is a multiple of 1/m. We represent by B m the class of all such bid vectors that satisfy the no-overbidding condition for v(·). Note that the assumption on the valuation function is not restrictive. That is, for any valuation function v(·), one can round down its values to the closest multiple of 1/m, while losing at most 1/m utility. Moreover, a similar discretization for the bid vectors was used by Daskalakis and Syrgkanis [35] for studying offline and online optimal bidding in SiSPAs.
Next, we show how to construct an implementable and admissible translation matrix for B m . Let Γ IB be a matrix with k columns and |B m | rows that are equal to bid vectors, i.e., Γ IB b = b. This immediately yields admissibility with κ = m + 1 and δ = 1/m, because of the discretization of bids. Next, we show that for any D with a bounded non-negative support, (Γ IB , D) is also implementable. At a high level, to implement the jth perturbation, we consider threshold vectors in which θ j = /m for = 0, 1, . . . , m − 1, and all other thresholds are set to the highest level. In such threshold vectors, the bidder can win at most one item, item j. Furthermore, whenever the bidder wins item j, its utility is independent of the bid vector, as it only depends on the valuation v(e j ) and the entry θ j of the threshold vector. So, there are weights such that the total contribution of weighted threshold vectors towards the utility of any winning bid is the same across all . Since bid b j wins item j for all /m < b j , then the total utility of playing b j against this weighted set of threshold vectors is proportional to b j = Γ IB bj . This implies that (Γ IB , D) is implementable. The next lemma formalizes this discussion. Proof. We argued the admissibility above, so it suffices to show implementability. The dataset S j (α j ) will contain threshold vectors where all but the jth thresholds are set to 1. Specifically, for = 0, 1, . . . , m − 1, let θ = ( /m)e j + j =j e j . Note that the utility of playing bid b against θ is u(b, θ ) = v(e j ) − /m 1 (b j > /m) . We set the weight corresponding to θ to
otherwise.
Since b j ≤ v(e j ) for any b, we have
Thus, indeed {(w , v )} implements α j . This set can be clearly generated in time poly(k, m), its cardinality is m and its sum of weights is at most α max m, since each weight w is at most α max . Therefore, (Γ IB , D) is implementable with complexity poly(k, m, α max ).
The next theorem is a direct consequence of Lemma 8.3.
Theorem 8.4. Consider the problem of Online Bidding in SiSPAs. Let D be the uniform distribution as described in Theorem 3.5. Then, the Oracle-Based Generalized FTPL algorithm with Γ IB and D is oracleefficient with complexity poly(k, m, T ) and has regret
Universal Identification Sequences
There is an interesting connection between our definitions of admissibility and implementability and a statistical measure of complexity from learning theory, called the Universal Identification Sequences.
Definition 8.5 (Universal Identification Sequences [16] ). Consider a domain Z and a class of functions F such that for all f ∈ F, f : Z → {0, 1}. A sequence of unlabeled instances S = {z} is said to distinguish function f ∈ F if f is the only function that is consistent with the labeling on S produced by f . A sequence of unlabeled instances S = {z} is called a universal identification sequence if it distinguishes every f ∈ F.
Any universal identification sequence of F can be used to construct a translation matrix that is admissible and implementable. Consider a matrix Γ F , whose rows are indexed by F and columns are indexed by S, such that Γ F f z = f (z) for any f ∈ F and z ∈ S. By the definition of universal identification sequence for any two functions, f, f ∈ F there is z ∈ S, such that f (z) = f (z), i.e., Γ F f = Γ F f . As a results Γ F is (2, 1)-admissible. Moreover, the columns of Γ F correspond to the value of functions applied to z ∈ S. Therefore, (Γ F , D) is implementable for any D over R + . That is, the length of a universal identification sequence is an upper bound on the number of columns needed to create a translation matrix that is admissible and implementable for a class of binary functions. Examples of function classes with polynomial-length universal identification sequences include logarithmic-depth read-once majority formulas and logarithmicdepth read-once positive NAND formulas [16] . The next corollary is a direct consequence of Theorems 3.5 and Theorems 3.11. Corollary 8.6. Consider a domain Z and a class of binary functions F with a universal identification sequence of length d. Then, there is an efficient oracle-based online algorithm with regret
Our Oracle-Based Generalized FTPL algorithm goes beyond the use of binary functions and universal identification sequences. In particular, we applied our results to obtain no-regret algorithms for several commonly studied classes of auctions (the revenue of which are real-valued functions). Furthermore, we introduced implementable translation matrices where each column corresponds to a complex weighted set of adversary's actions, rather than, columns that correspond to individual adversary's actions. y 1 ) , . . . , (1, y t−1 )} ∪ j≤N S j (α j ). Set S = w|S| , y : (w, y) ∈ S . Set x t = INTOPT(S ). Observe y t and receive payoff f (x t , y t ). end for
which immediately yields Equation (20) .
Also, by implementability, the running time to construct the set S is at most T + g(N, T ), and its mass is at most T + g(N, T ). Since there is only one oracle call per round, we get the per-round complexity of T + g(N, T ).
C Integral Oracles
We now study how online learning can be reduced to a more restrictive class of offline optimization oracles, which only allow the weights that are positive integers: Definition C.1 (Integral Offline Oracle). An integral offline oracle INTOPT receives as input a set of adversary actions with non-negative integer weights S = {(w , y )} ∈L , w ∈ N, y ∈ Y, and returns
Integral oracles can be implemented by algorithms that optimize over unweighted data sets, by replicating each example according to its weight. A natural input size for such algorithms is the size of the data set (including the replicates). This exactly coincides with the mass of S defined in the previous section.
We will show that online learning can be efficiently reduced to offline optimization with INTOPT oracles under the same conditions as studied in the previous section. Thus, while the rest of paper assumes realweighted oracles, the results are also valid when we only have access to an integral oracle.
At the crux of our approach is a construction of an approximate real-weighted oracle from an integral oracle. It turns out that such an approximate oracle, with a suitably chosen precision parameter , is all that is required for no-regret learning with the Generalized FTPL algorithm.
Lemma C.2 (Integral Offline Oracle to Approximate Offline Oracle). Given an integral offline oracle INTOPT and any precision parameter > 0, one can construct an approximate offline oracle OPT which receives as input a weighted set of adversary actions S = {(w , y )} ∈L , w ∈ R + , and returns OPT (S) ∈ X such that ∀x ∈ X , For the proof of regret bound, see Appendix C.2. The oracle efficiency result follows from Theorem 3.11, using the fact that within the reduction from real-weighted to integral oracle, the mass of the dataset S is bounded as S ≤ S 2 / .
C.1 Proof of Lemma C.2
Proof of Lemma C.2. Let δ = /|S|. Thus, elements (w, y) ∈ S are transformed into ( w/δ , y) ∈ S . To show the approximate optimality, we use the fact that 0 ≤ a − a ≤ 1 for any a ≥ 0, so we have 0 ≤ w − δ w/δ ≤ δ and thus for any x ∈ X , 
C.2 Approximate Oracles
Approximate oracles, with a precision error , give rise to the Generalized -FTPL algorithm shown in Algorithm 5. The analysis of Section 3.1 can be generalized to obtain the following result:
Theorem C.4. Let Γ be a (κ, δ)-admissible matrix with N columns and γ = max x,j Γ xj and let D be the uniform distribution
, then the regret of the Generalized -FTPL algorithm can be bounded as
The proof of this theorem is a direct application of the generalized version of Lemma 3.1 and 3.4. Details are given in the following subsections. and so α j (v − v) + 1 + ≥ ∆ vv where v is the value maximizing the expression on the right. In this case we have − ≤ ∆ vv − α j (v − v) ≤ 1 + . Putting this all together, we have
The last line follows from the fact that v − v ≥ δ and v − v ≥ δ, the fact that D is ρ, 1+2 δ -dispersed, and a union bound.
Since this bound does not depend on the values of the α j , we can remove the conditioning and bound Pr[Γ x t+1 j = Γ xtj ] ≤ 2κρ. Taking a union bound over all j ≤ N , we then have that, by admissibility, (6) Consider any vector of reserves r ∈ I and let r ∈ I m be the vector obtained by rounding each reserve price down to the nearest multiple of 1/m. If v i > r i , then v i > r i , so any bidder who would have been included in the basic VCG auction using reserves r is still included with r . This can only increase the number of bidders who are serviced and therefore pay a charge. Now consider the amount that serviced bidder i is charged. This is the maximum of r i and the highest bid of a bidder in the basic VCG auction who was not serviced (or 0 if all bidders were serviced); let b denote this highest unserviced bids in the basic VCG auction under r, and similarly let b denote such a bit under r . Since the set of bidders entering the basic VCG auction increases from r to r , we must have b ≥ b.
Let U be the set of bidders serviced under r, and U the set under r . The difference in revenue is
We begin by analyzing the last two terms. For any i ∈ U \ U and i ∈ U \ U ,
where v i ≥ v i follows, because i enters the basic VCG auction for r , but is not allocated the item. Therefore,
Since |U \ U | ≤ |U \ U |, we can pick V ⊆ U \ U such that |V | = |U \ U | and obtain i∈U \U
Note that each term in the first sum of Equation (22) 
D.3 Proof of Lemma 4.6
We will argue that the setting here is isomorphic to the setting in the proof of Lemma 4.2, so we can directly apply the result of analysis of Γ VCG . The isomorphism from the VCG setting to IP setting maps bidders i in VCG to items in IP, and reserve price vectors r to price vectors a. We therefore assume that n in VCG equals k in IP, and the values of m in both settings are equal. Then, indeed Γ VCG equals Γ IP .
Next we need to show how to construct S j (α j ) in the IP setting. Assume that j corresponds to the bidder i and the bit β in VCG setting, and the item and the bit β in IP setting. In VCG, we considered the bid profiles v h = (h/m)e i , and the revenue of any auction r is
Rev
VCG (r, v h ) = r i 1 (h≥mr i ) .
In IP setting, we consider profiles v h of combinatorial valuations over bundles q ∈ {0, 1} k , in which all bidders have values zero on all bundles and one bidder has value h/m for bundle e and zero on all other bundles. 6 In this case, we have Rev IP (a, v h ) = a i 1 (h≥ma i ) .
Thus, both the translation matrices Γ VCG and Γ IP as well as the revenue functions Rev VCG and Rev IP are isomorphic (given these choices of the profiles). Therefore, we can set the weights w h in IP setting equal to the weights w h in VCG setting and obtain admissibility and implementability with the same constants and complexity.
D.4 Proof of Lemma 4.12
Since Γ IP θ,v = Rev(θ, v), for any α ≥ 0, S v (α) = {(α v , v)}. Furthermore, the mass of dataset S v (α) is poly(n, m, α max ). So, (Γ, D) is implementable with complexity poly(n, m, α max ).
Take any two different auctions θ and θ . We show that Γ IP θ = Γ IP , v) . So, the revenue remains the same. 3. If i is not the winner or the runner up: As described above i is not the winner or the runner up in θ , either. So, the winner and the revenue are not affected. Therefore, Rev(θ, v) = Rev(θ , v) for all v. Furthermore, the thresholds in θ are all equal or larger than the corresponding thresholds in θ, with one threshold being strictly larger. So repeating the above process for other buckets that violate the claim of the lemma will eventually halt. This proves the lemma.
D.6 Proof of Lemma 4.15
In the interest of readability, we drop the superscript and write Γ for Γ RL in this proof.
Since Γ θ,v = Rev(θ, v), it is immediately clear that (Γ, D) can be implemented by dataset S v (α v ) = {(α v , v)}. Furthermore, the mass of S v (α v ) is poly(n, m, α max ). So, (Γ, D) is implementable with complexity poly(n, m, α max ).
Next, we show that for any two θ and θ , Γ θ = Γ θ . Let b be the smallest integer for which there exists i ∈ 
E Proof of Equation 15
We use ideas similar to the ones discussed by Morgenstern and Roughgarden [28] and Devanur et al. [12] to show that R s,m , the class of s-level auctions on a discrete grid, approximates the revenue of Myerson auction within an additive value of O( ) for appropriate parameters m = O(1/ ) and s = O(1/ ).
Let m = 1/(2 ) and s = 1/ . First, let F be a product distribution obtained by rounding down each v ∼ F to the closest odd multiple of . We show that OPT(F ) ≥ OPT(F ) − 2 . Let M be the optimal Myerson auction for F and let M be the following mechanism for allocating items to v ∼ F : Take v such that 1 − F i (v i ) = 1 − F i (v i ) for all i ∈ [n] and allocate the item according to the outcome of mechanism M on v. Charge the winner the minimum value above which it would remain a winner.
To analyze the revenue of M , consider any vector of quantiles q ∈ [0, 1] n and let v and v be the values in F and F corresponding to these quantiles, i.e., 1 − F i (v i ) = 1 − F i (v i ) = q i for all i ∈ [n]. Note that, allocation of M on v is the same as the allocation of M on v . Moreover, the quantiles of the payments are the same in both mechanisms. So, for any such quantile the payment in F and F differ by at most 2 . This prove that OPT(F ) ≥ OPT(F ) − 2 .
Next, we show that there is θ ∈ R 1/ ,∞ such that E v∼F [Rev(θ, v)] ≥ OPT(F )− . For each i, let φ i (·) be the ironed virtual valuation function for bidder i with respect to F i . These φ i are monotone functions and can be made into strictly increasing functions by removing an arbitrary small fraction of the distribution and losing an arbitrarily small fraction of the revenue. Let θ be such that θ i b = φ −1 (b ) for b ∈ {0, 1, . . . , s − 1}. Next, we show that for any v, Rev(θ, v) ≥ OPT(F ) − .
Consider v ∼ F and let i * and i be the winners in θ and the Myerson optimal auctions respectively. Since in s-threshold and Myerson optimal auctions the allocations only depend on the ironed virtual values and not the values themselves, we have that 7 E v∼F [Rev(θ, v)] = E v∼F [φ i * (v i * )] and OPT(F ) = E v∼F [φ i (v i )]. Now, consider the winners i * and i . Note that if i * was the unique bidder at the highest bucket under θ (there were no ties to be broken lexicographically), then i * also has the highest virtual valuation, so i * = i . On the other hand, if i was tied with i * , then φ i (v i ) − φ i * (v i * ) ≤ . So, overall we have
Now we show how to round the thresholds of θ ∈ R 1/ ,∞ to θ ∈ R 1/ ,1/ , without losing a large fraction of the revenue. For any θ, and for any θ i ∈ [(2j − 1) , (2j + 1) ), let θ i = 2j . By construction F is only supported on odd multiples of . So, the allocation remains the same for any v ∈ supp(F ) under θ and θ . And the payment reduces by at most . So,
Moreover, since each bid profiles in F maps to bid profile with smaller bids in F , we 7 See further discussion on this by Hartline [19] and Morgenstern and Roughgarden [28] . (by picking the optimal λ)
Combining the stability and the error bound above and invoking Lemma 3.1, completes the proof.
