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Mode d’emploi de la the´orie constructive des
champs bosoniques
avec une application aux chemins rugueux
Je´re´mie Unterberger
Nous de´veloppons dans cet article les principaux arguments constructifs
utilise´s en the´orie quantique des champs, en nous cantonnant aux the´ories
bosoniques, pour lesquelles il n’existe pas de pre´sentation ge´ne´rale re´cente.
L’article s’adresse d’abord et avant tout a` des mathe´maticiens ou physiciens
mathe´maticiens connaissant les arguments de base de la the´orie perturba-
tive des champs, et souhaitant connaˆıtre un cadre ge´ne´ral dans lequel ils
peuvent eˆtre rendus rigoureux. Il fournit e´galement un aperc¸u d’une se´rie
d’articles re´cents [50, 51] visant a` donner une de´finition constructive des
chemins rugueux et du calcul stochastique fractionnaire.
We develop in this article the principal constructive arguments used in quan-
tum field theory, limiting us to bosonic theories, for which there does not
exist any recent general presentation. The article is primarily written for
mathematicians or mathematical physicists knowing the basic arguments of
quantum field theory, and desiring to discover a general framework in which
they can be made rigorous. It also provides a glimpse of a recent series of
articles [50, 51] whose aim is to give a constructive definition of rough paths
and fractionary stochastic calculus.
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cluster, Brownien fractionnaire, calcul stochastique fractionnaire, chemins
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0 Introduction
Cet article est ne´ d’un expose´ inacheve´, fait au se´minaire de physique mathe´matique
de l’Universite´ de Lyon en fe´vrier 2011. L’auteur de ces lignes voulait racon-
ter brie`vement ses travaux re´cents sur les chemins rugueux et sur le calcul
stochastique fractionnaire [50, 51], avant d’en venir a` l’objet essentiel de
sa confe´rence – celui pour lequel il avait e´te´ mandate´, pourrait-on dire –,
a` savoir des explications de´taille´es concernant les me´thodes constructives
en the´orie des champs, sur lesquelles reposent de manie`re essentielle ses
re´sultats - ainsi que, plus ge´ne´ralement, la validite´ des calculs perturbatifs
tournant autour de la renormalisation. De fil en aiguille, d’explication en
explication, et faute de combattants (pourtant tre`s patients!) l’expose´ a duˆ
s’interrompre au bout de presque trois heures.
Les me´thodes constructives sont en ge´ne´ral me´connues du grand pub-
lic (inte´resse´ a` la the´orie des champs sous ses divers aspects, s’entend), et
re´pute´es re´serve´es a` une poigne´e d’experts. Il y a la` un paradoxe, compte
tenu du succe`s extraordinaire de la the´orie des champs et des the´ories de
renormalisation. Celles-ci sont devenues incontournables en physique des
particules de haute e´nergie comme en physique de la matie`re condense´e,
depuis les travaux de K. Wilson dans les anne´es 70. Paralle`lement, le
champ de leurs applications mathe´matiques n’a cesse´ de s’e´tendre ces vingt
dernie`res anne´es; on pourrait citer, en suivant approximativement l’ordre
chronologique, les invariants de Donaldson pour les varie´te´s de dimension
4 et la the´orie de Seiberg-Witten [55]; les inte´grales matricielles et leurs
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applications a` la combinatoire [41]; la the´orie des noeuds et la topologie
en basse dimension [5]; la quantification par de´formation des varie´te´s de
Poisson par M. Kontsevich [39]; la de´monstration constructive du the´ore`me
de Kolmogorov-Arnold-Moser (KAM) [26, 9]; les travaux fondateurs d’A.
Connes et D. Kreimer portant sur la reformulation alge´brique de l’algorithme
de renormalisation de Bogolioubov, Parasiuk, Hepp et Zimmermann (BPHZ),
a` l’origine d’une multitude de de´veloppements plus formels, avec des ap-
plications notamment aux sche´mas nume´riques d’inte´gration des e´quations
diffe´rentielles [14, 10]; et bien d’autres encore.
Des raisons existent a` cela, de bonnes et de mauvaises. Passons sur le fait
que les applications d’essence combinatoire ou formelle – en somme, la ma-
jorite´ des applications aux mathe´matiques, lorsqu’on laisse de coˆte´ l’analyse
et les probabilite´s – ne s’inte´ressent par de´finition qu’aux de´veloppements
asymptotiques, sans se soucier de leur convergence. La principale et plus
se´rieuse est sans doute la limitation (qu’on peut espe´rer provisoire!) du
champ d’application des me´thodes constructives aux the´ories qui sont des
perturbations de the´ories gaussiennes. Les the´ories physiques sous-jacentes
s’e´crivent en termes d’un lagrangien d’interaction Lint couple´ a` un parame`tre
λ > 0, appele´ constante de couplage; la the´orie est gaussienne a` la limite
λ = 0. Comme nous l’expliquons plus loin (cf. sections 1 et 2), la renormali-
sation (perturbative comme constructive) repose sur une inte´gration succes-
sive sur les degre´s de liberte´ de la the´orie, en commenc¸ant par les e´chelles
d’e´nergies (ou moments de Fourier) les plus hautes (ce que les physiciens
appellent la zone ultra-violette) et en descendant jusqu’aux e´nergies les plus
basses (dans l’infra-rouge). Ce faisant, les parame`tres de la the´orie, no-
tamment λ, sont renormalise´s, et deviennent de´pendants de l’e´chelle. La
the´orie effective a` l’e´chelle j, donnant le comportement des fonctions a` n
points 〈ψ(x1) . . . ψ(xn)〉, avec log |xi − xi′ | ≃ −j 1, se calcule alors comme
une perturbation finie de la the´orie gaussienne avec les parame`tres effectifs
a` l’e´chelle j. Tout le proble`me de la renormalisation provient de ce que
le flot du groupe de renormalisation associe´ (sauf dans les the´ories dites
asymptotiquement libres pour lesquelles la constante de couplage effective
tend vers 0 2, et dans certaines the´ories avec des syme´tries particulie`res
pour lesquelles le flot est trivial [61]) fait croˆıtre le parame`tre λ au-dela`
1ou encore (notant ψj les fluctuations gaussiennes du champ ψ sur une distance typique
de l’ordre de 2−j), des fonctions 〈ψj(x1) . . . ψ
j(xn)〉, sans restriction sur les xi.
2La chromodynamique quantique est asymptotiquement libre dans l’ultra-violet [43];
au contraire, le mode`le φ4 non massif en dimension 4 e´tudie´ ici est asymptotiquement
libre dans l’infra-rouge.
3
de la zone ou` les perturbations sont permises. Dans certains cas 3, des
de´veloppements perturbatifs en diagrammes de Feynman a` 2 ou 3 boucles
(au-dela` l’utilisation de l’ordinateur devient indispensable) semblent indi-
quer l’existence d’un point fixe non trivial, autrement dit d’une valeur lim-
ite non nulle du parame`tre λ renormalise´ aux e´nergies les plus basses, sig-
nature d’un comportement effectif non gaussien de la the´orie a` l’e´chelle
macroscopique. Dans d’autres, de manie`re encore plus critique – comme
l’e´lectrodynamique quantique en dimension 4, suppose´e de´crire l’interaction
des e´lectrons avec le champ e´lectromagne´tique, autrement dit de la lumie`re
et de la matie`re –, ces meˆmes de´veloppements perturbatifs en diagrammes
de Feynmann sugge`rent que la constante de couplage effective croˆıt sans lim-
ite dans la limite ultra-violette, et donc que le mode`le est intrinse`quement
mal de´fini aux e´nergies les plus hautes. Malheureusement ces mode`les sont
parmi les plus fondamentaux en physique de la matie`re condense´e comme
en physique des particules de haute e´nergie. La majorite´ des physiciens s’est
donc tourne´e vers la recherche de nouveaux mode`les (comme la grande uni-
fication ou la the´orie des cordes), ou des mode`les inte´grables (comme c’est le
cas du mode`le d’Ising et de nombre d’autres mode`les de physique statistique
en dimension 2), ou encore a abandonne´ l’ide´e de de´veloppements perturbat-
ifs rigoureux, se contentant de de´veloppements perturbatifs en diagrammes
de Feynman.
Un point de terminologie important s’impose ici avant de poursuivre:
on appelle d’ordinaire the´orie perturbative des champs un de´veloppement
en diagrammes de Feynman. Le de´veloppement asymptotique ge´ne´ral de la
fonction de partition ou des fonctions a` n points ou corre´lations de la the´orie
fait apparaˆıtre une se´rie entie`re en λ ou en ~, notoirement divergente, dans
toutes les the´ories connues; plus pre´cise´ment, le coefficient de λn, ou somme
des diagrammes de Feynman a` N boucles∗, diverge comme une factorielle
N ! a` une certaine puissance. Pourtant, les mode`les explore´s en the´orie con-
structive des champs sont e´galement perturbatifs a` leur manie`re, puisqu’ils
ne sont bien de´finis – comme nous venons de l’expliquer – que lorsque les
parame`tres renormalise´s restent petits a` toutes les e´chelles. La cle´ re´side
dans un de´veloppement perturbatif controˆle´ – une sorte de de´veloppement de
Taylor avec reste inte´gral, au lieu d’un de´veloppement en se´rie – permettant
d’exprimer la fonction de partition, ou plutoˆt son logarithme, l’e´nergie libre,
comme la limite d’une se´rie de fonctions fj analytiques en λ,
∑+∞
j=−∞ fj(λ)
portant sur les e´chelles d’e´nergies, de l’ultra-violet (j = +∞) jusqu’a` l’infra-
3On peut citer la the´orie φ4 non massive en dimension 2 et 3, associe´ au mode`le d’Ising
a` la tempe´rature critique.
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rouge (j = −∞). Formellement, le de´veloppement en se´rie (divergent a` nou-
veau) des fj(λ) permet de retrouver la se´rie des diagrammes de Feynman;
les de´veloppements perturbatifs de la the´orie constructive peuvent donc se
voir comme une resommation partielle astucieuse de cette meˆme se´rie. La
correspondance entre la se´rie divergente des diagrammes de Feyman et la
se´rie convergente de la the´orie constructive est en fait plus pre´cise que cela.
L’e´nergie libre est typiquement analytique a` l’inte´rieur d’un petit disque
{λ ∈ C; |λ − λ0| < λ0} (λ0 > 0) inclu dans le demi-plan Re λ > 0, et des
estime´es permettent de montrer qu’elle est e´gale a` la somme de Borel de son
de´veloppement en se´rie en 0, donne´ par les diagrammes de Feynman.
Apre`s ces pre´cautions d’usage, nous pouvons maintenant tenter de re´sumer
les succe`s a` porter au cre´dit de la the´orie constructive; on pourra se re-
porter a` la monographie de V. Rivasseau [60], a` la the`se de A. Abdesse-
lam [1], ou aux livres de V. Mastropietro et de M. Salmhofer [53, 63] (qui
s’inte´ressent plus spe´cifiquement aux the´ories fermioniques). La the´orie con-
structive des champs est un programme lance´ a` l’origine dans les anne´es 60
par A. S. Wightman [72], dont le but e´tait de donner des exemples ex-
plicites de the´ories des champs avec une interaction non triviale; cf. [29]
et les re´fe´rences donne´es dans l’article pour une bibliographie plus e´tendue.
E. Nelson donna la premie`re contribution au programme en 1965 en intro-
duisant une analyse multi-e´chelles [56] afin de controˆler la divergence du
mode`le φ4 en deux dimensions, dont la seule divergence provient de l’ordre
de Wick. J. Glimm et A. Jaffe introduisirent l’analyse ge´ne´rale sur l’espace
des phases [30] pour des mode`les avec un nombre fini de graphes diver-
gents. Le de´veloppement en clusters fut invente´ par J. Glimm, A. Jaffe et
T. Spencer [31] pour controˆler la limite en volume infini.
L’e´cole romaine [6] se rendit alors compte que cette analyse de l’espace
des phases e´tait en un certain sens une version spatiale continue du de´veloppement
en blocs de spins ou block-spin expansion, e´crite en premier par Kadanoff
pour le mode`le d’Ising, et devenue ulte´rieurement un outil majeur a` la fois
en physique des particules de haute e´nergie et en physique statistique graˆce
a` l’introduction par K. Wilson du concept de groupe de renormalisation
[73, 74]. L’outil du de´veloppement multi-e´chelles fut de´veloppe´ dans les
anne´es 80 afin de donner une version rigoureuse de groupe de renormalisa-
tion de Wilson, en introduisant notamment le flot des parame`tres effectifs
(ou renormalise´s), cf. [28] pour l’approche a` la fac¸on blocs de spins, et [22]
pour la version continue appele´e de´veloppement en clusters multi-e´chelle ou
multi-scale cluster expansion.
Cette dernie`re approche a e´te´ poursuivie durant les trente dernie`res
anne´es, conduisant a` la fois a` des avance´es conceptuelles [1, 2, 3, 49], et
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a` des applications a` des mode`les de la the´orie quantique des champs avec
un comportement asymptotique non trivial soit dans la limite ultra-violette
(ou des hautes e´nergies, ou encore a` petite distance) ou infra-rouge (ou des
basses e´nergies, ou a` grande distance); on peut citer peˆle meˆle le mode`le φ4-
model, l’ e´lectrodynamique ou la chromodynamique quantique, les mode`les
de physique statistique sur re´sau, les marches ale´atoires auto-e´vitantes [54]...
D’autres re´gimes avec une singularite´ non plus ponctuelle (dans la limite
|ξ| → ∞ en moments de Fourier), mais au voisinage d’une surface interpre´te´e
comme surface de Fermi, ont e´galement e´te´ e´tudie´s, avec des applications a`
la localisation d’ Anderson et a` des mode`les de fermions non-relativistes en
interaction, tels que le mode`le de Luttinger [7] en dimension un ou le mode`le
du jellium en dimension deux [23], en relation avec la the´orie de Bardeen-
Cooper-Schrieffer (BCS) sur la supraconductivite´. En ge´ne´ral, les the´ories
fermioniques peuvent eˆtre traite´es sans introduire tout le lourd appareil-
lage des de´veloppements en clusters multi-e´chelles [4]. Malgre´ les avance´es
conceptuelles de la dernie`re de´cennie, l’avis (personnel) de l’auteur est que
le cadre ge´ne´ral pour ces de´veloppements en clusters, tel qu’on le trouve
dans l’article [22] e´crit il y a plus de vingt ans, e´tait le plus approprie´, a` la
fois par sa ge´ne´ralite´, et son usage parcimonieux d’identite´s combinatoires
et d’alge`bre, au profit de de´veloppements en arbres somme toute intuitifs
et faciles a` visualiser, dans lesquels apparaissent clairement les ide´es essen-
tielles. Le de´faut majeur (mais partage´ dans une large mesure par les autres
approches) est la technicite´ assez redoutable des bornes finales; celle-ci n’est
pas apparente dans l’article – bien qu’il contienne tous les arguments ma-
jeurs –, mais re´elle. Nous espe´rons que cet article peut servir de compagnon
a` l’article [51], dans lequel le lecteur pourra trouver tous les de´tails dans une
pre´sentation nouvelle.
Pre´sentons maintenant brie`vement le long chemin qui, partant de proble`mes
fondamentaux concernant la de´finition meˆme du calcul stochastique frac-
tionnaire, nous a conduits a` chercher des re´ponses en the´orie des champs –
et plus pre´cise´ment en the´orie constructive des champs, puisqu’il s’agit ici
d’analyse et de probabilite´s.
L’e´tude des e´quations diffe´rentielles stochastiques dirige´es par le brown-
ien (ou, via la formule d’Itoˆ ou celle de Feyman-Kac, des e´quations de dif-
fusion) est un des the`mes essentiels de la the´orie des probabilite´s, depuis les
premiers travaux d’Einstein et Smoluchowski. L’inte´reˆt porte´ a` cette the´orie
tient a` ce qu’elle se confond dans une large mesure avec celle des processus
de Markov continus. L’outil technique essentiel pour le calcul stochastique
est la the´orie des (semi-)martingales, qui repose elle-meˆme sur le caracte`re
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Markovien du processus, ainsi que sur la notion de variation quadratique des
trajectoires, finie lorsque celles-ci sont de re´gularite´ Ho¨lder d’indice ≥ 1/2.
Il est bien connu que deux the´ories d’inte´gration (celle d’Itoˆ et celle de
Stratonovich) sont en concurrence. Celle de Stratonovich est sans doute
celle qui correspond le plus a` l’intuition, puisqu’elle s’obtient comme limite
de l’inte´grale de Riemann usuelle contre de bonnes approximations C1 par
morceaux des trajectoires browniennes (notamment les classiques interpola-
tions line´aires par morceaux), et qu’elle ve´rifie la formule fondamentale du
calcul infinite´simal, a` savoir F (B(t)) = F (B(s)) +
∫ t
s F
′(B(u))dStratoB(u)
pour toute fonction re´gulie`re F e´value´e le long d’une trajectoire brownienne
B(t) (cf. [75], cite´ dans [38], §5.2 D).
Cette approche e´choue lorsqu’on conside`re des processus stochastiques
d’indice de re´gularite´ Ho¨lder α < 1/2 4. Le champ d’applications est im-
mense et mal de´fini, allant des diffusions sur des fractals [35] aux sous-
diffusions en milieu poreux [32, 42], des processus multi-fractionnaires (et
leurs proches parents, les marches ale´atoires multi-fractales ou martingales
multiplicatives [12] avec leurs applications en gravite´ quantique de Liou-
ville [16] ou pour mode´liser la turbulence [24, 18, 40]) aux bruits colore´s,
utilise´s de manie`re phe´nomonologique dans nombre d’applications, en parti-
culier en synthe`se d’images. Ce sont ces derniers qui nous inte´resseront ici,
en raison de leur caracte`re gaussien qui les apparente aux mode`les usuels
de la the´orie quantique des champs. L’exemple le plus e´le´mentaire de ces
processus gaussiens est appele´ habituellement brownien fractionnaire∗ 5 par
les probabilistes; il s’agit en fait d’une famille de processus indexe´e par un
parame`tre α correspondant a` l’indice de re´gularite´ Ho¨lder des trajectoires
[58, 57]. Or les travaux de L. Coutin et Z. Qian [15] ont montre´ que l’inte´grale
stochastique non triviale la plus e´le´mentaire construite a` partir du brownien
fractionnaire bidimensionnel φ = (φ1(t), φ2(t)) – avec ses deux composantes
inde´pendantes et de meˆme loi –, a` savoir
A(s, t) :=
∫ t
s
dφ1(t1)
∫ t1
s
dφ2(t2) =
∫ t
s
(φ2(u)− φ2(s))dφ1(u), (0.1)
une inte´grale ite´re´e d’ordre 2, de´finie comme limite des inte´grales ite´re´es des
interpolations line´aires par morceaux des trajectoires, diverge quand α ≤
4Rappelons qu’un chemin continu X : [0, T ] → R est α-Ho¨lder, α ∈ (0, 1), si
sups,t∈[0,T ]
|Xt−Xs|
|t−s|α
<∞. Les trajectoires browniennes sont α-Ho¨lder pour tout α < 1/2;
elles ont une variation quadratique finie presque suˆrement en raison de compensations
ale´atoires.
5Ils s’obtiennent en effet comme de´rive´e ou inte´grale fractionnaire – suivant la valeur
de α – du brownien.
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1/4. Des travaux ulte´rieurs reposant sur des me´thodes diffe´rentes [15, 57, 65,
66] ont confirme´ l’existence de cette barrie`re apparemment infranchissable
en α = 1/4.
Et pourtant, la the´orie des chemins rugueux∗ (ou rough paths), une
the´orie d’inte´gration adapte´e aux chemins irre´guliers, introduite par T. Lyons
a` la fin des anne´es 90 [46, 47] et devenue un outil essentiel en calcul stochas-
tique [46, 47, 33, 44, 45, 25], pre´dit – malheureusement par des arguments
ge´ome´triques non constructifs – l’existence d’approximations C1 par morceaux,
autres que l’interpolation line´aire par morceaux, dont les inte´grales ite´re´es
de tous ordres convergent vers des quantite´s finies s’interpre´tant comme
substituts d’inte´grales ite´re´es du brownien fractionnaire – en termes plus
ge´ome´triques, comme chemin rugueux au-dessus du brownien –. Nous in-
sistons sur l’ide´e qu’il s’agit de substituts: A. Lejay [44, 45] a bien fait
voir comment on peut modifier a` loisir les inte´grales ite´re´es d’un chemin en
inse´rant tout le long des ”bulles” microscopiques invisibles a` l’oeil nu. Les
travaux de l’auteur [67, 68, 69, 70, 50, 51] ont montre´ en fait que lesdites
inte´grales ite´re´es s’expriment en termes de champs singuliers (dits ordonne´s
en Fourier) qui peuvent eˆtre re´gularise´s par l’ajout d’un terme d’interaction
dans le lagrangien, sans modifier les trajectoires du champ re´gulier φ sous-
jacent. Ce miracle s’explique par le flot quasi-trivial du groupe de renor-
malisation, une ite´ration suffisant pour e´cranter totalement l’interaction.
On obtient ainsi toute une classe de processus gaussiens ”ge´ne´ralise´s” qu’on
pourrait appeler champs quasi-gaussiens. La the´orie ge´ne´rale [19] donne
une multitude d’inte´grales ite´re´es possibles correspondant a` des choix essen-
tiellement arbitraires de champs singuliers; la construction physique, quant a`
elle, donne une famille a` un parame`tre d’inte´grales ite´re´es construites par un
proce´de´ naturel en the´orie des champs, pouvant de plus s’interpre´ter comme
ajout d’une de´rive (drift) singulie`re dans une e´quation diffe´rentielle stochas-
tique [52], et permettant de de´finir une inte´gration stochastique avec de
bonnes proprie´te´s, adapte´e par exemple a` la re´solution d’e´quations diffe´rentielles
stochastiques.
Les termes franc¸ais suivis d’une aste´risque ( ∗ ) sont retraduits en anglais
dans le lexique final, afin de permettre au lecteur anglophone de compren-
dre aise´ment, et au lecteur francophone de se re´fe´rer aux articles origin-
aux. La the´orie constructive n’ayant jamais e´te´ e´crite en franc¸ais, leur
traduction franc¸aise a e´te´ obtenue en suivant les traditions orales, pour
lesquelles l’auteur remercie chaleureusement Jacques Magnen, sans qui –
plus ge´ne´ralement – tout ce travail de transcription de la the´orie construc-
tive n’aurait pas e´te´ possible.
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1 Comptage de puissance pour les diagrammes de
Feynman multi-e´chelles
Curieusement, les traite´s classiques sur la the´orie quantique des champs
(qu’ils introduisent l’algorithme de Bogolioubov-Parasiuk-Hepp-Zimmermann
ou qu’ils en restent a` des de´veloppement a` 1 ou 2 boucles∗) n’utilisent pas
la notion du comptage de puissance∗, ni de diagramme de Feynman multi-
e´chelles∗. C’est pourtant (et les spe´cialistes le savent bien depuis longtemps
[20, 21, 27]) de loin le moyen le plus simple de montrer qu’on peut renor-
maliser les diagrammes de Feynman de fac¸on a` produire des quantite´s finies,
et aussi de borner ces diagrammes. Nous renvoyons ici au livre de V. Ri-
vasseau [60], ou a` la the`se re´cente de F. Vignes-Tourneret [71] ou` ces estime´es
classiques sont rede´montre´es en de´tails de manie`re tre`s pe´dagogique.
Le point de de´part est une the´orie gaussienne. Soit donc ψ : RD → Rd un
champ gaussien stationnaire sur RD a` d composantes, de noyau de covariance
Cψ(x, y) = Cψ(x− y). Dans toute la suite on choisit une de´composition en
e´chelles M -adique du champ, ou` M est une constante > 1 fixe´e.
De´finition 1.1 1. Soit χ0 : RD → R, resp. χ1 une fonction ≥ 0 a` sup-
port compact telle que χ0 ≡ 1 dans un voisinage de 0, resp. χ1 ≡ 0
dans un voisinage de 0 et χ1 ≡ 1 dans un voisinage du bord de
l’hypercube de´fini par supj=1,...,D |ξj| = 1. Ces deux fonctions peu-
vent eˆtre choisies de sorte que (χ0, (χj)j≥1), avec χ
j := χ1(M−j ·),
de´finissent une partition de l’unite´, i.e. χ0 +
∑
j≥1 χ
j ≡ 1. Soit
ρ ≥ 0. Alors la troncature∗ ultra-violette a` l’e´chelle ρ d’une fonc-
tion f : RD → Rd est f→ρ := F−1
(
ξ 7→
[∑ρ
j=0 χ
j(ξ)
]
Ff(ξ)
)
, ou` F
de´signe la transformation de Fourier. En termes simples, la tronca-
ture ultra-violette ”coupe” toutes les composantes Fourier de moment
ξ tel que |ξ| ≫Mρ.
2. Posons Cjψ := F−1
(
ξ 7→ χj(ξ)FCφ(ξ)
)
. Alors ψ a la meˆme loi que
la se´rie de champs gaussiens inde´pendants
∑
j≥0 ψ
j , si ψj a pour co-
variance Cjψ. La troncature
∗ ultra-violette d’e´chelle ρ du champ ψ est
ψ→ρ :=
∑ρ
j=0 ψ
j , de covariance C→ρψ :=
∑ρ
j=0C
j
ψ.
Le cas typique est celui d’un champ gaussien multi-e´chelles de dimen-
sion β, pour lequel |FCψ(ξ)| ≈ 1|ξ|D−2β et |〈ψj(x)ψj(y)〉| ≤ Cr
|x−y|−2β
(1+Mj |x−y|)r
pour tout r ≥ 1 (les exposants −(D − 2β) et −2β se correspondant par
transformation de Fourier), cf. [50]. La de´finition de la dimension β suit la
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de´finition usuelle des physiciens, en ce sens que ψ(x) se comporte comme
une e´nergie (ou inverse de distance) a` la puissance β 6. En particulier, les
champs de dimension d’e´chelle β > 0 sont divergents dans l’ultra-violet.
De´finition 1.2 (champs en interaction) Soit λ := (λ1, . . . , λq) ∈ Cq un
ensemble de parame`tres, et P1, . . . , Pq (q ≥ 1) des polynoˆmes homoge`nes sur
R
d → (Rd)D. Alors la the´orie en interaction avec lagrangien d’interaction
Lint(ψ)(x) :=
∑q
p=1 λpPp(ψ(x);∇ψ(x)) est (si elle existe!) la limite faible
Pλ(dψ) des mesures de Gibbs
Pλ,V,ρ(dψ) :=
1
Zλ,V,ρ
e−
∫
V Lint(ψ
→ρ)(x)dxdµ→ρ(ψ
∣∣
V
), (1.1)
quand le volume |V | et l’e´chelle de cut-off ultra-violet ρ tendent vers l’infini,
ou`: V ⊂ RD est compact; dµ→ρ(ψ∣∣
V
) est la mesure gaussienne correspon-
dant au champ re´gularise´ ψ→ρ restreint au volume fini V ; Zλ,V,ρ est une
constante de normalisation appele´e fonction de partition.
En de´veloppant l’exponentielle de l’interaction en se´rie, et en utilisant la
formule de Wick bien connue (rappele´e en §3.2), on peut exprimer les fonc-
tions a` n points (ou corre´lations) de la the´orie, 〈ψi1(x1) . . . ψin(xn)〉λ, comme
une somme formelle de diagrammes de Feynman, 1Zλ
∑
ΓA(Γ), ou` Γ parcourt
l’ensemble des diagrammes avec n lignes externes ψi1(x1), . . . , ψin(xn), et
A(Γ) ∈ C est l’e´valuation du diagramme correspondant; les fonctions a` n
points connexes s’obtiennent alors comme somme sur les diagrammes con-
nexes, sans la constante de renormalisation 1Zλ . Si l’on choisit une e´chelle
pour chaque ligne (inte´rieure ou exte´rieure) du graphe, on obtient ce qu’on
peut appeler un diagramme de Feynman multi-e´chelles.
Dans toute la suite on supposera pour simplifier le comptage de puis-
sances que la the´orie est juste renormalisable; autrement dit, les constantes
de couplage λi sont sans dimension, ou encore, chaque terme dans l’interaction∫
RD
ψi1(x) . . . ψiI (x)dx est de dimension βi1+. . .+βiI−D = 0. On de´montre
alors facilement qu’un diagramme mono-e´chelle Γ dont toutes les lignes
inte´rieures et exte´rieures sont d’une meˆme e´chelle fixe´e j est d’ordreM jω(Γ),
ou` ω(Γ) := D −∑ℓ∈Lext(Γ) βil (Lext(Γ) de´signant l’ensemble des lignes ex-
ternes) est le degre´ de divergence superficielle du graphe. Pour la the´orie φ4
en 4 dimensions par exemple, le champ φ est de dimension β = D2 − 1 = 1,
et le degre´ de divergence superficielle d’un graphe a` n lignes externes est
6La convention dans [50] est d’appeler dimension d’e´chelle∗ −β, e´gal a` la re´gularite´
Ho¨lder des trajectoires.
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4 − n (cf. [43], §6.1.2). Un diagramme mono-e´chelle est bien entendu con-
vergent. Les divergences en the´orie quantique des champs proviennent des
diagrammes quasi-locaux, c’est-a`-dire des diagrammes multi-e´chelles Γ dont
les lignes internes sont toutes de plus haute e´nergie que les lignes externes;
on note iΓ l’e´chelle minimum des lignes internes, et eΓ l’e´chelle maximum
des lignes externes, de sorte que la hauteur∗ htΓ := iΓ− eΓ d’un diagramme
quasi-local Γ est positive. En raison de la de´croissance polynomiale ou expo-
nentielle ”scale´e” de la covariance Cj(x−y) = 〈ψj(x)ψj(y)〉, ne´gligeable sur
des distances |x− y| ≫M−j, l’ordre de grandeur de l’e´valuation A(Γ) d’un
diagramme quasi-local s’obtient en inte´grant sur des vertex inte´rieurs a` dis-
tance .M−iΓ les uns des autres, infe´rieure a` la distance a priori comparable
a` M−eΓ des vertex exte´rieurs, d’ou` le nom ”quasi-local”. Dans la terminolo-
gie de [60, 71], les diagrammes quasi-locaux divergents sont dits diagrammes
dangereux 7. Pour e´valuer un diagramme multi-e´chelles, on re´alise une sorte
d’”e´corche´”: pour chaque e´chelle j des lignes du diagramme, on dessine
l’ensemble des lignes d’e´chelle ≥ j, note´ Γj→. Soit jJ > jj−1 > . . . la liste
de´croissante des e´chelles du diagramme. On construit un arbre couvrant de Γ
en extrayant du graphe GjJ→ un arbre couvrant, puis en le comple´tant en un
arbre couvrant de GjJ−1→, et ainsi de suite jusqu’a` e´puisement des e´chelles.
On inte`gre successivement sur les sommets de l’arbre couvrant en partant
des e´chelles les plus hautes. La de´croissance ”scale´e” des propagateurs
montre que chaque vertex contribue un facteur de l’ordre de 1 (pour une
the´orie juste renormalisable bien entendu). En inte´grant sur tous les som-
mets de l’e´chelle jJ sauf un, on trouve une contribution totale majore´e par
MDjJ ·M−htΓ
∑
ℓ∈Lext(Γ
jJ→)
βjℓ . En de´composant htΓ en jJ − jJ−1, on trouve
finalement M jJ a` un exposant ω(ΓjJ→) = D −∑ℓ∈Lext(ΓjJ→) βjℓ . Si tous
les degre´s de divergence superficiels ω(Γji→) de tous les sous-diagrammes
quasi-locaux sont < 0, on obtient ainsi des facteurs de ressort∗ permet-
tant de sommer sur les diffe´rences d’e´chelle ji − ji−1 et de de´montrer que
le diagramme de Feynman habituel (obtenu en sommant sur toutes les at-
tributions d’e´chelle possibles) est convergent. La renormalisation consiste a`
soustraire l’e´valuation des sous-diagrammes quasi-locaux superficiellement
divergents a` moments externes nuls (ou mieux encore son de´veloppement de
Taylor a` l’ordre τ autour des moments externes nuls), ce qui est e´quivalent
a` de´placer toutes les lignes externes au meˆme point. Le graphe e´tant quasi-
7La formule des arbres de Zimmermann (ou algorithme de renormalisation de BPHZ)
se re´e´crit dans ce langage multi-e´chelles, faisant apparaˆıtre essentiellement des soustrac-
tions de contre-termes associe´s a` des foreˆts de diagrammes dangereux, et rendant quasi-
imme´diate la preuve de la finitude des graphes renormalise´s (cf. [71], §1.3.3).
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local, c’est-a`-dire quasi-ponctuel du point de vue de l’e´chelle de ses lignes
externes, on comprend que cette ope´ration donne la contribution principale
du graphe. La soustraction est e´quivalente du point de vue du comptage de
puissance a` remplacer ω(Γji→) par ω∗(Γji→) := ω(Γji→) − τ − 1. Pour τ
suffisamment grand (τ = 2 pour la the´orie φ4 en dimension 4, τ = 0 pour le
mode`le de chemins rugueux), ω∗(Γji→) < 0, ce qui permet de sommer sur
les e´chelles.
2 De´veloppement en clusters
Les de´veloppements en clusters∗ proviennent de l’e´tude de mode`les sur
re´seau ou de gaz dilue´s a` haute tempe´rature [37, 62]. Dans tous les cas,
l’ide´e est d’e´valuer une fonction de partition portant sur un grand nombre de
degre´s de liberte´ couple´s avec une interaction a` courte porte´e en la re´e´crivant
comme somme sur des amas finis (”clusters”) entie`rement de´couple´s. Les
de´veloppements en clusters de la the´orie des champs sont fonde´es sur une
de´composition en ondelettes simplifie´e (ψj
∆j
) d’un champ gaussien ψ, ou` j
est une e´chelle de Fourier verticale comme pre´ce´demment, et ∆j un cube
horizontal (i.e. relatif a` l’espace direct RD et non a` l’espace de Fourier)
de taille M−j autour du centre de la composante ondelette. Chaque ψj
∆j
peut eˆtre vu comme un degre´ de liberte´ ∗ de la the´orie, ces diffe´rents degre´s
de liberte´ e´tant relativement inde´pendants les uns des autres, de sorte que
l’interaction inte´gre´e
∫ Lint(ψ)(x)dx peut se re´e´crire comme une double se´rie
horizontale et verticale, divergente horizontalement (en raison de l’invariance
par translation de la the´orie) et verticalement (sauf si la the´orie ne ne´cessite
pas de renormalisation). Les de´veloppements en clusters horizontaux (H)
et verticaux (V) permettent de re´e´crire la fonction de partition Z→ρV sur un
volume fini, avec e´chelle de troncature ultra-violette ρ, comme une somme,
Z→ρV =
∑
n
1
n!
∑
P1,...,Pn non−overlapping
FHV (P1) . . . FHV (Pn), (2.1)
ou`:
– P1, . . . ,Pn sont des polyme`res disjoints, i.e. des ensembles de cubes ∆
relie´s par des liens horizontaux et verticaux; pendant les de´veloppements en
clusters, la mesure gaussienne a e´te´ modifie´e de sorte que les composantes des
champs appartenant a` des polyme`res diffe´rents sont devenues inde´pendantes;
– FHV (P), P = P1, . . . ,Pn est l’e´valuation 〈fHV (P)〉λ d’une fonction fHV
de´pendant uniquement des composantes situe´es dans le support de P.
12
Les faits fondamentaux sont les suivants: (i) la fonction d’e´valuation du
polyme`re∗ FHV (P) est d’autant plus petite que le polyme`re est grand, en
raison de la de´croissance polynomiale ou exponentielle a` grandes distances
(pour la direction horizontale), et par des arguments de comptage de puis-
sance pour la direction verticale, ce qui conduit a` l’image d’ˆılots horizontaux∗
maintenus ensemble par des ressorts∗ verticaux; (ii) les liens horizontaux et
verticaux dans P (une fois qu’un cube appartenant a` P a e´te´ fixe´) sup-
priment l’invariance par translation, responsable de la divergence lorsque
|V | → ∞. Une astuce combinatoire classique, appele´e de´veloppement de
Mayer (un de´veloppement en clusters d’un type particulier en fait) permet de
re´e´crire l’e´q. (2.1) comme une somme similaire sur des arbres de polyme`res∗,
parfois appele´s Mayer-extended polymers (polyme`res e´tendus a` la Mayer ?)
et note´s P eux aussi par abus de notation, mais sans contrainte de non-
overlap, Z→ρV =
∑
n
1
n!
∑
P1,...,Pn
F (P1) . . . F (Pn), ou` F = FHVM est une
nouvelle fonction d’e´valuation de polyme`re tenant compte du de´veloppement
de Mayer, de sorte que logZ→ρV =
∑
P
F (P) apparaˆıt comme une quantite´
extensive puisqu’invariante par translation. Les choses sont en fait plus
complique´es que cela, les conside´rations pre´ce´dentes ne valant que pour une
e´chelle donne´e. Au total, on trouve que, dans la limite |V |, ρ→∞, l’e´nergie
libre logZ→ρV est une somme sur chaque e´chelle de quantite´s extensives
de´pendant de l’e´chelle conside´re´e, i.e. logZ→ρV = |V |
∑→ρ
j=0M
Djf j→ρV , ou`
f j→ρV (qu’on peut voir comme une e´nergie libre par cube d’e´chelle j) converge
quand |V | → ∞ vers une quantite´ finie de l’ordre deO(λ). On retrouve l’ide´e
que chaque cube d’e´chelle j contient un degre´ de liberte´. Alternativement,
on peut approcher cette de´composition par une somme
∑ρ
j=0
∫
V f
j→ρ
vol (x)dx,
ou` f j→ρvol est une densite´ volumique d’e´nergie libre d’e´chelle j, de l’ordre de
MDj . Finalement, les fonctions a` n points se calculent de la meˆme manie`re
en incorporant des champs externes d’une e´chelle donne´e et en sommant sur
les e´chelles de ces champs.
2.1 Formule de Brydges-Kennedy-Abdesselam-Rivasseau
Voyons maintenant comment concre´tiser ces ide´es. La tre`s jolie formule ci-
dessous, obtenue dans une premie`re version par Brydges et Kennedy [11]
(cf. toutefois [17] pour des versions encore ante´rieures), puis ame´liore´e et
syste´matise´e par A. Abdesselam et V. Rivasseau [2, 3], fascine les mathe´maticiens
[13]. Elle permet de traiter le de´veloppement en clusters horizontal ainsi que
le de´veloppement de Mayer; dans le premier cas, les objets sont des cubes
d’une e´chelle donne´e, dans le deuxie`me cas, des polyme`res multi-e´tages.
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Cette formule s’e´nonce de manie`re abstraite sur un ensemble fini d’objets
O quelconque. Un lien ℓ de l’ensemble O est une paire oℓ, o′ℓ d’objets dis-
tincts. L’ensemble des liens de O est note´ L(O); on peut le voir comme
l’ensemble des areˆtes du graphe total sur O. Si F est une foreˆt (autrement
dit, une re´union disjointe d’arbres) reliant les objets de l’ensemble O, on
note L(F) ⊂ L(O) l’ensemble de ses areˆtes.
De´finition 2.1 (formule de Brydges-Kennedy-Abdesselam-Rivasseau)
Soit ZO : [0, 1]
L(O) → R une fonction Z = Z((zℓ)ℓ∈L(O)) de´pendant d’un en-
semble de parame`tres zℓ ∈ [0, 1] place´s sur les liens ℓ = (oℓ, o′ℓ) reliant deux
a` deux les objets d’un ensemble (abstrait) fini O. Alors:
1. (formule BKAR1)
ZO(1) =
∑
F∈F(O)

 ∏
ℓ∈L(F)
∫ 1
0
dwℓ





 ∏
ℓ∈L(F)
∂
∂zℓ

Z

 (z(w)), (2.2)
ou`: F(O) est l’ensemble des foreˆts reliant les objets de O; zℓ(w), ℓ ∈
L(O) est le minimum des parame`tres wℓ′ pour ℓ′ parcourant l’unique
chemin de oℓ vers o
′
ℓ si oℓ et o
′
ℓ sont connecte´s par les liens de F, et
zℓ(w) = 0 sinon.
2. (formule BKAR2)
On suppose O = O1 ∐ O2. Soit Fres(O) l’ensemble des foreˆts F
restreintes∗ sur O, c’est-a`-dire des foreˆts dont chaque composante con-
nexe est (i) soit un arbre d’objets de type 1, appele´ arbre non enracine´∗;
soit (ii) un arbre enracine´∗ contenant un seul sommet de type 2, con-
side´re´ comme sa racine. Alors
ZO(1) =
∑
F∈Fres(O)

 ∏
ℓ∈L(F)
∫ 1
0
dwℓ





 ∏
ℓ∈L(F)
∂
∂zℓ

Z

 (z(w)),
(2.3)
ou` zℓ(w), ℓ ∈ L(O) est le minimum des parame`tres wℓ′ pour ℓ′ par-
courant l’unique chemin dans F¯ de oℓ vers o
′
ℓ, F¯ e´tant la foreˆt obtenue
a` partir de F en fusionnant∗ toutes les racines de F en un seul sommet.
En pratique ZO := ZO(1) = ZO(1, . . . , 1) est une fonctionnelle donne´e
au de´part (de´pendant de l’ensemble O ainsi qu’implicitement de parame`tres
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exte´rieurs comme des constantes de couplage, des champs exte´rieurs...),
d’une grande complexite´ combinatoire, c’est-a`-dire (sans pre´tendre a` une
de´finition pre´cise) ne pouvant s’obtenir a` partir de fonctionnelles sur des
sous-ensembles de O. Dans les deux cas que nous allons voir, il existe une
fac¸on naturelle d’associer a` ZO une fonctionnelle ZO((zℓ)ℓ∈L(O)) de sorte
que ZO(z) se factorise sur les composantes connexes du graphe obtenu en
supprimant les areˆtes ℓ telles que zℓ = 0. Plus pre´cise´ment, la contribution
d’une foreˆt F de composantes connexes T1, . . . ,TI au membre de droite de
(2.2) se re´e´crit comme le produit
I∏
i=1

 ∏
ℓ∈L(Ti)
∫ 1
0
dwℓ





 ∏
ℓ∈L(Ti)
∂
∂zℓ

ZTi

 (zℓ((wℓ′)ℓ′∈L(Ti)), ℓ ∈ L(Ti)).
(2.4)
Le de´veloppement restreint (2.3) e´vite de tester (ou affaiblir) les liens entre
deux objets de type 2 lorsque cela est inutile ou dangereux (cf. application
au de´veloppement de Mayer ci-dessous).
Premie`re application: de´veloppement en clusters horizontal
Soit Dj l’ensemble des cubes ∆j d’une e´chelle j donne´e. En dimension
D = 1, il s’agit simplement des intervalles [iM−j , (i + 1)M−j ], i ∈ Z. En
dimension 2, les carre´s ∆j s’obtiennent comme faces du re´seau carre´ usuel
sur Z2, contracte´ ou dilate´ d’un facteur M−j . De manie`re ge´ne´rale, ∆j =
{x ∈ RD ; ni ≤ M jxi ≤ ni + 1} pour certains entiers n1, . . . , nD. Les
diffe´rents ∆j donnent une partition de l’espace RD. Les liens ℓ relient deux
cubes note´s ∆ℓ et ∆
′
ℓ. Si x ∈ RD, on note ∆jx le cube d’e´chelle j contenant
x.
Conside´rons la fonction de partition d’un mode`le de the´orie des champs
restreinte a` une e´chelle j donne´e,
Zj :=
∫
e−Lint(ψ
j)(x)dxdµ(ψj). (2.5)
A un choix de parame`tres d’affaiblissement∗ zℓ donne´, note´s dans ce
cas particulier sℓ ou s∆ℓ,∆′ℓ, correspond un noyau de covariance affaibli
Cs(x, x
′) := s
∆jx,∆
j
x′
C(x, x′).
Une ge´ne´ralisation en dimension infinie de la formule suivante pour un
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vecteur gaussien (X,Y ), obtenue par transformation de Fourier
∂
∂s
〈f(X,Y )〉s = ∂
∂s
∫ ∫
f(x, y) exp−1
2
〈C−1s
(
x
y
)
,
(
x
y
)
〉 dx dy
=
∂
∂s
∫ ∫
fˆ(x, y) exp−1
2
〈Csη, η〉 dη
= Cs(X,Y )〈∂X∂Y F (X,Y )〉s (2.6)
donne la formule suivante:
Zj =
∑
Fj∈Fj

 ∏
ℓ∈L(Fj)
∫ 1
0
dwℓ
∫
∆ℓ
dxℓ
∫
∆′ℓ
dx′ℓCs(w)(xℓ, x
′
ℓ)


∫
dµs(w)(ψ)Hor
j
(
e−
∫
L(ψ)(x)dx
)
, (2.7)
ou` Horj :=
∏
ℓ∈L(Fj)
(
δ
δψj (xℓ)
δ
δψj (x′ℓ)
)
sera appele´ ope´rateur de de´veloppement
horizontal∗ .
Regardons maintenant comment cette formule s’applique dans un con-
texte multi-e´chelles. Le de´veloppement a` l’e´chelle ρ s’applique a` la fonc-
tion
∫
e−
∫
V
Lint(ψ→ρ)(x)dxdµ(ψρ), dans laquelle les champs de bas moment
ψ→(ρ−1) sont conside´re´s comme des sources. Le produit de ce de´veloppement
est une somme de produit de termes factorise´s sur chaque arbre Tρ provenant
de la formule de Brydges-Kennedy-Abdesselam-Rivasseau. Chaque terme
factorise´ est une somme de termes du type CρGρe−
∫
Tρ Lint(ψ
→ρ)(x)dx, ou`: Cρ
est un produit de propagateurs Cρ(xℓ, x
′
ℓ) d’e´chelle ρ; G
ρ est un produit
(fini) de champs ψ→ρ.
En re´alite´, ce de´veloppement s’applique non pas a` la fonction de partition
Z→ρ, mais a` la fonction Z→ρ(t), ou` les coefficients tj
∆j
, j ∈ Z,∆j ∈ Dj multi-
pliant diversement les diffe´rentes e´chelles des champs sont introduits en vue
du de´veloppement multi-e´chelles (cf. §2.2). La de´composition pre´ce´dente
reste ne´anmoins valable, on obtient des termes du type CρGρe−
∫
Tρ
Lint(ψ→ρ;t)(x)dx
ou` la de´pendance en les parame`tres t est cache´e dans le monoˆme Gρ.
Les de´veloppements aux diffe´rentes e´chelles s’obtiennent de la meˆme
manie`re. D’un point de vue logique, apre`s avoir comple´te´ les de´veloppements
en clusters aux e´chelles ρ, . . . , j + 1 et obtenu des polyme`res, il suffirait
d’affaiblir par des parame`tres s les liens entre cubes d’e´chelle j situe´s a` la
base de polyme`res distincts. En pratique cette proce´dure n’est pas de´nue´e
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d’ambigu¨ıte´, et plutoˆt que de de´finir une proce´dure pre´cise relativement ar-
bitraire, on peut mettre sans dommage des parame`tres d’affaiblissement s
entre tous les intervalles d’e´chelle j.
Deuxie`me application: de´veloppement de Mayer
Ce de´veloppement permet de se´parer la contribution des polyme`res du
vide∗ a` l’e´nergie libre, comme nous l’expliquons ci-dessous, et de resommer
les parties locales des polyme`res divergents en vue de la renormalisation.
Contentons-nous ici de montrer comment effectuer ce de´veloppement a` l’aide
de la formule de Brydges-Kennedy-Abdesselam-Rivasseau. Un polyme`re
P
j→ multi-e´chelle d’e´chelle minimale j est un ensemble connexe de cubes
d’e´chelles k = j, j + 1, . . . , ρ relie´s par des liens horizontaux (entre cubes
de meˆme e´chelle) ou verticaux, encore dits liens d’inclusion∗, reliant ∆k,
k > j a` l’unique cube ∆k−1 d’e´chelle k − 1 contenant ∆k. Deux polyme`res
P
j→
1 ,P
j→
2 sont dits non-j-overlapping (sans recouvrement a` l’e´chelle j ?) si
P
j→
1 et P
j→
2 n’ont pas de cube en commun a` l’e´chelle j, autrement dit, si
(Pj→1 ∩Dj) ∩ (Pj→2 ∩Dj) = ∅. Les objets sont cette fois-ci des polyme`res, et
les liens, des liens de non-overlap qu’on souhaite supprimer. La formule de
BKAR permet de ne garder des liens de non-overlap qu’entre les polyme`res
appartenant a` un meˆme arbre de polyme`res. Le de´veloppement fait ap-
paraˆıtre de manie`re ge´ne´rale des foreˆts de polyme`res – une sorte de super-
structure arborescente si l’on pense que les polyme`res sont eux-meˆmes des
arbres –. Les parame`tres d’affaiblissement sont note´s ici S (pour ne pas les
confondre avec les parame`tres s du de´veloppement en clusters horizontal).
Le lecteur ve´rifiera facilement que mettre des parame`tres S a` 0 e´quivaut a`
autoriser deux polyme`res a` se chevaucher librement, alors que de´river par
rapport a` un parame`tre S implique que les polyme`res ont au moins un cube
en commun. Dans le deuxie`me cas, le cube en commun attache les deux
polyme`res l’un a` l’autre, supprimant la liberte´ de de´placement horizontal
de l’un par rapport a` l’autre; l’arbre de polyme`res ainsi cre´e´ se borne alors
comme un polyme`re simple puisqu’il a e´te´ rendu connexe (cf. §3.2). Dans le
premier cas, les contributions des deux polyme`res se multiplient, permettant
la resommation en exponentielle. Si ces polyme`res posse`dent des champs ex-
ternes, il faut ne´anmoins les conside´rer comme des ”polyme`res colore´s”, de
couleurs diffe´rentes (puisqu’ils ont e´te´ rendus totalement inde´pendants l’un
par rapport a` l’autre). Ite´rant le de´veloppement a` chaque e´chelle, on voit
qu’il faut donc travailler de manie`re ge´ne´rale avec des ”champs colore´s”,
ψ˜j : RD × {couleurs} → C. Les corrections aux bornes gaussiennes du §3.2
sont mineures (cf. [51] pour les de´tails).
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Lemme 2.2 Soit NonOverlapj(P1, . . . ,PN ) :=
∏
(Pn,Pn′)
1Pn,P′nnon−j−overlapping
et
NonOverlapj(P1, . . . ,PN ;S) :=∏
(Pn,Pn′)
(
(1− SPn,Pn′ ) + SPn,Pn′1Pn,P′nnon−j−overlapping
)
.
(2.8)
Alors
NonOverlapj(P1, . . . ,PN ) =
∑
F∈F({P1,...,PN})

 ∏
ℓ∈L(F)
∫ 1
0
dWℓ



 ∏
ℓ∈L(F)
∂
∂Sℓ

NonOverlapj(S(W )),
(2.9)
ou` F({P1, . . . ,PN}) est l’ensemble des foreˆts reliant les polyme`res P1, . . . ,PN .
En pratique on distinguera entre les polyme`res de type 1 (posse´dant
< Next,max champs externes) et ceux de type 2 (posse´dant ≥ Next,max
champs externes) – puisque le de´veloppement de Mayer sert en principe a`
resommer les parties locales des polyme`res divergents –, et on n’affaiblira la
condition de non-overlap qu’entre les intervalles dans lesquels aucun champ
externe n’est situe´, ceci afin d’e´viter l’accumulation de champs externes dans
le meˆme intervalle que pourraient cre´er les S-de´rivations autrement, et on
appliquera la 2e`me formule de Brydges-Kennedy-Abdesselam-Rivasseau au
lieu de la 1e`re. Nous n’e´crirons pas la formule explicitement.
2.2 De´veloppement en clusters vertical
Ce de´veloppement est en re´alite´ un de´veloppement de Taylor partiel dans
chaque cube d’une e´chelle donne´e. En ce sens ce n’est pas re´ellement un
de´veloppement en cluster, et la formule de Brydges-Kennedy-Abdesselam-
Rivasseau ne s’applique pas. Ne´anmoins, comme nous allons voir, il conduit
a` une se´paration effective de l’ensemble des cubes ∐jDj en morceaux dis-
joints appele´s polyme`res, qu’on peut voir comme des ”clusters” ou amas
multi-e´chelles, et les parame`tres t ∈ [0, 1] ci-dessous jouent un roˆle tre`s sim-
ilaire aux parame`tres d’affaiblissement s ou S des paragraphes pre´ce´dents.
La terminologie n’est pas fixe´e, on parle soit de de´veloppement en cluster
vertical∗, soit (plus justement peut-eˆtre) de ”momentum-decoupling expan-
sion” ou ”de´veloppement sur le couplage entre e´chelles”.
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De´finition 2.3 (parame`tres verticaux) On note t un ensemble de parame`tres
tj
∆j
, j ∈ Z, ∆j ∈ Dj, associe´ chacun a` un cube donne´. De manie`re
e´quivalente, x 7→ tjx := tj
∆jx
, ou` ∆jx est l’unique cube d’e´chelle j contenant
un point x, de´finit une fonction localement constante dans chaque cube.
Voici une premie`re de´finition possible.
De´finition 2.4 (lagrangien habille´∗ ) Soit Lint(ψ)(x) =
∏I
i=1 ψi(x) un
monoˆme contenu dans le lagrangien d’interaction, couple´ a` une constante
de couplage λ, et L→ρint (ψ)(x) :=
∏I
i=1 ψ
→ρ
i (x) sa troncature
∗ ultra-violette.
Alors le lagrangien habille´∗ associe´ est
L→ρint (ψ; t)(x) := λρ
I∏
i=1
(Tψi)
→ρ(x)+
∑
ρ′≤ρ
λρ
′−1(1−(tρ′x )I)
I∏
i=1
(Tψi)
→(ρ′−1)(x).
(2.10)
Lorsque la constante de couplage λ n’est pas renormalise´e, la formule
se simplifie, la constante λ e´tant en facteur a` la fois dans Lint(ψ) et dans
Lint(ψ; t); comme pour les de´veloppements en cluster, on retrouve alors
la the´orie initiale lorsque t = 1, autrement dit, Lint(ψ)(x) = Lint(ψ;1)(x).
Mais en ge´ne´ral, la renormalisation induit un flot du parame`tre λ, λj e´tant la
constante de couplage effective relative a` l’e´chelle j. Cette constante effective
s’obtient en pratique en sommant les contre-termes de toutes les e´chelles
≥ j. Autrement dit, le contre-terme d’e´chelle j, −(λj−1 − λj), compense
les divergences de la the´orie dues aux sous-diagrammes dont l’e´chelle la plus
basse est pre´cise´ment e´gale a` j 8.
La formule (2.10) se re´e´crit a` l’aide des contre-termes d’e´chelle j, en
faisant une resommation d’Abel,
L→ρint (ψ; t)(x) =
∑
ρ′≤ρ+1
(λρ
′−1 − λρ′)
∑
ρ′′≤ρ′
(1− (tρ′′x )I)
I∏
i=1
(Tψi)
→(ρ′′−1)(x),
(2.11)
ou` l’on a pose´ λρ+1 = 0.
Dans le cas des chemins rugueux renormalise´s, la mise en ordre normal
de Fourier fait apparaˆıtre un lagrangien d’interaction de´compose´ en e´chelles.
Pour un lagrangien du type Lint(ψ)(x) =
∑
(ji)i∈I
K(ji)
∏I
i=1 ψ
ji
i (x), la for-
mule d’habillage se ge´ne´ralise ainsi:
8Plus pre´cise´ment, λj−1−λj est e´gale a` la somme des contributions des parties locales
des polyme`res dont l’e´chelle la plus basse est e´gale a` j (cf. infra).
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L→ρint (ψ; t)(x) := λρ
∑
0≤(ji)i≤I≤ρ
K(ji)
I∏
i=1
(T→ρψi)
ji(x)
+
∑
ρ′≤ρ
λρ
′−1(1 − (tρ′x )I)
∑
0≤(ji)i≤I≤ρ′−1
K(ji)
I∏
i=1
(T→(ρ
′−1)ψi)
ji(x).
(2.12)
Nous pouvons maintenant introduire le de´veloppement vertical. De la
meˆme manie`re que le de´veloppement horizontal s’obtient par un de´veloppement
de Taylor habile en les variables s∆ℓ,∆′ℓ autour de la valeur s = 0, le
de´veloppement vertical s’obtient par un simple de´veloppement de Taylor a`
l’ordreNext,max en les variables t∆. On peut formaliser ainsi ce de´veloppement
:
De´finition 2.5 (ope´rateurs de de´veloppement vertical) Soit j ∈ Z et
T
j un arbre reliant des cubes d’e´chelle j; on note Vertj
Tj
l’ope´ration de
de´veloppement de Taylor a` l’ordre Next,max dans chacun des cubes de Tj,
Vertj
[
f(tj
∆j
,∆j ∈ Tj)
]
=
∏
∆j∈Tj
{
1
∣∣
tj
∆j
=0
+ ∂
tj
∆j
∣∣
tj
∆j
=0
+ . . .+
∂
Next,max−1
tj
∆j
∣∣
tj
∆j
=0
+
∫ 1
0
dtj
∆j
(1− tj
∆j
)Next,max−1
(Next,max − 1)! ∂
Next,max
tj
∆j
}
f(tj
∆j
,∆j ∈ Tj).
(2.13)
La formule de Taylor avec reste inte´gral donne f(1) = Vertjf . Applique´e
a` l’e´chelle ρ a` la trace sur un arbre Tρ du de´veloppement en cluster hori-
zontal a` l’e´chelle ρ, elle produit une somme de produits de termes du type
G((tρ∆ρ)∆ρ∈Tρ)e
−
∫
Tρ
Lint(ψ;(t
ρ
∆ρ
)∆ρ∈Tρ)(x)dx, multiplie´s par un produit de prop-
agateurs d’e´chelle ρ. Se´parons les champs (Tψ)→ρ(x) apparaissant dans G
en ψρ(x) + tρx(Tψ)→(ρ−1)(x), et voyons le re´sultat sur le support de l’arbre
T
ρ de l’action des diffe´rents termes dans les ope´rateurs de de´veloppement
vertical Vertρ. Le principe ge´ne´ral est que chaque de´rivation ∂tρ
∆ρ
produit
un champ de bas moment (Tψ)→(ρ−1). On trouve les diffe´rents cas suivants:
(i) Choisissons le terme de degre´ 0, 1
∣∣
tρ
∆ρ
=0
, dans chaque cube de Tρ.
Alors tous les termes tρx(Tψ)→(ρ−1)(x) dans G ont e´te´ mis a` ze´ro.
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L’expression re´sultante ne contient donc pas de sources ou champs ex-
ternes de moment ≤ ρ− 1, c’est une constante qu’on appelle polyme`re
du vide∗. En de´veloppant en se´rie e−
∫
Tρ
Lint(ψρ)(x)dx l’exponentielle
dans laquelle tous les champs de bas moment ont e´te´ mis a` ze´ro, on
retrouverait la somme formelle des diagrammes du vide∗ d’e´chelle ρ de
la the´orie perturbative. Mais en the´orie perturbative, les diagrammes
du vide ne sont pas conside´re´s; en effet, leur resommation conduit a` une
exponentielle qui change simplement le facteur de normalisation de la
mesure, et ne modifie donc pas les fonctions a` n points. Les contraintes
de non-overlap entre polyme`res ne permettent pas une resommation
exponentielle directe en the´orie constructive, mais le de´veloppement
de Mayer permet de lever ces contraintes de non-overlap, faisant ap-
paraˆıtre un facteur exponentiel e´gal a` e|V |M
ρfρV , ou` fρV converge quand
|V | → ∞ vers l’e´nergie libre par degre´ de liberte´ d’e´chelle ρ, note´e fρ,
et d’ordre O(λ).
Exemple.
(ii) A l’autre extreˆme, supposons que le reste inte´gral ait e´te´ choisi pour
au moins l’un des cubes dans Tρ. Le polyme`re posse`de donc au moins
Next,max champs externes. Le comptage de puissance explique´ en sec-
tion 1 montre que les diagrammes de Feyman posse´dant suffisamment
de pattes externes sont superficiellement convergents. On de´finit alors
Next,max − 1 comme le nombre maximum de pattes externes d’un di-
agramme de Feynman superficiellement divergent.
(iii) Les cas interme´diaires se rangent plutoˆt dans la premie`re ou deuxie`me
cate´gorie, suivant le nombre de champs externes. Si celui-ci est <
Next,max, on retire a` ce polyme`re sa partie locale – ou e´valuation a` mo-
ments externes nuls. Graphiquement, l’e´valuation a` moments externes
nuls est e´quivalente a` de´placer tous les champs externes au meˆme point
[71]. Apre`s le de´veloppement de Mayer, cette extraction de parties lo-
cales s’ave`re e´quivalente a` une renormalisation des parame`tres. Au
contraire, s’il est ≥ Next,max, on ne fait rien; le polyme`re est conside´re´
comme superficiellement convergent.
2.3 De´veloppement en clusters multi-e´chelles
En the´orie perturbative des champs, un comptage de puissance ”na¨ıf” (mono-
e´chelle) permet de repe´rer les structures externes possibles des graphes su-
perficiellement divergents. Le de´but de leur de´veloppement de Taylor a`
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moments externes nuls (appele´ partie locale dans le language de la the´orie
constructive) est mis a` part et resomme´. Leur contribution s’obtient de
manie`re e´quivalente en rajoutant un contre-terme au lagrangien, ou encore
en remplac¸ant les parame`tres nus∗ par les parame`tres renormalise´s.
L’ide´e est exactement la meˆme en the´orie constructive, a` ceci pre`s que:
les diagrammes de Feynman sont remplace´s par des polyme`res multi-e´tages;
la resommation des parties locales ne peut se faire qu’apre`s avoir leve´ la
contrainte de non-overlap entre les polyme`res (de´veloppement de Mayer).
La proce´dure pre´cise est facile a` comprendre, mais les notations pre´cises sont
lourdes, et le de´veloppement de Mayer complique de manie`re inessentielle
les bornes constructives de la section suivante puisqu’il impose de sommer
sur des arbres de polyme`res au lieu de polyme`res. Nous nous contenterons
donc de pre´senter ici les arguments essentiels, en alle´geant les notations. Le
de´veloppement se fait par re´currence, en partant de l’e´chelle la plus haute,
ρ, suivant le sche´ma: Horρ −→ Vertρ  Horρ−1 −→ Vertρ−1  . . . , ou`
Horj, resp. Vertj , symbolise le de´veloppement en clusters horizontal, resp.
vertical a` l’e´chelle j. Chaque fle`che interme´diaire  recouvre en fait trois
ope´rations e´le´mentaires successives. Plac¸ons-nous a` l’e´chelle j, c’est-a`-dire
juste apre`s le de´veloppement vertical d’e´chelle j. On suppose (hypothe`se
de re´currence) que la fonction de partition a e´te´ re´e´crite comme un produit∏ρ
k=j+1 e
|V |Mkfk→ρ(λ) (contribution a` la fonction de partition des degre´s de
liberte´ d’e´chelles > j), multiplie´ par une somme sur des polyme`res (en fait:
sur des arbres de polyme`res) d’e´chelle la plus basse ≥ j sans overlap a`
l’e´chelle j, i.e.
∞∑
N=1
1
N !
∑
non−j−overlapping P1,...,Pn∈Pj→
N∏
n=1
F jHV (Pn;ψ), (2.14)
obtenue apre`s les de´veloppements horizontal (H) et vertical (V) a` l’e´chelle
j.
1. Si le polyme`re Pn posse`de < Next,max champs externes, on met de
coˆte´ sa partie locale, obtenue en de´plac¸ant tous les champs externes
au meˆme point. Ce qui reste est conside´re´ artificiellement (pour la
cohe´rence du sche´ma) comme un polyme`re avec ≥ Next,max champs
externes puisqu’il est convergent.
2. On applique le de´veloppement de Mayer a` l’e´chelle j a` l’expression
(2.14).
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3. On resomme les polyme`res du vide en une exponentielle e|V |M
jfj→ρ(λ),
et les parties locales des polyme`res divergents (avec un nombre de
champs externes compris entre 1 et Next,max − 1 donc) en un contre-
terme d’e´chelle j qu’on remet dans le lagrangien.
3 Bornes constructives
On retrouve ici le comptage de puissance de la section 1, mais avec l’obligation
de savoir sommer sur tous les ”graphes” simultane´ment, qui complique sin-
gulie`rement le proble`me. Le principe ge´ne´ral est que le de´veloppement multi-
e´chelles a produit une somme de termes du type∏
j∈Z
∫
dµsj (ψ
j)CjGje−
∫
Lint(ψ;t)(x)dx, abre´ge´s en CjGje−
∫
Lint , ou`: sj, tj
∆j
sont les parame`tres des de´veloppements en cluster horizontaux et verticaux;
Cj est un produit de propagateurs d’e´chelle j; Gj est un produit de champs
d’e´chelle j produits par des de´veloppements en cluster d’e´chelle arbitraire; et
Lint(ψ; t) est un lagrangien multi-e´chelle avec des parame`tres renormalise´s
qu’on de´termine de manie`re re´cursive. Il faut donc commencer par estimer
ces parame`tres renormalise´s, qu’on obtient comme solution d’e´quations im-
plicites. On peut alors calculer l’e´nergie libre ou les fonctions a` n points.
Tous ces calculs reposent sur les meˆmes principes: (i) on borne l’exponentielle
e−
∫
Lint(ψ;t)(x)dx, si possible (mais pas toujours) par 1 (ou en tout cas une
constante par cube), et on se rame`ne par l’ine´galite´ de Cauchy-Schwarz a`
calculer
∏
j∈Z
∫
dµsj (ψ
j)(CjGj)2; (ii) on utilise la formule de Wick en con-
side´rant toutes les contractions possibles, ce qui produit des sommes de di-
agrammes de Feynman multi-e´chelles (avec des contraintes de non-overlap);
(iii) on somme sur toutes les foreˆts de cluster (et foreˆts de polyme`res de
Mayer) possibles (bornes gaussiennes∗), en tenant compte des facteurs com-
binatoires de la formule de Leibniz donnant la de´rive´e d’un produit (chaque
de´rivation ∂
∂sj
∆j,(∆j)′
agissant comme δδψ(xℓ)
δ
δψ(x′ℓ)
, ou ∂
∂t∆
j
j
, agissant sur un
produit de champs). Si l’on avait de´veloppe´ l’exponentielle en se´rie, cette
somme divergerait en raison de facteurs exponentiels duˆs a` l’accumulation de
champs d’e´chelle j dans une zone de taille de l’ordre deM−j . Il faut ve´rifier
que les de´veloppements en cluster e´vitent l’apparition de ces facteurs expo-
nentiels. En pratique, des factorielles apparaissent si l’on n’y prend garde,
en raison de l’accumulation de champs moyenne´s de bas moment (cf. expli-
cations ci-dessous); ces champs moyenne´s doivent eˆtre domine´s directement
par une exponentielle de´croissante provenant de l’action e−
∫
Lint(ψ;t)(x)dx.
Contrairement aux bornes gaussiennes et aux facteurs combinatoires, essen-
tiellement universels, la domination de´pend fortement du mode`le conside´re´,
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en particulier des dimensions d’e´chelle des champs; elle n’est possible que
sous des hypothe`ses de stricte positivite´ du lagrangien, proches dans l’esprit
d’hypothe`ses de convexite´. Bien entendu, toutes les bornes de´pendent de
manie`re essentielle du flot du groupe de renormalisation.
Tous ces proble`mes combine´s contribuent a` rendre les bornes construc-
tives illisibles. Malgre´ de nombreux efforts de simplification, de syste´matisation
ou de re´e´criture alge´brique [1, 34, 49], il semble qu’un principe de non-
re´duction des difficulte´s ope`re ici. Ne´anmoins, dans le cadre de ce ”mode
d’emploi”, on peut pre´senter les arguments essentiels revenant de manie`re
re´currente dans tous les mode`les bosoniques conside´re´s, en espe´rant que les
lignes qui suivent permettront au lecteur de s’orienter dans les articles com-
plets. Nous ne discutons pas ici la domination, pre´fe´rant l’introduire dans
la section suivante sur des mode`les concrets.
3.1 Comptage de puissance constructif
Rappelons que la covariance de la composante d’e´chelle j d’un champ de
dimension β est borne´e par |〈ψj(x)ψj(y)〉| ≤ Cr M2βj(1+Mj |x−y|)r . Si l’on oublie la
de´croissance spatiale, chaque composante de champ ψj contribue un facteur
Mβj , explicite dans le comptage de puissance des diagrammes multi-e´chelles
(cf. section 1).
Voyons les diffe´rents champs produits par les de´veloppements en cluster
horizontaux et verticaux: on obtient:
(i) des propagateurs Cj(x, y) = 〈ψj(x)ψj(y)〉 produits par le de´veloppement
horizontal, d’ordre de grandeur M2βj .
(ii) des champs de haut moment produits par les de´veloppements horizon-
taux comme verticaux; les ope´rateurs horizontaux δ
δψj(xℓ)
ou verticaux
δ
δtj
∆j
applique´s a` l’exponentielle e−
∫
Lint ou a` un produit de champs
G (provenant des de´veloppements en cluster des e´chelles supe´rieures)
peuvent faire sortir en particulier des champs ψk(x), x ∈ ∆j , d’e´chelle
k > j. On distingue alors l’e´chelle de production∗ j de ces champs de
leur e´chelle propre∗ k. Pour les bornes gaussiennes on se´pare en pra-
tique ψk(x), x ∈ ∆j en somme de champs restreints∗ Resj
∆k
ψk(x) :=
1x∈∆kψ
k(x), ou` ∆k de´crit les MD(k−j) cubes d’e´chelle k contenus dans
∆j. Rappelons que ces champs de haut moment sont un sous-produit
de la me´thode constructive; ils n’apparaissent pas quand on e´tudie un
diagramme de Feynman multi-e´chelle donne´.
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(iii) des champs de bas moment ψh(x), x ∈ ∆j (h ≤ j) produits par
les meˆmes de´veloppements. Comme dans le comptage de puissance
des diagrammes de Feynman multi-e´chelle, on fait comme si ψh e´tait
d’e´chelle j. Autrement, le facteur Mβh apporte´ par la composante ψh
est de´compose´ en Mβj ·M−β(j−h). Si l’on est tout a` fait pre´cis, ces
champs de bas moment ont non pas deux e´chelles mais trois e´chelles,
en raison du fait qu’ils peuvent eˆtre rede´rive´s a` plusieurs e´chelles suc-
cessives. Soit k l’e´chelle de production∗, correspondant a` la premie`re
de´rivation δ
δψk(xℓ)
ou δ
δtk
∆k
ayant fait sortir le champ (Tψ)→(k−1)(x) =
ψ(k−1)(x)+tk−1x ψ
(k−2)(x)+ . . .. A l’e´chelle suivante k−1, la de´rivation
∂
∂tk−1x
peut agir a` son tour sur (Tψ)→(k−1)(x), produisant le champ
(Tψ)→(k−2), et ainsi de suite jusqu’a` une e´chelle j, ”poussant” le
champ de bas moment initial (Tψ)→k vers le bas, puisque ses e´chelles
les plus hautes sont rabote´es au fur et a` mesure. Par hypothe`se le
champ (Tψ)→(j−1)(x) n’est pas touche´ par les (e´ventuelles) de´rivations
∂
∂tj−1x
. Il faut bien tenir compte dans les facteurs combinatoires de
l’e´ventuelle possibilite´ qu’il soit rede´rive´ a` des e´chelles infe´rieures, mais
c’est un proble`me d’ordre diffe´rent (plus simple peut-eˆtre) que nous
passerons sous silence. Pour les bornes gaussiennes, on de´compose
le champ (Tψ)→(j−1)(x) en ses diffe´rentes e´chelles h < j. Les com-
posantes re´sultantes, ψh(x), ont donc une e´chelle de production∗ k,
une e´chelle de dernie`re t-de´rivation conse´cutive j, et une e´chelle pro-
pre h. L’image employe´e dans [51] est celle d’un ascenseur emmenant
le champ (Tψ)→(k−1) jusqu’a` l’e´chelle j, puis le laissant tomber en
chute libre et e´clater en ses diffe´rentes composantes ψh, h < j. D’ou`
les termes image´s de dropping scale (e´chelle de laˆchage ?) au lieu
de l’appellation pre´cise mais imprononc¸able d’e´chelle de dernie`re t-
de´rivation conse´cutive, et d’e´chelle de chute libre (”free falling scale”)
en concurrence avec e´chelle propre.
Il faut donc e´crire en fait Mβh =Mβk ·M−β(k−j) ·M−β(j−h), les deux
facteurs de ressort∗, M−β(k−j) et M−β(j−h), e´tant utilise´s se´pare´ment
dans deux contextes diffe´rents; on ne s’inte´ressera ici qu’au deuxie`me
facteur, M−β(j−h). En e´clatant en leurs diffe´rentes composantes, les
champs de bas moment laˆche´s a` l’e´chelle j produisent potentiellement
une accumulation de composantes ψh (champs d’e´chelle propre h) dans
un seul et meˆme cube ∆h; leur nombre maximum est de l’ordre de
MD(j−h), e´gal au nombre de cubes d’e´chelle j contenus dans ∆h. Un
calcul un peu sommaire montre les dangers possibles de cette accumu-
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lation. La formule de Wick donne EXn = 1 ·3 . . . (n−1) = n!
2n/2(n/2)!
≈√
nn (n pair) pour une variable gaussienne standard X, autrement dit
un facteur de l’ordre de
√
n par variable. Le facteur de de´croissance
polynoˆmial e´tant ici de l’ordre de 1 puisque tous les champs ψh sont
dans le meˆme cube d’e´chelle h, on a un facteur de l’ordre de
√
MD(j−h)
par champ, multiplie´ par le facteur de ressort M−β(j−h), au total un
facteur < 1 a` condition que β > D/2. Dans le cas contraire (β ≤ D/2),
on retire au champ ψh(x) sa moyenne sur le cube ψ∆
j
ou` il a e´te´ laˆche´.
Le re´sultat,
δjψh(x) := ψh(x)− 1|∆j |
∫
∆j
ψh(x)dx (3.1)
appele´ champ secondaire∗, est d’un ordre infe´rieur au champ ψh, au
sens ou` le facteur de ressort n’est plus M−β(j−h) mais M−β˜(j−h) avec
β˜ = β + 1. Parfois – comme dans le cas de la the´orie φ4 non massive
avec cut-off ultra-violet [22] – il arrive qu’il faille utiliser une proce´dure
de soustraction de moyenne un peu plus astucieuse ???, de sorte que
β˜ = β + 2. Dans tous les cas, une proce´dure ou une autre permet
d’obtenir un exposant β˜ (diffe´rant de β par un entier positif) tel que
β˜ > D/2. On peut poser β˜ = β si β > D/2 de`s le de´part (auquel cas le
champ secondaire est e´gal au champ initial ψh), de fac¸on a` regrouper
tous les cas. Dans la suite on appellera champ moyenne´ de bas moment
la diffe´rence ψ→j(x)− δjψ→j(x) si β ≤ D/2, et on la notera ψ→j(∆j).
3.2 Bornes gaussiennes
Ces bornes permettent de traiter les propagateurs, les champs de haut
moment et les champs secondaires de bas moment, mais pas les champs
moyenne´s de bas moment, d’accumulation dangereuse, qui seront traite´s
se´pare´ment dans le paragraphe sur la domination.
Ces bornes sont essentiellement inde´pendantes du mode`le (a` ceci pre`s
qu’elles de´pendent bien entendu du flot du groupe de renormalisation qui
modifie les constantes). Elles ne pre´sentent pas de difficulte´ particulie`re.
Comme dans la section 6 de [51], on va montrer comment les obtenir par
e´tapes en partant de la formule de Wick.
1. Formule de Wick
Rappelons que, si X1, . . . ,X2N sont des variables gaussiennes,
〈X1 . . . X2N 〉 =
∑
pairings Π
XΠ, (3.2)
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ou` Π = {(i1, i2), . . . , (i2N−1, i2N )} varie dans l’ensemble des ”pairings” (ap-
pariements ?) des variables (Xi), et XΠ = 〈Xi1Xi2〉 . . . 〈Xi2N−1i2N 〉. On
en de´duit facilement, en conside´rant successivement les diffe´rents ”pairings”
possibles de X1, puis de X2, etc.:
|〈X1 . . . X2N 〉| ≤
2N−1∏
i=1

1 +∑
j>i
|〈XiXj〉|

 (3.3)
ou encore par un ”rescaling” e´vident des variables (Xi),
|〈X1 . . . X2N 〉| ≤ K−n
2N−1∏
i=1

1 +K∑
j>i
|〈XiXj〉|

 (3.4)
pour toute constante K > 0. Supposant que les covariances 〈XiXj〉 soient
toutes du meˆme ordre de grandeur, cette dernie`re borne est optimale quand
K est choisie de sorte que les facteurs K〈XiXj〉 soient de l’ordre de 1.
2. Bornes mono-e´chelle
On fixe une e´chelle j et on conside`re uniquement les champs X = ψj(xℓ)
inse´re´s dans les propagateurs Cj provenant du de´veloppement cluster hor-
izontal a` l’e´chelle j. Na¨ıvement on pourrait penser que le lemme de Wick
est inutile puisqu’il suffit de majorer le produit de propagateurs. En fait (en
utilisant la factorisation sur les foreˆts) l’on doit sommer sur tous les arbres
possibles, ce qui revient approximativement a` majorer des expressions du
type
∑
Π |XΠ|, ou`: Π de´crit l’ensemble des ”pairings” d’un nombre arbi-
traire de champs ψj(xi), i = 1, 2, . . . , 2N,xi ∈ ∆ji (les cubes ∆ji n’e´tant pas
ne´cessairement distincts), avec trois contraintes uniquement: (i) Π relie tous
les cubes ∆ji , autrement dit, les liens entre les cubes dans lesquels se situent
les champs forment un graphe connexe; (ii) le nombre N j(∆ji ) de champs
ψj(xi) contenus dans un cube fixe´ ∆
j
i est borne´ par Cn
j(∆ji ), ou` n
j(∆ji ) est
le degre´ de connectivite´ du cube ∆ji , autrement dit, un plus le nombre de
cubes connecte´s a` ∆ji ; (iii) un certain cube fixe´ ∆
j
0 appartient au graphe de
cubes.
Ces contraintes sont faciles a` comprendre: (i) provient de la factorisa-
tion de la fonction de partition sur les arbres (ou composantes connexes)
du de´veloppement en cluster horizontal; (ii) les champs proviennent des
ope´rateurs de de´rivation Horj et Vertj, il y a en a au plus Inj(∆ji ), resp.
INext,max par cube, ou` I est le degre´ de l’interaction Lint; (iii) s’obtient
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en fixant un cube, ope´ration ne´cessaire en raison de l’invariance globale par
translation (en d’autres termes, de l’extensivite´ de l’e´nergie libre).
On obtient alors (cf. [51], e´q. (6.5)), en choisissant un arbre couvrant∗
le graphe de cubes et en explorant les sommets un a` un en partant du cube
fixe´ ∆0:
∑
Π
∏
∆
(1 +N j(∆))−1|XΠ| ≤

1 + sup
∆∈Dj
∑
∆′∈Dj
sup
x∈∆,x′∈∆′
〈ψj(x)ψj(x′)〉


3N
.
(3.5)
L’insertion du facteur (1 + N j(∆))−1 permet de sommer sur tous les
champs contenus dans un cube ∆ donne´. A priori il sort du chapeau, et
sans ce facteur, on obtient ce qu’on a appele´ historiquement des factorielles
locales∗ du type N j(∆)!. Ce genre de facteurs sort de manie`re re´pe´te´e dans
les bornes constructives et se controˆle tre`s facilement par la de´croissance
polynomiale des corre´lations. En effet, on voit facilement qu’un cube ∆j de
degre´ de connectivite´ nj(∆j) est connecte´ a` au moins nj(∆j)/2 cubes ∆ a`
distance dj(∆,∆j) ≥ C(nj(∆j))1/D (en raison du fait que les cubes forment
un pavage re´gulier de RD). Une partie du facteur de de´croissance polyno-
miale en 1
(1+∆j(x,y))r
peut eˆtre utilise´e et produit l’inverse d’une factorielle
locale. Si r peut eˆtre choisi assez grand, les factorielles locales disparaissent.
3. Bornes multi-e´chelles
Venons-en maintenant aux vraies bornes, les pre´ce´dentes n’ayant qu’un
objectif pe´dagogique. On fixe une e´chelle de re´fe´rence jmin. A priori il
faudrait conside´rer une somme sur tous les polyme`res possibles d’e´chelles
ρ, ρ− 1, . . . , jmin et contenant au moins un cube a` l’e´chelle j. Mais le calcul
se fait comme dans la section 1 en partant de l’e´chelle ρ, et en descen-
dant au fur et a` mesure dans les e´chelles; et la restriction du polyme`re aux
e´chelles supe´rieures a` une e´chelle donne´e n’est pas ne´cessairement connexe.
En pratique on de´compose le calcul comme suit. On fixe un ensemble fini de
cubes ∆ de diverses e´chelles, et on somme sur toutes les foreˆts de cluster∗
dont tous les cubes sont connecte´s par un ensemble de liens horizontaux et
verticaux a` (au moins) l’un des cubes de l’ensemble ∆. Les composantes
des champs des diverses e´chelles e´tant mutuellement inde´pendantes, on se
rame`ne a` calculer la contribution a` la fonction de partition des composantes
d’une e´chelle j donne´e en conside´rant les diffe´rentes attributions d’e´chelles
possibles pour chaque champ de chaque ”vertex”
∫
∆ Lint(ψ)(x)dx produit
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par une de´rivation horizontale ou verticale, ou` Lint(ψ)(x) =
∏I
i=1 ψi(x). Le
re´sultat est le suivant:
∑
Π
|XΠ| ≤

1 + max
k≥j
sup
∆k∈Dk

 ∑
∆′∈Dj→k
〈X∆kX∆′〉
+
∑
k′<k
∑
∆′′∈Dj→k′
〈X∆k′X∆′′〉




3N
,
(3.6)
ou` ∆k
′ ⊃ ∆k est l’unique cube d’e´chelle k′ < k contenant ∆k.
La somme sur k′ < k permet d’explorer tout le polyme`re a` partir de
l’e´chelle ρ, la restriction du polyme`re aux plus hautes e´chelles (comme nous
l’avons de´ja` signale´) pouvant eˆtre connecte´ ”par en-bas”, i.e. par les lignes
les plus basses.
Exactement de la meˆme manie`re que les lignes externes des diagrammes
de Feynman multi-e´chelles quasi-locaux de la section 1 contribuaient un
”facteur de ressort”∗ M−βhtΓ assurant la convergence globale du diagramme
renormalise´, chaque champ de bas moment ψj produit a` l’e´chelle k (cf. §3.1)
apporte un facteur de ressort M−β(k−j) – ou plus ge´ne´ralement M−β˜(k−j)
une fois de´falque´s les champs moyenne´s e´ventuels –, de sorte que la contri-
bution du terme entre crochets [ ] dans (3.6) est de l’ordre de
k∑
k′=j
M−β˜i(k
′−j)

M−β˜i′(k′−j) ∑
∆′∈Dk′
1
(1 + dk
′
(∆k
′
,∆′))r
+
k′−1∑
k′′=j
M−β˜i′(k
′′−j)
∑
∆′′∈Dk′′
1
(1 + dj(∆k′ ,∆′′))r

 . (3.7)
La premie`re somme sur les cubes d’e´chelle k′,
∑
∆′∈Dk′
1
(1+dk′ (∆k′ ,∆′))r
, est
d’ordre 1; elle provient du de´veloppement en clusters horizontal d’e´chelle
k′. La deuxie`me sur les cubes d’e´chelle k′′ < k′,
∑
∆′′∈Dk′′
1
(1+dj (∆k′ ,∆′′))r
,
est d’ordre MD(k
′′−j), elle provient des champs de bas moment d’e´chelle j,
produits aux e´chelles k′ > k′′ > j. Un bref calcul montre que la double
somme converge si −(β˜i+ β˜i′)+D < 0, condition re´alise´e puisque β˜i > D/2
par de´finition.
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Il reste a` sommer sur les champs de haut moment, puis a` sommer sur
les diffe´rents choix possibles de l’ensemble ∆. La meilleure image possible
de la proce´dure est celle que donnent les jeux de construction en bois ou
en plastique pour les jeunes enfants, consistant a` mettre les petits cubes
dans les grands. Par exemple, la contribution d’un champ ψj de haut
moment produit a` l’e´chelle h < j se calcule en conside´rant sa restriction
Resh
∆j
ψj(x) := 1x∈∆jψ
j(x) aux petits cubes ∆j ⊂ ∆h comme en §3.1.2. Le
volume d’inte´gration d’un champ restreint vaut M−D(j−h) ·M−Dh, d’ou` un
facteur de ressort M−D(j−h). En conside´rant les diffe´rentes de´compositions
ψj1i1 . . . ψ
jI
iI
possibles d’un vertex en e´chelles j1 ≤ . . . ≤ jI , on montre que la
resommation des petits cubes dans les grands n’est possible que si
βiI , βiI + βiI−1 , . . . , βiI + . . .+ β2 < D, (3.8)
condition e´quivalente a` l’hypothe`se ”high-momentum fields” de [51], autrement
dit si les champs en jeu ne sont pas trop divergents dans l’ultra-violet; dans
le cas contraire, la the´orie est totalement instable aux hautes e´nergies. Les
de´tails peuvent eˆtre trouve´s dans [51].
4 Deux mode`les
Les sections pre´ce´dentes donnent l’illusion que les arguments constructifs
sont totalement ge´ne´raux et peuvent eˆtre reproduits partout a` l’identique.
Dans les faits le choix des dimensions des champs et de l’interaction, ainsi
que le flot du groupe de renormalisation cre´ent des situations tre`s diffe´rentes
les unes des autres, se refle´tant notamment dans la re´solution des e´quations
implicites donnant les parame`tres renormalise´s, et dans la me´thode de dom-
ination. Nous avons donc choisi de pre´senter un mode`le classique, le mode`le
φ4 infra-rouge non massif en dimension 4, ainsi que le cas des chemins
rugueux, pour donner au lecteur une vision moins exclusivement technique
de la the´orie constructive.
4.1 The´orie φ4 de masse nulle
On conside`re ici le champ bosonique libre non massif φ avec une interaction
φ4 en dimension 4; c’est ce qu’on appelle habituellement la the´orie φ4. Il est
bien connu que la constante de couplage diverge logarithmiquement dans la
limite ultra-violette. La divergence ultra-violette de ce mode`le est similaire a`
celle de l’e´lectrodynamique quantique, d’ou` son utilisation fre´quente comme
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”mode`le jouet” (toy model) pour comprendre les difficulte´s de la renormal-
isation en physique des hautes e´nergies 9. Au contraire, la classification par
Landau et Ginzburg des transitions de phases du second ordre [43] sugge`re
que le mode`le φ4 infra-rouge et le mode`le d’Ising sont dans la meˆme classe
d’universalite´; la masse du champ bosonique est proportionnelle a` l’e´cart
de la tempe´rature a` la tempe´rature critique, et le champ non massif refle`te
donc le mode`le d’Ising pre´cise´ment a` la tempe´rature critique 10. Du coˆte´
infra-rouge au contraire, la the´orie devient asymptotiquement libre, la con-
stante de couplage ayant une de´croissance logarithmique; on prouve en fait
que les fonctions a` n points sont celles de la the´orie libre non massive, a` des
corrections logarithmiques pre`s.
Rentrons maintenant dans les de´tails. Le lagrangien d’interaction nu de
ce mode`le s’e´crit Lint(φ) = λ0(φ→0(x))4, ou` φ→0 =
∑0
j=−∞ φ
j est un champ
gaussien sur R4 de covariance 〈φ→0(x)φ→0(y)〉 = F−1
(
χ→0(ξ)
|ξ|2
)
(x − y),
correspondant approximativement a` la troncature ultra-violette a` l’e´chelle
j = 0 d’une mesure gaussienne qu’on pourrait e´crire (de manie`re impro-
pre) e−
1
2
∫
R4
|∇φ|2(x)dxDφ 11. Les de´veloppements en clusters conduisent a` un
lagrangien habille´∗
Lint(φ; t)(x) = λ0
(
(Tφ)→0
)4
(x) +
∑
ρ′≤0
λρ
′−1(1− (tρ′x )4)
(
(Tφ)→(ρ
′−1)
)4
(x)
+δLmasse(φ; t)(x) + δLonde(φ; t)(x), (4.1)
ou`
δLmasse(φ; t)(x) =
∑
ρ′≤0
(δm2)ρ
′−1(1− (tρ′x )2)
(
(Tφ)→(ρ
′−1)
)2
(x) (4.2)
est le contre-terme de masse, et
δLonde(φ; t)(x) =
∑
ρ′≤0
(δZ3)
ρ′−1(1− (tρ′x )2)
∣∣∣∇(Tφ)→(ρ′−1)∣∣∣2 (x) (4.3)
9Notons ne´anmoins que le boson de Higgs massif (cle´ de vouˆte du mode`le standard
mais non encore observe´) rentre dans le cadre de la the´orie φ4.
10La fonction de Green G(x, y) de l’ope´rateur ∆ +m2 se comportant comme e−m|x−y|
a` grande distance, 1/m joue le roˆle d’une longueur de corre´lation, infinie a` la tempe´rature
critique.
11Dans l’interpre´tation de ce mode`le en physique statistique, ce cut-off ultra-violet re-
vient a` conside´rer le mode`le d’Ising sur un re´seau de maille de longueur a = 1 dans les
unite´s choisies.
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le contre-terme de fonction d’onde. Au risque de nous re´pe´ter, Lint(φ; 1) =
Lint(φ) est le lagrangien initial de la the´orie, et l’habillage avec les parame`tres
t, resp. les contre-termes δLmasse et δLonde ne proviennent que de de´veloppements
d’ordre combinatoire et de resommations partielles de l’interaction; il ne
s’agit donc pas de termes supple´mentaires rajoute´s a` la main pour supprimer
les divergences, comme on l’entend dire parfois.
Des calculs perturbatifs initiaux donnent une bonne ide´e du flot de la
constante de couplage λ et des contre-termes δm2, δZ3. On s’inspirera ici
des e´quations de Callan-Symanzik donnant le flot du groupe de renormali-
sation, telles que de´crites dans le chapitre 7 du livre de M. Le Bellac [43].
La constante de couplage flottante λ(ξ) y est de´finie comme la somme des
contributions de tous les diagrammes ”one-particle irreducible” (1 P.I.) avec
4 propagateurs externes de moments d’ordre de grandeur ξ (cf. [43], e´q.
(7.1.3c)). Avec notre de´coupage en e´chelles, il est naturel ici de remplacer
λ(M−j) par λ−j, qui est formellement la somme sur tous les diagrammes
de lignes internes d’e´chelles ≥ −j. La fonction β(λ) = dλd ln ξ (calcule´e a` λ0
– constante nue∗ – fixe´e), donnant le flot de la constante de couplage, est
approche´e ici par le flot discret λ−j−1 − λ−j = −β(λ−j). La contribution
principale a` la fonction β provient du diagramme bulle de la figure 1 e´value´e
a` moments externes nuls, avec la contrainte que l’un au moins des propa-
gateurs (donc les deux par conservation des moments) soit d’e´chelle −j, ce
qui donne
β(λ−j) ≈ (λ−j)2
∫
M−j−1<|ξ|<M−j
d4ξ
(|ξ|2)2 +O((λ
−j)3) = c(λ−j)2+O((λ−j)3),
(4.4)
ou` c > 0 est une constante.
Figure 1: Diagramme bulle.
Le syste`me dynamique discret λ−j−1 − λ−j = −c(λ−j)2 se comporte
asymptotiquement comme le syste`me dynamique continu dλds = −cλ2, avec
s := − ln ξ, donnant λ−j ≃ 1
(1/λ0)+cj
∼j→∞ 1cj . Les contre-termes (δm2)−j et
(δZ3)
−j se calculent de la meˆme manie`re en conside´rant le de´veloppement de
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Figure 2: De gauche a` droite: diagramme “tadpole” (teˆtard); diagramme a`
deux boucles.
Taylor a` l’ordre 2 du diagramme ”teˆtard” (tadpole), d’ordre λ (qui contribue
uniquement au contre-terme de masse), et du diagramme a` deux boucles,
d’ordre λ2 (cf. Fig. 2. On trouve pour le diagramme ”tadpole”
(δm2)−j−1−(δm2)−j ≈ λ−j
∫
M−j−1<|ξ|<M−j
d4ξ
ξ2
= cmλ
−jM−2j ∼j→∞ M
−2j
cj
,
(4.5)
et pour l’autre diagramme une nouvelle contribution a` (δm2)−j−1−(δm2)−j
de l’ordre de (λ−j)2M−2j , ainsi que
(δZ3)
−j−1 − (δZ3)−j ≈ cZ(λ−j)2 ∼j→∞ cZ
c2j2
. (4.6)
Au lieu d’une condition ”initiale” (a` l’e´chelle 0), on fixe une condition ”ter-
minale” (δm2)−∞ = 0, de´crivant un champ non massif (cf. note 9 en bas
de page 31), et de meˆme (δZ3)
−∞ = 0. On trouve alors imme´diatement
(δm2)−j = O(M−2j/j), et (δZ3)
−j = O(1/j) fini, graˆce a` la convergence de
la se´rie
∑
k≥1
1
k2
.
Ces re´sultats sont confirme´s par les bornes constructives de la section
pre´ce´dente, en remplac¸ant les sommes formelles sur les diagrammes 1 P.I.
par la somme (convergente a` chaque e´chelle) sur les polyme`res d’e´chelle min-
imum −j a` deux ou quatre propagateurs externes. Comme dans la the´orie
perturbative, les parties locales des polyme`res divergents sont resomme´es en
les termes supple´mentaires dans le lagrangien. Le champ φ est de dimension
d’e´chelle D/2−1 = 1, l’hypothe`se ”high-momentum fields” (cf. e´q. (3.8)) est
donc ve´rifie´e. En revanche 1 < D/2 = 2, ce qui impose (cf. §3.1) de se´parer
les champs moyenne´s de bas moment φ→j(∆j). Cette se´paration fait que
ceux-ci ne sont plus compense´s par les contre-termes; on doit donc se´parer les
termes analogues dans les contre-termes e´galement. Tous ces termes doivent
eˆtre domine´s par l’exponentielle de l’interaction. Celle-ci est infe´rieure a`
exp
(
−λ0 ∫ ((Tφ)→0)4(x)dx−∑ρ′≤0 λρ′−1(1− (tρ′x )4) ∫ ((Tφ)→(ρ′−1))4 (x)dx
)
.
Les champs moyenne´s de bas moment sont produits en faisant agir un
ope´rateur de de´rivation horizontal ou vertical, Hor ou Vert, sur un ver-
tex
∫
∆k φ
4(x)dx. Trois sur quatre tout au plus de ces champs prennent
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l’ascenseur ensemble et descendent (se´pare´ment ou pas) a` des e´tages j, qui
sont autant d’e´chelles de ”laˆchage” ∗. On peut accompagner chacun d’un
facteur λκ, ou` 1/4 < κ < 1/3, de sorte que les autres champs du vertex laisse´s
a` la porte de l’ascenseur puissent se partager un petit facteur λκ
′
, κ′ > 0
servant aux bornes gaussiennes. Conside´rons tous les champs moyenne´s de
bas moment λκφ→−j(∆−j) laˆche´s dans un cube ∆−j . On fait maintenant
la remarque simple suivante, refle´tant la stricte positivite´ du lagrangien (cf.
remarque dans l’introduction a` la section 3):
λκ|φ→−j(∆−j)| exp−λ
∫
∆−j
(φ→−j)4(x)dx ≤ λ
κ−1/4
|∆−j | , (4.7)
conse´quence de l’ine´galite´ triviale |x|e−A|x| = A−1(A|x|e−A|x|) ≤ A−1. En
ve´rite´, il faudrait tenir compte des deux faits suivants: (i) les champs φ
(champs moyenne´s comme ceux pre´sents dans l’interaction) sont de´core´s
de t-facteurs 1 − t−j
∆−j
ou 1 − (t−j
∆−j
)4; (ii) le cube peut contenir jusqu’a`
O(n(∆−j)) champs moyenne´s (n(∆−j) e´tant le degre´ de connectivite´ de
∆−j). On montre facilement qu’ils ne changent rien au calcul pre´ce´dent.
4.2 Chemins rugueux
Ce n’est pas le lieu d’expliquer en de´tails la the´orie des chemins rugueux,
ainsi que l’origine de la solution que nous avons apporte´e au proble`me de la
de´finition de l’aire de Le´vy du brownien fractionnaire. Le lecteur inte´resse´
pourra se re´fe´rer a` [69, 68, 67, 19]. Les constructions explicites de chemins
rugueux que nous avons introduites reposent toutes sur des me´thodes multi-
e´chelles, et plus particulie`rement sur la mise en ordre normal de Fourier∗
des inte´grales squelette∗. De´finissons brie`vement ces notions dans le cas
du brownien fractionnaire et des inte´grales ite´re´es d’ordre 2. On conside`re
un champ stationnaire gaussien φ = (φ1, φ2) sur R (ici D = 1) a` deux
composantes inde´pendantes, de covariance Fourier 〈|φˆi(ξ)|2〉 = 1|ξ|1+2α , ou`
α ∈]0, 12 [ est l’indice de Hurst du brownien fractionnaire. Ce champ posse`de
une divergence infra-rouge due a` la non-inte´grabilite´ de ce noyau en ξ = 0;
le brownien fractionnaire B(t) := φ(t) − φ(0) est bien de´fini en revanche
12. De manie`re ge´ne´rale les divergences infra-rouge qui apparaissent dans
les calculs interme´diaires disparaissent lorsqu’on conside`re des incre´ments,
ce qui est le cas de toutes les quantite´s construites a` partir du brownien
fractionnaire, et on n’y fera plus attention. On de´compose le champ φ en
e´chelles φj comme pre´ce´demment. Contrairement au cas de la the´orie φ4
12Sa covariance dans l’espace direct s’e´crit 〈BsBt〉 =
1
2
(|t|2α + |s|2α − |t − s|2α).
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infra-rouge aborde´e dans le paragraphe pre´ce´dent, c’est le comportement
ultra-violet aux grandes e´chelles j ≥ 0, j → +∞ qui demande une attention
particulie`re. Remarquons tout d’abord que l’aire de Le´vy de B, A(s, t) =∫ t
s dB1(t1)
∫ t1
s dB2(t2), se de´compose successivement en somme de plusieurs
termes,
A(s, t) = P+A(s, t) + P−A(s, t), (4.8)
ou` le projecteur de Fourier P± envoie φ1⊗φ2 sur 12
∑
j φ
j
1⊗φj2+
∑
j≶k φ
j
1⊗φk2 ;
puis
P+A(s, t) = P+
∫ t
s
dB1(t1)
∫ t1
dB2(t2)−P+
∫ t
s
dB1(t1)
∫ s
dB2(t2), (4.9)
les inte´grales
∫ t1 ou ∫ s e´tant des inte´grales squelette (donne´es formellement
par la multiplication par 1iξ en Fourier). On montre que le deuxie`me terme
P+ ∫ ts dB1(t1) ∫ s dB2(t2) = P+(φ1(t) − φ1(s))φ2(s) est 2α − ε-Ho¨lder pour
tout ε > 0. La partie singulie`re de l’aire de Le´vy (singulie`re pour α ≤ 1/4
en tout cas) est donc donne´e par les incre´ments de deux fonctions A±, de
de´rive´e
∂A+(t) := P+∂φ1(t)φ2(t) = 1
2
∑
j
∂φj1(t)φ
j
2(t) +
∑
j<k
∂φj1(t)φ
k
2(t) (4.10)
et similairement pour ∂A− en e´changeant les indices, de sorte que l’e´chelle du
champ de´rive´ ∂φ soit infe´rieure a` celle du champ non de´rive´. On ve´rifie facile-
ment que la transforme´e de Fourier de la fonction a` deux points 〈∂A±(s)∂A±(t)〉
est donne´e par le diagramme de Feynman ”bulle” ampute´ de la figure 3, e´gal
a` peu de choses pre`s a`
∫
|ξ1|<|ξ−ξ1|
dξ1
|ξ1|−1+2α|ξ−ξ1|1+2α
≈ ∫ +∞ dξ
ξ4α
, et diverge
donc si et seulement si α ≤ 1/4. On retrouve ainsi rapidement les re´sultats
classiques de L. Coutin et Z. Qian [15].
ξ ξ
ξ1
+
ξ
2
+
Figure 3: Diagramme bulle.
Supposons dore´navant α < 1/4. Pour aller plus loin, il est naturel de
conside´rer les ”wavy lines” exte´rieures comme propagateurs d’un champ
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gaussien σ = (σ+, σ−) a` deux composantes inde´pendantes, qu’on choisit
de covariance Fourier 〈|σˆ±(ξ)|2〉 = 1|ξ|1−4α par homoge´ne´ite´. On est donc
conduit a` introduire le lagrangien d’interaction
Lint(x) = iλ
(
∂A+(x)σ+(x) + ∂A−(x)σ−(x)
)
. (4.11)
Les dimensions des champs sont −α pour φ, 2α pour σ, et la constante de
couplage λ ∈ R, λ 6= 0 est sans dimension, de sorte que la the´orie est a
priori juste renormalisable. Les conditions tre`s particulie`res sur les e´chelles
dans les vertex (le champ de´rive´ ∂φ e´tant de bas moment par rapport au
champ φ) impliquent que λ n’est pas renormalise´e 13. Le comptage de
puissance et les syme´tries de la the´orie montrent que seuls les diagrammes a`
2n propagateurs externes σ et 0 propagateur externe φ sont potentiellement
divergents, de degre´s de divergence ω2n = 1 − 4nα. Pour α ∈]1/4, 1/8[
(hypothe`se a` laquelle nous nous tenons par la suite) seul le propagateur du
champ σ (correspondant a` n = 1) doit eˆtre renormalise´.
Des arguments perturbatifs na¨ıfs font bien comprendre ce qui se passe.
Le diagramme ”bulle” diverge comme (iλ)2Mρ(1−4α) pour un cut-off ultra-
violet de l’ordre deMρ. La se´rie ge´ome´trique associe´e a` ce diagramme 1 P.I.
donne pour le propagateur renormalise´ du champ σ
1
|ξ|1−4α
(
1− λ2M
ρ(1−4α)
|ξ|1−4α + . . .
)
=
1
|ξ|1−4α + λ2Mρ(1−4α) ,
tendant exponentiellement vite vers 0 quand ρ→∞. Le champ σ acquiert
donc une masse δm de l’ordre deMρ(1−4α). Autrement dit, l’interaction dis-
paraˆıt a` toutes les e´chelles lorsqu’on supprime le cut-off! Le champ φ reste
donc gaussien, avec exactement la meˆme fonction de covariance initiale.
Cependant, la meˆme se´rie donne une covariance renormalise´e 〈|F∂A+(ξ)|2〉
finie, e´gale a` M
ρ(1−4α)
1+λ2(Mρ/|ξ|)1−4α
→ρ→∞ |ξ|
1−4α
λ2
, et redonnant apre`s transforma-
tion de Fourier inverse une aire de Le´vy de re´gularite´ Ho¨lder 2α− ε.
Les arguments constructifs font apparaˆıtre une subtilite´ (insoupc¸onnable
avec des arguments purement perturbatifs), lie´e au proble`me de la dom-
ination des champs σ moyenne´s de bas moment. Soit bj := ((δm)j−1 −
(δm)j)/λ2 le contre-terme de masse d’e´chelle j, divise´ par le carre´ de la
constante de couplage. Par un raisonnement similaire a` celui utilise´ pour
la the´orie φ4, chaque champ σ de bas moment produit a` partir du vertex
en λ(∂A)σ peut prendre l’ascenseur accompagne´ d’un petit facteur O(λκ),
13En effet, les diagrammes de Feynman avec trois propagateurs externes φ, ∂φ, σ ne
peuvent eˆtre des diagrammes dangereux au sens de la section 1.
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ou` κ < 1. A priori il ne peut eˆtre domine´ que par le contre-terme de
masse en λ2bjσ2. Sche´matiquement λκσe−λ
2σ2 = O(λκ−1), un grand fac-
teur au lieu du petit facteur souhaite´. Afin de re´soudre ce proble`me on est
amene´ a` rajouter un terme de bord∗ dans l’interaction, qu’on peut choisir
e´gal a` L12 := M−(12α−1)ρλ3(σ(x))6. Le pre´facteur M−(12α−1)ρ a e´te´ choisi
de manie`re a` ce que l’inte´grale de M−(12α−1)ρ(σρ)6 sur un intervalle ∆ρ soit
de l’ordre de 1. Comme 12α−1 > 0, ce terme est en fait e´vanescent a` toutes
les e´chelles j ≪ ρ. A ces e´chelles, la domination par le contre-terme λ2bσ2
produit un facteur 1, multiplie´ par un petit facteur M−
1
2
(1−4α)(ρ−j) duˆ a`
bj ∼M (1−4α)j . Si au contraire j ≃ ρ (”e´chelles de bord”), ce facteur vaut a`
peu pre`s 1, et on domine alors par le terme de bord L12. Sche´matiquement,
λσje−M
−(12α−1)ρλ3(σj )6 = O(λ
1
2 ), que multiplie M (12α−1)(ρ−j)/6. En chois-
sant λ assez petit on arrive a` obtenir un petit facteur a` toutes les e´chelles.
Il faut encore ve´rifier qu’on peut dominer les champs σ moyenne´s de bas
moment issus de L12 par L12 lui-meˆme. Les de´tails peuvent eˆtre trouve´s
dans [51].
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Lexique franc¸ais-anglais
A l’usage des anglophones et de ceux qui n’ont jamais connu que les
termes anglais, il se conclut par quelques termes spe´cifiques aux chemins
rugueux, utilise´s dans le dernier paragraphe de l’article uniquement.
arbre couvrant, spanning tree arbre enracine´, rooted tree
arbres de polyme`res, polymer trees bas moment, low-momentum
bornes gaussiennes, Gaussian bounds boucle, loop
champs moyenne´s de bas moment, champs restreints de haut moment,
averaged low-momentum fields restricted high-momentum fields
champ secondaire, secondary field chemin rugueux, rough path
comptage de puissance, power-counting constante nue, bare constant
constante renormalise´e, renormalized constant degre´ de liberte´, degree of freedom
de´veloppement en clusters horizontal, de´veloppement en clusters vertical,
horizontal cluster expansion, vertical cluster expansion
diagramme du vide, vacuum diagram e´chelle de chute libre, free falling scale
e´chelle de dernie`re t de´rivation conse´cutive e´chelle de production,
ou de laˆchage, dropping scale production scale
e´chelle propre, proper scale factorielles locales, local factorials
fonction d’e´valuation du polyme`re, fusionner, merge
polymer evaluation function
haut moment, high-momentum ıˆlots horizontaux, horizontal islands
lagrangien habille´, dressed Lagrangian lien d’inclusion, inclusion link
ope´rateur de de´veloppement horizontal, parame`tre d’affaiblissement,
horizontal expansion operator weakening parameter
polyme`re du vide, vacuum polymer ressort, spring
troncature, cut-off
aire de Le´vy, Le´vy area brownien fractionnaire,
inte´grale squelette, skeleton integral fractionary Brownian motion
mise en ordre normal de Fourier, terme de bord,
Fourier normal ordering boundary term
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