Abstract-We present two miniapps that implement the core computational kernel of the DMRG++ application, a generic C++ code that implements the Density Matrix Renormalization Group (DMRG) algorithm. The DMRG++ core Kronecker multiplication kernel is formulated using a batched BLAS approach, with implementation that targets both multi-core CPUs using OpenMP and GPGPU using the MAGMA library. The kernel evaluates the matrix-vector multiplication of the target Hamiltonian matrix used in Lanczos algorithm for computing the lowest eigenvalue and eigenvector. The Hamiltonian matrix is expressed compactly as sums of Kronecker products of small dense matrices. We demonstrate improved performance of the miniapp on synthetic problem, and show the performance of the DMRG++ application using a plugin based on the miniapp. We also present an OpenMP miniapp that explores the use of nested parallel constructs to implement the Kronecker multiplication kernel, exploring the use of nested OpenMP worksharing and tasking abstractions to implement the multi-level parallel multiplication algorithm. The miniapp has been used as a co-design vehicle for evaluating features in the OpenMP-4.5 and upcoming OpenMP-5.0 standards.
I. INTRODUCTION
The increasing complexity of high end scientific codes have raised the barrier for adopting novel programming models and approaches required to fully utilize the changing landscape of HPC platforms. The effort to port and optimize an existing complex application to a new platform may require more than merely addressing the (possible) incompatibilities in underlying tools and libraries upon which the application depends. The increasing hardware complexity, parallelism, and heterogeneity in emerging HPC nodes suggest that modifications to the programming model and/or algorithms that constitute the core foundation of the application may be required [1] . The use of miniapps to explore the design space for such change has proved to be an attractive approach to minimize the effort and risks involved in revamping an entire application using an algorithm or programming model that may fail to adequately utilize underlying hardware resources.
Miniapps are also increasingly used as a co-design vehicle for programming model development [2] . In such a paradigm, a miniapp that captures the core features of a larger application is used to drive the design of emerging programming models and help evolve such models to meet the application requirements.
In this paper, we introduce the design and implementation of miniapps that represent the core computational kernel of the DMRG++ application [3] , [4] . We present two miniapps that aim at answering different questions related to the DMRG++ application. The first miniapp, based on the use of batched Basic Linear Algebra Subroutines (BLAS) [5] operations explores the algorithmic changes required to implement the underlying algorithm in the most efficient manner to achieve the highest possible performance on emerging HPC platforms. Another miniapp, based on the use of OpenMP directives, explores the implications of directly implementing the underlying algorithm using nested parallel OpenMP constructs with minimal modifications to the natural algorithm formulation. This latter approach also explores the issues that arise when hierarchical parallelism in OpenMP is used to exploit the increasing number of hardware execution threads that are increasingly common in HPC platforms. This paper is organized as follows: Section II introduces the DMRG algorithm and the DMRG++ application. Section III discusses the details of the Kronecker multiplication kernel at the core of the DMRG++ application. Section IV presents the batched BLAS miniapp implementation of the Kronecker multiplication kernel. Section V outlines the miniapp using OpenMP to implement the Kronecker multiplication kernel. We present performance results of the miniapps in section VI. Conclusions and future work are discussed in section VII.
II. THE DMRG++ APPLICATION
The density matrix renormalization group (DMRG) is the preferred method to study low-dimensional strongly correlated electrons. Strongly correlated materials are a wide class of materials that show unusual -often technologically useful -electronic and magnetic properties, such as metal-insulator transitions or half-metalicity. The term "correlated" refers to the way electrons behave in these materials, which precludes relying on simple one-electron approximations. The DMRG is able to truncate the underlying Hilbert space to a constant size, with bounded errors and in a general and efficient way. Introduced in 1992 by White [6] , [7] , the DMRG algorithm is a numerical variational technique to study quantum many body Hamiltonians that can be classified as a diagonalization method. The DMRG has been successfully applied [8] - [10] to obtain zero temperature properties of spin chains, fermionic and bosonic systems, Kondo models, and quantum dots connected to leads. The DMRG has also been successful in the field of Quantum Chemistry to study strongly correlated systems. The truncation error made by the DMRG algorithm can be estimated very well, and for non-critical 1D systems this error decays exponentially with M , the parameter that controls the accuracy of the method. A full discussion of the DMRG is beyond the scope of this paper. Further details can be found in the many published reviews [11] - [13] , and the original papers [6] , [7] .
DMRG++ is a free and open source implementation of the DMRG algorithm. DMRG++ emphasizes generic programming using C++ templates, and is designed to facilitate the development of new models and geometries by building the application around a core generic DMRG engine that can be applied to different models.
III. KRONECKER MULTIPLY MINIAPP DESIGN

A. Kronecker Product Formulation
One of the core computational kernels in DMRG++ is the evaluation of matrix-vector multiply by the Hamiltonian matrix in the iterative Lanczos algorithm for computing the lowest eigenvalue and eigenvector. The full Hamiltonian matrix can be written as Kronecker product of operators on left and right as
where For many condensed matter Hamiltonians, the quantum number can be expressed as a 2-tuple (n ↑ , n ↓ ) that specifies there are n ↑ particles with spin "up" and n ↓ particles with spin "down". The DMRG simulation often targets a specific diagonal block associated with quantum number (n ↑ target , n ↓ target ) for finding the lowest eigenvalue and eigenvector of the particular diagonal block. For example, the target quantum number is chosen at half-filling n together and reshaping the admitted vectors as a (4 * M ) × M or M × (4 * M ) matrix, we see in Figure 1 that the admitted configurations can be collected as patches.
An important consequence of grouping the states as patches is the action of operators C L ( C R ) can be expressed as Kronecker products on the patches. The matrix-vector multiplication by the target Hamiltonian matrix may be conceptually viewed as the matrix as being block partitioned according to the number of patches. Each block partitioned submatrix is represented as sum of Kronecker products (see Figures 2 and 3) .
One purpose of the miniapp is to reproduce characteristics of realistic workloads, such as severe load imbalance, that mimics the computational characteristics of the DMRG application running with much higher number of M saved states. This enables the developer to estimate the growth in storage, computational costs, and to evaluate the effectiveness of different programming approaches. In consultation with materials scientists, we have used a simplifying but reasonable assumption that each of the N 4 state configurations are equally likely. This allows the miniapp to use a combinatorial approach in partitioning the the total number of states into patches defined by the quantum number (n
possible configurations on left part and similarly, there are
Without loss of generality, we can assume the left part is growing and contain 4M states while right part has M states. Thus [14] or Appendix on Kronecker Products for details)
where W IJ matrices together as
There are many independent coalesced computation of W IJ matrices over all subblocks C[I, J] that can be evaluated using a call to batched GEMM. After the W IJ matrices are computed, the contribution of
can be evaluated as using the same approach as can be similarly performed as a single combined matrix-matrix multiplication operation
There are still N p independent block row computations of Y [I], and these can be evaluated as another call to batched GEMM. Batched GEMM can be implemented by performing independent calls to BLAS GEMM within OpenMP threads with schedule(dynamic) to account for potential imbalances in work load. Intel Math Kernel Library has a batched GEMM for many independent groups of matrices. NVIDIA CUBLAS Library has a batched GEMM for GPU but all matrices must be of the same shape. The MAGMA library [15] , [16] has a batched GEMM for GPU where the matrices can have different shapes.
The DMRG++ miniapp achieves high performance on GPU by using CUDA unified managed memory to store the Kronecker matrices A (k)
IJ and B (k)
IJ and calls batched GEMM in MAGMA library. Thus the first evaluation incurs the overhead of data movement from CPU to GPU but subsequent evaluations can perform at higher computational rates.
V. MINIAPP USING OPENMP
In addition to the miniapp described in Section IV we also developed a miniapp using OpenMP that aims to explore the implications of expressing the different levels of parallelism outlined in Figure 3 directly in a parallel programming model. Hierarchical and/or nested parallelism is a challenging area in parallel programming models [17] - [19] that is being heavily explored as the number of on-node hardware threads grows beyond the ability of many codes to exploit using a single construct. In this miniapp, we explore the use of different OpenMP nested worksharing and tasking constructs to implement the Kronecker multiplication kernel. In developing this version, we focus on minimizing changes to the core algorithm, and research the different techniques this algorithm can be mapped onto OpenMP parallel abstractions.
1) Nested OpenMP work-sharing loops (2 levels):
While the code in Figure 3 exhibits a possible four nested levels of parallelism (in addition to a fifth possible data-parallel level in the execution of the innermost GEMM operation), we focus our discussion on algorithms that only deal with the two outermost levels. The code in Algorithm 1 shows the use of nested OpenMP work-sharing constructs across the rows and columns of the patch matrix C. The inner loops and the calls to the GEMM routine are sequential. It should be noted that even though many libraries support data-parallel BLAS operations using OpenMP or pthreads, incorporating such code inside outer parallel regions while maintaining proper thread resource management is not typically supported.
2) Nested OpenMP work-sharing with tasking:
The second version of the OpenMP miniapp focuses on using tasking constructs that are increasingly becoming a major part of the OpenMP standard. Algorithm 2 shows the use of OpenMP tasks inside nested OpenMP parallel regions. Ideally, we would want to use nested tasks or OpenMP 4.5 taskloop construct to exploit the tasking model, but due to lack of current support of task-reductions, all reductions are being performed in the OpenMP parallel regions. Due to this restriction, and using OpenMP parallel regions with OpenMP tasks, we don't observe the complete benefits of using nested tasking. Support for task-reduction is planned for upcoming OpenMP standards, and the pattern exhibited by this miniapp could benefit from such a feature. N P atches ← SIZE(C) 3: V Size ← PATCHSIZE(LP atch, RP atch, N P atches) 4: #pragma omp parallel num threads(numZero) 5: proc bind(levelZero) 6: #pragma omp for schedule(dynamic,1)
7:
for i ← 1, C.rows do 8: #pragma omp parallel num threads(numOne) 9: proc bind(levelOne) 10: reduction(YI) 11: #pragma omp for schedule(dynamic,1)
12:
for j ← 1, C.cols do 13: N P atches ← SIZE(C) 3: V Size ← PATCHSIZE(LP atch, RP atch, N P atches) 4: #pragma omp parallel num threads(numZero) 5: proc bind(levelZero) 6: for i ← 1, C.rows do 7: #pragma omp single 8: #pragma omp task 9:
Y I ← zeros(V Size[i])
10:
#pragma omp parallel num threads(numOne) 11: proc bind(levelOne) 12: reduction(YI) 13: for j ← 1, C.cols do 14: #pragma omp single 15: #pragma omp task 16 :
18:
end for 19: end for 20: 
VI. MINIAPPS EXPERIMENTS AND PERFORMANCE
We performed a set of experiments to evaluate the performance and viability of the various versions of the DMRG++ Kronecker multiplication miniapp. The experiments were conducted on an Intel Xeon E5-4640v4 workstation with 12x4 cores running at 2.1GHz with 512GB of DDR4-2400 ECC memory. The workstation is equipped with an NVIDIA VOLTA Titan V GPGPU card with 12GB of memory connected via PCIe 3.0 bus.
Test problems were generated to replicate the characteristics of the Hamiltonian matrix used in the DMRG++ application. One of the defining properties of the Hamiltonian is the load imbalance across different patches in the C patch matrix. Figure 4 shows the amount of work (in FLOPS) performed in each C[I, J] cell for a synthetic problem that uses 144 lattice sites with M = 10, 000 saved states. This snapshot is taken in the middle of the sweep algorithm (with 72 sites on the left) which corresponds to the maximum amount of work. As can be seen in Figure 4 , the bulk of work happens near the center of the C patch matrix. Figure 5 shows the distribution of work per patch for this problem. We can see that the majority of patches contribute relatively little work to the overall algorithm, while few patches contribute the bulk of the work. 
A. Batched GEMM performance using the GPU
The batched GEMM miniapp constructs a synthetic patch matrix C as outlined in section III then performs the core Kronecker multiplication routine several times in a loop to emulate the performance of the kernel inside the iterative Lanczos algorithm. We evaluate the potential of the implementation to leverage the computational capabilities of the GPGPU using unified memory by investigating the improvement in performance between the first iteration (when the kernel incurs the overhead of data copying to the GPU) and the second iteration where data already resides on the GPU. The Kronecker multiplication kernel involves two applications of the batched GEMM kernel using the MAGMA library. Figure 6 shows the performance of the GPU implementation of the kernel for the first two iterations for two different systems as the number of saved states increases. The first system has 144 sites while the second system has 64 sites. In the first iteration (Iter1-144 and Iter1-64), the miniapp incurs the cost of copying data to the GPU, while in the second iteration (Iter2-144 and Iter2-64) data already exists on the GPU and we achieve higher throughput. We also observe that for the smaller system with the same number of saved states we obtain higher throughput as the states are distributed over a smaller number of patches in the C matrix. We notice that the times used in this figure include the time to set up the two GEMM batches, which impacts the overall throughput. This indicates that the miniapp can use the batched GEMM approach via a third party library to efficiently utilize available GPGPU resources. 
B. Batched GEMM performance using OpenMP
In addition to the aforementioned GPU implementation using the MAGMA library, the batched GEMM miniapp was also implemented using a simple OpenMP dynamic schedule on the CPU and the single threaded OpenBLAS library to provide the GEMM implementation. This option is available to support platforms that do not have GPGPU. Figure 7 shows the total runtime for three iterations of the batched GEMM miniapp using the GPU MAGMA version, and the CPU OpenMP version using 12 CPU threads for the two systems described in Section VI-A. The results suggest that for small enough problems, using OpenMP on the CPU side may be a viable option (this maybe an attractive option for DMRG++ deployments on low end workstations without GPU accelerators, which constitute a considerable portion of current DMRG++ users). As system size increases, the advantages of using the GPU to accelerate the Kronecker multiplication kernel become obvious. We also notice that the runtime for the GPU version grows at a smaller rate than the OpenMP version (as long as we can fit all data on the GPU). Figure 8 shows the run time and speed up achieved using the OpenMP batched GEMM miniapp on the two systems described in section VI-A using sites 11, 000 saved states. For this problem configuration, the speedup achieved by the miniapp reaches a maximum of roughly 9X using 12 threads for both systems, which suggests that the use of dynamic scheduling within the parallel region can overcome the load imbalance characteristics of the patch matrix C. 
C. Nested OpenMP miniapp performance
As outlined in section V, the multi-level nested parallelism of the Kronecker multiplication kernel allows for many implementation choices at different levels using OpenMP constructs. An exhaustive study of all these options and impact of OpenMP runtime parameters on miniapp performance is beyond the scope of this paper (see [20] for a more detailed study of this miniapp). Here we present a representative result that shows the impact of varying the number of threads used in the two parallel regions in Algorithm 1. In this study, we use the miniapp to simulate a system with 144 lattice sites and 11000 saved states. The miniapp uses GEMM calls via the OpenBLAS library. We limit the maximum number of OpenMP threads to 48 (which is the number of hardware threads on the test platform) using the OMP_THREAD_LIMIT environment variable. Figure 9 shows the impact of changing the number of threads used in the inner j loop (N 1) on runtime for different numbers of threads in the outer i loop (N 0).
The figure suggests that nested parallelism has little impact on the performance of the miniapp. The chart also suggests that for this particular problem configuration, parallelization of the outer i loop has more impact on performance than the inner j loop for the same number of total threads used. For example, for N 0 = 1 and N 1 = 12, the total runtime is 6.936S while for N 0 = 12 and N 1 = 1, the runtime is 5.78S, an improvement of roughly 20%.
VII. CONCLUSIONS AND FUTURE WORK
We have presented two miniapps that implement one of the core computational kernels of the DMRG++ application. The miniapps explored algorithmic and programming model approaches to speed up the Kronecker multiplication kernel which constituted the bulk of the application runtime. The batched GEMM version reformulates the nested Kronecker multiplication algorithm using two batches of GEMM BLAS calls, allowing for an implementation that maximizes utilization of hardware resources on both CPUs and GPGPUs. This version of the algorithm has been implemented as a plugin in the production version of the application. Figure 10 shows the performance (in TFlops/Sec) of all invocations of the Kronecker multiplication kernel in a DMRG++ case with 100 (10×10) sites with the number of saved states increasing from M = 200 to M = 4200 as the algorithm proceeds. We can see that this algorithm, running on the same hardware described in Section VI can achieve up to 7.2 TFlops/Sec (single precision), or roughly 48% of the 15 TFlops/Sec theoretical peak of the NVIDIA Titan V GPGPU card. Future work for this miniapp focuses on extending it to support multiple GPUs and leveraging possible symmetry in the C patch matrix to reduce memory requirements. We have also implemented an OpenMP miniapp to explore the use of nested parallelism to naturally express the Kronecker multiplication algorithm. This miniapp exposes challenges in the OpenMP programming model as it deals with complex nested parallelism dealing with reductions, and that involve a mix of task and data parallelism. Future work on this version of miniapp explores the use of OpenMP4.5 tasking features and new additions proposed for the OpenMP5.0 version of the standard to ameliorate some of the performance issues that currently impede efficient deployment of this complex parallel pattern using OpenMP.
