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Zusammenfassung
Die vorliegende Masterarbeit beschäftigt sich mit den MINISUM-Modellen auf einem
Graphen. Die Eigenschaften des „generalized“ p-Median-Problem werden neben den Ei-
genschaften des ordinären p-Median-Problems untersucht. Dabei kommt folgende Dis-
krepanz zum Vorschein: Obwohl das „generalized“ p-Median-Problem eine unendliche
Anzahl an potenziellen Lösungsmöglichkeiten besitzt und der optimale Standort bei ei-
ner derartigen Problemstellung sowohl im Knoten als auch auf der Kante des Graphen
liegen kann, wird der Median oft ausschließlich in den Knoten des Graphen gesucht.
Dadurch entsteht das Risiko, dass beim Lösen des Problems der optimale Standort von
Anfang an nicht mitberücksichtigt wird.
Die Forschungsaufgabe dieser Arbeit ist, das „generalized“ p-Median-Problem so zu
erweitern, dass aus einem Problem mit unendlicher Anzahl an Lösungsmöglichkeiten
ein endliches Problem wird, welches optimal mit einer diskreten Methode gelöst werden
kann.
Im ersten Schritt werden die potenziellen Standorte auf den Kanten (die sogenann-
ten fiktiven Knoten) ermittelt. Sie werden mit den Knoten des Graphen gleichgestellt
und bei der Auffindung des kostenminimalen Standortes einkalkuliert. Damit sind alle
potenziellen Standorte abgedeckt und das Problem erhält eine endliche Anzahl an Lö-
sungsmöglichkeiten.
Eine weitere Herausforderung liegt in der unkonventionellen Formulierung des Kosten-
parameters, der beim „generalized“ p-Median-Problem zusätzlich berücksichtigt wird.
Die Kosten stellen eine logarithmische Kostenfunktion dar, die von der Verteilung der
Nachfrage auf die Mediane abhängig ist. Diese Variable wird als Zuteilung bezeichnet
und muss zusätzlich vor der Formulierung des Optimierungsproblems bestimmt wer-
den. Die Zuteilung ist für die Ermittlung der Kosten zuständig und fließt in das Modell
nur indirekt mit ein.
Abschließend wird die Funktionsfähigkeit des neuen Modells überprüft und dem ur-
sprünglichen Modell (dem umformulierten Warehouse Location Problem) gegenüber-
gestellt. Tatsächlich werden bei dem erweiterten Modell durch die Platzierung der Me-
diane auf die Kante zusätzliche Kosten eingespart.
Die vorliegende Arbeit zeigt das Prinzip, wie das „generalized“ p-Median-Problem er-
weitert werden kann, und liefert den Beweis über die Funktionstüchtigkeit dieser Me-
thode.

Abstract
The following master’s thesis deals with the MINISUM models on a graph. In this re-
gard the properties of the generalized p-median problem have been investigated along-
side the properties of the ordinary p-median problem. In the course of the investigation,
the following discrepancy comes to the fore: although the generalized p-median prob-
lem has an infinite number of potential solutions, and the optimal location for such a
problem may lie in both the vertex and on the edge of the graph, the median is often
searched for exclusively in the vertex of the graph. This creates the risk that, upon
attempting to find a solution, the optimal location to place the median may not be
taken into consideration right from the start.
The goal of the following thesis is to extend the generalized p-median problem so that
a problem with an infinite number of possible solutions becomes a finite problem which
can best be solved with a discrete method.
In the first step, all potential locations along the edges (the so-called fictitious vertices)
are determined using an empirical-analytical approach. They are equated with the
vertices of the graph and taken into account when locating the minimum cost location.
This covers all potential locations and through this method the problem receives a finite
number of possible solutions.
Another challenge lies in the unconventional formulation of the cost parameter, which
is additionally taken into account in the generalized p-median problem. The cost rep-
resents a logarithmic cost function that depends on the distribution of demand on the
median. In the following work, this variable shall be called the allocation and must
first be determined in order to formulate the optimization problem framework. The
allocation is responsible for determining the costs and is included only indirectly in the
model.
Finally, the functionality of the new model is checked and compared with the original
model, the rewritten warehouse location problem. In fact, the placement of medians
on an edge saves additional costs in the extended model.
The following elaboration shows the principle of how the generalized p-median problem
can be extended, and provides proof of the functionality of this extension.
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1 Einleitung
Die Standortplanung umfasst eine zielorientierte Begutachtung alternativ infrage kom-
mender Standorte und die anschließende Entscheidung zugunsten einer bzw. mehrerer
Möglichkeiten, vgl. [4]. Als relevante Standortfaktoren kommen Bedarf der Nachfrage,
Entfernungen zu den Nachfrageorten, Transportkosten, in den Standorten anfallende
Kosten und einige weitere Faktoren infrage. Die Standortplanung gehört zum festen
Bestandteil der unternehmerischen Entscheidung und trägt die Absicht, die bestehende
Nachfrage1 effizient abzudecken, vgl. [8]. Die Bedeutung des „optimalen Standortes“
ist subjektiv und von der Formulierung des Problems abhängig. Es existiert eine brei-
te Palette an Modellen zur Bestimmung des optimalen Standortes, die unterschied-
liche Zielsetzungen verfolgen und verschiedene Standortfaktoren berücksichtigen. Zu
den Zielsetzungen können dabei die Minimierung der Distanz oder die durchschnittli-
che Fahrtzeit zwischen der Einrichtung und dem Nachfrageort, die Kostenminimierung
oder die Minimierung der maximalen Distanz zur Einrichtung gehören.
Im Zeitalter der globalisierten Konsumgesellschaft gewinnen Probleme der Standort-
planung weiter an Bedeutung. Unternehmen stehen unter Druck, mehr zu produzieren
und schneller auszuliefern. Der Staat verfolgt die Absicht, Versorgungsnetze zu verbes-
sern und ein dichteres Netz an öffentlichen Einrichtungen zu schaffen. Die Mobilfunkan-
bieter bauen immer weitere Basisstationen, um dem Wettbewerb standzuhalten. Für
jedes dieser Vorhaben – sei es die Errichtung eines Auslieferungslagers, der Bau eines
überdeckenden Netzes an öffentlichen Einrichtungen oder einer Basisstation – müssen
vorerst die bestmöglichen Standorte geprüft werden. Die grundlegenden Modelle dafür
stammen aus den sechziger Jahren. Zu dem Zeitpunkt war die Standortplanung kein
separates Fachgebiet und gehörte zur Graphentheorie. Mit dem Aufkommen des Com-
puters im privaten und beruflichen Alltag hat sich ein weiterer Anwendungsbereich für
Standortbestimmungsmodelle erschlossen, angekurbelt durch die Flut an Daten, die
abgelegt, gepflegt, verarbeitet und abgerufen werden sollen. Damit können die Modelle
zur Suche nach dem bestmöglichen Standort, unter anderem zum Gruppieren und Ver-
arbeiten von Daten, eingesetzt werden.
Die vorliegende Arbeit konzentriert sich auf die Verallgemeinerung des p-Median-Problems2.
1Darunter ist nicht nur die Nachfrage nach einem Gut oder Güterbündel gemeint, sondern auch die
Nachfrage nach Dienstleistungen wie beispielsweise die medizinische Versorgung.
2Das Wort „verallgemeinert“ wird an dieser Stelle nur zur Beschreibung des Problems verwendet, in
der Fachliteratur wird stets vom „generalized“ p-Median-Problem gesprochen.
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Kapitel 1. Einleitung
Sollen die Standorte für die Einrichtung auf einem Graphen so positioniert werden, dass
die mit der Nachfrage gewichtete Summe der kürzesten Wege von der Einrichtung zum
Knoten des Graphen möglichst niedrig ausfällt, so liegt ein p-Median-Problem vor,
vgl. [2]. Soll in der Zielfunktion ein weiterer Parameter (zum Beispiel fixe Kosten) be-
rücksichtigt werden, so liegt ein verallgemeinertes p-Median Problem vor, vgl. [2]. Der
grundlegende Unterschied zwischen den beiden Problemstellungen besteht darin, dass
ein ordinäres p-Median-Problem eine endliche Anzahl an Lösungsmöglichkeiten besitzt,
wogegen ein verallgemeinertes p-Median-Problem kontinuierlich formuliert ist3. Beide
Probleme stellen die Spezialfälle des sogenannten Warehouse Location Problems (WLP)
dar. Die übliche Vorgehensweise dabei ist, die Probleme als WLP zu formulieren und
zu lösen4, vgl. [4]. Schwierigkeiten entstehen bei der Darstellung des verallgemeinerten
p-Median-Problems als WLP, denn in diesem Fall wird ein unendliches Optimierungs-
problem als endliches betrachtet. Dadurch wird eine Vielzahl an potenziellen Lösungen
außer Acht gelassen. Dies führt zu einer Infragestellung der Optimalität des ermittelten
Standortes.
In der letzten Zeit ist viel auf dem Gebiet der ganzzahligen Optimierung passiert. Wei-
tere Anwendungsbereiche für die Modelle der Standortbestimmung wurden erschlos-
sen, dennoch blieb das ursprüngliche Modell unverändert und der oben beschriebene
Schwachpunkt damit unentdeckt. Basierend auf diesen Gegebenheiten wird die For-
schungsaufgabe wie folgt definiert: Verallgemeinertes p-Median-Problem soll so erwei-
tert werden, dass aus einem Problem mit unendlicher Anzahl an Lösungsmöglichkeiten
ein endliches Problem wird, welches, umformuliert zum WLP, optimal gelöst werden
kann.
Der Hauptteil dieser Arbeit umfasst vier Kapitel. In Kapitel „Theoretischen Grund-
lagen“ werden die MINISUM- und MINIMAX-Problemstellungen erläutert. Vor allem
die Besonderheiten von MINISUM-Problemen sind für das Verstehen der Forschungs-
aufgabe von Bedeutung. Unter der Berücksichtigung dieser Informationen wird die
Zielsetzung erneut definiert und die Vorgehensweise erläutert. Darüber hinaus werden
der Forschungsstand und die Anwendungsbereiche des p-Median-Problems beschrie-
ben. Das vierte Kapitel beschäftigt sich mit der Erweiterung des verallgemeinerten
p-Median-Problems. Das Vorgehen wird dabei in drei Abschnitte unterteilt und an-
hand eines Beispiels vorgeführt. Im fünften Kapitel wird das erweiterte Modell mit
dem ursprünglichen Modell gegenübergestellt und die Vorteile der Erweiterung anhand
eines zufälligen Graphen demonstriert. Für die Entwicklung des erweiterten Modells
wird MATLAB eingesetzt. Die Arbeit mündet in einer Diskussion der vorgenommenen
Änderungen und einem Ausblick auf weiteres Forschungspotenzial.
3Dieser Zusammenhang wird im Kapitel „Theoretische Grundlagen“ verdeutlicht.
4Warehouse Location Problem (WLP) ist auf das p-Median-Problem aufgebaut, erfüllt aber ein brei-
teres Spektrum an Restriktionen und betrachtet eine endliche Anzahl an potenziellen Standorten.
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2 Theoretische Grundlagen
Dieses Kapitel schafft einen Überblick über die theoretischen Grundlagen der Stand-
ortplanung. Zunächst werden die wichtigsten Begriffe der Graphentheorie erläutert.
Danach erfolgt die Unterteilung von betrieblichen Standortproblemen in MINIMAX-
und MINISUM-Modelle. Die letzten werden dabei näher beschrieben und untersucht.
Im Weiteren wird die Zielsetzung dieser Arbeit definiert und die Vorgehensweise zur
Lösung der Problemstellung erläutert. Abschließend wird der gegenwärtige Forschungs-
stand zum Thema “p-Median Problem” vorgestellt.
2.1 Einführung in die Standortplanung
Die Standortplanungstheorie kann in drei grundlegende Teilgebiete unterteilt werden.
Die volkswirtschaftliche Standortplanung beschäftigt sich mit der Optimierung der An-
siedlung von Betrieben innerhalb eines Wirtschaftsgebietes. Unter der innerbetriebli-
chen Standortplanung (auch Layoutplanung genannt) versteht man die Planung der
physischen Anordnung von Betriebsmitteln. Gegenstand dieser Arbeit stellt die be-
triebliche Standortplanung dar. Dieses Teilgebiet betrachtet die Standortbestimmung
sowohl für einzelne Objekte als auch für die Gruppen von Einrichtungen. Unter Einrich-
tungen werden dabei Betriebe, Beschaffungs- oder Auslieferungslager sowie öffentliche
Einrichtungen (z. B. Schulen, Polizeireviere, Krankenhäuser) verstanden, vgl. [4].
Nachfolgend werden für diese Arbeit relevante Grundbegriffe der Graphentheorie näher
erläutert.
Ein ungerichteter Graph G = [V, E] ist durch die Knotenmenge V und Kantenmen-
ge E gegeben. Die Knoten des Graphen sind über die Kanten verbunden, dabei kann
eine Kante über die Endknoten [i, j] definiert werden, vgl. [4], [2].
Die Adjazenzmatrix A(G) = [aij ] ist eine binäre Matrix, die angibt, welche zwei Knoten
des Graphen über die Kante verbunden sind. Ein Element der Adjazenzmatrix aij wird
dabei wie folgt definiert:
aij =



1 falls [ij] ∈ E
0 sonst
3
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vgl. [2].
Im Weiteren erhält der ungerichtete Graph G = [V, E] eine Kantenbewertung c : E →
R
+, die meistens als monetäre oder zeitliche Bewertung der Kante in Abhängigkeit von
der Kantenlänge definiert wird. Die Knotenbewertung b : V → R+ beziffert die Nach-
frage bzw. den Bedarf der Nachfrage in jedem Knoten j des Graphen G. Demzufolge
steht der Ausdruck G = [V, E, c; b] für einen ungerichteten Graphen mit Knoten- und
Kantenbewertungen, vgl. [4].
Der kürzeste Weg w̄ von einem Knoten i zu einem anderen Knoten j ist der Weg, der
unter allen Verbindungen von i nach j des Graphen G = [V, E, c] die kleinste Länge
aufweist. Ist die Kantenbewertung c von der Distanz abhängig, so gibt c(w̄) die kürzeste
Entfernung zwischen i und j an. Daraufhin wird in einem Graphen mit n Knoten die
Distanzmatrix (auch als Entfernungsmatrix bezeichnet) D(G) = (dij) Größe n × n wie
folgt definiert:
dij =











0 falls i = j
c(w̄ij) falls ein Weg von i nach j existiert
∞ sonst
Vgl. [4].
Abschließend wird die Punktmenge eines Graphen definiert. Auf jeder Kante [ij] von G
befinden sich unendlich viele Punkte q, einschließlich die Knoten i und j. Demzufolge
bezeichnet die Punktmenge Q die Vereinigung der Punkte aller Kanten von G, auch
die Knoten von G sind inbegriffen V ⊆ Q, vgl. [4].
Bei der Modellierung der Standortprobleme wird zwischen der Standortbestimmung
im Graphen und auf der Ebene unterschieden. Die vorliegende Arbeit beschäftigt sich
ausschließlich mit den Standortbestimmungen im Graphen. Das heißt, die potenziellen
Standorte werden entweder durch die Knoten oder durch die Punkte auf den Kanten
des Graphen repräsentiert. Die Entfernungen zwischen den Punkten werden nicht durch
bestimmte Metriken, wie auf der Ebene, ermittelt. Sie sind durch die Längen kürzes-
ter Wege gegeben und können der oben definierten Distanzmatrix D[G] entnommen
werden. Die Standortplanung im Graphen ist vor allem zur Lösung von betrieblichen
Standortproblemen geeignet, vgl. [12], [13].
Zur Behandlung der Standortbestimmung im Graphen werden zwei Methoden unter-
schieden. Bei der diskreten Standortplanung dürfen sich potenzielle Standorte nur in
Knoten von G befinden. Damit ist die Anzahl an Lösungsmöglichkeiten endlich und
das Problem diskret, vgl. [13]. Bei der kontinuierlichen Methode kommen sowohl die
Knoten als auch die Punkte auf den Kanten als potenzielle Standorte infrage, was die
Anzahl an Lösungsmöglichkeiten unendlich macht.
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2.2. MINIMAX-Modelle
Diese Arbeit wird sich sowohl mit den diskreten als auch mit den kontinuierlichen
Methoden der Standortplanung auf einem ungerichteten Graphen befassen.
2.2 MINIMAX-Modelle
Die Wahl eines Standortes ist davon abhängig, welches Ziel mit der Errichtung dieses
Standortes erreicht werden soll. Dementsprechend kommen bei unterschiedlichen Ziel-
setzungen unterschiedliche Modelle der Standortbestimmung infrage. In diesem Ab-
schnitt wird das Standortbestimmungsmodell für zentrale Einrichtungen wie Polizei-
reviere, Krankenhäuser oder Schulen betrachtet. Eine derartige Problemformulierung
fordert die schnellstmögliche Erreichbarkeit der am weitesten entfernten Knoten. Die
Intention dabei ist, einen Standort so zu bestimmen, dass die Entfernung von diesem
Standort zu dem am weitesten entfernten Knoten, im Vergleich zu anderen potenzi-
ellen Standorten, minimal ausfällt – die sogenannte „worst case situation“ wird dabei
optimiert, vgl. [2], [4].
Als Standort für den Bau einer zentralen Einrichtung kommt der „am zentralsten“ gele-
gene Knoten eines Graphen in Frage. Derjenige Knoten iz, dessen längste mit Nachfrage
bj gewichtete Entfernung zu den anderen Knoten des Graphen am kürzesten ausfällt.
Die längste Entfernung vom Knoten i zu dem am weitesten gelegenen Knoten j wird in
der Gleichung (2.2.1) definiert. ρ(i) gibt dabei gleichsam den kleinsten Knoten-Radius
an, der ausgehend vom Knoten i alle weiteren Knoten einschließt. Die längsten Ent-
fernungen ρ(i) aller Knoten von G werden miteinander verglichen. Der Knoten iz mit
dem minimalen Radius ist der am besten erreichbare Knoten und Zentrum des Graphen
G = [V, E, c; b] (Gleichung 2.2.2).
ρ(i) = max{dijbj |j ∈ V } (2.2.1)
ρ(iz) = min{ρ(i)|i ∈ V } (2.2.2)
Vgl. [4], [2], [9].
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Abbildung 2.1: Benchmark-Graph[4] [Eigene Darstellung]
Ferner wird anhand des Benchmark-Graphen von Domschke [4] das Auffinden eines
Zentrums des Graphen vorgeführt. Gegeben sei der ungerichtete Graph G = [V, E, c; b]
mit der Nachfrage in jedem Knoten bj = 1 (Abbildung 2.1). Die Distanzmatrix des
Graphen ist der Tabelle (2.1) zu entnehmen.
dij 1 2 3 4 5 6 ρ(i)
1 0 2 2 6 6 8 8
2 2 0 4 4 8 6 8
3 2 4 0 5 4 7 7
4 6 4 5 0 4 2 6*
5 6 8 4 4 0 3 8
6 8 6 7 2 3 0 8
Tabelle 2.1: Distanzmatrix, Zentren
Die maximale Entfernung ρ(i) vom Knoten i zu einem anderen Knoten von G ist in der
rechten Spalte der Tabelle (2.1) angegeben. Offensichtlich ist die maximale Entfernung
im Knoten 4 minimal. Damit ist Knoten 4 das Zentrum von G.
Eine kontinuierliche Formulierung des Problems erlaubt den Standort für die zentrale
Einrichtung sowohl auf der Kante als auch im Knoten von G zu platzieren. Gesucht
wird dabei Punkt qz, Element der Punktmenge1 Q, der folgende Eigenschaften aufweist:
ρ(q) = max{dqjbj |j ∈ V } für alle q ∈ Q (2.2.3)
ρ(qz) = min{ρ(q)|q ∈ V } (2.2.4)
1Unterschiede zwischen der Punktmenge Q und Knotenmenge V können dem Abschnitt 2.1 entnom-
men werden.
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Ein Punkt q der die Bedingung (2.2.4) erfüllt, ist absolutes Zentrum von G, vgl. [4]. Er
unterscheidet sich von einem ordinären Zentrum insofern, dass er zu der Punktemenge
Q gehört und sich sowohl im Knoten als auch auf der Kante befinden kann.
Das Auffinden eines ordinären Zentrums im Graphen ist eine relativ einfache Problem-
stellung mit einer endlichen Anzahl an Lösungsmöglichkeiten2. Bei der Bestimmung
des absoluten Zentrums ist die Anzahl an potenziellen Lösungsmöglichkeiten unendlich
und die Problemstellung dadurch komplizierter.
Es ist wichtig, darauf hinzuweisen, dass beim absoluten Zentrum von G der Knoten-
Radius ρ(qz) mindestens genauso gut wie beim ordinären Zentrum von G ausfallen
muss, andernfalls ist der Aufwand, der durch die kontinuierlichen Problemformulierung
entsteht, unbegründet. Ferner wird das Modell zur gleichzeitigen Bestimmung von meh-
reren Zentren erklärt.
Die Definition eines Zentrums kann für den Fall von p-Zentren verallgemeinert wer-
den. Dabei ist p mit p ≥ 1 eine gegebene Größe und legt die Anzahl an Zentren in
einem Graphen fest. V p ist die Teilmenge von V , mit insgesamt p Knoten. Die Entfer-
nung d(V pj) gibt die kürzesten Wege von den Knoten der Teilmenge V p zum Knoten
j an. Analog zu einem Zentrum bezeichnet ρ(V p) die “worst case situation” und gibt
die längste der kürzesten Entfernungen wieder. Im ersten Schritt wird analog zu den
Zentren für jede Knotenkombination die maximale Entfernung ρ(V p) berechnet (Glei-
chung 2.2.5). Die Knoten der Knotenkombination mit dem geringsten Radius ρ(V p)
werden zu Zentren von G (Gleichung 2.2.6).
ρ(V p) = max{d(V pj)bj |j ∈ V } (2.2.5)
ρ(V pz ) = min{ρ(V
p)|V p ⊆ V } (2.2.6)
Teilmenge ρ(V pz ) ist p-Zentrum von G, wenn sie nicht größer als jede andere Teilmenge
V p von V ist, vgl. [4]. Analog wird das Modell für ein absolutes p-Zentrum mit Qpz ⊆ Q
aufgestellt.
Die MINIMAX-Modelle werden auch als Überdeckungsprobleme bezeichnet, weil durch
diese Strategie ein überdeckendes Netz an Einrichtungen geschaffen wird. Ferner wird
diese Arbeit sich hauptsächlich mit den MINISUM-Modellen beschäftigen.
2.3 MINISUM-Modelle
MINISUM-Modelle stellen eine weitere Klasse von betrieblichen Standortplanungspro-
blemen dar. Dabei wird die Zielsetzung verfolgt, einen Standort so zu bestimmen, dass
die Summe der kürzesten Entfernungen von diesem Standort zu allen anderen Knoten
2Insgesamt existieren n potenzielle Lösungsmöglichkeiten. Dabei steht n für die Gesamtheit an Knoten
in G.
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des Graphen minimal ausfällt, vgl. [2]. Diese Zielsetzung unterscheidet sich grundsätz-
lich von der Intention des MINIMAX-Problems, wo die längste Entfernung zum Kun-
denort minimiert werden soll.
Alle Knoten n von G können als Ortschaften betrachtet werden, die eine bestimm-
te Nachfrage an einem Gut aufweisen. Künftig werden sie auch als Nachfrager oder
Nachfrageorte von G bezeichnet. Angenommen, ein Unternehmer möchte seine Ver-
triebskosten langfristig reduzieren und plant daher, ein Auslieferungslager in einem der
Knoten von G zu eröffnen. Dabei sind seine Kosten3 von Bedarf der Nachfrage bj ab-
hängig und entsprechen der Entfernung: cij = dij . Der aus Sicht des Unternehmers
optimale Standort i wird als Median bezeichnet, vgl. [4].
Ferner wird die mathematische Vorgehensweise zum Auffinden eines Medians vorge-
stellt und anhand des Benchmark-Graphen G = [V, E, c; b] von Domschke (Abbildung
2.1) erläutert. Sei σ(i) die Summe gewichteter Distanzen von Knoten i zu jedem ande-
ren Knoten j (Gleichung 2.3.1), so befindet sich der Median von G in dem Knoten i,
wo σ(i) am kleinsten ausfällt (Gleichung 2.3.2).
σ(i) =
∑
j∈V
dijbj (2.3.1)
σ(im) = min{σ(i)|i ∈ V } (2.3.2)
Der Bedarf der Nachfrage bj ist für alle Knoten gleich und liegt bei Eins. Die Distanz-
matrix sowie die Summe der gewichteten Entfernungen σ(i) kann der Tabelle (2.2)
entnommen werden.
dij 1 2 3 4 5 6 σ(i)
1 0 2 2 6 6 8 24
2 2 0 4 4 8 6 24
3 2 4 0 5 4 7 22
4 6 4 5 0 4 2 21*
5 6 8 4 4 0 3 25
6 8 6 7 2 3 0 26
Tabelle 2.2: Distanzmatrix, Mediane
Offensichtlich ist die Summe der gewichteten Entfernungen in dem Benchmark-Graphen
an der Stelle σ(4) = 21 minimal, somit befindet sich der Median im Knoten 4.
Analog zu den Zentren kann das oben beschriebene Problem für einen Median zum
p-Median-Problem verallgemeinert werden. Die Anzahl der zu errichtenden Mediane p
3Die Fixkosten werden vorerst außer Acht gelassen.
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ist bekannt, V p ist die Knotenmenge von potenziellen Medianen, mit V p ⊆ V . Ferner
gilt:
σ(V p) =
∑
j∈V
d(V pj)bj (2.3.3)
σ(V pm) = min{σ(V
p)|V p ⊆ V } (2.3.4)
vgl. [4], [2].
Eine p-elementige Teilmenge V pm ist p-Median von G, wenn sie die geringste Summe der
gewichteten Distanzen aufweist (Gleichung 2.3.4).
Ferner wird das p-Median-Problem als binäres, lineares Optimierungsproblem formu-
liert. Die binäre Variable yi und Zuordnungsvariable xij besitzen dabei folgende Be-
deutung:
xij =



1 falls Nachfrager j dem Median i zugeordnet ist
0 sonst
yi =



1 falls Knoten i ein Median ist
0 sonst
Damit sieht das p-Median-Problem wie folgt aus:
Minimere
n
∑
i=1
n
∑
j=1
bjdijxij (2.3.5)
unter den Nebenbedingungen
n
∑
i=1
xij = 1 ∀j = 1, ..., 6 (2.3.6)
xij ≤ yi ∀i, j = 1, ..., 6 (2.3.7)
n
∑
i=1
yi = p (2.3.8)
yi ∈ {0, 1} ∀i = 1, ..., 6 (2.3.9)
xij ∈ {0, 1} ∀i, j = 1, ..., 6 (2.3.10)
Die Bedingung (3.4.4) stellt sicher, dass die Nachfrage im Knoten j genau einem Median
i zugeordnet wird. Die Bedingung (3.4.5) garantiert, dass ein Standort i vorhanden ist,
nur wenn diesem mindestens ein Nachfrager j zugewiesen ist. Die Bedingung (3.4.6)
legt die Anzahl an Medianen fest, vgl. [9], [4].
In der Praxis werden oft die Kosten anstatt die Entfernung minimiert. Ausgegangen
wird meist von linearen oder degressiven Transportkostenverläufen in Abhängigkeit
der zurückgelegten Entfernung, vgl. [4]. In der Zielfunktion (Gleichung 2.3.5) kann die
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Distanz dij bedenkenlos durch die lineare oder degressive Kostenfunktion, zum Beispiel
cij = uij ∗ dij , ersetzt werden.
2.3.1 Absoluter Median
Ebenso wie bei den Zentren ist auch für die Mediane eine kontinuierliche Formulierung
des Problems möglich.
Sei q ∈ Q, dann ist qm ∈ Q ein absoluter Median des Graphen G mit der Eigenschaft,
sich in jedem Punkt q von G befinden zu können (Gleichung 2.3.11).
σ(qm) = min {σ(q)|q ∈ Q} (2.3.11)
Vgl. [4].
Bei der Erläuterung des absoluten Zentrums im Abschnitt 2.2 bestand durchaus die
Möglichkeit, dass die Standortbestimmung des Zentrums und des absoluten Zentrums
zur unterschiedlichen Ergebnissen führen 4. Ferner wird überprüft, inwieweit dieser Zu-
sammenhang auch für den Median gilt.
Die Sätze (2.1-2.3) werden Rückschlüsse zur Beziehung zwischen dem Median und dem
absoluten Median ermöglichen und auf die Unterschiede zwischen dem absoluten Me-
dian und dem absoluten Zentrum eingehen.
Satz 2.1: Zu jedem beliebigen Punkt q auf einem ungerichteten Graphen G = [V, E, c; b]
gibt es mindestens einen Knoten j ∈ V , sodass σ(j) ≤ σ(q) gilt, [4].
Der vollständige Beweis des Satzes [2] zeigt, dass ein Median im Knoten des Gra-
phen mindestens genauso gut wie ein absoluter Median auf der Kante des Graphen ist.
Daraus ergibt sich der von Hakimi formulierte und bewiesene Satz 2.2.
Satz 2.2: Ein absoluter Median eines Graphen G ist stets ein Knoten von G. Je-
der Median eines Graphen G ist zugleich ein absoluter Median von G, vgl. [4].
Die beiden Sätze können relativ einfach für ein p-Median-Problem verallgemeinert wer-
den:
Satz 2.3: Sei G = [V, E, c; b] ein ungerichteter Graph mit p Zusammenhangskompo-
nenten, V p eine p-elementige Teilmenge der Knotenmenge V und Qp eine p-elementige
Teilmenge der Punktemenge Q, dann existiert mindestens eine Teilmenge V p für die
gilt σ(V p) ≤ σ(Qp), vgl. [4], [2].
Aus den Sätzen 2.1 und 2.2 folgt, dass die kontinuierliche Formulierung des Problems
für die Standortbestimmung des Medians keine besondere Interesse darstellt. Im Ge-
4Der Knotenradius des absoluten Zentrums ist mindestens genauso gut wie der des ordinären Zen-
trums, vgl. Abschnitt 2.2.
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gensatz zum Zentrum befindet sich der Median immer im Knoten des Graphen. Diese
Aussagen sind sowohl für einen Median als auch für p-Mediane zutreffend, vgl. [4].
2.3.2 „Generalized“ p-Median-Problem
Das Auffinden von p-Medianen findet Anwendung sowohl in der betrieblichen Stand-
ortplanung als auch in vielen anderen Bereichen – vor allem im Zusammenhang mit der
Datenanalyse. Dabei fällt in der Praxis die Aufgabenstellung oft verallgemeinernd als
ein ordinäres p-Median-Problem aus. Im Abschnitt 2.3 wurde das p-Median-Problem
aus Sicht eines Unternehmers betrachtet, der nach einem Standort für Auslieferungs-
lager gesucht hat. Dabei wurden die von der zurückgelegten Entfernung abhängigen,
gewichteten Transportkosten cij = dij minimiert. Bei dem verallgemeinerten p-Median-
Problem wird dieses Modell um eine Komponente erweitert. Der Unternehmer berück-
sichtigt bei seiner Entscheidung noch die fixen, für jeden Standort unterschiedlich aus-
fallenden Einrichtungskosten.
Vor der mathematischen Formulierung und Erklärung dieses Problems wird eine Er-
gänzung bezüglich der Bezeichnung des Modells vorgenommen. Die unmittelbare Über-
setzung des Wortes generalized aus dem Englischen war für die Erklärung des Modells
hilfreich, dennoch findet das Wort verallgemeinertes in der deutschen Fachliteratur im
Zusammenhang mit dem p-Median-Problem keine Verwendung. Aus diesem Grund wird
mit sofortiger Wirkung die englische Bezeichnung für das Problem verwendet, „gene-
ralized“ p-Median-Problem.
Das „generalized“ p-Median-Problem wird relativ oft in der Literatur erwähnt. Den-
noch ist eine mathematische Ausformulierung der Zielfunktion – vermutlich aufgrund
der Ähnlichkeit zum Warehouse Location Problem – selten zu finden. Die folgende
Formulierung stammte von Christofides (1975). In der Gleichung (2.3.12) wird nicht
nur die Summe der kürzesten Entfernungen σ(V p), sondern die gesamte Zielfunktion
minimiert. Dabei wird die Knotenmenge V p aus p Knoten gesucht, für den die Funktion
F den minimalen Wert annimmt.
Minimiere F (V p) =
∑
i∈V p
ki + σ(V
p) (2.3.12)
Vgl. [2].
Der zweite Summand der Zielfunktion (2.3.12) entspricht der Zielfunktion (2.3.5) des
ordinären p-Median-Problems. Dabei steht σ(V p) für die Summe gewichteter, von der
Entfernung abhängiger Kosten5
∑
cijbj , die für die Knoten der Menge V p anfallen.
Die Knoten dieser Menge, die den kleinsten Gesamtwert der Kollaboration aus den
5An dieser Stelle können sowohl die kürzesten Entfernungen dij als auch von dij abhängige Kosten
cij stehen. Da die Zielfunktion(2.4.1) außer cij noch fixe Kosten ki enthält, wird zur besseren
Übersichtlichkeit von den Transportkosten cij ausgegangen.
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Transportkosten und fixen Kosten liefert, werden zu Medianen von G.
Aufbauend auf dem ordinären p-Median-Problem (Gleichungen 2.3.5-2.3.10) kann die
Zielfunktion (2.3.12) wie folgt dargestellt werden:
min
x,y
F (x, y) = min
x,y
(
n
∑
i=1
n
∑
j=1
bjcijxij +
n
∑
i=1
kiyi
)
(2.3.13)
Die binären Variablen yi und xij sind genauso wie bei dem ordinären p-Median-Problem
definiert. Hierbei gibt yi an, ob der Median in Knoten i errichtet wird und xij beschreibt
die Zuordnung der Nachfrager j zu den Medianen. Die Nebenbedingungen (2.3.6-2.3.10)
bleiben für beide Problemformulierungen identisch.
Mit der Einführung des „generalized“ p-Median-Problems erweitert sich die Bedeutung
von dem Median auf den Standort, wodurch die gesamte Zielfunktion den kleinstmögli-
chen Wert erreicht. Dementsprechend sind die Sätze 2.1 und 2.2 von Hakimi (Abschnitt
2.3.1) nicht mehr gültig. Beim „generalized“ p-Median-Problem können sich die Me-
diane sowohl im Knoten als auch auf der Kante befinden, vgl. [7]. Im Gegensatz zum
ordinären p-Median-Problem ist es kontinuierlich formuliert.
2.4 Kritische Würdigung des Warehouse-Location-Ansatzes
Ein unkapazitiertes, einstufiges Warehouse Location Problem, zukünftig als WLP (engl.:
Uncapacitated Facility Location Problem oder Simple Plant Location Problem) bezeich-
net, ist ein diskretes, betriebliches Standortproblem, welches wie folgt beschrieben wer-
den kann:
Ein Unternehmer beliefert n Nachfrageorte mit einem Gut. Der Bedarf der Nachfrage
innerorts ist bekannt b1, ..., bn. Um die Vertriebskosten langfristig zu senken, entscheidet
der Unternehmer, ein Auslieferungslager zu errichten. Dafür stehen ihm m konkrete,
potenzielle Standorte zur Verfügung. Entscheidet er sich für einen Standort, dann fallen
zusätzliche fixe Baukosten ki an. Die Auslieferungskosten belaufen sich auf cij , sofern
der Kunde j sich vollständig durch das Auslieferungslager i beliefern lässt, vgl. [4].
Dies ist die gängigste Problembeschreibung, die auch für andere Problemstellungen
angepasst werden kann. Die Zielfunktion des WLP ist wie folgt formuliert:
min
x,y
F (x, y) = min
x,y
(
m
∑
i=1
n
∑
j=1
cijxij +
m
∑
i=1
kiyi
)
(2.4.1)
Hierbei steht yi für eine binäre Variable und gibt an, ob in dem Knoten m ein La-
ger (Median) errichtet wird. xij ist eine reelwertige Variable – sie beschreibt inwieweit
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Nachfrager j von dem Standort i beliefert wird6.
Die Ähnlichkeit zwischen dem WLP und dem p-Median-Problem ist auffallend. Ge-
nauer gesagt, entspricht das p-Median-Problem dem Spezialfall des unkapazitierten,
einstufigen WLP mit einer vorgegebenen Anzahl an Lagerstandorten p und potenzi-
ellen Standorten, die den Nachfragerorten m = n entsprechen, vgl. [4]. Fallen bei der
Errichtung des Standortes zusätzlich fixe Kosten an bzw. liegt das „generalized“ p-
Median-Problem vor, so kann es auch als WLP dargestellt werden. Beim Lösen von
p-Median-Problemen ist die übliche Vorgehensweise, die für das WLP konzipierte Lö-
sungsverfahren zu verwenden, vgl. [4].
WLP ist ein diskretes Standortproblem mit der vorgegebenen Anzahl an potenziel-
len Standorten m. Doch werden die p-Median-Probleme mit diesem Ansatz tatsächlich
optimal gelöst?
Bei einem einfachen p-Median-Problem treten die Sätze 2.1 und 2.2 in Kraft (Ab-
schnitt 2.3.1). Sie begrenzen den potenziellen Standort des Medians auf die Knoten
n von G. Damit ist die Anzahl an potenziellen Standorten n = m gegeben, die Vor-
aussetzungen des WLP erfüllt und das Problem kann optimal gelöst werden. Die fi-
xen Kosten sollen dabei entweder nicht berücksichtigt werden oder für alle Standorte
gleich sein. Geht man von unterschiedlichen fixen Kosten aus, so liegt ein „generalized“
p-Median-Problem vor. In dem Abschnitt 2.3.2 wurden die Eigenschaften des „gene-
ralized“ p-Median-Problems beschrieben. Für diese Arbeit ist am relevantesten, dass
dieses Problem eine unendliche Anzahl an Lösungsmöglichkeiten bietet und damit eine
Vielzahl an potenziellen Standorten besitzt. Wird das „generalized“ p-Median-Problem
als WLP formuliert und als solches gelöst, so geht man von der endlichen Anzahl an
Lösungsmöglichkeiten aus, nämlich m = n. Dadurch werden nur die Knoten von G als
potenzielle Standorte in Betracht gezogen. Die Vielzahl an potenziellen Lösungsmög-
lichkeiten auf den Kanten des Graphen wird nicht überprüft.
Verallgemeinert ist die Zielfunktion des WLP (Gleichung 2.4.1) so formuliert, dass sie
die fixen Kosten ki berücksichtigt. Sind die potenziellen Standorte m durch die Auf-
gabenstellung nicht explizit gegeben, dann ist die Problemformulierung kontinuierlich
und soll mit dem diskreten WLP nicht gelöst werden. Andernfalls besteht die Gefahr,
dass der optimale Standort von Anfang an nicht mitberücksichtigt wird.
Die in diesem Abschnitt bezüglich des WLP getroffenen Rückschlüsse werden in den
folgenden Kapiteln weiterhin überprüft. Für die Zielsetzung und Vorgehensweise dieser
Arbeit übernehmen sie die maßgebende Rolle.
6Das WLP wird inbegriffen aller Nebenbedingungen im Abschnitt 4.5 vorgestellt, an dieser Stelle ist
nur die Zielfunktion von Wichtigkeit.
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2.5 Zielsetzung und Vorgehensweise
Aus dem Abschnitt 2.4 folgt, dass das „generalized“ p-Median-Problem kontinuierlich
formuliert ist und anhand des WLP nicht optimal gelöst werden kann.
Die Forschungsaufgabe dieser Arbeit besteht darin, das „generalized“ p-Median-Problem
so zu erweitern, dass aus einem Problem mit einer unendlichen Anzahl an Lösungsmög-
lichkeiten ein endliches Problem formuliert wird, welches dargestellt als WLP optimal
gelöst werden kann.
Dafür wird zunächst anhand eines Beispiels der Standort des Medians auf der Kante
genau untersucht. Zu seiner Positionierung werden Hypothesen aufgestellt und anschlie-
ßend mathematisch ausformuliert. Die Zielsetzung dabei ist, alle potenzielle Standorte
auf den Kanten zu bestimmen und zu speichern. Solche potenziellen Standorte auf
der Kante werden als fiktive Knoten bezeichnet. Gleichgestellt mit den Knoten von G
fließen die fiktiven Knoten in das Optimierungsproblem mit ein und werden bei der
Lösung berücksichtigt. Somit wird eine kontinuierliche Problemstellung in eine diskrete
transformiert. Dabei wird wie folgt vorgegangen:
Das Kapitel „Literaturüberblick“ stellt den aktuellen Stand der Forschung zum Thema
p-Median-Problem vor. Damit wird der Übergang zum praktischen Teil dieser Arbeit
geschaffen. Kapitel vier beginnt mit der Vorstellung eines Beispiels, an dem nachfolgend
die Erweiterungsschritte vorgeführt werden. Die Besonderheit dieses Beispiels liegt in
der logarithmischen Funktion der Instandhaltungskosten, die bei der Erweiterung des
Modells berücksichtigt werden muss. Im ersten Erweiterungsschritt werden die fiktiven
Knoten ermittelt. Dabei soll die Gesamtheit der Knoten und der fiktive Knoten von G
alle potenziellen Standorte im Graphen abdecken. Im zweiten Erweiterungsschritt wird
vor allem auf die Besonderheiten der logarithmischen Kostenfunktion eingegangen. Sie
ist von der Verteilung der Nachfrage auf die Mediane abhängig und stellt die beson-
dere Herausforderung dieser Arbeit dar. Im letzten Erweiterungsschritt wird das WLP
so ergänzt, dass es bedenkenlos zur Lösung des erweiterten „generalized“ p-Median-
Problems eingesetzt werden kann.
In jedem Erweiterungsschritt wird die Vorgehensweise zunächst verbal am Beispiel
erläutert und nach Möglichkeit intuitiv gelöst. Danach folgt die mathematische Aus-
formulierung des Lösungsweges, basierend darauf wird die Beispielaufgabe gelöst. Das
erweiterte Modell bringt einige Fragestellungen mit sich, die nicht an der Stelle, wo sie
entstehen, weiter erläutert werden können, ohne die Struktur der Arbeit zu verletzen.
So kann eine Fragestellung lauten: Wieso geht das erweiterte Modell von den logarith-
mischen und nicht von den fixen Kosten aus, wie es bisher in der Literatur der Fall
war? Derartige Fragen werden gemeinsam mit dem weiteren Forschungspotenzial des
Modells in den Exkursen zum Abschluss des dritten Kapitels diskutiert.
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In Kapitel fünf wird die Funktionalität des erweiterten Modells anhand des zufälli-
gen Graphen überprüft und dem ursprünglichen WLP gegenübergestellt. Abschließend
werden die vorgenommenen Änderungen erläutert sowie der Ausblick auf das weitere
Forschungspotenzial formuliert.
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3 Literaturüberblick
Das p-Median-Problem wurde zum ersten Mal von Hakimi in der Literatur im Jahr 1964
erforscht. Nachfolgend wurde das Modell von Hakimi (1965), Kariv und Hakimi (1979),
Goldman (1971), Christofides (1975) und Minieka (1977) behandelt, vgl. [8]. Seitdem
wurde das p-Median-Problem zur Lösung von verschiedensten Problemstellungen an-
gepasst. Zum Beispiel dient das Weber-Modell zur Lösung von MINISUM-Problemen
auf der Ebene. Bei dem Production-location Problem wird zusätzlich zum MINISUM-
Problem der Produktions-Input berücksichtigt, vgl. [5] S. 12 f. Auch das Konzept des
Median-Graphen enthält Aussagen des p-Median-Problems1 und wird gegenwärtig im
Prototype Learning und zur Identifizierung der Ähnlichkeiten zwischen den Objekten
unter anderem in der Spieltheorie eingesetzt, vgl. [11].
Dennoch blieb die Formulierung und damit die ursprünglichen Aussagen des p-Median-
Problems seit ihrer Entwicklung unverändert. Christofides zählt in seinem Buch „Graph
Theorie“ (1975) die möglichen Anwendungsgebiete des p-Median-Problems auf. Dazu
gehören: die Standortbestimmung für die Umschaltzentren im Telefonnetz, die Posi-
tionierung des Umspannwerkes im Stromnetz, die Standortbestimmung für die Versor-
gungsdepots im Straßennetz sowie die Positionierung der Sortierstellen der Post, vgl.
[2]. Offensichtlich wurden die p-Median-Probleme zur dieser Zeit nur zur physischen
Bestimmung des Standortes angewandt. Ferner wird explizit auf die ursprünglichen
und neu-erschlossenen Verwendungsmöglichkeiten des Modells eingegangen.
Ähnlich wie früher wird das p-Median-Problem auch gegenwärtig zur Auffindung des
optimalen Standorts eingesetzt. In der Ausarbeitung [3] wird ein neues, auf dem p-
Median-Problem aufgebautes Verfahren vorgestellt und zur Bestimmung der Standorte
für die Hochschuleinrichtungen in Amazonas, dem größten Bundesstaat Brasiliens, ein-
gesetzt. Die Hochschuleinrichtungen in Brasilien sollen im Rahmen des Projektes “Re-
structuring and Expansion of Federal Universities” (REUNI) errichtet werden, um den
Anteil an Akademikern im Inland zu steigern. Dabei soll in jeder Stadt, die mehr als
200.000 Einwohner aufweist oder mehr als 200 Kilometer von der nächsten Bildungsein-
richtung entfernt ist, eine Bildungseinrichtung errichtet werden. Diese Ausarbeitung ist
unter vielen Blinkwinkeln einzigartig. Bevor die eigentliche Problemstellung verdeut-
licht wird, zählen die Autoren weitere Beispiele auf, in denen das p-Median-Problem
1Obwohl sich die Zielfunktionen des p-Median-Problems und der Median-Graphen voneinander un-
terscheiden.
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für die Standortbestimmung von Bildungseinrichtungen erfolgreich eingesetzt wurde.
Dabei werden überwiegend Fälle in Brasilien zwischen den Jahren 2004 und 2014 be-
schrieben, vgl. [3].
Die unmittelbare Aufgabe der genannten Arbeit bezieht sich auf den Bundesstaat Ama-
zonas, wo die Standorte für die Hochschuleinrichtungen bestimmt werden sollen. Dabei
müssen geopolitische Gegebenheiten, wie niedrige Einwohnerzahlen und sehr große,
überwiegend auf den Wasserwegen liegende Entfernungen, berücksichtigt werden. Als
potenzielle Standorte kommen dabei 62 Ortschaften infrage. Die Nachfrage in der Ort-
schaft ist durch die Anzahl an Schülern der Mittelstufe gegeben. Die Gesamtnachfrage
beträgt 180.000 Personen. Die Problemstellung ist multikriteriell formuliert und be-
rücksichtigt nicht nur die kürzesten Wege, wie im Abschnitt 2.3 dieser Arbeit, sondern
auch weitere Attribute. Darunter soll die Distanz vom Wohnort der Studenten zur Bil-
dungseinrichtung minimiert werden und die Städte mit dem größeren Anteil an Schülern
der Mittelstufe sowie Städte mit einem niedrigem Index der Menschlichen Entwicklung
(HDI) sollen favorisiert werden. Aufgrund dieser drei Eigenschaften ist die Formulie-
rung des Problems nur durch Nutzung der verallgemeinerten Distanzen2 möglich. Die
Distanz dij berücksichtigt dabei nicht nur die Entfernung zwischen den Städten, son-
dern auch die Anzahl der Schülern der Mittelstufe und den HDI einer Ortschaft. Als
Distanzmaß wird die Manhattan-Metrik eingesetzt. Die Anzahl an Schülern sowie der
HDI werden dafür normiert. Eine derartig formulierte Distanz stellt ein Näherungs-
maß dar. Der dadurch ermittelte Abstand ist allerdings nicht metrisch, vgl. [3]. Dafür
bleibt das Optimierungsmodell unverändert und entspricht genau der Formulierung des
p-Median-Modells aus dem Abschnitt 2.3. Der einziger Unterschied liegt in der Formu-
lierung der Distanz. Das Problem wird mit dem Genetic Algorithmus gelöst.
In dem Artikel [1] wird das p-Median-Problem als Teil der Cluster-Analyse betrachtet.
Die Zielsetzung dabei ist, anhand des p-Median Clustering Modells die Datenmenge in
nicht hierarchische, disjunkte Gruppen zu unterteilen. In dem Artikel wird das Modell
formuliert, der Lösungsweg erklärt und an einem Datensatz vorgeführt. Im Gegensatz
zum Optimierungsmodell aus dem Abschnitt 2.3 stützt sich folgendes Modell auf das
p-Median-Problem in der Ebene und nicht auf den Graphen. Gegeben seien n Beob-
achtungen und die Anzahl an Medianen p. Das Problem wird in zwei voneinander
abhängigen Schritten formuliert. Zuerst wird die Menge von p Beobachtungen ermit-
telt, Median p agiert dabei als Zentrum eines Clusters. Die Beobachtungen n−p werden
den Medianen zugeordnet, dabei soll die Summe der Unähnlichkeiten3 zwischen dem
Median und der Beobachtung minimiert werden.
Das Auffinden von optimalen Medianen ist ein kombinatorisches Optimierungsproblem,
da bei solchen Problemstellungen die Anzahl an möglichen Lösungen endlich ist. Diese
2Die Distanz wird als „verallgemeinert“ bezeichnet, weil sie nicht nur geometrische Komponenten
enthält.
3Ermittelt, beispielsweise anhand des Ähnlichkeitsmaßes oder der euklidischen Distanz.
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Formulierung ist vermeintlich einfach, denn tatsächlich steht man vor einem komple-
xen Problem mit
(n
p
)
möglichen Kombinationen von Medianen, die überprüft werden
sollen. Auch hier bleibt das p-Median-Modell unverändert, vgl. [1]. Mit diesem Beispiel
wird das Anwendungsgebiet des p-Median-Problems von der physischen Standortbe-
stimmung auf die Verarbeitung von Daten erweitert.
Die letzte Arbeit, die an dieser Stelle ausführlich betrachtet wird, ist [10]. Hier wer-
den ausschließlich kapazitierte Problemstellungen behandelt. Das Standardproblem aus
dem Abschnitt 2.3 muss dafür um eine Kapazitätsrestriktion erweitert werden. Die
Nachfrage, die ein Median befriedigen kann, wird hier durch eine konkrete Kapazität
begrenzt.
In dieser Arbeit ist die Zielsetzung, die bei der Clusterbildung verfolgt wird, im Vorder-
grund. Die Eigenschaften jedes Modells werden erläutert. Zur Clusterbildung wird da-
bei nicht nur der p-Median-Ansatz betrachtet, sondern auch weitere Methoden werden
vorgeführt. Zwei Modellformulierungen bauen dabei unmittelbar auf dem p-Median-
Problem auf. Das erste Modell formuliert den ursprünglichen Ansatz von Mulvey e
Beck (1984), in dem die Mediane externe Instanzen sind, die nicht zu der Menge an
Beobachtungen gehören. In diesem Fall tragen die Anwendungsbereiche des Ansatzes
eher physischen Charakter, wobei dem Median eine besondere Rolle zugewiesen wird.
Bei der zweiten Modellformulierung steht die Erzeugung von Clustern mit der best-
möglichen Aufteilung im Vordergrund, dem Median wird dabei keine besondere Rolle
zugewiesen (dies entspricht der Aufgabenstellung in [1]). Auch an dieser Stelle werden
die Aussagen des p-Median Modells nicht verändert, dafür aber um die Kapazitätsre-
striktionen erweitert. Vgl. [10] S. 1 ff..
Die Funktionalität des Graphen ist über die Zeit gewachsen. Gegenwärtig wird es
bei Weitem nicht nur für die Veranschaulichung von logistischen Problemstellungen
genutzt. Graphen sind unersetzbar, wenn die Informationen über die Beziehungen zwi-
schen den Objekten kodiert werden müssen. Klassische Modelle der Graphentheorie
werden in den Forschungsbereichen wie Data Mining, Vision oder künstliche Intelligenz
unter anderem zur Segmentierung, Entrauschen von Bildern oder Clustering eingesetzt,
vgl. [11]. Vermutlich wird das Einsatzgebiet sich weiter vergrößern und die in dem fol-
genden Kapitel ausgearbeitete Erweiterung des “generalized” p-Median-Modells findet
seine Anwendung unter anderem auf dem Gebiet der Datenbanken, in dem es für eine
optimale Ausführung von Anfragen an Datenbanken verwendet wird.
In der vorliegenden Arbeit liegt die Betonung auf der Formulierung des Modells, Al-
gorithmen zur Lösung des Problems werden hier nur am Rande erwähnt. Aus diesem
Grund wird an dieser Stelle auf den Artikel von Daskin und Maass (2015) [6] verwie-
sen, wo das p-Median-Problem einschließlich Lösungsalgorithmen ausführlich diskutiert
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wird.
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4 Erweiterung des „generalized“
p-Median-Problems
In dem folgenden Kapitel wird näher auf den Forschungsinhalt dieser Arbeit einge-
gangen. Hier wird die Erweiterung des „generalized“ p-Median-Problems ausgearbeitet
und vorgeführt. Abschließend werden in beiden Exkursen die noch ausstehenden Fra-
gen diskutiert und mögliche Diskrepanzen erläutert. Am Ende des Kapitels soll ein
funktionsfähiges, diskretes Modell zur Lösung des „generalized“ p-Median-Problems
konzipiert werden. Einzelne Abschnitte dieses Kapitels werden mit einer Beispielaufga-
be verdeutlicht, die ferner veranschaulicht wird.
4.1 Darstellung der Beispielaufgabe
Folgendes Beispiel ist bewusst einfach gewählt und soll der Veranschaulichung der im
Abschnitt 2.4 beschriebenen Diskrepanzen dienen. Da an dieser Stelle der mathematisch
fundierte Lösungsweg noch nicht ausgearbeitet ist, wird vorerst intuitiv vorgegangen.
Dies ist aufgrund der Übersichtlichkeit des Graphen G = [V, E, c; b] (Abbildung 3.1)
möglich.
Abbildung 4.1: Beispielaufgabe [Eigene Darstellung]
Alle Knoten n von G sind Nachfrager oder Nachfrageorte die einen bestimmtem Bedarf
an einem Gut aufweisen. Angenommen, ein Unternehmer ist der einzige Anbieter des
besagten Gutes und er möchte in zwei der drei Knoten von G Geschäftsstellen eröffnen.
Dabei möchte er sowohl die Anfahrtskosten seiner Kunden zur Geschäftsstelle als auch
seine für die Instandhaltung der Filialen anfallenden Kosten minimieren. Die Anreise-
kosten entsprechen dabei der bis zur Geschäftsstelle zurückgelegten Distanz: cij = dij .
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Die Instandhaltungskosten des Unternehmers sind konkav, die für beide Filialen anfal-
lenden Instandhaltungskosten KIH(zi) können der logarithmischen Funktion aus der
Gleichung (4.1.1) entnommen werden. Dabei ist zi Element des Vektors Zuteilung Z,
der die Aufteilung der Nachfrage auf die zwei Standorte wiedergibt1.
KIH(zi) = 1000 ·
∑
i∈V p
(ln(zi + 1)) (4.1.1)
Resümierend soll eine Kombination aus zwei Knoten gefunden werden, für die sowohl
Anreisekosten als auch Instandhaltungskosten minimal ausfallen. Offensichtlich liegt
ein „generalized“ p-Median-Problem vor. Für die Übersichtlichkeit der Darstellung wird
ferner auf die Vektorschreibweise zurückgegriffen. Die Nachfrage in jedem einzelnen Ort
j kann dem Vektor B = (10, 2, 8)T entnommen werden. Die Entfernungsmatrix D(G)
sowie die Summe, der mit der Nachfrage gewichteten Distanzen σ(i) sind in der Tabelle
(4.1) aufgelistet2.
dij 1 2 3 σ(i)
1 0 3 4 38
2 3 0 1 38
3 4 1 0 42
Tabelle 4.1: Beispielaufgabe, Distanzmatrix
Beim Vorliegen eines ordinären p-Median-Problems mit nur einem gesuchten Standort
p = 1, wäre der Unternehmer zwischen Errichtung der Geschäftsstelle im Knoten 1 und
Knoten 2 indifferent und die Aufgabe damit bewältigt3. In der Beispielaufgabe müssen
aber zwei Kostenarten berücksichtigt werden, außerdem wird nicht nach einem Median,
sondern nach der Kombination von Medianen p = 2 gesucht.
Die Kostenfunktion KIH(zi) ist von der Zuteilung abhängig. In der Tabelle (4.2) wer-
den alle möglichen Kombinationen von Medianen aufgeführt und für jede Kombination
die Aufteilung der Nachfrage auf die Mediane (Zuteilung) ermittelt.
Offensichtlich verfügt die Matrix der Zuteilung über mehrere Zeilen, aus diesem Grund
werden die einzelnen Zuteilungen sowie die dazugehörenden Instandhaltungskosten ab
sofort mit dem Index h versehen. So liegt im ersten Fall der Tabelle (4.2) die Zuteilung
Z1 = [10 10 0] vor.
1Phänomen der Zuteilung wird im Abschnitt 4.4 erläutert.
2Summe der gewichteten Distanzen σ(i) ist ein Skalarprodukt der Entfernung von Knoten i zu allen
anderen Knoten und des Nachfragevektors B (Gleichung 2.3.1).
3Im Falle des ordinären p-Median-Problem erfolgt die Standortbestimmung anhand des minimalen σ
(Vgl. Abschnitt 2.3).
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Mediane Zuteilung
Fall 1 1, 2 10 10 0
Fall 2 1, 3 10 0 10
Fall 3 2, 3 0 12 8
Tabelle 4.2: Beispielaufgabe, Zuteilung
Ferner wird für den ersten Fall der Tabelle (4.2) die Aufteilung der Nachfrage bj auf die
Mediane erläutert. Ausgegangen wird von den Nachfrageorten im Knoten j = 1, ..., 3
und den Medianen in Knoten i = 1, 2. Offensichtlich werden die Nachfrager im Knoten
1 und 2 dem eigenen Median zugeordnet. Die Nachfrager im j = 3 mit dem Bedarf
der Nachfrage b3 = 8 müssen sich dagegen zwischen den Standorten im Knoten 1 und
2 entscheiden. Dabei sind ein Entscheidungskriterium die anfallenden Anfahrtskosten
cij für den Weg vom Nachfrageort 3 bis zur Geschäftsstelle. Sie liegen bei c31 = 4 GE
für den Standort im Knoten 1 und c32 = 1 GE für die Geschäftsstelle im Knoten 2.
Damit wird der Nachfrageort 3 dem Median 2 zugeordnet. Die Nachfrage, die Median
2 bewältigen muss, steigt auf z1,2 = 2 + 8, der Bedarf der Nachfrage im Knoten 3 fällt
auf z1,3 = 0. Analog wird die Zuteilung für jede Kombination an Medianen ermittelt.
Im Anschluss können die von der Zuteilung abhängigen Instandhaltungskosten be-
stimmt werden. Die Kostenfunktion KIHh (zh,i) in Gleichung (4.1.1) ist für alle Mediane
aggregiert und gibt die gesamten Instandhaltungskosten des Unternehmers an. In der
Gleichung (4.1.2) ist die disaggregierte Schreibweise für einen Median aufgeführt. Sie
wird ferner verwendet, um die Instandhaltungskosten für den oben erläuterten ersten
Fall der Tabelle (4.2) zu ermitteln.
k(zh,i) = 1000 · (ln(zh,i + 1)) (4.1.2)
k(z1,1) = 1000 · (ln(10 + 1)) = 2397, 9 GE (4.1.3)
In Gleichung (4.1.3) werden für den Median im Knoten 1 die Instandhaltungskosten
ermittelt. Die Nachfragemenge, die bei der Zuteilung Z1 (Tabelle 3.2) umverteilt wur-
de, ist für beide Mediane mit z1,1 = z1,2 identisch. Demzufolge fallen auch die von zh,i
abhängigen Instandhaltungskosten gleich aus: k(z1,1) = k(z1,2). Im Knoten 3 entste-
hen keine Instandhaltungskosten. Anschließend werden die in den einzelnen Medianen
anfallenden Instandhaltungskosten aufsummiert. Für den ersten Fall der Tabelle (4.2)
werden sie in der Gleichung (4.1.4) ermittelt.
KIH(Z1) = k(z1,1) + k(z1,2) = 4795, 8 GE (4.1.4)
Die Anfahrtskosten werden analog zum Abschnitt 2.3 ermittelt. Dabei wird zwischen
den gesamten Anfahrtskosten KAnfahrt und der Gesamtheit die für Knoten j anfallen-
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den Kosten KAnfahrtj unterschieden. Für die vorliegende Aufgabenstellung mit cij = dij
kann auch von, mit der Nachfrage bj gewichteten, zurückgelegten Distanzen gesprochen
werden (Gleichung 4.1.3).
KAnfahrtj = cij · bj (4.1.5)
Für Z1 liegen die Anfahrtskosten für die Nachfrageorte 1 und 2, die eigene Filialen
besitzen, bei Null. Lediglich die Nachfrager aus Knoten 3, die dem Standort im Knoten
2 zugeordnet sind, müssen anreisen. Ihre Kosten belaufen sich dabei auf KAnfahrt =
KAnfahrtj = 1 · 8 GE.
In der Tabelle (4.3) werden alle anfallenden Kosten, einschließlich der Gesamtkosten
KGesamt, für die drei Fälle aus der Tabelle (4.2) aufgelistet.
Mediane KIH KAnfahrt KGesamt
Fall 1 1, 2 4795,8 8 4803,8
Fall 2 1, 3 4795,8 2 4797,8
Fall 3 2, 3 4762,2 30 4792,2*
Tabelle 4.3: Beispielaufgabe, Kosten
Anhand von allen in der Tabelle (4.3) aufgelisteten Kosten kann die Beispielaufgabe
gelöst werden. Daraus lässt sich schließen, dass der dritte Fall mit den Medianen im
Knoten 2 und 3 kostenminimal.
Dieses Ergebnis ist im ersten Moment überraschend, denn im Knoten 1, der den größten
Bedarf der Nachfrage aufweist, wird kein Median errichtet und die dritte Situation mit
den höchsten Anfahrtskosten erweist sich als die kostengünstigste. Die Erklärung dafür
liegt im konkaven Verlauf der logarithmischen Kostenfunktion. Die Grenzkosten4 der
Instandhaltung sind degressiv und somit erreicht die Kostenfunktion ihren maximalen
Wert, wenn ihre Summanden k(zh,i) gleich groß ausfallen, was in den ersten beiden
Situationen der Fall ist. Im dritten Fall ist die Verteilung der Nachfrage auf die Me-
diane und somit auch der Wert der Summanden der Kostenfunktion unterschiedlich,
was der Grund für die bei Weitem niedrigeren Instandhaltungskosten darstellt (Tabelle
4.3). Den Anreisekosten wird in diesem Beispiel beabsichtigt wenig Gewicht verliehen,
um die Besonderheit der logarithmischen Instandhaltungskosten stärker hervorzuheben.
Die dargestellte Vorgehensweise ist diskret, denn nur die Knoten von G wurden als
potenzielle Standorte betrachtet. Die Beispielaufgabe kann als WLP umformuliert und
4Kosten für die Aufnahme einer weiteren Einheit der Nachfrage.
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gelöst werden. Auf diese Weise stimmen die Ergebnisse mit denen in der Tabelle (4.3)
überein. Die Vorgehensweise beim Lösen dieses Beispiels ist intuitiv, weil die Ermitt-
lung der Zuteilung an dieser Stelle nicht mathematisch ausformuliert ist. Infolgedessen
wird bei der Formulierung der Zuteilung ausschließlich von den logischen Überlegungen
ausgegangen.
4.2 Erweiterung des Beispiels
Die Beispielaufgabe aus dem vorherigen Abschnitt wird weiter untersucht, nun aber
wird davon ausgegangen, dass die Mediane sich sowohl im Knoten als auch auf den
Kanten von G befinden dürfen. Mit anderen Worten: Es wird ein Punkt q auf den Kan-
ten von G gesucht mit dem Ziel, durch die Errichtung des Medians in diesem Punkt
weitere Kosten zu sparen.
Aus der Tabelle (4.3) kann entnommen werden, dass die Instandhaltungskosten einen
deutlich größeren Anteil an den Gesamtkosten tragen als die Anfahrtskosten. Daraus
resultierend sollen die minimalen Instandhaltungskosten aus dem dritten Fall (Tabelle
4.3) nicht verändert werden damit das Gesamtergebnis minimal bleibt. Die optimale
Zuteilung, von der die Instandhaltungskosten abhängig sind, darf aus diesem Grund
nicht verändert werden. Bei dem dritten Fall wird die Nachfrage zwischen den Media-
nen 2 und 3 aufgeteilt. Dabei sind dem Median 2 die Nachfrager aus Knoten 1 und 2
mit der Nachfragemenge von 12 ME zugeordnet. Der Median 3 befriedigt die restliche
Nachfrage von 8 ME. Nachfolgend wird nach potenziellen Medianen auf den Kanten
von G gesucht, sodass die Aufteilung der Nachfrage zwischen den Medianen bei 12:8
beibehalten bleibt und die Anfahrtskosten dabei verringert werden.
Da die Nachfrager im Knoten 2 und 3 von dem eigenen Standort der Knoten bedient
werden, liegen ihre Anreisekosten bei Null. Damit können nur die Anfahrtskosten von
dem Nachfrager im Knoten 1 verringert werden und der potenzielle Median kann aus-
schließlich auf der Kante [12] liegen. Es wird versucht, den Median aus dem Knoten
2 entlang der Kante in Richtung Knoten 1 zu verschieben. Dabei erweist sich der, in
der Abbildung (4.2) mit grau markierte Punkt 4, als kritisch. Wird der Median wei-
ter über den Punkt 4 in Richtung Knoten 1 verschoben, so verändert sich die Zuteilung.
Die Nachfrager im Knoten 2 haben keinen eigenen Median mehr, die Anreisekosten zum
Median im Knoten 3 betragen für sie c23 = 1. Ist die Anreise zu dem anderen Median
teurer als 1 GE, dann werden sich die Nachfrager aus dem Knoten 2 für Median 3
entscheiden. Die Aufteilung der Nachfrage zwischen den Medianen verändert sich auf
10:10, wodurch die Instandhaltungskosten nicht mehr optimal sind. Basierend darauf
ist der Punkt 4 der maximal an den Knoten 1 angenäherter Punkt der Kante [12],
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Abbildung 4.2: Beispielaufgabe mit fiktivem Knoten [Eigene Darstellung]
der die Anreisekosten im Nachfragerort 1 verringert und die optimale Zuteilung nicht
verletzt.
Wird der Median aus dem Knoten 2 in Punkt 4 umdisponiert, so werden die An-
fahrtskosten der Nachfrager aus Knoten 1 verringert. Dabei kommen zusätzliche An-
fahrtskosten der Nachfrager aus dem Knoten 2 hinzu. In der Tabelle (4.4) werden alle
Kosten, die für die Mediane im Punkt 4 und Knoten 3 entstehen, unter dem vierten
Fall zusammengefasst. Fall drei, der sich bei der diskreten Problemformulierung als
kostenminimal erwiesen hat, wird zum Vergleich abgebildet.
Mediane KIH KAnfahrt KGesamt
Fall 3 2, 3 4762,2 30 4792,2
Fall 4 3, 4 4762,2 22 4784,2*
Tabelle 4.4: Erweiterung der Beispielaufgabe, Kosten
Die Ergebnisse des vierten Falls bestätigen, dass die kontinuierliche Problemformulie-
rung zu weiteren Kosteneinsparungen führen kann. Damit findet auch die kritische Wür-
digung des WLP ihre Bestätigung. Die Umformulierung vom „generalized“ p-Median-
Problem zum WLP und die anschließende Lösung führen nicht zum optimalen Ergebnis.
4.3 Fiktive Knoten und ihre Position auf der Kante
In diesem Abschnitt werden Punkte auf den Kanten des Graphen aufgefunden, die als
potenzielle Mediane infrage kommen können. Ist die Anzahl an potenziellen Standorten
gegeben, so ist das Modell diskret und kann zum WLP umformuliert und optimal ge-
löst werden. Das Auffinden und Ablegen von potenziellen Medianen erfolgen vor der
Formulierung des Optimierungsproblems und stellen die eigentliche Erweiterung des
Modells dar.
Da dieser Zweig des „generalized“ p-Median-Problems bis jetzt unerforscht ist, ist es
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wichtig darauf hinzuweisen, dass alle Formeln in den Abschnitten 4.3 und 4.4 im Laufe
der Formulierung und Realisierung des Problems entwickelt und auf die Funktionsfä-
higkeit überprüft wurden. Außerdem wurden Begriffe eingeführt, die eigener Definition
entstammen, sie werden stets als solche gekennzeichnet.
Definition 4.1: Die Punkte auf den Kanten des Graphen G, die als potenzielle Stand-
orte bzw. potenzielle Mediane infrage kommen, werden im Folgenden als fiktive Knoten5
s bezeichnet.
In der Definition 4.1 wird die Formulierung potenzieller Standort verwendet. Tatsäch-
lich stehen die fiktiven Knoten nicht für beliebige Punkte auf den Kanten, sondern für
die Punkte, die zur Errichtung eines Medians besonders günstige Bedingungen aufwei-
sen. Im Abschnitt 4.2 wurde gezeigt, dass es einen solchen Punkt durchaus auf der
Kante geben kann (Abbildung 4.2). Wird der Standort in diesem Punkt errichtet, so
können die gesamten Kosten dadurch weiterhin reduziert werden.
Ferner wird eine Strategie zur Auffindung von fiktiven Knoten vorgestellt. Dabei ist
[ij] eine Kante von G, auf die der fiktive Knoten s platziert werden soll und Knoten k
ein Nachfolgerknoten von i oder von j.
Die Verknüpfungen von jeder Kante [ij] mit jedem Nachfolgerknoten k werden einzeln
betrachtet. Liegt eine Kante [kj] vor, dann übernehmen die Knoten k und j die Rol-
le von Medianen, denen eine bestimmte Nachfrage zugewiesen ist. Nachfolgend wird
versucht, den Median vom Knoten j auf die Kante [ij] zu verschieben. Dabei soll das
Umdisponieren des Medians keine Auswirkung auf die Instandhaltungskosten haben
und lediglich die Anfahrtskosten verringern (vgl. Abschnitt 3.2). Um diese Bedingung
einzuhalten, darf der Median j nur in den Abschnitt [jqkrit] verschoben werden, der
durch die Spiegelung der Kante [jk] auf die Kante [ij] entsteht 6: djqkrit = djk. Der
fiktive Knoten s – der Standort auf der Kante, der am besten als Median geeignet ist
– befindet sich folglich im Bereich [jqkrit].
Wird diese verallgemeinerte Erklärung auf den Graphen G in der Abbildung (4.2) be-
zogen, so entspricht die Kante [ij] der Kante [12] und Knoten k dem Knoten 3 von G.
Der Knoten 3 wird auf die Kante [12] projiziert und schneidet sie in dem Punkt qkrit,
der sich später als fiktiver Knoten erweisen wird.
Punkt qkrit auf [ij] wurde bereits im Abschnitt 4.2 erläutert, auch an dieser Stelle
wird auf seine Eigenschaften explizit eingegangen. Angenommen, der Median aus dem
Knoten j verschiebt sich in qkrit. Die Nachfrager aus dem ehemaligen Median j müssen
auf die geltende Mediane verschoben werden und als solche kommen naheliegende Me-
diane im Knoten k und Punkt qkrit infrage. Die Nachfrager sind zwischen den beiden
5Dieser Begriff entstammt eigener Definition.
6Der letzte zu diesem Abschnitt gehörender Punkt qkrit ist der auf die Kante [ij] gespiegelter Median
k.
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indifferent djqkrit = djk und werden dem Punkt qkritisch zugeordnet. Dadurch hat sich
der Median zwar verschoben die Aufteilung der Nachfrage auf die Mediane bleibt aber
unverletzt.
Als nächstes werden die Anfahrtskosten betrachtet. Grundsätzlich gilt, wenn durch um-
disponieren des Medians die Anfahrtskosten gespart werden können, dann wird dieser
gesparte Betrag im Punkt qkrit seinen maximalen Wert erreichen. Der Grund dafür liegt
in der maximal-möglichen Entfernung des Punktes qkrit vom Knoten j. Damit befindet
er sich näher an die dem Median zugeordneten Nachfrager als alle andere Punkte im
Abschnitt [jqkrit]. Die Anfahrtskosten können nicht immer durch die Verlagerung des
Medians auf die Kante reduziert werden, aus diesem Grund werden sowohl die Knoten
als auch die fiktiven Knoten im Optimierungsproblem berücksichtigt. Denn fiktive Kno-
ten stellen dabei lediglich die beste Ausweichmöglichkeit für die Nachfrager dar. Damit
ist Punkt qkrit gegenüber allen anderen Punkten im Abschnitt [jqkrit] am besten für die
Rolle des potenziellen Standortes geeignet und wird als fiktiver Knoten s gespeichert.
Zusammenfassend kann man folgendes zur Positionierung des fiktiven Knotens s auf
eine Kante [ij] von G sagen: Die Entfernung von einem Knoten j zum fiktiven Knoten
s auf der Kante [ij] entspricht genau der Distanz zwischen dem Knoten j und einem
anderen Knoten k, der durch eine Kante [jk] mit j verbunden ist.
Es ist wichtig, darauf hinzuweisen, dass es nicht auf jeder Kante [ij] einen fiktiven
Knoten s gibt. Anhand der Gegebenheiten des Graphen muss zuerst überprüft werden,
ob ein Knoten k existiert und ob er auf die Kante [ij] einen Punkt projizieren kann.
Hat der Anfangs- oder Endknoten von [ij] mehrere Nachfolger k, dann können sich
durchaus mehrere fiktive Knoten s auf der Kante [ij] befinden.
Neben diesem Ansatz wurden auch einige andere Möglichkeiten zum Auffinden von
fiktiven Knoten in Betracht gezogen. Zum Beispiel kann der fiktive Knoten s in dem
Punkt auf die Kante [ij] gesetzt werden, wo der Knoten k indifferent bezüglich des
Weges zum fiktiven Knoten s über den Knoten i oder Knoten j ist.7. Die Position der
durch diesen Ansatz ermittelten Punkte stimmen oft mit der Position von den oben
definierten fiktiven Knoten überein. Dennoch ist die Interpretation in diesem Fall bei
Weitem nicht so eindeutig. Der Median wird nicht verschoben. Es wird lediglich ein
Punkt auf der Kante platziert und damit gibt es auch keinen Referenzwert, mit dem
der fiktiver Knoten verglichen werden kann. Auch empirisch konnte dieser Ansatz nicht
bestätigt werden8. Aus diesem Grund wird er nur am Rande erwähnt und nicht im
Optimierungsmodell weiter mitberücksichtigt.
7Die Definitionen für die Kante [ij] und den Knoten k aus dem vorherigen Ansatz gelten weiterhin.
8Die allein durch diesen Ansatz ermittelten Knoten wurden nie zu Medianen.
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4.3.1 Mathematische Ausformulierung des Problems
Ausgangspunkt für die mathematische Ausformulierung des Problems ist ein Graph
G = [V, E, c; b] mit den Knoten i, j, k, die zur Knotenmenge V gehören, und mit den
Kanten [ij] und [jk], die die Elemente der Kantenmenge E bilden. Untersucht wird, ob
sich auf der Kante [ij] ein fiktiver Knoten s befindet. Für jede Kante [ij] werden alle
Nachfolgeknoten k überprüft.
Die Iterationen (4.3.1-4.3.3) prüfen, ob der Knoten k auf die Kante [ij] projiziert wer-
den darf. Treffen diese Bedingungen zu, dann wird die Position des fiktiven Knotens
ermittelt. Treffen sie nicht zu, dann wird der nächste Knoten k überprüft. Existiert
kein Knoten k, der auf die Kante [ij] projiziert werden darf, dann besitzt die Kante [ij]
keinen fiktiven Knoten und die nächste Kante darf überprüft werden. Dieser Vorgang
ist abgeschlossen, wenn alle Kanten von G inspiziert sind. Mit welcher Kante und mit
welchem Knoten man anfängt, spielt dabei keine Rolle. Es gilt:
∑
j∈V
dij > dij ∀i (4.3.1)
ajk > 0 (4.3.2)
dij > djk (4.3.3)
Die Überprüfung der Kante [ij] ist nur dann sinnvoll, wenn sie nicht die einzige Kan-
te ist, die von Knoten i ausgeht (Gleichung 4.3.1). Andernfalls kann die Kante [jk]
nicht existieren und es gibt keinen Knoten k, der auf [ij] projiziert werden darf. Ist die
Gleichung (4.3.1) erfüllt, dann werden alle Knoten k für k 6= i, j untersucht. Steht in
der Adjazenzmatrix an der Stelle [jk] eine Eins, so existiert zwischen Knoten k und
Anfangs- oder Endknoten von [ij] eine Kante (Bedingung 4.3.2). Damit eine Spiegelung
dieser Kante auf die Kante [ij] möglich ist, soll die Kante [jk] kleiner als die Kante [ij]
sein (Gleichung 4.3.3).
Sind die Bedingungen (4.3.1-4.3.3) erfüllt, dann gibt es auf der Kante [ij] einen durch
den Knoten k projizierten, fiktiven Knoten s.
dsj = djk (4.3.4)
dis = dij − dsj (4.3.5)
Liegt der fiktive Knoten s auf den Knoten [ij] auf, so entspricht die Entfernung [jk] ge-
nau der Entfernung [sj] (Gleichung 4.3.4). Der Punkt s wird dabei durch die Abstände
zu den Knoten i und j definiert.
Die obigen Berechnungen werden für jeden einzelnen Knoten k jeder Kante [ij] des
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Graphen G durchgeführt, sodass nach allen Abläufen eine neue Menge S von fiktiven
Knoten entsteht. Aus den Mengen S und V wird eine neue aggregierte Menge Vneu
erzeugt. Für die Knoten der neuen Knotenmenge Vneu wird die neue Adjazenzmatrix
Aneu und die neue Distanzmatrix Dneu ermittelt. Letztere schließt in sich die ursprüng-
liche Distanzmatrix mit ein, aus diesem Grunde wird künftig unter der Distanzmatrix
nur Dneu verstanden. Auch Index dij bleibt unverändert und bezieht sich von jetzt an
ausschließlich auf Dneu.
Die Bedingungen (4.3.1-4.3.5) sind für den Fall konzipiert, dass der Knoten k der
Nachfolger des Endknotens j ist. Analog müssen die Nachfolger des Anfangsknoten
i untersucht werden. Die Vorgehensweise ist dabei identisch, nun wird aber die Kante
[ik] auf die Kante [ij] projiziert.
4.3.2 Auffinden von fiktiven Knoten in der Beispielaufgabe
Abschließend wird das neue Modell zum Auffinden von fiktiven Knoten anhand der
Beispielaufgabe überprüft. Ergebnisse werden mit der intuitiven Lösung aus dem Ab-
schnitt 4.2 verglichen und erläutert. Zur Vereinfachung wird die Distanzmatrix (Tabelle
4.1) zusammen mit der Adjazenzmatrix wiederholt abgebildet.
D(G) =





1 2 3
1 0 3 4
2 3 0 1
3 4 1 0





A(G) =





1 2 3
1 0 1 0
2 1 0 1
3 0 1 0





(4.3.6)
Die Kante [12] wird als erste auf die fiktive Knoten überprüft. Es gilt i, j 6= k , somit
kommt nur Knoten 3 als k in Frage. Nachfolgend werden die Bedingungen (4.3.1 - 4.3.3)
nacheinander abgearbeitet.
dij + djk > dij (4.3.7)
4 > 3
Die Kante [ij] ist nicht die einzige Kante mit dem Ursprung im Knoten j, damit ist die
Bedingung (4.3.1) erfüllt.
ajk > 0 (4.3.8)
a23 = 1
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Die Kante [jk] existiert, da an der Stelle [23] der Adjazenzmatrix eine Eins steht.
dij > djk (4.3.9)
3 > 1
Abschließend übersteigt die Entfernung d12 die Distanz d23. Dadurch ist es möglich, die
Kante [jk] auf die Kante [ij] zu projizieren. Alle Iterationen sind erfüllt, damit existiert
auf der Kante [ij] ein fiktiver Knoten s mit folgenden Eigenschaften:
ds2 = d23 = 1 (4.3.10)
d1s = d12 − 1 = 2 (4.3.11)
ds2 und d1s sind die Abstände von den Knoten 1 und 2 zum fiktiven Knoten s, basierend
darauf werden die Entfernungen zu allen anderen Knoten von G ermittelt. Der fiktive
Knoten s bekommt einen Index 4 und wird in die Menge Vneu aufgenommen. Auch die
Kantenmenge Eneu wird mit den Kanten [is] und [sj] erweitert.
Analog wird die zweite und die letzte Kante [23] von G und Nachfolger k = 1 überprüft.
d32 + d21 > d32 (4.3.12)
a21 = 1 (4.3.13)
d21 <d32 (4.3.14)
Die Bedingungen (4.3.1) und (4.3.2) treffen zu. Die Iteration (4.3.3) ist aber nicht erfüllt.
Die Kante [12] ist länger als die Kante [23] (Gleichung 4.3.14), damit kann Knoten 1 auf
die Kante [23] nicht projiziert werden. Die Kante [23] besitzt keinen fiktiven Knoten.
Punkt 4 ist der einzige fiktive Knoten von G.
Abschließend wird für die neue aggregierte Knoten- und Kantenmenge die Distanz- und
Adjazenzmatrix erzeugt 9.
Dneu(G) =









1 2 3 4
1 0 3 4 2
2 3 0 1 1
3 4 1 0 2
4 2 1 2 0









Aneu(G) =









1 2 3 4
1 0 1 0 1
2 1 0 1 1
3 0 1 0 0
4 1 1 0 0









(4.3.15)
Das Auffinden von fiktiven Knoten und das Erzeugen von beiden Matrizen ist ein wich-
tiger Zwischenschritt für die Erweiterung und Lösung des Modells. Ergänzt durch den
9Beide Matrizen werden wie im Abschnitt 2.1 beschrieben. Bei den größeren Graphen ist die Erzeugung
der Distanzmatrix weitaus komplizierter, da der Überblick über die kürzesten Wege leicht verloren
geht – dazu wird der Dijkstra-Algorithmus angewendet. In dieser Arbeit werden für die umfangreiche
Beispiele die Matrizen mit Matlab erzeugt.
31
Kapitel 4. Erweiterung des „generalized“ p-Median-Problems
fiktiven Knoten 4 enthält die Distanzmatrix alle potenziellen Standorte für die kon-
tinuierliche Problemformulierung. Eingesetzt im WLP kann damit das „generalized“
p-Median-Problem optimal gelöst werden.
Die ermittelten Abstände für den Punkt 4 stimmen mit den intuitiven Überlegungen
überein. Dennoch ist die intuitive Vorgehensweise nur bei kleinen Graphen möglich. Bei
den größeren Graphen steigt der Aufwand exponentiell und der Überblick geht schnell
verloren.
4.4 Matrix der Zuteilung
Der zweite Schritt für die Erweiterung des „generalized“ p-Median-Problems ist die
Ermittlung der Zuteilung. Dieser Schritt ist nur notwendig, wenn die Kosten von der
Verteilung der Nachfrage auf die Mediane abhängig sind. Der Vektor der Zuteilung
wurde schon mehrmals in der Arbeit erwähnt und sogar intuitiv im Abschnitt 4.1 er-
mittelt. An dieser Stelle wird das bisherige Wissen zusammengefasst, weiterentwickelt
und mathematisch ausformuliert.
Es ist wichtig darauf hinzuweißen das die weiter folgenden formulierungen und hypo-
thesen
Definition 4.2 Jedem Knoten j von G ist eine bestimmte Nachfrage an einem Gut bj
zugeordnet. Diese Nachfrage wird durch die Mediane gestillt. Die Zuteilung oder der
Zuteilungsvektor gibt die Aufteilung der gesamten Nachfrage auf die p-Mediane an10.
In jedem Knoten, der kein Median ist, liegt die Zuteilung bei Null.
Die Nachfrageorte j entscheiden sich immer für den Median, zu dem die Anreisekosten
cij minimal ausfallen. Die eigentliche Aufteilung der Nachfrage zwischen den Medianen
ist somit unkompliziert. Das Phänomen der Zuteilung ist dennoch nicht trivial. Denn
die Mediane sind an der Stelle, wo die Zuteilung ermittelt wird, nicht bekannt – es
wird lediglich nach ihnen gesucht11. Aus diesem Grund übernimmt jede Kombination
aus p Knoten der Menge Vneu die Rolle der Mediane. Für jede der
(n
p
)
Kombinationen12
wird die Zuteilung ausgerechnet. Die Kombination aus p Knoten, die beim Erzeugen
der Zuteilung als Mediane fungiert, werden als Premediane13 bezeichnet. Demzufolge
werden an dieser Stelle keine Mediane bestimmt, sondern lediglich die Frage beantwor-
tet, wie sich die Nachfrage bj aufteilt, wenn ausgewählte Knoten zu Medianen werden.
Die erzeugten Zuteilungen werden als Zeilen der Matrix der Zuteilung abgelegt.
Die aggregierte Knotenmenge Vneu besteht aus der ursprünglichen Knotenmenge V
10Die Anzahl an Medianen entspricht p und ist vorab gegeben.
11Wieso die Zuteilung nicht nach den Medianen ermittelt werden kann, wird im Exkurs Zuteilung
diskutiert.
12Parameter n gibt die Gesamtheit an Elementen in der Menge Vneu an.
13Dieser Begriff entstammt eigener Definition.
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und der im Abschnitt 4.2 definierten Menge an fiktiven Knoten S. Die Elemente der
Knotenmenge Vneu sind die potenziellen Standorte und damit auch die Premediane:
l, m ∈ Vneu.
Im Gegensatz dazu gehören die Nachfrageorte j zur ursprünglichen Knotenmenge
j ∈ V . Fiktive Knoten werden nicht als Nachfragerorte betrachtet, da sie keine Nach-
frage in sich aufweisen. Für die Ausformulierung der Zuteilung ist die Differenzierung
zwischen den Nachfragevektoren B und Bneu notwendig. Die Länge des Vektors Bneu
entspricht der Anzahl der Elemente in Menge Vneu, damit sind in ihm sowohl die Nach-
frageknoten mit der Nachfragemenge bj als auch die fiktiven Knoten ohne Nachfrage
bs = 0 berücksichtigt.
Folgende Problemstellung ist für zwei Mediane formuliert. Grundsätzlich ist die Anzahl
an Medianen variabel und kann leicht angepasst werden. Für einen Median entfällt die
Zuteilung, die Nachfrager j haben in diesem Fall nur eine Entscheidungsmöglichkeit.
Dabei ist zu beachten, dass bei mehreren Medianen die Anzahl an möglichen Kombina-
tionen von Premedianen steigt, was sich unmittelbar auf die Größe der Zuteilungsmatrix
auswirkt.
Zur Beginn der Umverteilung entspricht der Anfangswert der Zuteilung dem Nachfrage-
vektor Bneu: Ztemp = Bneu. Dabei ist Ztemp die sogenannte temporäre Zuteilung. Durch
die Zuweisung eines Nachfragers verändert sie sich auf Zneu. Die Zuteilung Zneu wird
ihrerseits zum Startwert für die Zuordnung des nächsten Nachfragers: Ztemp = Zneu.
Sobald alle Nachfrager einem der Mediane zugeordnet sind, wird die letzte Zuteilung
Zneu zur fertigen Zuteilung Zh (Zh = Zneu) und anschließend in der Zuteilungsmatrix
in Zeile h abgelegt. Die Elemente des Vektors ztemph,j bzw. z
neu
h,j geben die temporäre
Nachfrage in den einzelnen Knoten vor bzw. nach der Zuweisung an.
In den Gleichungen (4.4.1-4.4.6) wird das Prinzip der Zuordnung eines Nachfragers ge-
zeigt.
Sei l, m ∈ Vneu mit l 6= m und l > m.
Sei j ∈ V für den gilt: j 6= l 6= m. Dann beginnt die Verteilung der Nachfrage auf die
Mediane nach folgendem Schema:
wenn clj < cmj (4.4.1)
dann zneuh,l = z
temp
h,l + z
temp
h,j
zneuh,j = 0
wenn clj > cmj (4.4.2)
dann zneum = z
temp
h,m + z
temp
h,j
zneuh,j = 0
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In den Gleichungen (4.4.1-4.4.2) werden, ausgehend vom Knoten j, die Anfahrtskosten
zum Premedian l und m verglichen. Sind clj kleiner als cmj , dann entscheiden sich
die Nachfrager für Premedian l. Die Nachfrage aus zh,j wird auf zh,l umverteilt. Der
Bedarf der Nachfrage, der im Knoten zh,j bleibt, liegt bei Null (Gleichungen 4.4.1).
Analog wird für den Fall clj > cmj umverteilt (Gleichung 4.4.2).
Spezialfall clj = cmj (4.4.3)
wenn ztemph,l > z
temp
h,m (4.4.4)
dann zneuh,l = z
temp
h,l + z
temp
h,j
zneuh,j = 0
wenn ztemph,l < z
temp
h,m (4.4.5)
dann zneuh,m = z
temp
h,m + z
alt
h,j
zneuh,j = 0
wenn ztemph,l = z
temp
h,m (4.4.6)
dann zneuh,l = z
temp
h,l + z
temp
h,j
zneuh,j = 0
und zneuh,m = z
temp
h,m + z
temp
h,j
zneuh,j = 0
In der Gleichung (4.4.3) sind beide Umverteilungen der Nachfrage möglich. Bei der Rea-
lisierung des erweiterten „generalized“ p-Medeian-Problem hat sich diese Situation als
ein Spezialfall herausgestellt, der bei großen Graphen nicht selten vorkommt. Nachfra-
ger j kann beiden Premedianen zugewiesen werden, dabei ist nicht ausgeschlossen, dass
einer dieser Zuweisungen am Ende zur optimalen Zuteilung führen wird. Dementspre-
chend darf einerseits in diesem Spezialfall die optimale Zuteilung nicht versehentlich
ausgeschlossen werden, anderseits ist das Ablegen von zwei Zuteilungen für eine Kom-
bination an Premedianen mit Komplikationen bei der Realisierung verbunden und soll
möglichst vermieden werden.
Aus diesem Grund wird für den Spezialfall eine weiteres Auswahlkriterium eingefügt.
Die logarithmische Funktion der Instandhaltungskosten ist von der Zuteilung unmit-
telbar abhängig, ihr Funktionswert ist umso kleiner je unterschiedlicher die Aufteilung
der Nachfrager auf die Mediane ist. Basierend auf dieser Gegebenheit und dem globalen
Ziel der Kostenminimierung, wird die Nachfrage im Zweifelsfall dem Premedian zuge-
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ordnet, bei dem die vorübergehende Zuteilung der Nachfrage ztemp größer ist. Dabei
wird davon ausgegangen, dass die Tendenz, welchem Median mehr an der Nachfrage
zugeordnet wird, auf der temporären Ebene erkennbar ist.
Für den Fall (4.4.6), dass die temporären Zuteilungen zu beiden Medianen gleich groß
sind, werden in der Zuteilungsmatrix beide Aufteilungsmöglichkeiten berücksichtigt und
dementsprechend zwei Zuleitungsvektoren abgelegt14.
Nachfolgend wird die Matrix der Zuteilung für die Beispielaufgabe aus den Abschnit-
ten 3.1 und 3.2 erzeugt. Im ersten Schritt wird verdeutlicht, dass die Premediane l, m
zur neuen Knotenmenge Vneu gehören und die Nachfrageknoten j zur ursprünglichen
Knotenmenge V . Es gilt V ⊆ Vneu. Dann werden alle möglichen Kombinationen von
Premedianen aufgelistet. Für jede Kombination werden die Nachfrageknoten j definiert,
sodass die Restriktionen j ∈ V und j 6= l, m nicht verletzt werden. Die Auflistung kann
der Tabelle (4.5) entnommen werden.
Premediane l,m Nachfrageorte j
1 1, 2 3
2 1, 3 2
3 1, 4 2, 3
4 2, 3 1
5 2, 4 1, 3
6 3, 4 1, 2
Tabelle 4.5: Beispielaufgabe, Premediane und Nachfrageorte
Im zweiten Schritt erfolgt unmittelbar die Verteilung der Nachfrage auf die Mediane. Da
die Distanzen den Anreisekosten entsprechen, können sie unmittelbar der Distanzmatrix
Dneu (Gleichung 4.3.15) entnommen werden. Für die erste Kombination der Tabelle
(4.5) erfolgt die Zuteilung folgendermaßen: Zu Beginn sind der Zuteilungsvektor Ztemp
und Nachfragevektor Bneu identisch: Ztemp = [10, 2, 8, 0]. Die Premediane liegen im
Knoten 1 und 2. Nachfrageknoten j = 3 muss einem der Premediane zugeteilt werden.
Die Anreisekosten betragen für Knoten 3 entweder c13 = 4 GE oder c23 = 1 GE. Die
Anreisekosten zum Premedian m sind kleiner. Dementsprechend wird weiter nach der
Anweisung (4.4.2) gerechnet:
zneu1,2 = z
temp
1,2 + z
temp
1,3 = 2 + 8 = 10 (4.4.7)
zneu1,3 = 0
14Die Aufteilung der Nachfrage anhand des vorübergehenden Wertes der Zuteilung sowie die Vorge-
hensweise bei mehreren Dopplungen innerhalb einer Zuteilung wird im Exkurs 4.6.1 diskutiert.
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Damit ist die Zuteilung für die erste Situation bestimmt, Z1 = [10, 10, 0, 0]. Analog wird
sie für jede weitere Kombination an Medianen ermittelt und Zeilenweise in der Matrix
der Zuteilung abgelegt. Die vollständige Matrix der Zuteilung für jede Kombination an
Medianen ist der Tabelle (4.6) zu entnehmen.
Zusammenfassend kann die Vorgehensweise wie folgt erklärt werden: Die Mediane sind
an der Stelle, wo die Zuteilung ermittelt wird, nicht bekannt. Damit kann jede Kombina-
tion an Knoten und fiktiven Knoten als Mediane agieren. Diese Knotenkombinationen
werden Premediane genannt. Sie sind keine Mediane, werden aber als solche behandelt.
Für jede Kombination an Premedianen wird die gesamte Nachfrage nach den Bedin-
gungen (4.4.1-4.4.6) aufgeteilt und in der Matrix der Zuteilung abgelegt. Dabei wird
bei der Aufteilung der Nachfrage von der ursprünglichen Knotenmenge V ausgegangen,
die Kombinationen aus den Premedianen sind aber Elemente der Knotenmenge Vneu.
Die Matrix hat dadurch mindestens
(n
p
)
Zeilen15. Für jede Zeile werden die Kosten be-
stimmt. In der Zuteilung mit minimalen Kosten werden die Premediane zu Medianen
und damit zu kostenminimalen Standorten.
h Premediane l,m Nachfrageorte j Zuteilungen Zh
1 1, 2 3 10 10 0 0
2 1, 3 2 10 0 10 0
3 1, 4 2, 3 10 0 0 10
4 2, 3 1 0 12 8 0
5 2, 4 1, 3 0 10 0 10
6 3, 4 1, 2 0 0 8 12
Tabelle 4.6: Beispielaufgabe, Matrix der Zuteilung
4.5 Kostenfunktion und Erweiterung der Zielfunktion
Nachdem die Matrix der Zuteilung ermittelt ist, stellt die Bestimmung der Instand-
haltungskosten einen rein rechnerischen Aufwand dar. Für jeden Knoten werden die
Instandhaltungskosten k(zh,i) berechnet. Dabei steht h für die Zeile in der Matrix der
Zuteilung, für die die Instandhaltungskosten ermittelt werden. In dem Kostenvektor
KIH(Zh) werden, ausgehend aus der Zuteilung Zh, die Instandhaltungskosten für je-
den Knoten gespeichert. In der Summe ergeben die Elemente k(zh,i) des Kostenvektors
KIH(Zh) die Instandhaltungskosten für alle Standorte KIHh .
Die Instandhaltungskosten entstehen nur in den Knoten, wo die Mediane errichtet wer-
15In der Praxis gibt es in der Matrix der Zuteilung durchaus mehr Zeilen, denn falls die Bedingung
(4.4.3) zutrifft, dann werden für eine Kombination an Premedianen mehrere Zuteilungen abgelegt
(Vgl. Exkurs 4.6.1).
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den. Für alle andere Knoten liegen sie bei Null. In der Gleichung (4.5.1) wird der
Kostenvektor für die erste Zuteilung der Tabelle (4.6) berechnet. Jedes Element des
Vektors gibt die Instandhaltungskosten im Knoten i wieder.
KIH(Z1) =







k(z1,1)
k(z1,2)
k(z1,3)
k(z1,4)







= 1000 · ln







z1,1 + 1
z1,2 + 1
z1,3 + 1
z1,4 + 1







= 1000 · ln







10 + 1
10 + 1
0 + 1
0 + 1







=







2397, 9
2397, 9
0
0







(4.5.1)
In der Gleichung (4.5.2) werden die gesamten Instandhaltungskosten für Z1 bestimmt.
KIH1 (z1,i) =
∑
i∈Vneu
k(z1,i) = 4795, 8 GE (4.5.2)
Analog werden die Instandhaltungskosten KIHh für jede Zuteilung h berechnet, sie sind
neben dem transponierten Kostenvektor KIH(Zh) in der Tabelle (4.7) abgebildet.
h Zh K
IH(Zh) KIHh
1 10 10 0 0 2397,9 2397,9 0 0 4795,8
2 10 0 10 0 2397,9 0 2397,9 0 4795,8
3 10 0 0 10 2397,9 0 0 2397,9 4795,8
4 0 12 8 0 0 2565 2197,2 0 4762,2
5 0 10 0 10 0 2397,9 0 2397,9 4795,8
6 0 0 8 12 0 0 2197,2 2565 4762,2
Tabelle 4.7: Beispielaufgabe, Matrix der Zuteilung und Kosten
Zwischen intuitiver Formulierung im Abschnitt 4.2 und der vorliegenden Berechnung
hat sich die mathematische Vorgehensweise nicht verändert. Letztendlich bleibt die Kos-
tenfunktion unverändert. In der Gleichung (4.5.1) wurde lediglich die Vektorschreibwei-
se (aggregierte Form) für die Übersichtlichkeit verwendet. Nun wurden bei der intuitiven
Lösung in beiden Tabellen (4.3) und (4.4) insgesamt vier unterschiedliche Zuteilungen
betrachtet, wobei die Tabelle (4.7) sechs Varianten der Zuteilung auflistet. Tatsächlich
wurde im Abschnitten 4.1 und 4.2, basierend auf sehr kleinen Größe von G, intuitiv
vorgegangen 16. Nachdem Auffinden des fiktiven Knoten war durch die individuelle Be-
trachtung jeder Kante des Graphen ersichtlich, dass nur eine Knotenkombination des
fiktiven Knotens mit anderen Knoten optimal sein kann und nur für diese Kombination
wurden im Anschluss die Kosten berechnet.
In diesem Abschnitt werden die einzelnen Kanten nicht individuell betrachtet – im Ge-
gensatz wird hier ein Modell entworfen, welches auch für größere Graphen zutreffend
sein soll. Aus diesem Grund werden für jede Kombination an Premedianen
(
4
2
)
= 6
16Vgl. Abschnitt 4.1.
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Zuteilungen und Kosten bestimmt. Die optimale Situation ist dann die Situation mit
minimalen Gesamtkosten, die Premediane aus dieser Situation werden zu Medianen
und damit zu optimalen Standorten für die Geschäftsstellen des Unternehmers.
Nachdem die Instandhaltungskosten ermittelt sind, kann das eigentliche Modell formu-
liert werden. Die übliche Modellformulierung für derartige Problemstellungen ist ein
leicht abgeändertes WLP. Für die Formulierung werden die binäre Zuordnungsvariable
xij sowie die binäre Variable yi verwendet:
xij =



1 falls Nachfrager j dem Median i zugeordnet ist
0 sonst
yi =



1 falls Knoten i ein Median ist
0 sonst
Generalized p-Median-Problem sieht damit wie folgt aus:
Minimere
n
∑
i=1
n
∑
j=1
bjcijxij +
n
∑
i=1
k(zh,i)yi (4.5.3)
unter der Nebenbedingungen
n
∑
i=1
xij = 1 ∀j = 1, ..., 6 (4.5.4)
xij ≤ yi ∀i, j = 1, ..., 6 (4.5.5)
n
∑
i=1
yi = p (4.5.6)
yi ∈ {0, 1} ∀i = 1, ..., 6 (4.5.7)
xij ∈ {0, 1} ∀i, j = 1, ..., 6 (4.5.8)
Vgl.[4].
Die Bedingung (4.5.4) stellt sicher, dass die gesamte Nachfrage im Knoten j von genau
einem Median i befriedigt wird. Die Bedingung (4.5.5) garantiert, dass ein Standort
i nur dann vorhanden ist, wenn ihm mindestens ein Nachfragerknoten zugeordnet ist.
Die Bedingung (4.5.6) legt die Anzahl an Medianen fest.
Auch die vorliegende Beispielaufgabe mit logarithmischen Instandhaltungskosten kann
mit dem vorgestellten Modell optimal gelöst werden. Dabei wird für jede einzelne Zu-
teilung nach optimaler Lösung gesucht. Schon für ein Beispiel mit drei Knoten, zwei
Kanten und zwei Premedianen ergeben sich sechs Zuteilungen. Diese Zahl steigt ex-
ponentiell zur Größer von G und kann auch
(n
p
)
bei Weitem übersteigen17. Bei einem
17Vgl. Exkurs 4.6.1.
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Graphen mit sechs Knoten, acht Kanten und drei Premedianen kann die Matrix der
Zuteilung mehr als 250 Zeilen beinhalten. Für jede Zeile das Optimum zu bestimmen,
stellt einen zu großen Rechenaufwand dar.
Bei der Zuteilung werden alle mögliche Kombinationen an Premedianen ausprobiert.
Premediane sind dabei die Knoten, die die Nachfrage aufsammeln. Für die Zuteilung,
der sie angehören, übernehmen sie die Rolle der Mediane. Damit ist der Standort (Po-
sition) der Mediane und auch y für eine einzelne Zuteilung gegeben. Demzufolge hat
die Zielfunktion (4.4.3) nur eine Unbekannte, nämlich xij und es müssen lediglich die
Anfahrtskosten für jede Zuteilung bestimmt werden.
Denkbar wäre bei der Bestimmung der Zuteilung in den Gleichungen (4.4.1-4.4.3), wo
jeder Knoten j einem Premedian zugeordnet wird, diese Zuordnung binär in einer exter-
nen Matrix abzulegen. Mit einer Eins, wenn der Knoten j dem Premedian l zugeordnet
wird und einemr Null falls der Knoten j nicht dem Premedian l zugeordnet wird. Für
die erste Zuteilung Z1 (Tabelle 3.6) ergibt sich Matrix mit folgender Form:
X(Z1) =









1 2 3 4
1 1 0 0 0
2 0 1 1 0
3 0 0 0 0
4 0 0 0 0









Element xij gibt dabei an, ob der Knoten j von dem Median i bedient wird oder nicht,
was der Definition der Zuordnungsvariable xij entspricht. Sie wird beim Erzeugen der
Matrix der Zuteilung indirekt ermittelt und muss nur extern abgelegt werden. Somit
ist das Bestimmen von minimalen Kosten eine rein rechnerische Aufgabe ohne Unbe-
kannte. Ist die minimale Kostenkonstellation gefunden, so entsprechen die Premediane
dieser Zuteilung den gesuchten Standorten.
Diese Vorgehensweise betrifft allerdings nur die Probleme mit der logarithmischen
Kostenfunktion. Liegen die fixen Kosten vor, wird keine Zuteilung benötigt. Das „ge-
neralized“ p-Median-Problem muss dann anhand von Gleichungen (4.5.3-4.5.8) gelöst
werden18.
4.6 Exkurse
Die nachfolgenden Abschnitte sind konzipiert, um die Fragestellungen, die in den Ab-
schnitten 4.4 und 4.5 entstanden sind, zu erläutern. Weiterhin wird noch bestehen-
des Forschungspotenzial zum Thema der Erweiterung des „generalized“ p-Median-
Problems diskutiert.
18Dazu mehr im Exkurs 4.6.2.
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4.6.1 Zuteilung
Die Zielsetzung dieser Arbeit liegt in der Erweiterung des kontinuierlichen Problems,
sodass es anhand von diskreten Methoden gelöst werden kann. Dies erfolgte in dem
Abschnitt 4.3 mit dem Auffinden und Speichern von fiktiven Knoten. Dennoch benö-
tigt der Passus 4.4 „Matrix der Zuteilung“ am meisten Erklärung.
Bezieht man sich auf die Zielfunktion in der Gleichung (4.5.3), so tritt das Phäno-
men der Zuteilung nur dann auf, wenn der zweite Summand der Zielfunktion (hier
Instandhaltungskosten) von der Verteilung der Nachfrage auf die Mediane abhängig
ist. Da der Standort von Medianen die gesuchte Größe des Problems ist, kann die Zu-
teilung, die zu minimalen Instandhaltungskosten führt, nur durch das Austesten aller
Kombinationen an Premedianen bestimmt werden. Diese Vorgehensweise ist ab einem
bestimmten Umfang des Graphen aufwendig. das Forschungspotenzial besteht im Auf-
finden einer effizienten Lösungsmethode.
Gegebenenfalls bietet sich die Frage an, wieso die Kostenminimierung nicht in zwei
Schritten durchgeführt werden kann. In der Beispielaufgabe Abschnitt 4.1 wird zwi-
schen zwei Kostenarten, Instandhaltungskosten und Anfahrtskosten unterschieden. Ver-
lockend ist die Idee, im ersten Schritt die Zuteilung zu bestimmen, bei der die Instand-
haltungskosten minimal sind19. Dadurch werden auch die Mediane ermittelt. Und im
zweiten Schritt für die gegebenen Mediane zu schauen, inwieweit die Anfahrtskosten
reduziert werden können. Dabei werden die Mediane auf die Kanten umdisponiert, oh-
ne die Zuteilung zu verletzen. Das heißt: Gesucht wird nach einem Punkt q auf der
Kante von G, in dem die Nachfrager zwischen dem umdisponierten Median und einem
anderen Median im Knoten indifferent sind, ohne dabei die Zuteilung zu verletzen. In
solchen Punkten fallen die Anreisekosten oft kleiner als in den Medianen aus. Gibt es
tatsächlich einen Punkt q, in dem die Zuteilung beibehalten bleibt und die Anfahrts-
kosten reduziert werden, so wird der Median samt seiner Nachfrage in diesen Punkt
verschoben.
Diese Vorgehensweise ist vergleichbar mit der intuitiven Lösung der Beispielaufgabe
(Abschnitt 4.1) und übersichtlicher als der mathematisch fundierte Lösungsweg aus
den Abschnitten 4.3-4.5. Dennoch ist dieser Ansatz nicht allgemeingültig und kann nur
für den Fall verwendet werden, wo, wie in der Beispielaufgabe (Abschnitt 4.1), den In-
standhaltungskosten ein größerer Anteil an den Gesamtkosten verliehen wurde als den
Anfahrtskosten. Ist der Anteil von Anfahrtskosten genauso groß oder größer als der von
den Instandhaltungskosten, so darf die Positionierung von den Medianen nicht allein
19Die fiktiven Punkte werden dabei nicht ermittelt.
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von den Instandhaltungskosten abhängig sein.
Zusammenfassend lässt sich sagen, dass diese Vorgehensweise nur bei dem hierarchi-
schen Aufbau von Kosten möglich ist. Dabei wird den Instandhaltungskosten eine ent-
schiedenere Rolle bei der Standortwahl verliehen als den Anreisekosten. Ist eine solche
Hierarchie nicht ersichtlich, dann soll die Kostenminimierung nicht schrittweise, son-
dern simultan, wie in Abschnitten 4.3-4.5, durchgeführt werden.
Im Weiteren wird wiederholt auf den Aufbau der Zuteilung und insbesondere auf den
Spezialfall (Gleichungen 4.4.3-4.4.6) eingegangen. Im Abschnitt 4.4 wurde die Vorge-
hensweise bei Übereinstimmung der Anfahrtskosten erläutert. Dabei hat der Nachfrager
j zu beiden Premedianen gleiche Anfahrtskosten. Da die Zuordnung nicht anhand von
Anfahrtskosten erfolgen kann, wird ein zweites Kriterium, nämlich die temporäre Auf-
teilung der Nachfrage auf die Premediane ztemp, herangezogen. Für den Fall, dass auch
ztemp für Premediane identisch ausfällt, werden zwei mögliche Zuteilungen erzeugt und
in der Zuteilungsmatrix abgelegt.
Ferner wird anhand eines Beispiels gezeigt, dass auch mehrere Dopplungen innerhalb
einer Zuteilung entstehen können.
Abbildung 4.3: Benchmark-Graph[4] [eigene Darstellung]
Graph G in der Abbildung (4.1) ist ein Benchmark-Modell von Domschke(1996). Er
weist mehrere fiktiver Knoten auf, für die Vorführung des Spezialfalls ist aber nur der
Knoten 7, der durch den Knoten 1 auf die Kante [23] projiziert wird, von Bedeutung.
Ferner wird versucht, für die Premediane im Knoten 1 und 7 den Vektor Z zu bestim-
men. In der Tabelle (4.8) werden die Entfernungen von Premedianen zu allen anderen
Knoten zusammengefasst, dabei gilt cij = dij .
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Aufgrund der spezifischen Position des Knotens 7 sind die kürzesten Wege und die
dij 1 2 3 4 5 6 7
1 0 2 2 4 6 6 4
7 4 2 2 4 6 6 0
Tabelle 4.8: Distanzen, Spezialfall
Anfahrtskosten von Knoten 1 und Knoten 7 zu allen anderen Knoten gleich. Jeder
Nachfrager j ist bei der Zuordnung zwischen den Premedianen 1 und 7 indifferent. Ein
solcher Spezialfall ist im Rahmen des p-Median-Problems nicht erforscht und bietet
einen großen Spielraum zum Experimentieren. Damit die Problemstellung im Rahmen
dieser Arbeit realisierbar bleibt, werden zwei Beschränkungen eingeführt:
Restriktion 4.1: Die Nutzung der temporären Aufteilung der Nachfrage als Entschei-
dungskriterium wird in den Gleichungen (4.4.3-4.4.6) erläutert. Dieses Selektionskri-
terium wurde im Rahmen dieser Arbeit mit zufriedenstellenden Ergebnissen getestet.
Dennoch ist die Tendenz der Aufteilung der Nachfrage auf die Premediane aus der tem-
porären Zuteilungen nicht immer ersichtlich. Vor allem, wenn der Sonderfall (clj = cmj)
zur Beginn der Formierung des Zuteilungsvektors auftritt, ist die Zuweisung anhand
dieses Kriteriums kritisch. Unter Umständen kann durch diese Beschränkung verse-
hentlich eine optimale Zuteilung ausgesondert werden.
Die Restriktion 4.2 bezieht sich auf den Spezialfall mit mehreren Dopplungen inner-
halb einer Zuteilung. Wird die Entscheidung nur anhand von Anfahrtskosten getroffen,
dann sollen allein für die Kombination an Premedianen (1,7) aus der Abbildung (4.3)
32 Zuteilungen in der Matrix abgelegt werden. Aus diesem Grund wird die zweite Be-
schränkung eingefügt, die Dopplungen innerhalb einer Zuteilung werden gezählt. Ana-
log wie bei der ersten Dopplung erfolgt bei der zweiten Dopplung die Aufteilung anhand
von ztemp. Fällt auch die temporäre Zuteilung in Premedianen gleich aus, so werden
die betrachteten Premediane als zu ähnlich eingestuft, der Vorgang wird abgebrochen
und die unfertige Zuteilung nicht gespeichert.
In dieser Arbeit wird maximal ein Graph mit 10 Knoten betrachtet. Für diesen Maßstab
sind die vorgenommenen Beschränkungen zulässig und haben keine Auswirkung auf die
Ergebnisse. Bei größeren Graphen mit mehreren Medianen ist die Wahrscheinlichkeit
einer Dopplung höher. Die vorgenommenen Beschränkungen sollen gelockert werden,
damit die optimale Zuteilung nicht versehentlich ausgeschlossen wird. Beim Erhöhen
der Anzahl an erlaubten Dopplungen g für eine Kombination an Premedianen muss
beachtet werden, dass die Anzahl an möglichen Zuteilungen um (p)g steigt, was den
Programmieraufwand erhöht.
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4.6.2 Kosten
Das „generalized“ p-Median-Problem ist eine Problemstellung, die als Teil des ordinären
p-Median-Problems betrachtet wird und relativ selten in der Literatur Verwendung fin-
det. Dabei stellt die hinzugekommene Komponente in Form von fixen Kosten oder einer
logarithmischen Kostenfunktion eine besondere Herausforderung dar. Die meisten Au-
toren (vgl. [2], [4]) gehen an dieser Stelle ausschließlich von fixen Kosten aus. In dieser
Arbeit wird versucht dem ordinären p-Median Problem die logarithmische Kostenfunk-
tion hinzuzufügen.
Bei im Vergleich zu Anfahrtskosten hohen, von der Verteilung der Nachfrage auf die Me-
diane abhängigen Instandhaltungskosten ist die Wahrscheinlichkeit, dass durch die Be-
trachtung der Punktmengen eine Verbesserung der Gesamtkosten erzielt werden kann,
besonders groß. Dadurch kommt besser zum Vorschein, dass unter bestimmten Bedin-
gungen das WLP nicht mehr optimal ist. Unter dieser Annahme stellt sich folgende Fra-
ge: Wenn die Instandhaltungskosten-Funktion durch fixe Kosten ersetzt werden wird,
kann sich der kostenminimale Standort immer noch auf der Kante befinden?
Sind fixe Kosten für jeden potenziellen Standort gleich, so haben sie keinen Einfluss auf
die Standortbestimmung und die Problemstellung kann als ordinäres p-Median Pro-
blem betrachtet werden. Der Median befindet sich dabei im Knoten (Vgl. Satz 2.1, 2.2;
Abschnitt 2.3.1). Fallen die fixen Kosten für die Standorte unterschiedlich aus, so kann
ein Median sich durchaus auf der Kante des Graphen befinden.
Fixen Kosten werden häufig als ein Zahlenwert wahrgenommen, dabei haben sie oft
einen tieferen Ursprung und eine komplexe Zusammensetzung. In der Regel sind sie
von mehreren Attributen abhängig, sei es die geographische Lage, Immobilienpreise
oder die Autobahnanbindung. Auch die Präferenzen potentieller Nachfrager im Bezug
auf den Standort der Geschäftsstelle können einen Attribut darstellen. Sie können durch
die Befragungen ermittelt werden und somit in die Nutzenfunktion einzelner Standorte
und in die Instandhaltungskosten mit einfließen. Geht man von dem rationalen Ver-
halten der Konsumenten aus, so dürfen die auf diesem Weg ermittelten fixen Kosten
verhältnismäßig ähnlich zu den über die Zuteilung ermittelten Instandhaltungskosten
ausfallen20. Dementsprechend können die fixen Kosten auch von den Präferenzen der
Nachfrager abhängig sein und sehr unterschiedlich für verschiedene Standorte ausfallen.
Auch bei der Berücksichtigung von fixen Kosten kann sich der Median durchaus auf
der Kante des Graphen befinden.
Sind fixe Kosten gegeben anstatt einer logarithmischen Kostenfunktion, dann wird
die Vorgehensweise bei der Erweiterung des „generalized“ p-Median-Problems von der
20Dies gilt nur, wenn die Präferenzen potenzieller Nachfrager im Bezug auf den Standort, als einziges
berücksichtigtes Attribut angesehen wird.
43
Kapitel 4. Erweiterung des „generalized“ p-Median-Problems
oben beschriebenen abweichen. Die fiktiven Knoten auf den Kanten werden analog, nur
anhand der Distanzmatrix ermittelt. Danach wird aus der aggregierten Knotenmenge
Vneu die neue Distanzmatrix mit ordinären und fiktiven Knoten erzeugt. Damit wird
unmittelbar zum Optimierungsproblem (Gleichung 4.5.3-4.5.8) eingeleitet. Zur Lösung
des Problems können sowohl heuristische als auch genaue Verfahren verwendet werden.
Auf die Zuteilung kann komplett verzichtet werden, was das Optimierungsproblem
überschaubarer macht.
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5 Gegenüberstellung des erweiterten
Modells mit Warehouse Location
Problem an einem zufälligen Graphen
In diesem Kapitel wird die Funktionsfähigkeit des erweiterten „generalized“ p-Median-
Problem überprüft, diskutiert und mit dem WLP gegenübergestellt. Die Realisierung
des Optimierungsproblems wird mit MATLAB, einer Software zur Lösung mathema-
tischer Probleme durchgeführt. Dazu wird ein zufälliger ungerichteter Graph G =
[V, E, c; b] mit 10 Knoten und 10 Kanten erstellt. Die Knoten- und Kantenbewertungen
sind ebenfalls zufällig generiert. Graph G ist in der Abbildung (5.1) dargestellt, die
vollständigen Informationen zu G und zu seiner Konzipierung mit MuPAD1 können
dem Anhang (Abbildung A.1) und dem zu dieser Arbeit beigefügten Kompakt Disk
entnommen werden.
Abbildung 5.1: Zufälliger Graph [eigene Darstellung]
1Bestandteil der Symbolic Math Toolbox zu MATLAB.
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Location Problem an einem zufälligen Graphen
Die in den einzelnen Knoten bestehende Nachfrage (Knotenbewertungen) ist in der
Tabelle (5.1) aufgelistet.
Knotenmenge V 1 2 3 4 5 6 7 8 9 10
Nachfrage bj 2 10 4 9 3 2 4 8 5 6
Tabelle 5.1: Zufälliger Graph, Nachfrage in Knoten
Ferner wird versucht, das erweiterte „generalized“ p-Median-Problem zu realisieren. Bei
der Formulierung der Aufgabestellung wird analog zur Beispielaufgabe im Abschnitt
4.1 von einem Unternehmer ausgegangen, der in drei Knoten von G Geschäftsstellen
eröffnen möchte. Dabei wird die Annahme getroffen, dass unter dem Aspekt der Kos-
tenminimierung sowohl die Anreisekosten als auch die Instandhaltungskosten minimal
sind. Die Funktion der Instandhaltungskosten wird ebenfalls nicht verändert und ist
mit der Kostenfunktion der Beispielaufgabe im Abschnitt 4.1 identisch. Die aggregier-
te Kostenfunktion für alle Standorte kann der Gleichung (5.0.1) entnommen werden.
Die Anfahrtskosten zwischen den Knoten sind in der Anfahrtskostenmatrix (Abbil-
dung A.2) aufgelistet2. Die Zielsetzung ist, die drei Standorte in G kostenminimal zu
platzieren.
KIHh (zh,i) = 1000 ·
∑
i∈V p
(ln(zh,i + 1)) (5.0.1)
Das folgende Vorgehen entspricht dem Aufbau des dritten Kapitels. Durch die Er-
mittlung von fiktiven Knoten wird die Menge an potenziellen Lösungsmöglichkeiten
erweitert. Zunächst wird für jede Kante geschaut, inwieweit es einen Nachfolgerknoten
k gibt, der auf die Kante projiziert werden darf. Die Menge an geeigneten Knoten k
wird durch die Bedingungen (4.3.1-4.3.3) begrenzt. Treffen für einen Knoten k alle drei
Bedingungen zu, dann wird er auf die betrachtete Kante projiziert (Gleichungen 4.3.4-
4.3.5). Für den zufälligen Graphen G wurden insgesamt elf fiktive Knoten ermittelt.
Sie wurden mit den Indizes von 11 bis 21 versehen und zum Graphen G hinzugefügt
(Abbildung 5.2).
2Die Kostenmatrix wird analog zur Distanzmatrix ermittelt.
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Abbildung 5.2: Zufälliger Graph mit fiktiven Knoten [eigene Darstellung]
Die neue aggregierte Knotenmenge Vneu besteht damit aus 21 Elementen. Der Knoten
18 entsteht beispielsweise durch das Projizieren des Knotens 5 auf die Kante [92]. Die
Nachfrage in jedem fiktiven Knoten liegt bei Null. Die neue Knotenmenge Vneu ist ne-
ben der Nachfrage Bneu in der Tabelle (5.2) abgebildet.
Vneu 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
bj 2 10 4 9 3 2 4 8 5 6 0 0 0 0 0 0 0 0 0 0 0
Tabelle 5.2: Zufälliger Graph, Nachfrage in Knoten und in fiktiven Knoten
Die neue Matrix der Anfahrtskosten cij wird ebenfalls erzeugt und ist der Abbildung
(A.3) im Anhang zu entnehmen. Damit sind alle für die Bestimmung der Zuteilung
notwendige Größen gegeben und es darf zum nächsten Schritt übergegangen werden.
Die Matrix der Zuteilung besteht aus mindestens
(n
p
)
Zuteilungsvektoren, deren ein-
zelne Elemente die Verteilung der Nachfrage auf die Premediane wiedergeben. Es gibt
insgesamt drei Premediane, aus diesem Grund dürfen nur drei Einträge des Vektors
ungleich Null sein, die gesamte Nachfrage ist auf diese Elemente verteilt. In den Glei-
chungen (4.4.1-4.4.3) ist die Zuordnung von Nachfrager anhand von Anfahrtskosten
beschrieben. Dennoch kann der Aufbau einzelner Zuteilungsvektoren davon abweichen.
Zum Beispiel kann einer der Premediane gegenüber den anderen besonders unattrak-
tiv für die Nachfrager ausfallen, sodass ihm keine Einheiten der Nachfrage zugewiesen
werden3. Die Anzahl an Einträgen in dem Zuteilungsvektor kann dadurch kleiner als
3Dies gilt nur für die Premediane in fiktiven Knoten.
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p ausfallen. Wenn im Gegenteil die Anfahrtskosten zu den Premedianen für mehrere
Nachfrager identisch sind, werden die Elemente des Vektors überschrieben. Dadurch
liegen im Zuteilungsvektor mehr als p Einträge größer Null vor4. Alle abweichende Zu-
teilungen werden aus der Zuleitungsmatrix ausgesondert, denn das Ziel ist, genau p
Einträge in jeder Zeile der Zuteilungsmatrix zu haben.
Für den Graphen G verfügt die erzeugte Matrix der Zuteilung über 1257 Zeilen. Die
ersten 20 davon sind in der Abbildung (A.4) aufgelistet. In 87 Fällen wurde ein Median
von keinem Nachfrager gewählt, außerdem wurden fünf Zuteilungen ausgesondert, bei
denen das in den Abschnitten 4.4 und 4.6.1 beschriebener Zuordnungsproblem, mehr
als doppelt vorkam.
Anschließend werden die Instandhaltungskosten für jede Zuteilung ausgerechnet, dies
ist eine rein rechnerische Aufgabe ohne Unbekannte. Die Vorgehensweise ist analog
zur Gleichung (4.5.1). Für die erste Zuteilung (Abbildung A.4) hat der Kostenvektor
KIH(Z1) dabei folgende Form:
KIH(Z1) =










k(z1,1)
k(z1,2)
k(z1,3)
...
k(z1,21)










= 1000 · ln










z1,1 + 1
z1,2 + 1
z1,3 + 1
...
z1,21 + 1










= 1000 · ln










23 + 1
18 + 1
12 + 1
...
0 + 1










=










3178
2944, 4
2565
...
0










(5.0.2)
Im Anschluss wird mit dem Optimierungstool YALMIP für jede Zuteilung der Funkti-
onswert ermittelt (Gleichung 4.5.3). Die Zuteilung mit dem minimalen Funktionswert
wird gewählt. Die Premediane dieser Zuteilung werden dann zu Medianen von G. Für
den zufälligen Graphen sind Knoten 5, 8 und 12 die Mediane. Die optimale Zuteilung
zusammen mit den dazugehörigen Instandhaltungskosten in GE sind in der Tabelle
(5.3) aufgelistet.
Vneu 1 2 3 4 5 6 7 8 9 10 11 12 13. . . 21
Zopt 0 0 0 0 3 0 0 45 0 0 0 5 0. . . 0
KIH(Zopt) 0 0 0 0 1386,3 0 0 3828,6 0 0 0 1791,8 0. . . 0
Tabelle 5.3: Optimale Zuteilung und die Instandhaltungskosten
Die Aufteilung der Nachfrageknoten auf die Mediane kann der Matrix X (Abbildung
A.5) entnommen werden. Diese Matrix ist das Ergebnis der Optimierung, die binäre
Variable xij gibt dabei an ob der Nachfrager j dem Median i zugeordnet ist. Daraus
4Vgl. Spezialfall, Gleichungen (4.4.3-4.4.6) und Restriktionen 4.1, 4.2 im Exkurse 4.6.1.
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erschließt sich, dass der Median 5 nur die Nachfrager aus dem Knoten 5 und der Median
im fiktiven Knoten 12 nur die Nachfrager aus dem Knoten 9 befriedigen. Die übrigen
Nachfrageorte sind dem Median 8 zugewiesen.
In diesem Zusammenhang stellt sich die Frage:„ Inwieweit ist es kosten-optimal den
Median im Knoten 12 zu errichten?“, denn dem Median im Knoten 12 sind nur die
Nachfrager aus dem Knoten 9 zugewiesen. Es scheint zunächst plausibel anzunehmen,
dass durch das Errichten des Medians im Knoten 9 die Anfahrtskosten der Nachfrager
gespart werden können. Bei näherer Betrachtung ist dies jedoch nicht der Fall. Auf-
grund der logarithmischen Kostenfunktion ist es besonders attraktiv große Standorte
zu errichten, denn die Grenzkosten für die Aufnahme jeder weiteren Einheit der Nach-
frage sind degressiv. Genau das ist bei der optimalen Zuteilung mit Medianen in Knoten
5,8 und 12 der Fall. Durch das errichten des Medians im Knoten 9 werden zusätzlich
die Nachfrager aus dem Knoten 2 auf den Median im Knoten 9 ausweichen. Dadurch
wird die Zuteilung verändert und die Instandhaltungskosten steigen unmittelbar an.
Die sogenannte Hauptgeschäftsstelle liegt im Median 8 und bedient insgesamt 8 Nach-
frageknoten. Die für die optimale Zuteilung anfallenden Kosten sind in der Tabelle (5.4)
in GE aufgelistet.
Mediane KIH KAnfahrt KGesamt
5, 8, 12 7006,7 573 7579,7
Tabelle 5.4: Erweitertes „generalized“ p-Median-Problem, Ergebnisse
Ferner wird, ausgehend von demselben Graphen (Abbildung 5.1) und den Instandhal-
tungskosten (Gleichung 5.0.1), das „generalized“ p-Median Problem zum WLP umfor-
muliert und gelöst. In diesem Fall ist die Problemstellung diskret, sodass der optimale
Standort sich nur im Knoten befinden kann. Auch beim diskreten Problem führen die
von der Zuteilung abhängigen, logarithmischen Instandhaltungskosten dazu, dass die
Matrix der Zuteilung ermittelt werden muss. Die Vorgehensweise ist der des erweiter-
ten Problems ähnlich, nun werden aber die fiktiven Knoten nicht betrachtet und die
Knotenmenge sowie der Nachfragevektor bleiben unverändert.
Schon an dieser Stelle kann vermutet werden, dass das erweiterte Model zu den kos-
tenminimalen Ergebnissen führen wird. Denn beim „generalized“ p-Median Problem
kann der Standort durchaus auf der Kante liegen, was durch die Umformulierung zum
WLP nicht berücksichtigt wird. Die neun zusätzlich ermittelten fiktiven Knoten auf der
Kante fließen in das Modell nicht mit ein. Das Endergebnis kann aus diesem Grund
entweder genauso gut oder schlechter als in dem erweiterten Modell ausfallen.
Die Anzahl an potenziellen Standorten ist hier geringer, aus diesem Grund fällt auch die
Matrix der Zuteilung kleiner aus (120 Zeilen). Hier wurden keine Zuteilungen ausgeson-
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dert. Die ersten Zeilen der Zuteilungsmatrix können der Abbildung (A.6) entnommen
werden. Die Instandhaltungskosten werden analog ausgerechnet, für Z1 mit Preme-
dianen in Knoten 1, 2 und 3 sind sie mit den Instandhaltungskosten des erweiterten
Modells identisch (Gleichung 5.0.2). Nur die Länge des Vektors beträgt 10 und nicht 21
Einträge. Die Minimierung der Zielfunktion erfolgt analog zu dem erweiterten Problem.
Damit sind die Knoten 1, 6 und 8 Mediane des zufälligen Graphen5. In der Tabelle (5.5)
sind die einzelnen Kostenstellen in GE aufgelistet.
Mediane KIH KAnfahrt KGesamt
1, 6, 8 7623,6 315 7938,6
Tabelle 5.5: Das „generalized“ p-Median-Problem, Ergebnisse
Die einzelnen Schritte zur Realisierung des Problem sind auf einem Kompakt Disk die-
ser Arbeit beigefügt. Anhand des Programms können die einzelnen Ergebnisse dieses
Kapitels nachverfolgt werden.
Die Ergebnisse bei dem „generalized“ p-Median-Problem, fallen tatsächlich kostenmi-
nimaler aus. Obwohl die Anfahrtskosten in dem erweiterten Modell die Anfahrtskosten
im ordinären Modell bei Weitem übersteigen, ist das erweiterte Modell insgesamt kos-
tengünstiger wegen den verhältnismäßig geringeren Instandhaltungskosten. Damit ist
das Ziel der Kostenminimierung erfüllt und die Funktionsfähigkeit des erweiterten Mo-
dells bestätigt. Dieses Ergebnis wird neben dem ausstehenden Forschungspotenzial des
Problems im nachfolgendem Kapitel erläutert und diskutiert.
5Vgl. Zuordnungsmatrix X in der Abbildung (A.7).
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6 Zusammenfassung und Ausblick
Die vorliegende Arbeit zeigt anhand eines zufälligen Graphen, dass durch das An-
wenden des erweiterten “generalized” p-Median-Modell weitere Kosten gespart werden
können. Dies erfolgt durch das Umdisponieren von einigen Medianen auf die Kanten
des Graphen. Dieses Ergebnis war zu erwarten, denn “generalized” p-Median-Modell ist
ein kontinuierliches Problem, indem die Mediane in jedem Punkt von G liegen dürfen.
Löst man dieses Problem über das WLP, so werden nur die Knoten des Graphen als
Lösungsmöglichkeiten betrachtet. In dem erweiterten Modell wird die Anzahl an po-
tenziellen Standorten um die fiktiven Knoten vergrößert. Dies sind die Punkte auf den
Kanten, die besonders attraktiv für die Errichtung eines Standortes sind. Außerdem
erfolgt in diesen Punkten die Umverteilung der Nachfrage. Betrachtet man alle Zutei-
lungen als mögliche Aufteilungskombinationen der Nachfrage, dann steigt die Anzahl
dieser Kombinationen bei dem erweiterten Modell um das Achtfache1. Damit werden
achtmal so viele potenzielle Lösungsmöglichkeiten in Betracht gezogen. Durch die Er-
weiterung der Menge an potenziellen Standorten wird auch die Anzahl an potenziellen
Lösungsmöglichkeiten um das Mehrfache erhöht. Das kontinuierliche “generalized” p-
Median-Problem kann dadurch optimal mit der diskreten Methode gelöst werden. Wird
das “generalized” p-Median-Problem direkt als WLP betrachtet und gelöst, so kann das
Ergebnis günstigstenfalls genauso gut wie bei dem erweiterten Modell ausfallen.
Blickt man auf die Forschungsaufgabe dieser Arbeit zurück, so wurde das “generali-
zed” p-Median-Problem tatsächlich so erweitert, dass aus einem Problem mit unend-
licher Anzahl an Lösungsmöglichkeiten ein endliches Problem geworden ist, welches,
umformuliert zum WLP, optimal gelöst werden kann. Damit ist die Zielsetzung der
vorliegenden Arbeit erfüllt.
Die Formulierung des erweiterten Modells erfolgt in drei Schritten. Das Ermitteln von
fiktiven Knoten stellt die eigentliche Erweiterung des Modells dar. Dafür werden die
Distanz- und Adjazenzmatrix benötigt. Für jede Kante des Graphen werden dabei die
Nachfolgerknoten überprüft, inwieweit sie auf dieser Kante gespiegelt werden dürfen.
Anschließend wird die aggregierte Knotenmenge aus bestehenden und fiktiven Knoten
erzeugt und für die Gesamtheit an Knoten wird die neue Distanzmatrix ermittelt.
Der nächste Schritt, das Konzipieren der Zuteilungsmatrix, ist für die Bestimmung der
Kostenfunktion notwendig. In der Literatur werden bei der Formulierung des “generali-
1Dabei wird der zufällige Graph aus dem Kapitel vier gemeint.
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zed” p-Median-Problems überwiegend die fixen Kosten verwendet, jedoch wird in dieser
Arbeit von der logarithmischen Funktion der Instandhaltungskosten ausgegangen, die
von der Zuteilung der Nachfrager zu den Medianen abhängig sind. Im Allgemeinen wird
die Zuteilungsmatrix nur dann benötigt, wenn eine von der Aufteilung der Nachfrage
auf die Mediane abhängige Kostenfunktion vorliegt. Die Herausforderung dabei ist,
dass die Mediane zum Zeitpunkt der Bestimmung der Zuteilung noch nicht ermittelt
sind. Aus diesem Grund wird die Zuteilung nicht für eine Kombination an Medianen,
sondern für alle möglichen Kombinationen der Premediane erzeugt. Die Matrix besteht
abschließend aus mindestens
(n
p
)
Zeilen, wobei n die Gesamtzahl der Knoten und fikti-
ven Knoten des Graphen wiedergibt und p die Anzahl an Medianen ist. Die Zuordnung
einzelner Nachfrager zu den Medianen erfolgt anhand von Anfahrtskosten. Dabei sind
Spezialfälle nicht ausgeschlossen, für die die Zuordnung mittels Anfahrtskosten nicht
möglich ist. Für solche Spezialfälle wurden die Restriktionen 4.1 und 4.2 eingeführt.
Das Optimierungsproblem des WLP wurde durch die Erweiterung nicht verändert, es
wurden lediglich die Distanzmatrix erweitert und die zusätzlichen Kosten über die lo-
garithmische Funktion definiert.
Die Arbeit betrachtet einen Problembereich, der bislang noch nicht erforscht ist, dem-
nach liegt hier ein umfangreicher Spielraum für die Entwicklung von weiteren Ansätzen
und Hypothesen vor.
Es ist nicht ausgeschlossen, dass auf den Kanten des Graphen weitere fiktive Knoten
liegen können. Im Rahmen dieser Arbeit wurde ein weiterer Ansatz zur Auffindung fik-
tiver Knoten betrachtet, der bislang empirisch nicht bestätigt ist. Dieser Ansatz wurde
zum Ende des Abschnitts 4.3 beschrieben.
Die Restriktionen 4.1 und 4.2 haben die Matrix der Zuteilung eingegrenzt und damit
die Lösung des Modells ermöglicht. Dennoch machen sie das Model nicht allgemein-
gültig, denn für den großen Graph sind sie zu restriktiv und können die optimalen
Zuteilungen aus der Zuteilungsmatrix aussondern. In diesem Bereich besteht demnach
weiteres Forschungspotential.
Abschließend lässt sich sagen, dass in der vorliegenden Arbeit eine mathematische Vor-
gehensweise entwickelt wurde, auf dessen Basis ein allgemeingültiges Modell zu optima-
len Lösungen des kontinuierlichen Problems für Graphen jeder Größe aufgebaut werden
kann.
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Anhang A
Zufälliger Graph
Abbildung A.1: Eigenschaften des zufälligen Graphen [MuPAD]
Abbildung A.2: Anfahrtskostenmatrix
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Anhang A. Zufälliger Graph
A.1 Ergebnisse für das erweiterte „generalized“
p-Median-Problem
Abbildung A.3: Anfahrtskostenmatrix nach der Erweiterung
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A.1. Ergebnisse für das erweiterte „generalized“ p-Median-Problem
Abbildung A.4: Zuteilungsmatrix für h = 20
Abbildung A.5: Zuordnung der Nachfrager j zu den Medianen i für die optimale
Zuteilung
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Anhang A. Zufälliger Graph
A.2 Ergebnisse für das Umformulieren des „generalized“
p-Median-Problem zur WLP
Abbildung A.6: Zuteilungsmatrix für h = 20
Abbildung A.7: Zuordnung der Nachfrager j zu den Medianen i für die optimale
Zuteilung
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