Minima distribution (MD) establishes a strict mathematical relationship between an arbitrary continuous function on a compact set and its global minima, like the well-known connection ∇f (x * ) = 0 between a differentiable convex function f and its minimizer x * . MD theory provides us with a global monotonic convergence for the minimization of continuous functions on compact sets without any other assumptions; and the asymptotic convergence rate can be further determined for twice continuously differentiable functions. Moreover, a derivative-free algorithm based on MD theory is proposed for finding a stable global minimizer of a possibly highly nonlinear and non-convex function. By means of an extensive testbed it is demonstrated that the MD method converges faster and with more stability than many other acclaimed global methods, and a MATLAB code of the algorithm is provided in appendix for the potential readers' convenience and the reproducibility of the computational results.
1. Introduction. Given a possibly highly nonlinear and non-convex continuous function f : Ω ⊂ R n → R with the global minima f * and the set of all global minimizers X * in Ω, we consider the constrained optimization problem (1) min
that is, finding f * and a stable global minimizer in X * ; where Ω is a (not necessarily convex) compact set defined by inequalities g i (x) 0, i = 1, · · · , r. Generally, finding an arbitrary local minima is relatively straightforward by using classical local methods, for example, a gradient-based approach; however, finding the global minima is far more difficult. As a typical representative of expanding local methods to deal with global problems, random search (RS) is based on the idea of performing parallel local searches starting from multiple initial points. RS appeared in the 1950s [1, 5, 34] and the theoretical investigation was established later [35, 27] , moreover, the choice of step size is further considered in [42, 41, 45, 23] . It is usually effective if the number of local minimizers of a target function is not large [3] ; however, one cannot see any overall landscape in the RS algorithm since there is no information exchange between those parallel local searches. And such information exchange, in fact, happens to be the focus of the so-called direct searches.
Central to every direct search method is a strategy that generates variations of a set of candidate solutions (often called a population). The best known of these are genetic algorithms (GA) [13, 24] , evolution strategies (ES) [36, 43] , differential evolution (DE) [47, 32, 9, 8] and so forth [52] . In particular, DE usually performs well for continuous optimization problems [31, 47, 9, 8] although does not guarantee that an optimal solution is ever found. The evolution strategy of DE takes the difference of two randomly chosen candidates to perturb an existing candidate and accepts a new candidate under a greedy or annealing criterion [19] . To some extent, these methods have used partial prior information to guide subsequent searches. holds for all k ∈ R and ∆k > 0, which implies a series of monotonous containment relationships, and one of them is, for examples,
moreover, if x * i ∈ X * is the unique minimizer of f in a certain subdomain Ω i ⊂ Ω, f (x − x * i ) = ψ( x − x * i 2 ) is radial in Ω i and ψ is a non-decreasing function on R + , then for all k ∈ R and ∆k > 0, it holds that (7) Ωi
These results will help us understand the optimization problem itself and distinguish the difference between global approximation and optimization. Based on the proposed theory, we also present a derivative-free algorithm for finding a stable global minimizer of any continuous function on a compact set. Using a monotonous relationship similar to (6) , the algorithm gradually simplifies a complex global problem into a simple local problem; meanwhile, the computational requirement is gradually decreasing while the convergence rate is increasing. But for the BO, on the contrary, the computational requirement is increasing while the convergence rate is often decreasing. The remainder of the paper is organized as follows. The concept of minima distribution (MD) and relevant conclusions (including the monotonic convergence and stability, etc) are fully built in section 2. And then, a derivative-free algorithm based on MD theory is proposed in section 3. Numerical experiments are performed for several illustrative examples in section 4. And we draw some conclusions in section 5. Since the distribution m f,Ω records all the information for the minimization of function f on Ω, we call it a minima distribution related to f and Ω. In the following, we will first introduce the nascent minima distribution function m (k) related to f and Ω, then define the minima distribution by a weak limit of m (k) ; meanwhile, we will establish the monotonic convergence, the stability, and some other useful results.
2.1. Nascent minima distribution function. Definition 2.1. Suppose f is a continuous real function defined on a compact set Ω ⊂ R n and ρ : R → R is monotonically decreasing with ρ(f (x)) > 0 for every x ∈ Ω. For any k ∈ N 0 or non-negative real number k, we define a nascent minima distribution function by
And a typical choice of τ is the exponential-type, i.e., τ (x) = e −f (x) . Remark 2.1. Of course, the exponential-type is not the unique choice of τ ; for example, τ (x) = 1 f (x)−f * is also a feasible choice in theory, although it is not convenient in practice because we don't know f * beforehand. Fig. 1 . Target function f = cos(x 2 )+x/4+1, x ∈ [0, 5] and relevant nascent minima distribution functions. Left: the target function. Right: the exponential-type m (k) with k = 0, 1, 3 and 9, which gradually highlights the information of f around the minimizer x * = 1.7522. Figure 1 , the most important feature of the nascent minima distribution function class is that m (k) retains almost all the information of f in the opposite sense when k( = 0) is small; while m (k) gradually highlights the information of f around the set of all global minimizers X * and compresses other information when k increases. Hence, this process shows a dynamic relationship between f and X * , which will be strictly established later. Clearly, m (k) is a probability density function (PDF) on Ω; especially, m (0) (x) = 1/µ(Ω) is the PDF of the continuous uniform distribution on Ω, where µ(S) = S dt is the n-dimensional Lebesgue measure of S.
As illustrated in
For any h ∈ C(Ω) and ν ∈ R, define the expectation
then we list some relevant properties below. Theorem 2.2. The nascent minima distribution function satisfies: (i) The maxima of m (k) is m (k) (x * ) and the set of all maximizers is X * .
where ∇ 2 f and ∇ 2 m (k) are the Hessian functions of f and m (k) , respectively. (iv) For every k ∈ R, it holds that
(v) If X * has zero n-dimensional Lebesgue measure, i.e., µ(X * ) = 0, then
(vi) If X * has nonzero n-dimensional Lebesgue measure, i.e., µ(X * ) > 0, then
Remark 2.2. According to the property (iv), it is a very natural thing to choose the exponential-type τ , although not necessary; and in this case,
Proof. Clearly, (i)-(iv) follow immediately from Definition 2.1. For any x ′ / ∈ X * , let p = τ (x ′ ), then there must exist an open set Ω p that has nonzero n-dimensional Lebesgue measure such that τ (t) > p if t ∈ Ω p and τ (t) p if t / ∈ Ω p , and further,
Otherwise, for any x ′′ ∈ X * ,
this proves (v) and (vi), and the proof is complete.
Monotonic convergence.
The most attractive property of m (k) is that it provides us with a monotonic convergence of the minimization for all continuous functions on compact sets without any other assumptions. This monotonic convergence strictly confirms the role of m (k) as a link between f and f * .
We first prove the convergence according to the continuity of f .
Proof. Given ǫ > 0, it follows from the continuity of f that there exists an open set Ω ǫ such that X * ⊂ Ω ǫ and f (x) − f * < ǫ holds for all x ∈ Ω ǫ ; further, according to (v) and (vi) of Theorem 2.2, there exists a K ∈ N such that
where R f = max x∈Ω f (x) − f * and k > K, which completes the proof of the first identity; and in a similar way one can establish the second one.
To prove the monotonicity, we need the following lemma. Lemma 2.4 (Gurland's inequality [16] ). Suppose y is an arbitrary random variable defined on a subset of R, if g and h are both non-increasing or non-decreasing, then E g(y) · h(y) E(g(y))E h(y) ; if g is non-decreasing and h non-increasing, or vice versa, then E g(y) · h(y) E(g(y))E h(y) . Theorem 2.5 (monotonicity). For every k ∈ R, the nascent minima distribution function (8) satisfies
especially, if τ is the exponential-type e −f and f is not a constant on Ω, then
Proof. According to (iv) of Theorem 2.2, we have
then there exists a ζ ∈ (k, k + ∆k) such that
hence, we have
Further, let y = f (x), then log(τ (x)) = log(ρ(y)), and then
since log(ρ(y)) is monotonically decreasing, it holds from Lemma 2.4 that E y log(ρ(y)) E(y)E log(ρ(y)) ,
is radial in Ω i and ψ is a non-decreasing function on R + , then
then it holds from (10) that
since log ρ(ψ(r)) is monotonically decreasing, the desired result follows. Theorem 2.7. The minima distribution satisfies the following properties:
A naive view of the minima distribution is that m f,Ω is the pointwise limit 2.4. Stability. The significance of stability is self-evident for optimization, we always expect a sequence of approximate solutions to converge to a flatter valley bottom in the presence of multiple minimizers. In the following, one will see that any method built on the MD theory satisfies this requirement in the sense of probability.
If µ(X * ) = 0, then m f,Ω can be viewed as the PDF of the uniform distribution on X * ; if x * is the unique minimizer of f on Ω, then m f,Ω is exactly the Dirac delta function δ(x − x * ); and if X * is a finite set, i.e.,
, then m f,Ω can be given by a linear combination of Dirac delta functions
and further notice that m
and further, the weight coefficients of (11) satisfy w 1 < w 2 < · · · < w s , as illustrated in Figure 2 . It is very helpful to find a stable solution when the target function has more than one global minimizer. Note that this derivation can be extended to any situation that the global minimizer is not unique. So we have the following theorem:
, then the probability that ξ is near x * 2 is greater than the probability that ξ is near x * 1 . (ii) If ξ is a random sample from a distribution with PDF m f,Ω , then the probability that ξ takes x * 2 is greater than the probability that ξ takes x * 1 . 2.5. Significant sets of m (k) . Here we will introduce several types of significant set of m (k) , which are very useful for both understanding m (k) itself and constructing efficient algorithms. Let's define the first type of significant set of m (k) as
then it is clear that Theorem 2.5 implies the following containment relationship: Theorem 2.9 (monotonic shrinkage). Suppose Ω is a compact set and f ∈ C(Ω). For all k ∈ R and ∆k > 0, it holds that
where X * is the set of all global minimizers of f ; especially, if τ is the exponential-type e −f and f is not a constant on Ω, it holds that D This result can also be stated in another way. For a > 0, it holds from (10) that
0. Hence, if we define the second type of significant set of m (k) as
and we have the similar containment relationship: Theorem 2.10 (monotonic shrinkage). Suppose Ω is a compact set and f ∈ C(Ω). For all a > 0, k ∈ R and ∆k > 0, it holds that
where X * is the set of all global minimizers of f ; especially, if τ is the exponential-type e −f and f is not a constant on Ω, it holds that D
Both f and τ might be very steep or highly oscillating in the main distribution area of m (k) . To enhance numerical stability, for a given sample set X = {x i } N i+1 and Y = f (X) we usually consider the normalization
c compresses the information where f is larger than E(Y ) and enlarges the information where f is smaller than E(Y ); on the other hand, τ a c guarantees that its values are always distributed within a suitable range.
Finally, we will introduce the third type of significant set of m (k) which can be used to estimate the shrink rate of m (k) . Let
. Similarly, we have:
for every k 0. Then, for any ∆k ∈ R + , according to Hölder's inequality, it follows that
for any ∆k ∈ R + , as claimed. reflects exactly the difference between m (k) and m (k+∆k) ; however, the shrink rate would be slow for a large k. Now we will consider the asymptotic shrink rate.
Let
when k continuously increases to k ′ = k + ∆k. It follows from (ii) of Theorem 2.2 that
where · is the Euclidean norm.
and then, it holds that
Hence, it holds from (17) and (18) that
and further, we can obtain the shrink rate as follows:
when k continuously increases to k + ∆k, then the shrink rate
This result can be used to measure the upper bound of the asymptotic convergence rate of an MD based method. This shows that the shrink rate of m (k) is inversely proportional to k. Therefore, the relevant shrinkage is almost independent of k when ∆k = (e − 1)k. In an average sense, it follows from the first mean value theorem for integrals that, the shrinkage from D
is the shrinking path as k continuously increases and ζ ∈ (k, ek).
2.7.
A further remark on the minima distribution. As mentioned above, the minima distribution is regarded as a weak limit of a sequence of nascent minima distribution functions {m (k) }. At the end of this section, we want to point out that the way to define m (k) is, of course, not unique.
Similar to the Dirac delta function, m (k) can also be defined by a uniform distribution sequence. For any k ∈ N 0 , we recursively define the sequence of sets
U ; then a uniform distribution based nascent minima distribution function can be defined as U (x) equals 1/µ(X * ) for every x ∈ X * and equals 0 for every x ∈ Ω − X * ; and for any k ∈ N 0 , we have the monotonicity
U provides an intuitive way to understand the MD theory and the definition of m (k) is not limited to all mentioned in this paper.
3.
Algorithm. Now we present an algorithm based on the proposed theory. The algorithm applies a contraction iteration from global to local for avoiding repeated global approximations on the overall scale.
3.1. MD algorithm. Its basic idea is to help us quickly reach the bottom range of the valley after a proper glance at the entire landscape. Specifically, it is based on a double-loop iteration process, see Algorithm 1. The outer loop is used to create both a nascent minima distribution function sequence for generating samples and a monotonous sequence of subsets for performing a fast shrinking; and the inner loop is used to ensure the accuracy of the approximation of f on each subset. The termination criteria for the inner loop is fulfilled if κ is greater than a certain ratio, where κ is the success rate of identifying whether the new candidates in X ′ belong to the next subset by the existing approximationf ; and this ratio is often selected in [2/3, 1].
Algorithm 1 MD Optimization
1: Generate X of candidates in D (0) = Ω by samplingm (0) 2: while termination criteria not satisfied, repeat do 3:
Update k = max(k, 1/ Var(f (X))) andm (k) according to evaluated X
4:
Update D (k) and X = X ∩ D (k) if outerIter > 1
5:
while termination criteria not satisfied, repeat do 6:
Update approximationf according to evaluated X
7:
Generate X ′ of candidates in D (k) by samplingm (k)
8:
Find the minimizer x ′ = arg min x∈D (k)f (x) 9: Assess the quality off by X ′ ∪ x ′ and update X = X ∪ X ′ ∪ x ′ 10: end while 11: end while
The parameters of the above MD algorithm are [N 0 , N, R, M, tol], where N 0 is the number of samples at the beginning, N is the number of samples per update, R is the recognition accuracy as a termination criterion for the inner loop, M is the max number of samples for the inner loop, tol is the tolerance. One will see the performance of the MD algorithm and its parameters setting in section 4.
We use the function in Figure 1 as an example to illustrate how the MD algorithm is performed. Note that all the inner loops here just perform only one iteration. In the first iteration, as shown in Figure 3 (a), the initial points X = {X i } 10 i=1 were uniformly generated on D (0) = [0, 5], then k was determined as 0.79 and an approximation m (0.79) were obtained for generating new candidates X ′ in D (0) ; and an approximation f was generated to determine the next subset and X was updated as X ∪ X ′ .
In the second iteration, as shown in Figure 3 (b), k was updated to 1.95 andm (1.95) were created from X for generating X ′ in D (1.95) , then D (1.95) is determined byf from the first iteration and X was updated as X ∩ D (1.95) which is concentrated in the three larger valleys. And then,f was generated to determine the next subset and X was updated as X ∪ X ′ . Similarly, in the next iteration, as shown in Figure 3 (c), k was updated to 6.04 andm (6.04) were created from X for generating X ′ in D (6.04) , then D (6.04) is determined byf from the previous iteration and X was updated as X ∩ D (6.04) which had been concentrated around the maximizer x * = 1.75220. Subsequently, an approximationf was generated to determine the next subset and X was updated as X ∪ X ′ .
3.2.
Gaussian RBF interpolation of f . To approximate f on any subset of Ω, we will briefly review the radial basis function (RBF) methods. In recent decades, RBF approximations have become a powerful tool for scattered data. It leads to algebraic convergence orders for finitely smooth functions and exponential convergence orders for infinitely smooth functions [37, 50, 51] ; this result comes from a quantified fact that a differentiable function whose derivatives are bounded cannot attain large values if it is small on a sufficiently dense discrete set [37] . And the key to achieving the best accuracy is to choose the right bandwidth for a given dataset.
Let the dataset X = {X i } N i=1 ⊂ D and associated function values Y i = f (X i ), then a Gaussian RBF interpolant of f is required to be of the form
2σ 2 and the bandwidth σ > 0; further, the coefficients can be determined by enforcing the interpolation constraints, that is,
A well-known way for selecting the bandwidth is the method of cross validation which has long been used in the statistics literature. Here we consider a special case of leave-one-out cross validation (LOOCV) proposed by Rippa [39] , i.e., the optimal bandwidth is chosen as (20) σ * = arg min
with the computational complexity O(N 3 ). Then, the interpolant can be given as
This interpolation, of course, can also be replaced by a Gaussian process [33] . And moreover, one can use the interpolationf (x) to update
where τ a is given by (14) and E (k) t e −a(f(t)−c) ≈ E e −a(f(X)−c) for a given set X.
Mixed Gaussian approximation of m (k)
. To facilitate the sample generation, we will consider the mixed Gaussian approximation of m (k) . In low dimensional space, we could develop the classical Nadaraya-Watson (NW) estimator for this purpose. First recall the NW Gaussian kernel estimator [28, 49] of τ k (x) = e −kf (x) , i.e., (22) 
where Y i = f (X i ). It is often called the "local constant" estimator. Commonly, the closeness ofτ k N W to its target τ k is measured by the size of the mean squared error (MSE) and the asymptotic expression of the MSE ofτ k N W can be given as [21, 30] 
Consider the following convolution
then the regularized NW Gaussian kernel estimator of τ k can be further rewritten as the following form
.
Here (23) is a mixed Gaussian distribution because the coefficients α are non-negative. Similar to Refs. [21, 30] , we know (23) has the same convergence order as (22) . And the optimal bandwidth can also determined by the LOOCV method [21] . And further, a regularized Gaussian kernel estimator of m (k) can be given as
So the required samples can be efficiently generated using random sequences.
In high dimensions, the accuracy of such a density estimator may not be good enough. Actually, by Theorem 2.3, if f has a unique minimizer in Ω, then the sampling distribution m (k) can be roughly reduced to only one Gaussian distribution, i.e., (25) N
and σ 2 c = E Var(X) . For the case of multiple global minimizers, practical evidence shows that the approach is often more efficient to find the most stable minimizer in the sense of probability, see section 4. Further, reasonable application of quasi-random sequences [17, 46] can help achieve a stable exploration.
Numerical examples.
We first list some popular test functions in Table 1 . Here, f 1 is a very simple 2-D function that has four global minima. f 2 -f 5 are the Ackley, Alpine, Griewank [15] and Rastrigin functions, respectively. They are some of the most widely used test functions [52] which pose a similar risk for optimization algorithms to be trapped in one of its many local minima. And, f 6 is the Rosenbrock function [40] and the global minima lies in a long, narrow and parabolic shaped flat valley; f 7 is the Bird function which has some sharp local minima; f 8 is the six-hump Camelback function [10] which has six local minima, and two of which are global; and finally, f 9 is the Goldstein-Price function [14] which has several local minima, and the global minima lies in the flat bottom.
Stability.
We use the test function f 1 to demonstrate the stability of the MD algorithm. As mentioned in subsection 2.4, the solution of the MD algorithm converges to a flatter valley with a larger probability. Now it is very clear to see this phenomenon from Figure 4 , and we can find that (i) the magnitude of this probability is proportional to the opening size of the corresponding valley, (ii) the sampling form (25) is much more helpful to find the most stable minimizer, and (iii) the the sampling from (25) based MD is more stable than other acclaimed methods. So we will mainly use the sampling from (25) in the remaining comparisons. And one can see that DE is more stable than BO for the case (but BO converges much faster than DE). 
Comparison with BO.
Although they are all model-based strategies, the difference between BO and MD is very obvious in Figure 5 . For the complicated Ackley function f 2 , the global approximation of BO quickly locks the valley bottom, but its approximation accuracy at the valley bottom has not improved for a long time, so its exploration is often trapped in one of the local minima of the valley bottom, see Figure 5 (c); in contrast, the strategy of MD can more accurately focus exploration near the global minima, see Figure 5 (b), so MD gets a better convergence in this case.
For another example, the smooth Rosenbrock function f 6 , although BO and MD show similar convergence, see Figure 5(d) , the difference between BO and MD is also obvious. It seems that the exploration of BO is mainly concentrated in the whole valley bottom, while the exploration of MD is gradually concentrated around the most stable global minima, combined with the stability; as shown in Figures 5(e) and 5(f)). Although it is still too early to say which one is better, in terms of computational costs, MD's shrinking strategy is indeed much faster than BO's global approximation.
An extensive comparison between BO and MD is shown in Figure 6 . All examples Fig. 5 . The MAE is the average of the absolute deviations between the current best and f * , similarly hereinafter. The MAEs of MD and BO are generated by repeating 20 and 3 independent runs, respectively. MD's parameters setting is [15n, 15n, 0.67, 150n, 10 −6 ] and the acquisition function of BO is selected as the one that best fits the current target function. support the conclusion that MD converges faster than BO; but it is also worth noting that each example also indicates that BO is better than MD in the early stage -this is the greatest advantage of global approximation. Objectively speaking, the global approximation, as well as the local one, cannot be suitable for all functions. In addition to the approximation method, the main difference between BO and MD is the use of existing function evaluations, one is probabilistic while the other is deterministic. We do not focus on multidimensional problems here because they usually require more function evaluations while BO's computational cost is very expensive at this time.
Comparison with RS and DE.
As we mentioned, RS is the most typical strategy of expanding local methods to deal with global problems; and DE was proved to be the fastest evolutionary algorithm in the First International IEEE Competition on Evolutionary Optimization [31, 47] . First, the full comparison in 2-D is shown in Figure 7 . All examples support the conclusion that MD converges much faster than RS and DE. This is expected because both RS and DE do not make full use of prior information such as previous function evaluations, as we mentioned above.
The comparison in higher dimensions (n = 5, 10 and 20) is shown in Figure 8 . All examples also support the same conclusion that MD converges much faster than RS and DE. Although RS is simple and even effective for some limited applications, nne can see that it performs poorly for complex multidimensional problems, after all, it is not a true global method, as we mentioned above.
Potential improvements.
Despite the excellent performance of the MD algorithm, we found that there still exist some problems from the practical tests above. Now let's summarize them below, which are needed to continue to be considered in future research: 
No. 9, n=2
BO -LCB BO -EI MD Fig. 6 . Comparison on some test functions from Table 1 . The MAEs of MD and BO are generated by repeating 20 and 3 independent runs, respectively. And MD is running with the same parameters setting [10n, 10n, 0.67, 150n, 10 −6 ].
1. The MD algorithm is a model-based approach which depends on the accuracy and efficiency of the approximate model. The computational complexities of both the LOOCV based RBF interpolation and GP is O(N 3 ) for N data points. This computation cost largely hampers the wider application. So the multidimensional approximation is of course a very important foundation, and its advance will greatly improve the revolution of global optimization. 2. At this moment, the performance of the MD algorithm still depends on those several predesigned parameters. With a little experience one could often find a set of feasible parameters for an unknown problem with known dimensions; however, this is inconvenient and can sometimes lead to convergence failure. Hence, it will be very helpful to determine or adjust this set of parameters based on the current prior information. 3. Although there are some advantages to using a single Gaussian distribution to roughly approximate m (k) , it is clearly not the best choice. For example, the sampling form (24) is much better than (25) for the Rosenbrock function. Therefore, how to effectively improve this sampling distribution is a very important issue for all potential MD-based methods.
Conclusions.
In this work, we built an MD theory for global minimization of continuous functions on compact sets and proposed a derivative-free algorithm for finding a stable global minimizer of a possibly highly nonlinear and non-convex function. In some sense, the proposed theory breaks through the existing gradientbased theoretical framework and allows us to reconsider the non-convex optimization. On the one hand, it can be seen as a way to understand existing methods; on the other hand, it may also become a new starting point. Thus, we are convinced that the proposed theory and corresponding algorithm will have a thriving future. Fig. 7 . Comparison on the test functions from Table 1 . The MAEs are generated by repeating 20 independent runs. RS is running with 50 parallel local searches which start with 50 randomly selected points from the 2-dimensional Halton sequence, respectively. DE is running with the same parameters setting NP = 25, F = 0.5 and CR = 0.7 with tol = 10 −5 . And MD is running with the same parameters setting [10n, 10n, 0.67, 150n, 10 −6 ]. Fig. 8 . Comparison on some test functions from Table 1 . The MAEs are generated by repeating 20 independent runs. RS is running with 50 parallel local searches which start with 50 randomly selected points from the relevant Halton sequence, respectively. DE is running with the same parameters setting NP = 20, F = 0.5 and CR = 0.1 with tol = 10 −6 . And MD is running with the parameters setting [10n, 10n, 0.67, 150n, 10 −5 ] for f 2 and f 3 , [100n, 10n, 0.67, 200n, 10 −5 ] for f 4 and [100n, 10n, 0.67, 150n, 10 −5 ] for f 5 .
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