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Abstract – In this paper, we propose novel algorithmic 
models based on fusion of independent and correlated 
gene features for multiclass microarray gene 
expression classification. It is possible for genes to get 
co-expressed via different pathways. Moreover, a gene 
may or may not be co-active for all samples. In this 
paper, we approach this problem with a optimal feature 
selection technique using analysis based on statistical 
techniques to model the complex interactions between 
genes. The two different types of correlation modelling 
techniques based on the cross modal factor analysis 
(CFA) and canonical correlation analysis (CCA) were 
examined. The subsequent fusion of CCA/CFA features 
with principal component analysis (PCA) features at 
feature-level, and at score-level result in significant 
enhancement in classification accuracy for different 
data sets corresponding to multiclass microarray gene 
expression data. 
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1 Introduction 
The classification of tumour samples into groups of 
biological phenotypes is called molecular classification 
[1, 2, 3, 4]. For diagnosis, prognosis and effective 
treatment of cancer, molecular classification studies 
offers great promise. [3, 4, 5]. The location and 
microscopic appearance of the cancerous cells can be 
traditionally determined by such molecular classification 
studies. The tumours of different types can take different 
paths in due course of time. Hence use of such 
conventional molecular classification approaches is in-
affective and slow, and cannot predict the progress of the 
disease with reliable accuracy. 
 Since all tumours do not grow at the same rate, with 
some tumours growing more aggressively after previous 
observations, requiring more aggressive treatment 
regimes. Whereas, some other tumours remain inactive 
an may require no treatment at all [2,3,5]. As there could 
be adverse side effects of cancer treatment, patients 
should be spared of unnecessary treatment if the 
predictive studies show that tumour stays inactive for a 
long time. However, if the classification method used is 
not reliable, there could be risks involved in withholding 
the cancer treatment. While some tumours could be 
particularly resistant to commonly prescribed anticancer 
drugs, others may not be of same potential. An optimal 
treatment regime for each patient can be ensured by 
prediction of resistance to anticancer drugs. It is possible 
to prescribe alternative anticancer drugs, if a patient is 
predicted to be resistant to commonly prescribed 
anticancer drugs. In such cases, the patient can be 
recommended with new anticancer drugs. 
 A genome is not just a collection of genes working 
in isolation, but involves a highly coordinated global 
level control of information for carrying out a range of 
cellular functions [1]. Elaborate patterns of gene 
interactions are involve for any cellular activity for  
marshalling appropriate processes. Further, the 
information that controls when and where the parts of 
living organism should be made is also coded in 
genomes. Hence, by conductive Therefore, it is important 
to carry out proper genome-wide studies in order to 
facilitate: 
 
1. Identifying effectively different correlated 
genes, and  
2. For a better appreciation of the mechanisms 
that are fundamental to gene transcription and 
regulation. 
 
 DNA microarrays measure expression of several 
thousands of genes. The discovery of microarray 
technology proved to be a useful tool in molecular 
classification for predicting the gene expression levels in 
each tumour sample [2,3,4]. In various organisms, the 
effects of drugs on gene expression could be investigated 
by using Microarray classification. As compared to 
sequencing,  the microarrays for gene expression analysis 
are computationally inexpensive. Also, of late, different 
machine learning and statistical analysis tools have 
become more cost-effective and mature.   
 However, when the data is noisy and contains 
artefacts, gene prediction from microarrays could be 
inaffective Further, another problem is large feature 
dimensions and small sample size, resulting in statistical 
errors and search space that is too large. 
 Use of certain feature selection techniques can 
address the problem of high feature dimensions and small 
sample sizes [1,2]. Feature selection techniques play an 
important role in reduction of noise and computational 
costs for a using microarray data for gene expression 
based tissue classification. However, for multiclass 
microarray datasets, existing feature selection techniques 
have not resulted in either improvement in accuracy and 
reduction in noise. This is because many conventional 
feature selection algorithms do not model feature 
dependencies and complex gene interactions, leading to 
overly optimistic estimates of accuracy.  
In fact, majority of genes are irrelevant and do not supply 
useful information in distinguishing different class 
samples [2, 3, 4, 5]). Hence including them to the 
reduced feature set or predictor set may not increase the 
accuracy of microarray classification, particularly for 
multiclass scenarios. They could increase the classifier 
complexity, and can lead to increase in classifier noise 
and reduction in classifier accuracy. 
 
2 Optimal Feature Selection Techniques 
 
An optimal subset of features can be determined by 
employing certain feature selection techniques. These 
techniques try to find an optimal subset of features, S, 
from an overall set of N features, resulting in best 
classification accuracy. This reduced optimal feature 
subset can be called as the  predictor set, |S| and in 
general as much lower dimension as compared to overall 
set (S << N). Use of  good feature selection techniques 
can lead to several benefits, such as [2, 3, 10, 11]: 
 
(a) A better insight of data and selected feature 
sets that affect the phenotypes of the samples.   
 
(b) A reduction in classifier complexity, noise and 
over fitting. 
 
 Classification of membership of the sample (i.e. 
observed state of the sample) can be done by identifying 
the members of the predictor set which in turn indicate 
the genes involved in biological pathways. Such an 
information finds great use in the field of 
pharmacological gene therapy, where drugs are designed 
to target specific genes, for achieving the desired 
biological state (e.g., from highly aggressive tumour to 
less aggressive tumour).  
 Use of different feature selection techniques to 
extract an optimal predictor set is reported in several 
seminal research works [2, 12, 13, 14]. The authors in 
some of these works proposed certain commonly used  
correlation based criteria such as relevance and 
redundancy, for forming the predictor sets. The authors 
in [2] used a third criterion called differential 
prioritization criterion was used for addressing multiclass 
scenarios, which is based on assigning higher priority to 
maximizing relevance as compared to minimizing 
redundancy. 
 Another measure called the degree of differential 
prioritization (DDP) measure  was proposed by authors in 
[2] to establish an optimal balance between relevance and 
redundancy for the multiclass micro-array gene 
expression classification problem [2]. This measure was 
used for assigning higher importance to minimizing 
redundancy as the number of classes increase. For 
example, for achieving higher accuracy. minimizing 
redundancy in a 14-class problem can be considered more 
important than minimizing redundancy in a two-class 
problem,  
 Another measure called “ant redundancy” was 
proposed in [2] , which was used in conjunction with 
DDP measure leading to an unique ability to 
differentially prioritize the optimization of relevance 
against redundancy (and vice versa), resulting in optimal 
accuracy for multiclass microarray data analysis problem. 
However, none of the reported works including [2],  
considered feature dependencies or complex gene 
interactions in extracting the predictor set. Hence, overly 
optimistic results were achieved for joint DDP-
antiredundancy, though it was possible to get a good 
insight into the multiclass problem.    
 For the research work reported in this paper, we 
propose novel algorithmic models for feature selection for 
extracting the predictor set based on correlation features, 
Further, we propose a fusion protocol for combining  
proposed correlation features with traditional PCA 
features at different levels (feature-level and score-level) 
to enhance the robustness of the correlation features. The 
proposed algorithmic models were evaluated with several 
Multiclass Microarray gene expression datasets, and  
showed a significant reduction in  dimensionality and the 
deviation error,  and n improvement in classification 
accuracy. The rest of the paper is organized as follows. 
Next Section describes algorithmic models for modeling 
the feature dependencies based on correlation features. 
Section 4 describes the details of the experiments carried 
out for an evaluation of the proposed correlation features 
for different multiclass datasets. Section 5 presents some 
conclusions from this study and plan for further work.  
 
3 Correlation Models 
We examine two different correlation modeling 
techniques based on multivariate statistical analysis 
techniques: Canonical Correlation Analysis (CCA) and 
Cross modal factor analysis (CFA). Our contribution in 
this paper is to show that CCA/CFA features  can be used 
to extract the optimal predictor set that take into 
consideration feature dependencies between different 
genes. These methods search for commonalities in data 
sources or statistical dependencies between different 
genes. They can best represent or identify the coupled 
patterns between the features of the two different subsets. 
 
One can use the following optimization criteria for 
obtaining the optimal transformations for the CFA 
technique: Assuming two subsets of features have been 
used for constructing two mean-centered matrices X and 
Y, orthogonal transformation matrices A and B that can 
minimise the expression can be shown as: 
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The matrices A and B in Equation (1) define two 
orthogonal sub spaces where coupled data in X and Y can 
be projected as close to each other as possible. 
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where the trace of a matrix can be expressed as the sum of 
the diagonal elements. It can be observed that matrices A 
and B which maximise trace (XABTYT)) will minimise the 
equation above. We can show that such matrices are 
represented by: 
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Once the optimal transformation matrices A and B are 
determined as in Equation (4), the transformed version of 
X and Y can be calculated as follows: 
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The coupled relationships between the two feature subsets 
can be represented by corresponding vectors in X~ and 
Y~ . One can find the first and most important k 
corresponding vectors in X~  and Y~ using conventional 
Pearson correlation or mutual information calculation 
[15], facilitating the principal coupled patterns in much 
lower dimensions to be preserved. The CFA technique 
thus provides two advantages: reduction in feature 
dimension, as well as feature selection capability. 
A different optimization technique is used for  
Canonical Correlation Analysis (CCA) method. For the 
CCA method, the transformation matrices A and B are 
obtained by maximising the correlation between XA and 
XB, instead of minimizing the projected distance 
Following mathematic formulation can be used to 
describe this technique.  
The two matrices A and B can be obtained from two mean 
centred matrices X and Y such that: 
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The largest possible correlation between the ith  translated 
features in   X~ and Y~ is represented by i? . Additional 
norm and orthogonal constraints can be used to solve the 
above problem with CCA technique as described below:  
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In CCA, A and B  are calculated as follows: 
??? 2/1 .xx KSA   
and    
??? 2/1 .yy KDB  
where  
? ?? ?xx T XXE ,  
? ?? ?yy TYYE ,  
? ?? ?xy TYXE  
 
and  
T
KKxx xy yy K
DVSL ..2/1 2/1? ? ?? ? ??  
  (8) 
 The optimal feature sets using the proposed CCA or 
CFA technique are used as the predictor set for 
performing the classification experiments for multiclass 
microarray datasets. The size of the predictor set should 
be such that the most of the shared variation is preserved, 
and yet over fitting can be avoided. One can use a 
sophisticated optimization criteria for finding the optimal 
dimensionality of the predictor set. However,  we found 
that an empirical and experimental approach was quite 
satisfactory. This is due to the reason, that the first few 
CCA or CFA components normally contain most of the 
reliable shared variation among the data sets. The  last 
components usually represents noise, and can be dropped 
conveniently. Next Section describes the details of 
classification experiments with the proposed correlation 
features and their  subsequent fusion  with PCA features. 
 
4 Experimental Details 
 
The classification experiments for evaluation of proposed 
correlation features involved used of five different 
multiclass microarray datasets. Also, for baseline 
comparison, all classification experiments involved used 
of predictor set obtained using principal component 
analysis, one of the conventional multivariate analysis 
technique for reducing the dimensionality of feature 
vectors [2, 15]. The five different microarray datasets 
used for benchmarking were:  
 
 
? The AML/ALL dataset [14] , containing 3 subtypes 
of leukemia: AML, B-cell and T-cell ALL.  
 
? The MLL dataset [13], which contains 3 subtypes 
of leukemia: ALL, MLL and AML.  
 
? The PDL dataset [10], consisting of 6 classes, each 
class representing a diagnostic group of 
childhood leukemia.  
 
? The SRBC dataset [11] comprising  4 subtypes of 
small, round, blue cell tumors (SRBCTs). 
 
? The Lung dataset [12], which is a  5-class dataset, 
with 4 classes as subtypes of lung cancer; and the 
fifth class consisting of normal samples.  
 
 
The predictor set dimension used was from P = 2 to P = 
Pmax . For a systematic evaluation, the dimensionality is 
increased progressively, one at a time. It was observed 
that this technique works quite well [2], and can be 
attributed to inherently superior modelling and 
dimensionality reduction capability of the proposed 
correlation features based on CCA or CFA technique. 
All the classification experiments involved training and 
testing phases. The data was divided into 3 subsets: 
training, validation and testing. The validation data set 
was primarily for determining the size of the predictor 
set. A DAG-SVM classifier was used for all classification 
experiments [2]. The DAGSVM is an all-pairs SVM-
based multi-classifier which uses substantially less 
training time compared to neural networks, and has been 
shown to produce significant accuracy in some of the 
previous studies [2, 15]. 
As can be observed in Table 1, it is possible to obtain 
better estimates of accuracy with the maximum size of the 
predictor set ranging from Pmax = 10 to  Pmax = 20, as the 
number of classes increases from  K = 3 to K = 5. This is 
a significant reduction in the dimensionality of the 
predictor set as compared to previous studies  reported [2, 
3].   
Table 1. Predictor Set Dimensions for different 
benchmark datasets 
 
Dataset Type N K Pmax 
PDL Affymetrix 12011 5 25 
Lung Affymetrix 1741 5 20 
SRBC cDNA 2308 4 15 
MLL Affymetrix 8681 3 12 
ALL Affymetrix 3571 3 10 
 
Where N represents the number of CCA/CFA features 
and K represents the number of classes in the dataset. 
The experimental evaluation comprised of several 
feature selection experiments with each data-set, 
including standalone (single mode) predictor sets 
involving CFA features, CCA features and PCA features, 
those corresponding to feature-level fusion of PCA, CCA 
and CFA features, and finally those involving score-level 
fusion of these features. As mentioned before, a 
DAGSVM classifier was used for evaluating the 
performance of different predictor set features from all the 
experiments.  
Table 2. Classification Accuracy For a  Predictor Set Size of 
Pmax 
 
Dataset CFA CCA PCA 
NC160 56% 53% 51% 
PDL 64.6% 58.4% 54% 
Lung 69.2% 63.2% 61% 
SRBC 72.3% 68.5%    66.9% 
MLL 73.8% 71.4% 68.5 
ALL 74.4% 72.5% 71.6% 
 
Two different measures – classification accuracy and 
class-prediction error was used to evaluate the 
performance of the proposed predictor sets based on 
correlation features and their subsequent fusion. The 
classification accuracy for each class is defined as the 
ratio of correctly classified samples of that class to the 
class size in the test set.  The classification accuracy is 
measured as the difference between the best class 
accuracy and the worst class accuracy among the K class 
accuracies in a K-class dataset. A lower class-prediction 
error indicates a better  classifier performance. 
 
Table 3. Classification Accuracy with Feature-level Fusion\ 
 
Dataset CFA 
_PCA 
CCA 
_PCA 
CCA 
_CFA 
NC160 58% 61% 63% 
PDL 68.6% 67.7% 65.4% 
Lung 72.3% 68.3% 67.2% 
SRBC 82.4% 83.4% 82.4% 
MLL 84.6% 81.8% 80.7% 
ALL 86.8% 82.7% 81.4% 
Table 4. Classification Accuracy with Score-level Fusion 
 
Dataset CFA 
+PCA 
CCA 
+PCA 
CCA 
+CFA 
NC160 65% 71% 61% 
PDL 92.6% 92.6% 86% 
Lung 88.3% 84.3% 79.1% 
SRBC 91.6% 93.5% 81.5% 
MLL 94.8% 95.8% 88.8 
ALL 94.9% 96.7% 91.4% 
 
 
As can be observed  in Table 4, score level fusion of  CFA 
features with PCA features, outperforms the  single-mode 
and feature level fusion experiments, resulting in better 
classifier accuracy for different subsets of data shown in 
Table 1.  
Table 5. Class-prediction error for different predictor set sizes 
(Pmax) 
 
Dataset CFA 
+PCA 
CCA 
+PCA 
CCA 
+PCA 
NC160 0.69 0.71 0.66 
PDL 0.34 0.38 0.31 
Lung 0.53 0.59 0.49 
SRBC 0.12 0.18 0.09 
MLL 0.18 0.20 0.16 
ALL 0.16 0.21 0.15 
Further, the class-prediction errors shown in Table 5 
depicts a better performance with score-level fusion of 
CFA features with PCA features. Finally, both the CFA 
features and their score-level fusion with PCA features 
significantly outperform both the single mode and 
feature-level fusion predictor sub-sets. 
 
5 Conclusions and Further Work  
A novel feature selection technique based on correlation 
modelling between genes is proposed in this paper for 
multiclass microarray gene expression classification. The 
correlation features  based on cross modal factor analysis 
and their subsequent score-level fusion results in 
significant reduction in dimensionality and deviation 
error and an improvement in classification accuracy. 
Further research work will focus on other feature 
selection techniques based on co-inertia analysis and 
latent semantic analysis, for large multiclass microarray 
datasets.  
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