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We study the effect of the chemical potential on the results of the BCS theory of superconductivity.
We assume that the pairing interaction is manifested between electrons of single-particle energies in
an interval [µ− h¯ωc, µ+ h¯ωc], where µ and ωc are parameters of the model–µ needs not be equal to
the chemical potential of the system, denoted here by µR. The BCS results are recovered if µ = µR.
If µ 6= µR the physical properties change significantly: the energy gap ∆ is smaller than the BCS
gap, a population imbalance appears, and the superconductor-normal metal phase transition is of
the first order. The quasiparticle imbalance is an equilibrium property that appears due to the
asymmetry with respect to µR of the single-particle energy interval in which the pairing potential
is manifested.
For µR − µ taking values in some ranges, the equation for ∆ may have more than one solution
at the same temperature, forming branches of solutions when ∆ is plotted vs µR − µ at fixed T .
The solution with the highest energy gap, which corresponds to the BCS solution when µ = µR,
cease to exist if |µ − µR| ≥ 2∆0 (∆0 is the BCS gap at zero temperature). Therefore the super-
conductivity is conditioned by the existence of the pairing interaction and also by the value of µR−µ.
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2I. INTRODUCTION
In the BCS formalism of superconductivity [1, 2], an attractive interaction potential is assumed to act between
pairs of electrons with opposite momenta and opposite spin projections (or between pairs of electrons of time reversed
eigenstates [3]) if their free single-particle energies ǫ
(0)
k
are in an interval of width 2h¯ωc centered at µ. In general it is
assumed that µ is one and the same as the chemical potential of the system, which will be denoted here by µR and
which is determined by the density of electrons and the interaction of the system with the environment (e.g. with a
heat and particle reservoir). We consider that the pairing potential is a microscopic characteristic of the interaction
between the electrons and therefore it is not (or at least not directly) determined by the value of the chemical potential,
which may be changed by applied pressure or doping. For this reason, we shall assume that µR may take values which
are different from µ and we shall investigate the effects of this difference on the superconducting phase.
As expected, when µ = µR we recover the typical BCS theory. If µ 6= µR the thermodynamics change significantly,
namely the gap energy ∆ and the temperature of the superconductor-normal metal phase transition decreases with
|µ−µR|, a quasiparticle branch imbalance appears, and the phase transition becomes discontinuous (of the first order).
For some intervals of µR−µ, the equation for ∆ may have multiple solutions at the same temperature. For this reason
the plot ∆ vs µR − µ at fixed T shows multiple branches. In this paper we analyze only the branch of solutions with
the biggest gap, which reduce to the BCS solution in the point µR = µ. For this branch of solutions, if |µR−µ| < 2∆0
(∆0 is the BCS energy gap at zero temperature) the zero temperature gap is independent of µ − µR (although the
temperature of the phase transition decreases to zero as |µ− µR| increases to 2∆0), whereas for |µ− µR| > 2∆0 the
energy gap is not formed anymore, even at zero temperature. In the standard BCS theory, this phenomenon may be
the equivalent of the superconducting dome from the high-Tc superconductivity.
It is known that quasiparticle imbalance appears when quasiparticle currents are injected into the superconductor
sufficiently high above the energy gap. This is a non-equilibrium situation and is explained in Refs. [4–6] by attributing
different chemical potentials to the quasiparticle system and to the condensate. We show here that quasiparticle
imbalance appears also in equilibrium, due to the asymmetry with respect to µR of the interval in which the pairing
interaction is manifested and when there is no distinction between the chemical potential of the pairs and the chemical
potential of the quasiparticles (related to this, see the discussion in Ref. [7]).
The paper is organized as follows. In the next subsection we present the basic results of the BCS theory and the
Bogoliubov transformations, in order to introduce the notations and to emphasize that we use the standard formalism.
In Sections II and III we calculate the total number of particles N and the energy E of the system, whereas in the
Sections IV and V we calculate the variations of E and N with the populations of the quasiparticle states. In Section
VI we calculate the equilibrium particle distribution and present the main results. The conclusions are presented in
Section VII.
Our method of calculation resembles the one presented in Ref. [8], with the difference that here we introduce the
additional parameter µR and we calculate the dependence of the average number of particles N on the number of
quasiparticle excitations, which is then used in the maximization of the partition function. The average number of
particles in the system is determined by the populations of the quasiparticle states and by the parameters of the model
Hamiltonian, µ, ωc, and V . This more rigorous approach introduces an extra term in the quasiparticle excitation
energy, which determines the properties of the system when µ 6= µR, but has no effect on the equilibrium properties
when µ ≡ µR and constant density of states, which is the simplified situation discussed in Ref. [8].
A. Standard BCS approach
Let us consider the BCS formalism for clean superconductors, in which the electrons’ wavefunctions are plane waves
of wavevectors k. If we denote by s = ±1/2 (or s =↑, ↓) the spin projection, then the state of the electron is denoted
by |k, s〉. We denote the electrons creation and annihilation operators by c†
k,s and ck,s, respectively, and the BCS
pairing Hamiltonian is [1, 2]
HˆBCS =
∑
ks
ǫ
(0)
k
nks +
∑
kl
Vklc
†
k↑c
†
−k↓c−l↓cl↑, (1)
where nks ≡ c†k,sck,s is the occupation number operator for the single-particle state |k, s〉 and ǫ(0)k is the corresponding
single-particle energy. Following for example the textbook [1], to diagonalize the Hamiltonian (1) one introduces the
notation bk = 〈c−k↓ck↑〉 (where 〈·〉 is the average) and writes c−k↓ck↑ ≡ bk + (c−k↓ck↑ − bk). Writing HBCS in terms
of this difference and keeping only the first order terms we get
Hˆ =
∑
ks
ǫ
(0)
k
nks +
∑
kl
Vkl(c
†
k↑c
†
−k↓bl + b
∗
k
c−l↓cl↑ − b∗kbl). (2)
3The Hamiltonian (2) is quadratic and can be diagonalized. To obtain analytic expressions and convergent quantities
in the thermodynamic limit (convergent energy gap, condensation energy, etc.), one assumes that the pairing potential
Vkl ≡ V is constant and different from zero only if ǫ(0)k and ǫ(0)l belong to a finite interval IV ≡ [µ − h¯ωc, µ + h¯ωc]
centered at the BCS chemical potential µ. For the convenience of the calculations, Hˆ is transformed into the model
Hamiltonian HˆM = Hˆ − µNˆ , where Nˆ ≡
∑
k,s c
†
kscks is the particle number operator. HˆM is diagonalized to become
HˆM =
∑
k
(ξk − ǫk +∆b∗k) +
∑
k
ǫk(γ
†
k0γk0 + γ
†
k1γk1), (3)
where ξk ≡ ǫ(0)k − µ, ǫk ≡
√
ξ2
k
+∆2, and ∆ is the energy gap, which is defined by the equation
∆ = −V
∑
l
〈c−k↓ck↑〉 (4)
The operators γ†
ki and γki (i = 0, 1) are the quasiparticle creation and annihilation operators, respectively, and
are defined by the relations ck↑ = u∗kγk0 + vkγ
†
k1, c
†
k↑ = ukγ
†
k0 + v
∗
k
γk1, c
†
−k↓ = −v∗kγk0 + ukγ†k1, and c−k↓ =
−vkγ†k0 + u∗kγk1, where uk and vk are
|vk|2 = 1− |uk|2 = 1
2
(
1− ξk
ǫk
)
. (5)
Using the definitions of ∆ and of the γ operators, Eq. (4) is transformed into the self-consistent equation for the gap
energy
1 =
V
2
∑
l
1− nk0 − nk1
ǫl
, (6)
where nki = γ
†
kiγki is the number of quasiparticles. If we work in the quasicontinuous limit, the summation over k
is transformed into an integral over the free particle energies ǫ(0) with the general density of states (DOS) σ(ǫ(0)) ≡
σ(ξ + µ). Then Eq. (6) becomes
2
V
=
∫ h¯ωc
−h¯ωc
1− n0ǫ(0) − n1ǫ(0)√
ξ2 +∆2
σ(ξ + µ) dξ. (7)
The equation for the gap energy at zero temperature ∆0 ≡ ∆(T = 0) is
2
V
=
∫ h¯ωc
−h¯ωc
σ(ξ + µ) dξ√
ξ2 +∆20
. (8)
If the DOS is constant, i.e. σ(ξ + µ) ≡ σ0, Eq. (8) gives the usual BCS result, ∆0 = 2h¯ωc exp[−1/(σ0V )].
II. THE NUMBER OF PARTICLES IN THE SYSTEM
The only BCS parameters that we specified in Section IA are µ, ωc, and V . We denote the BCS ground state (the
state with no quasiparticle excitations) by
|{0}, µ〉 =
∏
k
(uk + vkc
†
k↑c
†
−k↓)|0〉, (9)
where uk and vk were defined in Section IA and |0〉 is the vacuum state. A quasiparticle creation operator applied
to the BCS state creates a single-particle excitation,
γ†
l0|{0}, µ〉 = c†l↑
∏
k( 6=l)
(uk + vkc
†
k↑c
†
−k↓)|0〉, (10a)
γ†
l1|{0}, µ〉 = c†−l↓
∏
k( 6=l)
(uk + vkc
†
k↑c
†
−k↓)|0〉, (10b)
4whereas two gamma operators applied to the same pair of states leads to a pair excitation,
γ†
l0γ
†
l1|{0}, µ〉 = (ukc†l↑c†−l↓ − vl)
∏
k( 6=l)
(uk + vkc
†
k↑c
†
−k↓)|0〉 = −γ†l1γ†l0|{0}, µ〉. (10c)
In the presence of the set of excitations denoted by {nki} (i = 0, 1), the state of the system is denoted by |{nki}, µ〉
and ∆ is determined from Eq. (6) or (7). Following Ref. [2], we denote by G the set of pairs in the ground state, by
P the set of excited pairs (Eq. 10c), and by S the set of single-particle excitations (Eqs. 10a and 10b). Then the
expectation value for the particle number operator is
N ≡ 〈{nki}, µ|Nˆ |{nki}, µ〉 = N ′ +
∑
k∈G
2v2
k
+
∑
l∈P
2u2
l
+
∑
m∈S
1 ≡ N0 +
∑
k,i
nk
ξk
ǫk
, (11)
where N ′ is the contribution coming from outside of the energy interval [µ − h¯ωc, µ + h¯ωc] (not explicitly written
here), whereas N0 = N
′ +
∑
k
2v2
k
is the number of particles without taking into account the contribution of the
excitations (although the excitations determine ∆ and therefore vk, as we shall see below). We observe that each
excitation contributes to N −N0 by δNξ = ξ/ǫ, with no difference between single-particle or pair excitations.
If we denote by Nµ ≡ 2
∑k≤kF
k
1 the number of free single-particle states up to the level ǫ(0) = µ (Nµ is a constant),
then
N = Nµ −
0∑
ξ=−h¯ωc
[
1− |ξ|
ǫ
+ (nξ0 + nξ1)
|ξ|
ǫ
]
+
h¯ωc∑
ξ=0
[
1− ξ
ǫ
+ (nξ0 + nξ1)
ξ
ǫ
]
. (12)
Equation (12) in the continuous limit becomes
〈N〉 −Nµ =
∫ h¯ωc
0
[σ(ξ + µ)− σ(−ξ + µ)]
(
1− ξ
ǫ
)
dξ +
∫ h¯ωc
−h¯ωc
σ(ξ + µ)(nξ0 + nξ1)
ξ
ǫ
dξ (13)
If the DOS is constant, then
〈N〉 −Nµ = σ0
∫ h¯ωc
−h¯ωc
(nξ0 + nξ1)
ξ
ǫ
dξ. (14)
We shall see that in equilibrium nξ0 = nξ1 ≡ nξ for any ξ, so Eq. (14) becomes
〈N〉 = Nµ + 2σ0
∫ h¯ωc
0
(nξ − n−ξ)ξ
ǫ
dξ = 2σ0
∫ h¯ωc
∆
(n√ǫ2−∆2 − n−√ǫ2−∆2)dǫ (15)
III. THE ENERGY OF THE SYSTEM
The energy of the system may be written as
H = E0 +
∑
k
ǫk(γ
†
k0γk0 + γ
†
k1γk1), (16)
where
E0 = µN +
∑
k
(ξk − ǫk +∆b∗k) ≡ µN +
∑
k
(ξk − ǫk) + ∆
2
V
. (17)
We denote by E0µ the energy of the free electron gas with the number of particles equal to Nµ and at zero temperature
(E0µ is a constant). Using Eq. (13) we calculate
E0 − E0µ =
∑
k>kµ
(ξk − ǫk) +
∑
k≤kµ
(−ξk − ǫk) + ∆
2
V
+ µ(〈N〉 −Nµ)
=
∆2
V
−
∫ h¯ωc
−h¯ωc
σ(ξ + µ)ǫξ
(
1− |ξ|
ǫ
)
dξ + µ
∫ h¯ωc
0
[σ(ξ + µ)− σ(−ξ + µ)]
(
1− ξ
ǫ
)
dξ
+µ
∫ h¯ωc
−h¯ωc
σ(ξ + µ)(nξ0 + nξ1)
ξ
ǫ
dξ (18)
5We define
E0 ≡ ∆
2
V
−
∫ h¯ωc
−h¯ωc
σ(ξ + µ)ǫξ
(
1− |ξ|
ǫ
)
dξ + µ
∫ h¯ωc
0
[σ(ξ + µ)− σ(−ξ + µ)]
(
1− ξ
ǫ
)
dξ (19)
and
Eqp ≡
∫ h¯ωc
−h¯ωc
σ(ξ + µ)(nξ0 + nξ1)
(
ǫ+ µ
ξ
ǫ
)
dξ, (20)
such that the total energy of the system, E = 〈H〉 = E0µ + E0 + Eqp. If the DOS is constant, then [8]
E0 = 2
∑
k>kF
(ξk − ǫk) + ∆
2
V
= −σ0∆
2
2
[
1 + 2 ln
(
∆0
∆
)]
. (21)
We may also write the energy operator in the second quantization,
Hˆ = E0µ + E0 +
∑
k
(
ǫk + µ
ξk
ǫk
)
(γ†
k0γk0 + γ
†
k1γk1). (22)
The BCS gap energy ∆ depends on the quasiparticle populations nki through the self-consistent equation (6) (or 7)
and E0 is given by Eq. (19). Through the dependence of ∆ on the quasiparticle populations, both E0 and ǫk depend
on the quasiparticle populations.
IV. THE VARIATION OF THE ENERGY WITH THE NUMBER OF QUASIPARTICLE EXCITATIONS
To calculate the effect of changing the number of quasiparticle excitations on the total energy and total particle
number we apply a procedure specific to fractional exclusion statistics, like in Ref. [8]. We divide the space of wave-
vectors k into elementary volumes, δk, each centered or containing (by definition) the vector k. Each such volume
contains Gδk ≡ σ(k)δk states and Nδk ≡ Nδk0 +Nδk1 quasiparticles of types 0 and 1–we denoted by σ(k) the DOS
in the k space without summing over the spin projections or quasiparticle types, 0 and 1. Then we can redefine
nk0 ≡ Nδk0/Gδk and nk1 ≡ Nδk1/Gδk. In these notations we write the gap energy explicitly as a function of the set
of numbers of quasiparticle excitations in the volumes δk, namely ∆({Nδki}), and Eq. (6) becomes
1 =
V
2
∑
δk
Gδk −Nδk0 −Nδk1
ǫk
. (23)
In Eq. (23) we assumed that the volumes δk are sufficiently small, so that all the quasiparticle energies in one such
volume may be taken equal to ǫk. Then (through ∆) E0 and ǫk’s in the expression of H (see Eq. 22) become functions
of the sets of numbers of particles, {Nδk0} and {Nδk1}:
∂E0
∂Nδki
=
∂E0
∂∆
∂∆
∂Nδki
≡ ǫ′k (24a)
∂Eqp
∂Nδki
= ǫk + µ
ξ
ǫ
+
∂∆
∂Nδki
∂Eqp
∂∆
≡ ǫk + ǫ′′k, (24b)
where we used Eqs. (18) and (20). We also notice that ∂E0µ/∂Nδki = 0 since E0µ depends only on the parameter µ
of the model. The variations with respect to ∆ of E0 and Eqp are
∂E0
∂∆
=
2∆
V
−∆
∫ h¯ωc
−h¯ωc
σ(ξ + µ)
1
ǫ
(
1− µξ
ǫ2
)
and (25a)
∂Eqp
∂∆
= ∆
∫ h¯ωc
−h¯ωc
σ(ξ + µ)
1
ǫ
(
1− µξ
ǫ2
)
dξ − 2∆
V
+∆µ
∫ h¯ωc
−h¯ωc
σ(ξ + µ)(1 − nξ0 − nξ1) ξ
ǫ3
dξ, (25b)
so from Eqs. (25) we obtain
∂E
∂∆
=
∂(E0 + Eqp)
∂∆
= ∆µ
∫ h¯ωc
−h¯ωc
σ(ξ + µ)
ξ
ǫ3
dξ −∆µ
∫ h¯ωc
−h¯ωc
σ(ξ + µ)(nξ0 + nξ1)
ξ
ǫ3
dξ. (26)
6The first integral in Eq. (26) vanishes if σ(ξ) ≡ σ0 is constant. The variation of ∆ with Nδli is calculated from
0 = −∆
[∫ h¯ωc
−h¯ωc
σ(ξ + µ) dξ
(ξ2 +∆2)3/2
−
∫ h¯ωc
−h¯ωc
(n0ξ + n1ξ)σ(ξ + µ)dξ
(ξ2 +∆2)3/2
]
d∆− (dNδl0 + dNδl1)√
ξ2 +∆2
(27)
from where we observe that
∂∆
∂Nξi
= −
{
∆ǫ
[∫ h¯ωc
−h¯ωc
(1− n0ξ − n1ξ)σ(ξ + µ)dξ
ǫ3
]}−1
. (28)
From Eqs. (24), (25), and (28) we obtain
∂E
∂Nδk
= ǫk +
µ
ǫ

ξ −
∫ h¯ωc
−h¯ωc σ(ξ + µ)(1 − nξ0 − nξ1)
ξdξ
ǫ3
ξ∫ h¯ωc
−h¯ωc(1− n0ξ − n1ξ)σ(ξ + µ)
dξ
ǫ3
ξ

 ≡ ǫk + δǫk ≡ ǫ˜k (29)
From Eq. (29) we observe that the quasiparticle energy is ǫ˜k instead of ǫk.
V. THE VARIATION OF THE NUMBER OF PARTICLES WITH THE NUMBER OF QUASIPARTICLE
EXCITATIONS
From Eq. (12) or Eq. (13) we obtain
∂N
∂∆
= ∆
∫ h¯ωc
−h¯ωc
σ(ξ + µ) (1− nξ0 − nξ1) ξdξ
ǫ3
and (30a)
∂N
∂Nki
=
ξ
ǫ
, (30b)
from where it follows
dN
dNξi
=
1
ǫ

ξ −
∫ h¯ωc
−h¯ωc σ(ξ + µ) (1− nξ0 − nξ1)
ξdξ
ǫ3
ξ∫ h¯ωc
−h¯ωc σ(ξ + µ)(1 − n0ξ − n1ξ)
dξ
ǫ3
ξ

 . (31)
VI. THE EQUILIBRIUM PARTICLE DISTRIBUTION
Assuming that the system is in contact with a heat and particle reservoir of temperature T and chemical potential
µR (eventually µR 6= µ), using Eqs. (15) and (22) we calculate the grandcanonical partition function
ln(Z)βµ = −
∑
ki
[(1− nki) ln(1 − nki) + nki lnnki]− β(E − µRN). (32)
To find the equilibrium populations, we maximize ln(Z)βµ with respect to the populations nki or (equivalently) to
the numbers of particles in the grains Nδki. For this, we calculate first
E − µRN = E0µ + E0 + Eqp − µR(N −Nµ)− µRNµ
= E0µ − µRNµ + ∆
2
V
−
∫ 0
−h¯ωc
σ(ξ + µ)[ǫ+ (µ− µR)]
(
1− |ξ|
ǫ
)
dξ −
∫ h¯ωc
0
σ(ξ + µ)[ǫ − (µ− µR)]
(
1− ξ
ǫ
)
dξ
+
∫ h¯ωc
−h¯ωc
σ(ξ + µ)(nξ0 + nξ1)
[
ǫ+ (µ− µR)ξ
ǫ
]
dξ (33)
From Eqs. (32) and (33) we obtain, using Eqs. (29) and (31),
∂ ln(Z)βµ
∂nki
= ln
1− nki
nki
−β
{
ǫk − µR − µ
ǫk
[
ξk −
∫ h¯ωc
−h¯ωc σ(ξ + µ)
ξ
ǫ3 dξ −
∫ h¯ωc
−h¯ωc σ(ξ + µ)(nξ0 + nξ1)
ξ
ǫ3 dξ∫ h¯ωc
−h¯ωc
(1−n0ξ−n1ξ)σ(ξ+µ)dξ
ǫ3
]}
= 0, (34)
7Equation (34) leads to the Fermi populations
nki =
1
eβ(ǫk−µ˜) + 1
, (35)
with an effective chemical potential dependent on the energy,
µ˜ ≡ µR − µ
ǫk
[
ξk −
∫ h¯ωc
−h¯ωc σ(ξ + µ)(1 − nξ0 − nξ1)
ξ
ǫ3 dξ∫ h¯ωc
−h¯ωc
(1−n0ξ−n1ξ)σ(ξ+µ)dξ
ǫ3
]
. (36)
If µ = µR, we recover the standard BCS formalism, as we did in Ref. [8].
The calculations simplify considerably if we assume a constant DOS σ(ǫ(0)) ≡ σ0. Then, using again nξ0 = nξ1 ≡ nξ,
Eq. (33) becomes
E − µRN = E0µ − µRNµ + ∆
2
V
− σ0∆2 ln
(
2h¯ωc
∆
)
+ 2σ0
∫ h¯ωc
−h¯ωc
nξ
[
ǫ+ (µ− µR)ξ
ǫ
]
dξ (37)
whereas Eq. (36) becomes
µ˜ ≡ µR − µ
ǫk
[
ξk −
∫ h¯ωc
−h¯ωc(1− nξ0 − nξ1)
ξ
ǫ3 dξ∫ h¯ωc
−h¯ωc
(1−n0ξ−n1ξ)dξ
ǫ3
]
≡ µR − µ
ǫk
[ξk − F ] . (38)
Equation (38), together with the expression for nki (35),
F ≡
∫ h¯ωc
−h¯ωc(1 − nξ0 − nξ1)
ξ
ǫ3 dξ∫ h¯ωc
−h¯ωc
(1−nξ0−nξ1)dξ
ǫ3
, (39a)
nξi =
1
eβ[ǫξ−(µR−µ)(ξ−F )/ǫξ] + 1
, (39b)
plus the equation for ∆ (7) form the self-consistent set of equations. Introducing the dimensionless variable xF ≡ βF
and changing the variables in the integrals of Eqs. (39) and (7) this self-consistent set of equations can be written
xF =
∫ βh¯ωc
y
(n
−x−nx) dx
x2∫ βh¯ωc
y
(1−n
−x−nx) dx
x2
√
x2−y2
, (40a)
nx =
1
e
x−yR
(√
x2−y2−xF
)
/x
+ 1
, (40b)
n−x =
1
e
x−yR
(
−
√
x2−y2−xF
)
/x
+ 1
(40c)
where x ≡ βǫ, y ≡ β∆, and yR ≡ β(µR − µ). We also wrote explicitly the populations for the positive and negative
branches, ξ =
√
ǫ2 −∆2 (40b) and ξ = −√ǫ2 −∆2 (40c), respectively. Rewriting Eq. (7) for constant DOS in these
notations for computational convenience, we obtain
1
σ0V
=
∫ βh¯ωc
y
1− n−x − nx√
x2 − y2
dx (40d)
We observe that Eqs. (40) are symmetric under the exchange yR → −yR, xF → −xF , and ξ → −ξ. Solving
self-consistently the set of equations (40) we obtain the equilibrium populations.
In Fig. 1 we plot the solutions of Eqs. (40) for (µR − µ)/∆0 = 0, 0.1, . . . , 0.9, where ∆0 is the value of the gap
energy at T = 0, corresponding to the standard BCS value. If µR = µ, xF = 0, and we recover the BCS results. We
notice that if µR 6= µ, the gap energy is always smaller than the BCS gap and, at a temperature smaller than the BCS
critical temperature Tc, the superconductor has a first order phase transition to the normal state. We also observe
that if yR 6= 0, a branch imbalance appears: the populations of the branches with ξ > 0 (40b) and ξ < 0 (40c) are not
equal. In Fig. 2 we plot the populations for ξ > 0 (blue line) and ξ < 0 (red line) for µR−µ = 0.7∆0. For comparison
we plot also the Fermi populations for µR = µ (yellow line) and the average (nx + n−x)/2 for µR − µ = 0.7∆0. The
fact that the population nx increases with x for x/y = ǫ/∆ close to 1 (blue line) is due to the fact that ǫ is not the
quasiparticle energy of the system in the Landau’s sense (i.e. ǫk 6= ∂E/∂nk, see Eq. 29).
80 0.2 0.4 0.6 0.8 1
T/T
c
-0.3
-0.25
-0.2
-0.15
-0.1
-0.05
0
x
F
0.2
0.1
(µ
R
-µ)/∆
0
=0.9
0.8
0.7
0.6
0.5
0.4
0.3
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
T/T
c
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
∆
/∆
0
0.2
0.3
0.4
0.5
0.6
0.7
0.8
(µ
R
-µ)/∆
0
=0.9
0.1 0
FIG. 1. (Color online) The solutions xF and ∆ of Eqs. (40) for (µR−µ)/∆0 = 0, 0.1, . . . , 0.9; ∆0 is the value of the gap energy
at T = 0 and Tc is the BCS critical temperature.
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FIG. 2. (Color online) The branch imbalance, nx 6= n−x, for µR − µ = 0.7∆0. For comparison we show also the typical BCS
population, nx = n−x, for µR = µ, and the average (nx + n−x)/2, for µR − µ = 0.7∆0.
A. Low temperature limit for constant DOS
To analyze the equilibrium populations in the low temperature limit, we start from Eqs. (40). Let us discuss the
case yR > 0 since the case yR < 0 can be recovered from this by the replacement xF → −xF and exchanging nξ with
n−ξ. First, we observe that if yR/y < 1 (i.e. µR − µ < ∆) we always have a solution with limT→0 xF = 0 which
corresponds to nξ = n−ξ = 0 for any ξ ∈ (−h¯ωc, h¯ωc). From Eq. (40d), with nξ = n−ξ = 0, we obtain an energy gap
at zero temperature ∆(T = 0) = ∆0.
In the more general case, let us analyze the argument of the exponential function in the denominator of nx and
n−x of Eqs. (40). If we write nx ≡ {exp[βmx] + 1}−1 and n−x ≡ {exp[βm−x] + 1}−1, then
mx ≡ ∆
[
r − a
r
(√
r2 − 1− b
)]
, (41a)
m−x ≡ ∆
[
r − a
r
(
−
√
r2 − 1− b
)]
, (41b)
where r = ǫ/∆ = x/y, a = (µR − µ)/∆ = yR/y, and b = F/∆ = xF /y. To see if we have a solution with xF = 0,
we set b = 0 in Eq. (41a) and we observe that mx ≥ 0 for any yr ≤ 2y. But if mx ≥ 0, then also m−x ≥ 0
and therefore limT→0 βmx = limT→0 βm−x = ∞. This implies that in the limit T = 0, nx = n−x = 0 and therefore
limT→0∆(T ) = ∆0. In other words, for |µR−µ| ≤ 2∆0, the energy gap at T = 0 is ∆0, but the transition temperature
decreases with increasing µR − µ.
If µR−µ > 2∆0, then a > 2. In such a case mx may take both, positive and negative values, whereas m−x is always
9positive. In the limit T → 0, Eqs. (40) cannot have solutions corresponding to b = 0 (i.e. xF = 0) and therefore a
quasiparticle imbalance exists even at zero temperature.
VII. CONCLUSIONS
If the Cooper pairing potential acts between particles with kinetic energy (free single-particle energies) in an interval
centered at µ and the absolute value of the difference between µ and the chemical potential of the system µR is smaller
or equal to 2∆0 (∆0 being the standard BCS gap energy at zero temperature), the superconducting phase appears,
with a gap energy at zero temperature equal to ∆0. The superconductor-normal metal phase transition temperature is
highest if µ = µR and decreases to zero as |µR−µ| increases to 2∆0. The phase transition is of the first order if µR 6= µ
and is of the second order only if µR = µ. The system of equations that give the gap energy and the populations
(Eqs. 40) may have more than one solution at the same temperature and if µR 6= µ a branch imbalance appears,
although the system is at equilibrium. In previous studies of branch imbalance (see for example Refs. [4–7, 9]), the
systems were out of equilibrium and the imbalance was described by attributing different chemical potentials to the
quasiparticles and to the BCS condensate of pairs. The analysis of such systems will constitute a separate study, but
we stress the fact that here we describe the system unitarily, with a unique chemical potential. The variation of this
chemical potential along the superconductor may describe a non-equilibrium situation as well.
Although there is no clear reason why the energetic interval in which the BCS pairing interaction should be centered
at the Fermi level, these aspects of the BCS theory have not been investigated before, to the best of our knowledge.
Physically, the Fermi level (or the Fermi surface in the k space) can be changed by doping or by applied pressure and
µR can be moved away (or towards) µ. Our results indicate that in such a situation even the standard BCS theory
for isotropic solids implies the formation of a kind of a superconducting dome. This model can be refined further,
by adding other effects, like the anisotropy of the system. Nevertheless, based on these results we consider that the
full and correct picture of the superconducting phase transition cannot be grasped unless we dissociate the range of
pairing interaction in the k space from the Fermi surface.
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