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<7 time integration safety factor 
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subscripts 
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1 INTRODUCTION 
The trend in current aerodynamic design is toward higher flight Mach numbers 
and improved cruise efficiency. The resulting compressible flow, associated with the 
higher Mach numbers, often leads to complex flow patterns. These may include 
shock waves, strong shock/boundary-layer interactions, laminar or turbulent sepa­
ration bubbles, or regions of massive separation [1]. Airfoils designed for operation 
at a specific Mach number and lift coefficient generally do not exhibit these flow 
patterns. However, at off-design conditions some of these complex flow patterns will 
occur because of the highly nonlinear nature of the flow regime. The occurrence of 
these complex flow patterns is strongly influenced by the airfoil geometry. 
In the past three decades airfoil shapes have been changed drastically in at­
tempts to improve airfoil characteristics [2,3,4,5,6,7,8]. These changes include leading-
and trailing-edge flap deflections, blunt trailing edges, laminar flow airfoils, and 
supercritical- type airfoils. Geometric properties that can cause the adverse flow 
behaviors discussed earlier include: 1) small leading-edge radii, 2) surface and sur­
face slope discontinuities, and 3) nonstandard camber or thickness distributions 
(e.g., supercritical or laminar-flow-type airfoils). Airfoils with these types of geo­
metric properties will be referred to as unconventional airfoils. Some typical shapes 
are displayed in Figure 1.1. 
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BLUNT TRAILING EDGES 
SURFACE SLOPE DISCONTINUITIES 
SMALL LEADING-EDGE RADII 
NONSTANDARD CAMBER AND 
THICKNESS DISTRIBUTIONS 
Figure 1.1: Unconventional airfoil characteristics 
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The goal of this work is to numerically predict the viscous flow around un­
conventional airfoils at subsonic, transonic, and supersonic Mach numbers. Recent 
numerical work on unconventional geometries includes the exotic edrfoil calculations 
by Barth et al. [9] and the circulation-controlled airfoil work by PuUiam et ai. [10]. 
The ARC2D code [11] was used in both studies. Various authors have investigated 
flows in the base region of bluff bodies. Some typical results can be found in Ref­
erence [12] or [13]. Recently, Chan [14] has computed flows around an integrated 
technology airfoil using a MacCormack-based scheme. 
In this work, a total variation diminishing (TVD) algorithm is utilized to com­
pute the viscous flow around unconventional, blunt trailing-edge airfoils. The de­
scription of the present work is separated into three areas; the governing equations, 
the numerical method employed for their solution, and numerical results. The gov­
erning equations are presented in a finite-volume framework for laminar flows. For 
turbulent calculations, an algebraic eddy viscosity model is employed. The numer­
ical method used to solve the governing equations is then presented. This includes 
a description of the grid generation procedure, the various modifications made to 
the numerical algorithm to account for the effects of severe grid distortions, and 
a discussion of boundary conditions. To validate the code, several flat plate and 
NACA 0012 test cases were computed and compared with previous results. The 
flow around an unconventional (low-observability) airfoil was then computed and 
the results are compared with experimental data. 
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2 GOVERNING EQUATIONS 
To accurately model the complex flow field surrounding an unconventional 
airfoil, it is necessary to solve the complete, compressible Navier-Stokes equations. 
With the use of the complete N-S equations, it is possible to automatically capture 
separated flow regions, induced shock waves, and shock boundary-layer interactions. 
2.1 Navier-Stokes Equations 
The unsteady, compressible N-S equations written in a finite-volume formula­
tion for a 2-D, generalized, nonorthogonal curvilinear coordinate system (^,77) are 
given by 
an AF A/3 A/f rf)Ô ACi 
(2.1) dQ , dF dG Moo 
dt dri R e 
ïdR ^S^ 
where 
F = yrjF — xrjG 
G = —y^F + x^G 
R  —  V r f R  —  3 S t ] S  
S = —y^R + x^S 
T 
Q  =  / J  
F = l^pu,pu^+ p,puv,{Ei+p)u^ 
G = jpu, puv, pv^ + p, {Ef^ + p)rj 
R = ^|o,Ta:2,r2y,iirx® + UTxy — ç®| 
5 = /i|o,f®y,fyy,uf®T/ + vfyy - 9y| 
T 
T 
r 
T 
and, 
El = p[e + 0.5(u^ + u^)] 
^xx = (2 + Â)(^ajU^ + TixU-q) + + Vy'^rj) 
^yy ~ (2 + + Vy'^T]) -H + Vx'^T]) 
fxy = ^y'^^ + Vy'^Tj + 4- TixVjf 
% = Prëy_i) + Vx{a^)T}) 
^ Pr{7-i) {^y^°'^h 
These equations have been nondimensionalized with respect to airfoil chord and 
freestream speed of sound, density, temperature, and coefficient of molecular vis­
cosity. The ratio of Lame's constant to molecular viscosity. A, is specified as -2/3. 
In this work, the ratio of specific heats, 7, is set at 1.4. The coefficient of molecular 
viscosity is approximated with Sutherland's law 
.-4K# M 
where 
C = 198.71°il/roo 
The Prandtl number is computed from a curve fit of the data of Keenan et al. [15]. 
P r { f )  = 0.820 - 0.293f + O.lTSf^ + 0.027f® - O.OSSf" (2.3) 
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where T = 2^/1000° J? 
This curve is valid in the temperature range: 
200° jg < Too < 1500° 
2.2 Turbulence Model 
A zero-equation eddy viscosity model is employed to represent the effects of 
turbulence. The Reynolds-stress tensor is modeled as 
- = H ["i J + % + ^kj'^k,h (2.4) 
Here, the i J,k indices denote tensor notation. The dilatation term is included in this 
compressible formulation to ensure that the kinetic energy of turbulence remains 
nonnegative. 
The Reynolds stresses are included in Equation 2.1 by replacing the coefficient 
of molecular viscosity with an effective viscosity given by 
Where fjbf is the turbulent eddy viscosity. Turbulent heat fluxes are modeled by 
incorporating a turbulent Prandtl number. 
In this work, the turbulent Prandtl number is given a constant value of 0,9. 
2.2.1 Wall bounded shear flows 
The eddy viscosity model is based on the two-layer form suggested by Cebeci 
and Smith [16]. Various modifications to the Cebeci-Smith (C-S) model are made 
/ie = /i + /if (2.5) 
(2.6) 
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to allow for a future enhancement to the form suggested by Johnson and King 
(J-K) [17]. Johnson and King solve an ordinary differential equation (ODE) for 
the maximum shear stress at each boundary layer profile along the body. The 
eddy viscosity distribution in each profile is then determined from this Reynolds 
stress. Since the nonequilibrium effects of turbulence convection and diffusion are 
accounted for in the derivation of the ODE, a better representation for the eddy 
viscosity distribution occurs in and downstream of separated flow regions. 
The improvement in results, with the J-K model, comes at a cost of increased 
complexity (ODE solution). As mentioned in Reference [17], an initial shear stress 
distribution is required for the start-up of the ODE. This involves an initial con­
vergence with a Cebeci-Smith or Baldwin-Lomax[18] model to what amounts to 
an incorrect solution, followed by the initiation of the ODE solution and a sec­
ond convergence sequence. Other problems with the J-K model include the higher 
computation costs associated with the model description and an increase in itera­
tion count required for the ODE convergence [19]. Additionally, problems with the 
model exist downstream of massive separation regions where the diffusion term in 
the model behaves poorly [20]. 
Recent results by Goldberg and Chakravarthy [21] indicate that good results 
for separated flows can be obtained if an appropriate eddy viscosity is used in the 
separated flow region. For the present preliminary study, an algebraic turbulence 
model is incorporated that is based on the same form as the J-K model. However, 
instead of modifying the effective Reynolds stress based on the solution of an ODE, 
a modification to the wall-bounded model is made that affects the rate of growth 
of the outer-layer eddy viscosity in regions with separated flow. 
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2.2.1.1 Inner layer The Johnson and King form of the inner-layer model 
closely parallels the Cebeci-Smith form. The C-S inner-layer model, which is due 
to Van Driest, is written as 
y-t. = P 
% 
K y h  -
2 du 
dy (2.7) 
Î/+ = pury/fi 
Here, y refers to the distance normal to the wall and ur is the wall friction velocity, 
defined by 
ut =  \ i -
du 
dy wall 
In the J-K form, the shear stress is eliminated from the definition of the eddy 
viscosity by replacing the term Ky with a characteristic velocity. Two possible 
choices are the wall friction velocity and a characteristic velocity based on the 
maximum profile Reynolds stress. The latter is written as 
\max -
' f H  du ' 
• P dy . imax 
For incompressible zero-pressure-gradient boundary-layer flows, the two velocities 
are equal. As discussed in Reference [17], use of Vm allows the characteristics of the 
inner-layer to be more closely tied to the behavior of the maximum Reynolds stress 
and the outer layer, leading to a better data correlation for adverse-pressure-gradient 
flows. Additionally, the use of a wall shearing stress is inappropriate for separated 
flows. For compressible flows the two characteristic velocities are no longer identical 
because of density variations across the profile. To correct this, a density modifica­
tion is added to the definition of Vm- By examining the x-momentum equation in 
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the fully turbulent region, it is found that a better representation for Vm occurs if 
it is replaced with: 
m 
(Prn\ 1 /2  
' \  p  J  
Additionally, the term | ^  | is replaced with the local vorticity, ± . 
The local shear stress is not used because it requires a definition of velocities in a 
coordinate system aligned with the surface. The +/- sign refers to the upper/lower 
surface of the airfoil. Incorporating these modifications into the inner-layer model 
and nondimensionalizing yields 
= f iKy+(l-e-y^/^y (2.8)  
where. 
K = 0.4 
.4 = 17.4 
1 /2  
The value of A changes from the previous value of 26 (see Equation 2.7) be­
cause of the dii-ierent representation for the inner layer. The difference has been 
attributed by Johnson to the dependency in the near wall region in contrast to 
the dependency of the C-S model [20]. An examination of zero-pressure-gradient 
boundary layers showed that the the main cause of the decrease in A was a com­
pensation for an under prediction of the magnitude of the quantity Ky ^ ^ 
by Vm in the blending region leading into the fully turbulent region. In regions of 
separated flow, the above model is altered by eliminating the Van Driest damping 
term, allowing the fully turbulent region to extend to the wall. For the flow cases 
10 
investigated in this work, the elimination of the damping term had a negligible effect 
on the solution. 
2.2.1.2 Outer layer - A In the outer layer, the standard C-S formulation 
is used. 
iH„ = omei^^pu.si 
Here, (7g is the tangential edge velocity and 8^ is the incompressible displacement 
thickness. The Clauser constant (0.0168) is modified to account for low Reynolds 
number calculations with the following expression [22]. 
(2.9) 
1.55 à = 0.0168 
1 + TT 
where, 
TT = 0.55 1 — eaip ^—0.243\/z — 0.298z^ 
0, (i2e^/425)-z = max 
For incompressible, flat plate calculations, à is modified by the above expression 
for Reynolds numbers less than about three million. 
To compute the displacement thickness it is necessary to locate the edge of 
the boundary layer. This is often a difficult process when complex flow patterns 
occur. In this work a search for the edge of the boundary layer is made to provide 
a base for the intermittency function. Various approaches to locating the edge are 
discussed in the literature. See, for example, Reference [23]. In this work, the 
boundary layer edge is located by searching along grid lines, starting at the outer 
i 
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boundary and working toward the airfoil. This provides a better representation for 
the boundary layer edge in complex flow regions. The edge of the boundary layer 
is defined as the point where the vorticity in the profile increases to 0.02 % of the 
profile maodmum. In the event that the location of the maximum profile velocity 
occurs nearer the airfoil, an inviscid velocity distribution is defined that increases 
linearly toward the surface. This prevents the calculation of negative displacement 
or momentum thicknesses. 
Algebraic models perform best for well behaved flows and generéilly require 
modification when nonequilibrium effects become important. The rapid growth 
of the displacement thickness in the vicinity of shock waves results in to fast of an 
increase in the outer-layer eddy viscosity. To correct this, the displacement thickness 
is replaced with the term ffsep^i in the calculation of the outer eddy viscosity. Here, 
is the incompressible momentum thickness, and Hsep is the value of the shape 
factor upstream from the separation point. This approach allows the outer eddy 
viscosity to more closely match the form of a free shear-layer model while limiting 
unrealistically large increases in the eddy viscosity near shock-induced separations. 
This effectively allows the shear-layer profile to drive the turbulence level. Since the 
momentum thickness does not react as fast as the displacement thickness to changes 
in mean flow conditions, the rapid growth of Reynolds stresses is suppressed. 
2.2.1.3 Outer layer - B As mentioned previously, locating the edge of the 
boundary layer can be a tedious process. A popular alternative is to use the Baldwin 
and Lomax (B-L) turbulence model [18]. The need to find the boundary-layer edge is 
removed by locating a peak of a vorticity function in the profile. Despite this benefit. 
« 
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difficulties with the B-L model can still occur in regions of strong shock/boundary-
layer interaction and in separated flow regions [24]. Similar to the C-S model, the 
eddy viscosity in the outer layer of the B-L model can increase too rapidly when 
a large adverse pressure gradient is encountered. Consequently, a modified outer 
eddy viscosity model is employed to inhibit the rate of increase of eddy viscosity. 
The length scale employed is similar to that used in the Baldwin-Lomax model. A 
vorticity function is defined as 
F = yi/j (2.10) 
Here, is computed with Equation 2.8. The distance from the wall to the location 
of the maximum value of the vorticity function, Ym-, is used as the length scale. 
The peak of the vorticity function generally occurs near the edge of the boundary 
layer. Consequently, the length scale varies approximately with the boundary layer 
thickness. 
The velocity scale used in the outer layer is 
The Baldwin-Lomax velocity scale is not used because it increases too rapidly when 
flow separation displaces the shear layer away from the surface. The above repre­
sentation varies more slowly through separated flow regions. 
The outer-layer eddy viscosity takes the form 
IH„ = Câ(^-^yVmYm (2.12) 
C = 6 
The multiplicative constant was chosen to match flat plate solutions using this 
model with results from the use of Model A. 
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2.2.1.4 Composite layer The J-K model combines the inner and outer 
layers with a blending function. This allows the behavior of the outer layer (in 
which nonequilibrium effects are modeled) to influence the inner layer. Conse­
quently, the inner layer driver (Vm) becomes a function of the outer layer (which is 
driven by nonequilibrium effects). As well, discontinuities in the derivative of the 
shear stress, resulting from the slope discontinuity in the C-S eddy viscosity distri­
bution, are eliminated. Numerical experiments on zero-pressure-gradient boundary 
layërs showed that the location of Vm very often occurs in the vicinity of the change 
from the inner to the outer layer. The blend suggested by Johnson and King has 
a deteriorating effect on the inner-layer eddy viscosity. This results in an undepre-
diction of Vm- This underprediction can be enhanced when intermittency effects 
are incorporated. The form suggested in Reference [17] is replaced in the present 
calculations with a related form 
1 /2  
1 — e (2.13) 
The eddy viscosity distribution given by Equation 2.13 must be further modified 
by inclusion of intermittency effects. To model intermittency, the following decay 
is used 
. ^ 1 
^ 1 + 5.5(y/6)« 
This form is a rough approximation to Klebanoff's error function [25] and is compu­
tationally inexpensive. When the Model B outer-layer eddy viscosity is employed, 
the boundary layer thickness is replaced with 2Ym' The incorporation of inter­
mittency primarily affects the shear stress distribution in the outer portion of the 
profile. The effect on the velocity profile is much less. In high Reynolds num­
14 
ber transonic calculations, the intermittency function prevents a smearing of shock 
waves. 
2.2.2 Wake model 
The wake turbulence model consists of a blend from the trailing-edge eddy 
viscosity to an asymptotic-wake form. The extent and type of blend is based on 
the location in the wake. As discussed by Ramaprian and Patel [26], the wake 
can be broken into three stages. The near wake consists of the region immediately 
downstream of the trailing edge, where the log region of the boundary layer is 
consumed. For the low speed, flat plate studies of Reference [26], this corresponds 
to the region 0 < < 25. The intermediate region (25 < < 350) is 
characterized by mixing between the two outer layers and a resulting loss of memory 
of the body boundary layer. For Xi/6rp^ > 350 , the asymptotic far wake exists. 
For Reynolds numbers in the range of one to 100 million, the near wake region ends 
within ten percent of the chord downstream of the trailing edge for flat plate wakes. 
The intermediate region extends approximately one chord downstream. 
One of the popular asymptotic-wake eddy viscosities found in the literature is 
listed in Equation 2.14. See for example Reference [27]. 
The modeling constant 0.032 is the value suggested by Townsend [28]. This 
value corresponds to the momentum thickness of the entire wake. For asymmetric 
calculations, where a different momentum thickness exists for the upper and lower 
wake halves, a value of 0.064 is used. 
(2.14) 
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The modeling constant discussed above pertains to constant eddy viscosity 
wakes. When intermittency effects are included, the value must be modified to 
maintain the same velocity defect. Following the approach of Reference [29], but 
here adding intermittency effects, the wake velocity defect is written as 
w = Uoo — u = wofiO 
Where f is a function of a nondimensionalized wake half-width. 
^ = ./l6/n2 
z / Q  y  
U^9 b 
Here, wo is the centerline velocity defect and b is defined to be the wake width where 
the velocity defect decreases to one-half of the maximum. For intermittencies of the 
form 
1 
the velocity defect can be written in the form 
w = Woe 
where. 
Now, by defining 
C = 4 t^o 
Uooe 
Jo 
(2.15) 
the various wake properties become a function of the parameter r. 
.Wo J 
(2.16) 
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(?) = '^'"^(0) (a) (2.17) 
(2.18) 
The subscript on the RHS of Equation 2.18 implies that the variable pertains to a 
constant eddy viscosity solution. 
In the asymptotic wake region, the intermittency form suggested by Townsend 
[28] is utilized. Converting it to a boundary layer form yields 
Using this intermittency, the intermittency factor (r) has a value of 0.96. The 
asymptotic-wake eddy viscosity for the half-wake becomes 
The edge of the wake is defined as the point where the vorticity decreases to 5% 
of the profile maximum. A smooth transition from the wall-bounded edge definition 
(see Section 2.2.1.2) is achieved by allowing the definition of the edge vorticity to 
be dependent on the airfoil trailing edge value. The vorticity at the wake edge is 
defined as 
The transition from the trailing-edge eddy viscosity to the asymptotic value 
occurs with a double blend to allow a fast decay of the inner layer first, followed by 
a slower blend of the upper and lower layers. Specific details concerning the blend 
function are contained in the Appendix (page 97). 
" l+2( f ) '  
1 
(2.19) 
'^e,wake — '•^e,TE^^'^^^max,wake 
17 
3 NUMERICAL METHOD 
The N-S equations are a mixed set of hyperbolic-parabolic equations in time. 
In this work they are solved using a time-dependent approach. That is, the steady 
state solution is obtained by marching the solution in time until convergence is 
obtained. Solutions to unsteady problems will not be sought in this work. One of 
the advantages of the time-dependent approach is that separated flow regions can 
be computed without any special treatement. 
An implicit, upwind-biased, finite-volume scheme is used to solve the governing 
equations in the ^ —7/ computational space. A finite-difference approach was not used 
because of the difficulties associated with calculating the metrics at the boundaries 
and in regions with severe grid distortions. A C-grid is employed for the present 
airfoil calculations. 0-grids were not used to refine the grid spacing in the ^ direction 
downstream of the trailing edge because of several undesirable properties associated 
with them. These include grid distortions at the trailing edge and wake tracking 
difficulties associated with the rotation of the coordinate lines. To account for blunt 
trailing-edges, a wake cut is placed at the midpoint of the aft surface and extended 
downstream. A typical grid is displayed in Figure 3.1. The resulting computational 
space is depicted in Figure 3.2. 
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Figure 3.1: Representative grid for a blunt trailing-edge airfoil 
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3.1 Grid Generation 
The elliptical grid generator GRAPE [30] was used to calculate the grids around 
the airfoil sections analyzed . The grid was tightly packed in the r/ direction at the 
airfoil surface in order to resolve the viscous boundary layer. Since the GRAPE 
code does not patch a grid in the trailing-edge region of finite thickness trailing-
edges, the code was modified to automatically grid this region. The rj stretching in 
the basé region is computed by reflecting the upper and lower surface stretching at 
the trailing edge into the base. To make efficient use of the large number of grid 
points in the rj direction at the downstream boundary, the grid generated with the 
GRAPE algorithm was replaced with an algebraic grid downstream of the trailing 
edge. The high level of stretching at the trailing edge was blended to a uniform 
spacing in the center of the domain at the downstream boundary. This provided 
a fine grid for the shear flow shed from the airfoil trailing edge while allowing an 
efficient use of the grid points in the far wake. 
3.2 Finite-Volume Scheme 
The governing equations are integrated in time from an initial state to deter­
mine the steady-state solution. For a time-invariant grid, the governing equations 
are written in discrete conservation law form as 
/ F -  J  •  
+ 
^rj 
(3.1) 
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where i and j are the indices in the ( and 77 directions and n is the temporal index. 
The numerical fluxes, F and G, are approximations to the true fluxes at the cell 
faces. They are computed by a flux-difference splitting analysis based on Roe's 
approximate Riemann solver approach [31]. The viscous stresses {R and S) on the 
cell faces are computed with finite differences and will be discussed in more detail 
later. 
3.2.1 First-order scheme 
To compute the inviscid fluxes, an exact solution to an approximate Riemann 
problem is utilized. This is achieved by writing the flux difference at a cell face in 
a nonconservative form. For example, the flux difference at i + 1/2, j is written as 
2+1/2 
Here, A is the flux Jacobian d F / d Q .  Conservation is maintained by Roe averaging 
the i and i+1 flow variables in the Jacobian matrix, indicated by the tilde. The 
removal of the Jacobian from the Q difference is justified by regarding the flow 
variables in the cell as constants with jumps in the flow variables occurring discon-
tinuously at the cell faces. Further discussion of this can be found in Reference [32]. 
The metrics in A are computed with simple differences at the cell face. 
The fluxes at the cell faces can be approximated to first order with: 
^i+1/2 = + A+i - (3-2) 
where 
^i+1/2 = •^2+1/2(^^+1/2 ~ \+i/^^i+il2 
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In the above equations, R and R~^ are the right and left eigenvector matrices 
associated with the Jacobian of the flux vector F and A"*" and A~ are the diagonal 
matrices containing the positive and negative eigenvalues associated with the Jaco­
bian matrix. For more details, see Reference [11]. Here, all metrics in the left and 
right eigenvectors are nondimensionalized with respect to the cell face area. The 
eigenvalue matrix contains the magnitude of the area of the cell face. The metrics 
at the cell face (i-t-1/2) are used in the calculation of both ^ and The tilde has 
been dropped from D for convenience. This approach results in an upwind approx­
imation to the flux at the cell face. That is, the contribution to the flux at 2 + 1/2 
due to the positive eigenvalues of A is approximated with the associated value of 
F at i. The contribution associated with the negative eigenvalues is approximated 
with the value of F at i+1. The same approach is used for the calculation of the 
flux G. 
Calculation of the fluxes with this first-order scheme does not provide enough 
numerical dissipation to satisfy an entropy requirement, consequently, expansion 
shocks can form at sonic points. Several remedies to this problem have been dis­
cussed in the literature and work quite well [33,34,35]. The remedies consist of a 
modification to the eigenvalues associated with the expansion fan in the Riemann 
problem. Here, a form based on the local speed of sound is employed 
A' = 3ign{X)'^X' + (ea/2)2 (3.3) 
This form modifies the eigenvalues when their magnitudes decrease below a value 
of approximately ae. Values of e in the range 0 — 0.4 are typical. To prevent the 
unnecessary addition of excessive smoothing, the modification is not applied to the 
linearly degenerate eigenvalue. In this work, it was found that additional numerical 
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dissipation resulting from an extension to second-order accuracy was sufficient to 
prevent expansion shocks from forming so no entropy correction was employed. 
3.2.2 Second-order scheme 
The first-order scheme can be extended to second order by increasing the accu­
racy of the representation for the inviscid fluxes at the cell faces. The approach 
taken here is similar to the approach by Chakravarthy and Osher [36]. Flux-
difference terms are added to the first-order flux to increase the accuracy to second 
order. Corrections to the flux are made as opposed to a MUSCL type approach 
[34,37,38,39] where a second-order accurate representation for Q is computed at the 
cell interface. In the MUSCL approach, the numerical representation for Q is used 
to compute the flux at the cell face. 
The second-order accurate scheme is written as 
parameter (j) can vary from -1 to 1, determining the baseline scheme. For example, 
(j) = -1 corresponds to a fully upwind scheme, 0 to Fromm's scheme, and 4-1 to a 
central differencing scheme. 
(3.4) 
where 
= RA^R-^ 
Metric terms at i  +  i f 2  are employed in the calculation of and The accuracy 
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In this work, the term (j) is replaced with w, where 
l-<f> 
w = 
Here, w varies from 0 to 1; a; = 0, 1/2 and 1 corresponding to the central, Fromm, 
and upwind schemes. If central and upwind representations for -^2+1/2 defined 
as 
where 
and, 
+' ' fj+ 
then we see that is just a linear combination of a central approximation to 
^i+1/2 an upwind approximation. That is, 
One difficulty associated with flux-difference splitting algorithms in a finite 
volume framework is the calculation of the upwind terms for second-order accurate 
schemes. A flux difference is required at one cell face but with metrics from a 
different face. For the flux listed above, the terms affected are the flux-differences 
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at i — 1/2 and i + 3/2. Since computing the upwind terms corresponding to 
and computationally expensive, the metrics used in the calculation of the 
matrices correspond to the index of the matrix but are scaled to the 2 + 1/2 cell face 
area. For example, is replaced with the approximation: 
Errors will result for grids with severe curvature along the path of the extrapolation, 
however, this approach remains in conservative form and no loss of accuracy results 
for stretched, skewed, or expanding grids. 
A schematic of the flux buildup is shown in Figure 3.3 for a linear scalar 
equation with flux, F. The numerical representation of the flux at the cell face, 
represented by the triangles, is a linear combination of an upwind and a central 
approximation. A significant variation in the estimate of the flux magnitude can 
occur in regions where the curvature of the function is large. 
3.2.3 Extension to nonuniform grids 
A finite-volume framework eliminates some of the problems associated with 
nonuniform grids since fewer grid points are needed to accurately define the metrics 
in the governing equations. Turkel has shown, however, that finite-volume rep­
resentations can still be inaccurate and even inconsistent in physical space while 
maintaining second-order accuracy in computational space [40,41]. This occurs be­
cause the finite-volume's cell face does not bisect the distance between cell centers 
for stretched grids. 
Some typical grid nonuniformities may include, 1) high levels of stretching in 
26 
• CELL CENTER 
A CELL FACE 
* CELL FACE / LIMITED i k 
4  k  
LL. 
1+1 1+2 1-1 1-2 
Figure 3.3: Flux generation 
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the T] direction to properly define the boundary layer and in the ^ direction at the 
leading edge, trailing edge, and in regions with slope discontinuities, 2) grid skewing, 
resulting from the use of nonhyperbolic grid generators, 3) longitudinal curvature, 
typical near sharp leading edges, and 4) radial expansion and contraction typical 
near the leading edge and cusps. 
To accurately represent the governing equations it is necessary to supply both 
surface lengths for the flux and shear stress terms and scaling lengths for terms 
requiring a length scale. An example of the latter would be a velocity derivative 
needed for a shearing stress. The surface lengths are the standard cell face lengths 
x^,XTjiy^ and yr/. The scaling lengths are needed to maintain a second-order accu­
rate representation for the fluxes at the cell faces. 
A standard approach to providing length scales between adjacent cells is to 
provide a length of a cell face together with an average area computed with a 
Jacobian averaging. This approach yields poor length scales for irregular grids. In 
this work, lengths in the ^ and 7/ directions from the cell centers to the cell faces 
were computed and stored along with the cell face metrics. Figure 3.4 displays a 
representative cell and the corresponding lengths. The cell centers are defined by 
the arithmetic average of the cell corners. The modified representation for 
becomes: 
A+i/z ~ /. ^ h+i^i + k^i+i ~ + h+i^i+i/2^^i+i/2 
'I ^ 'z+i 
1 — w 
h + h+1 
4"W I- + ^2-1/2^^2-1/2 I .  ^i+3/2^^i+3l2 L'l-l ^ ' ' H+l ^ 4+2 ' •' 
(3.5) 
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The interpolation and extrapolation of the fluxes in Equation 3.5 accounts 
for irregularly stretched grids but still cannot account for longitudinal curvature 
of grids. Severe longitudinal curvature typically occurs near the leading edge, the 
trailing edge, and near surface areas with discontinuous slopes. The leading-edge 
region generally does not present as many difficulties as might be expected since 
this is a high grid density region. The curvature of the grid is not as important 
as the change in slope from one cell to the next. Di&culties at the leading edge 
will occur when the slope increments are large. If the increment is too large, the 
stagnation pressure levels can be significantly different from an isentropic stagnation 
level. Errors in the nose stagnation pressure can cause significant drag variation, 
especially for blunt leading-edge airfoils. It was found that approximately ten grid 
cells are necessary in the distance from the leading edge to a chord location roughly 
one leading-edge radius downstream. 
Near the trailing edge and in regions with slope discontinuities, the grid discon­
tinuity can still have an effect on the solution. To minimize the effect it is necessary 
to supply a sufficient ^ grid density. If the flow direction is closely aligned with the 
I grid direction, the effect of the discontinuity is minimized. 
3.2.4 TVD modifications 
The second-order flux difference terms are limited to provide a total variation 
diminishing (TVD) scheme. The TVD property is discussed at length in several 
papers [33,42,43], therefore, only a brief physical interpretation of the property and 
modifications for nonuniform grids will be discussed here. 
Limiting the various flux difference terms of Equation 3.5 effectively reduces 
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the amount of mass, momentum, and energy convected through the cell face so that 
nonphysical numerical oscillations do not occur in the solution. Numerically, the 
limiting has the effect of altering the representation of the flux as a compression or 
expansion wave is encountered by the flow. Upon entering a wave, limiting has the 
effect of adding a correction to the flux that moves it away from the baseline repre­
sentation toward an upwind representation. Exiting a wave has the effect of adding 
a correction that moves it away from the baseline toward a central representation. 
This is demonstrated in the schematic of Figure 3.3. This technique is similar to 
the early work of Warming and Beam [44]. 
The limiter used here is the MINMOD limiter discussed in Reference [43], 
$(a;,y) = sign[x)max^,min[\ x \,/3y si5n(®)]| (3.6) 
Where /3 is referred to as a compression parameter. Applied to a typical flux 
difference from equation 3.5 yields 
. . . *, 
Here, the magnitude of will be reduced if is less than 
As a whole, limiting reduces the resolution of discontinuities. As /3 increases, 
less limiting occurs and sharper discontinuities result. Unfortunately, numerical 
oscillations, typical of second-order-accurate schemes, can result. For this work, (3 
is taken to be the maximum allowable value while maintaining the TVD property, 
(3.8) 
w 
One drawback of the limiter is the zeroing of the flux difference when a change 
in sign occurs, implying a local extrema. This zeroing of the flux difference is useful 
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for eliminating low level noise in the solution, but it additionally reduces the accu­
racy near true extrema. As well, grid curvature will generate extrema where flow 
gradients are aligned with the radius of curvature of the grid, leading to unneces­
sary limiting. The occurrence of grid-generated extrema is evident near the nose of 
blunt airfoils. For high Mach number calculations, this can lead to the formation 
of an irregular shock structure. This phenomena has been observed elsewhere and 
is referred to as a carbuncle [45]. To correct the problem, the MINMOD operator 
is replaced with an alternate limiter. 
This limiter behaves similarly to the previous form except when an extrema is 
encountered. Instead of returning a value of zero, a limited value of the argument 
is returned but with the sign unchanged. To maintain the TVD property, the value 
of the compression parameter must be reduced from the value cited in Equation 3.8 
to the value given by 
This reduced value has a tendency to smear the solution, consequently, the value of 
/3 in Equation 3.9 is allowed to vary between the two values listed above depending 
on whether an extrema exists. 
Chakravarthy has presented a number of approaches for calculating the second-
order flux difference terms [35,36,43]. The goal here is to achieve the necessary limit­
ing without adversely affecting the physics of the problem and without overlimiting. 
Expanding a typical flux difference yields 
= 3ign{x)min[\ x |,/3 I y |] (3.9) 
/? = 1 + o; (3.10) 
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where, ~ element of the vector a is associated with 
a jump in flow variables across each of the three wave fields associated with the 
Riemann problem, namely, a shock, a contact surface (linearly degenerate) and an 
expansion fan. The jump in flow variables is proportional to àAp, the Roe averaged 
value of the speed of sound at the face times the jump in density across the particular 
wave field. 
In this work, the term a is limited. Since each element of the vector is limited 
separately, scaling will only occur on appropriate fields. The eigenvalue matrix is 
not included in the limited term since it contains scaling due to cell face size, which 
should not be allowed to influence the magnitude of the limited terms. Additionally, 
sign changes in the eigenvalue can cause an unnecessary zeroing of the flux differ­
ence. The right eigenvector matrix is not included in the limiting since limiting the 
total flux-difference would lead to a rotation of the Q vector in the F state space. 
Eliminating this allows a uniform scaling of all the components of F. 
For stretched grids, limiting on just a is inappropriate since the solution then 
becomes a function of the grid. The gradients of flow properties are important, not 
the jump in properties across a cell. Adding this scaling results in the following for 
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the flux differences of equation 3.5. 
2 1+1 • 
(ZF: 
Z+l/2 ^1+1/2^1+1/2^ 
'i±kh!_)5. 
dFj i+3/2 = i?.-, _ /.A; "z+3/2"^( '4+/,-^^' )"i+l/2 
(3.11) 
1 + 3 / 2 1 + 3 / 2  
The cell face scaling, which is needed on the two upwinding terms, is included in 
the eigenvalue matrix. Using these limited differences. Equation 3.5 becomes: 
1 F. 1+1/2 h 4+1 
1 — (jJ 
'^k + h+i 
h+i^i + h^i+i ^•^^4.1/2^^2+1/2 + 4+i-^i+i/2^^î+i/2 
.^^'^%i/2 4+l'^'^+l/2 
+W (3.12) 
3.2.5 Viscous terms 
The viscous terms are written as 
M. (& + S,) 
Upon separating the cross-derivative components, the viscous terms become 
(3.13) 
If the thin-layer assumption is employed, Ai, R2, and Sx are neglected. 
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To better understand the effect of severe grid distortions on the numerical 
representation of the viscous terms, the terms are written in a finite volume form. 
For instance, Si and S2 are written as 
= aiaiJfi ' 
0 
+ ciu^ + C2V^ 
+ CiV^ — 
biV + +ciq^ + C2(uv^ -  vu^) + 
S2 J 
0 
qrf + b2V + 
and 
+ 1 + ^ 1 
«2 = ^/^r] + yri 
bi = (1 + ^ ){yT]U^ - xrjv^) 
62 = (1 4" 
ci = -{y^yri+ x^xrf) 
Cg = 1/J 
q = i(«2+v2) 
F = —y^u + x^v 
Here, all the metric terms designated with a tilde are nondimensionalized with 
respect to the corresponding cell face length and consequently, represent face orien­
tations. Also, oi and 02 are the j±l/2 and i±l/2 cell face areas respectively, hi and 
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bi represent stress contributions, and Ci and cg vary depending upon the degree of 
orthogonality in the grid. The area ai, multiplying both Si and S2, is the cell area 
that the viscous stresses act upon. The term Jci in S2 provides an 17 length scale 
for the calculation of the viscous stresses. The term Jog in Si provides a ^ length 
scale. The Jacobian is evaluated by an arithmetic average of the inverse Jacobian 
of the cells adjacent to the faces so that the appropriate lengths result for stretched 
grids. 
For stretched grids, the viscous stresses that result from the finite difference 
procedure are only first-order accurate representations for the stresses at the cell 
faces because the cell face does not bisect the distance between cell centers. In fact, 
the resultant viscous force on the volume is inconsistent for grids that maintain a 
uniform stretching of the form: 
^i+i = (1 + &)&% (3-14) 
Here, k is some constant greater than zero and h is a cell width. This occurs because 
the remaining length scale, owing to the combination of the cell face area 0% and 
the Jacobian from the term {Q/J)t in the governing equations, gives a length scale 
representing a distance between cell faces. What is needed is a distance between 
the location where the viscous stresses are second-order accurate, namely, midway 
between cell centers. 
Results from runs with the inconsistent representation would be equivalent to 
consistent results at a lower Reynolds number. Severe turbulent-type grid stretch­
ings with values of k of 0.3 or 0.4 would correspond to a two or three percent error 
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in equivalent Reynolds number. For an algebraic stretching of the form: 
^z+i = (1 + 
where h corresponds to the minimum spacing, the above representation remains 
consistent. Because of this, and since more mild stretchings are employed here, no 
correction is applied to the viscous length scale. For stretchings of the form given 
by equation 3.14, the length scale needed for the stress calculation should be scaled 
with a Jacobian weight from neighboring cells. 
3.2.6 Implicit algorithm 
The linearized nonconservative implicit (LNI) scheme of Yee et al. [42] was 
used to enhance the stability of the integration scheme. The scheme is first-order 
accurate in space at the n+l time level and second-order accurate at n. The impUcit 
differencing is fully upwind; the explicit differencing is upwind-biased for w ^ 0. 
Second-order spatial accuracy is achieved by marching the temporally first-order 
accurate code in time until steady state is reached. The scheme is in nonconservative 
form because of the representation for the cell face fluxes at the n-j-1 time step. For 
the differencing of the cell, approximated with: 
Because of the nonconservative representation, the flux vector is eliminated in the 
differencing and consequently, flux Jacobians do not need to be computed. 
Yee and Harten indicate a poor convergence rate for this scheme, in comparison 
to a conservative approach, for the Euler equations [46]. Viscous results did not 
reveal such a discrepancy, so the nonconservative approach was utilized because 
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the scheme remains unconditionally TVD. Additionally, the nonconservative form is 
better suited for implementation of implicit boundary conditions (see Section 3.3.3). 
The nonconservative property alluded to here is in reference to time; conservation 
is maintained at steady state since 6Q is zero. 
By lagging the Jacobian matrices to time level n, the resulting scheme can be 
written as 
{ / + QJAt h 
Re + ^w'+l/2 - ^ iJ-l/2 r (3.15) 
The parameter 0 varies the weighting on the first-order spatial terms from fully 
explicit (0) to fully implicit (1). The equivalent 1-D scheme is limited to Courant 
numbers less than i/m/(l —0) where um is the Courant number limit for the explicit 
scheme 
2w 
1 + 2w 
Application of the modified compression parameter (see Section 3.2.4) at all grid 
points alters the stability limit of the explicit scheme to 
•^  = 3^  
In actuality, the modified compression parameter is only applied at extrema. Since, 
numerical tests revealed only a small effect of the modification on the original stabil­
ity limit, the original limit was employed in the present computations. The Jacobian 
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matrix, N, arises from the linearization of the viscous terms. Here, only the thin-
layer terms are treated implicitly. The present differencing of the terms is similar 
to the approach taken in Reference [22]. 
Equation 3.15 is solved using an approximate factorization approach. The block 
pentadiagonal algorithm is replaced with two block tridiagonal inversions, resulting 
in the following three-step procedure for each time step advance. 
a) 
b) 
0JA< 
<J 1 
•^Z+l/2,i ~ 
1. 
^^i+l/2,j ~ ^i-i/2,j 
e j ^ t  
SQ" 
J 
'U 
c) = % + x^Qi 
(3.16) 
' i j  ' 
The parameter x is an under-relaxation factor. This is needed since the residual has 
a tendency to enter limit cycles in regions with large gradients because of the discrete 
switching of the limiter. A value of % of 0.9 has little affect on the convergence of the 
solution, yet it prevents the cyclic behavior. It is emphasized that % is not needed 
to enhance the stability of the numerical algorithm, but to prevent the limiter from 
settling into stable oscillation cycles. 
Convergence to steady state was accelerated by using a local time-stepping 
approach. A representative time step was computed based on a 1-D analysis at the 
airfoil surface, where the normal grid spacing is minimum. That is: 
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Alo = + 4 Lin 
This time step ignores any effect of viscosity on the stability. A popular approach 
to scaling the time step in the grid is to use a Jacobian weighting [11]. This ap­
proach results in a decreased scaling in the outer mesh when grid aspect ratios at 
the surface become very large. If grid aspect ratios in the farfield mesh are of order 
one, then the time scaling is decreased by the square root of the surface grid aspect 
ratio. To overcome this, a scaUng based on the rj cell length is employed. Con­
sequently, the magnitude of the diagonal terms in the tri diagonal systems remain 
of the same order along the rj grid lines. A safety factor, <T, is used to account 
for stability limitations associated with the viscous terms and with the conversion 
to two dimensions. Incorporating the safety factor and the 1-D Courant number 
limitation yields 
'y 
The above formulation for A< is not defined for 0=1 and the variation in speed of 
sound at the surface is small for an adiabatic wail. Consequently, the search for the 
speed of sound maximum is eliminated and the time step is based on the stagnation 
temperature. 
Typically, a value of u of approximately five is used. Outside of the boundary 
layer, where the velocity magnitude begins to affect the magnitude of the maximum 
eigenvalue, the local Courant number will reach a maximum of approximately twice 
V .  
Large variations in the 77 grid spacing, typical of high Reynolds number turbu­
lent calculations, can cause severe stability limitations on the maximum allowable 
Courant number. Difficulties with this approach occur when the ratio of majdmum 
stretchings of this order, a significant portion of the domains grid points lie in the 
relatively thin boundary layer. Since the local time step in the inviscid region is 
significantly larger than a nominal value in the viscous region, the inviscid solution 
builds faster than the viscous solution. The temporal lag of the viscous solution 
leads to unrealistic velocity profiles and a reduced convergence rate. The conver­
gence rate can be improved by using a local time step that is proportional to the 
normal spacing raised to a power less than one. Utilizing this approach, the local 
time step can be written as 
The value of n varies from 0, for a constant time step, to 1, for a constant local 
Courant number. As discussed earlier, a value of approximately five is typical for 
V when n is equal to one. Values of order 10^ are used when n is equal to one-half. 
For a constant time step, V can be of order 10®. For low levels of grid stretching, n 
is set to one. For high Reynolds number turbulent calculations, a value of one-half 
was found to provide the best results. When solutions are nearly converged, n is 
set to zero. 
to minimum grid spacing in the 7/ direction exceeds a value that is of order 10^. For 
+ y ^ )  + y y )  Izjl (3.18) 
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3.3 Boundary Conditions 
Boundary conditions affect the form of the numerical algorithm at the finite-
volume cells at the boundaries and at the cells adjacent to the boundary cells. 
These cells will be referred to as the i and i+1 cells, as depicted in Figure 3.5. For 
the local axis system taken as positive out of the boundary, boundary conditions 
affect the differencing of the flux vector corresponding to the positive eigenvalues. 
The discussion here will center on the positive terms, the approach for the negative 
terms being similar. For the cell adjacent to the boundary cell, only the right 
hand side (RHS) of Equation 3.15 is altered, and a straightforward approach to 
dealing with the upwinding is possible. 
The implicit side of the algorithm (Equation 3.16) is unaffected by boundary 
conditions for cell i+1 since only first- order-accurate differencing is utilized. The 
RHS is affected, however, because of the upwinding in the correction terms. The 
term affected is the flux difference at the boundary point, i — 1/2, since data does 
not exist at the ghost point i — 1. To circumvent this problem, a at the boundary 
is obtained by a first order extrapolation of a from grid points i + 1/2 and i + 3/2. 
This is roughly equivalent to adding a second-order-accurate smoothing term to a 
central approximation of , 
= + + ^L) 
This results in a central-difference representation for dF/ at i+1 regardless of the 
value of w. Since Roe-averaged values of flow quantities do not exist at the surface, 
R and A are computed with the boundary values of u, v, and ho-
The boundary cells require more attention in order to maintain a specified 
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Figure 3.5: Boundary finite-volume cells 
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accuracy on the RHS. As well, implicit boundary conditions affect the left hand 
side of the numerical algorithm. Because of the distinct differences between the 
flow at the airfoil surface and the flow at the farfleld boundaries, two different 
approaches were utilized. Application of the farfield boundary conditions follows 
more of a finite-difference approach, while application of the impermeable-body 
boundary conditions follows a control-volume approach. A close examination of 
the effect of the wake, downstream, airfoil and farfield boundaries on Equation 3.16 
follôws. 
3.3.1 Wake cut 
Along the wake cut, the RHS of Equation 3.16 is treated in the same manner 
as the interior points. A wake overlap region is utilized to provide continuity. See 
Figure 3.2. 
No implicit boundary conditions were applied for the lower wake. This amounts 
to specifying that is identically zero. A zeroth-order extrapolation of 6Q was 
not used because it was found to behave poorly in certain instances. For the upper 
wake, is set equal to the value of computed for the lower wake. This 
is possible because the sweep proceeds from the lower downstream boundary, 
around the airfoil, ending at the upper downstream boundary. 
3.3.2 Airfoil surface 
The flux vector G is needed on the ciirfoil surface (F on the blunt trailing 
edge). This is computed by setting u and v to zero, consequently, only the pressure 
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is needed at the surface and G is computed as 
T 
«"i-A = 
Where, p* is a numerical representation for the wall pressure. Near the wall, the 
pressure term is driving the magnitude of the flux vectors. Consequently, to get a 
valid finite-difference representation at the boundary, accurate pressure extrapola­
tions are necessary. For the finite-difference representations to remain consistent, 
the same extrapolation that is used for the wall flux needs to be used at the first cell 
face off the wall. Unfortunately, the a extrapolation procedure discussed in Section 
3.3 does not give a consistent result if a zeroth or first order, one-sided extrapolation 
is used for pressure at the wall. Consequently, a modified flux at z ± | is used for 
the solution calculation at the wall cell. That is, p* is set to p^, is set to 
and the remaining flow quantities at i-fl/2 are computed with simple averages. 
The use of two, slightly different, fluxes at the cell face results in a nonconservative 
scheme at that face. 
Specification of a temperature boundary condition, either isothermal or adia-
batic wall, provides a sufficient number of boundary conditions for the computation 
of all other flow properties at the surface. The adiabatic-wall boundary condition 
is applied by setting the derivative dho/drj equal to zero rather than temperature. 
This provides a much better representation for the wall temperature when changes 
in velocity magnitude between successive grid points near the wall become large or 
when the 77 coordinate is not orthogonal to the surface. Numerically, the Neumann 
condition is applied by a zeroth-order extrapolation of ho from the first grid point 
off of the wall. 
For the implicit side, a ghost point is placed at i-1 and reflective boundary 
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conditions are utilized. For this work, the normal pressure gradient is assumed to 
be negligible. Consequently, for an adiabatic wall, is replaced with: 
For an isothermal waU, it is assumed here that the first grid point off the surface 
is sufficiently close to the surface that the thermal energy component of the internal 
energy is much greater than the kinetic energy. Then, is replaced with: 
where, e = 27(7 — l)/a|. 
The calculation of the viscous stresses in Ri, R2 and Si remain essentially 
unchanged at the surface. Velocity derivatives with respect to 77 in §2 are computed 
at the surface by a second-order accurate one-sided difference. The derivative of 
the speed of sound is set to zero for an adiabatic wall and a one-sided difference is 
Q —* 
used for an isothermal wall. A first-order accurate representation for results. 
3.3.3 Farfield boundary 
The appropriate number of boundary conditions to be specified at the farfield 
boundary is determined based on a localized characteristic theory. A boundary 
condition must be specified for each negative eigenvalue of the E matrix. That 
is, one for each characteristic originating from outside the problem domain. At 
infiow boundary points, the contravariant velocity V is negative. If the component 
of flow normal to the boundary is subsonic, then three boundary conditions must 
be specified. If the component is supersonic; four boundary conditions must be 
~SQi + £SQ4 , —SQz "t" u(2SQi — eSQ^) ,  —6Q3 -t- v{26Qi — , 6Q4 
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specified. Similarly, for subsonic outflow, one boundary condition must be specified. 
No boundary conditions are specified for supersonic normal outflow. 
The boundary conditions specified must be prudently chosen to accurately 
predict the disturbed freestream behavior at that point. Supersonic normal inflow 
boundary conditions are etU set to the freestream conditions. For subsonic inflow 
three nonredundant conditions must be specified. For this work freestream specific 
total enthalpy, freestream entropy, and a velocity direction are specified. The en­
thalpy specification holds as long as viscous effects are negligible. For this work it 
is assumed that the viscous wake exits the downstream boundary. The flow orien­
tation boundary condition is used instead of a tangential or normal velocity since 
v/u is better behaved as Moo approaches one. 
Speciflcation of freestream entropy will hold for subsonic Mach numbers and 
for supersonic conditions when the shocks intersecting the outer boundary are suf­
ficiently weak. For transonic applications this should not present any difficulties. 
Further basis for this boundary condition lies in the fact that airfoil generated shocks 
quickly dissipate in the farfield due to the stretched grid. Shocks are converted to 
isentropic compressions by the stretching. 
The farfield velocity direction was estimated by adding velocity perturbations 
to the freestream velocity. To compute the velocity perturbations, the approach 
taken in References [47,48,49] was used. A Prandtl-Glauert linear theory is em­
ployed to predict the farfield perturbations due to a disturbance (the airfoil) at the 
origin. The customary approach is to specify a tangentieil velocity (contravariant 
velocity U) based on the freestream component plus a disturbance due to a point 
vortex at the airfoil quarter-chord. The vortex strength is related to the airfoil 
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lift. This approach diminishes the effect of the farfield-boundary distance on the 
solution. 
In the present study, the effect of the thickness of the airfoil is taken into 
account in the calculation of the farfield disturbance as well. It is customary to 
neglect the effect of thickness in the calculation of the farfield perturbation since 
this effect is proportional to the inverse of the radius squared while the lift effect 
is proportional to the inverse of the radius. However, for ratios of outer-boundaxy 
distance to chord in the vicinity of five to ten and for moderate lift conditions, the 
effect of thickness is significant and can be of the same order as the lift disturbance. 
Reference [48] gives the results of a Laurent series expansion for the perturba­
tion velocities in the farfield. The first two vortex related terms in the expansion 
account for the vortex strength and a shift of the vortex to the quarter-chord. The 
first term of the thickness expansion is zero for closed airfoils. The second term 
amounts to a doublet which generates the flow around a cylinder of area equal to 
one half the cross-sectional area of the ciirfoil. The one-half term arises from the 
approximation that the airfoil (thickness and camber) lies on a slit at y = 0. This 
value of one-half must obviously increase in some fashion to one for a circular airfoil. 
An estimate of the effect of thickness on the appropriate area to be used in the 
thickness correction was found by analyzing the fiow around an ellipse. Conformai 
mapping was used to transform the solution for flow over the slit to flow over 
an ellipse. The results indicate a linear variation of the multiplicative constant 
with thickness in the farfield. This result was verified by extensive testing with 
the VSAERO code (Reference [50]) for a variety of airfoil section shapes, Mach 
numbers, thicknesses, and angles of attack. 
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The u and v perturbations in the farfield are computed with: 
where 
K = (1 + tlc)A 
k = Ci^/Arr 
r = (3^y^ 
and A is the cross-sectional area of the airfoil. The coordinate systems 
and Xv — yv have origins at the aerodynamic center and cross-section centroid 
respectively. The x axis is aligned with the freestream. 
Perturbation velocities at a distance of five chords from the mi dehor d of a 
NACA 0010 airfoil at Moo = 0.7, a = 1° are displayed in Figures 3.6 and 3.7. The 
perturbation field resulting from the use of equations 3.19 and 3.20 with and with­
out the thickness effects are compared with results from VSAERO. The thickness 
contribution can be significant. For this work, the vortex center has been placed at 
the quarter-chord and the doublet center at the airfoil centroid. 
The first step in applying the boundary conditions involves a modification to 
the RHS of equation 3.16 (a) because of the absence of flow data outside the bound­
ary. The representation for remains unchanged, but, the second-order-accurate 
representation for Grf is replaced with a one-sided first-order-accurate difference. 
The finite-volume formulation is maintained by using fiow variable data at j at the 
(3.19) 
(3.20) 
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j + 1/2 face and j — \ data at the j — 1/2 face. The viscous forces on the outer cell 
are set equal to the adjacent-cell forces scaled by the Jacobians. 
The governing equations were solved with the appropriate boundary conditions 
specified implicitly. This was done to provide a more stable algorithm and to force 
a convergence to machine zero even when the boundary conditions are slightly 
improper. Improper boundary conditions (for example the velocity direction) can 
cause inconsistencies in the flow field solution and the boundary condition update. 
This often results in an oscillatory flow calculation / boundary condition update 
cycle for explicit schemes. 
Incorporation of the above boundary conditions follows the approach of Ref­
erence [51]. This should provide improved accuracy over Riemann invariant type 
approaches (see for instance References [11] and [48]) when transverse wave prop­
agation effects increase as freestream Mach number approaches one. Additionally, 
as discussed by Roe [52], locally 1-D approaches can lead to a nonmonotone decay 
of flow variables at the boundary. 
The implicit algorithm is modified at the outer boundary point by incorporation 
of a transformation matrix, /*, where 
I* = Zr,R^' 
is the matrix of left eigenvectors, associated with the Jacobian of G, with 
the rows corresponding to negative eigenvalues set to zero. is with the 
zeroed rows replaced with appropriate boundary condition vectors. For instance, 
for specification of constant total enthalpy {dholdt — 0), the vector dho/dQ re­
places the row of R-q corresponding to the negative eigenvalue V — y^. For 
completeness, various boundary condition vectors are listed in table 3.1. 
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Table 3.1: Boundary condition vectors 
Flow variable Column 12 3 4 
total enthalpy 
entropy 
flow orientation 
pressure 
ho - (7 - !)•" (7 - l)v 
|(li2 + 7;2) + -u -V 
0 1 
+ v^) —U —2 
—u —V 
-7 
1 
u 
V 
u 
V 
0 
1 
The resulting algorithm is identical in form to Equation 3.16 except the second 
step is altered with the transformation matrix J* = J I*. 
Note that the incorporation of the transformation matrix eliminates the implicit 
difference associated with the negative eigenvalues of the matrix E. Consequently, 
no dummy points, exterior to the grid, need to be defined. By incorporation of 
the transformation matrix only after the first inversion, errors associated with the 
approximate factorization do not affect the solution update. To prevent any nu­
merical drift of the boundary condition specification, the boundary conditions are 
updated after each iteration. For supersonic inflow, I* reduces to the zero matrix; 
for supersonic outflow, the identity matrix. 
Since transonic flow solutions are sensitive to the outer boundary placement 
when Mach numbers approach one, an alternative boundary condition formulation 
was investigated. This consisted of a specification of only the total enthalpy at 
boundary grid points aft of a specified position, regardless of whether it was an 
infiow or outfiow boundary point. For positive angles of attack, this amounts to 
specifying one boundary condition along the lower portion of the domain as opposed 
/ + ej*Ai , V; 
(3.21) 
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to the three that are normally specified. This approach allows a smooth transition 
of farfield boundary conditions through sonic velocity. Additionally, waves are prop­
agated smoothly out of the domain. This form also proves to be advantageous when 
the local flow direction is very nearly aligned with the boundary. Slight changes in 
the normal velocity component can cause a switching between the specification of 
one boundary condition or three. Since the specification of entropy and flow direc­
tion may be inconsistent with the local flow solution, this can cause a perturbation 
to the integration that can affect both the solution and the convergence. 
3.3.4 Downstream boundary 
Since boundary conditions at the downstream boundary cannot be written in 
terms of SQ*, the approach used in the previous section is replaced with the approach 
of Reference [53]. This latter approach differs in that the transformation matrix is 
applied prior to the approximate factorization. The first two steps of Equation 3.16 
are replaced with the following. 
Here, the scheme is shown for the lower wake downstream boundary. For the upper 
wake, the D~ difference is replaced with the 2)+ difference. 
(3.22) 
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Static pressure is typically specified at the downstream boundary. If the bound­
ary is not placed sufficiently far downstream, however, specification of static pressure 
can give unsatisfactory results. Not only can the pressure level along the boundary 
be incorrect for the specific flow field, but the pressure gradient can become ori­
ented normal to the boundary. Application of several other boundary conditions 
were investigated. 
One interesting boundary condition is the specification of flow direction. In­
corporation of a zero streamline curvature boundary condition can be incorporated 
with a specification of constant flow direction, followed by a boundary condition 
update from the interior solution. Incorporation of the flow orientation boundary 
condition (see Table 3.1) in can result in a singular matrix for some flow con­
ditions, indicating an ill-posed boundary condition. Specification of only a flow 
direction boundary condition proved unstable for the farfield as well. The inclusion 
of the entropy boundary condition did not improve the inversion, however, total 
enthalpy did. This difficulty can be overcome by using a transformation matrix 
that consists of the identity matrix with the third row replaced with the vector 
{0,i;/u,0,0} 
This amounts to replacing the y-momentum equation with a specification of the v ve­
locity. This approach does not eliminate the implicit-level flux difference associated 
with information from the exterior of the domain, consequently, an approximate 
implicit boundary condition must be specified. Since D'^{D~) is not defined on 
the lower (upper) downstream boundary, a zeroth-order extrapolation is used from 
upstream together with a cell face scaling. Then, 6Q* at the dummy grid point, 
external to the domain, is set to zero. 
55 
An alternative approach investigated was the elimination of all boundary condi­
tions at the outflow boundary. In this approach, depending upon the flow inclination 
and the inflow/outflow status of the corner points, the boundary condition at one of 
the corner points is modified. For an inflow case, the freestream entropy condition 
is replaced with the constant freestream pressure condition. For outflow, the total 
enthalpy condition is replaced with pressure. Since there are no grid points out­
side the downstream boundary, the finite-difference stencil for both the inviscid and 
viscous ^ differences and viscous cross-derivative terms can not be used. First-order-
accurate one-sided differencing is used for the inviscid terms and the full viscous 
terms are replaced with the thin-layer terms. If the downstream boundary is placed 
sufficiently far downstream so that an asymptotic wake profile exists, the thin-layer 
terms are sufficient. The downstream boundary is placed considerably downstream 
from the trailing edge to allow for pressure equilibriation. 
3.4 Initial Conditions 
Nonuniform freestream initial conditions were incorporated to improve the 
startup convergence characteristics of the code. A velocity decay to the airfoil 
surface and a velocity defect decay downstream of the trailing edge were used to 
help eliminate some of the high frequency errors typically observed at startup. The 
velocity distribution also provides a means for generating an initial eddy viscosity 
distribution. 
The initial conditions are computed based on uniform freestream values of 
specific total enthalpy and pressure. The x and y velocity components are set to 
freestream values but are allowed to decay to zero at the airfoil surface. The extent 
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of the decay is approximated by assuming a compressible zero-pressure-gradient 
boundary layer growth from a stagnation region at the nose. For laminar flows, the 
boundary layer thickness is approximated with Equation 3.23. 
8 1 
lAyJ{rIc)nose + ^3.3 + 1.7+ 0.3(7 — l)M^j (3.23) 1 A. HT» lf\ L I X X _L 1 7^ 
c yfRe 
A similar approach was utilized for turbulent calculations. This approach works 
best for subsonic or transonic conditions but was found to be less than satisfactory 
for supersonic blunt body calculations. 
A typical method of starting a supersonic blunt body problem is to ramp the 
boundary conditions in some fashion from freestream conditions to no-slip condi­
tions over a specified number of iterations. This prevents a solution divergence by 
allowing a gradually increasing perturbation to the flow field. If a startup is made 
from no slip initial conditions, several modifications to the integration approach 
must be followed. Since the formation of the nose shock occurs first near the body, 
it is necessary to replace the extrapolation of a. at the surface (see page 41). Setting 
a to zero over the first 100 iterations allows the nose shock to settle off of the body. 
Another difficulty encountered with a sudden startup is associated with the integra­
tion of the continuity equation. Since the freestream velocity is rapidly decelerated 
over a few grid points near the nose, the formation of the shock propagating from 
the nose generates large time derivatives of density. If too large of a time step is 
taken, the density derivative can cause an overshoot in the density at the shock cell. 
This can be prevented by limiting the Courant number at startup to prevent the 
overshoot. By combining the integration time step (Equation 3.17) with a one cell 
density increase equivalent to a normal shock deceleration followed by an isentropic 
compression yields a heuristic stability limit on the Courant number at startup. For 
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high Mach number calculations, the upper limit is: 
"max = 
One time step taken at the above Courant number will change the density at the 
shock from freestream to the stagnation level. This choice was found to be unstable, 
consequently, a startup Courant number of approximately one percent of this value 
is used over the first 100 iterations. 
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4 NUMERICAL RESULTS 
In order to validate the present code, several test cases were computed. The 
results of these calculations are presented in this section. In addition, the results 
from the calculation of the flow about an Integrated Technology airfoil are compared 
with experiment. 
4.1 Validation Test Cases 
To validate the code, a zero pressure gradient flat plate case and a NACA 0012 
airfoil case were computed. 
4.1.1 Flat plate 
A rectangular domain was used for the flat plate test case. The inflow and out­
flow boundaries were at nondimensionalized x locations of 0.0 and 1.5, respectively, 
with the leading edge located at 0.1. The plate was positioned at a y station of zero 
and the domain extended to a nondimensionalized distance of 1.0. Fifty-one grid 
points were utilized in both the streamwise and normal directions. The grid points 
were uniformly spaced in the x direction, however, the grid was highly stretched in 
the normal direction in order to obtain a nominal wall grid spacing corresponding 
to a value of approximately one. 
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The flow conditions consisted of a freestream Mach number of three, an angle 
of attack of zero degrees and a freestream temperature of 300°iE. The Reynolds 
number per unit length of the flow was ten million. Instantaneous transition was 
forced at an x value of 0.18 and an adiabatic wall boundary condition was specified 
on the plate. 
Skin friction results, for the flow conditions described above, are plotted as a 
function of momentum thickness Reynolds number in Figure 4,1. The comparison 
curve in the figure is based on the empirical method of Karman and Schoenherr as 
modified by Hopkins and Inouye [54]. The extension to compressible flow was made 
with the Van Driest II model [54,55]. As observed in the figure , the empirical 
and numerical results are in excellent agreement. Also included in Figure 4.1 are 
numerical results generated with the density correction removed from the definition 
of the characteristic velocity (see page 9). As observed, the removal of the correction 
term degrades the results. A slight discrepancy is observed near the leading edge 
where the flow was forced to transition. 
The shape factor had a nominal value of 5.4, varying between 5.3 and 5.5 along 
the domain. This compares well with a value of 5.40 computed with the following 
equation, taken from Reference [56]. 
H = 1.3^ + 0.2MI 
J-e 
A post-shock edge Mach number of 2.986 was used. 
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4.1.2 NACA 0012 
The NACA 0012 airfoil section has become a popular test case for CFD codes, 
and is used here as well. Here, the blunt trailing-edge geometry definition is used: 
y/c = ±h{t/c) 0.2969^1 - 0.1260(^) - 0.3516(^)^ + 0.2843(^f - 0.1015(^)'^ 
The airfoil has a thickness to chord ratio of 0.12 (located at 30% of chord) and a 
leading-edge radius of 1.58% of chord. The trailing-edge thickness is 2.1% of the 
maximum thickness. Both low Reynolds number laminar flows and high Reynolds 
number turbulent flow cases were computed. 
4.1.2.1 Laminar results A low Reynolds number flow, with a steady sepa­
ration bubble case was investigated. The flow conditions are M^o = 0.5, Re = 5000, 
a = 0°, and Too = 540°22. Pressure coefficient results are displayed in Figure 4.2. 
Pressure contours for the flow field are displayed in Figure 4.3. The flow separates 
at an x/c location of approximately 0.96, decreasing the pressure recovery at the 
trailing edge. Skin friction results are compared in Figure 4.4 with results from 
Swanson and Turkel [57]. The results are in excellent agreement away from the 
separation bubble, however, there is a slight disagreement in the vicinity of the 
bubble. The difference can be attributed to the blunt trailing edge geometry. The 
separation location in Swanson and Turkel's results is at an x/c location of 0.81. 
The decreased aft slope, due to the blunting of the trailing edge, reduces the adverse 
pressure gradient and delays the separation location slightly. 
As discussed in Reference [58], the angle between the separation streamline and 
the airfoil surface, v, can be computed based on skin friction and pressure derivative 
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Figure 4.3: NACA 0012 pressure contours (M^o = 0.5, a = 0°) 
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data: 
jCf/a(,i) 
Incorporating finite-difFerenced data into the equation yields a separation angle 
of 5.7°. This agrees favorably with an angle of 6.3° extracted from the velocity 
distribution in the vicinity of the separation point. 
The flow field in the vicinity of the trailing edge is diplayed in Figure 4.5. A 
saddle-point phenomena is observed near the trailing edge. This is postulated to 
be due to the reversed flow in the separation bubble impinging on the blunt base. 
The flow deflected by the base is injected into the bubble, creating the saddle point. 
The flow velocities in the trailing-edge region are approximately 1% of freestream. 
Utilizing this velocity level, a localized base half-width Reynolds number less than 
one results. 
It is not completely certain whether the saddle-point phenomena is real or 
due to numerical difficulties associated with the grid kink at the trailing edge. 
Solutions were obtained with several different grids and the phenomena persisted. 
A more detailed study, using a much more refined grid, is necessary to determine 
if the phenomena is real, and if so, to determine the exact location of the saddle 
point with respect to the trailing edge. Figure 4.6 displays a velocity vector plot 
of the same region computed by employing only the thin-layer viscous terms. As 
observed in the figure, the saddle-point phenomena has disappeared. By examining 
the various terms in Equation 3.13 in the vicinity of the separation bubble, it was 
found that the R2 term is of the same magnitude as the thin-layer term, S2. The 
cross-derivative term, R2, primarily affects the value of the shear stress when grids 
are skewed. 
Figure 4.5: NACA 0012 trailing-edge velocity vectors {Moo = 0.5, a = 0°) 
Figure 4.6: NACA 0012 trailing-edge velocity vectors (Moo = 0.5, a = 0°, thin-layer approximation) 
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4.1.2.2 Turbulent results The results from two turbulent test cases are 
compared with the data of Harris in Figures 4.7 to 4.13 [59]. The numerical re­
sults have been computed at corrected angles of attack to account for tunnel lift 
interference effects. As suggested by Harris, the angle of attack correction used is 
Aa = —1.55Cn 
Both an attached flow case and a strong, shock-induced boundary layer separation 
case were computed. The attached flow case had freestream conditions of = 
0.70, a = 1.86° and Re = 9 x 10®. The corrected angle of attack used in this 
computation was ac = 1.49°. The freestream conditions of the second case are 
Moo = 0.799, a = 2.86° («c = 2.26°) and i?e = 9 x 10*. For both flow cases, the 
flow was forced to transition at 5% of chord to match the location of a boundary 
layer trip strip used in the experimental test. A freestream temperature of 520°i? 
was used for the attached case, 510°il for the separated. The aspect ratio of the 
model is 3.43. 
Pressure coefficient results for the first case are compared with the data of 
Reference [59| in Figure 4.7. The numerical results are in excellent agreement 
with the experimental data. Experimental values of Q, and Cm of 0.241, 0.0079 
and -0.005 compare favorably with the respective numerical values of 0.256, 0.0086 
and 0.005. The slight differences in lift and pitching moment are attributed to 
the slight over expansion of the flow on the upper surface between 10% and 20% 
of chord. Friction accounts for 61 counts of the total drag, while the remaining 
25 counts is a result of pressure drag. Incorporation of the Model B turbulence 
model (Section 2.2.1.3) resulted in a drop in drag to 80 counts. Incorporation of 
the alternate model had little effect on the pressure distribution. The primary effect 
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was a drop in the friction drag from 61 to 56 counts. 
Pressure coefficient results for the second test case are displayed in Figure 4.8. 
Experimental values of C^, and Cm of 0.39, 0.0331 and -.017 compare reason­
ably well with numerical values of .351, 0.0340 and -0.006 respectively. The 
shortfall of the numerical results is the inability to accurately capture the correct 
shock location and the size of the corresponding separation bubble. As observed in 
Figure 4.8, the predicted shock location is approximately 5% of chord aft of what 
is observed experimentally. As well, the extent of the pressure plateau aft of the 
shock indicates a separation bubble length of approximately 30% of chord. The 
numerically predicted size of the separation bubble is much smaller. Figure 4.9 dis­
plays the numerically-computed velocity vectors upstream of and at the separation 
point. As noted in the figure, a very weak circulation pattern results. The extent 
of the bubble is approximately 15% of chord. 
Despite the disagreement between numerical and experimental results, the nu­
merical results presented here are significantly better than comparable results ob­
tained with algebraic models. Figure 4.10 compares the numerical results presented 
in Figure 4.8 with results from Reference [60]. The latter results, which were com­
puted using the Baldwin-Lomax turbulence model, are representative of a majority 
of the Navier-Stokes results presented in Reference [24]. 
The shock capturing capability of the TVD scheme is apparent in the pressure 
contour plot of Figure 4.11. The shock is slightly oblique to the surface of the airfoil 
because of the rapid growth of the boundary layer. A slight plateau is evident aft 
of the shock in the vicinity of the separation bubble. An expanded view of the 
pressure contours in the vicinity of the shock is displayed in Figure 4.12 together 
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with grid lines indicating the cell centers. As evidenced in the figure, the shock is 
approximately one cell wide despite the fact that the shock is not aligned with the 
grid. The location of the sonic line for this case is diplayed in Figure 4.13. 
4.2 Integrated Technology Airfoil A153W 
A family of high speed airfoils with reduced detection characteristics were de­
signed by the Boeing Aerospace Company and tested at NASA Langley Research 
Center [5], They are referred to as integrated technology airfoils. The airfoils are 
characterized by a thick mid-section and a thin leading- and trailing-edge. Results 
from an analysis of one of these airfoils (airfoil A153W) will be presented here. 
Airfoil A153W is depicted in Figure 4.14. The airfoil was designed for a Mach 
number of 0.65 and a Q range of 0.1 to 1.0 at a Reynolds number of three million. 
The airfoil has a finite thickness trailing edge and two regions of concave curvature 
on the lower surface. The airfoil has a thickness to chord ratio of 0.158 (located at 
43.8 % of chord) and a leading-edge radius of 0.868% of chord. The trailing-edge 
thickness is 5.2% of the maximum thickness. 
The Langley 6- by 28-inch blowdown transonic tunnel was used to test airfoil 
A153W. The airfoil model has a four inch chord and is instrumented with 47 static 
pressure taps. The model has an aspect ratio of 1.50. A total pressure wake 
survey probe located 2.75 chords downstream from the trailing-edge was used for 
the calculation of Cj. Surface pressures were integrated to obtain Cn and Ca- The 
flow was tripped on both the upper and lower surfaces at 6% of chord. The angles 
of attack referred to in this section include an angle of attack correction for lift 
Figure 4.11: NACA 0012 pressure contours (M, 
' 0.799, 
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interference effects. The correction employed is 
Aa = —Q.SlCn 
Further details can be found in Reference [5]. 
Results from two flow cases will be discussed; one subcritical and the other 
supercritical. The grid used in the calculations is displayed in Figure 4.15. The 
grid contains 230 cells in the ^ direction and 89 cells in the t] direction. Twenty 
of the cells in the -q direction are contained in one-half of the blunt trailing-edge 
region. 
The first test conducted was a subcritical case. The freestream conditions are: 
Moo = 0.602, a = 0.82° and Re = Q x 10®. The freestream temperature was set 
to 460°i2. Pressure coefficient results are displayed in Figure 4.16 along with the 
corresponding experimental results. The disparity between the predicted and 
experimental pressure levels indicates, at the very least, an error in angle of attack. 
As discussed by Sewall [61,62], additional corrections must be applied to the exper­
imental data's flow conditions to account for the boundary layer growth on the side 
walls. The corrections attempt to convert the experimental data to an equivalent 
2-D data set (zero boundary layer growth) at modified freestream conditions. For 
this test case, the equivalent tunnel Mach number and angle of attack are 0.63 and 
1.33° respectively. Figure 4.17 displays the previously discussed pressure results 
bounded by experimental data at a higher and lower Mach number than the cor­
rected Mach number. The improvement in the comparison is evident. The average 
values of Cj and Cm for the two sets of experimental data presented in Figure 
4.17 are 0.48, 0.0112 and -0.062 respectively. These values compare favorably with 
the numerically predicted values of Ci = 0.56, Cj = 0.0120 and Cm = —0.082. 
Figure 4.15: Airfoil A153W grid 
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The second test conducted was at transonic conditions. The freestream condi­
tions are: Moo = 0.725, a = 1.65° and i2e = 3 x 10®. The freestream temperature 
was set to 460° iZ. As discussed above, additional corrections need to be applied to 
the angle of attack, Mach number, and pressure coefficient data to account for the 
sidewall boundary layer growth. The corrected flow conditions, used in the numer­
ical calculation, are: Mc = 0.696 and «c = 1.16°. As well, the experimental data 
have been scaled to account for the boundary layer growth. The pressure coefficient 
data, and the lift, drag and moment data are scaled up by the factor 1.028. The 
corrected experimental values are: = 0.45, = 0.0168 and Cmc — —0.055. 
Pressure coefficient results for this case are displayed in Figure 4.18. The pres­
sure levels on the upper and lower surfaces indicate that a difference in angle of 
attack still exists. Figure 4.19 compares the previous numerical results with exper­
imental data at a slightly higher angle of attack. Numerical values for Ci^C^ and 
Cm of 0.65, 0.017 and -0.087, respectively, compare favorably with the uncorrected 
experimental values of 0.55, 0.0211 and -0.0565. The difference in lift is partially 
due to the difference between the experimental shock location and the predicted 
location. The pressure contours, for this test case, are displayed in Figure 4.20. For 
these flow conditions, the shock is quite weak. A plot of pressure coefficient versus 
z/c is displayed in Figure 4.21. Here, z/c is the coordinate direction normal to the 
freestream. The difference between the thrust and drag loops is the pressure drag 
on the section. The effect of the leading-edge cusp is to indent the drag loop. The 
flow field in the vicinity of the trailing edge is displayed in Figure 4.22. A weak 
recirculation zone in the base region of the blunt trailing edge is driven primarily 
by the velocity field shed from the lower surface. 
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Figure 4.22: A153W trailing-edge velocity vectors (Mc = 0.696, «c = 1.16°) 
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5 CONCLUDING REMARKS 
A finite-volume code has been written to solve the complete, Reynolds-averaged 
Navier-Stokes equations around unconventional airfoils. The numerical algorithm 
is based on a flux-difference splitting form of a total variation diminishing (TVD) 
scheme. Various modifications to the scheme have been incorporated to provide 
a spatially second-order-accurate scheme in physical space. This is possible by 
defining the flux at cell faces to be a linear combination of a central and an up­
wind approximation to the flux. The scheme is conservative at steady state but 
employs nonconservative differencing during the integration to steady state to al­
low for easy implementation of implicit boundary conditions in the farfield. The 
addition of implicit boundary conditions improved the convergence rate. In some 
instances, machine zero residuals were obtained with the implicit boundary con­
ditions, however, this was generally not possible with explicit conditions. A zero-
equation eddy viscosity model was used to represent the effects of turbulence. The 
baseline model incorporated several desirable properties of the Johnson-King model 
and gave excellent results for attached flow conditions. For separated flow condi­
tions, a new turbulence model was developed that incorporated a length scale based 
on a Baldwin-Lomax type of model but with a different velocity scale. 
The numerical algorithm was validated by comparisons with flat plate and 
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NACA 0012 data. Excellent results were obtained for the attached flow cases inves­
tigated. For shock induced separations, results with the modified algebraic turbu­
lence model proved to give quantitatively good results, but further improvements to 
the turbulence model are needed. Numerical results for flow over an unconventional 
airfoil with a blunt trailing-edge compare favorably with the available experimental 
data. The only difficulty encountered was a lack of resolution in the blunt trailing-
edge region. The easiest way to correct this would be to incorporate an 0-grid 
topology. However, a method for locating the boundary layer edge in the wake 
region would then be needed for incorporation of intermittency effects. 
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7 APPENDIX: WAKE EDDY VISCOSITY 
The eddy viscosity downstream of the blunt trailing edge is constructed from 
a double blend from the trailing-edge values to an asymptotic wake value. One 
blend accounts for the rapid decay of the wall bounded inner layer, the other for 
the slower mixing of the two shear layers. The rates of the inner layer decay and 
the outer layer mixing are driven by the following decay functions. 
Qfg is the sum of the upper and lower surface incompressible momentum thicknesses 
at the trailing edge. 
The eddy viscosity level in the wake is based on the local momentum thickness. 
To allow a smooth transition at the trailing edge, the displacement thickness defi­
nition used for the wall bounded outer layer is converted to a momentum thickness 
form by redefining the Clauser constant at the trailing edge. 
Here, i refers to the last ^ grid point on the airfoil and i + 1 to the first grid point 
off the trailing edge. The "symbol refers to a term that pertains to either the upper 
or lower surface. 
(7.1) 
(7.2) 
^^0,1 (7.3) 
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The wake eddy viscosity .is now defined as 
(7.4) 
These upper and lower eddy viscosities are blended into an asymptotic form that 
consists of an average of flow- variables on the upper and lower wake halves. 
The blend from the trailing-edge to the asymptotic wake outer viscosity is defined 
as 
A decay of the inner layer is added to the above defined outer layer to provide 
continuity of the eddy viscosity distribution in the vicinity of the trailing edge. To 
define the inner-layer distribution, it is first necessary to define a coordinate system 
that is based on the flow field in the trailing-edge region. The flow field is sampled 
in the vicinity and downstream of the trailing edge and rays are defined from both 
the upper and lower corners, pointed in the direction of the nominal flow direction. 
A nondimensionalized wake location is then defined by utilizing the trailing edge 
boundary layer thickness. For instance, an upper wake location is specified as 
Here, refers to the y coordinate of the ray. A nondimensionalized wake coordinate 
is then defined as 
(7.5) 
ùo = i^a (^o ~ (7.6) 
m e  =  { y ~ y i ) l h e  
r j w  = i y -  V c l ) ! ^  
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These are then combined with the inner layer decay function. 
V = Vte + iVw - Vie)!- (7.7) 
The wake inner layer can now be defined based on the nondimensionalized wake 
location. 
(7.8) 
is the maximum Reynolds stress at the trailing edge. This is then blended 
into the outer layer with the same function that is used for the wall-bounded flow. 
ùf = sign{ù)ûo(l — e ^ (7.9) 
The sign of the inner layer eddy viscosity is used to provide a mechanism to switch 
from the inner layer formulation to a base formulation in the trailing-edge region. 
In the base region, an exponential growth from a wall value of zero is used. 
fil = pl^max[i>i, ùo{l — /.)] ± (1 — i)Ae~'"^'"^ | (7.10) 
The last term on the right hand side blends the upper and lower wakes together. 
The +•/- sign refers to the upper/lower wake. A is defined as 
This formulation of the wake eddy viscosity worked best for attached flow 
conditions. For some separated flow cases, faster convergence was obtained by 
slightly modifying this approach. As an alternative, the local outer eddy viscosity 
{ù'q) is replaced with the representative trailing-edge value well, the 
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asymptotic wake value of the eddy viscosity (Equation 7.5) is based on the airfoil 
drag, 
