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In this paper we have tested for evidence of nonlinear structure in United Kingdom 
asset returns including those of real estate and investment trusts, stock market  indices 
and returns for listed real estate companies.  While some of our test procedures are 
designed to test for nonlinear deterministic (chaotic) structure against a random 
alternative, others have power against nonlinear stochastic structure.  If nonlinear 
deterministic and random walk models are not appropriate to explain asset returns 
behaviour, then stochastic nonlinearity seems like a logical alternative.  The results 
from our study lead us to that conclusion. 
  11. INTRODUCTION 
 
Recent studies which have tested time series data of real estate investment trusts, properties 
and indices have all reported results which find against the presence of nonlinear 
deterministic (chaotic) structure. 
 
In a study concerned with determining the existence of market segmentation between real 
estate market returns and returns from other capital market assets, Ambrose et. al. (1992) 
tested real estate investment trust returns for evidence of nonlinear dependence versus 
random behaviour.  Using rescaled range analysis, they could find no evidence of fractal 
structure and, in particular, long-term memory (persistence).  They concluded that U.S. real 
estate investment trusts were best modelled by a random process and, as a consequence, 
found no evidence in favour of a difference in structure between returns from the two 
markets. 
 
There are numerous studies which question whether returns on assets drawn from capital 
markets follow the naive linear stochastic model known as the random walk.  Studies 
which seek the appropriate model for returns of various stock market indices like those of 
Brock, Dechert and Scheinkman (1987), Scheinkman and LeBaron (1989), Blank (1991), 
Brock, Hsieh and LeBaron (1991), Hsieh (1991), Willey (1992) and Duett, Hershbarger 
and Pandey (1994) to name a few, have mainly concentrated on finding evidence of chaotic 
behaviour.  Using a variety of tests, while they all refute the random walk model, there 
appears a reluctance on behalf of any one study to claim conclusive evidence in favour of 
nonlinear deterministic models. 
 
Newell, Peat and Stevenson (1996) tested for evidence of nonlinear structure in Australian 
asset returns, including those of real estate investment trusts as well as returns from listed 
real estate companies.  They argued that the search for evidence of nonlinear structure in 
the returns series from real estate investment trusts should be more than just evidence of 
nonlinear dependence (chaos).  Accordingly, they used other tests to not only provide 
further evidence for and against chaotic behaviour, but to confirm the existence or not of 
either deterministic or stochastic nonlinear structure in the returns series.  They concluded 
  2that structure was present in the asset returns series studied and that nonlinear stochastic 
models seemed to be the most appropriate models to capture the underlying process. 
 
In this study we examine daily and weekly time series of major United Kingdom property 
companies, property indices and stock market indices.  A number of tests are employed to 
determine the existence of nonlinear structure - deterministic or stochastic - against a 
random alternative.  Similar tests are used here to those used in the Newell, Peat and 
Stevenson (1996) study. 
 
The plan of the paper  is as follows.  In the next section we describe the data used in this 
study.  The following section is devoted to a discussion of the various tests employed in our 
search for evidence of deterministic or stochastic nonlinearity.  Section 4 is where we 
present our test results.  Our conclusions and suggestions for extending this study are 




Daily share price data for the period from 1980 to 1995 was obtained for sixteen major and 
actively traded United Kingdom property companies, property indices, and stock market 
indices.  Weekly data was collected for twelve of the above series.  Names of the 
companies or indices, as well as identifiers used for each transformed entity in the study, 
can be found in Table 1 (daily data) and Table 2 (weekly data). 
 
The use of high frequency daily data has both advantages and disadvantages.  Many of the 
tests for deterministic chaos (some of which will be discussed in the following section) 
require a lengthy series, say 2000 data points [see Jaditz and Sayers (1993)].  The daily 
returns series used in this study contain  4,110 data points.  A problem with daily data is the 
high frequency of zero returns.  This can result in an artificial maintenance of the traded 
prices and subsequent modelling being based on prices that were not truly indicative of the 
prices traded.  Relying on lower frequency data series (e.g. weekly) restricts our analysis to 
shorter time series with less than 2000 data points, and nonstationarity can become an issue 
as the time period over which observations are recorded increases.  We elected to study 
both daily and weekly time series, while mindful of the adverse effect of the high frequency 
  3of zero returns in daily data,  along with the associated problems of nonstationarity and 
sample size when using the weekly data. 
 
3.  TESTS FOR NONLINEAR STRUCTURE IN RETURNS SERIES 
 
The data for the stock and property indices was tested for stationarity.  Covariance 
stationarity implies that the mean, variance, and covariances of a time series are 
independent of time.  Nonstationarity of a time series has serious implications for the 
reliability of most of the tests for deterministic or stochastic nonlinearity used in this study 
[see Jaditz and Sayers (1993)].  The presence of a unit root in the data indicates 
nonstationarity induced by a stochastic trend.  In this study we employ two tests to identify 
whether we have a unit root in our data and, as a consequence, have a nonstationary series.  
These tests include the Augumented Dickey-Fuller Test (ADF) and the Sims Test (SIMS).  
The first of the above tests are recognisable as classical statistical tests, while the third has 
its origins in Bayesian analysis.  We include the Sims Test in an attempt to counter the 
substantial literature which points to the low statistical power of the Augmented Dickey-
Fuller test being able to distinguish between a unit root and near unit root process.  More 
often than not, the classical tests indicate that a near unit root process is a series which 
contains a unit root.  Sims (1988) claims his Bayesian-based test has power against 
incorrectly assuming the presence of a unit root. 
 
Each of the tests for the existence of nonlinear structure used in this study are highly 
sensitive to linear autocorrelation as well as nonlinear correlation.  Daily returns of capital 
market data (and even weekly returns to a lesser extent) are time series of high frequencies 
which generally exhibit significant autoregressive (AR) tendencies.  To detect nonlinear 
structure in such time series it is imperative that we control for the presence of linear 
autocorrelation by pre-filtering the series.  This involves taking AR(p) residuals to correct 
for any AR(p) process which is more than likely present.  The lag structure for the AR(p) 
filter is determined using the Minimum Akaike Information Criterion (MAICE);  a 
procedure of which details can be found in Akaike (1973).   
 
The correlation dimension test is used to detect the presence of chaotic structure in data.  
The correlation dimension itself is used to estimate the dimension of the underlying 
  4attractor.  Depending on the size of the correlation dimension relative to the embedding 
dimension used to calculate it, we can determine whether the sample is a random 
process or chaotic.  To estimate the correlation dimension, Grassberger and Procaccia 
(1983) developed the GP correlation integral.  The technique embeds overlapping 
subsequences of the data in m-space for different embedding dimensions, and can be 
interpreted as the proportion of ‘close pairs’ out of all possible pairs in the data series.  
The observed time series (xt;  t = 1,2, ..., T) is used to form vectors of m-histories 
embedded in m-dimensional space such that, 
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where Tm = T-m+1, and Ie is the indicator function of the event; 
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As such Cm(e) can be interpreted as the probability that xt and xs are within a distance of 
e.  Specifically, we calculate the distances between all the points of the time series, and 
determine what fraction are less than a series of predetermined length scales, e.  The 
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For small values of e, the correlation dimension, ν, is approximately the slope of the 
graph of log[Cm,T(e)] plotted against log(e).  By plotting log[Cm,T(e)]/log(e) against the 
embedding dimension, m, chaotic systems can be identified by the existence of constant 
slope zones for higher values of m.  If the sample is a random process then ν = m; if it is 
a chaotic process then ν< m. 
 
Brock et al. (1987) proposed a test for the null hypothesis of an independently, 
identically distributed (i.i.d.) series.  Based on the correlation integral, the statistic 
  5BDS(m,e)/σm(e) is asymptotically distributed N(0,1) under the null in large samples, 
where m is the embedding dimension and e is a measure of the variability of the series 
in question.  For data sets with 500 or more observations, the test has high power 
against alternative hypotheses including deterministic nonlinearity (chaos) or nonlinear 
stochastic models [Hsieh and LeBaron (1988)].  Significant values of the test may 
therefore point to additional linear or nonlinear structure in the data under investigation, 
outliers, or general nonstationarities including ARCH effects.  The test is based on the 
correlation integral, Cm,T(e).  Under the hypothesis of independence,  
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as the variables are independently distributed. 
 
Brock et al. (1987) demonstrate that  
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Under the independence hypothesis, where 
 H o:   The time series examined is independent and identically distributed (i.i.d.), 
and 
 H 1:   The time series examined is not i.i.d., 
 
they calculate the statistic,  
[ ] BDS m e
e












− 1  
which asymptotically has a standard normal distribution.  A significantly positive BDS 
statistic implies that points in an m-history space have a probability of clustering 
together more than what would be probable with truly random data.  As previously 
noted, rejection of the null hypothesis of i.i.d. behaviour in data that has been prefiltered 
  6for linear autoregressive structure, while not conclusive, could indicate the presence of 
either nonlinear deterministic (chaotic) or stochastic nonlinear dynamics. 
 
In traditional linear models, a small change in the measurement of the initial conditions 
has little impact on the dynamic multipliers of a stable system and, therefore, on its 
forecasting ability.  On the other hand, nonlinear models are characterised by less 
certainty about forecasts the further they are out in time.  While the greater certainty 
associated with the forecasting ability of linear models is comforting, the realisation that 
nonlinear models are a more plausible representation of reality forces us to confront the 
identification of the dynamics of potential nonlinear representations of our data.  If the 
dynamics of a model are chaotic, then a measurement error in the initial conditions 
dramatically affects forecasting ability. Lyapunov exponents are a measure of sensitive 
dependence on initial conditions and, as such, can be useful statistics for detecting the 
presence of chaotic dynamics in data sets. 
 
Lyapunov exponents are measures of local exponential separation of trajectories and 
can be viewed as measuring how nearby trajectories in phase space diverge or contract 
over time.  A positive exponent measures the average rate of expansion in phase space, 
and vice versa for a negative exponent.  As we are interested specifically in the 
direction of maximal stretching, for an attractor to be classified as chaotic or “strange” 
[Wolf (1986)], then one of the three Lyapunov exponents, needs to be positive while the 
other two are zero and negative.  A chaotic attractor is characterised by the largest 
Lyapunov exponent being greater than zero, and represents the divergence of points in 
phase space, or the sensitive dependence on the initial conditions as represented by each 
point.  The weakness of Lyapunov exponents as a tool to detect nonlinear determinism 
is the lack of distribution theory for the measures that can be estimated by the three 
common approaches.
1   Given that a truly deterministic system has no stochastic 
components, theoretically, standard errors are not obtainable as are confidence intervals 
for our estimates.  A further complication arises with the use of noisy data sets.  As 
pointed out by Abraham et al. (1990), the algorithms appear to be quite sensitive to the 
presence of noise, with the estimates upwardly biased for finite, noisy data sets. 
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While the correlation dimension is used to estimate the dimension of the underlying 
attractor, with the GP correlation integral used to estimate the correlation dimension, if 
there are convergence problems with the observed point estimates then low correlation 
dimensions cannot distinguish between different types of nonlinear influences.  These 
types include mean and variance nonlinearity, where the former implies additive 
autoregressive dependence while the latter is characterised by multiplicative 
autoregressive dependence.  A time series where we identify significant ARCH or 
GARCH effects is an example of a series with multiplicative autoregressive effects, and 
is likely to result in low estimates of the GP correlation dimension.  Nonlinear 
deterministic or chaotic models, with no stochastic components, are a form of mean 
nonlinearity.  Hsieh (1989, 1991) constructed a test in order to distinguish between 
these two types of nonlinearity.  Recognising that additive autoregressive dependence 
will lead to some correlation of the third-order moments of a series, he constructed the 
Three Moments Test to identify mean nonlinearity.  The test is based on the third-order 
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r(xxx)(i,j)  =  the third-order sample correlation coefficient of xt with xt-i and xt-j, and 
         T  =  the length of the data series being examined. 
The hypotheses concerning the significance of the third-order moments are, 
 H o:     ρ(xxx)(i,j) = 0, and 
 H 1:     ρ(xxx)(i,j) ≠ 0, 
with the test statistic given by 
T r ij ij xxx x
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1   The three common algorithms used to estimate Lyapunov exponents are due to Wolf et al.  (1985), 
Eckman and Ruelle (1985), and Kurths and Hurzel (1987).  In this study we use the first of these 
algorithms.  
  8The above test statistic is tested for significance against the standard normal 
distribution, N(0,1), with significance for relatively low values of j (1 ≤ i ≤ j ≤ 5) 
indicating mean nonlinearity for the examined series.  As nonlinear determinism is a 
form of mean nonlinearity, this test is a powerful tool in detecting chaos. 
 
Rescaled range (R/S) analysis is another useful test for randomness and, in particular, 
long-term memory in a time series.  Traditional R/S analysis does not account for short-
term transient behaviour.  A test for long-run memory, which is robust to pre-
asymptotic (autocorrelation up to lag q) behaviour, has been proposed by Lo (1991).  
Known as the modified R/S test, the method does not employ least squares analysis and, 
as such, avoids problems associated with small sample size.  Recall that for a time 
series of logarithmic returns rj, j = 1,..., N, the range of the cumulative sums of 


































The modified R/S statistic is given by  R NN / $ () q σ  where  
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The modified statistic includes weighted autocovariances up to lag q.  If the rj exhibits 
short-term dependence, the estimate of the variance,  $ () σ N q , should include both the 
sample variance and autocovariances up to order q in order to ensure invariant 
behaviour of R NN / $ () q σ  over short-run trends with deviation only evident for long-run 
persistence. While the choice of lag q is arbitrary, for daily data we elected to employ 
  9lags of 5, 10, 21, 42, 63, 126 and 252 days, representing roughly weekly, fortnightly, 
monthly, two-monthly, quarterly, half-yearly, and yearly periods.  When q = 0 the 
statistic,  R NN / $ () q σ , reverts to the classical R/S statistic,  .  The two statistics,  RS NN /
Rq NN / $ () σ  and   will generally converge in probability to different limits in the 
presence of short-run autocorrelation. 
RS N / N
 
After normalising the modified statistic for q = 0 and q > 0 by the square root of N, Lo 


























were calculated by comparing their reliability to uncover true long-term persistence.  
Values that fall between 0.809 and 1.862 are not significant at the 5% level. 
 
4.  EMPIRICAL TEST RESULTS 
 
Tables 3 and 4 contain the results of our stationarity tests for the daily and weekly stock 
market, real estate company and property index series used in this study.  According to 
the classical Augmented Dickey-Fuller test, as well as the 
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Table 1  Lags Used to Filter Daily Data Series for Linear Autocorrelation 
 
Property Index or Trust Name  Identifier  Number of 




BILTON DLBILT  11  4098 
BRITISH LAND  DLBLND  2  4107 
EVANS OF LEEDS  DLEVAN  5  4104 
FROGMORE ESTATE  DLFRGM  3  4106 
FTA ALL SHARES INDEXC  DLFTSH  4  4105 
GREYCOAT DLGCT  9  4100 
GREAT PORTLAND ESTATE  DLGPOR  8  4101 
HAMMERSON DLHMSN  3  4106 
LAND SECURITIES  DLLAND  11  4098 
LONDON MERCHANT SECURITIES  DLLNMS  2  4107 




PEEL DLPEEL  4  4105 
SLOUGH ESTATES  DLSLOU  8  4101 
PROPERTY SHARES INDEX  DLUKPR  4  4105 
WATES DLWTES  4  2864 
 
Table 2  Lags Used to Filter Weekly Data Series For Linear Autocorrelation 
 
Stock or Property Index Name  Identifier  Number of 




BILTON DLBILT  3  868 
BRITISH LAND  DLBLND  10  861 
FROGMORE ESTATE  DLFRGM  18  853 
GREYCOAT DLGCT  1  870 
GREAT PORTLAND ESTATE  DLGPOR  3  868 
HAMMERSON DLHMSN  2  869 
LAND SECURITIES  DLLAND  5  866 
LONDON MERCHANT SECURITIES  DLLNMS  7  864 




PEEL DLPEEL  6  865 
WATES DLWTES  1  623 
 
DL**  =  First difference of the logarithm of the ** series. 





Model Augmented  Dickey-Fuller 
Test 
    Statistic        (p-value) 






































































































































4108  3  0.206 (0.9868)  5 
13 
0.0547 






















































































DL**  =  First difference of the logarithm of the ** series.





Model Augmented  Dickey-Fuller 
Test 
   Statistic          (p-value) 






DLBILT 871  1  -7.6954 (0.0000)  15  1.0000 
DLBLND 871  1  -10.1571 (0.0000)  8  1.0000 
DLFRGM 871  1  -6.6569 (0.0000)  12  1.0000 
DLGCT 871  1  -5.9182 (0.0000)  20  1.0000 
DLGPOR 871  1  -6.0805 (0.0000)  18  1.0000 
DLHMSN 871  1  -15.8558 (0.0000)  2  1.0000 
DLLAND 871  1  -6.2323 (0.0000)  16  1.0000 
DLLNMS 871  1  -6.2750 (0.0000)  18  1.0000 
DLMEPC 871  1  -9.2431 (0.0000)  9  1.0000 
DLMKLW 871  1  -6.4997 (0.0000)  20  1.0000 
DLPEEL 871  1  -10.474 (0.0000)  6  1.0000 
DLWTES 624  1  -5.9040 (0.0000)  11  1.0000 
 
DL**  =  The first-difference of the logarithm of the ** series. 
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DLBLND DLEVAN DLFRGM DLFTSH  DLGCT  DLGPOR DLHMSN DLLAND DLLNMS DLMEPC DLMKLW  DLPEEL  DLSLOU DLUKPR DLWTES 
1  1.026  0.943    057  0.031 0.623 1.029 0.101  1.028 0.946 1.031 0.974 1.024 0.626 0. 1.033 1.023 0.654 
2  2.005  1   103  .154 0.095 0.739 2.046 0.123  1.744 1.334 1.983 1.800 1.927 0.625 0. 1.762 2.058 1.412 
3  2.405    0. 209  .009 1.838 0.123*  0.897 3.023 0.290  1.692 1.131 2.930 1.876 2.841  927 0. 1.908 3  1.512 
4  2.242    292  3.651 0.182 0.868 3.853 0.357  2.103 1.349 3.772 1.569 3.646 0.946 0. 2.847 3.785 1.358 
5  2.080    4.391 0.222 0.930 4.529 0.623  3.701 2.143 4.518 1.173 4.329 1.353*  0.306*  4.118 4.430 1.363 
6  2.193    423  4.761 0.240 0.929 5.071 0.546  4.255 3.277 5.077 1.165 4.832 1.262 0. 4.695 4.938 2.649 
7  2.246    436  5.200 0.255 0.130 5.618 1.856  4.951 3.664 5.475 1.162 5.318 1.005 0. 5.203 5.421 3.665 
8  2.585    1. 450  .739 5.336 0.282 1.803*  6.020 3.314  5.273 4.534 5.721 1.420 5.615  084 0. 5.421 5  4.184 
9  3.273    520  5.665 0.287 2.198 6.192 4.075  5.578 4.816 6.097 2.642 5.913 1.303 0. 5.737 6.082 4.336 
10  3.730*    1. .362* 5.923* 0.291  2.272  6.318* 4.525*  5.858* 5.082* 6.369* 4.028* 6.210*  739  0.474  5.830* 6  4.591* 
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1  1.025 1.030 1.018 0.978 1.012 1.043 1.040 1.027 1.021 0.340 0.697 0.830 
2  1.945 2.058 2.082 1.935 1.889 1.903 2.071 2.009 2.068 1.285 1.723 1.924 
3  2.849 2.931 2.868 2.938 3.074 3.005 2.995 2.899 2.980 2.330 2.263 2.827 
4  3.536 3.768 3.715 3.899 3.916 3.635 3.886 3.513 3.841 3.396 2.775 3.724 
5  4.132 4.533 4.495 4.413 4.552 4.379 4.601 4.145 4.776 3.897 3.072 4.196 
6  4.806 5.279 4.691 5.183 5.171 4.694 5.288 4.426 5.245 4.486 3.111 4.838 
7  5.238 5.648 5.198 5.641 5.604 5.244 5.875 4.741 5.810 4.744 3.300 5.252 
8  5.472 5.8 5.932 3.503 2    12 5.304   5.977 5.479 6.484 4.979*  6.333 4.980   5.80
9  6.2 6.408* 5.824*  12*  5.737    6.491 5.978 7.044 4.786 6.663 5.440*  3.716 5.791 
10 5.861  6.2  6.341 89  6.206*   6.990* 6.346* 7.561* 4.982  7.126* 5.576  3.944* 6.156* 
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derestimation of dimension. Dvo⊆ák and Klaschka (1990) also note how 
e Grassberger-Procaccia algorithm is flawed for higher dimensional attractors.  With 
th increasing embedding dimension and note that this seems to be a 
henomenon inherent in the Takens phase space reconstruction procedure.  A 
                                                
dimension in Table 6 vary between 4 and 7.5. 
 
While our results provide some evidence of possible chaotic structure for four of the 
daily filtered returns series, before interpreting these test results as positive evidence of 
nonlinear determinism, we consider some of the biases that can result from estimati
dimension.  Dvo⊆ák and Klaschka (1990) alert us to the systematic bias which results 
from the use of the Grassberger-Procaccia (1983) algorithm.  While there is no problem 
for embedding dimesnions less than or equal to five, for greater embeddings t
systematic un
th
increasing embedding dimension, the correlation dimension shold increase but 
eventually saturate at the correct value.  They observed how estimates of dimension 
often increase wi
p
dimension greater than about five implies essentially random data so, while cogniscant 
of the above estimation biases, firstly, we conclude that there is positive evidence of 
nonlinear determinism for the four series with the low dimension estimates.
4  For the 
remainder of the daily and weekly returns series, the correlation dimension estimates 
are not very large but could be underestimated as they are primarily derived for 
embeddings greater than five.   
 
Ruelle (1990) examines the estimation of correlation dimension from the Grassberger 
and Procaccia algorithm.  The smallest and largest values of the distance between data 
pairs refers to the smallest and largest usable values of the resolution, e.  However, in 
calculating the slope of the plot of log Cm,T(e) versus log(e), only part of the range of 
resolution can be used as the  
  “...lower part of the range is spoilt by statistical fluctuations, and the higher part  
  by nonlinearities.” (Ruelle, 1990, p. 245)  
 
4 As the presence of ARCH or GARCH effects in the data could be causing these low correlation 
dimension estimates, we test all series for these effects later in this section. 
  16Ruelle (1990) shows that if the largest usable resolution is at least ten times the lowest 
usable one, then the upper bound on the correlation dimension is given by 
2log10 (sample size).  For all daily series except DLWTES the upper bound is 
approximately 7.23 while for DLWTES it is 6.91.  For the weekly series, the upper 
bound for all series except DLWTES lies between 5.86 and 5.88, while it is 5.59 for the 
latter.  He warns us that we should not believe correlation dimension estimates that are 
not “well below” 2log10(sample size).  For the daily filtered series estimates of the 
correlation dimensions appear to be well below these upper bound estimates.  However, 
for the weekly filtered returns, the estimates of correlation dimension are mainly above 
the upper bound with the exceptions being DLPEEL, DLLNMS and perhaps 
DLMKLW. 
 
On balance, we believe that the correlation dimension test results indicate that a low 
order chaotic process could be generating the data for some of the daily but not the 
weekly returns. 
 
As the series analysed in this study are the residuals from passing returns through a 
linear filter, if the linear models are the appropriate models then these residuals should 
be independent and identically distributed (i.i.d.).  We tested the prefiltered data for 
i.i.d. behaviour using the BDS test.  The dimensions varied from 2 to 10 to allow for 
comparison across a wide range of dimensions as indicated in the previous correlation 
dimension test.  The predetermined length scales, e, which are measures of the 
variability of the series, were chosen by selecting β = 1.0 to 1.3 in steps of 0.3 and using 
the standard deviation of the data,  $ σ , divided by its range, r, as detailed in the footnote 
of Table 7.  The results in Tables 7 and 8 allow us to reject the null hypothesis that each 
of the series tested are i.i.d.  The significant values of the BDS 
5  test for each of the 
filtered returns series point to possible nonlinear structure in the data, although these 
values could be the result of additional linear structure, outliers, or general 
nonstationarities including ARCH effects.  We conclude that the BDS test indicates the 
presence of nonlinear structure in each of our sixteen daily and twelve weekly filtered 
returns series, but provides no evidence as to whether this nonlinear structure is 
deterministic or 
  17                                                                                                                                               
5 The BDS(m,e) statistics were calculated using the BDS STATS program written by W. Dechert. 
  18Table 7  BDS (m,e) Statistics For The Filtered Daily Returns Series 
 
eries  S β  m 


























































































































































































































































































































































































































  1.0  13.30  6.17  17.86  19.32  20.94  22.81  24.96  27.1






















































































Note:  m = embedding dimension;  e is a measure of variability of the series and  









⎠ ⎟ , where  $ σ is the estimated standard deviation and r is the spread.
  19Table 8  BDS (m,e) Statistics For The Filtered Weekly Returns Series 
 
Series  β  m 
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1.0  3.074  3.488  4.418  5.117  5.888  6.481  7.037  7.815  8.767 
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te:  m = embedding dimension;  e is a measure of variability of the series and  









⎠ ⎟ , where  $ σ is the estimated standard deviation and r is the spread. 
  20stochastic.  Estimates 
6 of the largest Lyapunov exponents for all daily and weekly 
filtered returns series are found in Tables 9 and 10.  Embedding dimensions of 3, 6, and 
9 were selected to reflect the range over which the correlation dimension estimates 
appeared to converge.  For each of the embedding dimensions, the largest Lyapunov 
exponent was calculated for evolution lengths of 3, 5 and 10 which correspond to three 
days, one week and two weeks.  The evolution length is the number of sample intervals 
over which each pair of points is followed before a new pair is chosen.  If n is too large 
then the trajectories are spaced too far apart and the exponential divergence of the orbits 
is lost.
7   The results in Tables 9 and 10 show positive Lyapunov estimates across all 
three embedding dimensions and across all three evolution lengths for the daily and 
weekly series.  The size of the exponents  decrease as the embedding dimension 
increases.  Similarly, the size of the exponents declined as the evolution length 
increased for all series.  The largest Lyapunov exponent (LLE) is measured in bits per 
data sample (i.e. days and weeks) where, if initial conditions are measured to one bit 
precision (i.e. one decimal place), all predictive power is lost after 1/LLE days.  The 
problem with  interpreting Lyapunov exponents is the lack of a statistical distribution 
associated with the estimates.  Even though the largest Lyapunov exponents for the 
daily and weekly series are positive over both embedding dimensions and evolution 
lengths, whether they are significantly different from zero we cannot say.  A further 
problem in interpreting how “positive” is a positive Lyapunov exponent arises when 
noise is present in the data.  In this case the estimates are upwardly biased.  Therefore, 
while these results could point to evidence of chaos, they also may not. 
 
Nonlinear deterministic models are associated with mean nonlinearity.  The Three 
Moments Test (TMT) distinguishes between mean and variance nonlinearity and is 
regarded as a powerful test for the presence of deterministic chaos.  Tables 11 and 12 
report the results of the TMT for the daily and weekly filtered returns series 
respectively.  None of the statistics are significant for the daily series at the 1% or 5% 
significance level, with only two significant at the 5% level for the weekly series.  We 
                                                 
6 Estimates were calculated using Chaos Data Analyzer Programs. 
7 If the evolution length is too small, the calculation becomes very slow. 
  21  22
conclude that the filtered returns series drawn from the capital markets exhibit 




Series Embedding  Evolution Length  Series  Embedding 
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9  0.063  0.048  0.032 
DKUKPR 
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Evolution Length  Series  bedding 
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3  0.578  0.352  0.200   
D
3  0.547  0.316  0.159 
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Table 11  Three Moments Test Results For Filtered Daily Returns Series 
 
Lags  Series 
 
     DLE TSH T  D MKLW LSLO DLBILT DLBLND VAN DLFRGM  DLF DLGC LGPOR DLHMSN DLLAND DLLNMS DLMEPC  DL  DLPEEL  D U DLUKPR DLWTES 
1 1   .006 034 0.14 -0.0   -0.024 0.042 0.221  0.014 -0 0. 0.011 -0.064 -0.107 0.237 0.052 5 -0.165 98 -0.001 0.042 
1 2   0.057 062 0.142 -0.37 0.4   -0.131 0.063 0.032  0.043 0. 0.351 0.241 0.430 0.192 9 0.056 22 0.137 0.217 
1 3   0.085 098 0.112 0.56 0.0   0.131 -0.007 0.204  0.086 0. -0.186 -0.083 0.087 -0.031 6 -0.188 75 0.036 0.267 
1 4   .169 110 0.024 0.30 0.2   0.199 0.216 -0.067  0.133 -0 -0. -1.238 -0.303 0.328 0.479 0 -0.293 14 -0.077 0.123 
1 5   0.108 214 -0.509 0.73 -0.4   -0.465 0.080 -0.023  0.095 -0. -0.000 -0.170 0.205 0.046 5 0.045 99 0.005 0.180 
2 2   .013 009 -0.087 -0.12 0.0   -0.060 -0.058 0.053  0.003 -0 -0. -0.211 0.114 -0  135 -0.076 4 -0.028 10 -0.025 -0.059 
2 3   .012 173 0.145 0.37 0.0   -0.036 0.055 -0.054  -0.119 -0 -0. -0.211 0.122 -0.240 -0.103 6 0.052 92 -0.006 -0.134 
2 4   .060 103 -0.002 0.24 0.3   -0.366 0.246 0.164  0.050 -0 -0. -0.149 0.412 -0.161 0.067 6 0.240 17 0.065 -0.270 
2 5   .045 103 0.054 0.06 -0.0   0.028 0.255 0.423  0.271 -0 0. 0.060 -0.141 0.208 0.153 5 0.213 83 -0.065 0.143 
3 3   .074 -0.010 -0.181 -0.28 -0.0   -0.103 0.020 0.036  0.076 -0 -0.063 -0.186 -0.017 0.251 3 0.061 17 -0.096 -0.216 
3 4   0.024 0.075 0.045 -0.65 0.3   -0.147 0.032 -0.047  -0.086 0.477 -0.190 0.675 0.375 3 0.014 05 0.042 0.282 
3 5   0.094 0.096 0.042 -0.64 -0.0   -0.278 -0.284 -0.078  -0.182 0.233 -0.277 0.009 -0.468 9 0.016 75 -0.018 -0.218 
4 4   .042 -0.004 -0.010 0.05 -0.2   0.251 -0.017 0.028  0.062 -0 -0.104 -0.108 0.016 -0.171 3 -0.298 92 -0.057 0.072 
4 5   .057 0.053 -0.209 -0.3 -0.3   -0.245 -0.164 -0.050  -0.035 -0 -0.240 -0.111 -0.579 -0.269 67 0.271 94 -0.142 0.209 
5 5   .044 -0.172 -0.175 -0.15 -0.0   0.010 0.032 -0.075  0.077 -0 -0.181 -0.021 -0.086 0.113 1 0.074 21 -0.065 0.051 
 
 
Table 12  Mom s For Filtered W
 
Lags 
Three  ents Test Result eekly Returns Series 
Series 
 
  LND LGCT  DLGPOR LME W  DLP  DLBILT  DLB   DLFRGM  D  DLHMSN  DLLAND DLLNMS D PC DLMKL EEL  DLWTES 
1  1 -0.06 0.019  -0.283  1 -0.176  -0.255 -0.241 -0.291 -0.199  0.009 -0.426  -0.047 -0.248   
1  2 -0.22 0.383 0.249 0  -0.304  8 -0.156   -0.886  0.223 -0.266  0.104 -0.309 .100  0.022   
1  3 0.192 -0.361 -0  0.188  -0.186 0.109   0.110  -0.479  -0.190 0.129 0.196  .188  -0.111   
1  4 -0.370 -0.218 -0  0.258  0.240 -0.389    0.001 -0.803 -0.240  0.473 -0.933 .146  0.804   
1  5 -0.70 -0.106 -0.829 -0.317 42   -0.182  3  0.218   -0.239 -0.748  0.309   -0.0 -0.152 -0.799   
2  2 -0.27 -0.094 -0.009 0.154 96  0  0.032  2  -0.089   0.144 0.430 0.073    -0.4 .146  -0.499   
2  3 0.60 0.212 0.639 -0   -0.897  7 0.639    -0.278 0.550  1.659* 1.155 0.784  .988  -0.174   
2  4 0.56 0.019 1  0.406  7 0.362  -0.102 0.095 0.618  -0.201  -1.038 0.562  .239  -0.591   
2  5 0.29 0.702 -0.386 0.208 98  -1  0.678  6 0.114   0.105 1.255 0.073    -1.0 .222  1.706* 
3  3 0.371 -0.012 -0  0.300   0.136  0.345 0.152 0.727 0.211 0.587 0.256  .356  -0.227   
3  4 0.237 -0.188 0.383 0.406 45    -0.207   0.111    -0.223 0.318 0.258   0.2 0.204 0.235   
3  5 -0.329 0.214 -1.635 -0.988 32   -0.280    0.493   -0.910 -0.046 -0.463    1.0 0.441 -1.556   
4  4 0.373 -0.012 -0  0.330    -0.031  0.226 0.237 0.661 0.267 0.319 0.007  .119  -0.187   
4  -1.260 -0.273 -0.267  -0.311 -0.223 -0.626 48  5   -0.454 -0.814 -1.041    0.2 0.125 -0.209   
5  5 0.161 -0.218  -0.147 0.230  0.598  0.138 -0.237 -0.334  0.319 -0.162  -0.144 -0.188   
 Variance nonlinearity, as evidenced by multiplicative autoregressive effects, could be 
sible f  the rejection by the BDS test of i.i.d. residuals from the filtered returns.  
o ascertain ether h w
d te ed the corresp nding r iduals  r i.i.d.  ehaviou   The r ults of  e BDS
st are foun  Table an nd to the rejection of the null hypothesis of 
y a depen  di ed als
With rejection of mean nonlinearity via the Three Mome est re  o
,1 model as the appropriate model for the  ltered r urns se es, we  nclude
at nonlinea chastic els fin di
he results f  applying the m d r d r est op o ) t
sixteen daily d twel ek ere
y d ssed in  ion e 
symptotic b viour w or nce  to ea g f  o
by  number of lags which correspond to one week, two weeks, one mo th, two
onths, thre nths, si nt  o r.  sig ce  5 l b
d f alues l ou he e fr 80 .86  c e 
 an 6 that t s n ifi vid f l rm ste  a
the filtered returns series with the exception of DLGCT and possibly DLPEEL and 
. 
N USION
In this paper  have b on  w stin evi  of ea ctu
ing  daily and weekly stock and property indices.  W our
rocedures a esigne est on de ist ot uc ai
lter ve, othe e p  ag on  sto c s re. 
A number of nt stud ve  to vid in f r of ese f l
brose et al (1992) study which could not find evidence 
st
respon or
T  wh  this is t e case,  e fitted GARCH(1,1) models to all the prefiltered 
series an st o es fo b r. es th  
te d in s 13  d 14 a  lead 
identicall nd in dently stribut  residu . 
 
nts T s, and  jection f the 
GARCH(1 )  fi et ri co  
th r sto  mod  are de ite can dates. 
 
T rom odifie escale ange t  devel ed by L  (1991 o the 
 an ve we ly filt d series are found in Tables 15 and 16.  As 
previousl iscu Sect  3, th modified rescaled range test is robust to pre-
a eha ith sh t-term depende  of up  one y r bein iltered ut of 
the series   a n  
m e mo x mo hs, and ne yea  With  nifican  at the % leve eing 
determine or v ying  tside t  rang om 0. 9 to 1 2, we onclud from 
Tables 15 d 1 here i o sign cant e ence o ong-te  persi nce in ny of 
DLWTES
 
5. CO CL S 
 
 we een c cerned ith te g for  dence  nonlin r stru re in 
United K dom hile some of   test 
p re d d to t  for n linear  termin ic (cha ic) str ture ag nst a 
random a nati rs hav ower ainst n linear chasti tructu
 
 rece ies ha  failed  find e ence  avou  the pr nce o ow 
dimensional chaos in economic and financial time series [see Jaditz and Sayers (1993)].  
This was also the case for the Am
of fractal structure, and which concluded that U.S. real estate investment trusts were be
  24Table 13  BDS (m,e) Statistics For GARCH (1,1) Residuals 
Serie β  s  m 




















































































































































































































































































































































































































































































12.52  13.38  14.45  15.28  16.03  16.82  17.61 




1.3  18.04  20.04  23.049 26.34  31.03 37.35 




  1.0  13.39  16.23  18.01  19.50  21.13  23.02 













































































Note:  m = embedding dimension;  e is a measure of variability of the series and  









⎠ ⎟ , where  $ σ is the estimated standard deviation and r is the spread.
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1.3  5.78 4.97  5.89
 
45  7.55 8.98  10.20 
 























1.0  5.78  7.00  7.62  67  7.90  8.68  9.47 
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 = embedding dimension;  e is a measure of variability of the series and  






⎝ ⎜ r, where  $ σ is the estimated standard deviation and r is the spread. 
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Table 15 Lo’s Modified Rescaled Range Estimates For Filtered Daily Returns Series 
 
Series N VN VN(5) VN(10) VN(21) VN(42) VN(63) VN(126) VN(252) 
DLBILT 4102  1.073  1.079  1.073  1.009 0.952 0.954  1.012 1.121 
DLBLND 4107  1.455  1.440  1.460  1.471 1.469 1.517  1.483 1.434 
DLEVAN 4103  1.651  1.652  1.667  1.630 1.554 1.529  1.437 1.354 
DLFRGM 4106  1.5 1.366 77  1.418  1.386  1.387 1.412 1.406  1.335   
DLFTSH 4101 1.209  1.211  1.207  1.173 1.184 1.242  1.344 1.573 
DLGCT 4092  2.4 1.556 17*  2.193*  2.238*  2.260* 2.147* 2.054*  1.825   
DLGPOR 4101  1.261  1.262  1.263  1.309 1.406 1.445  1.409 1.334 
DLHMSN 4106  1.7 1.532 55  1.747  1.698  1.651 1.638 1.642  1.593   
DLLAND 4096  1.093  1.093  1.091  1.106 1.159 1.176  1.162 1.167 
DLLNMS 4101  0.887  1.055 0.886  0.886  0.915 0.966 1.012  1.036   
DLMEPC 4101  1.327  1.374 1.328  1.326  1.328 1.350 1.362  1.379   
DLMKLW 4105  1.069 1.261   1.068  1.069  1.079 1.117 1.161  1.250   
DLPEEL 4105 2.051* 1.552  2.051* 2.028* 1.915*  1.825 1.800  1.723   
DLSLOU 4101 1.481  1.486 1.483  1.482  1.446 1.423 1.454  1.491   
DKUKPR  4098  1.349 1.366  1.347 1.345 1.371 1.399 1.419  1.396   
DLWTES 2962  1.867* 1.578   1.869*  1.835  1.795 1.786 1.759  1.631   
 
Note:  Significance at the 5% le
 






ted for values which lie outside the range from 0.809 to 1.862. 
Estimates For Filtered Weekly Returns Series 
VN(5) VN(10) VN(21) VN(42) VN(63) VN(126) V ) 
DLBILT 868  1.013  .910* 1.017 0.027  1.103 1.200 1.244  1.480 1  
DLBLND 861  1.480 .033*   1.478  1.452  1.325 1.388 1.324  1.533 2  
DLFRGM 853  1.239 .063*   1.245  1.254  1.269 1.373 1.367  1.574 2  
DLGCT 870  1.899* .766  1.910*  1.840  1.682 1.511 1.416  1.493 1  
DLGPOR 868  1.331 .750   1.363  1.454  1.438 1.351 1.324  1.414 1  
DLHMSN 869  1.577 .966*   1.581  1.607  1.554 1.528 1.566  1.778 1  
DLLAND 866  1.254 .691   1.217  1.221  1.177 1.170 1.147  1.403 1  
DLLNMS 864  1.030 .773   1.081  1.108  1.120 1.118 1.133  1.279 1  
DLMEPC 862  1.241 .874*   1.262  1.281  1.337 1.334 1.349  1.671 1  
DLMKLW 870  1.198 .382   1.226  1.289 1.446 1.406 1.412  1.412 1  
DLPEEL 865  1.737  .351 1.727 1.732  1.700 1.523 1.433  1.349 1  
DLWTES 623  1.819 .110*   1.810  1.806  1.651 1.560 1.598  1.883*  2  
 
Note:  Significance at the 5% level is indicated for values which lie outside the range from 0.809 to 1.862.modelled by a random process.  To complicate matters, we have already referred to a 
futes the appropriateness of the random 
 
hat conclusions then can be drawn from our study which provides answers to what 
filters, 
eekly lly distributed (i.i.d.).  Further 
ower 
issue, w
ructure.  Whether it is deterministic or stochastic, from this test we cannot say.  Other 
oments test, examination of the Lyapunov exponents, and the modified rescaled range 
determ AN, 
likeliho
he resu  the modified rescaled 
ignific erministic model.  Our testing also 
iltered
n bal e is present in the asset returns 
o captu required now is to test for specific nonlinear 
autoreg
ch nonlinear stochastic models are capable of generating dynamics which are evident 
in asset price returns. 
large and growing body of evidence which re
process as a model of asset returns from the stock market. 
W
are the appropriate models of the asset returns of the kind we have studied? 
 
After controlling for linear effects in our data by using data specified autoregressive 
the BDS test indicated that residuals from linear transformations of the daily and 
 returns were not independent and identica w
structure remains which is being accounted for in the residuals.  As the BDS test has 
against the alternatives of nonlinear deterministic and stochastic structure, as  p
long as no other nonstationarities, ARCH effects, or linearities are confounding the 
e can conclude that our filtered returns series are best modelled by a nonlinear 
st
tests for nonlinear deterministic structure included the correlation dimension test, three 
m
test.  The results of all these tests did not create an unambiguous picture of nonlinear 
inism as the appropriate model.  For four of the daily series (DLEV
DLFRGM, DLMKLW and DLPEEL), the correlation dimension test indicated the 
od of a nonlinear deterministic model as best choice.  This was corroborated by 
lts of BDS test on the linear filtered residuals.  Apart from t
range test where three of the daily series DLGT, DLPEEL and DLWTES tested 
ant, all other tests ruled out the nonlinear det s
ruled out the nonlinear deterministic model as being appropriate for all the weekly 
 returns.  f
 
ance our tests lead us to conclude that structur O
series studied, and that nonlinear stochastic models seem the most appropriate models 
re the underlying process.  What is  t
stochastic models, such as exponential autorregressive, self-exciting threshold 
ressive, and smooth transition autoregressive, to name a few.  We know that 
su
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