Abstract-Some applications based on the theory of fuzzy sets in problems of computer recognition of vowels and identifying the person from his spoken words using only the first three formants (F 1, F2, and F3) of the unknown utterance are presented. Two decision algorithmic methods using weighted-distance functions and property sets are developed and implemented with the optimum size of the training set on a large number of Telugu (an important Indian language) speech sounds with a recognition score of 82 percent for vowels and 97 percent for the speaker.
I. INTRODUCTION
The problem of pattern recognition in general and that of speech recognition in particular are increasingly drawing the attention of scientific workers because of the potentiality for manmachine communication. The concept of pattern classification may be viewed as a partition of feature space or a mapping from feature space to decision space. There are various mathematical tools suggested by different authors [1] - [3] leading to the machine recognition of patterns. But more often than not, situations in the field of natural and social sciences are too complex for precise mathematical analysis. Classes of objects in that field do not have well-defined criteria of membership. To demonstrate such complexly behaved systems, the concepts cf fuzzy sets and the subsequent developments in decision process [4] - [6] could be applied to a reasonable extent. This concept is approximate but provides an effective and more flexible basis for analysis of systems which are not precisely defined.
The problem of speech recognition has been dealt with by several researchers [7] - [12] , [26] using time, frequency, or timefrequency (spectrograph) domain analysis. Use of computers in the speech recognition problem was first made by Forgie and Forgie [8] who recognized ten vowels with 93 percent accuracy. Denis and Mathews [12] indicated the advantages of computers for solving many of the problems encountered in speech research. The feasibility of automatic speaker identification has been demonstrated by many authors using various speech characteristics such as spectral data from filter banks [13] , nasals [14] , pitch contours [15] , pitch intensity and formants [16] , linear predictor coefficient (LPC) analysis [17] , and zero crossings and amplitude measurement [18] . The method of formant analysis for speaker recognition was first adopted by Doddington [16] who had used
Schafer and Rabiner's technique [11] to convert speech into pitch, intensity, and formant values. It has been found that higher order formants (4th and 5th) are more speaker dependent, but it is generally difficult to extract them. In spite of measurement difficulty and larger processing time, formants have potential application in speech and speaker recognition because of their remarkable inter-repetition stability [19] The pattern X can then be assigned to be a member of that class to which it shows maximum similarity as measured by the algorithms described below.
Method I: We define a membership function [j(X) associated with pattern X for the jth class as
where E is an arbitrary positive constant, F is any integer, d(X,Rj)
is the distance between X and Ri, and
where A denotes minimum. The above expression represents the minimum value of the weighted distances of an unknown pattern X from all its expected values in class Cj and Wj (I Wj <1) corresponds to the lth prototype in Cj and denotes the magnitude of the weighting coefficient along the nth coordinate.
Constants E and F in (3) have the effect of altering the fuzziness of a set [5] , [6] , [22] , [23] . Method II: Let p1, P2, , Pn,X PN be the N properties each of which represents some aspects of the unknown pattern X and has value only in the interval [0, 1] In order to make the method of segmentation and formant extraction automatic, the maxima in the rate of change of spectral composition determined by a running summation of the absolute values of the rate of intensity change in a number of successive bands may be used, in general, as the criteria for the automatic method of determining segment boundaries. The method for automatic formant frequency extraction has been reported in a previous communication [20] .
The respective features thus constitute a three-dimensional feature vector space QIF where each utterance of a speaker may be treated as an event from a population and each dimension represents an invariant characteristic of that event. Ten Telugu vowels (/8/, /a:/, /iFl/, /i: /ul/, /u:/ /e , /e:/, /oq , and /o:/) including shorter and longer categories were divided into six groups which contain vowels differing only in phonetic feature. Therefore, the multidimensional vector space is partitioned into 18 pattern classes (6 vowels x 3 speakers), and each point in QF thus associates three measured features corresponding to a vowel uttered by one of the three informants. The number of samples belonging to each group is tabulated through a vowel-speaker (X, Y, and Z, let us say) matrix (Table I) .
IV. RECOGNITION PROCEDURE
The block diagram of the recognition program based on the automatic spoken word recognition model [20] developed at ISI is shown in Fig. 1 , in which an appropriate serial answer of the question, "What is the vowel and who is its speaker?" is given.
The system first of all searches for the vowel class irrespective of speakers, and then with the information of the vowel uttered, the specific informant is identified.
Prototype points chosen for vowel identification are the average of the coordinate values corresponding to the entire set of samples in a particular class. The features with increasing variance Whenever a vowel class of the unknown utterance is determined, then the system is engaged in finding its informants with the knowledge of stored prototypes for three speaker subclasses (r = 3) in that recognized vowel region. Since F3 as compared to F1 and F2 bears more significant information about the speaker, the recognition features selected are (F3 /F1), (F3/F2), and F3. Experiments were also done replacing the first two parameters by (F3-F1) and (F3-F2), respectively. Properties corresponding to each of the features were computed with E = 100, F = 2, and using (11): XnVl X(n) n,q = 1,2,3. q h I (11) Similarity of the pattern with all the classes of informants was measured for Z = 1 by (9) and (10) . Constant W was considered to be the inverse of the standard deviation of the recognition parameters, and in a part of the experiment (only for vowel /i/), similarity vectors were measured with W = 1 to investigate the influence of phase weights attached with the features. A subregion Cg (g = 1,2,3) possessing maximum closeness as measured by the magnitude of the similarity vectors is decided by the machine to be the corresponding speaker of the utterance.
To study the effect of training sets used in learning on a classified set, the above method of speaker identification was repeated thrice for each of the different sample sizes, viz., 1, 3, 5, 7, 10, and 15. This part of the experiment was carried out only with formants of the vowel /i/. Here samples were randomly drawn from each group of informants by which reference constants x,, and W corresponding to the size of training samples were estimated. In a few cases, where the standard deviation of the magnitudes of a coordinate in a training set was zero, the corresponding W value was set at unity. Although it does not satisfy (4), it is still logical in the sense that an attribute occurring with identical magnitude in all members of a training set is an allimportant feature of the set, and hence its contribution in the discriminant function needs not be reduced.
V. EXPERIMENTAL RESULTS The results of vowel recognition are explained by a confusion matrix in Fig. 2 , where the figure in a cell represents the number of instances in which the same decision was made by the machine, and the diagonal elements thus indicate the number of utterances correctly identified. Overall recognition is about 82 percent, and it was found that the second maximum membership for classes /i, /e/, /0/, /a:/, /o/, and /u/, as expected from their phonetical order, correspond to vowel regions /e/, /i/, /a:/, /0/, /u/, and /ol, respectively. In Fig. 2 , confusion in machine recognition of a vowel is seen to be limited only to neighboring classes constituting a vowel triangle. This is in agreement with other experiments [22] - [24] , [26] .
Typical formant frequencies for the vowel /i/ uttered by three male informants in the age group of 28-30 years are shown in Table II. Table III illustrates the correct rate of decision rendered by the machine in identifying formants for each of the vowel speech sounds.
Scores shown are the average value of three observations only when the machine was trained by a set of five utterances for each speaker. With the fixation of appropriate phase weights which ensure the correct representation of feature-importance in classification, overall recognition accuracy is much improved (-12 percent) compared to the case of no coefficients (W = 1). Whether parameters (F3-F) and (F3-F2) are taken instead of (F3 F1) and (F3 F2), respectively, the computer decision is altered very little.
Finally, variations of error rate (percent) with the set of training samples is graphically shown in Fig. 3 , which demonstrates improvement in the machine's performance as the number of known labeled samples is increased. The curve is drawn using only the patterns of the vowel /i!. Sample sizes containing more than [8] [9] [10] utterances used in learning do not reduce the percentage error significantly. It could therefore be stated that after an optimum size of training patterns is achieved to provide good representation and weighting coefficients which characterize the classes, variation of recognition scores with training sets becomes insignificant. VI. CONCLUSIONS Classification analysis using the concept of fuzzy sets is studied for machine recognition of informant and speech sounds for a large number of utterances. Accuracy of vowel sound recognitioni is about 82 percent when the decision of the machine was based only on the highest membership values. By incorporating a second choice under the control of a supervisory learning scheme, supposed to be based on linguistic constraints, the above score can be improved by 15 percent [21] . Knowledge of the weighting coefficients and reference vectors used is also available from any size of the training samples containing more than 12-16 utterance, without affecting the overall score [21] .
Although it is well known that the fundamental voice frequency Letfi(-'-) andf2(--) denote continuous functions from R+ x R+ into R, and let f be the function from R2+ into R2 defined by fl(u) =fi(u1,u2) andf2(u) =f2(u1,u2) for all u E R4.
Assume the following. 1) fhas the "off-diagonal monotonicity" property that for each i,f1(u) .fi(v) for every u and v in R2 such that u . v and ui = vi.
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