We propose an improvement on the Fast Gauss Transform which was presented by Sun [Documenta Mathematica, Extra volume ICM 1998, III, pp.575-584(1998)]. In their method, plane waves are used to approximate the Gauss kernel. Plane waves they used were generated by the Fourier integral and the trapezoidal rule. We propose different plane waves, which enables us to calculate the Fast Gauss Transform more efficiently.
§1. Introduction
The Gauss transform
where δ is a given parameter and Γ is a prescribed subset of R d , appears in many problems of mathematics and applied mathematics, such as initial/boundary value problems for the heat equation [1] . Accordingly its discrete versions are of importance in numerical analysis. In this paper, we consider the following discrete Gauss transform
where coefficients q j ∈ R and source location s j ∈ R d are given. The problem is, then, to compute G(x) at prescribed points x j ∈ R d (j = 1, 2, . . . , M).
If we are required to evaluate G(x) at M target points, the number of operations to calculate them directly is O(NM). If both M and N are large, the cost of computation can be very expensive. To deal with this difficulty, Greengard and Strain invented a Fast Gauss Transform using the Hermite polynomials. This algorithm can calculate the discrete Gauss transform with O(N + M ) work by admitting certain acceptable errors [2] . In 1998, Greengard and Sun [3] proposed a new version of the Fast Gauss Transform, which was significantly faster than the previous version. The method of [2] is based on the approximation of the Gauss Kernel by the Hermite expansion. The algorithm of [3] , however, approximates the Gauss Kernel by the plane waves, which enabled them to have quite an important.
In this paper, we propose a further improvement on the Fast Gauss Transform in [3] . We outline in section 2 the Fast Gauss Transform in [3] . Our improvement is presented in section 3. Effectiveness of our method is illustrated in section 4 by numerical example. Conclusions are given in section 5.
§2. An Outline of the Fast Gauss Transform by Greengard and Sun
In this section, we outline their new version of the Fast Gauss Transform. The reader should consult [3] for details.
The fast Gauss transform is an analysis-based fast algorithm like the fast multipole methods for the Laplace and Helmholtz equations [4] . The difference between analysis-based fast algorithms and others like the Fast Fourier Transform is that the former accompanies a truncation error, while the latter is exact. Although an error exists, it can be made arbitrarily small. Further, analysis-based algorithms can be used in a variety of problems in which FFT alone is of limited use.
Their algorithm can be used in arbitrary dimensions. However, for the sake of brevity, we deal with only the one-dimensional case.
They divide the interval containing all the source and target points into subintervals of length c √ δ (they use √ δ in their paper but we added c for generalization) denoted by I 1 , I 2 , . . . , I L with center u 1 , u 2 , . . . , u L , respectively.
Their method is based on an approximation of the Gauss kernel by plane waves. The Gauss kernel is approximated by a linear combination of plane waves as follows:
where r is a given integer and specifies the range of approximation by plane waves. The accuracy of this approximation is based on how to choose parameters P , a k and b k . We describe it later. In this case,
At first, we calculate the partial sum of E j (x) at every intervals
where coefficients A lk are given by
Then, we can calculate G(x) as
where coefficients B wk is given by
The amount of work required for this Fast Gauss Transform is 
. From (2.1), it is necessary to make product cr large according to the accuracy we assume and it turns out that r and P have the relation of a trade off.
Greengard and Sun determined a k and b k by means of the Fourier relation
in the following way: since the integrand is rapidly decaying when |ξ| grows, the trapezoidal rule gives a good approximation. Applying the trapezoidal rule of an interval 2K/(P − 1) and truncate to P terms, we have
Accuracy will become good if K and P becomes large. Namely this definition implies that
If the dimension d is greater than one, the Gauss kernel
In this case, the amount of work required for this Fast Gauss Transform is
where S is the Lebesgue measure of rectangles which contain all source points and target points. Greengard and Sun took K = 7.5, P = 23, r = 4, c = 1 for single floating precision and K = 12, P = 47, r = 6, c = 1 for double floating precision. §3. Improvement
As we have seen, good approximation of the Gauss kernel by plane waves is essential in their scheme. So, we can make this scheme more efficient if we can choose suitable a k and b k to smaller P and larger c. We construct such an approximation using Newton's Method as follows.
Given the approximate relation
where we assume that a k = a P +1−k , b k = −b P +1−k (k = 1, 2, . . . , P ), we define
where a = (a 1 , a 2 , . . . , a P/2 , b 1 , b 2 , . . . , b P/2 ) ( P : even)
We look for those a which makes f (a, ·) be sufficiently small. In order to find such an a with minimal labor, we look, in addition to a, for P points t 0 , t 1 , . . . , t P −1 , which are candidates for the extremal points of f (a, ·). Taking Chebyshev's theorem ( see, e.g., [5] ) in mind, we then look for a and t = (t 0 , t 1 , . . . , t P −1 ) simultaneously in the way that the absolute values
be minimal.
We first fix P and set ε = 0.01, K = 3.0,
And then, the following iterations are employed: and J(a, t) is the Jacobi matrix of F (a, t) about a. Positive constants λ 1 and λ 2 are smaller than 1, but we have to adjust them appropriately to have a good convergence. If a (n) and t (n) have converged, we let ε decrease a little and repeat the same iteration. When ε have decreased below an initially given tolerance, we stop iteration.
Initial condition ε = 0.01, K = 3.0 worked well with P ≤ 60. We considered three cases: Case 1 ∼ Case 3. Table 1 shows the conditions of these cases. We decided P , c and r so that ε 1 and ε 2 are the same or less than Greengard and Sun's method.
Graphs of f (a, x) are drawn in Fig 1. The graph on the bottom is the one used in [3] . Note that the number of the extrema is much smaller than P . In view of the theory of the best approximation(Chebyshev's theorem [5] ), this explains why their method can further be improved. In fact, our f (a, x) shows a better quality in view of the number of extrema and P .
Remark. We described the method for single floating precision. The same thing is possible also for double floating precision. However, in order to prevent cancellation error in that case, high accuracy, using quad floating precision etc. is required for calculation of f (a, ·). §4. Numerical Results
We carried out the discrete Gauss transform in these cases and compared CPU time and precision. d = 2, S = [0, 10] × [0, 10], M = N = 30000 were applied.
We take s j and x j at random in S and also take q j at random in [−1, 1] by uniform distribution, where random numbers are generated by c++ function rand() on Solaris8(Ultra Spark 60). Tables 2 through 5 show the condition when δ = 1.0, δ = 0.1, δ = 0.01 and δ = 0.001. When δ = 0.001, we could not calculate the Case 1 because the number of mesh points was too large.
If δ is relatively large, computation time depends more on P than on c. Hence Case 1 gives the best result in this case. On the other hand, c is more dominant than P , if δ is small. In this case, Case 3 gives the best result.
Tables 6-9 are lists of a k and b k which was used in case 1 ∼ case 3 and the method that Greengard and Sun presented, respectively. Direct calculation 671 Table 2 . Numerical result when δ = 1.0
These results show that any of Case 1 to Case 3 can achieve calculation faster than Greengard and Sun's method with a smaller error.
Remark. There are considerable differences in direct calculation by various δ. It is not caused by the difference in the speed of a computer but on the influence of internal algorithm of the exponential function. Direct calculation 1280 Table 5 . Numerical result when δ = 0.001 a 1 = 1.5024412350542115 × 10 −7 b 1 = 7.5 a 2 = 1.7247900894047711 × 10 −6 b 2 = 6.8181818181818182 a 3 = 1.5693812286707054 × 10 −5 b 3 = 6.1363636363636364 a 4 = 1.1318115235748990 × 10 −4 b 4 = 5.4545454545454541 a 5 = 6.4695373000284346 × 10 −4 b 5 = 4.7727272727272727 a 6 = 2.9310672496119460 × 10 −3 b 6 = 4.0909090909090909 a 7 = 1.0525234889691936 × 10 −2 b 7 = 3.4090909090909091 a 8 = 2.9956513229246879 × 10 −2 b 8 = 2.7272727272727273 a 9 = 6.7577820416272305 × 10 −2 b 9 = 2.0454545454545455 a 10 = 0.12082882446808624 b 10 = 1.3636363636363636 a 11 = 0.17123414603808165 b 11 = 0.6818181818181818 We found plane waves that furnish better approximation for the Fast Gauss transform. As we can see from numerical results in previous section, we could make the Fast Gauss Transform, in its best, several times as faster as the method of [3] .
We listed up coefficients of the plane waves at table 6 ∼ table 9, so anybody can use the faster Fast Gauss Transform immediately. 
