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In this paper a mathematical tool is presented, to estimate unknown variables of
transcription networks, according to a set of measurements of the transcriptional activity
of promoters. The approach is based on the use of the mathematical model of the
network under investigation and on the state-reconstruction technique known as ‘state
observer’, borrowed from the control theory. To this aim, besides the general case, the
network motif of the Multi-Output Feed-Forward Loop (MO-FFL) will be investigated in
details. Simulations show the effectiveness of the proposed approach in a wide range of
possible critical frameworks, such as only one target gene measurements, non-smooth
input perturbations, noisy measurements and model parameter uncertainties.
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1. Introduction
The cell is the basic unit of life able to display a wide range of autonomous functions in a ﬂexible and robust way [22,15].
The genome of a cell actively contributes to the modulation of the timing and amount of proteins in response to internal
and environmental signals. Such appropriate behavior is a result of many factors acting on different hierarchical levels and
time scales, including the regulation exerted by a family of proteins, called transcription factors, able to selectively bind to
DNA regions and activate or repress the expression of downstream target genes in a coordinated fashion. Roughly speaking,
we may say that gene expression is to a large extent regulated at the level of mRNA, whose abundance is regulated by
transcription factors.
One of the main goals of systems biology is to provide computational support for the formulation of new biological
hypotheses on the biochemical mechanisms underlying the observed cell behavior and their experimental validation [14].
In fact, the integration of computational modeling, system analysis and quantitative experiments, has proved to be very
successful in providing the ﬁeld of molecular biology with new paradigms and insights [23,4,12].
Modern techniques, such as real-time polymerase chain reaction (RT-PCR [19]) or the use of a Green Fluorescent Protein
(GFP) as a reporter gene [25], allow to obtain measurements at short sampling intervals, providing, as a matter of fact,
larger time series and better temporal resolution. More recently, the development of “deep sequencing” techniques [24] has
provided ground breaking methods, featured by large throughput and almost total precision. These new techniques allow
to quantify the expression level with a precision up to a few molecules, and they have very low measurement noise. It
has to be stressed, however, that these techniques, as well as the widely established micro-arrays, share the drawback of
only measuring the mRNA concentrations, instead of the corresponding proteins. Indeed, the common problem of these
experimental approaches is the diﬃculty of measuring the actual protein concentration level during the living cell activity.
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ing to infer information from the biological network. In this context we evaluate the use of a state-reconstruction technique
known as ‘state observer’, borrowed from the control theory. Given a model of a system, generally expressed through a
set of Ordinary Differential Equations (ODEs), a state observer allows to track the time course of the “hidden variables” of
the system by measuring the “visible” variables. This capability can be of the utmost utility for the “reverse engineering”
approach of deducing the structure of a Genetic Transcription Network (GTN) from available data. In this framework, one
crucial purpose of the present contribution will be to estimate the time course of transcription factors levels by means of
the indirect measurements on their corresponding mRNA.
The observer-based approach is an interesting possibility to state estimation problems when a dynamical model of the
system under investigation is available. Although devised for real-time estimation problems, its robustness may reveal to
be successful also for off-line state variable estimations, parameters identiﬁcation, and tracking of systems with complex or
highly nonlinear dynamics. It has to be stressed that, from this point of view, the observer may be seen as complementary
to other statistical approaches which make use as well of the model equations such as in [13], where the MCMC method
has been cleverly applied to estimate the unknown parameters by suitably exploiting the ODE of the HIV model with
time-varying parameters.
The focus of the paper is mainly methodological, hence we consider with some details the mathematical conditions under
which the biological problems of interest can be solved by means of observer-based approaches. However, some preliminary
remarks may clarify the issues related to the application of observer-based techniques to real biological scenarios:
• Observers are designed for deterministic systems, but biological data are usually noisy. The use of observer-based tech-
niques in GTNs has been motivated by the following reasons. From one hand, high-frequency measurements with a very
low level of noise are now available (see, e.g. [19,24]). From the other hand, new results have been published in the
control system society on the use of observers for stochastic systems [1,7]. These results show the robustness of this
approach also in the case of noisy systems. Moreover, we have tested the eﬃcacy of our approach on simulated noisy
measurements.
• We consider continuous-time systems of ODEs, but real measurements are discrete, thus a discretized version of the
system and of the observer is needed. We do not deal with this issue here, but this discretization is possible by means of
recently proposed techniques [6], that are well suited for the large discretization intervals found in biological scenarios.
This approach has already been applied in a biological framework [5]. The mathematical conditions of observability can
be equivalently stated on continuous- and discrete-time systems, but the formulation of the model is more intuitive in
a time-continuous framework.
The paper is organized as follows. Basic notations and mathematical modeling of gene transcription networks by means
of ordinary, nonlinear differential equations are described in Section 2. An outline of the structure and theory of the adopted
state observer for nonlinear systems is contained in Section 3. Section 4 deals with the application of the observer to
different scenarios. Simulation results are reported in Section 5. Conclusions follow.
2. Transcription networks and problem setting
Transcription networks describe the transcriptional regulation of genes. A way to depict these networks is to use graphs,
where each node represents either a protein or a gene that encodes for a protein, and arrows refer to which transcription
factor regulates which gene. In this paper we refer to biological variables using capital letters for proteins and plain letters
for the corresponding gene/gene product. Then, xi(t) is the concentration of the mRNA of the gene xi that encodes for
protein Xi . According to the usual meaning, the notation X → y denotes that the transcription factor X is an activator of
gene y, whereas X  y denotes that X is a repressor for y. Often, the intermediate gene is omitted, and we can write
X → Y to denote that the transcription factor X binds the promoter of a gene that encodes for Y , or respectively, X  Y in
the case of a repressor.
Transcription networks can be modeled by means of nonlinear Ordinary Differential Equations [3,10,21]. Let us assume
to have a network of N genes/proteins. The dynamics of a gene product xi , i = 1, . . . ,N , regulated by transcription factors
X1, . . . , XN and by an external input ui , and of the corresponding protein Xi , is usually modeled as [10]
dxi(t)
dt
= −λxi xi(t) + ϕi(X1, . . . , Xn) + ui(t),
dXi(t)
dt
= −λXi Xi(t) + pXi xi(t). (1)
Here, λxi and λXi are the degradation rates of, respectively, xi and Xi ; pXi is the translation rate from xi to Xi , and
ϕi(X1, . . . , Xn) summarizes the transcriptional control, possibly depending on all the proteins of the network. Notice that
both degradations as well as the protein translation are modeled by linear terms (with respect to the state variables), the
nonlinear part being concentrated in the term ϕi(X1, . . . , Xn). This function may assume different forms depending on how
the transcription factors X j , j = 1, . . . ,N , interact with the promoter of xi and between them. A common assumption is
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that the different transcription factors regulating gene xi are independent: in this case, function ϕi(·) may be written as the
product of the activation/repression effects of the transcription factors X1, . . . , XN [18]:
ϕi(X1, . . . , Xn) = V 0i
∏
X j∈Ai
ϕai (X j)
∏
X j∈Ri
ϕri (X j), (2)
where V 0i is the basal transcription rate of gene xi (i.e. when there is no action of activators and inhibitors), Ai and Ri
are the set of activators and repressors regulating gene xi , and functions ϕai and ϕri are usually modeled as S-shaped Hill
functions of the form:
ϕai (X j) = 1+ (V¯ i j − 1)
X
νi j
j (t)
X
νi j
j (t) + K
νi j
i j
, ϕri (X j) =
K
νi j
i j
X
νi j
j (t) + K
νi j
i j
, (3)
where V¯ i j > 1 is the V 0i multiplicative factor giving the maximal transcription rate exerted by X j , Kij is the threshold of X j
around which the function switches from low to high level or vice versa, and νi j governs the steepness of the transition.
A common simpliﬁcation of model (1) descends from the different time scales in the dynamics of genes and proteins in
a transcription network. For example, when external signals rapidly activate existing proteins that are transcription factors,
they cause an almost immediate change in the transcription rate of the target mRNA. Since protein translation is a slower
process, it is possible to express the protein dynamics by assuming that mRNA concentration has reached the steady-state
(see, e.g. [2]). In this case, the xi equation in (1) may be treated as an algebraic constraint (since dxi/dt = 0), leading to the
following dynamics for the protein kinetics:
dXi(t)
dt
= −λXi Xi(t) +
pXi
λxi
ϕi(X1, . . . , Xn) + pXi
λxi
ui(t), i = 1, . . . ,N. (4)
In spite of the simpliﬁcations adopted, model (4) is very often found in the literature (e.g. [2,18,21]).
Based on the above mentioned mathematical models, this paper investigates the problem of inferring the time course
of some (possibly all) state variables by means of a reduced set of measurements. From a biological point of view we can
distinguish between a couple of signiﬁcative frameworks. The ﬁrst concerns a model described by Eqs. (1), where the only
measurements are the mRNA concentrations (state variables xi , i = 1, . . . ,N), and we want to estimate the time course of
proteins (state variables Xi , i = 1, . . . ,N). As previously mentioned in the Introduction, this is a very common case, since
protein evolutions are usually achieved by suitably smoothing the corresponding mRNA measurements [20]. The second
framework concerns the simpliﬁed model described by Eq. (4), according to which we will assume that some gene products
(i.e. some state variables) are not measured at all, and will be estimated by means of other measurements.
Both cases will be approached by using a nonlinear state observer [8,9], whose theory is brieﬂy recap in the following
section. Motivations for using such an observer rely on its computational simplicity and wide versatility, since it applies to
multiple-input/multiple-output systems; moreover the observer convergence can be proved under general conditions that
are usually satisﬁed.
Besides investigating the problem in a very general setting, the application to a particular case of network motifs will
be treated in details. Network motifs are major biological features of gene networks [3,16]: they are small subset of basic
building-block regulatory “circuits”, able to perform a large variety of biological functions alone or in combinations with
other circuits, depending on the speciﬁc environmental and internal conditions. Among the most frequently encountered
network motifs, in many organisms, there are the Feed-Forward Loops (FFLs) [3]. The FFL motif is composed of a transcription
factor X that regulates another transcription factor Y and both X and Y regulates a gene z or a number of target genes zi ,
i = 1, . . . ,m (Multi-Output Feed-Forward Loop Motif, MO-FFL), as shown in Fig. 1. Furthermore, gene X is usually assumed to
be part of a negative autoregulation loop. Examples of FFLs can be found in the regulatory circuit of the lac operon [17].
According to Eqs. (1) and to the network topology of Fig. 1 with transcription factors X and Y regulating the target
genes zi by means of the product of Hill functions like (2)–(3), we can write the following equations:
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X˙(t) = −λX X(t) + pXx(t),
y˙(t) = −λy y(t) + ϕy(X),
Y˙ (t) = −λY Y (t) + pY y(t),
z˙i(t) = −λzi zi(t) + ϕzi (X, Y ), i = 1, . . . ,m,
Z˙ i(t) = −λZi Zi(t) + pZi zi(t) (5)
with:
ϕx(X) = V 0x
K νxxxx
Xνxx(t) + K νxxxx
, ϕy(X) = V 0y
(
1+ (V¯ yx − 1) X
νyx(t)
Xνyx(t) + K νyxyx
)
(6)
and
ϕzi (X, Y ) = V 0zi
(
1+ (V¯ zi x − 1)
Xνzi x(t)
Xνzi x(t) + K νzi xzi x
)(
1+ (V¯ zi y − 1)
Y νzi y (t)
Y νzi y (t) + K νzi yzi y
)
. (7)
Perturbations occur in the system by means of the master gene x, whose equation is therefore endowed with the input u(t).
In this setting, the approach that we pursue is to estimate the time course of the master transcription factors X and Y
by using only the mRNA measurements x, y and zi , i = 1, . . . ,m.
On the other hand, according to the simplifying assumptions leading to Eq. (4), the above system (5) reduces to:
dX(t)
dt
= −λX X(t) + pX
λx
ϕx(X) + pX
λx
u(t),
dY (t)
dt
= −λY Y (t) + pY
λy
ϕy(X),
dZi(t)
dt
= −λZi Zi(t) +
pZi
λzi
ϕzi (X, Y ), i = 1, . . . ,m. (8)
In this case, the observer-based algorithm helps to reconstruct the time course of the gene products X and Y by only
measuring the target genes Zi .
3. Nonlinear state observers
In this section we brieﬂy provide some details on the nonlinear observer used in the next section. Convergence results
are presented under a bounded-input bounded-state (BIBS) stability property that always holds for biological systems. More
speciﬁcally, we deal with semiglobal observers, that ensure convergence to zero of the observation error when the state is
conﬁned to a bounded set.
3.1. Single-input/single-output case
Given a nonlinear system
x˙(t) = f (x(t))+ g(x(t))u(t), x(0) = x0,
y(t) = h(x(t)), (9)
with the state x(t) ∈ Ω ⊆ Rn , the input u(t) and the output y(t) both scalar, h a Ck(Ω) scalar function, f a Ck(Ω) vector
ﬁeld, with k an integer that allows all differentiations needed, the observability map Φ(x) is deﬁned as:
Φ(x) =
⎡
⎢⎢⎣
h(x)
L f h(x)
...
Ln−1f h(x)
⎤
⎥⎥⎦ , (10)
where L jf h(x) is the j-th order Lie derivative deﬁned as:
L jf h(x) = L f
(
L j−1f h(x)
)
, and L f h(x) =
n∑ ∂h(x)
∂xi
f i(x). (11)
i=1
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Lg L
s
f h(x) = 0, s = 0,1, . . . , r − 2,
Lg L
r−1
f h(x) = 0. (12)
Theorem 1. (See [8].) Consider a BIBS stable system (9) with no forcing inputs (i.e. u(t) ≡ 0) and assume that:
i. Φ(x) is a diffeomorphism;
ii. Lnf h(Φ
−1(z)) is uniformly Lipschitz in Φ(Ω).
Then there exists a gain vector K ∈Rn×1 such that the solution of the system equations
˙ˆx = f (xˆ) + Q −1(xˆ)K (y − h(xˆ)), xˆ(0) = x¯, (13)
with Q (x) = dΦ/dx the observability matrix, exponentially converges to x(t), whatever is the initial state estimate x¯ ∈ Ω .
Theorem 2. (See [8].) Consider a BIBS stable system (9) with uniformly bounded input u and assume that:
i. Φ(x) is a diffeomorphism;
ii. Lnf h(Φ
−1(z)) and Lg Ln−1f h(Φ
−1(z)) are uniformly Lipschitz in Φ(Ω);
iii. the observation relative degree associated to the triple ( f (x), g(x),h(x)) is n.
Then there exists a gain vector K ∈Rn×1 such that the solution of the system equations
˙ˆx = f (xˆ) + g(xˆ)u + Q −1(xˆ)K (y − h(xˆ)), xˆ(0) = x¯, (14)
exponentially converges to x(t), whatever is the initial observed state x¯ ∈ Ω .
More in details, the gain matrix K may be designed in order to assign the observer error dynamics (see [8]).
It is easy to show that under the hypothesis on the relative degree (Theorem 2, item iii) the observability map Φ(x)
yields a vector whose components are the output y(t) together with its n − 1 time derivatives. When the relative degree
hypothesis is not satisﬁed the mapping Φ(x) can be modiﬁed in order to still satisfy the above property, but in this case
Φ(x) may depend on the input u(t) and its time derivatives. This makes more diﬃcult to verify the convergence property
of the observer. Moreover, the time derivatives of u(t) are generally not available in practical situations.
As for the implementation of the observers (13)–(14), it can be noticed that
• the implementation does not require the knowledge of the inverse of the observability map Φ−1(z), or that of
Lnf h(Φ
−1(z)) and Lg Ln−1f (Φ
−1(z));
• the inverse of matrix Q needs not to be computed. Indeed, name v = Q −1K . What is required is actually the compu-
tation of vector v which comes from the solution of the linear system Q v = K , whose computational burden is smaller
than the one involved in the inversion of matrix Q .
3.2. Multiple-input/multiple-output case
Given a nonlinear system
x˙(t) = f (x(t))+ g(x(t))u(t), x(0) = x0,
y(t) = h(x(t)), (15)
with x(t) ∈ Ω ⊆ Rn , u(t) ∈ U ⊆ Rp , y(t) ∈ Rq , h a Ck(Ω) vector function, f a Ck(Ω) vector ﬁeld, and g(x) =
[g1(x), . . . , gp(x)] a matrix whose columns are Ck(Ω) vector ﬁelds, with k an integer that allows all differentiations needed,
an observability map from the output to the state variables can be deﬁned as follows (see [9] for more details). Let
s¯ = {s1, . . . , sq} be a multi-index such that ∑qj=1 s j = n, and let
Φ
s j
j (x) =
[
h j(x) L f h j(x) · · · Ls j−1f h j(x)
]T
(16)
be the vector function from Rn to Rs j obtained by taking the j-th component of the output and its ﬁrst s j −1 Lie derivatives.
Consider the following square map
Φs¯(x) =
[
Φ
s1T
1 (x) · · · Φ
sqT
q (x)
]T
. (17)
Denoting by Ys¯ the vector of output derivatives Ys¯ = [y1 · · · y(s1−1) · · · yq · · · y(sq−1)q ]T , if u(t) ≡ 0 it is Φs¯(x(t)) = Ys¯(t).1
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of vector Ys¯ . In this case, the Jacobian associated to the observability map
Q s¯(x) = ∂Φs¯(x)
∂x
(18)
is nonsingular in Ω , and the inverse map of z = Φs¯(x) exists in Φs¯(Ω). Although in general such a map is diﬃcult to obtain,
its Jacobian can be easily computed as Q −1s¯ (x).
By analogy with the deﬁnition of the scalar case, for each component h j of the output function we deﬁne the observation
relative degree r j as the smallest integer such that Lg L
r j−1
f h j(x) = 0.
Theorem 3. (See [9].) Consider a BIBS stable system (15) with uniformly bounded input u. For a given choice of the multi-index s¯
assume that:
i. Φs¯(x) is a diffeomorphism;
ii. the functions L
s j
f h j(Φ
−1
s¯ (z)) are uniformly Lipschitz in Φs¯(Ω) for any j = 1, . . . ,q;
iii. the observations relative degrees are such that s j  r j , j = 1, . . . ,q;
iv. when s j = r j , the functions Lg Ls j−1f h j(Φ−1s¯ (z)) are uniformly Lipschitz in Φs¯(Ω).
Then there exists a gain matrix K ∈Rn×q such that the solution of the system equations
˙ˆx = f (xˆ) + g(xˆ)u + Q −1s¯ (xˆ)K
(
y − h(xˆ)), xˆ(0) = x¯, (19)
exponentially converges to x(t), whatever is the initial observed state x¯ ∈ Ωb .
The structure of K can be chosen block diagonal, where the j-th block, j = 1, . . . ,q is a gain vector s j × 1, see [9] for
more details.
4. Observers for transcription networks
In this section the problem concerning a priori observability will be investigated, by checking the invertibility of the
observability map. Two main experimental frameworks will be considered.
4.1. Stepwise forcing input
Consider the ODE model of a generic transcription network described by Eqs. (1). According to the following more
compact notation
χ(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
x1
...
xN
X1
...
XN
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈R2N , f (χ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−λx1χ1 + ϕ1(χN+1, . . . ,χ2N)
...
−λxNχN + ϕN(χN+1, . . . ,χ2N)
pX1χ1 − λX1χN+1
...
pXNχN − λXNχ2N
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(20)
and assuming only one forcing input (i.e., without loss of generality: ui ≡ 0 for i > 1), system (1) can be written as:
χ˙ (t) = f (χ(t))+ gu(t), g = [1 0 · · · 0]T ∈R2N . (21)
By assuming to measure the mRNA (i.e. state variables χ1, . . . ,χN ) we have the following measurement equations:
ξi(t) = hi
(
χ(t)
)
, hi(χ) = χi, i = 1, . . . ,N. (22)
As it easily comes from the system equations, if the perturbation input is set equal to zero, the system approaches the
only equilibrium point (the steady-state, actually). One common experiment is given by a simple stepwise perturbation of
the steady-state of the system, that is we assume to have u(t) ≡ u¯ = 0 for t  0: from a mathematical point of view, this
means to restate the dynamics as:
χ˙ (t) = f˜ (χ(t)), f˜ (χ) = f (χ) + gu¯. (23)
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Φ(χ) =
⎡
⎢⎢⎢⎢⎢⎣
h1(χ)
L f˜ h1(χ)
...
hN(χ)
L f˜ hN(χ)
⎤
⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎣
χ1
−λx1χ1 + ϕ1(χN+1, . . . ,χ2N) + u¯
...
χN
−λxNχN + ϕN(χN+1, . . . ,χ2N)
⎤
⎥⎥⎥⎥⎦ . (24)
A ﬁrst result is that the observability map (24) is invertible iff its Jacobian:
dΦ
dχ
=
⎡
⎢⎢⎢⎢⎣
1 0 · · · 0 0 · · · 0
−λx1 0 · · · 0 ϕ(1)1 · · · ϕ(N)1
...
...
...
...
0 · · · 0 1 0 · · · 0
0 · · · 0 −λxN ϕ(1)N · · · ϕ(N)N
⎤
⎥⎥⎥⎥⎦ , ϕ
( j)
i =
∂ϕi
∂χN+ j
(25)
is invertible, that is iff matrix:⎡
⎢⎣
ϕ
(1)
1 · · · ϕ(N)1
...
. . .
...
ϕ
(1)
N · · · ϕ(N)N
⎤
⎥⎦ is invertible. (26)
Notice that, according to (26), a necessary condition is that each node needs to work both as a regulated gene and as a
transcription factor, otherwise matrix (26) has a null row/column: in this case not all the protein expressed by the network
can be observed. For instance, if we consider the case of a MO-FFL (Eqs. (5)), proteins Zi cannot be observed, since they
do not regulate any gene of the network. Then, if we apply the observer theory to a MO-FFL, a reasonable problem to
investigate consists of estimating the time course of the master proteins X and Y by using measurements from mRNAs, that
is
ξi(t) = hi
(
χ(t)
)
, hi(χ) = χi, i = 1, . . . ,m + 2 (27)
with χ = [x y z1 · · · zm X Y ]T ∈ R4+m . For instance, let us suppose to have only one target gene z (i.e. m = 1). Then, we
can write Eqs. (5), in the same compact form of (23) with:
f (χ) =
⎡
⎢⎢⎢⎣
−λxχ1 + ϕx(χ4)
−λyχ2 + ϕy(χ4)
−λzχ3 + ϕz(χ4,χ5)
−λXχ4 + pXχ1
−λYχ5 + pYχ2
⎤
⎥⎥⎥⎦ . (28)
If we choose the observability map as:
Φ(χ) =
⎡
⎢⎢⎢⎢⎢⎣
h1(χ)
L f˜ h1(χ)
h2(χ)
h3(χ)
L f˜ h3(χ)
⎤
⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
χ1
−λxχ1 + ϕx(χ4) + u¯
χ2
χ3
−λzχ3 + ϕz(χ4,χ5)
⎤
⎥⎥⎥⎦ (29)
then Φ(χ) is a diffeomorphism if its Jacobian:
dΦ
dχ
=
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
−λx 0 0 ϕ(X)x 0
0 1 0 0 0
0 0 1 0 0
0 0 −λz ϕ(X)z ϕ(Y )z
⎤
⎥⎥⎥⎥⎦ , ϕ
(X)
x = dϕxdX , ϕ
(X)
z = ∂ϕz
∂ X
, ϕ
(Y )
z = ∂ϕz
∂Y
(30)
is invertible, which clearly is, since:
det
(
dΦ
dχ
)
= ϕ(X)x (χ4)ϕ(Y )z (χ4,χ5) = 0, ∀χ4,χ5 > 0. (31)
Then, consider measurements only from the target genes zi :
ξi(t) = hi
(
χ(t)
)
, hi(χ) = χi+2, i = 1, . . . ,m (32)
F. Cacace et al. / J. Math. Anal. Appl. 391 (2012) 382–396 389and aim to observe not only the protein contents X and Y but also the corresponding mRNA x and y. Then, by taking into
account the case of a single target gene, we have the unique choice for the observability map:
Φ(χ) =
⎡
⎢⎢⎢⎣
h(χ)
L f˜ h(χ)
...
L4
f˜
h(χ)
⎤
⎥⎥⎥⎦ (33)
where, starting from the third component, we have dependence from all the ﬁve state variable, which is a necessary condi-
tion to ﬁnd Φ(χ) a diffeomorphism (cumbersome computations are not reported). By adding more target genes (i.e. more
measurements) computations simplify: for instance, according to two target genes, the observability map may be written
as:
Φ(χ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
h1(χ)
L f˜ h1(χ)
L2
f˜
h1(χ)
h2(χ)
L f˜ h2(χ)
L2
f˜
h2(χ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(34)
involving only second order Lie derivative (instead of 4-th), with:
L f˜ hi(χ) = −λziχi+2 + ϕzi (χ5,χ6), (35)
L2
f˜
hi(χ) = ϕ(X)zi (χ5,χ6)(−λXχ5 + pXχ1) + ϕ(Y )zi (χ5,χ6)(−λYχ6 + pYχ2) − λzi
(−λziχi+2 + ϕzi (χ5,χ6)). (36)
Thus, it comes, from further computations:
det
(
dΦ
dχ
)
= pX pY
((
ϕ
(X)
z1 (χ5,χ6)
)2(
ϕ
(Y )
z2 (χ5,χ6)
)2 + (ϕ(Y )z1 (χ5,χ6))2(ϕ(X)z2 (χ5,χ6))2) (37)
which is strictly greater than zero for any χ5,χ6 > 0.
Finally, we investigate the observability problem concerning the simpliﬁed model of a MO-FFL case (8). By setting the
state vector χ = [X Y Z1 · · · Zm]T ∈R2+m and the measurement equations:
ξi(t) = hi
(
χ(t)
)= χi+2(t), i = 1, . . . ,m, (38)
the ODE model can be rewritten in the compact notation of (23) where:
f (χ) =
⎡
⎢⎢⎢⎢⎢⎢⎣
−λXχ1 + pXλx ϕx(χ1)
−λYχ2 + pYλy ϕy(χ1)
−λZ1χ3 + pZ1λz1 ϕz1(χ1,χ2)
...
−λZmχm+2 + pZmλzm ϕzm (χ1,χ2)
⎤
⎥⎥⎥⎥⎥⎥⎦
, g =
⎡
⎢⎢⎣
pX
λx
0
...
0
⎤
⎥⎥⎦ . (39)
By ﬁrst considering the case of only one measurement, we have:
Φ(χ) =
⎡
⎢⎣
h(χ)
L f˜ h(χ)
L2
f˜
h(χ)
⎤
⎥⎦ (40)
with:
L f˜ h(χ) = −λZχ3 +
pZ
λz
ϕz(χ1,χ2),
L2
f˜
h(χ) = pZ
λz
ϕ
(X)
z (χ1) f˜ 1(χ1) + pZ
λz
ϕ
(Y )
z (χ2) f˜ 2(χ1,χ2) − λZ f˜ 3(χ1,χ2,χ3) = ψ(χ), (41)
from which the observability matrix is computed:
dΦ
dχ
=
⎡
⎣
0 0 1
pZ
λz
ϕ
(X)
z
pZ
λz
ϕ
(Y )
z −λZ
(X) (Y ) 2
⎤
⎦ , with ψ(X) = ∂ψ
∂ X
, ψ(Y ) = ∂ψ
∂Y
. (42)ψ ψ λZ
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holds true:
det
(
dΦ
dχ
)
= pZ
λz
(
ϕ
(X)
z (χ1,χ2)ψ
(Y )(χ1,χ2,χ3) − ϕ(Y )z (χ1,χ2)ψ(X)(χ1,χ2,χ3)
) = 0. (43)
Again, in case of more target genes, we have a richer set of measurements to use. For instance, assume to have three
target genes. Then, the observability map may be deﬁned as:
Φ(χ) =
⎡
⎢⎢⎢⎢⎢⎣
h1(χ)
L f˜ h1(χ)
h2(χ)
L f˜ h2(χ)
h3(χ)
⎤
⎥⎥⎥⎥⎥⎦
(44)
from which:
dΦ
dχ
=
⎡
⎢⎢⎢⎢⎣
0 0 1 0 0
ϕ
(X)
z1 ϕ
(Y )
z1 −λZ1 0 0
0 0 0 1 0
ϕ
(X)
z2 ϕ
(Y )
z2 0 −λZ2 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎦ . (45)
Therefore, the observability condition becomes:
ϕ
(X)
z1 (χ1,χ2)ϕ
(Y )
z2 (χ1,χ2) − ϕ(X)z2 (χ1,χ2)ϕ(Y )z1 (χ1,χ2) = 0, (46)
which is easier to compute and to deal with, with respect to (43). In fact, it clearly comes out that an observability map
like (44) is a diffeomorphism only if ϕz1 is different than ϕz2 , which is easy to grasp, since if ϕz1 was equal to ϕz2 , the
transcription factors expressed by master genes X and Y would exert the same inﬂuence to Z1 and Z2.
4.2. Generic forcing input
A more interesting case is when the perturbation input is actually time-varying, for instance a piecewise constant input
with many possible time instants of switch, or a periodic harmonic signal. In these cases, it is important to look for the
relative degree associated to a given output function hi(χ), which is deﬁned by (12). If we consider the general model
(20)–(22), we have relative degree equal to 1 for h1(χ) = χ1 since Lgh1(χ) = 1 = 0, while different output functions may
have different relative degrees according to the way the input u affects the output function derivatives. As a matter of fact,
the observability map needs to be designed according to the relative degrees of the output functions. For instance, in case
of a single target FFL, model equations (21) with function f as in (28) and measurements given by (27) (m = 1), the output
functions h2(χ) = χ2 and h3(χ) = χ3 have both relative degree 3, since:
Lgh2(χ) = 0, (47)
L f h2(χ) = −λyχ2 + ϕy(χ4) 
⇒ Lg L f h2(χ) = 0, (48)
L2f h2(χ) = −λy
(−λyχ2 + ϕy(χ4))+ ϕ(X)y (χ4)(−λXχ4 + pXχ1) 
⇒ Lg L2f h2(χ) = pXϕ(X)y (χ4) = 0 (49)
and
Lgh3(χ) = 0, (50)
L f h3(χ) = −λzχ3 + ϕz(χ4,χ5) 
⇒ Lg L f h3(χ) = 0, (51)
L2f h3(χ) = −λz
(−λzχ3 + ϕz(χ4,χ5))+ ϕ(X)z (χ4,χ5)(−λXχ4 + pXχ1) + ϕ(Y )z (χ4,χ5)(−λYχ5 + pYχ2)

⇒ Lg L2f h3(χ) = pXϕ(X)z (χ4,χ5) = 0. (52)
Then, a reasonable choice for the observability map is (recall that Z is not observable):
Φ(χ) =
⎡
⎢⎢⎢⎢⎣
h1(χ)
h2(χ)
L f h2(χ)
h3(χ)
⎤
⎥⎥⎥⎥⎦=
⎡
⎢⎢⎢⎣
χ1
χ2
−λyχ2 + ϕy(χ4)
χ3
−λzχ3 + ϕz(χ4,χ5)
⎤
⎥⎥⎥⎦ (53)L f h3(χ)
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det
(
dΦ
dχ
)
= ϕ(X)y (χ4)ϕ(Y )z (χ4,χ5) = 0, ∀χ4,χ5 > 0. (54)
On the other hand, in case of measurements coming only from the target genes zi (i.e. as in (32)), we need at least a couple
of outputs to ensure a full relative degree and an invertible observability map
Φ(χ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
h1(χ)
L f h1(χ)
L2f h1(χ)
h2(χ)
L f h2(χ)
L2f h2(χ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(55)
since we have seen that hi(χ) = χi+2 has relative degree equal to 3.
It has to be stressed that, in case of output functions which do not ensure a full relative degree, a way to cope with this
problem is to include the input u(t), and (possibly) its time derivatives, in the observability map (time-varying, actually).
Such a case is specially useful when the relative degree is close to be full. This case occurs when investigating the observ-
ability of a simpliﬁed model of the single-output FFL (model equations as in (21), with functions f , g given by (39) and
measurement equation (38), m = 1). In this case we have a relative degree equal to 2, since:
Lgh(χ) = 0,
L f h(χ) = −λZχ3 + pZ
λz
ϕz(χ1,χ2) 
⇒ Lg L f h(χ) = pZ
λz
ϕ
(X)
z (χ1,χ2) = 0. (56)
Then, we can design the observability map as:
Φ(χ, t) =
⎡
⎣
h(χ)
L f+guh(χ)
L2f+guh(χ)
⎤
⎦=
⎡
⎣ h(χ)L f h(χ)
L2f h(χ) + Lg L f h(χ)u(t)
⎤
⎦ . (57)
Besides the usual conditions on the diffeomorphism of Φ and the fact that L2f+gu(Φ
−1(·)) and L3f+gu(Φ−1(·)) are uniformly
Lipschitz, a further suﬃcient condition is required to ensure the convergence of the observer error, that is the time derivative
of the input to be uniformly bounded. Note that this last condition seems to exclude the possibility to apply the observer to
piecewise constant switching perturbations; nevertheless what really happens in practical cases (as it will be shown also in
the next section, dedicated to simulations) is that, by applying the observer, each time a switch occurs, the observed state
may be drifted far from the real state (to which it was clamped), towards which it converges again in a reasonable time
depending on the convergence rate.
However, the case of one target gene is the only one in which the hypothesis of full relative degree does not hold for
the above mentioned model: it is enough to add just one more target gene to overcome the lack of relative degree of a
single-output function. Consequently, with the conditions m > 1 and bounded input u(t) it is possible to build an observer
which ensures convergence to zero of the estimation error.
5. Simulation results
This section proposes some simulations showing the good performances of the observer-based approach to infer in-
formation from available transcript measurements, as well as its robustness with respect to measurement and parameter
uncertainties. All simulations refer to the FFL network motif.
5.1. Single-output FFL: protein estimation from noisy mRNA measures
First results concern the case of an FFL with only one target gene, m = 1, modeled as in (5)–(7), with parameters given
in Table 1, and a constant forcing input u(t) ≡ 1. Measurements are given by mRNAs (i.e. state variables x, y, z), Eq. (27). In
order to stress the eﬃcacy of the observer-based methodology, pseudo-random noisy measurements have been considered
by suitably modifying the output equations (27) as:
ξi(t) = χi(t) +Ni(t), (58)
where the disturbance Ni(t) is modeled by the following sum of harmonics:
Ni(t) =
k∑
Hij sin(2π f i jt + αi j). (59)
j=1
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Parameter values of an FFL with one target gene, Eqs. (5)–(7).
λx = 0.2 V 0x = 1.1 Kxx = 0.9 νxx = 2.0
λy = 0.4 V 0y = 0.9 V¯ yx = 1.5 K yx = 1.0 νyx = 2.0
λX = 0.05 pX = 1.2 λY = 0.08 pY = 1.5
λz = 0.1 V 0z = 1.03 V¯ zx = 1.1 Kzx = 1.1 νzx = 3.0
V¯ zy = 1.2 Kzy = 1.2 νzy = 4.0
Fig. 2. mRNA noisy measurements and the corresponding signal-to-noise ratio.
Simulations are reported on a time range of 50 time units, concerning disturbances (59) with k = 7 high-frequency har-
monics (high-frequency with respect to the half-life of the system dynamics); indeed, according to half-lives spanning from
about 2 to 20 time units, we have chosen harmonics with periods spanning from 1/50 to 1/5000 time units:
f i j ∈ {50,100200,500,1000,2000,5000}. (60)
Parameters Hij and αi j are assigned to guarantee a level of uncertainties compatible with the one reported in the literature.
For instance, in [19], a high level of accuracy and reproducibility (< 2.5% variation) is reported for real-time PCR of a target
gene transcript. Therefore the pseudo-random noise parameters Hij , αi j have been set to have uncertainties providing a
signal-to-noise ratio never deﬁnitely below 5% (see Fig. 2).
The chosen observability map is that of Eq. (29). The real initial conditions for the protein content are X(0) = 50,
Y (0) = 10 and estimated initial protein content is set to 20% of their real value. As it can be seen in Figs. 3–4, the observer
allows to estimate both X and Y protein content in a quite accurate way, despite the non-negligible noises affecting the
output measurements.
5.2. Single-output FFL: simpliﬁed model with time-varying input
A second set of simulations has been carried out according to the simpliﬁed model of a single-output FFL (8), whose
model parameters are reported in Table 2. In this case, we consider also an exogenous piecewise constant input, which is
a square wave with lower level equal to zero, upper level equal to 2 and a duty cycle of 50% on a 10 time units period.
The state vector is χ = [X Y Z ]T and measurements come from Z , according to (38), m = 1. As previously shown, this
is the case of a relative degree lower than the system dimension; nevertheless, by choosing a time-varying observability
map as in (57), we still obtain very good results, as it comes out from Figs. 5–6 (initial conditions: X(0) = 1, Y (0) = 1 and
Xˆ(0) = 0.5, Yˆ (0) = 2.8).
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Fig. 4. Y protein content, single target FFL case.
Table 2
Parameter values of an FFL with one target gene, Eqs. (8).
Kxx = 0.9 νxx = 2.0 λX = 0.2 λY = 0.4 pX/λx = 1
V¯ yx = 1.5 K yx = 1.0 νyx = 2.0 λZ = 0.1
V¯ zx = 1.1 Kzx = 1.1 νzx = 3.0 pX V 0x /λx = 1.1
V¯ zy = 1.2 Kzy = 1.2 νzy = 4.0 pY V 0y/λy = 0.9 pZ V 0z /λz = 1.03
Fig. 5. Gene x transcript evolution: square wave input, the SISO case.
5.3. Multi-Output FFL: simpliﬁed model with uncertainties
The good performances of the proposed observer are theoretically constrained to the knowledge of both the model equa-
tions and the model parameters. The following set of simulations is therefore devoted to stress the methodology by adding
some uncertainties above the parameter estimates. We refer to a recent paper [11], where an identiﬁcation procedure has
been considered to validate a mathematical model (among a small set of candidates) by means of some set of measure-
ments. The approach provides the model parameter estimates as a by product. In that case a three target genes FFL was
considered, whose model equations are the ones of the simpliﬁed model (8), and the model parameters were set equal to
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Table 3
Parameter values of an FFL with three target genes, Eqs. (8), as originally stated.
λX = 0.05 pX V 0x /λx = 0.1056 Kxx = 0.9 νxx = 1.0 pX/λx = 1
λY = 0.05 pY V 0y/λy = 0.0327 V¯ yx = 5.7793 K yx = 2.0 νyx = 3.0
λZ1 = 0.08 pZ1 V 0z1/λz1 = 0.0506 V¯ z1x = 3.6886 Kz1x = 2.1 νz1x = 3.0
λZ2 = 0.02 pZ2 V 0z2/λz2 = 0.0146 V¯ z2x = 2.7743 Kz2x = 4.5 νz1x = 3.5
λZ3 = 2 pZ3 V 0z3/λz3 = 1.9925 V¯ z3x = 3.0924 Kz3x = 9.99 νz3x = 5.1
V¯ z1 y = 4.8 Kz1 y = 1.8750 Kz2 y = 2.1250 V¯ z2 y = 5.1 νz1 y = 4.2
νz2 y = 3.1 V¯ z3 y = 6.3 Kz3 y = 3.7375 νz3 y = 5.5
Table 4
Estimated parameter values of an FFL with three target genes, Eqs. (8). Real values in Table 3.
λX = 0.0501 pX V 0x /λx = 0.1050 Kxx = 0.9117 νxx = 0.9968 pX/λx = 1
λY = 0.0496 pY V 0y/λy = 0.0332 V¯ yx = 5.6375 K yx = 2.0171 νyx = 3.0318
λZ1 = 0.0794 pZ1 V 0z1 /λz1 = 0.0489 V¯ z1x = 3.6724 Kz1x = 2.0358 νz1x = 2.8257
λZ2 = 0.0198 pZ2 V 0z2 /λz2 = 0.0145 V¯ z2x = 2.7819 Kz2x = 4.4856 νz1x = 3.5473
λZ3 = 2.0198 pZ3 V 0z3 /λz3 = 2.0133 V¯ z3x = 3.0748 Kz3x = 10.0217 νz3x = 5.2261
V¯ z1 y = 4.7601 Kz1 y = 1.8939 νz1 y = 4.2507 V¯ z2 y = 5.0889 Kz2 y = 2.1568
νz2 y = 3.0738 V¯ z3 y = 6.3128 Kz3 y = 3.7325 νz3 y = 5.6263
Fig. 7. Gene x transcript evolution: harmonic input, the MIMO case with uncertainties.
the ones reported in Table 3. The identiﬁcation procedure provided the model parameters reported in Table 4, according to
the measurements from the target genes Zi .
Notice that most parameters are very well estimated, with an error percentage lower than 6% (higher percentage error
for νz1x , equal to 5.81%). Then, we pursue to estimate the time course of genes X and Y by way of Zi measurements: to
this aim we compute the observer parameters according to the estimated parameters of Table 4 (instead of the real ones of
Table 3), thus introducing a light (but reasonable) uncertainty in the observer equations. Moreover, we considered the case
of an exogenous (known) harmonic forcing input, equal to u(t) = 0.1 + 0.1sin(2πt/40). In this case we have full relative
degree, since we have more than one target gene. Initial conditions are X(0) = 1, Y (0) = 1 and Xˆ(0) = 0.8, Yˆ (0) = 1.2.
Despite the uncertainties, we still obtain very good results, as it comes out from Figs. 7–8.
In order to further stress the robustness of the proposed approach, we have increased the uncertainties of a reduced set
of parameters (the ones involving gene y, for instance: νyx , K yx , νz1 y , νz2 y , νz2 y , Kz1 y , Kz2 y , Kz3 y) up to a coeﬃcient of
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variation of 20%, with respect to the original values of Table 3. Then, a set of 1.000 in silico experiments has been done, each
experiment related to the same MO-FFL whose parameters are the ones in Table 3. It clearly appears from simulations that
the x gene expression is still perfectly observed (they are not reported but deﬁnitely close to the one of Fig. 7); on the other
hand the y gene expression can result more diﬃcult to observe (indeed all the uncertain parameters are directly related to
gene y). To evaluate the goodness of the gene y estimate, we have stated that a good estimate constrains the asymptotic
error between real and estimated Y within the 20% of the real value, and a very good estimate constrains the asymptotic
error between real and estimated Y within the 5% of the real value. Results show that according to the above mentioned
uncertainties we have 98.3% of good estimates, and 55.7% of very good estimates.
6. Conclusions
The systems biology approach to the study of the gene regulatory system in living cells has suffered so far from the lack
of time series experimental data that allow to reconstruct the structure of transcription networks. In the ﬁrst place, genome-
wide techniques like micro-arrays only allow the measurement of mRNA, or, in other words, they measure only transcription
activity of promoters. Thus the dynamics of proteins remains largely unknown. This problem is specially important for
the network analysis, since proteins are potentially regulated in every step of their synthesis process by many regulation
mechanisms, including post-transcriptional regulations, such as the rate of mRNA degradation, the rate of translation, and
the rate of protein degradation. For all these reasons, methods that allow the reconstruction of the protein levels are of the
utmost importance in the biological analysis of cell functions.
In this paper a mathematical tool is presented, to infer information on the time course of protein concentration of a
transcription network, according to a set of measurements of the transcriptional activity of promoters. The approach is
based on the use of the mathematical model of the network under investigation and on the state-reconstruction technique
known as ‘state observer’, borrowed from the control theory. To this aim, besides the general case, the network motif of
the Multi-Output Feed-Forward Loop (MO-FFL) is investigated in details. Simulations show the effectiveness of the proposed
approach in a very wide range of possible critical frameworks, such as only one target gene measurements, non-smooth
input perturbations or parameter uncertainties.
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