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ABSTRACT
Greedy algorithms are popular in compressive sensing for
their high computational efficiency. But the performance of
current greedy algorithms can be degenerated seriously by
noise (both multiplicative noise and additive noise). A robust
version of greedy cosparse greedy algorithm (greedy analysis
pursuit) is presented in this paper. Comparing with previous
methods, The proposed robust greedy analysis pursuit algo-
rithm is based on an optimization model which allows both
multiplicative noise and additive noise in the data fitting con-
straint. Besides, a new stopping criterion that is derived. The
new algorithm is applied to compressive sensing of ECG sig-
nals. Numerical experiments based on real-life ECG signals
demonstrate the performance improvement of the proposed
greedy algorithms.
Index Terms— robust compressive sensing, greedy anal-
ysis pursuit, multiplicative noise, electrocardiogram (ECG).
1. INTRODUCTION
Compressive sensing (CS) can simultaneously sample and
compress the analog signal, which avoids the high sampling
rate and storage requirements imposed by classical Nyquist
sampling. It has wide applications in many signal processing
applications [1]. For example, in wireless body sensor net-
works, where vast amounts of biomedical data are acquired,
transmitted and stored, CS can be used to reduce the sampling
rate and the amount of transmitted data over energy-hungry
wireless networks [2] [3] [4].
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The sampling model in a discrete setting is formulated
as y = φx, where φ ∈ Rn×N is the sampling matrix with
n < N . When the sampling matrix has some properties,
such as null space property, restricted isometry property, in-
coherence conditions, CS can successfully recover the signal
x from its compressive measurement y by exploiting signal’s
sparsity [1].
To get the sparsity for signal recovery, signal x can be de-
composed into a linear combination of a few basis elements
from a dictionary, i.e. x = ψθ. ψ ∈ RN×p, p ≥ N , is called
the synthesis representation matrix. The signal decomposi-
tion model is called the sparse synthesis representation. CS
requires θ to be a sparse vector to enable the reconstruction of
signal x from compressive measurements y . Based on the
sampling and synthesis representation models, a synthesis-
based ℓ0-minimization model can be formulated to recover
θ as
min.
θ
||θ||0, s. t. y = φψθ (1)
where ||θ ||0 counts the number of nonzero elements in θ.
Recently, another representation model, called the sparse
analysis representation or cosparse representation, was used
for CS [5]. It obtains sparsity with α = Ωx, where α is a
sparse vector, and the analysis representation matrix is Ω ∈
R
p×N
. Based on the sampling and analysis representation
models, an analysis-based ℓ0-minimization model can be for-
mulated to recover x
min.
x
||Ωx||0, s. t. y = φx (2)
In practical applications, two types of noise may disturb
CS reconstruction. Classical methods considered additive
noise in measurements. However, multiplicative noise exists
in the sampling model. For example, when the measurement
process is implemented in hardware, the exact sampling co-
efficients can not be used, but their electrical equivalent will
be used instead, which possibly results in small deviations
from the expected values. Circuit noise and other non-linear
effects in sampling result in this kind of perturbation as well.
These perturbed values are multiplied with the signal, mak-
ing the measurement based on coefficients that are different
from the ones that are used for the reconstruction. Therefore,
a more practical sampling model should incorporate both
multiplicative noise and additive noise. It can be defined as:
yN = φMx + ηA (3)
where ηA is a vector containing the additive noise values and
φM = φ + ηM is a noisy sampling matrix with ηM a matrix
of noise values that are added to the sampling matrix.
Signal recovery from compressive measurements with
multiplicative noise was discussed in [6] and [7]. A robust re-
construction algorithm for structured coefficient uncertainties
was proposed in [8]. [9] introduced a sparsely regularized to-
tal least squares (SRTLS) method to deal with the uncertainty
in the sparse representation matrix. Non-convex approaches
for uncertainty in sparse linear regression were presented in
[10] and [11]. A non-convex expectation-maximization (EM)
algorithm that can cope with missing data in linear regression
was presented in [10] as well and was improved by means
of projected gradient descent in [11] to find a near-optimal
solution. To our knowledge, the computational complexity of
all these methods is too high for some applications, such as
mobile ECG or EEG monitoring [2]. Greedy algorithms are
very popular in CS because of their lower computational com-
plexity property, such as orthogonal matching pursuit (OMP),
orthogonal multiple matching pursuit(OMMP), greedy analy-
sis pursuit (GAP), etc. However, to our knowledge, no robust
greedy algorithm to multiplicative noise has been developed.
In this paper, a robust version of the greedy GAP algo-
rithm is proposed. The original optimization problem used in
GAP is updated to include additive and multiplicative noise
and a new stopping criterion that accounts for additive and
multiplicative noise is derived. Its performance is tested by
comparing reconstruction quality of noisy measurements at
different compression and noise levels. Results show that the
proposed Robust GAP (RGAP) is in fact more robust to the
combination of additive and multiplicative noise than the clas-
sical greedy algorithm.
The remaining part of the paper is organized as follows. In
Section 2 a solution to the problem of suppression of additive
and multiplicative noise in CS measurements is proposed. In
Section 3 the experiments that were performed in order to test
the new algorithms are described. In Section 4 the results
of these experiments are presented. Finally, in Section 5 a
conclusion about the results is drawn.
2. METHODS
Cosparse algorithms such as GAP require an analysis matrix
to create a cosparse representation of x. Again, in [3], it was
found that a 2nd order derivative matrix outperforms the 1st
order derivative and wavelet based analysis matrices. The 2nd
order derivative matrix Ω2 is created by multiplying two 1st
order derivative matricesΩ1 described in [4].
Ω2 = Ω
2
1 =


1 −1 0 0 . . . 0
0 1 −1 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
. 1 −1
0 . . . . . . 0 0 1


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(4)
2.1. Noise Characteristics
Two characteristics are used as prior knowledge for the noise-
aware algorithms. The first one is the ℓ-2 norm which charac-
terizes the additive noise as
ǫ = ||y − yN ||2 (5)
Secondly, the covariance matrix P is used to characterize the
uncertainty caused by the multiplicative noise
P = E[(V − E[V ])(V − E[V ])T ] (6)
The deduction explaining why it can bound the multiplicative
noise can be found in a more detailed journal version of this
paper [12]. In the sparse approach V = (φ + ηM )ψ . In
the cosparse approach V = (φ + ηM ) because the algorithm
directly reconstructs x from y .
2.2. RGAP
In GAP, an initially full cosupportΛ0 is iteratively made more
sparse by removing elements that belong to the support. The
reconstruction is calculated as
xˆk =
[
φ√
λΩ
Λˆk
]† [
y
0
]
(7)
where Ω
Λˆk
is the analysis matrix with only the rows that cor-
respond to the current cosupport estimate left and λ is a small
constant related to the additive noise in the measurement,
which is λ = 0.05 in the numerical experiments. This calcu-
lation is based on the fact that the cosupport of the cosparse
representation should contain only zeros and that the mea-
surement of x should equal y . Again, several elements can be
removed from the cosupport estimate in each iteration.
Based on the new optimization model that includes con-
straints on both additive noise and multiplicative noise
min. ||ΩΛx||0 , s. t. xTPx + ||y −φx||0 ≤ ǫ (8)
a new reconstruction calculation, robust to additive and mul-
tiplicative noise, is proposed. Based on the deduction in [12],
(9) can be rewritten as
min||ΩΛx||22 s. t. xTPx + ||y −φx||22 ≤ ǫ (9)
Taking the Lagrangian of the equation results in
L = xTΩTΛΩΛx + xTPx + (yT − xTφT )(y −φx)
= xTΩTΛΩΛx + x
TPx + yTy − yTφx − xTφTy
+ xTφTφx
(10)
The goal of the optimisation is to find a signalx that satis-
fies the constraints in the optimisation problem defined above.
In order to find an equation that can be used to optimise x the
derivative of the Lagrangian with respect tox is taken. By set-
ting this derivative equal to zero, a linear equation is found.
∂L
∂x
= 2xTΩTΛΩΛ + x
T (P +P T )
− (φTy + yTφ) + 2xTφTφ = 0
(11)
The linear problem resulting from the derivative of the La-
grangian can be written in standard form as
Ax =K,with
{
A = 2ΩT
Λ
ΩΛ +P +P
T + 2φTφ
K = φTy + yTφ
(12)
which is a basic linear problem, just like the original GAP
equation (7).
The second adjustment is made in order to adjust the stop-
ping criterion so that it will stop the reconstruction when fur-
ther reconstruction would deteriorate the accuracy of the sig-
nal. In [13], where OMP was made more robust to additive
noise, it was stated that the stopping criterion can be used to
stop the algorithm when the residual consists mostly of noise.
A new stopping criterion is deduced as follows. The differ-
ence between the measurement of the estimated signal in sub-
sequent algorithm iterations can be expressed as
||y − yt||22 = ||(φ + ηM )x + ηA −φxt||22
= ||φ(x − xt) + ηA + ηMx||22
≥ ||φ(x − xt) + ηA||22 − ||ηMx||22
≥ ||ηA||22 − ||φ(x − xt)||22 − ||ηMx||22
(13)
where t is the iteration counter. When the algorithm con-
verges, i.e. θt ≈ θ, then θ − θt ≈ 0, ||φ(θ − θt)||22 = δ ≥ 0
and δ ≪ ǫ2
||y − yt||22 ≥ ||ηA||22 − ||ηMx||22 − δ
||y − yt||22 + xTt (P )xt ≥ ǫ2 − δ
||rt||22 + xTt (P )xt ≥ ǫ2 − δ
(14)
Because δ ≪ ǫ2, the new stopping criterion can be for-
mulated as
||rt||22 + xTt (P )xt ≥ ǫ2 (15)
where rt = y − φψxt is the residual calculated at the end of
the t-th iteration, similar to the one that was used in [13]. The
additional term xTt Pxt characterizes the uncertainty in the
measurement, caused by the perturbed sensing coefficients.
Algorithm 1: RGAP
• In: y , φ, Ω
•Out: xˆ
• Initial Iteration: t := 0
• Initial Co-Support: Λˆt = {1, 2, 3, ..., p}
• Initial Solution:
xˆt = (2Ω
TΩ +P +P T + 2φφ)
†(φTy + yTφ)
• Precalculations: φφ = φTφ and φY = φTY
repeat
• Analysis representation: α = Ωxˆt−1
• Co-Support: Λˆt = Λˆt−1\{argmax
i∈Λˆt−1
|αi|}
• Solution:
xˆt = (2Ω
T
Λˆt
Ω
Λˆt
+P +P T + 2φφ)
†(φTy + yTφ)
• Residual: rt = y − φxt
until xTs,tPxs,t + ||rt||22 ≤ ǫ2;
3. EXPERIMENTS
A total of 943 2-second segments of the first 23 patients (the
first 41 segments of each patient) in the MIT-BIH Arrhythmia
Database [14, 15] were used in the following experiments.
Here four greedy algorithms (OMMP, GAP, ROMMP, RGAP)
are used to recover the ECG signal to demonstrate the perfor-
mance improvement of the newly proposed robust greedy al-
gorithms. A discrete wavelet transform (DWT) matrix is cho-
sen as the sparse synthesis dictionary, and the wavelet analysis
matrix is chosen as the cosparse analysis dictionary.
To find out what the influence of the noise level and com-
pression ratio (CR) on the reconstruction quality is, the ex-
periments were performed for a fixed value of CR = 0.5 and
a varying noise level (Gaussian noise with a maximum size
equal to varying percentages of the signal maximum, for both
ηM and ηA) and also for a fixed random noise with a maxi-
mum size equal to 5% of the signal maximum (again for both
ηM and ηA) and a varying CR (0.9 to 0.2 in steps of 0.1).
The CR is the ratio between the number of compressive mea-
surements and the number of samples in the original signal.
The noise level is defined as the ratio of the largest entries of
noise (both additive and multiplicative) and the largest entries
of the signal. The reconstruction accuracy is quantified us-
ing the percentage root-mean-square difference (PRD) metric
[16].
PRD =
||x − xˆ||2
||x||2 (16)
The ℓ2-norm of the noise and the covariance was derived
directly from the known noise. In real applications, these val-
ues would have to be trained by using a database.
4. RESULTS
In Fig. 1, PRD values for reconstruction from noisy measure-
ments with a fixed noise level at varying CR are shown. It
can be seen that the accuracy vastly improves when RGAP is
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Fig. 1: Mean PRD values of signal reconstruction at varying
CR and a fixed noise maximum (5% of signal maximum).
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Fig. 2: Mean PRD values of signal reconstruction at varying
noise levels and fixed CR = 0.50.
used instead of GAP. At lower CR, the advantages of using
RGAP seem to decrease due to the fact that the amount of in-
formation in the measurement decreases. The performance of
the GAP algorithm in the absence of noise is shown in black
as a reference.
It can be seen in Fig. 2 that the advantage of using RGAP
instead of GAP (i.e. difference in PRD value) increases when
larger amounts of noise are present in the measurement. How-
ever, when the noise levels become very high, the PRD will
grow larger than 1, indicating a very poor reconstruction. It
does take more noise for RGAP to exceed PRD=1 than for
GAP.
Fig. 3 and 4 show processing times of the regular and ro-
bust algorithms. Convergence times for RGAP are shorter
than those of the GAP algorithm in the presence of noise.
The new stopping criterion forces RGAP to stop the recon-
struction early, whereas GAP will continue to use the noisy
information until most of the information in the measurement
has been used. Because less information is used in the re-
construction, the algorithm is also somewhat faster than the
original GAP algorithm that is used in a noise-free setting.
5. CONCLUSION
A new robust greedy analysis pursuit (RGAP) algorithm was
presented in this paper. This algorithm was developed by ad-
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Fig. 3: Mean processing time of signal reconstruction at CR
and a fixed noise maximum (5% of signal maximum).
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Fig. 4: Mean processing time of signal reconstruction at vary-
ing noise level and a fixed CR = 0.50.
justing the linear problem that is used for the signal recon-
struction in greedy analysis pursuit (GAP) and by adapting its
stopping criterion. Experiments on a dataset of ECG signals
show that there is a vast improvement in the reconstruction
accuracy, at various compression and noise levels, when the
new algorithm is used instead of the traditional GAP algo-
rithm in the presence of additive and multiplicative noise.
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