Abstract. Atomistic/continuum coupling methods aim to achieve optimal balance between accuracy and efficiency. Adaptivity is the key for the efficient implementation of such methods. In this paper, we carry out a rigorous a posteriori analysis of the residual, the stability constant, and the error bound, for a consistent atomistic/continuum coupling method in 2D. We design and implement the corresponding adaptive mesh refinement algorithm, and the convergence rate with respect to degrees of freedom is optimal compare with a priori error estimates.
1. Introduction. Atomistic/continuum (a/c) coupling methods are a class of computational multiscale methods that aim to combine the accuracy of the atomistic model and the efficiency of the continuum model for crystalline solids with defects [26, 43, 14] . Namely, the atomistic model can be applied in a small neighborhood of the localized defects such as vacancies, dislocations, and cracks, while the continuum model (e.g., Cauchy-Born rule) can be employed away from the defect cores where elastic deformation occurs. The construction and analysis of different a/c coupling methods have attracted considerable attention in the research community in recent years [16, 31, 19, 18] . We refer the readers to [23, 20] for a review of such methods.
The goal of the mathematical analysis for a/c coupling methods is to find the optimal relation of accuracy vs. degrees of freedom. The a priori analysis has been carried out for several typical a/c coupling methods, for example the QNL (quasi-nonlocal quasicontinuum) method [24, 34] , the BQCE (blended energy-based quasi-continuum) method [15] , the BQCF (blended force-based quasi-continuum) method [18, 15] , the GRAC (geometric reconstruction based atomistic/continuum coupling) method [36] and the BGFC (atomistic/continuum blending with ghost force correction) method [38] .
In contrast, although adaptivity is the key for the efficient implementation of a/c coupling methods, only few research articles are concerned with the a posteriori error control of these methods. The goaloriented approach has been utilised in [40] by Prudhomme et al. to provide a posteriori error control for a three dimensional nanoindentation problem with the quantity of interest being the force acting on the indenter. The error estimator is a modification of the rigorously derived residual functional, and its effectiveness is only validated numerically. Arndt and Luskin [2, 3] analyze the goal-oriented approach for a one dimensional Frenkel-Kontorova model, where the a posteriori error estimators are used to optimize the choice of the atomistic region as well as the finite element mesh in the continuum region. All these work employ the original energy-based quasicontinuum method as the underlying model which is later shown to be inconsistent and suffers from the so-called "ghost force" [43, 7, 17, 24, 22] .
Recently, Kochmann et al. [47] proposed an adaptivity strategy for the so-call "fully-nonlocal quasicontinuum" method which apply a discrete model in the entire computational domain without coupling of different models. This approach aims to minimize the ghost force rather than eliminate it as in the consistent a/c coupling method.
The residual based a posteriori error bounds for a/c coupling schemes are first derived in [32, 27] by Ortner et al. in 1D . A recent advance in this direction [35] is the a posteriori error analysis of a consistent energy-based coupling method developed in [41, 42] , where the a posteriori error estimators are proposed both in the energy norm and in energy itself. For complex lattice, a posteriori error analysis for the QC method in 1D has been carried out in [1] .
Despite all those developments, the rigorous mathematical justification of a posteriori error estimates beyond 1D is still missing. In this paper, we present a rigorous a posteriori error estimate for a consistent energy-based a/c method in two dimension, which is of physical significance and has not been considered so far to the best knowledge of the authors. We use the residual-based approach [48] to establish the estimate in negative Sobolev norms following [35] . Two features distinguish our problem from the classic residual-based estimate for finite element approximation of the elliptic equations. The first one is the existence of the modeling error which is in origin different from the applications of quadrature rules. The second one is that the mesh may not be further refined when it almost coincides with the reference lattice, therefore a model adaptation should be imposed. The analysis and algorithm rely on the so-called divergence free tensor field, which characterizes the essential difference of 2D results compared with 1D results in [27, 35] where the analysis can be carried out by explicit calculations.
Similar to the a priori analysis of GRAC in [36] , we constrain ourselves to the case of nearestneighbor interactions. Although the analysis can be extended to finite range interactions and to other a/c coupling methods, we decide not to include these so that the main ideas and steps are clearly presented without the distraction from the unnecessary complexity of the presentation. Instead, we will make further remarks on this point again in § 5.
The paper is organized as follows. In § 2 we set up the atomistic, continuum and coupling models for point defects. In § 3 we present the main results: the residual estimate, stability bound, and rigorous a posteriori error estimates for the coupling scheme. We formulate the corresponding adaptive algorithm and demonstrate numerical results in § 4. We draw conclusions and make suggestions for future research in § 5. Some auxiliary results are given in § Appendix A.
Formulation.
We first give a brief review of a model for crystal defects in an infinite lattice in the spirit of [11] in § 2.1 and the Cauchy-Born continuum model in § 2.2. We then present a generic form of a/c coupling schemes in § 2.3. We will introduce the consistent scheme GRAC specifically in § 2.4.
Atomistic model.
2.1.1. Atomistic lattice and defects. Given d P t2, 3u, A P R dˆd non-singular, Λ hom :" AZ d is the homogeneous reference lattice which represents a perfect single lattice crystal formed by identical atoms and possessing no defects. Λ Ă R d is the reference lattice with some local defects. The mismatch between Λ and Λ hom represents possible defects Λ def , which are contained in some localized defect cores D def such that the atoms in ΛzD def do not interact with defects Λ def (see § 2.1.2 and § 2.1.3 regarding interaction neighbourhood). For example, Λ def " txu for a crystal with a single point defect at x, and one can choose a proper radius R def ą 0 such that D def " B x,R def , where B x,R :" tz P R d | |z´x| ď Ru. For different types of point defects, we have ‚ Λ Ă Λ hom for a vacancy at x P Λ hom ; ‚ Λ Ą Λ hom for an interstitial at x P Λ but x R Λ hom ; ‚ Λ " Λ hom for an impurity at x P Λ hom , the difference of the impurity atom with other atoms can be characterized by the inhomogeneity of interaction potentials (see § 2.1.3). This characterization of localized defects can be straightforwardly generalized to multiple point defects and micro-cracks, for example, see the setup of the model problem in § 4.2. Straight screw dislocations can be enforced through the appropriate choice of boundary conditions [11] .
2.1.2.
Lattice function and lattice function space. Given d P t2, 3u, m P t1, 2, 3u, denote the set of vector-valued lattice functions by
A deformed configuration is a lattice function y P U . Let x be the identity map, the displacement u P U is defined by up q " yp q´xp q " yp q´ for any P Λ.
For each P Λ, we prescribe an interaction neighbourhood N :" t 1 P Λ | 0 ă | 1´ | ď r cut u with some cut-off radius r cut . The interaction range R :" t 1´ | 1 P N u is defined as the union of lattice vectors defined by the finite difference of lattice points in N and .
To measure the error for lattice functions we need to introduce function norms and function spaces on the lattice. Define the "finite difference stencil" Dvp q :" tD ρ vp qu ρPR :" tvp `ρq´vp qu ρPR . Higher-order finite differences, e.g., D ρ D ς v and D 2 v can be defined in a canonical way. A lattice function norm can hence be defined using those notations. For v P U , let the lattice energy-norm (a discrete H 1 -semi-norm) be
The associated lattice function space is defined by
We choose (2) B :" tp , `ρq : P Λ, ρ P R u to be the collection of all the nearest neighbour bonds in the reference lattice, and for b " p , `ρq P B, denote ρ b " ρ. Then the energy norm can be reformulated as
The homogeneous lattice Λ hom " AZ d naturally induces a simplicial micro-triangulation T . In 2D, T a " tAξ`T , Aξ´T |ξ P Z 2 u, whereT " convt0, e 1 , e 2 u. Letζ P W 1,8 pΛ hom ; Rq be the P1 nodal basis function associated with the origin; namely,ζ is piecewise linear with respect to T a , andζp0q " 1 andζpξq " 0 for ξ ‰ 0 and ξ P Λ hom . The nodal interpolant of v P U can be written as
We can introduce the discrete homogeneous Sobolev spaces
with semi-norm }∇ū} L 2 . It is known from [30] that 9 U 1,2 and U 1,2 are equivalent.
2.1.3. Interaction potential. For each P Λ, let V pyq denote the site energy associated with the lattice site P Λ, and we assume that V pyq P C k ppR d q R q, k ě 2. In this paper, we consider the general multibody interaction potential of the generic pair functional form [46] . Namely, the potential is a function of the distances between atoms within interaction range and with no angular dependence. Accordingly, we have the following equivalent forms of interaction potentials of generic pair functional form, (4) V pyq " p V ptD ρ yp qu ρPR q " r V pt|D ρ yp q|u ρPR q Remark 2.1. For convenience, with a slight abuse of notation, we will use V pD ρ yq, V p|D ρ y|q instead of p V ptD ρ yp qu ρPR q, r V pt|D ρ yp q|u ρPR q when there is no confusion in the context.
We assume that V is homogeneous outside the defect region D def , namely, V " V and R " R for P ΛzD def . V and R have the following point symmetry: R "´R, and V pt´g´ρu ρPR q " V pgq.
Remark 2.2. Notice that both displacement u and deformation y are discrete functions belonging to U , however u P 9 U 1,2 while y R 9 U 1,2 . We define the interaction potential V through y for the convenience of stability analysis, the consistency results are the same either with u or with y.
A great number of practical potentials are in the form (4), including the widely used embedded atom model (EAM) [6] and Finnis-Sinclair model [13] . For example, assuming a finite interaction neighborhood N and an interaction range R for P Λ, EAM potential reads
for a pair potential φ, an electron density function ψ and an embedding function F .
The energy of an infinite configuration is typically ill-defined. However, if we redefine the potential V pyq as the difference V pyq´V p q, which is equivalent to assuming V p q " 0, the energy functional
is a meaningful object. Given the point symmetry and smoothness assumptions for the site potentials V , E a pyq is well-defined for y´y B P U 1,2 , where y B pxq " Bx. Furthermore, if V pyq is C k in its variables, E a is k times Fréchet differentiable. In particular, we define M as the Lipschitz constant of
Under the above conditions, the goal of the atomistic problem is to find a strongly stable equilibrium y, such that, given a macroscopic applied strain B P R dˆd , we aim to compute
y is strongly stable if there exists c 0 ą 0 such that
. It is proven in [11, Theorem 2.3 ] that, if the homogeneous lattice is stable and y P U is a critical point of E a such that u " y´y
where u 8 :" lim | |Ñ8 up q.
Continuum model.
To formulate atomistic to continuum coupling schemes, we need a continuum model which is compatible with (6) and defined through a strain energy density function W : R dˆd Ñ R. Let V be the homogeneous site potential on Λ hom . A typical choice in the multi-scale context is the Cauchy-Born continuum model [10, 33] , the energy density W is defined by W pFq :" det A´1V pFxq.
2.3.
A/C coupling. We give a generic formulation of the a/c coupling method and employ concepts and notation from various earlier works, such as [26, 43, 44, 21, 37] , and we adapt the formulation to the settings in this paper.
First, the computational domain Ω R Ă R d is a simply connected, polygonal and closed set, such that B 0,R Ă Ω R Ă B 0,c0R for some c 0 ą 0. Let R be the radius of Ω R We have the following 
h,R be the canonical triangulation induced by Λ a,i , which may contain "holes" due to the existence of defects, and Figure 1 for an illustration of the computational mesh. Let
T . Notice that Ω h,R can be multiple-connected, and Ω R zΩ h,R characterizes possible defects. The space of coarse-grained displacements is,
We may drop the subscript R in the above definitions, for example, use T h instead of T h,R if there is no confusion. Let N h be the set of nodes in T h , and F h be the set of edges in T h .
Denote vorp q as the voronoi cell associated with atom , the volume of this cell denoted as |vorp q| equals the volume of the unit cell in Λ hom , i.e. vorp q " detpAq. For each P Λ a , the associated effective volume is v " vorp q. For P Λ i the effective volume v will depend on the geometry of the interface (see [36] ), let ω :" |v | |vorp q| denote the volume ratio of v with respect to vor. For each element T P T h we define the effective volume of T by
We note that
Now we are ready to define the generic a/c coupling energy functional E h ,
where V i is a modified interface site potential which satisfies consistency conditions (11) and (12) . ω and ω T are suitable coefficients, and their construction will be discussed immediately in Section § 2.4 and references therein.
The goal of a/c coupling is to find
The subscript R in y h,R and U h,R can be omitted if there is no confusion.
2.4. Consistent Atomistic/Continuum Formulation. The construction of the interface potential in (10) is the key for the formulation of atomistic/continuum coupling methods. In order to demonstrate the a posteriori error estimate for the generic a/c coupling methods, we shall restrict ourselves to the GRAC type methods [36] .
2.4.1. The patch tests and consistent a/c method. A key condition that has been widely discussed in the a/c coupling literature is that E h should exhibit no "ghost forces". We call this condition the force patch test, namely, for Λ " Λ hom and Φ " Φ,
In addition, to guarantee that E h approximates the atomistic energy E a , it is reasonable to require that the interface potentials satisfy an energy patch test
If an a/c method satisfies the patch test (11) and (12) , it is called a consistent a/c method.
GRAC:
Geometric reconstruction based consistent a/c method. To complete the construction of the consistent a/c coupling energy (9), we must specify the interface region Λ i and the interface site potential. The geometric reconstruction approach was pioneered by Shimokawa et al [44] , and then modified and extended in [9, 36] . We refer to [37] for details of the implementation of geometric reconstruction based consistent atomistic/continuum (GRAC) coupling energy for multibody potentials with general interaction range and arbitrary interfaces. The extension of GRAC to 3D is a work in progress [12] .
For a prototype implementation of GRAC, we consider the 2D triangular lattice Λ hom :" AZ 2 with (13) A "
, are the nearest neighbour directions in Λ hom , where A 6 is the rotation matrix corresponding to a π{3 clockwise planar rotation.
Given the homogeneous site potential V`Dyp q˘, we can represent V i in terms of V . For each P Λ i , ρ, ς P R , let C ;ρ,ς be free parameters, and define
convenient short-hand notation is V i pyq " V pC ¨Dyp qq, where " C :" pC ;ρ,ς q ρ,ςPR , and
We name the parameters C ;ρ,ς as the reconstruction parameters. They are chosen so that the resulting energy functional E h satisfies the energy and force patch tests (11) and (12) . A sufficient (and likely necessary) condition for the energy patch test is that F¨R " C ¨pF¨Rq for all F P R mˆd and P Λ i . This is equivalent to
In addition, optimal condition and stabilisation mechanism were proposed in [37] and [29] to improve the accuracy and stability of GRAC scheme.
Stress formulation.
The stress tensor based formulation can be obtained from the first variation of the energy. For any y P U , and y h´y B P U h , there exist piecewise constant tensor fields σ a py;¨q P P 0 pT a q 2ˆ2 , σ c py h ;¨q P P 0 pT h q 2ˆ2 , and σ h py h ;¨q P P 0 pT h q 2ˆ2 , such that they satisfy the following identities
|T |σ a py; T q :
here T a is the micro-triangulation induced by the reference lattice Λ. We call σ a an atomistic stress tensor, σ c a continuum stress tensor, and σ h an a/c stress tensor. For the nearest neighbour interactions, we can choose the following atomistic stress tensor, continuum stress tensor, and a/c stress tensor respectively from the first variations (16)- (18),
We call piecewise constant tensor field σ P P 0 pT q 2ˆ2 divergence free if
By definitions (18) , it is easy to know that the force patch test condition (11) is equivalent to that σ h pFxq is divergence free for any constant deformation gradient F. The discrete divergence free tensor fields over the triangulation T can be characterized by the non-conforming Crouzeix-Raviart finite elements [36, 28] . The Crouzeix-Raviart finite element space over T is defined as
intpT q Ñ Rˇˇc is piecewise affine w.r.t. T , and continuous in edge midpoints q f , @f P Fu
The following lemma in [36] characterizes the discrete divergence-free tensor field. Lemma 2.3. A tensor field σ P P 0 pT q 2ˆ2 is divergence free if and only if there exists a constant σ 0 P R 2ˆ2 and a function c P N 1 pT q 2 such that
The immediate corollary provides a representation of the stress tensor.
Corollary 2.4. The stress tensors in the definitions (16)- (18) are not unique. Given any stress tensor σ P P 0 pT q 2ˆ2 satisfies one of the definitions (16)- (18) , where T is the corresponding triangulation. Define the admissible set as Admpσq :" tσ`∇cJ, c P N 1 pT q 2 u, then any σ 1 P Admpσq satisfies the definition of stress tensor.
A Priori Error Estimates.
In the analytical framework proposed in [20, 11] , the numerical error can be split into 3 parts: the modeling error due to the discrepancy between the atomistic model and the continuum model at the interface and the finite element edges, the coarsening error due to finite element discretization of the solution space in the continuum region, and the truncation error due to the finite size of the computational domain. It is proven in [11] that there exists a strongly stable solution y h,R to (10) and a constant C a´priori for GRAC method such that,
here u h,R " y h,R´y B . With the generic decay property (8) , and the following quasi-optimal conditions:
‚ the radius of the atomistic region T a h,R satisfies,
h,R is a graded mesh so that the mesh size function hpxq " diampT q for x P T P T c h,R satisfies,
It holds that there exists a constant C 0 ą 0, depending on C a´priori , C, C, C mesh , and β such that for R sufficiently large,
In particular, when d " 2, and when P1 finite elements are used in the continuum region, we have,
where N is the overall degrees of freedom.
3. Error Analysis. We present the a posteriori error analysis in this section. In § 3.1, we derive the residual estimate for the consistent GRAC a/c coupling scheme introduced in § 2.4. Then, we give a lower bound for the stability constant which is computable from the a/c solution u h in § 3.2. Finally, we put forward the main results Theorem 3.7 and Theorem 3.9 in § 3.3.
Residual Estimate.
To be more precise, we restrict ourselves to the case of nearest neighbour multibody interactions, namely, we use the so-called "grac23" method introduced in [36] as the a/c coupling mechanism. We will extend the formulation to general short-range multibody interactions in a future work and discuss it briefly in § 5.
For lattice function u : Λ Ñ R m , we denote its continuous and piecewise affine interpolant with respect to the micro-triangulation T a by I a u. Notice that Λ is a lattice with defect, we can construct the piecewise interpolant with respect to Λ hom by extending u to vacancy sites, which will be introduced in § Appendix A. Identifying u " I a u, we can define the (piecewise constant) gradient ∇u " ∇I a u : R m Ñ R mˆd and the spaces of compact and finite energy displacements, respectively, by
It can be shown that that U c is dense in U 1,2 [11] . The first variation of the atomistic variational problem (7) is to find y´y B P U 1,2 such that
The first variation of the a/c coupling variational problem (10) is to find y h´y B P U h,R such that
We introduce the truncation operator T R as in [11] by first choosing a C 1 cut-off function ηpxq " 1 for |x| ď 4{6 and ηpxq " 0 for |x| ě 5{6. Define T R : U 1,2 Ñ U R for R ą 0 by
where U R is defined by
The residual R is defined as an operator on U 1,2 which is given by
is the modified Clément operator [5, 49] whose definition will be made clear in the following subsections. By (28) we can separate the residual into three groups,
Notice that v R R U h,R , therefore we cannot use the pairing xδE h py h q, v R y. Instead, we define operation r¨,¨s as,
In the above decomposition of the residual Rrvs, the first group R 1 :" xδE a pI a y h q, vy´xδE a pI a y h q, v R y represents the truncation error, the second group R 2 :" xδE a pI a y h q, v R y´rδE h py h q, v R s represents the modeling error, and the third group R 3 :" rδE h py h q, v R s´xδE h py h q, v h y represents the coarsening error. We will deal with the contributions from those three groups separately in the following subsections.
Remark 3.1. Those residual estimators R 1 , R 2 and R 3 are based on first variation of the energies, and can be in turn represented by stress formulation. By Lemma 2.3 and Corollary 2.4, the stresses are unique up to a divergence-free tensor field. Therefore, we need to minimize those estimators with respect to divergence-free tensor field, which will be introduced in § 4.1.1.
Truncation error.
To analyze the truncation error R 1 , we need the Lemma 7.3 for the truncation operator T R in [11] , namely, if the radius of the computational domain R is sufficiently large (in the nearest neighbour case, we only need R ą 6), the following estimates hold
where v R " T R v, and C Tr is independent of R. For any v P U 1,2 , the stress-based formulation of the first variation (31), the fact that v R p q " vp q for | {R| ď 4{6, the equivalence of }Dv} 2 and }∇v} L 2 , and Cauchy-Schwarz inequality lead to,
where σ 0 is divergence-free, i.e. ř T PTa σ 0 p∇v´∇v R q " 0. In this paper, we assume a macroscopic applied strain B P R dˆd , hence we can specify σ 0 " BW py B q. If we do not have uniform deformation at far field, for example in the case of nano-indentation, σ 0 can be computed from surface deformation. Thus, the truncation error estimator η T is given by (33) η
Remark 3.2. The numbers 4{6, 5{6 in the definition of truncation operator T R , and consequently R{2 in the estimator η T are not essential. We can choose different numbers to define an estimator on a smaller outer domain, but the constant C Tr will increase correspondingly. In practice, since T h is a graded mesh, we can choose the boundary layer of triangles to evaluate η T .
Modeling error.
In the analysis of the modeling error R 2 , the stress based formulation of xδE a pI a y h q, v R y and the definition of rδE h py h q, v R s (30) lead to,
As a result, we define the modeling error estimator η M by,
With the canonical choice of σ a and in (19) and (20), we can see that only those T P T a intersects with the interface and edges in T c h have nontrivial contributions to η M . 3.1.3. Coarsening error. For the coarsening error R 3 , we first observe that
Here, we take v h " C h v R , where C h is the modified Clément interpolation operator [5, 49] . For any node x P N h in the triangulation T h , let φ x be the nodal basis with respect to x on T h , and ω x " supppφ x q be the support of φ x . The interpolation operator C h : L 1 pΩ h,R q Ñ V h can be defined by,
By definition, C h w satisfies the Dirichlet boundary condition. The Clement interpolation enjoys the following properties [4, 49] , for any element T P T h , and any interior edge
For notational convenience, we assume that each interior edge f P F h Ş intpΩ h q has a prescribed orientation. Tf and Tf are the triangles on the left hand side and right hand side of the edge f , νà nd ν´are the corresponding outward unit norm vector. The integration by parts of (36) leads to,
where σ h f :" σ h py h , Tf qν``σ h py h , Tf qν´denotes the jump of σ h across the edge f . CauchySchwarz inequality and the property of Clement interpolation (38) give rise to,
The coarse-graining error estimator is then defined as,
3.1.4. Residual Estimate. Combining the above estimates, we have the following theorem for the residual. Theorem 3.3. For @v P U 1,2 , let y h be the a/c solution of variational problem (10), the residual Rrvs " xδE a pI a y h q, vy can be bounded by the sum of the truncation error (the L 2 norm of the atomistc stress tensor close to the outer boundary), modeling error (the difference of a/c stress tensor and atomistic stress tensor), and the coarsening error (jump of a/c stress tensor across interior edges), namely,
where η T py h q, η M py h q and η C py h q are given in (33), (35) and (39) respectively.
Remark 3.4. All the estimators η T , η M and η C depend on the a/c solution y h , through their dependence on the discrete stress tensor σ h py h q and σ a pI a y h q. We can therefore write,
By Remark 3.1 we denote Admpσ h q, Admpσ a q the sets of all possible stress tensors. Therefore, the desired estimate of the residual is (42) xδE a pI a y h q, vy ď min
We refer to the exact or approximate minimization of the residual with respect to the admissible tensor field as "stress tensor correction", and we will discuss the implementation of stress tensor correction in detail in § 4.1.1.
Stability.
In this subsection, we will deduce a computable estimate of the a posteriori stability constant. Similar as the residual estimate, we restrict ourselves to the case of nearest-neighbour interaction with vacancies. We follow the stability analysis in [31] . The main difference is: first, we derive the stability results for the many-body potentials of generic pair functional form (4), while in [31] only pair interaction potentials are considered; second, in the a posteriori analysis the stability constant depends on the atomistic Hessian δ 2 E a and the a/c solution u h , and therefore it is computable, as opposed to the a priori analysis in [31] , the stability constant is related to the a/c Hessian δ 2 E h and the unknown atomistic solution u where certain assumptions for u have to be made.
Theorem 3.5. Suppose that the multi-body interaction potential is of the generic pair functional form (4), we have the following results,
where the precise definition of γpy h q will be given as the analysis proceeds.
The proof of Theorem 3.5 can be divided into the following steps: 1. Write δ 2 E a pI a y h q as a quadratic form with nonuniform coefficients defined on the interaction bonds; 2. Use the perturbation arguments (49), (50) to bound δ 2 E a by quantities from a uniform deformation; 3. Define the so-called vacancy stability index (53) to further bound δ 2 E a for lattice with defects by the stability constant for a uniformly deformed homogeneous lattice; 4. The stability constant can be obtained through an optimization procedure. Recall that by (2), B is the collection of all the nearest neighbour bonds in the reference lattice Λ. Here we define (44) B :" tp , `ρq : P Λ hom , ρ P R u to be the collection of all the nearest neighbour bonds in the homogeneous reference lattice Λ hom . To simplify notation, we use y to denote I a y h , and Ω to denote Ω R in the following analysis of this section.
Second variation of the energy.
Using the generic pair functional form multi-body interaction potential (4) and Remark 2.1, we write out the second variation of the atomistic energy E a pyq " ř PΛ V p|Dyp q|q as
where B ρ V p|Dyp q|q represents the first order partial derivatives of V p|Dyp q|q with respect to |D ρ ypxq|, and B ρς V p|Dyp q|q represents the second order partial derivatives with respect to |D ρ yp q| and |D ς yp q|, I is the identity matrix, and aˆb " a 1 b 2´a2 b 1 . We have also used the identity
For nearest neighbour interactions, |Rp q| ď 6, we define
Applying Cauchy-Schwarz inequality to (45), we obtain the following estimate,
where C b :" C ,ρ and C
(here we use C pKq to denote both C and C K for brevity). We have also used the fact that for nearest neighbour interactions, D b v " ∇ b vpxq, @x P intpbq, and D b y " D b yp q is a constant for each b " p , `ρq P B.
The perturbation argument.
Our next task is to obtain the estimates,
for some c ą 0 and c K (which could be negative). (48) is not straighforward since D b y varies on each b P B. To tackle this issue, we use the following perturbation results from Lemma 6.3 of [31] . For g P R 2 , b P B, and α ą 0, we havěˇˇ|
where ρ b is the direction vector of b, B P R 2ˆ2 is fixed, α pKq are unknowns to be determined, and ∆ " max T PT }B´1∇y| T´I }, g K is obtained by π{2 counterclockwise rotation of g. Given y, ∆ and B can be solved from the convex optimization problem ∆ " max T PT }B´1∇y| T´I }. We will choose free parameters α and α K in the subsequent analysis to keep the estimate of the stability constant sharp. Applying (49) and (50) to (47) , taking the same α and α K for each bond b P B and using the fact that |ρ b | " 1 , we obtain
Ev is the extension of v from Λ to the vacancy sites defined in the Appendix § A, it is clear that We can further estimate (52) by
3.2.4. Stability of the homogenous lattice. Now we need the stability estimates for the homogeneous lattice. Let
By Lemma 6.4 of [31] , we have
whereγ :" minp 3 4c`9 4c
Furthermore, by the inequality (79) for the extension operator E in the appendix, we can estimate the stability of atomistic Hessian (55) by,
where
3.2.5. Numerical Justification. Tracing back the derivation of the stability constant γ, the only free parameters are α, α K . Consequently, we can find the optimal γ by maximization with respect to α and α K . We justify our a posteriori estimate for the stability constant of the atomistic Hessian numerically. We apply the same EAM potential as in § 4.2 and take isotropic stretch S and shear loading γ II by setting
where F 0 9I minimizing the corresponding Cauchy-Born energy density W pF q. The numerical results are listed in the following tables, where λ stands for the smallest eigenvalue of atomistic Hessian, and γ represents the optimal estimate of the stability constant. From the numerical results, our estimates indeed give lower bound of the minimal eigenvalue of atomistic Hessian, however, the estimate may become negative when the deformation and number of vacancy sites increase. Table 2 : In this example, we test the stability for the deformed configuration with S " γ II " 0.03. The degrees of freedom of the atomistic model is about 3ˆ10 4 .
A Posteriori Error
Estimates in H 1 norm. We will need the following quantitative version of the inverse function theorem in [20] .
Lemma 3.6. Let X be a Hilbert space, w 0 P X, R, M ą 0, and E P C 2 pB Then there exists a uniquew P B X 2rc´1 pw 0 q with δEpwq " 0 and
Take X " U h , ω 0 as the a/c solution y h of (28), and M as the Lipschitz constant of δ 2 E a . Combine the residual estimate in Theorem 3.3, stability estimate in Theorem 3.5, and Lemma 3.6, we have the following theorem for the a posteriori existence and error estimate.
Theorem 3.7. Let y h be the a/c solution of (28), ηpy h q be the residual defined in (41), γpy h q be the stability constant defined in (59), and M be the Lipschitz constant of δ 2 E a . Under the assumption that γpy h q ą 0 and 2M ηpy h q ă γpy h q 2 , there exists a unique y satisfying y´y B P U 1,2 which solves the atomistic variational problem (27) , and satisfies the following error bound,
and the strong stability condition,
Remark 3.8. Alternatively, the a posteriori error estimate can be deduced by the following argument in [35] , but we need to assume the existence of the atomistic solution y and the closeness of y to I a y h in W For the first part, since E a is twice differentiable along the segment tp1´sqy`sI a y h |s P p0, 1qu, we obtain,
which can be further estimated by Theorem 3.7, the constant M is the Lipschitz constant of δ 2 E a which is independent of y h . For the second part, let µ E py h q :" E a pI a y h q´E h py h q. We can rewrite E a in the site based form,
Moreover, given E h of the form (9), assuming for simplicity ω i " 1, and T i h is a few layers of atomistic micro-triangulation around the T a h , which is actually the case for the implementation in [36] , we can rewrite E h as follows,
Hence µ E can be expanded as,
We note that the summand in the last term, which is summed over T P T c h , is nonzero only if ωpT 1 q Ş BT ‰ H, therefore can be rewritten as
Hence we have the following theorem, Theorem 3.9. Given the same conditions in Theorem 3.7, the difference of the energy can be bounded by the following inequality,
where C E " 4M γpy h q 2 , ηpy h q and µ E py h q are defined in (41) and (68) respectively.
We denote the energy estimator by (69) η E py h q :" C E pηpy h2`| µ E py h q|.
Adaptive Algorithms and Numerical Experiments.
In this section, we propose an adaptive mesh refinement algorithm based on the a posteriori error estimates in Theorem 3.7 and Theorem 3.9. Numerical experiments show that our algorithm achieves an optimal convergence rate in terms of accuracy vs. the degrees of freedom, which is the same as the a priori error estimates.
4.1. Adaptive mesh refinement algorithm.. Our goal is to design adaptive refinement algorithms by utilizing the residual based error estimators η M , η C , η T in § 3.1 and µ E in § 3.3.2. The algorithm follows the usual Solve-Estimate-Mark-Refine procedure as in [8, 48] . However, compared to adaptive mesh refinement algorithms for the numerical solution for continuous PDEs, the major differences are trifold, and to address those differences, we need new ingredients for the implementation of the adaptive algorithm.
‚ The errors η M , η C and η T depend on u h through stress tensors σ h and σ a which are not unique. Therefore, we have to minimize the error estimator with respect to all the admissible stress tensors, and we call this procedure "stress tensor correction". This will be addressed in § 4.1.1. ‚ The truncation error η T is introduced by the truncation of an infinite lattice to a finite domain.
If the size of the computation domain is fixed, we shall see the saturation of the numerical error when the degrees of freedom N keep increasing. Therefore, when η T is dominant in the overall error η, we need to enlarge the computational domain in order to achieve the optimal convergence rate. This will be addressed in § 4.3.2.
‚ The modeling error η M results from the inconsistency of the atomistic model and the continuum model at the interface and finite element edges. In particular, when the interface error is large, we need to enlarge the atomistic domain Ω a , and adjust the triangulation in the continuum domain such that the mesh in the continuum region aligns with the micro-triangulation T a close to the interface, and the overall triangulation still maintains good quality. This will be addressed in Remark 4.3.
4.1.1. Stress tensor correction. By Theorem 3.3 and Remark 3.4, the error estimators η T , η M , and η C depend on the stress tensors σ h and σ a , which are unique up to divergence free tensor fields. Therefore, we need to minimize ηpy h q " η T py h q`η M py h q`η C py h q with respect to all the admissible stress tensors. Recall the "stress tensor correction" of the residual estimate (42), (70) xδE a pI a y h q, vy ď min
In (70), we need to solve a nonlinear minimization problem with respect to c a and c h which are both defined over whole Ω, the dimension of c a is 2|F h |, and the dimension of c h is 2|F a |. The cost for the exact stress tensor correction is proportional to solving the original energy minimisation problem.
Here, we introduce an approximate version of stress tensor correction, which is motivated by the explicit calculation in [36, Lemma 5.2] as well as the analysis of a/c stress tensor in [28, § 6.2.3]: a "good" a/c stress tensor can be chosen such that it equals to the atomistic stress tensor in the atomistic domain, and equals to the continuum stress tensor for uniform deformation. To be precise, we only need to apply the stress tensor correction to the modelling error η M ; and in addition, we choose c a " 0, and c h pq f q " 0, where q f is the midpoint of f P F h , f Ş Λ i " H. Thus the only degrees of freedom to be determined are those c h pq f q such that f Ş Λ i ‰ H. We propose the following algorithm for approximate stress tensor correction:
Algorithm 1 Approximate stress tensor correction 1. Take σ a pI a y h q and σ h py h q as the canonical forms in (19) and (21) respectively. 2. Denote q f as the midpoint of f P F h . c h minimizes the following sum
subject to the constraint that c h pq f q " 0, for f Ş Λ i " H.
Let σ
h py h q " σ h py h q`∇c h J, compute η M , η T and η C with σ a pI a y h q and σ h py h q.
Instead of minimizing the total error estimator η with respect to c a and c h as in (70), now we only need to minimize the modeling error η M with respect to the degrees of freedom of σ h adjacent to the interface. This dramatically reduced the computational cost of "stress tensor correction". In the implementation, the cost of stress tensor correction is only a small fraction of the total cost, but it greatly improves the accuracy.
We numerically demonstrate the effect of the approximate stress tensor correction in Figure 2 . We fix the computational domain in this example, therefore we expect the "optimal" error will follow the N´1 asymptotics as the degrees of freedom N increase, and get saturated at the level of the truncation error. Figure 2a shows H 1 errors with respect to degrees of freedom N . If the stress tensor correction is applied, the error follows the optimal N´1 asymptotics before the saturation is reached; if the stress tensor correction is not applied, the error is suboptimal. Figure 2b shows the error estimator η with respect to degrees of freedom N . The N´1 convergence of η is much more significant with correction; without correction η may even increase with respect to N .
Local error estimator.
We need to assign global estimators to local elements properly, then mark and subdivide those elements which contribute most to the estimator. Recall the definition of η M in (35) , and after taking the stress tensor correction in Algorithm 1, we have
The contribution is 0 for those T P T a located completely inside an element T 1 P T h . As a result, we need only take care of those T P T a and T 1 P T h with T Ş BT 1 ‰ H. We first define
Analogously, we can define the local contribution of the truncation error η T pT 1 q for T 1 P T h , such that ř
Please also refer to Remark 3.2. For the coarsening error, recall the definition (39),
we define η C pT q as follows,
For the energy estimator µ E from section § 3.3.2, similar to the case of η M , we can define the local contributions similarly as µ E pT q such that ř
. Once all the local estimators are assigned, we are ready to define the indicator ρ T :
Notice that the sum of local estimators is equal to the global estimator.
Meanwhile, for the energy based estimate, we have,
in (72) and (73) are not known a priori, instead, we use their empirical estimates in the implementation.
Algorithm 2 is the main algorithm for the adaptive mesh refinement, and Dörfler adaptive strategy [8] is used in the algorithm.
Algorithm 2 A posteriori mesh refinement
Step 0 Prescible Ω R , T h , N max , ρ tol , τ 1 and τ 2 .
Step 1 Solve: Solve the a/c solution y h of (10) on the current mesh T h .
Step 2 Estimate: Carry out the stress tensor tensor correction step in Algorithm 1, and compute the error indicator ρ T for each T P T h . For fixed R, we do not need to include the contribution from truncation error η T in ρ T . Set ρ T " 0 for T P T a Ş T h . Compute the degrees of freedom N and total error ρ "
Step 3 Mark:
Step 3.1 : Choose a minimal subset M Ă T h such that
Step 3.2 : Find the interface elements
where tolerance 0 ă τ 1 ă 1. If true, let M " MzM i .
Step 4 Refine: If (74) is true, expand interface Λ i outward by one layer. Then, bisect all elements
ě τ 2 , otherwise, go to Step 1.
Remark 4.1. For the calculation with fixed computational domain, the numerical error will saturate at the level of truncation error. The stoping criteria can be modified as:
Step 2: ... Compute the convergence rate β of the estimated total error ρ with respect to the degrees of freedom N . Stop if β ď τ 2 . ρ T ě meanpρq, @T P M.
Step 3.2 We can find the interface elements which are within k layers of atomistic distance,
with tolerance 0 ă τ 1 ă 1. If such a k can be found, let M " MzM k i . Then in step 3, expand interface Λ i outward by k layers.
Remark 4.3. After pushing the interface outward in Step 4, we have to 'remove' those triangles in the continuum mesh which overlap with the new atomistic region. It will generate a gap between the atomistic region and the continuum region. We need to triangulate this gap, and adjust the positions of the nodes to improve the quality of the interfacial triangles. In our implementation, we adapted the Matlab package EasyMesh, a two-dimentional quality mesh generator to carry out this task [25] . 
Model Problem.
Recall the EAM potential defined in (5). Let φprq " expp´2apr´1qq´2 expp´apr´1qq, ψprq " expp´brq
with parameters a " 4, b " 3, c " 10 andρ 0 " 6 expp0.9bq, which is the same as the numerical experiments in the a priori analysis paper [37] .
To generate a defect, we remove k atoms from Λ hom ,
and Λ " Λ hom zΛ def k . See Figure 4 for an illustration. For P Λ, consider the nearest neighbour interaction, N :" t 1 P Λ | 0 ă | 1´ | ď 1u, and interaction range R :" t 1´ | 1 P N u Ď ta j , j " 1, . . . , 6u. The defect core D def can be defined by
is the first layer of atoms around Λ def k . 4.3. Di-vacancy Example. In this section, we numerically justify the performance of the proposed adaptive mesh refinement algorithm. We take the same di-vacancy example in [37] , namely, setting k " 2 for Λ def k . We apply isotropic stretch S and shear γ II by setting
where F 0 9I minimizing the Cauchy-Born energy density W, S " γ II " 0.03. In our numerical experiments, the reference solution denoted as u r is solved by GRAC method with a sufficient large mesh where R a " 93 and R " 17298.
Fixed computation domain.
In this subsection, we fix R " 1000. The numerical results are shown in Figure 5 and Figure 6 . The red dashed lines in both figures denote the truncation errors η T and η 2 T respectively. The figures show that when N is small, the modelling error and coarsening error dominates, our results coincide with the optimal a priori convergence rate (N´1 for H 1 norm and N´2 for energy, respectively). When N increases, the truncation error becomes dominant, which results in a suboptimal convergence rate and finally saturates the overall error. These results indicate that for a fixed computational domain, we can only achieve optimal convergence rate up to a certain critical degree of freedom. A possible cure is to enlarge the computational domain in order to balance the truncation error with the modeling and coarsening errors, which motivates the next numerical experiments.
4.3.2.
Adaptive algorithm with automatic control on domain size. With the estimator η T for the truncation error, we can modify the Algorithm 2 to automatically enlarge the computational domain if the truncation error is dominant in the total error ρ.
Remark 4.4. In our current implementation, we first generate an initial graded triangulation on Ω Rmax in a way that it contains the triangulation of a sequence of domains Ω R k such that R 0 ă R 1 ă¨¨¨ă R max . Therefore, when we need to enlarge the computational domain in Step 4 of the above algorithm, we simply combine the triangulation for the current domain Ω R k and the initial triangulation of Ω R k`1 zΩ R k to generate the triangulation for Ω R k`1 .
From the numerical results in Figures 7 -8 , we can see that with Algorithm 3, it is possible to change the domain size automatically, and maintain the optimal convergence rate without the error saturation phenomenon we observed for fixed size computations. The parameter τ 3 can be used to tune the balance between truncation error and other error contributions. With a smaller τ 3 , the algorithm tends to enlarge the domain more frequently, while with a larger τ 3 , the algorithm tends to push outward the atomistic region and refine the coarse mesh more frequently. In the numerical results, we test two values τ 3 " 0.3 and τ 3 " 0.7. Although there are some small differences, the overall convergence behaviour looks similar and are comparable to the a priori results. Step 0 Prescible Ω R0 , T h , N max , ρ tol , τ 1 , τ 3 and R max .
Step 1 Solve: Solve the a/c solution u h,R of (10) on the current mesh T h,R .
Step 2 Estimate: carry out the stress tensor tensor correction step in Algorithm 1, and compute the error indicator ρ T for each T P T h , including the contribution from truncation error η T . Set ρ T " 0 for T P T a Ş T h . Compute the degrees of freedom N , error estimator ρ T and ρ " ř T ρ T . Stop if N ą N max or ρ ă ρ tol or R ą R max .
Step 3.2 : We can find the interface elements which are within k layers of atomistic distance, M 5. Conclusion. In this paper, we derive rigorous a posteriori error estimates for a class of consistent (ghost force free) atomistic/continuum coupling schemes. Numerical results for the corresponding adaptive algorithms are comparable to optimal a priori analysis. This opens an avenue for further mathematical analysis and algorithmic developments for longer range interactions, higher dimensional problems, and general atomistic/continuum coupling algorithms.
For general short range interactions longer than the nearest neighbour, the stress tensor can be defined using the localization formula and quasi-interplant as in the a priori analysis [28, 30, 33] . The residual estimate can be carried out analogously as in this paper. However, such a stress tensor is not anymore piecewise constant, and may require complicated geometric operations to evaluate. Therefore, the numerical implementation is difficult and we are currently pursuing an alternative approach to define piecewise constant stress tensor field for general short range interactions.
The extension to the case of the straight screw dislocation in 2D and point defect case in 3D is straightforward. More practical problems, for example, the study of dislocation nucleation and dislocation interaction by a/c coupling methods has attracted considerable attention from the early stage of a/c coupling methods [45, 39] . The difficulty is to deal with boundary condition and complicated geometry changes of the interface.
For general atomistic/continuum coupling schemes, such as BQCE, BQCF and BGFC, the a priori analysis in [18, 15, 38] provide a general analytical framework and the stress tensor based formulation plays a key role in the analysis. Therefore, the a posteriori analysis for those coupling schemes can inherit this analytical framework and the stress tensor formulation. The stress tensor correction method and other techniques developed in this paper will be essential for the efficient implementation of the corresponding adaptive algorithms.
