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Neste trabalho estudamos dois modelos envolvendo funções campo de fase para solidificação de ligas. 
O primeiro modelo discutido é um sistema envolvendo duas funções campo de fase e o segundo é um 
sistema envolvendo três funções campo de fase. Aqui são discutidas existência, regularidade, estabilidade 
em relação aos dados iniciais e termo forçante e unicidade de solução para os sistemas de equações 
diferenciais parciais não-lineares que representam tais modelos. 
Também são discutidos vários problemas de controle ótimo envolvendo esses dois modelos de so-
lidificação. Estes problemas consistem em minimizar um funcional de custo utilizando soluções destes 
sistemas sob certas restrições. São discutidos aqui problemas envolvendo várias restrições distintas, 
sendo elas tanto no controle quanto no estado. Para cada um destes problemas é verificada a existência 
de controle ótimo e também é utilizado o formalismo de Dubovitskii e Milyutin para encontrar condições 
necessárias de otimalidade. 
Abstract 
In this work we study two phase field models for solidification of alloys involving two and three phase 
field functions. These models are generalization of model treated by Hoffman and Jiang in [9]. In this 
work we discuss existence, uniqueness, regularity and continuous dependence of solutions of these systems 
of differential partia! equation. We also deal with some optimal contrai problems involving different 
constraints; for each such problem we discuss existence of an optimal contrai and we use Dubovitskii and 
Milyutin formalism to obtain necessary conditions for optimality. 
Introdução 
Um dos primeiros enfoques para o estudo de mudanças de fase consiste no uso de interfaces tipo 
"sharp"para separar as fases. Modelos usando tal enfoque são conhecidos por problemas do tipo Stefan. 
Posteriormente foram introduzidos modelos utilizando o conceito de funções campo de fase. Um dos 
primeiros trabalhos a considerar tais modelos, deu origem a vários outros, foi Fix [6]. Destacamos aqui 
os trabalhos de Caginalp e outros [2], [3], [4] e [5] e também o trabalho de Hoffman e Jiang [9J. Nos 
trabalhos anteriormente citados Caginalp e outros utilizaxam o funcional de energia livre como argumento 
para obtenção da equação para o campo de fase, analisaram matematicamente tais modelos e também 
suas relações com modelos utilizando interface tipo "sharp". 
Neste trabalho estudamos dois modelos de solidificação de ligas metálicas envolvendo duas e três 
funções campo de fase, respectivamente, que são generalizações do modelo tratado por Hoffman e Jiang 
em [9]. Estes modelos estão também relacionados ao modelo de solidificação envolvendo três funções 
campos de fase apresentado em [13] e [14], por Steinbach e outros. 
Este trabalho é dividido em duas partes. Na primeira parte discutimos existência, regularidade, 
estabilidade em relação aos dados iniciais e ao termo forçante e unicidade de solução para cada sistema de 
equações diferenciais parciais que representam o primeiro e o segundo modelos de solidificação envolvendo 
duas funções campo de fase. O sistema que representa o primeiro modelo, que envolve duas funções campo 
de fase, é dado abaixo: 
ÔT âu ôv 
--bb.T=h-+l2-+f em Q 
Bu 8t Ot Ot 
--ktb.u=-atu(1-u-v)(l-2u-v+c1T+dl) em Q 
3t 
fJt - k2b.v = -a2v(l -v- u)(l - 2v- u + c2T + d2) em Q 
ÔT ôu âv 
ôn=an=an=O em ôOx(O,T) 
T=To, u=uo e v=vo em Ox{t=O}, 
onde O c IR3 é um domínio aberto, limitado e de classe C2 e Q =O x (0, T), com T < oo; n representa 
o vetor normal unitário exterior a an. 
Aqui a função T representa a temperatura e as funções campo de fase u e v distinguem entre dois 
subdomínios sólidos apresentando cristalizações distintas e um subdomínio líquido em Q. Os valores de 
I 
2 
calor latente lt e l 2 são constantes e tem mesmo sinal, b, k1 , k2 , a 1 e a2 são constantes positivas e c1 , c-2 , 
d1 e d2 são constantes quaisquer dadas. Os dados iniciais r0 , u0 e v0 são dados adequadamente. 
O sistema de equações diferenciais parciais que representa o segundo modelo, que envolve três funções 
campo de fase, é dado por: 
8r 8u av 8w 
--bb.r=lt-+h-+ls-+1 em Q 
8u 8t at 8t /Jt 
~t- kf::.u = -a1uw(w- u+ctr+dt)- asuv(v- u + c3r + d3 ) em Q 
-- k!:::.v = -azvw(w- v+ CzT + dz)- asuv(u- v- c3r- ds) 
a?J 
em Q 
em Q 8t- kb.w = -a1uw(u- w- c1r- d1)- a2vw(v- w- c2r- d2 ) 
8r = Bu = 8v = Bw =o em an X (O T) 
8n8n8n8n ' 
r=ro, u=uo, v=vo e w=wo em Ox{t=O}, 
onde n c ne é um domínio aberto, limitado e de classe C2 e Q = n X (0, T), com T < oo; n representa 
o vetor normal unitário exterior a an. 
A função r representa a temperatura e as funções campo de fase u, v e w distinguem entre três 
subdomínios sólidos apresentando cristalizações distintas e um subdomínio líquido em Q. Os valores de 
calor latente l1, b, ls são constantes e tem mesmo sinal, b, k, a 1 , a2 e a3 são constantes positivas Ct, c2, 
c3 , d1 , d2 e d3 são constantes arbitrárias e f é uma função dada. As condições iniciais u0 , v0 e w0 são 
dadas adequadamente. 
Na segunda parte do trabalho tratamos alguns problemas de controle relacionados aos dois modelos 
de solidificação mencionados anteriormente. Estes problemas envolvem diferentes restrições tanto no 
controle, quanto no estado. Para cada problema de controle é discutida a existência de controle ótimo e 
é usado o formalismo de Dubovitskii e Milyutin para encontrar condições de otimalidade. 
Os problemas de controle relacionados ao primeiro modelo de solidificação citado consistem em 
minimizar, sob certas restrições, o funcional J : E -t IR dado por 
J(r,u,v,f) = ~1 1T i jr-rd]2kdxdt+ ~2 1T iju-ud]2mdxdt 
o oT o oT 
+ ~3 lo i ]v- vd] 2mdxdt +~lo fnJJj 29dxdt, 
onde ai, a 2 , a 3 2': O e N > O são constantes, k, sem são tais que k, sem 2': 1, rd E L2k(Q), ud, 
vd E L 2m(Q) são funções dadas e E é um espaço adequado dado mais tarde. 
Finalmente, os problemas de controle relacionados ao segundo modelo de solidificação citado também 
consistem em minimizar, sob certas restrições, o funcional J : E -t IR dado por 
J(r, u, v, f) = ~I 1T ljr- Tdj 2ndxdt + ~2 1T i ju- ud] 2mdxdt + ~3 1T [I v - vdj 2mdxdt 
O Q O QT O O T 
+ ~4 1 i jw- Wd] 2mdxdt + ~ 1 i lf] 28dxdt, 
3 
onde o:1 , 0:2, as, as 2: O e N >O são constantes, s, nem são tais que s, nem 2': 1, Td E L 2n(Q), ud, 
vd E L2m(Q) são funções dadas e E é um espaço adequado dado mais tarde. 
Este trabalho está organizado da seguinte maneira. No primeiro capítulo são revisados algumas 
definições e resultados que serão utilizados em todo o trabalho. Depois, como já foi mencionado, o 
trabalho está dividido em duas partes. A primeira parte consiste em três capítulos. No Capítulo 2 são 
demonstradas existência, regularidade, estabilidade e unicidade da solução para o sistema que representa 
o primeiro modelo de solidificação mencionado. No Capítulo 3 são demonstradas existência, regularidade, 
estabilidade e unicidade da solução para um sistema que representa o segundo modelo de solidificação, 
mas sem a equação para a temperatura. Tais resultados são utilizados no capítulo seguinte. No quarto 
capítulo são demonstradas existência, regularidade, estabilidade e unicidade da solução para o sistema 
que representa o segundo modelo de solidificação mencionado. 
A segunda parte do trabalho também é dividida em três capítulos. No Capítulo 5 são dados definições 
e resultados sobre o formalismo de Dubovitskii e Miyutin, que serão utilizados nos dois capítulos finais. No 
sexto Capítulo, para cada um dos diferentes problemas de controle envolvendo o primeiro funcional dado 
aqui, é demonstrado um resultado sobre existência de controle ótimo e também é utilizado o formalismo 
de Dubovitskii e Milyutin para encontrar condições necessárias de otimalidade. E no sétimo capítulo 
são encontrados resultados análogos aos do Capítulo 6, mas para o segundo funcional mencionado aqui. 
Finalmente, no Capítulo 8 são apresentadas as conclusões sobre este trabalho. 
Capítulo 1 
Preliminares 
Aqui vamos considerar O C IR3 um domínio aberto, limitado e de classe C2 , T E IR finito e Q = 
n x (O,T). Usaremos as notações usuais de Espaços de Sobolev. Para isto uma referência básica é 
Adams[l]. 
Em Q trabalharemos também no espaço 
Wi·'(Q) ~{tE L'(Q) 'D"f E L'(Q), para I S ]o],; 2, e~; E L'(Q)}, 
onde o: = (a1 , a:2 , o:s) é um multi-índice com a1, 0:2, as E JN, D"' f = a "'~
1 "'!! <>s e lo: I = O:t + az +as. 
x1 x2 x3 
Para tais espaços duas referências são Ladyzhenskaya [10] e Mikhaylov [12]. 
Com estas notações, como O C IR3 é um domínio aberto, limitado e de classe C2 , por um teorema 
de imersão de Lions-Peetre [11] ou por um caso particular do Lema 3.3, pág.80, de Ladyzhenskaya [10], 
temos que WJ· 1(Q} c LP(Q) com inclusão contínua para p satisfazendo: 
{ G-~r p = qualquer nú:ero positivo se se 
5 
2:Sq<2 
q ~ 5/2 
q > 5/2. 
Além di.sso, a inclusão Wff•1(Q) c Lil(Q) é contínua e compacta para todo 2 ~fi < p, com p dado acima. 
Uma conseqüência do teorema citado acima é que: 
a inclusão Wi·1(Q) C U(Q) é contínua e compacta, V 2 :S q < oo. (1.0.1) 
De fato, para 2 :S q < 10 temos que a inclusão Wi·1 (Q) C w;•1 (Q) é contínua, a inclusão w;•1 (Q) C 
Lq(Q) é contínua e compacta. De onde, segue que a inclusão W,f•1 (Q) C Lq(Q) é contínua e compacta 
para2:.:::;q<l0. 
5 
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Agora para 10 ::; q < oo temos que 2 S (1/q + 2/5)-1 < 10 S q. Logo existe p tal que 2 S 
(1/q + 2/5)-1 < p < 10 S q. Então, w;·1 (Q) C U(Q) com inclusão contínua e compacta para todo 
T < (1/p- 2/5)-1. Mas como (1/q + 2/5)-l < p temos que q < (ljp- 2/5)-1 . Então Wi·1 (Q) c U(Q) 
com inclusão contínua e compacta. Além disso, p < q, logo W.f• 1(Q) C Wi• 1(Q) com inclusão contínua. 
Portanto, a inclusão WJ·1 (Q) C Lq(Q) é contínua e compacta. 
Queremos agora encontrar uma inclusão compacta e contínua W,i• 1 (Q) C L00 (Q) para q suficiente-
mente grande. Para isso vamos introduzir algumas definições e resultados sobre espaços de Hólder. Uma 
referência para tais espaços é Ladyzhenskaya [10], pp.6 a 8. 
Primeiramente fixemos algumas notações. Para O C lRn um domínio aberto e limitado, O < T < oo, 
Q =O x (O,T) eu: Q --t JR. Sendo r E INes= (s 1 ,sz, ... ,sn) um multi-índice com SI,S2, ... ,sn E JN 
denotaremos por [si = s1 + sz + ... + S:n, 
Para cada,\ > O não inteiro, sendo À = k +a, com k E JN e O < a < 1, definimos o espaço de Hõlder 
1i>.,>.f2 (Q) como o espaço daB funções u E C0 (Q) tais que D[D;u E C0 (Q), para 2r + [s[.s; >.,e para aB 
quais a norma 
é finita. Onde, 
[v(x,t)- v(x', t')[ 
{v)"' = sup z,Q - [x xtl"' 
(z,t),(:..' ,t')EQ 
e 
(vr nsu)'~ = sup lv(x, t) - v(xl, ti) I 
t "' t,Q - lt t'l' (:l',t),(:..',t')EQ 
Em Ladyzhenskaya [10] (pp.80, lemma 3.3), temos o seguinte resultado: 
Lema 1.1 Seja !1 C JR" um domínio aberto, limitado e satisfazendo a propriedade do cone, e seja 
Q = 0 x (0, T), com O< T < oo. Se 2l- 2r -[si-~> 0, então 
W,i1•1(Q) c n>.,>.f'l(Q), para o:::; À< 2l- 2r -lsl- 7· 
Mais ainda, 
llullw.~t'(Q) ~ Cllullw~"·'(Q)' 
com C dependendo de O, T, l, r, s, n e q. 
Além disso, se 21 - 2r - lsl - 7 não é inteiro então as conclusões anteriores são válidas para À = 
2l-2r-[sl-7· 
7 
Observação 1.1 Para que um domínio n C IRn satisfaça a propriedade do cone é suficiente que este 
seja Lipschitz, o que é satisfeito por todo n de classe Ck, para qualquer k ;?: 1. 
Aplicando o lema anterior no caso l = 1, r = s =O e n = 3 obtemos o corolário a seguir. 
Corolário 1.1 Seja n C IR.S um domínio aberto, limitado e satisfazendo a propriedade do cone, e seja 
Q =11 x (O,T), comO< T < oo. Se q > 5/2, então 
W,'·'(Q) C 1i'·*(Q), para O OS:>.< 2- 5fq. 
Além disso, llullrt>··"'f2(Q} ::; Cllullwi·l(Q)' com C dependendo de 11, T e q. 
A partir deste corolário podemos mostrar a resultado de imersão compacta enunciado a seguir. 
Corolário 1.2 Seja n c IR? um domínio aberto, limitado e de classe C2 e seja Q = n X (O,T), com 
O < T < oo. Então para todo q > 5/2 temos 
com imersão contínua e compacta. 
Demonstração: 
Fixemos q > 5/2. 
Pelo corolário anterior a inclusão W,i•1 (Q) C 11.>.,)../z(Q) é contínua para O :::; À< 2- 5/q. E como 
valem as inclusões 1i>.,>.f'l(Q) c C0 (Q) contínua e compacta, para todo À > o, e C 0 (Q) c L 00 (Q) 
contínua. Obtemos que a inclusão W,i·1(Q) C L 00 (Q) é contínua e compacta. 
Portanto, W,i•1 (Q) C L 00 (Q) com inclusão contínua e compacta para todo q > 5/2. 
• 
Também usaremos o seguinte resultado de imersão em espaços de Sobolev encontrado em Adams [1] 
Proposição 1.1 Seja O c JR.n um aberto. Sejam j em inteiros não negativos e p satisfazendo 1 :::; p < 
oo. Se 0: satisfaz a propriedade do cone, então valem as seguintes imersões: 
1. Suponha que O< n- mp < n, então wJ+m(O:) ---t WJ(O:), para todo p:::; q:::; npf(n- mp). 
2. Suponha que mp = n, então w~+m(O:) -t W/(0:), para todo p:::; q < oo. 
3. Suponha que mp > n, então WJ+m(O:) -t C~(O:). 
Um cru:;o particular da proposição anterior é o seguinte resultado, que usaremos várias vezes durante 
o trabalho: 
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Corolário 1.3 Seja n C IR3 um aberto satisfazendo a propriedade do e seja p satisfazendo 2 S 3pj5 < 
oo, então vale a seguinte imersão: 
2-.:!. 
Wiv;5 (O) -t Wq p (0), para todo 3pf5 ::; q ::S p. 
Demonstração: Basta aplicar a Proposição anterior com: n = 3, m = 2/p, j = 2- 2/p e 3p/5 no lugar 
de p. 
• 
Agora vamos enunciar alguns resultados que serão utilizados nas demonstrações de alguns resultados 
dos Capítulos 2 e 3. 
Sejam !1, Te Q como descritos anteriormente. Consideremos o problema (P): 
{ 
au 2 3 
--kt::.u=au+bu -cu +f 
íl~ an =o em an X (O,T) 
U = Uo em 0 X {t = 0}, 
em Q 
onde n denota o vetor normal unitário exterior a 80. 
Procedendo praticamente como na demonstração do Teorema 2.1 de Hoffman e Jiang [9] mostra-se 
o seguinte resultado: 
Teorema 1.1 Suponha que k e c são constantes positivas, a,b E L00 (Q), f E Lq(Q), com 2:::; q < oo, e 
uo E Wj(O) satisfaz 8uo/8nlvo =O. Além disso, suponha que O C IR3 seja um domínio aberto, limitado 
e de classe C2 • Então, o problema (P) possui uma solução u E Wi'1 (Q) tal que u satisfaz: 
Mais ainda, u E w;·1(Q), onde 7j = min{10/3,q} e satisfaz 
Se, além disso, u0 E WfP15 (n), para algum 2:::; 3pj5 < oo, então u E w:·1 (Q), onde q = min{p,q} eu 
satisfaz 
onde C depende de n, T, k, a, b e c. 
Procedendo exatamente como na demonstração do Teorema 2.2 de Hoffman e Jiang [9] mostra-se o 
seguinte resultado: 
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Teorema 1.2 Sejam fi,h E Lq(Q) e u,v E W;'• 1(Q) as soluções correspondentes do problema (P), para 
algum 2 :S p :S q. Sob as mesmas hipóteses do Teorema 1.1, vale a seguinte estimativa de estabilidade: 
com C dependendo O, T, k, a, b, c, u e v. 
Corolário 1.4 Sob as mesmas condições do Teorema 1, a solução do problema (P) é única. 
Em algumas demonstrações sobre existência de solução de sistemas de equações diferenciais par~ 
ciais com condições iniciais e de fronteira usaremos o Teorema de Ponto Fixo de Leray-Schauder (ver 
Friedman[7]) enunciado abaixo. 
Teorema 1.3 Teorema de Ponto Fixo de Leray-Schauder 
Sejam B um espaço de Banach e T : B x [O, 1] --t B uma transformação tal que y = T)..X com x, 
y E B e>. E [O, 1]. Suponha que: 
a) T>..X está definido'</ x E B e 'r/ À E [0, 1]. 
b) 'r/ À E [0, 1] fixo, T;..: B--+ B é uma transformação contínua e compacta. 
c) 'V x E A, A C B limitado, T),X é uma transformação uniformemente continua em À. 
d) To possui um único ponto fixo em B. 
e) Existe constante K >O finita tal que toda possível solução de X= T)..X para qualquer À E [0, 1] satisfaz 
iixiiB ~K. 
Então existe único x E B solução da equação x = T1x. 
Em algumas demonstrações sobre regularidade de solução de sistemas de equações diferenciais par-
ciais com condições iniciais e de fronteira usaremos o seguinte Teorema sobre equações parabólicas en-
contrado em Ladyzhenskaya[10] (Teorema 9.1, pág.341). 
Teorema 1.4 Seja num domínio aberto, limitado e de classe E G2• Então, para todo f E Lq(Q) e 
uo E w,i- 2/q(n), com q > 1, satisfazendo a condição de compatibilidade 8uo/8nlvn =O, o problema 
ôu 
ôbu- k!lu ~ f(x, t) em Q 
ôn ~O em ôrJ x (O,T) { 
u=uo em (l x {t ~ 0} 
possui única solução u E W,J·1 (Q). E esta solução satisfaz a estimativa 
llullw;·'(Q) ~C [ilfliL•(Q) + lluollw;-•t•(QJ] · 
onde C depende de O, T e k. 
Capítulo 2 
Modelo de Solidificação 1 
Sejam O c JR3 um domínio aberto, limitado e de classe C2 , TE IR finito e Q = O x (0, T). Consideremos 
o problema com condições de fronteira e condições iniciais: 
th Ou âv 
--bllr=l1-+l2-+f em Q au ôt 8t 8t 
Bt -ktb.u=-atu(l-u-v)(l-2u-v+c1r+d1 ) em 
{)t - kzllv = -azv(l -V- u)(l- 2v- U + czT + fh) em 
{h au av 
8n = ân = ân =o em an X (O,T) 
T=To, u=uo e v=vo em f!x{t=O}. 
Q 
Q (2.0.1) 
A função T denota a temperatura e as funções campo de fase u e v distinguem entre dois subdomínios 
sólidos com cristalizações distintas e um subdomínio líquido em Q. Aqui n representa o vetor unitário 
normal exterior à 80, b, k1 , kz, a1 e az são constantes positivas, h e l2 são constantes de mesmo sinal e 
q, C2, d1 e d2 são constantes dadas. Vale observar que em nenhum resultado é utilizado o fato de que l1 
e l2 tem mesmo sinal, isto ocorre por razões físicas. 
As condições iniciais r0 , u0 e v0 são dadas em Wi(n) com 8ro/8nlan = âuo/ânlan = âvo/ânlan = 
O. Além disso, vamos supor que O :::; u0 , v0 :::; M, onde M > O é uma constante que definiremos 
adequadamente mais tarde. 
Durante quase todo este capítulo discutiremos existência, regularidade e unicidade de soluções do 
problema (2.0.1}, na penúltima seção trataremos de um problema envolvendo três funções campo de fase 
e na última do sistema formado pelas duas últimas equações (2.0.1) e pelos dados iniciais e de fronteira, 
sem a equação para a temperatura. Com a finalidade de discutir a existência da solução de (2.0.1), vamos 
primeiramente discutir a existência de solução de um problema auxiliar. 
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2.1 Um Problema Auxiliar 
O problema auxiliar citado anteriormente é obtido da seguinte maneira: primeiramente rearranja-se 
alguns termos da segunda e terceira equações do problema (2.0.1) para que elas tenha a estrutura da 
equação do problema (P) introduzido no Capítulo 1, isto é, apresentem um termo que é um polinômio 
de grau três somente em u e em v nos casos da segunda e terceira equações, respectivamente, e os 
demais termos apresentando os produtos entre as funções r, u e v, e dessa forma possam ser utilizados 
os Teoremas 1.1 e 1.2 e o Corolário 1.4. Posteriormente, introduz-se adequadamente truncamentos das 
funções u e v nos termos que apresentam produtos entre funções distintas nas equações obtidas. 
Então, observemos que a segunda e terceira equações do problema (2.0.1) podem ser escritas como: 
8u 
Bt- ktt::.u = -atu(l-u)(l- u+dl)- atu(l-u- v)(-u + CtT) + a1uv(Z- 2u -v +di) e 
av 
Bt - kz!:::.v = -azv(l- v){l- v+ dz)- azv(l- v- u)( -v+ CzT) + azvu(2- 2v- u + d2 ), 
respectivamente. E consideremos o problema auxiliar: 
8T 8u 8v 
--b!:::.T=lt-+lz-+1 em Q 
Bu Bt 8t 8t 
tJt - kt!:::.U = -atu(l - u)(l - u +di) - Ut7r(u)[l - 1r(u) - 1r(v)](-7r(u) + Ct r] 
+at1f(u)w()[2- 2w(u) - w(v) + dt] em Q 
av 
tJt - kz!:::.v = -azv(l- v)(l- v+ dz)- azw(v}[l- w(v) -n-(u)][-n-(v) + czr] (2.1.2) 
+azw(v)w(u)[2- 2w(v)- w(u) + dz] em Q 
8T =8u=fJv=O em ofl ( T) 
Bn Bn 8n xO, 
T =To, U = Uo e V= Vo em (!X {t = 0}, 
onde b, lt, lz, f, kt, kz, a1, az, Ct, Cz, dt, dz, To, uo e Vo são como no problema {2.0.1), o operador 1r é 
dado por 
•(w)(x, t) ~ { 




se OS: w(x,t) :S M 
se w(x,t) <O 
se w(x,t) > M 
Proposição 2.1 Suponha que b, h, l2, kt, k2, a1, az, Ct, Cz, dt e d2 são constantes, com b, kt, k2, 
a1, a2 > O, f E Lq(Q), com q > 5/2, e To, uo, vo E W:f(O) satisfazem 8T0 j8nlan = 8u0 j8nlan = 
8v0 j8nlan =O e O :S u0 ,v0 :S M. Além disso, suponha que(! c JR3 é um domínio aberto, limitado e 
de classe C 2 • Então o problema (2.1.2) possui uma solução (r,u,v) E Wi' 1(Q) X w{o}sCQ) X w{o}sCQ), 
com 7j = min{l0/3, q}, e satisfaz as estimativas: 
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(Q) :5 C [llrollwJ(o) + lluollw22 (0) + llvollwj(O) 
+II!IIL•(QI +IITolli\vg(n) + lluolli\vg(n) + llvolli\vg(n) + 11/lll•(QI], 
onde C depende de n, T, M e das constantes do problema (2.1.2}. 
Demonstração: 
(2.1.4) 
Para mostrar a existência da solução do problema (2.L2) vamos aplicar o Teorema de Ponto Fixo 
de Leray-Schauder (Teorema 1.3) no espaço de Banach 
B '~ {(T,u,v) 'TE L=(Q),u,v E L9(Q)J ~ L=(Q) x L9(Q) x L9(Q). 
Para isto vamos considerar o operador T>. ; B -t B com 
T,~,(9,Jt,v) = (r,u,v), 'V (8,JL,v) E B, O :5 >. S 1, 
definido pelo problema: 
8r 8u 8v 
- -btlr =lt- +l2-+ f em Q 
h & & & 
iJt - k,t.u ~ -a, u(! - u)(!- U +di) - .la,K(M)[l - K(M) - K(v)][-K(M) +c, O] 
+.la,K(M)K(v)[2- 2rr(M)- K(v) + d,] em Q 
8v at - k,t.v ~ -a,v(l -v)(!- v+ d,) - .la2K(v)[l - K(v) - K(MlJI -K(v) + c20] (2.1.5) 
+.la,K(v)K(M)[2- 2K(v)- K(M) + d,j em Q 
{}T ôu ôv 
8n ~ 8n ~ 8n ~o em an X (O,T) 
r= r0, u = u0 e v= Vo em n x {t =O}. 
Vamos agora demonstrar que as hipóteses do Teorema de Leray-Schauder são satisfeitas. 
a) Primeiramente vamos mostrar que T>.(fJ, Jl, v) está bem definido'<:/ (fJ, J-t, v) E B, '<:/ O :::;_ À :::;_ 1. 
De fato, como(}, 7r(J1), 1r(v), m1 E L 00 (Q), temos que -Àal7r(J1)[l- 7r(Jl)- 7r(v)][-7r(Jl) + c1fJ] 
+ >.a17r(J-t)7r(v)[2- 27r(Jl)- 1r(v) + d1] E L00 (Q). Então, aplicando o Teorema 1.1 à segunda equação de 
(2.1.5), temos que existe u E W{0/3(Q) solução desta equação. Mas como w{oj3(Q) c L9(Q), temos que 
u E L 9(Q). Agora aplicando o Corolário 1.4 , temos que a solução u E L9 (Q) da segunda equação de 
(2.1.5) é única. 
De maneira análoga, aplicando o Teorema 1.1 e o Corolário 1.4 à terceira equação de (2.1.5), temos 
que existe uma única v E L9(Q) n W1
2Qj3 (Q) solução desta equação. 
Agora, como (u,v) E w{oj3(Q) X w{oj3(Q), temos que ~~.'fft E V 013(Q). Como também temos 
que f E U(Q), então o segundo membro da primeira equação de (2.1.5) pertence a L'1i(Q), com 7j = 
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,_ ' 
min{10(3,q}. E como ro E Wf(Q) C W101~(Q), pelo Corolário 1.3, então pelo Teorema 1.4 obtemos 
que existe uma única T E w:· 1(Q) solução da primeira equação de (2.1.5). Mas como q > 5/2, temos 
que w:· 1(Q) c ux)(Q), e portanto, TE L 00 (Q). 
Assim obtivemos que existe único (r,u,v) E B solução de {2.1.5). E portanto, T>.: B--+ B está bem 
definido para todo À E [0, 1]. Mais ainda, para cada À E [0, 1], T;., leva Bem w;• 1 (Q) X W?Q~3 (Q) X 
w;o~a(Q), onde 7.j = min{l0/3, q}. 
b) Agora demonstremos que para todo>. E [0, 1] fixo, T>. : B--+ B é contínua e compacta. 
Para isso fixemos À E [0,1]. Sejam (ót,J.tt,vt),(ó2 ,p2 ,v2 ) E B e sejam (ri,u;,v;) = T>,(Ó;,J.L;,v;), 
para i = 1, 2. 
Pela segunda equação de (2.1.5), temos que u; satisfaz 
8u; 8t- kdlu; = -a1ui(l- u;)(l- Ui+ d1)- Àat7r(~i}[l- 7r(~i)- 7r(vi)][-7r(~i) + ctBi] 
Ha,<(p,)<(v,)[2- 2•(",)- •(v,) + d,] em Q 
8u,f8n=O em 8flx(O,T) 
u,=u0 em Ox{t=O}, 
para i= 1, 2. 
Pelo Teorema 1.1, temos que u1, u2 E w;Q~3 (Q). Então pelo Teorema 1.2, temos que 
:'S Clln-2(~1)- n-2(~2)- w3(pl) + n-3(!l2)- JT2(~dw(vt) + n-2(p2}n-(v2) 
-n-(~t )Ot + n-(~2 )82 + 1r2 (~1 )Bt - 1r2 (~2)82 + 1r(p1 )1r(v1 )81 - 1r(p2)1r(v2)B2 
+1r(f.tt)1r(vt) - n-(/-t2 )1r(v2) - 1r2 (!l1 )1r( Vt) + 1r2 (~2)1r(v2) - 1r(pt)1r2 (vt) + 1r2 (p2)1r2 ( v2) IIL'ota(Q). 
De onde, usando a desigualdade triangular, a desigualdade de Hülder e sabendo que {} 1 ,82 E L00 (Q) 
e O ::; 7r(J.tt), 1r(~2), 1r(vt), 1r(v2) ::; M, obtemos 
llu,- u,llw;,),(QJ ~C [I lO,- O,IIL~(QJ + ll•(p,)- •(",)IIL"(QJ + li•( v,)- •(v,)IIL•(QJ]· 
Como 11r(p,1) -7r(f.t2)1 :S l~1- P.2l e l1r(vi) -1r(v2)l::; lvt- v21, segue da última desigualdade que 
Usando a terceira equação de (2.1.5) e procedendo do mesmo modo obtem-se que 
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Agora, pela primeira equação de (2.1.5), temos que r1 - T2 satisfaz 
D(rt - rz) _ bLl.(rt _ 
72
) = lt (Ôut _ 8uz) + 12 (8v1 _ ôvz) em Q 8t 8t 8t 8t 8t 
J(rt- Tz)::::: 0 em 811 X (O,T) 
8n 
n-rz=O em Ox{t=O}. 
Pelo Teorema 1.1, temos que Tt- Tz E W1
2ó/3(Q). E pelo Teorema 1.4 temos que 
llrt- rzllwJ·'(Q) ::::; Cllrt- Tzliw;0~ 3 (Ql :-:::;C lll1 ( Ô;t - a;t) + lz ( a;t1 - a;tz) llpo!s(Q) 
~ C [llut - uzllw;0~ 3 (Q) + llvt -V:! llw12o;a{Q) J :$ CII{Ot, 11-1. vt) - (Oz, ~-tz, vz)IIB, 
onde q ~ min{q, 10/3} > 5/2. 
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Logo, T>.: B-+ w;•1(Q) x W~0/3 (Q) x W~à/3 (Q) é contínua. Como as inclusões W{0)3{Q) c L=(Q), 
Wi• 1 (Q) C L00 (Q) são contínuas e compactas, pelo Lema 1.2, pois 10/3 e 7j > 5/2, e como a inclusão 
L 00 (Q) c L 9 (Q) é contínua, temos que a inclusão w:·1(Q) X w~o~s(Q) X w;o/s(Q) c B é contínua e 
compacta. De onde, obtemos que T>.: B ---t B é contínua e compacta para todo À E [0, 1} fixo. 
c) Agora precisamos demonstrar que para todo (B,J.t,v) E A, A C B limitado, T>-. é uniformemente 
contínuo em À. 
Para isso basta fixar A C B limitado e (O,J,L,v) E A, tomar Àt,À2 E [0, 1] e (Ti, ui, vi)= T>-.,(B,p.,v), 
para i= 1,2, e proceder de modo análogo ao caso anterior. Dessa forma, obtem-se que T(·J(B,p,v): 
[0, 1] -t B é contínua. Mas como [0, 1 J é compacto, conclui-se que T>, ( B, p, v) é uniformemente contínua 
em À. 
d) A seguir mostremos que o operador To possui um único ponto fixo. 
De fato, para À= O o problema (2.1.5) se torna: 
ÔT âu âv 
âu ât - bó.T =h ât + ât +f em Q 
-- k1llu = -a1u(1- u)(1- u + d1) em Q 
~~ 
ât - k2llv = -a2v(l- v)(1- v+ d2 ) em Q 
~: = ~: = : =o em ao x (O, T) 
T=To, u=uoev=v0 em Ox{t=O}, 
paxatodo (ó,J.t,v) E B. 
Aplicando o Teorema 1.1 e o Corolário 1.4 para a segunda e para a terceira equações do problema 
acima temos que existem únicos u, v E w;o/3 (Q) soluções da segunda e da terceira equações do problema 
acima, respectivamente. 
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Como as soluções u e v da segunda e da terceira equações, respectivamente, pertencem a W1
2Qj3 (Q), 
temos que ~~, ~~ E L1013 (Q). E como f E U(Q), temos que o segundo membro da primeira equação do 
problema acima pertence a L'if(Q), onde q = min{10/3,q}. Pelo Teorema 1.4 aplicado à primeira equação 
do problema anterior, temos que existe único r E Wi'1 (Q) solução da referida equação. 
Logo existe um único (r,u,v) E Wi'1 (Q) x w;Q~3 (Q) x W12Qj3(Q), com q = min{l0/3,q}, solução 
do problema anterior. Então, (r,u,v) E B e satisfaz T0 (8,p,v) = (r,u,v), V (O,p,v) E B. Portanto, o 
operador T0 possui único ponto fixo (r, u, v) E B. 
e) Finalmente mostremos que existe uma constante K >O tal que todo possível ponto fixo (r, u, v) de 
T>. para qualquer À E [O, 1] satisfaz Jl(-r,u,v)[[ 8 :::; K. 
Precisamos então estimar as normas dos possíveis pontos fixos de T>.. 
Seja (r,u,v) E B um ponto fixo de TÃ para algum>. E [0,1], ou seja, (r,u,v) = T)..(T,u,v). Então, 
para tal >. E [O, 1], ( T, u, v) satisfaz: 
8r 8u 8v 
--bflr=h-+h-+f emQ 
au 8t 8t 8t 
Bt - kt!:J.U ::::: -alu(1 - u)(l - U + dt) - Àat1T(u)[1- 1r(u) - 1T(v)j[-1T(u) + Ct7] 
+Àat1T(u)1T(v)[2- 21r(u)- 1r(v) + dt] em Q 
av 
Bt - k2f:J.v::::: -a2v(1- v)(l- V+ d2)- Àa21r(v)(l- 1r(v)- 1T(u)j[-1r(v) + C2Tj (2.1.6) 
+>.a21r(v)1r(u)[2- 21T(v)- 1r(u) + d2] em Q 
8T 8u 8v 
Bn = Bn = Bn = 0 em 8fl. X (0, T) 
7= To, "U =Uo e v =vo em fi. X {t= 0}, 
onde 1r(w) é como no problema (2.1.2). 
Multiplicando a segunda equação de (2.1.6) por u e integrando em n x (0, t), com O ~ t ~ T, e 
utilizando que U1r(u) ~ u2 e 1r(u),1r(v) 2 O, ternos 
:::; ; lluolli2(fl) + a1 fot h [-(1 + dt)u2 + C~u2 + w 4 - u4] dxdt 
+>.a1c1 1t L 1r(u) [1 + 1r(u) + 1r(v)] [-u2 + c1 ru]dxdt. 
+>.at 1t h 1r(v) [2 + 21r(u) + 1r(v) + [dtl] u2dxdt 
Usando que O :::; 1r( u ), 1r( v) :::; M nas duas últimas integrais acima e usando a desigualdade de Hõlder 
no termo TU da penúltima integral, temos 
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Tomando e = 1/2 na desigualdade acima e multiplicando-a por 2, obtemos 
L u2(t)dx + Zk1 1t i i'Vul2dxdt + fot l u4dxdt S lluolli2(0) +C fot h (u2 + r 2 ) dxdt, (2.1.7) 
paratodoOSt:::;T. 
Multiplicando a terceira equação de (2.1.6) por v, integrando em n x (O,t), com O :::; t :::; T, e 
procedendo de maneira análoga obtemos 
l v 2 (t)dx + 2kz fot lo 1Vvl2dxdt + fot L v 4 S llvolll2(fl) +C Lt lo (v 2 + r 2 ) dxdt, (2.1.8) 
para todo O :5 t S T. 
Agora, multiplicando a primeira equação de (2.1.6) por T -l1 u -lzv e integrando em O x (0, t), com 
O S t S: T, e utilizando as desigualdades triangular e de Young, temos 
~C [llrolll;'(O) + lluollho) + [[volll;'(O) + llflll;'(Q)] +C li (r2 + U2 +v') dxdt. 
Multiplicando a desigualdade (2.1.7) por uma constante A/2 >O, a desigualdade (2.1.8) por B/2 e 
somando-as à última desigualdade obtemos 
~L [(r+ l1u + lzv) 2 (t) + Au2(t) + Bv2(t)] dx 
+ r' r (b['Vr[2 - bt, 'Vr'Vu- bl,'Vr'Vv + Ak,['Vu[ 2 + Bk2 ['Vv[2] dxdt +! (' r (Au' + Bv') dxdt lo ln 2 lo ln 
~C [llrolll'(O) + li"<llll'(O) + llvolll'(O) + llflll•(Q)] +C 1' L (r'+ u' +v') dxdt. 
Thmando A= max{1+41/, (l+bl1)jki) e B = max{1+4!5, (l+bll)/k,), temos que (r+ l,u + !2v)2+ 
Au2 + Bv2 ;;?: ~I'Vr[ 2 + [Vu[2 + [Vv[2 e Au4 + Bv4 ;;?: u4 + v4 . De onde, 
L [r2 (t) + u2 (t) + v2 (t)] dx + [L (['Vr[ 2 + k1 ['Vu[2 + k2 ['Vv[2] dxdt + [L (u' +v') dxdt 
~C [llrolll'(O) + lluolll•(o) + llvolll•(O) + llflll'(Q)] +C [L (r2 + u' +v') dxdt, 
para todo O :S: t :s; T. 
Usando o Lema de Gronwall na desigualdade satisfeita pela primeira integral acima, temos 
In [r 2(t) + u2 (t) + v2 (t)] dx + lat In (1Vrl2 + kt[Vul 2 + ~ [Vvl 2 ) dxdt + 1t k (u4 + v4 ) dxdt 
:S: C [11rolli2(0) + lluolli2(0) + llvolli2(0) + llflli2(Q)J, 
(2.1.9) 
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para todo O:::; t:::; T. 
Agora multiplicando a segunda equação de (2.1.6) por 8uj8t e integrando em !1 x (0, t), com O ::; 
t::; T, utilizando as desigualdades de Hõlder e de Young e que O .Suo::; M em !1 e O:::; 1r(u),1r(v)::; M 
em Q, temos 
1t fn ( ~~) 2 dxdt + ~1 foi'Vu(t)j 2 dx + ~1 L u 4 (t)dx 
:S ~ lluoll~,;(fil) + a1~
2
lluolli2(Q) + (7at + M +2M2 ) t: 1t lo (a;) 2 dxdt 
+C., fot lo [u2 + u4 + T 2 + 1r2 (u)] dxdt. 
Como a1 , M < oo podemos tomar é> O tão pequeno que (7a1 + M +2M2 ) e= 1/2, então tomando 
tal t: e usando que 1r2 (u) :::; u2 , obtemos 
De onde obtemos, pela desigualdade (2.1.9), 
111 ( ~~) 2 dxdt + k1 lo j'Vu(t)j 2dx + ~1 l u4 (t)dx 
:S C lrlrolli2(0J + lluoii~(OJ + llvolli2(oJ + llflll2(Q)J , 
(2.1.10) 
para todo O< t < T. 
Multiplicando a terceira equação de (2.1.6) por 8vf8t, integrando em !1 x (0, t), com O::; t::; Te 
procedendo de modo análogo obtemos 
fot i ( ~~) 2 dxdt + k2 i jVv(tWdx +~i v4 (t)dx 
~C [llrolll,2(Q) + Jluoil1,2(n) + llvoll~i(O) + llfii1,2(Q)J, 
(2.1.11) 
para todo O< t < T. 
Agora multiplicando a primeira equação de (2.1.6) por 8r f8t, integrando em O x (0, t), com O ~ t ~ T, 
e utilizando a desigualdade de Young temos 
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Tomando é= 1/6 e usando as desigualdades {2.1.10) e (2.1.11), obtemos 
[ 1. (~;)' dxdt +b fn1'ih(t)l2 dx :Õ C [llrolllvi(n) + lluolllv?IO) + llvolllvil"l + llflll'(Q)]' 
(2.1.12) 
para todo O< t < T. 
Finalmente multiplicando a primeira equação de (2.1.6) por -.Ó.T, a segunda por -ó.u e a terceira 
por -.ó.v, integrando cada uma das igualdades obtidas em O x (O,t), com O :::; t ::; Te procedendo de 
modo análogo aos casos anteriores, temos 
fn1'Jr(t)l'dx + b [ fo1D.rl'dxdt ,O C [llrolllvil"l + lluolllvil"l + llvolllviiO) + llflll'(Q)] , 
k j'Vu(tWdx + k1 lt lo jó.uj2dxdt + 6a1 fot L u2j\7uj 2dxdt 
,; C [llrolll'(O) + lluolllvl(n) + llvolll'(O) + llflll'IQ)] e 
In j\7v(t)j2 dx + k2 fot L jA.vj 2dxdt + 6a2 kt l v2 j\i'uj 2dxdt 
,; C [llrolll•tn) + lluolll•(n) + llvoll\'vi(O) + llflll•(Q)]' 
para todo O< t < T. 




llrllwf·'(Q) + llullwf·'(Q) + llvllwf·'(Q),; C [llrollwi(O) + lluollwi(O) + llvollwil"l + 11/IIL'(Q)]· 
Como Wi' 1 (Q) c L 10(Q), da desigualdade anterior segue que 
llriiL"(Q) + lluiiL"(Q) + llviiL"(Q),; C [llrollw!(O) + lluollwi(O) + llvollwil"l + II!IIL'(Q)]· (2.1.16) 
Como T, u,v E L 10(Q), temos que o segundo membro da segunda equação do problema (2.1.6) está ,_ ' 
em U 013(Q). Temos também que uo E W22 (Q) C W101~ (Q), então aplicando o Teorema 1.4 a esta 
equação temos que u E w;0~3 (Q) e satisfaz 
+.\a,•(u)•(v)[2- 2•(u)- •(v)r + d,JIIuo;o + lluoll •-u~r< ] 
WIO/~ (Q) 
,; C [lluiiL'"IQl + llulll'"(Q) + ll•(u)llu•I•(Q) + llriiL'"'"IQ) + lluollwi(Q)]· 
Como l1r(u)l ::; lul e L1013(Q) C L 10 (Q), segue da desigualdade (2.1.16) que 
llullw;o~a(Q) ::S C [lirollw:f(ll) + lluollwff(ll) + llvollwi(n) + 11/IIP(Q) 
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+llroll~j{O) + lluoll~g(n) + llvollt,g(n) + llflll2(Q)] · 
Procedendo de maneira análoga para a terceira equação de (2.1.6) obtemos que v E W{Qj3 (Q) e 
satisfaz 
llvllw;;;,(Q) ~C [lhllw?(n) + lluollwi(O) + llvollw?(n) + 11/IIL'(Q) 
+llroll(.lPJ + llvoll(.l{O) + llvoll(.l{O) + 11/lli•(QJ]· 
Como u,v E W;Qj3 (Q), temos que~~'~~ E L
1013 (Q). E como To E Wi(Q), temos que To E , , 
wlO~~(Q). Então, aplicando o Teorema 1.4 à primeira equação de (2.1.6) temos que TE w:·1 (Q), 
onde q:::: min{10/3,q} > 5/2, e satisfaz 
ou seja, 
llriiL~(Q) <: Cllrllw•·••(Q) <:C [11!, ~~ + l, ~~ + tL(Q) + llrollw!(O)l 
<:C [llrollwi{O) + lluollwi(O) + llvollwi{O) + 11/IIL•(Q) 
+llroii::Vg(n) + lluoll~j(Q) + llvoii::V,?{I1) + llflli2(Q)], 
llri!L•(Q) <:C [llrollwJ(O) + lluollwJ(n) + llvoiiWl{O) + llfiiL•(Q) + llroll(.i(O) + lluoll(.i(O) 
+llvoll(,l(O) + llflli'(QJ] •= K, 
pelas duas últimas desigualdades. 
E portanto, pelas desigualdades (2.1.16) e (2.1.17) temos 
ll(r,u, v)IIB ~C [llriiL•{Q) + llui!L•(Q) + llviiL•(Q)] 
<:C [llrollwi(O) + lluollwi{O) + llvollwi{OJ + 11/IIL•(Q) 
+llroll~j(n) + lluoii::Vg(n) + Jlvoll~j(O) + llflli2{Q)] =: K. 
(2.1.17) 
Como as hipóteses a) a e) são satisfeitas, pelo Teorema de Ponto Fixo de Leray-Schauder, temos 
que existe (r,u,v) E B n W:' 1 (Q) X W{Q~3 (Q) X W{Q~3 (Q) ponto fixo de T1, ou seja, existe (r,u,v) E 
W:' 1 (Q) X W{Q~3 (Q) X W{Q~3 (Q) solução do problema (2.1.2), onde (j = min{lü/3, q}. Além disso, temos 
que essa solução satisfaz as estimativas (2.1.3) e (2.1.4). 
• 
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2.2 Existência de Solução para o Modelo de Solidificação 1 
Seja M dado por 
(2.2.18) 
com R= C [11-rollwf(O) + lluollwf(O) + llvollwf(O) + llfiiL2(Q) + IIToll~i(O) + lluoll~j(O) + llvoii~#(O) 
+llflll'(Q)], como em (2.1.17). 
Teorema 2.1 Suponha que b, h, b, kt, ~. a1, a2, Ct, c2, dt e tk são constantes, com b, kt, ~. a1, a2 > 
O, f E Lq(Q), com q > 5/2, e To, uo, vo E W:f(O) satisfazem Ôro/ônleo = ôuofônlao = ôvofônlao =O e 
o ::::; uo, Vo :::; M. Além disso, suponha que n c JR3 é um domínio aberto, limitado e de classe C2 • Então o 
problema (2.0.1) possui uma solução (r, u, v) E w:• 1(Q) X W?õ/3 (Q) X W{0/ 3 (Q), com q = min{l0/3, q}, 
tal que ( T, u, v) satisfaz as estimativas: 
llrllw/''(Q)+IIullwi·'(Q)II+IIvllwi·'(Q) S C (llrollw,'(O) + lluollw,'(o) + llvollwl(O) + II!IIL'IQI), (2.2.19) 
llrllwi·'(Q) + llullw;;),IQI + llvllw;;;,(Q) S C [llrollw,'(n) + lluollw,'(n) + llvollw,'(O) + llfiiL•(Q)] 
(2.2.20) 
e O::;u,v:SM q.t.p. em Q, (2.2.21) 
onde C depende de O, T, M e das constantes do problema (2.0.1}. 
Demonstração: 
Pela Proposição 2.1 existe (T, u, v) E w;·1 (Q) x w;o}3 (Q) x w;o}3 (Q), com q = min{l0/3, q}, solução 
do problema (2.1.2). Agora observemos que se mostrarmos que tal solução (r,u,v) do problema (2.1.2) 
satisfaz O:::; u,v:::; M q.t.p. em Q, então teremos que 1r(u) = u e 1r(v) =v. De onde, teremos que 
(T,u,v) E w;•1 (Q) X w;Q}3 (Q) X W;Q}3 (Q) é solução do problema (2.0.1) e satisfaz as desigualdades 
(2.1.3) e (2.1.4). Logo, a desigualdade (2.2.19) é satisfeita. Para verificarmos que {2.2.20) é satisfeita 
observemos que, como w;•1(Q) C L10(Q) da desigualdade (2.2.19) temos 
Como r,u,v E L10(Q), temos que o segundo membro da segunda equação do problema (2.1.2) está 
2- ' 
em L1013(Q). Temos também que To, u0, v0 E W:.f(Q) C W101~ (Q), então aplicando o Teorema 1.4 a 
esta equação temos que u E w;o~3 (Q) e satisfaz 
llullw;;),IQI S C [11- a, u(l - u)(l- u +di) - Àa1 K(u)[l - K(u) - K(v)][-K(u) + c1 r] 
+Aa1K(u)K(v)[2- 2~(u)- ff(v) + d!]IIL"I'(Q) + ll•oll •-n/n ] 
w,o13 (Q) 
::S C [11uiiL'of3(Q) + IJ7r(u)IILtof3(Q) + IITIIL'of3(Q) + J]uollw:JZ(n)], 
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se O~ u, v-:; M. Agora, como l1r(u)l ::::; lul, pela desigualdade (2.2.22) temos que 
llullw;~;,(QJ S C [llrollw;roJ + lluollw/(OJ + llvollwi(O) + II!IIP(Ql]· 
Procedendo de maneira análoga para a terceira equação de (2.1.2) obtemos que v E W{Qj3 (Q) e 
satisfaz 
llvllw;0; 2 (Q) S: C [llrollwg(o) + lluollwJ(O) + llvollwJ(O) + II!IIP(Q)]. 




/:m (Q). Então, aplicando o Teorema 1.4 à primeira equação de (2.1.6) temos que r E w;· 1(Q), 
onde q = min{10/3,q} > 5/2 e satisfaz 
llrliL~rQI S Cllrllw;•'(QI S C [111, ~: +l2 ~~ + tL(QJ + llrollw/(o)] 
S C [llullw;~;,ra) + llvllw;~;,IQJ + II!IIL•(QJ + llrollwi(o)] 
S C [llrollw/(o) + lluollwi("l + llvollw/(O) + 11/IIL•(Q)]· 
Das três últimas desigualdades obtemos que a desigualdade (2.2.20) é satisfeita. Então para demons-
trar este teorema basta verificar que O ::::; u, v ::; M. 
Consideremos então uma solução (r, u, v) do problema (2.1.2) dada pela Proposição 2.1 e mostremos 
que esta satisfaz O::; u, v::; M q.t.p. em Q. Vamos dividir essa demonstração em duas partes: 
1) Mostremos que u, v 2: O q.t.p em Q: 
Primeiramente mostremos que u 2: O q.t.p em Q. Para isto consideremos a função 
e observemos que 
8(-u_)( )~ { 
8t x,t 
-(u_)(x,t) ~ { u(x, t) 
o 
u(x, t) ::; O 
u(x, t) >O 
âu 
ât (x, t) 
o 
se u(x,t)::; O 
se u(x, t) >O { 
Llu(x, t) 
e Ll(-u_)(x,t) ~ 
0 
se u(x, t) ::; O 
se u(x,t) >O 
Multiplicando a primeira equ~ão de (2.1.2) por -(u_) e integrando em n x (0, t), com O::; t::; T, 
temos 
~ l (u-)2 (t)dx + k1 fot In ]\7u_] 2dxdt = ~ ll(uo)-lli2(f!) 
+at fot L [( -u)( -u_) + dt ( -u)( -u_) + 2u2 ( -u_) + d1u2 ( -u_) - u 3 ( -u-)] dxdt 
-a1c1 fot L 1r(u) [1- 1r(u)- 1r(v)] [-1r(u) + C1T]( -u_)dxdt 
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+a1 1t k 1r(v) [2- 37r(u) -1r(v) + d1]7r(u)(-u-)dxdt 
~a, lo'!.. [-(u_)'- d,(u-)'- 2(u-) 3 - d,(u_)3 - (u-)4] dxdt, 
pois ll(uo)-lli2(0) =O, já que uo 2: O por hipótese, e a segunda e terceira integrais são nulas, uma vez 
que 1r(u)(-u_) =O pelas definições de 1r(u) e de -(u-). 
Então, usando que -(u-)2 :::; O, -2(u-)3 :::; O e a desigualdade de Young no termo -d1(tt-)3 , 
obtemos 
~i (u-) 2 (t)dx + kr 1t h ]'Vu_]2 dxdt ~ a1 1t l [-dl(u_)2 - d1 (u-) 3 - (u-)4] dxdt 
:S ar fot l [-dr(u-)2 +C..,.]dtlu:_ +é]dr]u~- (u-)4] dxdt. 
Como ]d1 1 < oo, podemos tomar E> O tal que eldr]-1 :S O. Assim obtemos 
~ l (u-) 2 (t)dx + k1 fot In ]'ilu-]2 dxdt :S C 1t lo (u_) 2dxdt. 
Agora usando o Lema de Gronwall na desigualdade satisfeita pela primeira integral acima, obtemos 
!.. (u_) 2 (t)dx ~O, 
para todo O::::; t::::: T. Logo, (u-)2 (t) =O q.t.p. em O, 'r:/ O::; t:::; T. De onde, conclui-se que, u(x,t) _;:::O 
q.t.p. em Q. 
De modo análogo, mostra-se que v(x,t) 2: O q.t.p. em Q. 
2) Mostremos que u, v:::; M q.t.p em Q: 
Primeiramente mostremos que u :5 M q.t.p em Q. Para isto consideremos a função 
( _ ) ( ) _ { u(x, t) - M M u _ x,t - o 
se u(x, t);:::: M 
se u(x,t) < M. 
Multiplicando a primeira equação de (2.1.2) por (M -u)_ e integrando em O x (0, t), com O:::; t:::; T, 
temos 
~ J.. (M- u)2 (t)dx+ k, [ J..I'V(M -u)-l'dxdt ~ ~ II(M- uo)-IIL'(OJ 
+a1 f [-u(l- u)(l- u + d1)(M- u)-] dxdt }Q, 
+a, r {-~(u)[l-~(u)-~(v)][-~(u)+c,r](M-u)_)dxdt }Q, 
+a, r {~(u)~(v)[2- 2~(u) -~(v) +c, r+ d,[(M- u)-} dxdt 
}Q, 
+a, r [-u(l-u)(l-u+d,)(M-u)_[dxdt 
}Q, 
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+a, r { -ff(n)[l- ff(u)- ff(v)][-ff(u) + c,r](M- u)-) dxdt 
}q, 
+a, r {rr(n)rr(v)[2- 2ff(n)- ff(v) +c, r+ d,](M- u)_) dxdt, 
}q, 
onde Q! ~ {(x, t) E Q 'u(x, t) < M) e Q2 ~ { (x, t) E Q ' u(x, t) 2 M}. 
Em Ql, (M - u)_ = O, logo as três primeiras integral do último membro são nulas. Precisamos 
então analisar as três integrais em Q2. 
Em Q2, u 2: M = l+max{ld1l, ld21} +max{lcii, hi}.K, dado por (2.2.18). Logo, -u <O, 1-u:::; O, 
1- u + d1::::; O e (M- u)_;::: O. Portanto, [-u(l- u)(l- u- d1)(M- u)-J ::5O, de onde temos que a 
primeira integral do segundo membro é menor ou igual a zero. 
Em Q2, também temos que 1r(u) = M = 1 + max{ld1l, lci:21} + max{lcd, lc21}.K, então -1r(u) ::; O, 
1 -1r(u)- 1r(v) :S O, (M- u)_ 2: O e -1r(u) + Ct7 = -M + CtT:::; O, por (2.1.17). Logo, 
-7r(u)[l-1r(u) -7r(v)j[-1r(u) + c1r](M- u)_ ::; O q.t.p. em Q, de onde temos que a segunda integral do 
segundo membro é menor ou igual a zero. 
Finalmente, em Q2 temos que1r(u) = M = l+max{jd1 j, Jdz]}+max{]ct], Jcz]}i<, então 1T(u}rr(v) 2:: O, 
(M -u)_;::: O e 2-21T(u) -1T(v) +ctr+dt :S O, por (2.1.17). Logo, 
1T(u)1T(v)[2- 21f(u) -1r(v) + CtT + d1J(M- u)_ :S O q.t.p. em Q, de onde temos que a terceira integral 
do segundo membro é menor ou igual a zero. 
Então, temos que 
1, (M- u)o(t)dx" II(M- nol-IIL'(O)' 
Agora, por hipótese, Uo :S M, então jj(M- uo)-1Ji2(fl) =O, o que implica em 
1, (M- u)'(t)dx,; O, 
para todo O :S t $; T. Segue que, (M- u)=_(t) =O, 't/ O$; t:::; T', q.t.p. em O. De onde, conclui-se que 
u(x, t) :::; M q.t.p. em Q. 
De modo análogo, mostra-se que v(:v, t) :S M q.t.p. em Q. 
O que conclui a demonstração do teorema. 
2.3 Regularidade de Solução para o Modelo de Solidificação 1 
• 
Proposição 2.2 Suponha que b, !1, b, kt, k2, a1, az, c1, c2, dt e d2 são constantes, com b, kt, k2, 
a1, a2 > O, f E Lq(Q), com q > 5j2, e ro, uo, vo E Wi(f.!) satisfazem 8rof8n]an = 8uo/8n]an = 
8v0 j8n]an =O e O:::; uo,vo ::; M. Além disso, suponha que f.! c m? é um domínio aberto, limitado e 
de classe C 2 • Se (r,u,v) E w~U(Q) X wf•1 (Q) X wf•1(Q) é uma solução de (2.0.1), então (r,u,v) E 
w;·1 (Q) x w;0~3 (Q) x w;o~3 (Q), onde q = min{l0/3, q}, e satisfaz a seguinte estimativa 
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(Q) + llvllw;0 ~ 3 (Q) S C [llrollw?(O) + lluollwg(n) + llvollw](OJ + llfiiLq(QJ 
+llroll!v:(n) + lluoll!v:(n) + llvoll!v:(n) + llfllb(Q)] ' 
onde C depende de n, T, Me das constantes do problema (2.0.1). 
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Se, além disso To, Uo, voE W:fp/5 (0), com 2 $ 3pf5 < oo, então (r,u,v) E w;•1(Q) X Wi• 1(Q) X 
Wi·1(Q), com (j = min{p, q}, e satisfaz a seguinte estimativa 
\lrllw§·'(Q) + llullw;·I(Q) + llvllw;·1(Q) S C [11rollw:., 15 (o) + []uollw;P15 (0) + llvollw;P15 (n) + 11/IILq(Q) 
+llrol\~:f(OJ + []uoll~:f(O) + llvoii~:?(O) + ll!lll2(QJ], 
onde C depende de n, T, Me das constantes do problema (2.0.1). 
Observação 2.1 Na próxima seção depois de demonstrarmos a unicidade da solução do problema (2.0.1}, 
encontraremos melhores estimativas para llrllw2·'(Q) + llullw2,t (Q) + llvllw2,t (Q) e para 
q 10/3 10/3 
llrllwi·'(QI + llullw;·'(Q) + llvllw;·'(Q) · 
Demonstração: 
Seja (T, u, v) E W{'1 (Q) X W22'1 (Q) X Wi·1 (Q) uma solução do problema (2.0.1). 
Procedendo para o problema (2.0.1) exatamente como no final da demonstração da Proposição 2.1 
para o problema (2.1.6), obtemos que (T, U, v) E w;·\Q) X W12Qj3 (Q) X W12Q~3 {Q), com (j = min{l0/3, q}, 
e satisfaz 
llrllw;·'(Q) + llvllw~;),(Q) + llvllw?;),(Q) S C [llrollwi(O) + ll"<lllwi(O) + llvollwi(O) + 11/IIL•(Q) 
+llrollfv:(n) + llvolllv/(O) + llvolllvl(n) + llflll.'(Q)]. 
2-2 
Agora vamos supor que To, Uo, vo E w;p/5 (0). Então, To, Uo, Vo E Wp p (0), pelo Corolário 1.3. 
Como u,v E w~o)3(Q) c U'0 (Q) e TE w.§·1(Q) c L00 (Q), já que q > 5/2, temos que o segundo 
2-.a 
membro da segunda equação de (2.0.1) pertence a L00 (Q) C LP(Q). Além disso, u0 E Wp P(fl), então 
aplicando o Teorema 1.4 à segunda equação do problema (2.0.1) obtemos que u E Wi• 1 (Q) e satisfaz 
llvllw'·'(QI S C [11- a,u(l- u- v)(l- 2u- v+ c,r + d,)llu(Q) + lluoll ,_, ]· . ~·~ 
De onde, usando as desigualdades triangular, de Hõlder e de Young e também a estimativa anterior 
para 11Tllw2,t(Q)• com ?j= min{l0/3,q}, llullw2.t (Q) e llvllw2,l (Q)• temos 
'I 10/3 10/3 
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:S C [11ullw2.1 (Q) + lluii~2,I (Q) + llvllw2,1 (Q) + llvJI~2,I (Q) +llrllw~·~(Q) + llrll~2.t(Q) + lluollw2 (o)] 
10/3 10/~ 10/3 10{3 q 7j 3p/5 
:S C [llrollw;(o) + lluollw;,
1
,(o) + llvollw;(n) + 11/IIL•(Q) 
+llroll~j(fl) + lluoll~j(Q) + llvoll~g(o) + llflli2(Q)], 
e procedendo de maneira análoga para a terceira equação de (2.0.1), temos 
llvllw;·'(Q) :S C [llrollwj(n) + lluollwj(n) + llvollwg,
1
,(n) + 11/IIL•(Q) 
+llrolllvl(O) + ll•olll,l(O) + llvolll,l(O) + 11/II~•(Q)J · 
Agora, como u, v E Wi·1 (Q), temos que, ~r,~~ E LP(Q), assim o segundo membro da primeira 
2-~ 
equação de (2.0.1) pertence a (j = min{p, q}. Além disso, r0 E Wfp;5 (11) c Wfq-15 (0) c Wq o (f!), já que 
q 5 p e pela Proposição 1.4. Então, aplicando o Teorema 1.4 à primeira equação de (2.0.1) temos que 
TE Wi' 1(Q) e satisfaz 
llrllw'·'(Q) :S C [li!, ~u + l, ~v +til + llroll ,_' ] 
o ut ut L'1(Q) W0 ° (O) 
:S C [ll•llw;·'(Q) + llvllw;·'(Q) + 11/IIL•(Q) + ll•ollwg,"(o) 
:S C [llrollw• (O)+ ll•ollw• (O)+ llvollw• (O)+ 11/IIL•(Q) 
3pf5 3pf5 3pf5 
+llroll~,r(n) + lluoll~,r(n) + llvoll~,r(o) + llfii12(Q}J · 
Das três últimas estimativas concluimos que (7, u, v) E Wi'1 (Q) X Wi• 1 (Q) X Wff• 1(Q) e satisfaz a esti-
mativa desejada. • 
Proposição 2.3 Se (r,u,v) é uma solução do problema (2.0.1) dada pelo Teorema 2.1 e se r 0 , u0 , 
Vo E Wfv/5 (0:), com 2 ::; 3pj5 < oo, então (T, u, v) E W:•1 (Q) X w;.t (Q) X Wi,l (Q), onde (í = min{p, q}, 
e satisfaz a seguinte estimativa 
onde C depende de 0:, T, M e das constantes do problema (2.0.1}. 
Demonstração: 
Seja (T,u,v) E w;• 1 (Q) X Wi'1(Q) X w;•1 (Q) uma solução do problema (2.0.1) dada pelo Teorema 
2.1. Então, (T,u,v) E Wi'1(Q) X W{Qj3(Q) X W{Qj3(Q), onde (j = min{10/3,q}, e T, u e v satisfazem 
(2.2.19) e (2.2.20). 
Como u,v E w:o/s(Q) c v:•:J(Q) e TE w;·1 (Q) c L00 (Q) temos que o segundo membro da segunda 
2-_g_ 
equação de (2.0.1) pertence a L00 (Q) c LP(Q). Além disso, uo E w;p/5(0) c Wp p (0), aplicando 
o Teorema 1.4 à segunda equação do problema (2.0.1) obtemos que u E Wi•1 (Q) e vale a seguinte 
estimativa: 
ll•llw'·'(QJ $ C [11 - a,u(! - u- v)(! - 2u- v +c, r+ d,JIIL•(Ql + ll•oll ,_' l· 
' ~·~ 
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De onde, usando as desigualdades triangular e de Hõlder, que O::; u,v $ M, e também a estimativa 
(2.2.20) do Teorema 2.1, obtemos 
llullwff•'(Q) S C [11- a,(!- u- v)(!- 2u- v+ d,)IIL~(Q)IIulb(Q) 
+11- a,u(l- u- v)c,IIL~(Q)IIriiL•(Q) + lluollw• (o)] 
3pf~ 
:S C [lluiiLP(Q) + IITIIu(Q) + lluollw;,,~(n)]::; C [11ullw~0 ~ 3(Q) + llrllw;·1(Q) + lluollw;p1s(llJJ 
S C [llrollwi(a) + lluollwf,1,(0) + llvollw!(O) + llfiiL•(Q)] 
e procedendo de maneira análoga para a segunda equação de (2.0.1), obtemos 
llvllw;· 1 (Q) $C [llrollwf(OJ + lluo[[wj(n) + llvollw;"15 (fl) + IIJIIL•(Q)] · 
Agora, como u,v E Wi• 1(Q), temos que, ~~, ~~ E LP(Q), assim o segundo membro da primeira 
equru;ão de (2.0.1) pertence a q = min{p,q}. Além disso, r0 E Wfp;5 (!1) c Wf,715 (0) c w;-~ (O), já que 
íj:::; p e pela Proposição 1.4. Então, aplicando o Teorema 1.4 à primeira equação de (2.0.1) temos que 
r E Wlf'1 (Q) e satisfaz 
IITIIw'·'(QJ ,; C [li!, âaut +!, ââvt +til + IIToll ,_, l 
q L'l(Q) Wq • (O) 
::; C [11ullw;· 1 (Q) + llvllw;· 1 (Q} + II!IILq(Ql + 11Tollw;" 1~(0l] 
<C [IITollw• (O)+ lluollw• (O)+ llvollw• (a)+ llfliL•(Q)]· 
- Sp/5 Sp/5 Sp/5 
Das três últimas estimativas concluimos que (T,u,v) E llrllw:·t(Ql x llrllw;·t(Q) x llrllw;·t(Q)' onde 
íj = min {p, q} e satisfaz a estimativa desejada. 
• 
2.4 Estabilidade e Unicidade de Solução para o Modelo de So-
lidificação 1 
Teorema 2.2 Sejam h e h E U{Q), com q > 5/2, (rJ,u/i,v/i) e (rJ ,uõ,võ) E W/(!1) x W{(D) x W/(!1) 
e sejam (r1 ,u1,vi), (r2,uz,vz) E W:f' 1 (Q) x Wi' 1(Q) x Wi'1 (Q) as soluções correspondentes do problema 
(2.0.1} com ((rJ,uij,vÕ),/1) e com ((rJ,uõ,vÕ),h), respectivamente. Suponha que b, l1, l2, k1, k2, a1, 
a2, Ct, c2, dt e d2 são constantes, com b, kt, k2, a1, a2 > O, e TJ, uh, vb satisfazem ihJ/ânlao = 
8ubf8nlao = 8vb/8nlan =O e O ::; ub, vb ::; M, para i= 1, 2. Além disso, suponha que fl C JR3 é um 
domínio aberto, limitado e de classe C2 • Então (r1 , u 1 , v1 ), (r2, u2, v2 ) satisfazem a seguinte estimativa 
de estabilidade 
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Ih- rzllw;•'(Q) + llut- uzllwi·'(Q) + lfvt- vzllw;·'(Q) 
.'S C [llrJ- rJIIw?(rl) + [[ub- u~llw,l(fl) + llvÕ- vâ[iw,l(O) + 1111- hiiP(Ql], 
onde C depende de !1, T, M, das constantes do problema (2.0.1} e de Tt, rz, Ut, uz, Vt e vz. 
Demonstração: 
Sejam h e /2 E U(Q), com q > 5/2, (rJ-,uô,vÕ) e (rdl,u~,vÕ) E W](O) x WJ(O) x Wf(O) e sejam 
{Tt,u1,vt), (rz,Uz,vz) E W2
2•1(Q) x Wi'1(Q) x W22'1(Q) as soluções correspondentes do problema (2.0.1) 
com h e ]2, respectivamente. 
Sejam r== Tt- Tz, u = Ut- uz, v= v1 - v2, r0 = rJ-- r5, uo = u~- u~, Vo =v~- v5. Então as 
funções (r,u,v) E Wi'1 (Q) X Wi'1(Q) X Wi'1 (Q) e satisfazem o problema 
onde 
8r au ôv 
8t - b6.r = lt 8t + lz at + (h -h) em Q 
8u 
g~ -kttiu=Atu+Azv+A3T em Q 
7)-kz6.v=Btv+B2u+B3r em Q 
~T 8U 8V 
fJn = fJn = EJn = 0 em 8!1 X (0, T) 
r = ro u = u0 e v = v0 em O x { t = 0}, 
A1 = a1 [-(1 + d1) + (3 + dr)(u1 + u2)- 2(u~ + u1u2 + u~) + (2 + dl)v1- 3(ul + u2)v1 
-V~ - C1 Tt + Ct Vt TJ + C1 (ul + u 2)r1], 
A2 = a1 [(2 + d1)u2- 3u~- uz(vl + v2) + c1u2rt], 
A3 =a1c1 [-u2 +u~ +u2v2], 
B1 = a2 [(2 + t:Lz)v2 - 3v~ - v2(u1 + u2) + c2v2rl], 
Bz = a2 [-(1 + d2) + {3 + dz)(v1 + v2)- 2(vf + v1v2 + vD + (2 + d2)u1- 3(vl + vz)ui ] 
-u~ -c2T1 +c2u1r1 +cz(Vt +vz)rl] e 
B3 = azc2 [ -v2 +v~ + v2u2]. 
(2.4.23) 
Multiplicando a segunda equação do problema (2.4.23) por u, integrando em O x (0, t), com O ::; t::; T, 
e utilizando a desigualdade de Young, temos 
~ r u2(t)dx + kl r r 1Vul2dxdt =! r uldx + r r [Alu2 + AzUV + A3ur] dxdt 
2lo lo lo 2lo lo ln 
< ~ r u'dx + r' r {[A +IA, I+ IA' I] u' +IA' I v'+ IA,IT'} dxdt. 
- 2 ln ° lo lo 1 2 2 2 2 
Multiplicando a terceira equação de {2.4.23) por v, integrando em O x (0, t), com O $_ t ::; T, e 
procedendo de modo análogo obtemos 
~i v2 (t)dx + kz1t i 1Vvl2 dxdt 
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~ ~ k vÕdx+ 1t fn { l~zl u2 + lB1 + l~zl + l~sl] vz + l~sl 7z} dxdt. 
Multiplicando a primeira equação de (2.4.23) por r-11 u-l2v, integrando em Ox (0, t), com O ~ t ~ T 
e utilizando a desigualdade de Young, obtemos 
~ k (r -ltu- bv)2 (t)dx + b ht h (j\7rj2 -lt \h'Vu -lz'VTV'v) dxdt 
~C k (rJ + uÕ + vÕ)dx +C fot h (r2 + u2 + v2 )dxdt +C fot i (ft - h)2dxdt. 
Multiplicando a primeira desigualdade obtido por uma constante A > O, a segunda por B > O e 
somando-as à terceira desigualdades obtida temos 
~ r ((r -l,u -l,v)2(t) + Au2(t) + Bv2 (t)J dx 
2 lo 
+ fot h {bjV'rj 2 - bl1 'V r \lu- blz 'ih \i' v+ Ak1 j\7uj 2 + Bkzl\7vl 2 ) dxdt 
'5_ C L (rJ + uÕ + vÕ)dx + fot lo {[AIA ti+ A l~zl +A l~sl + B l~zl +c] u2 } dxdt 
+ ll {[AI~'I +BIB,I+BI~'I +BI~sl +C] v'}dxdt 
+ ll { [AI~sl + Bl~sl +c] r'} dxdt +c ll (f,- h)'dxdt 
Como r 1, Tz, Ut, u2 , v1 , vz E L=(Q), pela Proposição 2.2, temos que At, A2 , A3, B1, Bz e B3 E L00 (Q). 
Logo, 
~ r [(r -l,u -l,v)2 (t) + Au'(t) + Bv2 (t)J dx 
2 lo 
+ 1t In (biVrl 2 - blt V r \lu- bh\lr\lv + Akt1Vul2 + Bkz1Vvl 2 ) dxdt 
:S C [l (rJ + uÕ + v5)dx + 1t k (r2 + u2 + v2 )dxdt + 1t l (h- /2) 2dxdt] . 
Tomando A:::: max{1+4l~, (l+bl~)/kt} e B :::: max{1+4l5, (l+bl5)/k2}, temos que (r+ ltu + l2v)
2 + 
Au2 +Bv2 2' r; +u2 +v2 e biVrl2 -blt 'Vr'Vu-b[z 'Vr'Vv+ Akti'Vul2 + Bkzi'Vvl2 2' ~I'Vrl2 + I'Vui 2 +1Vvl2 . 
De onde, 
l [r2 (t) + u'(t) + v2 (t)] dx + ll (l'hl' +IV ui'+ 1Vvl2 ) dxdt 
:S C [In (rJ + uõ + vÕ)dx + fot In (r2 + u2 + v2 )dxdt + 1t In (ft - fz) 2dxdt] . 
Agora, usando o Lema de Gronwall na desigualdade satisfeita pela primeira integral acima, obtemos, 
r [r'(t) + u2 (t) + v2 (t)] dx + r' 1 (IV ri'+ IV ui'+ IVvl') dxdt 
ln lo n t 
:S C [k (r6 + uÕ + v5)dx + 1 k (ft- h)2dxdt] , (2.4.24) 
30 CAPÍTULO 2. MODELO DE SOLIDIFICAÇÃO 1 
para todo O::; t:::; T. 
Agora, multiplicando a segunda equação de (2.4.23) por {}ujfJt, integrando em O x (0, t), com O::; 
t ::::_ T, e utilizando a desigualdade de Young, temos 
fot lo (:) 2 dxdt + i In 1Vu(t)l2dx ::; Clluoll~f(ü) 
+ fot l [c,:1Atlu2 +c1Atl (~~) 2 +C,1Azlv2 +ciAzi (~~) 2 +G.,IA3Ir2 +c[AJI (:) 2] dxdt. 
Como At, Az e A3 E L 00 (Q), temos que existe ê >O suficientemente pequeno tal que t:IA1 1 +eiA21 + 
ciA31 ::; 1/2 q.t.p. em Q. Tomando tal e e usando a inequação (2.4.24) temos 
fot In ( ~;) 2 dxdt + kt k IY'u(tWdx::; C [lluoll~i(ü) +h (rJ + v5)dx + fot h (/1- f2} 2dxdt] , 
(2.4.25) 
para todo O< t < T. 
De modo análogo, multiplicando a terceira equação de (2.4.23) por 8vj8t e integrando em O x (0, t), 
com O ::; t ::; T, obtem-se 
fot l (~~) 2 dxdt + k2liVv(t)l2 dx S: C [llvoll~j(O) + l (T5 + u~)dx + 1t l (ft- /2) 2 dxdt] , 
(2.4.26) 
para todo O< t < T. 
Multiplicando a primeira equação de (2.4.23) por ârjât, integrando em O x (O,t), com OS t S T, e 
utilizando a desigualdade de Young, obtem-se 
1'1(8r)' b(l, , o n ât dxdt + 2 Jn 'Vr(t)l dx S Cllrollwj(n) 
+ 1' l [cc (~~)'H(~:)' +Cc (~~)'H(~:)' +Ccf' H (~:)}xdt 
Tomando c = 1/6 e utilizando as desigualdades (2.4.25) e (2.4.26) obtemos 
1' 1 (~:)' dxdt+b r ]'Vr(t)]'dx 
o n lo. t 
::! C [l!roll~j(O.) + lluoll~j(O.) + llvoll~j(n) + 1l (ft- h) 2dxdt] , (2.4.27) 
para todo O< t < T. 
Finalmente multiplicando a segunda equação de (2.4.23) por ( -Au), terceira por (-Av), integrando 
cada uma das igualdades obtidas em 11 x (O, t), com O::; t S T, e procedendo da mesma forma como foi 
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obtida a desigualdade (2.4.25), temos 
11\lu(t)l'dx + k, [ ilt.ul'dxdt 
Q o Q t 
<:C [llrolllv;(o) + lluolllv;(o) + llvolllv;101 + 1l (h - h)2dxdt] 
' lo !'Vv(t)! 2dxdt + kz ht h !D.v! 2dxdt 
::S C [llroll~f(o) + lluollivf(llJ + llvoll~?(n) + fot l (ft- h) 2 dxdtJ , 
para todo O:::; t:::; T. 
(2.4.28) 
(2.4.29) 
Agora, multiplicando a primeira equação de (2.4.23) por (-.ó.r), integrando em n x (O,t), com 
O:::; t:::; T, e procedendo como foi feito para obter (2.4.27), obtem-se 
fn1'Vr(t)l 2dxdt + b 1' fn1t.rl 2dxdt 
.,:; C [llrolliv:r(n) + lluollivf(11) + llvoll~:f(n) + 1t l (fl- h)2dxdt] , 
para todo O -:::; t ::; T. 
Das desigualdades (2.4.24) a (2.4.30) obtemos que 
(2.4.30) 
llrllw~l,I(Q) + llullwi·t(Q) + llvllw~u(Q) :S: C [llrollwj{n) + lluollw:f(n) + llvollw,?(fl) +11ft- hiiP(Q)J, 
(2.4.31) 
o que prova o teorema. 
• 
Corolário 2.1 Sejam h e h E Lª(Q), com q > 5/2, (rJ 1 ufi, vfi) e (rJ, uõ, vÕ) E W:i(O) x W:i(O) xW?(!1) 
e sejam (r1 , U1, v1), (r2, u2, v2) E W:i' 1 (Q) x Wi' 1 (Q) x W:f•1 (Q) as soluções correspondentes do problema 
{2.0.1} com ((rJ,uÕ,vÕ),ft) e com ((rJ,ul,vl),f2), respectivamente. Suponha que b, lt, l2, kt, k2, a1, 
%, c1 , c2, d1, d2 são constantes, com b, k1 , k2, at, a2 > O, e rJ, ub, v8 satisfazem ôrJ/ônlan = 
ôubfônlan = âvb/ônlan =O e O:::; uõ, võ :::; M, para i= 1, 2. Além disso, suponha que !1 C m.3 é um 
domínio aberto, limitado e de classe C2. Então (Tt, UIJ Vt ), (72, U2, V2) E w-§· 1 (Q) X WJ20/3(Q) X w{o~3(Q), 
onde q = rnin{l0/3, q}, e satisfazem a seguinte estimativa de estabilidade 
Ih- 72llwi·l(Ql + llut- u2llw?o~3 {Q) + llv1- v2llw,20~ 3 (Q) 
5 C [llrJ - rJIIwg(n) + lluÕ- uÕIIw:f(O) + llvÕ- vÕIIwg{n) +11ft- hiiLo(Q)J , 
onde C depende de !1, T, M, das constantes do problema (2.0.1} e de 7 1 , 72, u1 , u2 , v1 e v2 . 
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Se, além disso, rJ, ub, vb E Wiv/õ(O), com 2 ::; 3pf5 < oo, para i = 1,2, então (n,ut,Vt), 
(r2 ,u2 ,v2 ) E W#' 1(Q) x Wff· 1 (Q) x WJ'-· 1 (Q), onde lf= min{p,q}, e satisfazem a seguinte estimativa de 
estabilidade 
Ih- r2llw:·l(Q) + llut- U2llwi·l(Q} + llv1- vzllw;•t(Q) 
$C [llrJ- rJIIw2 (OJ +I lu~- uÕIIw2 (O)+ li vã- v~llwi 
1 
(O)+ I ih- hiiL•{Ql] • 
Sp/~ Sp/6 op 5 
onde C depende de O, T, M, das constantes do problema {2.0.1) e de r 1 ,-r2,u1,u2,v1 e v2. 
Demonstração: 
Sejrun r1 ,r2 , u 1 , u2, Vt, v2 , r, u, v, To, uo e v 0 como na demonstração do Teorema 2.2. 
Pelo Teorema anterior temos que (r,u,v) E Wi' 1 (Q) X wff•1 (Q) X w:f•1(Q) e satisfaz a estimativa 
(2.4.31). Como At, A2 , A3 E L00 (Q), temos que A1u + A2v + A3r E L10{Q) C L1013 (Q). Além disso, , __ ,_ 
uo E W:_f(O) e, pelo Corolário 1.3, Wi(O) C W101~
013 (0). Então, aplicando o Teorema 1.4 à segunda 
equação do problema (2.4.23), temos que u E W~Q~3 (Q) e satisfaz 
llullw2,1 (Q) ~C [IIAtullpots(Q) + IIA2viiLto/s(Q) + IIA3riiLLota(Q) + lluoll 2-$ ] , 10/3 W101~0 (fl} 
::; C [iiullwi·l(Q) + llvllwi·'(Q) + llrllw22 ·1(Q) + lluollw}(n)], 
pela desigualdade de Hõlder. Agora, pela desigualdade (2.4.31), temos 
(2.4.32) 
Comovo E W:i(O), procedendo de modo análogo para a terceira equação de (2.4.23), obtemos que 
v E W1
2Q~3 ( Q) e satisfaz 
(2.4.33) 
Agora u,v E W{Qj3 (Q), logo~~.~~ E L1013(Q). Como ft- h E Lq(Q), temos que o segundo 
membro da primeira equação do problema (2.4.23) pertence a L'l(Q), onde q = min{q, 10/3}. Além ,_ ' 
disso, ro E Wf{O) e, pelo Corolário 1.3, W:f{O) C W101~ (0). Então, pelo Teorema 1.4 aplicado a 
equação mencionada acima, obtemos que r E w:· 1 (Q) e satisfaz 
::; C [11ullw;0~ 3 (Q) + \lvllw;o}a(Q) +11ft- i211L9(Q) + llrollwJ(n)] · 
De onde, obtemos pelas desigualdades (2.4.32) e (2.4.33) que 
llrllw,"'IQ) $C [llrollwi(n) + ll•ollwi(n) + llvollwi(O) +!Ih- hilL•(Qi]· 
Somando as desigualdades (2.4.32) a (2.4.34) obtemos a desigualdade desejada. 
(2.4.34) 
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Suponha agora quero, uo, Vo E Wiv;5(0), com 2 ~ 3pj5 < oo. 
Repetindo O que foi feito na parte anterior, obtemos que (r, u, v) E W:'1 (Q) X W12Q)3 (Q) X W12Q)3 (Q), 
onde q = min{q, 10/3}, e satisfaz a estimativa 
ll 7 1lw'·'(Q) + llullw•·• (Q) + llvllw'·' (Q) õ 10/3 10/3 
~C [llrollwi(O) + lluollwi(O) + llvollw/(O) + llh- hiiL•(Q)]· 
Como (r,u,v) E w:·1 (Q) X w{o/s(Q) X Wt20/3(Q) c L=(Q) X L=(Q) X L 00 (Q) e como At, Az, 
A3 E L=(Q), temos que Atu + Azv + A3r E L=(Q) C LP(Q). Além disso, uo E WiP; 5 (!1) e, pelo 
Corolário 1.3, W:fP/5 (!1) c w:-; (!1). Então, aplicando o Teorema 1.4 à segunda equação do problema 
(2.4.23) ternos que u E w;•1 (Q). Procedendo de modo análogo ao que foi feito para obter a desigualdade 
(2.4.32) e usando a desigualdade anterior, temos que u satisfaz 
(2.4.35) 
Procedendo de modo análogo para a terceira equação de (2.4.23), obtemos que 
(2.4.36) 
Finalmente, u, v E Wi· 1 (Q), então~~'~~ E LP(Q). Como fi- h E Lq(Q), temos que o segundo 
membro da primeira equação de {2.4.23) pertence a Llf(Q), onde íj = min{p, q}. Além disso, To E w;P15 (0) 
2-~ 
e, pelo Corolário 1.3, WiP/5 (O) c Wp P (fl). Portanto, pelo Teorema 1.4 aplicada à primeira equação do 
problema (2.4.23), obtemos que T E w;·1 ( Q), com íj = min {p, q}. Procedendo como foi feito para obter 
a desigualdade {2.4.34) e utilizando as desigualdades (2.4.35) e (2.4.36), temos que T satisfaz 
[[TIIw;·'(Q)::; C [lirollw;P15 (0) + [[uollw;p16 (0) + llvollw;p15 (0) + llh- hiiLo(Ql} · 
Neste caso, a desigualdade desejada segue das desigualdades (2.4.35) a (2.4.37). 
Segue diretamente do Teorema 2.2 o seguinte resultado: 
(2.4.37) 
• 
Corolário 2.2 Suponha que b, lt, b, kt, k2, a1, a2, c1, c2, dt e~ são constantes, com b, kt, k2, a1, a2 > 
O, f E L9(Q), com q > 5/2, e To, uo, VoE W{(O) satisfazem ÔTo/ânlao = âuofân[ao = âvof&n[an =O e 
o::; Uo,Vo::; M. Além disso, suponha que n c IR3 é um domínio aberto, limitado e de classe C2 . Então, 
a solução (T,u,v) E wi·1(Q) X Wi• 1(Q) X wi•1(Q) do problema {2.0.1} é única. 
Do Corolário anterior e das Proposições 2.2 e 2.3, segue diretamente o teorema abaixo. 
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Teorema 2.3 Suponha que b, l1 , l2 , k1 , k2 , a1 , a2 , c1 , cz, d1 e dz são constantes, com b, kt, kz, 
a1 , &.! > O, f E Lq(Q), com q > 5/2, e r0 , uo, v0 E W:.f(O) satisfazem 8-ro/ônlan = ôuofânlan = 
8v0 /ôniao =O e OS: uo,vo S: M. Além a~·sso, suponha que !1 c lR3 é um domínio aberto, limitado e 
de classe C 2 • Se (r,u,v) E w:f•1 (Q) X wi·1 (Q) X Wi· 1 (Q) é uma solução de (2.0.1}, então (r,u,v) E 
w:·1 (Q) x W~Qj3 (Q) x w;oj3 (Q), onde q = min{l0/3,q}, e satisfaz a seguinte estimativa 
IITIIw;·'(Q) + llullw;ó),<Ql + llvllw;;),(Q) S C [IIToilw!(O) + lluollw!(n) + llvollw!(n) + IIJIIL•(Q)], 
onde C depende de !l, T, M e das constantes do problema {2. 0.1). 
Se, além disso, To, uo, VoE W:fp/5(!1), com 2 :S 3pj5 < oo, então (r,u,v) E Wi'1(Q) x Wi·1(Q) x 
Wi•1(Q), onde q = min{p, q}, e satisfaz a seguinte estimativa 
llrllw:·1(Q) + llullw;''(Q) + llvllw;•'(Q) S C [11rollw;p16 (o) + lluollw;p15 (o) + llvollw;P15 (0) + llfiiLq(Q)J, 
onde C depende de n, T, Me das constantes do problema (2.0.1). 
2.5 Um novo problema 
Sejam O C ne um domínio aberto, limitado e de classe C2 , T E IR finito e Q :::: O x (0, T) como 
antes. 
Queremos agora obter resultados análogos aos anteriores para o seguinte problema: 
âr âu âv âw 
-- bâ.r =h- +l2- +la- em Q 
âu ât ât ât ât 
§t -k6.u=-atUW(w-u+d1r+ci) em 




8t- k.ó.w = -a1uw(u- w- dtr- ct)- a2vw(v- w- d2T- c2 ) em Q 
ar :::: Bu = av :::: éJw :::: 0 em âfl x (0, T) 
ân ân ân ân 
7 = 7Q U = UQ , V= VO e W = Wo em f! X {t = 0}, 
(2.5.38) 
onde b, 11 , l2, l3, k, a1, a2, c1 , c2, dt, d2 são constantes, com b, k, a 1 , a2 >O, f E Lq(Q), com q > 5/2, 
é uma função dada e as condições iniciais r0 , uo, Vo e wo E WJI(O) satisfazem u0 , vo e w0 2 O em O, 
Uo + Vo + Wo :::: 1 em f! e ÔTo/ 8njeQ :::: ÔUof 8nleo :::: Ô'f.bjânleo = ÔWQjân\eO :::: 0. 
Além disso, considerando M dado por (2.2.18), isto é, 
M ~ 1 + max{ld,l, ldzl} + max{lc,l, lczi}K 
com K =C [llrollwj(O) + lluollw§(n) + llvollwj(n) + llfiiP(Q) + llroll~j(n) + lluoll~j(O) + llvoii~J(O) 
+llflli2(Q) + 11Uoll~2(n) + 11Voll12(fld• como em (2.1.17), é claro que O::;; uo,vo,wo S M. 
Um resultado sobre existência de solução do problema (2.5.38) é o seguinte: 
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Teorema 2.4 Suponha que b, h, l2, l3, k, a1, a2, cr, c2, dr, fk são constantes, com b, k, ar, a2 >O, 
f E Lª(Q), com q > 5/2 e To, uo, Vo e wo E Wf(O) satisfazem ârofânleo = ôuo/ân[en = âvofân[en = 
&wofânlan = O, uo, 1b e Wo ;::: O e Uo + vo + Wo = 1 em !1. Além disso, suponha que O C IR3 é um 
domínio aberto, limitado e de classe C2 . Então (2.5.38} possui uma solução (r,u,v,w) E Wi•1(Q) x 
Wi• 1(Q) X Wi• 1 (Q) X Wi• 1 (Q) tal que T, U, V C W satisfazem as estimativas: 
IITIIw;·'(Q) + llullw;·'(Q) + llvllw;·'(Q) + llwllw;·'(Q) 
~C (IITollwfp) + lluollwf(O) + llvollw/(O) + llwollwf(n) + llfiiL'(Q)), 
u,v,wZO e u+v+w=l, 
onde C depende de O, T e das constantes do problema {2.5.38). 
Para demonstrar tal resultado basta considerar (r,u,v) E Wi'1 (Q) X Wi'1 (Q) X Wi' 1 (Q) a única 
solução do problema (2.0.1) e tomar w = 1- u- v. Procedendo como na obtenção das estimativas 
para llullwg·'(Q) e para [[vllwg·'(Q) na Proposição 2.1 e utilizando-as, mostra-se a estimativa satisfeita por 
llwllwg·'(Q)" E procedendo como na demonstração de que u,v 2: O no Teorema 2.1, mostra-se que w 2: O. 
Observação 2.2 Segue do teorema anterior e do modo como este é demonstrado que se (T,u,v) E 
Wi'1 (Q) X Wi' 1(Q) x Wi•\Q) é solução do problema (2.0.1), então u,v?: 0 eu+ v~ 1. De onde, 
o~ u,v :s 1. 
Vejamos agora um resultado sobre a regularidade de solução do problema (2.5.38). 
Teorema 2.5 Suponha que b, lt, /2, 13, k, a1, a2, Ct, c2, d1, rh são constantes, com b, k, a1, a2 >O, 
f E Lq(Q), com q > 5/2 e To, uo, Vo e Wo E Wf(O) satisfazem 8Tof8n[an == 8uofân[en == 8voj8nlen == 
8wo/ôn[an = O, Uo, vo e wo 2: o e Uo + vo + Wo = 1 em n. Além disso, suponha que n c JR3 é um 
domínio aberto, limitado e de classe C2 . Se (T,u,v,w) E [wi·1(Q)r é uma solução de (2.5.38), então 
(T,u,v,w) E w;•1 (Q) X W~Q~3 (Q) X W~Q~3 (Q) X W~Q~3 (Q), onde(j = min{1Qj3,q} e satisfaz a estimativa 
llrllwi·'(Q) + llullw[o~3 (Q) + llvllw;o}alQ) + llwllw;.;~ 3 (Q} 
~C [llrollwf(O) + lluollwf(O) + llvollw?(o) + llwollw?(n) + IIJIIL•(Q)J, 
(2.5.39) 
onde C depende de n, T e das constantes do problema {2.5.38). 
Se, além disso, To, Uo, Voe Wo E w;p/5(0), com 2::; 3p/5 < oo, então (T,u,v,w) E w;•1(Q) X 
w;•l (Q) X w;•l (Q) X Wff•1 (Q), onde {j = min{p, q} e satisfaz a estimativa 
IITIIw;·'(Q) + llullw;·'(Q) + llvllw;·'(Q) + llwllw;·'(Q) 
<C [llrollw• (O)+ lluollw• (O)+ llvollw• (O)+ llwollw• (O)+ llfiiL•(Q)]· - 3~/5 Sp/6 3p/5 3p/5 
(2.5.40) 
onde C depende de n, T e das constantes do problema {2.5.38}. 
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Para demonstrar tal teorema, basta considerar uma solução (u, v, w) do problema (2.5.38) e observar 
que, como u +v+ w == 1, então (u,v) é solução do problema (2.0.1). Então, usando o Teorema 2.3, 
obtemos que (u, v, w) pertence ao espaço desejado e que u e v satisfazem as estimativas desejadas. Para 
obter as estimativas para w, basta aplicar o Teorema 1.4 à terceira equação de (2.5.38). 
Vejamos agora resultados sobre a estabilidade e a unicidade da solução de (2.5.38). 
Teorema 2.6 Sejam h e h E U(Q), com q > 5/2, (TJ,uô,vô,wÕ) e (r~,u5,võ,wÕ) E [Wi(0)] 4 e 
se(fam (r1ou11 v1,w1), (r2 ,u2 ,v2 ,w2 ) E [wff·1 (Q)r as soluções correspondentes de (2.5.38} com ft e 
(rJ,uô,võ,wõ) e com fz e (r6,uõ,v5,w5), respectivamente. Suponha que k, a1, a2 >O são constantes e 
rJ, ub, v~ e wh satisfazem ôTJ/ôn\an = ôub/ôn\an = ôv8fôn\an ::::: ôwb/ôn\an =O, ub, v&, wó 2: O e 
uõ + vó + wõ ::::: 1, para i :::: 1, 2. Além disso, suponha que O C IR3 é um domínio aberto, limitado e de 
classe C2. Então (Tt, u1, vlt w1) e (-r2, u2, v2, w2) satisfazem a seguinte estimativa de estabilidade 
llut- u2llw,;l,I(Q) + IIV:L- v2\lw?·'(Q) + 1\wl- W2\\w:·'(Q) 
~C [IITJ -T61iwl(OJ + \IUÕ- UÕIIw;(o) + llvó- v~llw;(n) + llwó- w~l\w,il(n) +11ft- hliP(Ql], 
(2.5.41) 
onde C depende de n, T, das constantes do problema {2.5.38} e de Tt,T2 ,u1 ,u2 ,vlt v2, w1 e w2. 
Para demonstrar tal teorema basta observar que (ut, vl), (u2, V2) E wi·1(Q) X w;·1 (Q) são soluções 
do problema (2.0.1) e utilizar o Teorema 2.2 para obter as estimativas para llu1 - u2\lwi·'(Q) e para 
llvt- v2\lw,i·'(Q)· Para obter a estimativa para l\w1 - W21lw;·'(Q)> basta utilizar que wi ::::: 1- ui- vi> 
para i :::: 1, 2, e as estimativas anteriores. 
Do mesmo modo que foi feito na Seção 2.4, segue deste teorema o resultado abaixo: 
Corolário 2.3 Sejam !I e h E Lq(Q), com q > 5/2, (TJ,uõ,vJ,wó) e (TJ,uõ,v6,w6) E [W{(O)t e 
sejam (T1 ,u1 ,vt,wt), (r2,u2,v2,w2) E [w{' 1(Q)r as soluções correspondentes de (2.5.38} com h e 
(Tc\-,u~,vó,wã) e com h e (TJl,uÕ,v6,w6L respectivamente. Suponha que k, at, a2 >O são constantes 
e Td, ub, vb e wJ satisfazem ôTjjôn\an :::: ôub/ônlan :::: ôvô/ôn\an :::: ôwÕ/ôn\an ::::: O, uô, vb, wb 2: O 
e ufí + vJ + wb :::: 1, para i :::: 1, 2. Além disso, suponha que O C IR3 é um domínio aberto, limitado e 
de classe C2. Então (Tt,Ut,Vt,Wt) e (T2,U2,v2,w2) E Wlf'1 (Q) X w;•1 (Q) X w;·1(Q) X w;·1 (Q), com 
(j = min{p, q} e satisfazem a seguinte estimativa de estabilidade 
\ITt- T2\lw;·'(Q) + 1\ut- u2\lw;·'(Q) + l\v1- v2llw,;·'(Q) + Uwt- w2\lw;·'(Q) ~C (1\TJ- TJIIw;v16(n) 
+\lu~- u~llw;v1 ~(0) + \lvJ- vJI\w;P1~(0) + llwÓ- w511w;p16 (U) +11ft- hi\Lq(Q)], 
onde C depende de O, T, das constantes do problema {2. 5.38} e de r 1 ) T2, Ut, U2, v1 , ~, Wt e W2. 
Segue também do Teorema 2.6 o seguinte resultado: 
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Corolário 2.4 Suponha que b, lt, h, ls, k, a1, a2, q, c2, dt, dz são constantes, com b, k, a1, a2 >O, 
f E Lª(Q) com q > 5/2, e To, uo, Vo e wo E W](f!) satisfazem ÔTo/ônlan = ôuofônlan = ôvojônlao = 
âwofônlao = O, uo, Vo e wo 2: O e uo + v0 + wo = 1 em O. Além disso, suponha que O C IR3 é um 
domínio aberto, limitado e de classe C2 • Então a solução (T, u, v, w) E [ Wi' 1 (Q) r do problema (2.5.38} 
é única. 
2.6 Modelo de Solidificação 1 Sem Equação de Temperatura 
Nesta seção veremos resultados análogos aos anteriores para um problema formado pelas equações 
para as funções campo de fase do modelo de solidificação tratado anteriormente, mas sem a equação 
para a temperatura. Estes resultados serão úteis quando tratarmos de alguns dos problemas de controle 
abordados mais tarde. 
Sejam O c IR3 um domínio aberto, limitado e de classe C2 , T E IR finito e Q = fl x (0, T). 
Consideremos o problema com condições de fronteira e condições iniciais: 
ou 
-- k1llu = -a1u(l- u- v)(l- 2u- v- 2m!) em Q 
&L 
- - k2!:1v = -a2v(l -v- u)(l - 2v- u- 2m2 ) em Q 
at au 8v 
- = -=O em 8f! x (0, T) 
8n 8n 
u = u0 e v= v0 em n x {t =O}. 
(2.6.42) 
As funções campo de fase u e v distinguem entre dois subdomínios sólidos com cristalizações distintas 
e um subdomínio líquido em Q. Aqui k1 , k2, a1 e a2 são constantes positivas e m 1 , m2 E L=(Q) são 
funções dadas que dependem da temperatura. n representa o vetor unitário normal exterior à 80. As 
condições iniciais uo e Vo são dadas em W:f(O). Além disso, denotando por 
(2.6.43) 
vamos supor que O ::::; uo, vo ::::; M. 
Vamos agora, somente enunciar alguns resultados sobre existência, estabilidade e regularidade de 
solução do problema (2.6.42). Tais resultados podem ser demonstrados de forma análoga, ou mais simples, 
que seus análogos para o problema (2.0.1). 
Procedendo de modo semelhante, mas mais simples, ao que foi feito para a obtenção do resultado 
sobre existência de solução do problema (2.0.1), obtemos o seguinte resultado para existência de solução 
do problema (2.6.42): 
38 CAPÍTULO 2. MODELO DE SOLIDIFICAÇÃO 1 
Teorema 2.7 Suponha que k1 , k2 , a1 , a2 > O são constantes, mt, mz E L'x'(Q) e uo, Vo E W:[(fl) 
satisfazem 8uof8n[en = 8vof8n[on = O e O :S uo,Vo S M. Além disso, suponha que fl C IR3 é 
um dom(nio aberto, limitado e de classe C2 • Então o problema (2.6.42) possui uma solução (u, v) E 
w{• 1(Q) x W{'1 (Q) tal que u e v satisfazem as estimativas: 
llullwi·'(Q) :S Clluollwg(n)• llvllw,i·'(Q) :S Cllvollw;{n) e OS u,v S M q.t.p. em Q, 
onde C depende de n, T, M e das constantes do problema {2.6.42). 
Para a regularidade de solução do problema (2.6.42) temos os seguintes resultados: 
Proposição 2.4 Suponha que kt, k2 , a 1 , a2 >O são constantes, m 1 , mz E L00{Q) e uo, v0 E W](n) 
satisfazem 8uof8nlen = 8vof8nlen =O e O:::; u0 ,vo :5 M. Além disso, suponha que n c IR? é um 
dom{nio aberto, limitado e de classe C2 . Se (u,v) E w;•1(Q) X wi·1(Q) é uma solução de {2.6.42}, 
então (u,v) E w;Q~3 (Q) x w;Q~3 (Q) e satisfazem as seguintes estimativas 
onde C depende de n, T, M e das constantes do problema (2.6.42). 
Se, além disso, (u,v) E Wi'
1 (Q) x Wi'1(Q) é uma solução de {2.6.42) e u0, voE WfP15 (!1), com 
2:::; 3pj5 < oo, então (u,v) E w;•1 (Q) x w;•1 (Q) e satisfazem a seguinte estimativa 
onde C depende de !1, T, Me das constantes do problema (2.6.42). 
Proposição 2.5 Se (u,v) é uma solução do problema (2.6.42) dada pelo Teorema 2.7, então (u,v) E 
W~ij~3 (Q) X W~Q~3 (Q) e satisfazem as seguintes estimativas 
llullw;o{aCQl ::; ClluollwJ(n) e llvllw;oiaCQ) :S CllvollwJ(O)• 
onde C depende de n, T, Me das constantes do problema (2.6.42). 
Se, além disso, uo, Vo E WfP/5 (Q), com 2::; 3pj5 < oo, então (u,v) E Wi•
1(Q) x Wi•1(Q) e 
satisfazem as seguintes estimativas 
onde C depende de n, T, Me das constantes do problema {2.6.42). 
Para a estabilidade e unicidade de solução do problema (2.6.42) temos os resultados enunciados a 
seguir. 
2.6. MODELO DE SOLIDIFICAÇÃO 1 SEM EQUAÇÃO DE TEMPERATURA 39 
Teorema 2.8 Sejam (m1,m2 ) e (nt,nz) E L00 (Q) x L=(Q), (uà,v6) e (u~,v5) E Wf(O) x W{(n) e 
sejam (u1 ,vt), (u2 ,v2 ) E Wi'1 (Q) x Wi' 1(Q) as soluções correspondentes do problema {2.6.42) com 
(mt,ffi2) e (uJ,vJ) e (nt,n2) e (UÕ,vfi), respectivamente. Suponha que kt, k2, a1, a2 >O são constantes 
e u~ e vb satisfazem 8u~f8nlan = âvbfânlan = O e O :::; ub, v& ::; M, para i = 1, 2. Além disso, suponha 
que n C IR? é um domínio aberto, limitado e de classe C2 . Então (ut, Vt) e (u2 , v2 ) satisfazem a seguinte 
estimativa de estabilidade 
llu1- u2llw;·l(Q) + llvt- v2llw;·1(Q) 
:::; C [lluõ- uõllwJ(O) + llvõ- vÕIIwf(O) + ]]mt- nti!L""(Q) + llmz- nz]IL=(Q)], 
(2.6.44) 
onde C depende de O, T, M, das constantes do problema (2.6.42) e de u1,u2, v1 e v2 • 
Corolário 2.5 Sejam (mt, m2) e (ni' n2) E L00 (Q) XL00 (Q) e (uij, v~) e (ttÕ, v5) E w;p/5 (n) X w;p/5 (n), 
com 2 :::; 3p/5 < oo, e sejam (u11 vt), (u2,v2) E Wi'1(Q) x Wi'1 (Q) as soluções correspondentes do 
problema (2.6.42) com (m1,m2 ) e (uij,vij) e com (n1,n2) e (uÕ,v5), respectivamente. Suponha que k1 , 
k2, a1 , a2 >O são constantes e uh, vb satisfazem o::: âubfânlao o::: âvbfâniao o::: O e O:::; ub, vb:::; M, para 
i= 1,2. Além disso, suponha que n c IR3 é um domínio aberto, limitado e de classe C 2 • Então (ut,VI}, 
(u2,v2) E Wi·1(Q) X Wi• 1(Q) e satisfaz a seguinte estimativa de estabilidade 
llttt ~ u21lw;·1(Q) + llvt- v2llw;·'(Q) 
:S C [iiuÕ- uÕIIw;p/"(o) + llvÕ- vÕIIw;p
1
"(o) + llm1- ntiiL.,.,(Q) + IIm2- n2IIL=(Q)], 
onde C depende de n, T, M, das constantes do problema (2.6.42) e de u1, u2 ,v1 e v2. 
Segue diretamente do Teorema 2.8 o seguinte resultado: 
Corolário 2.6 Suponha que k1, k2, a1, a2 > O são constantes, m1, m2 E L00 (Q) e uo, Vo E W?(n) 
satisfazem âu0j8nlao ;::: 8v0j8nlao =O e O~ uo,Vo :::; M. Além disso, suponha que f! C IR
3 é um 
domínio aberto, limitado e de classe C2 • Então, a solução (u,v) E Wi' 1 (Q) x W{' 1 (Q) do problema 
(2.6.42) é única. 
Do último corolário e da Proposição 2.5 obtemos o seguinte teorema: 
Teorema 2.9 Suponha que k1 , k2 , a 1 , a2 > O são constantes, m1, m2 E L=(Q) e uo, vo E W{(n) 
satisfazem 8uo/8nlao = âvo/ânlao ;::::: o e o:::; Uo,Vo :::; M. Além disso, suponha que n c IR3 é um 
domínio aberto, limitado e de classe C2 • Se (u,v) E W:J'1 (Q) x Wi'1 (Q) é uma solução de {2.6.42), 
então (u,v) E W{Q~3 (Q) x W{Q~3 (Q) eu e v satisfazem as seguintes estimativas 
llullw'·' (Q) <: Clluollw'(n} e llvllw'·' {Q} <: Gllvollw'(O)• 
lD/> 2 10/3 2 
onde C depende de n, T, M e das constantes do problema (2.6.42). 
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Se, além disso, uo, Vo E Wip/5 (0), então (u,v) E Wff•
1(Q) X w;•1 (Q) e satisfazem as seguintes 
estimativas 
llullw'·'(Q) < Clluollw' (O) ' llvllw'·'(Q) < Cllvollw' (O)· p - >p/5 " - 3p/5 
onde C depende de !1, T, M e das constantes do problema (2.6.42). 
Observação 2.3 Como foi feito para o problema (2.0.1), pode-se usar o problema satisfeito por (u, v, w), 
onde (u,v) é uma solução qualquer de (2.6.42) e w = 1-u- v, para mostrar que toda solução (u,v) de 
(2.6.42) satisfaz O ::; u, v ::; 1. 
Capítulo 3 
Modelo de Solidificação 2 Sem 
Equação para a Temperatura 
Sejam n c lR3 um domínio aberto, limitado e de classe C2 , TE IR finito e Q = n x (O,T), como nos 
capítulos anteriores. Aqui vamos discutir existência, regularidade e unicidade de soluções do problema 
com condições de fronteira e condições iniciais: 
au 
-- kt::.u = -a1uw(w- u- 2mt)- a3uv(v- u- 2m3 ) em Q 
~t 
-- kt::.v = -azvw(w- v- 2m2)- a3uv(u- v+ 2m3) em Q 
a?J 8t- k.ó.w = -a1uw(u- w + Zm1)- a2vw(v- w +2m2) em Q 
{)u = av = ôw =o em an X (0, T) 
ôn ân 8n 
(3.0.1) 
u=uo, v=vo e w=w0 em nx{t=O}. 
As funções campo de fase u, v e w distinguem entre três subdomínios sólidos com cristalizações 
distintas e um subdomínio líquido em Q. Aqui k, a1 , az e a 3 são constantes positivas e mt, m2 , m3 E 
L 00 ( Q) são funções dadas que dependem da temperatura. n representa o vetor unitário normal exterior 
à 8ft As condições iniciais u0 , vo e w0 são dadas em Wi(O) e satisfazem 8u0 jf:Jtlao = 8vo/8tlao = 
8wo/8tlao =O, uo, Vo, wo 2: O e uo + v0 + w0 =L 
3.1 Resultados Sobre Existência de Soluções 
Observemos que no problema (3.0.1) temos que u0 + vo + w0 = 1 e, além disso, somando suas três 
primeiras equacões obtemos 8(u+ v +w)j8t = O em Q. De onde, todas as possíveis soluções do problema 
(3.0.1) satisfazem u +v+ w = 1 em Q. Então substituindo w por 1- u- v neste problema obtemos o 
seguinte problema auxiliar: 
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au 
--k.ó.u=-a1u(l-u-v)(l-2u-v-2m1 )-asuv(v-u-2ms) em Q 
3~ 
~- kAv = -a2v(l- v- u)(l- 2v- u- 2mz)- aavu(u- v+ 2ma) em Q 
8w 8t 
-- k.ó.w = a1u(l-u-v)(l- 2u- v- 2ml) +a2v(l-v- u)(l- 2v- u- 2mz) em Q at 
{)u = av = aw =o em an X (0, T) 
8n an 8n 
u=uo, v=vo e w=wo em Ox{t=O}. 
(3.1.2) 
Para obter um resultado sobre existência de soluções do problema (3.0.1) vamos primeiro obter um 
resultado sobre existência de soluções do problema (3.1.2). E para obter tal resultado sobre a existência 
de soluções do problema {3.1.2), vamos primeiramente discutir a existência de soluções de um segundo 
problema auxiliar introduzido a seguir. 
3.1.1 Existência de Soluções de um Problema Auxiliar 
O problema auxiliar citado anteriormente é obtido de maneira análoga ao que foi feito para obter o 
problema auxiliar do Capítulo 2, isto é, rearranjando alguns termos da segunda e terceira equações do 
problema (3.1.2) para que elas tenha a estrutura da equação do problema (P) introduzido no Capítulo 1, 
e posteriormente, introduzindo truncamentos das funções u, v e w nos termos adequados. 
Então, para introduzir o problema auxiliar mencionado acima observemos que as duas primeiras 
equações do problema (3.1.2) podem ser escritas como: 
8u 
Bt - kó.u = -a1 u(I- u)(I- 2u- 2m1 ) + uv[2at + (a3 - 3a1)u- (ai + a3 )v- 2m1a1 + 2m3 a3] e 
av at - kilv = -a2v(I- v)(I- 2v- 2m2)+ vu[2a2 + (a3 - 3a2)v- (a2 + a3 )u- Zm2a2- 2msas], 
respectivamente. E consideremos o problema auxiliar: 
au 
Bt - kó.u = -atu(l- u)(I- 2u- 2m1 ) 
+1r(u)tr(v)[2a1 +(as- 3ai)tr(u)- (at + CLJ)7r(v)- 2m1a1 + 2m3a3 ] em Q 
av 
Bt - kó.v = -a2v(l- v)(l- 2v- 2m2) 
+n(v)tr(u)[2a2 +(as- 3a2)7r(v)- (a2 + as)n(u)- 2m2a2- 2msas] em Q 
au = av =o em an X (0, T) 
8n 8n 
u = u0 e v= v0 em n x {t =O}, 
onde k, a 1 , a2 , as, m 1 , m 2 , ms, u0 e v0 são como no problema (3.0.1) e o operador 1r é dado por: 
{ 
f(x, t) 
•(f)(x, t) = ~ 
se O ::::; f(x, t) ::::; M 
'e f(x,t) <O 
se f(x,t) > M 
(3.1.3) 
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com 
(3.1.4) 
onde A= max{a1,a2 } e a= min{at,az}. Observe que a'# O, já que a1 e a2 são ambos não nulos. 
Portanto, a fração Aja está bem definida. 
Proposição 3.1 Suponha que k, a1 , a 2 , a3 >O são constantes, m1, m 2 , m 3 E L 00 (Q) e u0 , v0 E W{(O) 
satisfazem 8u0 j8nlan =O= 8vo/8nl1m e O:::; uo,vo::.:; M, com M dado por (3.1.4). Além disso, suponha 
que n C IR? é um domínio aberto, limitado e de classe C2 • Então o problema {3.1.3} possui uma solução 
(u,v) E Wi•1 (Q) x Wi'1 (Q) tal que u e v satisfazem as estimativas: 
(3.1.5) 
onde C depende de 11, T, M e das constantes do problema (3.1.3}. 
Demonstração: 
Para mostrar a existência da solução do problema (3.1.3) vamos aplicar o Teorema de Ponto Fixo 
de Leray-Schauder (Teorema 1.3) no espaço de Banach 
B '= ((u,v) 'u,v E L9 (Q)} = L9 (Q) x L9 (Q). 
Para isto, vamos considerar o operador TJ.. : B --+ B com 
T,(~,v) = (u,v), V (~,v) E B, O<: À<: I, 
definido pelo problema: 
au at - kt:..u = -atu(l- u)(l- 2u- 2mt) 
+Arr(1t}rr(v)[2a1 + (a3- 3a1)7r(tt)- (at + as)1r(v)- 2mtal + 2msas] em Q 
av 
ôt - kllv = -azv(l- v)(l- 2v- 2m2 ) 
+..\-rr(v):rr(p)[2az +(as- 3a2)'rr(v)- (az + a3)1r(p)- Zm2a2- Zm3a3] em Q 
~~ = ~~ =O em 80 x (0, T) 
u=uo e v=vo em !lx{t=O}. 
Vamos agora demonstrar que as hipóteses do Teorema de Leray-Schauder são satisfeitas. 
a) Primeiramente mostremos que T;,(J-L, v) está bem definido V (p., v) E B e V O:::; À::; 1. 
(3.1.6) 
De fato, como tr(J.t), 1r(v), m1 E L'x'(Q), temos que 7r(p)7r(v)[2a1 + (a3 - 3at)7r(,U)- (a1 + as}rr(v)-
2m1a1 +2m3a3 ] E L00 (Q). Então aplicando o Teorema 1.1 à primeira equação do problema (3.1.6), temos 
que existe urna solução u desta equação e pelo mesmo teorema u E WJ0/ 3 (Q). Mas como W12Qj3 (Q) C 
L9 (Q), temos que u E L9 (Q). Agora aplicando o Corolário 1.4, temos que a solução u E L9 (Q) da 
primeira equação de (3.1.6) é única. 
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De maneira análoga, aplicando o Teorema 1.1 e o Corolário 1.4 à segunda equação do problema 
(3.1.6), temos que existe uma única solução v desta equação. Além disso, v E L9 (Q) n W12Q~3 (Q). 
Logo existe único (u, v) E B solução de (3.1.6). E portanto, T>.(/-L, v) está bem definido V (~t, v) E B 
e VOS À S 1, e para cada). E [0, 1}, T>. leva Bem B. Mais ainda, para cada À E [0, 1], Tl\ leva Bem 
Wl
2
0/aCQ) x Wl20/s(Q). 
h) A seguir mostremos que para todo). E [0, 1} fixo, T;..: B -t B é contínua e compacta. 
Para isso, fixemos À E [0, 1]. Sejam (p1 , vt ), ~. 112) E B e sejam (ui, v;) = T>.(/Li• v;), para i = 1, 2. 
Temos que ui satisfaz 
âui 8t- k.ô.u; = -at u.-(1- u;}(l- 2U;- 2m 1) 
+À7r{pt)1r(v;)[2al +{as- 3at)7r(tt;)- (at + as)1r(vi)- 2m1a1 + 2msas] em Q 
âui(8n=O em 8flx(O,T) 
Ui= UQ em fi X {t = 0}, 
para i= 1,2. 
Como Ul,U2 E w{o/a(Q), então pelo Teorema 1.2, temos que 
- À11'(J.L2)11'(v2)[2al + (aa- 3at}rr(J.L2)- (at + aa}rr(v2)- 2mtat + 2maa3]lluot•(Q) 
,.; C [l[•(~,)•(v,)- •V<>J•(v,)IIL'"i"(Q) + II•(~I)•(v,)- •(~2)•(v,)[[L'"~"(Q) 
+ [[•(~,)'•(v,) - •(~1 l'•(v,)[[L'"I"(Q) + [[•(~, )'•(v,) - •(~,)'•(v,)[[L'"i"(Q) 
+ [[•(~,)•(v,)'- •(~,)•(v,)'[[L'"i'(Q) + [[•(~,)•(v,)'- •(~,)•(v,)'[[L'"I'(Q)]' 
pois a1, aa, mt, ma E L 00 (Q). 
Agora1 usando a desigualdade de Hõlder e que O$ 1f(Jli), 11'(vi) .$ M, para i = 1, 2, segue que 
llu1- u2llw~O~s(Q) $_C [\11r(J.Lt) -11'(J.L2)IILIOf3(Q) + ll1r(vl)- 7r(vz)lluo;"(QJ] 
,.; C [l[•(~l)- •(~,)IIL•(Q) + ll•(v,)- •(v,)[[L'(Ql] ,.; C [11~1- ~,[[L'(Q) + llv,- v,[[L'(Q)l, 
pois [•(~,)- •(~2)[,.; [~,- ~,[ e [•(v,)- •(v,)[,.; [v,- v,[. 
Do mesmo modo obtem-se que 
Logo, T>. : B -t W1
2Qj3 (Q) x W{Qj3 (Q) é contínua. Agora, por (1.0.1), temos que a inclusão 
W{Qj3 (Q) C L
9 (Q) é contínua e compacta. De onde, segue que T>. : B -t B é contínua e compacta 
para todo À E [0, 1] fixo. 
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c) Agora mostremos que para todo (J.t, v) E A, A C B limitado, T>. é uniformemente contínuo em >.. 
Para isto fixemos A C B limitado e (p,v) E A. Sejam Àt,Àz E [0,1] e sejam (u;,v;) = T>.,(p.,v), 
para i = 1, 2. Procedendo como no caso anterior obtem-se 
com C dependendo de ..\1 e ..\2 • Finalmente, como w;0}3 C L9 (Q) com inclusão contínua, segue das duas 
últimas desigualdades que 
ll(u, vi)- (u,, v,)IIB ~C [11u1- u,lb(Q) +li vi- v21lL'(Q)] 
:S: C [llut- uzllw{o)s(Q) + llvt- vzllw;.;~ 3 (Q)] ::::; Cl>.t- Àz], 
com C dependendo de Àt e Àz. 
Logo, T(.J(p.,v) : [0, 1]-+ B é contínua em..\. Mas como [0, 1] é compacto temos que T>..(J.t,v) é 
uniformemente contínua em À. 
d) Mostremos que agora que o operador To possui um único ponto fixo. 
Para À= O o problema (3.1.6) se torna: 
au 
-- kD.u = -a1u(l- u)(l- 2u- 2mt) em Q 
para todo (f.J., v) E B. 
5t 
-- k.tlv == -a2v(l- v)(l- 2v- 2m2 ) em Q 
at 8u av 
- = - = 0 em 8íl X (0, T) 
8n 8n 
u=uo e v=vo em nx{t=O}, 
Aplicando o Teorema 1.1 e o Corolário 1.4 para a primeira e para a segunda equações do problema 
acima temos que existe um único ( u, v) E B solução deste problema, ou seja, To (p, v) == ( u, v), V (p, v) E 
B. Logo, o operador To possui único ponto fixo ( u, v) E B. 
e) Finalmente mostremos que existe uma constante K >O tal que todo possível ponto fixo (u,v) de T>. 
para qualquer..\ E [O, 1] satisfaz ll(u,v}lln::; K. 
Precisamos então estimar as normas dos possíveis pontos fixos de T>.. 
Seja (u, v) E B um ponto fixo de T>. para algum À E [O, 1], ou seja, (u, v) == T>.(u, v). Então para tal 
..\E [0,1], (u,v) satisfaz: 
au at - k!!.u = -a1u(l- u)(l- 2u- 2m I) 
+Arr(u)1r(v)[2a1 + (a3- 3al)7r(u)- (a1 + a3)1r(v)- 2m1a1 + 2m3aa] em Q 
av 
-- k.tlv == -a2v(1- v)(l- 2v- 2m2) 
m ~·~ +>.1f(V)7r(u)[2az + (a3- 3a2)7r(v)- (a2 + a3)1r(u)- 2mzaz- 2m3a3] em Q 
8u âv 
8n == ân ==o em an X (0, T) 
u=uo e v=vo em Ox{t=O}, 
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onde rr(f) é como no problema {3.1.3). 
Multiplicando a primeira equação do problema (3.1.7) por u, integrando em 11 x (0, t), com O::; t $_ T, 
e utilizando a desigualdade de Young, temos 
~i u2 (t)dx + k fot i j\i'uj 2dxdt 
S ~ J]uolll,2(fil) + a1 fot lo [-u2 + 2mtU2 + Ceu2 + eu4 + Celmt]u2 + c]mt]u4 - 2u4] dxdt 
+À lot i [2atu7r(u)7r(v) + (a3 - 3a1)wr2(u)rr(v)- (at + a3)U7r(u)1f2(v) 
+( -2m1at + 2maas)u7r(U)7r(v)] dxdt. 
Como m1 E L 00 (Q) podemos tomar e > O tão pequeno que e+ eJmd ::; 1 q.t.p. em Q. Então, 
tomando tal t: e utilizando que U?r(u) :5 u2 , O :5 1r(u), 1r(v) S M, e a 1 , a3 m 1 , m 3 E L 00 (Q), obtemos 
:5 ~J)uolli2(Q) +C Lt i u 2dxdt +C fot i u1r(u)dxdt S ~ JJuoiiL2(fil) +C ht i u2dxdt. 
Agora usando o Lema de Gronwall na desigualdade satisfeita pela primeira integral da desigualdade 
acima, temos 
~ l u2 (t)dx+ k Lt forvuj 2dxdt +UI fot i u4dxdt:::.:: Cl!uolli2(Q)> 
para todo Os; t s; T. 
(3.1.8) 
Agora multiplicando a primeira equação do problema (3.1.7) por 8uf8t, integrando em O X (O,t), 
com Os; t::; T, procedendo de modo análogo e utilizando a estimativa anterior, temos 
fot In ( ~~) 2 dxdt + k fni\7uj 2(t)dx+ a1 i u4 (t)dx::; Clluoii?-,.1(fl)• 
para todo O< t < T. 
(3.1.9) 
Finalmente, multiplicando a primeira equação de {3.1.7) por ( -L\.u), integrando em n x (0, t), com 
O::; t s; T, e utilizando a desigualdade de Young e integração por partes nos termo adequados, temos 
~L jl7uj'(t)dx+ k l L jt.uj 2dxdt S ~ jjl7uo1Jho) 
s; +a1 fot i [e (L\.u) 2 + Ceu2 + cjm1J (L\.u)2 + Celmt)u2 +é (L\.u) 2 + Ceu4 
+cJmtl (L\.u) 2 + C0 jmtlu4] dxdt- 6a1 1t i u2 j\7uj2dxdt 
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+..\ fot l [w1(Au)2 + C~at11"2 (u)7r 2(v) + ç:(at + 3as)(Au)2 + Ce(al + 3U3)7r4(u)7r2(v) 
+e(at + a3)(Au)2 + C.,(a1 + a3)1r2 (u}lf4 (v) 
+e(at\mt\ + aslms\)(Au)2 + C.,(at\mt\ + a3\msl)7r2(u)1r2(v)] dxdt. 
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Comom1 , m3 E v.o(Q) podemos tomare> O tão pequeno que 5ate+3at\ml\.~+4a3e:+a3 \msk 5 1/2 
q.t.p. em Q. Tomando tal e, lembrando que m1, 171a E L00 (Q), 1r(u), 1r(v) S M, (uo)2 S M, 1f(u)2 S u2, 
1r(u)4 S u4 em Q, e procedendo como nos casos anteriores obtemos que 
i \'Vu\ 2(t)dx+ k fot lo \Au\2dxdt + 12a1 fot i u2 \\7u\ 2dxdt 
5 \IV'uo\li~(n) +C 1t lo (u2 + u4 ) dxdt. 
O que nos fornece, pela desigualdade (3.1.8), 
f IVul'(t)dx+ f' f 1Aul2dxdt+ r' r u2 1Vul2dxdt s Clluoii:V•(O)• lo lo lo lo fn 2 
paratodoO<t<T. 
(3.1.10) 
Das desigualdades (3.1.8) a (3.1.10) temos que \luiiL9(Q) S C\\ullw2~ 1 (Q) S C!luo\\w:f(O)· E de modo 
análogo, obtem-se que \lviiL9(Q) S Cllvllwg,,(Ql ::; Cllvollwg(n)· Portanto, 
Como as hipóteses a) a e) são satisfeitas, pelo Teorema de Ponto Fixo de Leray-Schauder (Teorema 
1.3), temos que existe {u, v) E Bn Wi·1 (Q) X Wi'1 (Q) ponto fixo de Tl, ou seja, existe (u, v) E w;·1 (Q) X 
Wi'1 (Q) solução do problema (3.1.3). Além disso, temos que essa solução satisfaz as estimativas dadas 
por (3.1.5). 
• 
3.1.2 Existência de Soluções de outro Problema Auxiliar 
Teorema 3.1 Suponha que k, at, a 2 e a3 > O são constantes, m 1, m 2 , m 3 E L 00 (Q) e u0 , v0 , w0 E 
W{(O) satisfazem 8uo/8nlan = 8vof8nlan == 8wof8nlan ==O e uo,Vo,wo 2::: O com Uo + vo + Wo = 1. 
Além disso, suponha que O c IR3 é um domínio aberto, limitado e de classe 0 2 • Então, o problema 
(3.1.2} possui uma solução (u,v,w) E W{'1{Q) X W2
2
'
1(Q) X W{'1(Q) tal que U, V e W satisfazem as 
estimativas: 
(3.1.11) 
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llvllwi·'(Q} $ Gllvollw,?(O)> (3.!.12) 
llwllwi·t(Q} S: Cllwollw,?(O)• (3.!.13) 
u,v,w:::: o q.t.p. em Q ' (3.!.14) 
u+v+w=l q.t.p. em Q, (3.!.15) 
onde C depende de O, T, M e das constantes do problema (3.1.2}. 
Para demonstrar este teorema vamos utilizar a proposição demonstrada a seguir. 
Proposição 3.2 Suponha que k, a1 , a2 >O são constantes, m1 , m 2 , m 3 E L=(Q) e u0 , v0 E W](fl) 
satisfazem Ôuofôn[ao. :::::o :::: ôvofônlao, Uo, Vo ;:::: o e Uo + Vo s: M. Além disso, suponha que n c IR? 
é um domínio aberto, limitado e de classe C2 • Então o sistema formado pelas duas primeiras equações 
do problema (3.1.2) com as condições de fronteira e iniciais sobre u e v possui uma solução (u,v) E 
wi· 1(Q) x Wi' 1(Q) tal que u e v satisfazem as estimativas: 
llvflw:i'·'(Q) S: Cllvollw,f(OJ e 
O::; u,v:::; M q.t.p. em Q, 
onde C depende de n, T, Me das constantes do problema (3.1.2). 




Observemos que se mostrarmos que a solução (u,v) do problema (3.1.3) dada pela Proposição 3.1 
satisfaz (3.1.18), ou seja, O:::; u,v:::; M q.t.p. em Q, então teremos que w(u) = u e w(v) =v. De onde, 
(u,v) E W:i'1 (Q) x W:i'1 (Q) é solução do sistema formado pelas duas primeiras equações do problema 
(3.1.2) com as condições de fronteira e iniciais sobre u e v e satisfaz as estimativas dadas em (3.1.5), ou 
seja, satisfaz as estimativas (3.1.16) e (3.1.17). O que demonstra a proposição. 
Consideremos então uma solução (u,v) do problema (3.1.3) dada pela Proposição 3.1 e mostremos 
que esta satisfaz O::; u,v::; M q.t.p. em Q. Vamos dividir a demonstração em duas partes: 
1) Mostremos que u, v 2 O q.t.p em Q: 
Primeiramente mostremos que u 2: O q.t.p em Q. Para isto consideremos a função 
e observemos que 










u(x, t) ::; O 
u(x,t) >O 
se u(x, t) :::; O 
se u(x, t) > O 
e t>( -u_)(x, t) = { 
t>u(x,t) 
o 
se u(x, t) :::; O 
se u(x, t) > O 
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Multiplicando a primeira equação do problema (3.1.3) por ( -u_) e integrando em O x (0, t), com 
O ::S t::; T, temos 
~ l (u_)'(t)dx+ k 1' fniV'u-l'dxdt ~ ~ ll(uol-llho) 
+a1 fot l [( -u)( -u_) +2m tu( -u_) + 3u2 ( -u-) - 2m1 u2 ( -u_) - 2u3 ( -u-)] dxdt 
+ fot l1r(u)1r(v) [2a1 + (a3 - 3aL)7r(u)- (a1 + a3 )1r(v)- 2m1a1 + 2m3a 3] (-u_)dxdt. 
Observe que ll(uo)-lli2(0) =O, pois uo ;:::._O por hipótese, e a segunda integral é nula pois 1r(u)( -u_) = 
O, pelas definições de 7r(u) e de (-u-). Então, utilizando que -(u_)2 ::; O, -3(u_f5 S: O e a desigualdade 
de Young na primeira integral, temos 
~h (u-) 2 (t)dx+ k fot fn1'Vu-1 2dxdt 
~ a1 !,' l [2mi(u_)' + C,lmii(u_)' +elmii(u-)4 - 2(u_)4] dxdt. 
Como m1 E L00 (Q), podemos tomar ê > O tal que elm11- 2 $ O q.t.p. em Q. Tomando tal E e 
usando que m 1 E L 00 (Q), teremos 
~ r (u-) 2(t)dx+ k r' r i"u-l'dxdt ~c r' r (u-) 2dxdt. 
2 Jn lo lo lo la 
Agora usando o Lema de Gronwall na desigualdade satisfeita pela primeira integral acima obtemo.s 
que l (u-) 2 (t)dx ~O, 
para todo O:::; t:::; T. Logo, (u-)2 (t) =O q.t.p. em !1, 'V O:::; t::; T. De onde, conclui-se que u:::: O q.t.p. 
emQ. 
De modo análogo, mostra-se que v:::: O q.t.p. em Q. 
2) Mostremos que u, v :::; M q.t.p em Q: 
Primeiramente mostremos que u +v:::; M q.t.p em Q. Para isto consideremos a função 
(M -u-v)-(x,t) ~ { u(x,t) +vdx,t)- M se 
se 
u(x, t) + v(x, t) :::: M 
u(x, t) + v(x, t) < M. 
Somando as duas primeiras equações do problema (3.1.3) e rearranjando alguns termos, obtemos 
8(u +v) _ kt>(u +v) 
8t 
= -(a1u + azv) + 3(aiu2 + azv2) - 2(atu3 + azv3 ) + 2(a1m1 u + a2mzv) - 2(a1m1 u 2 + azm2v2) 
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Agora multiplicando a última equação por (M- u- v)_ e integrando em O x {0, t), com O :S t:::; T, 
temos 
~ r (M- u- v)c(t)dx + k r' r IV(M- u- v)-l'dxdt ~ ~ II(M- uo- vo)-lli'(O) 
2 Jn lo lo 2 
+ r {[ -(at U + UzV) + 3(at u2 + UzV2) - 2(at U 3 + UzV3) + 2{atmtU + azmzV) 
}Ql 
-2(a1 m1 u2 + a2m2v2 )] (M- u- v)_} dxdt 
+ r {7r(U)7r(V) [2at + 2az- 2Ut7r(u)- 2az1r(V)- (at + az)(1r(u) + 1r(v)) 
}Q, 
-2m1a1 - 2m2a2] (M- u- v)-} dxdt 
+ r { [-(ai u + azv) + 3(at u2 + azv2 ) - 2(at u3 + azv3 ) + 2(atmlu + azmzv) 
}Q, 
-2(at m1 u
2 + a:J17l2V2 )] (M - u- v)-} dxdt 
+ f {1r(u)11"(v) (2at + 2az- 2at7r(U)- 2M11"(V)- (at + az)(1r(u) + 1r(v)) lo, 
-2mtat-2mzaz](M -u-v)-}dxdt, 
onde Ql ~ {(x, t) E Q 'u(x,t) + v(x, t) < M} e Q2 ~ {(x, t) E Q' u(x,t) + v(x, t) ~ M}. 
(3.1.19) 
Em Ql, (M- u- v)_= O, logo as duas primeiras integral do segundo membro membro da equação 
(3.1.19) são nulas. Precisamos analisar as duas integrais em Q2. 
Primeiramente, vamos analisar a última integral da equação (3.1.19). Em Q2 temos que u +v 2:: M, 
de onde, -[1r(u) + 1r(v)] ~ -M, e temos também que -a11r(u) ~O e -a21r(v) ~O. De onde, temos que 
2a1 + 2ct:2- 2a11r(u)- 2anr(v)- (a1 + U:J)(-rr(u) + 1r(v)) - 2m1a1- 2m2a 2 :S a 1 (2-M- 2ml) + a2(2- M 
-2m2)~ O, pela definição de M. 
Como vale a última desigualdade, 11"(u) 2:: O, 11"(v) 2:: O e (M- u- v)_ 2:: O, temos que {1f(u)7r(v)[2at 
+ 2a2- 2at7!"(u)- 2az1f(v)- (a1 + a2)(u(u) + 11"(v))- 2mta1 - 2m2a2](M- u- v)_} ~ O. De onde, temos 
que a última integral do segundo membro da equação (3.1.19) é menor ou igual a zero. 
Finalmente, vamos analisar a terceira integral do segundo membro da equação (3.1.19). Para isso 
lembremos que a= min{at,az}, A= max{at,az} e tomemos m = max{llmtiiL,.,(Q)• llmziiL""(Q)}. 
Vamos agora analisar o sinal de 
emQ2. 
Como u, v~ O temos que -(a1 u + a2v) ~ O, a1u2 + a2v2 ~ A(u + v)2 , -(a1 u3 + a2v3 ) ~ -~(u + v) 3 , 
a1m 1u+a2m2v ~ m(a1u + a2v) ~ mA(u+v)4 e -a1mtU2 - azmzv ~ mA(u+v) 2 • Então em Q2 temos, 
-(a1u + a2v) + 3(a1u2 + a2v2 ) - 2(a1 u3 + azv 3) + 2(a1mt u + azmzv) - 2(at m1 u
2 + a2mzv2 ) 
~ (u +v) ( (3 + 2m)A(u +v)- ~(u + v)2 + 2mA) 
[
(3+2m)2A2 a a m2A2] 
S:(u+v) a + 4(u+v)
2 - 2(u+v)
2 +a+-0-
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<(u+v) --M+a--M+----M--M [
(3+2m)2 A2 a a m2 A2 a a l 
- a 16 16 a 16 16 
< u+v - +a--16+---- --M <O ( ) [
(3+2m) 2 A2 a 16(3+2m)2 A2 a m 2A"! a 16m2A2 a l 
- a 16 a2 16 a 16 a2 16 - ' 
pois M:::: 4~(3 +2m):::: 4(3+!m)A, logo M;;:: 4 eM :2: 4';;A. 
Então, pela desigualdade anterior e como e ( M - u - v)_ 2: O temos que 
-2(atm1u
2 + a2mzv2)] (M- u- v)_ S O. 
Portanto, a terceira integral do segundo membro da equação (3.1.19) é menor ou igual a zero. 
Logo, temos que 
Mas, por hipótese u0 + v0 S M, de onde, temos que (M- u0 - vo)- = O. Então, 
l. (M- u- v)"_(t)dx :S O, 
para todo OS t S T. Segue que (M -u-v):(t) =0, \f OS t :::;T, q.t.p. em O. De onde, conclui-seque 
u +v S M q.t.p. em Q. Agora, como u;;::: O, v 2:: O eu+ v_-::; M, q.t.p. em Q, temos que 
u:::; M e v S M q.t.p. em Q. 
E assim concluimos a demonstração da proposição. 
• 
Demonstração do Teorema 3.1: 
Pela Proposição 3.2 temos que existe (u,v) E W:i' 1 (Q) X Wi'1(Q) solução do sistema formado pelas 
duas primeiras equações do problema (3.1.2) com as condições de fronteira e iniciais sobre u e v e tal que 
u e v satisfazem as estimativas (3.1.16) a (3.1.18), ou seja, 
Tomemos tais u e v dados pela Proposição 3.2 e w = 1 - u - v. Pela referida proposição u e v 
satisfazem as duas primeiras equações do problema (3.1.2), as condições iniciais e de fronteira, (3.1.11), 
(3.1.12), (3.1.15) eu, v~ O. Para demonstrar o teorema precisamos mostrar então que u, v e w satisfazem 
a terceira equação de (3.1.2), w satisfaz as condições iniciais, de fronteira e a estimativa (3.1.13) e w ~O. 
Vamos dividir essa demonstração em 4 partes. 
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i) Primeiramente mostremos que u, v e w satisfazem a terceira equação do problema (3.1.2). 
De fato, como u e v satisfazem as duas primeiras equações de (3.1.2) eu+ v+ w = 1 temos que 
âw - kb.w = 8(1- u- v) - k6.(1- u- v)=- (âu- kt:..u) - (âv - k6.v) 
8t 8t 8t 8t 
= -[-a1u(l- u- v)(l- 2u- v- 2mt)- asuv(v- u- 2ms)] 
-[-a2v(l- v- u)(l- 2v- u- 2m2)- asvu(u- v+ 2ms)] 
= a1u(l- u -v)(l- 2u- v- 2mt) +a2v(l-v- u)(l- 2v- u- 2m2), 
ou seja, u, v e w satisfazem a terceira equação de (3.1.2). 
ii) Agora mostremos que w satisfaz as condições iniciais e de fronteira do problema (3.1.2). 
De fato, como u e v satisfazem as condições iniciais de (3.1.2) e u 0 + v0 + wo = 1 temos que para 
t~o 
w(O) ~ 1- u(O) - v(O) ~ 1- uo - Vo ~ wo. 
E como u e v satisfazem as condições de fronteira de (3.1.2) eu+ v+ w = 1 temos que 
8wl 8(1-u-v)l 8ul 8vl 
ân an = ân an = - fJn an - fJn an = O. 
Portanto, w satisfaz as condições iniciais e de fronteira do problema (3.1.2). 
iii) Devemos mostrar agora que w ~ O. 
Como w = 1- u- v, a terceira equação do problema (3.1.2) pode ser escrita como 
8w 8t- k!lw = -a1w(1- v- w)(1- 2u- v+ 2mi)- a2 w(l- u- w)(l- 2v- u +2m2 ). 
Multiplicando a última equação por - ( w_), procedendo de modo análoga à parte (i) da demonstração 
da proposição anterior e usando que u e v satisfazem (3.1.18), mostra~se que w ~O. 
iv) Finalmente, mostremos que w satisfaz a desigualdade (3.1.13). 
Novamente observemos que a terceira equação do problema (3.1.2) pode ser escrita como 
aw 
-- kb.w = -a1w(l- v- w)(l- 2u- v+ 2mt)- a2w(l- u- w)(l- 2v- u +2m2). 8t 
Multiplicando esta última equação por w, por fJwjfJt e por -!:J..w, integrando cada wna das igualdades 
obtidas em 11x (0, t), com O :::; t :::; T, e procedendo como na obtenção das estimativas (3.1.5) da Proposição 
3.1 obtemos (3.1.13). 
Como mostramos i) a iv), concluimos a demonstração do teorema. 
• 
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3.1.3 Existência de Solução para o Modelo de Solidificação 
Teorema 3.2 Suponha que k, a 1 , az e a3 >O são constantes, m1, mz, m3 E L 00 (Q) e uo, vo, wo E 
W:f(O) :;atisfazem 8uof8nlen = âvo/Bnlen = Bwofônlen = O e uo, vo,wo ;:::: O com uo + vo + wo = 1. 
Além disso, suponha que íl c JR3 é um domínio aberto, limitado e de classe C2 • Então o problema {3.0.1) 
possui uma solução (u, v, w) E Wi'1 (Q) x w:J•1(Q) x Wi'1 (Q) tal que u, v e w satisfazem as estimativas: 
llullwi·'(Q} S Clluollwj(O)• 
llvllw;·'(Q) S Cllvollwil"l• 
llwllw;·'(Q) S Cllwollwi(OJ• 
u,v,w;:::O e u+v+w=l q.t.p. em Q, 






Seja (u,v, w) a solução do problema (3.1.2) dada pelo Teorema 3.1. Temos pelo mesmo teorema que 
(u,v,w) E Wi' 1(Q) x Wi' 1 (Q) x Wi' 1(Q), u, v e w satisfazem as condições iniciais e de fronteira do 
problema (3.0.1) e também satisfazem as estimativas (3.1.20) a (3.1.23). 
Assim, para demonstrar este teorema basta verificar que (u,v,w) satisfaz as equações do problema 
(3.0.1). Para isto vamos aplicar a igualdade u +v+ w = 1 nas três equações de (3.1.2). 
Substituindo w = 1- u- v na primeira equação de (3.1.2) temos 
âu 
-- k.ó.u = -a1u(l- u- v)(1- 2u- v- 2mi)- a3uv(v- u- 2ma) 
ât 
= -atu(1- u- v)((l- u- v)- u- 2mt)- aauv(v- u- 2ms) 
ou seja, (u,v,w) satisfaz a primeira equação do problema (3.0.1). 
E substituindo w = 1- u- v no segundo membro da segunda e terceira equações de (3.1.2) e 
procedendo de modo análogo ao caso anterior obtemos que (u,v,w) satisfaz a segunda e a terceira 
equações de (3.0.1). 
Portanto, a solução (u,v,w) do problema (3.1.2) dada pelo Teorema 3.1 é a solução do problema 
(3.0.1) que satisfaz o Teorema 3.2. 
• 
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3.2 Regularidade de Solução 
Proposição 3.3 Suponha que k, a 1 , a2 e a3 > O são constantes, m 1 , m2, m 3 E L00 (Q) e uo, vo, 
wo E WJl(O) satisfazem 8uof8n[t~o == 8vo/8n[ao == âwo/ânlao = O e uo, Vo, Wo 2: O com uo +vo +wo = 1. 
Além disso, suponha que n c lR3 é um domínio aberto, limitado e de classe C2 • Se (u,v,w) E Wi' 1(Q) X 
Wi' 1(Q) X Wi' 1 (Q) é uma solução do problema (8.0.1}, então (u, v, w) E w~o/s{Q) X w~o/s(Q) X W~O/s(Q) 
eu, v e w satisfazem a seguinte estimativa 
llullw•·• (QI + llvllw'·' (Q) + llwllw'·' (Q) 10/S 10/3 10/3 
$C [lluollw,?{ll) + lluoll~g(o) + llvollw,?(Q) + llvoll~j{rt) + llwollw,?(OJ + llwollfv?(n)], 
onde C depende de O, T e das constantes do problema (3.0.1}. 
Se além disso, Se (u,v,w) E Wi' 1 (Q) X w;•1(Q) X w;·1(Q) é uma solução do problema {3.0.1} e uo, 
Vo, Wo E W]P/5 (0), com 2::; 3pj5 < oo, então (u,v,w) E Wi•1(Q) X Wff•1(Q) X Wi•1(Q) e satisfazem a 
seguinte estimativa 
llullwff·'(Q) + llvllwt·'(Q) + llwllwi·'(Q) 
:Ó C [11uollw32 , 5 (0) + lluollk2 (O)+ llvollwo, (O)+ llvoll~o (O)+ llwollw,2 , (11) + llwoll~2 (O)] , p, 3pfõ ~p,L 3pf5 p,õ 3pf5 
onde C depende de n, T e das constantes do problema (3.0.1). 
Observação 3.1 Na próxima seção, após obtermos a unicidade da solução do problema {3.0.1) obtere-
mos um teorema com melhores estimativas para as normas llullw;•l(Q)• llvllw;•l(Q) e llwllw;·'(Q)• onde 
(u,v,w) é solução de (3.0.1}. 
Demonstração: 
Seja (u,v,w) E Wi'1 (Q) x Wi' 1(Q} x Wi· 1(Q) uma solução do problema (3.0.1). 
Como u,v,w E w:f•1 (Q) c L 10(Q) e ml>mz,m3 E L 00 (Q) temos que 
,_ ' 
E como uo E Wf(n) C W101~ (11), pelo Corolário 1.3, então aplicando o Teorema 1.4 à primeira equação 
do problema (3.0.1) obtemos que u E W?0~3 (Q) e vale a seguinte estimativa: 
llullw~o~a(Q) ::; C [11- a1uw(w- u- 2mi)- a3uv(v- u- 2m3)11Llo/3(Q) + lluollw?(n)] . 
De onde, usando as desigualdades de Hõlder e Young e também as estimativas (3.1.20) a (3.1.22) do 
Teorema 3.2, obtemos 
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Procedendo de modo análogo para a segunda e a terceira equações do problema (3.0.1) obtemos que 
v, w E W~0/3 (Q) e satisfazem 
llvllw;0 ~ 3 (Q) :S C [lluollwt(n) + lluoll&:f(O) + J]vollw,?(tll + llvoll&j(O) + llwollw:?(n) + llwoll&i(OJ] e 
Jlwllw;0~ 3 (Q) :S C [lluollwf(O) + Jjuoii~Jl(O) + llvo]]wf(O) + Jlvoll&j(O) + Jlwollwj(O} + llwoll~:]l{fl)] · 
2 2-'" Agora, se u0 , vo, wo E W3P15(11), com 3p/5 2: 2, pelo Corolário 1.3, temos que u0 , v0 , w0 E Wp P (f!). 
Procedendo como no caso anterior obtemos que u, v, w E W?0/3 (Q) c L 00 (Q) e satisfazem as três últimas 
estimativas. E como m1 , m 2 E L00 (Q) temos que o segundo membro das três primeiras equações de (3.0.1) 
pertencem a L00 (Q) c LP(Q}. Como valem as três últimas inclusões e Uo, vo, wo E w:-~ (fl), aplicando 
o Teorema 1.4 às três primeiras equações de (3.0.1} obtemos que u, v, w E Wff'1 (Q) e valem as seguintes 
estimativas: 
llvllw'·'(Q) 5, C [11- a,vw(w- v- 2m,)- a,uv(u- v+ 2ms)lb{Q) + llvoll ,_, ] . ~·~ 
llwllw2,1{Q) <ó C [11- a1uw(u- w + 2ml) -a:Jvw(v- w + 2m2)IILP(Q) + llwoll 2-Z ]· . ~·~ 
2-l 
De onde, usando as desigualdades de Hôlder e de Young, que WJlP;5 {f!) C Wp P (O:) com inclusão 
contínua e também as estimativas anteriores em w;o~3 (Q), obtemos 
e 
llullw'·'(Q) <ó C [lluollw' {O)+ lluoll'w, {a)+ llvollw' {a)+ llvoll\'.v, (O) 
p 3p/~ 3pfõ 3p/5 3p{~ 
+llwollwgp15 (0J + llwoll~gp15 (o)], 
llvllw'·'(Q) 'Ó C [ll•ollw' {a)+ llvoll\'.v' {a)+ llvollw' {a)+ llvoll\'.v, {a) 
P 3p/5 Sp/õ 3p/5 3pf6 
+llwollw;p;~(n) + llwoll~;p15 (n)] 
llwllw;·I(Q) :S: C [11uollw;"1"(11J + lluoll~;",s(n) + llvollw;"1"(11J + llvoll~;p15 (o) 
+llwollw;p16 (11) + llwoll~ipfs(o)]' 
De onde, conclui-se a demonstração. 
• 
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Proposição 3.4 Se (u,v, w) é uma solução do problema {3.0.1} dada pelo Teorema 3.2, então (u,v,w) E 
W~Q~3(Q) X W~Q~3(Q) X W~Qj3 (Q) e U1 V e W satisfazem as seguintes estimativas 
llullw'·' (Q) S Clluollw'(O}• llvllw'·' (Q) S Cllvollw'(n} e llwllw'·' (Q} S Cllwollw'(OJ• 10/3 2 10/3 2 10/S 2 
onde C depende de O, T e das constantes do problema (3.0.1). 
Se além disso, uo, vo, Wo E w;pj5(Q), com 2::::; 3pj5 < oo, então (u,v,w) E w;·1 (Q) X w;·1 (Q) X 
Wi· 1 (Q) eu, v e w satisfazem as seguintes estimativas 
llullw~·'(Q) < Ci1uollw2 (O}• llvllw2·'(QJ < Cllvollw2 (O} e llwllw2·'(Q) < Gi1wollw2 (11)• p - 3p/5 p - 8p/5 p - 3pfó 
onde C depende de !1, T e das constantes do problema (3.0.1}. 
Demonstração: 
Seja (u,v,w) E Wi'1(Q) X wi·1(Q) X Wi'1(Q) uma solução do problema (3.0.1) dada pelo Teo-
rema 3.2. Então, pelo mesmo teorema, u, v e w satisfazem llullwi·'(Q) ~ Clluollw?(líl)• llvllwi·'(Q) ~ 
CJivollw?(li1)• llwllw;·'(Q) ~ Cllwollw?(O) e O~ u,v,w:; 1. 
Como O ::S u,v,w ::S 1 e m1,m2,m3 E L 00 (Q) temos que o segundo membro das três equações do 
problema (3.0.1) pertencem a L 00 (Q) C L 1013 (Q). 
Como o segundo membro da primeira equação do problema (3.0.1) pertencem a L 1013 (Q) e u0 E ,_ ' 
W§(D) C W101~ (D), pelo Corolário 1.3, aplicando o Teorema 1.4 à primeira equação do problema 
(3.0.1) obtemos que u E W~Q~3 (Q) e satisfaz 
llullw'·' (Q} S C [11- a,uw(w- u- 2m,)- a,uv(v- u- 2me)IIL'""(QJ + lluoll ,_Th'J;; ]· 
•ot3 w101~o 3 (O) 
De onde, usando a desigualdade de HOlder, o Corolário 1.3 e também as estimativas dadas acima, 
obtemos 
llullw~o} 3 (Q) ::S C [11 - a1 w(w- u- 2m1) - a3v(v- u- 2ms)IIL=(Q)·IIuiiL'ota(Q) + lluollw?(O)] 
:OS: C [llullwi"l(Q) + lluollw?(n)] :OS: Clluollw?(O)· 
Procedendo de modo análogo para a segunda e terceira equações do problema {3.0.1), obtemos 
,_' 
Agora, se uo, vo, wo E W}p;s(D), com 3p/5 2:: 2, pelo Corolário 1.3, temos que uo, Vo, wo E Wp P (0). 
Como u, v, w E w{oj3(Q) C L 00 (Q) e m 1 ,m2 E L00 (Q) temos que o segundo membro das três equações 
do problema (3.0.1) pertencem a L00 (Q). 
2--" 
Como valem as três últimas inclusões e u0 ,v0 ,w0 E Wp P(.\1), aplicando o Teorema 1.4 às três 
primeiras equações de (3.0.1) obtemos que u, v, w E Wi• 1(Q) e valem as seguintes estimativas: 
]]ullw'·'(Q) S C [11- a1uw(w- u- 2ml)- asuv(v- u- 2m3)]]LP(Q) + lluoll 2-z. ] , 
P Wp P{Q) 
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llwllw'·'(Q) ~C [11- a,uw(u- w +2m,)- a,vw(v- w + 2m,JIIL•(Q) + l!woll ,_, ]. 
" ~-~ 
De onde, usando a desigualdade de Hõlder, o Corolário 1.3, as estimativas anteriores em W1
20/3 (Q), 
que O::::: u,v,w::; 1 e procedendo como no caso anterior, obtemos 
De onde, conclui-se a proposição. 
• 
3.3 Estabilidade e Unicidade de Solução 
Teorema 3.3 Sejam (m1 , mz, m 3 ) e (nt. nz, n3 ) E L=(Q) xL=(Q) x L=(Q), (uh, vã, wã) e (uÕ, võ, wõ) E 
WJl(n) x Wf(n) x Wf(n) e sejam (ut,V1,w1), (uz,vz,w2 ) E Wi'
1 (Q) x Wi' 1 (Q) x Wi' 1 (Q) as soluções 
correspondentes do problema {3.0.1) com (mt,mz,ma) e (uà,vJ,wà) e com (nr,nz,na) e (uÕ,vÕ,wÕ), 
respectivamente. Suponha que k, a 1 , az e a3 >O são constantes e ub, vi e wb satisfazem 8ubf8n[an = 
8vb/8n[on = 8wbf8n[an = O, ub, vb, wb 2: O e ub + vb + wb = 1, para i= 1, 2. Além disso, suponha 
que O C 1R3 é um domínio aberto, limitado e de classe C2 . Então, (u1 , Vt, wt) e (uz, v2 , w2) satisfazem 
a seguinte estimativa de estabilidade 
:::; C [lluÕ- uõllw?(Q) + llvÕ- vÕIIw?(rl) + llwÕ- wõllw?(rl) 
onde C depende de 0 1 T, das constantes do problema (3.0.1) e de ut,Vt,Wt,Uz,vz e wz. 
Demonstração: 
Sejam {mt,mz,m3) e (nt,nz,n3) E L00 {Q) xLoo(Q) x Loo(Q), (uõ,võ,wÕ) e (uõ,vâ,wâ) E W:f{O) x 
W:f(O) x Wi(O) e sejam {ut, Vt, wt), (uz, vz, wz) E Wi'1 (Q) x Wi'1(Q) x Wi' 1 (Q) as soluções correspon-
dentes do problema (3.0.1) com (mt,mz,m3) e (uô,vJ,wJ) e com (n1>n2,n3) e (uÕ,vÕ,wÕ), respectiva-
mente. 
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Sejam u = Ut -uz, v= vr -vz, w = Wt -wz, uo = uã -u5, vo = vfi -v5 e wo =wÕ -w5. Então, 
as funções (u,v,w) E Wi'1 (Q) X Wi' 1 (Q) X Wi' 1 (Q) e satisfazem o problema: 
au §t - kt::.u = Aru + Azv + Asw + A4 (m1 - n 1 ) + A5 (m2 - n2 ) + As(m3 - n3 ) 
-
8 
- kt::.v = Bru + Bzv + Bsw + B4(m1- nt) + Bs(mz- nz) + B6(ms- ns) 
aui 8t- kt::.w = Dtu + Dzv + Dsw + D4(mr- nt) + D5(mz- nz) + Da(ms- ns) 
âu = av = âw =o em 80 X (0, T) 
ân ôn ôn 
U = Uo 1 V = Vo e W = Wo em f! X { t = 0}, 
onde 
At =atWt(-wr +ut +uz +2mt) +asvr(-vt +ut +uz +2ms), 
Az = asuz(vr + Vz + Uz + 2ms), 
As= UtUz(wr + Wz + Uz + 2mt), 
A4 = -2uzwz, A5 =O, A6 = -2uzvz, 
Bt = asvz(ur + uz + vz- 2ms), 
Bz = azwr(-wr +vr +vz +2mz) +asur(-ur +vr +vz -2ms), 
Bs = azvz(w! + Wz + Vz + 2mz), 
B4 =O, Bs = -2vzwz, Bs = 2vzuz, 
Dr = arwz(Ut + Uz + Wz- 2mt), 
Dz = a2w2(v1 + v2 + wz- 2mz), 
D3 = atut(-ut +w1 +wz -2m!) +azv,(-vi +w1 +w2 -2mz), 





Aqui adotamos A5 = B4 = D 6 = O para que as três equações do problema (3.3.24) tenham a mesma 
estrutura. 
Multiplicando a primeira equação do problema (3.3.24) por u, integrando em !1x (0, t), com O :S t :S T, 
e utilizando a desigualdade de Young, temos 
1' f [IA,j , IAol , IAol '] + 0 ln - 2-(mt- nt) + - 2-(m2- n2) + - 2-(m3 - n3 ) dxdt. 
Multiplicando a segunda e a terceira equações do problema (3.3.24) por v e w, respectivamente, 
integrando cada uma das igualdades em !1 x (0, t), com O :S t :S T, e procedendo de modo análogo 
obtemos 
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e 
lf,) f'{ 2 112 2 Jo w (t dx + k lo Jn j'Vw/ dxdt :S 21 wo/IL2(0) 
+ r' r { jD,ju2 + ID2Iv' + [iDd + jD,j + Ds + jD,j + jD,j + jD,jl w2} dxdt 
} 0 } 0 2 2 2 2 2 2 2 
r' ( [jD,j ( )' jD,j ( )2 jD,j( )2] +lo f o - 2- m1 - n1 + - 2- mz - nz + - 2- ms - n3 dxdt. 
Somando as três últimas desigualdades e utilizando que A1> Az, As, A4, A5 , A6 , B1 , B2 , B3 , B4 , B5 , 
B6, Dt, Dz, Ds 'D4, Ds e D6 E L00 (Q), pois Ut,Vt,Wt,Uz,vz,Wz,mt,mz,ms,nt,nz,ns E Wt20~s(Q) c 
L00 (Q) pela Proposição 3.3, temos que 
! r [u2(t) + v'(t) + w'(t)] dx + k r' r [IV ui'+ IVvl' + 1Vwl2] dxdt 
2 fn lo lo 
~ C { //uo/1!2(0} + //vo/)!2(o) + /lwolli2(fl) fot In (u2 + v2 + w 2 ) dxdt 
+ fot h [(mt- m)2 + (m2- nz) 2 + (ms- n 3 ) 2] dxdt}. 
Agora, usando o Lema de Gronwall na desigualdade satisfeita pela primeira integral acima, obtemos 
~ 1 [u2(t) + v2(t) + w2(t)] dx + k 1'1 [1Vuj2 + j\7vj2 + 1Vwl2] dxdt 
o t o fl 
:S C {IIUolli•(O) + llvolli•rnJ + llwolli•(n) + 1 k [(m,- n,)2 + (m,- na)'+ (ms- ns)2] dxdt}, 
(3.3.25) 
para todo O::;_ t :S T. 
Agora multiplicando a primeira equação do problema (3.3.24) por âufât, integrando em n X (O,t), 
com, OS: t S: T, e usando a desigualdade de Young, temos 
[ k ( ';;:) 2 dxdt + ~ 1, j\7u(t)j2dxdt :S Clluolllvi(O) 
+C~IA2Iv2 +êiA2I (a;:) 2 + fot k [elA i) ( ~~) 2 +C~IA1Iu2 +eiA3 1 ( ~~) 2 + C~IA3 Iw2 + eiA41 ( ~;) 2 
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Como At,Az,As,A4 ,A5 e A6 E L00{Q), temos que existe E > O suficientemente pequeno tal 
que e]AII + e]Azl + c]Aa] + t:]A4j +elAs[+ e[A61 ::; 1/2 q.t.p. em Q. Tomando tal E e usando que 
At, Az, Aa, A4, A5 e A6 E L00 (Q), temos 
1t lo ( ~~) 2 dxdt + k h j\7u(t)j 2dxdt :5 Cj]uoll~?(o) 
+C 1t l (u2 + v 2 + w2 } dxdt +C lt L [(mt ~ n1) 2 + (mz- nz) 2 +(ma- na) 2] dxdt. 
Agora, usando a inequação (3.3.25) na desigualdade anterior temos que 
fot lo ( ~~) 2 dxdt + k lj\lu(tWdxdt S: C [lluollivi(O) + llvolll2(fl) + Jlwolli2(11) + 
+ fot k [(mt - ni) 2 + (mz- nz)2 +(ma- na) 2] dxdt] , 
para todo O~ t:::; T. 
(3.3.26) 
De modo análogo, multiplicando a segunda equação do problema (3.3.24) por 8v/8t e a terceira por 
8w(8t e integrando em 0: x (0, t), com O:::; t::; T, obtem-se respectivamente 
1t lo ( ~~) 2 dxdt + k In j\7v(t)[ 2 dxdt $C [iluolll~(OJ + Jlvollt,;?(O) + llwolll2(n) + 
+ 1t l [(mt- nt) 2 + (mz- nz)2 + (ms- ns)2] dxdt] 
1t l ( ~~) 2 dxdt + k fn1\7w(t)[ 2dxdt $C [lluolll2(Q) + llvoll12(n) + llwo[]t,,;(n) + 
+ fot In [(mt- nt) 2 + (m2- n2)2 + (m3 - n 3 ) 2 ] dxdt] , 
para todo O< t < T. 
(3.3.27) 
(3.3.28) 
Finalmente, multiplicando a primeira equação do problema (3.3.24) por ( -.6.u), a segunda por ( -.6.v) 
e a terceira por (-.6.w), integrando cada igualdade obtida em !1 x (O,t), com O$ t $ T, e procedendo 
como no caso anterior, temos 
h j'Vu(t)j2 dxdt + k 1t fni.6.u[ 2dxdt $C [lluollt,i(O) + llvoii12(Q) + llwolll2(n}] 
+C ht In [(mt- nt)2 + (m2- nz)2 + (m3 - n3)2] dxdt, 
fni\?v(tWdxdt + k 1t fn1.6.v[ 2 dxdt:::; C [11uoll1~(n) + llvolliv?(n) + llwoll12(n)] 
+C ht l [(mt - nt)2 + (mz- nz)2 + (ms- ns)2] dxdt 
(3.3.29) 
(3.3.30) 
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e L IVw(t)i'dxdt + k l L ID.wl'dxdt <:C [lluoiii'(O) + llvoiiL•(n) + llwolllvl(n)] 
+C fot l [(ml- n1) 2 + (m2- n2)2 +(ma- n3)2] dxdt, 
para todo O:::; t :S T. 
Das equações (3.3.25) a (3.3.31) obtemos que 
llullw;· 1 (Q) + llvllw;·t(Q) + llwllw;•1 (Q) S C [lluollwg(n) + llvollw,l(O) + llwollw,?(OJ] 
+C [llmt- ntiiP(QJ + IIm2- n,IIL'(Q) + llms- nsiiP(QJJ· 





Corolário 3.1 Sejam (mt,mz, ma) e (nt,n2, na) E L00 (Q)xL 00 (Q)xL00 (Q), (uâ,vJ, wJ) e (u~, vJ,wÕ) E 
WiP/5(0) X WiP/5(!1) X WJlP/5{!1), com 2 :5: 3pj5 < oo, e sejam (ut.Vt,Wt), (uz,v2,w2) E Wi'
1(Q) X 
Wi' 1(Q) x Wi'1 (Q) as soluções correspondentes do problema (3.0.1} com (mt,m2 ,ma) e (uJ,vJ,wJ) e 
com (n1,n2 ,ns) e (u~,vJ,wJ), respectivamente. Suponha que k, a1 , a2 e a3 >O são constantes, m1 , 
m2, ma E L""'(Q) e ub, vb e wb satisfazem 8ub/ân/an = âvbfôn/an = ôwÕfôn/an =O, uõ, võ, wô ;:::: O 
e uõ + vô + wó = 1, para i = 1, 2. Além disso, suponha que O C IR3 é um dom(nio aberto, limitado e 
de dasse CZ. Então (ut,Vt,wi), (u2,v2,w2) E Wff·1(Q) X w;·1(Q) X w;·1(Q) e satisfazem a seguinte 
estimativa de estabilidade 
llu1- u2/lw;•1(Q) + //vt- v2//w;·1(Q) + j)wt- w2/lw;-~(Q) 
:::! C [!lu~- uõllw;{o) + llvÕ- vÕIIw;(o) + llwÕ- w5//w;(n) 
+llmt- ntiiL~(Q) + IIm,- n,IIL~(Q) + llms- nsiiL~(Q)J, 
onde C depende de O, T, das constantes do problema {3.0.1} e de Ut, Vt, Wt, u2, v2 e w2. 
Demonstração: 
Sejam u1, Vt, w1 , u2, v2, w2, u, v, w, u0, Vo e w0 como na demonstração do Teorema 3.3. 
Como Uo, Vo, Wo E w;p/6(0), com 2 5 3pj5 < oo, pela Proposição 3.3, (ut,Vt,Wd, (u2,v2,w2) E 
Wi·'(Q) X WJ''(Q) X WJ''(Q). Entik> (u,v,w) E WJ'1(Q) X Wff•1(Q) X WJ'1(Q). 
Para mostrar que a estimativa do enunciado é satisfeita, vamos dividir a demonstração em dois casos: 
2 :::; p 5 10 e 10 < p < oo. 
i) Mostremos que a estimativa é satisfeita para 2 ::; p:::! 10. 
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Como A1u + A2v + A3w + A4(m1 - n1) + A5(m2- n2) + A6(ms- na) E L00 (Q) C LP(Q), para 
2-1 
2 :::; p ::; 10, e como u0 E Wffp/S (!1) c Wp P (!1), aplicando o Teorema 1.4 à primeira equação do problema 
(3.3.24), temos 
llnllw•·l(Q) 5: C [11At u + A2v + Aaw + A4(m1 - nr) + As(m2 - n:l) + A6(ms - ns)IILP(Q) + lluoll •-:.. ] . ~·~ 
S C [JiuJIL•(Q) + llvJIL•(Q) + JlwiiLO(Q) + IIm, - n, IIL•(Q) + Jlm, - n,lb(Q) 
+llms- nsiiLP(Q) + lluollw2 (n)] 
3pf5 
::; C [llullwi·'(Q) + Jlvllwg·t(Ql + llwllwg·'(Q) + llm1- ntiiL=(Q) 
+Jim,- n2IIL~(Q) + Jlm,- n,JIL~(Q) + lluollw' (n)] , 
3pfõ 
pois A1 , A2, A3 , A4 , A5 , A6 E L""(Q) e Wi'
1 (Q) c LP(Q), com 2::; p::.:; 10. Agora, pela desigualdade 
(3.3.32), temos 
para todo 2 ::; p :::; 10. 
llullw;·'(Q} :S C [1JuoJiw;p15 (n) + llvollw:f(f!) + llwollw:f(iíl) 
+llmt- ntiiL=(Q) + IIm2- n2IIL'""(Q) +lima- nsiiL=(QJ], 
(3.3.33) 
Procedendo de modo análogo para a segunda e terceira equações do problema (3.3.24), obtemos 
respectivamente 
llvllw;·'(Q) ::; C [lluollw,?(n) + llvollw;P1~(n) + llwollw,?(n) 
+IIm,- n,I!L~(Q) + Jlm,- n,JIL~(Q) + IIm3- n,JIL~(QJ] e 
llwllw;•1(Q) ::; C [lluollw;(n) + llvollw;(n) + llwollw;P16(n) 
+llm1- nliiL""'(Q} + llmz- nziiL""'(Q) + llms- nsllL=(Q)], 
(3.3.34) 
(3.3.35) 
para todo 2 ::; p::; 10. E somando as desigualdades (3.3.33) a (3.3.35), obtemos a desigualdade desejada 
no caso 2 :::; p :::; 10. 
ii) Agora mostremos que a estimativa é satisfeita para 10 < p < oo. 
Como A1 u + A2v + Asw + A4(m1 - n1) + As(mz - n2) + A6(ms - ns) E L00 (Q) C L1013(Q) e como 
u0 E WiP15 (0) C W{(O), aplicando o Teorema 1.4 às três primeira equações do problema (3.3.24) e 
procedendo corno no caso anterior obtemos que 
llullw2,1 (Q) + llvllw2.t (Q) + llwllw2,1 (Q) $C [lluollw2(0) + llvollw2(0) + llwollw2(fl) 10/3 10/3 10/3 2 2 2 
+llmt- niiiL""(Q) + llmz- n2IIL=(Q) + llms- nsliL=(QJ] · 
(3.3.36) 
Agora, como A 1u + Azv + Asw + A4(m1- nl) + As(m2- n2) + A6(ms- ns) E L=(Q) C LP(Q), 
para 2 ::; p :::; 10, e como u0 E Wiv/ 5 (O) C w;-% (0), aplicando o Teorema 1.4 à primeira equação do 
problema (3.3.24), temos que 
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S: C [llullw'·' (Q) + llvllw'·' (Q) + Jlwlfw'·' (Q) + [[m,- n,JIL~(Q) 
10/3 10/3 10(3 
pois At, A2, A3, A4, A~;, A6 E Vx'(Q) e W~Qj3 (Q) c LP(Q), para qualquer p ;:::. 2. Agora, pela 
desigualdade (3.3.36), 
para 10 < p < oo. 
llullw;·'(Q) ::; C [11uollw;p
15
(r.l) + llvollw;(o) + Jlwollw,;(o) 
+Jim,- n,JIL-(Q) + Jlm,- n,[[L-(Q) + [[m,- n,[fL-(Q)], 
Procedendo de modo análogo para a segunda e terceira equações do problema (3.3.24), obtemos que 
para 10 < p < oo. 
llvllw;·'(Q) ::; C [lluollw;(n) + IJvollw;p15(0) + llwollw;(n) 
+[[m,- n,JIL-(Q) + Jlm2- n,JIL-(Q) + Jlm,- n,[fL-(QJ] e 
llwllw;·'(Q) S C [lluollwf(O) + llvollwf(O) + llwollwjP15(0) 
+[[m,- n,[[L-(Q) + Jlm,- n,JIL-(Q) + Jlm,- n,[fL-(Q)], 
A desigualdade desejada para 10 < p < oo é obtida somando as três últimas desigualdades. 
Segue diretamente do Teorema 3.3 o seguinte resultado: 
• 
Corolário 3.2 Suponha que k, a 1 , az e as >O são constantes, mt, m2, m 3 E L=(Q) e u0 , v0 , w0 E 
W2
2 (0:) satisfazem 8uof8nlan = 8vof8nlan = Bwo/Bnlao =O e uo,vo,wo 2: O com uo + vo + wo = 1. 
Além disso, supanha que O c IR.3 é um domínio aberto, limitado e de classe C2 . Então, a solução 
(u,v,w) E Wi'1 (Q) X Wi' 1 (Q) X Wi'1 (Q) do problema (3.0.1} é única. 
Do corolário anterior e das Proposições 3.3 e 3.4 obtemos o seguinte teorema: 
Teorema 3.4 Suponha que k, a 1 , ll2 e a3 >O são constantes, m1, m 2, m 3 E L 00 (Q) e u0 , v0 , w0 E 
Wf(O) satisfazem 8u0 j8nlan = 8vo/8nlan = 8wo/8nlan =O e uo,vo,wo 2: O com uo + vo + wo =L 
Além disso, suponha que n C IR3 é um domínio aberto, limitado e de classe C2. Se (u, v,w) E Wi' 1(Q) x 
Wi' 1 (Q) x Wi' 1 (Q) é uma solução do problema (3.0.1}, então (u, v, w) E WiQ/ 3 (Q) x W~Qj3 (Q) x W~Q~3 (Q) 
eu, v e w satisfazem a seguinte estimativa 
llullw'·' (Q) + llvllw'·' (Q) + llwllw'·' (Q) S: C [lluollw•(o) + llvollw•(o) + llwollw'(o)] , 10/3 10/3 10/3 2 2 2 
onde C depende de n, T e das constantes do problema (3.0.1). 
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Se, além disso, uo, Vo, Wo E Wfv/5(0), com 2 s; 3pj5 <co, então (u,v,w) E w;·1 (Q) X w;·1(Q) X 
Wi• 1(Q) eu, v e w satisfazem a seguinte estimativa 
onde C depende de n, T e das constantes do problema (3.0.1). 
Capítulo 4 
Modelo de Solidificação 2 
Sejam n c IR3 um dorrúnio aberto, limitado e de classe C2 , TE IR finito e Q = n x (O,T), como nos 
capítulos anteriores. Aqui vamos discutir existência, regularidade e unicidade de soluções do problema 
com condições de fronteira e condições iniciais: 
ÔT Ôu ÔV 8w 
8u ôt -bb.r=hat +lzat +lriit+f em Q 
~t- kilu = -a1uw(w -u+c1r+d1) -a3uv(v-u+c3r+da) 
-- kllv = -azvw(w- v+ CzT + d2)- aauv(u- v- c3r- da) 
dt! 
7ft- ktlw = -a1uw(u- w- c1r- di)- <v.Jvw(v- w- c2r- ~) 
Ôr 8u 8v ôw 




T=To, U=Uo, V=Vo e W=Wo em flx{t=O}. 
(4.0.1) 
As funções campo de fase u, v e w distinguem entre três subdomínios sólidos com cristalizações 
distintas e um subdomínio líquido em Q e T representa a temperatura. Aqui b, k, a1 , az e a3 são 
constantes positivas h, l2 , l3 , c1 , c2 , cs, d1 , d2 e d3 são constantes arbitrárias e f E Lq(Q), com q > 5/2, é 
uma função dada. Vale observar que as constantes lt, l2 e l3 tem mesmo sinal por razões físicas, mas este 
fato não será mais mencionado, pois não será utilizado na obtenção de nenhum resultado. n representa o 
vetor unitário normal exterior à âf!. As condições iniciais uo, voe w0 são dadas em Wi(n) e satisfazem 
8uof8nlan = âvo/8nlan = âwof8nlan =O, uo, vo, Wo ;:=:O e uo + vo + wo = 1. 
4.1 Resultados Sobre Existência de Solução 
Observemos que no problema (4.0.1) temos que uo + vo + Wo = 1 e, além disso, somando suas três 
primeiras equacões obtemos â( u +v+ w) f ât = O em Q. De onde, todas as possíveis soluções do problema 
(4.0.1) satisfazem u +v+ w = 1 em Q. Então substituindo w por 1- u- v neste problema obtemos o 
seguinte problema auxiliar: 
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ôr b" 1 Ôu 1,ôv Q -ô - uT = lt -ô + 2 -ô +f em 
âu t t t 
§t- kD.u = -atu(l-u- v)(l- 2u- v +ctT +di)- a3uv(v- u +c3r +da) 
ât - kD.v = -a2v(l- v- u)(l- 2v- u + c2 r + d2)- a3vu(u- v- c3r- d3 ) 
âr Bu âv 
ân = ân = ân = 0 em âr! X (0, T) 
T=To, U=Uo, V=Vo em 0x{t=0}, 
em Q 
em Q (4.1.2) 
onde b, f, k, a1, Ct, dt, a2, c2, d2, a3 , c3 , d3 , r0 , u0 , v0 são como no problema (4.0.1) e l~ = l1 -l3 e 
l~=l2-la. 
Para obter um resultado sobre existência de soluções do problema (4.0.1) vamos primeiro discutir 
um resultado sobre existência de soluções do problema auxiliar acima. 
4.1.1 Existência de Solução de um Problema Auxiliar 
Proposição 4.1 Suponha que b, li, lL k, a 1 , c1 , d1 , a2 , c2 , d2 , a3 , c3 e d3 são constantes com b, k, a1 , 
a2, aa >O, f E U(Q), com q > 5/2, e ro, u0 , v0 E W:f(O) satisfazem 5fif;- =~=~=O, u0 ,v0 ;:: O 
e Uo + Vo ::; 1. Além disso, suponha que n c IR3 é um domínio aberto, limitado e de classe C2 • Então, 
o problema (4.1.2} possui uma solução (r,u,v) E Wi'1 (Q) x Wi'1 (Q) x Wi•1 (Q) e r,u,v satisfazem a8 
eBtimativas 
llrllwg·'(Q) + llullwg·'(Q) + llvllwg· 1 (Q)::; C [llrollw?{fl) + lluollw?(fl) + llvollw?(n) + 11/IIP{Q)J, 
(4.1.3) 
u, v 2: O e u +v:::; 1 q.t.p. em Q, (4.1.4) 
onde C depende de !1, T e das conBtantes do problema (4.1.2}. 
Demonstração: 
Para demonstrar a existência de solução (r,u,v) E Wi·1 (Q) x Wi• 1(Q) x Wi•1 (Q) do problema 
(4.1.2) vamos aplicar o Teorema de Ponto Fixo de Leray-Schauder (Teorema 1.3) no espaço de Banach 
B '~ {(r,u,v);r E L~(Q),u,v E L"(Q)} ~L~(Q) x L"(Q) x L"(Q). 
Para isso consideremos o operador TJ..: B-+ B, com 
T:.,(8,p.,v) = (r,u,v), V (8,p,,v) E B, V O::; À::; 1, 
definido pelo problema a seguir 
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ÔT A 1 ÔU 1 ÔV a -buT =l1a +l2-Ô +f em Q 
ôu t t t gt- kD.u = -a1u(l- u- v)(!- 2u- v+ ..\c16 + dl)- a3uv(v- u + ..\c30 + d3) 
ôt - kó.v = -a2v(!- v- u)(l- 2v- u + >..c2fJ + tk)- asvu(u- v- ..\c36- d3) 
ÔT ÔU {)v 
ân = ôn = 8n =o em an X (0, T) 
r=r0 , u=u0 , v=vo em nx{t=O}, 
emQ 
emQ 
com b, li, l~, j, k, a1, c1o d1, a2, c2, d2, as, cs, d3, ro, Uo e vo como no problema (4.1.2). 
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(4.!.5) 
Vamos agora verificar que as hipóteses do Teorema de Ponto Fixo de Leray-Schauder são satisfeitas. 
a) Primeiramente mostremos que TÀ está bem definido V (0,11,v) E B e 'i À E [O, 1]. 
Para isso, sejam (B,JL,v) E B e À E [0, 1]. Como(} E L00 (Q) temos que ÀciO + d; E L=(Q), 
para i=1,2,3, então aplicando a Proposição 3.2 às duas últimas equações de (4.1.5) temos que existe 
(u,v) E Wf(Q) x Wf(Q) solução destas equações. 
Tomando w = 1- u- v temos que (u,v,w) E W:f(Q) x W:f(Q) x Wi(Q) é solução do problema 
(3.0.1), pela demonstração do Teorema 3.2. E pelo Corolário 3.2 temos que tal solução de (3.0.1) é única. 
Pela unicidade da solução em Wi(Q) x WJ!(Q) x W:f(Q) do problema (3.0.1), temos pelo Teorema 
3.2, que u,v? O e u+v +w:::: 1, de onde, u+v s; 1, e pelo Teorema 3.4, que (u,v,w) E W{013 (Q) x 
Wfo;3(Q) X w;0/3(Q). 
Agora, como (u, v) E W1
2
013 (Q) x W~0;3 (Q), temos que ~~, ~: E L 1013(Q). De onde, o segundo 
membro da primeira equação de (4.1.5) pertence a Lq(Q), onde 7j = min{q, 10/3}. Então, pelo Corolário 
1.3 e pelo Teorema 1.4, temos que existe único TE w;•1 (Q) solução desta equação. Mas como q > 5/2, 
então wj·1(Q) c L'X:'(Q), portanto TE L 00 (Q). 
Assim, obtivemos que T:..: B ~ B está bem definido. Mais ainda, T>. : B ~ Wi(Q) x W{013 (Q) x 
W{
013
(Q), onde 7j = min{q, 10/3}. 
Antes de continuarmos a verificar as hipóteses do Teorema de Ponto Fixo de Leray-Schauder, ob-
servemos que todo (u,v), tal que (T,u,v) = T>.(8,p,v), satisfaz u,v 2':. O eu+ v$_ 1, q.t.p. em Q. Logo, 
se tivermos um ponto fixo para T1 , ou seja, uma solução para {4.1.2), esta deve satisfazer (4.1.4). 
b) Agora mostremos que para todo >. E [0, 1] fixo, T:.. : B ~ B é uma transformação contínua e compacta. 
Para isso, fixemos). E [O, 1]. Sejam (fh,JJt,vt), (82,/J2,v2) E B. E sejam (ri, ui> vi)= T>.(B;,jJi,lli), 
para i=1,2, e Wi = 1-Ui- v;. 
Como (u1,v1,wr) é solução do problema (3.0.1) com -2m1 = Àc1(h + d1, -2m2 = ÀC281 + d2 e 
-2ma = >.c381 +da, e (u2, v2 , w2) é solução do problema (3.0.1) com -2n1 = Àc182 +d1 , -2n2 = >.c282+d2 
e - 2na = >.c3B2 + da. Então, pelo Teorema 3.3, 
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I lu r - uzllw;.;~3 (Q) + Jlvr - vzllw;0;3(Q) S C [ll..\ct8t + dt- >.crBz- dtlfpo/3(QJ 
+li>•Czélt + dz- ÀczBz- dziiLtota(Q) + [j..\cslh + ds- ÀcsBz- dsllpota(Q)] 
$ CIIO,- O,IIL•(Q)• 
onde C depende de Ut, uz, Vt e vz. 
Agora, observemos que r := r 1 - T2 satisfaz 
ÔT _ t ô(ur - uz) l1 ô(Vt- v:;!) 
éJt- 1 ôt +z ôt 
8r/8n ~o em an X (O,T) 
r=O em Ox{t=O}. 
emQ 
C E W '·' (Q) t B(u,-u~J a(v,-v.) E Ltofs(Q) E t' ·- w'·' (Q) omour,uz,Vt,Vz 10; 3 , emas at , at . naOT.-Tt-TzE 1013 e 
satisfaz 
Ih - rzllw.:•'(Q) :::; Clh - rzllw•·' (Q) :::; C 11 ô(ur8- uz) + 8(vrâ- vz) 11 
q 10/3 t t LIO/S(Q) 
$C [llur- uzllw•·' (Q) + llvr- vzllw•·' (Q)] ::; Cj]Br- 8zJIL=(Q)l 
10/3 10/3 
onde q = min{q, 10/3}. 
De onde, temos que 
Logo, T>, ; B -+ w;·1(Q) X w;o~s(Q) X w;o~3(Q) é contínua. Mas como as inclusões w:·1(Q) c 
LW(Q), com 7j = min{q, 10/3}, e w;o~3 (Q) C L9 (Q) são contínuas e compactas, segue que T>.: B---+ B é 
contínua e compacta. 
c) A seguir vamos mostrar que'<:/ (e,Jl,v) E A, A C B limitado, T>..((),Jl,V) é uma transformação uni-
formemente contínua em À. 
Fixemos (B, f.L, v) E A com A C B limitado. Sejam Àt, Àz E [0, 1]. E sejam (Ti, Ui, vi) = TJ..; ((), J.l., v) e 
Wi = 1- u;- Vi, para i=1,2. Procedendo de maneira análoga ao caso anterior, obtem-se que 
onde C depende de Ut, Uz, Vt e v2 . Agora, como (B,J.t,v) E A com A C B limitado, temos que 
Novamente, observando utilizando o problema satisfeito por T := T1 - 72 e procedendo como no caso 
anterior, temos 
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Das duas últimas estimativas obtemos que T(.j(B,J.t,v): [O, 1]-+ w:·1(Q) X w~o/3(Q) X w[o/3(Q) é 
contínua, onde q = min{q, 10/3}. Mas como as inclusões Wi' 1 (Q) c L00 (Q) e W{Qj3 (Q) c L9 (Q) são 
contínuas, segue que T(.J(B, p,, v) : [0, 1] -+ B é contínua. Além disso, como [O, I] é compacto, temos que 
T(.j(O,JL,v) é uniformemente contínua em,\, 
d) Agora mostremos que o operador To possui um único ponto fixo em B. 
Para,\= O o problema {4.1.5) se torna 
OT bA I au I av f 7)- u.T = l1 ""'!l + lz!J + em Q 
âu t utut 
§t- ktlu = -a1u(l- u- v){l- 2u- v+ dt)- a3uv(v- u + d3) em Q 
ôt - ktlv = -a2v(l- v- u)(l- 2v- u + d2)- a3vu(u- v- d3 ) em Q 
ôr âu âv on ~ IJn ~ on ~o em an X (0, T) 
(4.1.6} 
T = TQ 1 U = tto, V= Vo em Q X {t = 0}, 
para todo (&,JJ-,v} E B. 
Seja (O,p,v) E B. Como di é uma constante finita, temos que di E V'Xl(Q), para i= 1, 2, 3, então 
aplicando a Proposição 3.2 às duas últimas equações de (4.1.6) temos que existe (u, v) E W](Q) xW](Q) c 
L9 (Q) x L9 (Q) solução destas equações. 
Tomando w = 1- u- v temos que (u,v,w) E W](Q) x W](Q) x W](Q) é solução do problema 
(3.0.1), pela demonstração do Teorema 3.2. Pelo Corolário 3.1 temos que tal solução de (3.0.1) é única. 
Logo, existe único (u,v) E L9(Q) x L 9 (Q) solução das duas últimas equações de (4.1.6). 
Pela unicidade da solução em W](Q) x W](Q) x W](Q) do problema (3.0.1), temos pelo Teorema 






(Q). Agora, como (u,v) E W(013 (Q) x W{013 (Q), temos 
que ~~, ~~ E L1013 (Q). De onde, o segundo membro da primeira equação de (4.1.6) pertence a Li'f(Q), 
com q = min{q, 10/3}. Então, pelo Corolário 1.3 e pelo Teorema 1.4, temos que existe único r E Wi'1(Q) 
solução desta equação. Mas como q > 5/2, temos W~'1 (Q) c L=(Q), e conseqüentemente, r E L00 (Q). 
Portanto, existe um único (r, u, v) E B solução de ( 4.1.6). Como tal solução é a mesma para qualquer 
(B,J-t,v) E B, temos que T0 (B,J-t,v) = (r,u,v), V (B,J-t,v) E B. Logo, o operador To possui único ponto 
fixo (r,u,v) E B. 
e) Finalmente mostremos que existe uma constante K > O finita tal que toda possível solução de (r, u, v) = 
T>.(r,u,v), para qualquer À E [O, 1], satisfaz ll(r,u,v)IIB:::; K. 
Precisamos então estimar as normas dos possíveis pontos fixos de T>.. 
Seja (r, u, v) E B um ponto fixo de T>. para algum À E [O, 1], ou seja, T>.(r, u, v) = (r, u, v). Observe-
mos que para tal À, (r, u, v) satisfaz o problema 
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-ÀazCzv(l- v- u)r + Àaacavur 
éh = {)u = EJv = 0 em 80 X (O,T) 
8n 8n ân 
T =To, U = Uo, V= VQ 8ill f2 X {t = 0}, 
em Q 
com b, lL 12, j, k, a1, Ct, dt, az, cz, dz, aa, ca, d3, To, uo e Vo como no problema (4.1.2). 
(4.1.7) 
Primeiramente, multiplicando a primeira equação de (4.1. 7) por r-lí u-l~v e integrando em n x (0, t), 
com O:::; t:::; T, e usando a desigualdade de Young, obtemos 
f [r(t) - l~ u(t) - l~v(t)] 2 dx + 2b1t f [1Vrl 2 -l~ V'rVu -l~ V r \i' v] dxdt ln o ln t 
S C [llrollbtn) + lluolll.'(O) + llvollhn) + IIJIIJ.'(Q) + 1 L (r'+ u' +v') dxdt]. (4.1.8) 
Multiplicando a segunda equação do problema (4.1.7) por u, integrando em n x (0, t), com OS t S T, 
e utilizando a desigualdade de Hõlder nas integrais do segundo membro, visto que O :::; u, v ::; 1, e portanto 
u, v E L=(Q), temos 
1 i ' 1' i 3 !li ' - U (t)dx+ k l\?ul dxdt S- UoiiL'(O) 
2 n o n 2 
+lla,(2 + ld,l) +a,(!+ ldsi)IIL~(Q) [L u'dxdt+ lla,lc,l +a,lc,IIIL~(Q) 1' L (ur) dxdt, 
de onde, utilizando a desigualdade de Young obtemos 
para todo O s; t s; T. 
(4.1.9) 
Multiplicando a terceira equação do problema (4.1.7) por v, integrando em n X {O, t), com os; t ~ T, 
e procedendo de modo análogo obtemos 
~i v2 (t)dx+ k fot i j'Vvj 2dxdt S: C [11volli2(0) + fot i (v2 + T 2 ) dxdt], 
para todo O~ t s; T. 
(4.1.10) 
Multiplicando a desigualdade (4.1.9) por uma constante 2A > O, a (4.1.10) por uma constante 2B > O 
e somando-as à desigualdade (4.1.8), temos 
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i { [r(t) - l~ u(t) - l~v(t)] 2 + Au2 (t) + Bv2 (t)} dx 
+2 fot i [biVrl 2 - bl~ ·~h'Vu- bl~ 'V r 'V v+ Akl\i'ul 2 + Bkl\7vl2 ] dxdt 
$C [llrolli•(n) + lluolli•(n) + llvolli•(n) + 11/lli'(Q) + [ k (r'+ u' +v') dxdt]. 
Tomando A :::: max{l + 4(l~_)2, 1 + b(ll)2 /k} e B = max{l + 4(l2) 2 , 1 + b(l2)2 fk }, temos que (r -l~u 
-l2v)2 + Au2 +Bv2 2:: i 2 +u2 +v2 e biVrl 2 - bl~ \i'r'Vu- bl2 \7r\7v+Aki'Vuj 2 + Bki'Vvl 2 2:: &i''Vrl2 + I'Vul2 
+ l\7vl2 . De onde, 
k [r2 (t) + u2 (t) + v2 (t)] dx+ [h [I'Vrl2 + ki'Vul2 + ki'Vvl2 ] dxdt 
$C [llrollhn) + lluoiiL•(n) + llvollhn) + 11/IIL•(Q) + [h (r'+ u' +v') dxdt]. 
Usando o Lema de Gronwall na desigualdade satisfeita pela primeira integral acima obtemos que 
k [r2 (t) + u2 (t) + v2(t)] dx+ [ k [I'Vrl 2 + ki'Vul 2 + ki'Vvl 2] dxdt 
:o c [llrolli•(nJ + lluoiiL'("l + llvoiiL'("l + II!IIL'(Qi], 
para todo O.:::; t:::; T. 
(4.1.11) 
Agora, multiplicando a primeira equação de (4.1. 7) por âr jât, integrando em n x (0, t), com O :5 
t :5: T, e usando a desigualdade de Young, obtemos 
{'r [(i!r)' ,i!ri!u ,i!ri!vl r , I 2 I 2 lo Jn ât - 2li 8t ât - 2lz ât ât dxdt + b lo IV'r(t)l dx::::; bl rollw~í'{ll) +I fiiP(Q)• (4.1.12) 
para todo O ::; t ::; T. 
Multiplicando a segunda equação do problema (4.1.7) por 8uj&t, integrando em O x (0, t), com 
O::; t :S T, e usando a desigualdade de Hõlder e depois a de Young, como no caso anterior, temos 
!,' k ( ~~) 2 dxdt +~h 1Vu(t)l2dx 
k , 1 r' r [ , (IJ")'] <: 2 lluollwl(n)+lla,(2+ld,l)+a,(l+ld,I)IIL~(QI2J, lo C,u +e i!t dxdt 
+ Jlatlctl + aslcsiiiL""(Q) ~ fot k [ CEr2 +é ( ~;) 2] dxdt. 
Tomando e> O tal que [llat(2 + ldtl) + as(l + ldsi)IIL=(QJ + llatlctl + aslcsiiiL""(QJ] e= 1, obtemos 
que 
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1t i ( ~~) 2 dxdt + k i j\7u(t)j2 dx:::; kj]uollfv,;trl) +C 11 h (u2 + r 2 ) dxdt, 
para todo O :::; t S: T. 
(4.1.13) 
Multiplicando a terceira equação do problema (4.1.7) por 8vj8t, integrando em O x (0, t), com 
O :S t :S T, e procedendo de modo análogo obtemos 
fot lo ( ~~) 2 dxdt + k h j\7v(t)j 2dx:::; kllvolliv,?(n) +C fot lo (v2 + 7 2 ) dxdt, 
para todo O ::; t :::; T. 
(4.1.14) 
Multiplicando a desigualdade (4.1.13) por A, a (4.1.14) por B e somando-as à desigualdade (4.1.12), 
temos 
f' f [(8r)'_ 21,ârâu_ 21,âr8v A(âu)'+B(âv)']dxdt 
} 0 la at 1 at at 2 at at + at at 
+ 1, [bl'vr(t)l' + Aki'Vu(t)l' + Bki'Vv(t)l'] dx 
::; bj]Toii~2(Q) + Akj]uollk2(0) + Bkllvolliv2(0) + IIJIIL2(Q) +c rt f (u2 + v2 + r 2 ) dxdt. 
2 2 2 } 0 } 0 
Tomando A = 1 + 4(l~) 2 e B = 1 + 4(l~) 2 , temos que 
(~:)'- 2t; ~:~:- 2t; ~:~~+A G:)' + B (~~)' :> ~ (~:)' + (~~)' + (~~)' 
e bi'Vr(t)l' + Aki'Vu(t)l' + Bki'Vv(t)l' :> bi'Vr(t)l' + kiVu(t)l' + ki'Vv(t)l'. De onde, 
!,'i [ ( ~: )' + ( ~~ )' + ( ~~ )'] dxdt+ i [I'Vr(t)l' + I'Vu(t)l2 + I'Vv(t)l'] dx 
S C [11rollk2(0J + lluollk2(0) + llvollk2(n) + llflli2(Q)] +C t f (u2 + V 2 + r 2 ) dxdt. 




Usando a desigualdade (4.1.11) obtemos que 
[i [(~:r+ (~~r+(~~)'] dxdt+ 1, [I'Vr(t)l' + I'Vu(t)l' + I'Vv(t)l'l dx 
::; C [llroll~i(O) + lluoll~i(O) + llvollt,i(ll) + llflli.2(Q)J, 
para todo O::; t::; T. 
(4.1.15) 
Finalmente, multiplicando a primeira equação de (4.1.7) por -b.r, integrando em O x (O,t), com 
O ::; t ::; T, e usando a desigualdade de Young, obtemos 
~h j\7r(tWdx+ b fot h jb.rj2 dx::; ~ll\7rolli2(Q) 
+ [i [C, ( ~~ )' +c(t.r)2 +C, (~~r +c(t.r)' + Cd' + c(M)'] dxdt. 
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Tomando e= b/6 e usando a desigualdade (4.1.15), obtemos 
(4.1.16) 
para todo O::::; t::; T. 
Multiplicando a segunda equação do problema (4.1.7) por -.ó.u e a terceira por -.ó.v, integrando 
cada uma delas em O x (O,t), com OS_ t S T, e procedendo como na obtenção das estimativas (4.1.13) e 
(4.1.14) obtemos 
i,IV'u(t)l'dx+k /,'l,lt>ul'dx ~C (llrolll'(O) + llvolllvil"l + llvoiiE'(O) + 11/IIE'(Q)) dxdt (4.1.17) 
e 
i,IV'v(t)l2dx+ k J,'i,lt>vl'dx ~C (llroiii'(O) + IIUollhnJ + llvolllv/IOI + llflli'(QJ) dxdt, (4.1.18) 
para todo O:::; t S T. 
Das desigualdades (4.1.11) e (4.1.15) a (4.1.18) obtemos que 
llrllw;·'(QJ + ll•llw;·'(Q) + llvllwi·'(Q) ~C [llrollwi(O) + lluollwi(O) + llvollw/(0) + 11/IIL'(Q)]· 
Como Wi' 1{Q) C L 10 (Q) com inclusão contínua, da desigualdade anterior segue que 
llriiL'"(Q) + lluiiL"(Q) + llviiL'"(Q) ~C [ll'llllw/(0) + lluollw/(0) + llvollw/(0) + 11/IIP(Q)l· (4.1.19) 
Agora, como r, u, v E Ll0 (Q) satisfazendo a estimativa anterior e O S_ u, v ::::; 1, temos que o segundo 
membro da segunda e da terceira equações de (4.1.7) pertencem a L 10 (Q) c LWI3(Q). Como u0 , 
v0 E WJ(O), pelo Corolário 1.3 e pelo Teorema 1.4 aplicados a segunda e terceira equações deste problema 
obtemos que u,v E W{Q~3 {Q) e satisfazem 
ll•llw'·' (Q) < Clluollw'(Q) io/3 - 2 
+Gil- a1 u{1 - u- v){l - 2u- v+ dl) - aauv(v - u +da) - Àa1ciu{1 - u- v)r - Àa3c3uvrllpots(Q) 
:::; C [lluiiLwta(Q) + llrllpo;3(Q) + lluollwf(Q)] :::; C [llrollwf(O) + lluollwf(O) + llvollw{(O) + llf!IP(Q)], 
pois O:::; u, v:::; 1 e pela desigualdade {4.1.19). E do mesmo modo, 
llvllw;o}a<Ol $C [IITollwl{nl + lluollw,?(O) + Jlvollw,r(n) + !IJIIL2 (Q)J · 
Como u, v E W12Q~3 {Q), temos que~~,~~ E L 1013(Q). Assim o segundo membro da primeira equação 
de (4.1.7) pertence a Lq(Q), onde q = min{q, 10/3}. Então, pelo Teorema 1.4 aplicado a esta equação 
obtemos que TE w;·1 (Q). Como q > 5/2, temos que TE L=(Q) e satisfaz 
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S C [llullw'·' (Q) + llvllw'·' (Q) + 11/IIL•(Q) + IITollw'(QJ] 
10/3 10/3 2 
:; C [IITollwg(o} + lluollwg(n) + llvallwg(O) + llfiiLq(Q)J · 
Da última desigualdade e de (4.1.19) temos que 
II(T,u,v)IIB S C [IITIIL~(QJ + llui!L•(Q) + llviiL"(QJ] 
S C [IITollwJ(O) + llvollwJ(O) + llvollw?(n) + llfiiL•(QJ] •~ K. 
Como as hipóteses a) a e) do Teorema de Ponto Fixo de Leray-Schauder são satisfeitas, temos 
que existe (T,u,v) E B n W]'1(Q) X W]'1(Q) X W]'1(Q) ponto fixo de Tt, ou seja, existe (r,u,v) E 
wi· 1(Q) x Wi' 1(Q) x w]• 1(Q) solução do problema (4.1.2). Além disso, temos que essa solução satisfaz 
as estimativas (4.1.3) e (4.1.4). 
• 
Observação 4.1 Sob as hipóteses do teorema anterior, pelos argumentos apresentados na demonstração 
de que a hipótese a) do Teorema do Ponto Fixo de Leray-Schauder é satisfeita, temos que se (r,u,v) E 
W]'1 (Q) x W]' 1(Q) x Wi'1 (Q) é solução do problema (4.1.2}, então u, v 2: O eu+ v~ 1 q.t.p. em Q. 
4.1.2 Existência de Solução para o Modelo de Solidificação 2 
Teorema 4.1 Suponha que b, lt, l2, ls, k, a1 , c1 , d1 , a2, c2, Ih, a3 , c3 e ds são constantes com b, k, a 1 , 
a2, a3 >O, f E U(Q), com q > 5/2, e To, u0 , v0 , w0 E W{(O:) satisfazem ~ = ~ = ~ = ~=O, 
u0 , v0 , w0 > O e u0 + v0 + w0 = 1. Além disso, suponha que 0: C IR.S é um domínio aberto, limitado e de - 4 
classe C2 . Então o problema (.J.0.1} possui uma solução (T,u,v,w) E [wi•1 (Q)] e T,u,v,w satisfazem 
as estimativas 
IITIIw,i-'(Q) + llullwg·'(Q) + llvllwi·'(Q) + llwllw;·'(Q) 
:$;C [llrollw?(Q) + lluollw?(Q) + llvollw?(Q) + llwollw?(Q) + II!IIL2(Q)], 
(4.1.20) 
u,v,w2:-0 e u+v+w=l q.t.p. emQ, (4.1.21) 
onde C depende de 0:, T e das constantes do problema (4.0.1}. 
Demonstração: 
Tomemos I~ = lt -l3 e 1~ = l2 -ls. Então, pela Proposição 4.1, existe (7, u, v) E Wi•1 (Q) x W:f•1(Q) x 
Wi· 1(Q) solução do problema (4.1.2). Além disso, tal solução satisfaz as estimativas (4.1.3) e (4.1.4), isto 
é, 
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u,v 2: O e u+v::; 1 q.t.p. em Q. Seja w = 1- u- v. Como u +v:::; 1 q.t.p. em Q, temos que w 2: O, e 
pela definição de w, temos que u +v+ w = 1. Logo u,v e w satisfazem (4.1.21). 





Bt- kt!..u = -atu(l- u- v)(l- 2u- v+ctr+ dl)- a3uv(v- u +c3r+ d3 ) 
= -a1uw(w- u + CtT + dt)- asuv(v- u + dsr + cs), 
8v 
Bt - kb.v = -a2v(l- v- u)(l- 2v- u + Czr + dz)- a3vu(u- v- c3r- d3) 
= -azvw(w- v+ czr + d2)- asuv(u- v- csr- ds) 
âw 8u âv 
-- ktlw = -- + kb.u-- + kb..v at at at 
= a1uw(w- u + CtT + dt) + azvw(w- v+ c2r + dz) 
âr âu âv 
-~-~-~o 
ân ân ân 
e 
8w_ 8u av_o 
8n--8n-8n- em 80 X (O,T). 
r=ro, u=uo, v=vo e w=l-u-v=l-uo-vo=Wo em Ox{t=O}. 
Logo (r, u, v, w) E [W:l,1 (Q)t é solução do problema (4.0.1). Falta agora mostrarmos que w satisfaz 
a estimativa (4.1.20), isto é, 
Para isso, multiplicando a primeira equação do problema (4.0.1) por w, integrando em (0, t), com 
O:::; t:::; T, e usando as desigualdades de Hõlder, Young e Gronwall, como nas estimativas dos possíveis 
pontos fixos do operador T>.. da demonstração da Proposição 4.1, obtemos 
Agora, multiplicando a primeira equação do problema (4.0.1) por âwjât e depois por -6.w, proce-
dendo da mesma forma, obtemos 
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e 
~ fniV'w(tWdx+ l1t l~wl 2 :S C [llwollw:r(n) + fot l r 2 dxdt]. 
Somando as três desigualdades anteriores e usando a desigualdade (4.1.3) obtemos 
O que nos fornece a desigualdade desejada. 
• 
Observação 4.2 Sob as hipóteses do teorema anterior, se (r, u, v, w) E [ Wff'1 (Q) r é solução do proble-
ma (4.0.1}, entãou,v,w2::0 eu+v+w=l q.t.p. emQ. 
De fato, como uo + vo + wo = 1 em !l, somando as três últimas equações do problema (4.0.1), obtemos 
pela teoria de equações parabólicas em LP, que u +v+ w = 1 q.t.p. em Q. Agora, como (r, u, v, w) E 
[ Wff' 1(Q) r é solução do problema (4.0.1) e u +v+ w = 1, temos que (r, u, v) E [ Wff• 1 (Q) r é solução 
do problema (4.1.2). Então pela Observação 4.1, temos que u, v ~ O eu+ v ::; 1 q.t.p. em Q. De onde, 
u,v,w 2:: O eu+v+w = 1 q.t.p. em Q. 
4.2 Regularidade de Solução para o Modelo de Solidificação 2 
Teorema 4.2 Suponha que b, l1 , l2 , l3 , k, a1, Ct, d1, a2, c2, d2 , a3 , c3 e d3 são constantes com b, k, a1, 
a2, as >O, f E U(Q), com q > 5/2, e To, u0, v0, w0 E Wi(O) satisfazem t;;: = ~ = ~ = ~=O, 
Uo,Vo,Wo >o e Uo + Vo + Wo = 1. Além disso, suponha que n c IR.3 é um domínio aberto, limitado 
- ' 
e de classe C 2 • Se (T,u,v,w) E [w;•1(Q)] é uma solução do problema (4.0.1}, então (r,u,v,w) E 
W:'
1
(Q) X W~O}s(Q) X W~Q~3 (Q) X W{Q~3 (Q), onde "ij = min{q, 10/3}, e T,U,V 1W satisfazem a estimativa 
llrllw'·'(Q) + llullw'·' (Q) + llvllw•·• (Q) + llwllw'·' (Q) 
.. 10/3 10/3 10/3 
:5 C [IITollw,?(ril) + lluollw,?(O) + llvollw,?(n) + llwollw,?(O) + llfiiL2(Q)], 
(4.2.22) 
onde C depende de O, T e das constantes do problema (4.0.1}. 
Se, além disso, To, uo, vo, Wo E Wfp;5 (0), com 2 :0::: 3pf5 < oo, então (T,u,v,w) E w;•1(Q) x 
Wff·1 (Q) X Wff• 1 (Q) X Wi· 1(Q), onde íf= min{q,p}, e T,U,V,W satisfazem a estimativa 
llrllw;·'(QJ + llullw;·'(Q) + llvllw;·'(Q) + llwllw;•'(Q) 
:5 C [IITollw~pfõ(n) + lluollw~P/~(n) + llvollw~P/ 5 (0) + llwollw~p/5 (0) + llfiiLo(Q)J, 
(4.2.23) 
onde C depende de O, T e das constantes do problema (4.0.1}. 
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Demonstração: 
Seja (r,u,v,w) E [wi•1 (Q)r uma solução do problema (4.0.1). Procedendo exatamente como nas 
estimativas obtidas nas demonstrações da Proposição 4.1 e do Teorema 4.1 obtem-se que 
llrllw;·'(Q) + llullw;·'(Q) + llvllw;·'(Q) + llwllw;·'(Q) 
S C [llrollwl(") + lluollwll"l + llvollwl("l + llwollwl("i + 11/IIP(Q)]· 
(4.2.24) 
Agora, como T,u,v,w E W:f'1 (Q) C L 10(Q) satisfazendo a estimativa anterior e O:::; u,v,w:::; 1 
(pela Observação 4.2), temos que o segundo membro das três últimas equações de (4.0.1) pertencem a 
2- , 
L10(Q) c L1013(Q). Além disso, To, Uo, Vo, Wo E W{(Q) c wlO/~ (Q), pelo Corolário 1.3. Logo, pelo 
Teorema 1.4 aplicado a estas equações obtemos que u,v,w E w;o~3 (Q) e satisfazem 
:S C [iluiiL'ofa(Q) + llrfjpota(Q) + lluollw,?(Q) J 
~C [llrollw,?(n) + Jluollwg(n) + llvollw? + llwollw:?(O) + llfiiP(Q)J, 
pela desigualdade (4.2.24). E do mesmo modo, 
llvllw~;;,(Q) S C [llrollwl("l + lluollwl<"i + llvollwl("l + llwollwl + 11/IIP(Q)] e 
llwllw~;;,(Q) S C [llrollwcl"i + lluollwll"l + llvollwi(O) + llwollwl + 11/IIL'(Qi]· 
Como u,v,w E W~Qj3 (Q), então~~.~~.~~ E L1013(Q). Assim o segundo membro da primeira 
equação de (4.0.1) pertence a L1f(Q), onde q:::: min{q, 10/3}. Então, aplicando o Teorema 1.4 à primeira 
equação do problema (4.0.1) obtemos que r E w;•1 (Q) e satisfaz a seguinte estimativa 
llriiL-(Q) S Cllrii"1·'(Q) S C [li!,~~+ l, ~~ + l, ~~ + {,IQ) + llrollwi(Q)l 
S C [llullw'·' (Q) + llvllw'·' (Q) + llwllw'·' (Q) + II!IIL•(Q) + llrollw'(Ql] ID/a 10/3 10/3 2 
S C [llrollwll"l + lluollwf("i + llvollw'("l + llwollwi(O) + 11/IIL•(Qi], 
pelas três últimas desigualdades. 
Somando as quatro últimas desigualdades obtemos a estimativa (4.2.22). 
2-~ 
Agora, se TO, Uo, Vo, Wo E w;p/5 (0). Então, pelo Corolário 1.3, temos que To, uo, Vo, Wo E Wp p (0). 
Procedendo como no caso anterior, temos que u, v, w E W{Qj3 (Q) e satisfazem a estimativa ( 4.2.22). Como 
u, v, w E W1
2Qj3(Q) c L=(Q) e r E w;'1 (Q) c L=(Q), temos que o segundo membro da segunda, terceira 
e quarta equações de (4.0.1) pertencem a L=(Q) C V(Q). Então, aplicando o Teorema 1.4 a segunda, 
78 CAPÍTULO 4. MODELO DE SOLIDIFICAÇÃO 2 
terceira e quarta equações do problema (4.0.1) obtemos que u, v, w E w;•1 (Q) e satisfazem as seguintes 
estimativas 
llullw;·l(Q) :::; C [11!-atw(w- u + d1)- aav(v- u + da)]u- [atCtUW + aacauv]riiLP(Q) + [luollw:-;(OJ 
:S C [lluiiLP(QJ + l[ri!P(Q) + lluollwg"15(n)] :S C [11ullw~o~3 (Q) + llrllw.;·1(Q) + lluollwg"15(o)] 
S C [llrollwl(O) + lluollwl"t~{O) + llvollw22 + llwollwl(O) + llfiiLq(Q}J, 
pela desigualdade (4.2.22). Do mesmo modo, obtemos 
Como u,v,w E w;•1 (Q), então~~,~~,~~ E LP(Q). Assim, o segundo membro da primeira equação 
- 2-1 
de (4.0.1) pertence a Lq(Q), onde q = min{p, q}. Além disso, To E w;pj;,(f!) c Wp p (0), pelo Corolário 
1.3. Então, aplicando o Teorema 1.4 à primeira equação do problema (4.0.1), obtemos que TE W§'1 (Q) 
e satisfaz 
llrllw'·'(Q) :s c [li'' aau + ,, aav + ,, aaw +til + llroll ,_' l 
q t t t Lq(Q) Wp "(O) 
:S C [llullw'·' (Q) + llvllw'·' IQI + llwllw'·' IQI + II!IIL•(QI + llrollw• (n)] lD/3 10/3 10/3 3p/5 
:S C [11rollw;"1,(0) + lluollw;(n) + llvollwl!n) + llwollwl!n) + II!IIL•(Q)], 
pela desigualdade (4.2.22). 
Somando as quatro últimas desigualdades obtemos a estimativa (4.2.23) 
• 
4.3 Estabilidade e Unicidade de Solução para o Modelo de So-
lidificação 2 
Teorema 4.3 Sejam ft,h E U(Q), com q > 5/2, (TJ,uà,vó,wl;), (T6,u~,v5,wÕ) E [WJI(!1)] 4 , e 
(T1,u1,Vt,wl),(T2,u2,v2,w2) E [wi'1(Q)r soluções do problema (4.0.1} com Ut,(TJ,ul;,vã,wô)) e 
(f2,(T5,uõ,v5,w5)), respectivamente. Suponha que b, lt, l2, l3, k, a1, Ct, dt, a2, c2, d2, a3, c3 e d3 
- t t b k o i i i i , .. / ~ ~ ~ ~ o sao cons an es, com , , a1, a:J, a3 > , e T0 , u0 , v0 , w0 sa ~s,azem an = an = lJn = lJn = , 
ub,vb,wb ;:: O e ub + vb + wb = 1, para i = 1,2. Além disso, suponha que !1 c lR? é um domínio 
aberto, limítado e de classe C2. Então, (Tt,Ut,Vt,Wt) e (T2,u2,v2,w2) satisfazem a seguinte estimativa 
de estabilidade 
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llr1 - rzllw,?·'(Q) + [[ut- uzllw;•t(Q) + llv1- vzllw;u(Q) + [[wt- wzllw;·'(Q) 
:S C [11!1- hiiP(Q) + llrJ- rJJiw,?(n) + lluã- uõllw,?(n) + llvõ- võllw?(n) + lfwõ -wfillw;(n)] · 
(4.3.25) 
onde C depende de O, T, das constantes do problema (4.0.1) e de u 1 , Vt, Wt, u 2 , Vz, e w2 . 
Demonstração: 
Sejam]I,/2 E U(Q), (rJ,uij,vJ,wJ), (rJ,ufi,vfi,wÕ) E [Wf(0)]
4
,e (rt,Ut,Vt,wt), (rz,uz,Vz,wz) E 
[w:i•1 (Q)] 4 soluções do problema (4.0.1) com (h, (rJ, uõ, vJ, wJ)) e (/z, (rJ, uij, vfi, wÕ)), respectivamente. 
E . . 1 2 1 2 sejam r = r1 - rz, u = u1 - uz, v = Vt- vz e w = Wt - wz e seJam To = r0 - r0, u0 = u0 - u0, 
Vo = võ - võ e Wo = wõ - wfi. Então, (r, u, v, w) E [ Wi' 1(Q) r e satisfaz ao seguinte problema 
8r 8u av 8w 
- -bdr= l1- +l,- +l,- +h- h emQ 
8t Bu 8t 8t 8t 
g; -k!:1u=Atu+Azv+A3w+A4T emQ 
/J~ -k6.v=B1u+Bzv+B3w+B4T emQ 
Bt - k6.w = C1u + C2v + C3w + C4T em Q 
{)r au 8v aw 
On = ôn = On = {)n = 0 em {)[/,X (0, T) 
r=ro, u=uo, v=vo ew=wo emOx{t=O}, 
onde 
At = -at(Wt -u1-u2 +ctTl +dt)w1 -a3(vl-Ut-uz+c3Tt +d3)v1, 
Az = -a3(v1 + vz- uz + C3T1 + d3)uz, 
A3 = -al(wr +w2 -u2+C!T1 +dt)uz, 
B1- a3(u1 + Uz- v2- C3T1- d3)v2, 
Bz = -a2(w1- v1- V2 + c2T1 + d:J)wt- a3(u1- Vt- vz- C3T1- d3)u1, 
Ba = -a2(w1 + Wz- vz + CzTt + d2)v2, 
B4 = -azczvzw2 + a3c3v2u2, 
Ct = -a1 (u1 +u2 -w2 -CtTt -d1}w2, 
C2 = -a2(V1 + Vz- Wz- C2T1- dz)wz, 
C3 = -at(Ut -Wt -W2 -ClTt -dt)Ut-ttz(Vt -WI -W2 -CzTt -dz)VI e 
C4 = UtCtW2U2 + azCzW2Vz. 
(4.3.26) 
Multiplicando a primeira equação do problema anterior por T, integrando em O x (0, t), com 
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O-:::; t :S T, e usando a desigualdade de Young, obtemos 
In r 2 (t)dx+ 2b fot In ['\7rl 2 dxdt 
oS l rgdx+ C [ l [ (~~) 2 + (~~) 2 + ( ~~) 2 +r'] dxdt + llf<- hlli'(Q) (4.3.27) 
Multiplicando a segunda equação do problema (4.3.26) por u, a terceira por v, a quarta por w e 
procedendo do mesmo modo com cada uma das igualdades obtidas, temos 
e 
Multiplicando as três últimas desigualdades por 2 e somando-as à desigualdade (4.3.27), obtemos 
l [r2 (t) + u2 (t) + v2 (t) + w2 (t)] dx+ 2 [ l [bl'hl' + k1Vvl 2 + k!Vvl2 + k1Vwl 2] dxdt 
:s c J,'fo [ (~~)' + (~~) \ (~~)}xdt+C [ fo (u' +v' +w' +r') dxdt (4.3.28) 
+llrolti2(Q) + lluolli2(Q) + llvolli2(0) + llwolll2(!1) + 11!1 ~ hlli2(Q), 
pois pela Observação 4.2, O :S: ui,v;,w;::; 1, para i=1,2, e assim A;,Bj,Cj E L=(Q), paraj=l,2,3. 
Agora, multiplicando a segunda equação do problema (4.3.26) por 8uj8t, integrando em n x (0, t), 
com O::; t::; T, e utilizando a desigualdade de Young, temos 
fot L ( ~~) 2 dxdt + ~ fni'Vu(tWdx::; ~ fn1'Vu(O)I 2dx 
~ fot In [CeiAtlu2 + c[Ad ( ~~) 2 + Ce[A2[v2 + e[A2 [ ( ~~) 2 + Ce[A3 [w2 
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Como Aj,Bj,CJ E U'0 (Q), paraj=1,2,3, usando a desigualdada de Hõlder, temos que 
+C e fot In [u2 + v2 + w2 + r 2] dxdt + <k:jjA1 + Az + A3 + A4JIL""(Q} fot i ( ~:) 2 dxdt. 
Tomando c> O tal que 4eJIA1 + Az + A3 + A4IIL=(Q) = 1/2, obtemos 
fot L (:) 2 dxdt + k lo j'Vu(t)j2 dx:::; klluoll~:\'(fil) +C fot In [u2 + v2 + w 2 + r2 ] dxdt. (4.3.29) 
Multiplicando a terceira equação do problema (4.3.26) por âvj8t, a quarta por âwfât, integrando 
em O x {O,t), com O:::; t:::; T, e procedendo de modo análogo obtemos respectivamente 
e 
(4.3.30) 
Lt In c:;;:) 2 dxdt+k fnrvw(t)j2 dx$. kllwoll~g(n) +C fot h [u2 +v2 +w2 +r2] dxdt. (4.3.31) 
Substituindo as desigualdades (4.3.29) a (4.3.31) em (4.3.28), obtemos que 
h, [r'(t) + u'(t) + v2(t) + w2 (t)j dx+ z!,' h, [bi'hl 2 + k1Vul2 + k1Vvl 2 + k1Vwl 2] dxdt 
:::; C fot i (u2 + v2 + w2 + T 2) dxdt 
+C [11rolll2(fil) + lluoll~:\'(n) + l]voll~i(n) + Jlwoii~,?(O) +11ft- hlli2(Q)] · 
De onde, usando o Lema de Gronwall, obtemos 
L [r2(t) + u2 (t) + v2 (t) + w'(t)] dx+ z!,' h, [biVrl 2 + k1Vul 2 + k1Vvl2 + k1Vwl 2] dxdt 
,; C [11'1liiL'(OJ + llvolllvf(n) + llvoiiWi(OJ + llwolllv/(OJ + 111!- fzlli'(QJ]· 
Substituindo a última desigualdade em (4.3.29) a (4.3.31) obtemos, respectivamente, 
!,'h ( ~~) 2 dxdt + k L I'Vu(t)l'dx 
5: C [llmiJi,(o) + Jluoii~:\"(O) + Jlvoll?.v:\"(O) + Jlwoll~i(Q) +11ft - hlli'(Q)J, 
l L(~~)' dxdt+k L I'Vv(t)l 2d:x 
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e 
1,'1, ( ~~)' dxdt + k 1, !Vw(t)!'dx 
:S C [11Tolli2(Q) + lluoll~i(l1) + llvolli.vg{n) + llwoll~?rnJ +11ft - hlli2(Q}J · 
(4.3.35) 
Multiplicando a primeira equação do problema (4.3.26) por 8Tj8t e integrando em !1 x (0, t), com 
O s;. t ::; T, temos 
r' r (87 ) 'dxdt + ~ r [!Vr(t)!'- !Vr(O)I'] dx 
lo ln ôt 2 ln 
~c 1,'1, [c, (~~r +C, (~~r +C,(~~)' +4€ (~:)'] dxdt+C,I!/1-hllhrQ,, 
pela desigualdade de Young. 
De onde, substituindo as desigualdades (4.3.33) a (4.3.35) e tomando E== 1/8, obtemos 
1,'1, ( ~:)' dxdt + b 1, !Vr(t)!'dx 
~C [lhii~(O) + lluoii~(O) + llvolllvl{n) + llwolllvl(OJ +!Ih- hllhQJJ · 
(4.3.36) 
Finalmente, multiplicando a primeira equação do problema (4.3.26) por -.Ó.T, integrando em n X 
(0, t), com O ::; t ::; T, utilizando a desigualdade de Young, tomando E adequadamente e usando as 
desigualdades (4.3.33) a (4.3.35) como antes, obtemos 
In j\7T(t)j2dx+ b lt lo jATj2dxdt 
:S C [IITOII~g(o) + lluolliv;rnJ + llvolliv?(n) + llwoll~,?(o) + llf1- hlli2(Q)] · 
(4.3.37) 
Multiplicando a segunda equação do problema (4.3.26) por -.ó.u, a terceira -.ó.v, a quarta por -.ó.w, 
integrando em !1 x (0, t), com O ::; t :::; T, e procedendo de modo análogo obtemos respectivamente 
L IY'u(t)j2dx+ k lt lo j.6.uj 2dxdt 
:S C [11Tolliv,?(O) + Jluolliv,?(n) + llvolliv,?(o) + llwoii~#(O) + 11!1- hlli2{Q)]' 
(4.3.38) 
L jY'v(t)j 2dx+ k 1t L j.6.vj 2 dxdt 
::; C [IIToii~Jl(O) + JJuoiJ~,f(fl) + IJvolliv,?(o) + Jlwolliv,?(O) + 11!1- hlli~(Q)] 
(4.3.39) 
L jV'w(tWdx+ k fot L j.6.wj2dxdt 
:S C [11Tollf-v,:(n) + lluolliv,r(o) + Jlvolliv,?(OJ + Jlwolliv,rrnJ + 11!1 - hlli2(Q)] · 
(4.3.40) 
Das desigualdades (4.3.32) a (4.3.40) obtemos a desigualdade (4.3.25). 
• 
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Corolário 4.1 Sejam fl,h E Lq(Q), com q > 5/2, (rJ,uô,vÕ,wÕ), (rd\u~,vÕ,wÕ) E [W{(n)t, e 
{rhul>v1,wi),(r2,u2,v2,w2) E [wi•1(Q)r soluções do problema (4.0.1} com (ft,(rJ,ul,,võ,wô)) e 
(h,(rJ,uõ,và,wÕ)), respectivamente. Suponha que b, lt, lz, l3, k, a1, Ct, dt, az, cz, dz, a3, Cs e d3 são 
t t b k >O i i i i , . . 1 ~ ~ ~ ~ 0 i i i> cons an es, com , , a1, az, a3 , er0, u0, v0, w0 sa ~s1azem an = an = Bn = an = , u0,v0,w0 _ 
O e ui+ vb + wb = 1, para i= 1, 2. Além disso, suponha que !1 C IR? é um domínio aberto, limitado e de 
classe C 2. Então, (rt,Ut,Vt,Wt), (rz,uz,Vz,wz) E W:'1(Q) X W~Q~3 (Q) X w:o~3 (Q) X w:o/3(Q), onde 
q = min{q, 10/3}, e satisfazem a seguinte estimativa de estabilidade 
Ih- rzllw2·'(Ql + ]]ut- uzllw2,1 (Q) + llvr- v2llw2,1 (Q) + llwt - wzllwz,t (Q) 
"if 10/3 10/3 10{3 
S C [llrollwj(O) + lluollwj(n) + llvollwj(O) + llwollwj(n) + 11/J- hiiL•(Q)J, 
(4.3.41) 
onde C depende de 11, T, das constantes do problema (4.0.1) e de u 1 , Vt, Wt, uz 1 vz, e Wz. 
Se, além disso, ('rJ' uõ, võ, wõ), (TJ' uõ, vJ, wõ) E [ w;p/5(11) r J com 2 :5 3p/5 < 00, então, (Tt, UI, Vt, wt), 
(T2 ,u2 ,v2 ,w2 ) E Wi'
1(Q) x Wff• 1 (Q) x Wff· 1(Q) x w;•1(Q), onde ij= min{p,q}, e satisfazem a seguinte 
estimativa de estabilidade 
IITt- Tzllwi·'(Q) + llut- uzllw;•'(Ql + llvt- vzllw;·'(Q) + llwt- wzllw;·'(Q) 
:S: C [IITollw:v/5(0) + lluollw:vts(O) + llvollw;v15 (0) + llwollw;v15 (o) + 1111- hiiLq(Q)], 
onde C depende de 11, T, das constantes do problema (4.0.1} e de u1 , v 1 , w 1 , u 2 , v2 , e w2 . 
Demonstração: 
( 4.3.42) 
Sejam !1,/2 E U(Q), (TJ,uõ,vÕ,wÕ), (TJ,uõ,vJ,wÕ) E [Wi(11)] 4 , e (Tt,Ut,Vbwt), (r2,uz,v2,w2) E 
[w:f·1 (Q) r soluções do problema (4.0.1) com (h, (rJ' uõ, võ, wõ)) e (/z, (rJ' uõ, vJ, wfi)), respectivamente. 
Sejam T = r1 -rz, u = Ut -uz, v= Vt -vz e w = Wt -wz e sejam To= rJ -rJ, uo = uõ -uõ, vo = võ -vÕ 
e uro = wJ - wõ, como na demonstração do Teorema 4.3. 
Pelo Teorema 4.2 temos que (rt,Ut,Vt,wl),(rz,Uz,Vz,Wz) E W~'1 (Q) X w~o}3(Q) X w{o}3(Q) X 
W{0/ 3(Q), onde q = min{q, 10/3}, então (r, u, v, w) E W~'
1 (Q) x w;o/3(Q) x w;oj3(Q) x W{Qj3(Q), com 
q = min{q,l0/3}. Além disso, (r,u,v,w) satisfaz o problema (4.3.26). Então, pelo teorema anterior 
temos que (r, u, v, w) satisfaz a estimativa (4.3.25). 
Como w:f•1 (Q) c L 10(Q) com inclusão contínua, temos que o segundo membro da segunda equação 
do problema (4.3.26) pertence a L 10 (Q) C L1013 (Q). Além disso, uo E Wi(11) e Wi(1l) C W:0~~ (11) 
com imersão contínua, pelo Corolário 1.3. Então, aplicando o Teorema 1.4 a esta equação, temos que 
u E W1
2Q/3 (Q) e satisfaz 
llullw'·' IQI S C [IIA,u + A,v + A,w + A,riiL''I'(Q) + lluoll ,_, ] 
10/3 wtojs o s (O) 
S C [llullw;·'(Q) + llvllw;·'(Q) + llwllwc·'(Q) + llrllw;-'IQI + lluollwj(n)], 
pois Ai E L=(Q), para i= 1,2,3,4, e W:f•1 (Q) c L1013(Q). Logo, por (4.3.25) temos 
llullw~,;/ 3 (Q) :S: C [llrollwf(O) + lluollwf(n) + llvollw,?(n) + llwollw,?(fl) +11ft- hiiL2 (Ql] · (4.3.43) 
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Procedendo de maneira análoga para a terceira e quarta equações do problema ( 4.3.26) obtemos que 




Como u,v,w E W~Q~3 (Q), temos que~~.~~.~~ E L 1013 (Q). Então, como f E Lq(Q), o segundo 
membro da primeira equação do problema (4.3.26) pertence a L"ii(Q), onde q = min{q, 10/3}. Além , __ ,_ 
disso, r 0 E Wf(n) e Wi(D) c W101~
013 (O) com imersão contínua, pelo Corolário 1.3. Então, aplicando 
o Teorema 1.4 a esta equação e procedendo do mesmo modo, temos que r E w;•1(Q) e satisfaz 
11TIIwi·1 (QJ :S C [11ullw;,;~ 3(QJ + llvllw;,;~ 3(Q) + llwllw;0~ 3 (Ql + 11!1- hiiLq(Q) + llroJiw~(Q)] · 
O que nos fornece, pelas desigualdades (4.3.43) a (4.3.45), 
llrllwi·'(QJ <;C [llrollwii"l + lluollwll"l + llvollwli"l + llwollwiin) + llh- hiiL•(Q)J · 
Somando as desigualdades (4.3.43) a (4.3.46) obtemos a estimativa (4.3.41). 
Vamos demonstrar agora o caso r0 , u0 , v0 , w0 E WiP15 (0), com 2 ~ 3p/5 < oo. 
(4.3.46) 
Procedendo exatamente como no caso anterior, obtemos que (r,u,v,w) E W;' 1 (Q) X W:Q~3 (Q) X 
W~oj3 (Q) x W~Qj3 (Q) e satisfazem a estimativa (4.3.41). 
Como W:Qj3(Q), w;'1(Q) C L=(Q), pois (j > 5/2, temos que u,v,w,r E V>O(Q). Logo, segundo 
membro da segunda equação do problema (4.3.26) pertence a L=(Q) c V(Q). Além disso, u0 E ,_, 
Wi,15 (!1) e Wi,;5 (íl) C Wp "(!1), pelo Corolário 1.3. Então, aplicando o Teorema 1.4 a esta equação 
temos que u E Wi•1 (Q) e satisfaz 
Jlullw2·'(QJ <;C [11Atu + A2v + A3w + ~riiLv(Q) + Jluoll 2-.a ] . ~·~ 
<;C [IIA>!IL~(Q)IIuiiL"(Q} + IIA,IIL~IQJIIviiL•(Q) + IIA,IIL~(QJIIwiiL•(Q) 
+IIA4[[L""'(Q)ilrliL"(QJ + Jluollw;,15(n)] 
<;C [llullw'·' (Q} + llvllw'·' IQJ + llwllw'·' (Q} + llrllw'·'(QJ + lluollwo i"}]· 10/3 10/3 10/3 'i 3p/õ 
Logo, pela desigualdade (4.3.41) temos 
llulfw,;'·'(Ql ~C [llrollw?(O) + lluollw;p
15
(Q) + llvollw](n) + llwollw](n) +11ft- !211Lq(Ql] · (4.3.47) 
Procedendo de maneira análoga para a terceira e quarta equações do problema (4.3.26) obtemos que 
v,w E w;•1 (Q) e satisfazem 
(4.3.48) 
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e 
(4.3.49) 
Como u,v,w E Wi•1 (Q), temos que ~~, t-, ~~ E LP(Q). Então, o segundo membro da primeira 
equação do problema (4.3.26) pertence a Lq(Q), onde q::::: min{p,q}. Além disso, To E W}p;5 (0) e 
z-a 
Wfv/ 5 (O) C Wp P {0), pelo Corolário 1.3. Então, aplicando o Teorema 1.4 a esta equação e procedendo 
do mesmo modo, temos que TE W~'1 (Q) e satisfaz 
llrllw;·'(Q) S C [ll•llwt'(QI + llvllw;·'(QI + llwllw;·'(QI + llh- hiiL•(QI + llrollw;,,,(o)] , 
que nos fornece, pelas desigualdades (4.3.47) a (4.3.49), 
llrllw'·'(Q) S C [llrollw• (O)+ lluollw• (O)+ llvollw• (O)+ IIWollw• (o)+ llh- ML•(Qi], õ 3p/õ Sp/5 3p/5 3pf5 
(4.3.50) 
ondeif=min{p,q}. 
Das desigualdades (4.3.47) a (4.3.50) obtemos a desigualdade desejada, ou seja, (4.3.42). 
• 
Segue diretamente do Teorema 4.3 o seguinte resultado: 
Corolário 4.2 Suponha que b, h, h, ls, k, a1, c1, d1, az, cz, ~.as, cs e ds são constantes com b, k, a1, 
a2, a3 >O, f E Lq(Q}, com q > 5/2, e To, uo, Vo, Wo E Wf(O} satisfazem t: = ~ = ~ = ~=O, 
u0 , v0 , w0 > O e u0 + v0 + w0 = 1. Além disso, suponha que O C IR 3 é um domínio aberto, limitado e de - 4 




Teoria de Controle Otimo e o 
Formalismo de Dubovitskii e 
Milyutin 
Neste capítulo, serão apresentados as definições e os resultados que constituem o método que usaremos 
para obter condições necessárias de otimalidade dos problemas de otimização. Tal técnica é conhecida 
como Formalismo de Dubovitskii e Milyutin e uma referência para esta técnica é Girsanov [8]. 
Inicialmente consideremos o seguinte problema de minimizar um funcional definido sobre um aberto 
de um espaço de Banach sujeito a restrições: 
Sejam X e Y dois espaços de Banach, e J : X -t IR o funcional a ser minimizado. Consideremos o 
seguinte problema 
(5.0.1) 
onde Q;, i= 1, ... , n + 1, são as restrições do problema. 
Definição 5.1 Se intQ, # 0 dizemos que Qi é uma restrição de desigualdade. Caso contrário, dizemos 
que Qi é uma restrição de igualdade 
Definição 5.2 O conjunto admissível, Uad, paro o problema de otimização (5.0.1) é definido por 
Uod ~ {x E Q' J(x) < oo). 
Definição 5.3 x E Uad é chamada solução ótima local do problema de otimização (5.0.1) se existe e> O 
tal que 
J(x) :5 J(y) 
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para todo y E U ad satisfazendo 
llx- Yllx < '· 
5.1 Teorema de Dubovitskii e Milyutin 
Antes de apresentarmos o Teorema de Dubovitskii e Milyutin vejamos algumas definições e alguns resul-
tados básicos. Nesta seção consideraremos as notações do problema (5.0.1) e um ponto xo E X. 
Definição 5.4 Dizemos que um vetor h é uma direção de descida do funcional J(-) no ponto xo se existe 
uma vizinhança U de h e um número estritamente negativo a:= a:(J, Xo, h) tal que, para todo E E (0, e:o) 
e qualquer h E U, 
J(x0 +E h) :::; J(xo) + Eo:. 
Definição 5.5 Dizemos que um funcional J(·) é regularmente de descida no ponto xo se suas direções 
de descida em x0 formam um conjunto convexo. 
Definição 5.6 Sendo Qi dado por uma restrição de desigualdade, dizemos que o vetor h é uma direção 
factível para Q; no ponto x0 E Q; se existe uma vizinhança U de h tal que, para todo e E (O,eo) e qualquer 
h EU, tem-se que x0 +ch E Q;. 
Definição 5. 7 Dizemos que uma restrição de desigualdade Qi é regular no ponto Xo E Q; se o conjunto 
das direções factíveis para Q, em x0 é convexo. 
Observemos que se Q; for dado por uma restrição de igualdade a definição de direção factível não 
tem sentido. Então, neste caso precisamos de uma nova definição. 
Definição 5.8 Sendo Q; dado por uma restrição de igualdade, dizemos que h é um vetor tangente uni-
lateral ou simplesmente direção tangente a Q; no ponto xo E Q; se para qualquer e E (0, co) existe um 
ponto x(e) E Q; tal que, se colocarmos x(e) = x0 +eh+r(e), então o vetor r( e) E X é tal que, para qual-
quer vizinhança U de zero, ~r(ê) EU para qualquer E> O suficientemente pequeno, ou equivalentemente, 
llr(,JII ~o(,). 
Definição 5.9 Dizemos que uma restrição de igualdade Q; é regular no ponto x0 E Q; se o conjunto das 
direções tangentes a Q; em xo é convexo. 
Observação 5.1 Quando o conjunto das direções tangentes é um subespaço vetorial, ele é denominado 
espaço tangente. 
5.2. CÁLCULO DOS CONES 
Proposição 5.1 
{i} As direções de descida geram um cone aberto com vértice em zero. 
(üj As direções factíveis geram um cone aberto com vértice em zero. 
(iii} As direções tangentes geram um cone com vértice em zero. 
Definição 5.10 Se K é um cone em X, seu cone dual denotado por K* é dado por 
K* = {rp E X*: rp(x) ~O para todo x E K}. 
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Observação 5.2 O uso da notação K* para o cone dual pode não parecer adequada, pois se K = X, 
então K* == {O} f; x~. Porém, esta é a notação usual na literatura, não devendo, portanto, causar 
confusão. 
Vamos agora apresentar o resultado principal desta seção. 
Teorema 5.1 {Teorema de Dubovitskii e Milyutin} 
Suponha que J(·) assume um mínimo local em Q = n~11 Qi no ponto x0 , J é regularmente de desdda em 
x0 , com direções de descida K 0 , Qi, i= 1, ... ,p, é regular em xo, com direções factíveis Ki, i= 1, ... ,p, e 
Qp+l é regular em x0, com direções tangentes Kp+l· Então existem formas lineares contínuas ~.p; E Kj, 
i =O, ... ,p + 1, não simultaneamente nulas, tais que, 
'Po + 'Pl + ... + 'f!p + 'f!p·+l = O. 
Tal equação é chamada Equação de Euler-Lagrange. 
Observemos que para obter uma caracterização analítica das condições de otimalidade a partir do 
teorema anterior devemos conseguir calcular os cones associados a cada restrição e seus duais. Isto é o 
que veremos na próxima seção. 
5.2 Cálculo dos Cones 
Nesta seção consideremos X e Y dois espaços de Banach, F1, F2, ... , Fn : X -+ IR funcionais contínuos, 
M : X -+ Y um operador e J : X -+ lR o funcional a ser minimizado. E consideremos o seguinte problema 
(5.2.2) 
onde Q; = {x E X: Fn(x)::; Àn}, i= 1, ... ,n, são restrições de desigualdade e Qn+l = {x E X: M(x) = 
O} é uma restrição de igualdade. 
Antes de apresentarmos os resultados referentes a cálculo dos cones, vejamos algumas definições do 
cálculo diferenciais que serão utilizadas. 
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5.2.1 Algumas Definições do Cálculo Diferencial 
Sejam X e Y dois espaços vetoriais normados, U uma vzinhança de um ponto x0 em X e F uma aplicação 
deUemY. 
Definição 5.11 Dizemos que F tem uma derivada direcional no ponto Xo na direção h se o limite 
I
. F(x0 +c h) - F(xo) 
'm 
~-;.o+ E 
existe. Notação: F'(xo,h). 
Definição 5.12 Suponhamos que para todo h E X a derivada F'(x0 , h) na direção h existe. A aplicação 
J+F(x0 , ·):X--+ Y definida por 6+F(x0 ,h) = F'(x0 , h) é denominada a primeira variação da aplicação 
F no ponto xo. 
Definição 5.13 Suponhamos que F possui uma primeira variação no ponto x 0 e que existe um operador 
linear contínuo A E .C(X, Y) tal que O+F(xo, h) = Ah. Então, o operador A é denominado derivada 
de Gâteaux da aplicação F no ponto x 0 e será denotada por Fá(x0 ). Assim, Fá(x0 ) é um elemento de 
.C( X, Y) tal que para cada h E X temos a relação 
F(xo +c h)= F(xo) + sFá(xo)h + o(s), 
quando E: ---t O. 
Definição 5.14 Dizemos que o operador F é Fréchet-diferenciável em x0 se, numa vizinhança de .xo, 
ele pode ser representado sob a forma 
F(xo +h)~ F(xo) + Ah + a(h)llhll, 
onde A E L:( X, Y) e limllhll~o lla(hJII ~ lla(O)II ~O. 
Neste caso, o operador A é chamado derivada de Préchet (ou simplesmente derivada} da aplicação F no 
ponto xo e é denotados por F 1(xo). 
Definição 5.15 Dizemos que o operador F: X ---t Y é estritamente diferenciável em Xo se existe A E 
L:(X, Y) tal que, para todo E: > O, existe ó > O tal que para todos Xt, X2 verificando llx1- xoll < ó, 
llx2- xoll < ó, temos a seguinte desigualdade 
Definição 5.16 Dizemos que o operador F: U c X ---t Y definido sobre um aberto U é de classe C1 (U) 
se ele possui uma derivada em cada ponto x EU e a aplicação x ---t F 1(x) é contínua. 
5.2. CÁLCULO DOS CONES 
Observação 5.3 As seguintes conclusões são satisfeitas: 
(i} Se F é Fréchet-diferenciável em x0 , então F é Gâteaux-diferenciável em Xo e F'(xo) = Fb(xo). 
{ii) Se F é estritamente diferenciável em x0 , então F é Fréchet-diferenciável em Xo e A= F'(xo). 
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{iii) Se F é Gâteaux-diferenciável em cada ponto x E U, onde U é uma vizinhança de xo, e a aplicação 
x--} FG(xo) é contínua em xo, então F é estritamente diferenciável em xo. 
(iv) Se F é estritamente diferenciável em x0 , então existe uma vizinhança de Xo onde F é Lipschitz 
continua. 
(v) F pode ser Fréchet-diferenciável em x0 e não ser estritamente diferenciável em xo. Por exemplo, o 





se x E Q 
se xElR\Q 
é Fréchet-diferenciável em x0 =O, mas não é estritamente diferenciável, pois F só é contínua em x0 ==O. 
(iv} Se F é de classe C1 , então ela é estritamente diferenciável. 
5.2.2 Direções de Descida 
Teorema 5.2 Seja X um espaço de Banach. Suponha que o funcional J ( ·) satisfaz uma condição de 
Lipschitz em uma vizinhança do ponto xo E X e que é direcionalmente diferenciável em x0 em qualquer 
direção h. Se J1(x 0 ,h) é convexa como função de h, então J(·) é regularmente de descida em x0 e seu 
cone de direções de descida K 0 é dado por 
Ko ={h E X' J'(xo,h) < 0). 
Corolário 5.1 Seja X um espaço de Banach. 
(i} Se J(-) é um funcional convexo continuo, então J(·) é regularmente de descida em qualquer ponto x 0 
e K0 =={h E X: J1(x0 , h)< 0}. 
{ii) Se J(·) é Préchet-diferenciável, então J(·) é regularmente de descida em qualquer ponto x0 e Ko == 
{h E X' (J'(xo), h)< 0}. 
5.2.3 Direções Factíveis ou Admissíveis 
Sejam Q uma restrição de desigualdade e Ka seu cone de direções factíveis. Nessa seção vamos admitir 
que intQ -:f:. 0, pois caso contrário Ka = 0. 
Lembremos que estamos considerando Q definido por um funcional, isto é, 
Q = {x E X' F(x) S F(xo)). 
Se F for contínuo podemos estudar o caso Q = {x E X: F(x) ::::; ..\}. 
Denotando por Kd o cone das direções de descida do funcional F(·) no ponto x0, vejamos alguns 
resultados: 
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Observação 5.4 Sempre vale a inclusão Kd C Ka· A "rec{proca"é dada pelo próximo resultado. 
Proposição 5.2 Suponha que F(-) é direcionalmente diferenciável em x0 em qualquer direção. Se existe 
h tal que F'(x0 , h)< O, então 
K, ~{h EX, F'(x0 ,h) <O}. 
Observação 5.5 A condição F'(x0 , h)< O pam algum h é equivalente a Kd ::ft 0. 
Corolário 5.2 Suponha que qualquer uma das condições abaixo é satisfeita: 
{i} X é um espaço de Banach, F(·) satisfaz uma condição de Lipschitz numa vizinhança do ponto e é 
direcionalmente diferenciável em x0 em qualquer direção h, F'(x0 , h) é convexa como Junção de h e existe - -
h tal que F'(xo,h) <O; 
{ii) F(·) é um funcional convexo contínuo e existe X tal que F(X) < F(x0 ); 
(iii} F(-) é Fréchet-diferenciável em x 0 e F'(xo) :f. O. 
Então, Ka = Kd ={h E X; F'(xo,h) < 0}. 
Proposição 5.3 Se Q é um conjunto convexo, seu cone de direções factíveis é dado por 
K, ~{h E X' h~ .\(x- xo), x E intQ,,\ >O}~ {.\(intQ- xo) 'À> O}. 
5.2.4 Direções Tangentes 
Teorema 5.3 (Lyusternik} 
Sejam X, Z espaços de Banach, U uma vizinhança do ponto x0 E X, P; U --t Z tal que P(x0 ) =O. 
Se P é estritamente diferenciável no ponto Xo e P'(xo)X = Z (ou seja, P é um epimorfismo}, então o 
conjunto Q = {x E X; P(x) =O} tem no ponto x0 um espaço tangente dado por 
T.,Q ~ ke• P'(xo) ~{h E X' P'(xo)h ~ 0). 
5.3 Cálculo dos Cones Duais 
Teorema 5.4 Suponha que o cone K é um subespaço vetorial de um espaço normado X. Então 
K" ~{~E X'' ~(x) ~O, Vx E K). 
5.4. GENERALIZAÇÃO DO TEOREMA DE DUBOVITSKII E MILYUTIN 
Teorema 5.5 Seja <p E X* se 
Então, 
K, = {x E X' <p(x) = 0}, 
K, = {x E X' <p(x) 2: 0), 
Ks = {x E X' <p(x) > 0}. 
Ki = {>.<p: -oo < >. < oo}, 
K2 = {À!f': O::; À< oo}, 
Kâ = { X* se <p = O, 
Ki se !.p-=/:- O. 
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Definição 5.17 Um funcional suporte para um subconjunto A C X em x0 E A é uma forma linear 
contínua rp E X* não nula tal que <p(x) 2: <,o(x0 ) para todo x E A. 
Sejam Q C X, xo E Q, Ka o cone das direções factíveis para Q em x0 , Kr o cone dru; direções 
tangentes a Q em x0 e Q* o cone dos funcionais lineares suportes para Q em x0 , isto é, 
Q' = {<p E X'' <p(x) 2: <p(xo), Yx E Q). 
Teorema 5.6 Se Q é um conjunto convexo fechado, então Kf = Q*. Se além disso, intQ =1- 0, então 
K: = Q*. 
5.4 Generalização do Teorema de Dubovitskii e Milyutin 




sujeito a x E Q = n?~tQi, 
(5.4.3) 
onde Qi, i = 1, ... , n, são restrições de desigualdade e Qi = {x E X : M(x) = 0}, i = n + 1, ... , m, são 
restrições de igualdade. 
Antes de apresentarmos uma generalização do Teorema de Dubovitskii e Milyutin vamos introduzir 
a definição de sistema cones de mesmo sentido (SSS), que será utilizada no teorema. 
Definição 5.18 Seja {Ki}~1 um sistema de cones em um espaço normado X. Dizemos que {K;}r_;1 
é um sistema de cones de mesmo sentido (SSS) se para qualquer constante M > O existem constantes 
M1, Mz, ... , Mm > O tais que, para todo x E X com llxllx :S M ex = 2::::1 Xi, com Xi E K;, para 
i= l, ... m, tem-se que llx;llx :s; Mi, para cada i= l, ... m. 
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Com as notações introduzidas no início da seção temos o seguinte resultado, que é uma generalização 
do Teorema de Dubovitskii e Milyutin citado anteriormente (ref. Walczak [15]): 
Teorema 5.7 Assuma que 
1. x 0 E n:;;1 Q, é uma solução do problema de otimização min { J(x) : x E n?~1mQi}, associado ao 
funcional J : X --t IR com cone de descida DC0 , cones factíveis FCi, i = 1, ... , n, e cones 
tangentes TCi, i == n + 1, ... , m, no ponto Xo-
2. Os cones DC0 e FCi, i = 1, ... , n, são convexos e abertos. 
3. Os cones TCú i = n + 1, ... , m, são convexos e fechados. 
4- O cone nf=n+1TCi está contido no cone tangente TC (ni=:n+lQi) associado ao conjunto de todas 
as restrições de igualdade Qi, i = n + 1, ... , m. 
5. Os cones duais [TCi]*, i = n + 1, ... , m, formam um sistema de cones de mesmo sentido. 
Então, existem !o E [DCo]*, fi E [FC;]*, i = 1, ... , n e li E [TC;]*, i = n + 1, ... , m, não todas 
simultaneamente nulas, tais que 
m 
Capítulo 6 
Problemas de Controle Para o 
Modelo de Solidificação 1 
Aqui vamos demonstrar a existência de solução ótima para problemas de controle relacionados ao Modelo 
de Solidificação 1 e usar o formalismo de Dubovitskii e Milyutin para encontrar condições necessárias de 
otimalidade. 
Neste capítulo vamos considerar O c IR? aberto, limitado e de classe C2 , como nos primeiros 
capítulos, e também os espaços 
E:= WÇ·1 (Q) X Wj2 '1 (Q) X WI2' 1 (Q) X V'(Q) e 
E'~ L"(Q) X L 1(Q) X L1(Q) X Wf(íl) X W{(íl) X W{(íl), 
(6.0.1) 
onde 
r > 5/2, l "2 r, r= mox{2, 3r /5} e T = mox{2, 3!/5}. (6.0.2) 
Consideremos o seguinte funcional J : E -t IR 
J(-r,u,v,f) = ~1 1T l,IT-Tdl2kdxdt+ ~2 1T 11u-udj2mdxdt 
O QT O QT 
+ ~3 lo In lv- Vdl 2mdxdt + ~ 1 In lfl 28 dxdt, (6.0.3) 
onde a 1 , a 2 , o:3 ;:::: O e N > O são constantes, k, sem são tais que k, s em ~ 1, e Td E L2k(Q), ud, 
vd E pm(Q) são funções dadas. 
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onde o funcional J é dado por (6.0.3) e Q é dado pela restrição de igualdade 
Q ={(r, u,v,f) E E: M(r,u,v, f)= 0}, 
sendo M : E --7 E um operador definido por 
se, e somente se, 
ar au av 
~~bó.r-lt~-l2--f=IP1 em Q 
âu ât ât ât 
gL- ktflu +atu(l-u -v)(l- 2u- v +ctr+ di)= ~.p2 
ât - k2t::.v + a2v(l- v- u)(l- 2v- u + c2r + d2 ) = t.p3 
âr 8u âv 
ân = ân = ân = O em 8!1 x (0, T) 
em Q 
em Q (6.1.5) 
T-To=ip4, U-Uo='f/5 e V-Vo=ip6 em f!x{t=O}. 
Observação 6.1 Observe que M(r,u,v,f) =O se, e somente se, (r,u,v,f) é solução do problema 
(2.0.1). E observe também que pelas definições de E e E dadas em (6.0.1}, o operador M acima está 
bem definido. 
Na próxima subseção mostraremos a existência de uma solução ótima do problema (6.1.4). 
6.1.1 Existência de Solução Ótima 
Para mostrarmos a existência de uma solução ótima do problema (6.1.4) precisaremos do resultado dado 
a seguir. 
Lema 6.1 Suponha que b, lt, l2, kt, k2, a1, a2, Ct, c2, d1 e~ são constantes com b, k1, k2, a1, a2 >O, 
e ro E W$(11), uo, vo E W/(11), com r e T satisfazendo {6.0.2), são tais que âr0 /8nlao =::: âuofânlan = 
8vo/8nlao =O e O::; u0 ,v0 ::; 1. Além disso, suponha que 11 C 1R
3 é um domínio aberto, limitado e de 
classe C 2 • Se r 2:: 2s, então Uad i:- 0. 
Demonstração: 
Seja f E U(Q), como l 2:: r por (6.0.2), então pelo Teorema 2.1, Corolário 2.3 e Teorema 2.3, existe 
Único (r,u,v) E WÇ• 1(Q) x W1
2
•
1 (Q) x W?•1 (Q) solução do problema (2.0.1). Logo, (r,u,v,f) E E, com 
E dado por (6.0.1), e M( r, u, v, f) =O. 




1 (Q) C L 2m(Q) com inclusão contínua. Logo, temos que (r,u,v) E L 2"(Q) X L 2m(Q) X L 2m(Q), de 
onde J(r,u,v,f) <=·Assim, (r,u,v,f) E Uad· 
• 
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Teorema 6.1 Suponha que b, lt, h, k1 , k2 , a 1 , c1 , d1 , az, C:J e d-:J são constantes com b, kt, kz, a1, az > O, 
ero E W,?(fl), u0 , v0 E Wf(r!), com r, f satisfazendo {6.0.2}, são tais que ~lon = ~len = ~len =O 
e O::; u0 ,v0 ::; 1. Além disso, suponha que 11 c IR3 é um domínio aberto, limitado e de classe C2 • Assuma 
também que Td E Pk(Q) e ud, Vd E L 2m(Q), com k em quaisquer inteiros tais que k, m ~L Se r= 2s, 
então o problema de otimização {6.1.4) possui uma solução ótima. 
Demonstração: 
Primeiramente observemos que se r 2=: 2s, então Uad f:. 0, pelo Lema 6.1. 
Seja {(rn,un,Vn,fn)} C Uad uma seqüência minimizante do funcional J. 
Como J(rn,un,Vn,fn) $C, pela estrutura de J temos que 
e, pelo Teorema 2.3, temos que 
Podemos então tomar uma subseqüência de {fn} e de {(rn,un,vn)}, com M('rn,un,vn,fn) =O, que 
continuaremos denotando por {{rn, Un, Vn, fn)}, tal que 
fn ~f fracamente em L'(Q), 
Tn __._.}. T fracamente em w;·'(Q), 
Un .......~. U fracamente em w;·'(Q) e 
Vn .....1. V fracamente em w;·'(Q). 
Como r, l > 5/2, pelo Corolário 1.2 temos que w;·1 (Q), WI2' 1 (Q) c L 00 (Q) com inclusão contínua 
e compacta. Então, 
Tn --t T fortemente em L 00 {Q), 
Un --tu fortemente em L 00 {Q), 
Vn-+ v fortemente em L00{Q). 
Mostremos agora que M{r, u, v, f) ::::::O, ou seja, que (r, u, v, f) é solução do problema (2.0.1). 
Primeiramente observemos que cada quádrupla (rn,un,vn.fn) satisfaz o problema 
ÔT n bfl ÔUn ÔVn 
ôt- Tn=lt8t+b ôt +In em Q 
8un ( fJt -ktflUn=-atUn l-un-Vn)(l-2un-Vn+CtTn+dt) 
Bvn ( ôt - k2Llvn = -a2Vn 1- Vn- Un)(l- 2vn- Un + C2Tn + d2) 
ÔTn ÔUn ÔVn ) 
ôn = ôn = ôn =0 em 80x (O,T 
Tn = TQ, Un = Uo e Vn = VQ em 0 X {t = 0}. 





Como fn .......~.f fracamente em U(Q) temos que fn --t f no sentido das distribuições. 
(6.1.6) 
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Como Tn _,.r fracamente em WÇ• 1(Q) temos que 
Tn -t r, 
no sentido das distribuições. 
ÔTn ÔT 
8t -4 ôt e 
Como Un---->. u e Vn-->. v fracamente em w?·1(Q) temos que 
Un-+ u, 
Ôun ôu 
8t -t ôt' .Ó.Un --t .Ó..u 




.Ó.Vn -t Av, 
respectivamente, no sentido das distribuições. 
e 
Finalmente, como Tn -t r, Un -tu e Vn -t v fortemente em U'"(Q), temos que 
un(l-un- Vn)(l- 2un- Vn + CtTn + dt) -t u(l- u- v){l- 2u- v+ c1r+dl) e 
Vn(l- Vn- un)(l- 2vn- Un + CzTn + d2)-+ v{l- V- u)(l- 2v- U + C2T + d2) 
no sentido das distribuições. 
Então, tomando o limite n -t oo nas três primeiras equações de (6.1.6) obtemos que (r,u,v,f) 
satisfazem as três primeiras equações de (2.0.1) no sentido das distribuições. Mas como, (r, u, v, f) E 
w;· 1(Q) X Wt2' 1 (Q) X W/2' 1 (Q) X U(Q), temos que (r,u,v,f) satisfazem as três primeiras equações de 
(2.0.1) neste espaço. 
Mostremos agora que r, u e v satisfazem as condições iniciais e de fronteira do problema (2.0.1). 
Para isso consideremos (/! E V(IIe x lR) tal que (j!(x, T) = O para todo x E n. Multiplicando a 
primeira equação de (6.1.6) por 1> e integrando em n X (0, T) temos 
Usando integração por partes nas duas integrais do primeiro membro da igualdade acima, como 
7n =To para t =O, rP(T) =O e !lf:j
00 
=O, para todo n E ll\T, obtemos 
-1T l Tn ~~ dxdt -l To1J(O)dx + 1T l 'V7n.'VrP dxdt 
(T ( ( OUn OVn ) 
= Jo Jn lt 8t + b8t + fn 1> dxdt. 
Como fn ----' f fracamente em U(Q) e r > 2, temos que fn ---'- f fracamente em L2(Q). Como 
7n----' 7 fracamente em W,?·1 (Q), temos que Tn----' 7 fracamente em L2 (Q). Como 7n----' T fracamente em 
W,?• 1(Q), com r> 2, e~ -t ~:no sentido das distribuições, então~----'~: fracamente em L 2 (Q). E 
como Tn----' 7 fracamente em W,?• 1(Q), com r > 2, e 'Vrn -t \77 no sentido das distribuições, temos que 
'VTn----' \h fracamente em L 2(Q). De modo análogo, ªNt---'- ~~ e ~ ----' ~~ fracamente em P(Q). 
Logo, tomando o limite n -t oo na igualdade anterior obtemos 
-1T lo r~~ dxdt- lo roq)(O)dx + 1T l \lr.\lq) dxdt = 1T l (tt ~~ + lz ~~+f) rP dxdt. 
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Agora, multiplicando a primeira equação de (2.0.1) por f/! e fazendo as mesmas integrações por partes 
obtemos que 
- rT r T ~1 dxdt- r r(D)1(D)dx + rT r Vr.'V1 dxdt- rT r ~T 1 dxdt 
lo lo vt JQ lo Jn lo lan un 
= 1T i (lt ~; + lz ~~+f) rp dxdt. 
Comparando as duas últimas igualdades obtemos 
r ro1(0)dx = r r(0)1(0)dx + rT r ~T 1 dxdt, 
ln Jn lo len vn 
para todo rp E D(IR3 X IR) tal que <ft(x, T) =o, para todo X E n. De onde, concluimos que To =r( O) q.t.p 
em(! e~= O q.t.p. em 80 x (O,T). De modo análogo, obtemos que u(O) = u0 e v(O) = v0 q.t.p em n 
e~~=~~= o q.t.p. em an X (O,T). 
Logo, (r, u, v, f) E E e satisfaz o problema (2.0.1). Além disso, como r = 2s e r, l > 5/2, temos que 
r E W,?• 1(Q) C L28 (Q), u, v E W?' 1 (Q) C L2m(Q) e f E Lr(Q) = L28 (Q), de onde J(r,u,v,f) < oo. E 
portanto, (r,u,v,f) E Uad· 
Como (T,u,v,f) E Uad, se mostrarmos que 
concluimos que (T,u,v,f) é uma solução ótima do problema (6.1.4). Então mostremos a desigualdade 
anterior. 
Pela estrutura de J temos que este é contínuo na norma de L := L2k(Q) xL2m(Q) xL2m(Q) xL2~(Q), 
de onde temos que J é semi-contínuo inferiormente na topologia da norma de L. Além disso, J é convexo, 
então J é semi-contínuo inferiormente na topologia fraca de L, e portanto, J é sequencialmente semi-
contínuo inferiormente na topologia fraca de L. Logo, 
implica que 
Como (Tn,Un,Vn, fn) é uma seqüência minimizante de J obtemos que (T,u, v, f) é uma solução ótima do 
problema (6.1.4). 
• 
Observação 6.2 Para o funcional de custo dado por 
(6.1.7) 
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temos que se ud E Lm1 (Q) e Vd E Lm2 (Q), com m1, m2 ~ 1 e m1 i- mz, então o lema e o teorema 
anteriores continuam valendo. Para demonstrar tais resultados basta repetir as demonstrações anteriores 
substituindo m por m1 ou mz nos locais convenientes. 
Observação 6.3 Resultados análogos valem para o funcional de custo dado por 
J[T,u,v; f]:= ~1 fniT(x,T)- Tá(x)j 2kdx + ~2 lju(x,T)- ud(x)j2m'dx 
+ ~'foiv(x, T)- v,(x)l2m'dx + ~ J,T foit(x, t)l 2'dxdt, 
(6.1.8) 
ou seja, se ud E Lm1 (O) e vd E Lm2 (0), com m 1 , m 2 ;?: 1 podendo ocorrer m 1 = m 2 ou m1 f. m 2 , então 
o lema e o teorema anteriores continuam valendo. Também podemos demonstrar tais resultados repetindo 
as demonstrações anteriores, substituindo m por m1 ou m 2 nos locais convenientes. 
Agora estudaremos condições necessárias para que (r, u, v, f) E E seja uma solução ótima do pro-
blema (6.1.4). 
6.1.2 Condição Necessária de Otimalidade 
Para obtermos as condições necessárias para que (r,u,v,f) E E, com E dado por (6.0.1), seja uma 
solução ótima do problema (6.1.4) precisamos calcular o cone das direções de descida do funcional J(·), 
o cone das direções tangentes de Q e os cones duais. 
Para isso, consideremos uma solução ótima (r, u, v, f) E E do problema (6.1.4). 
Para o cone de direções de descida associado ao funcional J(·) no ponto (r, u, v, f) e seu dual temos 
o seguinte resultado. 
Lema 6.2 O cone de direções de descida associado ao funcional J(·) no ponto (r,u,v,f) E E é dado 
poc 
DC(J,(r,u,v,f)) ~ {(O,w,,,h) 'J'(r,u,v,J)(O,w,z,h) <O} 
e seu cone dual é dado por 
[DC(J, (r, u, v,J))]• 
= {g0 E El: g0 (B,w,z,h) = ->.J'(r,u,v,j)(B,w,z,h) <O, para algum>.:?: 0}. 
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Demonstração: 
Como J é um funcional convexo contínuo, então pelo Corolário 5.1, parte (i), temos que 
DC(J, (r, u, v, f)) = {(0, w, z, h) : J'(r, u, v, !)(8, w, z, h) < 0}. 
Como J'(r, u, v, f) E E•, Y(r, u, v, f) 't O e, pela parte anterior, DC(J, (r, u, v, f)) = {(8, w, z, h) : 
J1(r,u, v, !)(8, w, z, h)< O}, então pelo Teorema 5.5, temos que 
[DC(J, (r, u, v,!))]' ~ {-M'(r,u, v, !)(0, w, z, h) < O ' >. ~O} 
= {go E et : g0 (8, w, z, h) = ->.J'(r, u, v, !)(8, w, z, h) < O, para algum À ;::: 0}. 
• 
Observação 6.4 O funcional J(·) é direcionalmente diferenciável em qualquer direção. Sua derivada 
direcional no ponto (T, u, v, f) e na direção (O,w, z, h) é dada por 
J'(r, u,V, f}(8,w, z,h} = CXtk {T ((r- Td)lk-l(ldxdt + azm {T { (u- Ud)Zm-lwdxdt 
lolo.T lolnT 
+a:am 1l(v-vd)2m-lzdxdt+Ns 1lf28- 1hdxdt. 
Falta somente calcular o cone tangente ao conjunto Q = {(O,w,z,h) E E: M(O,w,z,h) =O} no 
ponto {r, u, v, f) e seu dual. Maa antes precisamos do seguinte resultado: 
Lema 6.3 {i) A aplicação MO é Gâteaux-diferenciável e sua derivada de Gâteaux no ponto (r,u,v,f) 
é definida por 
se e somente se, 
ao aw az 
-- btJ..O -h- -l2- -h=Wt em Q 
8t 'f!: 8~ 8w 8Ft Ft Ft 
Q - - k1 tJ..w - -0- -w- -z - 1h em 
81Íz gp., gp, gp, -
-- k2tJ..z- -0- -w- -z =1/;3 em Q 
at ar feu aw av az 
an x (o,T) -~-~-~o em 
an an an 
(6.1.9) 
O( O) ~ ,p,, w(O) ~ ,p,, z(O) ~ ,p, em n, 
onde Ft(r,u,v) = -atu(l-u- v){l- 2u- v +ctT+ dt) e Fz = -a2v(l-v- u)(l- 2v -u+c2r +d2). 
(ii) A aplicação M(·) é estritamente diferenciável e o operador M 1(r, u, v, f) = M(;(r, u, v, f) é sobreje-
tivo. 
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Demonstração: 
(i) Para demonstrar que M é Gâteax-diferenciável e que sua derivada de Gâteaux Mb é como no enun-
ciado, precisamos mostrar que 
I. IIM(r+k8,u+kw,v+kz,f+kh)-M(r,u,v,f) -M'( !)(8 h)ll _0 .m k G r,u,v, ,w,z, - . 
k~O E 
Agora, como M é dado pelo problema (6.1.5) e como (B,w,z,h) satisfaz o problema (6.1.9) temos 
1 k [M(r + kB,u + kw, v+ kz, f+ kh)- M(T, u,v, f)] 
= (88 -M.(}-lrôw -l
2
ôz_h ôw -kt.ó..w-F1(r+k8,u+kw,v+kz)-F1(r,u,v) 
ât ôt 8t 'ât k ' 
~: _ kzb.z _ F2 (r + k8, u + kw, ~ + kz) - F2 (r, u, v), B(O), w(O), z(O)) 
= (·'· EJw -k .ó.. _F1(r+kB,u+kw,v+kz)-F1 (r,u,v) 
'f'l> ât 1 w k ' 
Bz -k A _ Fz(r+k8,u+kw,v+kz)-Fz(r,u,v) .! •• r. ·'·) 
ât 2 z k >1"4>'f'[h'f'6 • 
E como -M(;(r,u,v,f)(B,w,z,h) = {'~/h,'l/h,1/J3,1/J4,1/J5 ,'1/J6), segue que 
I. IIM(r+k8,u+kw,v+kz,f+kh)-M(r,u,v,f) _ '( /)(8 h)ll •m k Me r,u,v, ,w,z, 
k~O E 
= lim 11 (o Bw _ k111.w _ Ft(7 + kO,u + kw,v + kz)- p1 (r,u,v) -1/lz 
k-+0 '8t k ' 
{)z k .6. F2 (r+k0,u+kw,v+kz)-F2 (r,u,v) )li 
{)t- 2 z- k -1,b3,0,0,0 -
11 
( 
8w 8F, 8F, 8F, E 
= O, 7ft- ktÓ.W- Br (}- {)u w- {)v z -1,/Jz, 
Dz 8F, 8F, 8F, ) 11 --kzó.z--8--w--z-1,b3 000 =0 8t 8r Ou av ''' E ' 
por (6.1.9), onde Ft(T, u,v) = -a1u(1- u- v)(l- 2u- v+ c1r + dt) e F2 = -a2v(1- v- u)(l- 2v-
u+czr+d2). 
Logo, M é Gâteax-diferenciável e que sua derivada de Gâteaux M(; é dada por (6.1.9). 
(ii) Como M é Gâteaux-diferenciável, pela Observação 5.3, parte (iii), para concluir queM é estrita-
mente diferenciáve, basta mostrar que a aplicação (r, u, v, f) f-t MQ(r, u, v, f) é contínua. E neste caso, 
M'(r,u,v,f) = MQ(r,u,v,f). 
Mostremos então a continuidade da aplicação acima. 
Para cada (O,w,z,h) E E temos que 
IIMó(rt, Ut, Vt, ft)(O, w, z, h) - Mó(rz, Uz, Vz, !2)(0, w, z, h)il.s 
= 11(0, F{ (rz, Uz, v2)(0, w, z, h) -F{ (rt, Ut, vl)(O, w, z, h), 
Fi(rz, uz, vz)(O, w, z, h) - F~{rt, u1, vi)(O, w, z, h), O, O, O)IIÊ 
:5 IIF{(rz, Uz, vz.fz) -F{ (rt, Ut, vi) IIE ·11(0, w, z, h)IIE 
IIF;(rz, Uz, vz) - F~(Tt, Ut, vt)lls .11(1~, w, z, h)IIE 
:5 CII(O,w,z,h)IIE· [llrt- rzllw;•'(Q) + llu1- uzllw;•'(Q) + llvt- vzllw;·'(Q} +11ft- fziiLr(Q)J, 
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por (6.1.9) e porque W,?· 1 (Q), Wl2•1(Q) c L00 (Q), já que r, l > 5/2. Na última desigualdade c depende 
de (r1ou1,v1, ft) e (r2,u2, V:;!, !2), Ft(r,u, v)== -atu(l- u- v)(l- 2u- v+ CtT + dt) e F2 == -azv(l-
v- u)(l- 2v- u + czr + ~). 
Logo, a aplicação (r,u,v,f) 1-t Má(r,u,v,f) é contínua em (r,u,v,f). Mas como (r,u,v,f) E E é 
arbitrário, temos que esta aplicação é contínua. E portanto, M é estritamente diferenciáveL 
Finalmente, procedendo como nas demonstrações da Proposição 2.1, isto é, aplicando o Teorema de 
Leray~Schauder, e dos Teoremas 2.2 e 2.3, obtemos que para todo (1/JI, 1/Jz, 1j;3, tjJ4, Ws, 1/J6) E E, o problema 
(6.1.9) possui solução única em E, pois l 2: r e r> 5/2. Logo M'(r,u, v, f) é sobrejetivo. 
• 
Vamos finalmente calcular o cone tangente ao conjunto Q no ponto (r, u, v, f). 
Lema 6.4 O cone tangente ao conjunto Q no ponto (r,u,v,f) é o subespaço vetorial 
TC(Q, (r,u,v, f))= {(8,w,z,h) E E: M 1(r,u,v,f)(8,w, z,h) =O} 
e seu cone dual é dado por 
[TG(Q,(T,u,v,f))]' ~ 
{gl E E*: UI(8,w,z,h) =O para todo (8,w,z,h) E TC(Q,(r,u,v,f))}. 
Demonstração: 
Pelo lema anterior temos que M é estritamente diferenciável em (r, u, v, f) e M'(r, u, v, f) : E -t E 
é uma aplicação sobrejetora. Então, pelo Teorema de Lyusternik, isto é, Teorema 5.3, o conjunto 
Q ~ {(O,w,z, h) E E' M(O,w,z,h) ~O} 
tem no ponto (r, u, v, f) um espaço tangente dado por 
TC(Q, (r,u,v, f))= ker M'(r,u,v, f)= {(O,w,z,h) E E: M 1(r,u,v,f)(O,w,z, h)= O}. 
Observemos agora que o coneTC(Q, (r, u, v, f)) é um subespaço vetorial do espaço E, pois M'(r, u, v, f) 
é um operador linear já que o sistema 6.1.9 é linear em (O, w, z, h). Então, pelo Teorema 5.4, 
[TG(Q, (T, u, v, f))]' ~ {gl E E' 'g,(O, w, z, h) ~O, V(O, w, z, h) E E}. 
• 
Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(6.1.4). 
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Teorema 6.2 Seja (r,u,v,f) E E= W,?' 1(Q) X W1
2
'
1 (Q) X W1
2
'
1(Q) X U(Q) uma solução ótima do 
problema (6.1.4), com r e l satisfazendo {6.0.2). Se r 2: 2s, então existem funções (fJ,p,q) E w:J;1 (Q) x 
Wi~(Q) x Wi~(Q) satisfazendo o sistema adjunto 
ae 8Ft âF2 zk 1 
-ât -bA8= fJrp+ ârq+o:tk(r-rd) - emQ 
8p â(J 8F1 âFz ( )2m-I --- ktAP= -l1- + --p+ -q+azm u-ud em Q 
~~ §b iJJ!, iJJ!, 'm-' --- k2!:::.q= -b- + -p+ --q+a3m(v -vd) 
at ae at8P a~ª av 
ân = ân = ân = o em ao X (0, T) 
'mQ (6.1.10) 
() =p=q = 0 em O X {t =T}, 
onde Ft(r,u,v) = -a1u(l- u- v)(I- 2u- v+ CtT +dl) e Fz = -azv(l- v- u)(l- 2v- u+ czr+ dz), 
como no problema (6.1.9}, e o controle é dado por 
' 
f=- c~)= sgn(), q.t.p. em tE [O,T]. 
Observação 6.5 Antes de demonstrarmos o teorema acima observemos que, procedendo como nas de-
monstrações da Proposição 2.1, isto é, aplicando o Teorema de Leray-Schauder, e dos Teoremas 2.2 
e 2.3 para o problema (6.1.10}, temos que se rd E L4k-2(Q) e ud,Vd E L 4m-2(Q), então o problema 
(6.1.10} possui solução única (9,p,q) E w:J•1(Q) x Wi· 1(Q) x Wi• 1(Q). Se além disso, rd E Lk'(Q) e 
Ud, Vd E Lm' (Q), com k1 > 4k-2 e m 1 >4m-2, então por argumentos do tipo bootstrapping mostra-se que 
o problema {6.1.10} possui solução (O,p,q) com maior regularidade, que depende também da regularidade 
dos dados iniciais. 
Demonstração: 
Primeiramente, observemos que; 
• Como J é um funcional convexo contínuo, então pelo Corolário 5.1, parte (i), J é regularmente de 
descida em (r, u, v, f) e tem direções de descida DC(J, (r, u, v,!)) dadas pelo Lema 6.2; 
• Q tem direções tangentes TC(Q, (r, u, v, f)) dadas pelo Lema 6.4. Como TC(Q, (r, u, v, f)) é con-
vexo (pois é um subespaço vetorial de E~), Q é regular em (r, u, v, f). 
Como J(·) assume um mínimo local no ponto {r, u, v, f) E Q com direções de descidaDC(J, (r, u, v, f)) 
e Q é regular em (r,u,v,f) com direções tangentes TC(Q,(r,u,v,f)). Então, segue do Teorema de 
Dubovitskii e Milyutin (Teorema 5.1) que existem formas lineares contínuas g0 E [DC(J,(r,u,v,j))]* e 
g1 E [TG(Q, (r, u, v,!))]*, não simultaneamente nulas, tais que, 
9o+9t=O. (6.1.11) 
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Seja h E L"(Q) um controle arbitrário e seja (ip, w, z, h) E E solução do sistema 
Ô<p âw 8z 
--bb..I{J==lt-+l2-+h em Q 
8w ât 8Ft ât {)Fiât 8Ft 
--kt.ó.w==-1'+-w+-z em Q 
g~ a'P; a~ a~ 
-- kzA.z = -1'+ -w+ -z em Q 
ât Ôcp 3~ afu 8v 
ân = ân = ân=O em âf!x(O,T) 
(6.1.12) 
<p(O) = w(O) = z(O) = O em n, 
onde F1 (r,u,v) = -atu(l- u- v)(l- 2u- v+ CtT +dt) e Fz = -a2v(l- v- u)(l- 2v -u +c2r + d2), 
como no problema (6.1.9). 
Neste caso, temos que M'(r,u,v,f)(I{J,w,z,h) =O, e portanto, (ip,w,z,h) E TC(Q,(r,u,v,f)). 
Logo, g1 (r.p, w, z, h) =O, e portanto, Uo('P, w, z, h) =O. 
Comog0 E [DC(J,(r,u,v,f))]*, pelo Lema6.2,existe À ;:::o tal que 
9o(<p,w,z,h) = ->.Jf(r,u,v,f)(YJ,w,z,h) 
= -Àatk 1T /o (r- Td)zk-lipdxdt- Àazm ~a:~n (u- ud)Zm-1wdxdt 
->.a3m lo i (v- vd)zm-tzdxdt- ÀNs lo In /28 - 1hdxdt =O. 
Observemos que ,\ :f:. O. Pois, caso contrário, temos que g0 ::::: O, e pela igualdade (6.1.11), temos 
também que g1 ::::: O. O que contradiz o Teorema de Dubovitskii e Milyutin. Então, multiplicando a 
igualdade anterior por 1/ À obtemos 
-a;lk lT r (T- Td) 2k-l<pdxdt- 02ffi 1T 1 (u- ud)2m-lwdxdt 
o.ffl OTQ 
-agm l k (v- vd) 2m-lzdxdt- Nsfo i j 28- 1hdxdt ==O. (6.1.13) 
Encontremos agora o controle ótimo J. 
Seja (8,p,q) uma solução do problema adjunto (6.1.10), que possui solução única pela Observação 
6.5. E seja (tp,w,z,h) solução do problema (6.1.12). Multiplicando a primeira equação do problema 
(6.1.10) por tp, a segunda por w, a terceira por z, integrBJldo cada uma delas em O x (0, T) e somando-as 
obtemos 
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Integrando o segundo membro da igualdade acima por partes e observando que Z! = ~ = ~ = 
~ ~ g~ ~ ~~ ~ O em an, B(T) ~ p(T) ~ q(T) ~O e <p(O) ~ z(O) ~ w(O) ~O em fl, temos 
-a1k 1T l (r- TrJ.) 2k-lipdxdt- a:2m 1T In (u- ud)'lm-lwdxdt 
-a3m foT fn(v-vd)2m-lzdxdt 
=for l (-~~ +bb.lf+h~~ +l2 ~;)edxdt 
{T f (8F, 8w 8F, 8F, ) +lo lo. {h t,p-at+któ.w+ 8u w+ av z pdxdt 
T T 
+ fo fo ( 8J:<p- ~; + k2D.z + 8J':w + 8Jv2 z) q dxdt = -1 fn hO dxdt, 
pois (tp,w,z,h) é solução do problema (6.1.12). 
Agora, usando a igualdade (6.1.13) no primeiro membro da igualdade acima obtemos 
N s 1T h f 2s-l hdxdt = -1T l hB dxdt. 
Como h E L26 (Q) é arbitrário, temos que Nsps-l = -B q.t.p. em Q. E portanto, 
( 
IBI) ,.s f=- Ns sgnB, q.t.p. em Q. 
• 
Observação 6.6 Procedendo como nas demonstrações da Proposição 2.1, isto é, aplicando o Teorema 
de Leray-Schauder, e dos Teoremas 2.2 e 2.3 para o sistema {6.1.12) obtemos que para todo h E L"'(Q), o 
problema {6.1.12) possui solução única (9, w, z) E WÇ• 1 (Q) X W1
2•1 (Q) X W1
2'1 (Q), e portanto, (9, w, z, h) E 
E satisfaz {6.1.12}. 
Observação 6.7 Do mesmo modo como foi demonstrado o teorema anterior mostra~se que para o fun-
cional de custo dado por {6.1. 7}, na Observação 6.2, as condições de otimalidade são: Se (-r, u, v, f) E U"d 
é uma solução ótima para o problema funcional de custo dado por (6.1.1), então existem (O,p,q) satis-
fazendo o problema 
ae 8F1 8F2 2k-l --- bt::..O == -p+ -q+ka:t(T- Td) em Q 
at a-r 8-r 
8p 80 8Ft 8F2 )2m1-1 ---k1t::..p=-h-+-p+-q+mta2(u-ud em 
§~ §~ 8JA 8JA ,m,-' 
--- k2b..q == -l2- + -p + -q + m2a3(v- vd) em 
8t ae 8t 8p av 8q 8v 
Bn = Bn = Bn = 0 em 80 X (0, T) 
O= O, p =O e q =O em n x {t = T}, 
Q 
Q 
onde F1(-r,u,v) = -a1u(l- u- v)(l- 2u -v+ c1r + dt) e F2 = -a2v(l- v -u)(l- 2v- u+C2-r +d2), 
como no problema {6.1.9), e o controle é dado por 
f~- G~) ,.S 'gnB, q.t.p. em tE [O,T]. 
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Observação 6.8 Também de modo análogo, mostra-se que para o funcional de custo dado por (6.1.8}, 
na Observação 6.3, as condições de otimalidade são: Se (r,u,v,f) E Uad é uma solução ótima para o 
problema funcional de custo dado por (6.1.8}, então existem (8,p,q) satisfazendo o problema 
88 8Ft 8Fz --- bf).() ::= -p+ -q em Q 
Op Bt 8~7 ôFt EJr 8Fz 
--- kt.b.P = -!1- + -p + -q em Q 
g~ s& !P, lA 
---kzD..q=-lz-+-p+-q em Q 
ot ao op al' âv âv 
ân = ân = ân =o em an X (0, T) 
8(T) = kat(r- rd)zk-t em 11 
p(T) = mtaz(u- Ud)Zm,-l + kltat(r- 'Td)Zk-l em 0 
q(T) = mzo:s(v- Vd) 2m 2-l + kbat(T- Td)Zk-l em fi, 
onde F1 (r,u,v) = -a1u(l- u- v)(l- 2u- v+ctr+ di) e Fz = -azv(l- v- u)(l- 2v -u+ czr +dz), 
como no problema (6.1.9}, e o controle é dado por 
( 101 ) ""' f = - sN sgn(}, q.t.p. em t E [O, T]. 
6.2 Um Problema com Restrição sobre o Controle 




onde o ÍWlcional J é dado por (6.0.3) e Q = Q1 n Qz, sendo Q1 dado pela restrição de desigualdade 
Q, = {(T,u,v,f) E E' llfllh(Ql :'C,), 
e Qz dado pela restrição de igualdade 
Q, = {(T,u,v,f) E E' M(T.u,v,f) = 0), 
sendo M :E----+ E um operador definido, como na seção anterior, por M(r, u, v, f) = (ip1 , '{>2 , !f13 , t.p4 , ip5 , tp6 ) 
se, e somente se, (r,u, v, f) é solução do sistema (6.1.5) com não~homogeneidade (<p1 , r.p2 , !p3 , t.p4 , <p5 , t.p6 ). 
Lembremos que M(r, u, v, f) =O se, e somente se, (r, u, v, f) é solução do problema (2.0.1). 
Antes de demonstrarmos a existência de controle ótimo para este problema, mostremos que o conjunto 
admissível, Uad, é não vazio. 
Lema 6.5 Suponha que b, i}, lz, kt, kz, a1, a2 , c1, cz, d1 e d2 são constantes com b, k1, k2 , a 1, a2 >O, 
e ro E WJ(O), u0 , v0 E Wf(O), com r e T satisfazendo (6.0.2}, são tais que 8r0 /8nlan = 8u0 fânlan = 
8vof8nlan =O e O :5: tto 1 vo :5: 1. Além disso, suponha que n C IR3 é um domínio aberto, limitado e de 
classe C2 • Se r~ 2s, então Uad f:. 0. 
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Demonstração: 
Seja f E F(Q) C L28 (Q), pois r;::.: 2s, tal que llfiiL2.(Q) :::; C1 • Como l 2: r por (6.0.2), então pelo 
Teorema 2.1, Corolário 2.3 e Teorema 2.3, existe um único (r,u,v) E w;· 1 (Q) X WI2 '1 (Q) X w?·1 (Q) 
solução do problema (2.0.1). Logo, (r, u, v, f) E E, com E dado por (6.0.1), e M(r, u, v, f) =O. 
Além disso, como r, l > 5/2 temos, que w;•1 (Q) c L2k(Q) e W?'1(Q) C L2m(Q) com inclusão 
contínua. Logo, temos que (r, u, v) E L 2k(Q) X L2m(Q) x L2m(Q). Assim, J(r, u, v, f) < oo, e portanto, 
(r,u,v,f) E Uad· 
• 
Agora mostremos a existência de uma solução ótima do problema (6.2.14). 
6.2.1 Existência de Solução Ótima 
Teorema 6.3 Suponha que b, lt, h, k1 , k2 , a1 , c1 , d1 , az, C2 e dz são constantes com b, k1 , k2, a1 , 
az >O, e To E W,?(fl), uo, voE Wf(O:), com f e T satisfazendo {6.0.2}, são tais que ~lan = ~lan = 
~ lan =O, uo, vo ;::: O e uo + vo ~ 1. Além disso, suponha que n C IR3 é um domínio aberto, limitado e 
de classe C2. Assuma também que Td E L2k(Q) e ud, vd E L2m(Q), com k, m;::: L Se r= 2s, então o 
problema de otimização (6.2.14} possui uma solução ótima. 
Demonstração: 
Primeiramente observemos que, como r = 2s, temos que Uad :f. 0, pelo Lema 6.5. 
Depois, basta repetir a demonstração do Teorema 6.1, observando que se {(711 , U 11 , Vn, fn)} C Uad é 
a subseqüência convergente a (T, u, v, f) da seqüência minimizante do funcional J dada na demonstração 
citada anteriormente, tem-se que llfniiLr(Q) = llfniiP•(Q) ~ C, para todo n E ~ e fn ....... f fracamente em 
Lr(Q). Agora, como fn ....... f em L 26 (Q) e llfniiP•(QJ ~C, para todo n E lN, tem-se que llfiiP•(Q) ~C. 
Logo, (T,u,v,f) E Uad para o problema (6.2.14). 
Procedendo como na mesma demonstração, tem-se que (T, u, v, f) é uma solução ótima do problema 
(6.2.14). 
• 
Na próxima seção estudaremos condições necessárias para que (T, u, v, f) E E seja uma solução ótima 
do problema (6.2.14). 
6.2.2 Condição Necessária de Otimalidade 
Para obtermos as condições necessárias para que (T, u, v, f) E E seja uma solução ótima do problema 
(6.2.14) precisamos calcular o cone das direções de descida do funcional J( ·), o cone das direções factíveis 
de Q1 , o cone das direções tangentes de Q2 e os cones duais. 
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Para isso, consideremos uma solução ótima (r, u, v, f) E E do problema (6.2.14). 
Lembremos que o cone de direções de descida associado ao funcional J( ·) no ponto (T, u, v, f) E E e 
seu dual são dados pelo Lema 6.2. E o cone tangente ao conjunto Q2 no ponto (r, u, v, f) e seu dual são 
dados pelo Lema 6.4. 
Vamos agora calcular o cone das direções factíveis associado a restrição de desigualdade Q1 e seu 
dual. Observemos que podemos utilizar a Proposição 5.3 e o Teorema 5.6 para tais cálculos, pois Ql pode 
ser escrito como Qt = {(r, u, v, f) E E :F::::; 0}, onde F é o funcional dado por F= llfiiL2•(Q) - C1 . 
Lema 6.6 O cone de direções factíveis de Ql no ponto (r, u, v, f) E E é dado por 
FC(Q1 , (r,u,v,j)) 
~ (>.(6- r, w- u, z- v, h- !) ' >. > O ' (6, w, z, h) E E tal qv' llhiiL'"(Q) < C,) i 0 
e seu cone dual é dado por 
[FC(Q,, (r,u,v,f))]' 
~ {G, E L'' (Q) 'JQ G,h dxdt ?_ JQ G,f dxdt, V h E L"(Q) tal qu' llhiiP•(QJ ,S C,), 
onder1 étalque~+~=l. 
Demonstração: 
Vamos dividir a demonstração em quatro partes: 
i) Mostremos que FC(Q1 ,(r,u,v,f)) = {..\(0-r,w -u,z-v,h- f):>.> O e (B,w,z,h) E intQr}. 
Primeiramente mostremos que Q1 é convexo. 
Para isso consideremos x= (r,u,v,j), y= (B,w,z,h) E Q1 e a E [0,1] e mostremos que 
ax + (1- a)y E Q1 . Como x, y E E, temos que 
ax + (1- a)y ~(ar+ (1- a)6,au+ (1- a)w,av + (1- a)z,af + (1- a)h) E E. 
Além disso, como x, y E QI, temos que 11/IIP•(Q)• llhiiP•(Q) ::; Ct, e portanto, llaf + (1- o:)hllv•(QJ ::; 
aii/IIP•(Q) + (1- a)llhiiL2'(Q) :::; aC1 + (1- o:)Ct = C1. Logo, a:x + (1- a)y E QJ. De onde concluimos 
que Q1 é convexo. 
Então, pela Proposição 5.3, temos que o cone de direções factíveis de Q1 é dado por 
FC ~ {>.(intQ,- (r,u,v,J)) '),>O} 
= {>.(0-r,w-u,z-v,h- f):>.> O e (B,w,z,h) E intQt}-
ii) Agora mostremos que inH2t = {(O,w,z,h) E E : llhiiP•(Q) < Cl}. De onde, concluimos que 
FC(Q1 , (r, u, v,!)) é da forma apresentada no enunciado e FC(Qh (r, u, v,!)) f:. 0. 
Consideremos (Oo,wo,zo,ho) E Ql tal que llhoiiP•(Q) < C1 e tomemos Ó := C1 -llhoiiL2•(Q) > 0. 
Para todo (0, w, z, h) E E tal que llh- hoiiP•(QJ :::; ó, temos que 
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Mas existe uma constante C> O tal que llhiiP•(QJ::; CII(Õ,W,Z,h)IIE, para todo (Õ,W,Z,h) E E. 
Então, para todo (O,w,z,h) E BJ;c(Bo,Wo,zo,ho) C E, llhiiP•(Q ::5 Ct, e portanto, (B,w,z,h) E Ql. 
Logo, Bófc(Bo,wo,zo,ho) C Qt. 
Assim, {(B,w,z,h) E E: llhiiL2'(Q) < Cl} C intQ1 e intQ1 =;f 0. Além disso, pela parte (i) da 
demonstração temos que FC(Qt, (r, u, v, f)) #- 0. 
Agora, suponha que intQ1 ct {(B,w,z,h) E E: llh[[L2•(Q) < Ct}. 
Então, existe (0, w, z, h) E E com j[h[[P•(QJ = C1 tal que (8, w, z, h) E intQ1. Assim, existe R > O 
tal que BR(B,w,z,h) C Qt. 
Consideremos agora h'= hR/2CtC E L28 (Q) com C dado acima. E tomemos (8,w,z,h+h') E E, 
então 
11(0, w,z, h)- (0, w, z, h+ h')lls ~ 11(0,0, O,h')lls ~ Cllh'IIL'•<Ql ~C 2~0 11hiiL'·<Ql ~ ~· 
Assim, (B, w, z, h+ h1) E BR(B, w, z, h). Mas (B, w, z, h+ h1) ~ Qt, pois li h+ h'IIP•(Q) = 
( 1 + 2c~c) llhiiP•(Ql = Ct + 2~ > Ct. O que é uma contradição. 
Portanto, intQt C {(0, w, z,h} E E: llhiiL~•(Q) < Ct}. O que completa esta parte da demonstração. 
iii) Vamos agora mostrar que [FC( Qt, (r, u, v,!))]* = {9t E E' : 91 ((}, w, z, h) 2 91 (r, u, v, f), V((}, w, z, h) E 
Q,). 
Como Ql é convexo e intQ1 # 0, se mostrarmos que Ql é fechado, pelo Teorema 5.6 teremos o 
resultado desejado. 
Para isso consideremos uma seqüência {xn = (rn, un, Vn, fn)} C Q1 tal que Xn -t X= (T, U, V, f) em 
E. Precisamos mostrar que x E Ql para concluir que Q1 é fechado em E. Como x E E basta mostrar 
que 11711L2•(Q) :5 Ct. 
Da convergência anterior, temos que fn -t 7 em F(Q). Então se r 2 2s, temos que fn -t 7 em 
L 28 (Q). E portanto, llfniiP•(Q) :5 Ct, para todo n E IN, implica que 11711L~•(Q) :5 Ct. 
Vejamos agora o caso, r < 2s. Como llfniiP•(Q) :5 Ct, para todo n E IN, temos que existe uma 
subseqüência fnk que converge fracamente em L 28 (Q) para uma função j. Além disso, II]IIL2•(Q) :5 C1 . 
Agora, como r< 2s temos que fnk ....o. f em L'"(Q). Então pela unicidade do limite em L'"(Q), temos que 
f~ f. Ponanto, llfiiL'·(QI S C,. 
Logo, x E Ql, e portanto, Ql é fechado. 
iv) Finalmente, vamos mostrar que [FC(Q1 , (r, u, v,!))]* = {G1 E L'"' (Q) : JQ G1h dxdt 2 JQ Gtf dxdt, 
V h E L'(Q) tal que llhiiL'"(Q) $C,). 
Primeiramente mostremos que 91 E [FC( Q1, (r, u, v, f))]* encontrado na parte anterior só depende 
da última componente, isto é, 91 (r, u, v, f) = 91 (!) para todo (r, u, v, f) E E. 
Seja 91 E FC(Q1 , (r, u, v, f)), pela parte anterior temos que 
91 (t.p, w, z, h) 2 91 (r, u, v, f), para todo (!f', w, z, h) E Q1 . 
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Tomemos ('{),w,z,h) E Q1 arbitrário. Então (-!p,-w,-z,-h) E Q1,pois li'PIIP•(Q) = \1-IPIIP•(QJ• 
para todo 'P E üh'(Q). Logo, g1 ( -r,p, -w, -z, -h) ;::: g1(r, u, v, f). De onde, como 91 é linear, obtemos 
que 
9t('fJ,w,z,h) ~ -gt(r,u,v,f), 
e portanto, 
para todo (tp, w, z, h) E Ql. 
Agora, como g1 E E', podemos escrevê-la como 
g, (~, w, z, h) ~ •h (~) + .Pz(w) + .Pe(z) + ,P4(h), 
com ,P1 E (W,?·'(Q))', ,p, E (w,'·'(Ql)', 1/>2 E (w,'·'(Ql)' e !/>• E (L'(Q))'. 
Tomemos agora w,z E W1
2
'
1 (Q), h E Lr(Q) com lihiiP•(Q) e <p E W,?•1(Q). Então, para todo k E 'll, 
(kVJ, kw, kz, h) E Q1 , e assim C1 :S g1 (k!f!, kw, kz, h) :::; Cz, para todo k E '!L, de onde, 
C, ,O k,P,(~) + k,P2 (w) + k,Pe(z) + ,P4(h) ,O C,, para todo k E '!I,, 
Logo, ,P1 ~ ,P2 ~ ,P3 =O. Eutão g1 (~,w,z,h) ~ g1(h) ~ ,P4(h), com ,P4 E (L'(Q))'. 
De onde, pelo item anterior, obtemos que [FC(Qt. (r, u, v, f))]* = {Yt E (U(Q)) : g1 (h) ~ g1 (f), V h E 
L'(Q) tal que llhliL'•(Q) ,O C,). 
Finalmente, mostremos que [FC(Qt,(r,u,v,f))]* = {Gt E U'(Q): faG 1 h dxdt ';:: 
JQ Gd dxdt, 'i h E U(Q) tal que llhi\P•(Q) ::; C1 }, com r' tal que ~ + ~ = 1. Para isso basta observar 
que {U(Q))1 ~ u' (Q). De fato, pela caracterização acima g1 E [FC{Qt, (T, u, v, f))]* se, e somente se, 
existe Gt E v-' {Q) tal que JQ Gth dxdt ~ JQ Gtf dxdt, para todo h E Lr(Q) tal que llh\IL2•(Q) ::; C1 • 
• 
Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(6.2.14). 
Teorema 6.4 Seja (r,u,v,f) E E= w;·1(Q) X w,2'1 (Q) X W?' 1(Q) X U(Q) é uma solução 6tima do 
problema (6.2.14), onde r e l satisfazem (6.0.2). Se r ? 2s, então existem funções (0, p, q) E W{; 1 (Q) x 
Wi;,!(Q)xWi~(Q) que satisfaz o sistema adjunto (6.1.10). Além disso, existe Gt E (FC(Qt, (T, u, v,!))]* = 
{G1 E L'' (Q) ' JQ G1h dxdt ?_ JQ G,J dxdt, V h E L'(Q) tal que llhiiL'·(Q) ,O C,) tal que 
foT lo (N sf2s-t +O) h dxdt = foT lo Gth dxdt, 
para todo h E Lr(Q). 
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Demonstração: 
Primeiramente, observemos que: 
• Como J é um funcional convexo contínuo, então pelo Corolário 5.1, parte (i), J é regularmente de 
descida em (-r,u,v,f) e tem direções de descida DC(J,(r,u,v,j)) dadas pelo Lema6.2; 
• Q1 tem direções factíveis FC(Q1 , (r, u, v, f)) dadas pelo Lema 6.6. E como FC(Qr, (r, u, v,!)) é 
convexo (é fácil verificar pela própria caracterização de Q1 ), Q 1 é regular em (r, u, v, f); 
• Qz tem direções tangentes TC(Q2 ,(r,u,v,f)) dadas pelo Lema 6.4. Como TC(Qz,(r,u,v,f)) é 
convexo (pois é um subespaço vetorial de El), Q2 é regular em (r,u,v,f). 
Como J(·) assume um mínimo local no ponto (r,u,v,f) E Q = Q 1 n Q2 , J tem direções de des-
cida DC(J,(r,u,v,f)), Q 1 é regular em (r,u,v,f), com direções factíveis FC(Q1 ,(T,u,v,f)) e Q2 é 
regular em (T,u,v,f), com direções tangentes TC(Q 2 ,(T,u,v,f)). Então, segue do Teorema 5.1, isto 
é, Teorema de Dubovitskii e Milyutin, que existem formas lineares contínuas 90 E [DC(J,(T,u,v,f))]*, 
91 E [FC(Q1 , (T, u, v,!))]~ e 92 E [TC(Q2 , (T, u, v,!))]*, não simultaneamente nulas, tais que, 
90 + 91 + 92 =o. (6.2.15) 
Seja h E U(Q) um controle arbitrário e seja (!fJ,w,z,h) E E solução do sistema (6.1.12). Neste 
caso, temos que M 1(T,u,v,f)(!{J,w,z,h) = O, e portanto, (cp,w,z,h) E TC(Q2,(T,u,v,f)). Logo, 
9z(cp,w,z,h) =O. 
Como 9o E [DC(J, (T, u, v, f))]*, pelo Lema 6.2, existe À 2: O tal que 
9o(!{J,W,z,h) = -ÀJ1(T,u,v,f)(cp,w,z,h) 
= -Àatk 1T 4 (T- Td) 2k- 1tpdxdt- Àa2m 1T t (u- Ud) 2m-1wdxdt 
->..o:3m 1 h (v- vd)2m-1zdxdt- >..Ns lo h f 28- 1hdxdt. 
E pela igualdade (6.2.15), como g2 (!fJ, w, z, h) = O, temos que 
Antes de continuarmos a demonstração, mostremos que >.. f. O. 
Se>..= O, pela igualdade (6.2.15) temos que 91 + 92 =O. 
(6.2.16) 
Agora, g1 E [FC(Qr,(T,u,v,f))J*, logo 9t(!fJ,W,z,h) = 9t(h). Então, para todo (!fJ,w,z,h) E 
WÇ·1 (Q) X Wl2 •1(Q) X WI2•1 (Q} X Lr(Q}, temos que 9z(ip,W,Z,h) = 92(h) = -9t(h). Mas, para cada 
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h E L .. (Q), existe único (~,w,z) E WÇ· 1 (Q) x W?'1 (Q) x W?'1 (Q) solução do sistema (6.1.12). Logo, 
('f!, w, z, h) E TC(Qz, (T, u, v, f)) , e portanto, 92(h) = 92(1fJ, w, z, h) =O, pois 92 E [TC(Q2, {r, u, v, f))]*. 
Assim temos que 92 := O e 91 = -g2 = O. Logo, go = 91 = 92 = O. O que contradiz o Teorema de 
Dubovitskii e Milyutin. E portanto, À ':/:O. 
Observemos agora que podemos supor que À = 1, para isso multiplicando (6.2.16) por 1/ À e conti-
nuando a denotar gtf À por 91, temos 
(6.2.17) 
Encontremos agora o controle ótimo f. 
Seja (8,p,q) uma solução do problema adjunto (6.1.10), que possui solução única pela Observação 
6.5. E seja (~;?,w,z,h) solução do problema (6.1.12). Multiplicando a primeira equação do problema 
(6.1.10) por r.p, a segunda por w, a terceira por z, integrando cada uma delas em O x (0, T) e somando-as 
obtemos 
Integrando o segundo membro da igualdade acima por partes e usando que ( tp, w, z, h) é solução do 
problema (6.1.12), temos 
Agora, usando a igualdade (6.2.17) no primeiro membro da igualdade acima, obtemos 
para todo h E L'"(Q). 
• 
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6.3 Mais um Problema com Restrição sobre o Controle 
Nesta seção trabalharemos com o seguinte problema de otimização 
min J(r,u,v,f), 
(r,u,v,f)EQ 
onde o funcional J é dado por (6.0.3} e Q = Q1 n Q2 , sendo Ql e Q2 são dados pelas restrições 
(6.3.18) 
Q, = {(T,u,v,f) E E: 1/1 <;C, q.t.p. em Q) e Q, = {(T,u,v,f) E E: M(T,u,v,f) =O}, 
sendo M : E ---t E um operador definido, como na seção anterior, por M(r, u, v, f) = ((/)t, tp2, I{Jg, rp4 , t.p5 , IP6) 
se, e somente se, (r, u, v, f) é solução do sistema (6.1.5) com não-homogeneidade (ipi, 1/!2, rpg, r.p4, r.p5, r.p6)-
Lembremos que M(r,u,v,f) =O se, e somente se, (r,u,v,f} é solução do problema (2.0.1). 
Segue diretamente dos Teoremas 2.1 e 2.3 e do Corolário e 2.3 o seguinte resultado: 
Lema 6.7 Suponha que b, lt. l2, kt, k2, at, a2, c1o c2, dt e~ são constantes com b, kt, k2, a1, 
a2 >O. Suponha também que To E Wf(O), u0 , v0 E Wf(O), com r e T satisfazendo {6.0.2}, são tais que 
&To/&nlan = &uo/&nlan = &vo/&nlan =O e O::; u0 ,v0 ::; 1. Além disso, suponha que 0: C IR
3 é um 
domínio aberto, limitado e de classe C2 . Se r:?:: 2s, então Uad #- 0. 
Agora mostremos a existência de uma solução ótima do problema (6.1.4). 
6.3.1 Existência de Solução Ótima 
Teorema 6.5 Suponha que b, h, l2, k1 , k2, Ut, Ct, dt, a2, c2 e d2 são constantes com b, kt, k2, Ut, 
a2 >O, e To E W,?(O), u0 , voE Wj(O), com r e T satisfazendo (6.0.2}, são tais que ?nlan = ~lan = 
~ lan = o, Uo, Vo :::::: o e Uo + Vo ~ 1. Além disso, suponha que n c 1R3 é um domínio aberto, limitado 
e de classe C 2 • Assuma também que Td E L2k(Q), ud, Vd E L2m(Q), com k em quaisquer inteiros tais 
que k, m ;:_:: 1. Se r= 2s, então o problema de otimização (6.3.18} possui uma solução 6tima. 
Demonstração: 
Primeiramente observemos que Uad f- 0 pelo Lema 6.7, pois r= 2s. 
Seja {(rn, Un, Vn, fn)} C Uad uma seqüência minimizante do funcional J. 
Agora, observemos que lfnl :S: C3 q.t.p. em Q para todo n E IN, de onde, llfniiL=(Q) ~ C3 para todo 
n E IN. Logo, temos que existe subseqüência, que continuaremos denotando por fn, tal que 
fn .3.. f fraco* em L00 (Q), 
e consequntemente, II!IIL=(Q) :::; c3. Portanto, 
1!1 <; C3 q.t.p. em Q. 
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Considerando a subseqüência (r .. , u .. , vn, fn) obtida acima. Como J(r .. , Un, Vn, fn) ::; C, pela estru-
tura de J temos que 
e, pelo Teorema 2.3, temos que 
já que l;:::: r. Podemos então tomar uma subseqüência de {(rn,Un,Vn,fn)}, com M(r .. ,u .. ,v .. ,fn) =O, 
que continuaremos denotando por {(rn,Un,Vn,fn)}, tal que fn __... f fracamente em Lr(Q), Tn __,. T 
fracamente em w;•1 (Q) e Un _._.... U, Vn-->. V fracamente em Wl2'1 (Q). 
Depois, procedendo como na demonstração do Teorema 6.1, obtemos que (r, u, v, f) E Uad para o 
problema (6.3.18) e que (r,u,v,f) é uma solução ótima do mesmo problema. 
• 
Na próxima seção estudaremos condições necessárias para que (r, u, v, f) E E seja uma solução ótima 
do problema (6.3.18). 
6.3.2 Condição Necessária de Otimalidade 
Para demonstrarmos condições necessárias para que (r,u,v,f) E E seja uma solução ótima do 
problema (6.3.18) não podemos proceder como na demonstração do Teorema 6.4, pois intQ1 = 0 já que 
Q1 E L
28{Q) com 2s < ao, e portanto, não poderemos utilizar o Teorema de Dubovitskii e Milyutin 
(Teorema 5.1). Logo, precisaremos do Teorema 5.7, que é uma generalização do Teorema de Dubovitskii 
e Milyutin. 
Para obtermos as condições necessárias para que (r, u, v, f) E E seja uma solução ótima do problema 
(6.3.18) precisaremos do cone das direções de descida do funcional J(·), e dos cones das direções tangentes 
de Q1 e Q2 e os cones duais. 
Lembremos que o cone de direções de descida associado ao funcional J(·) no ponto (T,u,v,f) E E 
e seu dual são dados pelo Lema 6.2. E o cone tangente ao conjunto Qz no ponto (T, u, v, f) e sue dual 
são dados pelo Lema 6.4. Finalmente, para o cone de direções tangentes de Q1 no ponto (T, u, v, f) E E 
e seu dual, temos que 
Lema 6.8 O cone de direções tangentes de Q1 no ponto (r,u,v,f) E E é dado por 
TC(Q,, (r, u, v, f)) ~ {(B, w, z, h) E E ' h(x, t) S O q.t.p. em {(x, t) tal que f(x, t) ~ C3) e 
h(x,t) 2: O q.t.p. em {(x,t) tal que f(x,t) ~-C,}). 
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E seu cone dual é dado por 
[TC(Q,, (r,u,u,!))]' ~ {G, E L·'' (Q) 'G,(x,t) ~O q.t.p. em {(x,t) tal que f(x,t) ~C,), 
G, (x, t) 2: O q.t.p. em { (x, t) tal que f(x, t) ~ -Cs) e 
G,(x,t) ~O q.t.p. em {(x,t) tal que lf(x,t)j <C,)). 
Demonstração: 
Por definição temos que o cone de direções tangentes de Q1 no ponto (T,u,v,J) E E é dado por 
TC(Q,, (r,u, v,!))~ {(O,w, z, h)' VO <e~ e0 , 3r(e) E E, eom llr(e)ll ~o( e), 
tal que (T,u,v,j) +e(8,w,z,h) +r(c) E Qt}, 
ou seja, (0, w, z, h) E TC( Q1 , (T, u, v, f)), se e somente se, (.9, w, z, h) E E e para todo O < e ::; .::0, existe 
r(e) E E, com llr(e)ll = o(e), tal que 
onde r 4 (e) denota a quarta componente de r(e). 
Seja O < e :S €0 • 
Se lf(x, t)[ < Cs, então para todo h(x, t) existe r(e) E E, com llr(e)ll =o( e), tal que I f +Eh+r4(E)I :S 
Cs. Se f(x,t) = Cs, então existe r(e) E E, com llr(e)ll = o(e:), tal que lf+eh+r4 (E)I :S Cs se, e somente 
se, h(x, t) S O. E se f(x, t) = -C3 , existe r(e) E E, com llr(e)[l = o( e), tal que I/+ e h+ r 4 (e)[ ::;: C3 se, 
e somente se, h(x, t) ;::: O. 
Assim, 
TC( Q,, (r, u, v, f)) ~ {(8, w, z, h) ' h(x, t) ~ O q.t.p. em { (x, t) tal que f(x, t) ~C,) e 
h(x, t) 2: O q.t.p. em { (x, t) tal que f(x, t) ~ -C,)). 
Agora, por definição temos que o cone dual [TC(Ql, (T,u,v, !))]* é dado por 
[TC(Q,,(r,u,v,f))]' ~ {g, E E'' g,(e,w,z,h) 2: O, V (O,w,z,h) E TC(Q,)). 
Do mesmo modo como foi feito no Lema 6.6, mostra-se que 91 (9, w, z, h) = '1/J(h), com tjJ E (U(Q))'. 
E como (U(Q))' ~ L•:, (Q), para cada 91 E E 1 temos que existe único G 1 E L":, (Q) tal que 
g,(e,w,z,h) ~ ,P(h) ~ J,T 1, G,h dxdt, 
para todo h E U(Q). 
Agora, como g1(B,w,z,h);::: O, para todo (B,w,z,h) E TC(Q~>(T,u,v,f)), temos que 
foT l G1h dxdt ;::: O, 
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para todo h E U(Q) tal que h(x, t) :::; O q.t.p. em {(x, t) tal que f(x, t) = C3} e h(x, t) ;::: O q.t.p. em 
{(x, t) tal que f(x, t) = -C3 }. Logo, G1 deve satisfazer: 
Portanto, 
G1 (x, t) :5 o q.t.p. em {(x, t) tal que !(x, t) ~ C3), 
G1 (x, t) ::, O q.t.p. em {(x, t) tal que f(x, t) ~ -C,) e 
G1 (x,t) ~O q.t.p. em {(x,t) tal que lf(x,t)l ~C,). 
[TC(QJ.(r,u,v,f))j• ~ {G1 E L·'• (Q) • G1(x,t) :5O q.t.p. em {(x,t) tal que f(x,t) ~C,), 
G1 (x,t)::, O q.t.p. em {(x,t) tal que f(x,t) ~ -Cs} e 
G1 (x,t) ~O q.t.p. em {(x,t) tal que lf(x,t)l <C,)). 
• 
Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(6.3.18). 
Teorema 6.6 Seja (r,u,v,f) E E = w;•1(Q) x W?• 1(Q) X W?•1(Q) X LT(Q) uma solução 6tima 
do problema (6.3.18}, onde r e l satisfazem {6.0.2). Se r 2: 2s, então existem junções (8,p,q) E 
wf;1(Q)xWf,;!-(Q)xWf,;!-(Q) satisfazendo ao sistema adjunto {6.1.10). Além disso, existeG1 E L2?"-1 (Q) 
satisfazendo: 
tal que 
para todo h E U(Q). 
Demonstração: 
Gt(x,t) ~O q.t.p. em {{x,t) tal que f(x,t) = C3}, 
G1 (x, t) 2: O q.t.p. em {(x, t) tal que f(x, t) = -C3} e 
G1 (x, t) =O q.t.p. em {(x, t) tal que lf(x, t)i < Ca}, 
Suponha que J(·) assume um mínimo local no ponto (r, u, v, f) E Q = Ql n Q2. Pelos Lemas 6.2, 6.4 
e 6.8, J tem direções de descida DC(J, (r, u, v,!)) e Ql e Qz tem direções tangentes TC(Qt, (r, u, v,!)) e 
TC(Q2 , (r, u, v,!)), respectivamente, em (r, u, v, f). Além disso, o cone DC(J, (r, u, v, f)) é aberto, pois 
os cones de descida sempre o são. 
Para podermos usar o Teorema 5.7 ainda precisamos mostrar que: os cones DC(J,(r,u,v,f)), 
TC(Qt. (r, u, v,!)) e TC(Q2 , (r, u, v,!)) são convexos, os cones TC(Qi, (r, u, v, f)), i = 1, 2, são fechados, 
o cone TC(Q1 , (r, u, v,!)) n TC(Q2, (r, u, v, f)) está contido no cone tangente TC (Qt n Qz, (r, u, v,!)) 
associado ao conjunto das restrições de igualdade Q1 n Qz e os cones duais [TC(Qi, (r, u, v,!))]*, i= 1, 2, 
formam um sistema de cones de mesmo sentido. 
Mostremos então tais fatos: 
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i) Primeiramente observemos que os cones DC(J,(r,u,v,f)), TC(Q 1 ,(r,u,v,f)) e TC(Q2 ,(r,u,v,f)) 
são convexos; 
De fato, pelo Lema 6.2 o cone de direções de descida associado ao funcional J( ·) no ponto (r, u, v, f) E 
E é dado por DC(J,(r,u,v,f)) = {(ip,w,z,h): J1(r,u,v,f)(ip,w,z,h) < 0}. Como J1(r,u,v,f)(·) é 
linear em (tp,w,z,h), temos que DC(J,(r,u,v,j)) é convexo. 
Agora, pelo Lema 6.8 o cone de direções tangentes de Q1 no ponto (r,u,v,f) E E é dado por 
TC(Q,, (r,u,v, !)) ~ {(9, w,z, h), h(x, t) <:O q.t.p. em {(x, t) tal que f(x, t) ~C,) e 
h(x,t) "O q.t.p. em ((x,t) tal que f(x,t) ~-C,)), 
logo é convexo. 
Pelo Lema 6.4 o cone de direções tangentes de Q2 no ponto (r,u,v,f) E E é o subespaço vetorial 
TC(Q2 , (r, u, v, f)) = {(8, w, z, h) : M 1(r, u, v, f)(B, w, z, h) = 0}, logo é convexo. 
ii) Agora observemos que os cones TC(Qb (r, u, v, f)) e TC(Q2 , (r, u, v, f)) são fechados; 
Pelo Lema 6.4, o cone tangente ao conjunto Q2 no ponto (r, u, v, f) é dado por 
TC(Q2, (r, u, v, f)) = {(1p, w, z, h) E E: M 1(r, u, v, f)(1p, w, z, h) = 0}, que é fechado em E. 
Agora, pelo Lema 6.8 o cone de direções tangentes de Ql no ponto (r,u,v,f) E E é dado por 
TC(Q,, (r,u,v,f)) ~ (>.(O,w,z,h) 'h(x,t) <:O q.t.p. em {(x,t) tal que f(x,t) ~C,) e h(x,t) "O q.t.p. 
em {(x, t) tal que f(x, t) = -C3}}, que é fechado em E. 
iii) Mostremos que o cone TC(Q 1 , (r, u, v, f)) n TC(Q2 , (r, u, v, f)) está contido no cone tangente 
TC (Q, (r,u, v,f)) associado ao conjunto das restrições de igualdade Q = Q1 n Q2; 
Para isso seja (ip,w,z,h) E TC(Q1 ,(r,u,v,f)) n TC(Q2,(r,u,v,f)). Precisamos mostrar que 
(lf, w, z, h) E TC(Q 1 n Q2, (r, u, v, f)). 
Seja e> O. Queremos encontrar r(e) E E, com llr(e)IIE = o(e), tal que 
(r, u,v, f)+ ê(lp,w,z, h)+ r(c) E Ql n Q2. 
Como (lf, w, z, h) E TC( Q 1 , (r, u, v, f)), por definição existe r 1 (c) E E, com llr1 (c)IIE = o( e), tal que 
e como (lf, w, z, h) E TG(Q2, (r,u,v, f)), por definição existe r2(c) E E, com llr2(e)IIE =o( c), tal que 
Tomemos h" definido acima e resolvendo o sistema (2.0.1) encontremos ip~, w~ e z~ tais que 
M(ip~,w~,z~,h") =O. Então temos que, (IP~,w~,z~,h") E Qt n Q2. Além disso, temos que 
(ip~, w~, z~, he) = (r, u, v, f)+ e(~.p, w, z, h)+ r(e) 
6.3. MAIS UM PROBLEMA COM RESTRIÇÃO SOBRE O CONTROLE 
para algum r(é) E E, 
Precisamos mostrar que \lr(E)IIE = o(e). 
Usando desigualdade triangular e estabilidade do problema (2.0.1), temos que 
llr(.::)IIE = 11(4'~• w~, z~, h,.) - (r, u, v, f) - e(<p, w, z, h)IIE 
:S ll(cp~, w~, z~, h.,) - (ÇJ.,, W,., Z.,, h,:) li E+ ll(iPe. W,., Z,., h.,) - (r, u, v, f) - é(cp, w, z, h)IIE 
:S II'P~- 1Õellw22~l{Q) + llw~- iiiellw;;;-(Q) + llz~- Zellw;~(Q) +!lhe- h,.[[L2•(Q) + [[r2(t:)IIE 
<; Cllh,- h,I!L'"(Ql + lh(e)IIE <; CII('P.,w.,z.,h,)- (iõ,,w.,z.,h,)IIE + llrz(e)IIE 
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~ Cll('Pe> w8, z,., h,:)-(r, u, v, f)-c(<p, w, z, h)[]E+CII(r, u, v, f)+E(rp, w, z, h)-(ip.,, W,., Z,., he)IIE+IIr2(e)IIE 
<; Cllr,(e)IIE +(C+ l)llrz(e)IIE ~o( e). 
Logo, (<p,w,z,h) E TC(Q, n Qz,(r,u,v,f)), e assim, TC(Q,,(r,u,v,f)) nTC(Qz,(r,u,v,f)) C 
TC(Q, n Q2 , (r, u, v, f)). 
iv) Finalmente, mostremos que os cones duais [TC(Qi>(r,u,v,f))]*, i= 1,2, formam um sistema de 
cones de mesmo sentido; 
Seja M > O e sejam 9i E [TC( Qi, {r, u, v,!))]*, para i = 1, 2, tais que ll9t + 92IIE• -::; M. Precisamos 
mostrar que existem Mt, M2 >O tais que II9•IIE• -::; Mi , para i= 1, 2. 
Como foi visto na demonstração do Lema 6.8, se 91 E [TC(Qt, (T,U, v,!))]*, então 
g,(<p,w,z,h) ~ ,P(h), 
com ,P E (L"(Q))'. 
E como 92 E [TC(Q2, (T, u, v, f))]* C E', então 
gz(~,w,z,h) ~o/,(~)+ ~z(w) +~s(z) +~,(h), 
com~' E (W_?·'(Q))', 1>2, 1>3 E (w.'•'(Q))' e 04 E (L"(Q))'. 
Então, temos que 
MO> llg, + gzllE' O> C [IIM(w;·'(QJ)' + lll>zll(w,'·'(Ql)' + IIM(w,'-'(Ql)' + II<P + Mw(Gll']· 
De onde, já temos que li-h ll(w;·'(Q))'' lll>zll(w,'·'(Q))', lll>sll(w,'-'(Q))' :5 MfC. 
Agora, dado h E U(Q) existe (<p,w,z) E w;•1 (Q) x W?' 1 (Q) X W12'1(Q) tal que 
M'(r, u, v, f)(<p, w, z, h) =O. Logo, g,(<p, w, z, h) ~ ~' (<p) + l>z(w) + ,P,(z) + i>4 (h) ~O, entoo, 
ll>,(h)l <; 11>,('1')1 + ll>z(w)l + ll>s(z)l 
S IIM(w;·'(QJ)'ll'Pllw;·'(Q) + IIM(w,'·'(Qi)'llwllw,'-'(Q) + llq,ll(w,'·'(Qi)'llzllw,'·'(Q) 
<;:'f [ll'l'llw;·'(QI + llwllw,'-'(Q) + llzllw,'·'(Q)] <; CMlihllu(QI 
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Como h E Y(Q) é arbitrário obtemos que 
e portanto, 
Finalmente, temos que 
ll91lls• oS C[II.PIItL'(QJJ' oS C [IIV' +MwtOil' + IIMwtQIJ'l oS CM ~' M1. 
Portanto, os cones [TC(Qi, (r, u, v, f))]*, i = 1, 2, formam um sistema de cones de mesmo sentido. 
Como todas as hipóteses do Teorema 5.7 são satisfeitas segue deste teorema que existem formas 
lineares contínuas g0 E [DC(J, (r, u, v, f))]*, g1 E [TC(Qt, (r, u, v, f))]~ e 92 E [TC(Q2, (r, u, v, f))]*, não 
simultaneamente nulas, tais que, 
90 + 91 + 92 = o. (6.3.19) 
Agora, procedendo exatamente como na parte final da demonstração do Teorema 6.4, mas usando 
a equação 6.3.19 no lugar de 6.2.15 e usando o Lema 6.8 no lugar do Lema 6.6, obtemos o resultado 
desejado. 
• 
6.4 Um Problema de Controle com Restrição na Temperatura 




onde o funcional J é dado por (6.0.3) e Q = Q1 n Q2 , sendo Q1 dado pela restrição de desigualdade 
Ql = {(T,u,v,f) E E; cl:::: T:::: c2 q.t.p. em Q} 
e Q2 dado pela restrição de igualdade 
Q2 = {(r,u,v, f) E E: M(r,u,v,J) = 0}, 
sendo M : E --t E um operador definido, como nas seções anteriores, por M(r, u, v, f) = 
(<p1 , <p2, <p3, lf'4, !p5, lf'o) se, e somente se, (T, u, v, f) é solução do sistema (6.1.5) com não-homogeneidade 
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(~1 ,!p2 ,rp3 ,rp4 ,rp5 ,rp6 ). Lembremos que M(r,u,v,f) =O se, e somente se, (r,u,v,f) é solução do pro-
blema (2.0.1). 
Antes de demonstrarmos a existência de controle ótimo para este problema, mostremos que o conjunto 
admissível, Uad, é não vazio. 
Lema 6.9 Suponha que b, h, h, k1, kz, a1, a2, c1, cz, d1 e dz são constantes com b, k1, kz, a1, az >O, 
e To E Wf(O), u 0, v0 E W/(.11), com r e T satisfazendo (6.0.2), são tais que &ro/&nlan = &uo/8nlan = 
8vof8nlan =O, o:::; Uo,Vo:::; 1 e cl::; To::; Cz. Além disso, suponha que n c IR3 é um domínio aberto, 
limitado e de classe C2 • Se r 2: 2s, então Uad ::f=. 0. 
Demonstração: 
Seja r E W,?•1 (Q) solução de 
8r 







Pelo princípio de máximo para equações parabólicas temos que r(x,t);::: min{ro(x): x E rl};::: C1 e 
r(x, t) :0:::: max{ro(x) :X E O} :0:::: c2. Logo cl :::; T :0:::: c2. 
Tomando -2m; = CiT +li;, para i = 1, 2 (aqui Ct, di, para i = 1, 2, são os mesmos do problema 
(6.1.5)). Como r > 5/2, temos que W,?•1 (Q) C L=(Q), logo mi E L=(Q), para i = 1, 2. Então pelos 
Teoremas 2.7 e 2.9 e pelo Corolário 2.6 existe único (u,v) E W1
2
'
1 (Q) x W1
2
'
1 (Q) solução do problema 
(3.0.1). Tomando 
ar au av 
f= at -bó.r-Itat -l2at 
como l >r, temos que f E Y(Q). Logo, (r,u,v,f) E E, é solução do problema (2.0.1), ou seja, 
M(r,u,v, f)= O, e C1 ~ T ~c, q.t.p. em Q. 




1 (Q) C L<)O(Q). De onde, J(r,u,v,f) < oo. Assim, (r,u,v,f) E Uad· 
• 
Agora mostremos a existência de uma solução ótima do problema (6.4.20). 
6.4.1 Existência de Solução Ótima 
Teorema 6.7 Suponha que b, lt, l2, k1, k2, a1, c1, d1 , a2, c2 e d2 são constantes com b, k1 , k2 , a 1 , 
az >O, e r0 E Wj(O), u0, v0 E W{(O), com r e l satisfazendo (6.0.2), são tais que ~lon = ~lan = 
~ lan = o, uo, Vo ;::: O, Uo + vo :::; 1 e Ct :::; To :::; c2. Além disso, suponha que o c IR3 é um domínio 
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aberto, limitado e de classe C 2• Assuma também que Td E L2k(Q), ua, va E L 2m(Q), com k, m 2: L Se 
r= 2s, então o problema de otimização {6.4.20} possui uma solução ótima. 
Demonstração: 
Primeiramente observemos que, como r = 2s, temos que Uad :f:. 0, pelo Lema 6.9. 
Seja {(rn, Un, Vndn)} C U,a uma seqüência minimizante do funcional J. 
Como J(rn,un,vn,fn) ~C, pela estrutura de J temos que 
e pelo Teorema 2.3 temos que 
pois l ~r. Podemos então tomar uma subseqüência que continuaremos denotando por {(rn,un,vn,fn)} 




1 (Q). Pelo Corolário 1.2 temos que W,?>1 (Q) C L00 (Q) com inclusão contínua e compacta, então 
Tn --t r fortemente em L=(Q). 
Como Tn -t Tem L=(Q), ou seja, llr- TniiL""'(Q} -tO quando n -t oo, e como Ct ~ Tn ~ Cz q.t.p. 
em Q, para todo n E lN, temos que Ct ::; T::; C2 q.t.p. em Q. 
Para mostrar que M(r, u, v, f) = O, ou seja, que (r, u, v, f) é solução do problema (2.0.1) e assim 
concluirmos que (r, u, v, f) E Uad, basta repetir a parte correspondente da demonstração do Teorema 6.1. 
E para mostrarmos que (r, u, v, f) é uma solução ótima do problema (6.4.20) basta repetir a parte final 
da demonstração do mesmo teorema. 
• 
Na próxima seção estudaremos condições necessárias para que (T, u, v, f) E E seja uma solução ótima 
do problema (6.4.20). 
6.4.2 Condição Necessária de Otimalidade 
Para obtermos as condições necessárias para que (T, u, v, f) E E seja uma solução ótima do problema 
(6.4.20) precisamos calcular o cone das direções de descida do funcional J( ·), o cone das direções factíveis 
de Ql, o cone das direções tangentes de Q2 e os cones duais. 
Para isso, consideremos uma solução ótima (r, u, v, f) E E do problema (6.4.20). 
Lembremos que o cone de direções de descida associado ao funcional J(·) no ponto (r, u, v, f) E E e 
seu dual são dados pelo Lema 6.2. E o cone tangente ao conjunto Q2 no ponto (r,u,v,J) e seu dual são 
dados pelo Lema 6.4. 
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Vamos agora calcular o cone das direções factíveis associado a restrição de desigualdade Ql e seu 
dual. Para isso observemos que podemos utilizar a Proposição 5.3 e o Teorema 5.6 para tais cálculos, 
pois Q1 pode ser escrito como Q1 = {(r, u, v, f) E E : F ~ 0}, onde F é o funcional dado por F = 
-sup ess(T- C2).sup ess(Ct- T). 
Lema 6.10 O cone de direções factíveis de Ql no ponto (T,u,v,f) E E é dado por 
FC(Q,(r,u,v,f)) ~ {À(e-r,w-u,z-v,h- f)' À> O e (O,w,z,h) E intQ,) 10 
e seu cone dual é dado por 
[FC(Q,,(r,u,v,f))]" ~ {g1 E (W,"·1(Q))' 'g,(O)? g,(r), Y e E W,"·1 (Q) tal que C, Se S C,). 
Demonstração: 
Vamos dividir a demonstração em quatro partes: 
i) Mostremos que FC(Qt, (T, u,v, f))= {Ã(O- T,W- u,z- v,h- f): À> O e (O,w,z, h) E int!'21}. 
Primeiramente mostremos que Q1 é convexo. Para isso consideremos x = (7, u, v, f), y = (6, w, z, h) E 
Ql e a E [O, 1] e mostremos que ax + (1- a)y E Q1. Temos que 
ax+ (1- a)y =(ar+ (1-a)O,au + (1- a)w,av + (1- a)z,af + (1-a)h) E E, 
poisx,y E E. Além disso, comox, y E Q1,temosqueC1 ::;-r, O :S C2,deonde, C1 :S ar+(l-a)O :S 0 2. 
Logo, ax + (1- a)y E Q1, e portanto, Q1 é convexo. 
Então, pela Proposição 5.3, temos que o cone de direções factíveis de Q1 é dado por 
FC ~ {À(intQ,- (r,u,v,f)) 'À> O} 
= {..\(0- r,w -u,z -v, h- f);..\> O e (O,w,z,h) E intQI}. 
ii) Agora mostremos que FC(Q1 , (r,u,v,!)) f- 0. 
Para isso basta mostrar que intQ1 f- 0, pela parte (i). 
Seja (Oo,wo,zo,ho) E Qt tal que Ct +e:::::; Oo::; C2- e em Q1, para algum e> O. Para todo 
(0, w, z, h) E E vale 
11e- OoiiL~(Q) ,S CIIO- Oollw;·'(QI 
<;C [110- Oollw;·'(QI + llw- wollw,'-'(Q) + llz- zollw,'·'(Q) +li h- hoiiL"(Qi] 
,S ãii(9, w, z, h) - (Oo, wo, zo, ho)IIE-
Então, tomando ó ;= eJêJ >O, temos que para todo (O,w,z,h) E B~(Oo,w0 ,zo,ho) C E, C1 ::; (}::; 
C2, e portanto, (O,w,z,h) E Ql. Logo B6(0o,w0 ,zo,h0 ) C Q1. Assim intQ1 f- 0. Então, pela parte (i) 
da demonstração temos que FC(Q1, (r, u, v, f)) f- 0. 
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iii) Vamos agora mostrar que [FC(Qr, (r, u, v,!))]* = {g1 E E' : Yt (8, w, z, h) .2:_ gr (r, u, v, f), V (0, w, z, h) E 
Q,). 
Corno Q1 é convexo e intQ1 f:. 0, se mostrarmos que Q1 é fechado, pelo Teorema 5.6 teremos 
o resultado desejado. Para isso consideremos uma seqüência {xn = (rn,Un,Vn,fn)} em Q1 tal que 
Xn ---+ x = (7, U, V,]) em E. Precisamos mostrar que x E Q1 para concluir que Q1 é fechado em E. Como 
x E E basta mostrar que C1 ::; 7 :S Cz q.t.p. em Q. 
Mas como W,2· 1(Q) C L=(Q) com inclusão contínua, temos 
IITn- riiL~(Q) s CIITn- rllw;•'(Q) 
s c [iiTn- rllw;·'(Q) + llun- •llw,'·'(Q) + llvn- vllw,'·'(Q) + llfn- lliL•(QJ] s Cllxn- xiiE-
E como llxn- xlle --tO quando n --t oo (pois Xn --+ x) temos que llrn- TIIL""(Q) --+ O quando n --t oo. 
De onde, obtemos que C1 :::; Tn :::; Cz q.t.p. em Q, paxa todo n E IN, implica que Cr ::; 7:::; Cz q.t.p. em 
Q. Logo x E Q 1 , e portanto, Q1 é fechado. 
iv) Finalmente vamos mostrar que [FC(Q1 ,(r,u,v,f))]* = {91 E (W;•1 (Q)Y: 91(0) 2: 91(r), V(} E 
W,?· 1(Q) tal que C1 .'S (} .'S Cz}. 
Pela parte anterior e pela definição de Q1, basta mostrar que 91 só depende da primeira componente, 
isto é, só depende de (}. 
Seja 91 E FC( Q1, (r, u, v,!)), pela parte anterior temos que 
Tomemos (i.p, w, z, h) E Q1 arbitrário. Seja (ip, W, Z, h) = {C1 +C2 -cp, -w, -z, -h) E E. Como C1 ~ 
i.p:::; Cz, obtemos que C1 .'S ip .'S Cz, e portanto, (ip,W,Z,h) E Q1 • Logo, 9t(ip,W,Z,h) 2: 9t(r,u,v,f). De 
onde, como 91 é linear, obtemos que 
9t (Ct + C2, O, O, O) - 9t (i.p, w, z, h) = Yt (ip, iiJ, Z, h) 2: 9t (r, u, v,!). 
R portanto, 
C1 := 9t (r, u, v, f) .'S 91 (cp, w, z, h) .'S C2 := 9t (Ct + Cz, O, O, O) - 9t (r, u, v, f), 
para todo (cp,w,z,h) E Qt. 
Agora, como 91 E E 1, podemos escrevê-la como 
g1 (<p,w,z,h) ~ ,P1(<p) +'P,(w) + ,p3 (z) +,P,(h), 
com ,p, E (w;-' (Q))', ,p,, ,p, E ( w,'·' (Q) )' e ,p, E (L"(Q))'. 
Tomemos agora w, z E W1
2
'
1 (Q), h E Lr(Q) e cp E W,?•1(Q) tal que C1 _o::; i.p _o::; Cz. Então, para todo 
k E 'll, (<p, kw, kz, kh) E Q1, e assim, C1 _o::; 91 (cp, kw, kz, kh) ::; C2 , para todo k E 'll, de onde, 
C1:::; 1/J1(<p) + kl/Jz(w) + kljJ3(z) + kljJ4(h):::; Cz, para todo k E 'll. 
Logo, 1/Jz = 1/J3 = 1jJ4 =O. Então 9t (cp, w, z, h) = 91 (cp) = 1/J1 (lfJ), com '1/Jt E (w;•1 (Q)) 1. 
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• 
Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(6.4.20). 
Teorema 6.8 Seja (T,u,v,f) E E= W,?·1(Q) X w?·1(Q) X w;.l,l(Q) X U(Q) é uma solução 6tima do 
problema (6.4.!JO}, onde r e l satisfazem (6.0.2). Se r;?: 2s, então existem funções (B,p,q) E Wi;1 (Q) x 
Wf~(Q) xwi;! (Q) que satisfaz o sistema adjunto {6.1.10}. Além disso, existe g1 E [TC(Q1, (T, u, v,!))]* :::: 
{g E (W,?•1 (Q))': g(O) 2: g(T), V(:) E W,?· 1 (Q} tal que Ct :S (} :S Cz} tal que 
1T l (N ,f,,_, + 9) .h dxdt = g1(<p), 
para todo (1p,w,z,h) solução do sistema (6.1.12). 
Este teorema é demonstrado exatamente como o Teorema 6.4, mas usando o Lema 6.10 no lugar do 
Lema 6.6. 
6.5 Um Problema de Controle com Restrição no Gradiente da 
Temperatura 
Procedendo para o problema descrito a seguir de maneira análoga ao que foi feito para o problema (6.4.20) 
obteremos resultados semelhantes. 
Nesta seção trabalharemos com o seguinte problema de otimização 
min J(r,u,v,f), 
(:r,u,v,/)EQ 
onde o funcional J é dado por (6.0.3) e Q = Ql n Q2, sendo Q 1 e Q2 dados pelas restrições 
(6.5.21) 
Q, ={(r, u,v, f) E E' I 'i? ri s; C, q.t.p. em Q) e Q, = {(r,u,v,J) E E' M(r,u, v, f)= 0}, 
sendo M: E --7 E um operador definido, como nas seções anteriores, por M(r, u, v, f) 
= (rph rp2, rp3, rp4, rps, rp6) se, e somente se, (r, u, v, f) é solução do sistema (6.1.5) com não-homogeneidade 
(rp1,rp2,rps,rp4,rps,rp6). Lembremos que M(r,u,v,f) =O se, e somente se, (r,u,v,f) é solução do pro-
blema (2.0.1). 
Antes de demonstrarmos a existência de controle ótimo para este problema, também é necessário 
demonstrar que o conjunto admissível, Uad, é não vazio. Mas procedendo praticamente como no Lema 
6.9, obtemos o resultado a seguir. 
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Lema 6.11 Suponha que b, h, lz, kt, kz, a1, az 1 Ct, cz, d1 e Ih são constantes com b, kt, kz, a1, az >O, 
e To E wnn), uo, Vo E Wf(n), com r e T satisfazendo {6.0.2}, são tais que âro/8nlan = âuof8nlan = 
âvofânlan =o, o~ Uo,Vo.,; 1 e i'VTol:::; c3. Além disso, suponha que n c lR? é um domínio aberto, 
limitado e de classe C2• Se r;::: 2s, então Uad. f. 0. 
6.5.1 Existência de Solução Ótima 
Usando o Lema 6.11, de modo análogo como foi demonstrada a existência de uma solução ótima do 
problema (6.4.20), demonstra-se a existência de uma solução ótima do problema (6.5.21), que é dada pelo 
teorema a seguir: 
Teorema 6.9 Suponha que b, h, b, k1 , k2, a1, Ct, dt, az, Cz e d2 são constantes com b, kt, k2, a1, 
az >O, e To E WJ(fl), uo, voE Wf(O), com r e T satisfazendo {6.0.2}, são tais que ~lao = ~lao = 
~lan =O, uo,Vo 2: O, uo + vo ~ 1 e I'Vrol ~ C3. Além disso, suponha que !l C IR3 é um domínio 
aberto, limitado e de classe C 2 • Assuma também querd E L2k(Q), Ud, vd E L2m(Q), com k em quaisquer 
inteiros tais que k, m :2': 1. Se r = 2s, então o problema de ott"mização (6.5.21) possui uma solução ótima. 
Na próxima seção estudaremos condições necessárias para que (r, u, v, f) E E seja uma solução ótima 
do problema (6.5.21). 
6.5.2 Condição Necessária de Otimalidade 
Para demonstrarmos condições necessárias para que (r, u, v, f) E E seja uma solução ótima do 
problema (6.5.21) não podemos proceder como na demonstração do Teorema 6.8, pois intQ1 = 0. Então 
neste caso Q 1 não é uma restrição de desigualdade, mas sim uma restrição de igualdade. Logo não 
poderemos utilizar o Teorema de Dubovitskii e Milyutin (Teorema 5.1). Precisaremos então do Teorema 
5.7, que é uma generalização do Teorema de Dubovitskii e Milyutin, como na demonstração do Teorema 
6.6. 
Para obtermos as condições necessárias para que (r, u, v, f) E E seja uma solução ótima do problema 
(6.5.21) precisaremos do cone das direções de descida do funcional J(·), e dos cones das direções tangentes 
de Qt e Q2 e os cones duais. 
Para isso, consideremos uma solução ótima (-r, u, v, f) E E do problema (6.5.21). Lembremos que 
o cone de direções de descida associado ao funcional J(·) no ponto (r,u,v,f) E E e seu dual são dados 
pelo Lema 6.2. E o cone tangente ao conjunto Q2 no ponto (r,u,v,f) e seu dual são dados pelo Lema 
6.4. Finalmente, temos que 
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Lema 6.12 O cone de direções tangentes de Q1 no ponto (r,u,v,f) E E é dado por 
TC(Q1, (r, u, v, f)) 
= {(8, w, z, h) E E, (Vr(x, t), VO(x, t)) <: O para qua.e todo (x, t) tal que [Vr(x, t)[ = C3), 
onde(.,·} denota o produto interno canônico em IR3 
Demonstração: 
Lembrando que, por definição, o cone de direções tangentes de Q1 no ponto (r,u,v,f) E E é dado 
pm 
TC(Q1, (r,u,v,f)) = {(O,w,z,h) 'VO <c<: Eo, 3r(c) E E, com [[r(c)[[E = o(c), 
tal que (r, u, v, f)+ s(O, w, z, h)+ r(E) E Qt}. 
Pela definição de Q1 , temos que (9, w, z, h) E Q11 (r, u, v, f)), se e somente se, para todo O <E ::::; .::0 , 
existe r( c) E E, com llr(e)IIE =o( c), tal que ['i'r +c VO + Vr,(c))[ = [V(r +cO+ r,(c))[ <:C, q.t.p. em 
Q, onde r1 (é) denota a primeira componente de r( e-). 
M., 
[V r+ c'\78 + Vr,(c))[2 
= [Vr[2 +e2 [V8[2 + [Vr1 (c))[2 + 2c(Vr, '\78) + 2c(VO, Vr,(c)) + 2(Vr, Vr,(E)) <:C§ 
para todo O< E:::; c0 , se e somente se, ('V r, \70) S O quando l\7rl = Ca. Ou seja, (O,w,z,h) E 
TC(Q1 , (r,u,v,f)) se, e somente se, (Vr(x, t), VO(x, t)) <:O q.t.p. em {(x, t)' [Vr(x, t)[ = C3 ). 
• 
Agora lembremos que, por definição, o cone dual de TC(Qt, (r, u, v, f)) é dado por 
[TC(Q1 , (r, u, v,!))]' = {g1 E E' : g1 (8, w, z, h) 2' O, V (8, w, z, h) E TC(Q1)}. 
Para [TC(Q1 , (r, u, v, f))]* temos o seguinte resultado: 
Lema6.13 [TC(Q1 ,(r,u,v,f))]* c [W,?•1(Q)r, isto é, para cada 91 E [TC(Qt,(r,u,v,f))]* existe 
1jJ1 E [W,?·1(Q)f tal que 9 1 (0, w, z, h) = 1jJ1 (0), para todo (0, w, z, h) E E. 
Demonstração: 
Seja 91 E [TC(Q1 ,{r,u,v,f))]*. Como [TC(Q 1 ,(r,u,v,f)W C El, existem 1/J1 E (W,?•
1 (Q))
1
, 'lj;2 , 
,P3 E (w,'·'(Ql)' e .p, E (L'(Q))', t.Us que 
Yl (~, w, z, h) = 'Pl (<p) + V'z(w) + V'e(z) + ,P,(h), 
para todo (VJ,w,z,h) E E. 
Tomando w, z E W?•1 (Q), h E g(Q) quaisquer e tomando rp E w;·1 (Q) tal que {Y'r(x, t), \i'rp(x, t)) ::; 
O para (x, t) tal que l\7r(x, t)l = C3 temos que, (VJ, kw, kz, kh) E TC(Qt, (r, u, v, f)), para todo k E 'll, 
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e assim g1(r.p,kw,kz,kh) = 1j;1 (rp) + ktjJ2(w) + k'lj;3 (z) + k'ljJ4(h), para todo k E Zl. Mas por definição 
[TC(Q1 , (r, u, v, f))]* = {g1 E El : g1 (({!, w, z, h) ;:::: 0, 'r/ (rp, w, z, h) E TC(Q1 , (r, u, v, f))}. Então, 
g, ( <p, kw, kz, kh) ~ ,P; ( <p) + k,Pz( w) + k,Pa (z) + k,P, (h) 2: O, 
para todo k E 7l. Logo, devemos ter 1/12 = 1J;s = 'I/J4 =:O. De onde, 91 (r.p, w, z, h) = 91 (rp) = '1/Jt (rp). 
• 
Vejamos agora um resultado sobre a condição necessária de otimalidade para o problema de otimização 
(6.5.21). 
Teorema 6.10 Seja (r,u,v,f) E E= W,?· 1 (Q) X w?· 1 (Q) X WI2·1(Q) X U(Q) uma solução ótima 
do problema {6.5.21}, com r e l satisfazendo (6.0.2}. Se r 2::: 2s, então existem funções ((),p,q) E 
Wi/(Q) X w{~(Q) X wi~(Q) satisfazendo ao sistema adjunto {6.1.10}. Além disso, existe 91 E 
[TC(Q;,(T,u,v,f))]' C [W.'·'(Q)]' tal que 
/,T k (Na f''-' +6) .h dxdt ~ -g,(<p), 
para todo (ip,w,z,h) solução de {6.1.12). 
Demonstração: 
Suponha que J(·) assume um mínimo local no ponto (r,u, v,f) E Q = Q1 n Q2 • Pelos Lemas 6.2, 6.4 
e 6.12, J tem direções de descida DC(J, (r, u, v, f)) e Ql e Q2 tem direções tangentes TC(Qb (r, u, v, f)) 
e TC(Q2 ,(r,u,v,j)), respectivamente, em (r,u,v,f). Além disso, o cone DC(J,(r,u,v,f)) é aberto, 
pois os cones de descida sempre o são. 
Para podermos usar o Teorema 5. 7 ainda precisamos mostrar que: os cones DC(J, (r, u, v, f)), 
TC(Ql, (r, u, v, f)) e TC(Q2 , (r, u, v, f)) são convexos, os cones TC(Qi, (r, u, v, f)), i = 1, 2, são fechados, 
o cone TC(Q1 , (r, u, v, f)) n TC(Q2 , (r, u, vJ)) está contido no cone tangente TC (Q1 n Qz, (r, u, v, f)) 
associado ao conjunto das restrições de igualdade Q 1 n Q2 e os cones duais [TC(Q;, (r, u, v, f))]*, i = 1, 2, 
formam um sistema de cones de mesmo sentido. 
Mostremos então tais fatos: 
i) Primeiramente observemos que os cones DC(J, (r, u, v, f)), TC(Qt, (r, u, v, f)) e TC(Q2, (r, u, v, f)) 
são convexos; 
De fato, pelo Lema 6.2 o cone de direções de descida associado ao funcional J(-) no ponto (r, u, v, f) E 
E é dado por DC(J,(r,u,v,f)) = {(ip,W,z,h): J'(r,u,v,f)(ip,w,z,h) < 0}, que é convexo. Pois 
J1(r,u,v,f)(·) é linear em (ip,w,z,h). 
Pelo Lema 6.12 o cone de direções tangentes de Q1 no ponto (r,u,v,f) E E é dado por 
TC(Qt, (r, u, v, f)) 
= {(8,w,z, h) E E: (\7r(x, t), \76(x, t)) ::::; O para quase todo (x, t) tal que ]'Vr(x, t)] = Cs}, 
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que é convexo. Pois {Vr, 'V(·)} é linear em O. 
Finalmente, pelo Lema 6.4, o cone tangente ao conjunto Q2 no ponto (r, u, v, f) é o subespaço vetorial 
TC(Q2 , (r, u, v, f)) = { (tp, w, z, h) E E : M 1(r, u, v, f)(<p, w, z, h) = 0}, então é convexo. 
ii) Agora observemos que os cones TC(Q1 , (r, u, v, f)) e TC(Q 2 , (r, u, v, f)) são fechados; 
De fato, pelo Lema 6.4, o cone tangente ao conjunto Q2 no ponto (r, u, v, f) é dado por TC(Q 2 , (r, u, v, f)) = 
{(rp, w, z, h) E E : M'(r, u, v, f)(<p, w, z, h) = 0}, que é fechado em E. 
Pelo Lema 6.12 o cone de direções tangentes de Q1 no ponto (r, u, v, f) E E é dado por 
TC(Q,, (r, u, v, f)) 
= {(8,w, z,h) E E: ('Vr(x, t), \78(x, t)) :::; O para quase todo (x, t) tal que l\7r(x, t)l = C3 }, 
que é fechado em E. 
iii) Mostremos agora que o cone TC(Q1 , (r,u,v, f)) n TC(Q 2 , (r,u,v,f)) está contido no cone tangente 
TC (Q, (r, u, v,!)) associado ao conjunto das restrições de igualdade Q = Q1 n Q2 ; 
Seja (~.p,w,z,h) E TC(Q 1 ,(r,u,v,f)) nTC(Q2 ,(r,u,vd)). Precisamos mostrar que (~.p,w,z,h) E 
TC(Q, n Q,, (r,u,v,f)). 
Seja e> O. Queremos encontrar r(e) E E, com llr{e)IIE = o(e), tal que 
(r, u, v, f) + e(ip, w, z, h)+ r( e) E Q1 n Qz. 
Como {r.p, w, z, h) E TC{Qt, (r, u, v, f)), por definição existe r1 (e) E E, com llrt(é:)IIE = o( e), tal que 
e como (~.p,w,z,h) E TC(Q2 ,(r,u,v,f)), por definição existe r 2 (ê) E E, com llrz{E)IIE = o(ê), tal que 
Tomemos IPe definido acima. Resolvendo o problema {2.0.1) encontremos w~, z~ e h~ tais que 
M(~.p,, w~, z~, h~) =O. Então, temos que, (~.p,, w~, z~, h~) E Q1nQ2 • Além disso, temos que (~.p,, w~, z~, h~) = 
{r, u, v, f) + e(~.p, w, z, h)+ r( E). Precisamos mostrar que \lr(e)IIE =o( e:). 
Usando desigualdade triangular e estabilidade do sistema linear (6.1.9), temos que 
:S IIIPe- 0ellw~z;t(Q) + llw~- Wellw;,:,1 (Q) + llz~- Zellw;~(Q) +I Ih~- h_,jjp•(Q) + lh(e)IIE 
s; Cll<p, - $, llw;;'(Ql + lh(c)IIE s; Cli(<p, w, z, h,) - (0, w, z, h,)IIE + llr,(c)IIE 
s; Cll(<p, w, z, h,) -(r, u, v, f) - c(<p, w, z, h)IIE 
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:0 Clh(e)IIE +(C+ l)ljr,(e)IIE ~ o(e). 
Logo, (IP, w, z, h) E TC(Q1 n Qz, (r, u, v, f)), e assim, TC(Q1, (r, u, v,!)) n TC(Qz, (T, u, v, f)) C 
TC(Q, n Q,,(r,u,v,f)). 
iv) Finalmente mostremos que os cones duais [TC(Qi, (r, u, v,!))]*, i = 1, 2, formam um sistema de cones 
de mesmo sentido; 
Para isso, seja M > O e sejam g; E (TC(Q;, (r, u, v, f))]*, para i = 1, 2, tais que IIBt + BziiE• ::; M. 
Precisamos mostrar que existem Mt, M2 >O tais que IIBiiiE• ::; Mi , para i= 1, 2. 
Pelo Lema 6.13, temos que 91 (VJ, w, z, h) = 1/Jt (<.p), com 1/Jt E {WÇ•1 (Q) )'. E como 92 E 
[TC(Qz, (r, u, v, f))]~ C E', então temos que 92(rp, w, z, h) = cPt (tp) + 1J2(w) + c/Ja(z) + cjJ4(h), com !/Jt E 
(wi;'<Ql)', ~,,~'E (wJ;,!(QJ)' e~. E (L"(Q))'. 
Deste modo, obtemos que 
M :> llu' + g,IIE· :>C [11>1>, + M(w:·'IQJ)' + IIM(w,'·'IQJ)' + IIM(w,'·'IQJ)' + IIMwiQJJ']· 
De onde, já temoe que ll~'ll(w,'·'IQJ)', ll~'ll(w,'·'(QJ)', ll~•llw(Qll' :0 M /C. 
Agora, dado 'P E W,?•1 (Q) existe (w,z,h) E W?'1(Q) x W1
2
'
1 (Q) x U(Q) tal que 
M 1(r, u, v, f)(~.p, w, z, h) = O. Logo, 92 ('{', w, z, h) = 1h ('P) + 1>2 (w) + (jl3 (z) + 1>4 (h) =O, e portanto, 
:o ll~'ll(w,'·'IQJ)'IIwllw(·'IQJ + ll~'ll(w,'-'IQ))'IIzllw,'·'IQJ + II~•IIIL"(QJ)'IIhllu(Ql 
:Õ ~ [llwllw,'•'(Q) + llzllw,'-'(Q) + llhi!L"(Ql] :Õ CMII'PIIw;•'(Qj· 
Como 'P E w;·1 (Q) é arbitrário obtemos que ll4'1 ll(w,:'·'(QJ)' S CM, e portanto, 
Finalmente, temos que 
Portanto, os cones [TC(Q;, (r,u,v,f))]*, i= 1,2, formam um sistema de cones de mesmo sentido. 
Como todas as hipóteses do Teorema 5.7 são satisfeitas segue deste teorema que existem formas 
lineares contínuas g0 E [DC(J, (r, u, v, f))]*, 91 E [TC(Ql, (r, u, v, f))]~ e 92 E [TC(Q2, (r, u, v,!))]*, não 
simultaneamente nulas, tais que, 
90 + 91 + 92 =o. (6.5.22) 
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Agora, procedendo exatamente como no Teorema 6.8, obtemos que existe 
mE [TC(QJ,(r,u,v,f))]' tal que 
1T k (>.Nsf 2s-l+0)hdxdt=gt('fJ,W,z,h), 
para todo ('P, w, z, h) solução do sistema (6.1.12). 
Finalmente, pelo Lema 6.13 temos que [TC(Q1,(r,u,v,f))]* C (W,?•1 (Q)f, logo, 
para todo (1.p,w,z,h) solução do sistema (6.1.12). 
• 
6.6 Um Problema com Restrições sobre o Controle e sobre a 
Temperatura 




onde o funcional J é dado por (6.0.3) e Q = Ql n Q2 n Qa, sendo Qt e Q2 dados pelas restrições de 
desigualdade 
º1 = {(T,u,v,f) E E: Ct::::; T:::; c2 q.t.p. em Q} e 
Q, = {(r,u,v,f) E E' IIJIIP•(Q) ~ Ca), 
respectivamente, com Ca 2lltlk1 (Ct, C2 ) + llzlkz(C1 ,Cz), onde k1 e kz são como em (6.6.24) na demons-
tração do Lema 6.14. E Q3 é dado pela restrição de igualdade 
Q3 = {(T,u,vd) E E: M(T,u,v,f) = 0}, 
sendo M; E-tE um operador definido, como nw seções anteriores, por M(T,u,v,f) 
= {rp1 , rp2, rp3, 1.p4, rp5 , rp6), se, e somente se, (T, u, v, f) é solução do sistema (6.1.5) com não-homogeneidade 
(rpl>ip2,1f'3,1.p4,IP5,!.p6)· Lembremos que M(T,u,v,f) =O se, e somente se, (T,u,v,f) é solução do pro-
blema (2.0.1). 
Antes de demonstrarmos a existência de controle ótimo para este problema, também é necessário 
demonstrar que o conjunto admissível, Uad, é não vazio. 
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Lema 6.14 Suponha que b, lt, l2 1 k1 , k2 , a 1 , a2 , c1 , c2 , d1 e d2 são constantes com b, k1 , k2 , a1 , 
a2 > O. Suponha também que To E Wf(!1), u0 , v0 E Wf\0), com r e T satisfazendo {6.0.2}, são 
tais que 8rof8nlan = 8uo/8nlao. = 8vof8nlao = O, O :::; uo,Vo ::; 1, Ct :S To ::; Cz q.t.p. em Q 
e C3 ~ lltlkt(Ct,Cz) + llz(kz(Ct,Cz), onde kt e k2 são como em {6.6.24). Além disso, suponha que 
!1 C IR3 é um domínio aberto, limitado e de classe C 2. Se r 2: 2s, então Uad f. 0. 
Demonstração: 
Seja r E WÇ· 1(Q) solução de 
ÔT 
fJt- bt::.:r =O 
8r =O 
ân 





8íl X (0, T) 
ílx{t~O}. 
Pelo princípio de máximo para equações parabólicas temos que r(x, t) 2: min{r0 (x) : x E !1} 2: C1 e 
r(x,t)::; max{ro(x): x E O}::; C2. Logo Gt :5 r S Cz. 
Pelos Teoremas 2.7 e 2.9 temos que existe único {u,v) E W1
2
•




1 (Q) solução do problema 
(2.6.42) com -2m; = CiT +di, sendo c;, d; os mesmos do problema (6.1.5), para i= 1, 2, e, além disso, 
u e v satisfazem j]ullwl''(Q) :S: kt(Ct, Cz) e llvllw
1
2.1(Q) :S: kz(Ct, Cz). Corno l 2: r 2: 2s temos que 
]Jullw;;'(Ql :S: C]jullw
1
2,1(Q) :S: kt(Ct, Cz) e 
llvllw;;'(Q) ::; Cllvllwr·'(Q) :S: kz(Cl, Cz). 
(6.6.24) 
Tomando f= -11 ~~- b~~ temos que f E L28 (Q), (r,u,v,f) E E é solução do problema (2.0.1) e 
Logo, (r,u,v,f) E Uad· 
• 
6.6.1 Existência de Solução Ótima 
Usando o Lema 6.14, de modo análogo como foi demonstrada a existência de uma solução ótima do 
problema (6.4.20), demonstra-se a existência de uma solução ótima do problema (6.6.23), que é dada pelo 
teorema a seguir: 
Teorema 6.11 Suponha que b, h, lz, k1 , k2 , a 1, Ct, dt, az, Cz edz são constantes com b, kt, k2, a1, az > 
O, e To E Wf(O), u0 , voE Wf(D), com r e T satisfazendo {6.0.2}, são tais que 8ro/8n]an = 8uof8n]an = 
8vof8n]an =o, o::::; Uo,Vo::::; 1, cl::::; To::::; Cz q.t.p. em Q e c3 2: lltlkt(CJ,C2) + ]lz]kz(Ct,Cz), onde 
k1 e k2 são como em (6.6.24}. Além disso, suponha que 11 C IR3 é um domínio aberto, limitado e de 
classe C 2 . Assuma também que Td E L2k(Q), ud, Vd E L2m(Q), com k em quaisquer inteiros tais que k, 
m 2: L Se r= 2s, então o problema de otimização {6.6.23} possui uma solução ótima. 
Capítulo 7 
Problemas de Controle Para o 
Modelo de Solidificação 2 
Aqui vamos demonstrar a existência de solução ótima para problemas de controle relacionados ao Modelo 
de Solidificação 2 e usar o formalismo de Dubovitskii e Milyutin para encontrar condições necessárias de 
otimalidade. 
Neste capítulo vamos considerar n C IR.S aberto, limitado e de classe C 2 , como nos primeiros 
capítulos, e também os espaços 
E'= WÇ·'(Q) X w,'·'(Q) X w,'·'(Q) X w,'·'(Q) X L"(Q) e 
E'= L"(Q) X L1(Q) X L1(Q) X L1(Q) X W;1(0) X W[(fl) X W[(fl) X W{(fl), 
(7.0.1) 
onde 
r> 5/2, l ;::-_r, T= max{2,3r/5} e T = max{2,3l/5}. (7.0.2) 
Durante este capítulo vamos tratar de problemas de controle ótimo envolvendo o funcional J : E -7 IR 
dado por 
(7.0.3) 
onde a 1 , a 2 , o:;~, a:4 ;?: O e N >O são constantes, n, me s são tais que n, me s 2:: 1, e 'rd E L2n(Q), Ud, 
vd, wd E L2m(Q) são funções dadas. 
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7.1 Um Problema de Controle Simples 




onde o funcional J é dado por (7.0.3) e Q é dado pela restrição de igualdade 
Q = {(r,u,v,w,f) E E: M(r,u,v,w, f)= 0}, 
sendo M : E -t E um operador definido por 
se, e somente se, 
8r 8u 8v 8w 
--btlr-lt--l2--ls--f=rpt em Q 
âu ôt 8t 8t {)t 
§t - kt:J.u + a1uw(w- u + c1r + dl) + a3uv(v- u + car + d3 ) = rp2 
fi- kl:!.v + a2vw(w- v+ C2T + d2) + aauv(u- v- CaT- da)= ips 
a ui 
7ft- kó.w + a1uw(u- w- CtT- dl) + a2vw(v- w- c2r- d2) = rp4 
ÔT ÜU ÜV 





r-ro=rps, u-uo=rps v-v0 =rp7 e w-wo=t.ps em Ox{t=O}. 
Observação 7.1 Observe que M(T,u,v,w,f) =O se, e somente se, (r,u,v,w,f) é solução do problema 
{4.0.1}. E observe também que pelas definições de E e E dadas em {7.0.1}, o operador M acima está 
bem definido. 
A seguir mostraremos a existência de uma solução ótima do problema (7.1.4). 
7.1.1 Existência de Solução Ótima 
Para mostrar a existência de uma solução ótima do problema (7.1.4) precisaremos do seguinte resultado. 
Lema 7.1 Suponha que b, h, lz, l3, k, a1, az, Ct, Cz, d1 e dz são constantes com b, k, a1 1 az > O, e 
To E W#(O), uo, vo, wo E Wf(O), com r e T satisfazendo (7.0.2}, são tais que ÔTo/8nlan = 8uofônlao = 
ôvofônlan = ôw0 fônlan =O, uo, vo, w0 ::;:,_O e u0 +vo +wo = 1. Além disso, suponha que n C IR3 é um 
domínio aberto, limitado e de classe C2 . Se r::;:,_ 2s, então U,d #- 0. 
Demonstração: 
Seja f E U(Q), como l ::;:,_r por (7.0.2), então pelos Teoremas 4.1 e 4.2 e pelo Corolário 4.2 existe 
um único (T,U, v,w) E W,?·1 (Q) X W!2•1 (Q) X Wt2' 1 (Q) X WI2' 1 (Q). Logo, (T,u,v,w, f) E E, com E dado 
por (7.0.1), e é solução do problema (4.0.1), ou seja, M(r, u, v, w, f) =O. 
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Além disso, como r;::: 2.s, temos que f E L 25 (Q). E como r, l > 5/2 temos que WÇ• 1 (Q) C L 2n(Q) e 
W!2•1 (Q) c L2m(Q) com inclusão contínua. Logo, temos que (r,u,v,w) E L2n(Q) X L2m(Q) X L2m(Q) X 
L2m(Q). Assim, (r, u, v, w, f) E Uad· 
• 
Teorema 7.1 Suponha que b, h, l2, la, k, a1, Ct, dt, a2, c2 e d2 são constantes com b, k, at, a2 >O, 
e r0 E Wf(O), uo, vo, Wo E Wj(O:), com r e T satisfazendo {1.0.2), são tais que ~lan = ~lcm = 
~I ao= ~I ao= O, uo,vo,wo;::: O e uo+vo +wo = 1. Além disso, suponha que fl C 1R3 é um domínio 
aberto, limitado e de classe C2. Assuma também que Td E L2n(Q) e ud, vd, wd E L2m(Q), com n em 
quaisquer inteiros tais que n, m 2:: 1. Se r = 2s, então o problema de otimização {7.1.4) possui uma 
solução ótima. 
Demonstração: 
Primeiramente observemos que se r 2: 2s, então Uad f:- 0, pelo Lema 7.1. 
Seja {(rn, Un, Vn, Wn, fn)} C Uad uma seqüência minimizante do funcional J. 
Como J(Tn, Un, Vn, Wn, fn) :::; C, pela estrutura de J temos que 
e pelo Teorema 4.2 temos que 
Podemos então tomar uma subseqüência de Un} e de {(Tn,Un,vn)}, com M(rn,un,vn,fn) =O, que 
continuaremos denotando por {(rn, Un, v,.,, fn)} tal que 
fn __, f fracamente em L"(Q), 
Tn _., T fracamente em w;·l(Q), 
Un ____.. U fracamente em w,'·'(Q), 
Vn __,V fracamente em w,'·'(Q), 
Wn->. W fracamente em w,'·'(Q). 
Como r, l > 5/2, pelo Corolário 1.2, temos que w;•1 (Q) c L=(Q) e W?'1 (Q) c L=(Q} com inclusão 
contínua e compacta. Então, 
Tn --7 T fortemente em LOO(Q), 
Un --7 U fortemente em Loo(Q), 
Vn --7 V fortemente em Loo(Q), 
Wn --7 W fortemente em LOO(Q). 
Mostremos agora que M(r, u, v, w, f) = O, ou seja, que (r, u, v, w, f) é solução do problema (4.0.1). 
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Primeiramente observemos que cada quíntupla (rn, Un, Vn, Wn, fn) satisfaz o problema 
ÔT n ÔUn ÔVn ÔWn 
Ô Ôt -b.Ó.Tn=h---a;-+b Ôt +hat+fn em Q 
;tn - ktlun = -a!UnWn(Wn - Un + C1 Tn + dt) - asUnVn(Vn - Un + CsTn + ds) 
;; - kflVn = -UzVnWn(Wn- Vn + CzTn + dz)- UsVnUn(Un- Vn- C3Tn- ds) 
Ô;n - kf1Wn = -a!UnWn(Un- Wn- C1Tn- dt)- azVnWn(Vn- Wn- CzTn- dz) 
~:; = ~:n = ~~ = 88:n =o em ao x (O,T) 
Tn=To, Un=uo, Vn=Vo e Wn=wo em !lx{t=O}. 
Como fn--" f fracamente em U(Q) temos que fn -t f no sentido das distribuições. 
Como Tn----' r fracamente em W,?•1 (Q) temos que 
no sentido das distribuições. 
ÔTn 8r 
--->-at at e 
E como, Un---' u, Vn---' v e Wn-->. w fracamente em W/2'1 (Q) temos que 
Vn -t V, 
Ôvn Bv 
8t -t {)t, .Ó.Vn -t .Ó.v e 
Wn -t W, 
Own 8w 
8t -t 8t' .Ó.Wn -t D..w, 




Finalmente, como 7n -J. 7, Un--'* u, Vn--'* v e Wn -J. w fortemente em L<''"(Q), temos que 
alunwn(Wn- Un + CITn + d1) --t a1uw(w- u + q7 + dt) 1 
asunvn(Vn- Un + C37n + ds) --t aauv(v- u + Cs7 +da), 
a2vnwn(wn- Vn + C27n + d2) -J. a2vw(w- V+ C27 + d2), 
asUnVn(Un- Vn- cs7n- ds) --t aauv(u- v- Cs7- da), 
UtUnWn(Un- Wn- CtTn- dl} --t a1uw(u- w- Ct7- dt) e 
a2VnWn(Vn- Wn- C27n- d2)-). a2vw(v- W- C27- d2), 





Então, tomando o limite n --t oo nas quatro primeiras equações de (7.1.6) obtemos que (r, u, v, w, f) 
satisfazem as quatro primeiras equações de (4.0.1) no sentido das distribuições. Mas como, (7, u, v, w, f) E 






1 (Q) X W1
2
'
1 (Q) X Lr(Q), temos que (7, u, v, W, f) satisfazem as quatro primeiras 
equações de ( 4.0.1) neste espaço. 
Mostremos agora que 7, u, v e w satisfazem as condições iniciais e de fronteira do problema (4.0.1). 
Para isso consideremos f/:1 E D(IR.3 x IR) tal que (j:l(x, T) = 0 para todo x E 0. Multiplicando a primeira 
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equação de (7.1.6) por cp e integrando em n X (O,T) temos 
(T r OTn rT r A ( r ( OUn OVn OWn ) lo lo ôt .cp dxdt- lo lo l....l.T.,.</J dxdt = lo lo lt 7ft + 12 ôt + l3 7ft + fn 4> dxdt. 
Usando integração por partes nas duas integrais do primeiro membro da igualdade acima, como 
Tn =To para t =O, cjJ(T) =O e ~lao =O, para todo n E IN, obtemos 
(T r ( iJun ÜVn OWn ) =lo lo ltat+lzat+lr-gt+fn </Jdxdt. 
Como fn ----' f fracamente em U(Q) e r > 2 temos que fn ----' f fracamente em L2 (Q). Como 
Tn----' r fracamente em WÇ·1 (Q) temos que Tn----' r fracamente em L2(Q). Como Tn----' r fracamente em 
W,?•1 (Q), com r > 2, e ~ ----+ ~; no sentido das distribuições, então ~ ----' ~; fracamente em L2 (Q). 
E como Tn----' r fracamente em WÇ• 1 (Q), com r> 2, e Vrn--+ V r no sentido das distribuições, temos 
que \lT ----' 'Vr fracamente em L2(Q) De modo análogo temos que fub.. ----' au !b!.,.----' Bv e 8wn ----' 8w n · ' 8t 8t> 8t 8t 8t 8t 
fracamente em L2(Q). Logo, tomando o limite n --t oo na igualdade anterior obtemos 
~ rT r T~~ dxdt~ r To~(O)dx+ rT {\h. V~ dxdt lo lQ t lQ lo ln 
= foT h (tt ~~ + l2 ~~+la:+ f) 4J dxdt. 
Agora, multiplicando a primeira equação de ( 4.0.1) por 4J e fazendo as mesmas integrações por partes 
obtemos que 
~ rT r T 88~ dxdt ~ r r(O)~(O)dx+ (T r V r. V~ dxdt ~ rT r iJBT ~ dxdt 
lo lo t ln lo ln lo lem n 
f'f(Bu 8v 8w) =lo ln ltat +l28t +l3at+f 4Jdxdt. 
Comparando as duas últimas igualdades obtemos 
r To~(O)dx = r r(O)~(O)dx + rT ( 
8
87 ~ dxdt, 
lo ln lo lan n 
para todo 4J E V(IR3 x IR) tal que f(x 1 T) =O para todo x E O. De onde, concluimos que To = T(O) q.t.p 
em O e g~ = O q.t.p. em 80 x (0, T). 
Do mesmo modo, obtemos que u(O) = u0 , v(O) = vo e w(O) = w0 q.t.p em f! e ~~ = ~~ = ~~ = O 
q.t.p. em 80 x (0, T). 
Logo, (r, u, v, w, f) E E satisfaz o problema (4.0.1). Além disso, como r = 2s e r, l > 5/2, temos que 
TE W;•'(Q) C L''(Q), u, v, w E W,'·'(Q) C L'm(Q) e f E U(Q) = L''(Q), de onde, J(r,u,v,w,f) < 
oo. E portanto, (r,u,v,w,f) E Uad· 
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Como (r, u, v, w, f) E Uad, se mostrarmos que lim infn-4oo J(rn, Un, Vn, Wn, fn) 2 J(r, u, v, w, f) con-
cluímos que (r, u, v, w, f) é uma solução ótima do problema (7.1.4). Então mostremos esta desigualdade. 
Pela estrutura de J temos que este é contínuo na norma de L := L 2n(Q) x L 2m(Q) x L2m(Q) x 
L2m(Q) x L29 (Q), de onde temos que J é semi-contínuo inferiormente na topologia da norma em L. 
Além disso J é convexo, então J é semi-contínuo inferiormente na topologia fraca de L, e portanto, J é 
sequencialmente semi-contínuo inferiormente na topologia fraca de L. Logo, 
(rn,Un,Vn,Wn,fn)-'- (r,u,v,w,J) fracaJilenteem L, 
implica que 
Como (<n,Un,Vn,wn,fn) é uma seqüência minimizante de J obtemos que (r,u,v,w,f) é uma solução 
ótima do problema (7.1.4). 
• 
Observação 7.2 Para o funcional de custo dado por 
J[r,u,v;f] := ~1 loT ilr(x,t) -rd(x,t)l2kdxdt+ ~2 1oT [iu(x,t) -ud(x,t)l2m1dxdt 
T on T on T 
+ a
2
3 r r lv(x, t)- vd(x, t)i 2m2 dxdt + o-4 r r lw(x, t)- wd(x, t)i 2m3dxdt + N r r lf(x,t)128dxdt 
lo ln 2 lo ln 2 lo ln 
(7.1.7) 
temos que se ud E Lm1 (Q), Vd E Lm2 (Q) e Wd E Lm3 (Q), com m 1, m2, m 3 ;::: 1 não todos iguais, 
então o lema e o teorema anteriores continuam valendo. Para demonstrar tais resultados basta repetir as 
demonstrações anteriores substituindo m por m 1 , m2 ou m3 nos locais convenientes. 
Observação 7.3 Resultados análogos valem para o funcional de custo dado por 
(7.1.8) 
ou seja, se Ud E Lm, (0), Vd E Lm2 (0) e Wd E Lm3 (0), com m 1, m 2, m3 ;::: 1 não necessariamente iguais, 
então o lema e o teorema anteriores continuam valendo. Também podemos demonstrar tais resultados 
repetindo as demonstrações anteriores, substituindo m por m 1 , m2 ou m3 nos locais convenientes. 
Agora estudaremos condições necessárias para que (r, u, v, w, f) E E seja uma solução ótima do 
problema (7.1.4). 
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7.1.2 Condição Necessária de Otimalidade 
Para obtermos as condições necessárias para que (r, u, v, w, f) E E, com E dado por (7.0.1), seja uma 
solução ótima do problema (7.1.4) precisamos calcular o cone das direções de descida do funcional J(·), 
o cone das direções tangentes de Q e os cones duais. 
Para isso, consideremos uma solução ótima (r,u,v, w, f) E E do problema (7.1.4). 
Para o cone de direções de descida associado ao funcional JO no ponto (r,u,v,w,f) e seu dual 
temos o seguinte resultado: 
Lema 7.2 O cone de direções de descida associado ao funcional J(·) no ponto (r, u, v, w, f) E E é dado 
por 
DC(J,(r,u,v,w,f)) = {(O,x,y,z,h): J'(r,u,v,w,j)(O,x,y,z,h) <O} 
e seu cone dual é dado por 
[DC(J, (r, u, v, w, !))]' 
= {go E g: go(B,x,y,z,h) = ->.J1(T,u,v,w,f)(8,x,y,z,h) <O, para algum À 2: 0}. 
Demonstração: 
Como J é um funcional convexo contínuo, então pelo Corolário 5.1, parte (i), temos que 
DC(J, (T, u, v, w, f)) ;::: {(8, x, y, z, h) : J'(T, u, v, w, !)(8, x, y, z, h) < O}. 
Como J'(r,u,v,w,f) E E*, J'(r,u,v,w,f) ~ O e, pela parte anterior, DC(J,(r,u,v,w,f)) 
{(B, x, y, z, h) : J'(r, u, v, w, J)(B, x, y, z, h) < 0}. Então pelo Teorema 5.5, temos que 
[DC(J, (r, u, v, w, f)W = { -ÀJ'(r, u, v, w, !)(8, x, y, z, h) < o : À 2: O} 
:::: {g0 E E' : g0 (8, x, y, z, h) :::: -ÀJ'(r, u, v, w, f)( O, x, y, z, h) < O, para algum À 2: 0}. 
• 
Observação 7.4 O funcional J(·) é direcionalmente diferenciável em qualquer direção. Sua derivada 
direcional no ponto (r,u,v,w,f) e na direção (B,x,y,z,h) é dada por 
J'(r, u, v, w, f)( O, x, y, z, h) = a:1n 1T l (T- rd)2n-1()dxdt + a:2m 1T l (u - Ud) 2rn-1xdxdt 
T OQT OQT 
+a:am 1 lo (v- Vd) 2m-1 ydxdt + 0:4m 1 lo (w- Wd)2m-l zdxdt + Ns 1 lo f 2s- 1hdxdt. 
Falta somente calcular o cone tangente ao conjunto Q :::: {(B, x, y, z, h) E E : M(B, x, y, z, h) ::::O} no 
ponto (r, u, v, w, f) e seu dual. Mas para isso precisamos resultado enunciado a seguir, que é demonstrado 
de forma análoga ao Lema 6.3. 
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Lema 7.3 (i) A aplicação M(-) é Gâteaux-diferenciável e sua derivada de Gâteaux no ponto (r, u, v, w, f) 
é definida por 
se e somente se, 
MiJ(r, u, v, w, f)(fJ, x, y, z, h) = (1/Jt, '1/Jz, '1/Js, 'lj;4, 1/Js, 1/;6, 'ljJ7, 1/Js), 
ao âx ây âz 
-- b!:l.O- h- -lz- -la-- h= 1/!1 
âx ât 8Ft ât 8Ft ât &F/)t 8Ft 
- - kD.x- -9- -x- -y- -z = 1/;z 
iJt _ ktly _ if/, 9 _ <fAx_ iff,y _/JJ!!, z ~ ~3 
ili i?f, IJJA iff, iM 
-- kA.z- -9- -x- -y- -z =1/J4 
Ôt Ô~T EJx ÔUÔy §~ {Jw 
-~-~-~-~o 
ôn ân ân ân 





em afl X (0, T) 
em n, 
onde F1(r,u,v,w) = -a1uw(w- u + c1 r + dt)- a3uv(v- u + car +da), 
F2 (r,u,v,w) = -a2vw(w- v+ c2 r + d:J)- a3uv(u- v- c3r- d3 ) e 
F3 (r,u,v,w) = -a1uw(u- w- CJT- dl)- a2vw(v- w- c2r- d2 ). 
(7.1.9) 
(ii) A aplicação MO é estritamente diferenciável e o operador M'(r,u,v,w,f) = MQ(7,u,v,w,f) é 
sobrejetivo. 
Vamos finalmente calcular o cone tangente ao conjunto Q no ponto (T, u, v, w, f). 
Lema 7.4 O cone tangente ao conjunto Q no ponto (T,u,v,w,f) é o subespaço vetorial 
TC(Q, (T,u, v,w,f)) = {(O,x,y, z, h) E E: M 1(T,u, v, w, f)(O,x,y,z,h) =O} 
e seu cone dual é dado por 
[TC(Q,(T,u,v,w,f))]' ~ 
{g1 E E~ : g1 (8, x, y, z, h) = O para todo (8, x, y, z, h) E TC(Q, (T, u, v, w, !))}. 
Demonstração: 
Pelo lema anterior temos que M é estritamente diferenciável em (T, u, v, w, f) e M'(T, u, v, w, f) : 
E ---t E é uma aplicação sobrejetora. Então, pelo Teorema de Lyusternik, isto é, Teorema 5.3, o conjnnto 
Q ~ {(9,x,y,z,h) E E, M(9,x,y,z,h) ~O} 
tem no ponto (T, u, v, w, f) um espaço tangente dado por 
TC(Q, (T,u, v, w, f))= ker M 1(T,u, v,w,f) 
= {(8, x, y, z, h) E E : M'(T, u, v, w, !)(8, x, y, z, h) = 0}. 
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Observemos agora que o cone TC(Q,(r,u,v,w,f)) é um subespaço vetorial do espaço E, pois 
M'(r, u, v, w, f) é um operador linear já que o sistema 7.1.9 é linear em (e, x, y, z, h). Então, pelo Teorema 
5.4, 
[TC(Q,(r,u,v,w,f))]* = {91 E E* :gt(B,x,y,z,h) =0, 'V(B,x,y,z,h) E E}. 
• 
Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(7.1.4). 
Teorema 7.2 Seja (r,u,v,w, f) E E= w;•1 (Q) X W12 '\Q) X W12 '1(Q) X W?•1(Q) X U(Q) uma solução 
ótima do problema {7.1.4}, com r e l satisfazendo {7.0.2). Se r 2: 2s, então existem funções (B, p, q, g) E 
Wi; 1 (Q) X Wi,;!(Q} X Wi;,!(Q) X Wi;,!(Q) satisfazendo O sistema adjunto 
88 8Ft 8Fz 8F3 )zn-t ---btl.O=-p+-q+-g+atn(r-ra emQ 
ô ôt alr ôF Ôr 8F Ôr 8F 
p k' [ ' 2 3 ( )2m-l Q --- up=- 1- + -p+ -q+ -g+o:zm u-ud em 
g~ Sh íJJ!, íJJ!, íJJ!, 'm-, 
-- -kt:J.q= -lz- + -p+ -q+ -g+a3m(v -vd) em Q 
9$ §h íJF, íJJ!, íJF, ,m_, 
- at- kt:J.g =-h 8t + 8wp+ 8w q+ 8w g+a3m(v- vc~) em Q 
!! = ;~ = ;~ = ~! =o em an x (O, T) 
8 = p = q = g = 0 em 0 X {t = T}, 
onde F1 (r,u,v,w) = -a1uw(w- u + c1r + dt)- a3uv(v- u + C3T + d3), 
F2 (r,u,v,w) = -azvw(w- v+ CzT + dz)- a3uv(u- v- c3T- d3) e 
(7.1.10) 
F3(r, u, v, w) = -a1uw(u- w- c1 T- dt) -azvw(v -w- czr- dz), como no problema {7.1.9), e o controle 
é dado por 
( 
101 ) ,,', 
f=- sN sgn8, q.t.p. em tE [O, T]. 
Observação 7.5 Antes de demonstrarmos o teorema acima observemos que, procedendo como nas de-
monstrações da Proposição 2.1 e dos Teoremas 4.2 e 4.3 para o problema {7.1.10), temos que se Td E 
L4n-2(Q) e ud, vd, wd E L4m-2(Q), então o problema (7.1.10} possui solução única (8,p, q,g) E 
WJ• 1(Q) x Wi'1 (Q) x w:J•1(Q) x Wi'1(Q). Se além disso, 'Td E Ln' (Q) e uc~, vc~, Wd E Lm' (Q), com 
n' > 4n- 2 em' > 4m-2, então por argumentos do tipo bootstrapping mostra-se que o problema {7.1.10} 
possui solução mais regular, dependendo da regularidade dos dados iniciais. 
Demonstração: 
Primeiramente, observemos que: 
• Como J é um funcional convexo contínuo, então pelo Corolário 5.1, parte (i), J é regularmente de 
descida em {r, u, v, w, f) e tem direções de descida DC(J, (r, u, v, w, f)) dadas pelo Lema 7.2 ; 
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• Q tem direções tangentes TC( Q, (r, u, v, w, f)) dadas pelo Lema 7.4. E como TC(Q, (r, u, v, w, f)) 
é convexo (pois é um subespaço vetorial de E*), Q é regular em (r,u,v,w,f). 
Como JO assume um mínimo local no ponto (r,u,v,w,f) E Q, com direções de descida 
DC(J, (r, u, v, w, !)), e Q é regular em (r, u, v, w, f), com direções tangentes TC(Q, (r, u, v, w, f)). Então, 
segue do Teorema de Dubovitskii e Milyutin (Teorema 5.1) que existem formas lineares contínuas g0 E 
[DC(J, (r, u, v, w, !))]"' e g1 E (TG(Q, (r, u, v, w, f))]*, não simultaneamente nulas, tais que, 
go+9t=O. 
Seja h E F(Q) um controle arbitrário e seja (r.p, x, y, z, h) E E solução do sistema 
Ôr.p ôx ôy ôz 
-- bl::.if! = l1- + lz- + l3- +h em 
8t 8t ât ât 
ôx kA 8Ft 8F1 8F1 8F1 -- x=-~+-x+-y+-z em 
§t -kl>F JlJ;~+ JlM,x+ g§,y+ !J]!!,z em 
§~ _ kl>.z = JlP, 'P + Jl]!<, x + Jlfl, y + !JJ!!, z em 
8t 8({! =8'flx = &r= Bz: O aw 
em 
Bn Bn ân Bn 
<p(O) = x(O) = y(O) = z(O) =O em 
onde Ft(T, u,v,w) = -a1uw(w- u + c1r + dt)- a3uv(v- u + csr + d3 ), 





8!1 X (0, T) 
!1, 
Fa(r, u, v, w) = -a1uw(u- w- c1 T- di) - a2vw(v- w- c2r- d2 ), como no problema (7.1.9). 
Neste caso, temos que M'(r, u, v, w, f)(ip, x, y, z, h) = O, e portanto, (r.p, x, y, z, h) E 
(7.1.11) 
(7.1.12) 
TC(Q, (r, u, v, w, f)). Logo, 91 (({', x, y, z, h) = O, e portanto, g0 (rp, x, y, z, h) = O. Por outro lado, como 
Bo E [DC{J, (r, u, v, w, f))t, pelo Lema 7.2, existe À 2: O tal que g0 (lf!, x, y, z, h) = 
- ÀJ1(r, u, v, w, f)(rp, x, y, z, h) 
Observemos que À f:. O. Pois, caso contrário, teríamos que g0 =O, e pela igualdade (7.1.11), teríamos 
também g1 ;:= O. O que contradiz o Teorema de Dubovitskii e Milyutin. Então, multiplicando a igualdade 
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(7.1.13) 
Encontremos agora o controle ótimo f. 
Seja (O,p, q, g) uma solução do problema adjunto (7.1.10), que possui solução única pela Observação 
7.5. E seja ('J',X,y,z,h) solução do problema (7.1.12). Multiplicando a primeira equação do problema 
(7.1.10) por 1.p, a segunda por x, a terceira por y, a quarta por z, integrando cada uma delas em O x (0, T) 
e somando-as obtemos 
-a1nk 1; In (T- 1"d) 2n-lr.pdxdt- nzm 1:. i (u- ud)2m-lxdxdt 
-o:3m 11 (v- Vd) 2m-lydxdt- a4m L k (w- Wd) 2m-l zdxdt 
o Tn o n 
= fo fn ( ~~ + bb.e + a:;1 p + 8:: q + 8J: 9) rpdxdt 
1T h (av ae a F, a F, a F, ) + -+k8p-lt-+-p+-q+-g xdxdt o n&t 8t au f)u &u 
1T l ( IJq iJB i! F, i! F, iJF3 ) + - +kD.q-b- + -p+ -q+ -g ydxdt on&t 8t&v IJv âv 
1T h (a" ae a F, a F, a F, ) + - +kb.g-l3 - + -p+ -q+ -g zdx!lt. on&t 8t8w &w 8w 
Integrando o segundo membro da igualdade acima por partes e usando que {'J', x, y, z, h) é solução 
do problema (7.1.12), temos 
-atn 1T [ (T- TrJ.) 2n-1i.pdxdt- a2m 1T l (u- ud)2m-1:z;dxdt 
OT O OT O 
-a:3m r r (v-vd)2m-1ydxdt-a:4m f l(w-wd)2m-lzdxr.lt 
lo lo T lo o 
= -lo l h() dxdt. 
Agora, usando a igualdade (7.1.13) no primeiro membro da igualdade acima, obtemos 
N sfoT l f 28-l hdxdt = - foT l h() dxdt. 
Como h E L28 (Q) é arbitrário, a última igualdade implica que Nsps-l = -{}, q.t.p. em Q. E portanto, 
( 
IBI ) ,.c, 
f=- Ns sgn(), q.t.p. em Q. 
• 
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Observação 7.6 Procedendo como nas demonstrações da Proposição 2.1, isto é, utilizando o Teorema 
de Leray-Schauder, e dos Teoremas 4-2 e 4-3 para o sistema {7.1.12) obtemos que para todo h E U(Q), o 
problema (7.1.12} possui solução Única (B,x,y, z) E W;•1 (Q) X W1
2
'
1 (Q) X Wt1 (Q) X W1
2
'
1(Q), e portanto 
em (B,x,y,z,h) E E satisfaz (7.1.12}. 
Observação 7.7 Do mesmo modo como foi demonstrado o teorema anterior mostra-se que para o fun-
cional de custo dado por (7.1. 7}, na Observação 7.2, as condições de otimalidade são: Se (r, u, v, w, f) E 
Uad é uma solução 6tima para o problema funcional de custo dado por (7.1. 7}, então existem (O,p, q,g) 
satisfazendo o problema 
80 8F1 BFz 8Fs ( zn-l -- -bA.() = -p+ -q+ -g+na1 T-rd) em Bt ar ar ar 
8p 88 8Ft 8F2 8F3 2m 1-t --- kf!.p= -li-+ -p+ -q+ -g+mto2(u-ud) 
§~ §~ /JJ!<, /JJ!, /J]!, 'm - 1 
-- -kf!.q = -!2- + -p+ -q+ -g+m2o3(v-vd) 2 
iff ifJ iJ?i a'PI, a'PI, ,m,-1 
-- -kilg = -ls- + -p+ -q+ -g+msa4(w-wd) 
at af!t a2w 8q aw 8g aw 
- ~-~-~-~o ,m an x (O,T} an an an an 
B = O, p =O, q =O e g = O em O x { t = T}, 
onde Fr(r,u,v,w) = -a1uw(w- u + c1r + dt)- a3uv(v- u + csr + d3), 





F3(r, u, v, w) = -a1uw(u- w- c1 r -di)- a2vw(v- w- c2r- d2), como no problema (7.1.9}, e o controle 
é dado por 
( 
191 ) ,:_, 
f=- sN sgnB, q.t.p. 'm t E [O, T]. 
Observação 7.8 Também de modo análogo, mostra-se que para o funcional de custo dado por (7.1.8}, 
na Observação 7.3, as condições de otimalidade são: Se (r, u, v, w, f) E Uad é uma solução ótima para o 
problema funcional de custo dado por (7.1.8}, então existem (B,p,q,g) satisfazendo o problema 
7.2. UM PROBLEMA COM RESTRIÇÃO SOBRE O CONTROLE 
onde F1 (r, u, v, w) = -a1uw(w- u + c1-r + dl)- asuv(v- u + csr + ds), 
H(r,u,v,w) == -azvw(w- v+ car +da)- asuv(u- v- csr- ds) e 
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F3 (r, u, v, w) = -a1 uw(u- w- c1 r- d1 ) -tl2vw(v- w- c2r -da), como no problema (7.1.9}, e o controle 
é dado por 
' 
f=- (l~) ~ sgn(}, q.t.p. em tE [ü,T}. 
7.2 Um Problema com Restrição sobre o Controle 




onde o funcional J é dado por (7.0.3) e Q = Ql n Qz, sendo Q1 dado pela restrição de desigualdade 
Q, = {(r,u,v,w,f) E E' 11/IIL,.(Q) <:C, q.t.p. em Q} 
e Q2 dado pela restrição de igualdade 
Qz = {(r,u,v,w,J) E E: M(r,u,v,w,f} = 0}, 
sendo M : E ~ E um operador definido, como na seção anterior, por 
M (r, u, v, w, f) = ( lf?I, f/'2, <ps, 'fJ4, lf's, '/)6, 1.{)7, 'Ps ), 
se, e somente se, (r, u, v, w, f) é solução do sistema (7.1.5) com ('Pt, 'P2 , ({Ja, 'P4 , ~.p5 , 'P6 , !p7 , 'P8 ). Lembremos 
que M(T, u, v, w, f) ==O se, e somente se, (T, u, v, w, f) é solução do problema (4.0.1). 
Antes de demonstrarmos a existência de controle ótimo para este problema, mostremos que o conjunto 
admissível, Uad, é não vazio. 
Lema 7.5 Suponha que b, h, l 2 , la, k, a1, a2, Ct, c2, d1 e rh são constantes com b, k, a 1, a 2 > O, e 
To E W~(O), Uo, vo, Wo E Wf(O), com r e T satisfazendo (7.0.2}, sif.o tais que 8To/8njf)o. == 8uo/8n\aa = 
8vo/8nlan == 8wof8nlan ==O, uo, vo, w0 2:: O e uo + v0 + w0 = 1. Além disso, suponha que 11 C JR3 é um 
domínio aberto, limitado e de classe C2 • Se r 2:: 2s, então Uad f: 0. 
Demonstração: 
Seja f E Lr(Q) C L28 (Q), pois r 2:: 2s, tal que IIJIIL2 ,(Q) :S Ct. Então, pelo Teorema 4.1, Teorema 




1 (Q). Logo, (T,u,v,w,f) E E, com E dado por (7.0.1), e é solução do problema (4.0.1), ou seja, 
M(T,u,v,w,f) =O. 
Além disso, como r, l > 5/2 temos que WÇ· 1{Q) c L2n(Q) e W1
2
'
1 (Q) c L2"'(Q) com inclusão 
contínua. Logo, temos que (T, u, v, w) E L 2n(Q) xPm(Q) X L2m(Q) x L2m{Q). Assim, (T, u, v, w, f) E Uad· 
• 
Agora mostremos a existência de uma solução 6tima do problema (7.2.14). 
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7.2.1 Existência de Solução Ótima 
Teorema 7.3 Suponha que b, l1, b, l3, k, a1, cr, d1, az, Cz e dz são constantes com b, k, a1, az >O, 
e ro E W;?(O), u0 , v0 , w0 E Wf(O), com r e T satisfazendo {7.0.2}, são tais que ~lan = ~lao = 
~lao = ~lan = Ü, Uo, Vo, Wo ;::: Ü e Uo + Vo + Wo = 1. Além disso, suponha que 0 C JR3 é um 
domínio aberto, limitado e de classe C 2 . Assuma também que Td E L2n(Q), ud, Vr.t, wd E L 2m(Q), com 
n, m;?: 1. Se r= 2s, então o problema de otimização (7.2.14) possui uma solução ótima. 
Demonstração: 
Primeiramente observemos que, como r = 2s, temos que Uar.t -:f:. 0, pelo Lema 7.5. 
Seja {(rn, Un, vn, wn,Jn)} C Uad uma seqüência minimizante do funcional J. 
Como J ( T n, Un, Vn, Wn, f n) ::::; C, pela estrutura de J temos que 
e pelo Teorema 4.2 temos que 
pois l;?: r. Podemos então tomar uma subseqüência que por simplicidade continuaremos denotando por 
{(rn,Un,Vn,Wn,fn)} tal que 
fn ~f fracamente em L'(Q), 
Tn----' T fracamente em W,"·'(Q), 
Un----" U fracamente em w,'·'(Q), 
Vn----' V fracamente em wl2,1(Q) e 
Wn----'W fracamente em w,'·'(Q). 
Observemos que fn----' f em L 28 (Q) e llfniiP•(Q) ~C, para todo n E lN. De onde, II!IIP•(Q) ~C. 
Agora, repetindo a demonstração do Teorema 7.1, mostra-se que M(r, u, v, w, f) = O e J(r, u, v, w, f) < 
oo. De onde, temos que (r, u, v, w, f) E Und· E obtemos também que (r, u, v, w, f) é uma solução ótima 
do problema (7.2.14). 
• 
Na próxima seção estudaremos condições necessárias para que (r,u,v,w,f) E E seja uma solução 
ótima do problema (7.2.14). 
7.2.2 Condição Necessária de Otimalidade 
Para obtermos as condições necessárias para que (r,u,v,w,f) E E seja uma solução ótima do 
problema (7.2.14) precisamos calcular o cone das direções de descida do funcional J(·), o cone das direções 
factíveis de Q1 , o cone das direções tangentes de Q2 e os cones duais. 
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Para isso, consideremos uma solução ótima (r,u,v,w,J) E E do problema (7.2.14). 
Lembremos que o cone de direções de descida associado ao funcional J{·) no ponto (r, u, v, w, f) e 
seu dual são dados pelo Lema 7.2. E o cone tangente ao conjunto Q2 no ponto (r, u, v, w, f) e seu dual 
são dados pelo Lema 7 .4. 
Falta calcular o cone das direções factíveis associado a restrição de desigualdade Q1 e seu dual. 
Observemos que podemos utilizar a Proposição 5.3 e o Teorema 5.6 para tais cálculos, pois Q1 pode ser 
escrito como Ql = {(r,u,v,w,f) E E: F-:; 0}, onde F é o funcional dado por F= \1/IIP•(Q)- C1. 
Então, procedendo de maneira totalmente análoga à da demonstração do Lema 6.6, mostra-se que: 
Lema 7'.6 O cone de direções factíveis de Q1 no ponto (r,u,v,w,J) E E é dado por 
FC(Q1 , (r,u,v,w,f)) 
~ {>.(0- r,x -u,y -v,z- w,h- f)'>.> O' (O,x,y,z,h) E E tal <TU' llhiiL'"(Q) <C,),< 0 
e seu cone dual é dado por 
[FC(Q,, (r, u, v, w, !))]' 
~ {G, E L'' (Q) '[q G,h dxdt" JQ G,f dxdt, ~h E L'(Q) tal qu' [[h[]L"(Q) S: C,), 
onde r1 é tal que~+ f,:::: L 
Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(7.2.14). 
Teorema 7.4 Seja (r,u,v,w, f) E E:::: w;•1(Q) X wt 1 (Q) X wt· 1 (Q) X wr 1 (Q) X U(Q) é uma solução 
ótima do problema (7.2.14}, onde r e l satisfazem {7.0.2). Se r 2:: 2s, então existem funções (e,p,q,g) E 
Wi~1 (Q) X Wi~(Q) X Wi~(Q) X Wi;,;(Q) que satisfaz O sistema adjunto (7.1.10). Além disso, existe 
G, E [FC(Q,, (r,u,v,f))]' ~ {G, E L''(Q) 'JQG,(h- f) dxdt" O, ~h E L'(Q) tal qu' [[hiiL''(Q) S: 
C1} tal que 
1T l (N sf2s-l + 8) h dxdt:::: 1T l Gth dxdt, 
pam todo h E U{Q). 
Demonstração: 
Primeiramente, observemos que: 
• Como J é um funcional convexo contínuo, então pelo Corolário 5.1, parte (i), J é regularmente de 
descida em (r, u, v, w, f) e tem direções de descida DC(J, (r, u, v, w, f)) dadas pelo Lema 7.2; 
• Q1 tem direções factíveis FC(Ql, (r, u, v, w, f)) dadas pelo Lema 7.6. E como FC(Qt, (r, u, v, w, f)) 
é convexo (é fácil verificar pela própria caracterização de Ql), Q1 é regular em (r, u, v, w, f); 
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• Q2 tem direções tangentes TC( Q2, (r, u, v, w, f)) dadas pelo Lema 7.4. Como TC(Q2 , (r, u, v, w, f)) 
é convexo (pois é um subespaço vetorial de E'), Q2 é regular em (r,u,v,w,j). 
Como J(·) assume um mínimo local no ponto (r, u,v,w, f) E Q = 'hnQ2, J tem direções de descida 
DC(J, (r, u, v, w, f)) neste ponto, Q1 é regular em (r, u, v, w, f), com direções factíveis FC(Q1 , (r, u, v, w, f)) 
e Q2 é regular em (r, u, v, w, f), com direções tangentes TC(Q2 , (r, u, v, w, f)). Então, segue do Teorema 
de Dubovitskii e Milyutin {Teorema 5.1} que existem formas lineares contínuas g0 E [DC(J, (r, u, v, w, f))]*, 
01 E [FC(Ql,(r,u,v,w,f))]* e gz E [TC(Q2 ,(r,u,v,w,f))]*, não simultaneamente nulas, tais que, 
go+g1+92=0. (7.2.15) 
Seja h E U"(Q) um controle arbitrário e seja (rp,x,y,z,h) E E solução do sistema (7.1.12). Neste 
caso, temos que M 1(T,u,v,w,f)(rp,x,y,z,h) =O, e portanto, (rp,x,y,z,h) E TC(Q2,(r,u,v,w,f)). 
Logo, 92(rp, x, y, z, h) = O. 
Como 9o E [DC(J, (r, u, v, w, f})]*, pelo Lema 7.2, existe >. ;:::=: O tal que 9o(l{), x, y, z, h) = 
->.J'(r,u,v,w,f)(rp,x,y,z,h). Então, usando esta caracterização de 9o(rp,x,y,z,h) e o fato de que 
92(rp, x, y, z, h) =O na igualdade (7.2.15), temos que 
Antes de continuarmos a demonstração, mostremos que >. f:. O. 
Se>.= O, pela igualdade (7.2.15) temos que 91 + 92 =O. 
Agora, 91 E [FC( Q1, (r, u, v, w, f})]*, logo 91(1{), x, y, z, h) = 91 (h). Então, para todo (rp, x, y, z, h) E 
W,?• 1 (Q) X WJ2'1 (Q) X WJ2'1{Q) X WI2'1 (Q) X F(Q), temos que 
92(rp,x,y,z,h) = 92(h) = -91(h). 
Mas para cada h E F(Q), existe único (rp,x,y,z) E w;•1{Q) x W12 •1 (Q) x W12 •1 (Q) x W12 •1 (Q), 
solução do sistema (7.1.12). Logo, {rp, x, y, z, h) E TC(Q2 , (T, u, v, w, f)) , e portanto, 
92(h) =92(l{),x,y,z,h) =0, 
pois 92 E [TC(Q2, {r, u, v, w, f})]*. Assim temos que 92 =O e 91 = -92 = O. O que contradiz o Teorema 
de Dubovitskii e Milyutin. E portanto, >.f: O. 
Observemos agora que podemos supor que >. = 1, para isso basta multiplicar (7.2.16) por 1/ >. e 
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continuar denotando gl/>.. por g1 . Assim, obtemos 
(7.2.17) 
Encontremos agora o controle ótimo f. 
Seja (8,p, q, g) uma solução do problema. adjunto (7.1.10), que possui solução única pela Observação 
7.5. E seja (t.p,x,y,z,h) solução do problema (7.1.12). Multiplicando a primeira equação do problema 
(7.1.10) por r.p, a segunda por x, a terceira por y e a quarta por z, integrando cada uma delas em n x (0, T) 
e procedendo exatamente como na parte final da demonstração do Teorema 7.2, obtemos 
Agora, usando a igualdade (7.2.17) no primeiro membro da igualdade acima temos 
mas pelo Lema 7 .6, obtemos que 
para todo h E L'(Q). 
7.3 Mais um Problema com Restrição sobre o Controle 
Nesta seção trabalharemos com o seguinte problema de otimização 
min J(T,u,v,w,f), 
(r,u,v,w,J)EQ 
onde o funcional J é dado por (7.0.3) e Q:::::: Q1 n Q2, sendo Ql e Q2 são dados pelas restrições 
Ql ~ {(r,u,v,w, f) E E> I/I ~C, q.t.p. em Q), e 
Q2 == {(T,u,v, w, f} E E: M(T,u,v,w, f)= 0}, 
• 
(7.3.18) 
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sendo M : E --+ E um operador definido, como nas seções anteriores, por 
se, e somente se, (r, u, v, w, f) é solução do sistema (7.1.5) com ( rp1 , rpz, 'P3, ~.p4 , r.p5 , t,p6 , 'fJr, rp8 ). Lembremos 
que M(r,u,v,w,j) =O se, e somente se, (r,u,v,w,f) é solução do problema {4.0.1). 
Segue diretamente dos Teoremas 4.1 e 4.2 e do Corolário e 4.2 o seguinte resultado: 
Lema 7.7 Suponha que b, l1 , 12 , 13 , k, a1 , a2 , c1 , c2 , d1 e d2 são constantes com b, k, a1, az >O. 
Suponha também que r0 E Wf(O), u0 , v0 , w0 E Wj(O), com r e T satisfazendo (1.0.2), são tais que 
âro/8nlao. = 8uofân]an = &vofôn]an = âwo/8n]an = O e uo ,Vo, wo ::; O e uo + Vo + Wo = 1. Além 
disso, suponha que n C IR3 é um domínio aberto, limitado e de classe C2 • Se r~ 2s, então Uad f:- 0. 
Agora mostremos a existência de uma solução ótima do problema (7.1.4). 
7.3.1 Existência de Solução Ótima 
Teorema 7.5 Suponha que b, l1, l2, ls, k, a1, c1, d1, G2, c2 e d2 são constantes com b, k, at, a2 >O, 
e To E Wf(íl), uo, vo, wo E Wf(íl), com r e T satisfazendo (7.0.2), são tais que ~lan = ~lan = 
~lan = ~lan =O, uo, vo, Wo 2: O e uo + vo + wo =L Além disso, suponha que n C IR3 é um 
domínio aberto, limitado e de classe C 2 • Assuma também que Td E L 2n(Q), "Ud, Vd, Wd E L2m(Q), com 
n em quaisquer inteiros tais que n, m 2: 1. Se r= 2s, então o problema de otimização (7.3.18} possui 
uma solução ótima. 
Demonstração: 
Primeiramente observemos que Uad =f. 0 pelo Lema 7.7, pois r= 2s. 
Seja {(Tn, Un, Vn, Wn, fn)} C Uad uma seqüência minimizante do funcional J. 
Primeiramente observemos que [fnl ::; C3 q.t.p. em Q para todo n E N. Logo, llfn[[L..,(Q) ::; Cs 
para todo n E N. De onde, temos que existe subseqüência, que continuaremos denotando por fn tal que 
fn ~f fraco* em L=(Q). 
Logo, II!IIL""(Q)::; Cs. E assim, 
I/I :5 Cs q.t.p. em Q. 
Consideremos agora a subseqüência (rn, Un, Vn, Wn, fn) obtida acima. 
Como J(Tn,Un,Vn,Wn,fn) :5 C, pela estrutura de J e pelo Teorema 4.2 temos que 
já que l 2: r. Podemos então tomar uma subseqüência de { (Tn, Un, Vn, Wn, fn)}, com 
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fn----"- f fracamente em L"(Q), 
Tn ___,_r fracamente em w;·'(Q), 
Un ---"' U fracamente em w,Z.'(Q), 
Vn __,.V fracamente em w,'·'(Q) e 
Wn __, W fracamente em Wt'·'(Q). 
Repetindo a demonstração do Teorema 7.1 com esta nova subseqüência obtemos que 
M(;,u,v,w,f) =O e J(r, u,v,w, f)< oo, logo (r,u,v,w, f) E Uad· E obtemos também que (r,u,v,w, f) 
é uma solução ótima do problema (7.3.18). 
• 
Na próxima seção veremos condições necessárias para que (r, u, v, f) E E seja uma solução ótima do 
problema (7.3.18). 
7. 3. 2 Condição Necessária de Otimalidade 
Para encontrarmos condições necessárias para que (r, u, v, w, f) E E seja uma solução ótima do 
problema (7.3.18) não podemos proceder como na demonstração do Teorema 7.4. Pois, neste caso, 
intQ1 = 0 já que Ql C L 211 (Q} com 2s < oo, e então, não poderemos utilizar o Teorema de Dubovitskii 
e Milyutin (Teorema 5.1). Aqui precisaremos do Teorema 5.7, que é uma generalização do Teorema de 
Dubovitskii e Milyutin. 
Para obtermos as condições necessárias pa.ra que (r,u,v,w,f) E E seja uma solução ótima do 
problema (7 .3.18) precisaremos do cone das direções de descida do funcional J( · ), e dos cones das direções 
tangentes a Q1 e Q 2 e seus duais. 
Lembremos que o cone de direções de descida associado ao funcional JO no ponto (r, u, v, w, f) E E 
e seu dual são dados pelo Lema 7.2. E o cone tangente ao conjunto Q2 no ponto (r,u,v,w,f) e seu 
dual são dados pelo Lema 7.4. Finalmente, procedendo como na demonstração do Lema 6.8, obtemos o 
seguinte resultado para o cone de direções tangentes de Q1 no ponto (r, u, v, w, f) e seu dual. 
Lema 7.8 O cone de direções tangentes de Q 1 no ponto (r,u,v,w,f) E E é dado por 
TC(Q,, (r, u, v, w, f)) = {(9,x, y, z, h) E E ' h(x, t) '0: O q.t.p. em {(x, t) tal que f(x, t) =C,) e 
h(x, t) 2' O q.t.p. em {(x, t) tal que f(x, t) = -C3 }}. 
E seu cone dual é dado por 
[TO(Q,, (r, u, v, w, f))]' = {G, E L•'• (Q) 'G, (x, t) .,; O q.t.p. em {(x, t) tal que f(x, t) = C3), 
G,(x,t) 2' O q.t.p. em {(x,t) tal que f(x,t) =-C,) e 
G,(x,t) =O q.t.p. em {(x,t) tal que [f(x,t)[ < Cg}). 
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Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(7.3.18). 
Teorema 7.6 Seja (r,u, v,w, f) E E= w;•1(Q) X W12 '1 (Q) X W 12 '1 (Q) X W 12'1 (Q) x LT(Q) uma solução 
ótima da problema (7.3.18}, com r e l satisfazendo {7.0.2). Se r 2:: 2s, então existem funções (O,p,q,g) E 
Wi/(Q) X Wi~(Q) X w~;,!-(Q) X wi;,!-(Q) satisfazendo o sistema adjunto (7.1.10). Além disso, existe ,, 
G 1 E L~(Q) satisfazendo: 
tal que 
para todo h E Lr(Q). 
Demonstração: 
G1 (x, t) :::; O q.t.p. em { (x, t) tal que f(x, t) = Cs}, 
Gt(x,t) 2:: O q.t.p. em {(x,t) tal que f(x,t) = -Cs} e 
G,(x,t) ~o q.t.p. em {(x,t) tal que lf(x,t)l <C,}, 
Suponha que JO assume um mínimo local no ponto (r,u,v,w,f) E Q = Q1 n Qz. Pelo Lema 7.2, 
J tem direções de descida DC(J, (r,u,v,w,f)), e pelos Lemas 7.4 e 7.8, Q1 e Q2 tem direções tangentes 
TC(Q 1 ,(r,u,v,w,f)) e TC(Q 2 ,(r,u,v,w,f)), respectivamente, em (r,u,v,w,j). Além disso, o cone 
DC(J, (r, u, v, w, f)) é aberto, pois os cones de descida sempre o são. 
Para podermos usar o Teorema 5.7 ainda precisamos mostrar que: os cones DC(J, (r, u, v, w, f)), 
TC(Ql, (r, u, v, w, f)) e TC(Q2 , (r, u, v, w, !)) são convexos, os cones TC(Qi,( r, u, v, w, !)), i= 1,2, são 
fechados, o cone TC(Q 1 , (r, u, v, w, !)) n TC(Q2 , (r, u, v, w, !)) está contido no cone tangente 
TC ( Q1 n Q2 , (r, u, v, w, !)) associado ao conjunto das restrições de igualdade Q1 n Q2 e os cones duais 
[TC(Qi> (r,u, v, w, !))]*,i~ 1, 2, formam um sistema de cones de mesmo sentido. 
Mostremos então tais fatos: 
i) Primeiramente observemos que os cones DC(J, (r, u, v, w,f)), TC( Q1 , (r, u, v, w, !)) e 
TC(Q2 , (r,u,v,w,J)) são convexos; 
De fato, pelo Lema 7.2 o cone de direções de descida associado ao funcional JC) no ponto (r, u, v, w, f) 
é dado por DC(J,(r,u,v,w,f)) = {(ip,x,y,z,h): J'(r,u,v,w,J)(ip,X,y,z,h) < 0}. Agora, como 
J'(r,u,v,w,J)(-) é linear em (ip,x,y,z,h), temos que DC(J,(r,u,v,w,f)) é convexo. 
Pelo Lema 7.8 o cone de direções tangentes de Q1 no ponto (r, u, v, w, f) E E é dado por 
TC(Q,,(r,u,v,w,J)) ~ {(B,x,y,z,h) o h(x,t) 00: O q.t.p. em {(x,t) tal que f(x,t) ~co} e 
h(x,t) ;>O q.t.p. em {(x,t) tal que f(x,t) ~-Co}}, 
logo é convexo. 
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E pelo Lema 7.4 o cone de direções tangentes de Q2 no ponto (r, u, v, w, f) E E é o subespaço vetorial 
TC(Qz, (r, u, v, w, f)) = {(8, x, y, z, h) : M'(r, u, v, w, !)(8, x, y, z, h) = 0}, logo é convexo. 
ii) Agora observemos que os cones TC(Q1 , (r, u, v, w, f)) e TC(Q2 , (r, u, v, w, f)) são fechados; 
Pelo Lema 7.4, o cone tangente ao conjunto Q2 no ponto (r, u, v, w, f) é dado por 
TC(Qz, (r, u, v, w, f)) = {(rp, x, y, z, h) E E: M'(r, u, v, w, f)(tp, x, y, z, h) = 0}, que é fechado em E. 
E pelo lema 7.8 o cone de direções tangentes de Q 1 no ponto (r,u,v,w,f) E E é dado por 
TC(Q,,(r,u,v,w,f)) = (>.(O,x,y,z,h)' h(x,t) $O q.t.p em ((x,t) tal que f(x,t) = C3 ) e h(x,t);:, O 
q.t.p. em {(x, t) tal que f(x, t) = -CJ} }, que é fechado em E. 
iii) Mostremos que o cone TC(Q 1 , (r, u, v, w, f)) n TC(Q2 , (r, u, v, w, f)) está contido no cone tangente 
TC (Q, (r, u, v, w, f)) associado ao conjunto das restrições de igualdade Q = Q1 n Q2; 
Para isso seja (!f', x, y, z, h) E TC( Qb (r, u, v, w, f))nTC(Qz, (r, u, v, w, f)). Precisamos mostrar que 
(lfJ,x, y, z, h) E TC(Ql n Qz, (r, u, v, w, f)). 
Seja e> O. Queremos encontrar r(e) E E, com \lr(e)\IE == o(e), tal que 
(-r, u,v,w, f)+ e{I(J,x,y,z, h)+ r( e) E Ql n Qz. 
Como (!f',X,y,z,h) E TC(Ql,(-r,u,v,w,f)), por definição existe rt(e) E E, com \\rt(e)I\E = o(e), 
tal que 
e como (lfJ,x,y,z,h) E TC(Q2 ,(r,u,v,w,f)), por definição existe r2 {e) E E, com llr2 (e)\IE == o(e), tal 
que 
($e, Xe, ife, Ze, he) := (r, u, v, w, f) + ê(i.p, X, y, z, h)+ rz(e) E Qz. 
Tomemos he definido acima. Resolvendo o problema (4.0.1) encontremos !f'~, x~, y~ e z~ tais que 
M(!p~,x~,y;,z;, he) ==O. Então temos que, (!f'~,x~,y~,z~,he) E Q1 n Q2. Além disso, temos que 
(<p~, x~, y~, z~, he) = (r, u, v, w, f) + s(!f', x, y, z, h)+ r(ê ), 
para algum r(ê) E E. 
Precisamos mostrar que llr(e)\\E = o(ê). 
Usando desigualdade triangular e estabilidade do problema (4.0.1), temos que 
lir(e)\IE = 1\(!f'~,x~,yi,z~,he)- (r,u,v,w,j) -E(I{J,x,y,z,h)I\E 
:S 1\(!f'i, x~. Y~. z~. he) - ($e. Xe, ííe, Ze, he )\IE + 1\(ip,, x~. fie. Z,, he) - (r, u, v, w, f) - e(<p, x, y, z, h)\IE 
::; 11!,0~- $"ellw;;l(Q) + \\x~- Xe\lw;:.:-(Q} + IIY~- Y~llw;:.:-(Q) + nz;- Ze\lw;,;;(Q) + \\he- he IIP•(Q) + l\r2(e)\IE 
$ Cllh, -h,IIL"(Q) + llr,(c)IIE $ Cll(l",x,y,z,h,)- (0,x,y,z, h,)IIE + lh(<)IIE 
:S C\l(!f'e, Xe, Ye· z,, he) - (r, u, v, w, f) -e((/), x, y, z, h)I\E 
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S Cllr,(E)IIE +(C+ l)llrz(E)IIE = o(E). 
Logo, (t.p, x, y, z,h) E TC(Q1 n Q2, (r, u, v, w, !)), e assim, 
TC(Q1 , (r, u, v, w, f)) n TC(Qz, (r, u, v, w, f)) c TC(Qt n Q2, (r, u, v, w, f)). 
i v) Finalmente, mostremos que os cones duais [TC(Qi, (r, u, v, w, !))]*, i = 1, 2, formam um sistema de 
cones de mesmo sentido; 
SejaM > O e sejam g; E [TC(Q;, (r, u, v, w, f))]*, para i = 1, 2, tais que llg1 +U2IJE' :::; M. Precisamos 
mostrar que existem M 1 , M2 > O tais que IIYiiiE' ::; M; , para i = 1, 2. 
Procedendo como na demonstração do Lema 6.8 obtemos que se g1 E [TC(Q1 ,(r,u,v,w,f))]*, 
então 9t('fl,x,y,z,h) = 1/J(h), com 1/J E (L"(Q))1• E como 92 E [TC(Qz,(r,u,v,w,f))]* C E', então 
g,(~,x,y, z, h)= <P, (~) + 1z(x) + 1s(Y) + 14(z) + 1,(h), com 1, E (W,?•'(Q))', 1z, 1s, 14 E (w,'·'(Q) )' 
e 1s E (L"(Q))'. 
Então, temos que 
M::, llg, + BziiE• 
;:, C [111, ll(wc·'(QJ)' + ll1zll(w,'·'(QJ)' + 111zll(w,'·'<QJ)' + ll1•11(w,'-'(QJ)' + 11</> + 1'11W(QJJ'] · 
De onde, já temos que 111>11 (w;·• (QJ)', ll1zll (w,'·' (QJ)', 111zll (w,'-' (QJ)', 111<11 (w,'·' (QJ)' S MfC. 
Agora dado h E Lr(Q) existe (<p,x,y,z) E WÇ· 1(Q) X wt·1(Q) X W/• 1 (Q) X w?·1 (Q) tal que 
M'(r,u,v,w,j)(~,x,y,z,h) =O. Logo, g,(~,x,y,z,h) = ~,(~) + 1,(x) + 13 (y) + 1,(z) + 1;(h) =O, 
então, 
l~;(h)l S 1~,(~)1 + 11,(x)l + 11z(Y)I + l14(z)l 
S 111'11(wc·'(QJ)'II~IIw;·'(QJ + ll~'ll(w,'·'(QJ)'IIxllw,'-'(QJ + 111'11(w,'·'(QJ)'IIY11w,'·'(QJ 
+IIM(w,'·'(QJ)'IIzllw,'•'(Q) S ~ [ll~llw;·'(Q) + llxllw,'·'(Q) + IIYIIw,'-'(QJ + llzllw,'·'<QJJ 
s CMIIhiiL"(Q)· 
Como h E U(Q) é arbitrário obtemos que II4>5 II(Lr(Q))' S: CM, e portanto, 
Finalmente, temos que 
Portanto os cones [TC( Q;, (r, u, v, w, !))]*, i = 1, 2, formam um sistema de cones de mesmo sentido. 
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Como todas as hipóteses do Teorema 5. 7 são satisfeitas segue deste teorema que existem formas linea-
res contínuas go E [DC(J, (r, u, v, w, !))]*, g1 E [TC{Q1, (r, u, v, w, !))]* e g2 E [TC(Q2, (r, u, v, w, f))]*, 
não simultaneamente nulas, tais que, 
uo +ut +u2 =O. (7.3.19) 
Agora, procedendo como na demonstração do Teorema 7.4, mas utilizando a equação (7.3.19) no 
lugar de (7.2.15) o Lema 7.8 no lugar de 7.6, temos que existe G1 E L"-:_, (Q) satisfazendo: 
tal que 
para todo h E Lr(Q). 
G,(x, t),; O q.t.p. em {(x, t) tal que f(x, t) ~ 0 3), 
G1 (x, t) <: O q.t.p. em { (x, t) tal que f(x, t) ~ -C3 } e 
G1 (x, t) ~O q.t.p. em {(x, t) tal que lf(x, t)l < C3 }, 
• 
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onde o funcional J é dado por (7.0.3) e Q = Q1 n Q2 , sendo Q 1 dado pela restrição de desigualdade 
Q1 = {(r,u,v,w,f) E E: G1 ~ 'T ~ G2 q.t.p. em Q} 
e Q2 dado pela restrição de igualdade 
Q2::::; {(T,u,v,w,f) E E: M(r,u,v,w,!) = 0}, 
sendo M : E -)o E um operador definido, como nas seções anteriores, por 
se, e somente se, ( 'T, u, v, w, f) é solução do sistema (7.1.5) com ( 'P1> 1P2, 'P3, /{)4, 1.p5 , ip6, /{)7, IPs ). Lembremos 
que M('T, u, v, w, f) ::::: O se, e somente se, (T, u, v, w, f) é solução do problema (4.0.1). 
Antes de demonstrarmos a existência de controle ótimo para este problema, mostremos que o conjunto 
admissível, Uad, é não vazio. 
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Lema 7.9 Suponha que b, lt, l2 , l3 , k, a1 , a2 , Ct, c2 , d1 e dz são constantes com b, k, a1 , az >O, e 
To E W~(il), Uo, Vo, Wo E Wf(.\1), com r e T satisfazendo (7.0.2), são tais que Brofânlao. = âuo/ân[ao = 
âvo/Bnlao = Bwo/ân[ao =O e uo ,vo, wo ~O, uo + vo + wo = 1 e Ct ~ ro :5 Cz. Além disso, suponha 
que !1 c m? é um domínio aberto, limitado de classe C2 . Se T 2: 2s, então Uad i- 0. 
Demonstração: 
Seja TE w,?·1(Q) solução de 
ar 




em !1 X (O,T) 
em an X (O,T) 
em fl X {t = Q}. 
Pelo princípio de máximo pata equações parabólicas temos que r(x, t) 2: min{r0 (x) : x E 11} ~ C1 e 
r(x, t) :5 max{ To(x) : X E n} :5 Cz. Logo Ct :5 T :5 Cz. 
Tomando -2m;= c; r+ d;, para i= 1,2,3 (aqui c;, d;, para i= 1, 2, 3, são os mesmos do problema 
(7.1.5)). Como r> 5/2, temos que w;· 1 (Q) c L 00 (QL logo miE L 00 (Q), para i::::: 1,2,3. Então, pelos 
Teoremas 3.2 e 3.4 e pelo Corolário 3.2 existe único (u,v,w) E W1
2
'
1 (Q) X W1
2
'





Ô7 au âv aw 
f= ât -b.D.r-ltat -l2at -137ft• 
como l 2': r, temos que f E F(Q). Logo, (r,u,v,w,f) E E, é solução do problema (4.0.1), ou seja 
M(r,u,v,w,f) =O, e C1 :::; r :S C2 q.t.p. em Q. 
Além disso, como r ~ 2s, temos que Y(Q) c L 28 (Q), e como l, r > 5/2, temos que w;•1 (Q), 
Wt
1(Q) c L 00 (Q). De onde, J(r,u,v,w,f) < oo. Assim, (r,u,v,w,f) E Ua.d· 
• 
Agora mostremos a existência de uma solução ótima do problema (7.4.20). 
7.4.1 Existência de Solução Ótima 
Teorema 7.7 Suponha que b, lt, b, la, k, a1, c1, dt, a2, C::J e ck são constantes com b, k, a1, a2 >O, 
e ro E Wi{-0), uo, vo, w0 E Wf(O), com r e T satisfazendo (7.0.2}, são tais que ~lao = ~lao = 
~I ao::::: ~I ao::::: o, Uo, Vo, Wo 2: o, Uo + Vo + Wo = 1 e Ct "'5 70 ::; c2. Além disso, suponha que 
n c IR3 é um domínio aberto, limitado e de classe C2 • Assuma também que 'Td E L 2n(Q), Ud, Vd e 
wd E L2m(Q), com n, m;::: 1. Se r::::: 2s, então o problema de otimização (J .. .f-.20) possui uma solução 
ótima. 
Demonstração: 
Primeiramente observemos que, como r= 2s, temos que Ua.d "f: 0, pelo Lema 7.9. 
Seja {(rn,Un,Vn,Wn,Jn)} C Ua.d uma seqüência minimizante do funcional J. Como 
J( 7 n, Un, Vn, Wn, f n) :::; C, pela estrutura de J temos que 
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e pelo Teorema 4.2 temos que 
pois l ~ r. Podemos então tomar uma subseqüência que continuaremos denotando por 
{(rn,Un,Vn,Wn,fn)} tal que 
fn __,.f fracamente em L'(Q), 
Tn _,.r fracamente em w;·'(Q), 
Un __,. U fracamente em w,'·'(Q), 
Vn.....:. V fracamente em w,'·'(Q) e 
Wn -->. W fracamente em w,'·'(Q). 
Pelo Corolário 1.2 temos que W,?• 1(Q), Wt 1 (Q) C L00 (Q) com inclusão contínua e compacta, então 
'Tn --t T fortemente em LOO(Q), 
Un -tU fortemente em LOO(Q), 
Vn-+ V fortemente em Loo(Q) e 
Wn -t W fortemente em LOO(Q). 
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Como Tn -t Tem L00 (Q), ou seja, llr- TniiL~(Q) -+o quando n-+ 00, e como Ct :$ 'Tn 5 c2 q.t.p. 
em Q, para todo n E N, temos que cl ::; T::; Cz q.t.p. em Q. 
Para mostrar que M(r,u,v,w,f) =O, ou seja, que (r,u,v,w,f) é solução do problema {4.0.1) e 
assim concluirmos que (r,u,v,w,f) E Uad• basta repetir a parte correspondente da demonstração do 
Teorema 7.1. E repetindo a parte final da demonstração do mesmo teorema, mostra-se que (r, u, v, w, f) 
é urna solução ótima do problema (7.4.20). 
• 
Na próxima seção estudaremos condições necessárias para que (r, u, v, w, f) E E seja urna solução 
ótima do problema (7.4.20). 
7 .4.2 Condição Necessária de Otimalidade 
Para obtermos as condições necessárias para que (r,u,v,w,f) E E seja urna solução ótima do problema 
(7.4.20) precisamos calcular o cone das direções de descida do funcional J(), o cone das direções factíveis 
de Q1 , o cone das direções tangentes de Q2 e os cones duais. 
Para isso, consideremos uma solução ótima {r, u, v, w, f) E E do problema (7.4.20). 
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Lembremos que o cone de direções de descida associado ao funcional J(·) no ponto (r,u,v,w,f) e 
seu dual são dados pelo Lema 7.2. E o cone tangente ao conjunto Q2 no ponto (r,u,v,w,f) e seu dual 
são dados pelo Lema 7 .4. 
Precisamos agora calcular o cone das direções factíveis associado a restrição de desigualdade Q1 
e seu dual. Observemos que podemos utilizar a Proposição 5.3 e o Teorema 5.6 para tais cálculos, 
pois Q1 pode ser escrito como Q1 = {(r,u,v,w,J) E E: F~ 0}, onde F é o funcional dado por 
F= -sup ess(r- C2 ).sup ess(C1 - r). Então, utilizando tais resultados e procedendo de modo análogo 
à demonstração do Lema 7.10 obtemos o resultado enunciado a seguir. 
Lema 7.10 O cone de direções factíveis de Q1 no ponto (T, u, v, w, f) E E é dado por 
FC(Q,, (r,u, v,w,J)) = {!.(0- T,X- u,y- v,z- w, h- f)'!.> O e (8,x,y,z, h) E intQ,) ;< 0 
e seu cone dual é dado por 
[FC(Q,, (r, u, v, w, f))]' = {g, E (W;''(Q))' 'g, (O) "'g, (r), V 8 E w;'' (Q) tal que C, :ô 8 :ô C,). 
Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(7.4.20). 
Teorema 7.8 Seja (T,u, v,w,j) E E= W,?· 1(Q) X w?·1(Q) xW/,l(Q) X wl·1(Q) xU(Q) é uma solução 
ótima do problema (1.4.20}, com r e l satisfazendo (7.0.2). Se r 2:: 2s, então existem junções (fJ,p,q,g) E 
Wi;1(Q) X W:i,;!-(Q) X Wi;!(Q) X w;;;(Q) que satisfaz o sistema adjunto {7.1.10}. Além disso, existe 
g, E [TC(Q,, (r,u,v,w,J))]• = {g E (W;''(Q))' 'g(8) ~ g(r), V 8 E w;''(Q) tal que C, :ô 8 :ô C,) tal 
que 
/,T k(Nsf'--'+O)hdxdt=g,(<p), 
para todo (~.p,x,y,z,h) solução do sistema {7.1.12}. 
Para demonstrar este teorema basta repetir a demonstração do Teorema 7 .4, mas utilizando o Lema 
7.10 no lugar do Lema 7.6. Obtendo assim o resultado desejado. 
7.5 Um Problema de Controle com Restrição no Gradiente da 
Temperatura 
Procedendo para o problema descrito a seguir de maneira análoga ao que foi feito para o problema (7.4.20) 
obteremos resultados semelhantes. 
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Nesta seção trabalharemos com o seguinte problema de otimização 
min J(r,u,v,w,f), 
(r,u,v,w,f)EQ 
onde o funcional J é dado por (7.0.3) e Q"" Q1 n Qz, sendo Q1 e Q2 dados pelas restrições 
Ql = {(r,u,v,w,f) E E: I'Yrl::; c3 q.t.p. em Q}, e 
Qz = {(r,u,v,w,f) E E: M(r,u,v,w,f) = 0}, 
sendo M : E ---t E um operador definido, como nas seções anteriores, por 
(7.5.21) 
se, e somente se, (r, u, v, w, f) é solução do sistema (7.1.5) com {<p1 , r.p2 , <p3 , rp4 , r.p5 , i.p6 , '{J7 , ({Js). Lembremos 
que M(r, u, v, w, f) =O se, e somente se, (r, u, v, w, f) é solução do problema (4.0.1). 
Antes de demonstrarmos a existência de controle ótimo para este problema, também é necessário 
demonstrar que o conjunto admissível, Uad, é não vazio. 
Lema 7.11 Suponha que b, l1 , h, lg, k, a1 , 0-2, c~, c2 , d1 e d2 são constantes com b, k, a1 , a2 >O, e 
ro E Wf(!1), uo, Vo, Wo E W/(!1), com-:;: e f satisfazendo {7.0.2}, são tais que 8ro/8n]ao = 8ttof8n]an = 
8vof8n]an = 8wof8n]an =O, uo, Vo, Wo 2 O, uo + Vo + wo = 1 e ]Vro] S: Ca. Além disso, suponha que 
!1 C lR3 é um domínio aberto, limitado e de classe C 2 • Se r?: 2s, então Uad ::f; 0. 
Demonstração: 
Para demonstrar este lema, basta tomar r0 E Wf(Q) satisfazendo 8r0 /8n]on =O e ]V rol:$ C3 q.t.p 
em f! e repetir a demonstração do Lema 7.9 para obter que (r, u, v, w, f) E U ad· 
• 
7.5.1 Existência de Solução Ótima 
Utilizando o Lema 7.11 e de modo análogo como foi demonstrada a existência de uma solução ótima do 
problema (6.5.21), demonstra-se a existência de uma solução ótima do problema (7.5.21), que é dada pelo 
teorema a seguir; 
Teorema 7.9 Suponha que b, h, lz, 13, k, a1, Ct, dt, az, C2 e dz são constantes com b, k, a1, az >O, 
e r0 E Wi(n), u0 , vo, w0 E Wf(O), com r e T satisfazendo (1.0.2}, são tais que ~lan = ~lon = 
~ l.:m :::: ~I ao = O, uo, vo, Wo 2 O, Uo + vo + Wo = 1 e ]Vrol S: Ca. Além disso, suponha que f! C IR.3 
é um domínio aberto, limitado e de classe C 2 . Assuma também que Td E L2n(Q), ud, vd, Wd E L2m(Q), 
com n em quaisquer inteiros tais que n, m 2 1. Se r = 2s, então o problema de otimização (7.5.21} 
possui uma solução ótima. 
Na próxima seção estudaremos condições necessárias para que (r, u, v, w, f) E E seja uma solução 
ótima do problema (7.5.21). 
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7.5.2 Condição Necessária de Otimalidade 
Para demonstrarmos condições necessárias para que (r, u, v, w, f) E E seja uma solução ótima do prob-
lema (7.5.21) não podemos proceder como na demonstração do Teorema 7.8. Pois, neste caso, intQt = 0, 
então Q1 não é uma restrição de desigualdade e sim de igualdade, logo não poderemos utilizar o Teorema 
de Dubovitskii e Milyutin (Teorema 5.1). Aqui precisaremos do Teorema 5.7, como na demonstração do 
Teorema 7 .6. 
Para obtermos as condições necessárias para que (-r,u,v,w,f) E E seja uma solução ótima do 
problema (7.5.21) precisaremos do cone das direções de descida do funcional J(·), e dos cones das direções 
tangentes de Ql e Q2 e os cones duais. 
Para isso, consideremos uma solução ótima (r,u,v,wJ) E E do problema (7.5.21). Lembremos que 
o cone de direções de descida associado ao funcional J(o) no ponto (r,u,v,w,f) e seu dual são dados 
pelo Lema 7.2. E o cone tangente ao conjunto Qz no ponto (r, u, v, w, f) e seu dual são dados pelo Lema 
7.4. Para o cone de direções tangentes de Q1 no ponto (r, u, v, w, f) temos o resultado a seguir, que é 
demonstrado de forma análoga ao Lema 6.12. 
Lema 7.12 O cone de direções tangentes de Q1 no ponto (r, u, v, w, f) E E é dado por 
TC(Q,, (r, u, v, w, !)) 
= {(0, x, y, z, h) E E : ('Vr(x, t), 'VO(x, t)} S O para quase todo (x, t) tal que I'Vr(x, t)l = C3}, 
onde h) denota o produto interno em IR3 . 
Agora procedendo de forma análoga à demonstração do Lema 6.13 obtemos o resultado dado a seguir 
sobre o cone dual de TC(Q1 , (r, u, v, w, f)). 
Lema 7.13 [TC(Q1 , (r, u, v, w, /))]* C [W,?•1 (Q)]', isto é, para cada g1 E [TG(Q1 , (r, u, v, w, f))]* existe 
única 1);1 E [W,?•1 (Q)f tal que g1 (B, x, y, z, h) = 1);1 (0), para todo (0, x, y, z, h) E E. 
Vejamos agora um resultado sobre condição necessária de otimalidade para o problema de otimização 
(7.5.21). 
Teorema 7.10 Seja (r,u,v,w, f) E E= W,?· 1 (Q) X w?•1 (Q) X Wj2'1(Q) X Wl2' 1 (Q) X U(Q) uma solução 
ótima do problema {7.5.21}, com r e l satisfazendo {7.0.2). Se r~ 2s, então existem funções (B,p,q,g) E 
Wi/(Q) X wi~(Q) X Wi~(Q) X wi,;!(Q) satisfazendo ao sistema adjunto {1.1.10}. Além disso, existe 
g, E [TC(Q,,(r,u,v,w,J))[' C [WÇ·'(Q)]' tal que 
1T In (Nsfzs-l + 0) h dxdt = -gt(<p), 
para todo (<p,x,y,z,h) solução de (7.1.12}. 
Para demonstrar este Teorema basta repetir a demonstração do Teorema 7.6 usando os Lemas 7.12 
e 7.13 no lugar do Lema 7.8. 
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7.6 Um Problema com Restrições sobre o Controle e sobre a 
Temperatura 
Nesta seção trabalharemos com o seguinte problema de otimização 
min J(r, u, v, w, !), 
(r,u,tr,w,J)EQ 
(7.6.22) 
onde o funcional J é dado por (7.0.3) e Q = Q1 n Qz n Q3, sendo Ql e Q2 dados pelas restrições de 
desigualdade 
Qt = {(r,u,v,w,f) E E: Cr S: T:::; Cz q.t.p. em Q} e 
Q, = {(r,u,v,w,f) E E' IIJIIL'•(Q) ,S C, q.t.p. em Q), 
respectivamente, com Cs '2'_ lltlkt(Ct,Cz) + llzlk2(Cr,C2) + llsfks(Ct,Cz), onde kt, kz e ks são como em 
(7.6.23) na demonstração do Lema 6.14. E Q3 é dado pela restrição de igualdade 
Qs = {(r,u,v,w,f) E E: M(r,u,v,w,f) = 0}, 
sendo M : E -t E um operador definido, como nas seções anteriores, por 
se, e somente se, (r, u, v, w, f) é solução do sistema (7.1.5) com (<f't, 1p2 , <ps, rp4, <p5 , 1.()6, rp7 , VJs)- Lembremos 
que M(r, u, v, w, f) = O se, e somente se, (r, u, v, w, f) é solução do problema (4.0.1). 
Para este problema trataremos somente da existência de controle ótimo, mas não das condições 
necessárias de otimalidade. Neste problema a dificuldade de se demonstrar a existência de controle ótimo 
para é verificar que o conjunto admissível, Uad, é não vazio. Então, agora vamos fazer tal verificação. 
Lema 7.14 Suponha que b, h, l2, ls, k, at, a:J, Ct, c2, d1 e d2 são constantes com b, k, a1, a2 >O. 
Suponha também que To E W~(n), Uo, Vo, Wo E Wf(r!), com r e l satisfazendo (7.0.2}, são tais que 
8rof8nlon = 8uof8nlan = 8vof8nlan = 8wo/8nlan =O, Uo, Vo, Wo 2: o, Uo +vo +wo = 1, Ct ~To~ c2 
q.t.p. em Q e Ca 2: lltlkt (Cl> C2) + ll2lk2{Ct, C2) + llafka(Ct, C2), onde kt, k2 e ka são como em (7.6.23). 
Além disso, suponha que n C JR3 é um domínio aberto, limitado e de classe C 2 • Se r 2': 2s, então Uad 'f- 0. 
Demonstração: 
Seja TE w;·1{Q) solução de 
ÔT 




em n X (O,T) 
em an X (O,T) 
em rJ X {t = 0}. 
Pelo princípio de máximo para equações parabólicas temos que r(x,t) 2: min{r0 (x) : x E O} 2: C1 e 
r(x, t) ~ max{ro(x) :X E f2} 5 C2. Logo C1 5 T S C2. 
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1 (Q) solução do problema (3.0.1) com -2mi = cir +di, para i= 1, 2,3, sendo ci, di os mesmos do 
problema (7.1.5), para i= 1,2,3, e, além disso, u, v e w satisfazem 
Como l 2::: r 2::: 2s, das estimativas anteriores e da inclusão contínua W1
2
'
1 (Q) C Wi/(Q), temos 
(7.6.23) 
Tomando]= -l1 ~~ -12 ~~ -l3~ temos que f E L 28 (Q), (r,u,v,w,f) E E é solução do problema 
(4.0.1) e 
11 
au av awll 11/IIL"(QJ <: h at + l, at + l,-81 <: ll,lllullw'·'(QI + ll,lllvllw'·'(QJ + ll,lllwllw'·'(QJ L 2•(Q) 2• 2• 2. 
<: ll,lk,(C,,C,) + ll,lk,(C,,C,) + ll,lk,(C,,C,) oõ C,. 
Logo, (r, u, v, w, f) E Uad· 
• 
7.6.1 Existência de Solução Ótima 
Usando o Lema 7.14, de modo análogo como foi demonstrada a existência de uma solução ótima do 
problema (7.4.20), demonstra-se a existência de uma solução ótima do problema (7.6.22), que é dada pelo 
teorema a seguir: 
Teorema 7.11 Suponha que b, l1 , l2 , l3, k, a1 , c1 , d1 , a2 , c2 e d2 são constantes com b, k, a1 , a2 >O, e 
To E W~(n), Uo, Vo, Wo E Wf(r!), com r e l satisfazendo ('1.0.2), são tais que ÔTo/ânlan = âuof8nlan = 
âvofânlan = âwofânlan = O, uo, vo, Wo 2: O, uo + Vo + wo = 1, Ct S To :S Cz q.t.p. em Q e 
C3 2: lltlkt (Ct, Cz) + llzlkz(Ct, Cz) + ll3fk3(Ct, Cz), onde k1 , k2 e ka são como em (1.6.23). Além disso, 
suponha que n c IR3 é um domínio aberto, limitado e de classe 0 2 • Assuma também que Td E L2"(Q), 
ud, vd e Wd E L2m(Q), com n em quaisquer inteiros tais que n, m 2: 1. Se r= 2s, então o problema de 
otimização {1.6.22) possui uma solução ótima. 
Capítulo 8 
Conclusões 
Neste trabalho conseguimos atingir nosso objetivo, que era generalizar os resultados Hoffman e Jiang em 
[9] para dois modelos de solidificação de ligas metálicas envolvendo duas e três funções campo de fase, 
respectivamente. E além de generalizarmos o problema de controle tratado por Hoffman e Jiang para 
cada um deste modelos, também tratamos alguns problemas de controle envolvendo diferentes restrições 
tanto no controle, quanto no estado. Para cada um destes problemas de controle foi discutida a existência 
de controle ótimo e, utilizando o formalismo de Dubovitskii e Milyutin, foi possível encontrar condições 
necessárias de otimalidade. 
A partir deste trabalho nosso próximo objetivo é estudar o modelo solidificação envolvendo três 
funções campos de fase apresentado em [13] e [14] e generalizar pelo menos alguns do resultados obtidos 
aqui. O sistema que estudaremos é o seguinte: 
onde fl C IR3 um domínio aberto, limitado e de classe C2 , T E IR finito e Q = n x (0, T). E n representa 
o vetor unitário normal exterior à an. 
As funções campo de fase u, v e w distinguem entre três subdomínios sólidos com cristalizações 
distintas e um subdomínio líquido em Q e T representa a temperatura. Aqui b, k1, k2, k3, a 1, a2 e a3 
são constantes positivas, h, l2, l3 são constantes de mesmo sinal, c1, c2, C3, dr, d2 e d3 são constantes 
arbitrárias e f é uma função dada. As condições iniciais Uo, v0 e w0 serão tomadas adequadamente. 
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Para estudar tal sistema o primeiro passo será estudar o sistema simplificado dado por: 
T = To, u = u0, e v=vo em Ox{t=O}, 
onde l~ = lt -la e 1; = l2 - l3 • 
O problema acima é obtido do anterior substituindo w por 1 - u- v, pois u +v+ w = 1 q.t.p. em 
Q, uma vez que uo + vo + w0 = 1 em O por razôes físicas e somando a segunda terceira e quarta equações 
do primero problema obtemos que 8(u +v+ w)/8t =O. 
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