Abstract. This paper deals with the evolution Fokker-Planck-Smoluchowski configurational probability diffusion equation for the FENE dumbbell model in dilute polymer solutions. We prove the exponential convergence in time of the solution of this equation to a corresponding steady-state solution, for arbitrary velocity gradients.
Introduction
Molecular interactions govern the rheological behavior of non-Newtonian and viscoelastic fluids. One way to account for is offered by the kinetical theory initiated by Kirkwood [13] and significantly enriched by Bird, Curtiss, Armstrong and Hassager (see their cornerstone work [3] ). Within the aforementioned conceptual framework, polymer chains are modeled as a necklace made up of freely jointed beads and springs. Among the simplest models is the elastic dumbbell aka FENE chain (basically two beads connected by a Finitely Extensible Nonlinear Elastic spring -hence the acronym) discovered by Warner and Bird during late sixties (see page 76 and subsequent in [3] ).
It has been found very succesful in modeling certain shear/extensional flows of dilute polymer solutions.
At the hardcore of any kinetical model of viscoelasticity there is a configurational probability diffusion equation of Fokker-Planck-Smoluchowski type. Solving it (at least in principle) allows for calculating the stress tensor that is necessary for the study of momentum balance equations.
The problem under consideration is the following (the notations are those of [7] ): Findψ q,t ≥ 0, withq ∈ B 0,δ andt ≥ 0, solution to the FENE configurational probability diffusion equation, which in non-dimensional form is given by:
compatible with boundary and initial conditions
In the aboveq is the dumbell end-to-end vector,δ > 0 is a fluid depending parameter,
is an open ball centered at 0 of radiusδ, De is the Deborah number andθ denotes the macroscopic velocity gradient (which is traceless, tr(θ) = 0, due to incompressibility (see [2] , [11] , [14] , [19] ).F =q 1 − q /δ 2 is the Warner-Bird's (molecular connector) elastic force (see [3] as well as [14] and [17] ). Further writing simplification is achieved upon carrying out the variable changes q =q/δ, t =t/(2Deδ 2 ). With the following notations:
, the initial boundary value problem (IBVP) now looks:
We now have that
δ . Therefore, equations (1.4)-(1.5) can be re-written as:
We will assume throughout this work that δ > 2, which is physically realistic. Let
Asψ 0 ,ψ(·, t) are probability densities, it is compulsory that
By integrating (1.7) and using (1.8) one gets d dt D ψdq = 0. Therefore the condition (1.12) is satisfied provided the initial data satisfy (1.11). Moreover, invoking the maximum principle one obtains ψ(·, t) ≥ 0 provided that ψ 0 ≥ 0. Let us now focus on a time independent (steady-state) solution ψ ∞ to the below given problem: 
We proved in [7] the existence and uniqueness of a solution to (1.17) , ψ ∞ ∈ C 0 (D), and that there exists
Let the following Banach space be given by (see [7] ):
endowed with the norm
and let the cone of non-negative functions in X β be given by P β = {ϕ ∈ X β s.t. ϕ ≥ 0}. Clearly the interiorP β of P β , in X β , is given bẙ
(1.19)
It is now manifest that ψ ∞ ∈P 1 . Actually the solution ψ ∞ is an eigenvector corresponding to eigenvalue 0 of the operator L :
The proof of the existence and uniqueness of the solution ψ ∞ given in [7] is based on the use of the Krein-Rutman's theorem when working on the spaces L 2 M and X 1 , respectively. In this paper we prove that the solution ψ to the IBVP (1.7), (1.8), and (1.6) is given as the semigroup associated to the operator L which acts on some apropiate spaces (to be defined later on). We also prove the exponential convergence in time of ψ to the steady state solution aψ ∞ , a fact physically sound but for which no full proof has been offered until now.
The issue of existence/uniqueness of solutions ψ(t, q) to the diffusion equation of the FENE model for general flows of practical interest has been addressed in Du, Liu, Yu [9] , Jourdain, LeBris, LeLièvre, Otto [12] , Masmoudi [16] , Chupin [6] and Ciuperca and Palade [7] . For some recent results on a related probability diffusion equation for rigid dumbbell polymers see Ciupercȃ and Palade [8] and on a Fokker-Planck model in computational neuroscience see Carillo, Cordier, Mancini [5] .
Moreover, a lot of attention has been devoted to the Fokker-Planck-Smoluchowski equation coupled with the momentum balance equation, system solved by the velocity and the pressure of the fluid: see for example the work by Zhang, Zhang [21] , Lin, Zhang, Zhang [15] , Barret, Schwab, Sülli [1] , and Busuioc, Ciuperca, Iftimie and Palade [4] (and references cited therein).
In [12] the authors have shown that ψ tends to aψ ∞ for t → +∞, for some particular flows, i.e. for symmetric velocity gradients θ = θ T , antisymmetric −θ = θ T , and for flows for which the symmetric part of θ is small enough. Here, we extend the results of Jourdain et al. and offer a proof of the convergence for arbitrary velocity gradients. Moreover, we prove that ψ converges exponentially to aψ ∞ not only w.r.t. the L 1 norm (as was shown in [12] ) but also w.r.t. stronger norms.
In Section 2. we give several important properties of the operator L and in Section 3. the result of convergence of the solution ψ.
Properties of operator L
Let us now consider the operator
In the above, the condition M ∇ ϕ M · q ∂D = 0 is to be understood in the following weak sense: [16] ). Clearly L 0 is symmetric and non-negative operator. We deduce (see [10] ) that L 0 is a sectorial operator.
The operator L defined in (1.20) can be considered as an operator defined on
We have the following result:
with Id standing for the identity operator and
Proving the above statement simmers down to showing that, for any
However,
Now, as a consequence of Theorem 6.2.5 in [18] (see also the inclusion 3.10 in [7] ), the following inequality holds true:
Then (2.2)-(2.4) lead to (2.1). We deduce from (2.1) that
M . Consider now the variational formulation of the latest equality; it looks:
Taking ξ = ϕ leads to
We deduce that, for any > 0,
The result stated in Lemma 2..1 is now a consequence of the above inequality and of Theorem 1.3.2 in [10] .
Back now to the evolution problem as given in equations (1.7), (1.8), (1.6). The boundary condition (1.8) is to be understood in the following weak sense: for ψ ∈ D(L 0 ) and for any
In fact the above equality is satisfied for any ψ ∈ D(L 0 ). To get a grasp of this, observe first that (2. Then the evolution problem (1.7), (1.8), (1.6) can be re-stated as:
From Lemma (2..1) we gather that there exists an analytical semigroup e −tL spanned by the operator −L; then ψ(t) = e −tL ψ 0 is no other than the solution to (2.7) (see [10] ). Another important property of L (the proof of which is presented in [7] ) is:
Let us now prove the following:
Carrying out the limit calculations leads to:
This implies ϕ ∈ D(L) and L(ϕ) = f , which ends the proof.
It is clear from Lemma (2..
consists only of isolated eigenvalues with finite multiplicity.
Convergence properties of the solution ψ
Recall ψ ∞ is a solution to the steady-state problem (1.13)-(1.16); ψ ∞ it is also an eigenvector of L corresponding to the simple eigenvalue 0 of L.
Let us now introduce the function A given by
From the fact that ψ ∞ ∈P 1 we deduce that we can introduce the positive real numbers
Remark also that log (A) is a bounded function. We now give the following Sobolev logarithmic inequality:
with s = 1 4δ
Proof. Remark first that for θ = 0 the stationary solution ψ ∞ is given by
Let us introduce the real function defined on
). We easily verify that g ≥ 2δ which proves that − log ψ ∞ is a 2δ -convex function in the case θ = 0. We deduce from equation (43) in [12] that (3.2) is verified with s = 1 4δ in the case θ = 0. For a general velocity gradient θ we shall use the result of Lemma 1 in [12] . We have from (3.1)
Then the inequality (3.2) is satisfied with the constant s = 1 4δ exp (2 osc(Π)) where
and this achieves the proof.
Let ψ be the solution to (2.7). We prove below the following result:
Proof. Following [12] we introduce the entropy function
As the above functional may not be defined for any ψ 0 ∈ L 2 M , let us use density concept related arguments. As D(D) is dense in L 2 M and since ψ 0 ≥ 0, there exists a sequenceψ
We have
x it is clear that, for any t > 0, we have
Consider now the entropy functional
Since conditions (B.128)-(B-129) of [12] are satisfied, we deduce from [12] that ψ(·, t) ∈P 1 for any t ≥ 0. Then the hypotheses (A.126)-(A.127) of [12] are satisfied as well, and this fact one allows to obtain (see [12] )
With the help of Lemma 3..1 we obtain
It follows that
, ∀t ≥ 0. (3.6)
As log z ≤ z, ∀z > 0, one gets:
which gives, invoking (3.6), for large enough n
Using Csiszar-Kullback inequality (see [12] ) we get
and with the help of (3.7) one has
, ∀t ≥ 0.
Letting n → +∞, using the continuous embedding L As already announced in Section 1., we proved in [7] that 0 is a simple eigenvalue of the operator L, with ψ ∞ one of the associated eigenvectors, and that 0 is the principal eigenvalue, i.e. Re(λ) ≥ 0, for all eigenvalues λ of L. These results are a consequence of the Krein-Rutman theorem. Actually an even stronger result can be stated: Proof. We proceed as in [20] . Assume the contrary: say λ = iµ, µ ∈ R * , is an eigenvalue of L with a corresponding eigenvector ϕ 
