Abstract. One of the most fundamental fixed-point theorems is Banach's Contraction Principle, of which the following conjecture is a generalization.
Introduction
The Banach Contraction Principle is one of the most important and heavilyinvestigated fixed-point theorems. The following conjecture generalizes the one originally studied by Banach. (X, d) , and let 0 < M < 1. Let J be a positive integer. Assume that for each pair x, y ∈ X, min{d(
Generalized Banach Contraction Conjecture (GBCC). Let T be a self-map of a complete metric space
T k x, T k y) : 1 ≤ k ≤ J} ≤ M d(x,
y). Then T has a fixed point.
Banach's original theorem is simply the case J = 1, in which T is uniformly continuous. We summarize briefly what is known about the GBCC. If T is uniformly continuous, then the GBCC is true for arbitrary J ( [3] , Theorem 2). If J = 2, the GBCC is true without any additional assumption on T ( [2] , Theorem 1), and if J = 3 and T is continuous, the GBCC is true ( [2] , Theorem 2). It is shown in [2] that the case J = 3 includes examples where T is discontinuous.
Both [2] and [3] make substantial use of combinatorial arguments. In this paper we show that Ramsey's Theorem can be used to prove the GBCC for arbitrary J under the assumption that T is continuous. We also give a proof of a result which has potential application to the proof of the GBCC for arbitrary J without the assumption of continuity; this result can in fact be used to prove the GBCC for J = 3.
1. The GBCC for arbitrary J and continuous T Two lemmas will be key in establishing the desired result. The first lemma derives a basic consequence of the GBCC hypothesis. Lemma 1. Let (X, d) be a metric space, 0 < M < 1, J an integer, and let T be a self-map of X satisfying
Then for every x, there exists a bounded subsequence of
So, by the triangle inequality, we have
and letting a(n + 1) = a(n) + k completes the proof.
Note that the conclusion does not require X to be complete. Although Ramsey's Theorem is of great importance in combinatorics, it may not be known to many fixed-point theorists. We include a statement of the theorem for completeness. The version we use can be found as [1] , Theorem A, p. 19.
Ramsey's Theorem. Let S be an infinite set, n a positive integer. Assume that every subset of S of cardinality n has been given one of a finite number of colors. Then there exists an infinite subset T of S such that T is monochromatic; i.e. every subset of T of cardinality n has the same color.
The idea of referring to the assignment of a finite set of values to the sets of cardinality n as 'coloring the subsets of cardinality n' is a notation that has come about following Ramsey's untimely death at age 28, but it preserves Ramsey's original idea.
The second lemma derives the needed combinatorial result from Ramsey's Theorem. 
there is no edge between B i and B j , we assign a special color: "none". Ramsey's Theorem provides an infinite set H of natural numbers, every pair of which has the same color. By the hypothesis of the lemma, that color cannot be "none", so suppose it is (p, q). That is, if i < j are both in H, then v(i, p) is adjacent to v(j, q). Writing h(i) for the ith element of H, we obtain the desired infinite path as
With the preliminaries established, we are now ready to prove the GBCC for the case in which T is continuous.
Theorem 1. Let T be a continuous self-map of a complete metric space (X, d), and let
, and for any real number r, let [r] denote the greatest integer less than or equal to r.
From Lemma 1, there is a sequence
Applying the GBCC hypothesis to each pair of points x and
two different integers i and j, by the triangle inequality we have
We now introduce some terminology. We say that an integer q is represented if there are infinitely many integers i for which q, n i + q ≤ K 0 Q q . If q is represented and q, n i + q ≤ K 0 Q q , we say that i is a representative of q. If A is a set of integers, let r(A) = {q : q ∈ A, q is represented} and R(A) = {i : ∃q ∈ r(A) such that i is a representative of q}. Now let A be a set of J consecutive integers. The requirement that q ij+1 −q ij ≤ J combined with the pigeonhole principle shows that at least one member of A must be represented. Moreover, for all but finitely many i, ∃q ∈ r(A) such that i is a representative of q; i.e. for some integer
Again, let A be a set of J consecutive integers. We claim there is an integer λ(A) with the following property: if m ≥ λ(A), some integer of the form n i + q belongs to the set {m, m + 1, . . . , m + 2J − 1}, where q ∈ r(A) and i is a representative of q.
Since each i with i ≥ I 0 is a representative of some q ∈ r(A), we see that if i + 1 is a representative of q ∈ r(A) and if i is a representative of q ∈ r(A), then
Finally, if A is a set of J consecutive integers, let N Q(A) = {n i + q : q ∈ r(A) and i is a representative of q}. We observe that if A 1 , . . . , A 2J+1 are disjoint sets of J consecutive integers each, then if a = max{λ(A k ) : k = 1, 2, . . . , 2J + 1} and m ≥ a, any set {m, m + 1, . . . , m + 2J − 1} must contain an integer common to two sets N Q(A j ) and N Q(A k ) for which j = k. By partitioning the sequence {a, a + 1, a + 2, . . .} into blocks of length 2J and applying the pigeonhole principle, we see that there must be two sets N Q(A j ) and N Q(A k ) with j = k which have infinitely many integers in common. Again by the pigeonhole principle, there must be integers q ∈ A j and q ∈ A k such that there are infinitely many integers in the intersection of N Q(A j ) and N Q(A k ) that can be expressed both in the form n i + q (as an integer in N Q(A j )) and n p + q (as an integer in N Q(A k )).
We now regard each integer as a vertex in a graph, and partition the integers into a disjoint union of blocks B k = {(k − 1)J + 1, (k − 1)J + 2, . . . , kJ} for k = 1, 2, . . . . We say that two vertices q and q in distinct blocks B j and B k respectively are connected by an edge if there are infinitely many integers which can be expressed in both the forms n i + q and n p + q . The argument in the preceding paragraph shows that for any collection of 2J + 1 blocks, at least one edge has endpoints in two distinct blocks.
We now apply Lemma 2 to conclude that there is an infinite path through the graph visiting no block more than once. Denote the vertices in this path in the order traversed by {r j : j = 1, 2, . . . }. Now choose sequences of integers {s j : j = 1, 2, . . . } and {t j : j = 1, 2, . . . } from among the {n j : j = 1, 2, . . . } with the following three properties:
(1) If r j belongs to block B k , both r j + s j and r j + t j belong to N Q(B k ).
We now consider the sequence of iterates with exponents r j + s j . Note that
Since the {r j : j = 1, 2, . . . } are all distinct, the above series converges, and so the sequence of iterates is a Cauchy sequence. We show that this results in a fixed point for T . Assume that T mi x → z. By passing to a subsequence if necessary, we can also assume that m i+1 > m i + J for all i. Since T is continuous, note that for
Applying the GBCC hypothesis to the pair (x, T x) enables us to conclude, as in the second paragraph of this proof, that for each integer i we can find an integer
, where r i → ∞. By the pigeonhole principle, there is an integer k with 0 ≤ k ≤ J − 1 and j i = k for infinitely many i. For those i for which j i = k for infinitely many i we have
Each of these three terms approaches 0 as i → ∞, completing the proof.
We note that the argument given in Lemmas 1 and 2 and Theorem 1 also establishes the following proposition, which could have applications in environments other than fixed-point theory. 
Results pertaining to the GBCC when T may be discontinuous
In this section we prove that a self-map T satisfying the GBCC hypothesis which can be shown to have a Cauchy sequence of iterates such that the difference between exponents is bounded has a fixed point. The proof does not require T to be continuous, and may therefore be useful in establishing the GBCC in this case. 
As before, by choosing I(1) ≥ I(0) sufficiently large, we can regard {T n(1,i)+j (1,i) x : i ≥ I(1)} as the union of finitely many disjoint sequences, each of which converges to some T j z with 2 ≤ j ≤ 2J. Here, each of the disjoint sequences obtained in the previous step is, except for finitely many terms, decomposed into the union of disjoint sequences. 
