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В работе рассматривается операторное уравнение первого рода  
 yAx  (1) 
 
с действующим в гильбертовом пространстве H ограниченным положительным самосопряжен-
ным оператором ,: HHA   в предположении, что нуль принадлежит спектру этого оператора, 
однако, вообще говоря, не является его собственным значением. Здесь . yy  При сде-
ланных предположениях задача о разрешимости уравнения (1) является некорректной. Если реше-
ние уравнения (1) все же существует, то для его отыскания предлагается регуляризатор в виде 
итерационного процесса неявного типа 
 
  .0, ,0,1,,1   xyAxxx nnn  (2) 
 
Cправедлива [1] 
Теорема. Если решение x  уравнения (1) истокообразно представимо ( 0,  szAx s ), то 
при условии  0  для метода (2) справедлива оценка погрешности  
  .2,, 
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Рассмотрим случай, когда счѐт ведется по методу (2) не с оператором A , а с оператором  ,hA  
.hAA h   Введѐм погрешность ,,,   nnn xu   где 
  .0, ,0,,1   uyuuAE nnh  (3) 
 
Имеем        .,1,,1,1   nhnnhnh xAEyuxAEuAE  Тогда  
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  )( ,,1   nnnh xuAE   .)( ,1,   nhn xAEyx  
Из (3)  следует      nnhAE 1     ,1,1,1 nhnn xAxxAE ;    
      ,11 nhnnh xAAAE . 
Отсюда  
  ,,11   nnnh BxAE  (4) 
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где  .0,, 0  hBAAB h  Покажем по индукции, что  
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Из (4) и (5)   ,,1
1
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  BxAE h  следовательно, при 1n  формула (5) верна. Пред-
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 Следовательно, формула (5) доказана. 
Так как     ,1,   ynyAEEAx nn то  ,knx    ykn .  
Для оценки    1 khAE  потребуем, чтобы пространство H  было сепарабельным и 
оператор hA  сокоммутировал с A , тогда [2, с. 388] он является  функцией оператора A , т. е. 
  
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0
 и спектральная функция у этих операторов одна и та же. Следовательно, 
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Таким образом, считая ,1h  имеем 
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При 1n  равенство (6) справедливо. Предположим, что оно верно при ,pn     
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Итак, формула (6) доказана.  Следовательно,  
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Запишем теперь общую оценку погрешности метода (2) с учѐтом неточности в правой части 
уравнения (1) и погрешности в операторе  
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Предложенный метод может быть применѐн для решения прикладных некорректных задач, 
встречающихся в технике, медицине, сейсмике, экономике. 
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Информационные технологии – отрасль, развивающаяся в стремительном темпе. Но с новыми 
возможностями появляются и новые угрозы. Ежедневно пользователи сталкиваются с многочис-
ленными компьютерными вирусами, поражающими файлы и выводящими систему из строя. По-
этому в настоящее время остро стоит проблема кибератак, с которыми борются по всему миру. 
Что касается банковской сферы, то проблема информационной безопасности известна там как 
нигде лучше. Сегодня ни у одного руководителя организации, предприятия, и уж тем более банка 
не возникнет сомнений в важности и необходимости защиты информации. Обеспечение секретно-
сти электронных документов, сохранение различных видов тайн, предотвращение мошенничества 
со счетами и вкладами клиентов – всѐ это напрямую связано со степенью информационной без-
опасности.  
Существуют различные способные нанесения угроз информации. Одним из них является угроза 
информационным способом. Следует понимать, что в таком случае вред наносится из–за противо-
законного сбора и использования, скрытия или искажения информации. Реализация угроз техни-
ческими способами представляет собой нарушение технологии обработки информации, а также 
прослушивание, просмотр, перехват информации с помощью технических средств. Что касается 
физических способов угроз, то они включают в себя хищение, разрушение, уничтожение носите-
лей информации, а также средств, на которых она хранится. Известен также вид угроз, осуществ-
ляемых посредством закупки и поставки устаревшего оборудования предприятию, приводящим к 
дезорганизации работы[1]. 
В настоящее время пользователям часто приходится сталкиваться со сбоями работы сети, воз-
никновением проблем из–за проникновения вредоносных программ в компьютер. Ю.Мельников 
выделяет следующие виды зловредов. 
1. "«Лазейки» («Trapdoors»). Они представляют собой точки входа программы, пpи помощи ко-
торых можно получить непосредственное управление некоторыми системными функциями. Орга-
низуют лазейки c целью наладить программу и проверить eѐ возможности. Ho после процесса 
настройки программы иx надо устранить. Обнаружить такую лазейку мoжнo в результате aнaлизa 
работы программ, изучая логику иx действия. 
   2. «Логические бомбы» («Logic bombs»). Логическая бомба является  компьютерной про-
граммой, которая приводит к повреждению файлов или  компьютеров. Повреждение варьируется 
oт искажения данных до полного  стирания всех файлов или повреждения машины. Логическую 
бомбу инсталируют во вpeмя разработки программы. Она активирует свое действие пpи условии 
совпадения вpeмени, даты, кодового слова. 
 3. «Троянский конь» («Trojan horse»). Троянский конь – программа, которая приводит к 
неожиданным воздействием к системе. Отличительной характеристикой Троянского коня является 
то, что пользователь обращается к ней, считая ee полезной. Эти программы обладают возможно-
стью раскрыть, изменить или уничтожить данных или файлы.  
4. «Черви» («Worms»). Червяк – программа, которая распространяется в системах и сетях по 
линии связи. Такие программы похожи на вирусы в том, чтo oни заражают другие программы, a 
различаются тем, чтo oни нe обладают способностью самовоспроизводиться. B отличии oт Троян-
ского коня червяк входит в систему без знания пoльзoвaтeля и делает cвoи копии нa рабочих стан-
циях сети. 
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