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THE FOCUSING CUBIC NLS ON EXTERIOR DOMAINS IN
THREE DIMENSIONS
ROWAN KILLIP, MONICA VISAN, AND XIAOYI ZHANG
Abstract. We consider the focusing cubic NLS in the exterior Ω of a smooth,
compact, strictly convex obstacle in three dimensions. We prove that the
threshold for global existence and scattering is the same as for the prob-
lem posed on Euclidean space. Specifically, we prove that if E(u0)M(u0) <
E(Q)M(Q) and ‖∇u0‖2‖u0‖2 < ‖∇Q‖2‖Q‖2, the corresponding solution to
the initial-value problem with Dirichlet boundary conditions exists globally
and scatters to linear evolutions asymptotically in the future and in the past.
Here, Q(x) denotes the ground state for the focusing cubic NLS in R3.
1. Introduction
We consider the focusing cubic nonlinear Schro¨dinger equation in the exterior of
a strictly convex obstacle Ωc ⊂ R3 with Dirichlet boundary conditions
(NLSΩ)
{
iut +∆Ωu = −|u|
2u
u(0, x) = u0(x).
(1.1)
Here u : R×Ω→ C and −∆Ω denotes the Dirichlet Laplacian, which is a self-adjoint
operator on L2(Ω) with form domain H10 (Ω). We take initial data u0 ∈ H
1
0 (Ω).
When posed on the whole Euclidean space R3, the problem is scale invariant.
More precisely, the mapping
u(t, x) 7→ uµ(t, x) := µu(µ2t, µx) with µ > 0(1.2)
leaves the class of solutions to NLSR3 invariant. This scaling also identifies the
space H˙
1/2
x as the critical space. Since the presence of the obstacle does not change
the intrinsic dimensionality of the problem, we may regard equation (1.1) is being
subcritical for data in H10 (Ω).
Throughout this paper we restrict ourselves to the following notion of solution:
Definition 1.1 (Solution). Let I be a time interval containing the origin. A
function u : I × Ω → C is called a (strong) solution to (1.1) if it lies in the class
Ct(I
′, H10 (Ω)) ∩ L
5
t,x(I
′ × Ω) for any compact interval I ′ ⊂ I, and it satisfies the
Duhamel formula
u(t) = eit∆Ωu0 + i
∫ t
0
ei(t−s)∆Ω(|u|2u)(s) ds(1.3)
for all t ∈ I. The interval I is said to be maximal if the solution cannot be extended
beyond I. We say u is a global solution if I = R.
In this formulation, the Dirichlet boundary condition is enforced through the
appearance of the linear propagator associated to the Dirichlet Laplacian.
1
2 R. KILLIP, M. VISAN, AND X. ZHANG
Local well-posedness for the defocusing version of (1.1) was established in several
works; see, for example, [1, 2, 7, 11]. Standard arguments relying on the Strichartz
estimates proved in [7] and the equivalence of Sobolev spaces proved in [9] (see
Theorem 2.4) can be used to construct a local theory for (1.1).
Theorem 1.2 (Local well-posedness). Let u0 ∈ H
1
0 (Ω). Then there exists a max-
imal time interval I such that (1.1) admits a strong solution on I. The interval I
and the solution u are uniquely determined by u0. Moreover, the following hold:
• I is an open interval containing the origin.
• (Conservation laws) Mass and energy are conserved by the flow: for any t ∈ I,
M(u(t)) :=
∫
Ω
|u(t, x)|2 dx =M(u0),
E(u(t)) :=
∫
Ω
1
2 |∇u(t, x)|
2 − 14 |u(t, x)|
4 dx = E(u0).
• (Blowup) If sup I <∞, then lim supt→sup I ‖u(t)‖H10(Ω) =∞.
• (Scattering) Suppose [0,∞) ⊆ I and ‖u‖L5t,x([0,∞)×Ω) < ∞. Then u scatters
forward in time, that is, there exists u+ ∈ H
1
0 (Ω) such that
‖u(t)− eit∆Ωu+‖H10(Ω) → 0 as t→∞.
• (Small data GWP) There exists η0 > 0 such that if ‖u0‖H10 (Ω) ≤ η0, then the
solution u to (1.1) is global and satisfies
‖u‖L5t,x(R×Ω) . ‖u0‖H10 (Ω).
In particular, the solution scatters in both time directions.
In this paper, we consider the global existence and scattering question for large
initial data. To put the problem in context, let us first recall some earlier results for
the equivalent problem posed in the whole Euclidean space R3. In [5] it is shown
that the focusing cubic NLS on R3 is globally well-posed and scatters whenever the
initial data lies below the ground state threshold. To state this result explicitly,
let Q denote the unique, positive, spherically-symmetric, decaying solution to the
elliptic problem
∆Q−Q+Q3 = 0.
The main result in [5] states that whenever
E(u0)M(u0) < E(Q)M(Q) and ‖∇u0‖L2x‖u0‖L2x < ‖∇Q‖L2x‖Q‖L2x ,(1.4)
the solution to NLSR3 is global and it satisfies global L
5
t,x spacetime bounds. For
spherically-symmetric initial data, this result was proved in the earlier work [6].
Note that in the Euclidean case, the quantity E(u)M(u) is scale invariant and
conserved in time. Throughout this paper, we will refer to this quantity as the
H
1/2
x -energy. Note that both of the assumptions on the initial data in (1.4) are
scale invariant.
By the variational characterization of Q, we know that the only functions f ∈
H1(R3) that satisfy
E(f)M(f) = E(Q)M(Q) and ‖∇f‖L2(R3)‖f‖L2(R3) = ‖∇Q‖L2(R3)‖Q‖L2(R3)
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are of the form f(x) = eiθρQ(ρ[x−x0]) where θ ∈ [0, 2π), ρ ∈ (0,∞), and x0 ∈ R
3.
In the presence of an obstacle, there are no functions f ∈ H10 (Ω) such that
E(f)M(f) = E(Q)M(Q) and ‖∇f‖L2(Ω)‖f‖L2(Ω) = ‖∇Q‖L2(R3)‖Q‖L2(R3).
This can be seen easily by extending f to be identically equal to zero on the obstacle.
The variational characterization of Q on R3 then yields that f must be Q up to
the symmetries of the equation; these functions, however, do not obey Dirichlet
boundary conditions.
We contend that even though (1.1) does not admit a direct analogue of the
soliton Q, the threshold for global well-posedness and scattering is still the same
as for the problem posed on R3. The main result of this paper verifies the positive
part of this claim:
Theorem 1.3 (Global well-posedness and scattering). Let u0 ∈ H
1
0 (Ω) satisfy
E(u0)M(u0) < E(Q)M(Q),(1.5)
‖∇u0‖L2(Ω)‖u0‖L2(Ω) < ‖∇Q‖L2(R3)‖Q‖L2(R3).(1.6)
Then there exists a unique global solution u to (1.1) and
‖u‖L5t,x(R×Ω) ≤ C
(
M(u0), E(u0)
)
.(1.7)
In particular, u scatters in both time directions.
Observe that our bound in (1.7) depends jointly on the mass and energy of the
initial data, not simply their product. A bound depending only on M(u0)E(u0)
could be obtained (with significant additional complexity) by incorporating rescal-
ing into our arguments in the style of [10]; however, we know of no application that
benefits from this stronger assertion.
Due to the convexity of the curve ME = E(Q)M(Q), we may exhaust the
region of the mass/energy plane where (1.5) holds by sub-level sets of the following
one-parameter family of free energies: for each 0 < λ <∞, we define
Fλ(u0) := E(u0) + λM(u0).
To be precise, setting
Fλ∗ := 2
√
λM(Q)E(Q)
one easily sees that
{u0 : E(u0)M(u0) < E(Q)M(Q)} =
⋃
0<λ<∞
{u0 : F
λ(u0) < F
λ
∗ }(1.8)
Note that Fλ∗ = F
λ(Qµ) where µ =
√
λM(Q)/E(Q) and Qµ is the rescaling of
Q defined via (1.2). Correspondingly, we note that Fλ∗ is the free energy of a soliton
solution to the cubic NLS in R3.
In view of (1.8), we see that Theorem 1.3 follows from the following result.
Theorem 1.4. Let u0 ∈ H
1
0 (Ω) satisfy (1.6). If
Fλ(u0) = E(u0) + λM(u0) < F
λ
∗
for some 0 < λ <∞, then there exists a unique global solution u to (1.1) and
‖u‖L5t,x(R×Ω) ≤ C(λ, F
λ(u0)).
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As alluded above, we believe that (1.5) and (1.6) represent the sharp threshold
in our setting, just as they do for the problem posed in R3. More precisely, in [6]
it is shown that radial initial data u0 ∈ H
1(R3) obeying (1.5) and
‖∇u0‖L2(R3)‖u0‖L2(R3) > ‖∇Q‖L2(R3)‖Q‖L2(R3)
lead to solutions that blow up in finite time. This is proved via the usual concave
virial argument, which does not adapt directly to our setting — the boundary term
does not have a favorable sign. It is natural to imagine that it should be possible to
embed Euclidean blowup solutions into the exterior domain case via perturbative
arguments; however, our current understanding of the structure of this blowup is
not quite sufficient to push this through. Nevertheless, we can show that our result
is sharp in terms of uniform spacetime bounds:
Proposition 1.5. Fix λ ∈ (0,∞). There exists a sequence of global solutions
un ∈ CtH
1
0 (R× Ω) that satisfy (1.6) and
Fλ(un)ր F
λ
∗ and ‖un‖L5t,x(R×Ω) →∞ as n→∞.
This is proved in Section 7 by choosing a sequence un that closely models Q
µ in
shape, but is centered far from the obstacle.
Acknowledgements. R. K. was supported by NSF grant DMS-1265868. M. V.
was supported by the Sloan Foundation and NSF grants DMS-0901166 and DMS-
1161396. X. Z. was supported by the Simons Foundation.
2. Preliminaries
2.1. Notation and useful lemmas. We write X . Y or Y & X to indicate X ≤
CY for some constant C > 0. We use the notation X ∼ Y whenever X . Y . X .
Throughout this paper, Ω denotes the exterior domain of a compact, smooth,
strictly convex obstacle in R3. Without loss of generality, we assume that 0 ∈ Ωc
and Ωc ⊂ B(0, 1). For any x ∈ R3 we use d(x) := dist(x,Ωc).
With x0 ∈ R
3, we use τx0 to denote the translation operator τx0f(x) := f(x−x0).
Throughout this paper, χ will denote a smooth cutoff in R3 satisfying
χ(x) =
{
1, if |x| ≤ 14
0, if |x| > 12 .
(2.1)
We will use the following refined version of Fatou’s lemma due to Brezis and
Lieb.
Lemma 2.1 (Refined Fatou, [3]). Let 0 < p <∞ and assume that {fn} ⊆ L
p(Rd)
with lim supn→∞ ‖fn‖p <∞. If fn → f almost everywhere, then∫
Rd
∣∣∣∣|fn|p − |fn − f |p − |f |p
∣∣∣∣ dx→ 0 as n→∞.
In particular, ‖fn‖
p
p − ‖fn − f‖
p
p → ‖f‖
p
p.
We will use the following heat kernel estimate due to Q. S. Zhang.
Lemma 2.2 (Heat kernel estimate, [12]). Let Ω denote the exterior of a smooth,
compact, convex obstacle in Rd for d ≥ 3. Then there exists c > 0 such that
|et∆Ω(x, y)| .
(
d(x)√
t∧diam ∧ 1
)(
d(y)√
t∧diam ∧ 1
)
e−
c|x−y|2
t t−
d
2 ,
uniformly for x, y ∈ Ω. If either x /∈ Ω or y /∈ Ω, then eit∆Ω(x, y) = 0.
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There is a natural family of Sobolev spaces associated to powers of the Dirichlet
Laplacian. Our notation for these is as follows:
Definition 2.3. For s ≥ 0 and 1 < p < ∞, let H˙s,pD (Ω) and H
s,p
D (Ω) denote the
completions of C∞c (Ω) under the norms
‖f‖H˙s,pD (Ω)
:= ‖(−∆Ω)
s/2f‖Lp and ‖f‖Hs,pD (Ω) := ‖(1−∆Ω)
s/2f‖Lp .
When p = 2 we write H˙sD(Ω) and H
s
D(Ω) for H˙
s,2
D (Ω) and H
s,2
D (Ω), respectively.
When Ω is replaced by R3, these definitions lead to the classical H˙s,p(R3) and
Hs,p(R3) families of spaces. Note that the classical Hs,p0 (Ω) spaces are defined as
subspaces of Hs,p(Ω), which are in turn defined as quotients of the spacesHs,p(R3).
Thus the spaces Hs,p0 (Ω) have no direct connection to the functional calculus of the
Dirichlet Laplacian. It is a well-known (but nontrivial) theorem that Hs,p0 (Ω) =
Hs,pD (Ω) for 0 < s <
1
p and again for
1
p < s < 1 +
1
p .
The inter-relation of homogeneous Sobolev spaces on non-compact manifolds
throws up additional complications. The case s = 1 captures already the question
of boundedness of Riesz transforms, which is a topic of on-going investigation.
Motivated by applications to NLS, in [9] we investigated when the two notions of
Sobolev spaces are equivalent in the case of exterior domains. The advantage of
such an equivalence is two fold: Powers of the Dirichlet Laplacian commute with
the linear evolution eit∆Ω , while fractional product and chain rules (needed for
treating the nonlinearity) have already been proved for spaces defined via powers
of the Euclidean Laplacian. Our findings in [9] are summarized in the following
sharp result about the equivalence of Sobolev spaces.
Theorem 2.4 (Equivalence of Sobolev spaces, [9]). Let d ≥ 3 and let Ω be the
complement of a compact convex body Ωc ⊂ Rd with smooth boundary. Let 1 < p <
∞. If 0 ≤ s < min{1 + 1p ,
d
p} then∥∥(−∆Rd)s/2f∥∥Lp∼d,p,s ∥∥(−∆Ω)s/2f∥∥Lp for all f ∈ C∞c (Ω).
Theorem 2.4 allows us to transfer directly several key results from the Euclidean
setting to exterior domains. One example is the Lp-Leibnitz (or product) rule for
first derivatives:
Corollary 2.5 (Fractional product rule). For all f, g ∈ C∞c (Ω), we have
‖(−∆Ω)
1
2 (fg)‖Lp(Ω) . ‖(−∆Ω)
1
2 f‖Lp1(Ω)‖g‖Lp2(Ω) + ‖f‖Lq1(Ω)‖(−∆Ω)
1
2 g‖Lq2(Ω)
with the exponents satisfying 1 < p, p1, q2 <∞, 1 < p2, q1 ≤ ∞, and
1
p =
1
p1
+ 1p2 =
1
q1
+ 1q2 .
The following simple lemma will be frequently used in this paper.
Lemma 2.6. Let φ ∈ H1(R3), χ be as in (2.1), and Rn →∞. Then∥∥χ( xRn )φ∥∥H1(R3) . ‖φ‖H1(R3),
lim
n→∞
∥∥[1− χ( xRn )]φ∥∥H1(R3) = 0.
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Proof. We only prove the second assertion. By Ho¨lder’s inequality,∥∥[1− χ( xRn )]φ∥∥H1(R3)
.
∥∥[1− χ( xRn )]φ∥∥L2(R3) + ∥∥[1− χ( xRn )]∇φ∥∥L2(R3) +R−1n ∥∥φ(∇χ)( xRn )∥∥L2(R3)
. ‖φ‖L2(|x|&Rn) + ‖∇φ‖L2(|x|&Rn) + ‖∇χ‖L3(R3)‖φ‖L6(|x|∼Rn).
The claim now follows from the monotone convergence theorem. 
By exploiting the functional calculus for self-adjoint operators, one can define
the Littlewood–Paley projections adapted to ∆Ω. Just like their Euclidean coun-
terparts, these operators obey Bernstein estimates.
Lemma 2.7 (Bernstein estimates). Let 1 < p < q ≤ ∞ and −∞ < s < ∞. Then
for any f ∈ C∞c (Ω), we have
‖PΩ≤Nf‖Lp(Ω) + ‖P
Ω
Nf‖Lp(Ω) . ‖f‖Lp(Ω),
‖PΩ≤Nf‖Lq(Ω) + ‖P
Ω
Nf‖Lq(Ω) . N
3( 1p− 1q )‖f‖Lp(Ω),
Ns‖PΩNf‖Lp(Ω) ∼ ‖(−∆Ω)
s
2PΩNf‖Lp(Ω).
2.2. Strichartz estimates, local smoothing, and the virial identity.
Strichartz estimates for domains exterior to a compact, smooth, strictly convex
obstacle were proved by Ivanovici [7]; see also [2]. Ivanovici obtained the full range
of Strichartz estimates known in the Euclidean setting, with the exception of the
endpoint L2tL
6
x. As we will only be using a finite collection of (non-endpoint)
Strichartz norms in this paper, we can encapsulate everything into the following
Strichartz spaces: For ε > 0 sufficiently small we define
S0(I) := L∞t L
2
x(I × Ω) ∩ L
2+ε
t L
6(2+ε)
2+3ε
x (I × Ω).
Further, we define N0(I) as the corresponding dual Strichartz space and
N1(I) := {f : f, (−∆Ω)
1
2 f ∈ N0(I)}.
Additionally, in our discussion of solutions in the whole Euclidean space, it will be
convenient to use
S1(I) := {u : I × R3 → C : (1−∆R3)
1
2u ∈ L∞t L
2
x(I × R
3) ∩ L2tL
6
x(I × R
3)}.
Note that we will only use the S1(I) notation in the context of solutions in the
whole Euclidean space.
With these notations, the Strichartz estimates read as follows:
Theorem 2.8 (Strichartz estimates, [7]). Let I ⊂ R be a time interval and let
t0 ∈ I. Then the solution u : I × Ω→ C to
iut +∆Ωu = f
satisfies
‖u‖S0(I) ≤ ‖u(t0)‖L2(Ω) + ‖f‖N0(I).
In particular,
‖u‖
L5tH
1, 30
11
0 (I×Ω)
. ‖u(t0)‖H10 (Ω) + ‖f‖N1(I).
Using Theorems 2.8 and 2.4, and arguing in the usual manner (cf. [4]), one
obtains the following stability result for (1.1).
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Lemma 2.9 (Stability). Let Ω be the exterior of a compact, smooth, strictly convex
obstacle in R3. Let I ⊂ R be a time interval and let u˜ be an approximate solution
to (1.1) on I × Ω in the sense that
i∂tu˜+∆Ωu˜ = −|u˜|
2u˜+ e
for some function e. Assume that
‖u˜‖L∞t H10 (I×Ω) ≤ E and ‖u˜‖L5t,x(I×Ω) ≤ L
for some positive constants E and L. Let t0 ∈ I and u0 ∈ H
1
0 (Ω), and assume the
smallness conditions
‖u˜(t0)− u0‖H10 (Ω) ≤ ε and ‖e‖N1(I) ≤ ε
for some 0 < ε < ε1 = ε1(E , L). Then there exists a unique strong solution u :
I × Ω→ C to (1.1) with initial data u0 at time t = t0 satisfying
‖u− u˜‖
L5xH
1, 30
11
0 (I×Ω)
≤ C(E , L)ε.
We will also use the local smoothing estimate. The particular version we need
is [10, Lemma 2.13]:
Lemma 2.10 (Local smoothing). Let u = eit∆Ωu0. Then∫∫
R×Ω
|∇u(t, x)|2〈R−1(x− z)〉3 dx dt . R‖u0‖L2(Ω)‖∇u0‖L2(Ω)
uniformly for z ∈ R3 and R > 0.
A direct consequence of the local smoothing estimate is the following result,
which will be used in the proof of the Palais–Smale condition. For a similar state-
ment adapted to the energy-critical problem in Euclidean space, see [8, Lemma 2.5].
Corollary 2.11. Given u0 ∈ H
1
0 (Ω), we have
‖∇eit∆Ωu0‖L2t,x(|t−τ |≤T,|x−z|≤R) . R
19
30 T
1
10 ‖eit∆Ωu0‖
1
3
L5t,x(R×Ω)‖u0‖
2
3
H10 (Ω)
.
Proof. We split the left-hand side according to low and high frequencies. To esti-
mate the low frequencies, we use Ho¨lder and Bernstein:
‖∇eit∆ΩPΩ≤Nu0‖L2t,x(|t−τ |≤T,|x−z|≤R) . T
3
10R
9
10N‖eit∆Ωu0‖L5t,x(R×Ω).
To estimate the high frequencies, we use the local smoothing estimate Lemma 2.10:
‖∇eit∆ΩPΩ≥Nu0‖L2t,x(|t−τ |≤T,|x−z|≤R) . R
1
2N−
1
2 ‖u0‖H10 (Ω).
The claim follows by summing these two estimates and optimizing N . 
The last result in this subsection is a truncated virial inequality. Let φ be a
smooth radial cutoff function such that
φ(x) :=
{
|x|2, if |x| ≤ 1
0, if |x| ≥ 2.
For R ≥ 1, let φR(x) := R
2φ
(
x
R
)
.
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Lemma 2.12 (Truncated Virial). Suppose 0 ∈ Ωc and R > 100 diam(Ωc). Then
∂t Im
∫
Ω
u(t, x)∂ku(t, x)∂kφR(x) dx ≥
∫
Ω
4|∇u(t, x)|2 − 3|u(t, x)|4 dx
−O
(
R−2 +
∫
|x|≥R
|u(t, x)|4 + |∇u(t, x)|2 dx
)
.(2.2)
Proof. We will exploit the local momentum conservation identity
(2.3) ∂t Im(∂ku u¯) = −2∂j Re(∂ku ∂ju¯) +
1
2∂k∆(|u|
2) + 12∂k(|u|
4).
Integrating this against ∂kφR, we obtain
∂t Im
∫
Ω
u¯∂ku∂kφR dx = −2Re
∫
Ω
∂j(∂ku∂ju¯)∂kφR dx
+ 12
∫
Ω
∂k∆(|u|
2)∂kφR dx +
1
2
∫
Ω
∂k(|u|
4)∂kφR dx.
We first seek lower bounds on each of the terms appearing on the right-hand side
of the equality above. From the divergence theorem and the fact that ∂jkφR(x) =
2δjk for |x| < R, we obtain
− 2Re
∫
Ω
∂j(∂ku ∂j u¯) ∂kφR dx
= −2Re
∫
Ω
∂j(∂ku∂j u¯∂kφR) dx+ 2Re
∫
Ω
∂ku ∂ju¯ ∂jkφR dx
= 2Re
∫
∂Ω
∇u · ∇φR∇u¯ · ~n dσ(x) + 2Re
∫
Ω
∂ku ∂j u¯ ∂jkφR dx
≥ 2
∫
∂Ω
|un|
2(φR)n dσ(x) + 4
∫
Ω
|∇u|2 dx−O
(∫
|x|≥R
|∇u|2 dx
)
.
Here ~n denotes the outer normal to ∂Ω (i.e., ~n points into Ω), un := ∇u · ~n, and
(φR)n := ∇φR · ~n. We have also used the fact that ∇u = un ~n, which follows from
the Dirichlet boundary conditions.
Arguing similarly for the second term, we obtain
1
2
∫
Ω
∂k∆(|u|
2)∂kφR dx = −
1
2
∫
∂Ω
∆(|u|2)(φR)n dσ(x) −
1
2
∫
Ω
∆(|u|2)∆φR dx
= −
∫
∂Ω
|∇u|2(φR)n dσ(x) −
1
2
∫
Ω
|u|2∆∆φR dx
≥ −
∫
∂Ω
|∇u|2(φR)ndσ(x) −O(R
−2).
The third term can be estimated as follows:
1
2
∫
Ω
∂k(|u|
4)∂kφR dx = −
1
2
∫
Ω
|u|4∆φR dx ≥ −3
∫
Ω
|u|4 dx−O
(∫
|x|≥R
|u|4 dx
)
.
Putting all the pieces together and noting that ∇φR(x) = 2x on ∂Ω, we deduce
∂t Im
∫
Ω
u¯ ∂ku ∂kφR dx ≥
∫
Ω
4|∇u|2 − 3|u|4dx+ 2
∫
∂Ω
|∇u|2x · ~ndx
−O
(
R−2 +
∫
|x|≥R
|u|4 + |∇u|2 dx
)
.
Finally, as ∂Ω is convex we have that x·~n ≥ 0, which immediately leads to (2.2). 
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2.3. Convergence results. The defects of compactness in the Strichartz inequal-
ity
‖e−it∆Ωf‖L5t,x(R×Ω) . ‖f‖H10(Ω)
are the same as in the Euclidean case, namely, spacetime translations. (Scaling is
not an issue because L5t,x has dimensionality strictly between that of L
2
x and H˙
1
x.) In
the Euclidean case, these defects of compactness are associated to exact symmetries
of the equation. In our case, however, the obstacle breaks the space translation
symmetry. Correspondingly, our linear profile decomposition must handle possible
changes in geometry. This issue was systematically studied in [10] (where a scaling
symmetry was also present). In this paper, we record only the relevant convergence
results from [10], namely, when the obstacle is marching away to infinity relative
to the initial data. This scenario gives rise to the whole Euclidean space R3 as the
limiting geometry.
Proposition 2.13 (Convergence of domains, [10]). Suppose {xn} ⊂ Ω are such
that |xn| → ∞ and write Ωn := Ω− {xn}. For h ∈ C
∞
c (R
3) and Θ ∈ C∞c (0,∞) we
have
lim
n→∞
‖eit∆Ωnh− eit∆R3h‖H˙−1(R3)∩H˙1(R3) = 0,
lim
n→∞
‖[Θ(−∆Ωn)−Θ(−∆R3)]δ(y)‖H˙−1(R3) = 0,
lim
n→∞
‖(−∆Ωn)
1
2 h− (−∆R3)
1
2h‖L2(R3) = 0,
lim
n→∞
‖eit∆Ωnh− eit∆R3h‖
L5t,x(R×R3)∩L5tL
30
11
x (R×R3)
= 0.
The second limit above is uniform in y on compact subsets in R3.
Proof. The first two assertions follow from Proposition 3.6 in [10], which asserts
convergence in H˙−1x . This implies weak convergence in H˙
1
x which we can then
upgrade to strong convergence since
‖eit∆R3h‖H˙1(R3) = ‖h‖H˙1(R3) = ‖e
it∆Ωnh‖H˙1(R3)
by energy conservation for the free propagator.
The third relation is Lemma 3.7 from [10]. The last equation follows directly
from Theorem 4.1 of [10], for exponent pair (5, 3011 ), and from interpolation between
it and Corollary 4.2 of that paper, for exponent pair (5, 5). 
Proposition 2.14 below is needed to prove asymptotic decoupling of parameters
in the linear profile decomposition. The two statements made by this proposition
are essentially Lemmas 5.4 and 5.5 in [10].
Proposition 2.14 (Weak Convergence, [10]). Assume Ωn = Ω or Ωn = Ω− {yn}
with |yn| → ∞. Then the following two statements hold:
1. Let (tn, xn) ∈ R× R
3 satisfy |tn|+ |xn| → ∞ as n→ ∞. Then for f ∈ C
∞
c (Ω)
if Ωn = Ω, or for f ∈ C
∞
c (R
3) if Ωn = Ω− {yn},
τxne
itn∆Ωn f ⇀ 0 weakly in H1(R3).
2. Let fn ∈ H
1
0 (Ωn) be such that fn ⇀ 0 weakly in H
1(R3). Let tn → t∞ ∈ R.
Then
eitn∆Ωnfn ⇀ 0 weakly in H
1(R3).
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The next lemma, the last for this subsection, will be used to prove decoupling
of the L4-norms in Proposition 3.1.
Lemma 2.15 (Weak dispersive estimate). Let φ ∈ C∞c (Ω) and ψ ∈ C
∞
c (R
3). Let
Ωn := Ω− {yn} with |yn| → ∞. Then for any sequence tn →∞,
lim
n→∞
‖eitn∆Ωφ‖L4x = 0 and limn→∞
‖eitn∆Ωnψ‖L4x = 0.
Proof. To prove that the first limit is zero, we consider the function
F (t) :=
∫
Ω
|eit∆Ωφ(x)|4 dx.
From the Strichartz inequality, we know that F (t) ∈ L1t (R); indeed,
‖eit∆Ωφ‖L4t,x(R×Ω) . ‖φ‖H˙1/40 (Ω)
.
On the other hand, as∣∣ d
dtF (t)
∣∣ . ∫ |eit∆Ωφ|3|eit∆Ω∆Ωφ| dx . ‖∆Ωφ‖L2x‖eit∆Ωφ‖3L6x . ‖φ‖4H20(Ω),
we see that F is uniformly continuous. That the first limit is zero follows easily
from these two facts.
For a Lipschitz function f : R → [0,∞) we have f(t)2 .
∫
R
f(s) ds. Combining
this with the argument above and the fourth part of Proposition 2.13, we derive
lim
n→∞
sup
t
∫
R3
∣∣[eit∆Ωn − eit∆R3 ]ψ(x)∣∣5 dx = 0.
Combining this with the L
5/4
x → L5x dispersive estimate for the Euclidean propa-
gator, we deduce that∫
Ω
|eitn∆Ωnψ(x)|5 dx→ 0 as n→∞.
The claim now follows from the conservation of mass and Ho¨lder’s inequality. 
2.4. Coercivity of the energy. The coercivity property, which is part of the
variational characterization of the ground state, plays an important role throughout
the proof. The version we use in this paper is a minor adaptation of the one in [6]
and is informed by our needs when proving Theorem 1.4.
Proposition 2.16. Fix λ > 0 and let u0 ∈ H
1
0 (Ω) satisfy
Fλ(u0) < F
λ
∗ and ‖∇u0‖L2(Ω)‖u0‖L2(Ω) < ‖∇Q‖L2(R3)‖Q‖L2(R3).
Then the corresponding solution u to (1.1) is global. Moreover, for all t ∈ R we
have
‖∇u(t)‖L2(Ω)‖u(t)‖L2(Ω) < ‖∇Q‖L2(R3)‖Q‖L2(R3)
and
1
6‖∇u(t)‖
2
L2(Ω) ≤ E(u) ≤
1
2‖∇u(t)‖
2
L2(Ω).
In particular,
Fλ(u) ∼ ‖u(t)‖2H10
.
Furthermore, with δ > 0 such that
Fλ(u0) < (1− δ)F
λ
∗ ,
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there exists cδ > 0 such that for all t ∈ R,
‖∇u(t)‖L2(Ω)‖u(t)‖L2(Ω) < (1 − cδ)‖∇Q‖L2(R3)‖Q‖L2(R3),
4‖∇u(t)‖2L2(Ω) − 3‖u(t)‖
4
L4(Ω) ≥ cδ‖∇u(t)‖
2
L2(Ω).
3. Linear profile decomposition
A guiding heuristic of this paper is that parts of a solution living near the obstacle
should be controlled by the virial identity localized to this region, while parts of
the solution living far from the obstacle ought to be understood in terms of the
problem with no obstacle (solved in [5]). The purpose of this section is to develop a
linear profile decomposition, which ultimately, will allow us to partition a solution
into such parts. Indeed, the two cases appearing in the next result reflect precisely
this dichotomy.
Proposition 3.1 (Inverse Strichartz inequality). Assume {fn} ⊂ H
1
0 (Ω) satisfies
lim
n→∞ ‖fn‖H
1
0 (Ω)
= A <∞ and lim
n→∞ ‖e
−it∆Ωfn‖L5t,x(R×Ω) = ε > 0.
Then there exist a subsequence in n, {φn} ⊂ H
1
0 (Ω), {tn} ⊂ R, and {xn} ⊂ Ω
conforming to one of the two cases below, such that either tn → ±∞ or tn ≡ 0 and
lim inf
n→∞
‖φn‖H10 (Ω) &
ε6
A5 ,(3.1)
lim inf
n→∞
{
‖fn‖
2
H˙s0(Ω)
− ‖fn − φn‖
2
H˙s0(Ω)
− ‖φn‖
2
H˙s0(Ω)
}
= 0 for s = 0, 1,(3.2)
lim inf
n→∞
{
‖fn‖
4
L4(Ω) − ‖fn − φn‖
4
L4(Ω) − ‖φn‖
4
L4(Ω)
}
= 0.(3.3)
The two cases are as follows:
Case 1: Along the subsequence, xn → x∞ ∈ Ω, there is a φ ∈ H10 (Ω) so that
e−itn∆Ωfn ⇀ φ weakly in H10 (Ω), and φn := e
itn∆Ωφ.
Case 2: Along the subsequence, d(xn)→∞, there is a φ˜ ∈ H
1(R3) so that
[e−itn∆Ωfn](x + xn) ⇀ φ˜(x) weakly in H1(R3),
and
φn(x) := e
itn∆Ω [(χnφ˜)(x − xn)] with χn(x) := χ
(
x
d(xn)
)
.
Proof. Let δ > 0 be a small number to be chosen later. Using the Bernstein and
Strichartz inequalities, we get
‖e−it∆ΩPΩ≤δε2fn‖L5t,x(R×Ω) . δ
1
2 ε‖e−it∆Ωfn‖
L5tL
30
11
x (R×Ω)
. δ
1
2 ε‖fn‖L2(Ω) . δ
1
2 εA,
‖e−it∆ΩPΩ>(δε2)−1fn‖L5t,x(R×Ω) . δ
1
2 ε‖(−∆Ω)
1
2 e−it∆Ωfn‖
L5tL
30
11
x (R×Ω)
. δ
1
2 εA.
Taking δ small enough so that δ
1
2A≪ 1, we deduce that
‖e−it∆ΩPΩmedfn‖L5t,x(R×Ω) ≥
ε
2 ,
where PΩmed := P
Ω
δε2<·≤(δε2)−1 . Using this, Ho¨lder, and Strichartz, we obtain
ε
2 ≤ ‖e
−it∆ΩPΩmedfn‖
2
3
L
10
3
t,x(R×Ω)
‖e−it∆ΩPΩmedfn‖
1
3
L∞t,x(R×Ω) . A
2
3 ‖e−it∆ΩPΩmedfn‖
1
3
L∞t,x(R×Ω).
Therefore, there exist (tn, xn) ∈ R× Ω such that∣∣e−itn∆ΩPΩmedfn(xn)∣∣ & ε3A2 .(3.4)
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Next we prove that
inf
n
d(xn) &ε,A 1.(3.5)
Indeed, using Lemma 2.2 we see that∫
Ω
|e∆Ω(xn, y)|
2 dy .
∫
Ω
∣∣d(xn)[d(xn) + |xn − y|]e−c|xn−y|2∣∣2 dy(3.6)
. d(xn)
2[d(xn) + 1]
2.
On the other hand, writing
e−itn∆ΩPΩmedfn(xn) =
∫
Ω
e∆Ω(xn, y)e
−(itn+1)∆ΩPΩmedfn(y) dy
and using (3.4), (3.6), Cauchy–Schwarz, and the Mikhlin multiplier theorem, we
get
ε3
A2 . d(xn)[d(xn) + 1]
∥∥e−(itn+1)∆ΩPΩ≤(δε2)−1fn‖L2(Ω) .ε,A d(xn)[d(xn) + 1].
This leads directly to (3.5).
Passing to a subsequence, we may assume that xn converges to a point in Ω or
marches off to infinity. (Note that xn cannot converge to a point in ∂Ω by virtue
of (3.5).) We use this criterion to distinguish the two cases:
Case 1: d(xn) ∼ 1 and xn → x∞ ∈ Ω,
Case 2: d(xn)→∞.
In both cases we define
gn(x) := [e
−itn∆Ωfn](x+ xn).
Obviously, gn is supported on Ωn := Ω − {xn} and ‖gn‖H10 (Ωn) = ‖fn‖H10(Ω) ≤ A.
Passing to a further subsequence if necessary, we can choose φ˜ ∈ H1(R3) so that
gn ⇀ φ˜ weakly in H
1(R3).(3.7)
In Case 1, using that xn → x∞ and (3.7), we obtain
e−itn∆Ωfn ⇀ φ(x) := φ˜(x− x∞) weakly in H10 (Ω).
That φ belongs to H10 (Ω) follows from the fact that H
1
0 (Ω) is weakly closed in
H1(R3).
Next we observe that by passing to a further subsequence if necessary, we may
assume that tn → t0 ∈ [−∞,∞]. The possibilities t0 = ±∞ are permitted in the
statement of the proposition; however, when t0 ∈ R we need to show that judicious
changes allow us to take tn ≡ 0. In Case 1, we may take tn ≡ 0 by replacing φ by
eit0∆Ωφ and invoking the strong convergence of the linear propagator. In Case 2,
replacing φ˜ by eit0∆R3 φ˜ we may also take tn ≡ 0; indeed, the claim boils down to
the assertion
lim
n→∞
∥∥eitn∆Ωτxn [χnφ˜]− τxn [χneit0∆R3 φ˜]∥∥H10 (Ω) = 0.(3.8)
By a density argument, it suffices to prove (3.8) with φ˜ replaced by ψ ∈ C∞c (R
3).
Note that for n sufficiently large we have χnψ = ψ. Using this and a change of
variables, we reduce (3.8) to
lim
n→∞
∥∥eitn∆Ωnψ − χneit0∆R3ψ∥∥H10 (Ωn) = 0.(3.9)
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We prove (3.9) by breaking it into three pieces. First, by taking the time derivative,
we have∥∥eitn∆Ωnψ − eit0∆Ωnψ∥∥
H1(R3)
≤ |tn − t0|‖∆ψ‖H1(R3) → 0 as n→∞.
Secondly, by the first part of Proposition 2.13,
eit0∆Ωnψ → eit0∆R3ψ strongly in H1(R3) as n→∞.
Thirdly, Lemma 2.6 yields∥∥(1− χn)eit0∆R3ψ∥∥H1(R3) → 0 as n→∞,
which completes the proof of (3.9).
It remains to prove (3.1) through (3.3). We discuss the two cases separately.
Case 1: To prove (3.1) in this case amounts to showing that φ is nontrivial. Let
h := PΩmedδ(x∞). First we note that
‖h‖L2(Ω) . (δε
2)−
3
2 and ‖h‖
L
5
4 (Ω)
. (δε2)−
3
5 .(3.10)
To continue, we write
〈φ, h〉 = lim
n→∞
〈e−itn∆Ωfn, h〉
= lim
n→∞
e−itn∆ΩPΩmedfn(xn)− limn→∞
〈e−itn∆Ωfn, PΩmed[δ(xn)− δ(x∞)]〉.(3.11)
The second limit vanishes. Indeed, basic elliptic theory shows that
‖∇v‖L∞(|x|≤R) . R
−1‖v‖L∞(|x|≤2R) +R‖∆v‖L∞(|x|≤2R).
We will apply this to v(x) := [PΩmede
−itn∆Ωfn](x + xn) with R := 14d(xn). Note
that with this choice,
‖v‖L∞(|x|≤2R) . (δε2)−
3
2A and ‖∆v‖L∞(|x|≤2R) . (δε2)−
7
2A.
We thus obtain
‖∇[e−itn∆ΩPΩmedfn](x + xn)‖L∞(|x|≤d(xn)4 )
. (δε2)−
7
2A.
Using this and the fundamental theorem of calculus, for n large we get∣∣〈e−itn∆Ωfn,PΩmed[δ(xn)− δ(x∞)]〉∣∣
. |xn − x∞|‖∇e−itn∆ΩPΩmedfn(x+ xn)‖L∞(|x|≤d(xn)4 )
. |xn − x∞|(δε2)−
7
2A,
which converges to zero as n→∞. Thus, by (3.4), (3.10), and (3.11),
ε3
A2 . |〈φ, h〉| . ‖h‖L2(Ω)‖φ‖L2(Ω) . (δε
2)−
3
2 ‖φ‖L2(Ω),
which completes the proof of (3.1).
The decoupling in H˙s0(Ω) for s = 0, 1 follows easily from the fact that these are
Hilbert spaces.
It remains to prove (3.3). First we discuss the case when tn → ±∞. By the
triangle inequality and Lemma 2.15, in this case we have∣∣‖fn‖L4 − ‖fn − φn‖L4∣∣ ≤ ‖φn‖L4 → 0 as n→∞,
which leads immediately to (3.3).
We now turn to the case when tn ≡ 0. By the construction of the linear profiles,
we have that fn ⇀ φ weakly in H
1(R3). Thus, using Rellich–Kondrashov and
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passing to a subsequence, we obtain that fn → φ almost everywhere on R
3. The
claim now follows from Lemma 2.1.
Case 2: d(xn)→∞ as n→∞. Recall that in this case,
φn(x) = e
itn∆Ω [(χnφ˜)(x− xn)] with χn(x) = χ
(
x
d(xn)
)
.
We first prove the lower bound (3.1). By Lemma 2.6,
‖φn‖H10 (Ω) = ‖χnφ˜‖H10 (Ωn) → ‖φ˜‖H1(R3).
Thus, (3.1) will follow from the following expression of the non-triviality of φ˜:
‖φ˜‖H1(R3) &
ε6
A2 .(3.12)
To show (3.12), we first note that h := PR
3
medδ(0) satisfies the estimates in (3.10).
Next, we write
〈φ˜, h〉 = lim
n→∞
〈gn, h〉 = lim
n→∞
〈gn, P
Ωn
medδ(0)〉+ limn→∞
〈gn, (P
R
3
med − P
Ωn
med)δ(0)〉.
The last limit vanishes by Proposition 2.13 and the uniform boundedness of gn.
Therefore, by (3.4),
|〈φ˜, h〉| & ε
3
A5 ,(3.13)
from which (3.12) follows immediately by Cauchy–Schwarz.
To prove decoupling in H˙s0 (Ω) we write
‖fn‖
2
H˙s0(Ω)
− ‖fn − φn‖
2
H˙s0(Ω)
− ‖φn‖
2
H˙s0(Ω)
= 2Re〈fn − φn, φn〉H˙s0 (Ω)
= 2Re〈gn − χnφ˜, χnφ˜〉H˙s0 (Ωn)
= 2Re〈gn − φ˜, φ˜〉H˙s(R3) + 2Re〈(1 − χn)φ˜, χnφ˜〉H˙s(R3) − 2Re〈gn − φ˜, (1− χn)φ˜〉H˙s(R3).
Claim (3.2) follows from this by using (3.7), the uniform boundedness of gn in
H10 (Ωn), and Lemma 2.6.
We now turn to (3.3). If tn → ±∞, by the triangle inequality, Gagliardo–
Nirenberg, and Lemmas 2.6 and 2.15, we have∣∣‖fn‖L4−‖fn−φn‖L4∣∣ ≤ ‖φn‖L4 . ‖eitn∆Ωn φ˜‖L4+‖(1−χn)φ˜‖H1 → 0 as n→∞,
which leads immediately to (3.3).
Next we consider the case when tn ≡ 0. From the construction of the linear
profiles, we have fn(x + xn) ⇀ φ˜(x) weakly in H
1(R3). Thus, using Rellich–
Kondrashov and passing to a subsequence we deduce that fn(x + xn) → φ˜(x)
almost everywhere on R3. Lemma 2.1 then gives
‖fn‖
4
L4 − ‖fn − τxn φ˜‖
4
L4 − ‖φ˜‖
4
L4 → 0 as n→∞.
Combining this with Lemma 2.6 and Gagliardo–Nirenberg yields (3.3) in this case.
This completes the proof of Proposition 3.1. 
We are now ready to state the linear profile decomposition for bounded sequences
in H10 (Ω).
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Theorem 3.2 (A linear profile decomposition in H10 (Ω)). Let {fn} be a bounded
sequence in H10 (Ω). After passing to a subsequence, there exist J
∗ ∈ {0, 1, 2, . . . ,∞},
{φjn}
J∗
j=1 ⊂ H
1
0 (Ω), {t
j
n}
J∗
j=1 ⊂ R such that for each j either t
j
n ≡ 0 or t
j
n → ±∞,
and {xjn}
J∗
j=1 ⊂ Ω conforming to one of the following two cases for each j:
Case 1: xjn → x
j
∞ ∈ Ω and there exists φ
j ∈ H10 (Ω) so that φ
j
n := e
itjn∆Ωφj .
Case 2: d(xjn)→∞ and there exists φ
j ∈ H1(R3) so that
φjn := e
itjn∆Ω [(χjnφ
j)(x− xjn)] = τxjn [e
itjn∆Ωjn (χjnφ
j)] with χjn(x) = χ
(
x
d(xjn)
)
.
Moreover, for any finite 0 ≤ J ≤ J∗ we have the decomposition
fn =
J∑
j=1
φjn + w
J
n
with wJn ∈ H
1
0 (Ω) satisfying
lim
J→J∗
lim sup
n→∞
‖eit∆ΩwJn‖L5t,x(R×Ω) = 0,
lim
n→∞
{
M(fn)−
J∑
j=1
M(φjn)−M(w
J
n)
}
= 0,
lim
n→∞
{
E(fn)−
J∑
j=1
E(φjn)− E(w
J
n)
}
= 0,
[e−it
J
n∆ΩwJn ](x+ x
J
n) ⇀ 0 weakly in H
1(R3),
lim
n→∞
|xjn − x
k
n|+ |t
j
n − t
k
n| =∞ for each j 6= k.(3.14)
Proof. Proposition 3.1 provides all the key estimates. With this in place, one may
just repeat the well-known argument from the Euclidean setting. Specifically, one
argues inductively, using Proposition 3.1 to remove one bubble of concentration at
a time. Proposition 2.14 is needed to prove the asymptotic decoupling statement
(3.14). For the proof of a linear profile decomposition for bounded sequences in
H˙10 (Ω), where Ω is the complement of a compact, smooth, strictly convex obstacle,
see [10]. 
4. Embedding of nonlinear profiles
The next major milestone in the proof of Theorem 1.3 is to use the linear profile
decomposition obtained in the previous section to derive a Palais–Smale condition
for minimizing sequences of blowup solutions to (1.1). This amounts to prov-
ing a nonlinear profile decomposition for solutions to (1.1), which combined with
Lemma 2.9 yields the desired compactness for minimizing sequences of solutions.
In order to prove a nonlinear profile decomposition for solutions to (1.1), we have to
address the possibility that the nonlinear profiles we will extract are solutions to the
focusing cubic NLS in a different limiting geometry, namely, the Euclidean space
R3. In this section, we will see how to embed the nonlinear profiles which solve
NLSR3 back inside Ω. Specifically, we need to approximate these profiles globally
in time by solutions to (1.1) that satisfy uniform spacetime bounds.
Throughout this section we use the notation
X1(I) := L5tH
1, 3011 (I × R3),
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where I ⊆ R is an arbitrary time interval. By Sobolev embedding, this norm
controls L5t,x. Note also that this is a space to which Theorem 2.4 applies.
Theorem 4.1. Let {tn} ⊂ R be such that tn ≡ 0 or tn → ±∞. Let {xn} ⊂ Ω be
such that d(xn)→∞. Assume φ ∈ H
1(R3) satisfies
‖∇φ‖L2(R3)‖φ‖L2(R3) < ‖∇Q‖L2(R3)‖Q‖L2(R3) and F
λ(φ) < Fλ∗ ,(4.1)
for some 0 < λ <∞. Define
φn := e
itn∆Ω [τxn(χnφ)].
Then for n sufficiently large, there exists a global solution vn to (1.1) with initial
data vn(0) = φn which satisfies
‖vn‖L5t,x(R×Ω) . 1,
with the implicit constant depending only on ‖φ‖H1(R3). Furthermore, for any ε > 0
there exists Nε ∈ N and ψε ∈ C
∞
c (R× R
3) such that for all n ≥ Nε,
‖vn(t− tn, x+ xn)− ψε(t, x)‖X1(R) < ε.(4.2)
Proof. We prove this theorem in five steps.
Step 1: Constructing global solutions to NLSR3 .
Let θ = 1/100. If tn ≡ 0, we let wn and w∞ be solutions to NLSR3 with initial
data wn(0) = φ≤d(xn)θ and w∞(0) = φ, respectively. If tn → ±∞, we let wn and
w∞ be solutions to NLSR3 satisfying
lim
t→±∞
‖wn(t)− e
it∆
R3φ≤d(xn)θ‖H1x = 0 and limt→±∞
‖w∞(t)− eit∆R3φ‖H1x = 0.
By (4.1) and the global theory for NLSR3 developed in [6], we see that w∞ and wn
for n sufficiently large are global solutions. Moreover, using also the results from
[5], we have 

‖wn‖S1(R×R3) + ‖w∞‖S1(R×R3) . 1,
‖|∇|swn‖S1(R×R3) . d(xn)sθ for s ≥ 0,
limn→∞ ‖wn − w∞‖S1(R×R3) = 0,
(4.3)
where the first two estimates are uniform in n, for n sufficiently large.
Step 2: Constructing the approximate solution to (1.1).
Fix T > 0 to be chosen later and define
v˜n(t, x) :=


[χnwn](t, x− xn), |t| ≤ T,
ei(t−T )∆Ω v˜n(T, x), t > T,
ei(t+T )∆Ω v˜n(−T, x), t < −T.
(4.4)
From the Strichartz inequality and (4.3),
‖v˜n‖L5t,x(R×Ω) . ‖χnwn‖L5t,x(R×Ωn) + ‖χnwn(±T )‖H10(Ωn) . 1.(4.5)
Step 3: Asymptotic agreement of the initial data:
lim
T→∞
lim sup
n→∞
‖v˜n(tn)− φn‖H10 (Ω) = 0.(4.6)
We first consider the case when tn ≡ 0. Using a change of variables and
Lemma 2.6, we have
‖v˜n(0)− φn‖H10 (Ω) = ‖χnφ>d(xn)θ‖H10 (Ωn) → 0 as n→∞.
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Next we consider the case when tn → ∞; the case tn → −∞ can be treated
similarly. In this case, we have tn > T for sufficiently large n. Thus,
‖v˜n(tn)− φn‖H10 (Ω)
= ‖e−iT∆Ωn [χnwn(T )]− χnφ]‖H10 (Ωn)
. ‖χn[wn(T )− w∞(T )]‖H10 (Ωn) + ‖(e
−iT∆Ωn − e−iT∆R3 )[χnw∞(T )]‖H1(R3)
+ ‖e−iT∆R3w∞(T )− φ‖H1(R3) + ‖(1− χn)w∞(T )‖H1(R3) + ‖(1− χn)φ‖H1(R3),
which converges to zero by first taking n → ∞ and then T → ∞. To see this, we
employ (4.3), Proposition 2.13 (after first approximating w∞(T ) by h ∈ C∞c (R
3)
and noting that χnh = h for n sufficiently large), and Lemma 2.6.
Step 4: Proving v˜n is an approximate solution to (1.1) in the sense that
lim
T→∞
lim sup
n→∞
‖[(i∂t +∆Ω)v˜n + |v˜n|
2v˜n‖N1(R) = 0.(4.7)
Let e := (i∂t + ∆Ω)v˜n + |v˜n|
2v˜n. We first consider the contribution of {t > T }
to LHS(4.7); the contribution of {t < −T } can be treated similarly. In this case,
we have e = |v˜n|
2v˜n. Thus, using Strichartz, Lemma 2.6, and (4.3), we estimate
‖e‖N1((T,∞)) = ‖|v˜n|2v˜n‖
L
5
3
t H
1, 30
23
0 ((T,∞)×Ω)
. ‖v˜n‖
2
L5t,x((T,∞)×Ω)‖v˜n‖L5tH
1, 30
11
0 ((T,∞)×Ω)
. ‖v˜n‖
2
L5t,x((T,∞)×Ω)‖χnwn(T )‖H10 (Ωn)
. ‖v˜n‖
2
L5t,x((T,∞)×Ω).
To continue, let w+ denote the asymptotic state of w∞, that is,
(4.8) ‖w∞(t)− eit∆w+‖S1([T,∞)×R3) → 0 as T →∞.
That such a w+ exists follows from the main theorem in [5]. By the triangle
inequality and Strichartz,
‖v˜n‖L5t,x((T,∞)×Ω) = ‖e
i(t−T )∆Ωn [χnwn(T )]‖L5t,x((T,∞)×Ωn)
. ‖(ei(t−T )∆Ωn − ei(t−T )∆R3 )[χnw∞(T )]‖L5t,x((T,∞)×Ωn)
+ ‖eit∆R3w+‖L5t,x((T,∞)×R3) + ‖e
−iT∆
R3w∞(T )− w+‖H1(R3)
+ ‖(1− χn)w∞(T )‖H1(R3) + ‖χn[wn(T )− w∞(T )]‖H10 (Ωn),
which converges to zero by first taking n → ∞ then T → ∞, in view of Propo-
sition 2.13, the monotone convergence theorem, Lemma 2.6 and (4.3). Thus the
contribution of {t > T } to LHS(4.7) is acceptable.
We are left to estimate the contribution of {|t| ≤ T } to LHS(4.7). In this case,
we compute
e = τxn
[
(χ3n − χn)|wn|
2wn + 2∇χn · ∇wn + (∆χn)wn
]
.
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Using a change of variables, we estimate the contribution of these terms as follows:
‖(χ3n − χn)|wn|
2wn‖N1([−T,T ])
. ‖(χ3n − χn)|wn|
2wn‖
L
10
7
t,x(R×Ωn)
+ ‖(3χ2n − 1)∇χn|wn|
2wn‖
L
10
7
t,x(R×Ωn)
+ ‖(χ3n − χn)|wn|
2∇wn‖
L
10
7
t,x(R×Ωn)
. ‖wn‖
2
L5t,x(R×R3)
[
‖wn − w∞‖
L
10
3
t,x(R×R3)
+ ‖w∞‖
L
10
3
t,x(R×{|x|∼d(xn)})
]
+ ‖∇χn‖L3x‖wn‖
2
L4tL
12
x (R×R3)
[
‖w∞‖L5t,x(R×{|x|∼d(xn)}) + ‖w∞ − wn‖L5t,x(R×R3)
]
+ ‖wn‖
L
10
3
t H
1, 10
3
0 (R×Ωn)
[
‖w∞‖L5t,x(R×{|x|∼d(xn)}) + ‖w∞ − wn‖L5t,x(R×R3)
]2
,
which converges to zero as n→∞ by (4.3) and the monotone convergence theorem.
Lastly,
‖2∇χn · ∇wn +∆χnwn‖N1([−T,T ])
. ‖∇χn · ∇wn‖L1tH10 (R×Ωn) + ‖∆χnwn‖L1tH10 (R×Ωn)
. T
[
‖∇χn‖L∞x ‖∇wn‖L∞t L2x + ‖∇χn‖L∞x ‖∆wn‖L∞t L2x + ‖∆χn‖L∞x ‖∇wn‖L∞t L2x
+ ‖∆χn‖L∞x ‖wn‖L∞t L2x + ‖∇∆χn‖L∞x ‖wn‖L∞t L2x
]
. Td(xn)
θ−1 → 0 as n→∞.
Thus the contribution of {|t| ≤ T } to LHS(4.7) is also acceptable.
Step 5: Constructing vn and approximating by C
∞
c functions.
Using (4.5), (4.6), (4.7) and Lemma 2.9, for n sufficiently large we obtain a global
solution vn to (1.1) with initial data vn(0) = φn which satisfies
‖vn‖L5t,x(R×Ω) . 1 and limT→∞
lim sup
n→∞
‖vn(t− tn)− v˜n(t)‖X1(R) = 0.(4.9)
It remains to prove (4.2). From the density of C∞c (R×R
3) functions in X1(R),
for any ε > 0 we can find ψε ∈ C
∞
c (R× R
3) such that
‖w∞ − ψε‖X1(R) ≤ ε3 .
Using also (4.9), we see that to prove (4.2) it suffices to show
‖v˜n(t, x)− w∞(t, x− xn)‖X1(R) ≤ ε3(4.10)
for n, T sufficiently large. By (4.4) and the triangle inequality,
LHS(4.10) ≤ ‖χnwn − w∞‖X1([−T,T ]) + ‖ei(t−T )∆Ωn [χnwn(T )]− w∞‖X1((T,∞))
+ ‖ei(t+T )∆Ωn [χnwn(−T )]− w∞‖X1((−∞,−T )).
Arguing as in Lemma 2.6 and using (4.3), we have
‖χnwn − w∞‖X1([−T,T ]) ≤ ‖χn(wn − w∞)‖X1(R) + ‖(1− χn)w∞‖X1(R) → 0
as n → ∞. Next, we estimate the contribution of {t > T }; the contribution of
{t < −T } can be handled similarly. To this end, we observe that
‖ei(t−T )∆Ωn [χnwn(T )]− w∞‖X1((T,∞))
. ‖wn − w∞‖L∞t H1x + ‖e
i(t−T )∆Ωnχnw∞(T )‖X1((T,∞)) + ‖w∞(t)‖X1((T,∞)).
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The first term converges to zero as n → ∞ by virtue of (4.3), while the last term
converges to zero as T → ∞ by the dominated convergence theorem. This leaves
us to estimate the middle term, which is bounded by
‖ei(t−T )∆Ωnχnw∞(T )‖
L5tL
30
11
x ((T,∞))
+ ‖ei(t−T )∆Ωn (−∆Ωn)
1
2 [χnw∞(T )]‖
L5tL
30
11
x ((T,∞))
.
Using Proposition 2.13 and (4.8), the first of these two summands is easily seen to
converge to zero when first taking n → ∞ and then T → ∞. Let us focus instead
on the treatment of the second summand, which requires an additional idea:
‖ei(t−T )∆Ωn (−∆Ωn)
1
2 [χnw∞(T )]‖
L5tL
30
11
x ((T,∞))
. ‖(−∆Ωn)
1
2 [χnw∞(T )]− χn(−∆R3)
1
2w∞(T )‖L2x
+ ‖[ei(t−T )∆Ωn − ei(t−T )∆R3 ]χn(−∆R3)
1
2w∞(T )‖
L5tL
30
11
x ((T,∞))
+ ‖ei(t−T )∆R3χn(−∆R3)
1
2w∞(T )‖
L5tL
30
11
x ((T,∞))
.
Now observe that the first term converges to zero as n→∞ by virtue of part three
of Proposition 2.13 and Lemma 2.6; the second term converges to zero as n → ∞
by virtue of part four of Proposition 2.13; the last term converges to zero as n→∞
and then T →∞ by virtue of (4.8) and the dominated convergence theorem. This
completes the proof of Theorem 4.1. 
5. A Palais–Smale condition
The goal of this section is to prove a Palais–Smale condition for minimizing
sequences of blowup solutions to (1.1).
Throughout this section, we use the notation
SI(u) :=
∫
I
∫
Ω
|u(t, x)|5 dx dt,
where I ⊆ R denotes a time interval. For λ ∈ (0,∞), we define
L(Fλ) := sup{SI(u)},
where the supremum is taken over all solutions u : I × Ω→ C to (1.1) such that
Fλ(u) ≤ Fλ and ‖∇u(t)‖L2(Ω)‖u(t)‖L2(Ω) < ‖∇Q‖L2(R3)‖Q‖L2(R3)
for some t ∈ I. By Theorem 1.2 and Proposition 2.16, we have L(Fλ) < ∞,
provided Fλ is sufficiently small. Indeed,
‖u‖X1(R) .λ F
λ(u0)
1
2 whenever Fλ(u0) .λ η0,(5.1)
where η0 is the small data threshold given by Theorem 1.2.
Therefore, if Theorem 1.4 fails to be true, then there exist a λ0 ∈ (0,∞) and a
critical value 0 < Fλ0c < F
λ0∗ such that
L(Fλ0) <∞ for Fλ0 < Fλ0c and L(F
λ0) =∞ for Fλ0 > Fλ0c .(5.2)
Proposition 5.1 (Palais–Smale condition). Let un : In × Ω→ C be a sequence of
solutions to (1.1) and let tn ∈ In satisfy
‖∇un(tn)‖L2(Ω)‖un(tn)‖L2(Ω) < ‖∇Q‖L2(R3)‖Q‖L2(R3)(5.3)
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and
lim
n→∞
Fλ0(un) = F
λ0
c < F
λ0∗ and limn→∞
S≥tn(un) = lim
n→∞
S≤tn(un) =∞.
Then {un(tn)} is precompact in H
1
0 (Ω).
Proof. Using the time-translation symmetry of (1.1), we may take tn ≡ 0 and so
lim
n→∞
S≥0(un) = lim
n→∞
S≤0(un) =∞.(5.4)
Applying Theorem 3.2 to the sequence un(0) (which is bounded in H
1
0 (Ω) by
hypothesis) and passing to a subsequence if necessary, we obtain the linear profile
decomposition
un(0) =
J∑
j=1
φjn + w
J
n .(5.5)
In particular, from energy and mass decoupling, for any given J we have
Fλ0(un) =
J∑
j=1
Fλ0(φjn) + F
λ0(wJn) + o(1) as n→∞.(5.6)
To prove the proposition we need to show that J∗ = 1, w1n → 0 in H
1
0 (Ω),
t1n ≡ 0, and that the only profile φ
1
n conforms to Case 1. All other possibilities will
be shown to contradict (5.4). We distinguish two scenarios.
Scenario I: supj lim supn→∞ F
λ0(φjn) = F
λ0
c .
From the non-triviality of the profiles, we have lim infn→∞ Fλ0c (φ
j
n) > 0 for every
1 ≤ j ≤ J∗; indeed, ‖φjn‖H10 (Ω) → ‖φ
j‖H1(R3). Thus, (5.6) implies that there is a
single profile in the decomposition (5.5), that is J∗ = 1, and we can write
un(0) = φn + wn with ‖wn‖H10 (Ω) → 0.(5.7)
If φn conforms to Case 2, then by Theorem 4.1 there exists a global solution
vn to (1.1) with initial data vn(0) = φn, which satisfies finite spacetime bounds,
uniform for n large. By Lemma 2.9, these spacetime bounds extend to un for n
sufficiently large, which contradicts (5.4). Therefore φn must conform to Case 1
and we have the decomposition
un(0) = e
itn∆Ωφ+ wn with ‖wn‖H10(Ω) → 0,
and tn ≡ 0 or tn → ±∞. If tn ≡ 0 we obtain the desired compactness. Thus, we
only need to preclude the case tn → ±∞.
Let us suppose tn → ∞; the case tn → −∞ can be treated symmetrically. In
this case, using Strichartz and the monotone convergence theorem we get
S≥0(eit∆Ωun(0)) . S≥tn(e
it∆Ωφ) + S≥0(eit∆Ωwn)→ 0 as n→∞.
By Lemma 2.9, this implies that S≥0(un)→ 0, which again contradicts (5.4).
Scenario II: supj lim supn→∞ F
λ0(φjn) ≤ F
λ0
c − 2δ for some δ > 0.
We first observe that for each finite J ≤ J∗ we have F (φjn) ≤ F
λ0
c − δ for
all 1 ≤ j ≤ J and n sufficiently large. Moreover, from mass and kinetic energy
decoupling, Proposition 2.16, and (5.3), there exists γ = γ(λ0, F
λ0
c ) > 0 such that
‖∇φjn‖L2(Ω)‖φ
j
n‖L2(Ω) <
(
1− γ
)
‖∇Q‖L2(R3)‖Q‖L2(R3)(5.8)
for all 1 ≤ j ≤ J and n sufficiently large.
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If j conforms to Case 1 and tjn ≡ 0, we define v
j : Ij×Ω→ C to be the maximal-
lifespan solution to (1.1) with initial data vj(0) = φj . If instead tjn → ±∞, we
define vj : Ij × Ω→ C to be the maximal-lifespan solution to (1.1) which scatters
to eit∆Ωφj as t→ ±∞. In both cases, we define vjn(t, x) = v
j(t+ tjn, x). Note that
vjn is also a maximal-lifespan solution on I
j
n = I
j−{tjn}. Moreover, for n sufficiently
large we have 0 ∈ Ijn and
lim
n→∞
‖vjn(0)− φ
j
n‖H10 (Ω) = 0.(5.9)
Combining this with F (φjn) ≤ F
λ0
c − δ, (5.2), and (5.8), we see that v
j
n is a global
solution to (1.1) with finite spacetime bounds. Therefore, we can approximate vjn
by C∞c (R× R
3) functions. For any ε > 0 we choose ψ˜jε ∈ C
∞
c (R× R
3) such that
‖vj − ψ˜jε‖X1(R) ≤ ε/2.
Define ψjε = τ−xj∞ ψ˜
j
ε. Changing variables, for n sufficiently large we get
‖vjn − τxjnψ
j
ε(·+ t
j
n)‖X1(R) < ε.(5.10)
If j conforms to Case 2, we apply Theorem 4.1 to obtain a global solution vjn to
(1.1) with vjn(0) = φ
j
n. By Theorem 4.1, this solution has finite spacetime bounds
and satisfies (5.10).
In all cases, we may use (5.1) together with the bounds on the spacetime norms
of vjn to deduce
‖vjn‖X1(R) .Fλ0c ,δ F (v
j
n)
1
2 .
F
λ0
c ,δ
1.(5.11)
Combining this with (5.6) yields
lim sup
n→∞
J∑
j=1
‖vjn‖
2
X1(R) .Fλ0c ,δ
J∑
j=1
F (φjn) .Fλ0c ,δ
1,(5.12)
uniformly for finite J ≤ J∗. Using also (5.10) and the asymptotic decoupling of
parameters (3.14), one immediately deduces that
lim sup
n→∞
∥∥∥∥
J∑
j=1
vjn
∥∥∥∥
X1(R)
.
F
λ0
c ,δ
1 uniformly for finite J ≤ J∗.(5.13)
Moreover, the same argument combined also with (5.6) shows that for given η > 0
there exists J ′ = J ′(η) such that
lim sup
n→∞
∥∥∥∥
J∑
j=J′
vjn
∥∥∥∥
X1(R)
≤ η uniformly in J ≥ J ′.(5.14)
We are now ready to construct an approximate solution to (1.1). For each n and
J we define
uJn :=
J∑
j=1
vjn + e
it∆ΩwJn .(5.15)
Obviously uJn is defined globally in time. We will verify that for n and J large, u
J
n
is an approximate solution to (1.1) with global finite spacetime bounds and that
uJn(0) is a good approximation for un(0) in H
1
0 (Ω). An application of Lemma 2.9
then yields that un satisfies finite spacetime bounds globally in time, uniformly in
n large. This contradicts (5.4) and so Scenario 2 cannot occur.
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We now turn to verifying the claims we made above about uJn.
Claim 1: Asymptotic matching of the initial data: For any finite J we have
lim
n→∞ ‖u
J
n(0)− un(0)‖H10 (Ω) = 0.
Indeed, this follows immediately from (5.5), (5.9), and (5.15).
Claim 2: Finite spacetime bounds for uJn:
lim sup
n→∞
‖uJn‖X1(R) .Fλ0c ,δ
1 uniformly in J.
This follows easily from (5.13) and the Strichartz estimate.
Claim 3: uJn is an approximate solution to (1.1) for n, J large:
lim
J→J∗
lim sup
n→∞
‖(i∂t +∆Ω)u
J
n + |u
J
n|
2uJn‖N1(R) = 0.
Denote F (z) := −|z|2z and write
(i∂t +∆Ω)u
J
n − F (u
J
n) =
J∑
j=1
F (vjn)− F (u
J
n)
=
J∑
j=1
F (vjn)− F
( J∑
j=1
vjn
)
+ F (uJn − e
it∆ΩwJn)− F (u
J
n).(5.16)
Using the equivalence of Sobolev spaces, we obtain
∥∥∥∥
J∑
j=1
F (vjn)− F
( J∑
j=1
vjn
)∥∥∥∥
N1(R)
.J
∑
j 6=k
‖vkn|v
j
n|
2‖
L
5
3
t L
30
23
x
+
∑
j 6=k
‖vjnv
k
n∇v
j
n‖
L
5
3
t L
30
23
x
+
∑
j 6=k
‖|vjn|
2∇vkn‖
L
5
3
t L
30
23
x
.J
∑
j 6=k
‖vjnv
k
n‖
L
5
2
t,x
‖vjn‖X1 +
∑
j 6=k
‖vjn‖L5t,x‖v
j
n∇v
k
n‖
L
5
2
t L
30
17
x
,
which converges to zero as n → ∞ in view of (5.11) and the asymptotic orthogo-
nality of parameters (3.14) combined with (5.10).
We now turn to estimating the second difference in (5.16). We will show
lim
J→∞
lim sup
n→∞
‖F (uJn − e
it∆ΩwJn)− F (u
J
n)‖N1(R) = 0.(5.17)
Using Ho¨lder, Claim 2, and Strichartz, we estimate
‖F (uJn)− F (u
J
n − e
it∆ΩwJn)‖
L
5
3
t L
30
23
x
.
[
‖uJn‖
2
L5tL
60
17
x
+ ‖eit∆ΩwJn‖
2
L5tL
60
17
x
]
‖eit∆ΩwJn‖L5t,x
.
F
λ0
c ,δ
‖eit∆ΩwJn‖L5t,x ,
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which converges to zero as n→∞ and J →∞. Similarly,
‖∇[F (uJn)− F (u
J
n−e
it∆ΩwJn)]‖N0
.
1∑
k=0
‖∇uJn‖
L5tL
30
11
x
‖uJn‖
k
L5t,x
‖eit∆ΩwJn‖
2−k
L5t,x
+
2∑
k=0
‖uJn‖
k
L5t,x
‖uJn∇e
it∆ΩwJn‖L2t,x‖e
it∆ΩwJn‖
2−k
L5t,x
.
F
λ0
c ,δ
1∑
k=0
‖eit∆ΩwJn‖
2−k
L5t,x
+ ‖uJn∇e
it∆ΩwJn‖L2t,x .
To prove (5.17), it thus remains to show that
lim
J→∞
lim sup
n→∞
‖uJn∇e
it∆ΩwJn‖L2t,x = 0.
Using (5.14), Ho¨lder, and Strichartz, this further reduces to showing that
lim
J→∞
lim sup
n→∞
‖vjn∇e
it∆ΩwJn‖L2t,x = 0 for each 1 ≤ j ≤ J
′.
This however follows easily from (5.10) and Corollary 2.11.
This completes the proof of Claim 3 and so the proof of the proposition. 
6. Proof of Theorem 1.4
We will prove Theorem 1.4 in two steps. First we will show that the Palais–
Smale condition guarantees that the failure of Theorem 1.4 implies the existence of
almost periodic counterexamples. In the second step, we will use a virial argument
to preclude the existence of such almost periodic solutions.
Theorem 6.1 (Existence of almost periodic solutions). Suppose Theorem 1.4 fails.
Then there exist λ0 ∈ (0,∞), a critical value F
λ0
c < F
λ0∗ , and a global solution u
to (1.1) with F (u) = Fλ0c , which blows up in both time directions in the sense that
S≥0(u) = S≤0(u) =∞,
and whose orbit {u(t) : t ∈ R} is precompact in H10 (Ω).
Proof. If Theorem 1.4 fails, then there exist λ0 ∈ (0,∞), a critical value F
λ0
c <
Fλ0∗ , and a sequence of solutions un : In × Ω → C such that F (un) → F
λ0
c and
SIn(un)→∞. Let tn ∈ In be such that S≥tn(un) = S≤tn(un) =
1
2SIn(un); then
lim
n→∞
S≥tn(un) = lim
n→∞
S≤tn(un) =∞.(6.1)
Applying Proposition 5.1 and passing to a subsequence if necessary, we find φ ∈
H10 (Ω) such that un(tn)→ φ in H
1
0 (Ω). In particular, F
λ0(φ) = Fλ0c .
Let u : I × Ω → C be the maximal-lifespan solution to (1.1) with initial data
u(0) = φ. Using Lemma 2.9 and (6.1), we get
S≥0(u) = S≤0(u) =∞.(6.2)
Note that as Fλ0c < F
λ0∗ , Proposition 2.16 guarantees that ‖u‖L∞t H10 (I×Ω) ≤
C(Fλ0c ) < ∞. Thus, by the standard local theory for (1.1) (see Theorem 1.2), we
obtain that u is global in time.
Finally, we note that the orbit of u is precompact in H10 (Ω). Indeed, for any
sequence {t′n} ⊂ I, (6.2) implies that S≤t′n(u) = S≥t′n(u) = ∞. An application
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of Proposition 5.1 then yields that {u(t′n)} admits a subsequence that converges
strongly in H10 (Ω). 
Proof of Theorem 1.4. Assume that Theorem 1.4 fails and let u be the minimal
blowup solution given by Theorem 6.1. By Lemma 2.12,
∂t Im
∫
Ω
u¯(t, x)∂ku(T, x)∂kφR(x) dx ≥
∫
Ω
4|∇u(t, x)|2 − 3|u(t, x)|4 dx
−O
(
R−2 +
∫
|x|≥R
|u(t, x)|4 + |∇u(t, x)|2 dx
)
.
By Proposition 2.16, there exists a small constant c > 0 such that∫
Ω
4|∇u(t, x)|2 − 3|u(t, x)|4 dx ≥ c,
uniformly for t ∈ R. Therefore, as the orbit of u is precompact in H10 (Ω), we can
guarantee that
∂t Im
∫
Ω
u¯(t, x)∂ku(T, x)∂kφR(x) dx ≥
c
2 ,
by taking R large enough. Integrating this over [0, T ] and using Cauchy–Schwarz,
we get
c
2T ≤
∣∣∣Im ∫
Ω
u¯(T, x)∂ku(T, x)∂kφR(x) dx − Im
∫
Ω
u¯0(x)∂ku0(x)φR(x) dx
∣∣∣
. R‖u‖L∞t L2x(R×Ω)‖∇u‖L∞t L2x(R×Ω) . R.
Taking T sufficiently large, we derive a contradiction. 
7. Proof of Proposition 1.5
The goal of this section is to prove Proposition 1.5. Recall that without loss of
generality, we may assume that 0 ∈ Ωc ⊂ B(0, 1).
We will prove the proposition for λ = 1/2, because for this value of λ, the
optimizer is the unrescaled ground state Q:
inf
µ>0
F 1/2(Qµ) = F 1/2(Q) = F
1/2
∗ .
The proof for arbitrary λ ∈ (0,∞) runs exactly parallel, but with messier formulas.
Indeed, the general case can be reduced to λ = 1/2 via rescaling.
To see that Q does indeed correspond to λ = 1/2, one needs to exploit the
Pohozaev identities obeyed by solutions to ∆Q +Q3 = Q, namely,
(7.1)
∫
R3
|Q(x)|2 dx = 14
∫
R3
|Q(x)|4 dx = 13
∫
R3
|∇Q(x)|2 dx.
To construct our sequence of solutions with diverging spacetime bounds, we
consider the initial data:
φn(x) := (1− εn)χ(x)Q(x + xn) where εn → 0, |xn| → ∞,
and χ is a smooth cutoff such that χ(x) = 0 for |x| ≤ 1 and χ(x) = 1 for |x| ≥ 2.
More precisely, for a fixed sequence {εn} converging to zero, we choose {xn} ⊂ R
3
marching off to infinity rapidly enough that
‖∇φn‖L2(Ω)‖φn‖L2(Ω) < ‖∇Q‖L2(R3)‖Q‖L2(R3) and F
1/2(φn)ր F
1/2
∗ .
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That this is possible follows from the dominated convergence theorem and the
following consequence of (7.1):
F 1/2((1 − ε)Q) =
[
1− 4ε2 +O(ε3)
]
F
1/2
∗ for ε small enough.
By Proposition 2.16, there exists a unique global solution un : R × Ω → C to
(1.1) with initial data un(0) = φn. We will prove that for n sufficiently large,
u˜n(t, x) := e
itφn(x)
is an approximate solution to (1.1) on any fixed compact time interval [−T, T ].
More precisely, we will show that for a fixed T > 0,
lim
n→∞
∥∥(i∂t +∆Ω)u˜n + |u˜n|2u˜n∥∥N1([−T,T ]) = 0.(7.2)
Therefore, by Lemma 2.9, for n sufficiently large we get
‖un‖L5t,x([−T,T ]×Ω) & ‖u˜n‖L5t,x([−T,T ]×Ω) &Q T.
As T > 0 is arbitrary, this gives the desired blowup of the L5t,x-norm as n→∞.
It remains to prove (7.2). A simple computation shows that[
(i∂t +∆Ω)u˜n + |u˜n|
2u˜n
]
(x)
= eit(1 − εn)
[
(χ3 − χ)(x)Q(x + xn) + 2∇χ(x)∇Q(x + xn) + ∆χ(x)Q(x + xn)
]
− eitεn(1− εn)(2 − εn)χ
3(x)Q(x + xn).
By the dominated convergence theorem, we see that the N1([−T, T ])-norm of the
sum in the square brackets converges to zero as |xn| → ∞. Taking εn → 0, one can
also render arbitrarily small the N1([−T, T ])-norm of the last term on the right-
hand side of the equality above. This proves (7.2) and so completes the proof of
Proposition 1.5. 
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