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Limit Theorems in Hidden Markov Models
Guangyue Han
Abstract—In this paper, undermild assumptions, we derive a law
of large numbers, a central limit theorem with an error estimate,
an almost sure invariance principle, and a variant of the Chernoff
bound in finite-state hidden Markov models. These limit theorems
are of interest in certain areas of information theory and statis-
tics. Particularly, we apply the limit theorems to derive the rate
of convergence of the maximum likelihood estimator in finite-state
hidden Markov models.
Index Terms—Entropy, hidden Markov models, limit theorem,
Shannon-McMillan-Breiman theorem.
I. MAIN RESULTS AND RELATED WORK
C ONSIDER a discrete memoryless channel with a finiteinput alphabet and a finite output alphabet . As-
sume that, at each time slot, the channel is characterized by
the channel transition probability matrix . Let
be the input process over , which is a
stationary Markov chain with transition probability matrix .
Let denote the output process over , which is often referred
to as a hidden Markov chain (or hidden Markov processes) in
information theory (for an excellent survey on hidden Markov
processes, see [16]); alternatively, can be viewed as a prob-
abilistic function of , which is characterized by . For some
, assume that is analytically parameterized by
, where is true parameter, which is often
assumed unknown in a statistical context, and denotes
the closed -ball around in .
For any , we are interested in the limiting
probabilistic behavior of the th derivative of
with respect to any , denoted by ; here,
is used to denote the sequence of random variables
, and similar notational convention will be
followed in the sequel. We will prove limit theorems for appro-
priately normalized versions of , for any fixed
and any . Here, we remark that, only for notational
convenience, we are treating as a 1-D variable throughout
this paper.
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For given , consider the following two conditions.
(I) for any , is a strictly positive matrix and is
irreducible and aperiodic;
(II) for any , ,
where (the exis-
tence of this limit under Condition (I) will be established
later).
And we define
when the limit exists.
The following theorem is an analog of the law of large num-
bers (LLL).
Theorem 1.1: Fix and assume Condition (I).
Then, for any , is well defined, and
For the case , Theorem 1.1 has already been observed
in [2], where the convergence is used to prove the consistency
of the maximum likelihood estimator (MLE) in a hidden
Markov model; the cases , 1 have been established in
[32], where the consistency of the MLE for general hidden
Markov models is considered. Note that when , we have
, where denotes the entropy
rate of the hidden Markov chain at the true parameter .
So, when , Theorem 1.1 is a (rather) special case of
the celebrated Shannon–McMillan–Breiman theorem, which
only assumes the stationarity and ergodicity of . Entropy
rate of a hidden Markov chain is of great importance in many
areas in mathematics and physics; in particular, the compu-
tation of is a first step to compute the capacity of a
finite-state channel in information theory. Unfortunately, it is
notoriously difficult to compute such a fundamental quantity
(see [16], [31] and references therein). Recently, based on
the Shannon–McMillan–Breiman theorem, efficient Monte
Carlo methods for approximating were proposed
independently by Arnold and Loeliger [1], Pfister et al. [35],
and Sharma and Singh [43].
We will prove the following central limit theorem (CLT) for
with an error estimate, which is often referred to
as Berry–Esseen bound [3], [17] in probability theory. Here, we
remark that, in this paper, to avoid notational cumbersomeness,
while ensuring its dependence on various variables, we often
use to denote a constant, which may not be the same on each
appearance.
0018-9448/$31.00 © 2012 IEEE
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Theorem 1.2: Fix and assume Conditions (I) and
(II). For any , there exists such that for any
where .
For the case , Theorem 1.2 (without the Berry–Esseen
bound) has first been shown in [2], which, together with The-
orem 1.1 for the case , can be further used to derive the
asymptotic normality of the MLE for a hidden Markov model.
This asymptotic normality result is of great importance to the
statistical estimation aspects in hidden Markov models and has
been generalized extensively in [5], [6], [13], [14], [29], [32],
[40], and [41].
Theorem 1.2 for the case and (again without the
Berry–Esseen bound) has been considered in more probabilistic
settings as well: a CLT for assuming is a Markov
chain is first proven in [46]; this result is further generalized
to obtain a refinement of the Shannon–McMillan–Breiman the-
orem in [27] under some mixing assumptions; under somewhat
similar conditions, an almost sure invariance principle, a deep
result which, amongmany other applications, implies a CLT, has
been established in [37]; the almost sure invariance principle is
used to study the asymptotic behavior of the so-called recur-
rence and waiting times in [28], where a CLT for is
embedded in the main results.
In a more information theoretical context, a CLT [36] for
is derived as a corollary of a CLT for the top Lya-
punov exponent of a product of random matrices; a functional
CLT is also established in [26]. In essence, both of these two
CLTs are proved using effective Martingale approximations of
(see [19] for this standard technique).
There is also a large body of work (see [25], [24] and ref-
erences therein) on variants of the CLT for the empirical en-
tropy of some ergodic mappings in the language of ergodic
theory, among which of great relevance to this work are [25]
and [24], where CLTs with Berry–Esseen bounds are derived.
Here, we remark that there are minor mistakes in the proof of
the main results in [25]; it appears that a modified proof, to-
gether with stronger assumptions, can only yield weaker results
than claimed in [25].
Note that the error estimate in the CLTs is of great signif-
icance in many scenarios, such as characterizing the speed of
convergence of the aforementioned Monte Carlo simulation in
[1], [35], and [43] and deriving nonasymptotic coding theorems
information theory [45], and so on. Among all the previously
mentioned related work, only [25] and [24] give error estimates
for the CLTs. Compared to these two works, where only some
mixing conditions are assumed for , our assumptions are rather
strong. On the other hand, our CLT is considerably stronger in
the sense that it is essential for a class of functions including
and its derivatives with tighter error estimate.
Following Phillip and Stout [37], we prove the following al-
most sure invariance principle.
Theorem 1.3: Fix and assume Conditions (I)
and (II). Define a continuous parameter process
by setting
Then, for any given , without changing the distribution
of , we can redefine the process on
a richer probability space together with the standard Brownian
motion such that for any
As elaborated in [37], an almost sure invariance principle is
a fundamental theorem with many applications, which include,
besides a CLT and some large deviation results, a law of iterated
logarithm (LIL). The following LIL immediately follows from
Theorem 1.3.
Theorem 1.4: Fix and assume Conditions (I) and
(II). Then, for any , we have
Theorem 1.4 is somewhat “known”: the almost sure invari-
ance principle in [37], which is established under much weaker
conditions, implies Theorem 1.4 for the case . In [33], it
has been shown that with reasonable assumptions, a CLT with a
sharp enough error estimation term implies an LIL for i.i.d. se-
quences of random variables. For possibly dependent sequences
of random variables, Petrov’s result may not be directly applied
to derive an LIL; however, the spirit of the proof can be cau-
tiously followed to establish Theorem 1.4 as an alternative ap-
proach (see [38]). Using this idea, an LIL (again for the case
) has also been noted in [25] and [24] under some mixing
assumptions. The cases , 1, 2 have been derived [32] via a
martingale approach (which, in principle, should be able to es-
tablish Theorem 1.4 for any generic ) and further used to derive
an almost sure convergence rate of the MLE for a class of gen-
eral-state hidden Markov models.
We also prove the following variant of the Chernoff bound
(see [11]), giving a subexponentially decaying upper bound for
the tail probability of . Let us note that, in contrast to the pre-
vious ones, the upper bound in the following theorem is uniform
over all , and this uniformity will be used in the proof of
Theorem 1.6. On the other hand, all the previous theorems can
be strengthened to their uniform versions, which, however, are
not needed in this paper.
Theorem 1.5: Fix and assume Condition (I). For
any and any , there exist ,
such that for any and any
Let , the interior of , be an th-order MLE for the
considered hidden Markov model, that is,
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which is well defined if is nonempty.
The consistency of the MLE in hidden Markov models have
been extensively discussed in statistical contexts and various
sufficient conditions guaranteeing the convergence of the MLE
have been given (see representative work in [2], [29], [6], and
[15]). As one of the principal applications of the limit theorems
above, assuming the consistency of the MLE, the following the-
orem further gives the rate of convergence of the estimators
to the true parameter . Here, we remark that Theorem 1.2 with
and Theorem 1.5 with are used in the proof.
Theorem 1.6: Assume Condition (I) and assume the
consistency of the MLE (namely, with proba-
bility 1). Let be an integer-valued random time such that
is nonempty for all . If
is negative definite for all , then for any , , there
exists such that for all
II. LIMIT THEOREMS UNDER EXPONENTIAL MIXING AND
FORGETTING CONDITIONS
A stationary stochastic process is said to be
-mixing if
where denotes the -field generated by
. Let be a stationary -mixing sequence
of random variables over a finite alphabet satisfying the fol-
lowing property.
(a) [exponential mixing] There exist , such
that
for all .
Let be the set of all finite words over , and let
be a function satisfying the following properties.
(b) There exist , such that for all
(c) [exponential forgetting] There exist ,
such that for any two hidden Markov sequences ,
with (here , ), we have
Define
and
We will also consider
(d) (the existence of this limit
under Conditions (a)–(c) will be established in Lemma 3.3
and Remark 3.4).
We will prove the following theorems under Conditions
(a)–(d). Not only can these theorems be used to prove the main
results in Section I, but also they are of interest in their own
right. The first theorem is an LLL.
Theorem 2.1: Assume Conditions (b) and (c). With proba-
bility 1
as
We will also prove the following CLT with a Berry–Esseen
bound.
Theorem 2.2: Assume Conditions (a)–(d). For any ,
there exists such that for any
where .
The following theorem is an almost sure invariance principle.
Theorem 2.3: Assume Conditions (a)–(d). Define a contin-
uous parameter process by setting
Then, for any given , without changing the distribution
of , we can redefine the process on
a richer probability space together with the standard Brownian
motion such that for any
As one of many applications of Theorem 2.3, the following LIL
immediately follows.
Theorem 2.4: Assume Conditions (a)–(d). Then, we have
We also prove the following variant of the Chernoff bound (see
[11]), giving a subexponentially decaying upper bound for the
tail probability of .
Theorem 2.5: Assume Conditions (a)–(c). For any and
any , there exist , such that for any
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III. PROOFS OF THE THEOREMS IN SECTION II
A. Key Lemmas
From now on, we rewrite as
for notational simplicity.
The following lemma shows that for a fixed ,
converges exponentially as , and for any
, decays exponentially in .
Lemma 3.1: Assume Conditions (a)–(c).
1) There exist , (here is as in Condition
(c)) such that for all ,
2) There exist , such that for any positive
Proof:
1) Simple computations lead to
(1)
By Condition (b), and are all
bounded from above and below uniformly in . It then
follows from this fact and Condition (c) that there exist
, such that
Part 1 of the lemma then immediately follows.
2) Let . By Conditions (a) and (c), there exist
, such that
Notice that the constants in , above do not
depend on . Part 2 then immediately follows.
Remark 3.2: By Part 1 of Lemma 3.1, for any fixed ,
the sequence , , is a Cauchy se-
quence that converges exponentially. For any fixed , let
. Then by Part 2, decays expo-
nentially as ; consequently, we deduce (for later use)
that converges.
Lemma 3.3: AssumeConditions (a)–(c). For any ,
there exists such that for any and
Here, recall that, as defined in Remark 3.2,
.
Proof: Letting for a fixed , we then
have
By Part 1 of Lemma 3.1 and Remark 3.2, for any ,
for some . It then fol-
lows that for
Here, the constant in does not depend on . Also, by Part 2
of Lemma 3.1 and Remark 3.2, there exists such that
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for all , and, thus, .
Continuing the computation, we have the first equation at the
bottom of the page. The lemma then immediately follows if we
let go to infinity.
Remark 3.4: Choosing in Lemma 3.3 to be 0, we deduce
that exists and is equal to .
Lemma 3.5: For any , there exists such that for
all and
Proof: By Condition (c) and the stationarity of , we ob-
serve that for any ,
(2)
Notice that for any
So, in order to prove the lemma, it suffices to prove that for any
, there exists such that
Now, for any , consider the term , where
and ’s are all strictly positive
satisfying . Let be the
smallest index such that for all ,
(3)
Now, for any , recalling that
we define
Applying Condition (c), we have for some
We then have the decomposition shown at the bottom of the
page, where are
some intermediate terms produced during the decomposition
and is the residual term resulted from the
decomposition. Using (3) and Conditions (a)–(c), we can verify
that for some
(4)
Note that the above decomposition can be recursively applied to
and . It then follows
that can be decomposed into a sum of at
most terms, each of which taking the following form:
where each , and
are the residual terms resulted from the re-
cursive decomposition. Then, similarly as in deriving (4), one
checks that can be written as a sum of at most terms,
each of which is upper bounded by
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where
(5)
and the summation is over all possible satis-
fying (5), which can be estimated by
It then follows that
We then have established the lemma.
Lemma 3.6: For any , there exists such that for
all and
Proof: The lemma immediately follows from Lemma 3.5
and the fact that for any ,
B. Proof of Theorem 2.1
It follows from Condition (c) that there exists such
that for any
which implies that exists,
and
and furthermore
We then have
Here, we remark that the constants in all the above -terms
are independent of , . Note that the sequence
is stationary and ergodic. Applying the Birkhoff
ergodic theorem, and using the fact that as
, we then establish the theorem.
C. Proof of Theorem 2.2
For any fixed , we consecutively partition the
partial sum into blocks such that each is
of length and each is of length .
In other words, for any feasible ,
and
Then, can be rewritten as a sum of -“blocks” and -“blocks”
where . The above so-called Bern-
stein blocking method [4] is a standard technique for proving
limit theorems for a variety of mixing sequences. Roughly
speaking, the partial sum is partitioned into “short blocks”
and “long blocks” . Under certain
mixing conditions, all long blocks are “weakly dependent”
on each other, while all short blocks are “negligible” in some
sense.
Now, we will “truncate” ’s to obtain ’s. In more detail,
recall that for any with , we
have
We then define
Applying Condition (c), we derive that
(6)
We then define
and
With lemmas in Section III-A established, the remainder of
the proof of Theorem 2.2 becomes more or less standard, which
can be roughly outlined as follows.
1) We first show and
are “close” (see Lemma
3.9).
2) Then, by the standard Esseen’s Lemma, we show
and are “close” (see Lemma
3.10).
3) Finally, since are “negligible”, we conclude, in
the proof of Theorem 2.2, that and
are “close,” and thus and
are “close”.
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Before proceeding, we first remind the reader the classical
Esseen’s inequality (see, e.g., [34, Lemma 5.1, p. 147]).
Lemma 3.7 (Esseen’s Inequality): Let be in-
dependent random variables with , ,
. Let
and let , be the distribution, characteristic func-
tions of the random variable , respectively. Then
(7)
for .
The following lemma is a version of Esseen’s lemma, which
gives an upper bound on the difference between two distribution
functions using the difference between the two corresponding
characteristic functions. We refer to [44, p. 314] for a standard
proof.
Lemma 3.8 (Esseen’s Lemma): Let and be distri-
bution functions with characteristic functions and ,
respectively. Suppose that the distributions corresponding to
and each has mean 0, and is differentiable and
for any , for some . Then
for every .
We will need the following lemma.
Lemma 3.9: There exist , such that for all
and
Proof: Let . ByCondition
(a), there exists such that the equation at the bottom
of the page holds, where, again,
is rewritten as . Noticing that and
applying an inductive argument, we conclude that
which immediately implies the lemma.
Now, applying Lemma 3.8, we can derive the following
lemma.
Lemma 3.10: There exists such that for all
Proof: Note that all ’s have the same distribution. So,
Lemma 3.9 in fact implies that
(8)
for some . Consider a sequence of i.i.d. random vari-
ables , , each of which is distributed according
to . It then follows from (8) that
(9)
Now, let
(10)
It follows from Condition (a) that for some
which implies that
(11)
for some . Therefore, combining (9) and (11), we
deduce that
(12)
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for some . So, in the sense of (12), we can approx-
imate using the sum of i.i.d random variables ,
, each of which is distributed according to .
Applying Lemma 3.7 to the i.i.d. sequence , we deduce
that for
(13)
where
Note that, by (10) and Lemma 3.3, we have
Furthermore, by (6) and Lemma 3.6, we have
It then follows that there exists such that for all
(14)
From now on, let , be the characteristic func-
tions of the random variable , , respectively.
Then, by Lemma 3.8, we have
for every . It then follows that for any
Note that there exists such that for all
(15)
Now, setting and applying (13), (15)
and (12), we then have
which immediately implies the lemma.
We are now ready to prove Theorem 2.2. The key point is
is “close” to .
Proof of Theorem 2.2: Applying Conditions (a), (c), and
Lemma 3.3, we deduce that for any small
and
It then follows that
Next, applying Condition (b) and Lemma 3.3, we have, through
simple computations, that
and
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where here by , we mean that there exist positive
constants , such that for all .
We then observe that
For some , let denote the event that
and let denote the event that
Then, by the Markov inequality, we have, for any
Note that there exist , such that
Then, by Lemmas 3.5 and 3.6, we obtain, through some further
computations, that
Now, applying Lemma 3.5, 3.6 and Conditions (a) and (c), one
can verify that
(16)
Again, by the Markov inequality, we have, for any ,
Similarly, applying Lemma 3.5, 3.6 and Conditions (a), (c), one
can verify that
(17)
Apparently
and
It then follows from (16) and (17) that for any , there
exists sufficiently small and sufficiently large such
that
(18)
and
for some , . On the other hand, it is easy to check that
there exists such that
Noticing the equation at the bottom of the page and applying
Lemma 3.10, we derive
and similarly
Setting , slightly larger than , and choosing
sufficiently small, we then have established the theorem.
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D. Proof of Theorem 2.3
Consider the following Bernstein blocking method with vari-
able block lengths: we consecutively partition the partial sum
into blocks such that is of length
and is of length . Similarly as in
the proof of Theorem 2.2, we have
where is the sum of all feasible -blocks and is the sum
of all feasible -blocks. Let denote the -algebra generated
by all ’s contained in . It is well known (see, e.g., [19]) that
can be approximated using a Martingale in the following
manner:
where
is a Martingale difference sequence, and
Similarly as in the proof of Theorem 2.2, we truncate -blocks
in the following way: Consider a -block taking the following
form:
For any , define
and further
Before proving Theorem 2.3, we need to establish several
lemmas. The following lemma states that is subexponentially
small with respect to .
Lemma 3.11: There exist , , and
such that for all
Proof: Recall that for some
We then have
Noting that and the constants in the above O-terms
are independent of , we conclude that is subexponentially
small with respect to .
By the classical Skorokhod representation theorem (see [7]),
there exist nonnegative random variables such that for all
feasible
and
Let denote the index of the -block or the -block con-
taining . Then, depending on is contained in a -block
or a -block, we have either
or
Using the fact that
we deduce that
We then have either
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or
Apparently, we have, for either of the above cases
As elaborated in [37], a somewhat standard procedure can be
followed to establish an almost sure invariance principle. For
Theorem 2.3 in this paper, it suffices to prove that
1) for any
(19)
2) for any
(20)
as tends to infinity.
We will establish (19) in Lemma 3.13. To establish (20), con-
sider the following decomposition:
It is then clear that we only need to prove all the above three
terms are of , for any .
We need the following well-known lemma, whose proof can
be found in [37].
Lemma 3.12: Let be a sequence of centered random
variables with finite second moments. Suppose that there exists
a constant such that all integers
Then, for each , we have
From now on, we set . The following lemma estab-
lishes (19).
Lemma 3.13: With probability 1
for any .
Proof: Note that for any ,
First, notice that an argument parallel to the proof for Part 2 of
Lemma 3.1, together with Conditions (a) and (c), implies that
there exists such that for any ,
and thus
Applying Lemma 3.3, we have for some small
It then follows from Lemma 3.12 that for any ,
where we have applied the fact that .
Choosing , , , sufficiently small and recalling
, the lemma then immediately follows.
The following three lemmas collectively establish (20).
Lemma 3.14: With probability 1
for any .
Proof: Note that by Lemma 3.11, and are subexpo-
nentially close. So, we only need to prove that
for any .
Depending on whether is contained in a -block or a
-block, we have either
which implies that
or
1322 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 59, NO. 3, MARCH 2013
which implies that
In any case, applying Lemma 3.3, we have for some small
where we have applied the fact that .
Choosing , small enough and recalling , we
then have
for any .
So, to prove the lemma, it suffices to prove that with proba-
bility 1
for any . Using Conditions (a) and (c), we derive that with
probability 1
Applying Lemma 3.5, we then have for any ,
where we have used the fact that for
Applying Lemma 3.12, we then have, for any ,
Recalling and choosing slightly larger than , we
then have proven the lemma.
Lemma 3.15: With probability 1
for any .
Proof: Note that by Lemma 3.11, and are subexpo-
nentially close. So, we only need to prove that
for any . But this has been established in the proof of the
previous lemma.
Lemma 3.16: With probability 1
for any .
Proof: Similarly as in the proof of Lemma 3.14, we have
that for any ,
Then, similarly as in the proof of Lemma 3.15, we deduce that
for any .
E. Proof of Theorem 2.5
In this proof, we assume the Bernstein blocking as in The-
orem 2.2. Notice that for any
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Notice that , so we have
(21)
for some . Applying Condition (a), we then have
(22)
An iterative application of (22) gives us that for any
(23)
as goes to infinity. If Condition (d) holds, by Lemma 3.3, as
goes to infinity (and hence , go to infinity), we have
which trivially holds when Condition (d) fails. It then follows
that for any
and furthermore, for sufficiently small, we have
(24)
Now, from (21), (23), and (24), we deduce that for any ,
there exists such that
Notice that for sufficiently large , we have
which, together with chosen sufficiently small, we con-
clude that for any , , there exists such that
The proof is then complete.
F. Alternatives for Condition (d)
Note that for the case is in fact a Markov chain, a rather
explicit alternative condition for Condition (d) has been derived
in [46]. This section only assumes Conditions (a)–(c) and gives
alternatives for Condition (d) provided Conditions (a)–(c) are
satisfied.
Let be the probability space on which is defined,
and let be the subspace of spanned
by the equivalence classes of the random variables , ,
with inner product defined as
for any , .
Lemma 3.17: If , then there exists
a sequence of random variables such that
with uniformly for all , and thus
.
Proof: Let be an infinite subset of such that
. Applying Condition (c), we have for any
,
We then deduce that there exists such that for all
where is interpreted as 0. It follows from the Ba-
nach–Alaoglu theorem (which states that every bounded
and closed set in a Hilbert space is weakly compact; see [39,
Sec. 3.15]) that for any , there exists with
, and , an infinite subset of such that for all
Here, without loss of generality, we can assume that
for all . Then, one verifies that for any , we have that
for any
where we have applied Lemma 3.1 for the last equality.
Choosing , we then obtain that
which implies that
It then follows that
which, together with , implies the theorem.
A sequence of positive numbers, , is said to be
slowly varying if for every positive integer
and it is said to be slowly varying in the strong sense if
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Lemma 3.18: If , then ,
where is a sequence of slowly varying positive
numbers.
Proof: We only need to show that for every positive
integer
Following [30], we use the Bernstein blocking method in the
following way: We consecutively partition the partial sum
into blocks such that each is of length
and each is of length . In other words, for any
feasible
Now
It follows from Lemma 3.3 that for any
(25)
Using an argument similar to the proof for Part 2 of Lemma 3.1,
one has that there exists such that for
where we also used (25). Using the Schwartz inequality and
(25), we also have
and
It then follows that for any positive integer
which immediately implies the lemma.
Lemma 3.19: If , then ,
where is a sequence of slowly varying positive
numbers in the strong sense.
Proof: Note that by Lemma 3.3, we have that for any
(26)
uniformly in . The lemma then follows from (26), Lemma 3.18,
and an almost the same proof for Theorem 8.13 of [10].
The following lemma is well known (see, e.g., [10, Proposi-
tion 0.16]).
Lemma 3.20: Suppose is a sequence of posi-
tive numbers which is slowly varying in the strong sense. Then,
for every , one has that as .
Lemma 3.21: If , then .
Proof: Assume, by contradiction, that . Since
, we deduce, by Lemma 3.19, that
is slowly varying in the strong sense. Then, by
Lemma 3.20, for any , as .
However, by Lemma 3.3, when , as
for any , which is a contradiction.
The following theorem immediately follows from Lemmas
3.17 and 3.21, which gives alternatives for Condition (d) given
Conditions (a)–(c) are satisfied.
Theorem 3.22: Under Conditions (a)–(c), the following state-
ments are equivalent:
1) .
2) .
3) .
IV. PROOFS OF THE MAIN RESULTS
Unless specified otherwise, all the lemmas in this section only
assume Condition (I).
For each , let denote the matrix such that
for all feasible , ; obviously
. One also observes that for any
where is the stationary vector of , denotes the all one
column vector, and . Since is
irreducible and aperiodic, is strictly positive if is
large enough. Notice that is strictly positive, by reblocking the
process if necessary, we may assume that all are positive.
It then follows from the argument in [21] and the quotient rule
(for taking the derivatives) that
Lemma 4.1: For any , there exists such that for
any and any
For , let denote the “ -cone” of
within , i.e.,
For any , let denote the closed -neighborhood
of in . It turns out that for some , ,
can be analytically continued to ,
for all , respectively. With the fact
that an positive matrix induces a contraction mapping on
the interior of the -dimensional real simplex under the
Hilbert metric [42], the following lemma has been established
in [21] (see also a more direct proof in [22] using a complex
Hilbert metric).
Lemma 4.2:
1) For any , there exists such that for any
and for any ,
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2) There exist , and such that for any
two hidden Markov sequences , with
(here , ) and all , we have
and thus
Together with the Cauchy integral formula, the above lemma
immediately implies the following corollary.
Corollary 4.3: For any , there exist ,
such that for any two hidden Markov sequences , with
(here , ) and any
and thus
It is well known [9] that a finite-state irreducible and ape-
riodic Markov chain is a -mixing sequence, and the corre-
sponding decays exponentially as . The following
lemma asserts that under Condition (I), is a -mixing se-
quence and the corresponding decays exponentially as
. An excellent survey on various mixing sequences can
be found in [9]; for a comprehensive exposition to the vast lit-
erature on this subject, we refer to [10].
Lemma 4.4: is a -mixing sequence, and there exist
and such that for any positive and any
Proof: Note that for any positive , , , and any ,
, we have
Let denote the second largest (in modulus) eigenvalue of
. By the Perron–Frobenius theory (see, e.g., [42]), ;
furthermore, for any with , there exists
such that for any probability vector , we have
It then follows that
Noting that the constant in is independent of , ,
and , , we then conclude that for any ,
which immediately implies the lemma.
Remark 4.5: Exponential forgetting and geometric ergod-
icity are well-established tools in hidden Markov models [18],
[13]. Lemma 4.2 is a complex version of exponential forgetting
property, which, roughly speaking, implies the exponential for-
getting property of and all its derivatives (see
Corollary 4.3). Lemma 4.4 establishes the exponential mixing
property of the hidden Markov chain , which implies geo-
metric ergodicity.
In the following, we shall establish the main results by in-
voking the limit theorems in Section II. Before doing so, we set
(27)
and
(28)
Then, by Corollary 4.3 and Lemma 4.4, Conditions (a)–(c) are
satisfied. Theorem 3.22 then immediately translates to
Lemma 4.6: Fix and assume Condition (I). Then,
for any , the following statements are equivalent:
1) .
2) .
3) .
A. Proof of Theorem 1.1
Note that for any , applying Corollary 4.3, we have
which implies that as , con-
verges to a limit, say , such that
It then follows that
which converges to as tends to in-
finity. This implies the well definedness of .
Now, with (27) and (28), invoking Theorem 2.1, we have
which, by the definition of , implies the theorem.
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B. Proof of Theorem 1.2
Wewill need the following lemma, whose proof follows from
Corollary 4.3 and Lemma 4.4 and a completely parallel argu-
ment as in the proof of Lemma 3.3, and thus omitted.
Lemma 4.7: Fix and assume Conditions (I) and
(II). For any , there exists such that for any
, and any
Lemma 4.7 immediately implies that
(29)
and furthermore, for any small , any , and any ,
(30)
Notice that by Corollary 4.3
(31)
and by Lemma 4.1
(32)
Applying (30), (31), (32), and (29), we then have, for some
sufficiently small, (33) at the bottom of the page. Finally, with
(27) and (28), invoking Theorem 2.2, we have the equation at
the bottom of the page. It then follows from (33) that for any
small
We then have established the theorem.
C. Proof of Theorem 1.3
With (27) and (28), invoking Theorem 2.3, we can redefine
the process on a richer probability space together
with the standard Brownian motion such that for
any
The theorem then follows from (31).
D. Proof of Theorem 1.4
With (27) and (28), invoking Theorem 2.4, we have
The theorem then follows from (31).
(33)
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E. Proof of Theorem 1.5
With (27) and (28), invoking Theorem 2.5 (more rigorously,
we invoke the proof of Theorem 2.5, while paying special care
to the uniformity over all ), we deduce that for any ,
, there exist , such that
The theorem then follows from (31).
F. Proof of Theorem 1.6
Again, in this proof, we treat as a 1-D variable; then,
we have for all . For simplicity, we
assume that ; in other words, with probability 1,
is nonempty for all .
By the mean value theorem, for any , there exists a , a
convex combination of and , such that
And, by the definition of
It then follows that for any
It follows from nonnegativity of the relative entropy [12] that
for all and for all
which implies that
By Theorem 1.5, for any , , there exist ,
such that for any and any
where denotes the event that
From now on, let be sufficiently small such that for all
We then consider the following two cases:
Case 1: : Then, by Theorem 1.2, for any ,
, there exists such that
where denotes the standard normal random variable. It then
follows that
where we have used the fact that for any
Case 2: : Then, by Lemma 4.6, there exists
such that for any
It then follows that for any
where we have applied the Markov inequality for the third line
in the displayed expression above. We then have
Combining the above two cases, we then have established the
theorem.
V. CONCLUSION AND FUTURE WORK
In this paper, we derive several limit theorems for finite-state
hidden Markov models. These limit theorems can be applied to
a variety of scientific disciplines, particularly to relevant areas
in information theory and statistics.
The celebrated Shannon–McMillan–Breiman theorem,
which is often referred to as the asymptotic equipartition
property (AEP) in information theory, plays a fundamental role
in proving the classical channel and source coding theorems,
the most fundamental results in information theory. Recently,
the CLT with an error estimate and the Chernoff bound for
i.i.d. sources have been employed [45] to derive the so-called
nonasymptotic equipartition property (NEP), which can be
used to establish nonasymptotic channel and source coding
results for discrete memoryless channels with i.i.d. sources, in
the same way as the AEP to all asymptotic coding theorems
established so far. The results and techniques in this paper can
be employed to establish NEP for finite-state channels with
Markov sources; this is the subject of our forthcoming work,
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which may further lead to nonasymptotic channel and source
coding theorems for finite-state channels.
Hidden Markov models first originated from a seminal paper
by Baum and Petrie [2], where the consistency of the MLE was
established. This pioneering work has been extensively gener-
alized in many directions via various approaches. We revisit the
settings in [2] and derive the rate of convergence of the MLE
using the derived limit theorems. One of the main tools we used
is the exponential mixing property of hidden Markov processes,
and techniques for proving limit theorems for mixing sequences,
which are well developed in the probability theory, however,
have not been closely examined in previous work. The frame-
work of this paper, in principle, can be extended or modified to
establish similar results for other estimators, such as maximum
a posteriori estimator, conditional least square estimator, and so
on. In a different direction, our first attempt [23] suggests that,
despite a great level of technicality, it is possible to extend this
work for general-state hidden Markov models.
REFERENCES
[1] D. Arnold and H. Loeliger, “The information rate of binary-input chan-
nels with memory,” in Proc. IEEE Int. Symp. Inf. Theory, 2001, pp.
2692–2695.
[2] L. Baum and T. Petrie, “Statistical inference for probabilistic func-
tions of finite state Markov chains,” Ann. Math. Statist., vol. 37, pp.
1554–1563, 1966.
[3] A. Berry, “The accuracy of the Gaussian approximation to the sum of
independent variates,” Trans. Amer. Math. Soc., vol. 49, pp. 122–126,
1941.
[4] S. Bernstein, “Sur l’extension du théorème limite du calcul des prob-
abilités aux sommes de quantités dépendantes,” Mathematische An-
nalen, vol. 97, pp. 1–59, 1927.
[5] P. Bickel and Y. Ritov, “Inference in hidden Markov models I: Local
asymptotic normality in the stationary case,” Bernoulli, vol. 2, pp.
199–228, 1996.
[6] P. Bickel, Y. Ritov, and T. Ryden, “Asymptotic normality of the max-
imum likelihood estimator for general hidden Markov models,” Ann.
Statist., vol. 26, pp. 1614–1635, 1998.
[7] P. Billingsley, Probability and Measure, 3rd ed. New York: Wiley,
1995.
[8] J. Birch, “Approximations for the entropy for functions of Markov
chains,” Ann. Math. Statist., vol. 33, pp. 930–938, 1962.
[9] R. Bradley, “Basic properties of strong mixing conditions: A survey
and some open questions,” Probabil. Surv., vol. 2, pp. 107–144, 2005.
[10] R. Bradley, Introduction to Strong Mixing Conditions. Heber City,
UT: Kendrick Press, 2007, vol. 1, 2 and 3.
[11] H. Chernoff, “A measure of asymptotic efficiency for tests of a hypoth-
esis based on the sum of observations,” Ann. Math. Statist., vol. 23, no.
4, pp. 493–507, 1952.
[12] T. Cover and J. Thomas, Elements of Information Theory, 2nd ed.
New York: Wiley, 2006.
[13] R. Douc and C. Matias, “Asymptotics of the maximum likelihood esti-
mator for hidden Markov models for general hidden Markov models,”
Bernoulli, vol. 7, pp. 381–420, 2002.
[14] R. Douc, E. Moulines, and T. Ryden, “Asymptotic properties of the
maximum likelihood estimator in autoregressive models with Markov
regime,” Ann. Statist., vol. 32, pp. 2254–2304, 2004.
[15] R. Douc, E. Moulines, J. Olsson, and R. van Handel, “Consistency of
themaximum likelihood estimator for general hiddenMarkovmodels,”
Ann. Statist., vol. 39, no. 1, pp. 474–513, 2011.
[16] Y. Ephraim and N. Merhav, “Hidden Markov processes,” IEEE Trans.
Inf. Theory, vol. 48, no. 6, pp. 1518–1569, Jun. 2002.
[17] C. Esseen, “On the Lyapunov limit of error in the theory of probability,”
Ark. Math. Astr. och Fysik., vol. 28A, pp. 1–19, 1942.
[18] F. Gland and L. Mevel, “Exponential forgetting and geometric ergod-
icity in hidden Markov models,” Math. Contr. Signals Syst., vol. 13,
pp. 6393–6393, 2000.
[19] P. Hall and C. Heyde, Margingale Limit Theory and Its Application.
New York: Academic, 1980.
[20] G. Han, “Limit theorems for the sample entropy of hidden Markov
chains,” in Proc. IEEE Int. Symp. Inf. Theory, 2011, pp. 3009–3013.
[21] G. Han and B. Marcus, “Analyticity of entropy rate of hidden Markov
chains,” IEEE Trans. Inf. Theory, vol. 52, no. 12, pp. 5251–5266, Dec.
2006.
[22] G. Han, B. Marcus, and Y. Peres, “A complex Hilbert metric and appli-
cations to domain of analyticity for entropy rate of hidden Markov pro-
cesses,” in Entropy of Hidden Markov Processes and Connections to
Dynamical Systems, ser. (London Mathematical Society Lecture Note
Series), B. Marcus, K. Petersen, and T. Weissman, Eds. Cambridge,
U.K.: Cambridge Univ. Press, 2011, vol. 385, pp. 98–116.
[23] G. Han and B. Marcus, Analyticity of entropy rate of continuous-state
hidden Markov chains 2012, arXiv:1208.3261.
[24] N. Haydn, The central limit theorem for uniformly strong mixing mea-
sures 2009, arXiv:0903.1325.
[25] N. Haydn and S. Vaienti, “Fluctuations of the metric entropy for mixing
measures,” Stochast. Dyn., vol. 4, pp. 595–627, 2004.
[26] T. Holliday, A. Goldsmith, and P. Glynn, “Capacity of finite state chan-
nels based on Lyapunov exponents of random matrices,” IEEE Trans.
Inf. Theory, vol. 52, no. 8, pp. 3509–3532, Aug. 2006.
[27] I. Ibragimov, “Some limit theorems for stationary processes,” Theory
Probab. Appl., vol. 7, pp. 349–382, 1962.
[28] I. Kontoyiannis, “Asymptotic recurrence and waiting times for sta-
tionary processes,” J. Theor. Prob., vol. 11, pp. 795–811, 1998.
[29] B. Leroux, “Maximum-likelihood estimation for hidden Markov
models,” Stochastic Processes Appl., vol. 40, pp. 127–143, 1992.
[30] C. Lin and C. Lu, Limit Theory for Mixing Dependent Random Vari-
ables. New York: Science Press, 1996.
[31] , B. Marcus, K. Petersen, and T. Weissman, Eds., Entropy of Hidden
Markov Processes and Connections to Dynamical Systems, ser.
London Mathematical Society Lecture Note Series. Cambridge,
U.K.: Cambridge Univ. Press, 2011, vol. 385.
[32] L. Mevel and L. Finesso, “Asymptotical statistics of misspecified
hidden Markov models,” IEEE Trans. Automat. Control, vol. 49, no.
7, pp. 1123–1132, Jul. 2004.
[33] V. Petrov, “On a relation between an estimate of the remainder in
the central limit theorem and the law of the iterated logarithm,” Teor.
Veroyatn. Primen, vol. 11, no. 3, pp. 514–518, 1966, English transla-
tion: Theor. Probab. Appl. vol. 11, no, 3, 1966, pp. 454-458.
[34] V. Petrov, Limit Theorems of Probability Theory: Sequences of Inde-
pendent Random Variables. Oxford, U.K.: Clarendon, 1995.
[35] H. Pfister, J. Soriaga, and P. Siegel, “The achievable information rates
of finite-state ISI channels,” in Proc. IEEE GLOBECOM, 2001, pp.
2992–2996.
[36] H. Pfister, “On the capacity of finite state channels and the analysis
of convolutional accumulate-m codes,” Ph.D. dissertation, Univ. Cali-
fornia at San Diego, San Diego, 2003.
[37] W. Philipp and W. Stout, Almost Sure Invariance Principles for Par-
tial Sums of Weakly Dependent Random Variables, ser. Memoirs of the
AMS. Providence, RI: Amer. Math. Soc., 1975, vol. 2, pp. 161–161.
[38] M. Reznik, “The law of the iterated logarithm for some classes of sta-
tionary processes,” Theor. Probability Appl., vol. 8, pp. 606–621.
[39] W. Rudin, Functional Analysis, 2nd ed. Boston, MA: McGraw-Hill.
[40] T. Ryden, “Consistent and asymptotically normal parameter estimates
for hidden Markov models,” Ann. Statist., vol. 22, pp. 1884–1895,
1994.
[41] T. Ryden, “On recursive estimation for hidden Markov models,”
Stochast. Process. Appl., vol. 66, pp. 79–96, 1997.
[42] E. Seneta, Non-Negative Matrices and Markov Chains, ser. Springer
Series in Statistics. New York: Springer-Verlag, 1980.
[43] V. Sharma and S. Singh, “Entropy and channel capacity in the regen-
erative setup with applications to Markov channels,” Proc. IEEE Int.
Symp. Inf. Theory, pp. 283–283, 2001.
[44] W. Stout, Almost Sure Convergence. New York: Academic, 1974.
[45] E. Yang and J. Meng, Non-asymptotic equipartition properties for inde-
pendent and identically distributed sources [Online]. Available: http://
ita.ucsd.edu/workshop/12/files/paper/paper_306.pdf
[46] A. Yushkevich, “On limit theorems connected with the concept of the
entropy of Markov chains,” (in Russian) Uspehi Math. Nauk, vol. 8,
pp. 177–180, 1953.
Guangyue Han received the B.S. and M.S. degree in mathematics from Peking
University, China, and the Ph.D. degree in mathematics from University of
Notre Dame, U.S.A. in 1997, 2000 and 2004, respectively. After three years
with the department of mathematics at University of British Columbia, Canada,
he joined the department of mathematics at University of Hong Kong, China in
2007. His main research areas are analysis and combinatorics, with an emphasis
on their applications to coding and information theory.
