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Abstract
Let G = (V, E) be a connected graph such that each edge e ∈ E is weighted by nonnegative real w(e). Let s be a vertex
designated as a source, k be a positive integer, and S ⊆ V be a set of terminals. The capacitated multicast tree routing problem
(CMTR) asks to find a partition {Z1, Z2, . . . , Z`} of S and a set {T1, T2, . . . , T`} of trees of G such that Zi consists of at most k
terminals and each Ti spans Zi ∪ {s}. The objective is to minimize
∑`
i=1 w(Ti ), where w(Ti ) denotes the sum of weights of all
edges in Ti . In this paper, we propose a (3/2 + (4/3)ρ)-approximation algorithm to the CMTR, where ρ is the best achievable
approximation ratio for the Steiner tree problem.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Multicast consists in sending a stream of data from a single source to multiple receivers or terminals, and is
becoming increasingly popular in networking applications. Typical multicast applications include news feeds, video
distributions, multi-person conferences, and e-commerce. Multicast design is a more efficient method for supporting
group communication than unicasting or broadcasting, because it allows transmission and routing of data packets to
multiple destinations using fewer network resources.
In local area networks (LANs), terminals are connected through a broadcast network, and multicast in LANs is
rather easily implemented. However, implementing multicast in wide area networks (WANs) is more complicated
since the terminals are connected via switched/routed network [3]. In order to apply multicasting in WANs, the source
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Fig. 1. (a) An instance of the CMTR with S = {v1, v2, . . . , v24}, k = 9, and the weight of (v9, v14) equals 2 and all other edges have
unit weights; (b) A feasible solution (S,T ) to this instance, where S = {Z1 = {v1, v2, . . . , v6}, Z2 = {v7, v8, v9, v10}, Z3 = {v19, v23},
Z4 = {v11, v12 . . . , v15, v20}, Z5 = {v16, v17, v18, v21, v22, v24}} and the set of branches of this tree forms T ; (c) An optimal solution (S∗,T ∗)
to this instance, where S∗ = {Z∗1 = {v1, v2, . . . , v6}, Z∗2 = {v7, v8, . . . , v15}, Z∗3 = {v16, v17, . . . , v24}} and the set of branches of this tree
forms T ∗.
node and all the terminals should be connected through a tree in the network [10]. Thus, the problem of finding
a multicast routing in WANs is treated as a problem of constructing a multicast tree that spans the source and all
terminals in the underlying network, where the goal is to minimize the cost of the multicast tree.
In this paper, we study multicast under the multi-tree model, which has its origin in WDM optical networks with
limited light-splitting capabilities [4]. Under this model, we are interested in constructing a set of trees of minimum
total weight such that each tree spans the source node and a limited number of terminals that are selected to receive
data in the tree. In addition, every terminal in the underlying network is designated to receive data in exactly one of
such trees. We call this problem the capacitated multicast tree routing problem (CMTR for short), which is formally
stated as follows.
CMTR: Input: A connected graph G = (V, E), a source node s, a set S ⊆ V of terminals, a positive integer k, and
an edge weight function w : E → R+, where R+ is the set of nonnegative reals.
Feasible solution: A partition S = {Z1, Z2, . . . , Z`} of S and a set T = {T1, T2, . . . , T`} of trees of G such that, for
each i = 1, 2, . . . , `, |Zi | ≤ k holds and Zi ∪ {s} ⊆ V (Ti ).
Goal:Minimize
∑`
i=1w(Ti ), where w(Ti ) is the weight of Ti which is defined to be the sum of weights of all edges
in Ti .
Fig. 1(a) illustrates an example of the CMTR, and Fig. 1(b) and Fig. 1(c) present a feasible and an optimal solutions
to the instance in (a), respectively.
The CMTR plays an important role in the design of telecommunication and optical networks. To implement
multicasting in a wavelength-routed optical network, the concept of a light-tree was proposed in [9]. Interconnecting
the source and all terminals by a light-tree uses a dedicated wavelength on all of its branches. Each intermediate vertex
in a light-tree must have a splitter so that copies of data can be made and delivered to each of its children. An n-way
splitter is an optical device which splits an input signal into n outputs, thus reducing the power of each output to
(1/n)th of that of the original signal. As a result, while the power budget may allow data on a given wavelength to
be delivered to more than one terminal, it may not possible to deliver data to an arbitrary number of terminals using
a single light-tree [4]. Hence, establishing a multicast connection in an optical network under the multi-tree model
makes multicast easier and more efficient to implement at the expense of increasing the network cost. Under this
model only a limited number of light splittings are allowed per transmission, and then a multicast routing is given as
a set of light-trees such that each of them includes at most k terminals, where parameter k may be dependent on the
size of routing vertices and the power budget of light transmission [3]. Therefore, each light-tree has at most bk/2c
intermediate vertices and on each of them a k-way splitter is needed, implying that the signal from the source can be
split at most bk/2c times.
The CMTR is closely related to the capacitated minimum Steiner tree problem (CMStT) studied recently in [5].
Given an undirected graph G = (V, E), an edge weight function w : E → R+, a set S ⊆ V of terminals, a vertex
weight function q : S → R+, a vertex s ∈ V , and a positive number k, the CMStT consists in finding a minimum total
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weight of trees of G rooted at s such that the union of the trees spans S ∪ {s} and the sum of vertex weights in each
tree is at most k. When S = V , this problem is known as the capacitated minimum spanning tree problem (CMST).
The CMTR is equivalent to the CMStT when q(v) = 1 for all v ∈ S.
The CMTR is proven to be NP-hard [2]. Afterwards, Lin [6] showed that the CMTR remains NP-hard even if
k = 3. There have been developed several constant-factor approximation algorithms to the CMTR. Based on Hamilton
circuit, Gu et al. [3] proposed a 4-approximation algorithm. Lin [6] gave a (2.4+ ρ)-approximation algorithm, where
ρ is the best achievable approximation ratio for finding a minimum cost Steiner tree on S ∪ {s}. The best known
approximation ratio of the Steiner tree problem is about 1.55 for general graphs and about 1.28 for quasi-bipartite
graphs [8]. Recently Cai et al. [1] gave a (2 + ρ)-approximation algorithm. If V consists of points in the L p metric
plane, then a (3/2+ (7/5)ρ)-approximation algorithm is proposed by Jothi and Raghavachari [5].
In this paper, we propose a (3/2+ (4/3)ρ)-approximation algorithm to the CMTR with a general edge weight. Our
algorithm outperforms the (3/2+ (7/5)ρ)-approximation algorithm which is designed for the L p metric in the plane.
Our approximation ratio also improves that obtained by Cai et al. [1] in the case of ρ < 1.5 such as the case where G
is quasi-bipartite. In particular, it is known that ρ = 1 when S = V since the Steiner tree problem with terminal set
S = V in G becomes a minimum spanning tree problem. Hence our approximation ratio improves that of Cai et al.
[1] also in the case where S = V .
Given an instance I = (G = (V, E), S, w, s, k) of the CMTR, our algorithm firstly produces a tree T of minimum
cost including all vertices in S ∪ {s}, breaks T into a set of subtrees each of which contains at most k terminals, and
finally connects each of such subtrees to s. Note that the high-level description of our algorithm is analogous to that
in [1,5,6] but with different tree cover techniques. From the analysis in [1,5,6], we can see that one ingredient for
improving the approximation ratio for the CMTR is to design a tree cover for T such that (i) the number of terminals
specified for each of the obtained trees is as close as possible to k, and (ii) the total cost of these trees is minimized.
In this paper, we design a tree cover for T that achieves almost the same average on the cardinality (the number of
terminals) of each tree as that in [5], but with less cost. On the other hand, the average on the cardinality of each tree
in our tree cover is greater than that in [1,6] at the expense of increasing the total cost to at most (4/3) of that in [1,6].
The running times of our algorithm and algorithms in [1,5,6] are dominated by the approximation algorithm for the
Steiner tree problem.
It is worth mentioning that the CMTR can be extended to the capacitated multi-source multicast tree routing
problem (CMMTR), which was studied recently in [7]. We are given an undirected graph G = (V, E), a source set
R ⊆ V with a weight g(r) ≥ 0, r ∈ R, a terminal set S ⊆ V − R with a demand q(t) ≥ 0, t ∈ S, and a real number
κ > 0, where g(r)means the cost for opening a vertex r ∈ R as a source in a multicast tree. Then the CMMTR asks to
find a subset R′ ⊆ R, a partition S = {Z1, Z2, . . . , Z`} of S, and a set T = {T1, T2, . . . , T`} of trees of G such that, for
each i ,
∑
t∈Zi q(t) ≤ κ and Ti spans Zi∪{r} for some r ∈ R′. The objective is to minimize
∑
r∈R′ g(r)+
∑`
i=1w(Ti ).
The tree cover results proved in this paper are used to construct a ((3/2)ρUFL + (4/3)ρ)-approximate solution to the
unit demand case of the CMMTR, where ρUFL is the best approximation ratio achievable for the uncapacitated facility
location problem [7].
The rest of this paper is organized as follows. Section 2 introduces terminologies on graphs. Section 3 proves our
main result on tree covers in a tree. Section 4 gives a framework of our approximation algorithm for the CMTR,
analyzing its approximation ratio. Section 5 gives some concluding remarks.
2. Preliminaries
This section introduces some notations and definitions.
For a set Z , a set {Z1, Z2, . . . , Z`} of pairwise disjoint nonempty subsets of Z is called a partition of Z if
∪`i=1Zi = Z .
For a graph G, let V (G) and E(G) denote the set of vertices and edges of G, respectively. For two subgraphs G1
and G2 of a graph G, let G1 +G2 denote the subgraph induced from G by E(G1)∪ E(G2). A subtree is a connected
subgraph of a tree.
Let T be a tree. A set of subtrees in T is called a tree cover if each vertex in T is contained in at least one of the
subtrees. For a subtree T ′ of T , let T−T ′ denote the subgraph induced by V (T )−V (T ′) in T . For a subset X ⊆ V (T )
of vertices, let T 〈X〉 denote the minimal subtree of T that contains X (note that T 〈X〉 is uniquely determined).
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Now we regard T as a rooted tree. Let L(T ) denote the set of leaves in T . For a vertex v in T , let Ch(v) and D(v)
denote the sets of children and descendants of v, respectively, where D(v) includes v. A subtree Tv rooted at v is the
subtree induced by D(v), i.e., Tv = T 〈D(v)〉. For an edge e = (u, v) in a rooted tree T , where u ∈ Ch(v), the subtree
induced by D(u)∪{v} is denoted by Te, and is called a branch of Tv . For a rooted tree Tv , the depth of a vertex u in Tv
is the length (the number of edges) of the path from v to u. Let Tv be a rooted tree with a terminal set Zv ⊆ S∩V (Tv).
For an integer k ≥ 1, a branch B of Tv is called small if |Zv ∩ V (B)| ≤ (1/3)k, medium if
(1/3)k < |Zv ∩ V (B)| < (2/3)k,
and large otherwise. The following definition introduces a subgraph which plays a key role in our algorithm.
Definition 1. A rooted tree Tv with a terminal set Zv is said to be a balance-tree if k < |Zv| < (4/3)k holds and it
has exactly two medium branches but no other branches at v.
The following lower bound on the optimal value of the CMTR has been proved and used to derive approximation
algorithms to the problem [1–3,5,6].
Lemma 2. For an instance I = (G = (V, E), S, w, s, k) of the CMTR, let opt(I ) be the weight of an optimal solution
(S, T ) to I , T ∗ be the minimum weight of a tree that spans S ∪ {s} in G, and d(t), t ∈ S be the distance from s to t
(i.e., the weight of a shortest path from s to t with respect to edge weight w). Then
max
{
w(T ∗), 1
k
∑
t∈S
d(t)
}
≤ opt(I ),
where w(T ∗) is the sum of weights of edges in T ∗. 
3. Tree cover
This section describes how to construct a tree cover in an edge-weighted tree, in which two objectives must be
taken into consideration, (i) the number of terminals specified for each of the obtained trees is as close as possible to
k, and (ii) the total cost of these trees is minimized. Such a tree cover will be the basis of our approximation algorithm
given in Section 4. We first present some results for special cases of tree covers.
3.1. Tree covers in special cases
In this subsection, we prepare several lemmas on tree covers for a tree with a special structure.
The following lemma partitions a special tree Tv into two subtrees with almost equal cardinalities at the expense of
increasing the total cost to at most (4/3)w(Tv).
Lemma 3. Let Tv be a rooted tree with a terminal set Zv ⊆ V (Tv)− {v} such that (4/3)k ≤ |Zv| ≤ 2k. Suppose that
Tv consists of three branches B1, B2 and B3 such that Tv − B1 is a balance-tree rooted at v. Then there is a partition
{Z1, Z2} of Zv such that (2/3)k ≤ |Zi | ≤ k, i = 1, 2 and w(T 〈Z1〉)+ w(T 〈Z2〉) ≤ (4/3)w(Tv).
Proof. Let Mi = V (Bi )∩ Zv , i = 1, 2, 3. Note that |M2|, |M3| < (2/3)k and |Zv| ≥ (4/3)k imply that any two of the
three branches of Tv have at least (2/3)k terminals. The main idea of the proof is to partition the elements of the lightest
branch into two sets of appropriate cardinality and to combine them with the remaining two branches. Assume without
loss of generality that |Zv| is even. Suppose that B3 is the lightest branch (the other cases can be treated analogously).
Then, let Z be any subset of M3 of cardinality |Zv|/2 − |M1|. Note that |M2| + |M3| > k > |M1| implies that
|Zv|/2− |M1| > 0. Moreover, |Zv|/2− |M1| ≤ (|M2| − (2/3)k)+ |M3| < |M3| (since |Zv|/2 ≤ |Zv| − (2/3)k and
|M2| < (2/3)k). Hence Z is well-defined. The first set Z1 of the partition is made up of the elements in M1 and Z ,
and the second set Z2 consists of the remaining elements of Zv . By the choice of Z , it holds |Z1| = |Z2| = |Zv|/2
and both Z1 and Z2 have the desired cardinality. Moreover, w(B3) ≤ w(Tv)/3 gives the desired upper bound on
w(T 〈Z1〉)+ w(T 〈Z2〉). 
Consider the tree Tx shown in Fig. 2(a), with a terminal set Zx , where |M1|, |M2| < (2/3)k and |M ′|, |M4| ≤
(1/3)k. Given a subset Z0 ⊆ Zx with |Z0| ≥ (2/3)k, the next lemma partitions Tx into two subtrees each of which
has at most k terminals and a nonempty intersection with Z0.
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Fig. 2. Illustration of trees Tx and T ′v in Lemma 4.
Fig. 3. Illustration of the construction in Lemma 5.
Lemma 4. Let Tx be a binary rooted tree with a terminal set Zx ⊆ V (Tx ) − {x}. Let C1 and C2 be the two
branches of Tx such that C1 contains a balance-tree Tv with v 6= x and satisfies k < |Zx ∩ V (C1)| < (4/3)k,
and |Zx ∩ V (C2)| ≤ (1/3)k. Then for any subset Z0 ⊆ Zx with |Z0| ≥ (2/3)k, there is a partition {X, Y } of Zx such
that |X |, |Y | ≤ k, X ∩ Z0 6= ∅ 6= Y ∩ Z0, and w(T 〈X〉) + w(T 〈Y 〉) ≤ w(Tx ) + w(B ′), where B ′ denotes the tree
obtained from C1 deleting vertices in D(v)− {v}.
Proof. There is a unique edge (x, y) with y ∈ V (C1) in Tx . Let P denote the path from x to v in Tx . Note that
w(P) ≤ w(B ′), where w(P) is the sum of weights of edges in P . To find a desired partition {X, Y } of Zx , we
transform Tx into another tree T ′v by removing edge (x, y) and adding a new edge (x, v) of weight w(P). We regard
T ′v as a tree rooted at v (Fig. 2 illustrates how a tree T ′v is constructed from Tx ). Note that |Zx ∩V (B ′)| < (1/3)k since
|Zx ∩ V (C1)| < (4/3)k and |Zx ∩ V (Tv)| > k. Hence T ′v has exactly two medium branches and two small branches.
Moreover, w(T ′v) ≤ w(Tx )+ w(B ′) holds.
Let B1 and B2 be the medium branches, and B3 and B4 be the small branches of T ′v . Let Mi = V (Bi ) ∩ Zx ,
i = 1, 2, 3, 4. Since |Mi | < (2/3)k for all i and |Z0| ≥ (2/3)k, at least two branches of T ′v contain terminals from
Z0. Let X = Mi ∪ M j and Y = Mi ′ ∪ M j ′ , where {i, i ′} = {1, 2} and { j, j ′} = {3, 4} such that X ∩ Z0 6= ∅ and
Y ∩ Z0 6= ∅ hold. Hence |X |, |Y | ≤ k holds since |M1|, |M2| < (2/3)k and |M3|, |M4| ≤ (1/3)k. By the construction
of T ′v from Tx , we have w(T 〈X〉)+ w(T 〈Y 〉) ≤ w(T ′v) ≤ w(Tx )+ w(B ′). 
The following lemma partitions a tree Tx into three subtrees such that either, (i) the cardinality of each subtree lies
between (2/3)k and k, or (ii) the cardinality of one subtree lies between (2/3)k and k and the other two are obtained
by applying Lemma 4 to the subtree on the remaining terminals (see Fig. 3).
Lemma 5. Let Tx be a binary rooted tree with a terminal set Zx ⊆ V (Tx )− {x}. Let C1 and C2 be the two branches
of Tx such that k < |Zx ∩ V (Ci )| < (4/3)k, i = 1, 2. Suppose that C1 and C2 contain balance-trees Tv and Tu ,
respectively. Then there is one of the following partitions of Zx :
(i) {Z1, Z2, Z3} such that (2/3)k ≤ |Zi | ≤ k, i = 1, 2, 3 and w(T 〈Z1〉)+ w(T 〈Z2〉)+ w(T 〈Z3〉) ≤ (4/3)w(Tx ).
(ii) {Z1, Z1} such that (2/3)k ≤ |Z1| ≤ k and (4/3)k ≤ |Z1| < (5/3)k. Moreover, for any specified subset Z0 ⊆ Z1
with |Z0| ≥ (2/3)k, Z1 can be partitioned into X and Y such that |X |, |Y | ≤ k, X ∩ Z0 6= ∅ 6= Y ∩ Z0, and
w(T 〈Z1〉)+ w(T 〈X〉)+ w(T 〈Y 〉) ≤ (4/3)w(Tx ).
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Proof. Let ZCi = Zx ∩ V (Ci ), i = 1, 2. Let B ′ (resp., B ′′) denote the tree obtained from C1 (resp., C2) deleting
vertices in D(v) − {v} (resp., D(u) − {u}). Let Zv = Zx ∩ V (Tv), Zu = Zx ∩ V (Tu), M ′ = Zx ∩ V (B ′), and
M ′′ = Zx ∩ V (B ′′). Note that |M ′| < (1/3)k since |ZC1 | < (4/3)k and |Zv| > k. Similarly |M ′′| < (1/3)k. Denote
the two medium branches of Tv (resp., Tu) by B1 and B2 (resp., B3 and B4). See Fig. 3(a) for the construction
of Tx . Let Mi = Zx ∩ V (Bi ), i = 1, 2, 3, 4, where |Mi | > (1/3)k holds. Note that the smallest weight of
w(B1) + w(B3), w(B4) + w(B ′), and w(B2) + w(B ′′) is at most (1/3)w(Tx ). Assume without loss of generality
that (1/3)k is an integer. We distinguish two different cases.
Case 1. w(B1)+w(B3) attains the smallest weight. To show that (i) holds in this case, we partition the elements of B1
(resp., B3) into two sets of appropriate cardinality and combine them with B ′ + B ′′ and B2 (resp., B4) (see Fig. 3(b)).
Namely, we choose two subsets Z ⊆ M1 and Z ′ ⊆ M3 of cardinalities (1/3)k−|M ′| and (1/3)k−|M ′′|, respectively. Z
and Z ′ are well-defined since |M1|, |M3| > (1/3)k and |M ′|, |M ′′| < (1/3)k imply that 0 < (1/3)k−|M ′| < |M1| and
0 < (1/3)k−|M ′′| < |M3|. The desired partitions are made up such that Z1 = ZC1−(Z∪M ′), Z2 = ZC2−(Z ′∪M ′′),
and Z3 consists of the remaining elements of Zx . By the choice of Z and Z ′, (2/3)k < |Z1|, |Z2| < k and
|Z3| = |Z | + |Z ′| + |M ′| + |M ′′| = (2/3)k. Moreover, w(B1) + w(B3) ≤ (1/3)w(Tx ) gives the desired upper
bound on w(T 〈Z1〉)+ w(T 〈Z2〉)+ w(T 〈Z3〉).
Case 2. w(B4) + w(B ′) or w(B2) + w(B ′′) attains the smallest weight; w(B4) + w(B ′) ≤ w(B2) + w(B ′′) is
assumed without loss of generality. The main idea of the proof of this case is to partition the elements of B4
into two sets of appropriate cardinality and combine them with Tx − Tu and B3 (see Fig. 3(c)). Choose a subset
Z ⊆ M4 with cardinality (1/3)k − |M ′′|. Z is well-defined since |M4| > (1/3)k and |M ′′| < (1/3)k imply that
0 < (1/3)k − |M ′′| < |M4|. Let Z1 = ZC2 − (Z ∪ M ′′) and Z1 = Zx − Z1. The choice of Z implies that
(2/3)k < |Z1| < k and (4/3)k < |Z1| = |ZC1 | + (1/3)k < (5/3)k. Moreover,
w(T 〈Z1〉)+ w(T 〈Z1〉) ≤ w(Tx )+ w(B4). (1)
By regarding T 〈Z1〉 as a tree rooted at x , we see that T 〈Z1〉 satisfies the conditions in Lemma 4. Choose an arbitrary
subset Z0 ⊆ Z1 with |Z0| ≥ (2/3)k. Apply Lemma 4 to T 〈Z1〉 to get a partition {X, Y } of Z1 such that |X |, |Y | ≤ k,
X ∩ Z0 6= ∅ 6= Y ∩ Z0, and
w(T 〈X〉)+ w(T 〈Y 〉) ≤ w(T 〈Z1〉)+ w(B ′). (2)
By adding (1) and (2), we get w(T 〈Z1〉)+ w(T 〈X〉)+ w(T 〈Y 〉) ≤ w(B4)+ w(B ′)+ w(Tx ) ≤ (4/3)w(Tx ). 
In the following lemma, we partition a special tree Tv into a set of subtrees such that, (i) each subtree has at most
k terminals, and (ii) each subtree not containing v has at least (2/3)k terminals.
Lemma 6. Let Tv be a binary rooted tree with a terminal set Zv ⊆ V (Tv) − {v} such that for each u ∈ Ch(v), if
|D(u) ∩ Zv| ≥ (2/3)k, then T 〈D(u) ∩ Zv〉 contains a balance-tree and satisfies k < |D(u) ∩ Zv| < (4/3)k. Then
there is a partition Z1 ∪ Z2 of Zv such that (2/3)k ≤ |Z | ≤ k for each Z ∈ Z1, |Z | < k for each Z ∈ Z2, and∑
Z∈Z1
w(T 〈Z〉)+
∑
Z∈Z2
w(T 〈Z ∪ {v}〉) ≤ (4/3)w(Tv).
Proof. For each branch B of Tv with less than (2/3)k terminals, we add the set of terminals of B to Z2. Now we
consider a branch B of Tv with k < |Zv ∩ V (B)| < (4/3)k, which contain a balance-tree. Denote the balance-tree of
B by Tu and its medium branches by B1 and B2. Let B ′ denote the tree obtained from B deleting vertices in D(u)−{u}
(Fig. 4(a) illustrates the construction of B). Let M = Zv ∩ V (B), Mi = Zv ∩ V (Bi ), i = 1, 2, Zu = Zv ∩ V (Tu), and
M ′ = Zv ∩ V (B ′). Note that |M ′| = |M | − |Zu | < (4/3)k − k = (1/3)k.
Now we partition the elements of B into two sets Z1 and Z2 with appropriate cardinality depending on the
smallest weight among w(B1), w(B2), and w(B ′), and add them to one of Z1 or Z2. Note that the smallest
weight of w(B1), w(B2), and w(B ′) is at most (1/3)w(B). If w(B ′) ≤ w(B1), w(B2), then let Z1 = M1 ∪ M ′
and Z2 = M2. Add Z1 and Z2 to Z2. Note that |Z1| = |M1| + |M ′| < (2/3)k + (1/3)k = k. Moreover,
w(T 〈Z1 ∪ {v}〉)+w(T 〈Z2 ∪ {v}〉) ≤ w(B)+w(B ′) ≤ (4/3)w(B) holds (see Fig. 4(b)). Otherwise, assume without
loss of generality that w(B1) ≤ w(B2) and (1/3)k is an integer. Choose a subset Z ⊆ M1 of cardinality (1/3)k, and
let Z1 = Zu − Z and and Z2 = M − Z1. Note that (2/3)k < |Z1| < k and |Z2| = |M | − |Z1| < (2/3)k. Add Z1
and Z2 to Z1 and Z2, respectively. w(B1) ≤ (1/3)w(B) implies that w(T 〈Z1〉)+w(T 〈Z2 ∪ {v}〉) ≤ (4/3)w(B) (see
Fig. 4(c)). 
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Fig. 4. Illustration of Lemma 6; (a) A branch B of Tv such that Tu is a balance-tree and k < |Zv ∩ V (B)| < (4/3)k; (b) w(B′) ≤ w(B1), w(B2);
(c) w(B1) ≤ w(B2), w(B′).
3.2. Algorithm for tree cover
In this subsection, we show that, for an arbitrary tree, there exists a tree cover given in the next theorem. For this,
we present an algorithm that exploits the results in the previous subsection to compute such a tree cover.
Theorem 7. Given a tree T rooted at s, a terminal set S ⊆ V (T ), a positive integer k, an edge weight function
w : E(T ) → R+, and a vertex weight function d : S → R+, there is a partition S = S1 ∪ S2 ∪ S3 of S, where
S3 = {X1, Y1, . . . , Xr , Yr }, that satisfies:
(i) |Z | < k for each terminal subset Z ∈ S1.
(ii) (2/3)k ≤ |Z | ≤ k for each terminal subset Z ∈ S2.
(iii) For i = 1, 2, . . . , r , |X i |, |Yi | ≤ k, |X i | + |Yi | ≥ (4/3)k and each of X i and Yi contains at least one of the
lightest (2/3)k terminals among X i ∪ Yi in terms of vertex weight d.
(iv)
∑
Z∈S1 w(T 〈Z ∪ {s}〉)+
∑
Z∈S2∪S3 w(T 〈Z〉) ≤ (4/3)w(T ).
Furthermore, such a partition S can be computed in polynomial time. 
To prove Theorem 7, we can assume without loss of generality that in a given tree T , (i) all terminals are leaves,
i.e., S = L(T ), by introducing a new edge of weight zero for each non-leaf terminal, and (ii) |Ch(v)| = 2 holds for
every non-leaf v ∈ V (T ), i.e., T is a binary tree rooted at s, by splitting vertices of degree more than 3 with new edges
of weight zero.
We prove Theorem 7 by showing that the next algorithm actually delivers a desired partition S = S1 ∪ S2 ∪ S3.
The algorithm can be outlined as follows. Choose a vertex v /∈ Q ∪ {s} with the maximum depth in the current tree
such that Zv = D(v)∩ S contains at least (2/3)k terminals, where Q is initialized to be empty and is used throughout
the algorithm to keep track of vertices v chosen by the algorithm. Depending on the number of terminals in Zv , we
add Zv to S2, add v to Q, or compute a partition of Zv by using Lemma 3 or 5. In the latter case, we add the subsets
in the obtained partition to one of S2 and S3. Fig. 5 summarizes all possible cases of Zv considered by the algorithm
and the property and the action associated with each case. Remove all terminals in S2 ∪S3 from S. Repeat these steps
on the minimal subtree of T that contains the current S and s until no more such vertex v can be identified. Finally,
we partition the set of the remaining terminals by using Lemma 6, and add the obtained subsets to one of S1 or S2. A
formal description of the algorithm is the following.
Algorithm TREECOVER
Input: A binary tree T rooted at s, a set S = L(T ) of terminals, a positive
integer k, an edge weight function w : E(T ) → R+, and a vertex weight
function d : S → R+.
Output: A partition S = S1 ∪ S2 ∪ S3 of S that satisfies the conditions in
Theorem 7.
1 Let Q := ∅; S2 := S3 := ∅;
2 while there exists a vertex v ∈ V (T )− {s} − Q such that
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Fig. 5. Illustration of one iteration of the while-loop in algorithm TREECOVER.
|S ∩ DT (v)| ≥ (2/3)k do
3 Choose such v with the maximum depth from s;
4 Let Zv := S ∩ DT (v); Tv := T 〈Zv〉;
5 Let B1 and B2 be the two branches of Tv;
6 Let Mi = S ∩ V (Bi ), i = 1, 2, where |M1| ≥ |M2|;
7 begin /* Distinguish the next four cases. */
8 Case-1 |Zv| ≤ k: Let S2 := S2 ∪ {Zv};
9 Case-2 k < |Zv| < (4/3)k: Let Q := Q ∪ {v};
10 Case-3 (4/3)k ≤ |Zv| ≤ 2k:
11 Let y be the root of the balance-tree in B1, and regard Tv as a tree
T ′y rooted at y;
12 Apply Lemma 3 to T ′y to get a partition {Z1, Z2} of Zv that satisfies
the conditions in Lemma 3;
13 S2 := S2 ∪ {Z1, Z2};
14 Case-4 2k < |Zv| < (8/3)k:
15 Apply Lemma 5 to Tv to get a partition of Zv that satisfies one of
conditions (i), (ii) in Lemma 5;
16 if (i) holds then /* we get a partition {Z1, Z2, Z3} of Zv .*/
S2 := S2 ∪ {Z1, Z2, Z3}
17 else /* (ii) holds, i.e., we get a partition {Z1, X, Y } of Zv , where Z0
consists of the lightest (2/3)k terminals in Z1 = X ∪ Y with respect
to d . */
S2 := S2 ∪ {Z1}; S3 := S3 ∪ {X, Y } endif
end; /* Cases-1,2,3,4 */
18 Let S := S − (S2 ∪ S3); T := T 〈S ∪ {s}〉
19 endwhile;
20 if S = ∅ then
21 S1 := ∅
22 else /* S 6= ∅ */
23 Regard T as a tree Ts rooted at s and apply Lemma 6 to Ts to get
a partition Z1 ∪ Z2 of S that satisfies the conditions in Lemma 6;
24 S1 := Z2; S2 := S2 ∪ Z1
25 endif.
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Fig. 6. Applying TREECOVER to a minimum tree T in the CMTR instance given in Fig. 1(a) that spans the source and all terminals; (a) The
algorithm adds u to Q in the first iteration since Tu is a balance-tree; (b) In the second iteration (Case-3 holds), the algorithm regards the subtree of
T rooted at v21 as a tree T
′ rooted at u and applies Lemma 3 to T ′; (c) Finally, the algorithm adds v6 to Q (Tv6 is a balance-tree) and then applies
Lemma 6 to the tree on the source and the remaining terminals.
Fig. 6 illustrates a computation process of this algorithm applied to a minimum tree of the graph given in Fig. 1(a)
that spans S ∪ {s}.
Proof of Theorem 7. We will prove the correctness of algorithm TREECOVER and then show that the partition
obtained from this algorithm satisfies conditions in Theorem 7.We first prove by induction the correctness of algorithm
TREECOVER. Let B1 and B2 (resp., M1 and M2) be as defined in the algorithm. We first consider the first iteration of
the while-loop. By the choice of v in line 3, |M1|, |M2| < (2/3)k. Hence (2/3)k ≤ |Zv| < (4/3)k holds in line 4,
which implies that only Case-1 or Case-2 can occur in the first iteration. If |Zv| ≤ k holds, then Zv is removed from
S and added to S2 in Case-1. Otherwise (k < |Zv| < (4/3)k) Case-2 holds, where the two branches B1 and B2 of v
are medium (since k < |Zv| implies (1/3)k < |Mi |, i = 1, 2), and hence Tv is a balance-tree. In the latter case, v is
added to a set Q.
Assume that the algorithm works correctly after the execution of the j th iteration of the while-loop. We show
the correctness of the algorithm during the execution of the ( j + 1)th iteration. Note that, for any vertex v chosen
in line 3, Zv will be removed from the current S except for Case-2. Now let v be a vertex selected in line 3 in the
( j + 1)st iteration. Then we see that, for each u ∈ ChT (v), either (i) |S ∩ DT (u)| < (2/3)k holds (if u has not
been chosen in line 3) or (ii) u ∈ Q holds and Tu contains a balance-tree and satisfies k < |S ∩ DT (u)| < (4/3)k
(otherwise). Therefore, one of (2/3)k ≤ |Zv| ≤ k, k < |Zv| < (4/3)k, (4/3)k ≤ |Zv| ≤ 2k, and 2k < |Zv| < (8/3)k
holds. Now if (2/3)k ≤ |Zv| ≤ k holds, then Zv is removed from the current S in Case-1 after it is added to S2.
If k < |Zv| < (4/3)k (i.e., Case-2) holds, then Tv is a balance-tree (if (1/3)k < |M1|, |M2| < (2/3)k) or B1
(consequently Tv) contains a balance-tree (by |M1| ≥ |M2|). In this case, v is added to set Q. Analogously with
Case-2, we see that, if (4/3)k ≤ |Zv| ≤ 2k (i.e., Case-3) holds then B1 contains a balance-tree, where |M1| > k and
|M2| < (2/3)k. Hence tree T ′y defined in line 11 satisfies the conditions of Lemma 3 and a desired partition of Zv can
be constructed in line 12. In the last case, where 2k < |Zv| < (8/3)k (i.e., Case-4) holds, we can also observe that, for
each i = 1, 2, Bi contains a balance-tree and k < |Mi | < (4/3)k holds. This implies that tree Tv in line 15 satisfies
the conditions of Lemma 5 and a desired partition of Zv can be constructed in line 15. In Case-3 and -4, Zv is removed
from the current S after elements of its partition are added to appropriate subsets of S. Therefore, the algorithm works
correctly during the execution of all iterations of the while-loop.
After the final iteration of the while-loop, there is no vertex v ∈ V (T )− {s} − Q such that |S ∩ DT (v)| ≥ (2/3)k.
Hence, if the current S is not empty, then for each u ∈ ChT (s), either (i) |S ∩ DT (u)| < (2/3)k holds (if u has not
been chosen in line 3) or (ii) u ∈ Q holds and Tu contains a balance-tree and satisfies k < |S ∩ DT (u)| < (4/3)k
(otherwise). That is, tree Ts defined in line 23 satisfies the conditions in Lemma 6 and a desired partition of the current
S can be constructed in line 23. This completes the correctness of TREECOVER.
Now we prove that the partition obtained from algorithm TREECOVER satisfies conditions (i)–(iv) in Theorem 7.
We observe that Conditions (i)–(iii) in Theorem 7 follow immediately from the construction of S1, S2, and S3. Finally
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we show (iv). By Lemma 3, a partition {Z1, Z2} of Zv in line 12 satisfies w(T 〈Z1〉) + w(T 〈Z2〉) ≤ (4/3)w(Tv).
From Lemma 5(i), a partition {Z1, Z2, Z3} of Zv obtained in line 16 satisfies w(T 〈Z1〉)+ w(T 〈Z2〉)+ w(T 〈Z3〉) ≤
(4/3)w(Tv). Similarly, Lemma 5(ii) shows that w(T 〈Z1〉) + w(T 〈X〉) + w(T 〈Y 〉) ≤ (4/3)w(Tv) for a partition
{Z1, X, Y } of Zv obtained in line 17. Moreover, ∑Z∈Z1 w(T 〈Z〉) +∑Z∈Z2 w(T 〈Z ∪ {s}〉) ≤ (4/3)w(Ts) for the
partition obtained in line 23. Hence by adding the latter inequality and the resultant inequalities over all iterations of
the while-loop, we get (iv) in Theorem 7. This completes the proof of Theorem 7. 
4. Approximation algorithm for CMTR
This section describes a framework of our approximation algorithm for the CMTR and then analyzes its
approximation ratio. The algorithm relies on the results on tree covers in a tree we provided in Section 3.
Consider the CMTR instance given in Fig. 1(a). The algorithm first produces a tree of the minimum cost including
all vertices in S ∪ {s} given in Fig. 6(a), partitions this tree into a set of subtrees given in Fig. 6(c), by applying
algorithm TREECOVER to this tree, and finally connects the closest terminal in each subtree to s to construct the
approximate solution presented in Fig. 1(b). The entire algorithm is described as follows.
Algorithm APPROX
Input: An instance I = (G = (V, E), S, w, s, k) of the CMTR.
Output: A solution (S, T ) to I .
Step 1. Compute a minimum tree T that spans S ∪ {s} in G.
Step 2. Regard T as a tree rooted at s, and define d : S → R+ by setting d(t) to be the distance from s to t ∈ S, i.e.,
the sum of weights (in term of w) of edges in a shortest path SP(s, t) from s to t in G.
Apply Theorem 7 to (T, S, w, s, k, d) to obtain a partition
S = S1 ∪ S2 ∪ S3
of S, where S3 = {X1, Y1, . . . , Xr , Yr }, that satisfies conditions (i)–(iv) of the theorem.
Step 3. For each terminal subset Z ∈ S1, let TZ := T 〈Z ∪ {s}〉.
For each terminal subset Z ∈ S2 ∪ S3, choose a terminal tZ ∈ Z with the minimum distance d(tZ ), and let
TZ be the tree obtained from T 〈Z〉 by adding the edge set of a shortest path SP(s, tZ ) from s to tZ in G.
Step 4. Let T = {TZ | Z ∈ S1 ∪ S2 ∪ S3}, and output (S, T ). 
We show that algorithm APPROX has the following performance.
Theorem 8. For an instance I = (G = (V, E), S, w, s, k) of the CMTR, algorithm APPROX delivers a (3/2 +
(4/3)ρ)-approximate solution (S, T ), where ρ is the ratio of w(T ) to the minimum cost of a Steiner tree that spans
S ∪ {s}.
Proof. We first show that APPROX produces a feasible solution. By conditions (i)–(iii) of Theorem 7, every subset
Z ∈ S consists of at most k terminals, and thereby solution (S, T ) is feasible to I .
We then show that it is a (3/2+(4/3)ρ)-approximate solution. Let opt(I ) denote the weight of an optimal solution.
By construction, the cost of T is bounded by∑
T ′∈T
w(T ′) ≤
∑
Z∈S1
w(T 〈Z ∪ {s}〉)+
∑
Z∈S2∪S3
w(T 〈Z〉)+
∑
Z∈S2∪S3
d(tZ ),
which is at most (4/3)w(T )+∑Z∈S2∪S3 d(tZ ) by condition (iv) of Theorem 7. For a minimum Steiner tree T ∗ that
spans S ∪ {s}, we have w(T ) ≤ ρw(T ∗) and w(T ∗) ≤ opt(I ) by Lemma 2. Hence (4/3)w(T ) ≤ (4/3)ρ · opt(I )
holds. To prove the theorem, it suffices to show that∑
Z∈S2∪S3
d(tZ ) ≤ (3/2)opt(I ). (3)
Consider a subset Z ∈ S2. By the choice of terminal tZ ∈ Z and condition (ii) of Theorem 7, we have∑
t∈Z
d(t) ≥ |Z |d(tZ ) ≥ (2/3)kd(tZ ). (4)
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Now consider a pair of subsets X i , Yi ∈ S3, and their terminals tZ = tX i ∈ X i and tZ = tYi ∈ Yi chosen in Step 3.
Assume without loss of generality that d(tX i ) ≤ d(tYi ). Then tX i has the smallest distance among all terminals in
X i ∪ Yi . Hence for the set Z0 ⊆ X i ∪ Yi of terminals with the first (2/3)k smallest distance, we have∑
t∈Z0
d(t) ≥ (2/3)kd(tX i ).
For the set (X i ∪ Yi )− Z0 of the remaining terminals, we have∑
t∈(X i∪Yi )−Z0
d(t) ≥ (|X i | + |Yi | − (2/3)k)d(tYi ) ≥ (2/3)kd(tYi ),
where the last inequality follows from |X i | + |Yi | ≥ (4/3)k in condition (iii) of Theorem 7. Therefore, it holds∑
t∈(X i∪Yi )
d(t) ≥ (2/3)kd(tX i )+ (2/3)kd(tYi ). (5)
By summing inequalities (4) and (5) overall subsets in S2 ∪ S3, we have
(2/3)k
∑
Z∈S2∪S3
d(tZ ) ≤
∑
t∈Z∈S2∪S3
d(t) ≤
∑
t∈S
d(t). (6)
By Lemma 2, this implies∑
Z∈S2∪S3
d(tZ ) ≤ (3/2)(1/k)
∑
t∈S
d(t) ≤ (3/2)opt(I ),
from which (3) follows. 
5. Concluding remarks
In this paper, we have designed a (3/2+(4/3)ρ)-approximation algorithm for the capacitated multicast tree routing
problem in networks. Our algorithm is based on an elaborate tree cover of a given tree. It is left as a future work to
obtain a better approximation algorithm than the (2+ ρ)-approximation algorithm due to Cai et al. [1] in the case of
1.5 < ρ < 1.55.
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