Abstract: This paper presents the design and implementation of a real-time behaviour profiling system for internet links. The system uses flow-level information, and applies data mining and information-theoretic techniques to automatically discover significant events based on communication patterns. We demonstrate the operational feasibility of the system by implementing it and performing benchmarking of CPU and memory costs using packet traces from backbone links. To improve the robustness of this system against sudden traffic surges, we propose a novel filtering algorithm. The proposed algorithm successfully reduces the CPU and memory cost while maintaining high profiling accuracy. Finally, we devise and evaluate simple yet effective blocking strategies to reduce prevalent exploit traffic, and build a simple event analysis engine to generate ACL rules for filtering unwanted traffic.
Introduction
Recent years have seen significant progress in real-time, continuous traffic monitoring and measurement systems in IP backbone networks (Iannaccone, 2005; Iannaccone et al., 2001 ). However, real-time traffic summaries reported by many such systems focus mostly on volume-based heavy hitters or aggregated metrics of interest (Keys et al., 2005) , which are not sufficient for finding interesting or anomalous behaviour patterns. This paper 1 explores the feasibility of building a real-time traffic behaviour profiling system that analyses vast amount of traffic data in IP backbone networks and reports comprehensive behaviour patterns of significant end hosts and network applications.
Towards this end, we answer a specific question in this paper: is it feasible to build a robust real-time traffic behaviour profiling system that is capable of continuously extracting and analysing 'interesting' and 'significant' traffic patterns on high-speed internet links, even in the face of sudden surge in traffic. We address this question in the context of a traffic behaviour profiling methodology developed for IP backbone networks (Xu et al., 2005a) . The behaviour profiling methodology employs a combination of data-mining and information-theoretic techniques to build comprehensive behaviour profiles of internet backbone traffic in terms of communication patterns of end hosts and applications. It consists of three key steps: significant cluster extraction, automatic behaviour classification and structural modelling for in-depth interpretive analysis. This three-step profiling methodology extracts hosts or services that generate significant traffic, classifies them into different behaviour classes that provide a general separation of various normal and abnormal traffic as well as rare and anomalous traffic behaviour patterns (see Section 2 for more details). The profiling methodology has been extensively validated offline using packet traces collected from a variety of backbone links in an IP backbone network (Xu et al., 2005a (Xu et al., , 2005b .
To demonstrate the operational feasibility of performing online traffic behaviour profiling on high-speed internet backbone links, we build a prototype system of the aforementioned profiling methodology using general-purpose commodity PCs and integrate it with an existing real-time traffic monitoring system operating in an internet backbone network (Xu et al., 2007) . The real-time traffic monitoring system captures packets on a high-speed link (from OC12 to OC192) and converts them into 5-tuple flows (based on source IP, destination IP, source port, destination port, protocol fields), which are then continuously fed to the real-time traffic profiling system we build. The large volume of traffic flows observed from these links creates great challenges for the profiling system to process them quickly on commodity PCs with limited memory capacity. We incorporate several optimisation features in our implementation such as efficient data structures for storing and processing cluster information to address these challenges.
After designing and implementing this real-time traffic profiling system, we perform extensive benchmarking of CPU and memory costs using packet-level traces from internet backbone links to identify the potential challenges and resource bottlenecks. We find that CPU and memory costs linearly increase with flow arrival rate. Nevertheless, resources on a commodity PC are sufficient to continuously process flow records and build behaviour profiles for high-speed links in operational networks. For example, on a dual 1.5 GHz PC with 2048 MB of memory, building behaviour profiles once every 5 minutes for a 2.5 Gbps link loaded at an average of 209 Mbps typically takes 45 seconds of CPU time and 96 MB of memory.
However, resource requirements are much higher under anomalous traffic patterns such as sudden traffic surges caused by denial of service (DoS) attacks, when the flow arrival rate can increase by several orders of magnitude. We study this phenomenon by superposing 'synthetic' packet traces containing a mix of known DoS attacks (Hussain et al., 2003) on real backbone packet traces. To enhance the robustness of our profiling system under these stress conditions, we propose and develop sampling-based flow filtering algorithms and show that these algorithms are able to curb steep increase in CPU and memory costs while maintaining high profiling accuracy.
Given the prevalent exploit traffic, we further consider blocking strategies the real-time profiling system can deploy to reduce such unwanted traffic. Based on the characteristics of exploit traffic, we devise several heuristic rules that the profiling system can employ to reducing unwanted traffic, and evaluate their cost and performance. By replaying packet traces collected from backbone links to the real-time profiling system, we find that simple blocking strategies could potentially reduce substantial exploit traffic in backbone networks.
The contributions of this paper are as follows: • We present the design and implementation of a real-time traffic profiling system for link-level internet traffic, and demonstrate its operational feasibility by benchmarking CPU and memory costs using packet traces from an operational backbone.
• We propose a new filtering algorithm to improve the robustness of the profiling system against traffic surges and anomalous traffic patterns, and show that the proposed algorithm successfully reduces CPU and memory costs while maintaining high profiling accuracy.
• We devise, evaluate and deploy simple yet effective the access control list (ACL) rules in the real-time profiling system to reduce prevalent exploit behaviour in backbone networks.
The remainder of this paper is organised as follow. Section 2 describes a behaviour profiling methodology that automatically discovers significant behaviour patterns from massive traffic data. Section 3 introduces the real-time profiling system and discusses its functional modules as well as the interfaces with continuous monitoring systems and an event analysis engine. Section 4 is devoted to performance benchmarking and stress test of the profiling system using a variety of packet-level traces from OC-48 backbone links, and synthetic traces that mix various attacks into real backbone packet traces. In Section 5, we propose and evaluate sampling-based filtering algorithms to enhance the robustness of the profiling system against sudden traffic surges. Section 6 devises and evaluates several simple blocking strategies in the real-time profiling system to reduce unwanted exploit traffic. Finally, Section 7 concludes this paper.
Behaviour profiling methodology
In light of wide spread cyber attacks and frequent emergence of disruptive applications, we developed a general traffic profiling methodology that automatically discovers significant behaviours with plausible interpretations from vast amount of traffic data. The profiling methodology uses 5-tuple flows, i.e., source IP address (srcIP), destination IP address (dstIP), source port number (srcPrt), destination port number (dstPrt), and protocol, collected in a time interval (e.g., 5 minutes) from internet backbone links. We focus on the first four feature dimensions in 5-tuples, and extract clusters along each dimension. Each cluster consists of flows with the same feature value in a given dimension. The value and its dimension are denoted as cluster key and cluster dimension. This leads to four groups of clusters, i.e., srcIP, dstIP, srcPrt and dstPrt clusters. The first two represent a collection of host behaviour, while the last two yield a collection of application behaviours that aggregate flows on the corresponding ports.
Extracting significant clusters
Due to massive traffic data and wide diversity of end hosts and applications observed in backbone links, it is impractical to examine all end hosts and applications. Thus, we attempt to extract significant clusters of interest, in which the number of flows exceeds a threshold. In extracting such clusters, we introduced an entropy-based algorithm that finds adaptive thresholds along each dimension based on traffic mix and cluster size distributions.
The intuitive idea of this algorithm is:
1 to extract clusters in each dimension whose cluster keys are distinct in terms of size distributions 2 to repeat this process until the size distribution of the remaining clusters in the dimension is (nearly) random.
To quantify the 'randomness' of cluster size distribution, we use an information-theoretic measure, relative uncertainty (UR) (also known as standardised entropy), which provides a measure of randomness between 0 and 1. If RU on a given variable X is close to 1, it indicates that the observed values of X are closer to being uniformly distributed and thus look less distinguishable from each other.
By applying this algorithm on a variety of backbone links, we see that the number of significant clusters extracted along each dimension is far less than the total number of values. This observation suggests that this step is very useful and necessary in reducing traffic data for analysis while retaining most interesting behaviours.
Behaviour classification
Given the extracted significant clusters, the second step of the profiling methodology is to classify their behaviours based on communication patterns. The flows in each significant cluster, e.g., a srcIP cluster, share the same feature value in srcIP dimension, thus most behaviour information is contained in the other 'free' features including dstIP, srcPrt, dstPrt, which might take any possible values.
Traditional approaches mostly focused on volume-based information, e.g., unique number of dstIP's or dstPrt's in examining the patterns of such clusters. However, the traffic volume often is unable to uncover comprehensive communication patterns. For example, if two hosts communicate with 100 unique dstIP's, we cannot safely conclude that their communication patterns from dstIP feature are the same without further investigation. A simple example is that one host could be a web server talking to 100 clients, while another is an infected host randomly scanning 100 targets. More importantly, the number of flows associated with each dstIP is very likely to be different. For the case of the web server, the numbers of flows between clients and the server tend to be diverse. On the other hand, the number of probing flows between the scanner and each target is often uniform, e.g., one in most cases. This insight motivates us to use RU again to measure the feature distribution of free dimensions for all significant clusters.
Suppose the size of a cluster is m and a free dimension X may take X N discrete values. Moreover, let ( ) P X denote a probability distribution, and ( ) , , = ∈ i i i p x m m x X where mi is the frequency or number of times we observe the feature X taking the value . x Then, the RU in the feature X for the cluster is defined as
where ( ) H X is the (empirical) entropy of X defined as
We use RU to measure feature distributions of three free dimensions. As a result, we obtain a RU vector for each cluster, e. Figure 1 represents each srcIP cluster extracted in each 5-minute time slot over a 1-hour period from an OC-48 backbone link as a point in a unit cube. We see that the points are 'clustered', suggesting that there are few underlying common patterns among them. Such observation holds for other dimensions as well. This leads to a behaviour classification scheme which classifies all srcIP's into behaviour classes based on their similarity/dissimilarity in the RU vector space. By applying the behaviour classification on backbone links and analysing their temporal properties, we find this scheme is robust and consistent in capturing behaviour similarities among significant clusters. Such similarities are measured on the feature distribution of free dimensions of these clusters, hence provide useful insight in communication patterns of end hosts and applications (Karagiannis et al., 2005; Xu et al., 2005a) .
Structural modelling
To provide a plausible interpretation for behaviour patterns, we adopt dominant state analysis technique for modelling and characterising the interaction of various feature dimensions in a cluster. The idea of dominant state analysis comes from structural modelling or reconstructability analysis in system theory (Krippendorff, 1986; Cavallo and Klir, 1979; Zwick, 2004) as well as more recent graphical models in statistical learning theory (Jordan, 2004) .
The intuition behind dominant state analysis is described below. Given a srcIP associated with significant traffic flows, all flows can be represented as a 4-tuple (ignoring the protocol field) , , , ,
where the srcIP has a fixed value , u while the srcPrt (X dimension), dstPrt (Y dimension) and dstIP (Z dimension) may take any legitimate value. Hence each flow in the cluster imposes a 'constraint' on the three 'free' dimensions , X Y and .
Z Treating each dimension as a random variable, the flows in the cluster constrain how the random variables , X Y and Z 'interact' or 'depend' on each other, via the (induced) joint probability distribution ( , , ) .
The objective of dominant state analysis is to explore the interaction or dependence among the free dimensions by identifying 'simpler' subsets of values or constraints [called structural models in the literature (Krippendorff, 1986) ] to represent the original data in their probability distribution. Given the probability information, we can not only approximately reproduce the original flow patterns, but also explain the dominant activities of end hosts or applications.
Properties of behaviour profiles
We have applied the profiling methodology on traffic data collected from a variety of links at the core of the internet through offline analysis. We find that a large fraction of clusters fall into three typical behaviour profiles: server/service behaviour profile, heavy hitter host behaviour, and scan/exploit behaviour profile. These behaviour profiles are built based on various aspects, including behaviour classes, dominant states, and additional attributes such as average packets and bytes per flow. These behaviour profiles are recorded in a database for further event analysis, such as temporal properties of behaviour classes and individual clusters, or behaviour change detection based on RU vectors.
The profiling methodology is able to find various interesting and anomalous events. First, it automatically detects novel or unknown exploit behaviours that match typical exploit profiles, but exhibit unusual dominant states (e.g., dstPrt's). Second, any atypical behaviour is worth close examination, since they represent as 'outliers' or 'anomaly' among behaviour profiles. Third, the methodology could point out deviant behaviours of end hosts or applications that deviate from previous patterns.
Characteristics of exploit traffic
Given the prevalent exploit activities, we further introduce several metrics to study the characteristics of exploit traffic. The exploit intensity illustrated in Figure 2 (b) also follows a Zipf like distribution. The maximum intensity is 21 K targets per minute, while the minimum is 40 targets per minute. There are only 12.9% sources with an intensity of over 500 targets per minute, while nearly 81.1% sources have an intensity of less than 500 targets per minute. Those 12.9% aggressive ( 500) ≥ I sources account for 50.5%, 53.3% and 45.2% of the total flows, packets and bytes of exploit traffic. The relatively small numbers of sources, which frequently, persistently or aggressively generate exploit traffic, are candidates for blocking actions. In the rest of this paper, we will demonstrate the feasibility of designing and implementing a real-time traffic profiling system that uses flow-level information generated from 'always-on' packet monitors and reports significant online events based on communication patterns of end hosts and applications even faced with anomalous traffic patterns, e.g., DoS attacks or worm outbreaks.
Real-time profiling system
In this section, we first describe the design guidelines for the profiling system and then present the overall architecture, functional modules and key implementation details.
Design guidelines
Four key considerations guide the design of our profiling system:
• Scalability: The profiling system is targeted at high-speed (1 Gbps or more) backbone links and hence must scale to the traffic load offered by such links. Specifically, if the system has to continuously build behaviour profiles of significant clusters once every time interval T (e.g., 5 = T minutes), then it has to take less than time T to process all the flow records aggregated in every time interval .
T And this has to be accomplished on a commodity PC platform.
• Robustness: The profiling system should be robust to anomalous traffic patterns such as those caused by DoS attacks, flash crowds, worm outbreaks, etc. These traffic patterns can place a heavy demand on system resources. At the same time, it is vital for the profiling system to be functioning during such events since it will generate data for effective response and forensic analysis. Therefore the system must adapt gracefully to these situations and achieve a suitable balance between profiling accuracy and resource utilisation.
• Modularity: The profiling system should be designed in a modular fashion with each module encapsulating a specific function or step in the profiling methodology. Information exchange between modules should be clearly specified. In addition, the system should be designed to accept input from any packet or flow monitoring system that exports a continuous stream of flow records. However, the flow record export format has to be known to the system.
• Usability: The profiling system should be easy to configure and customise so that a network operator can focus on specific events of interest and obtain various levels of information about these events. At the same time, it should expose minimal details about the methodology to an average user. Finally it should generate meaningful and easy-to-interpret event reports, instead of streams of statistics.
These design considerations form a guideline of our system design and drive each stage of our system implementation. In the rest of the section, we will discuss the overall architecture of the real-time profiling system, its functional modules and key implementation details that achieve the design goals. Figure 3 depicts the architecture of the profiling system that is integrated with an 'always-on' monitoring system, an event analysis engine and a feedback channel of generating ACL entries of routers for blocking unwanted traffic. The flow-level information used by the profiling system is generated from continuous packet or flow monitoring systems that capture packet headers on a high-speed internet link via an optical splitter and a packet capturing device, i.e., DAG card. The monitoring system aggregates packets into 5-tuple flows and exports the flow records for a given time interval into disk files. In general, the profiling system could obtain flow records through two ways: shared disk access or file transfer over socket, and the option depends on the locations of the profiling and monitoring systems. The first way works when both systems run on the same machine. If they are located in different machines, the monitoring system transfers the files of flow records in the last time interval to our traffic profiling system. In order to improve the efficiency of the profiling system, we use distinct process threads to carry out multiple tasks in parallel. For example, one thread continuously reads flow records in the current time interval i T from the monitoring systems, while another thread profiles flow records that are complete for the previous time interval 1 .
System architecture
− i T The real-time traffic profiling system consists of five functional modules (shadowed boxes), namely, 'cluster construction', 'adaptive thresholding', 'behaviour profiling' and 'profile tracking'. Their functions are briefly summarised below:
• Cluster construction: This module has two initialisation tasks. First it starts to load a flow table (FTable) in a time interval T into memory from disk files once the profiling system receives a signal indicating FTable is ready. The second task is to group flows in FTable associated with the same feature values (i.e., cluster keys) into clusters.
• Adaptive thresholding: This module analyses the distribution of flow counts in the four feature dimensions, and computes a threshold for extracting significant clusters along each dimension.
• Behaviour profiling: This module implements a combination of behaviour classification and structural modelling that builds behaviour profiles in terms of communication patterns of significant end hosts and applications.
• Profile tracking: This module examines all behaviour profiles built from the profiling system from various aspects to find interesting and suspicious network events.
• Event analysis engine: This module analyses a behaviour profile database, which includes current and historical behaviour profiles of end hosts and network applications reported by the behaviour profiling and profile tracking modules in the profiling system.
Key implementation details
In this section we focus on some key aspects of our implementation for achieving aforementioned design goals.
Data structures
High speed backbone links typically carry a large amount of traffic flows. Efficiently storing and searching these flows is critical for the scalability of our real-time profiling system. We design two efficient data structures, namely FTable and CTable for efficient storage and fast lookups during cluster extraction and behaviour modelling. Figure 4 illustrates the data structure of FTable and CTable with an example. FTable, an array data structure, provides an index of 5-tuple flows through a widely-used hashing function,
where FTableEntries denotes the maximum entries of FTable. For example, in Figure 4 , flow 1 is mapped to the entry 181 in FTable, while flow 2 is mapped to the entry 1. In case of hashing collision, i.e., two or more flows mapping to the same table entry, we use a linked list to manage them. In our experiments, the (average) collision rate of this flow hashing function is below 5% with 20 2 . = FTableEntries While constructing clusters, the naive approach would be to make four copies of 5-tuple flows, and then group each flow into four clusters along each dimension. However, this method dramatically increases the memory cost of the system since the flow table typically has hundreds or millions of flows in each time interval. Instead of duplicating flows, which is expensive, we add four flow pointers (i.e., next srcIP, next dstIP, next srcPrt and next dstPrt) in each flow. Each flow pointer will link the flows sharing the same feature value in the given dimension. For example, the next srcIP pointer of flow 4 links to flow 3 since they share the same srcIP 10.0.0.1. Similarly, the next srcPrt pointer of flow 4 links to flow 1 since they share the same srcPrt 80. However, the question is how to quickly find the 'old' flows of the same clusters when adding a new flow in the flow table. To address this problem, we create another data structure, CTable, which links the first flow of each cluster in FTable. Since there are four types of clusters, we create four instances of CTable for managing clusters along four dimensions. Considering srcPrt and dstPrt dimensions with 65536 possible clusters (ports), we use an array with a size of 65536 to manage the clusters for each of these two dimensions. The index of the array for each port is the same as the port number. For srcIP and dstIP dimensions, we use a simple hashing function that performs a bitwise exclusive OR (XOR) operation on the first 16 bits and the last 16 bits of IP address to map each srcIP or dstIP into its CTable entry. When adding a new flow, e.g., flow 3 in Figure 4 , in the given dstPrt, we first locate the first flow (flow 2) of the cluster dstPrt 443, and make the next dstPrt pointer of flow 3 to flow 2.
Finally the first flow of the cluster dstPrt 443 is updated to flow 3. This process is similar for the cluster srcPrt 1208, as well as the clusters srcIP 10.0.0.1 and dstIP 192.168.0.2. In addition to pointing to the first flow in each cluster, each CTable entry also includes flow count for the cluster and significant bit for marking significant clusters. The former maintains flow counts for cluster keys. As discussed in Section 2, the flow count distribution will determine the adaptive threshold for extracting significant clusters.
Space and time complexity of modules
The space and time complexity of modules essentially determines the CPU and memory cost of the profiling system. Thus, we quantify the complexity of each module in our profiling system. For convenience, Table 1 shows the definitions of the notations that will be used in the complexity analysis. Table 1 Notations used in the paper Due to a small number of significant clusters extracted, the computation complexity of profile tracking is often less than the others in two or three orders of magnitude, so we will not consider its time and space requirement for simplicity.
Notation Definition

Parallelisation of input and profiling
In order to improve the efficiency of the profiling system, we use mechanisms for paralleling tasks in multiple modules, such as continuously importing flow records in the current time interval , i T and profiling flow records that are complete for the previous time interval 1 .
Clearly, the parallelisation could reduce the time cost of the profiling system. The disadvantage of doing so is that we have to maintain two set of FTable and CTable for two time intervals.
Event analysis engine
To discover interesting or anomalous network events, we build an event analysis engine with three aspects: 1 temporal behaviour analysis 2 feature dimension correlation 3 event configurations.
The objective of temporal behaviour analysis is to characterise temporal properties of behaviour classes as well as individual clusters from the behaviour profile database that records behaviour profiles built from the profiling system. Prior work in Lakhina et al. (2005) and Xu et al. (2005a) have demonstrated that temporal properties could help distinguish and classify behaviour classes. Feature dimension correlation attempts to find the correlation between clusters from various dimensions to detect emerging exploit and worm activities (Kim and Karp, 2004; Singh et al., 2004 ) that often trigger new clusters from srcIP, dstIP and dstPrt dimensions.
We develop a simple event configuration language that enables network operators or security analysts to extract information on events of interest from behaviour profiles for network management or troubleshooting. To express the policy, we use four distinct fields: dimension, event type, filter and description. The options of these fields include:
∈ rare deviant exploit unusual service ports all
∈ high frequency high intensity matching selected ports ports others
For example, if a network operator wants to monitor rare behaviour of srcIP end hosts, she could use the rule srcIP (dimension) -rare (event type) -all (filter) -full (description), which expresses the policy of reporting full profiles of all srcIP clusters with rare behaviour. Similarly, we could construct other filter rules using the combinations of all available options.
In the next section, we will demonstrate the operational feasibility of this system by performing extensive benchmarking of CPU and memory costs using packet-level traces from OC-48 backbone links. To evaluate the robustness of the system, we also test the system against anomalous traffic patterns under DoS attacks or worm outbreaks.
Performance evaluation
In this section, we first conduct performance benchmarking of CPU and memory cost of the profiling system using a variety of packet traces from OC-48 backbone links. Subsequently, we evaluate the performance bottlenecks of the system under anomalous traffic patterns such as those caused by DoS attacks and worm outbreaks.
Benchmarking
We measure CPU usage of the profiling process by using a system call, namely, getrusage(), which queries actual system and user CPU time of the process. The system call returns with the resource utilisation including ru_utime and ru_stime, which represent the user and system time used by the process, respectively. The sum of these two times indicates the total CPU time that the profiling process uses. Let T denote the total CPU time, and , 
T T T T (3)
Similarly, we collect memory usage with another system call, mallinfo(), which collects information of the dynamic memory allocation. Let M denote the total memory usage, and Ml, Ma, and Mp denote the memory usage in three key modules. Then we have
In order to track the CPU and memory usages of each module, we use these two system calls before and after the module. Table 2 shows a summary of CPU time and memory cost of the profiling system on 1 L to 3 L for 18 consecutive hours. It is not surprising to see that the average CPU and memory costs for 1 L are larger than the other two links due to a higher link utilisation. Figure 5 shows the CPU and memory cost of the profiling system on all 5-min intervals for 1 L (the link with the highest utilisation). For the majority of time intervals, the profiling system requires less than 60 seconds (1 minute) of CPU time and 150 MB of memory using the flow records in 5-min time intervals for 1 . L Figure 6 (a) further illustrates the number of flow records over time that ranges from 600 K to 1.6 M, while Figure 6 (b) shows the number of all clusters as well as the extracted significant clusters. It is very interesting to observe the similar patterns in the plot of memory cost [Figure 5(b) ] and that of the flow count over time [Figure 6(a) ]. This observation leads us to analyse the correlation between these two measurements. By examining the breakdown of the memory cost, we find that l M in the cluster construction module accounts for over 98% of the total memory consumptions. Recall that the space complexity of this module is larger than the others by two or three orders of magnitude, and dominated by the factor in terms of size of flow table . F The scatter plot of F vs. l M in Figure 7 reflects the linear relationship between them. Therefore, this strong correlation suggests that the memory cost of the profiling system is mainly determined by the number of flow records collected by the monitoring system in the given time interval. To understand how performance is affected by time granularity, we also evaluate the system on 1 L using 1 min, 2 min, 10 min and 15 min flow traces. The results are shown in Table 3 . In general, the CPU time and memory cost increase as the length of the time interval. On the other hand, the CPU time of the profiling system is always less than the time interval .
T In addition, the average memory cost for 5 min, 10 min and 15 min are 96 MB, 151 MB, and 218 MB, respectively which are within the affordable range on commodity PCs. These results clearly suggest that our real-time profiling system satisfies the scalability requirement raised in the previous section.
In summary, the average CPU and memory costs of the real-time profiling system on 5 min flow records collected from an OC-48 link with a 10% link utilisation are 60 seconds and 100 MB, respectively. Moreover, the CPU time is largely determined by the number of flow records as well as that of significant clusters, and the memory cost is determined by the number of flow records. During these monitoring periods, these links are not fully utilised, so we can not extensively measure the performance of the real-time profiling system for a highly loaded link. Next, we will test the profiling system during sudden traffic surges such as those caused by DoS attacks, flash crowds, and worm outbreaks that increase the link utilisation as well as the number of flow records.
Stress test
The performance benchmarking of CPU and memory costs demonstrates the operational feasibility of our traffic profiling system during normal traffic patterns. However, the profiling system should be robust during atypical traffic patterns, such as DoS attacks, flash crowds and worm outbreaks (Jung et al., 2002; Kandula et al., 2005; Moore et al., 2003; Zou et al., 2003) . In order to understand the system performance during these incidents, we inject packet traces of three known DoS attacks and simulated worm outbreaks by superposing them with backbone traffic.
We use the packet traces of three DoS attacks with varying intensity and behaviour studied in Hussain et al. (2003) . All of these attacks are targeted on a single destination IP address. The first case is a multiple-source DoS attack, in which hundreds of source IP addresses send 4200 ICMP echo request packets per second for about 5 minutes. The second case is a TCP SYN attack lasting 12 minutes from random IP addresses that send 1100 TCP SYN packets per second. In the last attack, a single source sends over 24 K ip-proto 255 packets per second for 15 minutes. In addition to DoS attacks, we simulate the SQL slammer worm on 25th January 2003 (Moore et al., 2003) with an internet worm propagation simulator used in Zou et al. (2003) . In the simulation experiments, we adopt the same set of parameters in Zou et al. (2003) to obtain similar worm simulation results, and collect worm traffic monitored in a 2 20 IP space. For each of these four anomalous traffic patterns, we replay packet traces along with backbone traffic, and aggregate synthetic packets traces into 5-tuple flows. For simplicity, we still use 5 minutes as the size of the time interval, and run the profiling system against the flow records collected in an interval. Table 4 shows a summary on flow traces of the first 5-minute interval for these four cases. The flow, packet and byte counts reflect the intensity of attacks or worm propagation, while the link utilisation indicates the impact of such anomaly behaviours on internet links. For all of these cases, the profiling system is able to successfully generate event reports in less than 5 minutes. For the synthetic traffic, the link utilisation ranged from 314.5 Mbps to 629.2 Mbps. We run the profiling system on flow traces after replaying synthetic packets and collect CPU and memory cost of each time interval, which is also shown in Table 4 . The system works well for low intense DoS attacks in the first two cases. However, due to intense attacks in the last DoS case (DoS-3) and worm propagations, the CPU time of the system increases to 210 and 231 seconds, but still under the 5 minute interval. However, the memory cost jumps to 1.75 GB and 2.01 GB indicating a performance bottleneck. This clearly suggests that we need to provide practical solutions to improve the robustness of the system under stress. In the next section, we will discuss various approaches, including traditional sampling techniques and new profiling-aware filtering techniques towards this problem, and evaluate the tradeoff between performance benefits and profiling accuracy.
Sampling and filtering
In this section, we first adopt traditional sampling techniques to address performance bottleneck during sudden traffic surges as caused by severe DoS attacks or worm outbreaks. After evaluating its strength and limitation, we propose a simple yet effective profiling-aware filtering algorithm that not only reduces memory cost, but also retains profiling accuracy.
Random sampling
Random sampling is a widely-used simple sampling technique in which each object, flow in our case, is randomly chosen based on the same probability (also known as sampling ratio ). μ Clearly, the number of selected flows is entirely decided by the sampling ratio . μ
During the stress test in the last section, the profiling system requires about 2 GB memory when the number of flow records reach 16.5 M and 18.9 M during DoS attacks and worm outbreaks. Such high memory requirement is not affordable in real-time since the machine installed with the profiling system could have other tasks as well, e.g., packet and flow monitoring. As a result, we attempt to set 1 GB as the upper bound of the memory cost. Recall that in the performance benchmarking, we find that memory cost is determined by the number of flow records. Based on their linear relationship shown in Figure 7 we estimate that flow records with a size of 10 M will require approximately 1 GB memory. Thus, 10 M is the desirable limit for the size of the flow records. Using the limit of flow records, , l we could configure the sampling ratio during sudden traffic increase as .
As a result, we set the sampling ratios in the last DoS attacks and worm outbreaks as 60% and 55%, respectively, and randomly choose flows in loading flow tables in the cluster construction module. Table 5 shows the reduction of CPU time and memory consumptions with the sampled flow tables for both cases. 
On the other hand, random sampling has substantial impact on behaviour accuracy. First, the set of significant clusters from four feature dimensions are smaller than that without sampling, which is caused by the changes of the underlying cluster size distribution after flow sampling. Table 6 shows the number of significant clusters extracted along each dimension without and with sampling for the DoS case. In total, among 309 significant clusters without sampling, 180 (58%) of the most significant clusters are extracted with random sampling. Secondly, the behaviour of a number of extracted clusters are altered, since flow sampling changes the feature distribution of free dimensions as well as the behaviour classes for these clusters. As shown in the last column of Table 6 , 161 out of 180 significant clusters with random sampling are classified with the same behaviour as those without sampling. In other words, the behaviour of 19 (10.5%) extracted significant clusters are changed as a result of random sampling. Figure 9 shows the feature distributions of free dimensions for 140 dstIP clusters with and without random sampling. The deviations from the diagonal line indicate the changes of feature distribution and the behaviour due to flow sampling. We also perform random sampling on the synthetic flow traces in the case of worm outbreak, and the results of sampling impact on cluster extractions and behaviour accuracy are very similar. In summary, random sampling could reduce the CPU time and memory cost during sudden traffic surges caused by DoS attacks or worm outbreaks. However, random sampling reduces the number of interesting events, and changes behaviour classes of a number of significant clusters. Such impact could have become worse if finer sampling granularities are selected. Thus, it becomes very necessary to develop a profiling-aware algorithm that not only reduces the size of flow tables, but also retains the (approximately) same set significant clusters and their behaviour.
Profiling-aware filtering
A key lesson from random sampling is that the clusters associated with DoS attacks are usually very large in flow count, and hence consume a large amount of memory and CPU time (Argyraki and Cheriton, 2005) . In addition, profiling such behaviour does not require a large number of flows, since the feature distributions very likely remain the same even with a small percentage of traffic flows. Based on this insight, we develop a profiling-aware filtering solution that limits the size of very large clusters, and adaptively samples on the rest of clusters when the system is faced with sudden explosive growth in the number of flows.
Algorithm 1 describes the details of the profiling-aware sampling algorithm. First, we choose two watermarks (L and ) H for the profiling system. L represents the moving average of flow tables over time, and H represents the maximum size of flow tables that system will accept. In our experiments, we set 10 , M = H which is estimated to require 1 GB memory cost. In addition, we set the maximum and minimum sampling ratios, i.g., max μ and min . μ The actual sampling μ will be adaptively decided based on the status of flow table size. Specifically, the sampling ratio becomes thinner as the size of flow table increases. For simplicity, let ftable denote the size of flow table. If ftable is below , L the profiling system accepts every flow. In contrary, if ftable is equal to , H the system will stop reading flows and exit with a warning signal.
If ftable is equal to L or certain intermediate marks, i.e., , + * L i D where D is the incremental factor and 1, 2, , (
the system computes the RU of each dimension and evaluates whether there is one or a few dominant feature values along each dimension. In our experiments, we set 1 = D M as the incremental factor. The existence of such values suggests that certain types of flows dominate current flow tables, and indicates anomalous traffic patterns. Thus, the system searches these values and marks them as significant clusters for flow filtering. Subsequently, any flow, which contains a feature value marked with significant, will be filtered, since such flow will not likely contribute much for the behaviour of the associated clusters. Instead, we should give preference to flows that belong to other small clusters. On the other hand, the system could not accept all of these flows with preference after ftable exceeds L watermark. As a result, each of these flows is added with the adaptive sampling ratio max min max .
Evaluations
We run the profiling system on the flow tables in the cases of DoS attack and worm outbreaks (cf . Table 6 ) with the profile-aware filtering algorithm. Similar to random sampling, this sampling solution could also reduce CPU time and memory cost due to a small size of flow table. However, the profiling-aware sampling has two advantages compared with random sampling. Firstly, the set of clusters extracted using this algorithm is very close to the set without sampling. For example, in the case of DoS attack, the system obtains 41 srcIP clusters, 210 dstIP clusters, 21 srcPrt clusters and 6 dstPrt cluster, respectively. Compared with 58% of significant clusters extracted in random sampling, our profiling-aware algorithm could extract over 90% of 309 original clusters that are selected without any sampling.
Algorithm 1 A Profiling-aware filtering algorithm 1 Parameters: Secondly, the behaviour accuracy of significant clusters are also improved. Specifically, among 41 srcIP's, 210 dstIP's, 21 srcPrt's, and 6 dstPrt's significant clusters, only 3 dstIP's and 1 srcPrt exhibit changes in behaviour classes. This finding highly suggests that the profiling-aware profiling algorithm successfully retains the feature distributions of those clusters and behaviours. Figure 10 shows the feature distribution of free dimensions of 210 dstIP clusters, extracted both without sampling and with profiling-aware filtering algorithm. In general, the feature distributions of all free dimensions for almost all clusters after filtering are approximately the same as those without sampling. The outliers deviant from the diagonal lines correspond to feature distributions of three clusters whose behaviour has changed. Upon close examinations, we find that flows in these clusters contain a mixture of web and ICMP traffic. The latter are the dominant flows in DoS attacks, so they are filtered after the size of flow table reaches L in the profiling-aware filtering algorithm. The filtered ICMP flows in these clusters explain the changes of the feature distributions as well as the behaviour classes. 
In the worm case, the profiling-aware filtering algorithm also successfully reduces CPU and memory cost of the profiling system, while maintaining high profiling accuracy in terms of the number of extracted significant clusters and the feature distributions of these clusters. Thus, the profiling-aware filtering algorithm can achieve a significant reduction of CPU time and memory cost during anomalous traffic patterns while obtaining accurate behaviour profiles of end hosts and network applications.
Reducing unwanted exploit traffic
The prevalent exploit behaviour indicates the severity of worm or exploits spread and the magnitude of infected hosts (cf. Yegneswaran et al., 2003; Pang et al., 2004; SNORT, 2009; Paxson, 1999; Staniford et al., 2002) ). Given the exploit traffic identified through our real-time profiling system, we devise several heuristic rules of blocking strategies in the profiling system, and then evaluate their efficacy in reducing unwanted traffic (Xu et al., 2005b) . In order to determine which sources to block traffic from, we first identify all sources that exhibit exploit behaviour. We then devise simple rules to select some or all of these sources as candidates for blocking. Instead of blocking all traffic from the selected sources, we consider blocking traffic on only the ports that source seek to exploit. This is because exploit hosts may indeed be sending a mixture of legitimate and exploits traffic. For example, if an infected host behind a NAT box is sending exploit traffic, then we may observe a mixture of legitimate and exploit traffic coming from the single IP address corresponding to the NAT box. For our evaluation, we start with the following benchmark rule. If a source is profiled as an exploit source during any five minute interval, then all traffic from this source on vulnerable ports is blocked from then on. In general, the benchmark rule could block about 80% of unwanted traffic from these exploit sources. In other words, this rule may still not block all traffic from the source due to two reasons. First, the source might already have been sending traffic, perhaps legitimate, prior to the time-slot in which it exhibited the exploit profile. Second, as explained above, only ports on which we see exploit traffic are considered to be blocked.
While this benchmark rule is very aggressive in selecting sources for blocking, the candidate set of source/port pairs to be added to ACL list of routers may grow to be very large across all links in a network. ACL is a scarce resource of network routers, thus we devise and evaluated other blocking rules that embody more restrictive criteria that an exploit source must satisfy in order to be selected for blocking. We introduce three metrics, cost, effectiveness and wastage to evaluate the efficacy of these rules. The cost refers to the overhead incurred in a router to store and lookup the ACLs of blocked sources/ports. For simplicity, we use the total number of sources/ports as an index of the overhead for a blocking rule. The effectiveness measures the reduction of unwanted traffic in terms of flow, packet and byte counts compared with the benchmark rule. The resource wastage refers to the number of entries in ACLs that are never used after creations. Based on the evaluations, we find that the rule of blocking aggressive sources (An ACL entry is created if and only if the source has an average intensity of at least 300 flows per minute.) to be very effective.
We apply this blocking strategy and the benchmark rule in the real-time profiling system and replay a 24 hour packet trace collected from an OC-48 internet backbone link. The benchmark rule achieves the optimal performance, but has the largest cost, i.e., 3756 blocking entries, 34.8% of which are never used after creation. The selected blocking strategy reduces 84.3% unwanted flows, 80.4% unwanted packets, and 72.7% unwanted bytes, respectively. The strategy has a cost of 1789 ACL entries and over 83% of entries are applied at least once to block similar exploit traffic from the same attacker. We believe that that this simple rule is costeffective when used to block the aggressive or frequent sources that send a majority of self-propagating exploit traffic, in particular, in the early stage of a malware outbreak, to hinder their spread. The similar observations also hold for other internet backbone links.
In summary, our experiment results demonstrate that blocking the most offending sources in the real-time profiling system is reasonably cost-effective and can potentially stop self-propagating malware in their early stage of outburst.
Conclusions
This paper explores the feasibility of designing, implementing and utilising a real-time behaviour profiling system for high-speed internet links. We first discuss the design requirements and challenges of such a system and present an overall architecture that integrates the profiling system with always on monitoring systems and an event analysis engine. Subsequently, we demonstrate the operational feasibility of building this system through extensive performance benchmarking of CPU and memory costs using a variety of packet traces collected from OC-48 backbone links. To improve the robustness of this system during anomalous traffic patterns such as DoS attacks or worm outbreaks, we propose a simple yet effective filtering algorithm to reduce resource consumptions while retaining high profiling accuracy. Through simple yet effective ACL rules, we demonstrate the application of the real-time profiling system to reduce a significant amount of unwanted exploit traffic.
