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We prove the Harnack inequality for the weakly coupled elliptic system S, where
L1
Su=\ . . . + u+QuLN
and
u1
u=\ b + .uN
Here [Lk , k=1, ..., N] are second order elliptic operators with Ho lder continuous
coefficients and Q is a matrix-valued function with singular entries. In the case that
Q is irreducible, a full Harnack principle is proved.  1997 Academic Press
1. INTRODUCTION
In their book [14], Protter and Weinberger proved a maximal principle
for weakly coupled systems of elliptic equations. Recently, strong positivity
results for the elliptic systems are derived in [18] and [6]. Various
probabilistic phenomena associated with this kind of system have recently
been investigated (see [8], [9], [12] and the references therein). Most
recently, switched diffusion processes associated with weakly coupled ellip-
tic systems having singular coefficients for the lower order terms and their
sample path properties have been studied in [5] by a Dirichlet space
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approach. By using the associated switched diffusion processes, the poten-
tial theory for the elliptic system has been developed in [6].
Let D be a d-dimensional domain with d2 and N be a positive integer.
In this paper, the Harnack principle will be established for the following
weakly coupled elliptic system on D:
Su=\
L1
L2
. . .
LN+ u+Qu (1.1)
for
u1
u=\ b + on D,uN
where for each k # [1, ..., N], Lk is a second order strictly elliptic differen-
tial operator:
Lk=
1
2
:
d
i, j=1
akij
2
xi xj
+ :
d
i=1
bki

xi
, (1.2)
with Ho lder continuous coefficients and that there exists some constant
*1 such that
* |!| 2 :
d
i, j=1
akij (x) !i !j*
&1 |!| 2 (1.3)
for all x # D and ! # Rd; and Q is a N_N matrix-valued function on D:
Q(x)=(qkl (x))1k, lN , x # D, (1.4)
satisfying
qkl0 a.e. on D for k{l (1.5)
and
qkl # K locd for 1k, lN. (1.6)
The function class K locd is important in the study of the Schro dinger
operators. We present its definition here for reader’s convenience, for its
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further properties we refer the reader to [17] and [7]. A Borel measurable
function f is said in class K locd if and only if for each ball B in R
d:
lim
: a 0 _supx # B | | y&x|: | f ( y)| g( y&x) dy&=0 (1.7)
where
g(x)={
|x| 2&d, d3
(1.8)
ln
1
|x|
, d=2.
Note that qkk , k=1, ..., N, is allowed to have any sign and therefore the
matrix Q may not be sub-Markovian. Let
q(x)= max
1k, lN
|qkl (x)|. (1.9)
Then by (1.6), q # K locd .
As mentioned above, the coefficients akij and b
k
i of the operator Lk are
Ho lder continuous; namely, there exist constants : # (0, 1) and M>0 such
that for x, y # D,
:
d
i, j=1
|akij (x)&a
k
ij ( y)|+ :
d
i=1
|bki (x)&b
k
i ( y)|M |x&y|
:. (1.10)
The above condition of Ho lder continuity has been assumed in the study
of potential theory for the single elliptic operators (see, e.g., [1] and [11]).
Remark 1. Lk can be given in a divergence form as in [5], [6]:
Lk=
1
2
:
d
i, j=1

xi \akij

xj++ :
d
i=1
bki

xi
,
when akij # C
1, :(D) (: # (0, 1)).
Our first result is on the Harnack principle for the elliptic system.
Theorem 1.1 (Harnack principle). Let S be a weakly coupled elliptic
operator given in (1.1) and let K be a compact set in domain D. Then there
exists a constant C>0 which depends only on D, K, Q, the ellipticity con-
stant * and the Ho lder norms of the coefficients of Lk , k=1, ..., N, such that
for any continuous weak solution
u1
u=\ b +uN
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for the system of equations
Su=0 (1.11)
with uk0 in D for k=1, ..., N, we have
uk(x)Cuk( y) (1.12)
for each 1kN and all x and y in K.
Remark 2. Theorem 1.1 fulfills the general form of the Harnack prin-
ciple for the elliptic system (1.1) and it improves significantly the previous
result on the Harnack principle for the weakly coupled elliptic systems
given by F. Mandras [13], in which the Harnack inequality takes the form:
:
N
k=1
sup
x # K
uk(x)C :
N
k=1
inf
x # K
uk(x)
(see [13, Cor. 2.2]).
Remark 3. It has been proved in [6, Prop. 3.4] that any locally
bounded weak solution u of Su=0 has a continuous version.
Our second result is the ‘‘full Harnack principle’’ for the ‘‘irreducible’’
weakly coupled elliptic system.
A weakly coupled elliptic operator S (or its associated matrix-valued
function Q) is said to be irreducible in D if for any distinguished k, l #
[1, 2, ..., N], there exist finite many integers l0 , ..., ln in [1, 2, ..., N] with
li&1{li for 1in, l0=k and ln=l such that
qli&1 li0 a.e. in D. (1.13)
In [6], we introduced the above definition and showed [6, Prop. 4.1] that
this irreducibility is equivalent to the fully coupled property (see [18]).
A weakly coupled elliptic operator S (or its associated matrix-valued func-
tion Q) is said to be fully coupled if the index set [1, 2, ..., N] cannot be
split into two disjoint non-empty sets ;1 and ;2 such that
qkl#0 a.e. in D for each k # ;1 , l # ;2 . (1.14)
The following result is a refinement of Theorem 1.1:
Theorem 1.2 (Full Harnack principle). Let S be an irreducible (or fully
coupled) elliptic system operator given in (1.1) and let K be a compact set in
domain D. Then there exists a constant C$>0 which depends only on D, K,
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q, the ellipticity constant * and the Ho lder norms of the coeffcients of Lk ,
k=1, ..., N, such that for any continuous weak solution
u1
u=\ b +uN
for the system of equations
Su=0 (1.15)
with uk0 in D for k=1, ..., N, we have
ul (x)C$uk( y) (1.16)
for all 1k, lN and all x and y in K.
Remark 4. The irreducibility of S (or Q) is necessary for the full
Harnack principle stated in Theorem 1.2. Since otherwise there exist two
disjoint non-empty sets ;1 , and ;2 with ;1 _ ;2=[1, 2, ..., N] such that
(1.14) holds, by letting uk#0 on D for k # ;1 and [ul , l # ;2] be a non-
trivial, non-negative solution on D for
Ll ul+ :
j # ;2
qlj uj=0 in D, l # ;2 ,
then
u1
u=\ b +uN
is a non-negative solution for Su=0, but violates (1.16).
Remark 5. In the proof of Theorem 1.2, we actually show that there is
a constant C$>0 such that for any continuous non-negative weak solution
u1
u=\ b +uN
for Su=0, we have
ul (x)C$uk( y), x, y # K
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for all 1k, lN such that either k=l or there is a path [l0 , ..., ln] with
l0=k, ln=l, li&1{l, for 1in that satisfies (1.13).
Differing from our previous approach in [5] and [6] to weakly coupled
elliptic systems, all the statements and methods in this paper are purely
analytic, though some of them may have probabilistic versions. Our proofs
of the main theorems are based on the representations and estimates of the
Green function and the harmonic measure of S in small balls.
2. SOME LEMMAS
We define the Green function of S in a ball B, GBS( } , } ), as a N_N
matrix-valued kernel function for solutions of the Poisson equation:
{Su=,u | D=09 . (2.1)
Namely, if we use the same symbol GSB to denote the integral operator
,  |
B
GBS( } , y) ,( y) dy,
then GSB satisfies
(G1) SGBS=&I
(G2) For each fixed y # B, limx  B GBS(x, y)=0.
For a compact set 1 in Rd, let C(1)N denote the Banach space of con-
tinuous N-vector-valued functions
f1
f =\ b +fN
on 1 with norm & f &=supx # 1, 1kN | fk(x)|. We define the harmonic
measure hBS(x, dz) as a N_N matrix-valued measure on B for each x # B
such that for every f # C(B)N,
(h1) ShBS f ( } )=0
(h2) For each z # B, limx  z hBS f (x)= f (z)
where
hBS f (x)=|
B
hBS(x, dz) f (z).
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Let us start with the classical case: N=1 and S=2, in which the Green
function GB2(x, y) and the harmonic measure h
B
2(x, dz)=K
B
2(x, z) _(dz)
have the explicit expressions, where KB2( } , } ) is the classical Poisson kernel
and _ is the area measure on B. The elementary inequalities for GB2 and
KB2 in the following lemma are called 3G estimates for balls, which can be
found in [19], [20], [3] and [7].
Lemma 2.1. There exists a constant C1>1 depending only on the dimen-
sion d such that for any ball B in Rd:
GB2(x, y) G
B
2( y, z)
GB2(x, z)
C1[ g(x&y)+g( y&z)] (2.2)
for all x, y, z in B, and
GB2(x, y) K
B
2( y, z)
KB2(x, z)
C1[ g(x&y)+g( y&z)] (2.3)
for all x, y in B and z on B.
For each k # [1, ..., N] and each ball B//D (here and below, B//D
means that B /D), let GBk and h
B
k denote the Green function and harmonic
measure for the elliptic operator Lk of (1.2) in the ball B. Their existence
and the estimates given in the following lemma are also known. We present
them here by using our notations with an index k # [1, ..., N].
Lemma 2.2. There exists a constant C2>1 depending only on the elliptic
constant and the Ho lder norms of Lk such that for any ball B//D and
k # [1, ..., N]:
C&12 G
B
2(x, y)G
B
k (x, y)C2 G
B
2(x, y) (2.4)
for all x, y # B, and
C&12 K
B
2(x, z) _(dz)h
B
k (x, dz)C2K
B
2(x, z) _(dz) (2.5)
for all x # B and z # B, where _ denotes the area measure on B.
The important inequality (2.5) is implicitly contained in [15] due to
Serrin and its present form can be found in [1]. The inequality (2.4) for
a fixed ball B is given in [11]. The independence of the constant C2 on B
can be shown by a standard scaling method.
Since Theorem 1.1 and 1.2 involve a given compact K in D, we may
assume that domain D is bounded in the following lemmas and in the
proof of the main theorems (otherwise we can replace D by a bounded
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neighborhood of K in D). This is why we assume q to be in K locd instead
of a more restricted class Kd . By the same reason we may weaken the con-
ditions on the ellipticity and Ho lder continuity of the coefficients of Lk to
the local sense.
Now consider the Schro dinger type operators
L k=Lk+qkk , (2.6)
k # [1, ..., N]. For each ball B//D, let G Bk and h
B
k denote the Green func-
tion and harmonic measure of L k in ball B, respectively. We shall prove
their existence and some crucial comparison inequalities on small balls.
Lemma 2.3. There exist constants r1>0 and C0>1 which depend only
on C1 , C2 and the function q in (1.9) such that for any ball B//D with r(B)
(radius of B)r1 and each k # [1, ..., N], the Green function G Bk and the har-
monic measure h Bk of L k for the ball B exist and satisfy
C&10 G
B
2(x, y)G
B
k (x, y)C0 G
B
2(x, y) (2.7)
for all x and y # B, and
C&10 K
B
2(x, z) _(dz)h
B
k (x, dz)C0K
B
2(x, z) _(dz) (2.8)
for all x # B and z # B.
Proof. Since q # K locd , we have by (1.7),
sup
x # B
|
B
|q( y)| g(x&y) dy  0 (2.9)
uniformly as r(B)  0. Thus there exists a constant r1>0 such that for each
ball B//D with r(B)r1 ,
sup
x # B
|
B
q( y) g(x&y) dy<
1
6C1 C 32
. (2.10)
It follows from (2.2) and (2.10) that for x and y in B:
|
B
GB2(x, w) q(w) G
B
2(w, y)
GB2(x, y)
dw
1
3C 32
. (2.11)
For each fixed k # [1, ..., N], let
A0(x, y)=GBk(x, y) (2.12)
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and for r1:
An(x, y)=|
B
GBk(x, w) qkk(w) An&1(w, y) dw. (2.13)
We shall prove by induction that for x, y # B,
|An(x, y)|
1
3n
GBk (x, y), n0. (2.14)
(2.14) is true for n=0 by (2.12). Suppose that (2.14) holds for n0, then
by (2.13):
|An+1(x, y)|
1
3n |B G
B
k (x, w) q(w) G
B
k(w, y) dw

(2.4)
C 22
3n |B G
B
2(x, w) q(w) G
B
2(w, y) dw

(2.11)
C 22
3n+1C 32
GB2(x, y)

(2.4)
1
3n+1
GBk(x, y).
Therefore (2.14) holds for all n0. Set
A(x, y)= :

n=0
An(x, y). (2.15)
Summing up both sides of (2.13) and using (2.14), we have for all x and
y in B:
A(x, y)=GBk(x, y)+|
B
GBk (x, w) qkk(w) A(w, y) dw, (2.16)
A(x, y) :

n=0
1
3n
GBk (x, y)=2G
B
k (x, y)
and
A(x, y)GBk(x, y)& :

n=1
1
3n
GBk (x, y)=
1
2
GBk (x, y).
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Hence by (2.4),
(2C2)&1 GB2(x, y)A(x, y)2C2G
B
2(x, y). (2.17)
Since GBk is the Green function of Lk , applying Lk to both sides of (2.16)
for each fixed y # B, we have for x # B:
LkA(x, y)=&$y(x)&qkk(x) A(x, y)
and hence
L kA(x, y)=(Lk+qkk) A(x, y)=&$y(x),
where $y( } ) is the Dirac function supported at y. This shows that A( } , } )
satisfies condition (G1) (for the case of N=1 and S=L k). Condition (G2)
for A( } , } ) follows from the second inequality in (2.17). We thus proved the
existence of the Green function of L k in B by setting G Bk ( } , } )=A( } , } ) and
(2.7) follows from (2.17) with C0=2C2 .
The statement on the harmonic measure can be proved similarly. For
each (x, z) # B_B, let
+0(x, dz)=hBk(x, dz)
and for n1,
+n(x, dz)=|
B
GBk(x, y) qkk( y) +n&1( y, dz) dy. (2.18)
Using (2.3), (2.5) and (2.10) we can prove that for n1,
|+n(x, dz)|
1
3nC2
KB2(x, z) _(dz). (2.19)
Put
+(x, dz)= :

n=0
+n(x, dz).
It follows from (2.5) and (2.19) that
(2C2)&1 KB2(x, z) _(dz)+(x, dz)2C2 K
B
2(x, z) _(dz). (2.20)
Summing up both sides of (2.18), we obtain
+(x, dz)=hBk(x, dz)+|
B
GBk (x, y) qkk( y) +( y, dz) dy.
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For each f # C(B), let +f (x)=B f (z) +(x, dz). Then
+f (x)=hBk f (x)+|
B
GBk(x, y) qkk( y) +f ( y) dy. (2.21)
Applying Lk on both sides of (2.21), we get
Lk+f (x)=0&qkk(x) +f (x).
Hence
L k +f (x)=0. (2.22)
Since the K locd condition on q implies the uniform integrability of
B GBk (x, y) |qkk|( y) dy and +f is bounded, the second term on the right side
of (2.21) tends to zero as x  z # B. It thus follows from (2.21) that for
each z # B:
lim
x  z
+f (x)= lim
x  z
hBk f (x)= f (z). (2.23)
If we set h Bk(x, dz)=+(x, dz), then h
B
k satisfies conditions (h1) ad (h2) for
the harmonic measure of L k in B by (2.22) and (2.23). Inequalities (2.8)
follows from (2.20) with C0=2C2 . K
Lemma 2.4. For each ball B//D with r(B)r1 , f # C(B) and
k # [1, ..., N], the Dirichlet boundary value problem
{L k u=0u= f
in B
on B
(2.24)
has a unique continuous weak solution.
Proof. Since (2.24) has a solution h Bk f given in Lemma 2.3, we need
only prove the uniqueness. Suppose that u is a weak solution of L ku=0
and vanishes continuously on B. Let
v=u&GBk(qkku).
Then
Lkv=Lku+qkku=L ku=0
and
lim
x  B
v(x)= lim
x  B
u(x)& lim
x  B |B G
B
k (x, y) qkk( y) u( y) dy=0.
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By the maximal principle for the elliptic operator Lk , v#0 and therefore
u=GBk(qkku).
Put &u&=supx # B |u(x)|, we have
&u&&GBk(q)& &u& . (2.25)
By (2.4) and (2.10),
&GBk (q)&C2 &G
B
2(q)&
C2C(d) sup
x # B
| g(x&y) q( y) dy

C(d)
6C1C 22
, (2.26)
where
C(d)={
1 \d2&1+
2?d2
, d3,
(2.27)
2
?
, d=2.
One may increase C1 (if necessary) to make
C(d)
6C1C 22
<1. (2.28)
Thus it follows from (2.25), (2.26) and (2.28) that u#0 in B. K
Remark 6. By a standard ball chain argument, Lemma 2.3 along with
Lemma 2.4 immediately implies the Harnack inequality for a Schro dinger
type operator L 1=L1+q11 with q11 # K locd . Therefore Lemma 2.3 actually
provides a new analytical proof of the Harnack principle for the
Schro dinger operator with an unbounded potential (for the probabilistic
proofs, see [2] and [19], for the analytical proofs, see [4], [10] and
[16]).
Our next step is to derive representation formulas for the Green function
GBS and the harmonic measure h
B
S for the elliptic system S given by (1.1) in
a small ball B. As we stated before, if they exist, they are both of matrix
form since S maps vector-valued function to a vector-valued function.
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For the non-coupled system
L =\
L 1
L 2
. . .
L N+ ,
its Green function and harmonic measure for a small ball B//D with
r(B)r1 are
G B1
G B=\ . . . + (2.29)G BN
and
h B1
h B=\ . . . + , (2.30)h BN
respectively. Let
Q0=Q&\
q11
q22
. . .
qNN+ . (2.31)
Similar to a potential function in the Schro dinger operator, Q0 can be
understood as a matrix-valued function and a multiplication operator as
well.
By (2.9) one can choose a number r0 # (0, r1] such that for each ball
B//D with r(B)r0 ,
sup
x # B
|
B
q( y) g(x&y) dy<
1
4NC0 C1
. (2.32)
From now on, B will denote a ball //D with radius r(B)r0 .
Lemma 2.5. G BQ0 is a bounded operator in (C(B )N, & }&) with
&G BQ0& 12. (2.33)
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Proof. Since by (2.16) G Bk( } , } ) satisfies
G Bk(x, y)
GBk(x, y)
=1+|
B
GBk(x, w) qkk(w) G
B
k(w, y)
GBk (x, y)
dw (2.34)
and GBk( } , y) is continuous in B "[ y] for each y # B, it follows from the
estimates in Lemmas 2.12.3 that G Bk( } , y) is continuous in B "[ y]. Hence
for any k, l # [1, ..., N], G Bk(qkl,) is in C(B ) for any bounded measurable
function , in B because qkl # K locd . In particular, G
BQ0 maps C(B )N into
itself.
Now for u # C(B )N, x # B and k # [1, ..., N], we have by (2.32),
|[G BQ0 u]k (x)|= } :
N
l=1
l{k
|
B
G Bk (x, y) qkl ( y) ul ( y) dy }
C0(N&1) &u& |
B
GB2(x, y) q( y) dy
 12 &u& ,
which implies (2.33). K
For each integer n1, k and l in [1, ..., N], set
4(n; k, l)=[(l0 , l1 , ..., ln): l0=k, ln=l, li # [1, ..., N] and
li&1{li , i=1, ..., n]. (2.35)
Roughly speaking, 4(n; k, l) denotes the family of all n-length paths among
[1, ..., N] starting from k and ending with l.
Lemma 2.6. The Green function GBS and the harmonic measure h
B
S exist
and satisfy
GBS= :

n=0
G B(Q0G B)n (2.36)
and
hBS= :

n=0
(G BQ0)n h B. (2.37)
Proof. We first estimate the (k, l) entry of the matrix G B(Q0G B)n for
n1. By (2.7), (2.2) and (2.32),
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[G B(Q0G B)n]kl (x, y)
= :
# 4(n; k, l)
(l0 , ..., ln)
|
Bn
G Bl0(x, y1) ql0 l1( y1) G
B
l1
( y1 , y2) } } }
qln&1 ln( yn) G
B
ln
( yn , y) dy1 } } } dyn
Cn+10 :
# 4(n; k, l)
(l0 , ..., ln)
|
Bn
GB2(x, y1) q( y1) G
B
2( y1 , y2) } } }
q( yn) GB2( yn , y) dy1 } } } dyn
Cn+10 (2C1)
n Nn _supx # B |B g(x&y) q( y) dy&
n
GB2(x, y)

C0
2n
GB2(x, y). (2.38)
Hence the series in (2.36) is convergent. The estimate (2.33) of Lemma 2.5
implies the convergence of the series in (2.37). Let M and m denote the
series in (2.36) and (2.37) respectively. It suffices to verify that M satisfies
(G1), (G2) and m satisfies (h1), (h2). Since M=G B(I+Q0M), we have
L M=L G B(I+Q0M)=&I&Q0M. (2.39)
It follows from (2.38) that
SM=(L +Q0) M=&I. (2.40)
Hence (G1) holds for M. It follows from (2.36) and (2.38) that for
k, l # [1, ..., N],
[M(x, y)]k, l2C0GB2(x, y). (2.41)
Thus M satisfies (G2) and therefore M=GBS .
Since
m=h B+ :

n=0
G B(Q0G B) Q0h B
=h B+MQ0 h B, (2.42)
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we have by (2.40) that for any f # C(B)N:
S(mf )=S(h Bf )+SMQ0(h Bf )
=S(h Bf )&Q0(h Bf )
=L (h Bf )=0.
Thus m satisfies (h1). Since for z # B,
lim
x  z
h Bf (x)= f (z),
(h2) for m follows from (2.42), (2.41) and the uniformly integrable condi-
tion for q # K locd . Hence m=h
B
S . K
Since we do not assume the sub-Markovian condition for S (that is, we
do not assume that Nl=1 qkl (x)0 for each k # [1, ..., N]), there is no
maximal principle to guarantee the uniqueness of the Dirichlet boundary
value problem for the elliptic system Su=0. However we shall prove such
uniqueness on small balls by a similar method used in Lemma 2.4.
Lemma 2.7. Any continuous weak solution u of Su=0 in B, which
vanishes on B continuously, is identically zero.
Proof. Let u be such a function in B and let
v=u&G BQ0u.
By the vanishing boundary condition of u and (G2) for G B, v also vanishes
on B. Since Su=0 and S=L +Q0 ,
L v=L u&L G BQ0 u
=&Q0u&(&Q0u)
=0.
Thus by the uniqueness result of the Schro dinger type operator in a small
ball given in Lemma 2.4, we have v#0. Hence
u=G BQ0u.
By (2.33) in Lemma 2.5,
&u&&G BQ0& &u& 12 &u& ,
which implies &u&=0 and therefore u#0 in B. K
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Combining (2.37) in Lemma 2.6 and the uniqueness result in Lemma 2.7,
we obtain the following representation formula for S-harmonic functions
on a small ball B.
Lemma 2.8. For any continuous weak solution
u1
u=\ b +uN
of Su=0 in D, x # B and k # [1, ..., N] we have
uk(x)=|
B
uk(z) h Bk (x, dz)+ :
N
l=1
:

n=1
:
# 4(n; k, l)
(l0 , ..., ln)
|
B
|
Bn
G Bl0(x, y1) ql0 l1( y1) } } }
_G Bln&1( yn&1 , yn) qln&1 ln( yn) ul (z) h
B
l ( yn , dz) dy1 } } } dyn . (2.43)
We now introduce a family of functions which only depend on Q0 . For
each C # (0, C0] and k, l # [1, ..., N], let
F Bkl (C; x, z)=$kl CK
B
2(x, z)
+ :

n=1
Cn+1 :
# 4(n; k, l)
(l0 , ..., ln)
|
Bn
GB2(x, y1) ql0 l1( y1) G
B
2( y1 , y2) } } }
qln&1 ln( yn) K
B
2( yn , z) dy1 } } } dyn , (2.44)
for all (x, z) # B_B, where $kl=1 if k=l and $kl=0 if k{l.
Lemma 2.9. F Bkl (C; } , } ) is a continuous function in B_B.
Proof. Since the classical Poisson kernel KB2( } , } ) is a continuous and
strictly positive function on B_B, it suffices to prove the continuity of the
ratio F Bkl (C; } , } )K
B
2( } , } ). For each (x, z) # B_B,
F Bkl (C; x, z)
KB2(x, z)
=$klC
+ :

n=1
Cn+1 :
# 4(n; k, l)
(l0 , ..., ln)
|
Bn
KB2(x, z)
&1 GB2(x, y1) ql0 l1( y1) G
B
2( y1 , y2) } } }
qln&1 ln( yn) K
B
2( yn , z) dy1 } } } dyn . (2.45)
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For each n1 and (l0 , ..., ln) # 4(n; k, l), the integral in (2.45) is bounded
by
|
Bn _
GB2(x, y1) q( y1) G
B
2( y1 , y2)
GB2(x, y2) &_
GB2(x, y2) q( y2) G
B
2( y2 , y3)
GB2(x, y3) & } } }
_G
B
2(x, yn) q( yn) K
B
2( yn , z)
KB2(x, z) & dy1 } } } dyn . (2.46)
By using (2.2), (2.3), (2.9) and (2.32), the integral (2.46) is uniformly
absolutely continuous and is bounded by (1(2NC0))n for all (x, z) #
B_B, and therefore its continuity in (x, z) follows from the continuity of
GB2 and K
B
2 . Since the number of paths in 4(n; k, l) is less than N
n and
CC0 , the series in (2.45) is uniformly convergent for all (x, z) in B_B,
which presents a continuous function in B_B. K
Lemma 2.10. For any continuous nonnegative weak solution
u1
u=\ b +uN
of Su=0 in D, we have for x # B and k # [1, ..., N],
:
N
l=1
|
B
F Bkl (C
&1
0 ; x, z) ul (z) _(dz)
uk(x) :
N
l=1
|
B
F Bkl (C0 ; x, z) ul (z) _(dz). (2.47)
Proof. By noting the hypotheses that qkl0 for k{l and uk0, (2.47)
follows from (2.43)(2.44) and (2.7)(2.8). K
Lemma 2.11. For any C # (0, C0] and k, l # [1, ..., N], F Bkl (C; } , } ) is
either identical to zero or strictly positive in B_B. Furthermore,
F Bkl (C; } , } )>0 in B_B if and only if either k=l or there exist n1 and
(l0 , l1 , ..., ln) # 4(n; k, l) such that
qli&1 li0 a.e. in B for i=1, ..., n. (2.48)
Proof. This follows from the nonnegativity of all terms in (2.44) and
strict positivity of GB2 in B_B and of K
B
2 in B_B. K
Remark 7. It follows from Lemma 2.11 that if F Bkl (C; } , } )>0 for some
C # (0, C0] then it is strictly positive for all 0<CC0 .
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3. PROOFS OF THE MAIN THEOREMS
We are now ready to give proofs of two main theorems.
Proof of Theorem 1.1. By a standard ball chain argument it suffices to
show that for each fixed ball B=B(a, r)//D with rr0 and B0=
B(a, r2), there exists a constant C>0 which depends only on D, B, Q, *
and : such that for any continuous weak solution
u1
u=\ b +uN
of Su=0 with uk0 (k=1, ..., N),
uk(x)Cuk( y) (3.1)
for each k # [1, ..., N] and all x and y in B 0 .
Set
AB1 =sup[F
B
kl (C0 ; x, z): (x, z) # B 0_B; k, l # [1, ..., N]]
and
AB2 =inf[F
B
kl (C
&1
0 ; x, z): (x, z) # B 0_B; k, l # [1, ..., N]
such that F Bkl (C
&1
0 ; } , } )>0 in B_B].
By the continuity of F Bkl (C; } , } ) which is proved in Lemma 2.9 and the
compactness of B 0_B,
0<AB2 A
B
1 <. (3.2)
For each k # [1, ..., N], let
E(k)=[l # [1, ..., N): F Bkl (C0 ; } , } )>0 in B_B].
Note that E(k) is not empty since k # E(k).
Now for any continuous weak solution
u1
u=\ b +uN
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of Su=0 with uk0 (k=1, ..., N), we have by (2.47) that for each
k # [1, ..., N] and x, y # B 0 ,
uk(x) :
l # E(k)
|
B
F Bkl (C0 ; x, z) ul (z) _(dz)
AB1 :
l # E(k)
|
B
ul (z) _(dz)

AB1
AB2
:
l # E(k)
|
B
F Bkl (C
&1
0 ; y, z) ul (z) _(dz)

AB1
AB2
uk( y),
which proves (3.1). K
Proof of Theorem 1.2. By Theorem 1.1, it suffices to prove the
inequality (1.16) for all k, l # [1, ..., N] with k{l. One may enlarge the
compact set K in D, if necessary, so that (1.13) holds also in K; namely, for
each k, l # [1, ..., N] with k{l, there exist n=n(k, l)1 and [l0 , ..., ln] #
4(n; k, l) such that
qli&1 li0 a.e. in K, (3.3)
for i=1, ..., n.
Let C be the constant given in Theorem 1.1 corresponding to the larger
compact set
K$=[x # D: dist(x, K) 12 dist(K, D)].
One may reduce r0 (if necessary) so that 0<r0 12 dist(K, D).
It follows from (3.3) that for each i=1, ..., n, there exists a ball
Bi=B(xi , r0) for some xi # K such that
qli&1 li0 a.e. in Bi .
Therefore by Lemma 2.11,
F Bili&1 li (C
&1
0 ; } , } )>0 in Bi_Bi . (3.4)
Let _0=_(B(0, r0)), the surface area of the ball B(0, r0). Since for each
i=1, ..., n, B i/K$, by Theorem 1.1, (3.4) and (2.47),
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uli (xi)
C
_0 |Bi uli (z) _(dz)

C
_0 ABi2 |Bi F
Bi
li&1 li
(C&10 ; xi , z) uli (z) _(dz)

C
_0 ABi2
uli&1(xi)
Ci$uli&1(xi&1), (3.5)
where Ci$=C 2_0ABi2 .
For any x and y in K, by using (3.5) repeatedly one has,
ul (x)=uln(x)Culn(xn)CC$nuln&1(xn&1) } } }
C \‘
n
i=1
Ci$+ ul0(x0)C 2 \‘
n
i=1
Ci$+ uk( y). (3.6)
Since the integer n=n(k, l) and C$n , ..., C$1 may depend on (k, l), we
should take
C$=C 2 max
k{l
k, l # [1, ..., N]
‘
n(k, l)
i=1
Ci$. (3.7)
(1.16) now follows from (3.6) and (3.7). K
Remark 8. The above proof for Theorem 1.1 and Theorem 1.2 in fact
shows the following result. Let S be a weakly coupled elliptic operator
given in (1.1) and let K be a compact set in domain D. Then there exists
a constant C$>0 which depends only on D, K, Q, the ellipticity constant
* and the Ho lder norms of the coefficients of Lk (k=1, ..., N) such that for
any continuous non-negative weak solution
u1
u=\ b +uN
for Su=0 on D, we have ul (x)C$uk( y) for all x, y # K and any pair 1k,
lN such that either k=l or there is a path [l0 , ..., ln] in 4(n; k, l) for
some n1 such that qli&1 li0 a.e. in D for 1in.
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