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Abstract
A Besicovitch set is a subset of Rd that contains a unit line segment in
every direction and the famous Kakeya conjecture states that Besicovitch
sets should have full dimension. We provide a number of results in support
of this conjecture in a variety of contexts. Our proofs are simple and aim to
give an intuitive feel for the problem. For example, we give a very simple
proof that the packing and lower box-counting dimension of any Besicovitch
set is at least (d + 1)/2 (better estimates are available in the literature).
We also study the ‘generic validity’ of the Kakeya conjecture in the setting
of Baire Category and prove that typical Besicovitch sets have full upper
box-counting dimension.
We also study a weaker version of the Kakeya problem where unit line seg-
ments are replaced by half-infinite lines. We prove that such ‘half-extended
Besicovitch sets’ have full Assouad dimension. This can be viewed as full
resolution of a (much weakened) version of the Kakeya problem.
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1. Introduction
A Besicovitch set in Rd is a set that contains a unit line segment in every
direction. For convenience (and because most of our results concern box-
counting dimension which is usually only defined for bounded sets) we will
assume that our Besicovitch sets are bounded. In 1919 Besicovitch proved
the surprising result that there are Besicovitch sets that have zero Lebesgue
measure, see the later 1928 paper [1]. Given this, it is natural to ask whether
Besicovitch sets can be even smaller, i.e. whether there are Besicovitch sets
with zero s-dimensional Hausdorff measure for some s < d. The Kakeya
Conjecture is that this is not possible: equivalently, that the Hausdorff di-
mension, dimH, of any Besicovitch set in Rd is maximal, i.e. equal to d.
Davies [4] showed that this conjecture is true when d = 2. Wolff [18]
showed that dimH(K) ≥ (d+2)/2, and Katz & Tao [9] showed that dimH(K) ≥
(2 − √2)(d − 4) + 3. With the Hausdorff dimension replaced by the upper
box-counting dimension, dimB, the best bound in three dimensions is now
dimB(K) ≥ 5/2 + ; a hard-won improvement over the result of Wolff due to
Katz,  Laba, & Tao [11]. Slightly better estimates for upper box-counting di-
mension are also available in higher dimensions, see [10] for a comprehensive
survey of the state of the art up to around 2002.
In this paper we provide several results in support of the Kakeya con-
jecture. One of the overarching purposes of the paper is to provide some
intuition towards why the Kakeya conjecture should be true, especially to
readers not familiar with the ‘state of the art’. We present a very simple
folklore proof that the lower box or packing dimension of any Besicovitch set
is at least (d+1)/2. We also show that the box-counting dimension version of
the Kakeya Conjecture is true ‘generically’, in the following sense. Let S˚d−1
denote the unit sphere in Rd with antipodal points identified. We encode a
representative family of ‘minimal’ Besicovitch sets in Rd by bounded maps
f : S˚d−1 → Rd, where f(x) gives the centre of the unit line segment oriented
in the x direction. Note that any bounded Besicovitch set must contain one of
the Besicovitch sets in our family. Denoting by B(S˚d−1) the collection of all
such maps equipped with the supremum norm, we show that (i) for a dense
set of f the corresponding Besicovitch set has positive Lebesgue measure, in
contrast to Besicovitch’s existence result mentioned above, and (ii) the set of
those f for which the corresponding Besicovitch set has maximal upper box-
counting (Minkowski) dimension d is a residual subset of B(S˚d−1). The Baire
Category Theorem has previously been used by Ko¨rner [13] in the context of
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the Kakeya problem to prove the existence of zero measure Besicovitch sets.
Motivated by Keleti [12] we also study the related question of ‘Besicovitch
sets’ which contain half-infinite (or doubly infinite) lines in every direction.
Monotonicity of all the standard notions of dimension mean that these sets
have dimension at least as large as the classical Besicovitch sets, thus making
the analogous conjecture easier. We solve this problem completely for the
‘biggest’ (and therefore easiest) dimension: Assouad dimension. This could
perhaps be viewed as resolution of the ‘weakest reasonable version of the
Kakeya problem’.
2. Notions of dimension
To define the Hausdorff dimension, we first define the s-dimensional Haus-
dorff (outer) measure of a set A as
H s(A) = lim
r→0
inf
{∑
j
|Uj|s : A ⊂
⋃
j
Uj, |Uj| ≤ r
}
,
where |U | denotes the diameter of the set U . Then
dimH(A) = inf{s : H s(A) = 0}.
When s is an integer, H s is proportional to s-dimensional Lebesgue measure
in Rs [5, 17]. If one uses packings instead of covers, then one obtains the
packing dimension dimP(A); an important dual to the Hausdorff dimension.
See [5, Chapter 3] for the precise definition, and also (2.2) for a definition in
terms of the upper box-counting dimension, which we now define.
The upper box-counting dimension (also referred to as the (upper) Minkowski
dimension) is defined for any bounded set A, and has a variety of equivalent
definitions, the most common being
dimB(A) = lim sup
→0
logN(A, )
− log  , (2.1)
where N(A, ) denotes the minimum number of balls of radius  required
to cover A. We will use an equivalent definition in Section 6. Note that
it is an immediate consequence of the definition that dimB(A) = dimB(A)
(where A denotes the closure of A) in contrast to the Hausdorff and packing
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dimensions, which do not have this property. Indeed, the packing dimension
may be expressed in terms of the upper box dimension as
dimP(A) = inf{sup
i
dimB(Ai) : A = ∪∞i=1Ai}. (2.2)
see [5, Proposition 3.8]. Replacing the lim sup in (2.1) by a lim inf we obtain
the lower box-counting dimension:
dimLB(A) = lim inf
→0
logN(A, )
− log  . (2.3)
Finally, the Assouad dimension is similar to the upper box-counting di-
mension, but looks to minimise a local quantity rather than a global one. It
is defined by
dimA(A) = inf
{
s ≥ 0 : there exists C > 0 such that
N(B(x, δ) ∩ A, ) ≤ C(δ/)s for every x ∈ A, 0 <  < δ
}
.
It is well-known that in general
dimH(A) ≤ dimLB(A) ≤ dimB(A) ≤ dimA(A)
and
dimH(A) ≤ dimP(A) ≤ dimB(A)
for any bounded set A [5, 17]. The lower box dimension and the packing
dimension are not generally comparable.
3. The cut-and-move technique
Our first tool is the following simple ‘cut-and-move’ (decomposition and
shifting) lemma, which works for any dimension that is monotonic, stable
under finite unions, and translation invariant. A dimension is monotonic if
A ⊆ B ⇒ dim(A) ≤ dim(B),
stable under finite unions if
dim
(
n⋃
j=1
Aj
)
= max
j
dim(Aj), (3.1)
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and translation invariant if
dim(TaA) = dim(A), where TaA = {x− a : x ∈ A}.
These properties are enjoyed by most of the common dimensions, includ-
ing: Hausdorff, packing, upper-box (Minkowski), and Assouad (see Falconer
[5] or Robinson [17] for a survey of dimensions). Among these, the Haus-
dorff and packing dimensions are also stable under countable unions (take a
countable union in (3.1), replacing the max by a sup on the right-hand side).
We denote by B(Rd) the collection of all bounded subsets of Rd.
Lemma 3.1. Suppose that dim: B(Rd)→ [0,∞) is monotonic, stable under
finite unions, and translation invariant. Let K be any bounded subset of Rd
with
K =
n⋃
j=1
Kj, (3.2)
where the union need not be disjoint. Then for any {aj}nj=1 ⊂ Rd,
dim(K) = dim
(
n⋃
j=1
TajKj
)
. (3.3)
The same statements remain valid for the lower box-counting dimension
(which is not stable under finite unions). If dim is stable under countable
unions then one can allow countable unions in (3.2) and (3.3).
Proof. Since Kj ⊆ K and dim is monotonic, dim(Kj) ≤ dim(K). Since dim
is stable under finite unions, dim(K) = maxj dim(Kj). Since the dimension
is unaffected by translations, dim(TajKj) = dim(Kj). It follows that
dim(K) = max
j
dim(Kj) = max
j
dim(TajKj) = dim
(∪nj=1TajKj) .
In the case of the lower box-counting dimension, take δ > 0 and let U be
a δ-cover of ∪nj=1TajKj. Then
∪nj=1T−1aj (U)
is a δ-cover of K and therefore
dimLB(K) ≤ lim inf
δ→0
(
logN(∪nj=1TajKj, δ)
− log δ +
log n
− log δ
)
= dimLB
(∪nj=1TajKj)
as required. The opposite inequality is proved similarly by starting with a
cover of K and then taking all forward images of covering sets by Taj .
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A simple application of this procedure yields the following result. It
says that we can move all the line segments in any Kakeya set to within an
arbitrarily small distance of the origin without altering its dimension; see
Figure 1.
Lemma 3.2. Suppose that dim: B(Rd)→ [0,∞) is any dimension satisfying
the conditions of Lemma 3.1, or is the lower box-counting dimension. Given
a Besicovitch set K, for any  > 0 there exists another Besicovitch set Kˆ
such that dim(Kˆ) = dim(K) and Kˆ consists of unit line segments whose
centres lie within  of the origin.
Proof. Choose M > 0 such that K is contained in (−M,M)d, and cover the
set (−M,M)d with a disjoint collection of d-dimensional cubes ∏di=1[xi, x′i)
with sides of length M/n for some integer n such that M/n < /
√
d; denote
this family of cubes by {Qj}Nj=1, and their centres by aj. If Kj is taken to
be the set of unit line segments constituting K whose centers lie in Qj then
(3.2) holds, and hence using Lemma 3.1 the set
Kˆ =
N⋃
j=1
TajKj
has the properties required.
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Figure 1: The ‘cut-and-move’ procedure of Lemma 3.1, as used in the proof
of Lemma 3.2, applied to a ‘discrete’ Besicovitch set consisting of 64 line
segments (top left) into 4n portions, with n = 1 (top right), n = 2 (bottom
left), n = 4 (bottom right). Centres (marked with dots) lie within the squares
of sides 4, 2, 1, and 1/4, respectively.
Since the Hausdorff dimension is stable under countable unions, the fol-
lowing improvement holds for Hausdorff dimension.
Lemma 3.3. Given a Besicovitch set K, there exists a set K˜ such that
dimH(K˜) = dimH(K) and for every  > 0 and every direction there is a unit
line segment in K˜ in the given direction whose centre lies within  of the
origin.
Proof. Let Kj be the set Kˆ from Lemma 3.2 constructed with  = 2
−j, and
set K˜ = ∪jKj.
Of course, this result does not say anything precise about the Hausdorff
dimension of Besicovitch sets, but we find it a useful heuristic that provides
a strong indication of the plausibility of the conjecture in a perhaps striking
way.
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If one could only push this result a little further to yield a set with a line
segment in every direction whose centre was the origin (i.e. the ball of radius
1/2) then this would of course yield a proof of the Kakeya Conjecture. We
can achieve this by allowing a small perturbation of our original set, which
is the idea behind the density result of Section 5.
4. Non-trivial but easy lower bounds for the dimension of Besicov-
itch sets
In this section we present some simple folklore arguments which give
non-trivial lower bounds for the dimensions of Besicovitch sets. While there
are stronger results available, we think that the simplicity of the following
argument is appealing in its own right.
We begin with a very simple result for the lower box dimension.
Theorem 4.1. If K is a Besivovitch set in Rd then dimLB(K) ≥ d/2.
Proof. Consider the set K × K ⊂ R2d. Using elementary properties of the
lower box dimension, dimLB(K×K) ≤ 2 dimLB(K). Also, note that the map
φ : Rd×Rd defined by (x, y)→ x− y is Lipschitz from Rd×Rd into Rd, and
so dimLB[φ(K ×K)] ≤ dimLB(K ×K). However, the set φ(K ×K) contains
the unit ball in Rd. Combining these facts yields
d ≤ dimLB([φ(K ×K)]) ≤ dimLB(K ×K) ≤ 2dimLB(K),
from which the result follows immediately.
A slightly more sophisticated argument, for which we would like to thank
an anonymous referee, yields an improved result. We will make use of the
following version of Marstrand’s slicing theorem, see [15, Theorem 10.10] or
(the alluded to higher dimensional analogue of) [5, Corollary 7.2].
Theorem 4.2 (Marstrand’s slicing theorem). Let F ⊆ Rn and E ⊆ V be
Borel sets where V is a proper subspace of Rn. If
dimH F ∩
(
x+ V ⊥
) ≥ t
for all x ∈ E, then
dimHF ≥ dimHE + t.
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Theorem 4.3. If K is a Besicovitch set in Rd then
dimLB(K) ≥ (d+ 1)/2,
dimP(K) ≥ (d+ 1)/2
and
dimP(K) + dimH(K) ≥ d+ 1.
Proof. Let K ⊆ Rd be a Besicovitch set. Let v ∈ Rd and let
Av = {(x, y) ∈ Rd × Rd : x− y = v}.
This gives a d-dimensional smooth parametrisation of a family of pairwise
disjoint d-dimensional affine subspaces of R2d. It is easy to verify that (K ×
K)∩Av contains a line segment for each v such that |v| < 1, but we include
the details. Write v in polar coordinates as v = |v|θ for some θ ∈ Sd−1. Since
K is a Besicovitch set, we know it contains a unit line segment in direction
θ, i.e., for some t ∈ Rd we have {xθ + t : x ∈ [0, 1]} ⊂ K. It follows that
{(xθ + t, yθ + t) : x, y ∈ [0, 1]} ⊆ K ×K and so
(K ×K) ∩ Av ⊃ {(xθ + t, yθ + t) : x, y ∈ [0, 1] and x− y = |v|}
= {((y + |v|)θ + t, yθ + t) : y ∈ [0, 1− |v|]}
which is a line segment of length
√
2(1−|v|) provided |v| < 1. It then follows
from Marstrand’s slicing theorem (Theorem 4.2 above) that
dimH(K ×K) ≥ dimH{v ∈ Rd : |v| < 1}+ 1 = d+ 1. (4.1)
The stated results all now follow immediately from classical results on di-
mensions of products. In particular, we obtain
d+ 1 ≤ dimH(K ×K) ≤ dimLB(K ×K) ≤ 2dimLB(K),
d+ 1 ≤ dimH(K ×K) ≤ dimP(K ×K) ≤ 2dimP(K),
and
d+ 1 ≤ dimH(K ×K) ≤ dimH(K ×K) ≤ dimP(K) + dimH(K).
See [5, 7] for a discussion of the various product formulae we use here. In
particular, the inequalities used above apart from (4.1) hold for any set.
Unfortunately, we do not have a ‘self-product formula’ for Hausdorff di-
mension which prevents us from proving the lower bound (d+ 1)/2 for Haus-
dorff dimension using this approach. This bound does hold, however, but
the simplest proof we are aware of is Bourgain’s ‘bush method’, see [2, 6].
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5. Density of Besicovitch sets with positive measure
Let S˚d−1 denote the unit sphere in Rd with antipodal points identified.
We encode a Besicovitch set in Rd as a bounded map f : S˚d−1 → Rd, where
f(x) gives the centre of the unit line segment oriented in the x direction. We
denote by B(S˚d−1) the collection of all such maps, and make this a Banach
space by equipping it with the supremum norm.
Given such a map f , we define K(f) to be the Besicovitch set encoded
by f , explicitly
K(f) =
⋃
x∈S˚d−1
⋃
t∈[−1/2,1/2]
f(x) + tx.
We denote by K (Rd) the collection of all non-empty compact subsets of
Rd. If we define
ρ(A,B) = sup
a∈A
inf
b∈B
|a− b|,
then the Hausdorff distance (which yields a metric on K (Rd)) is given by
distH(A,B) = max(ρ(A,B), ρ(B,A)).
We make the following simple observation.
Lemma 5.1. If f, f0 ∈ B(S˚d−1) then
distH
(
K(f), K(f0)
)
≤ ‖f − f0‖∞.
Proof. Given f0, f ∈ B(S˚d−1), set  = ‖f − f0‖∞ and observe that any point
in K(f0) lies on a unit line segment with centre f0(x), for some x ∈ S˚d−1, and
that there is a corresponding point f(x) ∈ K(f) that lies within  of f0(x),
since the unit line segment is translated by no more than  on changing from
f0 to f . Thus ρ
(
K(f), K(f0)
)
≤ . This argument is symmetric between
K(f) and K(f0), and so the desired result follows.
We now employ a variant of the arguments of the previous section to
prove the density of maps f for which dimH(K(f)) = d, and more strongly
for which µ(K(f)) > 0 (where µ(A) denotes the d-dimensional Lebesgue
measure of A). We note that Besicovitch sets with zero Lebesgue measure
were constructed by Besicovitch [1].
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Proposition 5.2. The collection of functions f ∈ B(S˚d−1) such that
µ(K(f)) > 0
and, in particular,
dimH(K(f)) = d
is dense.
Proof. Take f0 ∈ B(S˚d−1) and  > 0. Let M > 0 be such that K(f0) is
contained in (−M,M)d. Now proceed as in the proof of Lemma 3.2 to find
a disjoint family of cubes {Qj}Nj=1 that cover K(f0), whose sides have length
< /
√
d with centres aj. Now we do not shift the components of the set
K(f0), but rather define an element f ∈ B(S˚d−1) by setting
f(x) = aj if f0(x) ∈ Qj;
clearly ‖f − f0‖∞ < .
Now we can write K(f) as the finite union K(f) =
⋃N
j=1 Uj, where Uj
consists of all those line segments with centre aj, and observe that
N⋃
j=1
TajUj = B(0, 1/2). (5.1)
Since the Lebesgue measure is subadditive
N∑
j=1
µ(TajUj) ≥ µ(B(0, 1/2)).
It follows that there exists an i such that µ(TaiUi) ≥ µ(B(0, 1/2))/N , and so,
since the Lebesgue measure is monotonic and invariant under translations,
µ(K(f)) ≥ µ(Ui) = µ(TaiUi) > 0.
Finally, since µ is comparable to Hd it follows that dimH(K(f)) = d.
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6. A residual collection of Besicovitch sets with maximal dimension
We now show that a residual collection of Besicovitch sets has maximal
upper box-counting dimension. Recall that a set is nowhere dense if its
closure has empty interior, and a set is residual if its complement is the
countable union of nowhere dense sets, see Oxtoby [16].
We make use of another equivalent definition of the upper box-counting
dimension (see Falconer [5], for example). Let Ndisj(A, ) denote the max-
imum number of disjoint closed -balls with centres in A. Then it is well
known that
dimB(A) = lim sup
→0
logNdisj(A, )
− log  . (6.1)
Theorem 6.1. The collection of functions f ∈ B(S˚d−1) such that
dimB(K(f)) = d
is a residual subset of B(S˚d−1).
Proof. Define
Fm,n = {f ∈ B(S˚d−1) : ∃ δ < 1/n such that Ndisj(K(f), δ) > δ1/m−d}.
It follows from (6.1) that
{f ∈ B(S˚d−1) : dimB(K(f)) = d} = {f ∈ B(S˚d−1) : dimB(K(f)) = d}
=
∞⋂
n=1
∞⋂
m=1
Fm,n,
since dimB(A) = dimB(A). Note that we have already shown that for each
m,n ∈ N, the set Fm,n is dense, since it contains all those f for which
dimB(K(f)) = d, see Proposition 5.2.
Recall that K (Rd) is the collection of all non-empty compact subsets of
Rd, metrised by the Hausdorff distance distH. It follows from the result of
Lemma 5.1 that the map f 7→ K(f) is continuous from B(S˚d−1) into K (Rd)
and, therefore, it remains only to show that for any  and r > 0 the set
F,r := {A ∈ K (Rd) : ∃ δ <  such that Ndisj(A, δ) > δ−r}
is open. Given any A ∈ F,r, suppose that there are N > δ−r disjoint closed
balls of radius δ <  with centres {aj} ⊂ A. Then these balls are all at
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least some distance η > 0 apart, and so any set B with distH(A,B) < η/2
contains points bj with |aj − bj| < η/2 and the δ balls with centres {bj}
are still disjoint. Thus Ndisj(B, δ) ≥ N > δ−r and hence B ∈ F,r, which is
sufficient.
The result now follows since
{f ∈ B(S˚d−1) : dimB(K(f)) = d} =
⋂
m,n
Fm,n
is the countable intersection of open dense sets and therefore residual.
An interesting further problem would be to consider whether the Baire
generic Besicovitch sets (with respect to our parameterisation) also have full
Hausdorff (or lower box) dimension and whether they have zero or positive
Lebesgue measure. Of course, if one believes the Kakeya conjecture itself,
then the Baire generic Besicovitch sets also have full Hausdorff dimension,
but for the question of measure it is not so clear what to conjecture. Ko¨rner
[13] proved that Baire generic Besicovitch sets have zero measure, but his
parameterisation was different from ours and so the result in our setting
does not necessarily follow from [13].
7. The Assouad dimension of Besicovitch sets with half-infinite
lines
In this section we prove that any set K ⊆ Rd which contains a half-
infinite line in every direction has full Assouad dimension. More precisely,
let K ⊆ Rd be such that for all θ ∈ Sd−1 there exists a translation tθ ∈ Rd
such that
{λθ + tθ : λ ∈ [0,∞)} ⊆ K. (7.1)
We refer to such a set as a ‘half-extended Besicovitch set’.
Theorem 7.1. Any half-extended Besicovitch set K ⊆ Rd has full Assouad
dimension, i.e., dimAK = d.
We note that this also implies the same result for ‘fully-extended Besi-
covitch sets’; sets containing doubly infinite lines in every direction.
Half-extended and fully-extended Besicovitch sets are relevant in the
study of the classical Kakeya problem. For example, Keleti’s Line Segment
Extension Conjecture [12] is that extending any collection of line segments
13
in Rd to the corresponding collection of doubly infinite lines in the same
directions does not alter the Hausdorff dimension. Keleti proved that this
conjecture, if true for a particular d, would imply that any (classical) Besi-
covitch set in Rd had Hausdorff dimension at least d − 1 and, if true for all
d, would imply that any bounded (classical) Besicovitch set in Rd had upper
box dimension d. Keleti proved that his conjecture is true in the plane.
One of the most common ways of estimating the Assouad dimension from
below is to use weak tangents, see [14]. Roughly speaking this says that if
you zoom in on a set, any Hausdorff limit you obtain has Assouad dimension
no greater than the original set. Here we use this approach, but ‘zoom out’
rather than ‘zoom in’.
Proposition 7.2. Let A ⊂ Rd and (Sk)k be a sequence of similarity self-maps
on Rd. Suppose that
Sk(A) ∩Bd(0, 1)→ Aˆ
where the convergence is in the Hausdorff metric and Bd(0, 1) is the closed
unit ball in Rd. Then dimAA ≥ dimAAˆ.
Proof. Let s > dimAA which means there exists C > 0 such that for all
x ∈ A and all 0 < ′ < δ′ we have
N(B(x, δ′) ∩ A, ′) ≤ C(δ′/′)s.
Let ck > 0 be the (uniform) contraction/expansion rate of Sk, i.e. the con-
stant such that
|Sk(x)− Sk(y)| = ck|x− y|
for all x, y ∈ Rd. Let xˆ ∈ Aˆ and fix 0 <  < δ. Choose k sufficiently large to
ensure that the Hausdorff distance between Sk(A)∩Bd(0, 1) and Aˆ is strictly
less than /2 and choose x ∈ Sk(A) ∩ Bd(0, 1) which is strictly closer than
/2 to xˆ. Let {Ui}i be a cover of B(S−1k (x), 2δc−1k ) ∩ A by fewer than
C
(
2δc−1k
c−1k /2
)s
= C4s(δ/)s
open balls of radius c−1k /2. It follows that {Sk(Ui)}i is a cover of B(x, 2δ)∩
Sk(A) by open balls of radius /2. Doubling the radius of each of these balls
we obtain a cover of B(xˆ, δ) ∩ Aˆ by open balls of radius . Therefore
N(B(xˆ, δ) ∩ Aˆ, ) ≤ C4s(δ/)s
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which proves that dimAAˆ ≤ s and letting s → dimAA completes the proof.
Theorem 7.1 now follows immediately from Proposition 7.2 and the fact
that the unit ball itself is a tangent to K. Note that, unlike previous work,
we zoom out on K to obtain the necessary dimension estimates.
Proposition 7.3. Let K ⊆ Rd be a half-extended Besicovitch set and let
(Sk)k be defined by Sk(x) = x/k. Then
Sk(K) ∩Bd(0, 1)→ Bd(0, 1)
where the convergence is in the Hausdorff metric.
Proof. Let ∆n ⊂ Sd−1 be a sequence of finite sets which converge in the
Hausdorff metric to Sd−1, where Sd−1 is metricised with any reasonable metric
inherited from the ambient space, such as the spherical metric. For example
one could take ∆n to be a maximal 1/n separated subset of S
d−1. Let
∆∗n = {tθ : θ ∈ ∆n, t ∈ [0, 1]} ⊆ Bd(0, 1)
and observe that ∆∗n converges to Bd(0, 1) in the Hausdorff metric. Let  > 0
and choose n sufficiently large to ensure that ∆∗n is -close to Bd(0, 1) in
the Hausdorff metric and also choose k sufficiently large (depending on n)
to ensure that |Sk(tθ)| < /
√
2 for all θ ∈ ∆n (we may do this since ∆n is
finite and therefore bounded (with a bound that depends on n). Recall that
tθ is the translation associated to the direction θ (see (7.1)). Clearly the
-neighbourhood of Sk(K) ∩ Bd(0, 1) contains ∆∗n and the -neighbourhood
of ∆∗n contains Bd(0, 1). This means that the 2-neighbourhood of Sk(K) ∩
Bd(0, 1) contains Bd(0, 1) and so the Hausdorff distance between Sk(K) ∩
Bd(0, 1) and Bd(0, 1) is bounded by 2 completing the proof.
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