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Abstract
In this paper, we consider the semi-online preemptive scheduling problem with decreasing job
sizes on two uniform machines. Our goal is to maximize the continuous period of time (starting from
time zero) when both machines are busy, which is equivalent to maximizing the minimum machine
completion time if idle time is not introduced before all the jobs are completed. We design optimal
deterministic semi-online algorithms for everymachine speed ratio s ∈ [1,∞), and show that idle time
is required during the assignment procedure of algorithms for any s >
√
6/2. The competitive ratios
of the algorithms match the randomized lower bound for every 1s3. The problem of whether
randomization still does not help for the discussed preemptive scheduling problem remains open.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Problem deﬁnition
We study the parallel machine covering problem on uniform machines in this paper. This
problem was ﬁrst proposed by Deuermeyer, Friesen and Langston, and has applications in
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the sequencing of maintenance actions for modular gas turbine aircraft engines [6]. It is
motivated by the following scenario. A system consists ofm (identical or uniform)machines
and it is alive only when all the machines are alive. In order to keep a machine alive it
requires resources (e.g., tanks of fuel). Our goal is to keep the system continuously alive
as long as possible. Epstein [7] found application of this problem in bandwidth allocation
on network links. In this application, machines denote the parallel links between sources
and destinations. The links have their respective capacities (bandwidths). Requests are to
be assigned to the links and consume time, which depends on the request sizes and link
capacities. To improve the quality of service, we would like to have the completion times of
the links balanced. Here balance is measured by maximizing the minimum completion time
on any link. Note that in many practical systems, such as schedulers in various computer
operating systems, preemption is used to improve response time, i.e., to balance the delay
experienced by any request. Therefore, allowing preemption in scheduling policy is of
practical signiﬁcance. However, allowing parallelism at the same time, i.e., preempted
portions of the same job can be scheduled in parallel on different machines, may yield
impractical solutions. So we focus on the non-parallel case where preempted portions of
the same jobmust be allocated to non-overlapping time slots, possibly on distinct machines.
Formally, the problem considered in this paper can be described as follows. We are given
a sequenceJ of independent jobs with positive sizes p1, p2, . . . , pn, which must be sched-
uled ontom uniform machinesM1,M2, . . . ,Mm. We identify the jobs with their sizes. Ma-
chineMi has speed si1. Without loss of generality, we assume 1 = s1s2 · · · sm =
s. If job pj is completely assigned to machine Mi , then pj/si time units are required to
process this job. Machines and jobs are available at time zero.
We consider preemptive algorithms in this paper, hence each job may be cut into a few
pieces. These pieces are to be assigned to possibly different machines, in non-overlapping
time slots. It is not required that a machine is busy all the time until the last piece of a
job being processed on the machine is completed. A period of time when a machine is not
processing a job, while it has not yet completed all the pieces of the jobs assigned to it (i.e.,
it is assigned to process a job at a later time), is called idle time. Our aim is to maximize
the continuous period of time (starting from time zero) when both machines are busy. If
idle time is never introduced before all the jobs are completed, our goal is equivalent to
maximizing the minimum machine completion time. This objective function corresponds
to the ﬁrst application where a system fails to work (or loses beneﬁt) once one of machines
does not process any job. Besides this, it is also of theoretical signiﬁcance. Because if we
chose to maximize the minimum machine completion time as our objective, and the idle
time were allowed to be arbitrarily introduced, then the objective function value could be
inﬁnity and trivial. But for our objective function, we are permitted to introduce idle time
during the assignment procedure, but we have the risk of losing the beneﬁt if the idle time is
not ﬁnally occupied by subsequent arriving jobs. Therefore we are interested in designing
an algorithm with the best performance with respect to a worst-case analysis. Although it is
not common to design algorithms that introduce idle time during the assignment procedure,
it may be useful to keep room for jobs that arrive later in the online version. Using the
three-ﬁeld notation for scheduling problems [11], we denote our problem asQ|pmpt|Cmin
for the general case of s1 (uniform machines) and P |pmpt|Cmin for the special case of
s = 1 (identical machines).
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A scheduling problem is called online if jobs arrive one by one and the jobs are required to
be scheduled irrevocably onto machines as soon as they are given, without any knowledge
of the jobs that will arrive later. If some partial additional information about the jobs is
available in advance, and we cannot rearrange any job that has been assigned to machines,
then it is called semi-online. Different partial information produces different semi-online
problems. If we have full information on the job data before constructing a schedule, then the
problem is called ofﬂine. Algorithms for online and semi-online problems are called online
and semi-online algorithms, respectively. Naturally, one wishes to achieve improvement of
the performance of a semi-online algorithmwith respect to its corresponding online version
by exploiting additional information. Though it is a relatively new area, various papers
and a number of results on semi-online algorithms for scheduling problems have been
published in the last decade. In fact, since Liu et al. [20] investigated a semi-online version
ofP ||Cmax, where a schedule must be created only knowing that the data of the job sizes are
ordinal, many researchers [3,16,19,22,24] have proposed semi-online variants of P ||Cmax.
Refs. [1,13,14] considered semi-online variants of P ||Cmin. Refs. [8,9,25] investigated
semi-online problems in case of uniform machines. However, preemptive algorithms for
semi-online problems are relatively few, all for the objective of Cmax [22,9]. This paper
considers such a problem with the objective of Cmin.
We use the competitive ratio to measure the performance of an (semi-) online algorithm.
For a job sequence J and an algorithm A, let cA(J ) (or in short cA) denote the objective
function value produced by A and let c∗(J ) (or in short c∗) denote the optimal objective
function value in an ofﬂine version. Then the competitive ratio ofA is deﬁned as the smallest
number C such that for any J , c∗(J )CcA(J ). If A is randomized, we use E(cA(J ))
instead of cA(J ) in the above deﬁnition. An (semi-) online problem has a deterministic or
randomized lower bound  if no (semi-) online deterministic or randomized algorithm has
a competitive ratio of smaller than . An (semi-) online algorithm is called optimal if its
competitive ratio matches the lower bound.
Aclosely relatedproblem is the preemptiveparallelmachine schedulingproblemQ|pmpt|
Cmax, where the objective is tominimize themakespan, i.e., themaximummachine comple-
tion time. Its ofﬂine version was solved by Horvath et al. [17] and Gonzalez and Sahni [12].
Its online and semi-online versions may date back to Chen et al. [4], who solved the prob-
lem P |pmpt, online|Cmax. However, even the basic online problem Q|pmpt, online|Cmax
has not been settled yet.
1.2. Previous work
The non-preemptive machine covering problem Q||Cmin is a classical scheduling prob-
lem, which has been extensively studied for more than two decades. For the NP-hard ofﬂine
problem Pm||Cmin, Woeginger [27] presented a polynomial time approximation scheme
(PTAS). Furthermore, Azar and Epstein [2] presented a PTAS for Qm||Cmin. We list all
known online and semi-online results in Table 1. It is clear that idle time is useless for
non-preemptive versions because jobs could be started earlier. To simplify presentation, we
use the following notation to denote different semi-online versions:
• decr = jobs arrive in order of decreasing job sizes;
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Table 1
Results for the objective of Cmin
Problem Algorithm and competitive ratio Lower bound References
competitive ratio
LS, m Optimal Woeginger [27]
Pm|online|Cmin A randomized algorithm, m/(m−1)(m/(m−1))m−1−1 for m < 41, Azar and Epstein [1]
O(
√
m logm) and
√
m/4 otherwise He and Tan [15]
Pm|opt|Cmin Fill, 2− 1/m Optimal for m = 2, 3, Azar and Epstein [1]
and 1.75 otherwise
Pm|group|Cmin LS, r if rm Optimal He [13]
and m otherwise
LPT, (4m− 2)/(3m− 1) Optimal for m = 2, 3, Csirik et al. [5],
and 5/4 otherwise He and Tan [15]
Pm|decr|Cmin A randomized algorithm Optimal He and Tan [15]
for m = 2, 7/6
Pm|ordinal|Cmin MIN, 
∑m
i=1 1/i + 1
∑m
i=1 1/i He and Tan [14]
Q2|online|Cmin LS, 1+ s Optimal Epstein [7]
Qm|opt|Cmin Slow–Fast, m Optimal Azar and Epstein [1]
Qm|decr|Cmin Biased–Greedy, m Optimal Azar and Epstein [1]
Qm|opt&decr|Cmin Next–Cover, 2 Optimal Azar and Epstein [1]
• group = all the job sizes are in the interval [p, rp] for some p > 0, r1, and r is known
in advance;
• ordinal = the values of the job sizes are unknown but the sorted order of the jobs
according to their sizes is known in advance;
• opt = the optimal objective function value is known in advance;
• max = the largest job size is known in advance.
The problemQ|pmpt|Cmax has been also well-studied, too. For the off-line version, Hor-
wath et al. [17], and Gonzalez and Sahni [12] showed that the problem can be solved in
polynomial time. We list in Table 2 all known online and semi-online results that have
appeared in the literature. Notice that all the algorithms are deterministic, and their com-
petitive ratios match their respective randomized lower bounds for the problems. It implies
that randomization does not help for these problems. Moreover, idle time is not necessary
to be introduced during the assignment procedure to get optimal algorithms for all the prob-
lems in Table 2, except the last one; and for the problemQ2|pmpt, decr|Cmax, Epstein and
Favrholdt [9] showed that no algorithm that never introduces idle time can have a com-
petitive ratio described in Table 2 for every s > 2. It is the ﬁrst time that a case with idle
time has provably been required in the design of online and semi-online algorithms for the
objective function of Cmax.
Although the design of preemptive algorithms for parallel machine scheduling problems
is one of important topics in scheduling theory, few papers have been found that explicitly
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Table 2
Results for preemptive scheduling with the objective of Cmax
Problem Competitive ratio of the optimal algorithm References
Pm|pmpt, online|Cmax mmmm−(m−1)m → ee−1 Chen et al. [4], Sgall [23]
Pm|pmpt, decr|Cmax max
k=0,...,m
m2+2mk
m2+k2+2k →
√
3+1
2 Seiden et al. [22]
Pm|pmpt,max|Cmax max
k=0,...,m
m2+2mk
m2+k2+2k →
√
3+1
2 Seiden et al. [22]
Q2|pmpt, online|Cmax (s+1)2
s2+s+1 Wen and Du [26], Epstein et al. [10]
Q2|pmpt, opt|Cmax 1 Epstein [8]
Q2|pmpt, decr|Cmax max
{
3s+3
3s+2 ,
2s(s+1)
2s2+s+1
}
Epstein and Favrholdt [9]
consider the problemQ|pmpt|Cmin. In a recent paper, Jiang et al. [18] ﬁrst considered it. For
the ofﬂine version, they obtained an explicit expression of the optimal objective function
value and showed that a schedule achieving this value can be produced in O(n) time for
the general m uniform machines case. For the online version, they showed that any online
algorithm must have a competitive ratio of at least m for the m uniform machine case,
and
∑m
i=1 1/i for the m identical machine case. For the two uniform machine case, they
presented an online algorithm with a competitive ratio of (2s + 1)/(s + 1) when idle time
is allowed. If idle time is not allowed, they presented an algorithm with a competitive ratio
of (2s + 1)/(s + 1) for 1s(1+√5)/2 and s for s > (1+√5)/2. Both algorithms are
optimal for every s1.
1.3. Our results
In this paper, as an extension work of the preemptive machine covering problem, we
consider the semi-online problemQ2|pmpt, decr|Cmin. Notice that the semi-online variant
with decreasing job sizes is “the most commonly studied semi-online variant” [21]. We
present optimal deterministic algorithms with a competitive ratio of
max
{
2s + 3
2s + 2 ,
s2 + 3s
(s + 1)2
}
=


2s + 3
2s + 2 for 1s3,
s2 + 3s
(s + 1)2 for s > 3.
Comparing this competitive ratio with that of the optimal algorithm for the pure online
problemQ2|pmpt, online|Cmin, we conclude that the additional information that jobs arrive
in order of decreasing job sizes greatly improves the performance.
Although there is only one breakpoint s = 3 in the competitive ratio, we need to divide the
interval [1,∞) of s into four subintervals [1,
√
6
2 ≈ 1.2247], (
√
6
2 ,
5
2 ], ( 52 , 3] and (3,+∞).
The algorithms for the ﬁrst three subintervals are different although they have the same
function as a competitive ratio.On the other hand, the algorithms for the last two subintervals
are identical except for a parameter value, even though they have different functions as a
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competitive ratio.Moreover, the algorithms for the last three subintervals introduce idle time
when assigning the ﬁrst job,which is probably required.Hence,we have found newevidence
for the phenomenon that idle time is beneﬁcial to the design of semi-online algorithms
through studying online and semi-online scheduling problems with the max–min objective
in Ref. [18] and this paper.
When designing semi-online algorithms, since we do not know whether any new job
exists and the sizes of the newly arriving jobs before scheduling the current job, we may
have the risk of introducing idle time under our objective function. But it is still safe to
introduce it when scheduling the ﬁrst job since the optimal objective function value is also
zero at that time. Then we use the subsequent arriving jobs to ﬁll the idle time. In the most
perfect way, it is properly introduced, and fully occupied by the subsequent arriving jobs.
In this paper, we utilize this feature to design optimal preemptive semi-online algorithms
for the problem under consideration.
Moreover, as pointed in the literature (see [22] for example), it is a general phenomenon
that for preemptive (semi-) online scheduling problems randomization does not help. This
phenomenon has been veriﬁed by all the known results listed in Table 2. Hence, it is not
surprising that our algorithms are deterministic. But the competitive ratio of our algorithms
matches the randomized lower bound only when 1s3. It remains an open problem
whether the above assertion is still true for the problem under consideration.
The rest of the paper is organized as follows. Section 2 considers lower bounds. Section 3
considers optimal semi-online algorithms. Finally, Section 4 presents some concluding
remarks.
2. Lower bounds
In the remainder of this paper, we assume that jobs arrive in the order of p1p2 · · · 
pn. Remember that s1 = 1 and s2 = s1. By normalizing all the job sizes, we assume
p1 = s. We use the following notation to simplify the presentation. Let Lij denote the
completion time of machine Mi at moment j1 (i.e., the moment right after the jth job
has been scheduled) in a semi-online algorithm A, i = 1, 2. Denote Tj = ∑ji=1 pi . Then
we have TjL1j + sL2j , and the equality holds if idle time is never introduced, or all the
idle time introduced before moment j has been fully occupied. Let LAj and L∗j denote the
current objective function value yielded by A and the optimal objective function value at
moment j, respectively.
Lemma 2.1 (Jiang et al. [18]). Forany j2,wehave: (i)L∗j = min{Tj/(s + 1), Tj−p1},
(ii) L∗j = Tj − s if Tj1+ s.
Proof. (i) Since after assigning jobs p1, p2, . . . , pj in an optimal schedule, every machine
has a completion time of at least L∗j , we have L∗jTj/(s + 1) obviously. If Tj/(s + 1)
Tj − p1, the optimal preemptive algorithm for the off-line problem Q2|pmpt|Cmax
(see [12,17]) yields a schedule such that both machines have the same completion time
Tj/(s + 1). Hence, L∗j = Tj/(s + 1). If Tj/(s + 1) > Tj − p1, p1/s > Tj/(s + 1)
holds. It is optimal to schedule p1 completely on M2 and all the remaining jobs on M1,
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Fig. 1.
since L∗jTj/(s + 1) < p1/s. It follows that L∗j = Tj − p1. Hence, we obtain L∗j =
min{Tj/(s + 1), Tj − p1}.
(ii) This is a direct consequence of (i), because Tj1+ s implies Tj/(s + 1)Tj − s =
Tj − p1. 
Lemma 2.2. For Q2|pmpt, decr|Cmin, the competitive ratio of any deterministic semi-
online algorithm is at least
max
{
2s + 3
2s + 2 ,
s2 + 3s
(s + 1)2
}
=


2s + 3
2s + 2 for 1s3,
s2 + 3s
(s + 1)2 for s > 3.
Proof. Assume that an algorithm A exists and has a competitive ratio C.
(1) We show C(2s + 3)/(2s + 2) ﬁrst. The ﬁrst two jobs p1 = p2 = s arrive. Then
L∗2 = 2s/(s + 1) according to Lemma 2.1(i). If LA2 4s/(2s + 3), we already obtain
C L
∗
2
LA2

2s
(s + 1)
4s
(2s + 3)
= (2s + 3)
(2s + 2) .
Hence, we suppose LA2 > 4s/(2s + 3). The schedule produced by A for the ﬁrst two jobs
can be depicted as in Figs. 1 and 2 (note that we do not exclude the possibilities that no
idle time exists on M1 in Fig. 1 or M2 in Fig. 2). Then the third and last job p3 = s
arrives, and thus L∗3 = 3s/(s + 1). For Fig. 1, regardless of the assignment of p3, due to
non-overlapping, we have
LA3  L12 = L22 + (2s − (sL22 + LA2 )) = (1− s)L22 + 2s − LA2
 (1− s)LA2 + 2s − LA2 = 2s − sLA2 < 2s −
4s2
2s + 3 .
Similarly, for Fig. 2, we also have
LA3 L22 =L12 +
2s − (L12 + sLA2 )
s
L12 + (2s − (L12 + sLA2 ))
= 2s − sLA2 < 2s −
4s2
2s + 3 .
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Fig. 2.
Fig. 3.
Fig. 4.
Hence, for both cases we obtain
C L
∗
3
LA3
>
3s
(s + 1)
2s − 4s2
(2s + 3)
= (2s + 3)
(2s + 2) .
(2) Next we show C(s2 + 3s)/(s + 1)2. Denote by pji the portion of pj scheduled
on Mi by A. The ﬁrst job p1 = s arrives. If p11s/(s + 3), then the second and last job
p2 = 1 arrives. Thus L∗2 = 1, while
LA2 
p12 + p22
s
= p12 + 1− p21
s
= p12 + 1− p12/s
s
 (s + 1)
2
s2 + 3s
due to
p12 = p1 − p11 s
2 + 2s
s + 3
(see Fig. 3). It follows that C(s2 + 3s)/(s + 1)2. If p11 < s/(s + 3), then the second
and last job p2 = s arrives. Thus, L∗2 = 2s/(s + 1), whereas
LA2 p11 +
p12
s
= p11 + s − p11
s
= 1+
(
1− 1
s
)
p11
2s + 2
s + 3
(see Fig. 4). It follows that C(s2 + 3s)/(s + 1)2, too.
With the above two steps, the desired lower bound follows. 
Y. He, Y. Jiang / Theoretical Computer Science 339 (2005) 293–314 301
Lemma 2.3. For Q2|pmpt, decr|Cmin, if s >
√
6
2 , no deterministic semi-online algorithm
that never introduces idle time can have a competitive ratio of
max
{
2s + 3
2s + 2 ,
s2 + 3s
(s + 1)2
}
=


2s + 3
2s + 2 for
√
6
2
< s3,
s2 + 3s
(s + 1)2 for s > 3.
Proof. Assume that an algorithm A exists that does not introduce idle time and has a
competitive ratio C. The ﬁrst job p1 = s arrives. p1 must be scheduled completely on a
machine because splitting it would introduce idle time. If p1 is assigned toM1, the second
and last job p2 = ε < 1 arrives. It follows that L∗2 = ε and LA2 ε/s. Therefore,
C ε
ε/s
= s > max
{
2s + 3
2s + 2 ,
s2 + 3s
(s + 1)2
}
when s >
√
6
2 . On the other hand, if A assigns p1 to M2, the second job p2 = 1 arrives.
Then L∗2 = 1. To avoid the competitive ratio greater than
max
{
2s + 3
2s + 2 ,
s2 + 3s
(s + 1)2
}
,
the portion of p2 assigned toM1 must be no less than
L∗2
max
{
2s + 3
2s + 2 ,
s2 + 3s
(s + 1)2
} = min{2s + 22s + 3 , (s + 1)
2
s2 + 3s
}
.
That is,
L12 min
{
2s + 2
2s + 3 ,
(s + 1)2
s2 + 3s
}
.
Now the third and last job p3 = 1 arrives. Clearly L∗3 = (s + 2)/(s + 1). No matter how
the portion of p2 is assigned toM1, we have L12L22. Hence,
LA3 L22 =
T2 − L12
s

T2 −min
{
2s + 2
2s + 3 ,
(s + 1)2
s2 + 3s
}
s
=


s + 1− 2s + 2
2s + 3
s
= (s + 1)(2s + 1)
s(2s + 3) for
√
6
2
< s3,
s + 1− (s + 1)
2
s2 + 3s
s
= (s + 1)(s
2 + 2s − 1)
s2(s + 3) for s > 3.
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Therefore, we obtain
C L
∗
3
LA3



(s + 2)/(s + 1)
(s + 1)(2s + 1)/(s(2s + 3))
= s(s + 2)(2s + 3)
(s + 1)2(2s + 1) >
2s + 3
2s + 2 for
√
6
2
< s3,
(s + 2)/(s + 1)
(s + 1)(s2 + 2s − 1)/(s2(s + 3))
= s
2(s + 2)(s + 3)
(s + 1)2(s2 + 2s − 1) >
s2 + 3s
(s + 1)2 for s > 3.

3. Optimal semi-online algorithms
Toget the optimal semi-online algorithms for the problemQ2|pmpt, decr|Cmin,we divide
the interval of all possible values of s into [1,
√
6
2 ], (
√
6
2 ,
5
2 ], ( 52 , 3] and (3,∞). The algorithm
for the ﬁrst interval does not introduce idle time. The algorithms for the ﬁrst three intervals
are different although they have the same function as a competitive ratio. We deal with
them in Sections 3.1–3.3 separately. The algorithms for the last two intervals are identical
except for a parameter value, even though they have different functions as a competitive
ratio. Hence, we deal with them simultaneously in Section 3.3.
Since L∗1 = 0, the competitive ratio is trivially true at moment j = 1 no matter how a
semi-online algorithm assigns the ﬁrst job. But the assignment of p1 is crucial to guarantee
that the desired competitive ratio still holds for the subsequent jobs. We will see that the
assignment of p1 is different among the algorithms for different intervals.
In the following, we say the assignment of jobpj is proper if the time slots for processing
this job are non-overlapping. If the assignment of every job is proper, we obtain a feasible
schedule. If job pj is split into k > 1 pieces, we denote by pij the ith piece, i = 1, . . . , k.
3.1. Algorithm for s
√
6
2
Lemma 3.1. If an algorithm A always keeps the ratio of the current completion times of
machines M1 and M2 as 3 : 2, and no idle time exists at moment j2, then we have
L∗j /LAj (2s + 3)/(2s + 2).
Proof. We have L1j : L2j = 3 : 2 and L2j = LAj by the assumption. By Lemma 2.1(i), we
obtain that
L∗j
Tj
s + 1 =
L1j + sL2j
s + 1 =
3/2+ s
s + 1 L
2
j =
2s + 3
2s + 2L
A
j ,
at moment j. 
The main idea of our Algorithm A1 for s
√
6
2 is as follows: as Lemma 2.1(ii) states
that the optimal objective function value is Tj − p1 as long as the current total job size
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Tj is not greater than s + 1, A1 schedules jobs so that the smaller machine completion
time (i.e., the completion time of M2) is (2s + 2)/(2s + 3)(Tj − p1). Hence, the desired
competitive ratio follows. Once Tj exceeds s + 1, A1 schedules jobs so that
the completion times of the twomachines keep the ratio 3 : 2. Then according to Lemma 3.1,
the desired competitive ratio can be achieved, too. Note that this general idea
will also be obeyed by algorithms for other intervals, but the ways to fulﬁl them are
different.
Denote t = min{j | Tj > s + 1} in this subsection. Then t2 since T1 = p1 = s.
Algorithm A1
1. For job p1, schedule p1 = s on machineM1 completely. Set j = 1.
2. If no new job arrives, stop. Otherwise, set j = j + 1.
3. If j = t = 2, schedule the portion p12 = 2sT2/(2s + 3) of p2 on M2 at time zero, and
the leftover of p2 onM1 at time L11 = s. Return step 2.
4. If 2j < t , schedule the portion [(2s2 + 2s)/(2s + 3)]pj of pj on M2 at time L2j−1,
and the leftover onM1 at time L1j−1. Return step 2.
5. If j = t > 2, schedule the portion
p1t =
2sTt
2s + 3 −
s(2s + 2)(Tt−1 − s)
2s + 3
of pt onM2 at time L2t−1, and the leftover onM1 at time L1t−1. Return step 2.
6. If j > t , schedule the portion 2spj /(2s + 3) of pj onM2 at time L2j−1, and the leftover
onM1 at time L1j−1. Return step 2.
Note that before we run Algorithm A1, we do not need to know the value of t in advance.
In fact, in the description of the algorithm, the expressions t > j , t < j and t = j only
represent the situations that the current total job size Tj is larger/smaller than, and equal to
1+s, respectively, which can be checked online. Hence, our algorithm runs in a semi-online
way. It is also valid for the later two algorithms.
Theorem 3.2. For the problemQ2|pmpt, decr|Cmin,AlgorithmA1 does not introduce idle
time and has a competitive ratio of (2s + 3)/(2s + 2) for every 1s
√
6
2 . Thus A1 is
optimal.
Proof. We show as follows that the yielded schedule is feasible, and at any moment j =
1, 2, . . . , n, L∗j /LA1j (2s + 3)/(2s + 2) holds. It follows that c∗/cA1 = L∗n/LA1n (2s +
3)/(2s+ 2). It is clear that the algorithm does not introduce any idle time when scheduling
each job, hence LA1j = min{L1j , L2j } and Tj = L1j + sL2j .
At moment 1, we have L11 = s, L21 = 0. The desired competitive ratio holds trivially
because L∗1 = 0. For jobs p2, . . . , pt , two cases are considered as follows with respect to
the value of t.
304 Y. He, Y. Jiang / Theoretical Computer Science 339 (2005) 293–314
Case 1: t = 2. Then pt is scheduled by step 3. According to the deﬁnition of t, we have
p2 > 1. Combining it with s
√
6
2 , we obtain
p12 =
2sT2
2s + 3 =
2s(p2 + s)
2s + 3 p2.
Furthermore, since
L22 =
p12
s
= 2T2
2s + 3 , and T22p1 = 2s,
we know L22 < s = L11. It states that the ﬁnishing time of p2 on M2 is earlier than its
starting time on M1. Hence, the assignment of p2 is proper. L22 = 2T2/(2s + 3) implies
L12 = T2 − sL22 = 3T2/(2s + 3). That is to say, the ratio of the machine completion times
is 3 : 2 at moment 2. Thus, we have L∗2/LA12 (2s + 3)/(2s + 2) by Lemma 3.1.
Case 2: t > 2. Then for every j = 2, . . . , t − 1, pj is assigned by step 4, and we can
inductively obtain
L2j =
(2s2 + 2s)(Tj − p1)
s(2s + 3) =
(2s + 2)(Tj − s)
2s + 3 (1)
and
L1j = Tj − sL2j = s +
(3− 2s2)(Tj − s)
2s + 3 . (2)
From (1), we have L2j < Tj − s1L11 < L1j−1. It follows that the ﬁnishing time of pj
on M2 is earlier than its starting time on M1, i.e., the assignment of pj is proper. We next
consider the competitive ratio for these jobs. Clearly LA1j = L2j . On the other hand, by the
deﬁnition of t, we have Tj1+ s. It implies that L∗j = Tj − s according to Lemma 2.1(ii).
Therefore, by (1), we have L∗j /LA1j = (2s + 3)/(2s + 2), j = 2, . . . , t − 1.
To ﬁnish Case 2, we are left to consider pt , which is scheduled by step 5. By (1), we have
L2t = L2t−1 +
p1t
s
= 2Tt
2s + 3 , and L
1
t = Tt − sL2t =
3Tt
2s + 3 , (3)
resulting in L∗t /LA1t (2s + 3)/(2s + 2) by Lemma 3.1. In order to prove that the assign-
ment of job pt is proper, we need to show the following inequalities:
0xpt (4)
and
L2t L1t−1. (5)
We ﬁrst show (4), which is equivalent to two inequalities Tt(Tt−1 − s)(s + 1) and
2sTt − s(2s+ 2)(Tt−1− s)pt (2s+ 3). In fact, for the ﬁrst inequality, since Tt−1s+ 1,
we have
Tt − (s + 1)(Tt−1 − s)= Tt−1 + pt − (s + 1)(Tt−1 − s)
= pt − sTt−1 + s(s + 1)pt > 0.
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For the second inequality, since Tt − s > 1 and s
√
6
2 , we have
2sTt − s(2s + 2)(Tt−1 − s)− pt (2s + 3)
= 2s(Tt−1 + pt )− s(2s + 2)(Tt−1 − s)− pt (2s + 3)
= 2s2 − 2s2(Tt−1 − s)− 3pt
 2s2 − 2s2(Tt−1 − s)− 2s2pt
= 2s2 − 2s2(Tt − s) < 0.
We next show (5). From (2), (3), and Tt = pt + Tt−1, we have
L2t − L1t−1 =
2Tt
2s + 3 −
(
s + (3− 2s
2)(Tt−1 − s)
2s + 3
)
= 2pt + (2s
2 − 1)(Tt−1 − s)− 2s2 − s
2s + 3 .
Since ptpt−1Tt−1 − p1 = Tt−1 − s1, we obtain
L2t − L1t−1
2+ (2s2 − 1)− 2s2 − s
2s + 3 =
1− s
2s + 30.
Hence, we conclude that the assignment of pt is proper.
Now we turn to jobs pt+1, . . . , pn, which are scheduled by step 6. By (3), we can
recursively obtain the following equalities:
L1j = L1j−1 +
3pj
2s + 3 =
3Tj
2s + 3 and
L2j = L2j−1 +
(2spj )/(2s + 3)
s
= 2Tj
2s + 3 , j = t + 1, . . . , n.
It follows that L∗j /LA1j (2s + 3)/(2s + 2) for j = t + 1, . . . , n. Hence, we are left to
show that the two time slots assigned to each pj onM1 andM2 do not overlap. It sufﬁces
to prove
(2spj )/(2s + 3)
s
L1j−1 − L2j−1.
In fact, since L1j−1 − L2j−1 = Tj−1/(2s + 3), the inequality is equivalent to 2pjTj−1.
Since j3 and p2pj , we have Tj−1T2 = p1 + p22pj .
Hence, we conclude that Algorithm A1 has a competitive ratio of (2s + 3)/(2s + 2) for
every 1s
√
6
2 . The optimality is directly from Lemma 2.2. 
3.2. Algorithm for
√
6
2 < s
5
2
We now present an Algorithm A2 for
√
6
2 < s
5
2 . The algorithm splits the ﬁrst job into
two pieces, and schedules them on distinct machines such that the completion times of the
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two machines keep the ratio 3 : 2 even at moment 1 (recall that the ﬁrst job is scheduled
completely on one machine in A1). Due to non-overlapping, idle time is thus introduced.
As Lemma 2.3 suggests, it is necessary for the optimal algorithm. Then the algorithm uses
subsequent arriving jobs to ﬁll the idle time, always making the machine completion times
to maintain the ratio 3 : 2 and never introducing new idle time afterwards.
Denote t = min{j |Tj > s + L21} in this subsection. Then t2.
Algorithm A2
1. For job p1, schedule the portion 2s2/(2s + 1) on machine M2 at time zero and the
leftover on machineM1 at time L21 = 2s/(2s + 1). Set j = 1.
2. If no new job arrives, stop. Otherwise, set j = j + 1.
3. If j = t = 2, split pt into 3 pieces of sizes
p1t =
2s
2s + 1 , p
2
t =
2s
2s + 3 (pt − p
1
t ) and p3t =
3
2s + 3 (pt − p
1
t ).
Then schedule p1t on machine M1 within the idle time interval before L21, p
2
t on M2 at
time L21, and p
3
t onM1 at time L11, respectively. Return step 2.
4. If 2j < t , schedule pj at the ﬁrst idle time as early as possible onM1 within the idle
time interval before L21, without introducing any other idle time. Return step 2.
5. If j = t > 2, split pt into 3 pieces of sizes
p1t = L21 − (Tt−1 − s), p2t =
2s
2s + 3 (pt − p
1
t ) and
p3t =
3
2s + 3 (pt − p
1
t ).
Then schedule these three pieces in the same way as step 3. Return step 2.
6. If j > t , schedule the portion 2spj /(2s + 3) of pj onM2 at time L2j−1, and the leftover
onM1 at time L1j−1. Return step 2.
Theorem 3.3. For the problemQ2|pmpt, decr|Cmin,AlgorithmA2 has a competitive ratio
of (2s + 3)/(2s + 2) for every
√
6
2 < s
5
2 . Thus A2 is optimal.
Proof. We show the result by similar arguments as those in the proof of Theorem 3.2. At
moment 1, we have
L21 =
(2s2)/(2s + 1)
s
= 2s
2s + 1 and L
1
1 =
2s
2s + 1 +
(
s − 2s
2
2s + 1
)
= 3s
2s + 1 .
It follows that the completion times of the two machines keep the ratio 3 : 2, and the time
interval [0, L21] onM1 is idle.
For jobs p2, . . . , pt , two cases are considered as follows.
Case 1: t = 2. Then pt is scheduled by step 3. By the deﬁnition of t, we have pt > L21 =
2s/(2s + 1) = p1t . It follows that p2t , p3t > 0. To see that the assignment of pt is proper,
noting that the time slot for p1t does not overlap those for p2t and p3t , we only need to show
that the time slots for p2t and p3t are non-overlapping. Hence, it sufﬁces to show L2t L11.
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In fact, since s 52 and Tt = p1 + pt2s, we have
L2t − L11 =
2Tt
2s + 3 −
3s
2s + 1
4s
2s + 3 −
3s
2s + 1 =
2s2 − 5s
(2s + 3)(2s + 1)0.
According to the assignment of p1t , we claim that the idle time is fully occupied. Fur-
thermore, the completion times of the two machines still keep the ratio 3 : 2 at moment t,
since p3t : (p2t /s) = 3: 2 and L11 : L21 = 3: 2. That is to say,
L2t =
2Tt
2s + 3 and L
1
t =
3Tt
2s + 3 ,
and thus the competitive ratio follows.
Case 2: t > 2. Since p2 + · · · + pt−1 = Tt−1 − p1(s + L21)− s = L21, all these jobs
can be scheduled in the idle time interval before L21 onM1. Hence, these jobs are scheduled
properly by step 4. Further, at any moment j = 2, . . . , t−1, the objective function value of
Algorithm A2 is Tj − s, which is just the completion time of pj (Note: since idle time may
not be fully occupied, the objective function value is not the minimummachine completion
time.) On the other hand,
TjTt−1s + L21 = s +
2s
2s + 1 < s + 1
implies L∗j = Tj − s according to Lemma 2.1(ii). Therefore, we have
L∗j
LA2j
= 1 2s + 3
2s + 2 , j = 2, . . . , t − 1.
The idle time interval can be fully occupied by further schedulingp1t onM1. Furthermore,
we have L2t = 2Tt/(2s + 3) and L1t = 3Tt/(2s + 3) by the same argument as that in
Case 1. Hence, the desired competitive ratio follows. To show that the assignment of pt
is proper, it sufﬁces to prove L2t L1t−1 = L11. In fact, since Tt−1s + 2s/(2s + 1) and
ptpt−1Tt−1 − s, we have
Tt2Tt−1 − s2
(
s + 2s
2s + 1
)
− s = 2s
2 + 5s
2s + 1
and thus
L2t − L11 =
2Tt
2s + 3 −
3s
2s + 1
2(2s2 + 5s)
(2s + 3)(2s + 1) −
3s
2s + 1
= s − 2s
2
(2s + 3)(2s + 1) < 0.
The proof of Case 2 is thus ﬁnished.
Based on the above calculation, we see that the ratio of the machine completion times
is 3 : 2 and the idle time has been fully occupied in both Cases 1 and 2 at moment t.
Since step 6 is identical to that in Algorithm A1, with an analogous argument as that
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in the proof of Theorem 3.2, we can conclude that the assignment of pj is proper and
L∗j /LA2j (2s + 3)/(2s + 2), for every j = t + 1, . . . , n.
Lemma 2.2 shows that the algorithm is optimal, and Lemma 2.3 shows that idle time is
actually required. 
3.3. Algorithm for s > 52
Deﬁne
 ≡


1 = 2s + 32s + 2 for
5
2
< s3,
2 = s
2 + 3s
(s + 1)2 for s > 3
and
r ≡ (1+ s)− s =


3
2
for
5
2
< s3,
2s
s + 1 for s > 3.
Similar to the proof of Lemma 3.1, we have
Lemma 3.4. If an algorithm A keeps the ratio of the current completion times of machines
M1 andM2 as r : 1, and no idle time exists at moment j, then we have L∗j /LAj .
In the following, we say that job pj is scheduled by the basic rule, if it is split into
two pieces of sizes p1j = spj /(s + r) and p2j = rpj /(s + r); and further the ﬁrst piece
is scheduled on M2 at time L2j−1 and the second piece on M1 at time L1j−1. Assume that
L1j−1 : L2j−1 = r : 1 and no idle time exists at moment j − 1. If job pj is scheduled by
the basic rule, then we still have L1j : L2j = r : 1, and thus the desired competitive ratio
follows at moment j, too.
The algorithm for s > 52 , denoted by A3, is more complicated than A1 and A2. Similar to
A2, A3 ﬁrst splits the ﬁrst job into two pieces (with different sizes compared with those in
A2, as we cannot make the machine completion times r : 1 ratio), and schedules them
on distinct machines (see step 1). Then A3 uses subsequent arriving jobs to ﬁll the idle
time introduced when scheduling p1, and never introduces new idle time afterwards. To
achieve the best performance, besides t, twomore integers k, l are deﬁned, which are indices
depending on the current total job size, and satisfy min{k, l} ≡ t ′ t2 (see Lemma
3.5). Then the assignment procedure of the jobs p2, . . . , pn is divided into several stages
accordingly: Step 3 is to schedule p2, . . . , pt−1 in case that t > 2. Step 4 is to schedule pt .
Step 5 is to schedule pt+1, . . . , pt ′−1 in case that t ′ > t . Steps 6 and 7 are to schedule pt ′
by distinguishing t < t ′ and t = t ′. The algorithm can guarantee the desired competitive
ratio for all the possible cases, even though the machine completion times are not in the
ratio r : 1 before moment t ′. The last step 8 is to schedule the remaining jobs pt ′+1, . . . , pn
according to the basic rule, because at moment t ′ the machine completion times must be in
the ratio r : 1.
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Denote
t = min{j |Tj > s + L21}, k = min
{
j |Tj > s + r
r
L11
}
and
l = min{j |Tj > s + 1}
in this subsection. And let t ′ = min{k, l}.
Algorithm A3
1. For job p1, schedule its portion ((s3 + s2)− 2s2)/((s2 − 1)) onM2 at time zero and
the leftover onM1 at time L21 = (s2 + s)− 2s/(s2 − 1). Then
L11 = L21 +
(
s − (s
3 + s2)− 2s2
(s2 − 1)
)
= 2s
(s + 1) .
Set j = 1.
2. If no new job arrives, stop. Otherwise, j = j + 1.
3. If j < t , schedule pj at the ﬁrst idle time as early as possible onM1 within the idle time
interval before L21, without introducing any other idle time. Return step 2.
4. If j = t < t ′, schedule the portion p1t = L21 − (Tt−1 − p1) of pt onM1 within the idle
time interval before L21, and the leftover onM2 at time L
2
1. Return step 2.
5. If t < j < t ′, schedule pj completely onM2 at time L2j−1, and return step 2.
6. If t < j = t ′, schedule the portion
p1t ′ =
sTt ′
s + r − sL
2
t ′−1
of pt ′ onM2 at time L2t ′−1, and the leftover onM1 at time L
1
t ′−1. Return step 2.
7. If j = t = t ′, split job pt ′ into three pieces of sizes
p1t ′ = L21 − (Tt ′−1 − s), p2t ′ =
sTt ′
s + r − sL
2
1 and p
3
t ′ = pt ′ − p1t ′ − p2t ′ .
Schedule p1
t ′ onM1 within the idle time interval before L
2
1, p
2
t ′ onM2 at time L
2
t ′−1, and
p3
t ′ onM1 at time L
1
t ′−1, respectively. Return step 2.
8. If j > t ′, schedule it by the basic rule, and return step 2.
Lemma 3.5. t ′ t2, where t ′ and t are deﬁned as above.
Proof. t2 holds trivially. We are left to show k t and l t . To show k t , by the
deﬁnitions of k and t, it sufﬁces to prove Tk > Tt−1. Note that
Tk >
s + r
r
L11 =
s + r
r
2s
(s + 1) =
2s
r
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and Tt−1 < s + L21. According to the deﬁnition of  and r, we have
Tk − Tt−1 > 2s
r
− (s + L21)
=


4s
3
−
(
s + (s
2 + s)− 2s
(s2 − 1)
)
= s
2(2s − 5)
3(s − 1)(2s + 3) > 0 if
5
2
s3,
s + 1− (s + L21) = 1−
(s2 + s)− 2s
(s2 − 1)
= s
s2 + 3s > 0 if s > 3.
Hence, we obtain k t . The inequality l t can be shown similarly. 
Theorem 3.6. For the semi-online problem Q2|pmpt, decr|Cmin, Algorithm A3 has a
competitive ratio of  for every s > 52 . Thus A3 is optimal.
Proof. Similarly, the time interval [0, L21] onM1 is idle at moment 1. We ﬁrst consider the
assignment of p2, . . . , pt−1 in case that t > 2. These jobs are scheduled by step 3. Noting
that p2 + · · · + pt−1 = Tt−1 − p1(s + L21) − s = L21, the time interval [0, L21] on M1
is enough to process them, and thus they are properly scheduled. Similar to Case 2, in the
proof of Theorem 3.3, we obtain
L∗j
LA2j
= Tj − s
Tj − s = 1, j = 2, . . . , t − 1.
Next we consider the assignment of jobs pt , pt+1, . . . , pt ′ . Two cases are distinguished
according to the values of t and t ′.
Case 1: t ′ > t . According to the algorithm rule (steps 4 and 5), the idle time on M1 is
fully occupied by p1t , and p2t , pt+1, . . . , pt ′−1 are scheduled one after another at time L2t
completely on M2. Hence, jobs pt , pt+1, . . . , pt ′−1 are properly scheduled, and L1t ′−1 =
L1
t ′−2 = · · · = L11 = 2s/(s + 1).
We show as follows that L∗j /LA2j  for j = t, . . . , t ′ − 1. Because no idle time exists
starting from moment t, we have
L2j =
Tj − L1j
s
and LA2j = min{L1j , L2j }.
By the deﬁnition of t ′, we have
Tt ′−1 min
{
s + r
r
L11, s + 1
}
. (6)
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Combining TjTt ′−1 and L11 = 2s/(s + 1) > 1 with (6) , we have
L2j =
Tj − L1j
s

min
{
s + 1, s + r
r
L11
}
− L1j
s
=min


s + 1− L11
s
,
s + r
r
L11 − L11
s

  min
{
L11,
L11
r
}
< L11,
implying LA2j = L2j = (Tj − L11)/s. Moreover, L∗j = Tj − s by Lemma 2.1(ii). Thus,
L∗j /LA2j  is equivalent to
(Tj − s)s −
(
Tj − 2s
(s + 1)
)
0. (7)
To show (7), since Tjs + 1 and s, the left-hand side of (7) is equal to
Tj (s − )− s2 + 2s
s + 1  (s + 1)(s − )− s
2 + 2s
s + 1
= (s + 1)
(
s2 + 3s
(s + 1)2 − 
)
0, (8)
where the last inequality holds because  = 2 = (s2 + 3s)/(s + 1)2 for s > 3, and
 = 1 = 2s + 32s + 2 >
s2 + 3s
(s + 1)2
otherwise. Hence, we obtain (7).
Nextwe consider jobpt ′ , which is scheduled by step 6.We trivially haveL2t ′ = Tt ′/(s + r)
by the deﬁnition of p1
t ′ , and thus L
1
t ′ = Tt ′ − sL2t ′ = rTt ′/(s + r) (since there is no idle
time at moment t). Hence, L1
t ′ : L2t ′ = r : 1, from which it follows that L∗t ′/LA2t ′  by
Lemma 3.4. To show that the assignment of pt ′ is proper, we only need to show 0p1t ′pt ′
and L2
t ′L1t ′−1.
We ﬁrst show p1
t ′0. (6) implies L11rTt ′−1/s + r . Then sL2t ′−1 = Tt ′−1 − L1t ′−1 =
Tt ′−1 − L11Tt ′−1 − rTt ′−1/(s + r), and thus
p1t ′ =
sTt ′
s + r − sL
2
t ′−1
sTt ′
s + r −
(
Tt ′−1 − rTt ′−1
s + r
)
= spt ′
s + r > 0.
We next verify p1
t ′pt ′ . Since Tt ′ = Tt ′−1+pt ′ , (1+ s) = r + s, and L11 = 2s/(s + 1),
we have
p1t ′ − pt ′ =
sTt ′
s + r − (Tt ′−1 − L
1
1)− pt ′ = −
rTt ′
s + r +
2s
(1+ s) =
2s − rTt ′
(1+ s)



2s − (s + r)L11
(1+ s) = 0 if t
′ = k,
2s − r(1+ s)
(1+ s) 0 if t
′ = l.
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To obtain L2
t ′L1t ′−1, since
L2t ′ =
Tt ′
s + r =
Tt ′
(s + 1) and L
1
t ′−1 =
2s
(s + 1) ,
it sufﬁces to show Tt ′2s. Since t ′ > t and Tt ′−11 + s, then pt ′ < Tt ′−1 − s < 1. It
follows that Tt ′ = Tt ′−1 + pt ′ < s + 1+ 1 < 2s.
Case 2: t ′ = t . Then jobpt ′ is scheduled by step 7.Recall thatL1t ′−1 = L11 = 2s/(s + 1),
L2t ′−1 = L21 =
(s2 + s)− 2s
(s2 − 1) ,
and the time interval [Tt ′−1 − s, L21] onM1 is idle at moment t ′ − 1. However, at moment
t ′, by assigning job pt ′ , no idle time is left and L2t ′ = Tt ′/(1+ s). It implies L1t ′ =
rTt ′/(1+ s). Hence, we have L∗t ′/LA2t ′  by Lemma 3.4. Similar to Case 1, we can
obtain that 0p1
t ′pt ′ and L2t ′L1t ′−1, implying that the assignment is proper.
Now we have completed the discussion for the assignment of jobs pt , pt+1, . . . , pt ′ . We
then turn to jobs pt ′+1, . . . , pn.
Noting that L2
t ′ = Tt ′/(s + r) and L1t ′ = rTt ′/(s + r), and all these jobs are scheduled
by step 8, i.e., the basic rule, we obtain
L1j : L2j =
rTj
(1+ s) :
Tj
(1+ s) = r : 1,
resulting in L∗j /LA2j , for every j = t ′ + 1, . . . , n. We next show L2jL1j−1 for every
j = t ′ + 1, . . . , n, which implies that the assignment of each job is proper. In fact, the
desired inequality is equivalent to
Tj
r + s 
rTj−1
r + s ,
i.e.,
pj(r − 1)Tj−1. (9)
If t ′ > 2, since Tt ′−1 < s + 1 = p1 + 1 (due to (6)) and pjpt ′pt ′−1, we have pj < 1.
On the other hand, for j = t ′ + 1, . . . , n, we have
(r − 1)Tj−1  (r − 1)Tt ′
=


(r − 1)Tk > (r − 1)(r + s)
r
L11
= (r − 1)(r + s)
r
2s
(1+ s) =
2s(r − 1)
r
> 1 if t ′ = k,
(r − 1)Tl > (r − 1)(s + 1) > 1 if t ′ = l,
where the last inequality is due to the deﬁnition of r. Hence the inequality (9) is valid. If
t ′ = 2, we see that Tj−1Tt ′ = T2 = s + p2 and pjp2 for j = t ′ + 1, . . . , n. Hence, to
obtain (9), it sufﬁces to show p2(r − 1)(s + p2), i.e., p2 < s(r − 1)/2− r , which can
easily be veriﬁed by using p2s and s(r − 1)/2− rs.
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Therefore, we conclude that A3 has a competitive ratio of . Lemma 2.2 implies that the
algorithm is optimal, and Lemma 2.3 implies that idle time is actually required. 
4. Concluding remarks
In this paper, we studied the problem Q2|pmpt, decr|Cmin. We presented its optimal
deterministic algorithms with a competitive ratio of (2s + 3)/(2s + 2) for 1s3 and
(s2 + 3s)/((s + 1)2) for s > 3. It is clear that all the algorithms run in O(n) time since
scheduling each job takes O(1) time.
The algorithms for s >
√
6
2 introduce idle time when assigning the ﬁrst job, which is
provably required. Hence, we have found new evidence for the phenomenon that idle time is
beneﬁcial to the design of semi-online algorithms, through studying semi-online scheduling
problems with the max–min objective.
Compared with the technique used in the literature on online and semi-online preemptive
scheduling problems [4,9,23], our design and analysis of algorithms are different and more
involved. For example, we need to develop methods for handling the max–min objective,
and for distinguishing the cases whether idle time is needed. We also need to carefully split
the ﬁrst job depending on the machine speed ratio when introducing idle time, and ﬁll the
idle time depending on the current total job size. Besides, to obtain optimal algorithms for
the problem under consideration, we assign as many jobs as possible to the slow machine,
which is unlike that in the problem Q2|pmpt, decr|Cmax [9] we assign as many jobs as
possible to the fast machine.
In [18], the authors gave a lemma (Lemma 3.1) that provides a general method for ob-
taining the randomized lower bound for the (semi-) online problems onQ|pmpt|Cmin. For
the problem under consideration, it states that for any sequence with n3 jobs, no random-
ized algorithm can have a competitive ratio of smaller than (sL∗n−1 + L∗n)/Tn−1. Hence,
by letting the job sequence be {s, s, s} we see that the competitive ratio of any randomized
semi-online algorithm is at least (2s + 3)/(2s + 2) for any s1. This randomized lower
bound matches the competitive ratio of our optimal deterministic algorithms only when
1s3. We conjecture that randomization may be useful for the problem under consid-
eration when s > 3. It may provide a counterexample for the general phenomenon that
randomization does not help for preemptive (semi-) online scheduling problems.
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