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Based on a viscous hydrodynamic model with anisotropically perturbed Gubser flow and isothermal Cooper-
Frye freezeout at early times, we analytically compute the flow harmonics vn(pT ) and study how they scale
with the harmonic number n and transverse momentum, as well as the system size, shear and bulk viscosity
coefficients, and collision energy. In particular, we find that the magnitude of shear viscous corrections grows
linearly with n. The mixing between different harmonics is also discussed. While this model is rather simple as
compared to realistic heavy-ion collisions, we argue that the scaling results presented here may be meaningfully
compared to experimental data collected over many energies, system sizes, and geometries.
PACS numbers: 47.75.+f, 12.38.Mh, 11.25.Hf
I. INTRODUCTION
The hydrodynamic model is reckoned to be phenomenally successful at describing a lot of data measured in
heavy-ion collisions [1–10]. The main phenomenological application of hydrodynamics in heavy-ion physics is,
given initial conditions, an equation of state and transport coefficients, to calculate the azimuthal structure of
transverse momentum of particles, usually parametrized by Fourier coefficients vn
Ep
dN
d3p
=
dN
2πpTdpTdY
{
1 + 2
∑
n
vn(pT , Y ) cos [n(φp −Ψn)]
}
, (1)
where Ψn are reaction planes characterizing the event [11], φp is the azimuthal angle, and Y is the momentum
rapidity of the observed particles.
At RHIC and LHC, with reasonable initial conditions, an equation of state compatible with lattice QCD and the
viscosity to entropy density ratio η/s ∼ 0.2, v2 is reproduced quantitatively and vn=3−5 qualitatively agrees (see
the recent review in [12]). While the full hydrodynamic model has a number of a priori undetermined parameters
the abundance and quality of experimental data in azimuthal particle distributions make the determination of most
relevant parameters possible, in analogy to how the cosmic microwave background perturbations can constrain
inflaton potentials in the big bang theory.
Unlike the big bang which is unique, the little bang [13, 14] occurred in ultrarelativistic heavy-ion collisions can
be repeated many times, and the events can come in many different shapes and sizes. Experimentalists have been
able to vary collision energy, system size, rapidity and initial geometry, and to study the system response for all
these variables. This combined analysis has revealed that vn(pT ) exhibits a remarkably simple scaling behavior
[5, 15] in a way that might require some intuitive understanding rather than sophisticated fitting.
Such intuitive understanding has been historically closely associated with fluid mechanics [16]. The well-known
Bjorken flow solution [17] indicates one type of scaling which relates the initial temperature Ti and the start of the
hydrodynamic evolution τi to the final multiplicity dN/dY and transverse area A⊥
dN
dY
∼ τiT 3i A⊥ . (2)
This formula has been used by experimentalists to make an order of magnitude estimate of the initial temperature
for given colliding systems. However, since the dynamics is purely longitudinal, it does not provide us with the
necessary transverse information which is essential for analyzing flow harmonics vn.
2Recent progress in applying conformal geometry to hydrodynamic analytical solutions [18, 19] could however
yield “toy models” which are sophisticated enough to incorporate realistic physics and yet being analytically
solvable. This work goes in this direction, by applying these analytical solutions to “realistic” geometries and
freezeout criteria which makes experimental comparisons possible. (See [20] for an approach similar in spirit
using a non-boost-invariant hydrodynamic solution.)
The model presented in this paper incorporates longitudinal flow, transverse flow, and flow anisotropies. As
a result, it is sensitive not only to longitudinal parameters in a similar way as the Bjorken flow solution [17],
but also to transverse geometry and first order (Navier-Stokes) transport coefficients. The main objective is to
investigate, within this model, the analytical behavior of flow harmonics as functions of harmonic number n,
transverse momentum pT as well as shear and bulk viscosity coefficients. The assumptions involved are: (i)
conformal symmetry which QCD approximately possesses at high temperature; (ii) an early freezeout along an
isothermal hypersurface; (iii) the Cooper-Frye formula for the particle distribution [21] augmented with viscous
corrections to the distribution function [22]. Under these assumptions, we shall calculate vn(pT ) for central and
semi-central collisions where vn is linearly proportional to the eccentricity. We hope to be able, in this way, to
study the response of the system to initial geometry changes and the emerging scaling behavior in terms of the
bulk characteristics of the event.
This paper is organized as follows. In the next section we define the anisotropic perturbation around Gubser flow
used in this paper. In Section III, we present the necessary details involving the Cooper-Frye freeze-out (including
shear viscosity effects) that are needed to compute the anisotropic flow coefficients, as shown in Sec. IV. In the
following section we discuss the mixing between different harmonics vn and v2n (for an inviscid fluid) in our
approach. Section VI is devoted to the study of the effects of bulk viscosity, treated as a small perturbation in an
ideal fluid, on the flow harmonics. In Sec. VII, we discuss how the analytical expressions for the anisotropic flow
coefficients found in the previous sections can be useful to study how these quantities may scale with experimental
observables such as the particle multiplicity, collision energy, etc. We finish with our conclusions and outlook in
Sec. VIII. We use the mostly plus metric signature which means that the flow velocity in hydrodynamics obeys
uµu
µ = −1.
II. ANISOTROPIC PERTURBATION AROUND GUBSER FLOW
In Ref. [18], Gubser obtained an exact boost-invariant solution of the relativistic conformal Navier-Stokes (NS)
equation that has a nontrivial transverse profile. Subsequently, Gubser and Yarom [19] considered anisotropic
perturbations on top of the solution. In this section we first show that, in the early time regime, these (boost
invariant) perturbed solutions can be described fully analytically.
Consider a conformal theory in which the energy density E, the pressure P and the temperature T are related as
E = 3P = λT 4 (λ is a constant which depends on the theory of interest). We work in the coordinate system
ds2 = −dτ2 + dx2
⊥
+ x2
⊥
dφ2 + τ2dy2 , (3)
where τ is the proper time and y is the spacetime rapidity. The unperturbed solution of the NS equation for the
energy density reads [18, 19]
ENS = λT
4
NS =
1
τ4
λC4
(cosh ρ)8/3
[
1 +
η0
9λC
(sinh ρ)3 2F1
(
3
2
,
7
6
,
5
2
;− sinh2 ρ
)]4
, (4)
where C is a dimensionless normalization factor, 2F1 is the hypergeometric function and ρ is defined by
sinh ρ ≡ −L
2 − τ2 + x2
⊥
2Lτ
. (5)
In (5), L is a length parameter which roughly characterizes the initial transverse size of the flow, and η0 ≡ η/T 3 is
the rescaled, dimensionless shear viscosity. The flow velocity uµ is given by
uτNS = cosh
[
tanh−1
2τx⊥
L2 + τ2 + x2
⊥
]
, u⊥NS = sinh
[
tanh−1
2τx⊥
L2 + τ2 + x2
⊥
]
, (6)
3with uφNS = u
y
NS = 0. We shall focus on the early time regime τ ≪ L in which (6) reduces to
uτNS ≈ 1 +O(τ2) , u⊥NS ≈
2τx⊥
L2 + x2
⊥
. (7)
In this regime, the expansion of the flow is predominantly longitudinal, while the transverse velocity is small and
not yet fully developed |u⊥| ≪ 1. We neglect O(τ2) corrections to uτ so that uτ ≈ 1 throughout this paper.
Clearly, these approximations break down when τ ∼ O(L).
Following [19], we consider rapidity-independent perturbations of the form
T = TNS(1 + Sδ) , (8)
u⊥ = u
⊥
NS +
2τL
L2 + x2
⊥
νs∂ΘS , (9)
uφ = τνs∂φS , (10)
where δ and νs are the fluctuations of the temperature and the velocity, respectively. S is a linear combination of
the spherical harmonics Ylm(Θ, φ) where the polar coordinates (Θ, φ) refer not to the ordinary three dimensional
space, but to the de Sitter space to which the Minkowski space is conformally related. We take
S = −ǫn
(
2Lx⊥
L2 + x2
⊥
)n
cosnφ ∝ Yn,n(Θ, φ) + Yn,−n(Θ, φ) , (11)
which gives rise to the flow harmonics vn. ǫn is the corresponding eccentricity (see below). The equations for
δ and νs are obtained by linearizing the Navier-Stokes equation and are given in [19]. While these equations are
difficult to handle analytically in the viscous case, we point out that, in the early time regime τ ≪ L (or ρ→ −∞),
and to linear order in η0, they take the following simple form
d
dρ
(
δ
νs
)
= −
(
η0
3λC (2e
ρ)−2/3 O(e2ρ)
1 + η0λC (2e
ρ)−2/3 23 +
η0
λC (2e
ρ)−2/3
)(
δ
νs
)
. (12)
The approximate solution is
δ = 1 +
η0
2λC
(2eρ)−2/3 +O(e2ρ) ≈ 1 + η0
2λC
(
L2 + x2
⊥
2Lτ
)2/3
, (13)
νs = −3
2
+ k
η0
λC
e−2ρ/3 +O(e2ρ) , (14)
where k is an arbitrary constant. We choose k = 0 for simplicity. We thus arrive at the following perturbed solution
E ≈ λC
4
τ4/3
(2L)8/3
(L2 + x2
⊥
)8/3
(
1− η0
2λC
(
L2 + x2
⊥
2Lτ
)2/3)4
×
[
1− 4ǫn
(
1 +
η0
2λC
(
L2 + x2
⊥
2Lτ
)2/3)(
2Lx⊥
L2 + x2
⊥
)n
cosnφ
]
,
u⊥ =
2τx⊥
L2 + x2
⊥
+ ǫn
3nLτ
L2 + x2
⊥
(
2Lx⊥
L2 + x2
⊥
)n−1
L2 − x2
⊥
L2 + x2
⊥
cosnφ ,
uφ = −ǫn 3nτ
2
(
2Lx⊥
L2 + x2
⊥
)n
sinnφ . (15)
When n = 2 (elliptic flow) and in the large-x⊥ region x⊥ ≫ L, (15) coincides with the approximate solution
constructed in [23] via a different method. However, the present solution is better-behaved at small-x⊥. Note that
the coefficient of cosnφ in u⊥ becomes negative at large distances x⊥ > L, which is characteristic of conformal
solutions [23].
4The parameter ǫn can be identified with the eccentricity which we define as
ǫn ∝ −
∫
d2x⊥E
3/4 x
n
⊥
(L2+x2
⊥
)n−1
cosnφ∫
d2x⊥E3/4
xn
⊥
(L2+x2
⊥
)n−1
, (16)
where the weight E3/4 has conformal dimension three and is essentially the entropy density. (16) differs from the
more common definition of ǫn by a factor (L2 + x2⊥)n−1 in the integrand. Without this factor, the denominator of
(16) is divergent because E has a power-law fall-off in a conformal theory and one has to introduce a cutoff. Our
choice is motivated by the discussion in Ref. [19] about the preferred way of defining various anisotropic moments
in a conformal theory. One can check that the right-hand-side of (16) computed with the energy density in (15) is
ǫn times a function which is approximately independent of n.1
III. COOPER-FRYE FORMULA
We use the solution (15) as a way of evaluating the flow harmonics vn(pT ). Of course, vn is a feature of the final
state of heavy-ion collisions, whereas (15) is valid only at early times τ ≪ L where L may roughly be thought
of as the nuclear diameter. Nevertheless, we define a ‘time-dependent’ vn(pT , τ) via the Cooper-Frye formula
[21] assuming that the system freezes out at any instant of time including very early times. Specifically, we shall
compute
(2π)3
dN
dY pTdpTdφp
= −
∫
Σ
pµdσµf(p
µuµ/T ) ∝ 1 + 2vn(pT , τ) cosnφp , (18)
where f is the distribution function and the integral is taken over the isothermal surface Σ. From here on, T denotes
the freezeout temperature.
First let us consider the flow profile at the freezeout. From our solution, it is easy to analytically determine the
isothermal surface T (x⊥, φ) = const.
T 3 =
C3(2L)2
τ(L2 + x2
⊥
)2
(
1− η0
2λC
(
L2 + x2
⊥
2Lτ
)2/3)3
×
[
1− 3ǫn
(
1 +
η0
2λC
(
L2 + x2
⊥
2Lτ
)2/3)(
2Lx⊥
L2 + x2
⊥
)n
cosnφ
]
≡ C
3B3
(2L)3
, (19)
where B is a dimensionless parameter. To linear order in η0 and ǫn, (19) can be iteratively solved for the freezeout
time
τ(x⊥, φ) ≈ (2L)
5
B3(L2 + x2
⊥
)2
(
1− 3κ(L
2 + x2
⊥
)2
2(2L)4
− 3ǫn
(
2Lx⊥
L2 + x2
⊥
)n
cosnφ
)
,
≡ τ0 + δτǫn cosnφ , (20)
where the coefficient of the O(η0ǫn) term has been exactly canceled. In (20), we defined2 the ‘Knudsen number’
[23]
κ ≡ η0B
2
λC
=
4B2
3C
η
S
, (21)
1 There are other cutoff-independent definitions of ǫn. For example, one may try
−
∫
d2x⊥Ex
2
⊥
cosnφ∫
d2x⊥Ex
2
⊥
. (17)
With E as given by (15), this integral behaves like ǫn/√n, so one has to redefine ǫn → √nǫn in (11). This shows that the power of n in
the prefactor of the formulas below depends on how we define ǫn.
2 Usually the Knudsen number is defined as the ratio of microscopic to macroscopic quantities. If L were the only macroscopic quantity,
this would imply that κ ∼ (TL)−1(η/S), but our system also assumes τ ≪ L. Since Eq. (19) implies T ∼ BC/L and Eq. (20)
implies τ ∼ L/B3 , our definition is compatible with the standard one provided τ is the macroscopic quantity in the denominator. Note that
σµν ,∇µuµ ∼ O(1/τ) at early times, so it is indeed more appropriate to use τ as the relevant scale.
5where S = (E + P )/T is the entropy. From (20), we see that the condition τ ≪ L implies B3 ≫ 1, and the
τ -dependence of vn(pT , τ) is effectively converted to the B-dependence vn(pT , B). We denote the flow velocity
on the isothermal surface as
u⊥ ≡ u⊥0 + δu⊥ǫn cosnφ , uφ ≡ δuφǫn sinnφ . (22)
This can be obtained by substituting (20) into (15), and the result is
u⊥0 = 2x⊥
(2L)5
B3(L2 + x2
⊥
)3
(1− α) , (23)
δu⊥ =
3(2L)5
B3(L2 + x2
⊥
)4
(
2Lx⊥
L2 + x2
⊥
)n−1
L
(
n(L2 − x2
⊥
)(1 − α)− 4x2
⊥
)
, (24)
δuφ = −3n
2
(2L)5
B3(L2 + x2
⊥
)2
(
2Lx⊥
L2 + x2
⊥
)n
(1− α) , (25)
where
α ≡ 3κ(L
2 + x2
⊥
)2
2(2L)4
. (26)
Also, the following combination
1
u⊥0
(
δu⊥ − δuφ
x⊥
)
=
3
1− α
(
2Lx⊥
L2 + x2
⊥
)n(
nL2(1− α)
2x2
⊥
− 1
)
(27)
will be relevant later in the next section.
Next we consider the distribution function f . In the presence of viscosity, f has both the equilibrium and
non-equilibrium parts f = feq + δf . We assume that the equilibrium part is the Boltzmann distribution and write
f = ep
µuµ/T
(
1 +
pµpνπ
µν
2(E + P )T 2
χ(p)
)
, (28)
where
pµuµ = −mT cosh(y − Y ) + pTu⊥ cos(φ− φp)− pTuφ
x⊥
sin(φ− φp) . (29)
The transverse mass mT is defined as usual mT ≡
√
m2 + p2T with m being the particle mass. Strictly speaking,
since we assume conformal symmetry, m should be zero. However, for phenomenological purposes we take m as
a free parameter. The function χ(p) is not unique and depends on the theory under consideration. For simplicity,
we choose χ = 1, which is known as the democratic Ansatz [24], but other choices (see, [25, 26]) can be dealt
with. Then the second factor in (28) becomes
pµpνπ
µν
2(E + P )T 2
= −pµpνσµν 3η0
4λT 3
≈ κ(L
2 + x2
⊥
)2
26T 2L4
τ0
τ
(p2T − 2m2T sinh2(y − Y )) , (30)
where we used πµν = −2ησµν and the fact that, at early times, the dominant components of the shear tensor
σµν are
σ⊥⊥ ≈ x2
⊥
σφφ ≈ − 1
3τ
+O(τ) , τ2σηη ≈ 2
3τ
+O(τ) , (31)
with τ as given by (20).
Finally, the integration measure in (18) can be written as
− pµdσµ = x⊥τ
(
mT cosh(y − Y )− pT cos(φ − φp) ∂τ
∂x⊥
+
pT
x⊥
sin(φ− φp)∂τ
∂φ
)
dydx⊥dφ . (32)
6IV. CALCULATION OF vn(pT )
We now have all the necessary ingredients to evaluate the integral (18). The y-integral can be easily done
(2π)3
dN
dY pTdpTdφp
= 2
∫
dx⊥dφ exp
(
pTu⊥
T
cos(φ− φp)− pTuφ
x⊥T
sin(φ− φp)
)
×x⊥τ
[
mTK1(mT /T )
(
1− βπ τ0
τ
)
+K0(mT /T )
(
−pT cos(φ− φp) ∂τ
∂x⊥
+
pT
x⊥
sin(φ − φp)∂τ
∂φ
)(
1− β˜π τ0
τ
)]
, (33)
where we abbreviated
βπ ≡ κ(L
2 + x2
⊥
)2
26L4
(
m2T
2T 2
K3 −K1
K1
− p
2
T
T 2
)
≈ κ(L
2 + x2
⊥
)2
26L4
(
2mT
T
+ 3− p
2
T
T 2
)
,
β˜π ≡ κ(L
2 + x2
⊥
)2
26L4
(
m2T
T 2
K2 −K0
K0
− p
2
T
T 2
)
≈ κ(L
2 + x2
⊥
)2
26L4
(
2mT
T
+ 1− p
2
T
T 2
)
. (34)
The subscript π used above is a reminder that these terms come from the δf ∼ πµν term in (28). The last
expressions in (34) are valid when mT ≫ T .
Next we expand the Boltzmann exponential factor to linear order in ǫn using (22) and perform the φ-integral. It
is convenient to divide the integral into three parts corresponding to the three terms in (32).
(2π)3
dN
dY pTdpT dφp
≡ J1 + J2 + J3 . (35)
The first integral reads
J1 = 4πmTK1(mT /T )
∫
∞
0
dx⊥x⊥τ0
{
I0(z) (1− βπ) + δτ
τ0
In(z)ǫn cosnφp
+(1− βπ) pT
2T
[(
δu⊥ − δuφ
x⊥
)
In−1(z) +
(
δu⊥ +
δuφ
x⊥
)
In+1(z)
]
ǫn cosnφp
}
≡ J01 + δJ1ǫn cosnφp , (36)
where we defined
z ≡ pTu⊥0
T
=
2x⊥pT (2L)
5
TB3(L2 + x2
⊥
)3
(1− α) . (37)
Similarly, the second integral is
J2 = −4πpTK0(mT /T )
∫ ∞
0
dx⊥x⊥τ0
{
∂τ0
∂x⊥
I1(z)
(
1− β˜π
)
+
∂τ0
∂x⊥
δτ
τ0
I ′n(z)ǫn cosnφp
+(1− β˜π)
[
∂τ0
∂x⊥
pT
2T
((
δu⊥ − δuφ
x⊥
)
I ′n−1(z) +
(
δu⊥ +
δuφ
x⊥
)
I ′n+1(z)
)
+
∂δτ
∂x⊥
I ′n(z)
]
ǫn cosnφp
}
≡ J02 + δJ2ǫn cosnφp . (38)
7The third integral is proportional to ∂τ∂φ ∼ ǫn, so one can set ǫn = 0 elsewhere
J3 = −4πpTK0(mT /T )
∫ ∞
0
dx⊥τ0
n2δτ
z
In(z)(1 − β˜π)ǫn cosnφp
≡ δJ3ǫn cosnφp . (39)
From these integrals, the differential flow harmonics vn(pT ) is given by
vn(pT ) =
δJ1 + δJ2 + δJ3
J01 + J
0
2
ǫn
2
, (40)
and the integrated vn is
vn =
∫
dpT vn(pT )
dN
dY dpT∫
dpT
dN
dY dpT
=
∫∞
0
dpT pT (δJ1 + δJ2 + δJ3)∫∞
0 dpT pT (J
0
1 + J
0
2 )
ǫn
2
. (41)
A. Small-pT region
While it is straightforward to perform the remaining integral over x⊥ (and also pT ) numerically, in this paper
we are mainly interested in the analytic properties of vn. They can be precisely studied in the small-pT region in
which one can approximate the Bessel function as In(z) ≈ 1n!
(
z
2
)n
. Actually, since z ∼ pT /TB3 and B3 ≫ 1,
the condition z . 1 is not very restrictive since it covers a wide region B3T & pT . In this region, we find
J1 ≈ 4πmTK1(mT /T )
∫ ∞
0
dx⊥x⊥τ0
{
1− βπ + 1
n!
δτ
τ0
(pTu⊥0
2T
)n
ǫn cosnφp
+
1− βπ
n!
(pTu⊥0
2T
)n n
u⊥0
(
δu⊥ − δuφ
x⊥
)
ǫn cosnφp
}
, (42)
J2 ≈ −4πpTK0(mT /T )
∫
∞
0
dx⊥x⊥τ0
{
∂τ0
∂x⊥
u⊥0pT
2T
(
1− β˜π
)
+
n
n!2n
(u⊥0pT
T
)n−1 ∂τ0
∂x⊥
δτ
τ0
ǫn cosnφp
+
n
n!2n
(u⊥0pT
T
)n−1
(1− β˜π)
[
∂τ0
∂x⊥
n− 1
u⊥0
(
δu⊥ − δuφ
x⊥
)
+
∂δτ
∂x⊥
]
ǫn cosnφp
}
, (43)
and
J3 ≈ −4πpTK0(mT /T )
∫
∞
0
dx⊥τ0
n2δτ
2nn!
(u⊥0pT
T
)n−1
(1 − β˜π)ǫn cosnφp . (44)
The remaining x⊥-integrals can be done analytically. After straightforward, but very tedious calculations, we
arrive at
J01 = 4πmTK1(mT /T )
16L3
B3
{
1− κx
2
⊥max
64L2
(
6 +
m2T
2T 2
K3 −K1
K1
− p
2
T
T 2
)}
, (45)
J02 = 4πK0(mT /T )
215L3p2T
TB9
{
1
21
− κ
640
(
12 +
m2T
T 2
K2 −K0
K0
− p
2
T
T 2
)}
, (46)
8δJ1 = 4π
mT
T
K1(mT /T )
Γ(3n)
Γ(4n)
9 · 26nL3pnT
B3(n+1)T n−1
× (n− 1)
{
2(3n+ 2)
4n+ 1
− nκ
8(3n− 1)
(
6n+ 6 +
m2T
2T 2
K3 −K1
K1
− p
2
T
T 2
)}
, (47)
δJ2 = 4πK0(mT /T )
Γ(3n)
Γ(4n)
9 · 26nL3pnT
B3(n+1)T n−1
×2n
{
6n2 − 6n− 5
4n+ 1
− (6n
2 − 10n+ 1)κ
48(3n− 1)
(
6n+
m2T
T 2
K2 −K0
K0
− p
2
T
T 2
)}
, (48)
δJ3 = 4πK0(mT /T )
Γ(3n)
Γ(4n)
9 · 26nL3pnT
B3(n+1)T n−1
×2n
{
1− (4n− 1)κ
48(3n− 1)
(
6n+
m2T
T 2
K2 −K0
K0
− p
2
T
T 2
)}
, (49)
and
δJ2 + δJ3 = 4πK0(mT /T )
Γ(3n)
Γ(4n)
9 · 26nL3pnT
B3(n+1)T n−1
× 2n(n− 1)
{
2(3n+ 2)
4n+ 1
− nκ
8(3n− 1)
(
6n+
m2T
T 2
K2 −K0
K0
− p
2
T
T 2
)}
. (50)
The x⊥-integral in the viscous term of (45) is actually divergent and we cut it off at x⊥max. This divergence is
an artifact of Gubser’s Navier-Stokes solution which becomes unphysical as x⊥ → ∞ (the temperature becomes
negative), and can be cured by including second-order hydrodynamic corrections [27]. The precise value of x⊥max
will depend on such generalizations. Or phenomenologically, we prefer x⊥max ∼ O(L) (the nuclear diameter).
In any case, in the following, we simply ignore these cutoff-dependent terms in J01 because they are independent
of n, and are thus subleading compared with the viscous corrections from δJi which grow linearly in n as we shall
shortly see.
We now discuss the properties of vn(pT ) defined in (40). First, notice that
J02
J01
∼ TK0(mT /T )
mTK1(mT /T )
( pT
B3T
)2
≪ 1 , (51)
for the unperturbed part. As for the anisotropic part, δJ1 is dominant when mT ≫ T and δJ2 is dominant when
n≫ 1, while δJ3 is subleading. We thus find
vn(pT ) ≈ δJ1
J01
ǫn
2
≈ 9ǫn
32
Γ(3n)
Γ(4n)
(
64pT
B3T
)n
(n− 1)
{
2(3n+ 2)
4n+ 1
− nκ
8(3n− 1)
(
6n+ 6 +
2mT
T
+ 3− p
2
T
T 2
)}
, (52)
when mT ≫ T and n ∼ O(1), and
vn(pT ) ≈ δJ2
J01
ǫn
2
≈ 27ǫn
32
n(n− 1)Γ(3n)
Γ(4n)
TK0(mT /T )
mTK1(mT /T )
(
64pT
B3T
)n (
1− nκ
6
)
∼ ǫnn2
(
27pT
4B3T
)n
en−n lnn
(
1− nκ
6
)
, (53)
9when n ≫ 1 and mT /T ∼ O(1). In the second expression of (53), we used the Stirling’s formula Γ(n) ≈√
2πe−nnn−
1
2 and neglected the n-independent factors.
We immediately notice the scaling relation vn(pT ) ∝ pnT . This follows trivially from the expansion of the
Bessel function In(z) and is a model-independent prediction of the Cooper-Frye formula. Another interesting
feature is that the decrease of vn(pT ) at large-n is faster than exponential vn(pT ) ∼ 1/nn. Concerning the viscous
corrections, we observe that the dependence on the Knudsen number is linear in n
vn
videaln
∼ 1−O(nκ) . (54)
This is a generalization of the known behavior v2/videal2 ∼ 1−O(κ) [23, 28] to arbitrary n. This factor of n arises
because the power of pT is accompanied by a power of u⊥0 (see (23)) so that vn ∼ (pTu⊥0)n ∼ pnT (1 − nκ).
We also find that the contribution from δf ∼ πµν in (28) is suppressed by 1/n compared with that from the
equilibrium distribution. However, we shall see later that the potentially large term −p2T /T 2 at high-pT brings
about an interesting effect in the integrated vn.
Note that in deriving the above formulas, we assumed ǫn ≪ 1 and kept only the linear terms in ǫn. The
results are thus more reliable in central collisions, while deviations are expected in peripheral collisions for which
ǫn ∼ O(1).
B. Large-pT region
In the large-pT region the x⊥-integral cannot be done exactly. However, in this region the Bessel function In
becomes independent of n
In(z) ≈ e
z
√
2πz
∼ exp
(
pT
T
2x⊥(2L)
5
B3(x2
⊥
+ L2)3
(1− α)
)
. (55)
The x⊥-integral can be evaluated by doing the saddle point at x∗⊥ = L/
√
5. The result is
vn(pT ) ≈ ǫn
2
pT
T
δu∗⊥0 = ǫn
500pT
27TB3
(√
5
3
)n−1(
n− 1− 27κ
200
n
)
. (56)
We see that vn(pT ) rises linearly with pT and time B−3 ∼ τ , and gets suppressed by a uniform factor vn/vn−1 ∼√
5/3 ≈ 0.745 as n is increased. We also notice that, in contrast to the low-pT region, vn/videaln ∼ 1 − O(κ)
is independent of n. Moreover, the contribution from δf ∼ πµν , which at first sight seems to be important at
high-pT , actually cancels in the ratio δJ/J0.
C. Integrated vn
Finally, we calculate the integrated vn in (41). We observe that, due to the K-Bessel function, the important
region of the pT -integral is z . 1, so that the results obtained in the small-pT region can be utilized. Replacing the
K-Bessel function with its asymptotic expression, we need to evaluate integrals of the form∫
dpT exp
(
−
√
m2 + p2T
T
)
pn+1T . (57)
For this purpose, we use the saddle point approximation assuming n to be large, but not too large B3 & n ≫ 1.
First consider the heavy particle (‘baryon’) case m ≫ nT . There is a saddle point at p∗T ≈
√
nmT . Evaluating
around this saddle point, we find, from (47),
vn ∼ ǫnn3/2
(
27
4B3
√
m
T
)n
exp
(n
2
− n
2
lnn
)(
1− nκ
36
(
6− m
T
))
. (58)
10
Compared with (53), the exponential factor has been halved.
Next consider the case m ≪ nT which in particular includes the massless limit m = 0. The saddle point is at
p∗T = nT and this means that δJ1 and δJ2 are equally important to the integrated vn
δJ2
δJ1
≈ 2nT
p∗T
K0(p
∗
T /T )
K1(p∗T /T )
≈ 2 . (59)
Thus we can use either (47) or (48) to get
vn ∼ ǫnn3
(
27
4B3
)n (
1− nκ
36
(6− n)
)
. (60)
In fact, when m = 0, the pT -integral with the full K-Bessel functions can be done exactly and we find, adding all
the components δJ1,2,3,
vn ≈ 9ǫn
32
Γ(3n)
Γ(4n)
(
128
B3
)n
Γ2
(n
2
){n2(3n+ 2)2(n− 1)
2(4n+ 1)
−n
3(n− 1)κ
16(3n− 1)
(
3(3n2 + 3n+ 2)− n
2
(n+ 2)(3n+ 4)
)}
, (61)
whose large-n limit coincides with (60).
We thus find that the n-dependence is rather different between the heavy and light particle cases. We also point
out that, in both cases, the integrated vn inherits the property vn/videaln ∼ 1 −O(nκ) of the unintegrated vn(pT ).
However, an interesting new feature is that the contribution from δf ∼ πµν is large at the saddle point and this can
flip the sign of the κ-term when n or m/T is larger than some critical value. In the present case with χ = 1, this
occurs when n > n∗ ≈ 3.8 (from (61)), but the precise value of n∗ is a bit uncertain due to the cutoff-dependent
term in (45) which enters the denominator of (41).3 For some choices of χ [25, 26], the pT -dependence of δf is
weaker and n∗ may not exist.
(60) exhibits the scaling vn ∼ B−3n ∼ τn with respect to the freezeout time. In particular, when n = 2, the
above result for v2 parametrically agrees with the quantity
ǫp(τ) ≡
∫
d2x⊥(T11 − T22)∫
d2x⊥(T11 + T22)
∼ ǫ2 τ
2
L2
(1−O(κ)) , (63)
computed in Ref. [23]. It has been found numerically [29] that ǫp is a good measure of v2 in that they are
monotonously related to each other as the freezeout time is varied. We have thus analytically confirmed the
proposed connection between ǫp and v2 at least in the early time regime. They indeed have the same parametric
form with respect to τ and the shear viscosity.
As a side remark, the linear n-dependence in the viscous correction derived here is in contrast to the formula
proposed in [30, 31] which reads, in the present notation
vn
ǫn
∼ exp
(
− 2n
2
3LT
η
S
)
∼ 1−O(n2κ) . (64)
Ref. [31] has used the formula above to fit the n-dependence of LHC flow data and performed a phenomenological
estimate of the viscous damping induced by η/S on the flow coefficients. However, we note that such a formula
is in disagreement with the analytical study performed in this paper and, moreover, (64) may not be valid in
event-by-event simulations, as recently pointed out in Ref. [32].
3 One might worry that the terms in (45) which derive from δf ∼ πµν could become large after integrating over pT . However, they are
subleading because ∫
dpT pT J
0
1
∣∣∣∣
δf
∼
∫
dpT p
2
TK1(pT /T )I0(s)βpi ∼ O(B−6) . (62)
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V. MIXING BETWEEN vn AND v2n
In this section, we briefly discuss the mixing of different harmonics based on this approximate analytical solu-
tion. See Ref. [33, 34] and follow up works for more comprehensive studies in this regard. Here we only consider
the mixing of vn and v2n, but other types of mixing, such as that of even and odd harmonics, can be studied simi-
larly. For simplicity, consider the inviscid case κ = 0 and keep only J1. Expanding the Boltzmann factor to linear
order in ǫ2n and quadratic order in ǫn, we get
J1 = 2mTK1(mT /T )
∫
dx⊥x⊥τ0
∫
dφe
pT u⊥0
T
cos(φ−φp)
×
{
1 +
pT
T
(
δu
(2n)
⊥
cos 2nφ cos(φ− φp)− 1
x⊥
δu
(2n)
φ sin 2nφ sin(φ− φp)
)
ǫ2n
+
p2T
2T 2
(
δu
(n)
⊥
cosnφ cos(φ− φp)− 1
x⊥
δu
(n)
φ sinnφ sin(φ− φp)
)2
ǫ2n + · · ·
}
= 4πmTK1(mT /T )
∫
dx⊥x⊥τ0
{
I0(z) +
pT
T
(
δu
(2n)
⊥
I ′2n(z)−
δu
(2n)
φ
x⊥
2nI2n(z)
z
)
ǫ2n cos 2nφp
+
p2T
4T 2
(
(δu
(n)
⊥
)2I ′′2n(z)−
δu
(n)
⊥
δu
(n)
φ
x⊥
(
4nI2n(z)
z
)′
− (δu
(n)
φ )
2
x2
⊥
(I2n(z)− I ′′2n(z))
)
ǫ2n cos 2nφp
}
.(65)
We again consider the small-pT and large-pT regions separately.
(i) Small-pT region: Expanding the I-Bessel functions as before, we find
J1 ≈ 4πmTK1(mT /T )
∫
dx⊥x⊥τ0
{
1 +
(pTu⊥0
2T
)2n [ 1
(2n− 1)!u⊥0
(
δu
(2n)
⊥
− δu
(2n)
φ
x⊥
)
ǫ2n
+
1
4(2n− 2)!u2
⊥0
(
δu
(n)
⊥
− δu
(n)
φ
x⊥
)2
ǫ2n
]
cos 2nφp
}
≈ 4πmTK1(mT /T )16L
3
B3
{
1 +
27n
16
(
64pT
B3T
)2n
Γ(6n)
Γ(8n)
(
ǫ2n +
9
8
n2ǫ2n
)
cos 2nφp
}
, (66)
where we kept only the leading term in n. We see that the contamination from the lower order harmonics has the
same power-law in pT , and effectively shifts the eccentricity as
ǫ2n → ǫ2n +O(n2ǫ2n) . (67)
(ii) Large-pT region: The I-Bessel functions become independent of n.
J1 ≈ 4πmTK1(mT /T )
∫
dx⊥x⊥τ0I0(z)
{
1 +
pT
T
δu
(2n)
⊥
ǫ2n cos 2nφp +
p2T
4T 2
(δu
(n)
⊥
)2ǫ2n cos 2nφp + · · ·
}
.
Doing the saddle point, we find
v2n(pT ) ≈ pT
2TB3
(
10
3
)3(√
5
3
)2n−1
(2n− 1)ǫ2n + 1
2
( pT
2TB3
)2(10
3
)6(√
5
3
)2n−2
(n− 1)2ǫ2n . (68)
We notice that the second term is just 12v2n(pT ) [35] and becomes dominant at sufficiently high-pT .
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(iii) Integrated v2n: Since the pT -integral is dominated by the low-pT region, the integrated v2n is modified by
the same shift (67), namely,
v2n → v2n ǫ2n +O(n
2ǫ2n)
ǫ2n
. (69)
For n = 2, the correction is negligible for central collisions where ǫ2 ∼ ǫ4 ≪ 1, but it will be important for
peripheral collisions. Note also that the mixing is enhanced for large values of n by a factor n2.
VI. BULK VISCOSITY
In this section, we study the effect of bulk viscosity on vn which has attracted some attention lately [36–39]. Of
course, since the bulk viscosity is absent in the presence of strict conformal symmetry, such a study is necessarily
of approximate nature, largely motivated by phenomenological interest. Nevertheless, by treating the bulk viscous
effect as small perturbation, we shall draw some useful observations. In this section we neglect shear viscosity
effects, i.e., κ = 0.
As in the shear case, the bulk viscosity affects vn in two ways. Firstly, it can modify the freezeout surface and
hence the flow velocity on that surface. Secondly, it induces a new term δf bulk in the distribution function. Here
we work in the ‘probe approximation’ and consider only the latter effect. The backreaction of bulk effects on the
flow profile is harder to implement in the present setup, and we leave it to future work.
For a single component gas in the small mass limit m ≪ T , within the 14-moment approximation the bulk
viscous correction to the particle distribution may be written as an expansion in powers of (uµpµ) given by [40]
δf bulk
feq
=
12T 2
m2
[
12 +
8
T
uµp
µ +
1
T 2
(uµp
µ)2
] ∇µuµ
T
ζ
S
, (70)
where we take the bulk viscosity-to-entropy ratio ζ/S as a free (small) parameter and have assumed the Navier-
Stokes relation between the bulk scalar Π and∇µuµ. Let us first calculate the correction to J1 induced by (70). In
the early time regime τ ≪ L, we may approximate∇µuµ ≈ 1/τ and get
Jbulk1 = ζ
mT
T
∫
dx⊥dydφx⊥ cosh(y − Y )eU+ǫnδU
(
12 + 8(U + ǫnδU) + (U + ǫnδU)
2
)
≈ ζ mT
T
∫
dx⊥dydφx⊥ cosh(y − Y )eU
(
12 + 8U + U2 +
(
20 + 10U + U2
)
ǫnδU
)
, (71)
where we introduced the notation ζ ≡ 12T 2m2 ζS and abbreviated
uµpµ
T
=
1
T
[
−mT cosh(y − Y ) + pTu⊥0 cos(φ− φp)
+pT ǫn
(
δu⊥ cos(φ− φp) cosnφ− δuφ
x⊥
sin(φ− φp) sinnφ
)]
≡ U + ǫnδU . (72)
In order to perform the y, φ-integrals efficiently, we introduce the following trick. We first evaluate
X1(a) =
∫
dydφ cosh(y − Y )eaU = 4πK1(amT /T )I0(az) ≈ 4πK1(amT /T ) , (z ≪ 1)
X2(a) =
∫
dydφ cosh(y − Y )eaUδU
= 4πK1(amT /T )
pT
2T
((
δu⊥ − δuφ
x⊥
)
In−1(az) +
(
δu⊥ +
δuφ
x⊥
)
In+1(az)
)
cosnφp
≈ 4πK1(amT /T )pT
T
(az)n−1
2n(n− 1)!
(
δu⊥ − δuφ
x⊥
)
cosnφp , (z ≪ 1) (73)
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where a is an auxiliary parameter. We can then write, for z . 1,
Jbulk1 = ζ
mT
T
∫
dx⊥x⊥ (12X1 + 8X
′
1 +X
′′
1 + ǫn (20X2 + 10X
′
2 +X
′′
2 ))
∣∣∣∣
a=1
= 4πζ
mT
T
∫
dx⊥x⊥
[
12K1 − 4mT
T
(K0 +K2) +
m2T
4T 2
(3K1 +K3)
+
pT
T
(
(n+ 3)(n+ 4)K1 − mT
T
(n+ 4)(K0 +K2) +
m2T
4T 2
(3K1 +K3)
)
× z
n−1
2n(n− 1)!
(
δu⊥ − δuφ
x⊥
)
ǫn cosnφp
]
= Jbulk,01 + δJ
bulk
1 ǫn cosnφp . (74)
The remaining x⊥-integral can be performed straightforwardly and we get
Jbulk,01 = 2πζx
2
max
mT
T
(
12K1 − 4mT
T
(K0 +K2) +
m2T
4T 2
(3K1 +K3)
)
,
δJbulk1 = 9πζL
2mT
T
(
(n+ 3)(n+ 4)K1 − mT
T
(n+ 4)(K0 +K2) +
m2T
4T 2
(3K1 +K3)
)
×
(
64pT
B3T
)n
n(n− 1)Γ(3n)
(3n− 1)Γ(4n) . (75)
In these results, all the terms in (70) are equally important. In particular, when n or mT /T is large, the last term
(uµp
µ)2 gives the dominant contribution. Similarly, we find
δJbulk2 + δJ
bulk
3 = 18πζL
2
(
(n+ 2)(n+ 3)K0 − 2(n+ 3)mT
T
K1 +
m2T
2T 2
(K0 +K2)
)
×
(
64pT
B3T
)n
n2(n− 1)Γ(3n)
(3n− 1)Γ(4n) . (76)
As before, we can use this small-pT result to estimate the correction to the integrated vn. However, there is
a caveat. If one naively approximates mT ≈ pT , then the integrals
∫
dpT pTJ
bulk,0
1 and
∫
dpT pT δJ
bulk
i vanish
exactly. Therefore, one has to first expand the integrand to O(m2) and then integrate.4 The result is∫
dpT pTJ
bulk,0
1 = −6πζx2maxm2 , (77)
∫
dpT pT δJ
bulk
1 = −
27π
4
ζm2L2
(
128
B3
)n
n3(n− 1)Γ(3n)
(3n− 1)Γ(4n) Γ
2
(n
2
)
, (78)
∫
dpT pT (δJ
bulk
2 + δJ
bulk
3 ) = −
54π
4
ζm2L2
(
128
B3
)n
n3(n− 1)Γ(3n)
(3n− 1)Γ(4n) Γ
2
(n
2
)
. (79)
We again find that δJ2 ≈ 2δJ1, see (59). Adding these terms, we obtain
δvbulkn ≈
81
128
(
128
B3
)n
n2(n− 1)Γ(3n)
Γ(4n)
Γ2
(n
2
)( (3n+ 2)2
4(4n+ 1)
x2max
L2
− 3n
3n− 1
)
B2ζ
CS
ǫn , (80)
4 We have actually neglected theO(B−6) terms which come from the expansion of the I-Bessel functions. This means that, strictly speaking,
the present analysis is valid only for B3 ≫ T/m≫ 1.
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where the first and second terms in the brackets come from the denominator and numerator of (41), respectively.
Assuming xmax ∼ O(L) (see a comment after (50)), we find
vn
videaln
− 1 ∼ O(κbulk)−O(κbulk/n) , (81)
where the Knudsen number associated with the bulk viscosity is (cf. (21))
κbulk ∼ B
2
C
ζ
S
. (82)
We see that, in contrast to the shear case (60), we no longer have an enhancement by a positive power of n. Rather,
δJbulk contribution is suppressed by a factor 1/n, and because of this, the cutoff-dependent term Jbulk,01 cannot
be neglected. The sign of the right hand side of (81) is uncertain and model-dependent, though we can say it is
positive for sufficiently large values of n.
There is actually a bigger source of uncertainty in comparing our results with numerical simulations. Although
the simple Knudsen number scaling (81) parallels what we have found in the shear case, the result crucially
depends on a delicate cancelation among the three terms in (70). This may not occur in some approximations in
which the relative weight of these terms is different.5 It could also be spoiled by numerical errors after performing
complicated integrals over x⊥ and φ. In such circumstances, the integral of δJbulk would be parametrically larger
than (81) by a factor n3T 2/m2 ≫ 1
vn
videaln
− 1 ∼ ±n2 T
2
m2
κbulk , (83)
and the sign can be either positive or negative.
Our analysis thus suggests that some care is needed when interpreting the result for δvbulkn found in recent
numerical simulations. The final value of δvbulkn , even its sign, can strongly depend on the details of the models,
the freezeout time as well as the precision of numerics.
VII. SCALING PHENOMENOLOGY
To compare our results for vn to experimental data, we need to fix the constants C and B in terms of bulk
observables. For this purpose, let us compute dN/dY and the average transverse momentum 〈pT 〉 within the same
framework. Since these observables are dominated by the ideal, isotropic part of the flow, the calculation is very
simple and we obtain
dN
dY
=
1
(2π)2
∫
dpT pT (J
0
1 + J
0
2 ) ≈
4C3
π
, (84)
〈pT 〉 ≡
(
dN
dY
)−1 ∫
pTdpT
dN
dY dpT
≈ 3πT
4
=
3πCB
8L
. (85)
From (84) and (85), we find
C ∼
(
dN
dY
)1/3
,
1
B3
∼ 1〈pT 〉3L3
dN
dY
. (86)
5 For instance, in the explicitly non-conformal numerical calculations of [38, 39], the small m/T limit was not assumed to obtain the coeffi-
cients in the bulk correction to the distribution function at freezeout. These coefficients are in fact very different than those used here.
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(86) leads to the following scaling relations in terms of observables:(
vn(pT )
ǫn
)1/n
∼ pT
A
3/2
⊥
〈pT 〉4
dN
dY
(1− nκ) ,
(
vn
ǫn
)1/n
∼ 1
A
3/2
⊥
〈pT 〉3
dN
dY
(1− nκ) , (87)
κ ∼ B
2
C
η
S
∼ A⊥〈pT 〉
2
dN/dY
η
S
, (88)
where A⊥ ∼ L2 is the overlapping area (note that A3/2⊥ ∝ Npart, the number of participants). One may also
include in (87) the contributions from δf shear and δf bulk . However, as we discussed already, the n-dependence
of these terms can be strongly model-dependent.
Finally, the dependence on the collision energy
√
s and Npart can be deduced by using the following empirical
formulae [5, 15, 41, 42]
dN
dY
∼ Npart(
√
s)γ , 〈pT 〉 ∼ F
(
1
N
2/3
part
dN
dY
)
∼ F
(
N
1/3
part(
√
s)γ
)
, (89)
where γ ≈ 0.15 in AA collisions and γ ≈ 0.1 in pA and pp collisions, and F is a rising function of its argument
(see, Ref. [42]). Using this we arrive at
(
vn
ǫn
)1/n
∼ (√s)γG
(
N
1/3
part(
√
s)γ
)
(1− nκ) , κ ∼ H
(
N
1/3
part(
√
s)γ
) η
S
, (90)
where G(x) = F−3(x) and H(x) = F 2(x)/x.
It is worth spending a few words to what extent do these scalings agree with heavy-ion systematics as a whole,
measured for all energies and system sizes. We note that, up to ∼ O(κ), the overall vn/ǫn dependence of Eq. (87)
differs from what is expected from the scale invariance of nearly-ideal hydrodynamics [28]
v2
ǫ2
∼ const.−O (κ) (91)
and also from the more popular multiplicity scaling
v2
ǫ2
∼ f
(
1
A⊥
dN
dY
)
, (92)
which is observed in experimental data (see Fig. 24 of [9], Fig. 10 of [43] and Fig. 4 of [44]).
It is actually easy to reconcile our result with Eq. (91) by naively extrapolating B3 → 1 or τ → L, arguing that
τ ∼ O(L) is the typical build-up time of vn’s. However, working in the regime B3 > 1 allows us to uncover a
‘hidden’ scaling variable (87), and this scaling, being solely in terms of observables, could be preserved up to the
realistic freezeout time. Moreover, as Eq. (88) shows, κ ∼ A⊥(dN/dy)−1; Hence, the scaling in Eq. (92) and the
scaling in Eq. (91) are compatible if the leading dependence of multiplicity and size on v2/ǫ comes from κ.
Numerical simulations [45] seem to confirm this, but Eq. (87) givs a different dependence from Eq. (92).
This discrepancy is more worrisome. We note, however, that artificially introducing an extra factor A1/2
⊥
∼ L
in the numerator of (87) or (90) would precisely match the scaling (92). It is not clear whether such a factor is
dynamically generated as we go beyond the early-time approximation.6 Given the availabilitiy of experimental data
scanning across energies, system sizes and pT , the scaling of (87) or (90) could be compared with experimental
6 The time scale for the shock-rarefaction wave to cross the system is precisely of that order, although given the non-monotonicity of the
development of flow harmonics with respect to time, it is not guaranteed to occur.
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data. If it works, it might lead to a way of obtaining the parameters characterizing the system, such as κ, the initial
temperature and the lifetime, independently of hydrodynamic simulations and fits to data.
The dependence of measured v2(pT ) on initial temperature between classes of events with the same geometry
but different
√
s appears to be weaker than Eqs. (52) and (90) would suggest (see Fig. 9 of [46]). Note that more
sophisticated hydrodynamic calculations have the same problem [47], since v2(pT ), unlike the data, decreases in
each pT bin with the initial temperature. It will therefore be interesting to see how far experimental scaling plots
will remain viable when more vn, energies and system sizes are compared.
Concerning the pT -dependence, LHC results such as [48, 49] can be used to check the scaling of vn(pT ) with
respect to n and pT (Eq. (87)) within similar initial temperature and system sizes. Since this scaling is a direct
result of the In(z) ≃ zn/2nn! approximation in section IV A, and In will show up in any integration over an
approximately azimuthally symmetric fireball, we expect it could persist within more realistic calculations [45, 50].
Furthermore, the difference between Eq. (87) and the intermediate pT limit described in Eq. (56), together with
higher-pT v2,3 data [9, 51], can then be used to estimate at what pT does the Knudsen number κ become non-
negligible and the hydrodynamic approximation breaks down.
Comparing v2,3 results within systems of similar multiplicity but different sizes (pA, dA,AA collisions at RHIC
and LHC [43, 44, 52]) can be used to test whether the system response to changes in A⊥ follows Eq. (87). Scans in√
s and system size at RHIC [46] can be used to comprehensively test the equations of the previous section against
changes in both initial parton density and size. Once these scalings are established for the leading term in v2, a
precise measurement of how vn decays with n can be used to disentangle bulk and shear viscosity contributions
(though this requires a precise knowledge of δf shear and δf bulk).
The vn’s calculated here can also be summed into a two-particle azimuthal correlation which, given the is given
by [53]
dN
dpT1dpT2d(φ1 − φ2) ∼
∑
n
vn (pT1) vn (pT2) cos (n (φ1 − φ2)) . (93)
This correlation function would by its nature include, on the same setting, the Knudsen number corrections as well
as the freezeout-driven pT -dependent mixing found in Eqs (69) and (68). A similar mixing was found in more
realistic numerical simulations [54] but needs sufficient precision control over initial conditions, including the de-
pendence of eccentricity on color coherence [55] and multi-nucleon correlations [56], to be studied quantitatively.
VIII. DISCUSSION AND CONCLUSIONS
In this paper we have analytically computed the anisotropic flow harmonic coefficients vn associated with per-
turbations around Gubser flow in the Navier-Stokes approximation of fluid dynamics. This was possible due to the
observation that the hydrodynamic perturbation equations derived in [19] can be treated analytically at early times.
Within this model, we have been able to explicitly derive the n-dependence of vn, for both unintegrated and
integrated in pT . In particular, we find that the suppression at large-n is faster than exponential vn(pT ) ∼ e−n lnn
in the unintegrated case (53), and exponential vn ∼ e−n lnB3 in the integrated case (60), respectively. Moreover,
they obey the relation vn/videaln ∼ 1 − O(n η/S), which nicely encodes the dependence on η/S, and is a direct
generalization of the previously found behavior for elliptic (n = 2) flow [23, 28] to arbitrary n. Our calculations
also allowed us to confirm, in an analytical manner, the connection between the integrated elliptic flow (including
shear viscous corrections) and the spatial anisotropy ǫp previously studied numerically in [29] and analytically in
[23]. Furthermore, it was possible to compute the mixing between vn and v2n and find simple relations between
them. For the integrated coefficients, this mixing becomes important only for peripheral collisions.
While we found the generally expected result that shear viscosity decreases the value of flow coefficients (apart
from a subtlety regarding the contribution from the δf ∼ πµν term), the result for the bulk viscosity remains incon-
clusive and cannot be directly compared with the numerical calculations performed in [38, 39]. Rather, our results
suggest that even the overall sign of the bulk viscosity correction may be extremely sensitive to model assumptions.
This points towards a more detailed calculation of the bulk viscous corrections to the particle distribution currently
used in hydrodynamic simulations.
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Regarding the interpretation of our results with respect to the phenomenology of heavy-ion collisions, even
though the formulae presented here can be used in quantitative fits, we urge caution in any physical interpretation
of the parameters, as the present model is undoubtedly highly simplified. The initial distribution is not even
qualitatively similar to a Glauber superposition of sharp nucleon-centered energy density peaks. The equation
of state and transport coefficients are constrained by conformal invariance, and therefore cannot incorporate the
characteristic Tc scale of QCD. The interplay of resonance decay and jets with collective flow is not taken into
account [57]. And finally, hydrodynamic simulations tuned to particle spectra point to a typical lifetime which is
1∼1.5 times the size of the system [58], while the approximations made in the current work do not apply unless
freezeout is parametrically shorter than the system size.
For a qualitative analysis of the type described in the conclusion of section VII, however, these may not be major
obstacles. The shorter lifetime of the system7 and nearly conformal EoS and transport may not affect momentum-
anisotropies, which are expected to be formed predominantly in the early high temperature evolution of the system
(bulk viscosity may be an exception to this, however). And, if dimensional analysis is good enough for parametric
estimates, a unrealistic geometry may not be so important in an investigation of the response to changes in system
size, pT , density and flow harmonic number.
Hence, Section VII shows that our analytical expressions provide us quite straightforward links to experimental
observables (dN/dy, 〈pT 〉, and vn/ǫn). Given that the data collected in the last few years can be scanned in
many different ways (across √s, pT , Npart, dN/dy, harmonic number, system size and so on), such a simple
dependence can be thoroughly tested on a qualitative level. On the theoretical side, the scalings described here can
be tested by scanning the codes used in [59–61] in system size L and the freezeout temperature T ∼ CB/L, and
by checking to what extent can equations such as (52) be reproduced in a realistic hydrodynamic simulation. If it
turns out they can, it would confirm that the results derived in the previous section can be used for phenomenology
despite the simplifications made in our model. If they cannot, numerical simulations might yield similar, but more
phenomenologically applicable, scaling relations.
This analysis does not require a quantitative description of the data, but merely a smooth variation of experimen-
tal observables across all scanning variables, something which seems to occur from lower energy RHIC to LHC
energies. However, Eq. (87) makes it clear that the response of azimuthal observables to changes of n, pT , L as
well as dN/dy, 〈pT 〉 is highly constraining, and can therefore be experimentally tested. If the model prediction
survives such a qualitative test, an extraction of the physically meaningful B and κ parameters is straightforward,
and changes in κ and P/T 4, η, ζ, expected from fundamental QCD, can be studied. In particular, any scaling
breakdowns due to the change in P/T 4 or η/s would turn up in the scaling formulae summarized in the previous
section.
In conclusion, in this paper we provided analytical expressions for the anisotropic flow coefficients which con-
tain all the characteristics, in simplified form, of a “realistic” heavy-ion calculation: longitudinal and azimuthally
anisotropic flow, viscous evolution, and particle production via isothermal freezeout. We have linked the pa-
rameters of this model to experimental observables, both bulk event characteristics (the multiplicity and average
transverse momentum) and the response of the system to geometric anisotropies at different Fourier harmonics and
pT bins. While this calculation is simplistic in comparison to current numerical simulations, we hope it can lead
to a more straightforward understanding of how flow anisotropies depend on the underlying event structure, both
in experimental data and numerical codes.
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