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The stochastic Heisenberg model is a classical mechanical model for a magnet 
in contact with a medium at fixed temperature. The dynamics in the infinite 
volume limit is a well-defined Markov process. Equilibrium states ‘exist, and in 
this limit there is the possibility of multiple equilibrium states at low temperature, 
corresponding to different directions of magnetism. 
1. INTRODUCTION 
The Ising model and the classical Heisenberg model are probability models 
for the equilibrium of a magnet at fixed temperature. In the Ising model the spin 
at a fixed site can take only two values; in the classical Heisenberg model it 
ranges continuously over a sphere. There is also a quantum Heisenberg model 
in which the spin components do not commute. The existence of multiple solu- 
tions has long been known for the Ising model; recently it has been proved by 
FrBhlich, Simon, and Spencer [l] for the classical Heisenberg model. 
There are also stochastic models that allow the study of the approach to 
equilibrium in time. For the Ising model the stochastic verson was introduced 
by Glauber. It has been the subject of much study; the lectures by Liggett [5] 
are the most recent survey. The stochastic version of the classical Heisenberg 
model, however, has only recently come to attention. Myerson [7] has proposed 
that in some experimental situations the approach to equilibrium may be so 
slow that such a time-dependent model may be necessary to explain observed 
phenomena. 
The main result of the present paper is that the infinite volume dynamics of 
the stochastic Heisenberg model exists and is uniquely determined. The semi- 
group method is basically the same as that used by Liggett [4] for the Glauber 
model. However the situation is complicated by the use of unbounded differential 
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operators instead of matrices and by the curvature of the sphere. It is also 
shown that equilibrium states exist. It is natural to conjecture that at low tem- 
peratures different initial conditions may evolve into different equilibrium 
states. 
The different equilibrium states, or phases, correspond to different determina- 
tions of a measure. This measure is given by a formal expression involving a 
divergent sum for the energy. Of course an actual crystal is finite, and there are 
no divergences in its energy, but we are interested in asymptotic phenomena 
that are independent of the macroscopic size of the crystal. These phenomena, 
such as the existence of multiple phases, are most easily seen in the infinite 
volume limit. One is not interested in behavior at the boundary, but only in 
what is happening deep in the interior. One advantage of the dynamical approach 
is that we never need to specify boundary conditions for finite volume and then 
pass to the infinite volume limit. The phases are instead determined by initial 
conditions in time. 
We may look at the problems of dynamics and equilibrium in a somewhat 
more general context as problems about diffusion on a product of compact 
Riemannian manifolds. When the product is finite, standard theorems about 
partial differential operators give existence and uniqueness. When the product 
is infinite, the dynamics must be determined by vector fields that do not depend 
too heavily on infinitely many factors. Holley and Stroock [2] have given an 
example in which this fails and the dynamics is not unique. Even when this 
sort of condition is met, it is not unusual to have multiple equilibria. 
2. DIFFUSION ON RIEMANNWV MANIFOLDS 
In this section we outline the semigroup method of constructing a Markov 
process and apply it to diffusion in the finite dimensional case. This will be used 
later on to approximate the infinite dimensional case. We also collect some 
information about semigroups on the space of differential one-forms. This will 
be needed to prove that the approximation converges. 
Let X be a compact space. A Markovian dynamics in X may be described 
either by a Markovian semigroup P(t) acting in C(X) or by the corresponding 
Markov process. The relation between them is as follows. Let UJ: [0, co) -+ X 
be the random path of a point undergoing the process. Letf be in C(X). Then 
where E, is the expectation when the point starts at w(O) = x in X. Conversely, 
given a Markovian semigroup P(t), one may construct a corresponding Markov 
process uniquely [9]. 
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The Markovian semigroup P(t) is in turn specified uniquely by its generator -4, 
defined by the evolution equation 
dP(t)f/dt = AP(t)f (2) 
for all t > 0. The Hille-Yosida theorem gives a characterization of the generators 
of contraction semigroups and shows how to construct the semigroup from the 
generator. Thus in particular we may use the Hille-Yosida theorem to construct 
Markovian semigroups. 
The Hille-Yosida theorem is a result about operators in a Banach space. Let E 
be the Banach space. The operator A is said to be dissipative if ll(h - A)fll > 
h llfll for all h > 0 and allf in the domain of -4. Let A be a densely defined 
operator. Assume that A is dissipative and that for all sufficiently large h > 0 
the range of h - A is all of E. Thus (1 - h-lA)-l is a contraction on E. The 
Hille-Yosida theorem states that A is the generator of a uniquely defined 
contraction semi-group P(t) on E. In fact, one explicit expression is P(t)f = 
lim,,,(l - (+)A)-"$ If E = C(X) and (h - A)-l is positivity preserving 
for X > 0 and if -41 = 0, then P(t) is positivity preserving and P(t)1 = 1. 
Thus P(t) is actually a Markovian semigroup. 
It is sometimes more convenient to reformulate the theorem in terms of the 
closure of the operator. If A is a densely defined dissipative operator, then A is 
closable [6]. To see that this is so, consider a sequence fn --f 0 with Afn --+ h. 
Let u be in D(A). Then I\(1 - h-lA)(u + AfJ > /I u + hfn 11. Let 7t -+ co and 
then h + co. This gives 11 u - R 11 3 II u 11. S ince D&4) is dense, it follows that 
h = 0. Thus A has a closure. It is clear that the closure is also dissipative. Now 
assume in addition that for all sufficiently large h > 0, h - rl* is injective. 
This is equivalent to the range of /\ - A being dense. It follows that the closure 
of A satisfies the hypotheses of the Hille-Yosida theorem and so generates a 
contraction semigroup. 
There is another way of looking at the notion of dissipativity [6]. Assume that 
for every f in D(A) there is an 01 in E* such that 11 a: II = 1, (oi, f > = II f I(, and 
(a, z4f) < 0. Then it is easy to see that A is dissipative. In fact I/(h - A)f 11 > 
(4 (A - -4)f > a h <%f > = h llf II. 
The same point of view can also be of use in verifying the other condition. 
Consider a in E* with (h - A*)a = 0. Assume there is always a corresponding 
w in E** such that II w Ij = 1, (ol, w) = II pi I/, and (A*a, w) < 0. Then the 
same argument shows that ll(h - A*)ol II 3 h 11 OL 11, so (Y = 0. Thus under this 
assumption h - A* is injective. 
We consider now a diffusion (on a compact Riemannian manifold X) that has 
two contributions. The first is a random motion that depends only on the 
manifold, such as in the Einstein model of Brownian motion. The second is a 
purely deterministic motion given by a vector field Y. The generator will have 
the form 
A = TA f Yd. (3) 
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Here T > 0 is a parameter measuring the size of the random part, A is the 
Laplace operator, and Yd is the derivative along Y. It is well known [12] that 
if Y is a smooth vector field, a differential operator of this form generates a 
Markovian semigroup. Of course the generator is actually the closure of the 
differential operator on smooth functions, but the important thing is that the 
operator determines the semigroup. 
In the type of model we consider T is the temperature and Y is the force field. 
Let g be the metric tensor. Then g-1 is an isomorphism from one-forms to 
vector fields. If H is a real function on X representing the potential energy, then 
Y = -g-l dH is the associated conservative force field. 
In the course of the proof of the main result later on we shall need a corre- 
sponding semigroup acting on the space C(X, T1) of continuous one-forms 
(covariant vector fields). The generator is supposed to be 
A = TA, + YV. (4) 
Here A, is the Laplace-Beltrami operator and YV is the covariant derivative 
along Y. The corresponding process has been discussed by Ito [3]. 
PROPOSITION. The operators A and Agenerate contraction semigroups on C(x) 
and C(X, T1) respectively. The semigroup generated by A is Illarkovian. 
Proof. We only give the first part of the proof for A, since the other case is 
similar. The easy part is to check that A is dissipative. The condition on the 
adjoint A requires an appeal to the elliptic regularity theorem. 
We use an index notation [lo] in which tensors with lower indices represent 
values of covariant tensors and tensors with upper indices represent values of 
the corresponding contravariant tensors obtained by the inverse g-l of the 
metric tensor. However repeated indices are used to denote contraction. Thus 
the one-form h has values h, and the corresponding vector field g-lh has values 
ha, and h,h” = hg-lh = 1 h I2 is the square of the length of h. 
First we check that A is dissipative. If f is a one-form, its length (f 1 = 
( faf,)l12 is a real function, and we define the norm of the form in C(X, Tl) as the 
norm of this function in C(X). Let x be a point at which 1 f j2 takes on its 
maximum value. Define the corresponding functional 01 on h in C(X, T1) by 
(cr, h) = 1 f 1-l f ah, evaluated at x. Then 11 01 /I = 1 and (a, f > = 1 f (x)1 = 11 f 11. 
We need only show that (01, Af > < 0. 
The operator A involves A, = VbVb and YV = YbVb . We must show that 
f TbVbfa and faYbVbfa are negative where 1 f I2 is maximal. But at this point 
0 = db 1 f I2 = dbf afa = 2f “vbfa , so the first order term is zero. Furthermore, 
at the maximum 0 > A If I2 = Vbdb If I2 = 2Vb(faVbfa) = 2VbfTbfa + 
2foVbVbfa . Since v”f ‘vbfa > 0, the second order term must be negative. This 
completes the proof that A is dissipative. 
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Next we need to prove that X - A*- is injective. Assume that (h - a*), = 0. 
By the elliptic regularity theorem, 01 is given by a one-form u by (~l,f) = 
s uafa dv. We may consider the adjoint as acting on the density u and the formula 
becomes (h - a*)u = 0. The adjoint A* acting on one-forms is given by the 
adjoint differential operator 
(A*,), = TVbVbu, - Vb(Ybu,). (5) 
Notice that the norm of u as an element of the dual space is theL1 norm ]I u Iji = 
s 1 u ] dv. If w is inLm with norm (1 w 1]11) = (1 I w I [lm , then the pairing is (u, w) = 
J-u”w, dv d II u 111 II w IIs0 . F or each u in L1 we may define a corresponding w in 
La by w, = u,/] u 1 where u f 0, and zero elsewhere. It is easy to check that 
]I w Iii0 = 1 and (u, w> = jl u Iii. Thus we must show that (8*u, w) < 0. 
This problem reduces to showing that s VbVbuaw, dv and -$Vb(Ybua) w, dv 
are negative. We wish to apply the divergence theorem to the set S where u does 
not vanish. Consider the first order term. Observe that Vb( Ybuawa) = Vb( Ybua)w, 
+ YbwvW, . Since W~ZL’, = 1 in S, w’“Vbw, = 0 and so uaVbw, = I u ] waVbw, 
=O. Thus this integrand is simply the divergence Vb(Ybuaw,) = Vb( Yb I u I). 
Since u = 0 on the boundary of S, the contribution of this divergence is zero. 
The second order term is the integral of VbV@w, . Since Cb(Vbuaw,) = 
VbVbuaw, + VbuaVbw, and since VbuaVbw, = V,(l u j wa)Vbw, = 1 u j VbwaVbw, 
is positive, the problem reduces to showing that the divergence Vb(Vbuaw,) = 
VbVb 1 u I gives a negative contribution. Since Vb I u I points inward on the 
boundary of S, it is indeed negative. Thus the same type of dissipativity argu- 
ment shows that X - A* is injective. This completes the proof that A is a 
generator. 
The proof that A is a generator follows the same pattern. It thus remains 
only to show that the semigroup is Markovian. The main thing to check is that 
(h - A)-1 is positivity preserving. Set h = (h - A)-If. If h is not positive, then h 
has a strictly negative minimum at some point X. At this point dh(x) = 0 and 
d/z(x) > 0, so f(x) = (h - A) h(x) < h/z(x) < 0. Thus f is not positive. In 
other words, if f is positive, then h is positive. This completes the proof of the 
theorem. 
So far we have only used the Laplace-Beltrami operator. Actually, there are 
two natural definitions of the Laplace operator on one-forms [lo]. The Laplace- 
Beltrami operator d, is VaV, . The Laplace-deRham operator d, is defined by 
(As), = dcV%, + VW,, , where du is the exterior derivative. This operator 
has the property that dAf = A, df. In fact, since ddf = 0, A, df = dWd,f = 
dAf. 
The relation between the two operators is given by 
(Ax+4 = (44 + Rcb“b > (6) 
where Rcb is the Ricci tensor. The proof of this relation is as follows. The 
exterior derivative (du),c = V,uc - Vcu, , so (A+), = Agu, - (PV, - VcVe)u, . 
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Since the curvature tensor is given by (V,V, - VcVe)ua = -Ri,,y , the last 
term is R: a Cub = Rzub . 
PROPOSITION. The diffusion operators A acting on scalars and d acting on 
one-forms are related by 
dA -Ad = (TR + VY)d, (7) 
where i? is the Ricci tensor. 
Proof. Since A, = A, - i? and dA - A,d = 0, the contribution of the 
second order terms is dA - A,d = Rd, a linear transformation i? acting on the 
differential. 
The first order terms involve the vector field Y. Notice that d,(Ybdb f) = 
ybV,d,f + V,Y*d,f = Y*V,d,f + V,Y*d,f. The interchange V,d,f = V,d,f is 
possible since the Riemannian connection is torsion-free. Thus d,(Ybdb f) - 
Y*V,d,f = V,Y*d,f. This is also a linear transformation VY acting on the 
differential. 
3. EXISTENCE AND UNIQUENESS OF DYNAMICS 
This section contains the main theorem on infinite-dimensional dynamics. 
In the models under consideration the crystal is described by the lattice Zv, 
where v is the dimension of space. At each site j in 2” there is a spin x(j) that 
takes its values in the sphere S, . In the Ising model 1z = 0, however in the 
Heisenberg model 71 3 1. The case of most physical interest is Y = 3 and 
n = 2. 
The spin configuration of the entire magnet is thus a function x from 2” 
to S, . The space of all such configurations is denoted X. Since X = (SJs” 
is a product of spheres, X is compact. 
If x in X is a configuration, its energy H is given by the formal expression 
H = - C x(j) - x(k), 
/j-k/=1 
where this sum is over all pairs of nearest neighbors in the lattice. Of course 
for most configurations this sum will be divergent. However, the differential 
dH = - c dx(j) * x(k) + x(j) . dx(k) (9) 
Ij-kl=l 
is well defined on tangent vectors that represent changes in the spins at only 
finitely many sites. 
We now restrict attention to the Heisenberg model, so n > 1. The product 
space X = (S,Jzy is a product of Riemannian manifolds, and so the differential 
5W343-6 
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and the Laplace operator make sense when applied to functions that depend on 
only finitely many spheres. 
Let T > 0 be a fixed constant (the temperature). Letfin C(X) be a function 
that depends on only finite many spheres in X = (S,)=“. Define the operator A 
on suchf by 
Af = T Af - dHg-l df. (10) 
Extend A to a wider class of functions by taking its closure. We wish to prove 
that A generates a Markovian semigroup. This will show that the stochastic 
Heisenberg model has a well-defined dynamics. 
Actually we may prove a more general result. Let S be a compact Riemannian 
manifold and let X = (S)=“. Let T > 0 and define 
Af = T Af + Y df. (11) 
Here the vector field E’ is defined by its values on one-forms that depend on 
only finitely many manifolds. 
Let nj be the projection that projects one-forms onto their component along 
the jth manifold in the product space. Then Ii, is zero except on this com- 
ponent, so k;rj points along the jth manifold. 
Assume now that there is a constant Y, the range of the interaction, such that 
?Tz VI’,, = 0 for ii--j\ >r. (12) 
We call this the finite range condition. It says that the vector field E;T, corre- 
sponding to j in Zy depends only on the manifolds indexed by i in Zy with 
Ii-j1 <r. In the case of the stochastic Heisenberg model Yz-~ = 
g-l Clk-il=l x(K) * dx(j). Let Oki be the angle from a fixed x(K) to x(j). Then 
x(h) . dx(j) = d(cos Okj) = -sin O,j da,, , so 
Iir, = ,,z=, --sin @k, W%, (13) 
Thus the range is one. 
THEOREM. Let A be the d@sion operator on X = (S)=“. Assume that the 
smooth vector field Y satisfies the finite range condition and that the components 
Ymj and vi V Yr2 are uniformly bounded for i and j in Zy. Then A is the generator 
of a Marhoviun semigroup P(t), t > 0, of operators on C(X). 
Proof. We need to verify the hypotheses of the Hille-Yosida theorem. 
Consider A restricted to the dense subspace D of smooth functions that depend 
on only finitely many manifolds. If f is in D and f assumes its maximum at 
some X, then Af(x) < 0. This shows that the restricted A is dissipative. Thus 
the closure A is also dissipative. The crucial part of the proof is to show that 
the range of h - A is the whole space. The following lemma shows how to do 
this. 
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LEMMA. Let ,4 be a densely defined dissipative closed operator acting in E. Let 
A,, be a sequence of generators acting in E. Assume that there is a dense subspace 
D of E contained in the domains of A and the A, such that the (h - A&l leave D 
invariant. Let W be another Banach space such that D C WC E. Assume that for 
every h in D, 
(i) B(h) = lJ,(h - A,)-lh is bounded in W 
and 
(ii) A, - A --+ 0 in E uniformly on B(h). 
Then th.e range of A - A is E and r2 is a generator. Furthermore (X - A,)-lh + 
(A - ,4)-lh for all h in E. 
Proof. Let h be in D. Then fn = (A - A,)-lh is in D and 
(A - A)fn - h = (A, - A)(h - A,)-lh + o (14) 
as n + oc. Thus h may be approximated by elements of the range of h - A. 
Since D is dense in E, the range of h - A must be dense. The operator A is 
dissipative and closed, so the range of h - A must also be closed. Thus the 
range of h - A is all of E. 
If h is in D, then 
(A - r2,)-lh - (X - A)-lh = (X - -4)-‘(An - A)(h - z4,)-lh + 0 (15) 
as n --f cc. Since D is dense, this extends to all h in E. This proves the lemma. 
Now we choose the approximating operators A,, and the auxiliary Banach 
space IV. The A, are defined by taking a sequence of finite subsets JrE of Zy 
that approach Zy as n --f cc and setting Y, = xiEJ, Yrj and 
A,, = TA + Y,V. (16) 
The Banach space W is defined by 
llf Ilw = Ilf II + 1 II ~1 df Il. (17) 
The operators A, are generators, since each A, is the sum of commuting finite 
dimensional generators. Their semigroups P,(t) leave D invariant. Since 
(h - A&U = sc exp(-At) P,,(t)h dt, the (A - A&l also leave D invariant. 
Now we must show that the (A - A&-l leave W invariant. We need to 
estimate d(h - A,)-% in terms of dh. Observe that if A;, is a generator on the 
space of one-forms, 
d(h - A&W = (X - An)-1 dh + (X - rjt,J-l(dAn - And)@ - A,)-%. (18) 
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We choose a, to resemble A,, in order to make the difference d,4, - ,qnd small. 
The natural choice is 
An = TA, + Y,,V (19) 
where A, is the Laplace-Beltrami operator and V the covariant differential. 
The a,, are generators for the same reason as the A,, are. Furthermore, the 
difference is small. In fact, we know that dA, - -&d = (TR + V Y,,)d, where i? 
is the Ricci tensor. Apply the projection CT~ . Then 
r,(dA, - A”,d) = ai(TR + VY,Jd 
(20) 
= T&d + c x, V Y,, ?rjd 
The crucial point is that the only terms that contribute are those j with 
1 j - i 1 < Y. In particular, we have 
Now we are ready for the estimation. Apply ni and use the fact that ?ri com- 
mutes with -& . Since /(h - A&-l I( < (I/h), we obtain 
II n,d(h - A,)-rJr II d (l/h) II n~i dh II + c 1 II d(h - A,)-lh ll (22) 
Ii-iIs+ 
Write 
Vi = i/nidhl\ and Wi = 11 Tid(h - A,)-lh 11. 
Then this estimate may be rewritten 
wi < (l/h) Oi + c C wj (23) 
Il-tlSr 
We know that v is in I1 and we wish to show that w is in P. Define SW, = 
CMg+ wi * Since S is a sum of shift operators, S is a bounded operator on P. 
The estimate is then 
w Q (l/h)@ + CSW). (24) 
Now choose h so large that (c/h)S has norm less than 1. Then (1 - (c/h)S)-r 
has a convergent power series expansion. Furthermore, since S is positivity 
preserving, so is (1 - (c/h)S)-1. Thus 
w < (1 - (c/X)S)-l(l/h)o. 
This proves that w is in P. 
(25) 
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Now take h in D. By the above estimatef = (A - A,)-% satisfies Cj ]I rj df 11 < 
w* where w is in P and is independent of n. On the other hand (A - A,)f = 
Z&J,, Ynj dfj 90 
lI(A - 4df II G C C II nj df II d C C wj (26) 
145, 3CJ, 
This approaches zero as n -+ 00. We may thus apply the lemma to conclude 
that the range of h - A is C(X) and A is a generator. 
Since the (A - A,)-1 are all positivity preserving, so is (A - A)-I. Since also 
Al = 0, the semigroup is Markovian. This concludes the proof of the theorem. 
4. EXISTENCE OF EQUILIBRIUM 
This section contains some remarks about equilibrium. If P(t) is a Markovian 
semigroup on C(X), it has an adjoint semigroup P(t)* acting in the space of 
measures C(X)*. This semigroup gives the time evolution of probability 
measures in X. If a is the state at time 0, then P(t)*0 is the state at time t. An 
equilibrium state is a probability measure p such that P(t)*p = TV for all t > 0. 
Let A be the generator of P(t) and let A* be its adjoint. The probability measure 
p is an equilibrium if and only if p is in the domain of A* and A*p = 0. 
Consider a Markovian semigroup P(t) acting on C(X), where X is a compact 
space. Such a semigroup always has an equilibrium state [8]. Such a state may 
be produced as follows. Define the time averages P(t) by P(t) = (I/t) $ P(Y) dr. 
Let u be an arbitrary probability measure and set pt = p(t)*,. The pt are 
approximately invariant in the sense that P(s)*p, - pt ---f 0 as t + 03. Since X 
is compact, the space of measures is C(X)* and the space of measures with 
norm bounded by one is weak * compact. Let Mt be the weak * closure of the 
set of ps with s > t. By compactness there is a measure p in the intersection 
of the Mt . This p is an invariant probability measure, so p is an equilibrium 
state. Notice that in general there is nothing to prevent different initial states 0 
from leading to different equilibrium states p. However for a diffusion on a 
finite dimensional compact manifold, every equilibrium measure has a density 
with respect to the volume element and differential equation methods may be 
used to prove uniqueness [8]. 
Now look at equilibrium for the stochastic Heisenberg model. Let dv be the 
volume element and write dp = u dv, as if t.~ had a density u. The generator is 
Af = T df - d,HVaf. The adjoint of this with respect to the volume element 
dv is 
A*u = TAu + V”(d,Hu) = V”(Td,u + d,Hu). (27) 
Thus any u satisfying T du + dH u = 0 is an equilibrium. This integrates to 
u = Z-1 exp(-H/T), (28) 
the Gibbs distribution of statistical mechanics. 
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The difficulty with this, of course, is that while dH is perfectly well defined, 
its integral His divergent and so the constant of integration 2 is also divergent. 
In fact this formal expression may correspond to more than one actual equilibrium 
measure. Whether this happens depends on whather the temperature is high 
or low. 
If T is sufficiently large or if v = 1 or 2, one expects the Brownian motion to 
dominate and there to be a unique equilibrium measure p. It is natural to 
conjecture that for every initial o, P(t) *u+~weaklyast+ co.Ifv 3 3and T 
is small, the aligning forces should dominate and there should be multiple 
equilibria [I]. Let 6, be a measure that assigns probability one to the configiration 
in which all the spins are aligned with a in S, . The obvious conjecture is that 
P(t)*& --f p0 as t -+ 00, where the pa are mutually singular. The magnet is 
now magnetized, and the direction of magnetism depends on its history. 
One could also ask what happens when the initial condition is that the spins 
in one half-space are aligned in one direction and in the other half-space in 
the opposite direction. How does the interface develop in time? The static 
sitation for the Ising model is described by van Beijeren [ 111. 
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