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CONTENIDO Y ESTRUCTURA
El contenido de esta memoria se encuentra estructurado en cinco cap´ıtulos. Fundamen-
talmente todo el esfuerzo se centra en aplicar el principio de ma´xima entrop´ıa (por el
cual se elige como distribucio´n teo´rica, aquella que maximiza la entrop´ıa) tras efectuar
una transformacio´n lineal de un espacio original de distribuciones de probabilidad dis-
cretas finitas. Posteriormente, se utilizara´n los resultados obtenidos en un modelo de
supervivencia censurado aleatoriamente por la derecha, cuyo espacio de probabilidades
se puede obtener, precisamente, mediante una transformacio´n lineal (determinada) del
espacio de probabilidades asociado al experimento no censurado.
Por ser las medidas de entrop´ıa piezas fundamentales de este trabajo, el cap´ıtulo I se
dedica a presentar las medidas de informacio´n (incertidumbre) denominadas entrop´ıas,
da´ndose una visio´n histo´rica de su origen y del contexto en el que aparecen, as´ı como
de su interpretacio´n en Estad´ıstica. Se habla de la entrop´ıa de Shannon y de las propie-
dades que verifica, pasando posteriormente a definir y revisar las medidas generalizadas
de entrop´ıa propuestas en la literatura.
La Programacio´n Matema´tica tiene tambie´n un papel esencial en este trabajo, el cap´ıtu-
lo II esta´ dedicado en su totalidad a revisar los conceptos y te´cnicas fundamentales que
se utilizan en Programacio´n Matema´tica, en especial en programas no lineales.
El cap´ıtulo III comienza con la presentacio´n detallada de la transformacio´n lineal del
espacio de probabilidades, a continuacio´n se formula el programa matema´tico a resol-
ver (de acuerdo con el principio de ma´xima entrop´ıa) y se explica el me´todo a seguir
para conseguir una solucio´n aproximada del mismo, solucio´n que posee dos importantes
cualidades:
1. Se puede considerar bajo determinadas condiciones como solucio´n del programa
matema´tico citado independientemente de la medida de entrop´ıa considerada.
2. Puede servir como punto inicial en los me´todos de optimizacio´n denominados
“me´todos de busqueda directa”.
Se analizan posteriormente las caracter´ısticas de dicha solucio´n as´ı como tambie´n se es-
7
tudia el error cometido en los casos prefijados. Por u´ltimo se desarrollan detalladamente
los ca´lculos necesarios para conseguir la solucio´n aproximada a partir de las condiciones
necesarias y suficientes de Kuhn-Tucker para programas convexos. Cabe destacar que
esta solucio´n se obtiene resolviendo sistemas de ecuaciones lineales, lo que facilita con-
siderablemente su ca´lculo.
En el cap´ıtulo IV se introduce el Ana´lisis de Supervivencia. Se explican las caracter´ısti-
cas fundamentales de esta parte de la Estad´ıstica, se presentan los conceptos de censura,
de funcio´n de riesgo, etc. y se analizan algunos modelos parame´tricos y no parame´tricos
utilizados para describir el comportamiento de la variable aleatoria no negativa deno-
minada “tiempo de vida”.
En el cap´ıtulo V se aplican los resultados obtenidos en el cap´ıtulo III a un modelo de
supervivencia con datos agrupados censurado aleatoriamente por la derecha, y se anali-
zan las caracter´ısticas particulares del mismo que hacen que sea un caso particular entre
los estudiados en el cap´ıtulo III. El cap´ıtulo acaba con una aplicacio´n pra´ctica en la que
se recogen los resultados para varias distribuciones de censura.
Por u´ltimo, los ape´ndices A y B contienen detalladamente todo el soporte algebraico
utilizado a lo largo de los cap´ıtulos, especialmente del III. El primero de estos ape´ndices
esta´ dedicado a matrices y formas cuadra´ticas pues constituyen instrumentos impres-
cindibles en todo el proceso matema´tico seguido. El segundo contiene una breve intro-
duccio´n a los espacios me´tricos y normados.
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Cap´ıtulo 1
Medidas generalizadas de Entrop´ıa
1.1. Introduccio´n
Diversos funcionales han sido propuestos en la literatura estad´ıstica como medidas de
informacio´n siendo posible clasificarlos para su diferenciacio´n en tres categor´ıas: medidas
parame´tricas, no parame´tricas y entrop´ıas.
Medidas parame´tricas de informacio´n: miden la cantidad de informacio´n aportada
por los datos acerca de un para´metro desconocido θ y son funciones de θ, siendo
la ma´s conocida la medida de informacio´n de Fisher.
Medidas no parame´tricas (conocidas como divergencias): miden la “distancia” o
afinidad entre dos distribuciones, o tambie´n la cantidad de informacio´n aportada
por los datos a favor de una distribucio´n F1 y en contra de otra F2, siendo la
ma´s conocidad la medida de Kullback-Leibler.
Medidas de Entrop´ıa: miden la informacio´n contenida en una distribucio´n, es decir,
la incertidumbre acerca del resultado de un experimento, siendo las entrop´ıas de
Shannon y de Re´nyi las medidas cla´sicas de este tipo.
Dadas las caracter´ısticas de este trabajo nos centraremos exclusivamente en las medidas
de entrop´ıa.
Las medidas de informacio´n (incertidumbre) conocidas como entrop´ıas tienen su origen
en la Teor´ıa de la Informacio´n, parte relativamente reciente de las matema´ticas, pues
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comienza a ser tratada con rigor a partir de la de´cada de los cuarenta. Aunque posee
un significado mucho ma´s amplio (pensemos que el concepto de “informacio´n” es tan
amplio que podr´ıa ser tratado desde un punto de vista puramente filoso´fico hasta un
punto de vista estrictamente te´cnico), la Teor´ıa de la Informacio´n se puede definir como
el conjunto de problemas teo´ricos sobre transmisio´n de informacio´n a trave´s de canales
de comunicacio´n incluyendo el estudio de medidas de informacio´n (incertidumbre) y de
me´todos o´ptimos de codificacio´n de la informacio´n para su transmisio´n.
Los primeros estudios en esta direccio´n fueron realizados por Nyquist (1924), (1928) y
Hartley (1928). Posteriormente en 1948 aparece el art´ıculo de Claude Elwood Shannon A
Mathematical Theory of Communication, publicado en Bell System Technical Journal,
vol. 27 sobre las propiedades de las fuentes de informacio´n y de los canales de comunica-
cio´n utilizados para la transmisio´n de informacio´n y que marca el comienzo de la Teor´ıa
de la Informacio´n como teor´ıa matema´tica. Por la misma e´poca e independientemente
de Shannon, Wiener (1948) obtiene unos resultados similares, sin embargo, hay una
diferencia de enfoques ya que en el modelo de Shannon, a diferencia del de Wiener, los
mensajes son codificados antes de ser transmitidos. Ambos consideran como problema
fundamental de la comunicacio´n reconstruir exactamente o de la mejor forma posible el
mensaje original a partir de la sen˜al recibida.
Shannon establece las nociones de fuente de informacio´n, de canal de comunicacio´n, de
ruido en la transmisio´n, etc, y formula los teoremas fundamentales de la codificacio´n
que apoyan su teor´ıa. Shannon vio que muchos de los problemas relacionados con la
codificacio´n, transmisio´n y decodificacio´n de la informacio´n se pod´ıan tratar desde el
punto de vista de una disciplina sistema´tica y matema´tica. La idea clave de la Teor´ıa
de la Informacio´n de Shannon es que la “informacio´n” puede medirse con una cantidad
nume´rica (sobre la base de un modelo probabil´ıstico) de forma que muchos problemas
citados anteriormente pueden ser formulados en te´rminos de esta medida de la cantidad
de informacio´n.
Uno de los primeros problemas que tuvo que resolver Shannon fue el de definir el con-
cepto de “informacio´n”. Para Shannon este concepto va unido al de “incertidumbre”:
cuanto ma´s incierto es un resultado, ma´s informacio´n nos puede proporcionar cuando
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se produce. Un experimento del cual so´lo son posibles dos resultados, A y B, con la
misma probabilidad de ocurrir contiene un bit de incertidumbre; y cuando el experi-
mento se realiza, nos proporciona un bit de informacio´n. Shannon mide la informacio´n
de un experimento a partir del promedio de las incertidumbres contenidas en cada uno
de los resultados posibles del experimento. Este valor promedio, lo denomina entrop´ıa,
nombre que le aconsejo´ John Van Neumann (a peticio´n de Shannon) por la similitud de
la expresio´n matema´tica de la medida de informacio´n de Shannon con la utilizada en la
termodina´mica estad´ıstica, ya que Shannon rehusaba utilizar el te´rmino “informacio´n”
para su medida, pues consideraba que hab´ıa sido utilizado en exceso (ver Tribus 1963).
El origen del concepto de entrop´ıa en F´ısica, se encuentra en la Termodina´mica (rama
de la F´ısica que estudia todos aquellos procesos en que interviene el calor). El concepto
de entrop´ıa se inicia en la e´poca de la evolucio´n de la termodina´mica cla´sica, es decir,
cuando esta rama de la F´ısica se ocupaba casi exclusivamente del estudio de las ma´qui-
nas de vapor o, de forma ma´s general, de las condiciones en las cuales se puede convertir
el calor en trabajo, y no es un concepto probabil´ıstico. En 1824 el f´ısico france´s Sadi
Carnot, en su obra Re´flexions sur la puissance motrice du feu et les machines propres
a de´velopper cette puissance propone el principio: “Una ma´quina te´rmica no puede fun-
cionar sin el paso de calor de una fuente caliente a una fr´ıa”, principio que en 1850,
el f´ısico alema´n Clausius reformula diciendo: “el calor no puede pasar por s´ı mismo de
un cuerpo fr´ıo a un cuerpo caliente”, dando lugar a la nocio´n de “entrop´ıa” (te´rmino
que pone en circulacio´n el propio Clausius) definida como una magnitud de estado del
sitema considerado. La determinacio´n de la entrop´ıa de una sustancia se reduc´ıa a me-
dir cantidades de calor, es decir, a realizar medidas calorime´tricas. A finales del siglo
XIX se empieza a reconocer con Ludwig Boltzmann (creador, junto con J.W. Gibss,
de la Meca´nica Estad´ıstica, mediante la cual se puede dar un significado ma´s profundo
a las leyes y conceptos termodina´micos utilizando la concepcio´n ato´mica) la naturale-
za probabil´ıstica de la entrop´ıa; de hecho, Boltzmann (1896) fue el primero en dar un
significado probabil´ıstico a la entrop´ıa cla´sica. La entrop´ıa se determina en la meca´nica
estad´ıstica de una forma totalmente distinta a como se hace en la termodina´mica cla´sica,
pero ambos me´todos dan por lo general el mismo resultado.
La conexio´n entre el concepto de entrop´ıa de la f´ısica y el de informacio´n es un asunto
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todav´ıa abierto, a pesar de las mu´ltiples contribuciones al tema que se han producido.
Las opciones van desde quien piensa que so´lo hay una coincidencia en las fo´rmulas utili-
zadas, hasta quien opina que existe una identidad profunda, algo ma´s que mera analog´ıa,
(ve´ase por ejemplo el art´ıculo de Weber, Depew, Dyke, Salthe, Schneider, Ulanowicz y
Wicken, 1989). Pero la opinio´n ma´s extendida actualmente es que conviene distinguir
tres tipos de entrop´ıa: la que se utiliza en termodina´mica cla´sica, la de la meca´nica es-
tad´ıstica y la informacional. Entre las dos primeras hay una estrecha y directa relacio´n,
mientras que la u´ltima es conceptualmente diferente y so´lo se puede identificar con las
anteriores en ciertos contextos f´ısicos.
Una de las primeras aplicaciones directas de la Teor´ıa de la Informacio´n fue su utili-
zacio´n en te´cnicas destinadas a mantener la seguridad en la trasmisio´n. El art´ıculo de
Shannon, Communication Theory of Secrecy Systems (1949), marca el comienzo de un
estudio matema´tico basado en la Teor´ıa de la Informacio´n y que ha dado lugar a te´cni-
cas muy sofisticadas para asegurar la confidencialidad en las transmisiones, garantizar
la autenticidad del transmisor, etc.
Pasados los an˜os cuarenta la literatura sobre la Teor´ıa de la Informacio´n crecio´ espec-
tacularmente, y encontro´ aplicacio´n en ingenier´ıas, ciencias sociales, experimentales y
biolo´gicas; as´ı ocurrio´ en economı´a, estad´ıstica, psicolog´ıa, etc.
En Estad´ıstica, la utilizacio´n de las herramientas propias de la Teor´ıa de la Informacio´n
(medidas de informacio´n) para proporcionar me´todos alternativos de estimacio´n y con-
traste, a los cla´sicos, forman lo que hoy en d´ıa se conoce como Teor´ıa de la Informacio´n
Estad´ıstica.
Las medidas de entrop´ıa tratan de cuantificar la incertidumbre asociada a un experi-
mento aleatorio. Pensemos por ejemplo en un experimento aleatorio A con dos posibles
resultados con probabilidades p1, p2 (pi ≥ 0, i = 1, 2, p1 + p2 = 1) la incertidumbre
acerca del posible resultado en caso de realizar el experimento depende de las probabi-
lidades de los resultados, pues si se consideran los experimentos
A1 ≡
 a1 a2
0.5 0.5
 , A2 ≡
 a1 a2
0.999 0.001

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el primer experimento aleatorio contiene ma´s incertidumbre sobre el resultado que el se-
gundo. Es lo´gico pensar que en A2 el resultado a1 ocurrira´ “casi seguro”. Las medidas
de entrop´ıa asignan un valor nume´rico a cada distribucio´n de probabilidad, materiali-
zando la idea intuitiva de mayor o menor incertidumbre. Por otra parte, las medidas
de entrop´ıa pueden ser consideradas, tambie´n, como medidas para cuantificar el grado
de homogeneidad con que la probabilidad se distribuye entre los distintos sucesos y por
tanto como medidas de la “aleatoriedad” de una variable X, McEliece (1977).
¿Que´ propiedades ser´ıan deseables desde un punto de vista intuitivo para una medida
de incertidumbre?
Dado un experimento aleatorio A cuyos posibles resultados son a1, . . . , an con proba-
bilidades respectivas p1, . . . , pn (pi ≥ 0, i = 1, . . . , n, p1 + · · ·+ pn = 1) , una medida
H de la incertidumbre contenida en A o proporcionada por A deber´ıa verificar:
1. Ser funcio´n de p1, p2, . . . , pn, por tanto se debe poder escribir como:
H(P ) = H(p1, p2, . . . , pn)
2. Ser una funcio´n continua de p1, p2, . . . , pn, es decir, pequen˜os cambios en p1, p2, . . . , pn
deben producir pequen˜os cambios en H.
3. Debe conservar el valor nume´rico asociado a un experimento aleatorio, cuando se
introduce en el experimento un resultado que no puede ocurrir
Hn+1(p1, p2, . . . , pn, 0) = Hn(p1, p2, . . . , pn)
1
4. Debe ser una funcio´n sime´trica de sus argumentos
H(p1, p2, . . . , pn) = H(pσ(1), pσ(2), . . . , pσ(n))
donde σ denota una permutacio´n de (1, . . . , n).
1La notacio´n Hn(P ) = H(p1, . . . , pn) se utiliza solamente en aquellos casos en los que resulta
imprescindible destacar el nu´mero de argumentos.
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5. Debe tomar el valor cero cuando no existe incertidumbre, es decir,
H(p1, p2, . . . , pn) = 0 cuando pi = 1 para algu´n i = 1, . . . , n, pj = 0 j 6= i
6. Debe tomar el valor ma´ximo cuando todos los sucesos del experimento tienen la
misma probabilidad de ocurrir (distribucio´n uniforme)
p1 = p2 = · · · = pn = 1
n
7. El valor ma´ximo de Hn(P ) debe aumentar al crecer n (aumentar el nu´mero de
los posibles resultados del experimento aleatorio)
8. Si A y B son dos experimentos aleatorios, independientes (el resultado de uno de
ellos no influye sobre el otro) con posibles resultados {a1, . . . , an} , {b1, . . . , bm} y
probabilidades (p1, . . . , pn), (q1, . . . , qm) respectivamente, el experimento com-
puesto A×B esta´ formado por los sucesos { ai∩ bj , i = 1, . . . , n , j = 1, . . . ,m }
con probabilidades ( piqj, i = 1, . . . , n , j = 1, . . . ,m ), entonces si
P ∗Q = (p1q1, p1q2, . . . , p1qm, . . . , pnq1, . . . , pnqm)
una buena propiedad ser´ıa que se verificase
Hnm(P ∗Q) = Hn(P ) +Hm(Q) (Aditividad).
14
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1.2. Entrop´ıa de Shannon
Sea:
4n = {P = (p1, p2, . . . , pn) : pi ≥ 0, i = 1, . . . , n,
n∑
i=1
pi = 1 }
el conjunto formado por todas las distribuciones de probabilidad asociadas a una variable
aleatoria discreta X que toma un nu´mero finito de valores x1, x2, . . . , xn; se denomina
entrop´ıa de la variable aleatoria X o entrop´ıa de la distribucio´n P = (p1, p2, . . . , pn) a
la expresio´n
H(X) = H(p1, . . . , pn) = −
n∑
i=1
pi logpi
Los logar´ıtmos se pueden tomar con respecto a cualquier base que sea mayor que la
unidad. En este trabajo, mientras no se diga lo contrario consideraremos base 2. La
indeterminacio´n pk logpk con pk = 0 se resuelve definiendo pk logpk = 0 si pk = 0.
Es decir, la funcio´n f(x) = −x logx definida en (0,∞) se extiende por continuidad a
[0,∞), definiendo
f(x) =
 −x logx si x > 00 si x = 0
Histo´ricamente la entrop´ıa de Shannon fue la primera medida de informacio´n (incer-
tidumbre), proporcionada por un experimento aleatorio, ya que la medida de Hartley
(1928), u´nico antecedente de la medida de Shannon, no es una medida de incertidumbre
pues depende del nu´mero de resultados y no de la probabilidad de ocurrencia de los
mismos.
Numerosas caracterizaciones se pueden encontrar en la literatura sobre la medida de
Shannon (como solucio´n de ecuacio´n funcional, o via axioma´tica), se puede ver por
ejemplo, Chaundy y McLeod (1960), Shannon (1948), Feinstein (1958), Acze´l y Daro´czy
(1975) y Mathai y Rathie (1975).
La entrop´ıa de Shannon verifica un considerable nu´mero de interesantes propiedades
(entre las que se encuentran todas las citadas anteriormente), ver Taneja (1990), de las
que se han seleccionado las siguientes:
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1. No negatividad. H(P ) ≥ 0. La igualdad se cumple si y so´lo si pi = 1 para algu´n
i y pj = 0 (j 6= i).
2. Continuidad. H(P ) es una funcio´n continua de p1, . . . , pn.
3. Simetr´ıa. H(P ) es una funcio´n sime´trica de sus argumentos
H(p1, . . . , pn) = H(pσ(1), . . . , pσ(n))
siendo σ una permutacio´n de (1, . . . , n).
4. Expansibilidad.
H(p1, . . . , pn, 0) = H(p1, . . . , pn)
5. Propiedad de la suma.
H(P ) =
n∑
i=1
f(pi), donde f(p) = −p logp, 0 ≤ p ≤ 1.
6. Recursividad.
H(p1, . . . , pn) = H(p1 + p2, p3, . . . , pn) + (p1 + p2)H
(
p1
p1 + p2
,
p2
p1 + p2
)
7. Aditividad.
H(P ∗Q) = H(P ) +H(Q),
siendo P ∗Q = (p1q1 . . . , p1qm, p2q1, . . . , p2qm, . . . , pnq1, . . . , pnqm),
P ∈ 4n, Q ∈ 4m.
8. Agrupamiento.
H(p1, . . . , pn) = H(p1+· · ·+pr , pr+1+· · ·+pn)+
(
r∑
k=1
pk
)
H
(
p1/
r∑
k=1
pk, . . . , pr/
r∑
k=1
pk
)
+
(
n∑
k=r+1
pk
)
H
(
pr+1/
n∑
k=r+1
pk, . . . , pn/
n∑
k=r+1
pk
)
9. Valor ma´ximo. H(P ) alcanza el valor ma´ximo con la distribucio´n uniforme.
H(p1, . . . , pn) ≤ H
(
1
n
, . . . ,
1
n
)
con la igualdad para pi =
1
n
, ∀i = 1, . . . , n
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10. Propiedades relacionadas con la distribucio´n uniforme. Sea
φ(n) = H
(
1
n
, . . . ,
1
n
)
, n ≥ 2, n ∈ N.
Entonces:
a) φ(n) ≤ φ(n+ 1).
b) nφ(n) ≤ (n+ 1)φ(n+ 1).
c) l´ım
n→∞
[
φ(n+ 1)− n+ 1
n
φ(n)
]
= 0
11. Concavidad. H(P ) es una funcio´n co´ncava de P en 4n.
12. Schur-concavidad
Definicio´n 1.2.1. Para todo P, Q ∈ 4n decimos que P esta´ mayorizada por Q
que denotamos P ≺ Q si
a) p(1) ≥ p(2) . . . ≥ p(n), q(1) ≥ q(2) . . . ≥ q(n), con
m∑
k=1
p(k) ≤
m∑
k=1
q(k), 1 ≤ m ≤ n,
o
b) Existe una matriz doblemente estoca´stica (akj), akj ≥ 0, k, j = 1, . . . , n tal
que
p(k) =
n∑
j=1
akjqj k = 1, 2, . . . , n
es decir pk, k = 1, . . . , n, es una media ponderada de las qj, j = 1, . . . , n.
Definicio´n 1.2.2. Una funcio´n G : 4n → R es Schur-co´ncava en 4n si P≺Q
implica G(P ) ≥ G(Q).
H(P ) es una funcio´n Schur-co´ncava de P en 4n.
13. Sea ψ(p) = H(p, 1− p), 0 ≤ p ≤ 1. Entonces
(i) ψ(p) = ψ(1− p).
(ii) ψ(1) = ψ(0).
(iii) ψ(1
2
) = 1.
(iv) ψ(p) + (1− p)ψ
(
q
1− q
)
= ψ(q) + ψ
(
p
1− p
)
, p, q ∈ [0, 1), p+ q ≤ 1.
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14. Sea pmax = max{p1, . . . , pn}. Entonces se verifica que
H(pmax , 1− pmax) ≤ H(P ).
15. Diferencia entre dos entrop´ıas. Si
n∑
i=1
|pi − qi| ≤ θ ≤ 1
2
, entonces
|H(P )−H(Q)| ≤ −θ log θ
n
, ∀ P,Q ∈ 4n.
18
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1.3. Medidas generalizadas de entrop´ıa
Ma´s de 30 medidas de entrop´ıa aparecen en la literatura de Teor´ıa de la Informacio´n,
generalizando la entrop´ıa de Shannon, entre las que cabe destacar las parame´tricas, (in-
troducidas por Re´nyi 1961), las trigonome´tricas (introducidas por Acze´l y Daro´czy 1963)
y las ponderadas (introducidas por Belis y Guiasu 1968). Habitualmente, con el nombre
de entrop´ıas generalizadas se denominan aquellas entrop´ıas dependientes de para´metros
y tales que a partir de ellas, bien como valor particular de los mismos o como paso al
l´ımite, se obtiene la entrop´ıa de Shannon.
Hay dos me´todos que son los que generalmente se utilizan en la caracterizacio´n de las en-
trop´ıas: uno consiste en proponer un conjunto de axiomas que debe verificar la entrop´ıa
(via axioma´tica) y el otro utiliza ecuaciones funcionales cuya solucio´n nos conduce a la
entrop´ıa (ver como resumen por ejemplo, Acze´l y Daro´czy 1975 y Taneja 1979). Tres
propiedades aparecen como ma´s relevantes (juntas o individualmente) en la caracteriza-
cio´n de las entrop´ıas que son: aditividad, recursividad y la propiedad de la suma.
Por u´ltimo, en cuanto a la utilidad y ventajas que presentan cada una de ellas, hay que
resaltar que esta´n directamente relacionadas con el problema a tratar. En unos casos se
primara´ la operatividad algebra´ica, en otros determinadas propiedades, etc.
1.3.1. Entrop´ıas parame´tricas
- Entrop´ıa de orden r y de orden (r, s)
El primer intento para desarrollar una generalizacio´n de la entrop´ıa de Shannon fue
llevado a cabo por Re´nyi (1961), el cual definio´ la entrop´ıa de orden r en los siguientes
te´rminos:
Hr(P ) =
1
1− r log
(
n∑
i=1
pri
)
, r 6= 1, r > 0. (1.1)
para todo P = (p1, . . . , pn) ∈ 4n, siendo r un para´metro real. La entrop´ıa Hr contiene
como caso l´ımite la entrop´ıa de Shannon ya que se puede demostrar que
l´ım
r→1
Hr(P ) = H(P )
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siendo H(P ) la entrop´ıa de Shannon.
En cuanto a sus aplicaciones, se pueden consultar entre otros Campbell (1965), Csisza´r
(1974), Kieffer (1979), Campbell (1985), Blumer y McEliece (1988).
Acze´l y Daro´czy (1963); Varma (1966), Kapur (1967) Rathie (1970) generalizan la en-
trop´ıa de orden r, siendo la estudiada por Acze´l y Daro´czy (1963) la que es conocida
como entrop´ıa de orden (r, s) y cuya expresio´n es:
Hr,s(P ) =
1
(s− r) log

n∑
i=1
pri
n∑
i=1
psi
 , r 6= s, r > 0, s > 0 (1.2)
siendo r y s para´metros reales. En particular cuando r = 1 o´ s = 1 la medida (1.2) se
reduce a (1.1). Tambie´n se puede demostrar que
l´ım
r→s
Hr,s(P ) = −
n∑
i=1
psi log pi
n∑
i=1
psi
, s > 0
que se reduce a la entrop´ıa de Shannon para s = 1.
- Entrop´ıa de grado s y grado (r, s)
Por motivos operativos, parece ma´s natural considerar la expresio´n
∑n
i=1 p
r
i como
medida de informacio´n en lugar de log (
∑n
i=1 p
r
i ) . Por este motivo Havrda y Charva´t
(1967) proponen la siguiente entrop´ıa de grado s:
Hs(P ) = (21−s − 1)−1
[
n∑
i=1
psi − 1
]
, s 6= 1, s > 0 (1.3)
para todo P = (p1, . . . , pn) ∈ 4n. La entrop´ıa de grado s contiene como caso l´ımite a
la entrop´ıa de Shannon pues
l´ım
s→1
Hs(P ) = H(P )
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En el caso particular de s = 2, esta entrop´ıa conecta con el indice de Gini, el coeficiente
de Bhattacharyya y la distancia Bayesiana, que se utilizan en otros campos adema´s de
la Teor´ıa de la Informacio´n.
Caracterizaciones de esta entrop´ıa pueden consultarse en Havrda y Charva´t (1967),
Daro´czy (1970).
Sharma y Taneja (1975, 1977) proponen una generalizacio´n de la entrop´ıa Hs(P ) in-
troduciendo dos para´metros, conocida como entrop´ıa de grado (r, s), cuya expresio´n
es:
Hr,s(P ) = (21−r − 21−s)−1
n∑
i=1
(pri − psi ) , r 6= s, r > 0, s > 0 (1.4)
para todo P = (p1, . . . , pn) ∈ 4n, siendo r y s para´metros reales. En particular, cuando
r = 1 o´ s = 1 la medida anterior se reduce a la entrop´ıa de grado s y cuando r → s
l´ım
r→s
Hr,s(P ) = −2r−1
n∑
i=1
pri logpi , r > 0
que se reduce a la entrop´ıa de Shannon, cuando r = 1.
- Entrop´ıa de clase t
Arimoto (1971) presento´ otra generalizacio´n de la entrop´ıa de Shannon llamada entrop´ıa
de clase t y que viene dada por
tH(P ) = (2
t−1 − 1)−1
[(
n∑
i=1
p
1/t
i
)t
− 1
]
, t 6= 1, t > 0 (1.5)
para todo P = (p1, . . . , pn) ∈ 4n. En este caso se verifica que
l´ım
t→1 t
H(P ) = H(P ).
- Entrop´ıas de orden 1 y grado s y orden r y grado s
Sharma y Mittal (1975) introducen y caracterizan dos entrop´ıas que denominan entrop´ıa
de orden 1 y grado s y entrop´ıa de orden r y grado s dadas por las expresiones:
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Hs1(P ) = (2
1−s − 1)−1
[
exp2
(
(s− 1)
n∑
i=1
pi logpi
)
− 1
]
, s 6= 1 (1.6)
y
Hsr (P ) = (2
1−s − 1)−1
( n∑
i=1
pri
) s−1
r−1
− 1
 , r 6= 1, s 6= 1, r > 0 (1.7)
La motivacio´n de Sharma y Mittal fue generalizar las tres entrop´ıas, Hr(P ), H
s(P ) y
tH(P ). La relacio´n entre ellas es la siguiente:
1. Cuando r = s, Hsr (P ) = H
s
s (P ) = H
s(P )
2. Cuando t = r−1 = 2− s, Hsr (P ) = H2−t1
t
(P ) = tH(P )
3. l´ım
s→1
Hsr (P ) = rHr(P )
4. l´ım
r→1
Hsr (P ) = H
s
1(P )
5. l´ım
r→1
Hr(P ) = l´ım
s→1
Hs(P ) = l´ım
t→1 t
H(P ) = l´ım
s→1
Hs1(P ) = H(P )
Una relacio´n detallada de las propiedades que verifican estas entrop´ıas puede consultarse
en Taneja (1990). De entre estas merece la pena destacar la no negatividad, continui-
dad, simetr´ıa, seudoconcavidad, valor ma´ximo, etc, siendo la propiedad de aditividad
sustituida en la mayor´ıa de los casos por la llamada Seudoaditividad o No aditividad
dada por:
H(P ∗Q) = H(P ) +H(Q) + C H(P )H(Q)
siendo C un valor nume´rico dependiente de la entrop´ıa considerada.
- Hypoentrop´ıas
Ferreri (1980) introduce un generalizacio´n de la entrop´ıa de Shannon llamada Hypoen-
trop´ıa dada por
Hλ(P ) =
(
1 +
1
λ
)
log(1 + λ)− 1
λ
n∑
k=1
(1 + λpk) log(1 + λpk), λ > 0.
Esta entrop´ıa contiene como caso l´ımite la entrop´ıa de Shannon ya que
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l´ım
λ→∞
Hλ(P ) = H(P )
En Ferreri (1980) se pueden encontrar sus aplicaciones y sus propiedades entre las que
se encuentran la recursividad y la propiedad de la suma y no verifican la propiedad
aditiva.
1.3.2. Entrop´ıas trigonome´tricas
Introducidas por Acze´l y Daro´czy (1963), se agrupan en dos clases dependiendo de la
funcio´n o funciones trigonome´tricas utilizadas. Por una parte, tenemos la entrop´ıa de
Acze´l y Daro´czy (1963) dada por
S(P ) =
1
s
arctg
{
n∑
i=1
pri sen(s logpi)/
n∑
i=1
pri cos(s logpi)
}
, s 6= 1, s > 0, r > 0
que se reduce a la entrop´ıa de Shannon cuando r = 1 y s→ 1. Por otro lado tenemos,
las entrop´ıas de Sharma y Taneja (1977), Sant’anna y Taneja (1985), que utilizan sola-
mente la funcio´n seno.
Sharma y Taneja (1977) proponen la siguiente entrop´ıa trigonome´trica con dos para´me-
tros:
Ssr(P ) = −
2r−1
sen s
n∑
i=1
pri sen(s logpi), r > 0, s 6= kpi, k = 0, 1, . . .
que para r = 1 se convierte en
Ss1(P ) = −
1
sen s
n∑
i=1
pi sen(s logpi), s 6= kpi, k = 0, 1, . . .
y cuando s→ 0
l´ım
s→1
Ss1(P ) = H(P )
siendo H(P ) la entrop´ıa de Shannon.
En Ssr(P ) se ha utilizado la composicio´n sen(log(·)) pero tambie´n se pueden conse-
guir entrop´ıas generalizadas utilizando la composicio´n log(sen(·)). Por este motivo,
Sant’anna y Taneja (1985) introducen y caracterizan las siguientes entrop´ıas trigo-
nome´tricas dependientes de un para´metro:
23
Cap´ıtulo 1. Medidas generalizadas de entrop´ıa
1. Ss(1)(P ) = −
n∑
i=1
pi log
(
sen (spi)
2 sen(s/2)
)
, 0 < s < pi
2. Ss(2)(P ) = −
n∑
i=1
(
sen (spi)
2 sen(s/2)
)
log
(
sen (spi)
2 sen(s/2)
)
, 0 < s < pi
3. Ss(3)(P ) =
n∑
i=1
sen (spi)
2 sen(s/2)
, 0 < s < pi
Las dos primeras se reducen a la entrop´ıa de Shannon cuando s → 0 mientras que la
tercera, como caso excepcional, tiende a 1 cuando s → 0, siendo comparable desde el
punto de vista de las aplicaciones a la entrop´ıa de Shannon (Sant’ anna y Taneja 1985).
1.3.3. Entrop´ıas con ponderaciones
La entrop´ıa fue introducida como medida cuantitativa de la informacio´n permitiendo
tratar muchos de los problemas que constituyen la Teor´ıa de la Informacio´n desde un
punto de vista matema´tico, pero este resultado cuantitativo no agota todos los aspectos
de la informacio´n.
En un sistema ciberne´tico2 (biolo´gico o te´cnico) toda actividad esta´ encaminada hacia
la realizacio´n de un fin. El sistema debe disponer entonces de un criterio para poder
diferenciar los sucesos. El criterio ciberne´tico para la diferenciacio´n cualitativa de los
sucesos consiste en la importancia, la significacio´n o la utilidad de la informacio´n que
reportan respecto al fin. La aparicio´n de un suceso elimina una doble “incertidumbre”:
una de orden cuantitativo relativa a la probabilidad de aparicio´n y otra de orden cuali-
tativo relativa a su utilidad para la realizacio´n del fin.
Basados en este planteamiento, Belis y Guiasu (1968) introducen y caracterizan (Guiasu
1977) la siguiente entrop´ıa con ponderaciones:
H(P ;U) = −
n∑
i=1
pi ui logpi
2Ciberne´tica es la Ciencia que estudia comparativamente los sistemas de comunicacio´n y regulacio´n
automa´tica de los seres vivos con sistemas electro´nicos y meca´nicos semejantes a aque´llos.
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donde ui ≥ 0, i = 1, . . . , n son los pesos o utilidades asociadas al suceso ai con proba-
bilidad pi de ocurrir, y que permite diferenciar los sucesos segu´n su importancia respecto
al fin que se quiere alcanzar.
Basa´ndose en la entrop´ıa de Belis y Guiasu, Picard (1979) presenta las siguientes gene-
ralizaciones:
H(P ;V ) = −
n∑
i=1
vi logpi /
n∑
i=1
vi
Hr(P ;V ) = (1− r)−1 log
(
n∑
i=1
pr−1i vi /
n∑
i=1
vi
)
, r 6= 1, r > 0
Hs1(P ;V ) = (2
1−s − 1)−1
[
exp2
(
(s− 1)
n∑
i=1
vi logpi /
n∑
i=1
vi
)]
Hsr (P ;V ) = (2
1−s − 1)−1
( n∑
i=1
pr−1i vi /
n∑
i=1
vi
) s−1
r−1
− 1
 , r 6= 1, s 6= 1, r > 0, s > 0.
Otros trabajos sobre medidas de entrop´ıas con ponderaciones pueden verse en Emptoz,
H. (1976), Gil, M. A., Pe´rez, R. y Gil, P. (1989), Pardo, L. (1986), Pardo, J.A. (1985,
1993, 1995), Pardo, J.A. y Pardo, M.C. (1995), etc.
Diversos funcionales se han propuesto en la literatura para recoger en una u´nica expre-
sio´n gran parte de las entrop´ıas citadas en este cap´ıtulo, ver por ejemplo, Salicru´, M.;
Menendez, M. L., Morales, D. y Pardo, L. (1993) y Esteban, M. D.; Morales, D. (1995).
Por u´ltimo cabe destacar tambie´n que en el art´ıculo de Morales, D.; Pardo, L. y Vajda,
I. (1996) se presenta un nuevo me´todo de generar medidas de incertidumbre a partir de
funciones schur-co´ncavas.
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1.4. Relacio´n de entrop´ıas generalizadas
En la siguiente lista se recogen la mayor´ıa de entrop´ıas generalizadas que aparecen en la
literatura por orden cronologico con el nombre de sus respectivos autores, comenzando
con la entrop´ıa de Shannon.
Shannon (1948)
Φ1(P ) = −
n∑
i=1
pilogpi
Re´nyi (1961)
Φ2(P ) = (1− r)−1log
(
n∑
i=1
pri
)
, r 6= 1, r > 0
Acze´l y Daro´czy (1963)
Φ3(P ) = −
n∑
i=1
pri logpi /
n∑
i=1
pri , r > 0
Φ4(P ) = (s− r)−1log
(
n∑
i=1
pri /
n∑
i=1
psi
)
, r 6= s, r > 0, s > 0
Φ5(P ) =
1
s
arctg
{
n∑
i=1
pri sen(s logpi) /
n∑
i=1
pri cos(s logpi)
}
, s 6= 1, s > 0, r > 0
Varma (1966)
Φ6(P ) =
1
m− r log
(
n∑
i=1
pr−m+1i
)
, m− 1 < r < m, m ≥ 1
Φ7(P ) =
1
m(m− r) log
(
n∑
i=1
p
r/m
i
)
, 0 < r < m, m ≥ 1
Kapur (1967)
Φ8(P ) = (1− t)−1 log
(
n∑
i=1
pt+s−1i /
n∑
i=1
psi
)
, t 6= 1, t > 0, s ≥ 1
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Havrda y Charva´t (1967)
Φ9(P ) = (2
1−s − 1)−1
[
n∑
i=1
psi − 1
]
, s 6= 1, s > 0
Belis y Guiasu (1968)
Φ10(P ) = −
n∑
i=1
piui logpi, ui > 0, i = 1, . . . , n
Rathie (1970)
Φ11(P ) = (1−r)−1 log
(
n∑
i=1
pr+si−1i /
n∑
i=1
psii
)
, si ≥ 0, i = 1, . . . , n, r 6= 1, r > 0
Arimoto (1971)
Φ12(P ) = (2
t−1 − 1)−1
[(
n∑
i=1
p
1/t
i
)t
− 1
]
, t 6= 1, t > 0
Sharma y Mittal (1975)
Φ13(P ) = (2
1−s − 1)−1
[
exp2
(
(s− 1)
n∑
i=1
pi logpi
)
− 1
]
, s 6= 1, s > 0
Φ14(P ) = (2
1−s − 1)−1
( n∑
i=1
pri
) s−1
r−1
− 1
 , r 6= 1, s 6= 1, r > 0
Sharma y Taneja (1975; 1977)
Φ15(P ) = −2r−1
n∑
i=1
pri logpi , r > 0
Φ16(P ) = (2
1−r − 21−s)−1
n∑
i=1
pri − psi , r 6= s, r > 0, s > 0
Φ17(P ) = − 2
r−1
sen s
n∑
i=1
pri sen(s logpi), r > 0, s 6= kpi, k = 0, 1, . . .
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Picard (1979)
Φ18(P ) = −
n∑
i=1
vi logpi /
n∑
i=1
vi
Φ19(P ) = (1− r)−1 log
(
n∑
i=1
pr−1i vi /
n∑
i=1
vi
)
, r 6= 1, r > 0
Φ20(P ) = (2
1−s − 1)−1
[
exp2
(
(s− 1)
n∑
i=1
vi logpi /
n∑
i=1
vi
)]
Φ21(P ) = (2
1−s−1)−1
( n∑
i=1
pr−1i vi /
n∑
i=1
vi
) s−1
r−1
− 1
 , r 6= 1, s 6= 1, r > 0, s > 0
Ferreri (1980)
Φ22(P ) =
(
1 +
1
λ
)
log(1 + λ)− 1
λ
n∑
i=1
(1 + λpi) log(1 + λpi), λ > 0
Sant’anna y Taneja (1985)
Φ23(P ) = −
n∑
i=1
pi log
(
sen (spi)
2 sen(s/2)
)
, 0 < s < pi
Φ24(P ) = −
n∑
i=1
(
sen (spi)
2 sen(s/2)
)
log
(
sen (spi)
2 sen(s/2)
)
, 0 < s < pi
Φ25(P ) =
n∑
i=1
sen (spi)
2 sen(s/2)
, 0 < s < pi
Kapur (1988)
Φ26(P ) = −
n∑
i=1
log Γ(1 + pi), siendo Γ la funcio´n gamma.
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2.1. Convexidad de conjuntos y funciones
2.1.1. Conjuntos convexos
Definicio´n 2.1.1. Conjunto convexo
Dado un subconjunto S de Rn decimos que es convexo si para cada par de puntos
x¯, y¯ ∈ S y todo λ ∈ [0, 1] se verifica que
z¯ = λx¯+ (1− λ)y¯ ∈ S
Propiedades
1. Sean X1, X2, . . . , Xn subconjuntos convexos de Rn. Se verifica que
n⋂
i=1
Xi es un conjunto convexo.
2. La suma de n conjuntos convexos X1, X2, . . . , Xn de Rn definida como
n∑
i=1
Xi = {x¯1 + x¯2 + · · ·+ x¯n ∈ Rn : x¯1 ∈ X1 , x¯2 ∈ X2, . . . , x¯n ∈ Xn}
es un conjunto convexo.
3. El producto de un conjunto convexo X ∈ Rn por un nu´mero real λ definido como
λX = {λx¯ : x¯ ∈ X}
es un conjunto convexo.
29
Cap´ıtulo 2. Optimizacio´n
4. La combinacio´n lineal de conjuntos convexos X1, . . . , Xm ∈ Rn
X = λ1X1 + λ2X2 + · · ·λmXm
es un conjunto convexo.
5. Sea A una transformacio´n lineal de Rn en Rm definida
AC = {Ax¯ : x¯ ∈ C} C ∈ Rn
entonces AC es un conjunto convexo en Rm para cada conjunto convexo C ∈ Rn
2.1.2. Funciones co´ncavas y convexas
Sea M un subconjunto convexo y no vac´ıo de Rn y f una funcio´n definida de M en
R. Entonces se dice que:
1. La funcio´n es convexa en M si y so´lo si para cualesquiera x¯, y¯ ∈M y para todo
λ ∈ [0, 1] se verifica que:
f(λx¯+ (1− λ)y¯) ≤ λf(x¯) + (1− λ)f(y¯)
2. La funcio´n es co´ncava en M si y so´lo si para cualesquiera x¯, y¯ ∈M y para todo
λ ∈ [0, 1] se verifica que:
f(λx¯+ (1− λ)y¯) ≥ λf(x¯) + (1− λ)f(y¯)
3. La funcio´n es estrictamente convexa en M si y so´lo si para cualesquiera x¯, y¯ ∈M
con x¯ 6= y¯ y para todo λ ∈ (0, 1) se verifica que:
f(λx¯+ (1− λ)y¯) < λf(x¯) + (1− λ)f(y¯)
4. La funcio´n es estrictamente co´ncava en M si y so´lo si para cualesquiera x¯, y¯ ∈M
con x¯ 6= y¯ y para todo λ ∈ (0, 1) se verifica que:
f(λx¯+ (1− λ)y¯) > λf(x¯) + (1− λ)f(y¯)
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Propiedades de las funciones co´ncavas y convexas
Sea M un subconjunto convexo de Rn y f una funcio´n definida de M en R.
1. Si f es convexa en M entonces los conjuntos Λα = {x¯ ∈ M /f(x¯) ≤ α} son
convexos para todo α ∈ R
2. Si f es co´ncava en M entonces los conjuntos Ωα = {x¯ ∈ M /f(x¯) ≥ α} son
convexos para todo α ∈ R
3. Si f es una funcio´n convexa en M, entonces −f es co´ncava.
4. Si f es una funcio´n estrictamente convexa en M, entonces −f es una funcio´n
estrictamente co´ncava.
5. Si f es una funcio´n convexa en M y λ ∈ R entonces si λ ≥ 0, la funcio´n λf es
convexa y si λ ≤ 0 la funcio´n λf es co´ncava.
6. Si {fi / i = 1, . . . ,m} es una familia de funciones convexas en M entonces la
funcio´n f =
m∑
i=1
αifi con αi ≥ 0, i = 1, . . . ,m es una funcio´n convexa en M.
7. Si f : Rn → R es una funcio´n lineal entonces f es co´ncava y convexa.
Condiciones para la convexidad de funciones diferenciables
Proposicio´n 2.1.1.
Sea M un subconjunto abierto, no vac´ıo y convexo de Rn, y f una funcio´n diferenciable
de M en R. Se verifica que:
1. La funcio´n f es convexa en M si y so´lo si para cualesquiera x¯, y¯ ∈M
f(y¯) ≥ f(x¯) +∇f(x¯)(y¯ − x¯)
o bien
[∇f(y¯)−∇f(x¯)](y¯ − x¯) ≥ 0
donde ∇f(x¯) denota el gradiente de f en x¯.
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2. La funcio´n f es estrictamente convexa enM si y so´lo si para cualesquiera x¯, y¯ ∈M
con x¯ 6= y¯
f(y¯) > f(x¯) +∇f(x¯)(y¯ − x¯)
o bien
[∇f(y¯)−∇f(x¯)](y¯ − x¯) > 0
3. La funcio´n f es co´ncava en M si y so´lo si para cualesquiera x¯, y¯ ∈M se verifica
f(y¯) ≤ f(x¯) +∇f(x¯)(y¯ − x¯)
o bien
[∇f(y¯)−∇f(x¯)](y¯ − x¯) ≤ 0
4. La funcio´n f es estrictamente co´ncava enM si y so´lo si para cualesquiera x¯, y¯ ∈M
con x¯ 6= y¯
f(y¯) < f(x¯) +∇f(x¯)(y¯ − x¯)
o bien
[∇f(y¯)−∇f(x¯)](y¯ − x¯) < 0
Definicio´n 2.1.2. Funcio´n de clase Cp
Sea f : A ⊂ Rn → R decimos que f es de clase Cp en A (abierto) si tiene derivadas
parciales continuas en A hasta el orden p.
Proposicio´n 2.1.2.
Sea M un subconjunto abierto, no vac´ıo y convexo de Rn y f una funcio´n C2, definida
de M en R, siendo Hf(x¯) la matriz hessiana de f en x¯. Entonces:
1. La funcio´n f es co´ncava en M si y so´lo si para todo x¯ ∈ M se verifica que
y¯′Hf(x¯)y¯ ≤ 0 para cualquier y¯ ∈ Rn. Es decir, para todo x¯ ∈ M la forma cua-
dra´tica con matriz asociada Hf(x¯) es semidefinida negativa o definida negativa.
2. Si para todo x¯ ∈ M, se verifica que la forma cuadra´tica con matriz asociada
Hf(x¯) es definida negativa, la funcio´n f es estrictamente co´ncava en M .
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3. La funcio´n f es convexa en M si y so´lo si, para todo x¯ ∈ M se verifica que
y¯′Hf(x¯)y¯ ≥ 0 para cualquier y¯ ∈ Rn. Es decir, para todo x¯ ∈ M la forma
cuadra´tica con matriz asociada Hf(x¯) es semidefinida positiva o definida positiva.
4. Si para todo x¯ ∈ M la forma cuadra´tica con matriz asociada Hf(x¯) es definida
positiva, la funcio´n f es estrictamente convexa.
2.1.3. Funciones cuasico´ncavas y seudoco´ncavas
Funciones cuasico´ncavas
Sea M un subconjunto convexo y no vac´ıo de Rn y f una funcio´n definida de M en
R. Entonces se dice que:
1. La funcio´n f es cuasico´ncava en M si y so´lo si para cualesquiera x¯, y¯ ∈ M y
para todo λ ∈ [0, 1] se verifica que:
f(λx¯+ (1− λ)y¯) ≥ min{f(x¯), f(y¯)}
2. La funcio´n f es estrictamente cuasico´ncava en M si y so´lo si para cualesquiera
x¯, y¯ ∈M, con x¯ 6= y¯ y para todo λ ∈ (0, 1) se verifica que:
f(λx¯+ (1− λ)y¯) > min{f(x¯), f(y¯)}
Funciones seudoco´ncavas
Sea M un subconjunto convexo, abierto y no vac´ıo de Rn y f una funcio´n definida de
M en R, diferenciable en M. Entonces se dice que:
1. La funcio´n f es seudoco´ncava en M si y so´lo si se verifica una de las siguientes
condiciones equivalentes.
Para cualesquiera x¯, y¯ ∈M tales que f(y¯) > f(x¯) se tiene que (y¯−x¯)∇f(x¯) > 0.
Para cualesquiera x¯, y¯ ∈M tales que (y¯−x¯)∇f(x¯) ≤ 0 se tiene que f(y¯) ≤ f(x¯).
2. La funcio´n f es estrictamente seudoco´ncava en M si y so´lo si se verifica una de
las siguientes condiciones equivalentes.
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Para cualesquiera x¯, y¯ ∈ M con x¯ 6= y¯ tales que f(y¯) ≥ f(x¯) se tiene que
(y¯ − x¯)∇f(x¯) > 0.
Para cualesquiera x¯, y¯ ∈M, con x¯ 6= y¯ tales que (y¯ − x¯)∇f(x¯) ≤ 0 se tiene que
f(y¯) < f(x¯).
Proposicio´n 2.1.3.
Sea M un subconjunto convexo y abierto de Rn y f una funcio´n de M en R co´ncava
y diferenciable en M. Entonces se verifica que f es seudoco´ncava.
Proposicio´n 2.1.4.
Sea M un subconjunto de Rn convexo y f una funcio´n de M en R estrictamente
seudoco´ncava. Entonces se verifica que f es estrictamente cuasico´ncava.
Observaciones:
1. Otros autores bajo la denominacio´n de funcio´n estrictamente cuasico´ncava, enuncian
conceptos distintos. Por otra parte las funciones estrictamente cuasico´ncavas son tambie´n
denominadas funciones X-co´ncava, fuertemente cuasico´ncavas, innominadas-co´ncavas,
etc.
2. Para ma´s informacio´n sobre concavidad y concavidad de´bil ver Barbolla y Sanz (1995).
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2.2. Programacio´n matema´tica
La palabra “o´ptimo” como superlativo de “bueno” significa “sumamente bueno”, “que
no puede ser mejor”. La optimizacio´n se puede considerar como la bu´squeda de la mejor
solucio´n entre todas las posibles a un problema determinado. En la vida real practica-
mos habitualmente este ejercicio mental cuando elegimos entre diferentes opciones la
ma´s adecuada.
Una vez transcrito el problema considerado al lenguaje matema´tico, es preciso disponer
de te´cnicas que nos permitan conocer si e´ste tiene o no solucio´n y, en caso de tenerla,
cua´les son su localizacio´n y naturaleza. Dada la diversidad de a´reas en las que se plan-
tean problemas de optimizacio´n, e´stos tienen caracter´ısticas muy diferentes. Por ello,
tambie´n son necesarias te´cnicas distintas para poder abordarlos y resolverlos. La teor´ıa
que nos proporciona los resultados y herramientas precisos para estudiar este tipo de
problemas es la Optimizacio´n Matema´tica.
El desarrollo de la Optimizacio´n Matema´tica no es reciente, ya que, aunque las apor-
taciones ma´s importantes se produjeron en los an˜os cuarenta y cincuenta del siglo XX,
muchos de los resultados se conoc´ıan ya en el siglo XVIII. La Programacio´n Matema´tica
es una parte de la Teor´ıa de la Optimizacio´n que incluye una gran variedad de proble-
mas caracterizados fundamentalmente, con respecto a otros problemas de optimizacio´n,
porque en ellos:
-Existe un u´nico centro de decisio´n independiente. Lo que permite separar los problemas
de Programacio´n Matema´tica de los de la Teor´ıa de Juegos.
-El tiempo no interviene como tal variable en la formulacio´n del problema. Lo que nos
permite diferenciar los problemas de Programacio´n Matema´tica de los problemas de
Optimizacio´n Dina´mica.
Los problemas de Programacio´n Matema´tica pueden definirse como los del ca´lculo del
ma´ximo o mı´nimo de una funcio´n de una o varias variables, cuando e´stas se hallan so-
metidas a un conjunto de restricciones de distintos tipos. De acuerdo con esta definicio´n,
el objetivo de la Programacio´n Matema´tica es el de calcular el mayor o el menor de los
valores que puede tomar una funcio´n de los compatibles con las restricciones que pesan
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sobre sus variables independientes.
Los programas matema´ticos admiten la siguiente formulacio´n general:
Opt f(x1, . . . , xn)
s.a. h1(x1, . . . , xn) = 0
...
hm(x1, . . . , xn) = 0
g1(x1, . . . , xn) ≤ 0
...
gk(x1, . . . , xn) ≤ 0
(x1, . . . , xn) ∈ S ⊂ Rn

(P )
con f, hi, gj : Rn → R i = 1, . . . ,m, j = 1, . . . , k (m < n).
Los elementos de un programa matema´tico son los siguientes:
(x1, . . . , xn) Variables de decisio´n o eleccio´n (tenemos que determinar sus valores).
f(x¯) Funcio´n objetivo del problema.
Opt. Optimizar la funcio´n f consiste en encontrar su ma´ximo y su mı´nimo.
Cuando u´nicamente se desea hallar el ma´ximo, se escribe max, y en
el caso de mı´nimo, min.
hi(x¯) Restricciones de igualdad que han de cumplir las posibles soluciones.
gj(x¯) ≤ 0 Restricciones de desigualdad que han de cumplir las posibles soluciones.
x¯ ∈ C Restricciones conjuntistas (variables enteras, dicoto´micas, etc.).
Existe una gran variedad de programas matema´ticos, con propiedades y me´todos de so-
lucio´n diferentes. Los criterios de clasificacio´n de dichos programas que habitualmente
se utilizan son:
-Tipo de restricciones que intervienen en la formulacio´n (sin restricciones, con restric-
ciones de igualdad, etc.).
-Tipo de funciones que intervienen en la formulacio´n, tanto la que define la funcio´n
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objetivo como las que definen las restricciones (programas no lineales, lineales, etc.).
-Nu´mero de variables y de restricciones (pequen˜os, medianos, etc.).
-Carater´ısticas de convexidad y diferenciabilidad de los conjuntos y funciones que inter-
vienen en la formulacio´n (programas diferenciables, convexos, etc.).
Definicio´n 2.2.1. Ma´ximo y Mı´nimo globales
Dado el programa matema´tico
Opt f(x1, . . . , xn)
x¯ = (x1, . . . , xn) ∈ B ⊂ Rn

1. Se dice que x¯∗ ∈ B es ma´ximo global del programa, si se verifica que
f(x¯) ≤ f(x¯∗), para todo x¯ ∈ B
2. Se dice que x¯∗ ∈ B es mı´nimo global del programa, si se verifica que
f(x¯) ≥ f(x¯∗), para todo x¯ ∈ B
3. Se dice que x¯∗ ∈ B es ma´ximo global estricto del programa, si se verifica que
f(x¯) < f(x¯∗), para todo x¯ ∈ B con x¯ 6= x¯∗
4. Se dice que x¯∗ ∈ B es mı´nimo global estricto del programa, si se verifica que
f(x¯) > f(x¯∗), para todo x¯ ∈ B con x¯ 6= x¯∗
Definicio´n 2.2.2. Ma´ximo y Mı´nimo locales
Dado el programa matema´tico
Opt f(x1, . . . , xn)
x¯ = (x1, . . . , xn) ∈ B ⊂ Rn

1. Se dice que x¯∗ ∈ B es ma´ximo local del programa si existe r > 0 tal que
f(x¯) ≤ f(x¯∗) para todo x¯ ∈ B(x¯∗, r) ∩B
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B(x¯∗, r) denota la bola abierta de centro x¯∗ y radio r.
2. Se dice que x¯∗ ∈ B es mı´nimo local del programa si existe r > 0 tal que
f(x¯) ≥ f(x¯∗) para todo x¯ ∈ B(x¯∗, r) ∩B
3. Se dice que x¯∗ ∈ B es ma´ximo local estricto del programa si existe r > 0 tal que
f(x¯) < f(x¯∗) para todo x¯ ∈ B(x¯∗, r) ∩B con x¯ 6= x¯∗
4. Se dice que x¯∗ ∈ B es mı´nimo local estricto del programa si existe r > 0 tal que
f(x¯) > f(x¯∗) para todo x¯ ∈ B(x¯∗, r) ∩B con x¯ 6= x¯∗
Definicio´n 2.2.3. Punto cr´ıtico
Dada una funcio´n f : S ⊂ Rn → R diferenciable en S subconjunto abierto de Rn, se
dice que x¯∗ ∈ S es un punto cr´ıtico de f cuando se verifica que ∇f(x¯∗) = 0¯.
Teorema 2.2.1. Teorema de Weierstrass
Sea f : Rn → R una funcio´n continua en A ⊂ Rn y sea A un conjunto cerrado y
acotado. Entonces existen x¯∗, x¯0 ∈ A tales que
f(x¯∗) ≤ f(x¯) para todo x¯ ∈ A
f(x¯0) ≥ f(x¯) para todo x¯ ∈ A
es decir x¯∗ es mı´nimo global de f en A y x¯0 es ma´ximo global de f en A.
Teorema 2.2.2.
Si f : A ⊂ Rn → R es estrictamente convexa (co´ncava) en A siendo A convexo y
alcanza su valor mı´nimo (ma´ximo) en un punto de A, este es u´nico (por tanto global).
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Definicio´n 2.2.4. Programa convexo
Dado el programa matema´tico
Opt f(x1, . . . , xn)
(x1, . . . , xn) ∈ B ⊂ Rn

Se dice que:
1. Es convexo para mı´nimo si B es convexo y f es una funcio´n convexa en B.
2. Es convexo para ma´ximo si B es convexo y f es una funcio´n co´ncava en B.
Teorema 2.2.3. Teorema Fundamental de la Programacio´n Convexa
Dado el programa convexo
min f(x1, . . . , xn)
s.a. (x1, . . . , xn) ∈ B ⊂ Rn

se verifica que:
1. Si x¯∗ ∈ B es un mı´nimo local, entonces x¯∗ es un mı´nimo global.
2. El conjunto de todos los mı´nimos del programa es un conjunto convexo.
Para un problema de ma´ximo se obtiene un resultado ana´logo sustituyendo el concepto
de mı´nimo por el de ma´ximo.
2.2.1. Optimizacio´n con restricciones de igualdad y
desigualdad
Los programas matema´ticos con restricciones de igualdad forman parte, junto con los
programas sin restricciones, de la denominada “ teor´ıa cla´sica de la optimizacio´n”, debido
a que su solucio´n teo´rica es conocida desde el matema´tico france´s Lagrange (1736-1813).
La resolucio´n de programas matema´ticos con restricciones de desigualdad es mucho ma´s
reciente. En caso de programas lineales, la teor´ıa y me´todos de resolucio´n de programas
con este tipo de restricciones se conoce desde principios de los cincuenta, gracias a los
trabajos del profesor estadounidense G. B. Dantzing. En programas con formulaciones
no lineales, los me´todos teo´ricos de resolucio´n son conocidos a partir de los trabajos de
los estadounidenses Kuhn y Tucker.
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Optimizacio´n con restricciones de igualdad
La formulacio´n general de un programa con restricciones de igualdad es
Opt f(x1, . . . , xn)
s.a. h1(x1, . . . , xn) = 0
...
hm(x1, . . . , xn) = 0
(x1, . . . , xn) ∈ S ⊂ Rn

[I]
con m < n donde f, hj : Rn → R, j = 1, . . . ,m,
Teorema 2.2.4. Teorema de Lagrange
Sean f, h1, . . . , hm, m < n, funciones de clase C
1 en un subconjunto abierto S ⊆ Rn
con valores en R. Supongamos que x¯∗ = (x∗1, . . . , x∗n) es un o´ptimo local de f en el
conjunto de soluciones factibles
B = {(x1, . . . , xn) ∈ S : hj(x1, . . . , xn) = 0, j = 1, . . . ,m}
y supongamos tambie´n que los vectores ∇h1(x¯∗), . . . ,∇hm(x¯∗) son linealmente inde-
pendientes. Entonces existen constantes λ∗1, . . . , λ
∗
m tales que
∇f(x¯∗) +
m∑
j=1
λ∗j∇hj(x¯∗) = 0¯. (1)
El Teorema de Lagrange presenta las condiciones necesarias de optimalidad local.
Se dice que en el punto x¯ ∈ B (solucio´n factible) se verifica la condicio´n de regularidad
o restriccio´n de cualificacio´n, si los vectores ∇h1(x¯), . . . ,∇hm(x¯) son linealmente in-
dependientes. La condicio´n de regularidad constituye una garant´ıa de aplicabilidad del
teorema de Lagrange.
Las soluciones factibles del programa [I] que verifican (1) se denominan puntos estacio-
narios del programa. Los m nu´meros reales λ∗1, . . . , λ
∗
m que se obtienen al resolver (1) se
conocen como multiplicadores de Lagrange asociados a las m restricciones en el punto
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x¯∗.
Dado el programa [I] se denomina funcio´n Lagrangiana asociada al programa [I] (o
simplemente Lagrangiano) a la funcio´n de n+m variables L definida por
L(x¯, λ¯) = f(x¯) +
m∑
j=1
λj hj(x¯)
con x¯ = (x1, . . . , xn) y λ¯ = (λ1, . . . , λm).
En las hipo´tesis del teorema anterior, se verifica que todo punto cr´ıtico (x¯∗, λ¯∗) de la
funcio´n Lagrangiana asociada del programa [I], es un punto estacionario x¯∗ del programa
[I] con multiplicadores de Lagrange asociados λ¯∗ como se puede comprobar fa´cilmente.
En la pra´ctica, visto el resultado anterior, se suele construir la funcio´n Lagrangiana
asociada al programa y se resuelve el sistema de n+m ecuaciones con n+m inco´gnitas
∂L(x¯, λ¯)
∂xi
=
∂f(x¯)
∂xi
+
m∑
j=1
λj
∂hj(x¯)
∂xi
= 0 i = 1, . . . , n
∂L(x¯, λ¯)
∂λj
= hj(x¯) = 0 j = 1, . . . ,m
sus soluciones (x∗1, . . . , x
∗
n, λ
∗
1, . . . , λ
∗
m) proporcionan, queda´ndose con las n primeras
coordenadas x¯∗ = (x∗1, . . . , x
∗
n), candidatos a soluciones del programa. Si el programa
tiene solucio´n, ha de estar entre estos candidatos, por tanto se evalua la funcio´n f en
cada uno de ellos y si se esta´ maximizando el mayor de los valores obtenidos da la solu-
cio´n y si se esta´ minimizando la solucio´n la da el menor de ellos. Para dilucidar si existe
solucio´n se utilizan argumentos suplementarios basados en el teorema de Weierstrass o
en propiedades de convexidad.
Si el programa es convexo las condiciones necesarias de Lagrange de optimalidad
local son condiciones necesarias y suficientes de optimalidad global, (recordemos que si
el programa no es convexo son solamente condiciones necesarias de optimalidad local)
Los programas convexos presentan, como se ve, enormes ventajas en el proceso de o´pti-
mizacio´n frente a otro tipo de programas, ya que todo punto que verifique las condiciones
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de Lagrange se convierte en un o´ptimo global. Las condiciones suficientes de o´ptimo local
en programas no convexos (de las cuales no se ha comentado nada ya que trabajaremos
siempre con programas convexos) se pueden ver en Barbolla, R., Cerda´, E. y Sanz, P.
(2000).
Optimizacio´n con restricciones de desigualdad
La formulacio´n general de un programa con restricciones de desigualdad es
Opt f(x1, . . . , xn)
s.a. h1(x1, . . . , xn) ≤ 0
...
hs(x1, . . . , xn) ≤ 0
hs+1(x1, . . . , xn) ≥ 0
...
hm(x1, . . . , xn) ≥ 0
(x1, . . . , xn) ∈ S ⊂ Rn

con f, hj : Rn → R j = 1, . . . ,m.
El ana´lisis del problema anterior, se puede reducir al estudio de
min f(x1, . . . , xn)
s.a. g1(x1, . . . , xn) ≤ 0
...
gm(x1, . . . , xn) ≤ 0
(x1, . . . , xn) ∈ S ⊂ Rn

[II]
con f, gj : Rn → R, j = 1, . . . ,m, ya que max f(x1, . . . , xn) es equivalente a
min [−f(x1, . . . , xn)] y las restricciones hl(x1, . . . , xn) ≥ 0, l = s+ 1, . . . ,m se
pueden expresar como [−hl(x1, . . . , xn)] ≤ 0.
42
Cap´ıtulo 2. Optimizacio´n
Definicio´n 2.2.5. Restriccio´n saturada
Dada una solucio´n factible x¯∗ del problema [II], se dice que x¯∗ satura la restriccio´n
i-e´sima gi(x¯
∗) ≤ 0 si gi(x¯∗) = 0. Ana´logamente se dice que x¯∗ no satura la restriccio´n
i-e´sima si gi(x¯
∗) < 0.
Teorema 2.2.5. Teorema de Kuhn-Tucker
Sean f, g1, . . . , gm funciones de clase C
1 en un subconjunto abierto S ⊆ Rn con valores
en R y supongamos que x¯∗ = (x∗1, . . . , x∗n) es un mı´nimo local de f en el conjunto
B = {x¯ ∈ S : gj(x¯) ≤ 0, j = 1, . . . ,m}
(conjunto factible) o sea, una solucio´n local del problema [II]. Reordenando las fun-
ciones gj si es necesario, podemos suponer que las restricciones de desigualdad que se
saturan en x¯∗ , son g1(x¯∗) = 0, . . . , gr(x¯∗) = 0, con r ≤ m. Pues bien, si los vecto-
res ∇g1(x¯∗), . . . ,∇gr(x¯∗) son linealmente independientes, entonces existen constantes
λ∗1, . . . , λ
∗
m tales que
∇f(x¯∗) +
m∑
j=1
λ∗j∇gj(x¯∗) = 0¯
λ∗jgj(x¯
∗) = 0 para j = 1, . . . ,m
λ∗j ≥ 0 para j = 1, . . . ,m
gj(x¯
∗) ≤ 0 para j = 1, . . . ,m
Este teorema recoge las condiciones necesarias de optimalidad local. A los escalares
λ∗j , j = 1, . . . ,m se les denomina multiplicadores de Kuhn-Tucker asociados a las m
restriciones en el punto x¯∗. Si el programa se plantea en los te´rminos
max f(x1, . . . , xn)
s.a. g1(x1, . . . , xn) ≤ 0
...
gm(x1, . . . , xn) ≤ 0

las condiciones necesarias de Kuhn-Tucker se expresan como sigue:
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∇f(x¯∗) +
m∑
j=1
λ∗j∇gj(x¯∗) = 0¯
λ∗jgj(x¯
∗) = 0 para j = 1, . . . ,m
λ∗j ≤ 0 para j = 1, . . . ,m
gj(x¯
∗) ≤ 0 para j = 1, . . . ,m
La condicio´n de regularidad es la independencia lineal de los vectores ∇g1(x¯∗), . . . ,∇gr(x¯∗).
(gradientes de las restricciones saturadas) que constituye una garant´ıa de aplicabilidad
del Teorema de Kuhn-Tucker.
En la pra´ctica se actu´a de forma similar a la vista en el caso anterior (restricciones de
igualdad): se construye la funcio´n Lagrangiana
L(x¯, λ¯) = f(x¯) +
m∑
j=1
λj gj(x¯)
y se resuelve el sistema de condiciones de Kuhn-Tucker

∂L(x¯, λ¯)
∂xi
=
∂f(x¯)
∂xi
+
m∑
j=1
λj
∂gj(x¯)
∂xi
= 0, i = 1, . . . , n
gj(x¯) ≤ 0 j = 1, . . . ,m
λj gj(x¯) = 0 j = 1, . . . ,m
λj ≥ 0 para minimizar; λj ≤ 0 para maximizar
sus soluciones (x¯∗1, . . . , x
∗
n, λ
∗
1, . . . , λ
∗
m) proporcionan, queda´ndose con las n primeras
coordenadas (x∗1, . . . , x
∗
n), candidatos a soluciones del programa. Si e´ste tiene solucio´n,
ha de estar entre estos candidatos, por tanto se evalu´a la funcio´n f en cada uno de
ellos y si se esta´ maximizando el mayor de los valores obtenidos, da la solucio´n y si se
esta´ minimizando la solucio´n la da el menor de ellos.
Existe una gran similitud entre los multiplicadores de Kuhn-Tucker asociados a pro-
gramas con restricciones de desigualdad y los multiplicadores de Lagrange asociados a
programas con restricciones de igualdad. Ba´sicamente, la diferencia entre ambos con-
siste en que los multiplicadores de Lagrange asociados a programas con restricciones
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de igualdad pueden tomar cualquier signo, mientras que los multiplicadores de Kuhn-
Tucker asociados a programas con restricciones de desigualdad deben ser no positivos o
no negativos, segu´n la formulacio´n del problema.
Los programas de minimizacio´n y maximizacio´n pueden formularse tambie´n con las res-
tricciones en forma gj(x¯) ≥ 0, j = 1, . . . ,m. Esta modificacio´n en la formulacio´n del
programa afecta al signo de los escalares λj, j = 1, . . . ,m. En concreto, para las cuatro
posibles formulaciones los cambios se recogen en el siguiente cuadro
min max
g¯(x¯) ≤ 0 λ¯ ≥ 0 λ¯ ≤ 0¯
g¯(x¯) ≥ 0 λ¯ ≤ 0 λ¯ ≥ 0¯
Las condiciones de Kuhn y Tucker constituyen condiciones necesarias de optimalidad
local y son solamente aplicables a programas diferenciables, es decir, a programas en los
que las funciones que intervienen en su definicio´n (objetivo y restricciones) son funciones
diferenciables.
Si el programa es convexo las condiciones de Kuhn-Tucker de optimalidad local son
condiciones necesarias y suficientes de optimalidad global. (Si el programa no es convexo
son solamente condiciones necesarias de optimalidad local).
Las condiciones suficientes de o´ptimo local para programas no convexos se pueden ver
en Barbolla, R., Cerda´, E. y Sanz, P. (2000).
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El problema general de optimizacio´n
El problema general de optimizacio´n es aquel que incluye a la vez resticciones de igual-
dad y restricciones de desigualdad (ver Ferna´ndez C., Herna´ndez, F. J.,Vegas J.M. 2002).
La formulacio´n general de un programa con restricciones de igualdad y desigualdad es:
Opt f(x1, . . . , xn)
s.a. h1(x1, . . . , xn) = 0
...
hs(x1, . . . , xn) = 0
g1(x1, . . . , xn) ≤ 0
...
gm(x1, . . . , xn) ≤ 0
(x1, . . . , xn) ∈ S ⊂ Rn

[III]
con f, hk, gj : Rn → R, k = 1, . . . , s, j = 1, . . . ,m.
El nu´mero de restricciones de igualdad tiene que ser menor que el de variables de deci-
sio´n (s < n). De los teoremas de Lagrange y Kuhn-Tucker se deducen las condiciones
necesarias que debe cumplir un punto x¯∗ ∈ S para que sea solucio´n o´ptima de [III]
estas condiciones vienen dadas por el siguiente teorema
Teorema 2.2.6.
Sean f, g1, . . . , gm, h1, . . . , hs, (s < n), funciones de clase C
1 en un subconjunto abierto
S ⊆ Rn con valores en R. Supongamos que x¯∗ = (x∗1, x∗2, . . . , x∗n) es un o´ptimo local de
f en el conjunto
B = {x¯ ∈ S : gj(x¯) ≤ 0, j = 1, . . .m; hk(x¯) = 0, k = 1, . . . , s}
o sea, una solucio´n local del problema [III]. Reordenando las funciones gj si es necesario,
podemos suponer que las restricciones de desigualdad que se saturan en x¯∗ son
g1(x¯
∗) = 0, . . . , gr(x¯∗) = 0, con r ≤ m. Pues bien, si los vectores
{∇g1(x¯∗), . . . ,∇gr(x¯∗), ∇h1(x¯∗), . . . ,∇hs(x¯∗)}
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son linealmente independientes, entonces existen constantes λ∗1, . . . , λ
∗
m y µ
∗
1, . . . , µ
∗
s
tales que
∇f(x¯∗) +
m∑
j=1
λ∗j∇gj(x¯∗) +
s∑
k=1
µ∗k∇hk(x¯∗) = 0¯
λ∗jgj(x¯
∗) = 0 para j = 1, . . . ,m
gj(x¯
∗) ≤ 0 para j = 1, . . . ,m
λ∗j ≥ 0 si x¯∗ es un mı´nimo, λ∗j ≤ 0 si x¯∗ es un ma´ximo.
La condicio´n de regularidad es la independencia lineal de los vectores
{∇g1(x¯∗), . . . ,∇gr(x¯∗), ∇h1(x¯∗), . . . ,∇hs(x¯∗)}
(gradientes de las restricciones saturadas y gradientes de las restricciones de igualdad)
que constituye una garant´ıa de aplicabilidad del teorema.
Si el programa es convexo (como sera´ en nuestro caso) las condiciones de optimalidad
local anteriores son condiciones necesarias y suficientes de optimalidad global.
En la pra´ctica se construye la funcio´n Lagrangiana
L(x¯, λ¯, µ¯) = f(x¯) +
m∑
j=1
λj gj(x¯) +
s∑
k=1
µkhk(x¯)
y se resuelve el sistema de condiciones de Kuhn-Tucker

∂L
∂xi
=
∂f(x¯)
∂xi
+
m∑
j=1
λj
∂gj(x¯)
∂xi
+
s∑
k=1
µk
∂hk(x¯)
∂xi
= 0, i = 1, . . . , n
hk(x¯) = 0 k = 1, . . . , s
gj(x¯) ≤ 0 j = 1, . . . ,m
λj gj(x¯) = 0, j = 1, . . . ,m
λj ≥ 0 para minimizar; λj ≤ 0 para maximizar
Sus soluciones (x¯∗1, . . . , x
∗
n, λ
∗
1, . . . , λ
∗
m, µ
∗
1, . . . , µ
∗
s) proporcionan, queda´ndose con las n
primeras coordenadas (x∗1, . . . , x
∗
n), candidatos a soluciones del programa y se procede
como en los casos anteriores.
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Presentacio´n, ana´lisis y resolucio´n
del problema
3.1. Presentacio´n del problema
• Sea 4k = { θ = (θ1, . . . , θk) ∈ Rk : θj ≥ 0, j = 1, . . . , k,
k∑
j=1
θj = 1 }, k ≥ 2.
• Sean c1, c2, . . . , ck, nu´meros reales conocidos tales que ci ≥ 0, i = 1, . . . , k y
k∑
i=1
ci = 1.
• Sea ω = (ω1, ω2, . . . , ωr) la siguiente transformacio´n lineal de θ para cada r fijo, entre
k y k2 :
ωi = θ1
∑
l∈Li1
cl + θ2
∑
l∈Li2
cl + · · ·+ θk
∑
l∈Lik
cl; i = 1, . . . , r
donde los conjuntos Lij se definen de la siguiente forma:
Para j fijo (1, . . . , k) los elementos Lij del conjunto {Lij}ri=1 verifican:
Li1j ∩ Li2j = ∅, i1 6= i2 = 1, . . . , r
r⋃
i=1
Lij = {1, 2, . . . , k}
Por tanto, para r fijo, k ≤ r ≤ k2 , ω define una distribucio´n de probabilidad finita
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cuya variable aleatoria discreta asociada toma un nu´mero r de valores. Es decir:
ωi ≥ 0, i = 1, . . . , r,
r∑
i=1
ωi = 1.
Conceptualmente tenemos un experimento con k posibles resultados (R1, . . . , Rk) con
distribucio´n de probabilidad (θ1, . . . , θk). Si la transformacio´n lineal redujese la dimen-
sio´n: (ω1, . . . , ωr), r < k, el nuevo experimento observado consistir´ıa en r resultados
(R′1, . . . , R
′
r) y nunca podr´ıa contener como caso particular el experimento (R1, . . . , Rk).
Esta es una de las razones de considerar r ≥ k; posteriormente veremos otras razones
de tipo operacional que tambie´n justifican esta consideracio´n.
Las probabilidades ωi = ωi(θ) pueden tambie´n definirse a partir del producto Kronecker
θ ∗ c . Dichas probabilidades ωi(θ) , i = 1, . . . , r son sumas de probabilidades de θ ∗ c ,
es decir:
ωi(θ) =
∑
j1 , j2
θj1 cj2
Otra forma de definir ω es mediante la siguiente ecuacio´n matricial:
ω = Aθ
ω1
ω2
...
ωr
 =

a11 a12 · · · a1k
a21 a22 · · · a2k
...
...
...
ar1 ar2 · · · ark


θ1
θ2
...
θk

donde A = (aij), aij ≥ 0 , i = 1, . . . , r , j = 1, . . . , k
siendo:
aij =
∑
l∈Lij
cl i = 1, . . . , r , j = 1, . . . , k
Claramente para cualquier j = 1, . . . , k se tiene que
r∑
i=1
aij =
r∑
i=1
∑
l∈Lij
cl =
k∑
l=1
cl = 1
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la u´ltima igualdad se debe a que
r⋃
i=1
Lij = {1, 2, . . . , k} para todo j = 1, . . . , k. Por lo
tanto, la matriz A es una matriz estoca´stica.
Para c = (c1, . . . , ck) fijo, denotamos por Ω
∗
r al conjunto:
Ω∗r = {ω = (ω1(θ), . . . , ωr(θ)) ∈ Rr, ω = Aθ, θ ∈ 4k}
Para todo c y r se verifica que ωi(θ) ≥ 0, i = 1, . . . , r y
r∑
i=1
ωi(θ) = 1. Claramente,
Ω∗r ⊆ Ωr. siendo
Ωr = {ω = (ω1, . . . , ωr) ∈ Rr : ωj ≥ 0, j = 1, . . . , r,
r∑
j=1
ωj = 1 }
En el caso de que ωi(θ) = 0, ∀ θ ∈ 4k para al menos un i, lo cual ocurre cuando
k∑
j=1
aij = 0⇔ aij = 0 ∀j, la dimensio´n de Ω∗r ser´ıa menor que r por lo cual el problema
inicial se definir´ıa con una nueva matriz A obtenida de la anterior excluyendo la fila(s)
de ceros correspondiente(s).
En el caso particular de r = k, la matriz A es cuadrada, si adema´s A es no singular, e´sta
define un transformacio´n lineal biyectiva de Rk en Rk. Tambie´n, en este caso (matriz
A cuadrada) si todos los conjuntos Lij contienen un u´nico elemento y Lij1 ∩ Lij2 =
∅, j1 6= j2 = 1, . . . , k ∀i, entonces la matriz A es doblemente estoca´stica y ω ≺ θ, ω
esta´ mayorizada por θ (Definicio´n 1.2.1).
• Sea H el conjunto de entrop´ıas, definidas sobre Ωr cuyos elementos verifican las
propiedades (ver seccio´n 1.2.) de continuidad, simetr´ıa, siendo adema´s funciones que
alcanzan su valor ma´ximo con la distribucio´n uniforme (propiedades que verifican las
medidas de entrop´ıa presentadas en el cap´ıtulo I).
Se quiere estudiar el comportamiento de H ∈ H como funcio´n de θ, H(ω(θ)) = H(Aθ)
ma´s concretamente, caracterizar el valor o valores de θ que maximizan dicha entrop´ıa.
Fijada H ∈ H hay que resolver el siguiente programa matema´tico
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ma´xH(Aθ)
s.a.
θj ≥ 0 j = 1, . . . , k
k∑
j=1
θj = 1

[I]
3.2. Me´todo alternativo
Para calcular anal´ıticamente la solucio´n del programa anterior hay que aplicar el teorema
de Kuhn-Tucker que exige la diferenciabilidad de H y resolver sistemas de ecuaciones
no lineales bastante complejos (formados a partir de las condiciones de Kuhn-Tucker),
lo que supone en la mayor´ıa de los casos la necesidad de utilizar me´todos nume´ricos
que nos proporcionan soluciones aproximadas. Nosotros proponemos a continuacio´n un
me´todo para la obtencio´n de una solucio´n aproximada del programa anterior, solucio´n
que presenta dos cualidades fundamentales:
1. Se puede considerar bajo determinadas condiciones, como solucio´n del programa [I]
independientemente de la entrop´ıa considerada ya que, entonces, el error cometido
es despreciable.
2. Puede servir como punto inicial para los me´todos de optimizacio´n denominados
“me´todos de busqueda directa” que se caracterizan por la no utilizacio´n expl´ıcita
de las derivadas de la funcio´n objetivo en las te´cnicas de optimizacio´n y que per-
miten tambie´n como caso especial, calcular la solucio´n del programa [I] cuando
H ∈ H no es diferenciable.
El me´todo consiste en resolver el sistema (cuando sea compatible)
ω(0) = Aθ (∗)
con ω(0) = (1/r, . . . , 1/r), es decir, encontrar θ ∈ 4k que se transforma en la distri-
bucio´n uniforme, que es justamente la distribucio´n en la que cualquier H ∈ H alcanza
el valor ma´ximo absoluto. Si el sistema es incompatible se busca una “seudosolucio´n”
conocida en la literatura como solucio´n mı´nimo cuadra´tica del sistema (∗), mediante la
resolucio´n del siguiente programa matema´tico
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mı´n ||ω(0) − Aθ||
s.a.
θj ≥ 0, j = 1, . . . , k
k∑
j=1
θj = 1

[II]
con || · || la norma eucl´ıdea.
Entre las ventajas que aporta este me´todo cabe destacar:
a) A la solucio´n del programa [II] se llega mediante la resolucio´n de sistemas de
ecuaciones lineales.
b) Para algunas entrop´ıas de la familia H como por ejemplo: Re´nyi de orden 2 y
Havrda y Charva´t de grado 2, la solucio´n del programa [I] coincide con la del
programa [II].
c) Respeta la idea intuitiva de que la distribucio´n θ ∈ 4k solucio´n de [II], o es la
que se transforma en la distribucio´n uniforme ω(0), o es la que se transforma en
la ma´s parecida (pro´xima en norma ecucl´ıdea a ω(0)).
3.2.1. Caracter´ısticas de las soluciones de [I] y [II]
1. Sea θ∗H la solucio´n del programa [I] y ω
∗
H = Aθ
∗
H , sea θ
∗ la solucio´n del programa
[II] y ω∗ = Aθ∗, es decir, ω∗ es el punto ma´s pro´ximo a ω(0) dentro del conjunto
Ω∗r; ω
∗
H = ω
∗ cuando la proyeccio´n del vector gradiente ∇H(ω∗) sobre el plano
determinado por los puntos ω∗, ω∗H y ω
(0) tiene la misma direccio´n y sentido que
el vector v¯ = ω∗ω(0) . Esta condicio´n se da obviamente para entrop´ıas H ∈ H con
conjuntos de nivel definidos por puntos ω equidistantes de ω(0) como son Re´nyi
de orden 2 y Havrda y Charva´t de grado 2.
2. Una vez fijada la variedad lineal ω = Aθ cada medida de entrop´ıa H localizara´ el
punto o´ptimo sobre ella, ω∗H , a partir del conjunto de nivel tangente a dicha
variedad. Por contra ω∗ no depende de la medida H elegida.
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3. Para cualquier H ∈ H se tiene
H(ω∗H)−H(ω∗) < H(ω(0))−H(ω∗)
la anterior desigualdad nos proporciona una primera valoracio´n del error cometido.
Dadas las caracter´ısticas de los programas [I] y [II] se podr´ıa pensar en la equivalencia
entre ambos programas, el siguiente contraejemplo, pone de manifiesto que de forma
general no existe tal equivalencia.
Contraejemplo. Sea
ω =

0.2 0
0.8 0.2
0 0,8
 θ
con θ ∈ 42 y ω ∈ Ω∗3 ⊂ Ω3 siendo
Ω∗3 = {ω = (ω1(θ), ω2(θ), ω3(θ)) ∈ Ω3/ ω = Aθ, θ ∈ 42}
que se puede expresar como:
Ω∗3 = {ω ∈ Ω3/ω2 = 3ω1 + 0.2 , ω3 = 1− ω1 − ω2}
Se puede comprobar que la solucio´n del programa [I] (que se ha obtenido utilizando un programa de
ca´lculo simbolico) con la entrop´ıa de Shannon es θ∗Sh = (0.55, 0.45), que se transforma por ω = Aθ en
ω∗Sh = (0.11, 0.53, 0.36) como el punto de la variedad lineal Ω
∗
3 de ma´xima entrop´ıa.
Por otra parte la solucio´n del programa [II] es θ∗ = (0.5, 0.5) que se transforma por ω = Aθ en
el punto ω∗ = (0.1, 0.5, 0.4) como el ma´s pro´ximo de los pertenecientes a la variedad lineal Ω∗3 a
ω(0) = (1/3, 1/3, 1/3), por tanto, los dos programas no son equivalentes. Los valores de la entrop´ıa de
Shannon para estas distribuciones son:
H(Aθ∗Sh) = H(ω
∗
Sh) = 0.947
H(Aθ∗) = H(ω∗) = 0.943.
Aunque la diferencia entre θ∗Sh y θ
∗ puede parecer significativa, la diferencia entre los valores de la
entrop´ıa que producen Aθ∗Sh y Aθ
∗ es insignificante.
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3.2.2. Ana´lisis del error cometido
En algunas situaciones se puede considerar como solucio´n del programa [I] la solucio´n
aproximada obtenida mediante el programa [II] independientemente de la entrop´ıa fijada
ya que entonces el error cometido es despreciable. Tal es el caso de determinadas varie-
dades lineales (que analizaremos posteriormente), o de aquellas medidas de entrop´ıa de
la familia H cuyos conjuntos de nivel mantienen una cierta “esfericidad”, es decir, uni-
formidad de las distancias entre los puntos que forman dichos conjuntos de nivel y ω(0).
Tambie´n, si ω∗ esta´ pro´ximo a ω(0) el error sera´ pequen˜o. Analizamos a continuacio´n
esta situacio´n:
1. Fijado r ≥ k.
2. Fijada la variedad lineal ω = Aθ
3. Sea ω∗ = Aθ∗, es decir, el punto de la variedad lineal tal que
||ω∗ − ω(0)|| = mı´n
ω=Aθ
||ω − ω(0)||
4. Sea ω∗H = Aθ
∗
H , es decir, el punto de la variedad lineal tal que, para la entrop´ıa
H ∈ H
ma´x
ω=Aθ
H(ω) = H(ω∗H)
5. Supongamos que ω∗ es un punto pro´ximo a ω(0), es decir ||ω∗ − ω(0)|| ≤ δ
Vamos a estudiar el error cometido, en unidades de entrop´ıa, al elegir el punto ω∗ en
lugar de ω∗H . Para ello vamos a acotar el valor de H(ω
∗
H)−H(ω∗). Teniendo en cuenta
que esta diferencia depende de la entrop´ıa elegida H, parece ma´s razonable estudiar el
error relativo:
4H∗ = H(ω
∗
H)−H(ω∗)
H(ω(0))
es decir, la pe´rdida relativa de entrop´ıa, en relacio´n a la entrop´ıa ma´xima H(ω(0)).
Las situaciones que pueden presentarse, segu´n las diferentes entrop´ıas son:
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a) ω∗H esta´ alejado de ω
∗
Esta situacio´n so´lo puede ocurrir si el crecimiento de H en la direccio´n del vector ω∗ω∗H
es muy lento en relacio´n al crecimiento en la direccio´n del vector ω∗ω(0).
Por la continuidad de la entrop´ıa H, existe un punto ωAH pertenenciente al segmento
[ω∗, ω(0)] tal que H(ωAH) = H(ω
∗
H) es decir, el conjunto de nivel al que pertenece ω
∗
H
pasa por dicho punto y evidentemente se verifica que
||ω∗ − ωAH || < ||ω∗ − ω(0)|| ≤ δ
es decir, ω∗ y ωAH son puntos pro´ximos.
Fijado α > 0, sea H = αH(ω
(0)) > 0, entonces, por la continuidad de H, existe un
δH > 0 tal que si
||ω∗ − ω|| < δH ⇒ |H(ω)−H(ω
∗)|
H(ω(0))
< α
por tanto
H(ωAH)−H(ω∗)
H(ω(0))
= 4H∗ < α (por ejemplo α = 0.1)
para todo H, δ < δH .
b) ω∗H esta´ pro´ximo a ω
∗
||ω∗ − ω∗H || ≤ δ
por la continuidad de H se tiene que
4H∗ = H(ω
∗
H)−H(ω∗)
H(ω(0))
< α
para todo H tal que δ < δH .
Por otra parte si H es diferenciable, dada la proximidad entre ω∗H y ω
∗ se pueden
utilizar las aproximaciones del incremento de H que se deducen de la diferenciabilidad
de H.
H(ω∗H)−H(ω∗) ≈ ||∇H(ω∗)|| ||ω∗H − ω∗||cosα
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con α el a´ngulo que forman los vectores ∇H(ω∗) y ω∗ω∗H .
Si H es co´ncava en 4k
H(ω∗H)−H(ω∗) ≤ ||∇H(ω∗)|| ||ω∗H − ω∗||cosα
luego
H(ω∗H)−H(ω∗) ≤ ||∇H(ω∗)||δ
de nuevo, la medida H elegida influye determinantemente en 4H.
Por u´ltimo, tal como se comentaba al principio de esta seccio´n, existen unas determina-
das variedades lineales cuyas propiedades merece la pena comentar.
1. Sea r > k
2. Sea ω = Aθ, la variedad lineal tal que ωi1 = c1, ωi2 = c2, . . . , ωih = ch con
ci > 0, i = 1, . . . , h;
h∑
i=1
ci < 1 y r − h ≥ k (esta u´ltima desigualdad permite
que la matriz A pueda ser de rango completo)
entonces el punto ω(1) de componentes
ω
(1)
il
=
1−
h∑
i=1
ci
r − h l = h+ 1, . . . , r
ω
(1)
il
= cl l = 1, . . . , h
es el punto ma´s pro´ximo a ω(0) entre los que verifican la condicio´n 2 anterior.
Si ω(1) ∈ Aθ ⇒ ω(1) = ω∗ = ω∗H para cualquier entrop´ıa, por ser ω(1) la “distribucio´n
uniforme” dentro de la variedad lineal.
De aqu´ı, se deduce que para variedades lineales tales que uno o varios ωi verifiquen:
ci ≤ ωi < ci +  ( pequen˜o)
las soluciones ω∗ y ω∗H coincidira´n pra´cticamente para toda entrop´ıa.
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3.2.3. Ejemplos de acotacio´n del error
Una cota para 4H∗, sencilla de calcular para cualquier entrop´ıa H, una vez fijada la
variedad lineal ω = Aθ, es la siguiente
4H∗ < H(ω
(0))−H(ω∗)
H(ω(0))
= 4H(0)
Las tablas 1, 2 y 3 muestran para diferentes medidas de entrop´ıa y diferentes distancias
δ = ||ω∗ − ω(0)||, con r = 3, los valores ma´ximos de 4H(0) para cualquier variedad
lineal.
Interpretacio´n: Fijado δ y el para´metro de la entrop´ıa, 4H(0) es menor o igual que la
cantidad que aparece en la casilla correspondiente.
Tabla 1. Entrop´ıa de Re´nyi de para´metro t.
max4H(0) t = 1/2 t = 2 t = 3 t = 4
δ = 0.1 0.0065 0.02 0.041 0.054
δ = 0.2 0.0347 0.102 0.147 0.189
δ = 0.3 0.0910 0.213 0.295 0.345
δ = 0.4 0.2690 0.353 0.447 0.501
δ = 0.5 0.3560 0.509 0.595 0.639
Tabla 2. Entrop´ıa de Havrda y Charva´t de para´metro s.
max4H(0) s = 1/2 s = 2 s = 3 s = 4
δ = 0.1 0.0086 0.013 0.013 0.0065
δ = 0.2 0.0434 0.061 0.047 0.0326
δ = 0.3 0.1173 0.135 0.101 0.0826
δ = 0.4 0.3304 0.241 0.208 0.1611
δ = 0.5 0.4261 0.375 0.339 0.273
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Tabla 3. Entrop´ıa de Shannon.
δ max4H(0)
δ = 0.1 0.015
δ = 0.2 0.062
δ = 0.3 0.153
δ = 0.4 0.331
δ = 0.5 0.432
Observaciones
1. Diremos que una variedad lineal esta´ alejada cuando ω∗ no pertenezca a la bola
cerrada de centro ω(0) y radio
√
r − 2
2r
siendo
√
r − 2
2r
la distancia entre el
punto ω(0) = (1/r, . . . , 1/r) y el punto medio del segmento que une cualquier
par de ve´rtices del conjunto Ωr, por tanto, los resultados de las dos u´ltimas filas
corresponden a pe´rdidas relativas para variedades lineales alejadas ya que√
r − 2
2r
=
√
1
6
= 0,4082.
2. Las cotas presentadas en las tablas son so´lo eso. No quiere decir que 4H∗ tenga
ese orden de magnitud. Si se fija la variedad lineal se pueden obtener los valores
exactos de 4H∗ que sera´n inferiores a los de las tablas.
3. Analizadas las tablas se observa que en el caso de la entrop´ıa de Re´nyi (Tabla 1)
es conveniente disminuir el valor del para´metro t para reducir el error 4H∗. En el
caso de la entrop´ıa de Havrda y Charva´t (Tabla 2) es conveniente aumentar el valor
del para´metro s, (s > 1) para reducir dicho error. Aumentar o disminuir, exage-
radamente, los valores de los para´metros ocasiona generalmente una pe´rdida de
poder discriminante de las entrop´ıas frente a distribuciones “pro´ximas” ω(1), ω(2).
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Por otra parte, fijado α = 0,1 la desigualdad
H(ω(0))−H(ω∗)
H(ω(0))
< 0,1
se verifica para todo ω∗ tal que:
1. H entrop´ıa de Shannon
||ω∗ − ω(0)|| ≤ 0,24
2. H entrop´ıa de Re´nyi (1 < t ≤ 5)
||ω∗ − ω(0)|| ≤ 0,17
3. H entrop´ıa de Havrda y Cha´rvat (2 < s ≤ 6)
||ω∗ − ω(0)|| ≤ 0,3
Conclusiones:
Fijado el problema a resolver, como el definido por el programa [I], se pueden estalecer
las siguientes consideraciones:
1. Fijada la variedad lineal, la distribucio´n de ma´xima entrop´ıa ω∗H = Aθ
∗
H depende
de la medida de entrop´ıa escogida, en contra de la idea intuitiva de que fijada la va-
riedad lineal, la ma´xima entrop´ıa es una cualidad de una determinada distribucio´n
y no depende del instrumento de medida elegido.
2. Para puntos ω∗ pro´ximos a ω(0), la solucio´n del programa [II], ω∗ resulta una
buena aproximacio´n de la solucio´n del programa [I], independientemente de la
entrop´ıa elegida.
3. Se deben preferir las entrop´ıas cuyos conjuntos de nivel mantengan una cierta
“esfericidad”, es decir, uniformidad de las distancias entre los puntos que forman
los conjuntos de nivel y ω(0) pues en tal caso, se asegura la proximidad entre la
solucio´n del programa [I] y la solucio´n del programa [II] independientemente de
cual sea la variedad lineal fijada.
4. Para las entrop´ıas: Re´nyi de orden 2 y Havrda y Charva´t de grado 2, la solucio´n
del programa [I] coincide con la del programa [II].
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3.3. Formulacio´n del programa
1. El problema de programacio´n matema´tica que debemos resolver es el siguiente:
mı´n ||ω(0) − Aθ||
s.a.
θj ≥ 0, j = 1, . . . , k
k∑
j=1
θj = 1

o de forma equivalente
mı´n ||ω(0) − Aθ||2
s.a.
θj ≥ 0, j = 1, . . . , k
k∑
j=1
θj = 1

[II]
2. Caracter´ısticas de la funcio´n objetivo y de la regio´n factible.
a) Funcio´n objetivo
G(θ) = ||ω(0) − Aθ ||2 =
r∑
i=1
(
1
r
−
k∑
j=1
aij θj
)2
es una funcio´n continua y diferenciable en Rk como funcio´n de θ.
La matriz Hessiana
HG(θ) = 2(hij)i,j=1,...,k
es una matriz sime´trica con
hii =
r∑
l=1
a2li = a
2
1i + a
2
2i + · · ·+ a2ri i = 1, . . . , k
hij = hji =
r∑
l=1
alialj i 6= j = 1, . . . , k
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La matriz HG(θ) puede escribirse:
HG(θ) = 2A′A
Al ser A′A una matriz semidefinida positiva, si A es de rango completo A′A
es definida positiva, lo que implica que HG(θ) sera´ semidefinida positiva o defini-
da positiva dependiendo del rango de A (Proposicio´n A.2.2). Por tanto G(θ) es
una funcio´n convexa en ambas situaciones, siendo estrictamente convexa cuando
la matriz A sea de rango completo (Proposicio´n 2.1.2).
b) El conjunto de soluciones factibles
4k = { θ = (θ1, . . . , θk) ∈ Rk : θj ≥ 0, j = 1, . . . , k,
k∑
j=1
θj = 1 }
es cerrado, acotado y convexo.
Demostracio´n.
Es cerrado, pues su complementario es abierto, y acotado, pues existen bolas de
radio finito que lo contienen (ver definicio´n B.1.1). Demostraremos que es convexo
utilizando la definicio´n de conjunto convexo; es decir, tenemos que demostrar que
para cada par de puntos θ(1) , θ(2) ∈ 4k y para todo λ ∈ [0, 1] se verifica que
θ(3) = λθ(1) + (1− λ)θ(2) ∈ 4k.
Sea θ(3) = (θ
(3)
1 , . . . , θ
(3)
k ); θ
(3) = (λθ
(1)
1 + (1 − λ)θ(2)1 , . . . , λθ(1)k + (1 − λ)θ(2)k ),
luego θ
(3)
j = λθ
(1)
j + (1− λ)θ(2)j , j = 1, . . . , k de donde se desprende que
θ
(3)
j ≥ 0 j = 1, . . . , k y como
k∑
j=1
θ
(3)
j = λ
k∑
j=1
θ
(1)
j + (1− λ)
k∑
j=1
θ
(2)
j = λ+ (1− λ) = 1
queda demostrado que θ(3) ∈ 4k y por tanto 4k es convexo.
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3. Consecuencias.
Como la funcio´n objetivo es convexa y el conjunto 4k es convexo, el problema de mi-
nimizacio´n [II] es convexo para mı´nimo y el teorema fundamental de la programacio´n
convexa (Teorema 2.2.3) garantiza que si θ∗ es un mı´nimo local, entonces es un mı´nimo
global, siendo convexo el conjunto de todos los mı´nimos del programa.
Puesto que 4k es un conjunto cerrado y acotado y G(θ) es continua en 4k, el teo-
rema de Weierstrass (Teorema 2.2.1) garantiza que G(θ) alcanza un valor mı´nimo en
4k luego el conjunto de soluciones del programa [II] es no vac´ıo.
Las condiciones de Kuhn-Tucker caracterizan las soluciones globales en programas con-
vexos, tanto de minimizacio´n como de maximizacio´n.
Todo θ∗ que verifique las condiciones de Kuhn-Tucker sera´ un mı´nimo global.
3.4. Resolucio´n del programa
Como se trata de un programa convexo de minimizacio´n, las condiciones de Kuhn-
Tucker son condiciones necesarias y suficientes para la existencia de o´ptimo global θ∗
(no necesariamente u´nico) que sera´ u´nico cuando la funcio´n objetivo sea estrictamente
convexa.
Estas condiciones en nuestro caso son las siguientes:
(1)
∂L
∂θj
(θ∗) = 0 j = 1, . . . , k
(2) λj θ
∗
j = 0 j = 1, . . . , k
(3) θ∗j ≥ 0 j = 1, . . . , k
(4) λj ≤ 0 j = 1, . . . , k
(5)
k∑
j=1
θ∗j = 1
siendo L la funcio´n Lagragiana:
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L(θ1, . . . , θk, λ1, . . . , λk, µ ) = G(θ) +
k∑
j=1
λjθj + µ
(
k∑
j=1
θj − 1
)
Para resolver anal´ıticamente el programa, hay que encontrar las soluciones del siguiente
conjunto de ecuaciones formado por las condiciones de Kuhn-Tucker.
(1) −2
(
r∑
i=1
aij
(
1
r
−
k∑
l=1
ailθl
))
+ λj + µ = 0 j = 1, . . . , k
(2) λj θj = 0 j = 1, . . . , k
(3) θj ≥ 0 j = 1, . . . , k
(4) λj ≤ 0 j = 1, . . . , k
(5)
k∑
j=1
θj = 1
es decir, hay un total de 4k + 1 condiciones. Obse´rvese que µ puede tomar cualquier
valor en R por ser el mutiplicador correspondiente a una restriccio´n de igualdad.
Las hipo´tesis que podemos hacer sobre los valores que toman los λj, j = 1, . . . , k
atendiendo a las restricciones que se saturan (comenzando por el caso en el que no se
satura ninguna restriccio´n) se resumen en los siguientes 2k − 1 casos:
1. λ1 = λ2 = . . . = λk = 0
2. λi1 = λi2 = . . . = λik−1 = 0; i1 < i2 < . . . < ik−1 ∈ {1, . . . , k};
 k
k − 1
 casos
3. λi1 = λi2 = . . . = λik−2 = 0; i1 < i2 < . . . < ik−2 ∈ {1, . . . , k};
 k
k − 2
 casos
...
...
k − 1. λi1 = λi2 = 0; i1 < i2 ∈ {1, . . . , k};
 k
2
 casos
k. λi = 0; i ∈ {1, . . . , k};
 k
1
 casos.
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 k
1
+
 k
2
+ · · ·+
 k
k − 2
+
 k
k − 1
+
 k
k
 = 2k − 1.
En el caso k + 1, se saturan todas las restricciones (λ1 ≤ 0, λ2 ≤ 0, · · · , λk ≤ 0) por
tanto ha de verificarse el sistema:
θ1 = θ2 = · · · = θk = 0
θ1 + θ2 + · · ·+ θk = 1

que carece de solucio´n.
Dada la forma de las restricciones del programa, es fa´cil demostrar que se verifican las
condiciones de regularidad (citadas en el cap´ıtulo anterior) en cada uno de los casos.
Nota.- En adelante se utilizara´ la notacio´n matricial presentada en el ape´ndice A.
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3.4.1. rg(A) = k, A matriz de rango completo
Para encontrar la solucio´n del programa que va a ser u´nica, pues la funcio´n objetivo
es estrictamente convexa, y esta´ grarantizada su existencia por el T. de Weierstrass,
analizamos cada uno de los casos citados anteriormente, teniendo en cuenta que cuando
encontremos un θ∗ en alguno de estos casos que verifique las condiciones de Kuhn-
Tucker no sera´ necesario seguir.
Caso 1.
Si λ1 = λ2 = · · · = λk = 0 resulta el siguiente sistema de ecuaciones lineales, formado
por las condiciones (1) y (5).
−2
a11
r
− a11
k∑
j=1
a1jθj
+
a21
r
− a21
k∑
j=1
a2jθj
+ · · ·+
ar1
r
− ar1
k∑
j=1
arjθj
+ µ = 0
−2
a12
r
− a12
k∑
j=1
a1jθj
+
a22
r
− a22
k∑
j=1
a2jθj
+ · · ·+
ar2
r
− ar2
k∑
j=1
arjθj
+ µ = 0
...................................................................................
−2
a1k
r
− a1k
k∑
j=1
a1jθj
+
a2k
r
− a2k
k∑
j=1
a2jθj
+ · · ·+
ark
r
− ark
k∑
j=1
arjθj
+ µ = 0
θ1 + θ2 + · · · + θk = 1

y considerando que
r∑
i=1
aij = 1, j = 1, . . . , k llegamos a este otro sistema equivalente
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2
(
r∑
i=1
a2i1
)
θ1 + 2
(
r∑
i=1
ai1ai2
)
θ2 + · · ·+ 2
(
r∑
i=1
ai1aik
)
θk + µ =
2
r
2
(
r∑
i=1
ai2ai1
)
θ1 + 2
(
r∑
i=1
a2i2
)
θ2 + · · ·+ 2
(
r∑
i=1
ai2aik
)
θk + µ =
2
r
...............................................................................
2
(
r∑
i=1
aikai1
)
θ1 + 2
(
r∑
i=1
aikai2
)
θ2 + · · ·+ 2
(
r∑
i=1
a2ik
)
θk + µ =
2
r
θ1 + θ2 + · · · + θk = 1

[1]
La matriz formada por los coeficientes de los θj, j = 1, · · · , k correspondientes a las k
primeras ecuaciones coincide con la matriz hessiana HG(θ), es decir 2(hij)i,j=1,...,k o
2A′A.
Si llamamos a esta matriz Hk las matrices de coeficientes y ampliada del sistema [1]
son:
M =
 Hk 1k×1
1′k×1 O
 ; M∗ =
 Hk 1k×1 Nk×1
1′k×1 O 1

siendo 1′k×1 = (
k veces︷ ︸︸ ︷
1 . . . 1 ), O = (0), N ′k×1 = (
k veces︷ ︸︸ ︷
2/r . . . 2/r ) y 1 = (1)
por tanto, M es una matriz cuadrada de orden (k + 1) × (k + 1) y M∗ es una matriz
de orden (k + 1)× (k + 2).
Estudio de la compatibilidad del sistema [1]. Resolucio´n
Se trata de un sistema de ecuaciones lineales, por el teorema de Rouche-Frobenius el
sistema es compatible si y so´lo si rg(M) = rg(M∗).
a) Estudio del rango de M
El rango de M viene determinado por el rango de A cuando A es de rango completo
como se refleja en las siguientes proposiciones:
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Proposicio´n 3.4.1.
Dada la matriz
M =
 Hn 1n×1
1′n×1 O

donde Hn es sime´trica con elementos reales, 1
′
n×1 = (
n veces︷ ︸︸ ︷
1 . . . 1 ), O = (0).
Si Hn es definida positiva, entonces M es no singular.
Demostracio´n.
Tenemos que demostrar que si Hn es definida positiva entonces |M | 6= 0. Por ser
Hn definida positiva la forma cuadra´tica q(x¯) = x¯
′Hnx¯ con matriz asociada Hn es
definida positiva, y por definicio´n q(x¯) > 0, para todo x¯ ∈ Rn, x¯ 6= 0 por tanto q(x¯)
es definida positiva en cualquier subconjunto de Rn; en particular, en el conjunto
S = {x¯ ∈ Rn/ x1 + x2 + · · ·+ xn = 0 } = {x¯ ∈ Rn/Bx¯ = 0 }
con B = (1 . . . 1), luego la forma cuadra´tica restringida q(x¯) = x¯′Hnx¯ sujeta a Bx¯ = 0
es definida positiva.
Por el lema A.2.1 (Ape´n. A) (obse´rvese que aqu´ı m = 1 y rg(B) = 1 ) existe una forma
cuadra´tica q∗(y¯) = y¯ ′Ey¯ con y¯ ∈ Rn−1 con matriz asociada E, tal que q∗ es definida
positiva, lo que nos permite afirmar que |E| 6= 0.
Por el Lema A.2.2, en nuestro caso para i = n− 1, se obtiene que |M | = −1 · 1 · |E|
y al ser |E| 6= 0⇒ |M | 6= 0, como quer´ıamos demostrar.
Proposicio´n 3.4.2.
Dada la matriz
M =
 Hn 1n×1
1′n×1 O

donde Hn es sime´trica con elementos reales, 1
′
n×1 = (
n veces︷ ︸︸ ︷
1 . . . 1 ), O = (0).
Si Hn = 2B
′B y B es de rango completo, entonces M es no singular.
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Demostracio´n
Tenemos que demostrar que si B es de rango completo |M | 6= 0. Por ser B de
rango completo Hn = 2B
′B es definida positiva (Proposicio´n A.2.2) luego aplicando la
proposicio´n anterior queda demostrado que M es no singular.
En nuestro caso rg(M) = k + 1
b) Estudio del rango de M∗
El rango de la matriz M∗ es k + 1 pues existe un menor de orden k + 1 formado por
sus primeras k + 1 columnas distinto de 0.
c) Resolucio´n
Como rg(M) = rg(M∗) = k + 1 = nu´mero de inco´gnitas, el sistema es compatible
determinado, por tanto la solucio´n es u´nica pudie´ndose obtener e´sta por las conocidas
fo´rmulas de Cramer:
θ ∗j =
∣∣Mθj ∣∣
|M | j = 1, . . . , k
µ∗ =
|Mµ|
|M |
siendo:
Mθj la matriz que se obtiene de M reemplazando la columna j-e´sima j = 1, . . . , k por
la columna de te´rminos independientes
Mµ la matriz que se obtiene de M reemplazando la columna (k + 1)-e´sima por la
columna de te´rminos independientes.
Necesitamos finalmente verificar que estos θ ∗j , j = 1, . . . , k cumplen las condiciones de
Kuhn-Tucker (µ puede tomar cualquier valor en R) que en nuestro caso se reduce a la
condicio´n (3) es decir θj ≥ 0, j = 1, . . . , k.
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Caso 2. λi1 = λi2 = · · · = λik−1 = 0; i1 < i2 < . . . < ik−1 ∈ {1, . . . , k}
Supongamos, sin pe´rdida de generalidad, que λih = λh, h = 1, . . . , k − 1. El sistema
de ecuaciones lineales que resulta teniendo en cuenta las condiciones (1), (2) y (5) de
Kuhn-Tucker, es el siguiente:
−2
 a11
r
− a11
k−1∑
j=1
a1jθj
 +
a21
r
− a21
k−1∑
j=1
a2jθj
 + · · ·+
ar1
r
− ar1
k−1∑
j=1
arjθj
 + µ = 0
−2
 a12
r
− a12
k−1∑
j=1
a1jθj
 +
a22
r
− a22
k−1∑
j=1
a2jθj
 + · · ·+
ar2
r
− ar2
k−1∑
j=1
arjθj
 + µ = 0
........................................................................................................................
−2
a1k
r
− a1k
k−1∑
j=1
a1jθj
+
a2k
r
− a2k
k−1∑
j=1
a2jθj
+ · · ·+
ark
r
− ark
k−1∑
j=1
arjθj
+ λk + µ = 0
θ1 + θ2 + · · · + θk−1 = 1

y considerando que
r∑
i=1
aij = 1, j = 1, . . . , k, llegamos a este otro sistema equivalente
2
(
r∑
i=1
a2i1
)
θ1 + 2
(
r∑
i=1
ai1ai2
)
θ2 + · · · + 2
(
r∑
i=1
ai1aik−1
)
θk−1 + µ =
2
r
2
(
r∑
i=1
ai2ai1
)
θ1 + 2
(
r∑
i=1
a2i2
)
θ2 + · · · + 2
(
r∑
i=1
ai2aik−1
)
θk−1 + µ =
2
r
...
...
...
...
2
(
r∑
i=1
aikai1
)
θ1 + 2
(
r∑
i=1
aikai2
)
θ2 + · · · + 2
(
r∑
i=1
aikaik−1
)
θk−1 + λk + µ =
2
r
θ1 + θ2 + · · · + θk−1 = 1

[2]
La matriz formada por los coeficientes de los θj, j = 1, . . . , k − 1, correspondientes a
las k primeras ecuaciones, es una submatriz de la matriz hessiana Hk que se obtiene
eliminando la columna k-e´sima de la msima. Si llamamos a esta matriz Hk×(k−1) y la
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particionamos de la siguiente forma:
Hk×(k−1) =
 H(k−1)
H1×(k−1)

con H(k−1) matriz cuadrada de orden (k − 1) formada por las k − 1 primeras filas
de Hk×(k−1) (en definitiva, H(k−1) es la matriz que resulta de suprimir la u´ltima fila y
columna de Hk ) y H1×(k−1) la matriz de orden 1× (k − 1) formada por la fila k-e´sima
de Hk×(k−1), entonces las matrices de coeficientes y ampliada del sistema [2] son, res-
pectivamente
M =

H(k−1) O(k−1)×1 1(k−1)×1
H1×(k−1) 1 1
1
′
(k−1)×1 O O
 ,
M∗ =

H(k−1) O(k−1)×1 1(k−1)×1 N(k−1)×1
H1×(k−1) 1 1 N1
1
′
(k−1)×1 O O 1

siendo O(k−1)×1 la matriz nula de orden (k − 1)× 1, N ′(k−1)×1 = (
(k−1 veces)︷ ︸︸ ︷
2/r · · · 2/r ),
N1 = (2/r); 1
′
(k−1)×1 = (
(k−1)︷ ︸︸ ︷
1, . . . , 1 ) , 1 = (1) y O = (0).
M es por tanto, una matriz cuadrada de orden (k + 1) × (k + 1) y M∗ es una matriz
de orden (k + 1)× (k + 2).
Estudio de la compatibilidad del sistema [2]. Resolucio´n
Se trata de un sistema de ecuaciones lineales, por el teorema de Rouche-Frobenius, el
sistema es compatible si y so´lo si rg(M) = rg(M∗).
a) Estudio del rango de M
En este caso el rango de M es k + 1.
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Demostracio´n. Tenemos que demostrar que |M | 6= 0. Desarrollando dicho determinante
por la columna k-e´sima, resulta que
|M | = (−1)2k
∣∣∣∣∣∣∣
H(k−1) 1(k−1)×1
1
′
(k−1)×1 0
∣∣∣∣∣∣∣
H(k−1) es definida positiva por serlo Hk (proposicio´n A.2.1) luego por la proposicio´n
3.4.1. M es no singular por lo que rg(M) = k + 1.
b) Estudio del rango de M∗
El rango de la matriz M∗ es k + 1 pues existe un menor de orden k + 1 formado por
sus primeras k + 1 columnas distinto de 0.
c) Resolucio´n
Como rg(M) = rg(M∗) = k + 1 = nu´mero de inco´gnitas, el sistema es compatible
determinado, por tanto, la solucio´n es u´nica pudie´ndose obtener e´sta por las conocidas
fo´rmulas de Cramer:
θ ∗j =
∣∣Mθj ∣∣
|M | j = 1, . . . , k − 1
λ ∗k =
|Mλk |
|M |
µ∗ =
|Mµ|
|M |
siendo:
Mθj la matriz que se obtiene de M reemplazando la columna j-e´sima, j = 1, . . . , k− 1
por la columna de te´rminos independientes
Mλk la matriz que se obtiene de M reemplazando la columna k-e´sima por la columna
de te´rminos independientes
Mµ la matriz que se obtiene de M reemplazando la columna (k + 1)-e´sima por la
columna de te´rminos independientes.
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Necesitamos finalmente verificar que se cumplen las condiciones de Kuhn-Tucker que en
este caso son las condiciones (3) y (4), θ∗j ≥ 0, j = 1, . . . , k − 1, y λ∗k ≤ 0 (µ puede
tomar cualquier valor en R).
Para cualquier otra reordenacio´n de los λih = 0, h = 1, . . . , k − 1, siguen siendo va´li-
das las conclusiones sobre el estudio de la compatibilidad y resolucio´n del sistema [2],
obtenidas anteriormente ya que, aunque la matriz M no este´ particionada de la misma
forma en la que aparece anteriormente, se sigue verificando que |M | 6= 0 por las mismas
razones expuestas, basta desarrollar dicho determinante por la columna adecuada para
cada caso.
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Caso 3. λi1 = λi2 = . . . = λik−2 = 0; i1 < i2 < . . . < ik−2 ∈ {1, . . . , k}
Supongamos, sin pe´rdida de generalidad, que λih = λh, h = 1, . . . , k − 2. El sistema
de ecuaciones lineales que resulta teniendo en cuenta las condiciones (1), (2) y (5) de
Kuhn-Tucker, es el siguiente:
−2
 a11
r
− a11
k−2∑
j=1
a1jθj
 +
a21
r
− a21
k−2∑
j=1
a2jθj
 + · · ·+
ar1
r
− ar1
k−2∑
j=1
arjθj
 + µ = 0
−2
 a12
r
− a12
k−2∑
j=1
a1jθj
 +
a22
r
− a22
k−2∑
j=1
a2jθj
 + · · ·+
ar2
r
− ar2
k−2∑
j=1
arjθj
 + µ = 0
........................................................................................................................
−2
a1k−1
r
− a1k−1
k−2∑
j=1
a1jθj
+
a2k−1
r
− a2k−1
k−2∑
j=1
a2jθj
+ · · ·+
ark−1
r
− ark−1
k−2∑
j=1
arjθj
 + λk−1 + µ = 0
−2
a1k
r
− a1k
k−2∑
j=1
a1jθj
 +
a2k
r
− a2k
k−2∑
j=1
a2jθj
 + · · ·+
ark
r
− ark
k−2∑
j=1
arjθj
 + λk + µ = 0
θ1 + θ2 + · · · + θk−2 = 1

y considerando que
r∑
i=1
aij = 1, j = 1, . . . , k, llegamos a este otro sistema equivalente
2
(
r∑
i=1
a2i1
)
θ1 + 2
(
r∑
i=1
ai1ai2
)
θ2 + · · · + 2
(
r∑
i=1
ai1aik−2
)
θk−2 + µ =
2
r
2
(
r∑
i=1
ai2ai1
)
θ1 + 2
(
r∑
i=1
a2i2
)
θ2 + · · · + 2
(
r∑
i=1
ai2aik−2
)
θk−2 + µ =
2
r
..
.
..
.
...
...
2
(
r∑
i=1
aik−1ai1
)
θ1 + 2
(
r∑
i=1
aik−1ai2
)
θ2 + · · · + 2
(
r∑
i=1
aik−1aik−2
)
θk−2 + λk−1 + µ =
2
r
2
(
r∑
i=1
aikai1
)
θ1 + 2
(
r∑
i=1
aikai2
)
θ2 + · · · + 2
(
r∑
i=1
aikaik−2
)
θk−2 + λk + µ =
2
r
θ1 + θ2 + · · · + θk−2 = 1

[3]
La matriz formada por los coeficientes de los θj, j = 1, . . . , k − 2, correspondiente a
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las k primeras ecuaciones, es una submatriz de la matriz hessiana Hk que se obtiene
eliminando las dos u´ltimas columnas de la misma. Si llamamos a esta matriz Hk×(k−2)
y la particionamos de la siguiente forma
Hk×(k−2) =
 H(k−2)
H2×(k−2)

con H(k−2) matriz cuadrada de orden (k − 2) formada por las k − 2 primeras filas de
Hk×(k−2) y H2×(k−2) la matriz de orden 2× (k− 2) formada por las dos u´ltimas filas de
Hk×(k−2), entonces las matrices de coeficientes y ampliada del sistema [3] son, respecti-
vamente
M =

H(k−2) O(k−2)×2 1(k−2)×1
H2×(k−2) I2 12×1
1
′
(k−2)×1 O1×2 O
 ,
M∗ =

H(k−2) O(k−2)×2 1(k−2)×1 N(k−2)×1
H2×(k−2) I2 12×1 N2×1
1′(k−2)×1 O1×2 O 1

siendo I2 la matriz identidad de orden 2, Oj×2 la matriz nula de orden j × 2,
N ′j×1 = (
j veces︷ ︸︸ ︷
2/r · · · 2/r ), 1′j×1 = (
j veces︷ ︸︸ ︷
1 · · · 1 ) , 1 = (1) y O = (0).
M es por tanto, una matriz cuadrada de orden (k + 1) × (k + 1) y M∗ es una matriz
de orden (k + 1)× (k + 2).
Estudio de la compatibilidad del sistema [3]. Resolucio´n.
a) Estudio del rango de M
En este caso el rango de M es k + 1
Demostracio´n. Tenemos que demostrar que |M | 6= 0. Desarrollando dicho determinante
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por las columnas k − 1 y k, resulta que
|M | = (−1)4(k−1)
∣∣∣∣∣∣∣
H(k−2) 1(k−2)×1
1
′
(k−2)×1 O
∣∣∣∣∣∣∣
H(k−2) es definida positiva por serlo Hk (proposicio´n A.2.1), luego por la proposicio´n
3.4.1. M es no singular por lo que rg(M) = k + 1.
b) Estudio del rango de M∗
El rango de la matriz M∗ es k + 1 pues existe un menor de orden k + 1 formado por
sus primeras k + 1 columnas distinto de 0.
c) Resolucio´n
Como rg(M) = rg(M∗) = k + 1 = nu´mero de inco´gnitas, el sistema es compatible de-
terminado, por tanto, la solucio´n es u´nica y se puede obtener por las conocidas fo´rmulas
de Cramer
θ ∗j =
∣∣Mθj ∣∣
|M | j = 1, . . . , k − 2
λ ∗j =
∣∣Mλj ∣∣
|M | j = k − 1, k
µ∗ =
|Mµ|
|M |
siendo:
Mθj la matriz que se obtiene de M reemplazando la columna j-e´sima, j = 1, . . . , k− 2
por la columna de te´rminos independientes
Mλj la matriz que se obtiene de M reemplazando la columna j-e´sima, j = k − 1, k
por la columna de te´rminos independientes
Mµ la matriz que se obtiene de M reemplazando la columna (k + 1)-e´sima por la
columna de te´rminos independientes.
Necesitamos finalmente verificar que se cumplen las condiciones de Kuhn-Tucker que en
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este caso son las condiciones (3) y (4), θ∗j ≥ 0, j = 1, . . . , k−2, y λ∗j ≤ 0, j = k−1, k
(µ puede tomar cualquier valor en R).
Para cualquier otra reordenacio´n de los λih = 0, h = 1, . . . , k − 2, siguen siendo va´li-
das las conclusiones sobre el estudio de la compatibilidad y resolucio´n del sistema [3],
obtenidas anteriormente ya que, aunque la matriz M no este´ particionada de la misma
forma en la que aparece anteriormente, se sigue verificando que |M | 6= 0 por las mismas
razones expuestas, basta desarrollar dicho determinante por las columnas adecuadas
para cada caso.
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Casos 4 al k −1.
λi1 = λi2 = · · · = λik−l = 0, i1 < i2 < . . . < ik−l ∈ {1, . . . , k}, l = 3, . . . , k − 2
Supongamos, sin pe´rdida de generalidad, que λih = λh, h = 1, . . . , k − l. El sistema
de ecuaciones lineales que resulta teniendo en cuenta las condiciones (1), (2) y (5) de
Kuhn-Tucker, es el siguiente:
2
(
r∑
i=1
a2i1
)
θ1+ 2
(
r∑
i=1
ai1ai2
)
θ2+ · · · + 2
(
r∑
i=1
ai1aik−l
)
θk−l +µ =
2
r
2
(
r∑
i=1
ai2ai1
)
θ1+ 2
(
r∑
i=1
a2i2
)
θ2+ · · · + 2
(
r∑
i=1
ai2aik−l
)
θk−l +µ =
2
r
...
...
...
...
2
(
r∑
i=1
aik−l+1ai1
)
θ1+2
(
r∑
i=1
aik−l+1ai2
)
θ2+ · · · +2
(
r∑
i=1
aik−l+1aik−l
)
θk−l+λk−l+1 + µ =
2
r
...
...
...
...
2
(
r∑
i=1
aik−1ai1
)
θ1+ 2
(
r∑
i=1
aik−1ai2
)
θ2+ · · · + 2
(
r∑
i=1
aik−1aik−l
)
θk−l+ λk−1 + µ =
2
r
2
(
r∑
i=1
aikai1
)
θ1+ 2
(
r∑
i=1
aikai2
)
θ2+ · · · + 2
(
r∑
i=1
aikaik−l
)
θk−l+ λk + µ =
2
r
θ1 + θ2 + · · · + θk−l = 1

[4]
La matriz formada por los coeficientes de los θj, j = 1, . . . , k − l, correspondiente a
las k primeras ecuaciones, es una submatriz de la matriz hessiana Hk que se obtiene
eliminando las l u´ltimas columnas de H. Si llamamos a esta matriz Hk×(k−l) y la par-
ticionamos de la siguiente forma:
Hk×(k−l) =
 H(k−l)
Hl×(k−l)

con H(k−l) matriz cuadrada de orden (k − l) formada por las k − l primeras filas de
Hk×(k−l) y Hl×(k−l) la matriz de orden l × (k − l) formada por las l u´ltimas filas de
Hk×(k−l), entonces las matrices de coeficientes y ampliada del sistema anterior son, res-
pectivamente
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M =

H(k−l) O(k−l)×l 1(k−l)×1
Hl×(k−l) Il 1l×1
1′(k−l)×1 O1×l O
 ,
M∗ =

H(k−l) O(k−l)×l 1(k−l)×1 N(k−l)×1
Hl×(k−l) Il 1l×1 Nl×1
1′(k−l)×1 O1×l O 1

siendo Il la matriz identidad de orden l, Oj×l la matriz nula de orden j × l,
N ′j×1 = (
j veces︷ ︸︸ ︷
2/r · · · 2/r), 1′j×1 = (
j veces︷ ︸︸ ︷
1, . . . , 1) , 1 = (1) y O = (0).
M, es por tanto una matriz cuadrada de orden (k+1)× (k+1) y M∗ es una matriz de
orden (k + 1)× (k + 2).
Estudio de la compatibilidad del sistema [4]. Resolucio´n
a) Estudio del rango de M
El rango de M es k + 1 para l = 3, . . . , k − 2.
Demostracio´n. Tenemos que demostrar que |M | 6= 0. para l = 3, . . . , k − 2. Desarro-
llando dicho determinante por las columnas k − l + 1, . . . , k , resulta que
|M | = (−1)2l(k−1)
∣∣∣∣∣∣∣
H(k−l) 1(k−l)×1
1
′
(k−l)×1 O
∣∣∣∣∣∣∣
H(k−l) es definida psositiva por serlo Hk luego, por la proposicio´n 3.4.1. M es no
singular por lo que rg(M) = k + 1.
b) Estudio del rango de M∗
El rango de la matriz M∗ es k + 1 pues existe un menor de orden k + 1 formado por
sus primeras k + 1 columnas distinto de 0.
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c) Resolucio´n
Como rg(M) = rg(M∗) = k + 1 = nu´mero de inco´gnitas, el sistema es compatible
determinado, por tanto la solucio´n es u´nica pudie´ndose obtener e´sta por las conocidas
fo´rmulas de Cramer
θ ∗j =
∣∣Mθj ∣∣
|M | j = 1, . . . , k − l, l = 3, . . . , k − 1
λ ∗j =
∣∣Mλj ∣∣
|M | j = k − l + 1, . . . , k, l = 3, . . . , k − 1
µ∗ =
|Mµ|
|M |
siendo:
Mθj la matriz que se obtiene de M reemplazando la columna j-e´sima, j = 1, . . . , k− l
por la columna de te´rminos independientes
Mλj la matriz que se obtiene de M reemplazando la columna j-e´sima, j = k − l +
1, . . . , k por la columna de te´rminos independientes
Mµ la matriz que se obtiene de M reemplazando la columna (k + 1)-e´sima por la
columna de te´rminos independientes.
Necesitamos finalmente verificar que se cumplen las condiciones de Kuhn-Tucker que
en este caso son las condiciones (3) y (4), θ∗j ≥ 0, j = 1, . . . , k − l, y λ∗j ≤ 0, j =
k − l + 1, . . . , k (µ puede tomar cualquier valor en R).
Para cualquier otra reordenacio´n de los λih , h = 1, . . . , k − l, siguen siendo va´lidas las
conclusiones sobre el estudio de la compatibilidad y resolucio´n del sistema [4], obtenidas
anteriormente ya que, aunque la matriz M no este´ particionada de la misma forma en
la que aparece anteriormente, se sigue verificando que |M | 6= 0 por las mismas razones
expuestas, basta desarrollar dicho determinante por las columnas adecuadas para cada
caso.
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Caso k. λj = 0, j ∈ {1, . . . , k}
El caso k es especial pues supone que solamente existe un θh 6= 0 y que por la condicio´n
(5) de Kuhn-Tucker, va a ser θh = 1 (distribucio´n degenerada). Para averiguar que θj
de entre θ1, . . . , θk es el adecuado, tenemos dos opciones:
La primera se basa en que
ω = Aθ
ω1
ω2
...
ωr
 =

a11 a12 · · · a1k
a21 a22 · · · a2k
...
...
...
ar1 ar2 · · · ark


θ1
θ2
...
θk

es decir, ω′ = (a1jθj, a2jθj, . . . , arjθj)′ = (a1j, a2j, . . . , arj)′ = a(j), vector cuyas com-
ponentes son los elementos de la columna j-e´sima de A, luego, bajo las condiciones
sen˜aladas, a la solucio´n del programa [II] se llega a trave´s de las columnas de la matriz
A, precisamente de aquella que haga mı´nimo ||ω(0) − a(j)||, j = 1, . . . , k, por tanto
no es necesario resolver ningu´n sistema. Se calculan los valores de ||ω(0) − a(j)|| para
j = 1, . . . , k y si el menor valor de los calculados corresponde a la columna h-e´sima,
h ∈ {1, . . . , k} se toma θh = 1.
El segundo utiliza las condiciones de Kuhn-Tucker de la misma forma que en los casos
anteriores, luego consiste en ir resolviendo para j = 1, . . . , k los sistemas de k ecuacio-
nes con k inco´gnitas (λ1, . . . , λj−1, λj+1, . . . , λk, µ) , expresados en forma vectorial como
sigue:
2h¯•j + λ¯j + µ¯ = Nk×1 [5]
siendo 2h¯•j j = 1, . . . , k el vector cuyas componentes son los elementos de la co-
lumna j-e´sima de la matriz 2A′A; λ¯′j = (λ1, . . . , λj−1, 0, λj+1, . . . , λk), j = 1, . . . , k ,
µ¯′ = (
k veces︷ ︸︸ ︷
µ, . . . , µ ) y N ′k×1 = (
k veces︷ ︸︸ ︷
2/r, . . . , 2/r).
El sistema [5] que es compatible deteminado aporta los canditados a solucio´n del pro-
grama [II], solucio´n que se encuentra cuando se verifica la condicio´n (4) de Kuhn-Tucker
es decir λ¯ ≤ 0¯.
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3.4.2. Caso particular
Si la matriz A es cuadrada y no singular, existe A−1 y es posible buscar la solucio´n
θ∗ ∈ 4k del programa de una forma alternativa mucho ma´s directa y que consiste en
resolver el sistema compatible determinado ω(0) = Aθ o expresado en forma matricial

1/k
...
1/k
 = A

θ1
...
θk
 [6]
En definitiva lo que se busca es el θ∗ ∈ 4k que se transforma en la distribucio´n uniforme,
pues cualquier entrop´ıa alcanza su valor ma´ximo absoluto con esta distribucio´n y por
tanto todo θ∗ ∈ 4k que verifique esta condicio´n se convierte automa´ticamente en el
punto o´ptimo que buscamos.
La solucio´n del sistema [6] viene dada por:
θ∗ = A−1

1/k
...
1/k

so´lo queda comprobar que θ∗ ∈ 4k, pues, aunque A es la matriz de una transformacio´n
lineal de 4k en 4k, no esta´ garantizado que la imagen inversa de un elemento de
Ωk = 4k pertenezca a 4k; basta tener en cuenta para argumentar esta afirmacio´n
que en la construccio´n de esta imagen inversa interviene una matriz inversa en la que
pueden aparecer elementos negativos. ¿Cua´ndo podemos afirmar que la imagen inversa
de la distribucio´n uniforme pertenece a 4k ? La respuesta se encuentra en la siguiente
proposicio´n
Proposicio´n 3.4.3.
Sea A una matriz definida como en la seccio´n 3.1, cuadrada y no singular y sea A−1 =
(âij)i,j=1,...,k su matriz inversa, entonces A
−1ω(0) ∈ 4k si y so´lo si para cada i = 1, . . . , k
se verifica que 0 ≤
k∑
j=1
âij ≤ k.
81
Cap´ıtulo 3. Presentacio´n, ana´lisis y resolucio´n del problema
Demostracio´n.
Supongamos que A−1ω(0) ∈ 4k, entonces existe un θ = (θ1, . . . , θk) ∈ 4k tal que
A−1

1/k
...
1/k
 =

θ1
...
θk

por tanto
0 ≤ 1
k
(â11 + · · ·+ â1k) ≤ 1
0 ≤ 1
k
(â21 + · · ·+ â2k) ≤ 1
...
...
...
0 ≤ 1
k
(âk1 + · · ·+ âkk) ≤ 1
luego, para cada i = 1, . . . , k se tiene que 0 ≤
k∑
j=1
âij ≤ k.
Por otra parte, si para cada i = 1, . . . , k, se verifica que 0 ≤
k∑
j=1
âij ≤ k, tenemos que
0 ≤ 1
k
k∑
j=1
âij ≤ 1 para todo i = 1, . . . , k, queda demostrar que
k∑
i=1
(
1
k
k∑
j=1
âij
)
= 1.
Ahora bien
k∑
i=1
(
1
k
k∑
j=1
âij
)
=
1
k
(
k∑
j=1
â1j + · · ·+
k∑
j=1
âkj
)
=
1
k
(
k∑
i=1
âi1 + · · ·+
k∑
i=1
âik
)
=
1
k
·k = 1
da´ndose la penu´ltima igualdad como consecuencia de la proposicio´n A.1.2, lo que de-
muestra que A−1ω(0) ∈ 4k.
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3.4.3. rg(A) = s < k.
Por el teorema de Weierstrass, existe solucio´n del programa matema´tico [II]. Si rg(A) =
s < k la solucio´n puede no ser u´nica. Adema´s el conjunto de soluciones de un programa
convexo como este, es un conjunto convexo lo que permite perfectamente la existencia de
infinitas soluciones. A diferencia de cuando A es de rango completo, no esta´ garantizada
la compatibilidad de todos los sistemas que se forman en los casos 1 al k y pueden
aparecer sistemas compatibles indeterminados cuyas soluciones son de la forma
θih+1 = g1(θi1 , . . . , θih)
... =
...
θik = gk−h(θi1 , . . . , θih)
incluidos λl = fl(θi1 , . . . , θih) (cuando sean necesarios), debiendo verificar las condicio-
nes de Kuhn-Tucker para convertirse en la solucio´n del programa. Dada la complejidad
del proceso, una opcio´n destinada a facilitar el ca´lculo, es la siguiente:
1. Buscar una solucio´n particular, que denominamos θ0 que verifique las condiciones
de Kuhn-Tucker, en los casos k − h+ 1, . . . , k.
2. A partir de esta solucio´n calcular el valor nume´rico de ω∗ = Aθ0, una vez conocido
ω∗, θ0 se convierte en una solucio´n particular del sistema de ecuaciones lineales
ω∗ = Aθ. El conjunto de soluciones de este u´ltimo sistema S∗ se puede expresar
como S∗ = {θ0} + S, siendo S la solucio´n del sistema homoge´neo asociado
Aθ = 0¯. La interseccio´n de este subespacio afin S∗ con el conjunto factible 4k
constituye la solucio´n del programa buscada, lo que se puede expresar como:
SP.M. = S
∗ ∩4k
Es conveniente comentar que los elementos del conjunto SP.M. pueden contener varias
componentes nulas y, por otra parte, al ser posible que unas componentes dependan de
otras, se produce una pe´rdida de grados de libertad, estas dos restricciones constituyen
un serio inconveniente desde el punto de vista de su interpretacio´n en la pra´ctica.
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4.1. Ana´lisis de Supervivencia
Las te´cnicas estad´ısticas que estudian el tiempo hasta que ocurre un determinado suce-
so, se engloban dentro de la disciplina de la Estad´ıstica que se conoce como Ana´lisis de
Supervivencia.
Histo´ricamente, se trato´ en primer lugar el ana´lisis del tiempo transcurrido hasta la
aparicio´n del suceso “muerte”. Sin embargo, los me´todos estad´ısticos del Ana´lisis de Su-
pervivencia se aplican igualmente a otros sucesos, que pueden reflejar tambie´n el tiempo
transcurrido hasta que algo positivo ocurra (por ejemplo, tiempo transcurrido hasta la
curacio´n).
Entre los campos principales de aplicacio´n de las te´cnicas propias del Ana´lisis de Su-
pervivencia cabe destacar: la Ingenier´ıa (donde el Ana´lisis de Supervivencia recibe el
nombre de Fiabilidad), la Biomedicina y las Ciencias Sociales. Algunos ejemplos de
aplicacio´n a dichas ramas de la Ciencia, pueden ser:
- Ingenier´ıa: estudio de la duracio´n de los componentes de un sistema, tiempo hasta
que se funde una bombilla, etc.
- Biomedicina: estudio del tiempo transcurrido hasta la muerte, curacio´n, remisio´n
de una enfermedad, etc.
- Ciencias Sociales : duracio´n del desempleo, duracio´n de los estudios de Licenciatura,
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tiempo hasta que se produce el divorcio, la reincidencia, etc.
Para poder analizar el tiempo hasta que ocurre un suceso, hace falta tener definido con
claridad el momento que se considera como origen de la observacio´n llamado instante
inicial y el momento en el que aparece el suceso de intere´s llamado punto final. A par-
tir de estos momentos, la simple resta de estos tiempos proporciona el “tiempo hasta”
resultante. En Medicina, el instante inicial suele corresponder al momento en el que el
individuo entra en un estudio o experimento, bien porque se le ha diagnosticado una
enfermedad, comienza un tratamiento o a la aparicio´n de cualquier otra circunstancia
adversa para el individuo (por ejemplo, inicio de exposicio´n a un factor de riesgo). Si el
punto final es la muerte del individuo, los datos corresponden literalmente a tiempos de
vida o supervivencia, en cualquier otro caso la expresio´n tiempo de vida tiene un sentido
figurado.
La primera referencia a estudios sobre el tiempo de supervivencia a trave´s de datos de
mortalidad data del siglo XVIII (ver Hald (1990) y Hosmer y Lemeshow (1999)). Sin
embargo, como punto inicial de la aplicacio´n de las te´cnicas de Ana´lisis de Supervivencia,
tal como las entendemos en la actualidad, a las ciencias Biome´dicas puede considerar-
se el trabajo de Berkson y Gage (1950) Calculation of survival rates for cancer. En la
vertiente parame´trica de comparacio´n de dos poblaciones Cox (1953), en la vertiente no
parame´trica para el estudio de supervivencia de una poblacio´n Kaplan y Meier (1958)
y en la vertiente no parame´trica para la comparacio´n de dos poblaciones con Gehan
(1965) y Mantel (1966).
Una de las particularidades del Ana´lisis de Supervivencia, debida al hecho de que estudia
la variable tiempo, es que los datos no siguen una distribucio´n normal, son asime´tricos
y son siempre no negativos, y se debe considerar otro tipo de distribuciones: exponen-
ciales, Weibull, Gamma etc, (ver entre otros, Lawless (1982) y Kalbfleisch y Prentice
(1980)). Sin embargo, la caracter´ıstica principal del Ana´lisis de Supervivencia es que
permite manejar datos censurados o datos con informacio´n parcial.
85
Cap´ıtulo 4. Ana´lisis de supervivencia
4.1.1. Concepto de censura
Los datos censurados son aquellos que provienen de individuos de los que no se conoce
con exactitud su tiempo de supervivencia, bien porque estos hayan abandonado el es-
tudio antes de experimentar el suceso, hayan muerto por causas no relacionadas con el
estudio, o simplemente porque el experimento haya terminado sin que hubieran experi-
mentado el suceso. Existen distintos tipos y mecanismos de censura.
Los principales tipos de censura que se suelen considerar son la censura por la derecha
por la izquierda y por intervalo.
La censura por la derecha se presenta cuando lo u´nico que se sabe acerca de la variable
tiempo de supervivencia T es que es mayor que algu´n valor. Sime´tricamente al caso
anterior, se dice que una variable de tiempo de supervivenvia T esta´ censurada por la
izquierda, si lo u´nico que se sabe acerca de T es que es menor que algu´n valor. Por
u´ltimo, la censura por intervalo, combina los conceptos de censura por la izquierda y
por la derecha, ya que so´lo se sabe de T que esta´ entre dos valores.
Ba´sicamente, se pueden distinguir los mecanismos de censura siguiente: censura fija de
tipo I, censura fija de tipo II y censura aleatoria.
La censura fija de tipo I se presenta en la situacio´n donde se prefija, por parte del in-
vestigador, el tiempo de duracio´n del estudio o periodo de observacio´n tc. En este caso,
en lugar de observar los tiempos de supervivencia T1, . . . , Tn, se observan los dados por
las variables Z1, . . . , Zn, con Zi = Ti si Ti ≤ tc y Zi = tc si Ti > tc.
En la censura fija de tipo II, el periodo de observacio´n se termina despue´s de haber
alcanzado un nu´mero prefijado (antes de tomar los datos) de sucesos r. En este caso, en
lugar de T1, . . . , Tn , se observa Z1, . . . , Zn , con Z(1) = T(1), . . . , Z(r) = T(r), Z(r+1) =
T(r), . . . , Z(n) = T(r) donde (·) indica el valor ordenado, de menor a mayor de la variable,
que ocupa el lugar dado entre pare´ntesis.
La censura aleatoria se produce cuando se supone que la censura viene dada por una
variable aleatoria C independiente de la variable T. Los datos vienen dados segu´n
(Zi , δi) con Zi = mı´n{Ti , Ci}, δi = 1 si Ti ≤ Ci (dato exacto) y δi = 0 si Ti > Ci
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(dato censurado).
Existen otros mecanismos de censura que intentan responder a las situaciones reales que
se analizan, como por ejemplo, censura proporcional en la que se establece una relacio´n
entre las variables C y T y que no detallamos aqu´ı, pero s´ı es importante comentar que
despreciar los datos censurados produce una pe´rdida de informacio´n creando, adema´s de
sesgos no deseados en las estimaciones, una subjetividad en la eliminacio´n de muestras
seleccionadas.
4.1.2. Funciones asociadas al tiempo de supervivencia
El tiempo que transcurre hasta que un suceso ocurre se puede modelizar mediante
una variable aleatoria no negativa T. La distribucio´n de T esta´ caracterizada por la
funcio´n de distribucio´n F (t) y la funcio´n de densidad f(t) en el ana´lisis estad´ıstico
convencional. En Ana´lisis de supervivencia aparecen, adema´s, asociadas a la variable
aleatoria T, otras funciones de intere´s equivalentes a las anteriores y equivalentes entre
s´ı que caracterizan completamente la distribucio´n y que son la funcio´n de supervivencia
S(t), la funcio´n de riesgo o funcio´n tasa de fallo h(t), la funcio´n de riesgo acumulado
o funcio´n de tasa de fallo acumulada H(t) y la funcio´n tiempo medio de vida residual
m(t).
Funcio´n de densidad y de distribucio´n
Los conceptos de funcio´n de densidad f(t) y distribucio´n F (t) son los habituales para
una variable aleatoria continua, teniendo en cuenta que se trata de funciones definidas
para valores no negativos, con lo que
f(t) = l´ım
4t→0
P (t ≤ T < t+4t)
4t con la condicio´n
∫ ∞
0
f(t) dt = 1
La funcio´n de distribucio´n se define como F (t) = P (T ≤ t) siendo la relacio´n entre
ambas
F (t) =
∫ t
0
f(u) du
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Funcio´n de Supervivencia
La funcio´n de supervivencia se define como S(t) = P (T > t) = 1−F (t), y representa la
probabilidad que tiene un individuo de sobrevivir al instante t, es decir, la probabilidad
de experimentar el suceso de intere´s despue´s del tiempo t. En el contexto industrial, la
funcio´n S(t) recibe el nombre de funcio´n de fiabilidad.
S(t) es una funcio´n decreciente con
S(0) = 1 y l´ım
t→+∞
S(t) = 0
Por tanto, todas las distribuciones teo´ricas de T tienen siempre la misma forma para
S(t), lo que las diferencia es la rapidez con la que S(t) va decreciendo, que depende
del “riesgo” asociado a experimentar el suceso y que esta´ medido por otra funcio´n h(t),
denominada funcio´n de riesgo.
Funcio´n de riesgo
La funcio´n de riesgo h(t) se define como la tasa de muerte (fallo) instanta´nea para un
individuo vivo en el tiempo t, es decir
h(t) = l´ım
4t→0
P ( t ≤ T < t+4t / T ≥ t )
4t
donde P ( t ≤ T < t +4t / T ≥ t ) indica la probabilidad de que un individuo experi-
mente el suceso entre los tiempos t y t+4t, sabiendo que ha llegado vivo al tiempo t.
La funcio´n de riesgo cuantifica la predisposicio´n al fallo en funcio´n del tiempo ya vivi-
do. La lo´gica de la definicio´n de h(t) esta´ en medir el riesgo instanta´neo que tiene un
individuo de edad t (que ha llegado vivo a t) de experimentar el suceso.
La funcio´n de riesgo puede tener muchas formas (riesgo creciente, decreciente, constante,
tipo ban˜era o “bath-tube”,...) y presenta las siguientes propiedades:
a) h(t) ≥ 0 para todo t ∈ [0, ∞)
b) l´ım
t→+∞
∫ t
0
h(t) dt =∞
El producto h(t) · 4t se puede considerar como la probabilidad aproximada que tiene
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un individuo de edad t de experimentar el suceso en el instante siguiente. Pero hay que
tener en cuenta, sin embargo, que h(t) no es una probabilidad.
A la funcio´n h(t) se la conoce con distintos nombres dependiendo del campo de aplica-
cio´n en el que se este´, as´ı en Fiabilidad es la tasa de fallo condicional (“conditional failure
rate”), en Demograf´ıa es la fuerza de la mortalidad (“force of mortality”), en Procesos
Estoca´sticos es la funcio´n de intensidad (“intensity function”). Pero en la mayor´ıa de
ocasiones es conocida como funcio´n de riesgo.
Por otra parte, se puede demostrar que
h(t) =
f(t)
S(t)
= − d
dt
LnS(t) y que h(t) =
−S ′(t)
S(t)
como vemos a continuacio´n:
P (t ≤ T < t+4t / T ≥ t) = P (t ≤ T < t+4t)
P (T ≥ t) =
F (t+4t)− F (t)
S(t)
,
por lo que
h(t) = l´ım
4t→0
(
1
4t
F (t+4t)− F (t)
S(t)
)
=
1
S(t)
l´ım
4t→0
(
F (t+4t)− F (t)
4t
)
=
F ′(t)
S(t)
=
f(t)
S(t)
.
da´ndose el resto de las relaciones como consecuencia del penu´ltimo cociente.
Funcio´n de riesgo acumulada
La funcio´n de riesgo acumulada H(t) se define como
H(t) =
∫ t
0
h(x)dx
y tambie´n se la conoce como funcio´n tasa de fallo acumulada. Esta funcio´n verifica que
H(t) = −LnS(t) y por tanto
S(t) = exp(−H(t)),
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La funcio´n de riesgo acumulado verifica las siguientes propiedades:
a) H(t1) ≤ H(t2) si t1 < t2
b) l´ım
t→0
H(t) = 0 y l´ım
t→∞
H(t) =∞.
Funcio´n tiempo medio de vida residual
La funcio´n tiempo medio de vida residual (“mean residual lifetime”) mrl(t) o´ m(t) se
define como
m(t) = E[T − t / T > t]
y representa la esperanza de vida para un individuo que haya sobrevivido t unidades de
tiempo.
4.1.3. Relaciones entre las funciones teo´ricas de supervivencia
Anteriormente se han definido distintas funciones que aparecen en el Ana´lisis de Su-
pervivencia. Dichas funciones se relacionan entre s´ı de una forma c´ıclica y es posible
conocer, a partir de una de ellas, las restantes.
Para el ciclo H → S → mrl→ h→ f → F → H las relaciones matema´ticas son:
S(t) = exp[−H(t)]
mrl(t) =
∫ ∞
t
S(y) dy
S(t)
h(t) =
d
dt
mrl(t) + 1
mrl(t)
f(t) = h(t) exp
[
−
∫ t
0
h(y) dy
]
F (t) =
∫ t
0
f(y)dy
H(t) = −Ln[1− F (t)]
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Para el ciclo H ← S ← mrl← h← f ← F ← H las relaciones matema´ticas son:
H(t) = −LnS(t)
S(t) =
mrl(0)
mrl(t)
exp
[
−
∫ t
0
dy
mrl(y)
]
mrl(t) =
∫ ∞
t
exp
[
−
∫ y
0
h(x) dx
]
dy
exp
[
−
∫ t
0
h(y)dy
]
h(t) =
f(t)
1−
∫ t
0
f(y) dy
f(t) = F ′(t)
F (t) = 1− exp[−H(t)].
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4.2. Modelos parame´tricos
Hablamos de modelos parame´tricos cuando suponemos que la distribucio´n teo´rica F (t)
de la variable aleatoria T, pertenece a una familia F formada por distribuciones de
forma funcional fija y conocida, dependientes de uno o ma´s para´metros reales. Numero-
sos modelos parame´tricos se han utilizado en ana´lisis de supervivencia. En particular y
debido a su utilidad en un amplio nu´mero de situaciones destacamos las distribuciones:
Exponencial, Weibull, Valor extremo, Gamma.
Distribucio´n Exponencial
Histo´ricamente la distribucio´n exponencial fue la primera que se utilizo´ de forma gene-
ralizada como distribucio´n de tiempos de vida debido, en parte, a la simplicidad de los
me´todos estad´ısticos de los que se dispon´ıa y, en parte, tambie´n a que la distribucio´n
representaba bien los tiempos de vida de bastantes productos manufacturados, Davis
(1952), Epstein (1958). En medicina se ha utilizado en el estudio de la supervivencia o
remisio´n de enfermedades cro´nicas Feigl y Zelen (1965). Su caracter´ıstica ma´s impor-
tante es que su funcio´n de riesgo es constante en el tiempo, lo que ha llevado a que se le
conozca, como distribucio´n sin memoria, expresio´n que resume la idea de que el riesgo
no depende del tiempo transcurrido.
Se dice que la variable aleatoria T tiene distribucio´n Exponencial de para´metro λ > 0,
que denotamos como T ∼ Exp(λ) si su funcio´n de densidad es
f(t) = λe−λt t ≥ 0
siendo su funcio´n de supervivencia
S(t) = e−λt t ≥ 0
y por tanto la funcio´n de riesgo es
h(t) = λ.
Si tomamos θ = λ−1 entonces la funcio´n de densidad es:
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f(t) =
1
θ
e−t/θ t ≥ 0
siendo la media y la varianza de la distribucio´n θ y θ2 respectivamente. Cuando θ = 1
decimos que se trata de la distribucio´n exponencial esta´ndar.
- Distribucio´n Weibull
La distribucio´n Weibull, es sin duda, la ma´s extendida y utilizada de las distribuciones
de tiempos de vida, debe su nombre a Waloddi Weibull (1951). Se trata de un modelo
de alta flexibilidad debido a su gran variedad de formas lo que le permite adaptarse bien
a distintos tipos de datos, hecho que unido a la sencillez de su expresio´n matema´tica ha
propiciado su popularidad. La distribucio´n Weibull se ha utilizado en distintas ramas
de la ingenier´ıa, ver por ejemplo, Kao (1959), Lieblein y Zelen (1956) y de las ciencias
biome´dicas, ver por ejemplo Peto y Lee (1973), Whittemore y Altschuler (1976).
Decimos que la variable aleatoria T tiene distribucio´n Weibull de para´metros λ > 0,
β > 0, que denotamos como T ∼ W (λ, β) si su funcio´n de densidad es
f(t) = λβ(λt)β−1 exp[−(λt)β], t > 0
La funcio´n de supervivencia viene dada por:
S(t) = exp[−(λt)β], t > 0
y por tanto, la funcio´n de riesgo es:
h(t) = λβ(λt)β−1, t ≥ 0
la funcio´n de riesgo es creciente si β > 1, decreciente si β < 1 y constante si β = 1.
La media y la varianza de esta distribucio´n, son:
λ−1Γ(1 + 1/β) y λ−2[Γ(1 + 2/β)− Γ(1 + 1/β)2]
respectivamente y en general E[T r] = λ−rΓ(1 + r/β), siendo Γ la funcio´n Gamma.
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La forma de la distribucio´n Weibull, depende del para´metro β, conocido como para´me-
tro de forma de la distribucio´n, estando sus valores generalmente comprendidos entre
0.5 y 3. El otro para´metro λ es un para´metro de escala. La distribucio´n Weibull incluye
como caso particular (β = 1) a la distribucio´n exponencial.
- Distribucio´n Valor extremo
La distribucio´n valor extremo, conocida tambie´n como distribucio´n Gumbel, puesto que
fue E. J. Gumbel (1958) quien comenzo´ a utilizarla, describe adecuadamente algunos
tipos de feno´menos de cara´cter f´ısico, tales como precipitaciones durante periodos de
sequ´ıa, resistencia ele´ctrica, etc. y tambie´n, ciertos tiempos de vida como, por ejemplo,
la mortalidad humana debida a la edad. Su funcio´n de densidad es:
f(x) =
1
b
exp
[
x− u
b
− exp
(
x− u
b
)]
−∞ < x <∞
la de supervivencia
S(x) = exp
[
−exp
(
x− u
b
)]
−∞ < x <∞
y la de riesgo
h(x) =
1
b
exp
[(
x− u
b
)]
−∞ < x <∞
siendo b > 0 y u (−∞ < u <∞) los parame´tros.
Esta distribucio´n esta´ directamente relacionada con la distribucio´n Weibull ya que si
la variable aleatoria T tiene distribucio´n Weibull de para´metros (λ, β), la variable
aleatoria X = log T tiene distribucio´n valor extremo con para´metros b = β−1 y
u = −logλ.
La distribucio´n valor extremo con u = 0 y b = 1 es conocida como distribucio´n valor
extremo esta´ndar, estando tabulada por Meeker y Nelson (1974), y sus momentos de
orden uno y dos son:
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∫ ∞
−∞
x exp(x− ex)dx = −γ∫ ∞
−∞
x2 exp(x− ex)dx = pi
2
6
+ γ2
y su varianza pi2/6, con γ = 0.5772... la constante de Euler. Para cualquier otra
distribucio´n con para´metros de localizacio´n u y escala b, la media es u − γb y la
varianza (pi2/6)b2.
- Distribucio´n Gamma
La distribucio´n gamma, ha sido utilizada como distribucio´n de tiempos de vida, (ver por
ejemplo Gupta y Groll (1961)) y de otras variables aleatorias no negativas. Se dice que la
variable aleatoria T sigue una distribucio´n gamma de para´metros λ y k, T ∼ G(λ, k),
si su funcio´n densidad es
f(t) =
λk
Γ(k)
tk−1e−λt t > 0
siendo λ > 0 el para´metro de escala, k > 0 el para´metro de forma y Γ la funcio´n
gamma.
La funcio´n de distribucio´n es
F (t) =
∫ t
0
λk
Γ(k)
uk−1e−λudu t > 0
y aunque cuando k es un nu´mero entero positivo (distribucio´n Erlang) se conoce la
primitiva de esta integral, en general sus probabilidades se calculan utilizando tablas
para distintos valores de los para´metros. La funcio´n de riesgo h(t) = f(t)/S(t) es
creciente para k > 1 y decreciente para 0 < k < 1.
La media y la varianza de la distribucio´n son
E[T ] =
λ
k
, var[T ] =
λ
k2
y el momento de orden r viene dado por E[T r] =
Γ(k + r)
λrΓ(k)
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La distribucio´n G
(
1
2
,
m
2
)
es conocida como distribucio´n ji-cuadrado χ2m con m gra-
dos de libertad.
La distribucio´n exponencial de para´metro λ aparece como caso particular de la dis-
tribucio´n gamma cuando k = 1, adema´s, si T1, . . . , Tn son variables aleatorias inde-
pendientes con distribucio´n exponencial de para´metro λ, entonces la variable aleatoria
S = T1 + · · ·+ Tn sigue una distribucio´n G(λ, n).
4.3. Modelos no parame´tricos
A diferencia del apartado anterior, ahora consideramos que la familia F a la que
pertenece la distribucio´n teo´rica F (t) de la variable aleatoria T es no parame´trica,
por tanto queda abierto un amplio abanico de posibilidades para F que, por ejemplo,
puede contener todas las funciones de distribucio´n continuas, absolutamente continuas,
etc; generalmente se supone la diferenciabilidad de F.
En muchas situaciones reales el punto de partida se situ´a entre los dos tipos de modelos
(parame´tricos y no parame´tricos) y ello se debe a la informacio´n disponible acerca de
la funcio´n F (t), por lo cual se prefiere un modelo que incorpore dicha informacio´n. En
general, la informacio´n adicional sobre F (t) se formula en te´rminos de un conjunto de
restricciones de informacio´n que son usualmente restricciones de momento (Zellner y
Highfield, 1988).
En ana´lisis de supervivencia hay ocasiones en las que la funcio´n de riesgo hF (t) de-
be satisfacer ciertas restricciones, por ejemplo hF (t) es una funcio´n creciente de t
o´ hF (t) = θ con θ > 0 o tambie´n [hF (t)]
−1 es una funcio´n co´ncava. La diferenciabili-
dad de la densidad f(t) tambie´n puede ser un punto de partida (Ebrahimi, 2000).
Cuando se trata de inferir la distribucio´n F en una de estas situaciones, uno de los me´to-
dos “no parame´tricos” de inferencia es el basado en el principio de ma´xima entrop´ıa.
Pues bien, Ebrahimi (2000) muestra como usando este principio, en distintos supuestos
no parame´tricos con restricciones de informacio´n sobre la funcio´n de riesgo, se obtienen
como distribuciones estimadas modelos parame´tricos como el exponencial, Pareto, valor
extremo y otros. Estas aproximaciones nos parece que ilustran las relaciones entre las
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modelizaciones parame´trica y no parame´trica.
4.4. Modelos de supervivencia discretos
Todos los modelos descritos, tanto en el apartado de modelos parame´tricos como los
aludidos en el de no parame´tricos, resultan apropiados para datos de supervivencia
provenientes de distribuciones de probabilidad continuas. Sin embargo, en ocasiones los
datos de supervivencia son discretos, bien debido al agrupamiento de observaciones de
datos continuos por la imprecisio´n de la medida, bien debido a la propia naturaleza del
tiempo medido.
Cualquiera de los modelos parame´tricos descritos puede generar un modelo discreto
introduciendo un agrupamiento en el eje T. Por ejemplo, si el tiempo de vida sigue una
distribucio´n Weibull con funcio´n de supervivencia
S(t) = exp[−(λt)β], t > 0
y los tiempos se agrupan en intervalos de amplitud unidad, de forma que la variable
discreta observada es T1 = [T ], donde [T ] representa “la parte entera de T ”, la funcio´n
de probabilidad de T1 puede escribirse como:
p(t1) = P [T1 = t1] = P (t1 ≤ T < t1 + 1) =
= θt
β
1 − θ(t1+1)β t1 = 0, 1, 2, . . . [∗]
siendo 0 < θ = exp(−λβ) < 1. El caso especial β = 1 es la distribucio´n geome´trica con
funcio´n de probabilidad θt1(1− θ). La funcio´n de riesgo correspondiente a [∗] es
h(t1) = P (T1 = t1/T1 ≤ t1) = 1− θ(t1+1)β−t
β
1
que es mono´tona creciente, mono´tona decreciente, o´ constante para β > 1, β < 1 o
β = 1 respectivamente.
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4.4.1. Modelo de supervivencia no parame´trico con datos agru-
pados
Sea T la variable aleatoria no negativa que representa el tiempo de vida en un estudio
de supervivencia, siendo F su funcio´n de distribucio´n, que supondremos absolutamente
continua.
Consideremos una particio´n del tiempo
(0,∞) =
k⋃
i=1
(ti−1, ti] con t0 = 0 y tk =∞.
Por restricciones de observacio´n, el investigador so´lo puede observar la variable en los
instantes t1 ≤ t2 ≤ · · · ≤ tk−1 (al final de cada hora, d´ıa o periodo similar, no necesaria-
mente de igual duracio´n), de forma que los tiempos de vida de las unidades muestrales
se registran agrupados en los k intervalos (ti−1, ti] i = 1, . . . , k.
Para cada 1 ≤ i ≤ k − 1, definimos.
θi =
∫ ti
ti−1
f(t) dt, θk = 1−
k−1∑
i=1
θi
θi representa la probabilidad de morir en (ti−1, ti] , θk representa la probabilidad de
sobrevivir al instante tk−1. Estamos ante un modelo de supervivencia con variable tiem-
po de vida discretizada por restricciones de observacio´n.
La variable observada para cada unidad experimental que denotamos por d0 presenta
k modalidades excluyentes (morir en cualquiera de los k intervalos de tiempo) y po-
dra´ expresarse mediante una variable aleatoria discreta k-dimensional con distribucio´n
multinomial:
d0 = (x1, . . . , xk) ≡Mu(1, θ).
de para´metros 1 y vector de probabilidades θ con componentes θi, i = 1, . . . , k.
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4.4.2. Modelo de supervivencia no parame´trico censurado alea-
toriamente por la derecha y datos agrupados
Sea T la variable aleatoria no negativa que representa el tiempo de vida en un estudio
de supervivencia, siendo F su funcio´n de distribucio´n, que supondremos absolutamente
continua.
Consideremos una particio´n del tiempo
(0,∞) =
k⋃
i=1
(ti−1, ti] con t0 = 0 y tk =∞.
Por restricciones de observacio´n, el investigador so´lo puede observar la variable en los
instantes t1 ≤ t2 ≤ · · · ≤ tk−1 (al final de cada hora, d´ıa o periodo similar, no necesaria-
mente de igual duracio´n), de forma que los tiempos de vida de las unidades muestrales
se registran agrupados en los k intervalos (ti−1, ti] i = 1, . . . , k.
Adema´s, en estos instantes ti, la variable se censura aleatoriamente segu´n una distri-
bucio´n de probabilidad conocida. Denotamos por C a la variable de censura. De esta
forma la informacio´n que recoge el investigador para cada elemento de la muestra es
o bien el intervalo (ti−1, ti] en el que e´ste muere (observacio´n no censurada) o bien el
instante ti al que sobrevive (observacio´n censurada). Supondremos que un tiempo de
vida censurado en el instante ti es superior a dicho tiempo.
Para cada 1 ≤ i ≤ k − 1, definimos.
θi =
∫ ti
ti−1
f(t) dt, θk = 1−
k−1∑
i=1
θi
θi representa la probabilidad de morir en (ti−1, ti] , θk representa la probabilidad de
sobrevivir al instante tk−1.
ci = P (C = ti), i = 1, . . . k − 1 y ck = 1−
k−1∑
i=1
ci
ci representa la probabilidad de censurar en ti, i = 1, . . . , k − 1 y ck la probabilidad
de no censurar. Supongamos adema´s que ck−1+ck > 0, restriccio´n necesaria para poder
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observar las unidades muestrales ma´s alla´ del instante tk−2 .
La siguiente figura, muestra esquema´ticamente las probabilidades que maneja el modelo
y el periodo o instante al que se refieren.
θ1
t0 t1
c1
t2
c2θ2
t3
c3θ3 θ4
Figura 4.1: Representacio´n del modelo para k = 4
La variable observada para cada individuo de la muestra, que denotamos por dc, pre-
senta 2k−1 modalidades excluyentes (morir en cualquiera de los k intervalos de tiempo
o censurar en cualquiera de los k − 1 instantes de tiempo) con lo que podemos expre-
sarla mediante una variable aleatoria discreta (2k − 1)-dimensional con distribucio´n
multinomial
dc = (x1, . . . , xk, y1, . . . , yk−1) ≡Mu(1; ω(θ))
con
ω(θ) =
(
θ1
k∑
j=1
cj, θ2
k∑
j=2
cj, . . . , θkck, c1
k∑
j=2
θj, c2
k∑
j=3
θj, . . . , ck−1θk
)
y que se puede escribir para reducir la notacio´n como
ω(θ) = (θ1c(1), . . . , θkck, θ(2)c1, . . . , θkck−1)
siendo c(i) =
k∑
j=i
cj, θ(i) =
k∑
j=i
θj i = 1, . . . , k − 1.
Este modelo se convierte en el modelo visto en 4.4.1 cuando las variables Y1, . . . , Yk
del vector dc resultan degeneradas en 0, es decir, en ausencia de censura, ci = 0, i =
1, . . . , k − 1; ck = 1.
El modelo anterior fue presentado en Turrero (1988) y ha sido estudiado en un contexto
Bayesiano en Turrero (1989) y en el contexto de medidas de informacio´n parame´tricas
en Turrero (1995).
100
Cap´ıtulo 5
Aplicacio´n a un modelo de
Supervivencia
Consideremos el modelo definido en 4.4.2 y que resumimos a continuacio´n:
Sea T ≥ 0 una variable aleatoria, con funcio´n de densidad desconocida
Sea {(ti−1, ti ] }, i = 1, . . . , k , una particio´n de (0,∞) con t0 = 0 y tk =∞.
Sea C una variable aleatoria discreta que representa el tiempo de censura, siendo
{t1, . . . , tk−1} su soporte.
Para cada unidad experimental so´lo se puede observar el intervalo (ti−1, ti]
i = 1, . . . , k donde “muere”, o el instante ti donde se censura.
Para cada 1 ≤ i ≤ k − 1,
θi =
∫ ti
ti−1
f(t) dt, θk = 1−
k−1∑
i=1
θi
ci = P (C = ti) ck = 1−
k−1∑
i=1
ci
θi representa la probabilidad de morir en (ti−1, ti] y ci la probabilidad de censurar
en ti (i = 1, . . . , k − 1), θk representa la probabilidad de sobrevivir al instante
tk−1, y ck la probabilidad de no censurar.
Se supone que todas las ci son conocidas y que T y C son independientes.
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Una vez fijada la distribucio´n de C, que se denota por c = (c1, c2, . . . , ck) con
ci ≥ 0 (i = 1, . . . , k) y ck−1 + ck > 0, se genera el experimento c, que consiste en la
observacio´n de la variable (2k − 1)-dimensional:
dc = (x1, . . . , xk , y1, . . . , yk−1) ≡Mu(1;ω(θ)), con
ω(θ) = (θ1c(1), . . . , θkck, θ(2)c1, . . . , θkck−1)
siendo
c(i) =
k∑
j=i
cj θ(i) =
k∑
j=i
θj (i = 1, . . . , k − 1)
Se denota por 0 al experimento c cuando c = (0, . . . , 0, 1), es decir el experimento
no censurado. Ahora las variables y1, . . . , yk−1 del vector dc son degeneradas en 0 y la
variable observada es la variable k-dimensional:
d0 = (x1, . . . , xk) ≡Mu(1, θ).
ω(θ) se puede expresar mediente la siguiente ecuacio´n matricial
ω = Aθ
siendo A la matriz de orden (2k − 1)× k siguiente:
A =

1 0 0 · · · 0 0
0 c(2) 0 · · · 0 0
0 0 c(3) · · · 0 0
...
...
...
...
...
0 0 0 · · · c(k−1) 0
0 0 0 · · · 0 ck
0 c1 c1 · · · c1 c1
0 0 c2 · · · c2 c2
...
...
...
...
...
0 0 0 · · · ck−2 ck−2
0 0 0 · · · 0 ck−1

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y θ ∈ 4k, por tanto constiuye un caso particular de los estudiados en el cap´ıtulo III,
siendo aqu´ı r = 2k − 1, (se puede observar que la suma de los elementos de cada una
de las columnas de la matriz A es 1).
Al igual que en el cap´ıtulo III, se quiere estudiar el comportamiento de H ∈ H, como
funcio´n de θ, H (ω(θ)) = H(Aθ) ma´s concretamente, caracterizar el valor o valores de
θ que maximizan dicha entrop´ıa.
5.1. Formulacio´n del programa
El problema de programacio´n matema´tica que debemos resolver es el siguiente:
min ||ω(0) − Aθ ||2
sujeto a las restricciones
(i)
k∑
j=1
θj = 1
(ii) θj ≥ 0 j = 1, . . . , k
Como ya se ha visto en el cap´ıtulo III, la funcio´n objetivo G(θ) es continua, diferenciable
y convexa en Rk como funcio´n de θ, y el conjunto de soluciones factible 4k es cerrado,
acotado y convexo, se trata, pues, de un programa convexo para mı´nimo. Solamente nos
queda por analizar en que´ situaciones A es de rango completo y por tanto, la funcio´n
objetivo estrictamente convexa.
Estudio del rango de la matriz A.
Por ser ck−1 + ck > 0 la matriz A es de rango completo para todo c = (c1, . . . , ck) ya
que el menor de orden k × k siguiente es distinto de 0
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∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 0 · · · 0 0 0
0 c(2) 0 · · · 0 0 0
0 0 c(3) · · · 0 0 0
...
...
...
...
...
...
0 0 0 · · · c(k−2) 0 0
0 0 0 · · · 0 c(k−1) 0
0 0 0 · · · 0 0 ∗ck−1(ck)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0
* Elegir entre ck−1 o´ ck el que sea distinto de 0 o cualquiera de ellos si ambos son distintos
de 0.
5.1.1. Resolucio´n del programa
Por el teorema de Weierstrass sabemos que existe solucio´n del programa y adema´s
sabemos que va a ser u´nica, pues la funcio´n objetivo es estrictamente convexa (en cual-
quier situacio´n). Para encontrar la solucio´n, utilizamos las te´cnicas de programacio´n ma-
tema´tica descritas en los cap´ıtulos anteriores, en concreto el Teorema de Kuhn-Tucker.
Las condiciones necesarias y suficientes de Kuhn-Tucker que debe verificar un punto θ∗
candidato a o´ptimo (en este caso global) son las siguientes:
(1)
∂L
∂θj
(θ∗) = 0 j = 1, . . . , k
(2) λj θ
∗
j = 0 j = 1, . . . , k
(3) θ∗j ≥ 0 j = 1, . . . , k
(4) λj ≤ 0 j = 1, . . . , k
(5)
k∑
j=1
θ∗j = 1
siendo L la funcio´n Lagrangiana:
L =
(
1
2k − 1 − θ1
)2
+
(
1
2k − 1 − θ(2)c1
)2
+ · · ·+
(
1
2k − 1 − θk−1c(k−1)
)2
+
+
(
1
2k − 1 − θkck−1
)2
+
(
1
2k − 1 − θkck
)2
+
k∑
j=1
λjθj + µ
 k∑
j=1
θj − 1

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Para resolver anal´ıticamente el programa, hay que encontrar las soluciones del conjunto
de ecuaciones formado por las condiciones de Kuhn-Tucker (1) a (5) anteriores, es decir,
hay un total de 4k + 1 condiciones.
Las hipo´tesis que podemos hacer sobre los valores que toman los λj, j = 1, . . . , k, que
dan lugar a los casos 1, . . . , k, ya han sido analizadas detalladamente en el cap´ıtulo
III. Seguidamente demostraremos que la solucio´n o´ptima que buscamos se encuentra
siempre en el caso 1.
Caso 1. λ1 = λ2 = · · · = λk = 0. La funcio´n Lagrangiana que queda es
L =
(
1
2k − 1 − θ1
)2
+
(
1
2k − 1 − θ(2)c1
)2
+ · · ·+
(
1
2k − 1 − θk−1c(k−1)
)2
+
+
(
1
2k − 1 − θkck−1
)2
+
(
1
2k − 1 − θkck
)2
+ µ(θ1 + · · ·+ θk − 1)
Las derivadas parciales de la funcio´n L, llamando s = 1/(2k − 1), son
∂L
∂θ1
= 2 (s− θ1) (−1) + µ
∂L
∂θ2
= 2
(
s− θ(2)c1
)
(−c1) + 2
(
s− θ2c(2)
)
(−c(2)) + µ
para 2 < j ≤ k − 1
∂L
∂θj
= 2
(
s− θ(2)c1
)
(−c1) + 2
(
s− θ(3)c2
)
(−c2) + · · ·+ 2
(
s− θ(j)cj−1
)
(−cj−1)+
+2
(
s− θjc(j)
)
(−c(j)) + µ
y cuando j = k
∂L
∂θk
= 2
(
s− θ(2)c1
)
(−c1) + · · ·+ 2
(
s− θ(k−1)ck−2
)
(−ck−2) + 2 (s− θkck−1) (−ck−1)+
+2 (s− θkck) (−ck) + µ
que al igualarlas a 0 forman el sistema:
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2 (s− θ1) (−1) + µ = 0
2
(
s− θ(2)c1
)
(−c1) + 2
(
s− θ2c(2)
)
(−c(2)) + µ = 0
...
...
...
2
(
s− θ(2)c1
)
(−c1) + · · ·+ 2
(
s− θ(k−1)ck−2
)
(−ck−2) + 2
(
s− θk−1c(k−1)
)
(−c(k−1)) + µ = 0
2
(
s− θ(2)c1
)
(−c1) + · · ·+ 2 (s− θkck−1) (−ck−1) + 2 (s− θkck) (−ck) + µ = 0

Para resolverlo, teniendo en cuenta adema´s que nuestro intere´s es demostrar tambie´n
que θj > 0, j = 1, . . . , k (caso 1), procedemos de forma diferente a la vista en el cap´ıtu-
lo III, lo que nos va a permitir demostrar de manera ma´s sencilla que, efectivamente, la
solucio´n buscada siempre se encuentra dentro del caso 1.
Igualando
∂L
∂θk−1
=
∂L
∂θk
queda despue´s de simplificar
2
(
1
2k − 1 − θk−1c(k−1)
)
(−c(k−1)) = 2
(
1
2k − 1 − θkck−1
)
(−ck−1)+2
(
1
2k − 1 − θkck
)
(−ck)
por tanto
θk−1c2(k−1) = θkc
2
k−1 + θkc
2
k
θk−1 = θk
(
c2k−1 + c
2
k
c2(k−1)
)
θk−1 = θkAk−1, siendo Ak−1 =
(
c2k−1 + c
2
k
c2(k−1)
)
Igualando
∂L
∂θj+1
=
∂L
∂θj
para j = 1, . . . , k − 2 queda:
θjc
2
(j) = [θj+1 + θj+2 + · · ·+ θk] c2j + θj+1c2(j+1) (1)
en particular, para j = k − 2 se tiene
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θk−2c2(k−2) = [θk−1 + θk]c
2
k−2 + θk−1c
2
(k−1)
θk−2c2(k−2) = [θkAk−1 + θk]c
2
k−2 + θkAk−1c
2
(k−1)
θk−2 = θk
(
[1 + Ak−1]c2k−2 + Ak−1c
2
(k−1)
c2(k−2)
)
θk−2 = θkAk−2
procediendo de la misma forma para j = k−3, k−2, . . . resulta que es posible expresar
cada θj, j = 1, . . . , k − 1 como el producto de θk por un factor que denominamos
Aj, j = 1, . . . , k − 1 es decir,
θj = θkAj, j = 1, . . . , k − 1.
A partir de la ecuacio´n (1) se puede obtener una expresio´n general para Aj ya que
θjc
2
(j) = [θj+1 + θj+2 + · · ·+ θk] c2j + θj+1c2(j+1)
θjc
2
(j) = θk [Aj+1 + Aj+2 + · · ·+ Ak−1 + 1] c2j + θkAj+1c2(j+1)
θj = θk ·
[
(Aj+1 + · · ·+ Ak−1 + 1)c2j + Aj+1c2(j+1)
]
c2(j)
por tanto:
Aj =
(
1 +
k−1∑
l=j+1
Al
)
c2j + Aj+1c
2
(j+1)
c2(j)
, j = 1, . . . , k − 2
Ak−1 =
c2k−1 + c
2
k
c2(k−1)
Para demostrar que θj > 0 para todo j = 1, . . . , k descomponemos Aj de la siguiente
forma:
Aj =
(
1 +
k−1∑
l=j+1
Al
)
c2j
c2(j)
+
Aj+1c
2
(j+1)
c2(j)
, j = 1, . . . , k − 2
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al ser Ak−1 > 0, se observa por recurrencia que(
1 +
k−1∑
l=j+1
Al
)
c2j
c2(j)
≥ 0
Aj+1c
2
(j+1)
c2(j)
> 0

⇒ Aj > 0 para todo j = 1, . . . , k − 2.
De θ1 + · · ·+ θk = 1 se obtiene sustituyendo:
A1θk + · · ·+ Ak−1θk + θk = 1
θk(A1 + · · ·+ Ak−1 + 1) = 1
por tanto
θ∗k =
1
A1 + · · ·+ Ak−1 + 1
θ∗k−1 =
Ak−1
A1 + · · ·+ Ak−1 + 1
...
...
θ∗1 =
A1
A1 + · · ·+ Ak−1 + 1
luego θ∗j > 0, j = 1, . . . , k, por tanto θ
∗ = (θ∗1, . . . , θ
∗
k) verifica las condiciones de
Kuhn-Tucker y se convierte en el o´ptimo buscado (recordemos que al ser la funcio´n ob-
jetivo estrictamente convexa, la solucio´n del programa matema´tico planteado es u´nica).
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5.1.2. Experimento no censurado
Cuando consideramos el experimento no censurado se sabe de antemano que la dis-
tribucio´n que maximiza cualquier entrop´ıa es la distribucio´n uniforme (1/k, . . . , 1/k) ,
ahora bien, podemos construir una matriz A de tal forma que el experimento no censu-
rado (con c = (0, 0, . . . , 0, 1) ), constituya un caso particular de los estudiados. Sea A la
matriz:
A =

1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 0
0 0 0 · · · 0 1
0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0

Utilizando las fo´rmulas anteriores, resulta
Ak−1 =
02 + 12
(0 + 1)2
= 1
Aj =
(1 + (k − j − 1)) · 0 + 1 · 12
12
= 1, j = 1, . . . , k − 2
por tanto
θ∗k =
1
A1 + · · ·+ Ak−1 + 1 =
1
k
θ∗k−1 =
Ak−1
A1 + · · ·+ Ak−1 + 1 =
1
k
...
...
...
θ∗1 =
A1
A1 + · · ·+ Ak−1 + 1 =
1
k
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5.1.3. Casos particulares
En esta seccio´n se consideran tres distribuciones de censura ordenadas estoca´sticamente1
c(1)  c(2)  c(3).
a) c(1) =
(
1
2(k − 1) ,
1
2(k − 1) , . . . ,
1
2(k − 1) ,
1
2
)
, k = 2, 3, . . .
La matriz A que se forma es
A =

1 0 0 · · · 0 0
0 k−2
2(k−1) +
1
2
0 · · · 0 0
0 0 k−3
2(k−1) +
1
2
· · · 0 0
...
...
...
...
...
0 0 0 · · · 1
2(k−1) +
1
2
0
0 0 0 · · · 0 1
2
0 1
2(k−1)
1
2(k−1) · · · 12(k−1) 12(k−1)
0 0 1
2(k−1) · · · 12(k−1) 12(k−1)
...
...
...
...
...
0 0 0 · · · 1
2(k−1)
1
2(k−1)
0 0 0 · · · 0 1
2(k−1)

en este caso se obtiene:
Ak−1 =
(k − 1)2 + 1
k2
Aj =
(
1 +
k−1∑
l=j+1
Al
)
+ Aj+1 · (2k − j − 2)2
(2k − j − 1)2 , j = 1, . . . , k − 2
1Para medidas de informacio´n parame´tricas con la propiedad de suficiencia de experimentos la
informacio´n acerca del para´metro θ aumenta cuando la censura aumenta estoca´sticamente
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Ejemplo para k = 4
A =

1 0 0 0
0
5
6
0 0
0 0
4
6
0
0 0 0
1
2
0
1
6
1
6
1
6
0 0
1
6
1
6
0 0 0
1
6

en este caso
A3 =
(4− 1)2 + 1
16
= 0.625
A2 =
(1 + 0.625) + 0.625 · 16
25
= 0.465
A1 =
(1 + 0.625 + 0.465) + 0.465 · 25
36
= 0.381
por tanto
θ∗4 =
1
A1 +A2 +A3 + 1
=
1
0.381 + 0.465 + 0.625 + 1
= 0.405
θ∗3 =
A3
A1 +A2 +A3 + 1
=
0.625
0.381 + 0.465 + 0.625 + 1
= 0.253
θ∗2 =
A2
A1 +A2 +A3 + 1
=
0.465
0.381 + 0.465 + 0.625 + 1
= 0.188
θ∗1 =
A1
A1 +A2 +A3 + 1
=
0.381
0.381 + 0.465 + 0.625 + 1
= 0.154
θ∗ = (0.154, 0.188, 0.253, 0.405)
ω∗ = Aθ = (0.154, 0.156, 0.169, 0.202, 0.141, 0.11, 0.068)
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Se pueden utilizar los resultados del cap´ıtulo III teniendo en cuenta que
2A′A =

2 0 0 0
0 1.4444 0.0556 0.0556
0 0.0556 1 0.1112
0 0.0556 0.1112 0.6666

luego
θ∗1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2/7 0 0 0 1
2/7 1.4444 0.0556 0.0556 1
2/7 0.0556 1 0.1112 1
2/7 0.0556 0.1112 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.4444 0.0556 0.0556 1
0 0.0556 1 0.1112 1
0 0.0556 0.1112 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.154; θ∗2 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 2/7 0 0 1
0 2/7 0.0556 0.0556 1
0 2/7 1 0.1112 1
0 2/7 0.1112 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.4444 0.0556 0.0556 1
0 0.0556 1 0.1112 1
0 0.0556 0.1112 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.188
θ∗3 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 2/7 0 1
0 1.4444 2/7 0.0556 1
0 0.0556 2/7 0.1112 1
0 0.0556 2/7 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.4444 0.0556 0.0556 1
0 0.0556 1 0.1112 1
0 0.0556 0.1112 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.253; θ∗4 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 2/7 1
0 1.4444 0.0556 2/7 1
0 0.0556 1 2/7 1
0 0.0556 0.1112 2/7 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.4444 0.0556 0.0556 1
0 0.0556 1 0.1112 1
0 0.0556 0.1112 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.405
θ∗ = (0.154, 0.188, 0.253, 0.405)
ω∗ = Aθ = (0.154, 0.156, 0.169, 0.202, 0.141, 0.11, 0.068)
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b) Distribucio´n uniforme para c :
c(2) =
(
1
k
,
1
k
, . . . ,
1
k
)
La matriz A que se obtiene es
A =

1 0 0 · · · 0 0
0 k−1
k
0 · · · 0 0
0 0 k−2
k
· · · 0 0
...
...
...
...
...
0 0 0 · · · 0 1
k
0 1
k
1
k
· · · 1
k
1
k
0 0 1
k
· · · 1
k
1
k
...
...
...
...
...
0 0 0 · · · 1
k
1
k
0 0 0 · · · 0 1
k

en este caso
Ak−1 =
1
2
(independientemente del valor de k)
Aj =
(
1 +
k−1∑
l=j+1
Al
)
+ Aj+1 · (k − j)2
(k − j + 1)2 , j = 1, . . . , k − 2
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Ejemplo para k = 4
A =

1 0 0 0
0
3
4
0 0
0 0
2
4
0
0 0 0
1
4
0
1
4
1
4
1
4
0 0
1
4
1
4
0 0 0
1
4

en este caso
A3 = 0.5
A2 =
(1 + 0.5) + 0.5 · 4
9
= 0.3889
A1 =
(1 + 0.5 + 0.3889) + 0.3889 · 9
16
= 0.3368
por tanto
θ∗4 =
1
A1 +A2 +A3 + 1
=
1
0.3368 + 0.3889 + 0.5 + 1
= 0.45
θ∗3 =
A3
A1 +A2 +A3 + 1
=
0.5
0.3368 + 0.3889 + 0.5 + 1
= 0.224
θ∗2 =
A2
A1 +A2 +A3 + 1
=
0.3889
0.3368 + 0.3889 + 0.5 + 1
= 0.175
θ∗1 =
A1
A1 +A2 +A3 + 1
=
0.3368
0.3368 + 0.3889 + 0.5 + 1
= 0.151
θ∗ = (0.151, 0.175, 0.224, 0.45)
ω∗ = Aθ = (0.151, 0.1312, 0.112, 0.1125, 0.2123, 0.1685, 0.1125)
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Se pueden utilizar los resultados del cap´ıtulo III teniendo en cuenta que
2A′A =

2 0 0 0
0 1.25 0.125 0.125
0 0.125 0.75 0.25
0 0.125 0.25 0.5

luego
θ∗1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2/7 0 0 0 1
2/7 1.25 0.125 0.125 1
2/7 0.125 0.75 0.25 1
2/7 0.125 0.25 0.5 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.25 0.125 0.125 1
0 0.125 0.75 0.25 1
0 0.125 0.25 0.5 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.151; θ∗2 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 2/7 0 0 1
0 2/7 0.125 0.125 1
0 2/7 0.75 0.25 1
0 2/7 0.25 0.5 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.25 0.125 0.125 1
0 0.125 0.75 0.25 1
0 0.125 0.25 0.5 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.175
θ∗3 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 2/7 0 1
0 1.25 2/7 0.125 1
0 0.125 2/7 0.25 1
0 0.125 2/7 0.5 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.25 0.125 0.125 1
0 0.125 0.75 0.25 1
0 0.125 0.25 0.5 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.224; θ∗4 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 2/7 1
0 1.25 0.125 2/7 1
0 0.125 0.75 2/7 1
0 0.125 0.25 2/7 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.25 0.125 0.125 1
0 0.125 0.75 0.25 1
0 0.125 0.25 0.5 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.45
θ∗ = (0.151, 0.175, 0.224, 0.45)
ω∗ = Aθ = (0.151, 0.1312, 0.112, 0.1125, 0.2123, 0.1685, 0.1125)
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c) c(3) =
(
1
k − 1 ,
1
k − 1 , . . . ,
1
k − 1 , 0
)
, k = 2, 3, . . .
La matriz A que se obtiene es
A =

1 0 0 · · · 0 0
0 k−2
k−1 0 · · · 0 0
0 0 k−3
k−1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1
k−1 0
0 0 0 · · · 0 0
0 1
k−1
1
k−1 · · · 1k−1 1k−1
0 0 1
k−1 · · · 1k−1 1k−1
...
...
...
...
...
0 0 0 · · · 1
k−1
1
k−1
0 0 0 · · · 0 1
k−1

en este caso ω = (ω1, . . . , ωk, ωk+1, . . . , ω2k−1), ωk = θkck = 0, ∀θ.
Ak−1 = 1 (independientemente del valor de k)
Aj =
(
1 +
k−1∑
l=j+1
Al
)
+ Aj+1 · (k − j − 1)2
(k − j)2 , j = 1, . . . , k − 2
116
Cap´ıtulo 5. Aplicacio´n a un modelo de supervivencia
Ejemplo para k = 4
A =

1 0 0 0
0
2
3
0 0
0 0
1
3
0
0 0 0 0
0
1
3
1
3
1
3
0 0
1
3
1
3
0 0 0
1
3

en este caso
A3 = 1
A2 =
(1 + 1) + 1 · 1
4
= 0.75
A1 =
(1 + 1 + 0.75) + 0.75 · 4
9
= 0.6389
por tanto
θ∗4 =
1
A1 +A2 +A3 + 1
=
1
0.6389 + 0.75 + 1 + 1
= 0.295
θ∗3 =
A3
A1 +A2 +A3 + 1
=
1
0.6389 + 0.75 + 1 + 1
= 0.295
θ∗2 =
A2
A1 +A2 +A3 + 1
=
0.75
0.6389 + 0.75 + 1 + 1
= 0.221
θ∗1 =
A1
A1 +A2 +A3 + 1
=
0.6389
0.6389 + 0.75 + 1 + 1
= 0.189
θ∗ = (0.189, 0.221, 0.295, 0.295)
ω∗ = Aθ = (0.189, 0.147, 0.098, 0, 0.27, 0.198, 0.098)
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Se pueden utilizar los resultados del cap´ıtulo III teniendo en cuenta que
2A′A =

2 0 0 0
0 1.1112 0.2222 0.2222
0 0.2222 0.6666 0.4444
0 0.2222 0.4444 0.6666

luego
θ∗1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2/7 0 0 0 1
2/7 1.1112 0.2222 0.2222 1
2/7 0.2222 0.6666 0.4444 1
2/7 0.2222 0.4444 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.1112 0.2222 0.2222 1
0 0.2222 0.6666 0.4444 1
0 0.2222 0.4444 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.189; θ∗2 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 2/7 0 0 1
0 2/7 0.2222 0.2222 1
0 2/7 0.6666 0.4444 1
0 2/7 0.4444 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.1112 0.2222 0.2222 1
0 0.2222 0.6666 0.4444 1
0 0.2222 0.4444 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.221
θ∗3 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 2/7 0 1
0 1.1112 2/7 0.2222 1
0 0.2222 2/7 0.4444 1
0 0.2222 2/7 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.1112 0.2222 0.2222 1
0 0.2222 0.6666 0.4444 1
0 0.2222 0.4444 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.295; θ∗4 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 2/7 1
0 1.1112 0.2222 2/7 1
0 0.2222 0.6666 2/7 1
0 0.2222 0.4444 2/7 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 0 0 0 1
0 1.1112 0.2222 0.2222 1
0 0.2222 0.6666 0.4444 1
0 0.2222 0.4444 0.6666 1
1 1 1 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.295
θ∗ = (0.189, 0.221, 0.295, 0.295)
ω∗ = Aθ = (0.189, 0.147, 0.098, 0, 0.27, 0.198, 0.098)
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5.2. Formulacio´n del programa [I] para la entrop´ıa
de Shannon
Dadas las carater´ısticas que presenta en su formulacio´n la entrop´ıa de Shannon, es
posible obtener la solucio´n del programa
ma´xHSh(Aθ)
s.a.
θj ≥ 0 j = 1, . . . , k
k∑
j=1
θj = 1

[I]
(con HSh entrop´ıa de Shannon con logaritmos naturales) actuando de forma similar a
como se ha hecho en el apartado anterior.
La funcio´n objetivo es co´ncava, diferenciable como funcio´n de θ y el conjunto de so-
luciones factibles 4k es cerrado, acotado y convexo luego se trata, de un programa
convexo para ma´ximo. La funcio´n objetivo es estrictamente co´ncava pues la matriz A
es de rango completo como ya se ha visto anteriormente.
5.2.1. Resolucio´n del programa
Por el teorema de Weierstrass sabemos que existe solucio´n y adema´s sabemos que va
a ser u´nica, pues la funcio´n es estrictamente co´ncava (en cualquier situacio´n). Para en-
contrar la solucio´n, utilizamos las te´cnicas de programacio´n matema´tica descritas en los
cap´ıtulos anteriores, en concreto el Teorema de Kuhn-Tucker. Las condiciones necesarias
y suficientes de Kuhn-Tucker que debe verificar un punto candidato a o´ptimo (en este
caso global) son las siguientes:
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(1)
∂L
∂θj
(θ∗) = 0 j = 1, . . . , k
(2) λj θ
∗
j = 0 j = 1, . . . , k
(3) θ∗j ≥ 0 j = 1, . . . , k
(4) λj ≥ 0 j = 1, . . . , k
(5)
k∑
j=1
θ∗j = 1
siendo L la funcio´n Lagrangiana:
L = −θ1logθ1 − θ(2)c1log(θ(2)c1) · · · − θk−1c(k−1)log(θk−1c(k−1))
−θkck−1log(θkck−1)− θkcklog(θkck) +
k∑
j=1
λjθj + µ
(
k∑
j=1
θj − 1
)
Para resolver anal´ıticamente el programa, hay que encontrar las soluciones del conjunto
de ecuaciones formado por las condiciones de Kuhn-Tucker (1) a (5) anteriores, es decir,
hay un total de 4k + 1 condiciones.
Las hipo´tesis que podemos hacer sobre los valores que toman los λj, j = 1, . . . , k y
que dan lugar a los casos 1, . . . , k, ya han sido analizadas detalladamente en el cap´ıtulo
III. Seguidamente demostraremos que la solucio´n o´ptima que buscamos se encuentra
siempre en el caso 1.
Caso 1. λ1 = λ2 = · · · = λk = 0. La funcio´n Lagrangiana que queda es:
L = −θ1logθ1 − θ(2)c1log(θ(2)c1) · · · − θk−1c(k−1)log(θk−1c(k−1))
−θkck−1log(θkck−1)− θkcklog(θkck) + µ
(
k∑
j=1
θj − 1
)
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Las derivadas parciales de la funcio´n L son
∂L
∂θ1
= −logθ1 − 1 + µ
∂L
∂θ2
= −c1log(θ(2)c1)− c1 − c(2)log(θ2c(2))− c(2) + λ
para 2 < j ≤ k − 1
∂L
∂θj
= c1log(θ(2)c1)− c1 · · · − cj−1log(θ(j)cj−1)− cj−1 − c(j)log(θjc(j))− c(j) + µ
y cuando j = k
∂L
∂θk
= −c1log(θ(2)c1)− c1 · · · − ck−2 log(θ(k−1)ck−2)− ck−2 − ck−1log(θkck−1)− ck−1
−cklog(θkck)− ck + µ
que al igualarlas a 0 forman el sistema:
−logθ1 − 1 + µ = 0
−c1logθ(2)c1 − c1 − c(2)log(θ2c(2))− c(2) + µ = 0
...
...
...
c1log(θ(2)c1)− c1 · · · − cj−1log(θ(j)cj−1)− cj−1 − c(j)log(θjc(j))− c(j) + µ = 0
...
...
...
−c1log(θ(2)c1)− c1 · · · − ck−2 log(θ(k−1)ck−2)− ck−2 − ck−1log(θkck−1)− ck−1 − cklog(θkck)− ck + µ = 0

Para resolverlo, procedemos de la misma forma que en el apartado anterior igualando
de dos en dos las ecuaciones que forman el sitema comenzando por las dos u´ltimas
∂L
∂θk−1
=
∂L
∂θk
simplificando queda:
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−c(k−1)log(θk−1c(k−1)) = −ck−1log(θkck−1)− cklog(θkck)
−c(k−1)logc(k−1) − c(k−1)logθk−1 = −ck−1logck−1 − ck−1logθk − cklogck − cklogθk
−c(k−1)logθk−1 = −c(k−1)logθk − ck−1logck−1 − cklogck + c(k−1)logc(k−1)
−c(k−1)logθk−1 = −c(k−1)logθk + c(k−1)H
(
ck−1
c(k−1)
,
ck
c(k−1)
)
c(k−1)logθk−1 = c(k−1)logθk − c(k−1)H
(
ck−1
c(k−1)
,
ck
c(k−1)
)
si H
(
ck−1
c(k−1)
,
ck
c(k−1)
)
= Bk−1 ⇒ logθk−1 = logθk + log eBk−1 ⇒ θk−1 = θkeBk−1
θk = θk−1e−Bk−1
Igualando
∂L
∂θj+1
=
∂L
∂θj
, j = 1, . . . , k − 2 queda al simplificar
−c(j)log(θjc(j))=−cj log(θ(j+1)cj)− c(j+1)log(θj+1c(j+1))
−c(j)logc(j) − c(j)logθj =−cj logcj − cj logθ(j+1) − c(j+1)logc(j+1) − c(j+1)logθj+1
=−cj logcj − cj log[θj+1 + · · ·+ θk+1]− c(j+1)logc(j+1) − c(j+1)logθj+1
=−cj logcj − cj log[θj+1(1 + e−Bj+1 + e−Bj+2 + · · ·+ e−Bk−1)]− c(j+1)logc(j+1) − c(j+1)logθj+1
−c(j)logθj =−c(j)logθj+1 − cj log(1 + e−Bj+1 + e−Bj+2 + · · ·+ e−Bk−1)− c(j+1)logc(j+1)
−c(j+1)logθj+1 + c(j)logc(j)
−c(j)logθj =−c(j)logθj+1 − cj log(1 + e−Bj+1 + e−Bj+2 + · · ·+ e−Bk−1) + c(j)H
(
cj
c(j)
,
c(j+1)
c(j)
)
logθj = logθj+1 +
cj
c(j)
log(1 + e−Bj+1 + e−Bj+2 + · · ·+ e−Bk−1)−H
(
cj
c(j)
,
c(j+1)
c(j)
)
si llamamos Bj =
cj
c(j)
log(1 + e−Bj+1 + e−Bj+2 + · · ·+ e−Bk−1)−H
(
cj
c(j)
,
c(j+1)
c(j)
)
queda
θj+1 = θje
−Bj , j = 1, . . . , k − 1
con
Bj =
cj
c(j)
log
(
1 +
k−1∑
l=j+1
e−Bl
)
−H
(
cj
c(j)
,
c(j+1)
c(j)
)
j = 1, . . . , k − 1
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De θ1 + · · ·+ θk = 1 se obtiene sustituyendo:
θ1 + θ1e
−B1 + θ1e−(B1+B2) + · · ·+ θ1e−(B1+B2+···+Bk−1) = 1
por tanto
θ∗1 =
1
1 + e−B1 + e−(B1+B2) + · · ·+ e−(B1+B2+···+Bk)
θ∗2 =
e−B1
1 + e−B1 + e−(B1+B2) + · · ·+ e−(B1+B2+···+Bk)
...
...
θ∗k =
e−(B1+B2+···+Bk)
1 + e−B1 + e−(B1+B2) + · · ·+ e−(B1+B2+···+Bk)
como se observa, θ∗j > 0, j = 1, . . . , k, luego θ
∗ = (θ∗1, . . . , θ
∗
k) verifica las condiciones
de Kuhn- Tucker y se convierte en el o´ptimo buscado.
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5.3. Resumen
En las tablas siguientes se muestran los valores de la entrop´ıa de Shannon, y de la
entrop´ıa de Havrda y Charva´t de grado 2, para las distribuciones de censura vistas an-
teriormente y varios θ incluyendo el modelo no censurado c = (0, 0, . . . , 0, 1); θ(∗)
solucio´n aproximada y θ∗Sh solucio´n del programa [I] que maximiza dichas entrop´ıas.
Todos los resultados se refieren a k = 4.
Tabla 1. Entrop´ıas de Shannon (logar´ıtmo natural).
H(ω(θ)) θ(1) θ(2) θ(3) θ(∗) θ∗Sh
c 0.940 0.826 1.279 1.3863 1.3863
c(1) 1.118 1.734 1.888 1.9033 1.9081
c(2) 1.122 1.792 1.900 1.9177 1.9179
c(3) 1.068 1.511 1.698 1.7261 1.7269
c = (0, 0, 0, 1)
c(1) = (1/6, 1/6, 1/6, 1/2)
c(2) = (1/4, 1/4, 1/4, 1/4)
c(3) = (1/3, 1/3, 1/3, 0)
θ(1) = (7/10, 1/10, 1/10, 1/10)
θ(2) = (1/20, 2/20, 2/20, 15/20)
θ(3) = (1/10, 2/10, 3/10, 4/10)
θ(∗) = (θ∗1 , θ
∗
2 , θ
∗
3 , θ
∗
4)
Para c(1)
θ∗H = (0.1491, 0,1807, 0.2433, 0.4269)
ω∗H = Aθ
∗
H = (0.1490, 0.1506, 0.1622, 0.2134, 0.1418, 0.1117, 0.0713)
Para c(2)
θ∗H = (0.1469, 0,1732, 0.2266, 0.4533)
ω∗H = Aθ
∗
H = (0.1469, 0.1297, 0.1134, 0.1134, 0.2132, 0.1701, 0.1133)
Para c(3)
θ∗H = (0.1735, 0,2067, 0.3099, 0.3099)
ω∗H = Aθ
∗
H = (0.1735, 0.1378, 0.1033, 0, 0.2755, 0.2066, 0.1033)
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Tabla 2. Entrop´ıas de Havrda y Charva´t (s = 2).
H(ω(θ)) θ(1) θ(2) θ(3) θ(∗) = θ∗H
c 0.960 0.830 1.400 1.500
c(1) 0.984 1.570 1.683 1.691
c(2) 0.985 1.635 1.687 1.697
c(3) 0.978 1.497 1.600 1.623
c = (0, 0, 0, 1)
c(1) = (1/6, 1/6, 1/6, 1/2)
c(2) = (1/4, 1/4, 1/4, 1/4)
c(3) = (1/3, 1/3, 1/3, 0)
θ(1) = (7/10, 1/10, 1/10, 1/10)
θ(2) = (1/20, 2/20, 2/20, 15/20)
θ(3) = (1/10, 2/10, 3/10, 4/10)
θ(∗) = (θ∗1 , θ
∗
2 , θ
∗
3 , θ
∗
4)
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Matrices y Formas cuadra´ticas
A.1. Matrices
Denotaremos por Mm×n el conjunto de todas las matrices de orden m× n y por Mn
el conjunto de todas las matrices cuadradas con n filas.
Definicio´n A.1.1. Rango de una Matriz
Dada una matriz cualquiera A de orden m × n se denomina rango de la matriz A
y se nota por rg(A) al ma´ximo nu´mero de vectores, ya sean filas o columnas de A
linealmente independientes, pues este nu´mero coincide en ambos casos.
Dada una matriz A ∈Mm×n atendiendo a su rango se pueden distinguir los siguientes
tipos de matrices:
Si m 6= n y rg(A) = mı´n{m,n} se dice que A es de rango completo.
Si m = n y rg(A) = n se dice que A es no singular o regular.
Si m = n y rg(A) < n se dira´ que A es singular.
Proposicio´n A.1.1.
Dada A ∈Mm×n se verifica que rg(A) = rg(A′A) = rg(AA′). En particular, si m > n
y rg(A) = n, la matriz A′A es no singular. Se puede ver la demostracio´n en Barbolla
y Sanz (1998).
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Proposicio´n A.1.2.
Si A es una matriz cuadrada no singular con elementos reales, tal que para cada una de
sus columnas se verifica que la suma de sus elementos es 1 entonces para cada columna
de A−1 se verifica que la suma de sus elementos es 1.
Demostracio´n
Sea A−1 =

b11 · · · b1k
...
...
bk1 · · · bkk
 se verifica que

a11 · · · a1k
...
...
ak1 akk


b11 · · · b1k
...
...
bk1 · · · bkk
 =

1 · · · 0
...
...
0 · · · 1

Formemos los productos que conducen a la primera columna de la matriz identidad Ik×k
a11b11 + · · ·+ a1kbk1 = 1
a21b11 + · · ·+ a2kbk1 = 0
...
...
...
ak1b11 + · · ·+ akkbk1 = 0
b11
k∑
i=1
ai1+ · · ·+bk1
k∑
i=1
aik = 1
y como cada una de las columnas de A suman 1, se cumple que b11 + · · · + bk1 = 1 de
igual forma se demuestra para las restantes columnas de A−1.
Definicio´n A.1.2. Producto Kronecker
Dadas las matrices Am×n , Bp×q, se define el producto de Kronecker de A por B, que
se denota por A⊗B, como la matriz de orden mp× nq dada por
A⊗B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
...
am1B am2B · · · amnB

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A.2. Formas cuadra´ticas
Definicio´n A.2.1. Polinomio cuadra´tico
Se dice que un polinomio p en las variables x1, x2, . . . , xn es cuadra´tico, si cada uno de
sus te´rminos tiene grado dos, es decir
p2(x1, x2, . . . , xn) =
n∑
i=1
n∑
j=1
aijxixj
siendo los coeficientes aij ∈ R, i, j = 1, . . . , n y las variables xi, i = 1, . . . , n con
valores en R.
Definicio´n A.2.2. Forma cuadra´tica
Se denomina forma cuadra´tica q a toda aplicacio´n de Rn en R que a cada vector
x¯ ∈ Rn le hace corresponder el valor nume´rico dado por un polinomio cuadra´tico.
Definicio´n A.2.3. Matriz asociada a una forma cuadra´tica
Dada una forma cuadra´tica q, definida de Rn en R la u´nica matriz sime´trica Q ∈Mn
para la que se verifica q(x¯) = x¯′Q x¯ se dice que es la matriz asociada a la forma
cuadra´tica q, denomina´ndose expresio´n matricial de q a la dada a partir de la matriz
sime´trica Q.
Definicio´n A.2.4. Tipos de formas cuadra´ticas
Sea q una forma cuadra´tica en las variables (x1, x2, . . . , xn). Se dice que
1. q es definida positiva si y so´lo si para todo x¯ ∈ Rn x¯ 6= 0 se verifica que q(x¯) > 0.
2. q es definida negativa si y so´lo si para todo x¯ ∈ Rn x¯ 6= 0 se verifica que q(x¯) < 0.
3. q es semidefinida positiva si y so´lo si para todo x¯ ∈ Rn q(x¯) ≥ 0 y existe algu´n
vector no nulo x¯1 tal que q(x¯1) = 0.
4. q es semidefinida negativa si y so´lo si para todo x¯ ∈ Rn q(x¯) ≤ 0 y existe algu´n
vector no nulo x¯2 tal que q(x¯2) = 0.
5. q es indefinida si y so´lo si existen x¯0, x¯∗ ∈ Rn tales que q(x¯0) < 0 y q(x¯∗) > 0.
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Definicio´n A.2.5. Menor principal
Se denomina menor principal Di, i = 1, . . . , n de una matriz
A = (aij), i, j = 1, . . . , n a
Di =
∣∣∣∣∣∣∣∣
a11 a12 · · · a1i
...
...
...
ai1 ai2 · · · aii
∣∣∣∣∣∣∣∣
Criterios de clasificacio´n de formas cuadra´ticas
Teorema A.2.1. Criterio de los menores
Sea q(x¯) = x¯′Ax¯ una forma cuadra´tica en las variables x1, . . . , xn. Entonces se verifica
que:
1. q es definida positiva si y so´lo si Di > 0, i = 1, . . . , n.
2. q es definida negativa si y so´lo si (−1)iDi > 0, i = 1, . . . , n.
3. q es semidefinida positiva si Di > 0, i = 1, . . . , n− 1 y Dn = |A| = 0.
4. q es semidefinida negativa si (−1)iDi > 0, i = 1, . . . , n− 1 y Dn = |A| = 0.
Teorema A.2.2. Criterio de los autovalores
Sea q(x¯) = x¯′Ax¯ una forma cuadra´tica con matriz asociada A, cuyos autovalores son
λ1, λ2, . . . , λn. Entonces se verifica que
1. q es definida positiva si y so´lo si λi > 0, i = 1, . . . , n.
2. q es definida negativa si y so´lo si λi < 0, i = 1, . . . , n.
3. q es semidefinida positiva si y so´lo si λi ≥ 0, i = 1, . . . , n y, al menos existe i0
tal que λi0 = 0.
4. q es semidefinida negativa si y so´lo si λi ≤ 0, i = 1, . . . , n y, al menos existe i1
tal que λi1 = 0.
5. q es indefinida si y so´lo si existen al menos i2 e i3 tales que λi2 > 0 y λi3 < 0.
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Definicio´n A.2.6. Matrices definidas y semidefinidas
Se dice que una matriz real y sime´trica, de orden n, es definida positiva, definida ne-
gativa, semidefinida positiva o semidefinida negativa si lo es, respectivamente, la forma
cuadra´tica q : Rn → R asociada a la matriz A en la base cano´nica.
Definicio´n A.2.7. Menor principal primario
Dada una matriz A de orden n, se denomina menor principal primario de A de orden
p ≤ n, denotado por Hp, al valor del determinante de una submatriz de orden p de
A, que se obtiene cuando en A se eliminan n− p filas y columnas del mismo ı´ndice.
Proposicio´n A.2.1.
Si q(x¯) = x¯′Ax¯ es una forma cuadra´tica definida positiva, entonces todo menor principal
primario de A es positivo siendo adema´s la submatriz asociada correspondiente de orden
p definida positiva. La demostracio´n puede verse en Mun˜oz, F. (1988)
Proposicio´n A.2.2.
Dada la forma cuadra´tica q(x¯) = x¯′Ax¯ en las variables x¯ = (x1, . . . , xn) se tiene que:
1. La forma cuadra´tica q es definida positiva si y so´lo si existe una matriz B de orden
m× n con m ≥ n y rg(B) = n tal que A = B′B.
2. Si rg(A) = r < n, la forma cuadra´tica q es semidefinida positiva si y so´lo si existe
una matriz B de orden m× n con m ≥ n y rg(B) = r < n tal que A = B′B.
Se puede ver la demostracio´n de esta proposicio´n en Barbolla y Sanz (1998).
Definicio´n A.2.8. Formas cuadra´ticas restringidas
Dadas las matrices An×n y Bm×n con m < n y rg(B) = m, se dice que la forma
cuadra´tica restringida
q(x¯) = x¯′Ax¯, sujeta a Bx¯ = 0¯ es:
1. Definida positiva si y so´lo si para todo x¯ ∈ Rn, x¯ 6= 0¯ tal que Bx¯ = 0¯ se verifica
que q(x¯) > 0.
2. Definida negativa si y so´lo si para todo x¯ ∈ Rn, x¯ 6= 0¯ tal que Bx¯ = 0¯ se verifica
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que q(x¯) < 0.
3. Semidefinida positiva si y so´lo si para todo x¯ ∈ Rn, tal que Bx¯ = 0¯ se verifica que
q(x¯) ≥ 0, existiendo x¯0 6= 0¯ con Bx¯0 = 0¯ para el cual q(x¯0) = 0.
4. Semidefinida negativa si y so´lo si para todo x¯ ∈ Rn, tal que Bx¯ = 0¯ se verifica que
q(x¯) ≤ 0, existiendo x¯∗ 6= 0¯ con Bx¯∗ = 0¯ para el cual q(x¯∗) = 0.
5. Indefinida si y so´lo si existen x¯1 y x¯2 no nulos tales que Bx¯1 = 0¯ y Bx¯2 = 0¯ para
los que se verifica que q(x¯1) > 0 y q(x¯2) < 0.
• Si G es una matriz cuadrada de orden n× n, denotaremos por
Gr la matriz de orden r formada por las r primeras filas y columnas de G.
• Si S es una matriz de orden m× n con m < n denotaremos por
Sm la matriz de orden m obtenida a partir de las m primeras columnas de S.
Sm×k la matriz de orden m× k formada por los elementos de las columnas
m+ 1, . . . ,m+ k de S.
Lema A.2.1.
Dada la forma cuadra´tica restringida q indicada en la definicio´n A.2.8. en las variables
x1, x2, . . . , xn se verifica que existe una forma cuadra´tica
q∗(y¯) = y¯ ′E y¯
con y¯ ∈ Rn−m, tal que q y q∗ son ambas del mismo tipo, siendo E = C ′AC y
C =
 −B−1m Bm×n−m
In−m

Definicio´n A.2.9. Matriz orlada
Dadas las matrices An y Bm×n, llamamos matriz A orlada con B a la matriz de
orden (m+ n)× (m+ n)
M =
 Om B
B′ A

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siendo Om la matriz cuadrada nula de orden m.
Nota.- Algunos autores denominan matriz orlada de A con B a:
M˜ =
 A B′
B Om

Lema A.2.2.
Si para cada i = 1, . . . , n −m se nota por Ei la matriz de orden i formada por las i
primeras filas y columnas de la matriz E definida en el Lema A.2.1 y por Bm y M2m+i
lo ana´logo a partir de las matrices B y M indicadas en las definiciones A.2.8 y A.2.9
respectivamente, entonces se verifica que
|M2m+i| = (−1)m |Bm|2 |Ei| i = 1, . . . , n−m.
Se pueden ver las demostraciones de los lemas A.2.1 y A.2.2 en Barbolla y Sanz (1998).
Se obtienen resultados ana´logos a los expuestos, si se considera la matriz M˜.
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Espacios me´tricos y normados
La nocio´n de distancia como espacio o intervalo de lugar que media entre dos cosas
se presenta de forma natural en la geometr´ıa eucl´ıdea al medir las longitudes de los
segmentos que unen dos puntos cualesquiera del espacio. Cuando se prescinde del soporte
geome´trico que hace intuitiva tal nocio´n y se consideran sus propiedades esenciales, se
obtienen los axiomas que definen una me´trica en un conjunto, y aparece el concepto de
espacio me´trico.
B.1. Espacio me´trico
Definicio´n B.1.1. Me´trica
Dado el conjunto E no vac´ıo, una me´trica o distancia definida en E es una aplicacio´n
E×E → R, en la que a cada par ordenado (x, y) de elementos de E le corresponde un
nu´mero real que cumple las condiciones:
1. d(x, y) ≥ 0, para todos x, y ∈ E.
2. d(x, y) = 0 si, y so´lo si, x = y
3. d(x, y) = d(y, x), para todos x, y ∈ E.
4. d(x, z) ≤ d(x, y) + d(y, z), para todos x, y, z ∈ E
Espacio me´trico es el par {E, d} formado por un conjunto E no vac´ıo y una me´trica
definida en el mismo.
Dos espacios me´tricos son distintos cuando difieren en el conjunto soporte E o cuando
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teniendo el mismo soporte E, difieren en las me´tricas.
De acuerdo con la definicio´n de espacio me´trico, estos espacios no necesitan tener ningu-
na clase de estructura algebraica definida en e´l y por otra parte, no son topolo´gicos; sin
embargo, como la me´trica permite de manera muy directa definir una base de entornos,
se dice que los espacios me´tricos son una clase especial de espacios topolo´gicos.
Dado el espacio me´trico {E, d}, se llama:
- Bola abierta de centro x y radio r al conjunto
B(x, r) = Br(x) = {y : y ∈ E, d(x, y) < r}
- Bola cerrada de centro x y radio r al conjunto
B¯(x, r) = B¯r(x) = {y : y ∈ E, d(x, y) ≤ r}
Un conjunto A de un espacio me´trico {E, d} esta´ acotado si y so´lo si existe una bola
que lo contiene.
B.2. Espacios normados
Muchos de los espacios me´tricos que se presentan en Ana´lisis Matema´tico admiten una
estructura previa de espacio vectorial, y en ellos la distancia aparece estrechamente
ligada a la nocio´n de norma de un vector. Tal es el caso del conjunto Rn cuya estructura
de espacio vectorial sobre el cuerpo R es evidente. Conviene, pues, distinguir una clase
particular de espacios me´tricos que son espacios vectoriales en los que para cada vector
se puede definir una norma.
Definicio´n B.2.1. Norma
Dado un espacio vectorial E sobre un cuerpo K real o complejo; una norma definida
en E es una aplicacio´n de E en R, en la que a cada x¯ ∈ E le corresponde un nu´mero
real que se designa por ||x¯||, que verifica las siguientes condiciones:
1. ||x¯|| ≥ 0 para todo x¯ ∈ E.
2. ||x¯|| = 0 equivale a x¯ = 0.
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3. ||α x¯|| = |α| ||x¯|| para cada x¯ ∈ E y cada α ∈ K.
4. ||x¯+ y¯|| ≤ ||x¯||+ ||y¯|| para cada par x¯ , y¯ ∈ E
(desigualdad triangular de la norma).
Definicio´n B.2.2. Espacio normado
Un espacio normado sobre K es un par {E, || · ||}, donde E es un espacio vectorial
sobre un cuerpo K y || · || una norma definida en E.
En particular, son espacios normados:
1. El espacio vectorial R con la norma del valor absoluto.
2. El espacio vectorial Rn con la norma eucl´ıdea: ||x¯|| =
(
n∑
i=1
x2i
)1/2
.
A todo espacio normado se le puede dotar, de manera natural, de una estructura de
espacio me´trico:
Proposicio´n B.2.1.
Si ||x¯|| es una norma en un espacio vectorial E, la aplicacio´n en la que a cada par
ordenado de elementos x¯, y¯ ∈ E le corresponde ||x¯ − y¯|| es una distancia d(x¯, y¯)
definida en E.
Demostracio´n.
d(x¯, y¯) = ||x¯ − y¯|| ≥ 0. Segu´n 2, si d(x¯, y¯) = ||x¯ − y¯|| = 0, es x¯ − y¯ = 0; segu´n 3 es
d(x¯, y¯) = ||x¯− y¯|| = ||(−1)(y¯− x¯)|| = | − 1| ||y¯− x¯|| = d(y¯, x¯); y finalmente de 4 resulta
la desigualdad triangular
d(x¯, z¯) = ||(x¯− y¯) + (y¯ − z¯)|| ≤ ||x¯− y¯||+ ||y¯ − z¯|| = d(x¯, y¯) + d(y¯, z¯).
Por tanto todo espacio normado E se considera como espacio me´trico, con la distancia
d(x¯, y¯) = ||x¯− y¯||.
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