Abstract. Solution techniques for location-allocation problems usually are not a part of microcomputer-based geoprocessing systems because of the large volumes of data to process and store and the complexity of algorithms. In this paper, it is shown that processing costs for the most accurate, heuristic, location-allocation algorithm can be drastically reduced by exploiting the spatial structure of location-allocation problems. The strategies used, preprocessing interpoint distance data as both candidate and demand strings, and use of them to update an allocation table, allow the solution of large problems (3000 nodes) in a microcomputer-based, interactive decisionmaking environment. Moreover, these strategies yield solution times which increase approximately linearly with problem size. Tests on four network problems validate these claims.
Introduction
In the microcomputer-based environment in which many decisionmakers work (Newton et al, 1988) , many techniques of spatial analysis have not been implemented because typical applications require large data-storage, manipulation, and processing capabilities. Location-allocation problems are typical of this genre; consequently, many software systems support only evaluation of the implications of locational decisions selected by intuitive approaches (for example, see Lupien et al, 1987; Schneider et al, 1976) .
By capitalising on features of the general structure of location-allocation problems, we have developed a set of principles for implementing the best of currently known heuristic algorithms; these principles enable us to solve large problems in times that are realistic in a microcomputer-based, interactive decisionmaking environment. Existing microcomputer-based, location-allocation software, such as the PLACE suite (Goodchild and Noronha, 1983) and UDMS (Robinson, 1983) , can accommodate small to medium problems of the order of 200 to 500 nodes. These analysis systems were designed for "pilot or demonstrator applications" (Beaumont, 1988 (Beaumont, , page 1141 ). They are not suitable for solving most real-size applications where questions of efficiency of resource allocation and the effectiveness of alternate, proposed solutions need to be answered. Designed to work within the limits of microcomputer technology of five to ten years ago, and incorporating the best data reduction and processing techniques for location-allocation problems known at that time, their design is not suitable for the typical characteristics of the current generation of microcomputers. We found, in a number of practical applications, t A longer version of this paper is available from the National Center for Geographic Information and Analysis, University of California, Santa Barbara, CA93106, as technical report number 91-10. This longer report contains a detailed discussion of the steps required to evaluate the objective function after a substitution and to update the allocation table after a swap. The supporting programs in the microcomputer suite of software are described and the role of the software in developing spatial decision-support systems is addressed. that a new design was necessary to reach our goal of an analysis system for location-allocation problems in which solution times would increase approximately linearly with problem size and in which total computation time would be within limits that a decisionmaker, who wished to work in an interactive manner with the analysis system, would find acceptable.
Such an analysis system must be able to solve problems on networks consisting of up to 3000 nodes, all of which may be candidate facility sites, 12000 links, and up to 1500 facilities. These parameters are somewhat arbitrary, although our experience in solving problems of practical interest to decisionmakers has been that, at a basic scale of geographic data disaggregation, many problems are of this size. Furthermore, in attempts to solve problems of this size by aggregating data into fewer demand units serious problems are encountered involving error in estimation of the values of objective functions and in identifying optimal locations (Casillas, 1987; Current and Schilling, 1987; 1990; Goodchild, 1979) . To solve problems of this size, which are of practical interest to decisionmakers, without data aggregation, requires a fresh approach to system design.
Heuristic solution methods
Heuristic solution methods for location-allocation problems have a number of advantages when compared with exact, or programming, techniques: as we will show, large problems can be solved relatively quickly; many objective functions can be used; and a range of alternative, marginally suboptimal solutions can be identified. The major drawback to heuristic methods is that they are not exact, none can be guaranteed to find the optimum solution. Heuristics have been developed to solve both continuous (Cooper, 1964; 1967) and discrete space formulations (Feldman et al, 1966; Kuehn and Hamburger, 1963; Maranzana, 1964; Teitz and Bart, 1968) .
The Teitz and Bart (1968) vertex substitution heuristic has characteristics that make it attractive for use in a microcomputer setting. First, it frequently converges to the optimum solution, performing very well when compared with exact techniques and other heuristics (Rosing et al, 1979) . Second, irrespective of problem size, it is usually very close to finding a solution after two iterations, with convergence usually taking place within four iterations-making it possible to predict an upper bound on solution times with some degree of accuracy. Third, although it was originally designed to solve the p -median problem, data editing enables the heuristic to solve many other formulations (Hillsman, 1984) . Fourth, the heuristic is not tied to any particular data structure or implementation strategy.
The solution process devised by Teitz and Bart evaluates marginal changes in the current solution-the best set of facility locations identified at any stage in the algorithm. A substitution involves relocating one facility temporarily and comparing the resulting objective function with that for the current solution. Where a substitution results in a lower objective function, the new locational pattern may be adopted as the current solution-termed a 'swap'. Teitz and Bart (1968) do not address implementation in any detail. A close examination of their solution process, however, provides insight into the general spatial structure of location-allocation problems. This structure can be exploited to reduce processing work in comparison with alternative implementations. Figure 1 shows two candidate locations, M x and M 2 ; M x currently is a facility site, and M 2 is being evaluated as an alternative site for that facility. (Assume that figure 1 depicts an isotropic plain; that travel between any two points on the plain is on straight lines; and, last, that there is some range for the service being provided which defines a potential service area for each facility.) The service area of each facility is the subset of demand nodes on the plain that are serviced by that facility.
The size of each service area depends on both the number and the spatial arrangement of other facilities on the plain. In figure 1 , the service area of the facility at M x is shown as a grey polygon; the potential service area of M 2 is shown as a grey circlethe radius of the circle is equal to the range of the service provided.
As a result of the substitution of M 2 for M u all of the demand nodes in the service area of M x will be reallocated to other facilities; of the demand nodes inside the potential service area of M 2 , however, only those that are closer to M 2 than to any other facility site will be reallocated to M 2 . Thus, in an uncapacitated problem, only those demand nodes that lie inside the actual service area of M x and the potential service area of M 2 are affected by the substitution-no other nodes on the plain will be reallocated. This statement is also true in a network representation of the problem. Consequently, to evaluate the net change in the objective function resulting from a substitution, only a subset of demand nodes needs to be examined. Teitz and Bart overlook this point, however, and, for each and every substitution, they determine the allocation of every demand node on the network to evaluate the objective function.
Large savings in processing are realised by examining only those nodes which are allocated to a different facility if a substitution is implemented as a swap. These savings can be gained in many situations, ranging from the case where the network is extensive but the service area of a candidate is tiny in comparison, to that where service areas potentially are large but there is an extremely high density of facilities; in both these extreme cases, and many in between, small service areas result. Many problems we have encountered exhibit this characteristic. Strategies for implementing the Teitz and Bart heuristic that exploit this spatial structure can be used to decrease solution times considerably over previous codes. Moreover, as the size of problems increases, these strategies become more effective. 
Efficient strategies for finding solutions
The implementation of any location-allocation heuristic requires three issues to be addressed: the number of calculations carried out, the volume of data to be processed, and access times to those data. These three issues are interdependent, being related to the choice of data structure and the mechanisms used to evaluate substitutions and to make swaps. Strategies can be formulated for the Teitz and Bart heuristic which seek to minimise computation, data volume, and access times to those data. The viability of any particular strategy, however, depends on the architecture and operating system of the microcomputer; thus, in section 4, we discuss implementation issues for a personal computer with 640 kilobytes of RAM operating under MS/PC-DOS.
Data structures
The Teitz and Bart (1968) heuristic requires data on: the nodes where the facilities in the initial solution are located; the facilities, if any, that are fixed at their current locations; the candidate sites for facilities; and, for the demand nodes, a measure of demand, and distances to all candidates that might serve it. A simple way of meeting these requirements is to produce lists for items one to three and a weighted distance matrix for item four. As problem size increases, however, distance matrices are extremely inefficient because storage requirements increase as the square of problem size (number of demand nodes). A more efficient approach is to use distance strings. A distance string is a base node with a list of other nodes and the distances between each of these nodes and the base node-ordered by increasing distance (Hillsman, 1980) . With such an organisation for storing and retrieving distance data, storage requirements are much reduced; the upper bound on the volume of data to be stored is now given by MN-the number of candidates multiplied by the number of demand nodes-rather than by the square of the number of demand nodes, as in a distance matrix. Two kinds of distance strings can be compiled: candidate and demand strings. A demand string is built for every node in the network that has a demand associated with it. In each string, all the potential facility sites (candidates) on the network that can serve a given demand node are listed. To increase the efficiency of searching a string for the closest facility, the candidates are listed in ascending order of distance from the demand node. The length of the string is determined by the total number of candidates that might conceivably serve the demand node; often this is the number of candidates within a specified distance or 'path radius' of the demand node. In contrast, a candidate string contains a list of all the demand nodes that can be served by a given candidate node, again listed in increasing order of distance. As with demand strings, the length of a candidate string is determined by the number of demand nodes on the network that might conceivably be served by the candidate node.
A set of candidate strings contains the same information as a set of demand strings but that information is organised for contrasting forms of search and retrieval. Candidate strings optimise retrieval of all the demand nodes that can be served by a candidate site. Demand strings optimise retrieval of all the candidate nodes that can serve a particular demand node. To find the demand nodes that can be served by a candidate site by using demand strings, or to find the candidate nodes that can serve a particular demand node by using candidate strings, would require an exhaustive search of all the demand strings and candidate strings, respectively. No previously published implementation strategy has used both forms of strings: Hillsman (1980) used candidate strings whereas Goodchild and Noronha (1983) used demand strings.
It is our experience that large savings in processing are possible when both candidate and demand strings are used. We compensate for the concomitant increase in data storage by using a new technique which very substantially reduces the need to access data during the course of analysis. This technique-described below as the 'allocation table approach'-also considerably reduces the internal storage needed to evaluate the objective function following a substitution.
The allocation table approach
Teitz and Bart (1968) discuss how to calculate the change in the value of the objective function that results from substitution. Although Teitz and Bart were incorrect in some details (see Rushton and Kohler, 1973) , we follow the principle they used of keeping track of the objective function for possible pairwise su^ tutions before selecting the optimal exchange and making a swap. A variety of techniques have been used in published codes to evaluate and record the objective function values of all possible substitutions. Goodchild and Noronha (1983) , for example, employ an M x P swap matrix, where M is the number of candidate nodes, and P is the number of facility sites to be located. Teitz and Bart (1968) use an Nx(P+ 1) matrix, where TV is the total number of demand nodes on the network, accessing, in turn, each of the remaining (M-P) candidate sites that do not have a facility.
An alternative strategy for finding the change in the objective function that results from substituting a candidate for a facility location is to build an allocation table. An allocation table has six rows and N columns, where N is the number of demand nodes on the network, each containing information on a demand node. The first 4 rows store information about the allocation of each node to sites in the current solution: respectively, the identifier of the site of the closest facility; the weighted distance from the node to this site; the identifier of the second-closest site; and the weighted distance to this second site. If a node does not lie within the service areas of two facilities, a zero is entered in place of a site identifier and a penalty value-an arbitrarily large positive number-is used as the weighted distance. The fifth and sixth rows of the table are used to calculate the change in the objective function which result from a substitution. Each substituted candidate can service some or all of the demand nodes. For each node that can be served, the candidate's identifier is entered in row 5 of the node's column and the weighted distance to the candidate is recorded in row 6. Nodes that cannot be served have values of zero in row 5 and the penalty in row 6 of their columns. This information can be compiled simply by entering the information stored in a candidate's string into the appropriate columns of the table. To calculate the change in the objective function, three classes of relations, occurring between the nodes listed in rows 1, 3, and 5, have to be found. Each relation yields an incremental change to the objective functionthe sum of these individual changes is the net change. The three classes are: 1 A fixed facility is located at the node; as it will always serve itself, no change to the objective function results. 2 The closest site to the demand node is being substituted out. The net change to the objective function is calculated by subtracting the weighted distance in row 2 from the smaller of the weighted distances in rows 4 (to the second site) and 6 (to the candidate). There are 5 possible configurations in this class. 3 The closest site to the demand node is not being considered for substitution; the candidate, however, is closer to the demand node than the first site. The incremental change, a net decrease, is calculated by subtracting the weighted distance in row 2 from that in row 6.
Table 1(a) shows seven columns of an allocation table. It depicts a situation with three facilities-located at nodes 1 (a fixed facility), 8 and 10-which are serving demand nodes 1 to 7. We are substituting a candidate at node 8 for the facility currently located at node 9-row 5 indicates which of the demand nodes can be served if a facility is located at node 9. Figure 2 depicts graphically the configurations of nodes in the allocation table.
Allocation tables are attractive because they economise on RAM for storage and because they minimise the number of times the distance data must be accessed in substituting many candidate sites for any one facility site. As each candidate is processed, the information contained in its candidate string is entered into rows 5 and 6 of the table only once-regardless of the number of substitutions which have to be evaluated for that candidate. The economical use of RAM is shown by the small size of the table in relation to typical problem sizes. The table has N columns, each consists of three integers and three real numbers which require 18 bytes of storage. Consequently, the total storage required for the table, iVx 18 bytes, increases ? ? linearly with the problem size, because the length of the table is related to the number of demand nodes, not the number of candidates and facilities. A network with 3000 demand nodes, for example, necessitates a table of 3000 columns, using 53.7 kilobytes of storage. In the implementation tested here, this table can accommodate problems ranging from 1 facility and 2 candidates to 3000 candidates and 2999 facilities.
Updating the allocation table after a swap
After a candidate has been substituted for all the nonfixed sites in the current solution, one or more of those substitutions may lead to a smaller objective function than that of the current solution. The substitution leading to the biggest decrease in the objective function is selected for a swap, replacing the identifier of the old site with that of the new site in the current solution, and the allocation table is updated to reflect new allocations of demand nodes to facilities. Table 1 (b) shows the result of updating the partial allocation table in table 1(a), after swapping the facility at node 8 to node 9. All the columns of the table can be updated by using the information stored in the table except for situations 3a, 3b, 4a, and 4b. For these situations, knowledge about the existence or otherwise of a third-closest site, its identifier, and weighted distance is required-indicated by the question marks in table 1(b).
Allocation tables and data structures
The data structure has to provide two sets of information to the allocation table: the first is used to calculate the change in the objective function; the second is needed to update the table after a swap is made. To determine the net change in the objective function for any substitution, rows 5 and 6 of the allocation table must indicate which demand nodes can be served by the candidate site, and the weighted distances that would be incurred if these allocations are made. These data are to be found in the candidate's candidate string.
After a swap, additional information is needed to update the allocation table if situations 3a, 3b, 4a, and/or 4b occur. A list of the candidates that can serve a demand node and the associated weighted distances are required so that secondary facility allocations can be made. This information is contained in the demand string of the node. Use of candidate strings to provide this list would require an exhaustive search of the strings.
A data structure consisting of candidate and demand strings minimises searching and optimises retrieval of data by both demand node and candidate site at the cost of dual encoding. The cost of this extra storage can be compensated for by culling data that are not used to solve a particular problem. Computation costs can be reduced by exploiting features of the data structure incorporated in the allocation table when calculating the objective function and making swaps.
Reducing computation
The solution time of the Teitz and Bart (1968) heuristic is directly related to the number of substitutions evaluated during an iteration. The upper bound on the number of substitutions during an iteration is MP, where M is the number of candidates and P is the number of facilities. Of these substitutions, however, a total of P 2 represent situations in which a facility location would be substituted for either its existing site or that of another facility; clearly, these substitutions should not be evaluated. Similarly, if there are X fixed sites, MX substitutions involve relocating those fixed sites and must not be considered. When a model has fixed facilities some substitutions are included in the P 2 and MX terms; to avoid double counting, the number of facilities should be subtracted from the number of candidates, M,
Consequently, the number of substitutions that must be evaluated during an iteration, S, is given by:
S = MP-P 2 -(M-P)X.
(1) Table 2 shows the number of substitutions, S, that are evaluated for a variety of combinations of M, P, and X. After using a candidate's candidate string to enter weighted distances into the appropriate columns of row 6 of the allocation table, we can calculate the objective function for a substitution by finding and evaluating the seven situations that determine the net change to the objective function. One way to compute the net change is to examine every column of the table, testing the configuration of the contents for one of the seven conditions. Where there is a large number of demand nodes, and the candidate string is short, this is an extremely inefficient method.
We can conclude from figure 1 that we must examine only those columns of the table where a node is allocated to a different site if the substitution is implemented as a swap. Of the seven situations in which a node will be reallocated, six of them arise because the candidate being considered can serve the node. Furthermore, the one condition where this is not the case, 2e, always leads to a net increase or no change in the objective function. Consequently, the nodes in the candidate string are used as pointers to those columns that correspond to situations 1, 2a-2d, and 3. If the sum of these increments is positive, then there is no point in processing the substitution any further-the remaining increments, contributed by columns conforming to situation 2e, cannot decrease the objective function. If the sum is negative, however, the remaining increments must be evaluated. In condition 2e the node cannot be served by the candidate and its closest site is being substituted out. Note: M, the number of candidate facility locations; P, the number of facilities to be located; X 9 the number of fixed facilities; MP, the upper bound on the number of substitutions; 5, the number of substitutions evaluated per iteration (or expressed as a percentage of MP)\ 5 a , the average number of substitutions saved; and 5 W , the number of substitutions saved in the worst case.
The quickest way to find these occurrences is to use the candidate string of the site being substituted out. Use of candidate stings to find nodes which are reallocated during a substitution saves a huge amount of processing where candidate strings are short. After a swap is made the columns of the allocation table must be updated. Again, the table can be searched exhaustively, this time for the nine configurations depicted in table 1(b), or the two candidate strings can be used as pointers to reduce processing. When the end of an iteration is reached, Teitz and Bart (1968) check whether or not the objective function has decreased: if it has not, the heuristic terminates and the current solution is the final solution, otherwise a new iteration is started. This step is inefficient because substitutions evaluated during the penultimate iteration will be reevaluated needlessly during the final iteration. The average number of substitutions reevaluated (5 a ) is given by
In the worst case (the last swap made involves the first candidate in the list) sufficient substitutions (5 W ) will be reevaluated such that nearly one full iteration is added to the solution time:
A simple remedy is to use a counter to record the number of candidates processed since the last swap occurred. When the counter reaches (M -P) a complete set of substitutions, S [given by equation (1)], have been evaluated, and the heuristic terminates. If, as experience shows, the heuristic terminates after three or four iterations, this modification saves 12%-17% of the substitutions evaluated during an average run (table 2) .
Reducing data volume: editing techniques
Hillsman (1980) recognised that strings in addition to being more economical in storage and retrieval than a distance matrix also may contain information which is not necessary to solve a problem. He pointed out that removing such redundant information from a distance string brings the benefit of reducing information processing costs and information storage costs. When fixed facilities exist in an uncapacitated problem, a demand node will never be allocated to a site which is further away than the closest fixed site. This knowledge can be used to cull entries from the strings, a process Hillsman terms 'retrenchment'. Demand strings are retrenched by reading each until a fixed facility is found; the remainder of the string is truncated and discarded. Retrenching candidate strings is more complex because it involves removing individual entries rather than truncation. The savings gained from retrenchment are a function of the path radius used to produce the strings, the number of fixed sites, and their location and spatial dispersion. For a given set of fixed facilities, the benefits of retrenchment diminish as the number of candidates and the lengths of the strings decrease. In contrast, increasing the number of fixed facilities, making their spatial dispersion more uniform, or both, results in a larger cull. We found that no literature exists on the reductions in processing time that, typically, are achieved when Hillsman's editing techniques are used. Nor could we find, in the ten years since his work appeared, any example that had used retrenchment. We demonstrate the effects of retrenchment on the total number of string elements in subsection 5.2.
Implementation
A suite of eight programs for microcomputer-based location-allocation analysis has been written in Microsoft Pascal, version 3.32. All eight programs can accommodate problems of 3000 nodes and 12000 links. Where possible, Goodchild and Noronha's (1983) terminology and data formats are used to maintain backward compatibility with the PLACE suite.
The location-allocation program uses an allocation table and a data structure consisting of candidate and demand strings, culled by retrenchment. Large locationallocation problems-defined here as consisting of up to 3000 nodes, all of which may be candidate facility sites, 12000 links, and up to 1500 facilities-can be solved. These parameters are somewhat arbitrary and can all be increased at the cost of reduced RAM storage for data; conversely decreasing the size of the parameters frees more RAM for the storage of string elements. To maximise the amount of RAM available for data storage, the program code is broken into seven overlays.
A flowchart of the location-allocation program appears in figure 3 . The modularity of the code enables the program to solve both the original formulation of the Teitz and Bart (1968) heuristic and the modified version developed by Goodchild and Noronha (1983) . Their modification involves selecting the single best substitution from all those evaluated during an iteration, making that swap at the end of the iteration. This approach is useful for locating a single facility, most often as an addition to an existing set of facilties. In this code, for both the Teitz and Bart and the Goodchild and Noronha options, the number of substitutions evaluated is given by [MP-MX-(P-X) 2 ], as described above. To prevent figure 3 from becoming overly complicated, the counter recording the number of substitutions evaluated since the last actual swap, the logic for constraining the number of substitutions to [MP-MX-(P-X) 2 ], and the associated flows of control, are not shown. The first stage in the location-allocation program is initialisation: obtaining the names of the string files and prompting the user for the names of output files. The user selects the solution method (Teitz and Bart or Goodchild and Noronha's modification) and supplies the initial solution via the keyboard or from a file. This solution is scanned for fixed facilities. Because the allocation table has to access candidate strings more frequently than demand strings, they are stored first in RAM. When retrenchment is possible, the demand strings are read to build a table which records the closest fixed facility for each node; this table is used to edit the candidate strings which are then stored; last, the demand strings are reread, truncated, and stored. A total of 54000 string elements, each requiring 6 bytes, can be stored in the available RAM. Once this space (approximately 316 kilobytes) has been exhausted, random access files are opened on disk to store the residual strings. A data structure, containing records for every node on the network, indicates whether the node has demand or candidate strings, or both; the start of the strings in RAM or on disk; and the length of each string. While the strings are being stored, the first four rows of the allocation table are being constructed. The objective function of the initial solution is calculated by summation of all the values in the second row of the allocation table. Goodchild and Noronha's (1983) matrix but stores demand strings in RAM. Test Program 2 has an allocation table, employs the Teitz and Bart algorithm, uses demand strings stored on the hard disk, and, instead of reducing computation by using nodes in the candidate strings as pointers to columns in the allocation table, it searches exhaustively all N columns to make substitutions and swaps.
Testing and performance

Testing
Performance
Performance statistics are presented for four data sets (their characteristics are summarised in table 3). The first data set is the London, Ontario, fire station example used by Goodchild and Noronha (1983) ; it contains 150 nodes, all of which are candidates. The second data set consists of 300 nodes, all candidates, which form a square lattice 15 nodes wide by 20 nodes long. All but the edge and corner nodes have a valency of four. There are 500 nodes in the third data set, forming a square lattice 20 nodes wide by 25 nodes long. The fourth data set is a statewide road network developed by the Iowa Department of Transportation (DOT) for the location of road maintenance garages; it contains 2844 nodes, 2764 candidates, and 6372 links.
The design of the allocation table software makes it best suited to large problems with short candidate strings. The London problem is small, all the nodes are candidates, and the candidate and demand strings are short. Data sets 2 and 3 are both medium-sized problems with very long candidate and demand strings. In both cases, the internode distance in the lattice is 10 miles, but a long 'path radius' of 100 miles was used to generate the strings. The Iowa DOT problem, however, is large and was run with a 'path radius' of 25 miles, generating short strings. Typical solution times for all four data sets are presented in table 4 (all results are for a Dell System 310 with an ISA bus, 20 MHz 80386 and 80387 chips, a 150 Mb ESDI hard disk, and a colour VGA graphics card and monitor; no diskcaching or other performance enhancing software was used). These results can be used to determine the effects of our implementation strategies on solution times. An index is reported with the allocation table solution times (unretrenched) taking a value of 100 for each data set. The results for the PLACE suite are included to provide a frame of reference.
Test program 1 (Goodchild and Noronha swap matrix, demand strings stored in RAM) is faster than test program 2, but it is slower than the allocation table code. The results we have obtained from this code bear out our contention that solution times from the Goodchild and Noronha algorithm do increase at a greater than linear rate with the size of the problem. Test program 2 (allocation table, demand strings stored on disk) uses the approach suggested by Teitz and Bart (1968) : to evaluate the objective function for each and every substitution the allocation of every demand node on the network is determined. Because it does not exploit the spatial structure of the problems it is solving, this program is much slower than the allocation table code. On data set 2, the savings reaped from use of both types of string, storing them in RAM, and exploiting the spatial structure to minimise calculation, amounts to two orders of magnitude. When the additional savings gained from retrenchment are factored in, the solution time from test program 2 is over thirty-two times larger than that from the allocation table code; it is over four Iowa. c These data sets contain more than 50000 string elements, exceeding available storage. d Solutions were not generated for these data sets because of the run times involved. e Data set exceeds the 500-node limit of the PLACE suite.
Note: these results are machine-specific; see subsection 5.2 for details.
times larger for data set 1. These and other, unreported, results suggest that an allocation table, unsupported by the other strategies, is a poor implementation strategy. When implemented together, however, our strategies yield solution times which increase almost linearly with the size of the problem. Table 3 shows that retrenchment is beneficial for even small problems. Every element culled from a candidate string saves, on average, four columns of the allocation table from being processed-one in each of four iterations. Savings from retrenching demand strings are much harder to quantify because the pattern and number of string reads are problem-specific. The number of string elements culled when retrenchment is applied to the four data sets is shown in table 3. For the London (Ontario) problem with two fixed centres, roughly 19% of the string elements were culled to reduce total run time by 2%. This problem is small enough to fit entirely in RAM whether retrenchment takes place or not, thus the saving reflects fewer string elements being processed. Initially, not all of the string elements fit in RAM for data sets 2 and 3. Some 35% of the string elements in data set 2 have to be stored on disk compared with 65% for data set 3. After retrenchment, both data sets fit entirely in RAM. This accounts for the much greater reduction in the solution time after retrenchment for data set 3 than for data set 2 reported in table 4. For the Iowa DOT problem, the nearly 61% cull rate helped to produce a 60% reduction in total run time. Sufficient elements were culled from the candidate strings to store them all, plus a few demand strings, in RAM. The 60% saving is less than that obtained for data sets 2 and 3 because many of the demand string elements had to be stored on disk.
The saving in total run time to be gained from our implementation strategies is a function of the proportion of string elements in RAM and the throughput of the various subsystems of the computer. Consequently, any findings on this relation will be machine-specific. Nevertheless, the key finding on performance is that run times for the allocation-table approach, with dual encoding of distance strings and retrenchment of those strings, increase approximately linearly with problem size, whereas other approaches tend to increase by the square of the problem size. This difference is significant as the discussion of problems of implementing location-allocation models moves from the context of classroom exercises to the world of real problems.
The results presented above demonstrate that our implementation strategies permit the solution of large location-allocation problems on a microcomputer: the most restrictive computing environment available. These strategies also can be exploited in less restrictive computing environments, however. A port of the software to a Sun SPARCstation 1, for example, solves the London, Ontario, problem in 8 seconds and the Iowa DOT problem in 13 minutes, 22 seconds. Insights gained during our research indicates that heuristic solution methods designed around our strategies can be decomposed into parallel processes at each of several levels of granularity. Furthermore, many of the supporting programs in our microcomputer suite of software also can be decomposed into parallel processes. Recent advances in microcomputer-based parallel processing hardware suggest that, with appropriate software, decisionmakers will be able to exploit parallel solution methods to solve very large location-allocation problems in real time. Such developments will further enhance human-computer interaction in solving locational problems.
Conclusions
We have presented a series of principles for implementing the Teitz and Bart (1968) vertex substitution heuristic that minimise three fundamental determinants of solution times: the number of calculations carried out, the volume of data to be processed, and access times to those data. By using candidate strings and demand strings, we have shown that it is possible to access efficiently and then process data only for the two local geographic areas that are affected when a facility is relocated. The size of these two areas, the service area of the candidate site, and the service area of the site in the solution set are independent of the size of the total area being studied: they are a function of the number and of the current locational arrangement of facilities. By implementing strategies which focus on these two areas, solution times increase in an approximately linear way with problem size.
The principles developed in this paper permit, for the first time, the solution of large location-allocation problems in a microcomputer environment and thus pave the way for wider practical application of location-allocation methods. Moreover, the solution times yielded by software developed with these new principles suggest that location-allocation models can be used during microcomputer-based interactive decisionmaking sessions. If adopted by developers of software systems for locational analysis, these principles would reverse the recent trend toward constructing analysis systems that merely evaluate subjective location choices and furnish spatial accounting information to the decisionmaker (for example, see Caliper Corporation, 1988; ESRI, 1987; Lupien et al, 1987) . Although valuable in many cases and essential in some, spatial accounting techniques fall short of the space-searching capability of location-allocation methods that can find single or multiple locations that optimally meet the decisionmaker's stated objectives. In short, current approaches do not bring to the locational decisionmaker the fruits of twenty-five years of algorithmic developments in location-allocation analysis methods.
