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Variational Approach to Many-Body Problems Incorporating Many-Body Effects at
Finite Temperature
Akimitsu Kirikoshi, Wataru Kohno, and Takafumi Kita
Department of Physics, Hokkaido University, Sapporo 060-0810, Japan
We develop a variational approach at finite temperature that incorporates many-body correlation self-consistently.
The grand potential is constructed in terms of Green’s function expressed by the variational parameters. We apply this
formalism to weakly interacting Bose-Einstein condensates to incorporate the dynamical 3/2-body processes, which are
considered important in the dynamical properties. The processes lower the free energy below the mean-field Hartree–
Fock–Bogoliubov’s value in the same way as a previous zero-temperature formalism. From our numerical results, the
pair creation or annihilation processes neglected in the Popov–Shohno approximation are enhanced, particularly in the
long wavelength region, owing to the many-body effects. Because the 3/2-body correlations give a finite contribution to
the self-energy of quasiparticles, they may change the microscopic properties qualitatively, even in the weak-coupling
region.
1. Introduction
The use of a variational approach is one of the most power-
ful methods for studying many-particle systems. In particular,
some of the variational wave functions for the ground states
have been constructed to consider correlations between parti-
cles or spins.1–5) One of the most outstanding examples is the
Gutzwiller wave function,1) which contains on-site correla-
tions and has been used for the Hubbardmodel of electrons6, 7)
and bosons.8–10) At finite temperatures, the variational princi-
ple is given in terms of the grand potential as follows:11, 12)
Ωv = 〈Hˆ + β−1 ln ρˆv〉 ≥ Ω; β = 1
kBT
(1.1)
where Ω is the exact grand potential, and 〈· · ·〉 denotes a sta-
tistical average using the variational density matrix ρˆv. There
also exist some variational approaches at finite temperatures
for incorporating correlations, particularly in strongly corre-
lated electron systems13) and quantum spin systems14) be-
cause it is difficult to describe these systems using the stan-
dard mean-field approaches, e.g., Hartree-Fock theory. On the
other hand, most of the approaches adopt mean-field ρˆv.
The importance of the many-body effects is not limited
to the strongly correlated system. Although they may con-
tribute to the thermodynamic and dynamic properties of the
system, they are often neglected because it is difficult to in-
corporate them. For example, in Bose-Einstein condensates
(BECs), the dynamical 3/2-body processes, where one of two
colliding non-condensed particles drops into the condensate
and vice versa, are sources of many-body correlations. The
importance of these processes is emphasized in the dynamics
of BECs at finite temperatures or near the critical tempera-
ture.15, 16) In recent years, however, we constructed a varia-
tional wave function for the ground state of weakly interact-
ing bosons that self-consistently incorporates the dynamical
3/2-body processes.17–19) Using it, we found that these pro-
cesses contribute to the ground state energy with the same
order as the mean-field energies. Thus, the 3/2-body corre-
lations should be incorporated self-consistently, even in the
collisionless regime.
In this study, we develop a variational approach at finite
temperatures to investigate the many-body effects in equilib-
rium states, which does not depend on the specific form of
Hamiltonians. We then apply it to the weak-coupling Bose-
Einstein condensed phase and include the 3/2-body corre-
lation self-consistently. Unlike the zero-temperature formal-
ism,17–19) it is difficult to evaluate the expectation values of
Bogoliubov’s quasiparticle operators.20, 21) We evaluate them
in terms of Green’s function of these operators expressed by
the variational parameters.
The remainder of this paper is organized as follows. Section
2 constructs a variational density matrix with the 3/2-body
correlation, and obtains an expression for the grand potential.
Section 3 presents numerical results for the free energy, con-
densate fraction, and pair correlation. Section 4 summarizes
this paper and describes some applications to other systems.
Appendix discusses the connection with the zero-temperature
formalism.17) Hereafter, we adopt the units ~ = kB = 1.
2. Formulation
2.1 Hamiltonian
We consider a system of N identical bosons with mass m
and spin 0 in a box of volume V described by the grand-
canonical Hamiltonian
Hˆ =
∑
k
(εk − µ)cˆ†kcˆk +
1
2V
∑
k,k′ ,q′
Uqcˆ
†
k+q
cˆ
†
k′−qcˆk′ cˆk, (2.1)
where εk ≡ k2/2m is the kinetic energy, µ denotes the chem-
ical potential, (cˆ
†
k
, cˆk) are the field operators satisfying the
Bose commutation relations, and Uq is the interaction poten-
tial. We aim to describe the equilibrium states of Eq. (2.1)
with Bose-Einstein condensation on the k = 0 state. Hence,
it is convenient to classify Hˆ according to the number of non-
condensed operators involved as
Hˆ = Hˆ0 + Hˆ1 + Hˆ3/2 + Hˆ2. (2.2)
Each contribution on the right-hand side is given in terms of
the primed sum
∑′
k
≡
∑
k
(
1 − δk,0
)
as
Hˆ0 ≡ − µcˆ†0cˆ0 +
1
2VU0cˆ
†
0
cˆ
†
0
cˆ0cˆ0, (2.3a)
1
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Hˆ1 ≡
∑′
k
(εk − µ)cˆ†kcˆk +
1
V
∑′
k
(U0 + Uk)cˆ
†
0
cˆ0cˆ
†
k
cˆk
+
1
2V
∑′
k
Uk
(
cˆ
†
k
cˆ
†
−kcˆ0cˆ0 + cˆ
†
0
cˆ
†
0
cˆkcˆ−k
)
, (2.3b)
Hˆ3/2 ≡ 1V
∑′
k1k2 k3
δk1+k2+k3,0Uk1
(
cˆ
†
0
cˆ
†
−k3 cˆk2 cˆk1 + cˆ
†
k1
cˆ
†
k2
cˆ−k3 cˆ0
)
,
(2.3c)
Hˆ2 ≡ 1
2V
∑′
kk′q
Uqcˆ
†
k+q
cˆ
†
k′−qcˆk′ cˆk. (2.3d)
2.2 Variational density matrix
We select ρˆv in terms of a variational Hamiltonian Hˆv as
ρˆv = exp
[
β
(
Ωv,LW − Hˆv
)]
(2.4)
with
Ωv,LW = −1
β
ln Tre−βHˆv . (2.5)
Substituting Eq. (2.4) into Eq. (1.1), we obtain an expression
for the variational grand potential as
Ωv = Trρˆv(Hˆ − Hˆv) + Ωv,LW. (2.6)
An appropriate choice of Hˆv is crucial for our variational
study. Here, we express Hˆv as the sum of two distinct con-
tributions:
Hˆv ≡ Hˆv,1 + Hˆv,3/2. (2.7)
The terms on the right side are defined as
Hˆv,1 ≡
∑′
k
Ekγˆ
†
k
γˆk, (2.8a)
Hˆv,3/2 ≡ 1
3!
∑′
k1k2k3
bk1k2 k3
(
γˆ
†
k1
γˆ
†
k2
γˆ
†
k3
+ γˆk1 γˆk2 γˆk3
)
, (2.8b)
where γˆk denotes the quasiparticle operator
γˆk = ukcˆk − vkcˆ†−k, (2.9)
with[
uk
vk
]
≡ 1√
1 − |φk|2
[
1
φk
]
, φ∗k = φk = φ−k, (2.10)
so that [γˆk, γˆ
†
k′ ] = δk,k′ is satisfied. The inverse of Eq. (2.9) is
given by
cˆk = ukγˆk + vkγˆ
†
−k. (2.11)
By definition, the coefficient bk1k2k3 is real and symmetric
with respect to every permutation among (k1, k2, k3). Using
Eq. (2.11), one can evaluate various expectations of the op-
erators in Eq. (2.3) in terms of Eq. (2.4) with Eq. (2.8). It is
convenient for this purpose to introduce the following quanti-
ties for k , 0:
ρk ≡Trρˆvcˆ†kcˆk = u2k 〈γˆ†kγˆk〉 + |vk|2 〈γˆ−kγˆ†−k〉
=|vk|2 + u2k 〈γˆ†kγˆk〉 + |vk|2 〈γˆ†−kγˆ−k〉 , (2.12a)
Fk ≡Trρˆvcˆkcˆ−k = ukvk(〈γˆ†kγˆk〉 + 〈γˆ−kγˆ†−k〉)
=ukvk(〈γˆ†kγˆk〉 + 〈γˆ†−kγˆ−k〉 + 1), (2.12b)
Wk1k2 ;k3 ≡Trρˆvcˆ†−k3 cˆk2 cˆk1
=v∗−k3uk2uk1 〈γˆ
†
k3
γˆ
†
k2
γˆ
†
k1
〉 + u−k3vk2vk1 〈γˆ−k3 γˆ−k2 γˆ−k1 〉 .
(2.12c)
We define the number of condensed particles as
N0 ≡ Trρˆvcˆ†0cˆ0. (2.13)
Using this, we can express the expectations of the operator
products in Eq. (2.3) as
Trρˆvcˆ
†
0
cˆ
†
0
cˆ0cˆ0 ≈N20 , (2.14a)
Trρˆvcˆ
†
0
cˆ0cˆ
†
k
cˆk ≈N0ρk, (2.14b)
Trρˆvcˆ
†
0
cˆ
†
0
cˆkcˆ−k ≈N0Fk, (2.14c)
Trρˆvcˆ
†
0
cˆ
†
−k3 cˆk2 cˆk1 ≈
√
N0Wk1k2 ;k3 , (2.14d)
Trρˆvcˆ
†
k′
1
cˆ
†
k′
2
cˆk2 cˆk1 ≈(δk′1,k1δk′2,k2 + δk′1,k2δk′2,k1)ρk1ρk2
+ δk′
1
,−k′
2
δk1,−k2Fk′1Fk1 . (2.14e)
Because we consider the thermodynamic limit, we have ap-
proximated (cˆ
†
0
)ncˆm
0
as N (n+m)/2
0
. In deriving Eqs. (2.14d) and
(2.14e), we have also used the fact that the numbers of differ-
ences between the γˆ
†
k
and γˆk in any of their products should be
multiples of 3 to give finite contributions in terms of Eq. (2.4)
with Eq. (2.8). Using Eq. (2.14), we obtain an expression for
Eq. (2.6) as
Ωv = − µVn¯0 + V
2
U0n¯
2
0
+
∑′
k
[
εk − µ + n¯0(U0 + Uk)
]
ρk + n¯0
∑′
k
UkFk
+
√N0
V
∑′
k1k2 k3
δk1+k2+k3,0Uk1
(
Wk1 k2;k3 +W
∗
k1 k2;k3
)
+
1
2V
∑′
kk′
[
(U0 + U|k−k′ |)ρkρk′ + U|k−k′ |FkFk′
]
−
∑′
k
Ek 〈γˆ†kγˆk〉 −
1
3!
∑′
k1k2k3
bk1k2 k3
(
〈γˆ†
k1
γˆ
†
k2
γˆ
†
k3
〉
+ 〈γˆk1 γˆk2 γˆk3〉
)
+ Ωv,LW,
(2.15)
with
n¯0 ≡ N0/V. (2.16)
It follows that the two basic expectations in Eq. (2.15) are
derivable from Eq. (2.5) as
〈γˆ†
k
γˆk〉 =
δΩv,LW
δEk
, (2.17a)
〈γˆ†
k1
γˆ
†
k2
γˆ
†
k3
〉 = 〈γˆk1 γˆk2 γˆk3〉 =
1
2
δΩv,LW
δbk1k2 k3
. (2.17b)
2.3 Expression of Ωv,LW and basic expectations
To obtain them, we introduce the quasiparticle Green’s
function Gk(τ) as
Gk(τ1 − τ2) ≡ − 〈Tˆτγˆk(τ1)γˆ†k(τ2)〉 , (2.18)
where γˆk(τ) ≡ eτHˆv γˆke−τHˆv , γˆ†k(τ) ≡ eτHˆv γˆ†ke−τHˆv , and Tˆτ is
a time-ordered operator for imaginary time τ. It has the sym-
2
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metry Gk(τ) = Gk(τ + β), so we can expand it as
Gk(τ) = 1
β
∞∑
n=−∞
e−iεnτGk(iεn), εn ≡ 2nπ/β. (2.19)
Equation (2.5) can be regarded as the grand potential for the
system of quasiparticles described by the effective Hamilto-
nian Hˆv. As shown by Luttinger and Ward,
22) it is expressible
in terms of Gk(iεn) as
Ωv,LW[G] =1
β
∑′
p
eiεn0+
[
ln
[
−G−1k (iεn)
]
+ Sk(iεn)Gk(iεn)
]
+ Φv,LW[G],
(2.20)
where p = (k, iεn). Φv,LW[G] consists of all the skeleton
diagrams in the simple perturbation expansion with respect
to Hˆv,3/2 for Ωv,LW with replacement of unperturbed Green’s
functionsG(0) with G, and the self-energySk(iεn) is derivable
from it by
Sk(iεn) = −β
δΦv,LW
δGk(iεn)
. (2.21)
Factor eiεn0+ can be omitted for the self-energy corresponding
to the interaction of Eq. (2.8b). Eq. (2.20) has an important
property in that it is stationary:
δΩv,LW
δGk(iεn) = 0 (2.22)
with respect to the variation in Gk(iεn) that obeys Dyson’s
equation:
Gk(iεn) = 1
iεn − Ek − Sk(iεn)
. (2.23)
The key quantity in the functional of Eq. (2.20) is Φv,LW. We
adopt the approximation of the lowest order for it as
Φv,LW[G] ≈
1
3!β
∑′
k1k2k3
b2k1k2 k3
∫ β
0
dτ1
∫ β
0
dτ2
× Gk1(τ1 − τ2)Gk2(τ1 − τ2)Gk3 (τ1 − τ2).
(2.24)
Substituting in Eq. (2.19), we can transform Eq. (2.24) into
Φv,LW[G] =
1
3!β2
∑′
p1 p2p3
b2k1k2k3δn1+n2+n3,0
× Gk1 (iεn1)Gk2(iεn2)Gk3 (iεn3).
(2.25)
The corresponding self-energy is calculated by Eq. (2.21) to
be
Sk(iεn) = − 1
2β
∑′
p2p3
b2kk2k3δn+n2+n3,0Gk2 (iεn2)Gk3(iεn3).
(2.26)
From the stationary condition of Eq. (2.22), we can perform
the differentiations of Eq. (2.17) with respect to the explicit
dependences in Eq. (2.20) with Eq. (2.25) as
〈γˆ†
k
γˆk〉 = − 1
β
∑
n
eiεn0+Gk(iεn), (2.27a)
〈γˆk1 γˆk2 γˆk3 〉 =bk1k2k3
1
β2
∑
n1n2n3
δn1+n2+n3,0
× Gk1 (iεn1)Gk2 (iεn2)Gk3(iεn3). (2.27b)
2.4 Stationary conditions
Now, we derive the stationary conditions of Eq. (2.15)
with respect to N0, φk, Ek, and bk1k2 k3 along with the equa-
tion for the average particle number. Below, we set bk1k2 k3 =
b−k1−k2−k3 .
First, the equation N = −∂Ωv/∂µ for the average particle
number gives an expression for the particle density n¯ ≡ N/V
as
n¯ = n¯0 +
1
V
∑′
k
ρk. (2.28)
Next, the stationary condition δΩv/δN0 = 0 yields an expres-
sion for the chemical potential as
µ =U0n¯ +
1
V
∑′
k
Uk(ρk + Fk)
+
1√N0V
∑′
k1k2 k3
δk1+k2+k3,0Uk1Wk1k2 ;k3 .
(2.29)
To calculate stationary conditions with respect to
(φk, Ek, bk1k2k3), it is convenient to introduce the following
quantities:
ξk ≡δΩv
δρk
= εk − µ + U0n¯ + Ukn¯0 + 1V
∑′
k′
U|k−k′ |ρk′ ,
(2.30a)
∆k ≡δΩv
δFk
= n¯0Uk +
1
V
∑′
k′
U|k−k′ |Fk′ , (2.30b)
λk ≡
1 − φ2
k
1 + 〈γˆ†
k
γˆk〉 + 〈γˆ†−kγˆ−k〉
δ 〈Hˆ3/2〉
δφk
=
1
1 + 〈γˆ†
k
γˆk〉 + 〈γˆ†−kγˆ−k〉
∑′
k2k3
a
(0)
k2k3 ;−k 〈γˆ
†
k
γˆ
†
k2
γˆ
†
k3
〉 (2.30c)
and
E
(0)
k
≡
∑
σ=±
 δΩvδρσk
δρσk
δ 〈γˆ†
k
γˆk〉
+
δΩv
δFσk
δFσk
δ 〈γˆ†
k
γˆk〉

=u2kξk + v
2
−kξ−k + ukvk∆k + u−kv−k∆−k, (2.31a)
a
(0)
k1k2;−k3 ≡
√N0
V δk1+k2+k3,0uk1uk2uk3
[
(Uk1 + Uk2)(1 + φk1φk2φk3)
+ (Uk3 + Uk1)(φk1 + φk3φk2)
+(Uk2 + Uk3)(φk2 + φk3φk1)
]
, (2.31b)
b
(0)
k1k2k3
≡
√N0
V δk1+k2+k3,0uk1uk2uk3[(Uk1 + Uk2)(φk3 + φk1φk2)
+ (Uk3 + Uk1)(φk2 + φk3φk1)
+ (Uk2 + Uk3)(φk1 + φk2φk3)]. (2.31c)
With these preliminaries, the three conditions δΩv/δφk =
0, δΩv/δEk = 0, and δΩv/δbk1k2 k3 = 0 yield
φk =
−ξk +
√
ξ2
k
− ∆2
k
+ λ2
k
∆k − λk
, (2.32a)
Ek =E
(0)
k
, (2.32b)
bk1k2 k3 =b
(0)
k1k2k3
. (2.32c)
3
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We note that Eq. (2.22) is equivalent to δΩv/δGk(iεn) = 0
in our formalism. This means that Ωv is also the functional
of Gk(iεn), and the dynamics of quasiparticles are optimized
by the variational principle. While Gk and Sk are represented
by φk, Ek, and bk1k2k3 , these parameters depend on Green’s
functions through the basic expectations. Thus, we must de-
termine φk, Ek, bk1k2k3 , and Gk self-consistently by solving
Eqs. (2.32a)-(2.32c)with Eqs. (2.23), (2.26), (2.27a), (2.27b),
and (2.28)-(2.31).
3. Numerical Results
3.1 Models and numerical procedures
Numerical calculations were performed for the contact in-
teraction potential Uk = U.
23) For convenience, we alterna-
tively express U as
Uk = U =
4πaU
m
. (3.1)
A cutoff wavenumber kc is introduced into every summation
over k as ∑′
k
→
∑′
k
θ(kc − k) (3.2)
to remove the ultraviolet divergence inherent in the potential.
The s-wave scattering length a of the potential is obtained by
m
4πa
=
1
U
+
∫
d3k
(2π)3
θ(kc − k)
2εk
, (3.3)
which yields
a =
aU
1 + 2kcaU/π
. (3.4)
We choose kc such that kcaU ≪ 1 is satisfied, i.e., a ≈ aU .
The units of energy and wavenumber of this system are de-
fined by
εU ≡ Un¯, kU ≡
√
2mεU , (3.5)
respectively. They are used to transform Eq. (2.15) into the di-
mensionless form Ωv/NεU for numerical calculations. Sums
over k are transformed into integrals as follows:17)
1
N
∑′
k
= 8
2a
3
U
n¯
π

1/2 ∫ k˜c
0
dk˜k˜2, (3.6a)
1
N
∑′
k2,k3
δk+k2+k3,0
=8
2a
3
U
n¯
π

1/2
1
2k˜
∫ k˜c
0
dk˜2k˜2
∫ min(k˜+k˜2,k˜c)
|k˜−k˜2 |
dk˜3k˜3, (3.6b)
where k˜ ≡ k/kU . a3U n¯ gives the density within its interaction
range. Here, we consider this coupling constant so that a3
U
n¯ ≪
1 is satisfied, corresponding to dilute ultracold atomic gases.
The free energy F = Ω + µN is expressible as
F =NεU
2
[
1 +
 128
15
√
π
− 4
√
2√
π
k˜c −
4
√
2√
πk˜c
+ 2c1
 (a3U n¯)1/2
+ 2c2a
3
U n¯
]
− TS .
(3.7)
c1 represents the contribution of 〈γˆ†kγˆk〉 from Hˆ1, while c2 is
the contribution of the 3/2-body and 2-body correlations. The
last term expresses an entropy defined by S ≡ − 〈ln ρˆv〉 =
β(〈Hˆv〉 −Ωv,LW).
Numerical procedures are as follows. We use the result of
the Bogoliubov approximation20)
φk = −
εk + εU − EBk
εU
, Ek = E
B
k ≡
√
εk(εk + 2εU) (3.8)
and bk1k2k3 = 0 as initial solutions for the self-consistent equa-
tions at finite temperatures.
We now make some comments on the summations over
Matsubara frequency εn. First, some of them can be easily
done computed using an imaginary time representation. For
example,
Sk(τ) ≡1
β
∑
n
Sk(iεn)e−iεnτ
= − 1
2
∑′
k2k3
b2kk2k3Gk2 (β − τ)Gk3 (β − τ).
We use the fast Fourier transform (FFT)24) to evaluate the
Fourier transform of G(iεn) into G(τ). This can also be ap-
plied to the transform S(τ) → S(iεn) by discretizing τ. To
perform these calculations, we must choose a cutoff frequency
εnc . We should note that the FFT of Gk(iεn) for k ≫ kU may
suffer from substantial numerical errors. However, it can be
expected that the quasiparticles behave as the ideal bosons
Ek ≈ εk in the region k ≫ kU , so we can approximate
Gk(iεn) ≈ G(0)k (iεn) ≈ (iεn − εk)−1 for k . kc. Because
|ReG(0)
k
(iεn)| ≈ εk(ε2n + ε2k)−1 and |ImG(0)k (iεn)| ≈ εn(ε2n + ε2k)−1,
it is sufficient to choose εnc to satisfy εnc ≫ εkc . We fixed
the number of integration points for Matsubara frequency and
imaginary time at nc = 2
14 ∼ 104. Secondly, we must obtain
the value of the Matsubara Green’s function at the disconti-
nuity point τ = 0± from the FFT. It is known that the Fourier
series f˜FT(x) converges to
1
2
[
f (a + 0+) + f (a + 0−)
]
at the dis-
continuity point x = a. Because, Gk(τ = 0+) − Gk(τ = 0−) =
− 〈γˆkγˆ†k〉 + 〈γˆ†kγˆk〉 = −1, 〈γˆ†kγˆk〉 is expressed by
〈γˆ†
k
γˆk〉 = −G(τ = 0−) = −G˜FT(0) −
1
2
. (3.9)
Finally, because it is difficult to determine the imaginary time
dependence, we evaluate the first term of Eq.(2.20) numeri-
cally by substituting 0+ = 10
−30/εnc . The convergence of the
iteration can be checked by monitoring the grand potential en-
ergy Ωv. We stopped the iteration when the magnitude of the
relative difference between the old and new grand potentials
decreased to below 10−10.
3.2 Results
In this section, we compare the results obtained by the ef-
fective Hamiltonian Hˆv,1+ Hˆv,3/2 with those of Hˆv = Hˆv,1, i.e.,
the Hartree–Fock–Bogoliubov (HFB) approximation.25) Be-
cause at the low temperatures, the 3/2-body correlations are
considered to be the main sources of the many-body effects
compared to the collisions between non-condensed particles,
i.e., the dynamical 2-body correlations, we solved the self-
consistent equations in the region 0 < T < Tc0/2, where Tc0
is the critical temperature for an ideal system.
First, we estimate the free energy per particle. We set the
energy difference from the HFB theory as ∆F ≡ F − F HFB,
where F HFB represents the free energy of the HFB approxi-
4
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Fig. 1. (Color online) Temperature dependencies of ∆F (solid) and ∆c˜2
(dashed), where ∆c˜2 ≡ ∆c2 × a3U n¯ for a3U n¯ = 10−6. The inset shows ∆F
near zero temperature for kc = 10kU , and the filled circle is obtained by zero-
temperature formalism.17)
Fig. 2. (Color online) ∆F as functions of log10(a3U n¯) for T = 0.3Tc0.
mation. Figure 1 shows the T dependence of the deviations of
the free energy∆F and the coefficient∆c2 ≡ c2−cHFB2 . We ob-
serve that the free-energy is lower than F HFB (∆F < 0), and
it decreases by an order of a3
U
n¯. However, the deviations of c1
and the entropy depend on the cutoff in our calculation. The
inset in Fig. 1 shows that our calculation is numerically con-
nected to the result of zero temperature formalism.17) Figure 2
plots ∆F as functions of log10(a3U n¯). These results show that
the free energy is reduced by enhancement of the many-body
effect with density and temperature. In summary, the mean-
field theory, which is the standard extension of Bogoliubov
theory20) to finite temperatures, is not effective for describ-
ing the weak-coupling BEC as well as the zero-temperature
system, so the 3/2-body correlations should be incorporated
self-consistently to investigate the thermodynamic properties,
even in a collisionless regime.
To see the contributions of the many-body effects to the
thermodynamic properties, we calculate the condensate frac-
Fig. 3. (Color online) Shifts of condensate fraction from the results of the
HFB theory for a3
U
n¯ = 1.0 × 10−6 (red) or 1.0 × 10−9 (blue) and kc = 10kU .
Dashed lines represent the number of condensed particles N0.
Fig. 4. (Color online) Plot of Fk as functions of k compared with the results
of the HFB theory (dashed lines) for kc = 10kU and a
3
U
n¯ = 10−6.
tions from Eq. (2.28). Figure 3 shows that the number of con-
densed particle decreases due to the 3/2-body correlations:
∆N0 ≡ N0 − NHFB0 < 0. Because the 3/2-body correlations
give the opportunity for particle exchange between conden-
sate and non-condensate, they tend to enhance other correla-
tions. Indeed, the pair correlations Fk = Trρˆvcˆkcˆ−k are en-
hanced due to the 3/2-body correlations, particularly in the
long wavelength region, as shown in Fig. 4. This indicates that
Fk should be incorporated self-consistently in BEC phase.
Therefore, the Popov–Shohno approximation,26, 27) which is
obtained by Hˆv = Hˆv,1 with Fk neglected to give a gapless
excitation, is invalid even in the collisionless regime. This
can also be confirmed from the fact that the free-energy of
the Popov–Shohno approximation is higher than that of the
HFB approximation; therefore, the pair creation or annihila-
tion processes also contribute to the stabilization of the BEC
system.
5
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4. Summary
We have constructed a variational density matrix incor-
porating the many-body effects self-consistently. In general,
if the trial density matrix includes the interaction terms, it
is difficult to calculate the right hand side of Eq. (2.5) di-
rectly. The advantage of our formalism is that by consider-
ingΩv,LW as the Luttinger–Ward functional and using Green’s
function, it is possible to evaluate the basic expectations and
derive Dyson’s equation that determines quasiparticle dynam-
ics from the variational principle. We adopted this formalism
in a BEC system, which incorporates the dynamical 3/2-body
processes to give a lower free energy than the mean-field den-
sity matrix. Therefore, it turns out that the particle correla-
tions contribute to stabilizing the system. Because the 3/2-
body correlations provide the collisions between the conden-
sate and non-condensate, they also contribute to increasing
entropy. However, we could not confirm this through our nu-
merical results.
A qualitative difference from the mean-field theory cannot
be found in the above thermodynamic properties. On the other
hand, the self-energy of the quasiparticles Sk(iεn) becomes
finite due to the 3/2-body correlations. Since this quantity
contributes to the spectrum of excitations in the form of an
energy shift or width of the spectrum, qualitative changing
of the single-particle excitation could occur, as discussed in
the zero-temperature formalism.17) Thus, the many-body ef-
fects may bring about qualitative changing of the microscopic
properties from the mean-field theory, even in a collisionless
regime. We intend to investigate this practically in the near
future.
In this paper, we only considered the case of a single-
component BEC phase at low temperatures. Our formalism
can be used at higher temperatures, where the dynamical 2-
body correlations are more important. In this case, only Hˆv
must be constructed so as to characterize these processes. It
can also be adopted in other systems such as the superconduc-
tor and Bose-Fermi mixture systems as follows:
(i) We construct ρˆv that includes the terms considered to be
the sources of the many-body effects in the systems.
(ii) Ωv,LW is evaluated as a functional of Green’s function,
and Φv,LW determines the many-body effects.
(iii) Because Ωv is expressible using the variational parame-
ters, we determine them from Eq. (1.1).
It seems to be simple to extend to an inhomogeneous system
such as the trapped system by using a general quantum num-
ber q instead of the wavenumber k and Green’s function in
coordinate space. Therefore, our variational approach can be
used to study the many-body effects on the thermodynamic
properties in other systems.
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Appendix: Connection to the Zero-Temperature For-
malism
We adopt the Lehman representation for Green’s function:
Gk(iεn) =
∫ ∞
−∞
dε
2π
Ak(ε)
iεn − ε
, (A·1)
whereAk(ε) satisfies the sum rule∫ ∞
−∞
dε
2π
Ak(ε) = 1. (A·2)
Using Eq. (A·1), we obtain an alternative expression for
Φv,LW[G] and Sk(iεn) as
Φv,LW = −
1
3!
∑′
k1k2k3
|bk1k2k3 |2
∫ ∞
−∞
dε1
2π
∫ ∞
−∞
dε2
2π
∫ ∞
−∞
dε3
2π
× Ak1 (ε1)Ak2(ε2)Ak3(ε3)
ε1 + ε2 + ε3
×

3∏
i=1
[1 + f (εi)] −
3∏
i=1
f (εi)
 ,
(A·3)
Sk(iεn) = − 1
2
∑′
k2k3
b2kk2 k3
∫ ∞
−∞
dε2
2π
∫ ∞
−∞
dε3
2π
× Ak2 (ε2)Ak3(ε3)
iεn + ε2 + ε3
[1 + f (ε2) + f (ε3)].
(A·4)
Here, f (ε) denotes the Bose distribution function. It is conve-
nient to express Eq. (A·4) in the Lehman representation too
as
Sk(iεn) =
∫ ∞
−∞
dε
2π
Γk(ε)
iεn − ε
. (A·5)
Γk(ε) ≡ −2ImSk(ε + i0+) is given explicitly by
Γk(ε) = − 1
2
∑′
k2 k3
b2kk2k3
∫ ∞
−∞
dε2
2π
Ak2 (ε2)Ak3(−ε − ε2)
× [1 + f (ε2) + f (−ε − ε2)].
(A·6)
The retarded self-energy is obtained from Eq. (A·5) by
SR
k
(ε) = Sk(ε + i0+) as
SRk (ε) =
P
2π
∫ ∞
−∞
Γk(ǫ)
ε − ǫ dǫ −
i
2
Γk(ε), (A·7)
where P denotes the principal value. Using Eqs. (2.23) and
(A·1), we obtain the spectral function Ak(ε) = −2ImGk(ε +
i0+) as
Ak(ε) = Γk(ε)
[ε − Ek − ReSRk (ε)]2 + [Γk(ε)/2]2
. (A·8)
The quantities in Eqs. (2.27a) and (2.27b) are expressible as
〈γˆ†
k
γˆk〉 = 1
2π
∫ ∞
−∞
dεAk(ε) f (ε), (A·9a)
〈γˆk1 γˆk2 γˆk3〉 = − bk1k2k3
∫ ∞
−∞
dε1
2π
∫ ∞
−∞
dε2
2π
∫ ∞
−∞
dε3
2π
× Ak1(ε1)Ak2(ε2)Ak3 (ε3)
ε1 + ε2 + ε3
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×

3∏
i=1
[1 + f (εi)] −
3∏
i=1
f (εi)
 . (A·9b)
Here, we show that our formalism connects with the zero-
temperature formalism.17) First, we substitute the zeroth-
order of the spectral function
A(0)
k
(ε) = −2ImG(0)
k
(ε + i0+) = 2πδ(ε − Ek), (A·10)
into Eq. (A·6), where we approximate Ek ≈ E(0)k with E
(0)
k
given by Eq. (2.31a). Then, the first-order spectral function
for the self-energy is expressible as
Γ
(1)
k
(ε) = −π
∑′
k2k3
b2kk2k3[1+ f (Ek2 )+ f (Ek3)]δ(ε+ Ek2 + Ek3 ).
(A·11)
The corresponding self-energy is given by Eq. (A·5) as
S(1)
k
(iεn) = −1
2
∑′
k2 k3
b2kk2k3
1 + f (Ek2) + f (Ek3)
iεn + Ek2 + Ek3
. (A·12)
Using Eq. (A·11) and neglecting ReSR(ε) in Eq. (A·8), we
obtain the first-order correction to the spectral function as
A(1)
k
(ε) ≡ Γ
(1)
k
(ε)
(ε − Ek)2 + [Γ(1)k (ε)/2]2
≈ − π
∑′
k2 k3
b2kk2k3
1 + f (Ek2) + f (Ek3)
(Ek + Ek2 + Ek3)
2
× δ(ε + Ek2 + Ek3 ),
(A·13)
where we have neglected [Γ
(1)
k
(ε)/2]2 in the denominator.
Substituting this expression into Eq. (A·9a), we obtain
〈γˆ†
k
γˆk〉 =1
2
∑′
k2k3
b2
kk2k3
(Ek + Ek2 + Ek3)
2
× [1 + f (Ek2 )][1 + f (Ek3 )].
(A·14)
On the other hand, the zeroth-order expression of Eq. (A·10)
may suffice to evaluate Eq. (A·9b) in the weak-coupling re-
gion, thus obtaining
〈γˆk1 γˆk2 γˆk3 〉 = −
bk1k2k3
Ek1 + Ek2 + Ek3
×

3∏
i=1
[1 + f (Eki )] −
3∏
i=1
f (Eki )
 .
(A·15)
We clarify how the results of the zero-temperature formal-
ism are reproduced.17) Taking the limit of T → 0 where
f (Ek) → 0 and substituting Eq. (A·15) with Eq.(2.32c) into
Eq. (2.30c), we obtain the expression of χk ≡ λku2k that co-
incides with that of the zero-temperature formalism with the
correspondence
wk1 k2k3 = 〈γˆk1 γˆk2 γˆk3〉 = −
bk1k2k3
Ek1 + Ek2 + Ek3
(A·16)
to the leading order. Eq. (A·14) in the limit of T → 0 is iden-
tical to 〈Φ| ˆ˜γ†
k
ˆ˜γk|Φ〉 in the zero-temperature formalism.
If we introduce the Lehmann representation for Green’s
function in coordinate space, we can check the connection
to the zero-temperature formalism in an inhomogeneous sys-
tem19) in the same manner. That is, it is considered that our
formalism is a natural extension of the zero-temperature for-
malism.17–19) On the other hand, we note that Eq. (A·14) can-
not be used to solve the self-consistent equations because
A(1)
k
(ε) expressed by Eq. (A·13) does not satisfy the sum rule.
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