The document estimates the risk embraced by Colombian commercial banks, and establishes a measurement of excessive risk-taking that is consistent with such estimation. The construction of the excessive-risk measurement follows the basic efficient-portfolio framework, in which the variance of an aggregate portfolio is minimized subject to an observed return. Return and risk-taking in Colombia's banking industry appear to decrease between December 2007 and May 2011. In spite of this, the excess-risk exhibits an upward trend, and denotes an increasing suboptimality when considered as a proportion of the observed risk. Hence, a reduction in the risk embraced by Colombian banks paradoxically coincides with an increase in their instability.
Introduction
The financial stability of an economy is crucial for its performance and sustainability. The events of the recent financial crisis provide a clear example of the consequences that may arise from an unstable financial sector. A prime element of this stability is the performance and sustainability of the banking industry. Demirgüç-Kunt, Detragiache and Gupta (2006) demonstrate that a banking crisis is accompanied by a decline of 2-4% in the output's growth. Furthermore, such crises may have long-term consequences on the performance of an economy. According to Abiad et al. (2009) , a banking crisis may imply that an economy -in spite of recuperating its pre-crisis growth-may not rebound to its pre-crisis trend. The banking industry's sustainability is directly related to the extent to which the banks embrace risk. Following Bustamante and Favilukis (2010) , the easing of lending standards and the decline in loan denial rates were at the core of the roots of the subprime crises. Dell'Ariccia, Deniz and Laeven (2008) show that prior to the financial crisis the rates of credit repayment were lower precisely in the areas that had larger increases in number and volume of loans. This indicates that the genesis and outbreak of the recent financial crises was associated with a deterioration of financial stability, and with the worsening of banking risk-taking.
Following the basic premise established by Markowitz (1952) , there is an indissoluble relationship between risk and return, for an agent is obliged to take on risk whenever her goal is to obtain a level of return greater than that of the risk free asset. If an industry takes on more risk than what is required in order to obtain certain return, then there is an excessive-risk taking in such industry. The mentioned evidence regarding banking crises points to the relevance of knowing and assessing the extent to which commercial banks embrace risk. Moreover, it is of prime importance to determine whether such industry is incurring in excessive-risk taking, and to calculate such magnitude. This paper utilizes a measurement proposed by Podpiera and Weill (2010) in which risk-taking is measured as the variance of an aggregate portfolio of the banking industry. The construction of the excessive-risk measurement follows the basic efficient-portfolio framework, in which the variance of the mentioned portfolio is minimized subject to an observed return. The document thus introduces the first quantification of the excess-risk embraced by Colombian commercial banks. Risk-taking in Colombia's banking industry appears to decrease between December 2007 and May 2011. In spite of this, excess-risk exhibits a clear upward trend. This implies that, although the risk embraced by banks has decreased in the near past, such tendency coincides with an increasing suboptimality of Colombian banks.
The remaining of the document is structured as follows: Section I delves into the concept of risk-taking and excessive risk-taking, and reviews the common procedures used to measure such concepts for the banking industry. Section II explains in detail the framework and methodology upon which this document will measure risk-taking and excessive risk-taking. Section III examines the database that will be used in order to obtain such estimations. Section IV presents the main results and its implications. Section V discusses potential explanations for the observed results. Section VI concludes and points to further research avenues.
I. Risk and Excessive Risk-Taking
A discussion and a definition of the concept of risk are prerequisites to an adequate assessment of the exercise that will be performed in this article. This document follows the definition given by Ackert and Deaves (2009) , according to which a risk-attitude is the predisposition of an agent to choose between alternatives with equal expected return, but different variability. A risk-neutral agent would be indifferent between the alternatives as long as they offer equal expected return. Analogously, a risk-averse agent would prefer a prospect with less variable outcomes, while a risk-seeking agent would prefer the prospect with more variable outcomes. Hence, when an agent takes a decision regarding risk, she is assumed to know 1 the probabilistic distribution of the outcomes to which she is exposed.
Theoretical approaches to agents' risk attitudes in an economy have taken into consideration the different degrees of aversion towards risk. Within the neoclassical framework of economics there are two different interpretations regarding agents' attitudes towards risk. According to the expected utility theory, the rationality of agents implies that they decide upon the sole criterion of maximizing their expected wealth, disregarding the variability of the prospect that they select (Von Neumann and Morgenstern, 1947) . The expected utility framework thus assumes that the economies are constituted by risk-neutral agents. The second neoclassical interpretation of risk assumes that agents are risk-averse, reason for why they demand a compensation for embracing risk (Ackert and Deaves, 2009 ). This implies a positive relationship between risk-taking and return (Ackert and Deaves, 2009 ). An explanation for the riskattitude of agents that competes with the traditional approach is Kahneman and Tversky's prospect theory. According to such interpretation, agents do not consider outcomes in terms of wealth magnitudes -as neoclassical interpretation would suggest-but rather as gains or losses. In such fashion, an agent's risk-taking attitude is endogenous, for it depends on whether the agent considers herself on the domains of gains or on the domains of losses (Kahneman and Tversky, 1979) .
The concept of excess risk-taking goes hand in hand with that of risk-taking, with one further crucial assumption: the existence of an optimal level for such concept in the economy (Agur and Demertzis, 2010) . This implies that if banks -on the aggregate level-embrace risk to an extent above the optimal level, the banking system as a whole could benefit from less risk-taking with-out sacrificing its levels of profitability. Although several authors recognize the existence of excess risk-taking, there is a gap in the literature in terms of explaining the determinants of such element. Furthermore, the empirical connection between these two elements remains unexplored. The main reason for the referred absence is the absenteeism of a comprehensive measurement of excessive risk-taking that is consistent with an estimation of risk-taking. The following section proceeds in such direction.
The body of literature that analyzes the determinants of banks' risk-taking uses several techniques in order to estimate such element. The most frequently used is a Z-score consistent with the Basel II environment. Such score estimates a bank's likelihood of becoming financially distressed, using several financial coefficients such as the return-on-assets, its dispersion, along with equityto-total-assets ratio (Altman, 2002) . This measurement of risk-taking is given at an observation level, shedding a coefficient for each bank. Another popular technique to assess a bank's level of risk, particularly on a practical level, is the non-performing-loans ratio. Given that a non-performing loan is defined as the loan for which the debtor has a delay of up to 90 days in making her scheduled payments, this ratio denotes the percentage of low quality borrowers to which a bank is exposed. An alternative way of determining a bank's exposure to risk could be a ratio of liquid-to-total-assets. This estimation would be consistent with the basic bank-run set-up of Diamond and Dybvig (1983) , in which a bank is obliged to forego potential financial returns given its need to have liquid loans that enables it to face an early liquidation. Hence, a high liquid-to-total-assets ratio would denote a low level of risk embraced by the bank, given the danger of a costly early liquidation. The referred estimations, however, do not assess the crucial element of optimal risk. By foregoing such element, there is an impediment to evaluate excessive (suboptimal) risk, and to examine the empirical determinants of such suboptimality, along with an empirical scrutiny of the relationship between risk and financial (economical) performance.
II. Measuring Risk and Excessive Risk-Taking
In order to evaluate the risk embedded in the assets of a bank and to examine the optimality of such risk, Podpiera and Weill (2010) propose a methodology in which an aggregate portfolio for the banking industry is generated.
In order to generate an aggregate portfolio the authors divide the assets into the types of loans granted by the banks in a determinate period. If the types of loans in the industry are denoted by i, then the aggregate share of the loan i in the period t is given by  i t total value of loans i in period t total value of loan , = s s in period t
The Podpiera-Weil framework assumes that the actual return earned by a bank for a given loan is equivalent to the rate it charges. This assumption is problematic, for the rates charged by banks deviate from actual returns earned by them. This is proved by the fact that there are loans for which the lenders receive no payment from their debtors. The fact that lenders are aware of this potential loss prior to any disbursement implies that the appropriate ex-ante returns used to calculate effective risk-taking must incorporate the portion of loans that are not repaid by borrowers. In such fashion, the measure of return that will be used henceforth is given by
Where r i n t , , is the rate charged at period t for the loan i issued by bank n, and  i n t , , is a yearly-based discount given by  write offs past due loans total loans granted i n t , ,
In such discount, the write offs correspond to the total write offs acknowledged by the bank during the year corresponding to month t, whilst the past due loans correspond to the total value of loans during that same year that were not repaid in the stipulated period. Analogously, the total loans granted correspond to the total value of the loans granted by the bank n during the year corresponding to month t.
The reason for why the discount is set on a yearly basis is best explained by the procedure through which a bank accepts a write off. The decision to accept such loss is an accounting -rather than financial-choice, for it is when a bank decides to change an unpaid loan from an expected income to an accepted loss in the profit-and-loss statement. Hence, the financial decision upon which a loan is issued comes several months prior to the accounting decision to recognize an unpaid loan as a write off. Setting the discount on a monthly basis would thus augment the volatility in a given month without any consistency with the risk-return choice taken within the bank for such month. Additionally, a monthly measure of such variable could result in erroneous rates of discount, for if several unpaid loans that were granted in different months are accepted as write-offs in the same month, equation (3) could assume a negative value. Such erratic result would imply a negative return, leading to a erroneous conclusions regarding the financial decisions taken by the bank in such period. On the contrary, calculating a yearly discount avoids adding unfair variability to the return, whilst approaching more accurately to the actual ex-ante decision through which a bank calculates the average return they will receive for the loans they grant.
The aggregate return for the loan i would be given by the simple average of the returns earned by banks for each loan category:
where n is the total number of banks in the sample. Therefore, the return of the aggregate portfolio would be given by
The risk embraced by the banking sector in period t is given by the volatility of the loans issued by the banks:
where j -as i -denotes the set of loan-types granted by Colombia's commercial banks, and  i j , is the covariance between the loan categories i and j -which in turn would equal to the variance of loan i whenever i equals j -. A calculation of the optimal level of risk-taking is achieved by conjugating the referred elements with those proposed by Markowitz (1952) in his efficient-portfolio theory. Assuming that agents in the economy are risk-averse, the optimal level of risk-taking would be the minimal risk required to obtain the observed return, i.e. 
Given a solution of  t * to the referred optimization problem, the excessive risk embraced by the banking industry in period t would be given by
III. The Database
The information on Colombian banking industry can be obtained from the Superintendencia Financiera (Superfinanciera for short), Colombia's public entity in charge of the supervision and inspection of the financial institutions operating in such economy. The records kept by Superfinanciera contain monthly information regarding the value of each type of loan for all the banks, along with the monthly rates charged for each type of loan. Additionally, it contains end-of-the-year information regarding the total value of loans, the past due loans, and the write offs corresponding to every year. The information is categorized according to four groups of loans: commercial, consumption, microcredit, and real estate. The commercial loans correspond to those granted to firms with the purpose of acquiring machinery, transporting equipment, computational equipment, and to firms that need liquidity for their basic working capital. The consumption loans correspond to the credit granted to individuals who pursue to acquire equipment, cars, furniture, among others. Real estate loans refer to those that were granted with the purpose of acquiring and/or creating housing. These types of loans are divided into those that are of prime social interest -for low income economical groups-, and those that are not. Finally, the microcredit loans correspond to those loans granted to illiquid entrepreneurs who wish to start a business or who currently own a small-starting business. The data is available on a monthly basis between December 2007 and May 2011, which implies a total of 42 months. Before December 2007 the needed data is given only for December of each year, starting from December 2002.
The information used in this document comes from all the banks that complied with the following two criteria: (1) that appeared in the whole period of analysis, and (2) that granted loans to at least 2 of the 4 categories. According to such standards, the sample of banks excludes a total of 10 banks 2 , and boils down to the 14 banks contained in Table 1 . Based on the information reported by such banks, an aggregate portfolio for the banking industry was constructed for each month between December 2007 and May 2011, and for each of the Decembers between 2002 and 2010. A key assumption was needed in order to obtain a balanced panel for the period of interest: for those banks that did not report a loan type in certain month, it was assumed that the bank would have lent at the mean rate of such category of loan in such month. This assumption allows a balanced panel containing a rate and a loan value for each bank at all months. It is worth mentioning that by following an alternative procedure -eliminating all the banks that did not report the four types of loans-valuable information is lost, and the general results -discussed in the following section-still hold 3 . The database entails two basic limitations. First, the gross loan-categorization implies that valuable information -in terms of risk and return optimality-may be lost due to the lack of data refinement. Second, the sample of banks is somehow small, limiting the results that will be presented later on. Before delving into the calculations, it is worth examining the general trends contained in the information. Figure 1 illustrates the behavior of the share of each loan category throughout the analyzed period, whereas Figure 2 elucidates the behavior of the average return of each category. When examining Figure 2 one notices that the microcredit receives the higher return throughout the period, which -following the basic Stiglitz and Weiss (1981) setup-implies that such loan entails the highest ex ante risk compensation. This is true regardless of Colombian financial regulation, which stipulates a ceiling for the rates charged for microcredit loans (the ceiling is nowadays near 45.9%, which is way above the maximum rate of 30% charged in the period under scrutiny). Contrarily, the real estate loans are associated with the lowest return, a result that may derive from Colombian financial regulation which stipulates that the rates charged for such credit category must be the lowest. The earned returns for these types of loans are somehow stable, whereas the earned returns for consumption and commercial credit vary significantly throughout the analyzed period. This may be in part explained by Colombian financial regulation, which impedes the microcredit rate to rise above a certain level, and ensures that the real state rate is the lowest of the rates. As illustrated by Figure 2 , there is a considerate decline in the returns earned for the commercial and credit categories of loans. These assertions are supported by the information shown in Table 3 : the dispersion between the minimum and the maximum earned returns for commercial and consumption credits are well above the dispersion exhibited by microcredit and real estate. Analogously, the standard deviation of microcredit and real estate is lower than the standard deviation of consumption and commercial credit. Although there is a notable variation in the earned returns, Figure 1 illustrates how the shares of such loans exhibit almost no variability. The majority of credit is always allocated on commercial loans, followed by a significant allocation on consumption loans. As shown in table 2, allocations on real estate and microcredit are much less significant, with a maximum of 9.11% and 2.5%
respectively allocated to such loans. This implies a lack of dynamism and a reduced reconfiguration of the portfolio selection with respect to the returns achieved by the assets. An estimation and analysis of the effects of such lack of dynamism may be achieved by calculating the excessive risk and suboptimality of the aggregate portfolio of Colombian commercial banks. 
IV. Results

A. Returns
Consistent with the tendencies exhibited in Figure 2 , the aggregate return of the banking industry is characterized by its declining tendency between December 2007 and May 2011. This follows from the fact that the returns for commercial and consumption loans declined steadily. This, combined with the fact that those two categories of loans represent the majority of the aggregate portfolio, implies that the earned returns fell significantly from its 2007 levels of nearly 21% to a 15% level in May 2011, as illustrated by figure 3. 
B. Risk-taking
The calculation of equation (6) yields the observed risk taking for Colombia's banking industry for each of the months of the period under scrutiny. The results are in terms of standard deviations, which represent the volatility to which the aggregate return of the industry is exposed. In other words, such number is a statistical measurement denoting how far off could the return lie from the mean return of the banking industry. If two portfolios have equal expected return, but one of these has a greater standard deviation than the other, then it holds that such return could have been potentially lower or higher, implying a greater risk of such bank's assets. An increase (decrease) in the standard deviation thus implies an augment (decline) of the risk embraced by the industry. Figure 4 exhibits the risk-taking trend for the banking industry in Colombia. Such figure shows that, in spite of the sharp increase in the last months, the risk-taking is characterized by a downward trend, which implies that banks reduced the risk embraced by them in the analyzed period. One can corroborate this by observing the percent-change of risk-taking. Figure 5 shows that, with respect to the first month under scrutiny, the observed risktaking is always smaller than that of the initial month, exhibiting a decline of nearly 30% in some of the months (such as October 2010). Again, in spite of the sharp increase in the last months, risk-taking rarely rises to its original level of December 2007, which is a clear indication of the declining trend of risktaking in the period under scrutiny. It is important to note, however, that this general trend cannot be extrapolated to the near future, for the risk-increase observed in the last months may imply a reversal in the tendency. An important exercise is to compare the measure of risk-taking performed in this document with other possible measures for the banking industry as a whole. Table 4 contains the monthly non-performing-loans ratio for the banking industry, and Figure 6 depicts the tendency of such alternative measure of risk. Although the general declining tendency holds -and although the fitted values exhibit an equal decline in risk per period of month-it is clear that there is not a perfect relationship between these two measures of risk. This can be easily identified by noting that in the last months the portfolio-measure of risk yields an increase in risk, while the non-performing loans ratio yields a risk-decline. Furthermore, an observed correlation of 0.40 between the two measures of risk implies that, although they tend to move in equal directions, the two measures of risk may result in contradictory results for some particular months. 
C. Excessive Risk Taking
The data of excessive risk-taking comes from the calculation of equation (8) at a monthly basis. This implies that, as with risk, the measure of excess risk is given in standard deviations. An excess risk of x implies that the industry incurred in x additional standard deviations than what it needed in order to obtain the observed return. In other words, the industry could have exhibited x less levels of volatility in order to obtain the same return r in period t, if it had allocated its portfolio in an optimal manner. Figure 7 depicts the observed tendency for the excess-risk measured in standard deviations. The general conclusion is that there is a clear upward trend, implying that Colombian banking industry increasingly embraced unnecessary risk between December of 2007 and May of 2011. However, it could be the case that the excess-risk exhibits some degree of seasonality (Figure 8 depicts a polynomial tendency of sixth degree with an R 2 of 0.77). Alas, the limited dataset impedes a deeper scrutiny into such matter, for a more extended dataset would be needed in order to assess if such series is an arma, and -should it be-of its order. to y% of the observed risk, then it is the case that the banking industry -in optimality-could have attained the same return by reducing its risk-exposure by y%. This alternative reading of the data thus leads to a result regarding the level of suboptimality. Figure 8 shows an increasing tendency of suboptimality regarding risk-taking decisions. Although this measure also exhibits some form of seasonality, the fact that a linear fit yields an increase of 0.97% per month with an R 2 of 0.52 implies that in the period under scrutiny the banking industry experienced a rise in the risk suboptimality. This increase could be related with the financial stability of the banking industry, for an increasing margin of suboptimality implies ineffectiveness regarding the banks' financial allocations and decisions. (2011), who constructs and index of financial instability for Colombian banking industry by using different financial indicators, and finds that such index increases in the period 2007-2009. The percentage increase of suboptimality responds to the fact that, although observed risk exhibits a downward trend, the ´optimal risk´ (i.e., the minimum risk required to attain the observed level of return) exhibits a faster decline. As mentioned earlier, this may derive from the fact that the shares of each category of loan remain somehow static through time, while the average return for some of these categories do vary widely. Accordingly, the lack of adjustments in the portfolio to assess this changing scenario may lead to an increasing suboptimality.
The analyses performed in this and the previous subsection point to a crucial result: a reduction in the observed risk-taking may have no real effect on the stability and optimality of the banking industry. It may very well be the case that a decrease in risk occurs while there is an increase in excessive risk and in its share relative to the observed risk. This result thus contradicts the general intuition portrayed in the analysis of some authors who implicitly assume a direct relation between risk-taking and financial instability; a banking system may be reducing the level of risk it takes while augmenting its instability by exhibiting an increased deviation from portfolio optimality.
D. Yearly December Results
Although an extended set of results covering several years would be desirable, the results of this document are limited by the available dataset in the Superfinanciera. However, as mentioned previously, the data available at Superfinanciera contains the needed information for each December between 2002 and 2010. Although this is not the same as an extended dataset, it allows for comparable yearly results. The general results are contained in Table 5 . Figure 10 shows that the level of excess-risk (measured in standard deviations) experiences a decline, with the sole exception of 2009. Although the excess risk -i.e., the additional amount of risk that was taken due to assets allocations-declines, its share with respect to the observed risk tend to hold near 65% through time, with the important exception of 2008. 
V. Understanding Risk-Taking and its Relationship with Excess-Risk
Explanations of the reasons behind the degree of risk embraced by commercial banks have been made from different perspectives. Among the factors cited as the elements that mainly drive the risk-taking attitude in such industry one finds monetary policy, leverage, corporate governance and regulation, the degree of competition in the industry, and prospect theory. The following subsections explore the mechanisms through which these variables may affect risk-taking, and analyze the tendencies followed by such variables in Colombian financial system between December of 2007 and May of 2011.
A. Monetary Policy
There is a general consensus that a monetary easing is related to an increase in banks' risk taking (Nicoló, Dell'ariccia, Laeven and Valencia, 2010) . Particularly, the nowadays popular thesis that blames monetary policy for the recent financial crisis implicitly assumes that this relationship is true. This, given that it is grounded on the idea that the extended period of low interest rates gave an incentive to financial institutions to embrace more risk, in detriment of financial (and economical) sustainability (Nicoló et al. 2010 ). The most commonly cited mechanisms through which monetary policy affects risk-taking is captured by the yield-search theory. Following Rajan (2005) , whenever there is a prolonged period of low interest rates, banks are unable to meet their long term obligations by possessing safe assets. This, in turn, implies that banks are compelled to search for a higher yield by acquiring riskier assets, which in turn leads to a higher aggregate level of risk-taking in banking industry. Another commonly cited mechanism through which monetary policy is related to bank risk-taking is referred to as "The Greenspan (or Bernanke) put". According to the proponents of such increasingly popular mechanism, a low policy rate would generate the perverse expectations that central banks will always strongly react -by easing monetary policy-to adverse economic prospects (Nicoló et al., 2010) . This, in turn, would incentivize a higher degree of risktaking from banking industry.
There is ample theoretical and empirical research supporting an inverse relationship between monetary policy and risk-taking. Investigating Bolivian banking system, Ioannidou, Ongena and Peydro (2009) demonstrate that lower short-term rates -prime instrument of monetary authorities-imply an increase of credit to borrowers of lower quality. Analogously, Jiménez et al. (2008) arrive at a similar conclusion by examining Spanish banking system. Dell'Ariccia, Laeven and Marquez (2010) use data from the U.S. terms of Business Lending Survey to show a negative relation between short rates and the augmentation of risky loans.
The pointed evidence contradicts the relationship between monetary policy and risk-taking that could arise via adverse selection and moral hazard. These mechanisms suggest that an increase of short term rates would lead to an increase of commercial bank's risk-taking, given the upsurge of credit risk. This theoretical mechanism ignores the fact that commercial banks incur in credit rationing and in a tightening of lending standards when exposed to adverse selection and moral hazard. Banks thus avoid an increase of risk-taking derived from a potential augment of credit risk by limiting the credits granted, and by ensuring a higher quality of borrowers.
Colombian monetary policy between December of 2007 and May of 2011 was a period of strong response from the monetary authorities towards the international financial crisis. Particularly, a period of sustained decline in the nominal rates, combined with a lagged decline in inflation levels resulted in a sharp decrease of real interest rates. Figure 11 shows the trend followed by Colombian real interest rates in such period. It is notable how the rate follows 
B. Leverage
Leverage may present a dual effect on banks' risk-taking, depending on the interaction of this and other variables. The commonly cited effect of leverage is known as risk-shifting. According to Bustamante and Favilukis (2010) , when a bank's leverage ratio increases it has greater incentives to conform a riskier portfolio given its limited liability. In such scenarios the bank's payoff resembles that of a call-option, which increases in value whenever the outcomes are more volatile. Given the mentioned incentive, this implies a positive relationship between leverage and bank risk-taking via a riskier composition of a bank's assets. Considering leverage in the context of an eased monetary policy, however, sheds the converse result. Following Dell'Ariccia et al. (2010) and Nicoló et al (2010) , a poorly capitalized (highly levered) bank experiences a decrease in the cost of its liabilities whenever an economy's short term rates decrease 4 . This implies that, everything else equal, the bank's profits will increase, generating an incentive to reduce the risk embedded in its portfolio.
The debt ratio -that is, the total value of the banking system's debt relative to the total value of the system's assets-serves as an accurate measure of the amount of leverage embraced by an industry. Figure 12 illustrates the leveragedynamic followed by Colombian banking industry according to such ratio. 
C. Market Concentration
As with leverage, there is no univocal relationship between competition and the degree of risk taking in banking industry. Following Keeley (1990) , a high degree of competition in the industry is associated to higher levels of risktaking given the erosion of the bank's franchise value -that is, the value of the bank above and beyond its tangible assets-. Given this erosion, banks have an incentive to take on more risk in its assets in order to attain a higher level of return, thus maintaining its profitability levels. An opposing theory, however, argues that an increase of competition could lead to a decreasing degree of risk-taking whenever there are informational asymmetries at work. This, given that -everything else equal-an industry with concentrated market power can lead to higher rates charged to borrowers, which could derive in an augmentation of credit risk via moral hazard and adverse selection (Boyd and Nicoló, 2005) . However, the same argument used against a positive relationship between monetary policy and risk-taking could serve against this mechanism; there is no evident reason for why banks in a less competitive industry with informational asymmetries would not incur in credit rationing and in a tightening of lending standards in order to avoid taking on more risk for the higher rates that it charges.
Although the argument for an inverse relationship between market concentration and risk-taking sounds less compelling than the argument supporting a positive relationship, there is empirical evidence supporting both views. Using a dataset of Spanish banking system and after controlling for several macroeconomic conditions and bank characteristics, Jiménez and López (2007) find that there is evidence of a negative relationship between market concentration and bank risk. On the contrary Boyd, Nicoló and Jalal (2006) examine a panel of 2700 banks from 134 countries and a cross section of small banks operating on only one market within the U.S to conclude, using several measures of risk-taking, that there is a positive relationship between market concentration and bank risk-taking. Martínez-Miera and Repullo (2008) integrate both frameworks by asserting that there is a nonlinear relation between competition and bank risk-taking, which allows competition to increase risk-taking in some domains and to decrease it in others. Both mechanisms seem thusly to be working, and the observed correlation of market power and risk taking depends on the specification of the model and the used dataset.
The level of concentration of Colombian banking industry can be captured by the Herfindahl-Hirscham index. Figure 13 shows that such concentration follows no clear trend in the period under scrutiny, but rather a slight seasonality. In spite of its fluctuating nature, the fact that the index remains above 1000 and below 1800 throughout the analyzed period implies that Colombian banking system was moderately concentrated between 2007 and 2011 (Morales, 2011) . 
D. Other Mechanisms: Corporate Governance and Prospect Theory
It is worth mentioning that there are two other known mechanisms that may explain the level of risk-taking and, potentially, the level of excess-risk and forewent return: Corporate governance and prospect theory. Laeven and Levine (2008) analyze the impact that corporate governance may have on bank risktaking. Examining a database constituted of 300 banks from 48 different countries, the authors analyze the impact that ownership structure, cash-flow, capital requirements and supervisory oversight of banks have on the degree of risk-taking. They arrive at the conclusion that the confluence of large ownership and significant free cash-flow leads to an increase in risk-taking, whereas capital requirements and the existence of supervisory oversight seem to have an insignificant effect. This finding is consistent with the free cash-flow problem pointed by the corporate finance literature, where excess cash can lead to suboptimal financial decision-making (Shefrin, 2007) .
Few attempts have been made to explain the degree of bank risk-taking from a behavioral approach. Studying a sample of 894 commercial banks in the emerging economies for the period 1996-2001, Godlewski (2004) intends to scrutinize such relationship. Following the above explained Khaneman and Tversky's framework, the author examines the effect that point-referencing -that is, the risk attitude adopted by the bank depending on whether it considers itself on the psychological domains of losses or the domain of gains-has on the degree of risk-taking in banks. Godlewski establishes several measures that could serve as benchmarks upon which the banks' managements base their risk-taking decisions. Observing past return-on-equity (roe), return-on-assets (roa), and equity-to-total-assets rates -among others-as benchmarks, the author finds evidence that banks embrace more risk when below past-performance of the mentioned benchmarks. This way, if a bank's roe is below prior measurements of roe, such bank is more likely to embrace more risk than it did before. Such evidence is hard to reconcile with the traditional neoclassical approach to risk-taking attitudes, and points to the importance of further research examining the impact of behavioral aspects on a bank's risk-taking. The methodology presented thus far bears an important limitation in this aspect. The fact that it assumes a risk-averse attitude for the industry implies that the possible behavioral explanations pointed by Godlewski cannot be tested.
E. Understanding Risk and Excess-Risk
A first step towards understanding the relationship between the variables constructed hereby would be to assess the manner in which classical variables influence risk, excess-risk, and return. The idea would be to perform a cointegration test to determine whether the series are stationary or not, and to modify them accordingly in order to attain such stationarity. Such methodology, unfortunately, is unattainable in this document due to the few observations available in the used dataset. In spite of such limitation, Table 6 contains the results of the following regression:
Where X t is the variable of interest in period t -i.e. risk, return, excessive risk, and excessive risk as a share of observed risk-, MP t corresponds to the real interest rate of the Central Bank, MC t is the Herfindahl-Hirschman index of market concentration, L t is the debt-to-total-assets ratio, U t is the unemployment rate in period t, and t is a time-variable. As mentioned in prior subsections, MP t MC t and L t are pointed in the literature as determinants of risk-taking. On the other hand U t serves as a proxy variable for the pace of the economic activity (which may affect the variables), and t is included as a variable that captures the tendency and that partially solves the problem derived from the fact that a cointegration test is not attainable for the analyzed dataset. If the regression were to yield a positive value of , the evidence would suggest a relationship between monetary stimulus and financial instability in Colombia. The value of  would point to the mechanism that is more likely to act in the Colombian case between that proposed by Keely (1990) and that proposed by Boyd and Nicoló (2005) . Finally, the  parameter would also point to whether leverage increases financial instability as proposed by Bustamante and Favilukis (2010) , or if instead it leads to an increase in stability as proposed by Dell'Ariccia et al. (2010) and Nicoló et al. (2010) .
The results of the regressions are exhibited in Table 6 . Such table shows that the time-tendencies followed by return and risk between December 2007 and May 2011 are significant. As expected, the rate of return has a strong positive relation with both the degree of market concentration and the central bank's real interest rate. When measured either as standard deviations or as a share of the observed risk, excess risk exhibits a strong negative relation with monetary policy as well. This implies that the monetary ease experienced between 2008 and 2011 in Colombia could have derived in an augmentation of financial instability. Although not significant, both measures of excess risk show a negative relation with the amount of leverage in the industry, suggesting that the inverse mechanism between financial stability and leverage proposed by Dell'Ariccia et al. (2010) and Nicoló et al. (2010) could hold in the Colombian case. In spite of the fact that these regressions corroborate to some extent the expected mechanisms, it is important to stress their limitations: they show no causality -merely a relationship between the variablesand they are subject to the stationarity problem, along with some omitted variable-problems. The fact that some of the explicative variables show no level of significance could come from problems associated with the econometric specification, along with the fact that there is a limited dataset that impedes further econometric refinement. 
VI. Concluding Remarks
Using a database provided by Superfinanciera and a methodology developed by Podpiera and Weill (2010) , the document calculates risk-taking and excessive risk-taking for Colombia's commercial banks. Based on the portfolio theory developed by Markowitz (1952) and on a dataset available for each month between December 2007 and May 2011, this methodology yields an aggregate coefficient in standard deviations for both concepts. Although the measure of excess-risk allows for an interpretation of the suboptimality of the banking system, such calculation rests upon a risk-averseness assumption.
The general results are: (i) risk and return have shown a general declining tendency (ii) excess-risk (measured in standard deviations) fluctuates over time, and that it follows an increasing tendency, and (iii) excess-risk denotes an increasing suboptimality of the banking industry when interpreted as a share of the observed risk. These findings are consistent with (i) a study performed by Standard & Poor's and cited in Portafolio ("Indicadores de Solidez Mejoran en Bancos del País", published the 27 th of September, 2011), a Colombian financial Newspaper, which asserts that risk in Colombian commercial banks has declined in the near past, and (ii) the results of Morales (2011) , who finds an increasing instability in Colombian banking system in the same period of time. Hence, a decrease in risk-taking does not necessarily coincide with an improvement in the financial stability of the banking system.
It is the goal of future research to construct an extended dataset that enables econometric refinement, and that allows a deeper scrutiny of the relationship between the variables hereby constructed and other variables. Furthermore, it is important to reproduce the calculations of risk and excessive-risk taking performed in this document for other financial economies, in order to enable a cross-country study. Such studies would allow for a deeper understanding of the concept of risk-taking and excessive-risk taking, along with their relationship.
