Abstract. Multiple Meixner polynomials are polynomials in one variable which satisfy orthogonality relations with respect to r > 1 different negative binomial distributions (Pascal distributions). There are two kinds of multiple Meixner polynomials, depending on the selection of the parameters in the negative binomial distribution. We recall their definition and some formulas and give generating functions and explicit expressions for the coefficients in the nearest neighbor recurrence relation. Following a recent construction of Miki, Tsujimoto, Vinet and Zhedanov (for multiple Meixner polynomials of the first kind), we construct r > 1 non-Hermitian oscillator Hamiltonians in r dimensions which are simultaneously diagonalizable and for which the common eigenstates are expressed in terms of multiple Meixner polynomials of the second kind.
Introduction
Meixner polynomials M n (x; β, c), n = 0, 1, 2, . . . are orthogonal polynomials for the negative binomial distribution (Pascal distribution), i.e., so that the leading coefficient is (1 − 1/c) n /(β) n . The monic polynomials are given by M n (x; β, c) = (β) n c n /(c − 1) nM n (x; β, c). We will investigate multiple Meixner polynomials, which are polynomials of one variable with orthogonality properties with respect to more than one negative binomial distribution. These multiple Meixner polynomials will be used in Section 4 to construct non-Hermitian oscillator Hamiltonians in r dimensions which are simultaneously diagonalizable and for which the eigenstates are expressed in terms of multiple Meixner polynomials. This construction was first done in [7] for multiple Charlier polynomials and in [8] for multiple Meixner polynomials of the first kind, but there is a gap in their construction which we will fix in Section 4.1. We extend this construction to multiple Meixner polynomials of the second kind in Section 4.2. The multiple Meixner polynomials hence give a mathematical approach to a physical phenomenon involving a chain of Hamiltonians.
There are two kinds of multiple Meixner polynomials, depending on how one chooses the negative binomial distributions ( [1] , [4] ). Let n = (n 1 , . . . , n r ) be a multiindex of size | n| = n 1 + · · · + n r , then the multiple Meixner polynomials of the first kind M (1) n are the monic polynomials of degree | n| for which
where β > 0 and 0 < c i = c j < 1 whenever i = j. The multiple Meixner polynomials of the second kind M (2) n are the monic polynomials of degree | n| for which
where 0 < c < 1 and β j > 0 for all j = 1, . . . , r, and β i − β j / ∈ Z when i = j. For r = 1 we retrieve the Meixner polynomials. An explicit formula for the multiple Meixner polynomials of the first kind can be obtained using the Rodrigues formula [1, 4] ,
(1) where ∇ is the backward difference operator, given by ∇f (x) = f (x) − f (x − 1). For this backward difference operator ∇ we have the property
Combining the Rodrigues formula (1) and (2) we have
which gives an explicit expression for the multiple Meixner polynomials of the first kind
These multiple Meixner polynomials are related to the multiple Charlier polynomials by the asymptotic relation
where the multiple Charlier polynomial C n is the monic polynomial of degree | n| satisfying
where a 1 , . . . , a r > 0 and a i = a j whenever i = j (see [1] , [4] ). An explicit expression for the multiple Meixner polynomials of the second kind can be obtained using the Rodrigues formula [1, 4] ,
Now we can again use property (2) to find
which gives an explicit expression for the multiple Meixner polynomials of the second kind
n (x; β 1 = a 1 β, . . . , β r = a r β, c = 1/β) = C n (x; a 1 , . . . , a r ).
We will use the explicit expressions (3) and (5) for obtaining the generating functions in Section 2, for computing the recurrence coefficients in Section 3, and for proving the square summability in the appendix. 
Generating function
For multiple Meixner polynomials of the first kind one has a multivariate generating function (with r variables). It was found in [8, §9] where it was proved using the Bargmann realization on the Lie algebra W (r) made out of r copies of the HeisenbergWeyl algebra (see also Section 4). 
We will use the following lemma, which is basically an alternative way to express the multinomial theorem [9, Eq. (220) on p. 329].
Lemma 1. The generating function for the multinomial coefficients is
This series converges absolutely and uniformly for |s 1 | + · · · + |s r | < 1 when x / ∈ N and contains a finite number of terms if x ∈ N.
Proof. The use of the binomial theorem and the multinomial theorem leads to
Proof of Theorem 1. Using (3) the multivariate generating function is
Changing the order of summation gives
and by setting ℓ i = n i − k i and putting the factors in ℓ i and k i together
Now we use Lemma 1 to obtain the desired result.
Multiple Meixner polynomials of the second kind
For multiple Meixner polynomials of the second kind one has the following multivariate generating function (with r variables).
Theorem 2. Multiple Meixner polynomials of the second kind have the following (multivariate) generating function
Proof. If we denote the left hand side in (9) by G, then using (5) the multivariate generating function is
For each sum involving the ℓ i we can use the binomial theorem
If we let a = c/(1 − c) and
then this simplifies to
and by using Lemma 1 we then get
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The result then follows by observing that
Recurrence relations
For multiple orthogonal polynomials there are always nearest neighbor recurrence relations of the form
where k ∈ {1, . . . , r} [4, Thm. 23.1.11], [10] , and e k = (0, . . . , 0, 1, 0, . . . , 0) is the kth unit vector in N r . The recurrence relations for multiple Meixner polynomials (of the first and second kind) were given in [3] without proof. Here we will work out the details of the computations. 
Multiple Meixner polynomials of the first kind
Proof. From (3) and
which leads, with some calculations using the binomial theorem, to
If we compare the coefficients of x | n| in (10), then b n,k = δ n − δ n+ e k , which for the multiple Meixner polynomials of the first kind gives
For the recurrence coefficients a n,j we can use [10, Thm. 3.2, Eq. (3.12)]
Using (12) we find that a n,j = β + | n| − 1 β + | n| − 2 a n− ei,j .
If we use this formula recursively to go from n to n j e j by decreasing one of the indices (except the jth index) by one, then we arrive at a n,j = β + | n| − 1 β + n j − 1 a nj ej ,j , and a nj ej ,j is the recurrence coefficient a 2 nj for the Meixner polynomials M n (x; β, c j ), which is equal to cj nj (1−cj) 2 (β + n j − 1). This gives a n,j = c j n j (1 − c j ) 2 (β + | n| − 1). 
Multiple Meixner polynomials of the second kind
n− ej (x). (13) Proof. From (5) and
which leads, with some calculations using the formula
and the binomial theorem, to
If we compare the coefficients of x | n| in (10), then b n,k = δ n − δ n+ e k , which for the multiple Meixner polynomials of the second kind gives
For the recurrence coefficients a n,j we can again use [10, Thm. 3.2, Eq. (3.12)] a n,j a n+ ei,j
Using (14) we find that a n,j = n j + β j − n i − β i + 1 n j + β j − n i − β i a n− ei,j .
Using this formula recursively to go from n to n j e j by decreasing each of the indices (except the jth index) by one, we find
where a nj ej ,j is the recurrence coefficients a 2 nj for the Meixner polynomials M n (x; β j , c), which is equal to cnj (1−c) 2 (n j + β j − 1). This gives a n,j = cn j (n j + β j − 1)
Non-Hermitian oscillator Hamiltonians
In [7] Miki et al. showed how a set of r non-Hermitian oscillator Hamiltonians can be obtained which are simultaneously diagonalizable, with real spectra and common eigenstates which are expressed in terms of multiple Charlier polynomials. This idea was further extended in [8] to construct r non-Hermitian oscillator Hamiltonians in r dimensions which are simultaneously diagonalizable and for which the spectra are real and the common eigenstates are expressed in terms of multiple Meixner polynomials of the first kind. Here we will construct r non-Hermitian oscillator Hamiltonians for which the common eigenstates are expressed in terms of multiple Meixner polynomials of the second kind. We denote by |n 1 , . . . , n r the standard basis in the r-dimensional Hilbert space H ⊗ · · · ⊗ H, and we have
Observe that
where n i ∈ N.
Multiple Meixner polynomials of the first kind
Miki et al. considered in [8] the Hamiltonians
. . , r, and they showed that the states
where
are normalizing constants, are common eigenstates for the operators H 1 , . . . , H r :
The normalizing constants are such that x|x = 1, hence
however Miki et al. did not show that the infinite sum is finite. In fact this sum diverges for every x ∈ R, as we show in the appendix. We propose to renormalize the standard basis |n 1 , . . . , n r and to take their norm to be n 1 , . . . , n r |n 1 , . . . , n r = t 
and at least one of the
2 /c j for all j ∈ {1, 2, . . . , r}. Then the norm of the eigenstate in the weighted r-dimensional Hilbert space is
and this is finite if and only if x ∈ N = {0, 1, 2, . . .} (see Theorem 5 in the appendix). This way there are countably many eigenstates for the eigenvalues x ∈ N.
Multiple Meixner polynomials of the second kind
We will now construct Hamiltonians for which the common eigenstates are expressed in terms of multiple Meixner polynomials of the second kind. This is a new construction but it follows similar ideas as in [8] . Let 0 < c < 1 and β 1 , . . . , β r > 0 be such that β i − β j / ∈ Z whenever i = j. We first introduce r operators B j by
which act on the basis |n 1 , . . . , n r as
Hence the |n 1 , . . . , n r are eigenstates and the corresponding eigenvalues are nonzero because β j − β ℓ / ∈ Z whenever ℓ = j. Hence B 1 , . . . , B r are invertible. We define the Hamiltonians
and the states
Note that each H i contains an annihilation operator b i and a number operator b The interpretation is that there are r different kinds of particles and H i only annihilates particles of the ith kind and creates particles of all kinds, independent of i but with a certain interaction which can be tuned using the parameters β 1 , . . . , β r and c. We normalize the standard basis such that n 1 , . . . , n r |n 1 , . . . , n r = t
where (t 1 , . . . , t r ) ∈ R r + satisfies
and at least one of the t i satisfies t i > (1 − c) 2 . One can take, for instance,
2 /c for all j ∈ {1, 2, . . . , r}. Then the normalizing constants satisfy
.
It is shown in the appendix (Theorem 6) that this multiple sum is finite if and only if x ∈ N = {0, 1, 2, . . .}, hence this gives a countable number of eigenstates in the weighted r-dimensional Hilbert space.
Further work
We have given some properties of multiple Meixner polynomials and have shown how these polynomials can be used to construct non-Hermitian oscillator Hamiltonians in r dimensions with a countable number of eigenvalues and eigenstates. Other families of multiple orthogonal polynomials, such as multiple Hahn polynomials or multiple Krawtchouk polynomials, may also enable the construction of Hamiltonians for which the eigenstates can explicitly be given.
Observe that (A.2) implies thatM n (k; β, c) =M k (n; β, c), hence the orthogonality (A.3) also gives
for which the case k = ℓ corresponds to (A.4). In fact more is true: the generating function (6) for the monic Meixner polynomials is
When x / ∈ N we see that the singularity closest to the origin is at t = −(1 − c), hence the radius of convergence is R = 1 − c. This means that lim sup
and hence lim sup
The case t = (1 − c) 2 /c > (1 − c) 2 corresponds to the divergent part of (A.4). When x ∈ N the first singularity in the generating function is at t = −(1 − c)/c, hence
and therefore lim sup
This means that for
The case t = (1 − c) 2 /c < (1 − c) 2 /c 2 corresponds to the convergent part of (A.4). We now prove two similar results for the multiple Meixner polynomials, which are needed in Section 4 Theorem 5. Let
For multiple Meixner polynomials of the first kind one has for (t 1 , . . . ,
Proof. Suppose that x ∈ R \ N and
where a > 0. They are given by
from which we find that C (a)
Hence the orthogonality also gives
= e a a −n n!δ m,n .
The orthonormal Charlier polynomials are p n (x) = C (a)
n (x)/ √ a n n!, so that the last sum for n = m becomes When x / ∈ N we see that this function has a singularity at t = −1, hence the radius of convergence is R = 1, which implies that , where a i > 0 for 1 ≤ i ≤ r and a i = a j whenever i = j. The square summability for these multiple Charlier polynomials, needed for the normalization of the eigenfunctions in [7] , is given by The proof is similar (and in fact a bit easier) to the proofs before. The choice t 1 = · · · = t r = 1 shows that the eigenstates in [7] are indeed those corresponding to the eigenvalues x = k ∈ N.
