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Abstract: In this paper we give an affirmative answer to a conjecture proposed by Danny
Neftin, that is, if the commutator [α, β] has at least n − 4 fixed points where α, β ∈ Sn, then
there exists an element γ ∈ Sn such that αγ = α−1 and βγ = β−1. Here αγ = γ−1αγ and
[α, β] = α−1β−1αβ.
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1 Introduction
Let Sn be the symmetric group on the n-elements set. Considering Sn acts on Sn by conjugation.
It is well known that α and α−1 are in the same orbit for any α ∈ Sn. However, if we think about
Sn acts on Sn × Sn by conjugation, then, the problem that (α, β) and (α−1, β−1) are whether in
the same orbit is not trivial. Recently, Danny Neftin proposed the following conjecture in [2].
Conjecture 1.1 Let α and β be two permutations in Sn. If the commutator [α, β] has at least
n− 4 fixed points, then there exists a permutation γ in Sn such that αγ = α−1 and βγ = β−1.
Danny Neftin gave an affirmative answer in case α and β commute and pointed out that it
would be great to have an answer in case α and β do not commute, even under the assumption
that 〈α, β〉 contains the alternating group An.
Lemma 1.2 ( [2, Danny Neftin] ) Let α, β ∈ Sn with αβ = βα. Then there exists γ ∈ Sn such
that αγ = α−1 and βγ = β−1.
This conjecture has aroused the interest of many scholars. For example, Magma says that
the answer is yes up to n ≤ 11 which is computed by M. Zieve, Derek Holt did lots of random
experiments and observed that it is very easy to find examples in which [α, β] has n−5 fixed points
and there is no element γ inverting both α and β, and Peter Mueller gave a reason why many fixed
points. (For detail see [2]).
In this paper, we solve the case αβ 6= βα and thus we obtain the following theorem.
Theorem 1.3 Let α, β ∈ Sn. If their commutator [α, β] has at least n − 4 fixed points, then
there exists a permutation γ ∈ Sn such that αγ = α−1 and βγ = β−1.
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Before giving the proof of Theorem 1.3, we provide a lemma which will be used.
Lemma 1.4 Let α and β be two permutations in Sn. If there exists µ ∈ Sn such that αµ = α−1
and βµ = β−1, then there exists a permutation γ ∈ Sn such that αγ = α−1, βγ = β−1 and
M(γ) ⊆M(α) ∪M(β).
Proof Suppose that {µ} = {µ1, µ2, ..., µk}. Then we define a subset of {µ}, that is, IN(α, β) =
{γi ∈ {γ}| M(γi) ⊆ M(α) ∪M(β)}. If IN(α, β) 6= ∅, it is easy to see αγ = α−1, βγ = β−1 and
M(γ) ⊆ M(α) ∪M(β), where {γ} = IN(α, β). If IN(α, β) = ∅, then M(µ) ∩ m(α) = ∅ and
M(µ) ∩ m(β) = ∅, and thus α = α−1 and β = β−1, and thus α and β are two involutions. In
this case, we may set γ = 1 where 1 is the identity. It is clear that αγ = α−1, βγ = β−1 and
M(γ) = ∅ ⊆M(α) ∪M(β). The proof of this lemma is completed. 
2 Preliminaries
Throughout this paper, if there is no special statement, the different letters indicate different points
and the same letter with different marks also indicate different points. Now we recall some notions
and notations about symmetric group which will be used, for detail see [1].
Let α ∈ Sn and i ∈ [n], where Sn is the symmetric group on the set [n] = {1, 2, ..., n}. If i
does not move under the action of α, that is, iα = i, then we say i is a fixed point of α. We
write Fix(α) = {i ∈ [n]|iα = i} and M(α) = [n] \ Fix(α). It is well known that there exist
some disjoint cycles α1, ..., αs such that α = α1 · · · αs, and then we say αi is a cycle factor of α,
and further we use {α} to denote the set {α1, ..., αs}. Let α and β be two permutations in Sn.
Then their commutator is denoted by [α, β], that is, α−1β−1αβ. Note that [α, β] = [β, α]−1, and
thus Fix([α, β]) = Fix([β, α]). On the other hand, we see [α, β] = α−1αβ . Hence, we start from
investigating the fixed points of the product of α−1 and αβ .
Without loss of generality, we set α = α1 · · · αs. Then [α, β] = α−1αβ = α
−1
1 · · · α
−1
s α
β
1 · · · α
β
s .
Noticing that if there exists αj such that α
β
j = αi, then x ∈ Fix([α, β]) for all x ∈ M(αi). It
is natural to think about the question, that is, does there must exist αj such that α
β
j = αi if
x ∈ M(α−1i ) and x ∈ Fix([α, β])? Clearly, no. Since we observe that if α
−1
i = (x, y, ...) and
αβj = (y, x, ...) for some j, then there exists the case x ∈ Fix([α, β]) but α
β
j 6= αi. In order to
characterize this situation, we introduce the following definitions.
Definition 2.1 ( [3, Definition 2.1] ) Let α = (x, y, ..., z) be a r-cycle in Sn. If we set x1 = x, x2 =
y, ..., xr = z, then α = (x1, x2, ..., xr) and we say this is a cycle label of α.
Then by using the Definition 2.1 to describe this property.
Definition 2.2 Let α and β be two cycles with αβ 6= βα in Sn. If there exist cycle labels α =
(x1, x2, ..., xs) and β = (y1, y2, ..., yt) such that xi = y1, xi−1 = y2, ..., x1 = yi, xi+1 6= yt, yi+1 6= xs
and i > 1, then we use (A, xi+1, ..., xs) and (A
−1, yi+1, ..., yt) to denote α and β where A and A
−1
mean ordered point columns x1, x2, ..., xi and y1, y2, ..., yi respectively, we say {A,A−1} is a local
inverse pair between α and β, and we say the point of A is contained in this local inverse pair and
the number of points of A is the length of the local inverse pair.
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An easy computation to verify the following lemmas and so we remove the proof.
Lemma 2.3 Let α = α1 · · · αs and β = β1 · · · βt with αiβj 6= 1 for any i and j.
(i) For any x ∈ M(αi), then, x ∈ Fix(αβ) if and only if there exists a local inverse pair
{A,A−1} contains x between αi and βj for some j.
(ii) There exist only one point contained in {A,A−1} which is not a fixed point of αβ and
others are all fixed points of αβ.
Lemma 2.4 Let α = α1 · · · αs and β be in Sn. If x ∈ M(α−1) and x ∈ Fix([α, β]), then there
exist cycle factor αi and αj satisfy one of followings.
(i) α−1i α
β
j = 1 and x ∈M(α
−1
i ).
(ii) There exists a local inverse pair between α−1i and α
β
j which contains x.
In what follows, we are surprising to find that we only need to consider the case α−1i α
β
j 6= 1
for any i and j. Now we consider Lemma 2.4 (i). It follows from α−1i α
β
j = 1 that α
β
j = αi ∈ {α}.
However, αβ
k
j may be in {α} or not for some positive integer k > 1, and thus we can divide two
cases.
• Case 1. If there exists a positive integer k such that αβ
k
j = αj and α
βm
j 6= αj ∈ {α} for
0 < m < k, then we say αβj α
β2
j · · · α
βk
j is a commutative factor of α on β.
• Case 2. If there exists a positive integer k ≥ 2 such that αβ
k
j /∈ {α} but α
βm
j ∈ {α} for
0 < m < k, then we say αj → α
β
j → · · · → α
βk−1
j is a transitive cycle factors chain of α on
β, and k is the length of this transitive cycle factors chain.
In Case 1, we have αβ
k
j ∈ {α} for any k, and further there may be j = i, and then αj is a
commutative factor of α on β if j = i. However, there must be j 6= i in Case 2, in other words, the
length of a transitive cycle factors chain must be more than 1.
By computation we obtain the following lemma about Case 1.
Lemma 2.5 Let α = α′α′′ and β be permutations in Sn, where {α′′} = {α} \ {α′} and α′ is a
commutative factor of α on β.
(i) Then we have either M(α′)∩M(β) = ∅ or there exist {β′} ⊆ {β} such that α′β′ = β′α′ and
M(α′) = M(β′).
(ii) Then [α, β] = [α′′, β] if M(α′) ∩M(β) = ∅, and [α, β] = [α′′, β′′] if there exist {β′} ⊆ {β}
such that α′β′ = β′α′ and M(α′) =M(β′) where {β′′} = {β} \ {β′}.
(iii) Suppose M(α′)∩M(β) = ∅ and there exists η such that α′′η = α′′−1 and βη = β−1. Then
there exists γ such that αγ = α−1 and βγ = β−1.
(iv) Suppose that there exist {β′} ⊆ {β} such that α′β′ = β′α′ and M(α′) = M(β′), and there
exists η such that α′′η = α′′−1 and β′′η = β′′−1. Then there exists γ such that αγ = α−1 and
βγ = β−1.
Proof (i) Since α′ is a commutative factor of α on β, it follows that α′β = βα′. It is clear
that α′β = βα′ if M(α′) ∩M(β) = ∅. Now suppose that M(α′) ∩M(β) 6= ∅. Picking {β′} =
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{βi ∈ {β}|M(βi) ⊆ M(α′)}. One easily checks that α′β′ = β′α′ and M(α′) = M(β′) and further
M(α′) ∩M(β′′) = ∅ where {β′′} = {β} \ {β′}, therefore, the (i) holds.
(ii) It is well known that [α, β] = [α′′, β]α
′
[α′, β] = [α′′
α′
, βα
′
] = [α′′, β]. In this way, we prove
[α, β] = [α′′, β′′] if there exist {β′} ⊆ {β} such that α′β′ = β′α′ and M(α′) = M(β′) where
{β′′} = {β} \ {β′}.
(iii) It follows from Lemma 1.4 that there exists γ′ such that α′′
γ′
= α′′
−1
, βγ
′
= β−1 and
M(γ′) ⊆M(α′′)∪M(β). On the other hand, it is obvious that there exists γ′′ such that α′γ
′′
= α′
−1
and M(γ′′) ⊆M(α′). Since M(α′) ∩M(β) = ∅ and M(α′) ∩M(α′′) = ∅, it follows that αγ = α−1
and βγ = β−1 where γ = γ′γ′′.
(iv) According to Lemma 1.4, it follows that there exists γ′ such that α′′
γ′
= α′′
−1
, β′′
γ′
= β′′
−1
and M(γ′) ⊆ M(α′′) ∪M(β′′). Moreover, by Lemma 1.2 and Lemma 1.4 we deduce that there
exists γ′′ such that α′
γ′′
= α′
−1
, β′
γ′′
= β′
−1
and M(γ′′) ⊆ M(α′) ∪M(β′). It is easy to see
αγ = α−1 and βγ = β−1 where γ = γ′γ′′. Thus we have arrived at this lemma. 
According to Lemma 2.5, we only need to consider the case there is no commutative factor of
α on β. In the following we will prove that there is also no need to think about the case there
exist transitive cycle factors chains of α on β. Before proving it, we first give a lemma, it is easy
to verify and so we remove the proof.
Lemma 2.6 Let η = η1η2 · · · ηs be a permutations where ηi is a t-cycle for i = 1, 2, ..., s.
(i) There exists a st-cycle λ such that ηλ1 = η2, η
λ
2 = η3, ..., η
λ
s−1 = ηs, η
λ
s = η1 and M(λ) =
M(η1η2 · · · ηs).
(ii) There exists a permutation µ which is the product of some s-cycles such that ηµ1 = η2, η
µ
2 =
η3, ..., η
µ
s−1 = ηs, η
µ
s = η1, |{µ}| = t and M(µ) = M(η1η2 · · · ηs).
Proposition 2.7 Suppose the conjecture is true for there is no transitive cycle factor of α on β.
Then the conjecture is true.
Proof Suppose |M([α, β])| ≤ 4 and there exists only one transitive cycle factors chain of α on
β, that is, αj → α
β
j → α
β2
j · ·· → α
βk−1
j . Let α = α
′α′′ where α′ = αjα
β
j α
β2
j · · · α
βk−1
j and {α
′′} =
{α} \ {α′}. Noticing that [α, β] = α′′−1(α′−1α′β)α′′β = α′′−1(α−1j α
βk
j )α
′′β = (α′′αj)
−1(αβ
k−1
j α
′′)β .
If there exists βi ∈ {β} such that M(α′) ⊆M(βi), then by lemma 2.6 we can take µ such that
α′
µ
= α′, αµj = α
βk−1
j andM(µ) =M(α
′). Thus we have [α, β] = (α′′αj)
−1(αjα
′′)µβ = [α′′αj , µβ].
It is clear that there is no transitive cycle factor chain of α′′αj on µβ. Then there exists γ such
that (α′′αj)
γ = (α′′αj)
−1 and (µβ)γ = (µβ)−1. Since M(α′) ⊆ M(βi) and µ is the product of
some k-cycles with M(µ) =M(α′), we have µγ = µ−1 and βγ = β−1. Moreover, µγ = µ−1 implies
α′′
γ
= α′′
−1
and αγj = α
−1
j . On the other hand, we observe that
αγ = (α′′
γ
)(αγj α
µγ
j α
µ2γ
j · · · α
µk−1γ
j ) = (α
′′γ)(αγjα
γµγ
j α
γµ2
γ
j · · · α
γµk−1
γ
j ),
and thus αγ = (α′′
−1
)(αjα
µγ
j α
µ2
γ
j · · ·α
µk−1
γ
j )
−1 = (α′′
−1
)(αjα
µ−1
j α
µ−2
j · · ·α
µ−k+1
j )
−1. By definition
of µ we see αγ = (α′′
−1
)(αjα
µk−1
j α
µk−2
j · · · α
µ1
j )
−1 = α−1.
If M(α′) 6⊆ M(βi) for any βi ∈ {β}, then we pick λ. Proceeding as above, we prove this case,
therefore, we prove the Proposition for the case there exists only one transitive cycle factors chain
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of α on β. In this way, we can prove the case that there exist several transitive cycle factors chains
of α on β. Hence we have proved this proposition. 
The Proposition 2.7 shows that we only need to consider the case there is no transitive cycle
factors chain of α on β.
3 Commutator
As mentioned above, we only need to consider the case there is neither a transitive cycle factors
chain nor a commutative factor of α on β. In this case, we prove that if 1 < |M([α, β])| ≤ 4, then
|{α}| ≤ 3, and further we can use local inverse pairs to express α−1 and αβ concretely.
Lemma 3.1 Let α and β be two permutations in Sn with 1 < |M([α, β])| ≤ 4. If there is neither
a transitive cycle factors chain nor a commutative factor of α on β, then |{α}| ≤ 3.
Proof Suppose α = α1α2 · · · αs and the statement was false. Then we may set s > 3 and
1 < |M([α, β])| ≤ 4. It is obvious that [α, β] = α−11 α
−1
2 · · · α
−1
s α
β
1α
β
2 · · · α
β
s . Noticing that there
exist some points inM(α)∪M(αβ) become fixed points of [α, β]. Since there is neither a transitive
cycle factors chain nor a commutative factor of α on β, it follows that α−1i α
β
j 6= 1 for any i and
j. Then by Lemma 2.3 (i) we see there exist local inverse pairs between α−1i and α
β
j for some i
and j. On the other hand, the Lemma 2.3 (ii) implies that the number of local inverse pairs is not
more than 4.
Assume the number of local inverse pairs is 4. If s ≥ 5, then there exist at least one cycle
factors α−1i such that there is no local inverse pair between α
−1
i and α
β
k for any k, and thus
|M([α, β])| ≥ |M(α−1i )| + 4 ≥ 6 by Lemma 2.3, a contradiction. If s = 4 and there exists x in
M(α) so that x is not contained in any local inverse pair, then |M([α, β])| ≥ 5, a contradiction. If
s = 4 and every x in M(α) is contained in some local inverse pair, then α−1 = (A)(B)(C)(D) and
αβ = (A−1)(B−1)(C−1)(D−1), whereas α−1αβ is the identity, a contradiction.
If the number of local inverse pairs is 3, then there exist at least one cycle factors α−1i such that
there is no local inverse pair between α−1i and α
β
k for any k, and thus |M([α, β])| ≥ |M(α
−1
i )|+3 ≥ 5
by Lemma 2.3, a contradiction.
If the number of local inverse pairs is 2, then there exist at least two cycle factors α−1i and α
−1
j
such that there is no local inverse pair between α−1i and α
β
k for any k and also there is no local
inverse pair between α−1j and α
β
k for any k, and thus |M([α, β])| ≥ |M(α
−1
i )|+ |M(α
−1
j )|+ 2 ≥ 6
by Lemma 2.3, a contradiction. In this way, we prove the number of local inverse pairs is also not
1. The above discussions indicate s ≤ 3. We have thus proved this lemma. 
Noticing that if |Fix([α, β])| ≥ n− 4 where α, β ∈ Sn, then, [α, β] is the identity or a 3-cycle
or the product of two disjoint transpositions. Danny Neftin has confirmed the case [α, β] is the
identity, and so we only need to consider [α, β] is a 3-cycle or the product of two transpositions.
On the other hand, by Lemma 3.1 we may assume that α is a cycle or the product of two disjoint
cycles or the product of three disjoint cycles. Furthermore, there is neither a transitive cycle factors
chain nor a commutative factor of α on β.
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Theorem 3.2 Suppose that α is a r-cycle and β is a permutation in Sn with [α, β] is the product
of two disjoint transpositions. Then one of the followings holds.
(1) If there is no local inverse pair between α and β, then either α−1 = (x, y), αβ = (x′, y′) or
α−1 = (x, y, z), αβ = (x, y, z′) or α−1 = (x, y, z, v), αβ = (x, y, z, v).
(2) If there exist one local inverse pair between α−1 and αβ , then α−1 = (A, xr−1, xr), α
β =
(A−1, xr−1, xr+1) or α
−1 = (A, xr−1, xr), α
β = (A−1, xr+1, xr) or α
−1 = (A, xr−2, xr−1, xr),
αβ = (A−1, xr−2, xr−1, xr).
(3) If there exist two local inverse pairs between α−1 and αβ , then α−1 = (A,B, xr), α
β =
(A−1, B−1, xr+1) or α
−1 = (A,B, xr−1, xr), α
β = (A−1, B−1, xr−1, xr) or α
−1 = (A, xr−1, B, xr),
αβ = (A−1, xr−1, B
−1, xr).
(4) If there exist three local inverses between α−1 and αβ , then α−1 = (A,B,C, xr) and
αβ = (A−1, B−1, C−1, xr).
(5) If there exist four local inverses between α−1 and αβ , then α−1 = (A,B,C,D) and αβ =
(A−1, B−1, C−1, D−1).
Proof Noticing that there must exist some points in M(α−1) become fixed points of α−1αβ if
r ≥ 5. Thus there exist some local inverse pairs between α−1 and αβ by Lemma 2.3 (i). On the
other hand, the Lemma 2.3 (ii) implies that the number of local inverse pairs between α−1 and αβ
is not more than 4.
(1) Suppose there is no local inverse pair between α−1 and αβ . Then we have M(α−1αβ) =
M(α−1) ∪M(αβ), and thus r = 2 or r = 3 or r = 4. If r = 2, then M(α−1) ∩M(αβ) = ∅,
and thus α−1 = (x, y) and αβ = (x′, y′). If r = 3, then |M(α−1) ∩M(αβ)| = 2, and it is easy
to see α−1 = (x, y, z) and αβ = (x, y, z′). If r = 4, then M(α−1) = M(αβ). Without loss of
generality, we set α−1 = (x, y, z, v). Then αβ is (x, y, z, v) or (x, y, v, z) or (x, z, y, v) or (x, z, v, y)
or (x, v, y, z) or (x, v, z, y). One easily checks that there exist local inverse pair between α−1 and
αβ if αβ is (x, y, v, z) or (x, z, y, v) or (x, z, v, y) or (x, v, y, z), a contradiction. On the other hand,
if αβ = (x, v, z, y), then α−1αβ is the identity, a contradiction. Hence, αβ = (x, y, z, v).
(2) Suppose there exists one local inverse pair between α−1 and αβ . Then by Lemma 2.3
we infer that the length of this local inverse pair is either r − 3 or r − 2. If the length of
this local inverse pair is r − 3, then M(α−1) = M(αβ) by Lemma 2.3. In this case, we may
set α−1 = (A, xr−2, xr−1, xr). Then α
β may be (A−1, xr−2, xr−1, xr) or (A
−1, xr−2, xr, xr−1)
or (A−1, xr−1, xr, xr−2) or (A
−1, xr−1, xr−2, xr) or (A
−1, xr, xr−1, xr−2) or (A
−1, xr, xr−2, xr−1).
However, it is easy to show there exist two local inverse pairs between α−1 and αβ if αβ is
(A−1, xr−2, xr, xr−1) or (A
−1, xr−1, xr−2, xr), and {A,A−1} is not a local inverse pair between
α−1 and αβ if αβ is (A−1, xr−1, xr, xr−2) or (A
−1, xr, xr−1, xr−2) or (A
−1, xr, xr−1, xr−2) or
(A−1, xr, xr−2, xr−1), a contradiction. Hence, α
β = (A−1, xr−2, xr−1, xr). On the other hand,
if the length of this local inverse pair is r − 2, then |M(α−1) ∩M(αβ)| = r − 1 by Lemma 2.3.
Without loss of generality, we let α−1 = (A, xr−1, xr). Then α
β may be (A−1, xr−1, xr+1) or
(A−1, xr+1, xr−1) or (A
−1, xr, xr+1) or (A
−1, xr+1, xr). However, one easily checks that {A,A−1}
is not a local inverse pair between α−1 and αβ if αβ is (A−1, xr+1, xr−1) or (A
−1, xr, xr+1), a
contradiction. Therefore, αβ is (A−1, xr−1, xr+1) or (A
−1, xr+1, xr).
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(3) Suppose there exist two local inverse pairs whose lengths are s and t between α−1 and αβ .
Then by Lemma 2.3 we see s + t is r − 1 or r − 2. Furthermore, |M(αβ) ∩ M(α)| = r − 1 if
s+ t = r − 1, and M(αβ) =M(α−1) if s+ t = r − 2.
If s + t = r − 1, then we may set α−1 = (A,B, xr). Clearly, there exist two possible cases of
αβ , those are, αβ = (A−1, B−1, xr+1) and α
β = (B−1, A−1, xr+1). However, one easily checks that
{A,A−1} is not a local inverse pair between α−1 and αβ if αβ = (B−1, A−1, xr+1). Moreover, it is
easy to verify |M(α−1αβ)| = 4 if αβ = (A−1, B−1, xr+1), therefore, α−1αβ is the product of two
disjoint transpositions.
Suppose s + t = r − 2. Then we may let α−1 = (A,B, xr−1, xr) or α−1 = (A, xr−1, B, xr).
However, there exist six possible cases of αβ , those are, (A−1, B−1, xr−1, xr), (A
−1, B−1, xr, xr−1),
(A−1, xr−1, B
−1, xr), (A
−1, xr−1, xr, B
−1), (A−1, xr, xr−1, B
−1) and (A−1, xr, B
−1, xr−1). Picking
α−1 = (A,B, xr−1, xr). It is easy to verify that α
−1αβ is the identity if αβ = (A−1, xr, xr−1, B
−1),
and there exist three local inverse pairs between α−1 and αβ if αβ = (A−1, B−1, xr, xr−1), and
{B,B−1} is not still a local inverse pair between α−1 and αβ if αβ = (A−1, xr−1, B−1, xr), and
{A,A−1} is not still a local inverse pair between α−1 and αβ if αβ = (A−1, xr, B−1, xr−1), and
both {A,A−1} and {B,B−1} are not still a local inverse pair between α−1 and αβ if αβ =
(A−1, xr−1, xr, B
−1). Furthermore, |M(α−1αβ)| = 4 if αβ = (A−1, B−1, xr−1, xr), therefore,
α−1αβ is the product of two disjoint transpositions. In this way, we derive that if α−1 =
(A, xr−1, B, xr), only α
β = (A−1, xr−1, B
−1, xr) satisfies α
−1αβ is the product of two disjoint
transpositions.
(4) Suppose there exist three local inverses whose lengths are s, t and k between α−1 and
αβ . According to Lemma 2.3, it follows that s + t + k = r − 1 and |M(αβ) = M(α)|. With-
out loss of generality, we may set α−1 = (A,B,C, xr). Then there exist six possible cases of
αβ , those are, (A−1, B−1, C−1, xr), (A
−1, B−1, xr, C
−1), (A−1, C−1, B−1, xr), (A
−1, C−1, xr, B
−1),
(A−1, xr, C
−1, B−1) and (A−1, xr , B
−1, C−1). However, it is obvious that α−1αβ is the identity
if αβ = (A−1, xr, C
−1, B−1), and {C,C−1} is not a local inverse pair between α−1 and αβ if
αβ = (A−1, B−1, xr, C
−1), and both {C,C−1} and {B,B−1} are not local inverse pairs between
α−1 and αβ if αβ = (A−1, C−1, B−1, xr), and both {B,B−1} and {A,A−1} are not local in-
verse pairs between α−1 and αβ if αβ = (A−1, C−1, xr, B
−1)), and {A,A−1} is not a local in-
verse pair between α−1 and αβ if αβ = (A−1, xr, B
−1, C−1). Furthermore, |M(α−1αβ)| = 4 if
αβ = (A−1, B−1, C−1, xr), therefore, α
−1αβ is the product of two disjoint transpositions.
(5) Suppose there exist four local inverses whose lengths are m, s, t and k between α−1 and
αβ . Then by Lemma 2.3 we see m + s + t + k = r and M(αβ) = M(α). Without loss of
generality, we may set α−1 = (A,B,C,D). Then there exist six possible cases of αβ , those
are, (A−1, B−1, C−1, D−1), (A−1, B−1, D−1, C−1), (A−1, C−1, B−1, D−1), (A−1, C−1, D−1, B−1),
(A−1, D−1, C−1, B−1) and (A−1, D−1, B−1, C−1). However, one easily checks that α−1αβ is the
identity if αβ = (A−1, D−1, C−1, B−1), and both {C,C−1} and {D,D−1} are not local inverse pairs
between α−1 and αβ if αβ = (A−1, B−1, D−1, C−1), and both {C,C−1} and {B,B−1} are not local
inverse pairs between α−1 and αβ if αβ = (A−1, C−1, B−1, D−1), and both {B,B−1} and {A,A−1}
are not local inverse pairs between α−1 and αβ if αβ = (A−1, C−1, D−1, B−1)), and both {D,D−1}
and {A,A−1} are not local inverse pairs between α−1 and αβ if αβ = (A−1, D−1, B−1, C−1).
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Moreover, |M(α−1αβ)| = 4 if αβ = (A−1, B−1, C−1, D−1), therefore, α−1αβ is the product of two
disjoint transpositions.
The above discussions show the theorem is true and the proof is completed. 
Proceeding as the proof of Theorem 3.2, we conclude the following theorems. However, the
proofs are too long to be given here.
Theorem 3.3 Suppose that α is a r-cycle and β is a permutation in Sn with [α, β] is a 3-cycle.
Then one of the following holds.
(1) If there is no local inverse pair between α−1 and αβ , then either α−1 = (x, y), αβ = (x, z)
or α−1 = (x, y, z), αβ = (x, y, z).
(2) If there exists one local inverse pair between α−1 and αβ , then either α−1 = (A, xr), α
β =
(A−1, xr+1) or α
−1 = (A, xr−1, xr), α
β = (A−1, xr−1, xr).
(3) If there exists only two local inverse pairs between α−1 and αβ , then α−1 = (A,B, xr) and
αβ = (A−1, B−1, xr).
(4) If there exists only three local inverse pairs between α−1 and αβ , then α−1 = (A,B,C) and
αβ = (A−1, B−1, C−1).
Theorem 3.4 Suppose that α is the product of disjoint k-cycle and l-cycle with k ≥ l and β is a
permutation in Sn satisfy that |M([α, β])| = 4 and there is neither a transitive cycle factors chain
nor a commutative factor of α on β. Then one of the followings holds.
(1) If there exists one local inverse pair between cycle factors of α−1 and αβ , then l = 2 and
α−1 = (A, xk)(y1, y2) and α
β = (A−1, y1)(y2, xk).
(2) If there exist two local inverse pairs between cycle factors of α−1 and αβ , then either
α−1 = (A, xk)(B, yl), α
β = (A−1, yl)(B
−1, xk) or α
−1 = (A, xk)(B), α
β = (A−1)(B−1, xk+1).
(3) If there exist three local inverse pairs between cycle factors of α−1 and αβ , then either α−1 =
(B,C, xk)(A), α
β = (B−1, A−1, xk)(C
−1) or α−1 = (B,C, xk)(A), α
β = (A−1, C−1, xk)(B
−1).
(4) If there exist four local inverse pairs between cycle factors of α−1 and αβ , then α−1 =
(B,C,D)(A) and αβ = (A−1, B−1, C−1)(D−1).
Theorem 3.5 Suppose that α is the product of disjoint k-cycle and l-cycle with k ≥ l and β is
a permutation in Sn satisfies that |M([α, β])| = 3 and there is neither a transitive cycle factors
chain nor a commutative factor of α on β. Then one of the followings holds.
(1) If there exist three local inverse pairs between cycle factors of α−1 and αβ , then α−1 =
(B,C)(A) and αβ = (A−1, B−1)(C−1).
(2) If there exist two local inverse pairs between cycle factors of α−1 and αβ , then k = l + 1
and α−1 = (A, xk)(B) and α
β = (A−1)(B−1, xk).
Theorem 3.6 Suppose that α is the product of disjoint k-cycle, l-cycle and m-cycle with k ≥ l ≥
m and β is a permutation in Sn satisfies that 1 < |M([α, β])| ≤ 4 and there is neither a transitive
cycle factors chain nor a commutative factor of α on β. Then there exist four local inverse pairs
between cycle factors of α−1 and αβ , and α−1 = (A,B)(C)(D) and αβ = (C−1, D−1)(A−1)(B−1).
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4 Simultaneous conjugation
The Section 3 shows that we only need to study the α and β satisfy one of the Theorem 3.2,
Theorem 3.3, Theorem 3.4, Theorem 3.5 and Theorem 3.6. In this section we shall show how to
construct a permutation γ such that αγ = α−1 and βγ = β−1 for each case.
We firstly consider the conjugation of a cycle. Suppose α−1 = (x1, x2, ..., xr) and α
ω = α−1
with M(ω) ⊆M(α). Note that
α = (xi, xi−1, ..., x1, xr, xr−1, ..., xi+1) and α
ω = (xωi , x
ω
i−1, ..., x
ω
1 , x
ω
r , x
ω
r−1, ..., x
ω
i+1).
On the other hand, we observe that there exists an i such that xωi = x1, x
ω
i−1 = x2, ..., x
ω
1 = xi, x
ω
r =
xi+1, ..., x
ω
i+1 = xr and further ω is completely determined by i. Moreover, ω is an involution and
has the following property.
Lemma 4.1 Let α be a r-cycle in Sn where α = (x1, x2, ..., xr).
(1) For any xi ∈M(α), there exists an involution ω such that αω = α−1 and xi ∈ Fix(ω) and
M(ω) ⊆M(α).
(2) For any xi, xj ∈M(α), then there exists an involution ω such that αω = α−1 and xωi = xj
and M(ω) ⊆M(α).
Proof (1) Picking α = (xi, xi+1, ..., xr, x1, ..., xi−1) and α
−1 = (xi, xi−1, ..., x1, xr, ..., xi+1) and
the permutation ω such that xωi = xi, x
ω
i+1 = xi−1, ..., x
ω
i−1 = xi+1 and M(ω) ⊆M(α). One easily
checks that ω is an involution and xi ∈ Fix(ω) and further M(ω) is a proper subset of M(α).
(2) Picking α = (xi, xi+1, ..., xr, x1, ..., xi−1) and α
−1 = (xj , xj−1, ..., x1, xr , ..., xj+1) and the
permutation ω such that xωi = xj , x
ω
i+1 = xj−1, ..., x
ω
i−1 = xj+1 and M(ω) ⊆ M(α). One easily
checks that ω is an involution and xωi = xj and further M(ω) is a subset of M(α). Thus we have
proved this lemma. 
We firstly consider the specific cases of Theorem 3.2 (1) and Theorem 3.3 (1).
Proposition 4.2 Let α−1 = (x, y), αβ = (x′, y′) or α−1 = (x, y, z), αβ = (x, y, z′) or α−1 =
(x, y, z, v), αβ = (x, y, z, v) or α−1 = (x, y), αβ = (x, z) or α−1 = (x, y, z), αβ = (x, y, z). Then
there exists an involution ω such that αω = α−1 and βω = β−1 for each case.
Proof Suppose α−1 = (x, y) and αβ = (x′, y′). Then we may set xβ = x′ and yβ = y′, and
thus we have either there exist β1, β2 ∈ {β} such that β1 = (x, x′, ...), β2 = (y, y′, ...) or there
exist β3 ∈ {β} such that β3 = (x, x
′, ..., y, y′, ...). If the case is there exist β1 = (x, x
′, ...) and
β2 = (y, y
′, ...), then by Lemma 4.1 we see there exists an involution ω such that βω = β−1 and
x, y ∈ Fix(ω), therefore, αω = α = α−1. If the case is there exist β3 = (x, x′, ..., y, y′, ...), then
by Lemma 4.1 we see there exists an involution ω such that βω = β−1 and xω = y, therefore,
αω = α = α−1.
Suppose α−1 = (x, y, z) and αβ = (x, y, z′). Then α = (z, y, x) and thus there exist three cases,
those are, zβ = x, yβ = y, xβ = z′ and yβ = x, xβ = y, zβ = z′ and xβ = x, zβ = y, yβ = z′. If
zβ = x, yβ = y, xβ = z′, then y ∈ Fix(β) and there exists β1 ∈ {β} such that β1 = (z, x, z′, ...),
and so there exists an involution ω such that βω = β−1, zω = x and y ∈ Fix(ω) by Lemma 4.1,
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therefore, αω = α = α−1. If yβ = x, xβ = y, zβ = z′, then (x, y), (z, z′, ...) ∈ {β}, and so there
exists an involution ω such that βω = β−1, (x, y) ∈ {ω} and z ∈ Fix(ω) by Lemma 4.1, therefore,
αω = α = α−1. If xβ = x, zβ = y, yβ = z′, then x ∈ Fix(β) and there exists β1 ∈ {β} such that
β1 = (z, y, z
′, ...), and so there exists an involution ω such that βω = β−1, zω = y and x ∈ Fix(ω)
by Lemma 4.1, therefore, αω = α = α−1.
Suppose α−1 = (x, y, z, v) and αβ = (x, y, z, v). Then α = (v, z, y, x) and thus there exist four
cases, those are, vβ = x, zβ = y, yβ = z, xβ = v and zβ = x, yβ = y, xβ = z, vβ = v and yβ =
x, xβ = y, vβ = z, zβ = v and xβ = x, vβ = y, zβ = z, yβ = v. If vβ = x, zβ = y, yβ = z, xβ = v,
then (x, v), (y, z) ∈ {β}, and thus there exists an involution ω such that βω = β−1, (x, v), (y, z) ∈
{ω} by Lemma 4.1, therefore, αω = α = α−1. If zβ = x, yβ = y, xβ = z, vβ = v, then (x, z) ∈ {β}
and v, y ∈ Fix(β), and thus there exists an involution ω such that βω = β−1, (x, z) ∈ {ω} and
v, y ∈ Fix(ω) by Lemma 4.1, therefore, αω = α = α−1. If yβ = x, xβ = y, vβ = z, zβ = v, then
(x, y), (v, z) ∈ {β}, and thus there exists an involution ω such that βω = β−1, (x, y), (v, z) ∈ {ω}
by Lemma 4.1, therefore, αω = α = α−1. If xβ = x, vβ = y, zβ = z, yβ = v, then (v, y) ∈ {β}
and x, z ∈ Fix(β), and thus there exists an involution ω such that βω = β−1, (v, y) ∈ {ω} and
x, z ∈ Fix(ω) by Lemma 4.1, therefore, αω = α = α−1.
Proceeding as above discussions, we conclude that there exists an involution ω such that αω =
α−1 and βω = β−1 for each case, whereas the proofs are too long to give here. Thus we have
proved the cases of the Theorem 3.2 (1) and the Theorem 3.3 (1). 
Now we consider the abstract situation. According to Lemma 4.1, we can construct some
involutions ω such that M(ω) ⊆ M(α) and αω = α−1. On the other hand, the above Theorems
show that there exists at most one point is in M(αβ) but not in M(α), which implies that if
the ω satisfies that xωβωβ = x for any x ∈ M(α), then there exists a permutation ν such that
βων = β−1 and M(ν) ∩M(α) = ∅, which means αων = α−1. So we only need to construct ω such
that M(ω) ⊆ M(α), αω = α−1 and xωβωβ = x for any x ∈M(α). In the following, we shall show
how to construct such ω.
Proposition 4.3 Let α−1 = (A, xr−1, xr) and α
β = (A−1, xr−1, xr). Then there exists γ such
that αγ = α−1 and βγ = β−1.
Proof Without loss of generality, we set α−1 = (x1, x2, ..., xr) and α
β = (xr−2, ..., x1, xr−1, xr).
Note that α = (xi, ..., x1, xr, xr−1, ..., xi+1). The above discussions indicate that there exists i such
that xβi = xr−2, x
β
i−1 = xr−3, ..., x
β
i+2 = xr−1, x
β
i+1 = xr. On the other hand, by Lemma 4.1 we
see there exists an involution ω so that αω = α−1, where xω1 = xi, x
ω
2 = xi−1, ..., x
ω
i = x1, x
ω
i+1 =
xr, x
ω
i+2 = xr−1, ..., x
ω
r = xi+1. We claim that x
ωβωβ
s = xs for each s = 1, 2, ..., r.
Suppose that 1 ≤ i ≤ r − 2. Then we observe that

xβs = xr+s−i−2, if 1 ≤ s ≤ i
xβs = xr, if s = i+ 1
xβs = xr−1, if s = i+ 2
xβs = xs−i−2, if i+ 2 < s ≤ r
An easy computation to show that for any s = 1, 2, ..., i, then
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xωβωβs = x
βωβ
i−s+1 = x
ωβ
r−s−1 =
{
xβi+s+2−r = xs, if r − s− 1 ≤ i
xβi+s+2 = xs, if r − s− 1 > i
and for any s = i+ 1, 2, ..., r − 2, then
xωβωβs = x
βωβ
r+i−s+1 = x
ωβ
r−s−1 =
{
xβi+s+2−r = xs, if r − s− 1 ≤ i
xβi+s+2 = xs, if r − s− 1 > i
Moreover, one easily checks that xωβωβr−1 = x
βωβ
i+2 = x
ωβ
r−1 = xr−1 and x
ωβωβ
r = x
βωβ
i+1 = x
ωβ
r = xr.
Suppose that i = r − 1. Noticing that xβ1 = xr−1, x
β
r = xr and x
β
s = xs−1 for s = 2, ..., r − 1.
Then by computation we see that
xωβωβs =


xβωβr−s = x
ωβ
r−s−1 = x
β
s+1 = xs, if s = 1, ..., r − 2
xβωβr−s = x
ωβ
s = x
β
r−s = xs, if s = r − 1
xβωβs = x
ωβ
s = x
β
s = xs, if s = r
Suppose that i = r. Noticing that xβ1 = xr, x
β
2 = xr−1 and x
β
s = xs−2 for s = 3, ..., r. It is easy
to verify that
xωβωβs =


xβωβr−s+1 = x
ωβ
r−s−1 = x
β
s+2 = xs, if s = 1, ..., r − 2
xβωβ2 = x
ωβ
r−1 = x
β
2 = xr−1, if s = r − 1
xβωβ1 = x
ωβ
r = x
β
1 = xr, if s = r
Based on the above discussion, we can see that there exists γ such that αγ = α−1 and βγ = β−1.
The proof of this proposition is complete. 
Proceeding as in the proof of Proposition 4.3, we conclude that there exists γ such that αγ = α−1
and βγ = β−1 for all other cases of Theorem 3.2 and Theorem 3.3.
Proposition 4.4 Suppose that α−1 = (A, xk)(B, yl) and α
β = (A−1, yl)(B
−1, xk). Then there
exists γ such that αγ = α−1 and βγ = β−1.
Proof Without loss of generality, we may set
α−1 = (x1, ..., xk)(y1, ..., yl) and α
β = (xk−1, ..., x1, yl)(yl−1, ..., y1, xk). Noticing that
there exist two possible cases, one is (xk, ..., x1)
β = (xk−1, ..., x1, yl), (yl, ..., y1)
β = (yl−1, ..., y1, xk)
the other is (xk, xk−1, ..., x1)
β = (yl−1, ..., y1, xk), (yl, yl−1, ..., y1)
β = (xk−1, ..., x1, yl). Especially,
if (xk, ..., x1)
β = (yl−1, ..., y1, xk), (yl, ..., y1)
β = (xk−1, ..., x1, yl), then k = l.
Assume that (xk, ..., x1)
β = (xk−1, ..., x1, yl) and (yl, ..., y1)
β = (yl−1, ..., y1, xk). Then there
exist α = (xi, ..., x1, xk, ..., xi+1)(yj , ..., y1, yl, ..., yj+1) such that x
β
i = xk−1, ..., x
β
i+2 = x1, x
β
i+1 =
yl and y
β
j = yl−1, ..., y
β
j+2 = y1, y
β
j+1 = xk. On the other hand, there exist two involutions ω1 and
ω2 so that x
ω1
1 = xi, x
ω1
2 = xi−1, ..., x
ω1
r = xi+1 and y
ω2
1 = yj , y
ω2
2 = yj−1, ..., y
ω2
l = yj+1. It is easy
to see αω1ω2 = α−1. Proceeding as in the proof of Proposition 4.3, we derive x(ω1ω2)β(ω1ω2)β = x
for all x ∈M(α). Now we verify the other case.
Suppose (xk, xk−1, ..., x1)
β = (yl−1, ..., y1, xk) and (y1, yl−1, ..., y1)
β = (xk−1, ..., x1, yl). Then
there exist α = (xi, ..., x1, xk, ..., xi+1)(yj , ..., y1, yl, ..., yj+1) so that x
β
i = yl−1, ..., x
β
i+2 = y1, x
β
i+1 =
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xk and y
β
j = xk−1, ..., y
β
j+2 = x1, y
β
j+1 = yl. Similarly, there exist two involutions ω1 and ω2 so that
xω11 = xi, x
ω1
2 = xi−1, ..., x
ω1
r = xi+1 and y
ω2
1 = yj , y
ω2
2 = yj−1, ..., y
ω2
l = yj+1, and α
ω1ω2 = α−1
clearly. It suffices to check that xω1ω2βω1ω2βs = xs for each s = 1, 2, ..., k and y
ω1ω2βω1ω2β
m = ym for
each m = 1, 2, ..., l.
Suppose that i < k − 1. Then

xβs = yl+s−i−1, if s ≤ i
xβi+1 = xk, if s = i+ 1
xβs = ys−i−1, if i+ 1 < s ≤ k
One easily checks that for any s = 1, 2, ..., i, then
xω1ω2βω1ω2βs = x
βω1ω2β
i−s+1 = y
ω1ω2β
l−s =


yβj+s−l+1 = xs, if l − s ≤ j
yβl = xl−j−1 = xs, if l − s = j + 1
yβj+s+1 = xs, if l − s > j + 1
and for any s = i+ 1, 2, ..., k − 1, then
xω1ω2βω1ω2βs = x
βω1ω2β
k+i−s+1 =


yω1ω2βl−s = y
β
j+s−l+1 = xs, if l − s ≤ j
yω1ω2βl−s = y
β
l = xl−j−1 = xs, if l − s = j + 1
yω1ω2βl−s = y
β
j+s+1 = xs, if l − s > j + 1
It is easy to see xω1ω2βω1ω2βk = x
βω1ω2β
i+1 = x
ω1ω2β
k = x
β
i+1 = xk.
Suppose that i = k − 1. Then {
xβs = ys, if s ≤ i
xβs = xk, if s = k
One easily checks that for any s = 1, 2, ..., i, then
xω1ω2βω1ω2βs = x
βω1ω2β
i−s+1 = y
ω1ω2β
l−s =


yβj+s−l+1 = xs, if l − s ≤ j
yβl = xl−j−1 = xs, if l − s = j + 1
yβj+s+1 = xs, if l − s > j + 1
It is easy to see xω1ω2βω1ω2βk = x
βω1ω2β
i+1 = x
ω1ω2β
k = x
β
i+1 = xk.
Suppose that i = k. Then {
xβs = ys−1, if 1 < s ≤ i
xβs = xk, if s = 1
One easily checks that for any s = 2, ..., i, then
xω1ω2βω1ω2βs = x
βω1ω2β
i−s+1 = y
ω1ω2β
l−s =


yβj+s−l+1 = xs, if l − s ≤ j
yβl = xl−j−1 = xs, if l − s = j + 1
yβj+s+1 = xs, if l − s > j + 1
It is easy to see xω1ω2βω1ω2β1 = x
βω1ω2β
k = y
ω1ω2β
k−1 = y
β
j+2 = x1.
Some tedious computation yields yω1ω2βω1ω2βm = ym for each m = 1, 2, ..., l, the proof is not
difficult but too long to be given here. The proof of this proposition is complete. 
An argument similar to the one used in Proposition 4.4 we conclude that there exists γ such
that αγ = α−1 and βγ = β−1 for all other cases of Theorem 3.4 and Theorem 3.5 except Theorem
3.4 (4) and Theorem 3.5 (1). On the case of Theorem 3.4 (4), we provide following proposition.
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Proposition 4.5 Suppose α−1 = (B,C,D)(A) and αβ = (A−1, B−1, C−1)(D−1). Then there
exists γ such that αγ = α−1 and βγ = β−1.
Proof Without loss of generality, we may set α−1 = (x1, ..., xk)(y1, ..., yl) and
αβ = (yl, yl−1, ..., y1, xt, xt−1, ..., x1, xk−l, ..., xt+1)(xk, ..., xk−l+1) with t > 1 and k − l > t+ 1.
Noticing that there exist α = (xi, ..., x1, xk, ..., xi+1)(yj , ..., y1, yl, ..., yj+1) such that x
β
i = yl, x
β
i−1 =
yl−1, ..., x
β
i+1 = xt+1 and y
β
j = xk, y
β
j−1 = xk−1, ..., y
β
j+1 = xk−l+1.
1. Suppose i > l. Then we take α = (xi−l, ..., x1, xk, ..., xi−l+1)(yj , ..., y1, yl, ..., yj+1) and the
corresponding involution ω1 which satisfies that x
ω1
1 = xi−l, x
ω1
2 = xi−l−1, ..., x
ω1
k = xi−l+1 and
yω11 = yj , ..., y
ω1
l = yj+1 and M(ω1) ⊆ M(α). One easily checks that α
ω1 = α−1. We claim that
xω1βω1βs = xs for s = 1, 2, ..., k and y
ω1βω1β
m = ym for m = 1, 2, ..., l.
Firstly, we observe that {
yβm = xk+m−j , if 1 ≤ m ≤ j
yβm = xk+m−j−l , if j < m ≤ l
Suppose that i > l + t. Then we observe that

xβs = yl+s−i, if i− l+ 1 ≤ s ≤ i
xβs = xl+t+s−i, if i− t− l + 1 ≤ s ≤ i− l
xβs = xk+t+s−i, if 1 ≤ s ≤ i− t− l
xβs = xs+t−i, if i < s ≤ k
An easy computation to show that for any s = 1, 2, ..., i− l, then,
xω1βω1βs = x
βω1β
i−l−s+1 =
{
xω1βt−s+1 = x
β
i+s−l−t = xs, if 1 ≤ s ≤ t
xω1βk+t−l−s+1 = x
β
i+s−t = xs, if t < s ≤ i− l
and for any s = i− l + 1, i− l + 2, ..., k, then
xω1βω1βs = x
βω1β
k+i−l−s+1 =


yω1βk−s+1 = y
β
j+s−k = xs, if k − l + 1 ≤ s ≤ k and k − s+ 1 ≤ j
yω1βk−s+1 = y
β
l+s+j−k = xs, if k − l + 1 ≤ s ≤ k and k − s+ 1 > j
xω1βk+t−l−s+1 = x
β
i+s−t = xs, if i− l + 1 ≤ s < k − l + 1
In this case, we derive that{
yω1βω1βm = y
βω1β
j−m+1 = x
ω1β
k−m+1 = x
β
i+m−l = ym, if 1 ≤ m ≤ j
yω1βω1βm = y
βω1β
l+j+l−m = x
ω1β
k−m+1 = x
β
i+m−l = ym, if j < m ≤ l
Suppose that i = l + t. Noticing that

xβs = yl+s−i, if i− l + 1 ≤ s ≤ i
xβs = xs, if 1 ≤ s ≤ i− l
xβs = xs−l, if i < s ≤ k
An easy computation to show that for any s = 1, 2, ..., k, then,

xω1βω1βs = x
βω1β
i−l−s+1 = x
ω1β
i−l−s+1 = x
β
s = xs, if 1 ≤ s ≤ i− l
xω1βω1βs = x
βω1β
k+i−l−s+1 = y
ω1β
k−s+1 = y
β
j+s−k = xs, if i − l < s ≤ k and k − s+ 1 ≤ j
xω1βω1βs = x
βω1β
k+i−l−s+1 = y
ω1β
k−s+1 = y
β
l+s+j−k = xs, if i − l < s ≤ k and k − s+ 1 > j
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In this case, we derive that
{
yω1βω1βm = y
βω1β
j−m+1 = x
ω1β
k−m+1 = x
β
i+m−l = ym, if 1 ≤ m ≤ j
yω1βω1βm = y
βω1β
l+j+l−m = x
ω1β
k−m+1 = x
β
i+m−l = ym, if j < m ≤ l
Suppose that l < i < l+ t. Note that

xβs = yl+s−i, if i− l+ 1 ≤ s ≤ i
xβs = xl+t+s−i, if 1 ≤ s ≤ i− l
xβs = xl+t+s−k−i, if k + i− l − t+ 1 ≤ s ≤ k
xβs = xs+t−i, if i < s < k + i− l − t+ 1
and thus
xω1βω1βs =


xβω1βi−l−s+1 = x
ω1β
t−s+1 = x
β
i+s−l−t = xs, if 1 ≤ s ≤ i− l and t− s+ 1 ≤ i− l
xβω1βi−l−s+1 = x
ω1β
t−s+1 = x
β
k+i+s−l−t = xs, if 1 ≤ s ≤ i− l and t− s+ 1 > i− l
xβω1βk+i−l−s+1 = x
ω1β
t−s+1 = x
β
i+s−l−t = xs, if i− l < s ≤ t and t− s+ 1 ≤ i − l
xβω1βk+i−l−s+1 = x
ω1β
t−s+1 = x
β
k+i+s−l−t = xs, if i− l < s ≤ t and t− s+ 1 > i − l
xβω1βk+i−l−s+1 = x
ω1β
k+t−l−s+1 = x
β
i+s−t = xs, if t < s < k − l + 1
xβω1βk+i−l−s+1 = y
ω1β
k−s+1 = y
β
j−k+s = xs, if s ≥ k − l + 1 and k − s+ 1 ≤ j
xβω1βk+i−l−s+1 = y
ω1β
k−s+1 = y
β
l−k+s+j = xs, if s ≥ k − l + 1 and k − s+ 1 > j
In this case, we derive that
{
yω1βω1βm = y
βω1β
j−m+1 = x
ω1β
k−m+1 = x
β
i+m−l = ym, if 1 ≤ m ≤ j
yω1βω1βm = y
βω1β
l+j+l−m = x
ω1β
k−m+1 = x
β
i+m−l = ym, if j < m ≤ l
The above discussions show that βω1 = β−1 if i > l.
2. Suppose i = l. Then we may pick α = (xk, ..., x1)(yj , ..., y1, yl, ..., yj+1) and the corresponding
involution ω2 which satisfies that x
ω2
1 = xk, x
ω2
2 = xk−1, ..., x
ω2
k = x1 and y
ω2
1 = yj , ..., y
ω2
l = yj+1
and M(ω2) ⊆ M(α). Clearly, αω2 = α−1. Proceeding as the proof of the case i > l, we derive
xω2βω2βs = xs for s = 1, 2, ..., k and y
ω2βω2β
m = ym for m = 1, 2, ..., l.
3. Suppose i < l. Then we take α = (xk+i−l, ..., x1, xk, ..., xk+i−l+1)(yj , ..., y1, yl, ..., yj+1)
and the corresponding involution ω3 which satisfies that x
ω3
1 = xk+i−l, x
ω3
2 = xk+i−l−1, ..., x
ω3
k =
xk+i−l+1 and y
ω3
1 = yj , ..., y
ω3
l = yj+1 andM(ω3) ⊆M(α). It is easy to see α
ω3 = α−1. Proceeding
as the proof of the case i > l, we deduce xω3βω3βs = xs for s = 1, 2, ..., k and y
ω3βω3β
m = ym for
m = 1, 2, ..., l. Consequently, we conclude this proposition. 
Proceeding as the proof in Proposition 4.5, we infer that there exists γ such that αγ = α−1
and βγ = β−1 for the case of Theorem 3.5 (1).
Proposition 4.6 Let α−1 = (A,B)(C)(D) and αβ = (C−1, D−1)(A−1)(B−1). Then there exists
γ such that αγ = α−1 and βγ = β−1.
Proof Without loss of generality, we set α−1 = (x1, x2, ..., xr)(y1, y2, ..., ys)(z1, z2, ..., zt) and
αβ = (ys, ys−1..., y1, zt, zt−1, ..., z1)(xs, xs−1, ..., x1)(xr , xr−1, ..., xs+1) with r = s + t. Note that
α = (xi, xi−1, ..., x1, xr , ..., xi+1)(yj , yj−1..., y1, ys, ..., yj+1)(zk, zk−1, ..., z1, zt, ..., zk+1). According
to above discussions, it follows that there exists i such that xβi = ys, x
β
i−1 = ys−1, ..., x
β
i+2 =
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z2, x
β
i+1 = z1. However, (ys, ys−1..., y1)
β may be (xs, xs−1, ..., x1) as well as (xr, xr−1, ..., xs+1) if
s = t.
Suppose (ys, ys−1..., y1)
β = (xs, xs−1, ..., x1) and (zt, zt−1, ..., z1)
β = (xr, xr−1, ..., xs+1). By the
same reason we see there exist j and k such that yβj = xs, y
β
j−1 = xs−1, ..., y
β
j+2 = x2, y
β
j+1 = x1
and zβk = xr, z
β
k−1 = xr−1, ..., z
β
k+2 = xs+2, z
β
k+1 = xs+1. In this case, proceeding as the proof of
Proposition 4.4 we conclude that xω1βω1βa = xa for a = 1, 2, ..., r and y
ω1βω1β
b = yb for b = 1, 2, ..., s
and zω1βω1βc = zc for c = 1, 2, ..., t, where x
ω1
1 = xi, x
ω1
2 = xi−1, ..., x
ω1
r = xi+1 and y
ω1
1 = yj, y
ω1
2 =
yj−1, ..., y
ω1
s = yj+1 and z
ω1
1 = zk, z
ω1
2 = zk−1, ..., z
ω1
t = zk+1.
Assume that (ys, ys−1..., y1)
β = (xr , xr−1, ..., xs+1) and (zt, zt−1, ..., z1)
β = (xs, xs−1, ..., x1).
Similarly, there exist j and k such that yβj = xr, y
β
j−1 = xr−1, ..., y
β
j+2 = xs+2, y
β
j+1 = xs+1
and zβk = xs, z
β
k−1 = xs−1, ..., z
β
k+2 = x2, z
β
k+1 = x1. In this case, proceeding as the proof
of Proposition 4.5 we deduce that xω2βω2βa = xa for a = 1, 2, ..., r and y
ω2βω2β
b = yb for b =
1, 2, ..., s and zω2βω2βc = zc for c = 1, 2, ..., t, where y
ω2
1 = yj , y
ω2
2 = yj−1, ..., y
ω2
s = yj+1 and
zω21 = zk, z
ω2
2 = zk−1, ..., z
ω2
t = zk+1, and x
ω2
1 = xi−s, x
ω2
2 = xi−s−1, ..., x
ω2
r = xi−s+1 if i > s and
xω21 = xr, x
ω2
2 = xr−1, ..., x
ω2
r = x1 if i = s and x
ω2
1 = xr+i−s, x
ω2
2 = xr+i−s−1, ..., x
ω2
r = xr+i−s+1
if i < s. The computation is not particularly difficult but too long to reproduced here. Thus we
have obtained this proposition. 
As mentioned above discussions, we conclude the Theorem 1.3.
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