Feedback-Based Inhomogeneous Markov Chain Approach To Probabilistic Swarm Guidance by Bandyopadhyay, Saptarshi et al.
IWSCFF-2015 -XX-XX
FEEDBACK-BASED INHOMOGENEOUS MARKOV CHAIN
APPROACH TO PROBABILISTIC SWARM GUIDANCE
Saptarshi Bandyopadhyay*, Soon-Jo Chung†, and Fred Y. Hadaegh‡
This paper presents a novel and generic distributed swarm guidance algorithm using inho-
mogeneous Markov chains that guarantees superior performance over existing homogeneous
Markov chain based algorithms, when the feedback of the current swarm distribution is avail-
able. The probabilistic swarm guidance using inhomogeneous Markov chain (PSG–IMC)
algorithm guarantees sharper and faster convergence to the desired formation or unknown
target distribution, minimizes the number of transitions for achieving and maintaining the
formation even if the swarm is damaged or agents are added/removed from the swarm, and
ensures that the agents settle down after the swarm’s objective is achieved. This PSG–IMC
algorithm relies on a novel technique for constructing Markov matrices for a given station-
ary distribution. This technique incorporates the feedback of the current swarm distribution,
minimizes the coefficient of ergodicity and the resulting Markov matrix satisfies motion con-
straints. This approach is validated using Monte Carlo simulations of the PSG–IMC algo-
rithm for pattern formation and goal searching applications.
INTRODUCTION
In swarm robotics, a large number (100s-1000s) of relatively simple agents (like autonomous robots and
small satellites) exhibit a desired collective behavior using only local interactions among themselves and with
the environment.1 Swarms of hundreds to thousands of femtosatellites (100-gram-class satellites) are being
designed for applications like synthetic aperture radar, interferometry, etc.2 Similarly, swarms of autonomous
robots have demonstrated self-assembly of complex shapes.3, 4, 5, 6
Applications of swarm robotics can be broadly classified into three categories:1 (i) Pattern formation,
where the agents only interact among themselves to self-organize into a predefined desired formation.7, 8, 9, 10
For example, see Fig. 1(a). (ii) Goal searching, where the agents mainly focus on the environment to estimate
a unknown target distribution (e.g., distribution of chemical plume or oil spill).11, 12, 13, 14, 15 (iii) Cooperative
control tasks, where the agents have to balance inter-agent interactions and interactions with the environment
to successfully perform tasks like cooperative transport, task allocation, surveillance, etc.16, 17, 18, 19, 20, 21, 22, 23
Let us assume that the state space can be partitioned into disjoint bins, as shown in Fig. 1(b), where the
size of the bin is determined by the spatial resolution of the desired formation or target distribution. Let us
also assume that the number of agents is at least an order of magnitude more than the number of bins. In
this paper, we propose an efficient distributed solution approach using inhomogeneous Markov chains for all
swarm guidance problems belonging to these three categories that satisfy these two assumptions.
Homogeneous Markov chain (HMC) based swarm guidance algorithms have been used for pattern forma-
tion,9, 10 goal searching,13, 14, 15 task allocation21 and surveillance applications.22, 23 Here the Markov matrix
encodes the transition probabilities between bins. This swarm guidance approach is probabilistic (as opposed
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Figure 1. (a) A swarm of million agents (shown in red) form the shape of
the Taj Mahal (translucent silhouette shown in gray). The PSG–IMC algorithm
ensures that the swarm converges to the desired formation and the agents set-
tle down after the desired formation is achieved. (b) The state space is parti-
tioned into 25 disjoint bins. The desired formation pi of the letter “I” is given by
1
7 [0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0].
to deterministic) because each agent determines its next bin from this Markov matrix using the inverse trans-
form sampling method.24 These HMC-based algorithms are inherently robust because addition or removal
of agents or external damage to the swarm does not affect the Markov matrix, therefore the swarm always
achieves its objective with the remaining agents.
If feedback of the current swarm distribution is available, then these HMC-based algorithms cannot in-
corporate this feedback because the Markov matrix cannot change with time. Intuitively it seems that this
feedback can be used to increase the efficiency of these swarm guidance algorithms. Therefore, the objective
of this paper is to develop the probabilistic swarm guidance using inhomogeneous Markov chain (PSG–IMC)
algorithm to incorporate this feedback while retaining the original robustness properties. We show that these
PSG–IMC algorithms guarantee superior performance over existing HMC-based algorithms for pattern for-
mation and goal searching applications. To the best of our knowledge, this is the first paper in the swarm
guidance literature that explores the idea of constructing inhomogeneous Markov chains (IMC) “on the fly”
based on state feedback. We envisage that the techniques discussed in this paper can be used to boost the
efficiency of algorithms in other areas in robotics where HMC-based algorithms are currently used.25, 26
Paper Contribution
The first contribution of this paper is the novel technique for constructing feedback-based Markov matrices
for a given stationary distribution. Our construction technique, discussed in Lemmas 1 and 2, relies on prop-
erties of Markov matrices. Each agent’s inhomogeneous Markov matrix depends on the desired formation,
the feedback of the current swarm distribution, the agent’s current bin location, the time-varying motion con-
straints, and the agent’s choice of parameters. We also minimize the coefficient of ergodicity using convex
optimization in order to achieve faster convergence of the IMC.
The second contribution of this paper is the PSG–IMC algorithm for pattern formation, which is presented
in Method 1. In HMC-based algorithm for pattern formation, each agent transitions using a synthesized
homogeneous Markov matrix which has the desired formation as its stationary distribution.10, 9 Even after the
swarm achieves the desired formation, the agents are not allowed to settle down because the Markov matrix
forces the agents to transition. This limitation results in significant wastage of the agent’s control effort
(e.g., fuel). The proposed PSG–IMC algorithm not only addresses this limitation, but also guarantees better
convergence to the desired formation and minimizes the number of transitions for achieving and maintaining
the formation. Our core idea, which was first presented in Ref. 27, is that our feedback-based Markov matrix
tends to the identity matrix when the current swarm distribution converges to the desired formation. This
identity matrix ensures that the agents settle down after the desired formation is achieved, thereby minimizing
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unnecessary transitions. The PSG–IMC algorithm is numerically compared with HMC-based approaches for
pattern formation in Remark 9, where these advantages are elucidated.
We then derive the convergence proofs for the PSG–IMC algorithm based on the analysis of IMC. Unlike
the convergence proof for HMC, which is a direct application of the Perron–Frobenius theorem, the conver-
gence proof for IMC is rather involved. We first show that each agent’s IMC is strongly ergodic and the
unique limit is indeed the desired formation shape. Moreover, we show that the rate of convergence is ge-
ometric and provide a conservative bound on this convergence rate. We also provide a conservative bound
on the number of agents necessary for ensuring that the error between the swarm distribution and the desired
formation is below the given convergence error threshold.
The final contribution of this paper is the PSG–IMC algorithm for goal searching, which is presented in
Method 2. In the HMC-based goal searching algorithm, which cannot handle motions constraints, each
agent randomly explores all the bins and waits in each bin for a time that is directly proportional to the target
distribution in that bin.13, 14 After sufficient amount of time, the swarm converges to the target distribution but
the agents are not allowed to settle down. We show that the PSG–IMC algorithm for goal searching efficiently
incorporates the feedback of the current swarm distribution, satisfies motion constraints, and ensures that the
swarm converges to the target distribution and the agents settle down after the target distribution is achieved.
The HMC-based algorithms for task allocation21 and surveillance22, 23 are exactly similar to the previous
HMC-based pattern formation algorithm, with the slight modification that the Markov matrix in this case
encodes the transition probabilities between tasks or surveillance landmarks. Similarly coverage over an
unknown region can be cast as a goal searching problem. Hence we conclude that all cooperative control
tasks can be cast as either pattern formation or goal searching problems. Therefore, in this paper, we only
focus on the PSG–IMC algorithms for pattern formation and goal searching.
Each agent determines its higher-level bin-to-bin guidance trajectory using the PSG–IMC algorithm so that
the swarm achieves its objective. Each agent also needs a lower-level guidance and control algorithm, which
depends on the agent’s dynamics, to track this higher-level guidance trajectory in a collision-free manner.
For the sake of concise presentation, we do not discuss these lower-level algorithms in this paper. Such
lower-level algorithms based on model predictive control or Voronoi partitions are discussed in Refs. 3, 28.
PROBLEM STATEMENT AND PRELIMINARIES
In this section, we first define some key concepts, then state the problem statement for pattern formation,
and finally discuss various methods for generating the feedback of the current swarm distribution.
Definition 1. (Bins R[i]) Let R ⊂ Rnx denote the nx-dimensional compact physical space over which the
swarm is distributed. The region R is partitioned into ncell disjoint bins represented by R[i], i = 1, . . . , ncell
so that
⋃ncell
i=1R[i] = R and R[i] ∩ R[q] = ∅, if i 6= q. The size of the bins is determined by the spatial
resolution of the desired formation or target distribution. For example, the state space is partitioned into 25
disjoint bins in Fig. 1(b). 
Definition 2. (Desired Formation pi and Recurrent Bins Π) Let the desired formation shape be represented
by a probability (row) vector pi ∈ Rncell over the bins in R, i.e., pi1 = 1. Note that pi can be any arbitrary
probability vector, but it is the same for all agents in the swarm. For example, pi is the shape of the letter “I”
in Fig. 1(b). Let us define Π as the set of all bins that have nonzero probabilities in pi:
Π := {R[`] : ` ∈ {1, . . . , ncell}; and pi[`] > 0} . (1)
The bins in the set Π are called recurrent bins while those not in Π are called transient bins. Let nrec be the
number of bins in Π. 
Let mk ∈ N agents belong to the swarm at the kth time instant. The algorithms in this paper are most
suitable for swarm guidance problems where mk  nrec, because we control the swarm density distribution
over the bins. Note that any guidance algorithm can only achieve the best quantized representation of the
desired formation pi using a swarm of mk agents, where 1mk is the quantization factor.
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We assume that the agents are anonymous and identical, i.e., the agents do not have any global identifiers
and all agents execute the same algorithm.29 If the agents are indexed (non-anonymous), then a pseudo-
centralized algorithm can be executed using a spanning tree approach,30 which is not possible in our case.
We assume that each agent can sense its global position or bin location in the state space. With the advent
of low cost GPS receivers, radio beacons for triangulation, base stations, etc. it is possible for modern-day
autonomous robots and small satellites to estimate their global position. Another work-around is to setup a
local reference frame for the swarm using some of the agents in the swarm.4
Definition 3. (Current Swarm Distribution µ?k) Let the row vector r
j
k represent the bin in which the j
th agent
is actually present at the kth time instant. If rjk[i] = 1, then the j
th agent is inside the bin R[i] at the kth time
instant; otherwise rjk[i] = 0. The current swarm distribution (µ
?
k) is given by the ensemble mean of actual
agent positions:
µ?k :=
1
mk
m∑
j=1
rjk . (2)
Clearly, µ?k is a probability (row) vector over the bins inR because µ?k1 = 1. 
Definition 4. (Motion Constraints Ajk) If the agent in a particular bin can only transition to some bins but
cannot transition to other bins, because of the dynamics or physical constraints, then these (possibly time-
varying) motion constraints are specified by the matrixAjk as follows:
Ajk[i, `] =
{
1 if the jthagent can transition to R[`]
0 if the jthagent cannot transition to R[`]
, where rjk[i] = 1, for all ` ∈ {1, . . . , ncell} .
(3)
We assume that the matrixAjk is symmetric and the graph conforming to theA
j
k matrix is strongly connected.
Moreover, an agent can always choose to remain in its current bin, i.e., Ajk[i, i] = 1 for all i ∈ {1, . . . , ncell}
and k ∈ Z∗. Moreover, Ajk must satisfy Assumption 1 in order to ensure that each Markov matrix has a
single essential class. 
Let us now state the problem statement. The objectives of the PSG–IMC algorithm for pattern formation
are as follows:
(i) Each agent independently determines its trajectory using a Markov chain, which obeys motion constraints
(Ajk), so that the overall swarm converges to a desired formation (pi).
(ii) The algorithm reduces the number of transitions for achieving and maintaining the formation in order to
conserve control effort (e.g., fuel).
(iii) The algorithm automatically detects and repairs damages to the formation.
The key idea of the proposed PSG–IMC algorithm for pattern formation is that each agent independently
determines its trajectory using a feedback-based inhomogeneous Markov chain that tends to an identity matrix
as the swarm converges to the desired formation. The pseudo-code for this algorithm is given in Method 1.
Generating Feedback of the Current Swarm Distribution
Here we discuss different techniques for generating the feedback of the current swarm distribution µ?k.
If a central controller observes the entire swarm, then this controller can broadcasts µ?k to all the agents
in the swarm, if such a broadcast is possible. Even if µ?k is broadcast to a few agents in the swarm, then
µ?k can be rapidly relayed to all the agents using the swarm’s communication network topology. Note that
the assumption of a central controller observing the entire swarm is valid for many practical scenarios. For
example, a ground station can observe a swarm of satellites and can broadcast µ?k to these satellites.
If such a central controller is not available, then the agents have to rely on each other in order to estimate the
current swarm distribution µ?k in a distributed manner. If the standard consensus algorithm
31, 32, 33 is used by
the agents for estimating µ?k, then the number of iterations necessary for convergence increases exponentially
with the number of agents. Instead, the agents should use faster linear-time consensus algorithms.34, 35
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Let the row vector µjk represent the j
th agent’s estimate of the current swarm distribution at the kth time
instant, which is used henceforth in this paper. If a central controller is available, then µjk = µ
?
k for all agents.
If the consensus algorithm is used to estimate µ?k, then ‖µjk − µ?k‖2 ≤ εcons for all agents where εcons > 0
is the convergence error of the consensus algorithm. The effect of this convergence error on the PSG–IMC
algorithm is discussed in Remark 10.
Note that our higher-level PSG–IMC algorithm does not need inter-agent communication, but this process
of generating feedback or the lower-level guidance and control algorithm might require inter-agent commu-
nication.
CONSTRUCTION OF FEEDBACK-BASED INHOMOGENEOUS MARKOV CHAIN
In this section, we first present the construction of a feedback-based inhomogeneous Markov matrix that
can incorporate motion constraints. We then present the PSG–IMC algorithm for pattern formation and
compare it with existing HMC-based approaches.
Let xjk ∈ Rncell denote the row vector of probability mass function (pmf) of the predicted position of the
jth agent at the kth time instant, i.e., xjk1 = 1. The i
th element (xjk[i]) is the probability of the event that the
jth agent is in R[i] bin at the kth time instant:
xjk[i] = P(r
j
k[i] = 1), for all i ∈ {1, . . . , ncell} . (4)
The elements of the row stochastic Markov matrixM jk ∈ Rncell×ncell are the transition probabilities of the jth
agent at the kth time instant:
M jk[i, `] := P
(
rjk+1[`] = 1|rjk[i] = 1
)
. (5)
In other words, the probability that the jth agent in R[i] bin at the kth time instant will transition to R[`] bin
at the (k + 1)th time instant is given by M jk[i, `]. The Markov matrix M
j
k determines the time evolution of
the pmf row vector xjk by:
xjk+1 = x
j
kM
j
k, for all k ∈ Z∗ . (6)
The standard algorithm for constructing a Markov matrix with a given stationary distribution is the well-
known Metropolis-Hastings (MH) algorithm.36, 37 In the MH algorithm, the proposal distribution is used to
iteratively generate the next sample, which is accepted or rejected based on the desired stationary distribution.
Note that there is no direct method for incorporating feedback into the MH algorithm. In this paper, we
present a much simpler method for constructing a Markov matrix, where the feedback of the current swarm
distribution can be directly incorporated within the construction process.
Let ξjk represent a tuning parameter for the j
th agent at the kth time instant, which depends on the feedback
of the current swarm distribution µjk and the desired formation pi. Let α
j
k ∈ Rncell be a positive bounded
column vector with ‖αjk‖∞ ≤ 1. The following lemma presents the construction of the Markov matrix M jk
with the stationary distribution pi.
Lemma 1. (Construction of Markov Matrix) For a given tuning parameter ξjk and positive column vectorα
j
k,
the following row stochastic Markov matrixM jk has pi as its stationary distribution (i.e., piM
j
k = pi):
M jk = α
j
k
ξjk
piαjk
pidiag(αjk) + I− ξjkdiag(αjk), (7)
where piαjk 6= 0 and supk ξjk‖αjk‖∞ ≤ 1. This Markov matrix has the following properties:
(i) M jk only allows transitions into the recurrent bins, i.e., for i 6= ` and ξjk > 0, M jk[i, `] > 0 if and only if
R[`] ∈ Π,
(ii) the diagonal elements of recurrent bins are positive, i.e.,M jk[i, i] > 0 if R[i] ∈ Π and ξjk > 0,
(iii) if ξjk = 0, thenM
j
k = I, and
(iv) if αjk = 1, thenM
j
k = ξ
j
k1pi + (1− ξjk)I.
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Figure 2. The desired distribution (pi) is shown in (a), where bins 2 and 3 have 2
and 4 agents respectively. Three cases are shown in (a–c), where one agent (mar-
ket in red) is not in its correct bin. The L1 distances for these cases from pi are the
same, i.e., DL1(µ1,pi) = DL1(µ2,pi) = DL1(µ3,pi) = 0.33. But the Hellinger dis-
tances for these cases are different, i.e., DH(µ1,pi) = 0.30, DH(µ2,pi) = 0.14, and
DH(µ3,pi) = 0.12.
Proof: For a valid first term in Eq. (7), we need piαjk 6= 0. We first show that M jk is a row stochastic
matrix. Right multiplying both sides of Eq. (7) with 1 gives M jk1 = ξ
j
kα
j
k
piαjk
piαjk
+ 1 − ξjkdiag(αjk)1 = 1.
Next, we show that M jk is a Markov matrix with pi as its stationary distribution, as pi is the left eigenvector
corresponding to its largest eigenvalue 1, i.e., piM jk = pi. Left multiplying both sides of Eq. (7) with pi gives
piM jk =
piαjk
piαjk
piξjkdiag(α
j
k) + pi − piξjkdiag(αjk) = pi. In order to ensure that all the elements in the matrix
M jk are nonnegative, we enforce that I−ξjkdiag(αjk) ≥ 0 which results in the condition supk ξjk‖αjk‖∞ ≤ 1.
The off-diagonal term is given by M jk[i, `] =
ξjk
piαjk
(
αjk[i]α
j
k[`]pi[`]
)
for all i 6= `. Clearly when ξjk > 0;
M jk[i, `] > 0 if and only if pi[`] > 0. It follows from the definition of recurrent bins that pi[`] > 0 if and only
if R[`] ∈ Π.
The diagonal term is given by M jk[i, i] =
ξjk
piαjk
(
αjk[i]α
j
k[i]pi[i]
)
+
(
1− ξjkαjk[i]
)
. The second term(
1− ξjkαjk[i]
)
is always nonnegative because of the condition supk ξ
j
k‖αjk‖∞ ≤ 1. Hence M jk[i, i] > 0 if
pi[i] > 0, i.e., R[i] ∈ Π. Finally, cases (iii) and (iv) follow from straight-forward substitution into (7). 
Let us now discuss our choice of the tuning parameter ξjk.
Remark 5. (Hellinger Distance based Tuning Parameter ξjk) It is obvious from the property (iii) in Lemma 1
that the tuning parameter ξjk should be based on the distance between the current swarm distribution µ
j
k and
the desired formation pi. For example, if µjk = pi, then ξ
j
k = 0, M
j
k = I, and agents do not move from their
current positions. In this paper, we define ξjk to be the Hellinger distance (HD) between µ
j
k and pi as follows:
ξjk = DH(pi,µ
j
k) :=
1√
2
√√√√ncell∑
i=1
(√
pi[i]−
√
µjk[i]
)2
. (8)
The HD is a symmetric measure of the difference between two probability distributions and it is upper
bounded by 1.38, 39
We choose the HD, over other popular metrics like L1 and L2 distances, because of an important property
of HD shown in Fig. 2. The L1 distances for the cases (µ1, µ2, µ3) from pi are the same in Fig. 2. But
in Case 1, the wrong agent is in a bin where there should be no agent, hence the HD heavily penalizes this
case. If all the agents are only in those bins which have non-zero weights in the desired distribution, then the
HD is significantly less. Finally, if an agent is missing from a bin with fewer number of agents in the desired
distribution (Case 2), then the HD penalizes it slightly more than the case where an agent is missing from a
bin with higher number of agents in the desired distribution (Case 3). These important properties, which are
encapsulated in HD, are useful for swarm guidance. 
In Remark 8, theαjk vector that minimizes the coefficient of ergodicity of the IMC is found using a convex
optimization-based approach.
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Incorporating Motion Constraints
The Markov matrix M jk from Lemma 1 may not satisfy the motion constraints A
j
k in Definition 4, i.e.,
the Markov matrix might give non-zero transition probability to a transition that is not allowed by motion
constraints. Therefore, in the following lemma, we modify the original Markov matrixM jk (7) to satisfy the
motion constraintsAjk (3).
Lemma 2. (Construction of Markov Matrix that Satisfies Motion Constraints) Let M˜
j
k represent the mod-
ified Markov matrix that satisfies the motion constraints Ajk, which is obtained from the original Markov
matrixM jk (7) from Lemma 1. First, set M˜
j
k = M
j
k.
Then, for each transition that is not allowed by the motion constraint (i.e.,Ajk[i, `] = 0), the corresponding
transition probability in M jk (i.e., M
j
k[i, `]) is added to the diagonal element in M˜
j
k (i.e., M˜
j
k[i, i]). This is
written as:
M˜
j
k[i, i] = M
j
k[i, i] +
∑
`∈{1,...,ncell:Ajk[i,`]=0}
M jk[i, `] . (9)
Finally, set M˜
j
k[i, `] = 0 if A
j
k[i, `] = 0 for all i, ` ∈ {1, . . . , ncell}. This resulting row stochastic Markov
matrix M˜
j
k has pi as its stationary distribution (i.e., piM˜
j
k = pi) and satisfies the motion constraintsA
j
k (i.e.,
M˜
j
k[i, `] = 0 ifA
j
k[i, `] = 0). This Markov matrix has the following properties:
(i) M˜
j
k only allows transitions into the recurrent bins Π which satisfy motion constraints A
j
k, i.e., for i 6= `
and ξjk > 0, M˜
j
k[i, `] > 0 if and only if R[`] ∈ Π andAjk[i, `] = 1,
(ii) the diagonal elements of recurrent bins are positive, i.e., M˜
j
k[i, i] > 0 if R[i] ∈ Π and ξjk > 0,
(iii) if ξjk = 0, then M˜
j
k = I.
Proof: In order to show that M˜
j
k is row stochastic, let us right multiply the i
th row of M˜
j
k (i.e., M˜
j
k[i, :])
with 1:
M˜
j
k[i, :]1 = M˜
j
k[i, i] +
∑
`∈{1,...,ncell:Ajk[i,`]=1}
M jk[i, `] = M
j
k[i, :]1 = 1 .
It follows from above that M˜
j
k1 = M
j
k1 = 1, hence M˜
j
k is row stochastic. Next, let us left multiply the i
th
column of M˜
j
k (i.e., M˜
j
k[:, i]) with pi:
piM˜
j
k[:, i] = pi[i]M˜
j
k[i, i] +
∑
`∈
 1, . . . , ncell :Ajk[i, `] = 1

pi[`]M jk[`, i] =
∑
`∈{1,...,ncell}
pi[`]M jk[`, i] = piM
j
k[:, i] = pi[i] .
Here we used the reversible property of the Markov matrix M jk, i.e. pi[`]M
j
k[`, i] = pi[i]M
j
k[i, `] [40, pp.
14]. Hence the Markov matrix M˜
j
k indeed has pi as its stationary distribution. The off-diagonal term of this
Markov matrix is given by (i.e., for i 6= `):
M˜
j
k[i, `] =
0 ifA
j
k[i, `] = 0
ξjk
piαjk
(
αjk[i]α
j
k[`]pi[`]
)
otherwise
.
Clearly, if a transition is not allowed by motion constraints (i.e.,Ajk[i, `] = 0), then the transition probability
is zero (i.e., M˜
j
k[i, `] = 0). If a transition is allowed by motion constraints (i.e., A
j
k[i, `] = 1) and ξ
j
k > 0,
then the transition probability M˜
j
k[i, `] > 0 if and only if pi[`] > 0, which implies that R[`] ∈ Π.
Since M˜
j
k[i, i] ≥M jk[i, i], cases (ii) and (iii) follow from Lemma 1. 
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Figure 3. Decomposition of the Markov matrix M˜
j
k, where the sub-matrix M˜
j
k,sub
encapsulates the bin transition probabilities between recurrent bins.
For a bin R[i], let us defineAjk(R[i]) as the set of all bins that the jth agent can transition to at the kth time
instant:
Ajk(R[i]) :=
{
R[`] : ` ∈ {1, . . . , ncell}; Ajk[i, `] = 1
}
. (10)
Let us now discuss some additional conditions that arise due to the motion constraints, like this trapping
problem.
Remark 6. (Trapping Problem and its Solution) If the jth agent is actually located in binR[i] and we observe
thatAjk(R[i]) ∩Π = ∅ for all k ∈ Z∗, then the jth agent is trapped in the bin R[i] forever. Let us define T jk
as the set of all bins that satisfy this trapping condition:
T jk :=
⋃
i∈{1,...,ncell}
{
R[i] : Ajk(R[i]) ∩Π = ∅
}
. (11)
To avoid this trapping problem, we enforce a secondary condition on the jth agent if it is actually lo-
cated in a bin belonging to the set T jk. For each bin R[i] ∈ T jk, we chose another bin Ψjk(R[i]); where
Ψjk(R[i]) ∈ Ajk(R[i]) and either Ψjk(R[i]) 6∈ T jk+1 or Ψjk(R[i]) is close to other bins which are not in T jk+1.
The secondary condition on the jth agent is that it will transition to bin Ψjk(R[i]) during the k
th time step.
Moreover, the agents in the transient bins, which are not in the trapping region, will eventually transition to
the recurrent bins. We can also speed up this process. The information about exiting the trapping region and
the transient bins is captured by the matrix Cjk ∈ Rncell×ncell given by:
Cjk[i, `] =

1 if R[i] ∈ T jk and R[`] = Ψjk(R[i])
1
|Ajk(R[i])∩Π| elseif R[i] 6∈ T
j
k, R[i] 6∈ Π, and R[`] ∈ Ajk(R[i]) ∩Π
0 otherwise
, (12)
which is used instead of the Markov matrix M˜
j
k in (6). Note that this secondary condition would not cause
an infinite loop as the graph conforming to theAjk matrix is strongly connected. 
Without loss of generality, the bins are relabeled such that the first nrec bins are recurrent bins and the
remaining bins are transient bins. The Markov matrix M˜
j
k can be decomposed as shown in Fig. 3, where the
sub-matrix M˜
j
k,sub encapsulates the bin transition probabilities between recurrent bins.
In some cases, it is possible that the set Π can be decomposed into disjoint subsets, such that any agent
cannot transition from one subset of Π to another subset of Π without exiting the set Π due to motion
constraints (e.g., see Fig. 4). Since our proposed algorithm suggests that the agents will only transition
within the set of recurrent bins Π after entering any recurrent bin, the agents in one such subset of Π will
never transition to the other subsets of Π. Hence, the proposed algorithms will not be able to achieve the
desired formation, as the agents in each subset of Π are trapped within that subset. In order to avoid such
situations, we need the following assumption onAjk.
Assumption 1. The motion constraints matrix Ajk should be such that each agent can transition from any
recurrent bin to any other recurrent bin without exiting the set Π, while satisfying the motion constraints. Let
the sub-matrixAjk,sub encapsulate the motion constraints between recurrent bins (similar to M˜
j
k,sub shown in
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(a) Not Allowed (b) Allowed
Figure 4. The red region denotes the set Π. The motion constraints are such that the
agent in a given bin can only transition to its contiguous bins. In case (a), Π can be
decomposed into two subsets at the two corners, such that any agent cannot transi-
tion from one subset to another subset without exiting the set Π. In case (b), such a
decomposition is not possible. According to Assumption 1, case (a) is not allowed and
case (b) is allowed.
Fig. 3). Therefore, the set of recurrent bins Π is strongly connected in the graph conforming to Ajk,sub. This
ensures that the matrices M˜
j
k and M˜
j
k,sub have a single essential class [41, pp. 12], which is the set Π. 
Definition 7. (Maximum Graph Diameter ndia) Assumption 1 implies that the graph diameter (i.e., longest
shortest path) between any two bins in Π in the graph conforming toAjk,sub is bounded by nrec for each time
instant. Let us define ndia as the maximum graph diameter over all time instants, which is also bounded by
nrec. This implies that the matrix (M˜
j
k,sub)
ndia is a positive matrix for all time instants. 
Remark 8. (Minimum Coefficient of Ergodicity based αjk vector) Here we find the α
j
k vector that optimizes
the coefficient of ergodicity of the IMC [41, pp. 137]. Let αmin be some positive constant (i.e., 0 < αmin <
1). The αjk vector is the solution of the following optimization problem:
min
αjk
τ1
(
(M˜
j
k,sub)
ndia
)
,
subject to αmin ≤ αjk[i] ≤ 1, ∀i ∈ {1, . . . , ncell} . (13)
Here τ1(P ) is the proper coefficient of ergodicity defined by τ1(P ) := 1−mini, `
∑nP
s=1 min(P [i, s], P [`, s]).
Let us first discuss the rationale behind this nonlinear optimization problem. We are interested in optimizing
the mixing rate within the set of recurrent bins. If the graph diameter of the graph conforming to Ajk,sub is
greater than two, then there exists bins i, ` ∈ Π such that either M˜ jk,sub[i, s] = 0 or M˜
j
k,sub[`, s] = 0 for
all s ∈ {1, . . . , nrec}, which implies that τ1(M˜ jk,sub) = 1. In order to avoid this trivial case, we choose
to minimize the proper coefficient of ergodicity of the positive matrix (M˜
j
k,sub)
ndia . Here, we have retained
the structure of the original Markov matrix (7) so that we can take advantage of the properties discussed in
Lemmas 1 and 2.
We now show that the nonlinear optimization problem (13) can be efficiently solved using convex opti-
mization. We first show that τ1(P ) is a convex function of the stochastic matrix P . We can express τ1(P )
as [41, Lemma 4.3, pp. 139]:
τ1(P ) = sup
‖δ‖2=1, δ1=0
‖δP ‖1 ,
where δ ∈ Rncell is a row vector. Since δP is a linear function and ‖ ·‖1 is a convex function, therefore τ1(P )
is the pointwise supremum of a family of convex functions of P , and so it is a convex function of P . Hence
the nonlinear optimization problem (13) is evidently a convex optimization problem because the constraints
are all linear inequalities and the objective function is convex. Therefore standard convex optimization tools
can be used to solve this problem efficiently (e.g., interior-point method42). 
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Figure 5. In this example, we compare the PSG–IMC algorithm with the HMC-
based approaches, where 100 agents start from a random distribution and converge
to the desired distribution of the letter “I” shown in Fig. 1(b). The cumulative results,
along with 1σ errorbars, of 100 Monte Carlo simulations are shown here for the PSG–
IMC algorithm and the two HMC approaches: (Case 1) M1 = 1pi and (Case 2)
M2 = 0.5(1pi + I). The results show that the PSG–IMC algorithm guarantees much
better convergence with significantly smaller number of transitions compared to the
HMC algorithms.
PSG–IMC Algorithm for Pattern Formation
The pseudo-code for the PSG–IMC algorithm for pattern formation is given in Method 1. The agent first
determines its current position (e.g. the jth agent is in bin R[i], therefore rjk[i] = 1) and the current swarm
distribution µjk (lines 2–3). The agent then checks if it is in a transient or recurrent bin (line 4). If the agent
is in a transient bin, then it computes the matrix Cjk to move closer or into the recurrent bins (line 4). If the
agent is in a recurrent bin, then it checks if the number of agents in its current bin is less than (or equal to)
the desired number of agents in that bin (line 5). In this case the agent continues to remain in its current bin
(line 5). Else, the agent computes the modified Markov matrix M˜
j
k to transition to other recurrent bins (lines
6–9). Hence the new time evolution of the pmf vector xjk can be written as:
xjk+1 = x
j
kB
j
k, whereB
j
k =

Cjk if R[i] 6∈ Π
I elseif µjk[i] ≤ pi[i]
M˜
j
k otherwise
, (14)
where the matrix Cjk is given by (12) and the Markov matrix M˜
j
k is given by Lemma 2. Finally, the agent
uses inverse transform sampling24 to select the next bin from the bin transition probabilities (lines 10–11).
Method 1: PSG–IMC algorithm for pattern formation
1: (one iteration of j th agent during kth time instant)
2: Given agent’s current position rjk, e.g. r
j
k[i] = 1
3: Given feedback of current swarm distribution µjk
4: if R[i] 6∈ Π, then ComputeCjk, SetBjk = Cjk } Eq. (12)
5: elseif µjk[i] ≤ pi[i], then SetBjk = I
6: else Compute the tuning parameter ξjk } Eq. (8)
7: Compute Markov matricesM jk and M˜
j
k } Lemmas 1 and 2
8: Compute the αjk vector, SetB
j
k = M˜
j
k } Eq. (13)
9: end if
10: Generate a random number z ∈ unif[0; 1] }Inverse Transform Sampling
11: Go to bin R[q] such that
∑q−1
`=1 B
j
k[i, `] ≤ z <
∑q
`=1B
j
k[i, `]
Let us now compare this PSG–IMC algorithm with existing HMC-based approaches for pattern formation.
Remark 9. (Comparison of PSG–IMC with HMC-based approaches) For this example, 100 agents start from
a random distribution and try to achieve the desired formation pi shown in Fig. 1(b), in the absence of motion
constraints (i.e., Ajk = 11
T ). The trivial Markov matrix that has pi as its stationary distribution is given by
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M1 = 1pi. Another such Markov matrix, obtained using property (iv) in Lemma 1, is M2 = 0.5(1pi + I).
In the HMC-based approach, the same Markov matrix is used by all the agents for all time steps. In this
example, we compare the performance of two HMCs M1 (Case 1) and M2 (Case 2) with the PSG–IMC
algorithm. Fig. 5 shows the cumulative results for 100 Monte Carlo simulations.
In Fig. 5(a), the variation of HD with time step shows that the PSG–IMC algorithm converges to a HD
(≈ 0.014) that is a significant improvement (≈ 6 times better) over that of the HMC cases (≈ 0.08). In Fig.
5(b), the variation of number of transitions with time step shows that the agents executing the PSG–IMC
algorithm only perform transitions when the HD is large and perform very little transitions when the HD
is small. This is because the feedback of the current swarm distribution allows to PSG–IMC algorithm to
increase or decrease the rate of transitions depending on the HD. On the other hand, the agents executing
the HMC algorithms continue transitioning at the same rate for all time step. In Fig. 5(c), the total number
of transitions up to a given time step is plotted against the corresponding HD at that time step. This figure
shows that not only does the PSG–IMC algorithm converge to a much smaller HD, but also the total number
of transitions in the PSG–IMC algorithm (≈ 130) is significantly less (≈ 33 − 66 times reduction) than that
of HMC Case 1 (≈ 8600) and HMC Case 2 (≈ 4300). Hence, the PSG–IMC algorithm guarantees much
better convergence with significantly smaller number of transitions compared to the HMC algorithms.
The key reasons behind the superior performance of the PSG–IMC algorithm over HMC-based algorithms
are:
(i) In PSG–IMC, the agents transition out of a recurrent bin if and only if there is an excess of agents in that
bin. Agents do not transition out of a bin if there is a deficiency of agents in that bin. This is checked by the
condition µjk[i] ≤ pi[i] in Eq. (14).
(ii) The number of transitions in PSG–IMC is proportional to the HD. This helps in achieving faster conver-
gence (when HD is large) while avoiding unnecessary transitions (when HD is small). This also ensures that
the agents settle down after the desired formation is achieved.
These two key reasons that depend on the feedback cannot be incorporated into HMC-based algorithms. 
The convergence analysis of the PSG–IMC algorithm is given in the next section. Let us now discuss the
robustness properties of this algorithm.
Remark 10. (Robustness of PSG–IMC) The PSG–IMC algorithm satisfies the Markov property, because the
action of each agent depends only on its present location and the current swarm distribution. This memoryless
property ensures that all the agents re-start their guidance trajectory from their present location during every
time instant. Thus the swam continues to achieve its objective even if agents are added or removed from the
swarm or the swarm is damaged by external disturbances or some agents have not reached their target bin
during the previous time instant.
Even if there is a small error in the agent’s estimate of the current swarm distribution (i.e., ‖µjk − µ?k‖2 ≤
εcons), then its effect on the HD is also small (i.e., |DH(pi,µjk) − DH(pi,µ?k)| ≤ εcons√2 ). If we ensure that
εcons is sufficiently small (e.g., εcons < 1mk ), then its effect on the HD is negligible. 
CONVERGENCE ANALYSIS OF PSG–IMC ALGORITHM FOR PATTERN FORMATION
In this section, we discuss the convergence analysis of the PSG–IMC algorithm for pattern formation given
in Method 1. In Theorem 3, we show that all the agents leave the transient bins and enter the recurrent bins
Π in finite time. In Theorem 4, we show that each agent’s pmf vector xjk converges to the desired distribution
pi and the geometric rate of convergence if given in Theorem 5. In Theorem 6, we provide a lower-bound for
the minimum number of agents needed to satisfy the given convergence error threshold between the current
swarm distribution µ?k and the desired distribution pi.
The overall time evolution of the pmf vector xjk, defined in Eq. (4), from an initial condition x
j
0 to the k
th
time instant is given by the inhomogeneous Markov chain:
xjk = x
j
0V
j
0,k, for all k ∈ N, (15)
where the forward matrix product V j0,k := B
j
0B
j
1 . . .B
j
k−1, and eachB
j
k ∈ Rncell×ncell is given by Eq. (14).
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Theorem 3. Each agent enters the set of recurrent bins Π in finite time. Once an agent is inside a recurrent
bin, it always remains within the set of recurrent bins Π.
Proof: If the jth agent at the kth time-instant is in a recurrent bin R[i] ∈ Π, then the matrix Bjk in Eq. (14)
is either M˜
j
k and I. It follows from Lemma 2 that the j
th agent either remains in bin R[i] ∈ Π or transitions
to any other recurrent bin R[`] ∈ Π, hence it cannot transition to any transient bin. Therefore, once an agent
is inside a recurrent bin, it always remains within the set Π.
If the jth agent at the kth time-instant is in a transient bin R[i] 6∈ Π, then the matrixBjk in Eq. (14) is given
by Cjk (12). If the bin R[i] is not in the trapping region (i.e., R[i] 6∈ Π and R[i] 6∈ T jk), then the jth agent
will enter a recurrent bin in the next time-instant and subsequently continue to remain within the set Π. If the
bin R[i] is in the trapping region (i.e., R[i] 6∈ Π and R[i] ∈ T jk), then Ψjk(R[i]) is chosen such that the agent
exists the trapping region as soon as possible. This ensures that the number of steps in the trapping region is
finite and upper bounded by (ncell − nrec). Hence each agent enters the set Π in atmost (ncell − nrec + 1)
time steps. 
In the next two theorems, we discuss the convergence of each agent’s pmf vector to the desired formation and
then bound the rate of convergence.
Theorem 4. (Convergence of Inhomogeneous Markov Chains) Each agent’s time evolution of the pmf vector
xjk, from any initial condition x
j
0 ∈ Rncell , is given by the inhomogeneous Markov chain (15). If each agent
executes the PSG–IMC algorithm, then xjk converges pointwise to the desired stationary distribution pi, i.e.,
limk→∞ x
j
k = pi pointwise for all j ∈ {1, . . . ,m}.
Proof: It follows from Theorem 3 that there exists a time instant T ≤ (ncell − nrec + 1), such that all agents
are always in the set Π from time instant T onwards. Therefore,
xjT =x
j
0V
j
0,T , where x
j
T [i] =
{
≥ 0 if R[i] ∈ Π
0 otherwise
,
xjk+1 =
{
xjk if µ
j
k[i] ≤ pi[i]
xjkM˜
j
k otherwise
, for all k ≥ T .
Without loss of generality, the bins are relabeled such that the first nrec bins are recurrent bins and the remain-
ing bins are transient bins. Therefore, the pmf vector xjT and the desired formation pi can be decomposed as
follows:
xjT =
[
xjT [1], . . .x
j
T [nrec]︸ ︷︷ ︸
x¯jT
0, . . . , 0
]
, pi =
[
pi[1], . . . ,pi[nrec]︸ ︷︷ ︸
p¯i
0, . . . , 0
]
,
where the probability row vectors x¯jT ∈ Rnrec and p¯i ∈ Rnrec denote the agent’s pmf vector and the desired
formation over the set of recurrent bins Π respectively. Note that convergence of x¯jk to p¯i, implies the
convergences of xjk to pi. The Markov matrix M˜
j
k is also decomposed as shown in Fig. 3, where the sub-
matrix M˜
j
k,sub encapsulates the bin transition probabilities between recurrent bins. The time evolution of the
agent’s pmf vector over the set Π is given by:
x¯jk+1 =
{
x¯jk if µ
j
k[i] ≤ pi[i]
x¯jkM˜
j
k,sub otherwise
, for all k ≥ T . (16)
If the current swarm distribution is equal to the desired formation, then ξjk = 0 and the PSG–IMC algorithm
tells each agent to maintain their present location as no further convergence is necessary. Since this is a
special case in a stochastic processes, henceforth we assume that the swarm has not converged and ξjk > 0.
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Each Markov matrix M˜
j
k,sub is row stochastic (i.e., M˜
j
k,sub1 = 1) and has p¯i as it stationary distribution
(i.e., p¯iM˜
j
k,sub = p¯i). Hence, the sequence of matrices M˜
j
k,sub, k ≥ T is asymptotically homogeneous with
respect to p¯i because p¯iM˜
j
k,sub = p¯i for all k ≥ T [41, pp. 92, 149]. Moreover, each M˜
j
k,sub is irreducible
because the corresponding motion constraint sub-matrix Ajk,sub for recurrent bins is strongly connected (see
Assumption 1).
Let ηjk represent the probability of the event that the j
th agent is in a bin with excess agents at the kth time
instant:
ηjk := P
(
∪nreci=1(rjk[i] = 1 and µjk[i] > pi[i])
)
.
If the swarm has not converged, then 1nrec ≤ η
j
k ≤ 1 − 1nrec because at least one bin has excess agents and at
least one bin has deficiency in agents. The time evolution of the agent’s pmf vector in Eq. (16) can be written
as:
x¯jk+1 = x¯
j
k
(
ηjkM˜
j
k,sub + (1− ηjk)I
)
︸ ︷︷ ︸
P jk
, for all k ≥ T ,
where P jk :=
(
ηjkM˜
j
k,sub + (1− ηjk)I
)
. This Markov matrix P jk is row stochastic (i.e., P
j
k1 = 1), has p¯i
as it stationary distribution (i.e., p¯iP jk = p¯i), is irreducible (because M˜
j
k,sub is irreducible), and the sequence
of matrices P jk, k ≥ T is asymptotically homogeneous with respect to p¯i. The overall time evolution of the
agent’s pmf vector is given by:
x¯jk = x¯
j
TU
j
T,k, for all k > T , (17)
where the forward matrix productU jT,k := P
j
TP
j
T+1 . . .P
j
k−2P
j
k−1. We now show that this matrix product
U jT,k is strongly ergodic and p¯i is its unique limit.
The matrix U jT,k is a product of nonnegative irreducible matrices, hence it is also a nonnegative and
irreducible matrix. Moreover, each diagonal elementU jT,k[i, i] ≥
∏k−1
s=T
(
ηjsM˜
j
s,sub[i, i] + (1− ηjs)
)
, where
each M˜
j
s,sub[i, i] > 0 (see Lemma 2). Therefore U
j
T,k is a primitive matrix [43, pp. 678].
A number of cross-diagonal elements in M˜
j
k,sub and P
j
k are equal to zero because those transitions are
not allowed by motion constraints. We now find a lower-bound (γ) for the positive elements in P jk, where
the transitions are allowed by motion constraints. If at least one agent is not in the correct location, then∑
R[i]∈R |µ?k[i] − pi[i]| ≥ 2mk . Due to the quantization of the pmf by the number of agents m, the smallest
positive tuning parameter ξmin is given by ξmin = 1
2
3
2 maxk∈Z∗ mk
≤ min +j∈{1,...,m}, k∈Z∗ξjk. The smallest
positive element in the αjk vector in Remark 8 is αmin. Finally, the smallest positive element in p¯i is given by
p¯imin =
(
mini∈{1,...,nrec} p¯i[i]
)
and max(p¯iαjk) = 1. Hence the lower-bound of the positive element in P
j
k is
given by:
0 < γ =
ξminα
2
minp¯imin
nrec
≤ min
i, `
+P jk[i, `] . (18)
Therefore, it follows from Theorem 4.15 [41, pp. 150] that the forward matrix product U jT,k is strongly
ergodic. Since all the recurrent bins are strongly connected in all P jk, there is a single essential class of
indices. Therefore, it follows from Theorem 4.12 [41, pp. 149] that the limit vector of U jT,k is p¯i. Hence,
each agent’s pmf vector converges to:
lim
k→∞
x¯jk = lim
k→∞
x¯jTU
j
T,k = x¯
j
T1p¯i = p¯i ,
which implies that limk→∞ x
j
k = pi pointwise for all agents. 
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Theorem 5. (Geometric Convergence Rate) After every ndia time instants, each agent’s pmf vector geomet-
rically converges to pi with a rate greater than (1− nrecγndia), i.e.,
‖xjk+ndia − pi‖2 ≤ (1− nrecγndia)‖x
j
k − pi‖2 , ∀k ≥ T ,
and γ is computed in Eq. (18).
Proof: Here we reuse the notations in the proof of Theorem 4. It follows from Eq. (17) that x¯jk+ndia =
x¯jkU
j
k,k+ndia
for all k ≥ T . Furthermore, it follows from Definition 7 that the matrix U jk,k+ndia is a positive
matrix. A conservative lower-bound on the off-diagonal terms in the matrix U jk,k+ndia is γ
ndia . Therefore, the
upper-bound on the proper coefficient of ergodicity (see Remark 8) is given by τ1(U
j
k,k+ndia
) ≤ 1−nrecγndia .
Hence the geometric convergence rate after ndia time instants is (1 − nrecγndia), i.e., ‖x¯jk+ndia − p¯i‖2 ≤
(1− nrecγndia)‖x¯jk − p¯i‖2, which implies the desired result. 
Note that this geometric rate of convergence is extremely conservative. The actual convergence rate of the
IMC can be improved by minimizing the coefficient of ergodicity, as discussed in Remark 8.
We now focus on the convergence of the current swarm distribution to the desired formation. In practical
scenarios, the number of agents is finite, hence the following theorem gives a lower-bound on the number of
agents for satisfying the given convergence error thresholds.
Theorem 6. For some acceptable convergence error thresholds εconv > 0 and εbin > 0, if the number of
agents is at least mk ≥ 14ε2binεconv , then the pointwise error probability for each bin is bounded by εconv, i.e.,
P
(∣∣∣Smk∞ [i]mk − pi[i]∣∣∣ > εbin) ≤ εconv, ∀i ∈ {1, . . . , ncell}.
Proof: Let Xjk[i] denote the independent Bernoulli random variable representing the event that the j
th agent
is actually located in bin R[i] at the kth time instant, i.e., Xjk[i] = 1 if r
j
k[i] = 1 and X
j
k[i] = 0 otherwise. Let
Xj∞[i] denote the random variable limk→∞X
j
k[i]. Theorem 4 implies that the success probability of X
j
∞[i]
is given by P
(
Xj∞[i] = 1
)
= limk→∞ x
j
k[i] = pi[i]. Hence E
[
Xj∞[i]
]
= pi[i] · 1 + (1 − pi[i]) · 0 = pi[i],
where E[·] is the expected value of the random variable. Let Smk∞ [i] = X1∞[i] + . . .+Xmk∞ [i]. As the random
variablesXj∞[i] are independent and identically distributed, the strong law of large numbers (cf. [44, pp. 85])
states that:
P
(
lim
mk→∞
Smk∞ [i]
mk
= pi[i]
)
= 1 . (19)
The final swarm distribution is also given by limk→∞ µ?k[i] =
1
mk
∑mk
j=1 r
j
k[i] =
S
mk∞ [i]
mk
. Hence (19) implies
that limmk→∞ limk→∞ µ
?
k = pi pointwise.
The variance of the independent random variableXj∞[i] is Var(X
j
∞[i]) = pi[i](1−pi[i]), hence Var(S
mk∞ [i]
mk
) =
pi[i](1−pi[i])
mk
. The Chebychev’s inequality (cf. [45, Theorem 1.6.4, pp. 25]) implies that for any εbin > 0, the
pointwise error probability for each bin is bounded by:
P
(∣∣∣∣Smk∞ [i]mk − pi[i]
∣∣∣∣ > εbin) ≤ pi[i](1− pi[i])mkε2bin ≤ 14mkε2bin . (20)
Hence, the minimum number of agents is given by 1
4mkε2bin
≤ εconv. 
In this section, we have proved the convergence of the PSG–IMC algorithm for pattern formation. Extensive
Monte Carlo simulations are presented below.
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(a) k = 1 (b) k = 3 (c) k = 20 (d) k = 100
(e) k = 101 (f) k = 110 (g) k = 150 (h) k = 200
Figure 6. These plots show the swarm distribution of 105 agents at different time
instants, in a sample run of the Monte Carlo simulation. Here the agents execute the
PSG–IMC algorithm for pattern formation. Starting from an uniform distribution
(a), the swarm converges to the desired formation (pi) of the Eiffel Tower. After 100
time instants, the agents in the top half of the formation (≈ 3×104 agents) are removed
and the remaining agents reconfigure to the desired formation.
Numerical Simulation of PSG–IMC Algorithm for Pattern Formation
In this numerical example, the PSG–IMC algorithm for pattern formation is used by a swarm of 105 agents
to achieve the desired formation (pi) of the Eiffel Tower. Monte Carlo simulations are performed to study the
performance of this algorithm and the cumulative results from 50 runs are shown in Fig. 7. As shown in Fig.
6(a), each simulation starts with the agents uniformly distributed across the state space which is partitioned
into 300 × 300 bins. Each agent independently executes the PSG–IMC algorithm, illustrated in Method 1.
During each time instant, each agents gets the feedback of the current swarm distribution µ?k. Moreover, each
agent is allowed to transition to only those bins which are at most 50 steps away.
As shown in Fig. 6(b), all agents enter the set of recurrent bins within 2 time instants. But the HD is large
(DH(pi,µ?3) = 0.53 from Fig. 7) because most of the agents are in the boundary bins of Π. After 20 time
instants, the HD has substantially improved (DH(pi,µ?20) = 0.17 from Fig. 7), but the density of agents in a
bin is more in the top half of the formation compared to the bottom half as shown in Fig. 6(c). In 100 time
instants, the swarm has reached the desired formation (DH(pi,µ?100) = 0.067 from Fig. 7) and the density
of agents is uniform as shown in Fig. 6(d).
After 100 time instants, all the agents in the top half of the formation (i.e., 3.06× 104 agents) are removed
as shown in Fig. 6(e). The remaining agents from the bottom half slowly make their way to the top half as
shown in Figs. 6(f,g). Once again, the swarm reaches the desired formation after another 100 time instants
(DH(pi,µ?200) = 0.096 from Fig. 7) as shown in Fig. 6(h). Thus the repeatability and robustness properties
of the PSG–IMC algorithm for pattern formation are evident from these simulation results.
A comparison with the HMC-based goal searching algorithm is also shown in Fig. 7. It is shown that the
PSG–IMC algorithm provides ≈ 2 times improvement in convergence and ≈ 10 times reduction in the total
number of transitions over the HMC-based algorithm.
PSG–IMC ALGORITHM FOR GOAL SEARCHING
In this section, we present a novel PSG–IMC algorithm for goal searching application, where the objec-
tive is to estimate some unknown target distribution over the state space. The HMC-based goal searching
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Figure 7. The cumulative results from 50 Monte Carlo simulations of PSG–IMC
and HMC-based pattern formation algorithms are shown for (a) Hellinger distance
and (b) number of transitions with respect to time instants. For clarity, the inset
plots show the resolved data from 90th to 100th time instant. The discontinuity after
the 100th time instant is because of the removal of agents from the top half of the
formation.
algorithm13, 14 cannot handle motions constraints. We now present a more efficient PSG–IMC algorithm that
can incorporate the feedback of the current swarm distribution to ensure that the swarm converges to the
unknown target distribution and the agents settle down after the target distribution is achieved. Let us define
the unknown target distribution.
Definition 11. (Unknown Target Distribution σ) Let the unknown target distribution be represented by a
probability (row) vector σ ∈ Rncell over the bins in R, i.e., σ1 = 1. We assume that each agent can sense
this target distribution in its bin, i.e., the agent in bin R[i] can detect the target distribution σ[i]. 
The objectives of the PSG–IMC algorithm for goal searching are as follows:
(i) Each agent independently determines its trajectory using a Markov chain, which obeys motion constraints
(Ajk), so that the overall swarm converges to the unknown target distribution (σ).
(ii) The algorithm reduces the number of transitions for achieving and maintaining the target distribution in
order to conserve control effort (e.g., fuel).
(iii) The algorithm automatically detects and repairs damages to the formation.
(iv) The algorithm adapts the formation to changes in the target distribution.
In the previous PSG–IMC algorithm for pattern formation, the time-step between time instants is a constant.
The key idea of this proposed PSG–IMC algorithm for goal searching is to modify the waiting time in a bin
(i.e., the time-step between time instants) based on the target distribution in that bin.
Let t represent continuous time. Let zjt ∈ Rncell denote the row vector of probability mass function (pmf)
of the predicted position of the jth agent at time t, i.e., zjt1 = 1. The i
th element (zjt [i]) is the probability of
the event that the jth agent is in R[i] bin at time t:
zjt [i] = P(r
j
t [i] = 1), for all i ∈ {1, . . . , ncell} . (21)
Let the jth agent be in bin R[i] at time t. The jth agent can detect the target distribution σ[i], but it does not
know the complete target distribution σ. We use the following HD-based tuning parameter:
ξjt =
0 if µ
j
t [i] ≤ σ[i]
1√
2
(√
σ[i]−
√
µjt [i]
)
otherwise
. (22)
This tuning parameter ensures that agents only transition out of the given bin when the number of agents in
that bin is more than the required number of agents in that bin. Let pi = 1ncell1
T , αjt = 1, and the Markov
matrices M jt and M˜
j
t are computed using Lemmas 1 and 2 respectively. If the time-step between time
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(a) t = 0 sec (b) t = 1 sec (c) t = 10 sec (d) t = 99 sec
(e) t = 100 sec (f) t = 105 sec (g) t = 110 sec (h) t = 120 sec
Figure 8. These plots show the swarm distribution of 105 agents (in red) and the
unknown target distribution (background contour plot), in a sample run of the Monte
Carlo simulation. Here the agents execute the PSG–IMC algorithm for goal searching.
Starting from an uniform distribution (a), the swarm converges to the unknown target
distribution. After 100 sec, the unknown target distribution is suddenly changed and
the agents reconfigure to the new target distribution.
instants is a constant, then it follows from the previous PSG–IMC algorithm for pattern formation that the
swarm convergences to 1ncell1
T . Then limt→∞ z
j
t [i] =
1
ncell
for all i ∈ {1, . . . , ncell}.
We modify the previous algorithm by making the waiting time in a bin (i.e., the time-step between time
instants) directly proportional to the detected target distribution σ[i] in that bin, i.e., the waiting time in
bin R[i] is equal to τcσ[i] where τc is the constant of proportionality. Then the agent’s pmf vector z
j
t is
given by limt→∞ z
j
t [i] =
σ[i]
ncell
for all i ∈ {1, . . . , ncell}. This implies that the swarm converges to the target
distribution σ. The pseudo-code for this PSG–IMC algorithm for goal searching is given in Method 2 and the
simulation results are presented below. The convergence, stability and robustness properties of this algorithm
are also exactly similar to those of the previous algorithm.
Method 2: PSG–IMC algorithm for goal searching
1: (one iteration of j th agent at time t sec)
2: Given agent’s current position rjt , e.g. r
j
t [i] = 1
3: Given feedback of current swarm distribution µjt
4: Detect the target distribution σ[i]
5: if t− t0 < τcσ[i], then Wait in bin R[i]
6: else Compute the tuning parameter ξjt } Eq. (22)
7: Set pi = 1
ncell
1T and αjt = 1
8: Compute Markov matricesM jt and M˜
j
t } Lemmas 1 and 2
9: Generate a random number z ∈ unif[0; 1] }Inverse Transform Sampling
10: Go to bin R[q] such that
∑q−1
`=1 M˜
j
t [i, `] ≤ z <
∑q
`=1 M˜
j
t [i, `]
11. Set t0 = t end if
Numerical Simulation of PSG–IMC Algorithm for Goal Searching
In this numerical example, the swarm of 105 agents use the PSG–IMC algorithm for goal searching to
estimate the unknown target distribution σ. The state space [0, 1] × [0, 1] is partitioned into 100 × 100
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Figure 9. The cumulative results from 50 Monte Carlo simulations of PSG–IMC and
HMC-based goal searching algorithms are shown for (a) Hellinger distance and (b)
number of transitions with respect to time instants. For clarity, the inset plots show
the resolved data from 90 to 100 sec. The discontinuity/change after the 100th sec is
because of the sudden change in the unknown target distribution.
disjoint bins. The unknown target distribution for the time between 0 to 100 sec is given by the multi-
variate normal distribution f1(x, y) = 1c1N
([
0.5 0.5
]
,
[
0.1 0.3
0.3 1.0
])
, where the constant c1 ensures
that
∫ 1
0
∫ 1
0
f1(x, y)dxdy = 1. The unknown target distribution σ1 is the pmf representation of this distri-
bution f1(x, y) over the set of bins, as shown in the background contour plots in Fig. 8(a-d). Similarly,
the unknown target distribution after 100 sec is given by the multivariate normal distribution f2(x, y) =
1
c2
N
([
0.5 0.5
]
,
[
0.1 −0.3
−0.3 1.0
])
, and unknown target distribution σ2 is the pmf representation of
this distribution f2(x, y), as shown in the background contour plots in Fig. 8(e-h). Obviously the agents do
not know these target distributions and their objective is to estimate them. The performance of the PSG–IMC
algorithm is studied using Monte Carlo simulations and the cumulative results from 50 runs are shown in Fig.
9.
Each agent executes the PSG–IMC algorithm for goal searching that is illustrated in Method 2. Start-
ing from a random distribution (shown in Fig. 8(a)), the agents quickly converge to the unknown target
distribution within 10 sec as shown in Figs. 8(b,c) and the corresponding HD is DH(σ1,µ?10) = 0.085
(from Fig. 9). After 100 sec, the unknown target distribution is suddenly changed as shown in Figs. 8(d,e).
Once again, the swarm converges to the new target distribution within 20 sec and the corresponding HD is
DH(σ2,µ
?
120) = 0.087 (from Fig. 9). Thus the repeatability and robustness properties of the PSG–IMC
algorithm for goal searching are evident from these simulation results.
A comparison with the HMC-based goal searching algorithm is also shown in Fig. 9. It is shown that the
PSG–IMC algorithm provides ≈ 3 times improvement in convergence and ≈ 10 times reduction in the total
number of transitions over the HMC-based algorithm.
CONCLUSION
A novel technique for boosting the performance of HMC-based swarm guidance algorithms, using IMCs
in the presence of feedback, is presented in this paper. The PSG–IMC algorithm performs much better than
existing HMC-based algorithms because the agents only transition out of bins with surplus agents and the
number of transitions is proportional to the tuning parameter. In case of pattern formation applications,
this tuning parameter is the HD between the current swarm distribution and the desired formation. While
in case of goal searching applications, this tuning parameter is HD-based difference between the current
swarm distribution and the target distribution in the agent’s present bin. The PSG–IMC algorithm relies on
the generation of Markov matrices with a given stationary distribution using this tuning parameter. These
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Markov matrices satisfy motion constraints and are designed to minimize the coefficient of ergodicity of the
IMC. Moreover the Markov (memoryless) property of the PSG–IMC algorithm ensures that swarm is robust
to external disturbances or damages or addition/removal of agents.
We have shown using extensive Monte Carlo simulations that the PSG–IMC algorithms for pattern forma-
tion and goal searching applications simultaneously provides 2 − 6 times improvement in convergence and
10 − 60 times reduction in the total number of transitions over HMC-based algorithms. Moreover, cooper-
ative control tasks can also be formulated as pattern formation or goal searching applications. Hence, this
paper presents an efficient solution approach for any swarm guidance problem, where the state-space can be
partitioned into disjoint bins and the number of agents is at least an order of magnitude more than the number
of bins. We envisage that these techniques for incorporating feedback into HMC-based algorithms can also
be used in other areas in robotics.
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