Abstract
Introduction
The problem of maintaining the transitive closure of a dynamic directed graph, i.e., a directed graph that undergoes a sequence of edge insertions and deletions, is a well studied and well motivated problem. Demetrescu and Italiano [6] , improving an algorithm of King [15] , obtained recently an algorithm for dynamically maintaining the transitive closure under a sequence of edge insertions and deletions with an amortized insert/delete time of Ç´Ò ¾ µ, where Ò is the number of vertices in the graph. King and Thorup [17] reduced the space requirements of these algorithms. All these algorithms support extended insert and delete operations in which an arbitrary set of edges, all touching the same vertex, may be inserted, and a completely arbitrary set of edges may be deleted, all in one update operation.
When the transitive closure of a graph is explicitly maintained, it is of course possible to answer every reachability query, after each update, in Ç´½µ Several dynamic algorithms for answering reachability queries, without explicitly maintaining the transitive closure, were developed. Most recently, Demetrescu and Italiano [6] gave such a Monte Carlo algorithm with an amortized update time of Ç´Ò ½ µ and worst-case query time of Ç´Ò ¼ µ. They exhibit, in fact, a tradeoff between the update and query times. Smaller query times may be obtained at the cost of higher update times. However, their algorithm can only handle acyclic graphs, and can only insert or delete one edge at a time. Furthermore, it relies on fast rectangular matrix multiplication, and thus may not We present two new fully dynamic reachability algorithms for general graphs that improve upon the results of Henzinger and King [10] . The first is a deterministic algorithm that has an amortized update time of Ç´Ñ Ô Òµ and a worst-case query time of Ç´ÔÒµ. The update time of this algorithm is faster by a polylogarithmic factor than the update time of the first algorithm of Henzinger and King [10] We also obtain a fully dynamic reachability algorithm for acyclic graphs. This algorithm is deterministic and has a linear amortized update time of Ç´Ñµ and a worst-case query time of Ç´Ò ÐÓ Òµ. A comparison between our dynamic reachability algorithms and the previously available ones is given in Table 1 . In time bounds above given for decremental algorithms, Ñ stands for the initial number of edges in the graph. In time bounds given for fully dynamic algorithms, Ñ stands for the maximum number of edges in the graph during the phase in which the update operation is performed.
One of the ingredients used in obtaining the improved fully dynamic reachability algorithms is an improved decremental algorithm for maintaining the transitive closure. A decremental algorithm is an algorithm that can handle deletions but not insertions. Italiano [14] obtained a decremental algorithm for acyclic graphs that processes any sequence of deletions in Ç´ÑÒµ time. Slower algorithms for general, i.e., not necessarily acyclic, graphs were obtained by La Poutré and van Leeuven [18] , Frigioni et al. [8] , Demetrescu and Italiano [6] , and by Baswana et al. [1] . A summary of previous decremental algorithms for maintaining the transitive closure, and for answering reachability queries is given in Table 2 . (All the algorithms there, except that of Henzinger and King [10] , explicitly maintain the transitive closure matrix.)
We obtain a new randomized decremental algorithm for maintaining the transitive closure of arbitrary, not necessarily acyclic, graphs. It processes any sequence of edge deletions in a total expected time of Ç´ÑÒµ. The algorithm is a Las Vegas algorithm, i.e., its answers are always correct. This matches the time bound of Italiano [14] for acyclic graphs, and answers an open problem raised there. As mentioned in the abstract, a time bound of Ç´ÑÒµ is essentially 
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optimal for the problem, as ª´ÑÒµ time is needed just for computing the transitive closure of the initial graph using the currently best matrix multiplication-free algorithm. The new decremental algorithm is based on a very simple sampling idea. Next, we adapt the results of Cohen [3] on estimating the size of the transitive closure to the dynamic setting. In particular, we obtain an incremental algorithm that can process any sequence of edge insertions and requests to estimate the number of vertices reachable from a certain vertex in Ç´Ñ ÐÓ Ò · Õµ time, where Ñ is the total number of edges inserted and Õ is the number of queries. We also obtain such a decremental algorithm for acyclic graphs. In the fully dynamic setting, we can provide such estimates at the cost of Ç´ÐÓ Òµ reachability queries.
We can also extend the results of Cicerone et al. [2] so that they will apply to general, not necessarily acyclic, graphs. Details would again be given in the full version of the paper.
The rest of this extended abstract is organized as follows. In the next section we present a new decremental algorithm for maintaining the strongly connected components of a directed graph. This algorithm is used in Section 3 to obtain the Ç´ÑÒµ decremental algorithm for maintaining the transitive closure of general directed graphs. In Section 4 we then describe three new fully dynamic reachability algorithms for general graphs. (Only two of them were mentioned above.) In Section 5 we describe a new fully dynamic reachability algorithm for acyclic graphs. In Section 6 we sketch our dynamic size estimation results. We end in Section 7 with some concluding remarks and open problems.
Decremental maintenance of strongly connected components
In this section we consider the dynamic maintenance of the strongly connected components (SCCs) of a directed graph under a sequence of edge deletions. This is an easier problem than the maintenance of the transitive closure of a graph. In Section 3, however, we use the results of this section to obtain an improved decremental algorithm for the maintenance of the transitive closure, and in Section 4 we use this decremental algorithm as a building block in our new fully dynamic reachability algorithms.
The new algorithm is given in Figure 1 . The algorithm starts by computing the SCCs of the graph using any linear time algorithm (see Tarjan [20] , Sharir [19] , Gabow [9] , or Chapter 22 of Cormen et al. [5] ). In each SCC of the graph it then constructs and maintains a shortest-paths in-tree Á Ò´Ûµ and a shortest-paths out-tree ÇÙØ´Ûµ rooted at a random representative Û of this SCC. These shortest-paths trees are maintained using the decremental algorithm of Even and Shiloach [7] , as adapted to directed graphs by Henzinger and King [10] . If is composed of Ò ¼ vertices and Ñ ¼ edges, the total cost of maintaining these two shortest-paths trees, over any sequence of edge deletions, is Ç´Ñ ¼ Ò ¼ µ.
The algorithm also maintains an array of length Ò that holds for every vertex Ú the representative vertex of the SCC containing Ú. Using this array it is easy to answer any strong connectivity query in Ç´½µ time.
Edge deletions are handled as follows. By removing from Á Ò´Ûµ and ÇÙØ´Ûµ the vertices that do not belong to , we obtain shortest-paths trees that span . It is crucial, for the analysis of the algorithm, to note that the decremental data structures maintaining these two shortest-paths trees do not have to be reinitialized.
From each random representative Û , for , we build from scratch shortest-paths trees Á Ò´Û µ and ÇÙØ´Û µ that span , and initialize the data structure of Even and Shiloach [7] for maintaining them. Finally, we update the array accordingly. We now claim: Proof: The correctness of the algorithm follows easily from the above discussion. (Note that the random choices of the representatives only affect the running time, not the answers given.) It remains, therefore, to show that expected time spent in processing all edge deletions is only Ç´ÑÒµ.
Let ´Ñ Òµ be the expected running time of the algorithm on the worst possible strongly connected graph with Ñ edges and Ò vertices, and for the worst sequence of edge deletions. (If the initial graph is not strongly connected, we repeat the analysis in each strongly connected component.) We claim that
Here, is the number of SCCs to which the graph breaks when it is no longer strongly connected, and Ñ and Ò , respectively, are the number of edges and vertices in the -th SCC. (Note that , the Ò 's and the Ñ 's do not depend on the random choices made by the algorithm.)
The term ÑÒ covers the initialization cost of the algorithm and the cost of all future maintenance operations performed on the shortest-paths trees Á Ò´Ûµ and ÇÙØ´Ûµ. When the graph breaks into the SCCs, the algorithm continues independently on each one of them. So we clearly
This naive estimate fails, however, to take advantage of the following fact. The new component that contains Û, the representative of the original component, inherits the shortest-paths trees Á Ò´Ûµ and ÇÙØ´Ûµ, and does not have to pay for their construction and maintenance. Furthermore, as Û was randomly chosen, the larger a new component is, the more likely it is to receive this 'gift'. The probability that a new component of Ò vertices will contain Û is Ò Ò. Thus, with a probability of Ò Ò, the term Ñ Ò , incorporated into ´Ñ Ò µ, can be dispensed with, giving the desired relation. We now claim: Lemma 2.2 ´Ñ Òµ ¾ÑÒ. 
¾ 3 Decremental maintenance of the transitive closure
Frigioni et al. [8] extend the decremental algorithm of Italiano [14] so that it could handle general, not necessarily acyclic, graphs. Frigioni et al. [8] report that their algorithm works well in practice, though its worst-case time complexity is Ç´Ñ ¾ µ.
The algorithm of Frigioni et al. [8] maintains the strongly connected components of the graph, and the skeleton of the graph, i.e., the DAG induced on the strongly connected components. The skeleton is maintained using Italiano's algorithm [14] . For each SCC, the algorithm maintains a sparse certificate composed of an in-tree and an out-tree rooted at an arbitrary vertex. When an edge from this certificate is deleted, their algorithm may have to spend Ç´Ñ · Òµ time in checking whether the SCC decomposed.
As this may happen every time an edge is deleted, the total running time of the algorithm may be ª´Ñ ¾ µ. However, the total running time of the algorithm of Frigioni et al. [8] , excluding the time needed to detect decompositions of SCCs is only Ç´ÑÒµ. Thus, combining their algorithm with our algorithm for maintaining the SCCs yields a decremental algorithm for maintaining the transitive closure of general graphs with a total expected time of Ç´ÑÒµ, matching the time bound of Italiano [14] for acyclic graphs.
Fully dynamic reachability algorithms

The first fully dynamic algorithm
Our first fully dynamic reachability algorithm is given in Figure 2 . It is essentially a combination of an algorithm of Henzinger and King [10] with our improved decremental reachability algorithm, or with the somewhat slower, but deterministic algorithm of Frigioni et al. [8] .
The algorithm works in phases. In the beginning of each phase, a decremental reachability data structure is initialized. When a set of edges Ú touching Ú is inserted, we add Ú to Ë and construct reachability trees Á Ò´Úµ and ÇÙØ´Úµ rooted at Ú. When the size of Ë, the set of the vertices that were centers of insertions in the current phase, reaches Ø, a parameter fixed in advance, the phase is declared over, and all the data structures are reinitialized.
The deletion of an arbitrary set ¼ of edges is handled as follows. First, the edges of ¼ are removed from the decremental data structure. Next, for every Û ¾ Ë, the shortestpaths trees Á Ò´Ûµ and ÇÙØ´Ûµ are rebuilt from scratch.
A query ÕÙ ÖÝ´Ù Úµ is answered as follows. First the decremental data structure is queried to see whether there is a directed path from Ù to Ú composed solely of edges that were present in the graph at the start of the current phase.
If not, it is checked whether there exists Û ¾ Ë such that Ù ¾ Á Ò´Ûµ and Ú ¾ ÇÙØ´Ûµ.
It is easy to check that the answer given for each query is always correct. Clearly, if ÕÙ ÖÝ´Ù Úµ returns 'yes', then there is indeed a path from Ù to Ú in the graph. Suppose now that there is a path Ô from Ù to Ú in the graph. If this path uses only 'old' edges, i.e., edges that were not inserted in the current phase, the decremental data structure would signal that out. Otherwise, let Û be the last vertex on a path from Ù to Ú that was the center of an insert operation during the current phase. This insert operation added Û to Ë and constructed the trees Á Ò´Ûµ and ÇÙØ´Ûµ. At the time of this insertion all the edges of the path Ô were already present in the graph, so Ù ¾ Á Ò´Ûµ and Ú ¾ ÇÙØ´Ûµ. Some edges from these trees may be subsequently deleted, but as the path Ô remains in the graph, the vertex Ù would stay in Á Ò´Ûµ, and similarly Ú would stay in ÇÙØ´Ûµ. This completes the proof of correctness. We claim: Proof: Assume, at first, that our decremental reachability algorithm is used. The expected complexity of setting up the decremental data structure in the beginning of each phase, and of handling all subsequent delete operations on it is only Ç´ÑÒµ. As each phase, except possibly the last phase, is composed of at least Ø update operations, we can cover this cost by charging Ç´ÑÒ Øµ of these operations to each update.
Each delete operation involves the recomputation of up to ¾Ø trees. This is easily done in Ç´ÑØµ time. An insert operation is even cheaper as only two trees need to constructed. The total expected amortized cost per an insert or delete operations is therefore Ç´ÑÒ Ø · ÑØµ. When Ø Ô Ò, the first term dominates the second and the expected cost per operation is Ç´ÑÒ Øµ, assuming that at least Ø update operations are performed. The query time is clearly Ç´Øµ.
As presented, the algorithm is randomized (Las Vegas). It turns out, however, that the same time bounds may be obtained using the decremental algorithm of Frigioni et al. [8] , as the total running time of their algorithm is Ç´ÑÒ · Ð ¡Ñµ, where Ð is the number of delete operations performed. (Obtaining such a result when each delete operation deletes only one edge from the graph is easy. Handling the more general case in which each delete operation may delete an arbitrary set of edges from the graph requires more care. The full details will appear in the full version of this paper). 
The second fully dynamic algorithm
Our second fully dynamic reachability algorithm is given in Figure 3 . It is essentially a combination of a second algorithm of Henzinger and King [10] with our decremental reachability algorithm, or with the algorithm of Frigioni et al. [8] .
The algorithm again works in phases. In the beginning of each phase, a decremental reachability data structure is again initialized. The algorithm again maintains a set Ë of special vertices. For each vertex Û ¾ Ë, the algorithm maintains an in-tree Á Ò´Ûµ and an out-tree ÇÙØ´Ûµ. These trees are shortest-paths trees that contain all vertices that are at distance at most´Ò ÐÒ Òµ Ø from Û, where is some fixed constant. (For concreteness, we choose ½¼.)
These trees are maintained using the algorithm of Even and Shiloach [7] . In the beginning of each phase, Ø random vertices are placed in Ë. When a set of edges Ú touching Ú is inserted, we add Ú to the set Ë of special vertices and construct shortest-paths trees Á Ò´Úµ and ÇÙØ´Úµ of depth at most´Ò ÐÒ Òµ Ø rooted at Ú. When the size of the set Ë reaches ¾Ø, a parameter fixed in advance, the phase is over, and all data structures are reinitialized.
The deletion of an arbitrary set ¼ of edges is handled as follows. First, the edges of ¼ are removed from the decremental data structure. Next, for every Û ¾ Ë, the shortest-paths trees Á Ò´Ûµ and ÇÙØ´Ûµ are updated using the algorithm of Even and Shiloach [7] .
A query ÕÙ ÖÝ´Ù Úµ is answered as follows. First the decremental data structure is queried to see whether there is a directed path from Ù to Ú composed solely of 'old' As stated, the lemma applies to a fixed graph. However, it is easy to adapt it to our dynamical setting: The random set Ë may be chosen, of course, without knowing the sequence of graphs. Due to lack of space, we omit the straightforward proof of the lemma. We note in passing that similar ideas are also used by Zwick [22] and King [15] . Proof: The correctness of the algorithm follows easily from Corollary 4.3. We omit the details, due to lack of space. As with the previous algorithm, the Ç´ÑÒµ complexity of setting up and maintaining the decremental data structure is split among the at least Ø updates operations of a phase.
In the beginning of each phase, the algorithm also sets up ¾Ø shortest-paths trees of depth at most´Ò ÐÒ Òµ Ø. The cost of setting up and maintaining these trees throughout the phase, using the algorithm of Even and Shiloach [7] , is 
A third fully dynamic reachability algorithm
Our third fully dynamic reachability algorithm for general graphs is given in Figure 4 . It is somewhat similar to our second algorithm. However, it does not maintain the matrices £ ½ and ¾ , and it uses a fully dynamic algorithm, e.g., the algorithm of Demetrescu and Italiano [6] , to maintain the matrix £ . We claim: A very simple fully dynamic reachability algorithm for acyclic graphs is presented in Figure 5 . The algorithm is based on the main idea of King [15] . The acyclicity assumption allows us to greatly simplify the algorithm, and to obtain the first fully dynamic reachability algorithm, for acyclic graphs, with a linear, i.e., Ç´Ñµ, amortized update time. The query time of the algorithm, Ç´Ò ÐÓ Òµ, is quite large. However, it is still much faster than the ª´Ñµ time that may be needed to answer such a query without a dynamic data structure.
Italiano [14] showed that, in acyclic graphs, a forest of reachability trees, one rooted at each vertex, can be decrementaly maintained in Ç´ÑÒµ total time. His result is, in fact, stronger. Each one of these trees can be individually maintained in Ç´Ñµ total time. Our algorithm exploits this fact. Proof: The algorithm starts by constructing a forest of in-trees and a forest of out-trees. Each one of these trees is individually maintained using the data structure of Italiano [14] . When a set ¼ of edges is deleted, we simply update each one of these trees individually. To insert a set Ú of edges, we simply rebuild the trees Á Ò´Úµ and ÇÙØ´Úµ. The cost of building these two trees, and of maintaining them through all future delete operations is only Ç´Ñµ. Thus, the cost of all delete operations is covered by either the initialization cost, of Ç´ÑÒµ, or by preceding insert operations.
A query ÕÙ ÖÝ´Ù Úµ is answered by checking whether there is a Û ¾ Î such that Ù ¾ Á Ò´Ûµ and Ú ¾ ÇÙØ´Ûµ.
If there is a path Ô from Ù to Ú, then this condition holds when Û is the last vertex on the path that was the center of an insert operation, or by Ù and Ú themselves, if no such insertions took place. 6 Dynamic estimation of the size of reachability sets Cohen [3] presents an Ç´Ñµ time randomized algorithm that estimates, for every vertex of a given directed graph, the number of vertices that are reachable from that vertex. We discuss here adaptations of her ideas to the dynamic setting.
One of the variants of the algorithm of Cohen [3] works roughly as follows. It chooses a random permutation on the vertices of the graph and labels the vertices according to it. For every vertex Ú, it then finds the smallest label ×´Úµ assigned to a vertex reachable from Ú. In the static setting, this can be easily done in Ç´Ñµ time. Then, Ò ×´Úµ is a reasonable estimate to the number of vertices reachable from Ú. To obtain higher accuracy and higher confidence, this experiment is repeated several times and the results are combined in several possible ways. See Cohen [3] for exact details.
We make here the simple observation that a request to estimate the size of a reachability set can be reduced to Ç´ÐÓ Òµ reachability queries. This is done as follows. Let ¼. Add ÐÓ ½·¯Ò new vertices Ù ½ Ù ¾ Ù to the graph. For every ½ , add an edge´Ú Ù µ for every vertex Ú ¾ Î whose label is in ´½ ·¯µ ½ ´½ ·¯µ ℄. Now, for every Ú ¾ Î , the queries ÕÙ ÖÝ´Ú Ù µ, for ½ , allow us to estimate ×´Úµ with a relative error of¯, which is good enough for our purposes. Furthermore, these queries involve only Ç´ÐÓ Òµ destinations. This can be exploited, especially in the semi-dynamic setting, to obtain more efficient algorithms. As mentioned in the introduction, we can obtain an incremental algorithm whose total running time is Ç´Ñ ÐÓ Ò · Õµ, and a decremental algorithm with the same time bound for acyclic graphs. Details will be given in the full version of the paper.
