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Lists and Social Media
Lists have long been an ordering mechanism for computer­mediated social interaction. While far from being the first such mechanism,












centralised  social  media  platforms  has  also  led  to  the  development  of  more  comprehensive  and  powerful,  commercial  as  well  as
scholarly, research approaches to the study of social media. Using the example of Twitter, this article discusses the challenges of such
“big data” research as it draws on the content lists provided by proprietary social media platforms.













contemporary  crisis  communication  (Bruns  et  al),  the  role  of  social  media  in  elections  (Burgess  and  Bruns),  and  the  nature  of
contemporary audience engagement with television entertainment and news media (Harrington, Highfield, and Bruns).
Using a custom installation of the open source Twitter archiving tool yourTwapperkeeper, we capture and archive all the available tweets
















In  order  to  process  the  data,  we  typically  run  a  number  of  our  own  scripts  (written  in  the  programming  language  Gawk)  which
manipulate or filter the records in various ways, and apply a series of temporal, qualitative and categorical metrics to the data, enabling
us to discern patterns of activity over time, as well as to identify topics and themes, key actors, and the relations among them; in some
circumstances we may  also  undertake  further  processes  of  filtering  and  close  textual  analysis  of  the  content  of  the  tweets. Network
analysis  (of  the  relationships  among  actors  in  a  discussion;  or  among  key  themes)  is  undertaken  using  the  open  source  application
Gephi. While a detailed methodological discussion is beyond the scope of this article, further details and examples of our methods and
tools  for  data  analysis  and  visualisation,  including  copies  of  our  Gawk  scripts,  are  available  on  our  comprehensive  project  website,
Mapping Online Publics.






As Manovich’s  term  implies,  the Big Data paradigm has  recently arrived  in media,  communication and  cultural  studies—significantly
later than it did in the hard sciences, in more traditionally computational branches of social science, and perhaps even in the first wave
of digital humanities research (which largely applied computational methods to pre­existing, historical “big data” corpora)—and this shift
has been provoked  in  large part by  the dramatic quantitative growth and apparently  increased cultural  importance of social media—
hence, “big social data.” As Manovich puts it:










media)  platforms.  APIs  are  technical  specifications  of  how  one  software  application  should  access  another,  thereby  allowing  the
embedding  or  cross­publishing  of  social  content  across  Websites  (so  that  your  tweets  can  appear  in  your  Facebook  timeline,  for
example),  or  allowing  third­party developers  to build additional  applications on  social media platforms  (like  the Twitter user  ranking
service Klout), while also allowing platform owners  to  impose de  facto  regulation on  such  third­party uses via  the  same  code. While
platform  providers  do  not  necessarily  have  scholarship  in mind,  the  data  access  affordances  of  APIs  are  also  available  for  research
purposes.
As Manovich notes, until very recently almost all truly “big data” approaches to social media research had been undertaken by computer
scientists  (464).  But  as  part  of  a  broader  “computational  turn”  in  the  digital  humanities  (Berry),  and  because  of  the  increased





much  as  it  does  the  fundamental  principles  of  computer  science.  In  turn,  such  new  and  often  experimental  tools  and  methods
necessarily also provoke new epistemological and methodological challenges.
The Twitter API and Twitter Archives
The  Open  API  was  a  key  aspect  of  mid­2000s  ideas  about  the  value  of  the  open  Web  and  “Web  2.0”  business  models  (O’Reilly),





For  Twitter,  the  shift  from  being  primarily  a  conversational
communication tool to being a global, ad­supported followers tool took
place  in  a  relatively  short  time  span.  This  shift  did  not  simply  result
from  the  owner’s  choice  for  a  distinct  business  model  or  from  the
company’s  decision  to  change  hardware  features.  Instead,  the
proliferation of Twitter as a tool has been a complex process  in which
technological  adjustments  are  intricately  intertwined with  changes  in
user base, transformations of content and choices for revenue models.
(van Dijck 343)
The  specifications  of  Twitter’s  API,  as  well  as  the  written  guidelines  for  its  use  by  developers  (Twitter,  “Developer  Rules”)  are  an






“Twitter  ecosystem”  (Twitter,  “Developer  Rules”),  including  third­party  developed  client  software  (like  Twitterific  and  TweetDeck),




company  locked  out  developers  and  researchers  from  direct  “firehose”  (very  high  volume)  access  to  the  Twitter  feed;  this  was
accompanied by a crackdown on free and public Twitter archiving services like 140Kit and the Web version of Twapperkeeper (Sample),
and coincided with the establishment of what was at the time a monopoly content licensing arrangement between Twitter and Gnip, a
company which  charges  commercial  rates  for  high­volume  API  access  to  tweets  (and  content  from  other  social media  platforms).  A
second wave of controversy among the developer community occurred in August 2012 in response to Twitter’s release of its latest API
rules (Sippey), which introduce further, significant limits to API use and usability in certain circumstances.
In  essence,  the  result  of  these  changes  to  the  Twitter  API  rules,  announced  without  meaningful  consultation  with  the  developer
community which created the Twitter ecosystem, is a forced rebalancing of development activities: on the one hand, Twitter is explicitly










temporarily—meaning  that  researchers  are  increasingly  forced  to  invest  time  and  resources  in  finding  workarounds  for  the  new
restrictions imposed by the Twitter API.
Technical, Political, and Epistemological Issues
In  their  recent  article  “Critical Questions  for Big Data,”  danah boyd and Kate Crawford have drawn our  attention  to  the  limitations,




case of Twitter  research we have no access  to an original  set of  texts—we can access only what Twitter’s proprietary and  frequently
changing API will provide.
The tools Twitter researchers use rely on various combinations of parts of the Twitter API—or, more accurately, the various Twitter APIs
(particularly  the Search and Streaming APIs). As discussed above,  of  course,  in  providing  an API,  Twitter  is  driven not  by  scholarly
concerns but by an attempt to serve a range of potentially value­generating end­users—particularly those with whom Twitter can create
business­to­business relationships, as in their recent exclusive partnership with NBC in covering the 2012 London Olympics.
The  following  section  from Twitter’s own developer FAQ highlights  the  potential  conflicts  between  the  business­case  usage  scenarios
under which the APIs are provided and the actual uses to which they are often put by academic researchers or other dataminers:
Twitter’s search  is optimized  to serve  relevant  tweets  to end­users  in




tweets  are  indexed  or  returned.  Some  results  are  refined  to  better
combat spam and increase relevance. Due to capacity constraints, the
index  currently  only  covers  about  a week’s worth of  tweets.  (Twitter,
“Frequently Asked Questions”)
Because external researchers do not have access to the full, “raw” data, against which we could compare the retrieved archives which we









cultural studies: what emerges  is a  form of data­driven research which  tends  towards abductive  reasoning;  in doing so,  it highlights

































available  to  non­programmers  are  still  limited  in  utility  in  comparison  to  what  can  be  achieved  using  raw  data  and  original  code
(Manovich, 472).
But code literacy is also a requirement of scholarly rigour in the context of what David Berry calls the “computational turn,” representing
a “third wave” of Digital Humanities. Berry suggests code and software might  increasingly become  in  themselves objects of, and not
only tools for, research:
I  suggest  that we  introduce  a  humanistic  approach  to  the  subject  of
computer  code,  paying  attention  to  the  wider  aspects  of  code  and
software,  and  connecting  them  to  the  materiality  of  this  growing
digital  world.  With  this  in  mind,  the  question  of  code  becomes
increasingly important for understanding in the digital humanities, and
serves  as  a  condition  of  possibility  for  the  many  new  computational




mediates  the cultures of use of  the platform, as well  as  reflexively engaging with  its mediating  role  in data­driven Twitter  research,
promotes  a much more materialist  critical  understanding  of  the  politics  of  the  social media  platforms  (Gillespie)  that  are  now  such
powerful actors in the media ecology.
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