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This paper is concerned with the problem of ﬁnding positive solutions u ∈ H10(Ω) of the
equation −u + (a∞ + a(x))u = |u|q−2u, where q is subcritical, Ω is either RN or an
unbounded domain which is periodic in the ﬁrst p coordinates and whose complement is
contained in a cylinder {(x′, x′′) ∈ Rp × RN−p : |x′′| < R}, a∞ > 0, a ∈ C(RN ,R) is periodic
in the ﬁrst p coordinates, infx∈RN (a∞ + a(x)) > 0 and a(x′, x′′) → 0 as |x′′| → ∞ uniformly
in x′. The cases a 0 and a 0 are considered and it is shown that, under appropriate
assumptions on a, the problem has one solution in the ﬁrst case and p+ 1 solutions in the
second case when p N − 2.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we are concerned with the problem
(P )
⎧⎪⎨
⎪⎩
−u + (a∞ + a(x))u = |u|q−2u in Ω,
u > 0 in Ω,
u ∈ H10(Ω)
where N  2, q > 2, q < 2NN−2 if N  3, and the domain Ω is either RN or an unbounded exterior domain having unbounded
boundary. In this last case Ω is supposed to be a smooth open subset of RN , periodic in p directions and whose complement
is bounded in the other l = N− p directions, more precisely, writing N = p+l, 1 p  N−1, and x= (x′, x′′) ∈ Rp×Rl = RN ,
Ω has to satisfy
(h1)
{
(i) ∃R ∈ R+ \ {0} s.t. (x′, x′′) ∈ RN \ Ω ⇒ |x′′| R;
(ii) ∃T = (t1, . . . , tp) ∈ Rp, ti > 0, i = 1, . . . , p, s.t. (x′ + Z T , x′′) ∈ Ω ⇔ (x′, x′′) ∈ Ω, ∀Z ∈ Zp .
The potential is assumed to be a function verifying
(h2)
{
(i) a ∈ C(RN ,R); a∞ ∈ R+; infRN {a∞ + a(x)} > 0; lim|x′′|→+∞ a(x) = 0 uniformly in x′;
(ii) a(x′ + Z T , x′′) = a(x′, x′′), ∀x ∈ Ω, ∀Z ∈ Zp .
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of the functional
E(u) =
∫
RN
[|∇u|2 + (a∞ + a(x))u2]dx
constrained on the manifold
M =
{
u ∈ H10(Ω):
∫
RN
|u|q = 1
}
.
However, it is well known that the usual variational methods cannot be applied directly due to the domain unbounded-
ness, that gives rise to a loss of compactness. This diﬃculty, that technically is expressed by the fact that the functional E
does not satisfy the basic Palais–Smale condition on M , makes problems like (P ) interesting and challenging. Indeed, during
the last decades, there has been a considerable amount of research on this subject, regarding autonomous and nonau-
tonomous equations. We refer the interested reader, for instance, to [3] for a description of the development of the research
on this subject, a discussion of the diﬃculties one has to face in different situations and the different ways to overcome the
diﬃculties, as well as a detailed bibliography (for very recent developments see also [11,12]).
Here we only recall that for Schrödinger problems in RN , the known results have been mostly obtained assuming that
the potential, as |x| goes to inﬁnity, either goes uniformly to a positive limit or is periodic in x. Furthermore, very few
researches deal with problems in exterior unbounded domains having unbounded boundary and no restriction on the size
of the complement. We mention that problem (P ) in the autonomous case, for a domain satisfying (h1), has been treated
in [4], and that, as far as we know, excepting the results in [10] (where different conditions on Ω are imposed), nothing
has been done in the nonautonomous case.
In the present work the potentials considered have a “mixed” behavior: in some directions they decay uniformly to a
positive limit, in some others they are periodic.
The main results we obtain are contained in the following two theorems:
Theorem 1.1. Assume (h2) holds, and
a(x) 0. (1.1)
If Ω = RN , assume, furthermore, (h1) holds and that
∃c > 0, r > 0, β ∈ (0,2√a∞ ), (xn)n in RN ,
∣∣x′′n∣∣ n→∞−−−→ +∞, s.t. for large n, a(x)−ce−β|x′′|, ∀x ∈ Br(xn). (1.2)
Then (P ) has (at least) one solution, up to translations.
Theorem 1.2. Let N  3 and p  N − 2. Assume (h2) holds,
a(x) 0, (1.3)
and
∃c > 0, r > 0, γ > 2√a∞ s.t. a(x′, x′′) ce−γ |x′′|, ∀x ∈ RN with |x′′| > r. (1.4)
When Ω = RN assume, furthermore, (h1).
Then (P ) has at least p + 1 solutions u1,u2, . . . ,up+1 not equivalent in the sense that ∀i = j, i, j = 1, . . . , p + 1, there is no
Z ∈ Zp such that ui(x′, x′′) = u j(x′ + Z T , x′′).
It is worth pointing out the different features of (P ) according to the sign of a(x). Indeed, the compactness situation,
in the sense of the behavior of the (PS)-sequences, appears strongly affected by the sign of a(x). As a consequence, when
a(x)  0, (P ) can be faced by a minimization argument, so the solutions, whose existence is stated in Theorem 1.1, are
ground state solutions. On the contrary, as we shall see in Proposition 2.1, when a(x) 0, the inﬁmum of E on M cannot
be achieved; the solutions of (P ), provided by Theorem 1.2, belong to higher energy levels and are obtained by min–max
arguments.
Moreover it must be remarked that, in the proof of both the theorems, a crucial role is played by the analysis of the
interaction between the potential a(x) and the positive solutions of the so-called limit problem −u+a∞u = |u|q−2u in RN .
We emphasize that both the theorems cannot be true just assuming (h2)(i) plus, when Ω = RN , (h1)(i), together with
either (1.1)–(1.2) or (1.3)–(1.4) respectively. Later on we provide, in Remarks 3.4 and 4.7, some examples that support this
assertion. On the other hand, we have to observe that the periodicity assumptions, (h1)(ii) and (h2)(ii) are conditions only
suﬃcient to guarantee the existence of solutions of (P ).
Let us stress, ﬁnally, the fact that, substituting the condition p  N−2 with the weaker condition p  N−1, Theorem 1.2
does not hold in general. Indeed it is easy to realize, using the nonexistence result in [7], that problem (P ) has no solutions
when a(x) ≡ 0 and Ω = {x ∈ RN : |x1| > 1}.
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ful facts are recalled and the nonexistence of ground states when a(x)  0 is discussed; Section 3 contains the proof of
Theorem 1.1 while Section 4 is devoted to prove Theorem 1.2.
2. Variational setting and preliminary remarks
In what follows, without any loss of generality, we assume a∞ = 1. Moreover we use the notation:
|u|q,D =
(∫
D
|u|q dx
) 1
q
, ‖u‖D =
(∫
D
(|∇u|2 + u2)dx)
1
2
, ∀u ∈ H10(D),
D ⊆ RN being an open smooth set. We just write |u|q , ‖u‖ and H1(RN ) when D = RN . If u ∈ H10(D), we also denote by u
its extension to RN obtained by setting u = 0 outside D. Throughout the paper c, c¯, c˜ denote various positive constants. We
set
m =min
{ ∫
RN
(|∇u|2 + u2)dx: u ∈ H1(RN), ∫
RN
|u|q dx= 1
}
. (2.1)
The inﬁmum in (2.1) is achieved by a positive radial function ω, that is unique modulo translations and satisfying
lim|x|→+∞
∣∣D jω(x)∣∣|x| N−12 e|x| = α > 0, j = 0,1 (2.2)
(see [9] and [2]).
In what follows we set
ma = inf
M
E; (2.3)
next proposition shows that, when the problem is nonautonomous, the inﬁmum can be not achieved and that, moreover,
the same situation occurs, even for autonomous problems, when the unbounded domain Ω is not RN .
Proposition 2.1. Let Ω be unbounded and let (1.3) and (h2) hold. Assume, furthermore, either (a) when Ω = RN , a(x) ≡ 0 or (a′)
when Ω = RN , (h1) holds.
Then
ma =m (2.4)
and the inﬁmum is not achieved.
Proof. (1.3) implies
E(u) =
∫
Ω
(|∇u|2 + u2)dx+ ∫
Ω
a(x)u2 dxm+
∫
Ω
a(x)u2 dxm, (2.5)
∀u ∈ M . To see that the equality holds, let us consider the sequence deﬁned by
ωyn =
χ(x)ω(· − yn)
|χ(x)ω(· − yn)|q,Ω (2.6)
where, ∀n ∈ N, yn = (y′n, y′′n) ∈ Ω , |y′′n | → +∞; the function χ ∈ C∞(RN , [0,1]) when Ω = RN is just χ ≡ 1, when Ω = RN
it is a cut-off function verifying χ(x′, x′′) = χ˜ (|x′′|), where χ˜ is a nondecreasing function in R+ such that χ˜ (t) ≡ 0 if
t ∈ [0, R] and χ˜ (t) ≡ 1 if t  R + 1. The decaying property (2.2) implies
lim
n→+∞
∣∣χ(x)ω(x− yn) −ω(x− yn)∣∣q = 0,
lim
n→+∞
∥∥χ(x)ω(x− yn) −ω(x− yn)∥∥= 0.
The continuity of a, together with the periodicity and the decay assumptions on it, implies that there exists a constant c
such that |a(x)| c for all x ∈ RN . Moreover, ﬁxing arbitrarily ε, by using (2.2), the asymptotic decay of a and the relation
|y′′n | → +∞, we can ﬁnd a number ρ so that, for large n, |ωyn |2,RN\Bρ(yn)  ε and |a|1,Bρ(yn)  ε, Bρ(yn) being the open
ball of radius ρ centered at yn . Thus∫
RN
a(x)ω2yn =
∫
Bρ (yn)
a(x)ω2yn +
∫
RN\B (y )
a(x)ω2yn  c¯ερ n
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lim
n→+∞ E(ωyn ) =m (2.7)
and (2.4) is proved.
Suppose, by contradiction, that there exists u¯ ∈ M such that E(u¯) = m. This, by (2.5), would imply ∫
RN
a(x)u¯2 = 0 and∫
Ω
(|∇u¯|2+ u¯2)dx=m. Hence, by the uniqueness of the family realizing (2.1), u¯(x) = ω(x− x¯), for a suitable x¯ ∈ RN . This fact
gives a contradiction at once if Ω = RN because ω > 0 on RN ; if Ω = RN the contradiction is obtained because a(x) ≡ 0
and ω > 0 on RN imply
∫
RN
a(x)u¯2 > 0. 
The following proposition, whose proof is analogous to that of Corollary 2.3 in [4], states that in some energy range the
solutions of equation in (P ) have constant sign.
Proposition 2.2. If u solves equation in (P ) and has not constant sign then E(u/|u|q)  21−2/qma.
Next deﬁnitions and results allow us to put problem (P ) in the framework of the equivariant critical point theory.
We denote by G ( Zp) the noncompact group of the translations acting on RN by the action
AZ (x) ≡ AZ (x′, x′′) := (x′ + Z T , x′′) ∀Z ∈ Zp, ∀x= (x′, x′′) ∈ RN ,
being Z T = (z1t1, z2t2, . . . , zptp), and we consider the corresponding action on H1(RN ):
AZ (u)(x) := u(x′ + Z T , x′′) ∀u ∈ H10(Ω), ∀x= (x′, x′′) ∈ Ω.
Two functions u, v ∈ H1(RN ) are said G-equivalent, and we write u ∼ v , if and only if there exists Z¯ ∈ Zp such that u(x′, x′′) =
v(x′ + Z¯ T , x′′), ∀(x′, x′′) ∈ RN .
We remark that:
(a) the action of A on H1(RN ) is isometric, that is ‖AZ u‖ = ‖u‖, ∀u ∈ H1(RN );
(b) Ω is a G-invariant subset of RN , H10(Ω) and M can be seen respectively as a G-invariant subspace and a G-invariant
manifold of H1(RN ). Namely
x ∈ Ω ⇔ AZ (x) ∈ Ω, ∀Z ∈ Zp;
u ∈ H10(Ω) ⇔ AZ (u) ∈ H10(Ω), u ∈ M ⇔ AZ (u) ∈ M, ∀Z ∈ Zp;
(c) E :M → R is a G-invariant functional, that is E(AZ (u)) = E(u), ∀Z ∈ Zp .
Deﬁnition 2.3. Let c ∈ R; we say that the functional E satisﬁes the G-Palais–Smale condition at a level c on M , brieﬂy
G-(PS)c , if for every sequence (un)n , un ∈ M , such that
E(un) −→ c, ∇E |M(un) −→ 0, as n −→ ∞
(a Palais–Smale sequence) there exists a sequence (vn)n , G-equivalent to (un)n (i.e. vn ∼ un, ∀n ∈ N) and relatively compact.
We end this section recalling an abstract theorem of the equivariant critical point theory, that is a basic tool for the
proof of Theorem 1.2 and whose proof can be found in [4, Th. 2.7]:
Theorem 2.4. Let H be an Hilbert space on which a topological group G acts isometrically. Let M ⊆ H be a G-invariant C1,1-manifold
and f ∈ C1,1(M,R) a G-invariant functional. Put for any c ∈ R
f c = {u ∈ M: f (u) c},
Kc = {u ∈ M: f (u) = c, (∇ f )(u) = 0}.
Consider −∞ < a < b < +∞, assume Ka = ∅ = Kb and that f satisﬁes the Palais–Smale condition, modulo the action of the
group G, at every level c ∈ [a,b]. Then f has at least catG
f b
( f b, f a) critical points that are not G-equivalent and to which there
correspond critical levels lying in (a,b).
In the above theorem catG
f b
( f b, f a) denotes the G-equivariant category, in f b , of f b relative to f a , deﬁned by
Deﬁnition 2.5. Let A, B, Y , B ⊂ A ⊆ Y be closed G-invariant subsets of a normed space X on which a topological group G
acts. The G-equivariant category of A in Y , relative to B , denoted by catGY (A, B), is the least integer l such that there exist
(l + 1) closed G-invariant subsets of Y , C0,C1, . . . ,Cl and (l + 1) maps h j ∈ C(C j × [0,1], Y ), such that
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l⋃
j=0
C j, B ⊆ C0;
(b)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(i) h j(·, t) is G-equivariant ∀t ∈ [0,1], j = 0,1, . . . , l;
(ii) h j(c,0) = c ∀c ∈ C j, j = 0,1, . . . , l;
(iii) h0(c,1) ∈ B ∀c ∈ C0; h0(B, t) ⊂ B ∀t ∈ [0,1];
(iv) ∀ j = 1,2, . . . , l ∃w j ∈ Y such that h j(c,1) ∈ [w j] ∀c ∈ C j,
where [w j] denotes the orbit of w j with respect to the action of G .
For general information and more details on the equivariant critical point theory we refer the interested reader, for
instance, to [8,13].
3. Proof of Theorem 1.1
The ﬁrst goal of this section is to prove a result that provides us with the compactness we need to prove Theorem 1.1.
Proposition 3.1. Assume (1.1) and (h2) hold. If Ω = RN , assume furthermore (h1). If ma < m, then the functional E satisﬁes the
G-(PS) condition at the level ma.
Proof. In what follows we use the notation
‖u‖a =
[ ∫
RN
(|∇u|2 + (1+ a(x))u2)dx]
1
2
.
It is not diﬃcult to verify that, because of (h2), ‖ · ‖a is a norm in H1(RN ) and that is equivalent to ‖ · ‖.
Let (un)n , un ∈ H10(Ω), be a (PS)-sequence of E on M at the level ma , i.e.
(a)
∫
RN
|un|q = 1, E(un) = ‖un‖2a =ma + o(1),
(b)
∫
RN
(
(∇un,∇w) +
(
1+ a(x))unw)dx−μn
∫
RN
|un|q−2unw dx= o(1)‖w‖ ∀w ∈ H10(Ω)
(3.1)
with μn ∈ R.
Setting w = un in (3.1)(b), we obtain
μn −→ma as n −→ +∞. (3.2)
Being (un)n bounded in H10(Ω), a function u0 ∈ H10(Ω) exists such that: un ⇀ u0 in H10(Ω) and in Lq(Ω), un → u0
in Lqloc(Ω), un(x) → u0(x) a.e. in Ω . Moreover, by (3.1)(b) and (3.2), u0 satisﬁes
‖u0‖2a =ma|u0|qq. (3.3)
Let us ﬁrst show that if u0 = 0 then un → u0 in Lq(Ω) and in H10(Ω). Indeed, (3.3) and ‖u0‖2a ma|u0|2q give |u0|q  1. On
the other hand un ⇀ u0 in Lq(Ω) and |un|q = 1 imply |u0|q  1. Hence |u0|q = 1 and we conclude that (un)n goes to u0
strongly in Lq , then from (3.1)(b), (3.2) and (3.3) we obtain
lim
n→+∞‖un‖
2
a =ma|u0|qq = ‖u0‖2a .
Assume now u0 = 0, we are going to prove that a sequence (vn)n exists, that is G-equivalent to (un)n and relatively compact.
To this end, let us decompose RN into N-dimensional intervals Q j , each of them having sides of size (t1, . . . , tp,1,
1, . . . ,1) and chosen in such a way that 0 is the center of Q 0. Denoting, for all n ∈ N, by
dn =max
j∈N
|un|q,Q j
we have
1= |un|qq =
+∞∑
j=0
|un|qq,Q j maxj∈N |un|
q−2
q,Q j
+∞∑
j=0
|un|2q,Q j  d
q−2
n c˜
+∞∑
j=0
‖un‖2Q j  d
q−2
n c¯‖un‖2a
where c˜, c¯ are positive constants not depending on j.
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dn  γ > 0 ∀n ∈ N
for some γ ∈ R+ \ {0}.
Let yn ∈ RN be, for all n ∈ N, the center of an interval Q¯ n such that |un|q,Q¯ n = dn; since un goes to 0 in Lqloc(RN ), yn must
be unbounded. Set vn(x) := un(x+ yn), clearly ‖vn‖ = ‖un‖ and |vn|q = |un|q , so a function v0 exists so that vn ⇀ v0 weakly
in H1(RN ) and in Lq(RN ), vn → v0 in Lqloc(RN ) and a.e. in RN . Moreover, from |vn|q,Q 0 = |un|q,Q¯ n  γ > 0 and |vn|q = 1 we
deduce
v0 ≡ 0 and |v0|q  1. (3.4)
Now, observe that |y′′n | n→∞−−−−→ +∞ cannot occur. In fact, if this would happen then the asymptotic relation (h2)(i) together
with (3.1)(b) and (3.2) would allow to conclude∫
RN
(
(∇v0,∇w) + v0w
)
dx=ma
∫
RN
|v0|q−2v0w dx ∀w ∈ H1
(
R
N)
and, in particular,
‖v0‖2 =ma|v0|qq.
But, by deﬁnition of m, ‖v0‖2 m|v0|2q , hence |v0|q−2q  mma > 1, contradicting (3.4).
Thus (|y′′n |)n is bounded, so, taking into account (h1)(ii), and passing eventually to a subsequence, we can assume y′′n ,∀n ∈ N, are the center of the same interval Q¯ . Up to a translation, we can assume y′′n = 0, ∀n ∈ N, thus (vn)n turns out to
be G-equivalent to (un)n . To see that (vn)n is strongly convergent to v0, now, we just need to observe that yn = (y′n,0),∀n ∈ N, (3.1)(b), (3.2) imply v0 satisﬁes (3.3) and this fact with (3.4) allow to repeat the argument before used for un in the
case u0 = 0. 
Remark 3.2. We point out that the claim of Proposition 3.1 cannot be improved to obtain, as usual, that the G-Palais–Smale
condition holds at any level c <m. The example below shows that, on the contrary, the G-Palais–Smale condition can fail, at
some level c ∈ (ma,m), for some a satisfying the assumptions of Proposition 3.1. Actually, what is reasonable to expect (and
that a more complete analysis could show) is that the compactness is preserved in the energy interval [ma, (21−
2
q ma) ∧m).
Example. Let us denote by mε = min{
∫
RN
(|∇u|2 + εu2)dx: u ∈ H1(RN ), |u|qq = 1} and by uε the positive function real-
izing mε . It is known that limε→0mε = 0, so we can ﬁx ε¯ > 0 so small that 21−
2
q (mε¯ + ε¯) < m. Now, consider (P ) in
Ω = {(x1, x′′) ∈ R × RN−1, |x′′| > 1} with
a(x) = a(|x′′|)= {−1+ ε¯ if |x′′| 2R + 1,
0 if |x′′| 2R + 2
where R is chosen so large to guarantee∫
RN
(|∇[θR(|x′′|)uε¯(x− Re2)]|2 + ε¯[θR(|x′′|)uε¯(x− Re2)]2)dx
|θR(|x′′|)uε¯(x− Re2)|2q
<mε¯ + ε¯,
e2 = (0,1,0, . . . ,0) and θR ∈ C∞0 (R, [0,1]) such that θR(t) ≡ 1 ∀t ∈ [2,2R], θR(t) ≡ 0 ∀t ∈ [0,1] ∪ [2R + 1,+∞).
Then μ := infM E <mε¯ + ε¯ <m. So, the G-(PS)μ condition holds and μ is achieved by a function u¯. Setting, for all n
un(x) = u¯(x+ ne1) + u¯(x− ne1)|u¯(x+ ne1) + u¯(x− ne1)|q , e1 = (1,0, . . . ,0)
it is not diﬃcult to realize that (un)n is a sequence that does not satisfy the G-Palais–Smale condition at the level
21−
2
q μ <m.
The purpose of next lemma is aiding to evaluate the interaction between the potential and the functions realizing m.
Lemma 3.3. Let h ∈ C(RN ,R) be such that h(x′, x′′) = h˜(x′′), with h˜ ∈ C0(Rl,R). Then the relation
lim
ρ→+∞
[ ∫
RN
h(x)ω
[
(x− ρ y)]r dx] · exp(δρ) = 0
holds for all y ∈ RN with |y′′| 1, for all r  2 and for all δ < 2.
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of Lemma 4.7 in [4]. However we have to remark that, unlike Lemma 4.7 in [4], we do not need here any restric-
tion on the dimension p. Indeed, in that argument such a restriction originated from formula (4.23) where a term
like ((1+ |x′|2) 12 − 1)− 2p+1−N2 had to be summable close to 0, in Rp . In the corresponding step, here we get that ((1 +
|x′|2) 12 − δ2 )−
2p+1−N
2 must be summable, so no restriction is needed on p. 
We are now ready to give the
Proof of Theorem 1.1. Let us ﬁrst consider Ω = RN and assume a(x) ≡ 0 (the case a(x) ≡ 0 has been already discussed at
the beginning of Section 2).
Testing the functional E by the function ω, that realizes (2.1), we get
E(ω) =
∫
RN
(|∇ω|2 +ω2)dx+ ∫
RN
a(x)ω2 dx<m.
In view of Proposition 3.1, the minimization problem (2.3) has a solution that, by Proposition 2.2, does not change sign and
gives rise to a solution of (P ).
Let us consider, now, Ω = RN . Again we want to show that E(u) < m for some u ∈ M . To this end let us consider
functions ωxn deﬁned as in (2.6), but with the points xn as in (1.2), and let us evaluate E(ωxn ) for large n.
First note that for every u ∈ H1(RN ) exponentially decaying at inﬁnity
‖χu‖2 =
∫
RN
(|χ∇u + u∇χ |2 + |χu|2)
=
∫
RN
χ2
(|∇u|2 + |u|2)+ ∫
RN
|∇χ |2u2 + 1
2
∫
RN
∇χ2∇u2
=
∫
RN
χ2
(|∇u|2 + |u|2)+ ∫
RN
(
|∇χ |2 − 1
2
χ2
)
u2 (3.5)
and
|χu|qq = |u|qq +
∫
RN
(
χq − 1)uq. (3.6)
So, using Lemma 3.3 and taking into account the choice of χ , we get, for every δ ∈ (0,2),∥∥χ(x)ω(x− xn)∥∥2 m+ o(e−δ|x′′n |),∣∣χ(x)ω(x− xn)∣∣qq = 1+ o(e−δ|x′′n |).
On the other hand, ﬁxing δ ∈ (β,2), assumption (1.2) gives, for large n,∫
RN
a(x)
(
χ(x)ω(x− xn)
)2 −c ∫
Br (xn)
e−β|x′′|
(
ω(x− xn)
)2
dx
−c¯e−β(|x′′n |+r)
−c¯e−δ|x′′n |,
with c¯ > 0 constant.
Hence, for n large enough, we deduce
E(ωxn )
m− c¯ e−δ|x′′n | + o(e−δ|x′′n |)
[1+ o(e−δ|x′′n |)] 2q
<m. 
Remark 3.4. As anticipated in Section 1, we give here two examples that highlight the fact that, dropping the periodicity
assumptions, Theorem 1.1 is not true neither when Ω = RN nor when Ω = RN .
Example 1. Let us consider (P ) in
Ω =
{
(x1, x
′′) ∈ R × RN−1: |x′′| > 1+ π + arctg x1
}2
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ma := inf
{
E(u): u ∈ H10(Ω),
∫
Ω
|u|q dx= 1
}
. (3.7)
We claim that ma cannot be achieved. In fact, ﬁrst, observe that the equality
ma =min
{
E(u): u ∈ H10(Ω1),
∫
Ω1
|u|q dx= 1
}
, (3.8)
where Ω1 = {(x1, x′′) ∈ R × RN−1: |x′′| > 1}, is true, as can be seen translating in a suitable way a function realizing the
minimum (existing by Theorem 1.1) on the right hand side of (3.8).
Then, assume u¯ ∈ H10(Ω) exists realizing (3.7): of course u¯ = 0 in Ω1 \ Ω . On the other hand u¯ ∈ H10(Ω1) and, by the
equality (3.8), solves (P ) in Ω1, so u¯ > 0 in Ω1: a contradiction that proves the claim.
Example 2. Let a ∈ C(R,R) be an increasing function such that a(t) = − 12 in (−∞,2], a(t) = 0 in [3,+∞). Let us con-
sider (P ) in RN = R × RN−1, with
(i) a(x) = a(|x′′|), x′′ ∈ RN−1,
(ii) a˜(x) = ψ(x1) · a(x′′), x′′ ∈ RN−1
where ψ ∈ C∞(R, [0,1]) is so that ψ(t) = 0 ∀t ∈ (−∞,0], ψ(t) = 1 ∀t ∈ [1,+∞). Clearly a(x) satisﬁes (h2)(ii), a˜(x) does
not. Thus, being a(x)  0, a(x) ≡ 0, Theorem 1.1 ensures the existence of a positive solution ua of (P ) and
∫
RN
[|∇ua|2 +
(1+ a)u2a ]dx=ma <m.
On the other hand ma =ma˜ , in fact, being a˜(x) a(x), ma˜ ma holds, and, by translating ua , it is easy to realize ma ma˜ .
Hence we claim ma˜ cannot be achieved. Indeed a function v realizing ma˜ , would give rise to a solution of (P ) and, then,
would be positive in RN , so we would deduce
ma =ma˜ =
∫
RN
[|∇v|2 + (1+ a˜(x))v2]dx
and
ma 
∫
RN
[|∇v|2 + (1+ a(x))v2]dx< ∫
RN
[|∇v|2 + (1+ a˜(x))v2]dx=ma,
a contradiction.
4. Proof of Theorem 1.2
We begin this section by a proposition that supplies the compactness we need for proving Theorem 1.2.
Proposition 4.1. Assume (1.3) and (h2) hold. If Ω = RN , assume furthermore (h1). The functional E satisﬁes the G-(PS) condition in
the interval (m,21−2/qm).
Proof. The proof of Proposition 4.1 can be obtained arguing as for proving Proposition 3.1 in [4]. The only remark to keep in
mind is the following: considering a sequence (vn)n ⇀ 0, in H1(RN ), and a sequence (yn)n in RN such that: (i) |y′′n | → +∞,
(ii) vn(x+ yn) ⇀ v˜0 in H1(RN ) and (iii) vn(x+ yn) → v˜0 in L2loc(RN ), then∫
Ω−yn
(
1+ a(x+ yn)
)
φ · vn(x+ yn)dx−→
∫
RN
φ · v˜0 dx ∀φ ∈ C∞0
(
R
N),
because vn(x+ yn) → v˜0 in L2(supp(φ)) and, by (h2), a(x+ yn)φ → 0 in L2(supp(φ)). 
Next proposition is devoted to the study of the interaction between the periodic potential a(x) and the solutions of the
problem (2.1). This analysis is a crucial step for the proof of Theorem 1.2.
In what follows, for every y = (y′, y′′) ∈ RN we set
zy = (y′,1,0, . . . ,0).
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lim
ρ→+∞
∫
RN
a(x)
(
ω(x− ρw))2e2ρρ N−12 dx= 0. (4.1)
Proof. Set
α(x) =max{a(x): xi ∈ [0, ti], i = 1, . . . , p}.
Let us observe that α depends only on x′′ . Moreover, using (1.4), we easily deduce the existence of a constant c˜ > 0 such
that
α(x) c˜e−γ |x′′|, ∀x ∈ RN . (4.2)
In what follows we assume |w ′′| = 1; it is not diﬃcult to see that the argument, we are going to develop, works in an
easier way even for |w ′′| > 1.
Without any loss of generality we can assume w ′′ = (1,0, . . . ,0), thus to prove (4.1) it is suﬃcient to show∫
RN
α(x)
(
ω(x− ρz0)
)2
e2ρρ
N−1
2 dx
ρ→+∞−−−−−→ 0. (4.3)
Let ξ > 0 be ﬁxed so that γ (1− ξ) − 2> 0, then, using (4.2), we deduce∫
Bξρ (ρz0)
α(x)
(
ω(x− ρz0)
)2
e2ρρ
N−1
2 dx c˜e−γ (1−ξ)ρ+2ρρ N−12
∫
RN
(
ω(x− ρz0)
)2
dx
ρ→+∞−−−−−→ 0. (4.4)
On the other hand, setting xˆ= (xp+2, . . . , xN ) and using (2.2) and (4.2), we infer∫
RN\Bξρ (ρz0)
α(x)
(
ω(x− ρz0)
)2
e2ρρ
N−1
2 dx
 c˜
∫
RN\Bξρ (ρz0)
e−γ (x
2
p+1+|xˆ|2)1/2e−2[|x′|2+(xp+1−ρ)2+|xˆ|2]1/2
[|x′|2 + (xp+1 − ρ)2 + |xˆ|2]− (N−1)2 e2ρρ N−12 dx
= c˜
∫
RN\Bξρ (ρz0)
e−γρ
[( xp+1
ρ
)2+∣∣ xˆρ ∣∣2]1/2e−2ρ[( x′ρ )2+( xp+1ρ −1)2+∣∣ xˆρ ∣∣2]1/2+2ρ 1
ρN−1
1[∣∣ x′
ρ
∣∣2 + ( xp+1ρ − 1)2 + ∣∣ xˆρ ∣∣2] N−12
ρ
N−1
2 dx
= c˜
∫
RN\Bξ (z0)
e−ρ[γ (y
2
p+1+| yˆ|2)1/2+2(|y′ |2+(yp+1−1)2+| yˆ|2)1/2−2] 1
{|y′|2 + (yp+1 − 1)2 + | yˆ|2} N−12
1
ρ
N−1
2
ρN dy.
Now, denoting by I(y,ρ) the argument of the last integral, the inequality[
γ
(
y2p+1 + | yˆ|2
)1/2 + 2(|y′|2 + (yp+1 − 1)2 + | yˆ|2)1/2 − 2] γ |yp+1| + 2|yp+1 − 1| − 2> 0, ∀yp+1 ∈ R \ {0}, (4.5)
implies
lim
ρ→+∞I(y,ρ) = 0, ∀y ∈ R
N \ {0}. (4.6)
Moreover,
max
ρ∈R
e−ρdρ
N+1
2 =
(
N + 1
2e
) N+1
2
· 1
d
N+1
2
, ∀d > 0,
allows to obtain
max
ρ∈R
I(y,ρ) c¯ 1
[γ (y2p+1 + | yˆ|2)1/2 + 2(|y′|2 + (yp+1 − 1)2 + | yˆ|2)1/2 − 2]
N+1
2
1
{|y′|2 + (yp+1 − 1)2 + | yˆ|2} N−12
. (4.7)
Now, taking into account that (|y′|2 + (yp+1 − 1)2 + | yˆ|2)1/2 = 1+ 12 (−2yp+1 + y2p+1 + |y′|2 + | yˆ|2) + o(−2yp+1 + y2p+1 +
|y′|2 + | yˆ|2) and that γ > 2, easy computations show that the right hand side in (4.7) is a function that behaves like
1
(|y′|2+|y′′|)(N+1)/2 near the origin, so, being p  N − 2, it is summable around 0. On the other hand the same function is also
summable at inﬁnity, because N > 2. Thus, using (4.6) and (4.7), we get∫
RN\Bξρ (ρz0)
[
α(x)
(
ω(x− ρz0)
)2
e2ρρ
N−1
2
]
dx
ρ→+∞−−−−−→ 0
that, together with (4.4), gives (4.3). 
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introduction this condition, that appears also in Theorem 1.2, is not a technical one. Relaxing it to p  N −1, Proposition 4.2
too is not anymore true. Indeed, if this was the case, then also Lemma 4.7 and Theorem 1.1 of [4] could be proved with
such weaker condition, contradicting the nonexistence result already mentioned in Section 1.
In what follows we consider the sets
S := {(x′, x′′) ∈ RN : |x′′| = 2}, Σ := S + z0
and the family of functions deﬁned, for ρ > 0, by Ψρ :Σ × [0,1] → M as
Ψρ [y, σ ](x) = χ(x)[(1− σ)ω(x− ρ y) + σω(x− ρzy)]|χ(x)[(1− σ)ω(x− ρ y) + σω(x− ρzy)]|q,Ω ,
χ being the same function deﬁned in Proposition 2.1.
Next two lemmas provide basic estimates on the sets that are, in some sense, “copies” on M of the sets Σ and Σ ×[0,1]
respectively.
Lemma 4.4. Let the assumptions of Theorem 1.2 be satisﬁed. Then the inequalities
max
Σ
E
(
Ψρ [y,0]
)
>m, ∀ρ > 0, (4.8)
lim
ρ→+∞maxΣ E
(
Ψρ [y,0]
)=m (4.9)
hold.
Proof. Inequality (4.8) is a straightforward consequence of Proposition 2.1. Inequality (4.9) follows from the same argument
used to prove (2.7). 
Lemma 4.5. Let the assumptions of Theorem 1.2 be satisﬁed. Then there exists ρ¯ > 0 such that, for ρ > ρ¯ ,
max
Σ×[0,1] E
(
Ψρ [y, σ ]
)
< 21−2/qm. (4.10)
Proof. First observe that, from (3.5), we deduce, for every u ∈ H1(RN ) exponentially decaying at inﬁnity,
‖χu‖2 =
∫
RN
(|χ∇u + u∇χ |2 + |χu|2) ‖u‖2 − ∫
RN
(χχ)u2. (4.11)
Moreover, setting
ερ :=
∫
RN
[
ω(x− ρ y)]q−1ω(x− ρzy)dx=
∫
RN
ω(x− ρ y)[ω(x− ρzy)]q−1 dx,
Proposition 1.2 of [1] together with (2.2) yield
lim
ρ→+∞ερ
[
(2ρ)
N−1
2 exp(2ρ)
]= c˜ > 0. (4.12)
On the other hand, it is well known (see e.g. [5, Lemma 4.7]) that the following algebraic relation holds, for every a,b ∈ R+ ,
q 2,
(a + b)q  aq + bq + (q − 1)(aq−1b + bq−1a); (4.13)
moreover, by Lemma 4.7 of [4], the asymptotic relation
lim
ρ→+∞ supΣ×[0,1]
[ ∫
RN
h(x)
[
(1− σ)ω(x− ρ y) + σω(x− ρzy)
]r
dx
]
· ρ N−12 exp(2ρ) = 0 (4.14)
holds true, for every r  2, when Ω = RN , h is as in Lemma 3.3 and 1 p  N − 2, N  3.
So, using (3.6), (4.11), (4.12), (4.13) and (4.14), we obtain∥∥χ(x)[(1− σ)ω(x− ρ y) + σω(x− ρzy)]∥∥2  [(1− σ)2 + σ 2]m+ 2σ(1− σ)mερ + o(ερ),
and ∣∣χ(x)[(1− σ)ω(x− ρ y) + σω(x− ρzy)]∣∣q  ((1− σ)q + σ q)|ω|qq + (q − 1)[(1− σ)q−1σ + σ q−1(1− σ)]ερ + o(ερ).q
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RN
a(x)
[
(1− σ)ω(x− ρ y) + σω(x− ρzy)
]2
dx 4
∫
RN
a(x)
[
ω(x− ρ y)2 +ω(x− ρzy)2
]
dx= o(ερ).
Hence we obtain
E
(
Ψρ [y, σ ]
)
 [(1− σ)
2 + σ 2]m+ 2σ(1− σ)mερ + o(ερ)
([(1− σ)q + σ q] + (q − 1)[(1− σ)q−1σ + σ q−1(1− σ)]ερ + o(ερ))2/q
 (1− σ)
2 + σ 2
((1− σ)q + σ q)2/q m+ 2mη(σ )ερ + o(ερ),
where
η(σ ) = (1− σ)σ[(1− σ)q + σ q]2/q
{
1− q − 1
q
(1− σ)2 + σ 2
(1− σ)q + σ q
[
(1− σ)q−2 + σ q−2]}.
Now, being η(1/2) < 0, there exists a neighborhood I of 1/2 such that η(σ ) < c < 0, for all σ ∈ I . Hence, in view of (4.12),
we obtain, for large ρ ,
sup
Σ×I
E
(
Ψρ [y, σ ]
)
< 21−
2
q m.
On the other hand
lim
ρ→+∞ supΣ×([0,1]\I)
E
(
Ψρ [y, σ ]
)
m · sup
[0,1]\I
(1− σ)2 + σ 2
[(1− σ)q + σ q] 2q
< 21−
2
q m
so (4.10) is proven. 
Now, we recall the deﬁnition, given in [6], of a barycenter type function. This notion is useful to relate sublevel sets of
the functional E to subsets of RN . Set for all u ∈ Lq(RN )
u˜(x) = 1
μN
∫
B1(x)
∣∣u(y)∣∣dy ∀x ∈ RN
(μN is the measure of the unitary ball in RN ), and
uˆ(x) =
[
u˜(x) − 1
2
max
RN
u˜(x)
]+
∀x ∈ RN ;
then consider β : Lq(RN ) \ {0} → RN deﬁned by
β(u) = 1|uˆ|qq
∫
RN
(
uˆ(x)
)q
xdx.
The map β is continuous and veriﬁes, by symmetry,
β(ω) = 0; β(u(· − x¯))= β(u) + x¯ ∀u ∈ Lq(RN) \ {0} ∀x¯ ∈ RN .
Lemma 4.6. Let the assumptions of Theorem 1.2 hold and, when Ω = RN , let us assume a(x) ≡ 0. Set, for every r  0,
Br = inf
{
E(u): u ∈ M, ∣∣(β(u))′′∣∣ r}.
Then the inequalities
Br >m, (4.15)
Br  B0  max
Σ×[0,1] E
(
Ψρ [y, σ ]
)
(4.16)
hold for every r  0, and for large ρ .
Proof. Inequality (4.15) can be proved working as in Proposition 4.2 of [4], taking into account that if E(un) → m, then,
by (2.5), (un)n is a minimizing sequence for (2.1).
Inequalities in (4.16) are proved in Lemma 4.3 and Corollary 4.4 of [4]. 
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= RN . Hence
here we can assume a(x) ≡ 0.
By Lemmas 4.4–4.6 we can ﬁx ρ large enough to have
m <max
Σ
E
(
Ψρ [y,0]
)
< B3R  max
Σ×[0,1] E
(
Ψρ [y, σ ]
)
< 21−2/qm,
where R is the number deﬁned in (h1). Hence we can choose two values, S and P , of E , such that the inequalities
m <max
Σ
E
(
Ψρ [y,0]
)
< S < B3R  max
Σ×[0,1] E
(
Ψρ [y, σ ]
)
< P < 21−2/qm (4.17)
are true and, moreover, such that both, S and P , are not critical levels (otherwise there would exist inﬁnitely many critical
levels and we would be done).
Applying Theorem 2.4 we deduce the existence of at least catG
EP (E
P , ES ) not equivalent critical points, with correspond-
ing critical values lying in the interval (P,S).
Now, setting
Λ = {σ y + (1− σ)zy: y ∈ Σ, σ ∈ [0,1]},
in order to give a lower bound to the catG
EP (E
P , ES ), we prove that the inequality
catG
EP
(
EP , ES
)
 2 catGΛ(Λ,Σ) (4.18)
holds. Indeed, we already know, from Proposition A.1 in [4], that
catGΛ(Λ,Σ) = p + 1.
Put, for every c ∈ R, (Ec)+ = Ec ∩ {u  0} and (Ec)− = Ec ∩ {u  0}, then, to verify (4.18), we show that
catG
(EP )+
((
EP
)+
,
(
ES
)+) catGρΛ(ρΛ,ρΣ), (4.19)
catG
(EP )−
((
EP
)−
,
(
ES
)−) catGρΛ(ρΛ,ρΣ). (4.20)
Let us assume catG
(EP )+ ((E
P )+, (ES )+) = l and l ∈ N (if l = +∞ we are done). By deﬁnition, l is the least number for
which there exist (l+ 1) closed G-invariant sets Ti ⊂ (EP )+ , i = 0,1, . . . , l; (l+ 1) continuous maps θi :Ti × [0,1] → (EP )+ ,
i = 0,1, . . . , l and l points wi ∈ (EP )+ , i = 1,2, . . . , l, such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(EP )+ =⋃li=0 Ti, (ES )+ ⊆ T0,
θi(·, t) is G-equivariant1 ∀t ∈ [0,1], i = 0,1, . . . , l,
θi(u,0) = u ∀u ∈ Ti, i = 0,1, . . . , l,
θi(u,1) ∈ [wi] ∀u ∈ Ti, i = 1, . . . , l,
θ0(u,1) ∈ (ES )+ ∀u ∈ T0,
θ0(u, t) ∈ (ES )+ ∀u ∈ (ES )+, ∀t ∈ [0,1].
(4.21)
To obtain (4.19) we need to prove that
catGρΛ(ρΛ,ρΣ) l. (4.22)
To this aim, let us consider the sets
Ki :=
(
ξρ ◦ Ψ −1ρ
)
(Ti), i = 0,1, . . . , l,
where ξρ :Σ × [0,1] → ρΛ is
ξρ := ρ
(
(1− σ)y + σ zy
)
.
We remark that Ki are G-invariant subsets of RN and, by (4.17) and (4.21),
Ki ⊂ ρΛ,
l⋃
i=0
Ki = ρΛ, ρΣ ⊂ K0.
Denote, for all x = (x′, x′′) ∈ RN , with x′′ = 0, by Π(x) the unique point belonging to ρΣ and to the half line containing x
and having origin at (x′,0); then deﬁne, for i = 1,2, . . . , l
λi :Ki × [0,1] −→ ρΛ
1 That is θi(·, t) ◦ AZ = AZ ◦ θi(·, t), ∀Z ∈ Z.
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λi(x, t) =
{
(1− 2t)x+ 2th ◦ β(Ψρ ◦ ξ−1ρ (x)), 0 t  12 ,
h ◦ β ◦ θi(Ψρ ◦ ξ−1ρ (x),2t − 1), 12  t  1,
where
h(x′, x′′) =
{
(x′, x′′) if |x′′| |(Π(x))′′| or x′′ = 0,
Π(x) if |x′′| |(Π(x))′′|
and deﬁne
λ0 :K0 × [0,1] −→ ρΛ
by
λ0(x, t) =
⎧⎪⎪⎨
⎪⎪⎩
(1− 3t)x+ 3th˜(x), 0 t  13 ,
h˜(3tx+ (3t − 1)β(Ψρ ◦ ξ−1ρ (x))), 13  t  23 ,
h˜ ◦ β ◦ θ0(Ψρ ◦ ξ−1ρ (x),3t − 2), 23  t  1
where h˜ :RN → RN is given by
h˜(x′, x′′) =
⎧⎪⎨
⎪⎩
(x′, x′′) if |x′′| R,(
x′,
[
R + |(Π(x))′′ |−RR (|x′′| − R)
] x′′
|x′′|
)
if R  |x′′| 2R,
Π(x) if |x′′| 2R.
The maps λi , i = 0,1, . . . , l, are well deﬁned because Ψρ ◦ ξ−1ρ (x) is uniquely determined, even if ξ−1ρ can contain more
than one element.
Moreover, λi , i = 0,1, . . . , l, are continuous maps such that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λi(·, t) is G-equivariant ∀t ∈ [0,1], i = 0,1, . . . , l,
λi(x,0) = x ∀x ∈ Ki, i = 0,1, . . . , l,
λi(x,1) ∈ [h ◦ β(wi)] ∀x ∈ Ki, i = 1,2, . . . , l,
λ0(x,1) ∈ ρΣ ∀x ∈ K0,
λ0(x, t) ∈ ρΣ ∀x ∈ ρΣ, ∀t ∈ [0,1],
that completes the proof of (4.22). So (4.19) follows. An analogous argument allows to obtain (4.20). Thus (4.18) is proven.
The proof is completed observing that the 2(p + 1) critical points above found are constant sign functions, because
of Proposition 2.2 and (4.17), so we can conclude, thanks to the maximum principle, that there exist at least p + 1 (not
equivalent) solutions for (P ). 
Remark 4.7. We point out that also Theorem 1.2 cannot be true dropping the periodicity assumptions, that, of course, are
conditions only suﬃcient for the existence of solutions. In fact, choosing Ω as in Example 1 of Remark 3.4 and a(x) ≡ 0,
problem (P ) has no solution by the nonexistence theorem of [7].
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