SU(N)-Gauge Theories in Polyakov Gauge on the Torus by Ford, C. et al.
ar
X
iv
:h
ep
-th
/9
81
12
48
v1
  3
0 
N
ov
 1
99
8
FSUJ-TPI-98/13
November 1998
hep-th/9811248
SU(N)-Gauge Theories in Polyakov Gauge on the Torus1
C. Ford2 , T. Tok3 and A. Wipf4
Theor.–Phys. Institut, Universita¨t Jena
Fro¨belstieg 1, D–07743 Jena, Germany
Abstract
We investigate the Abelian projection with respect to the Polyakov loop operator
for SU(N) gauge theories on the four torus. The gauge fixed A0 is time-independent
and diagonal. We construct fundamental domains for A0. In sectors with non-
vanishing instanton number such gauge fixings are always singular. The singularities
define the positions of magnetically charged monopoles, strings or walls. These mag-
netic defects sit on the Gribov horizon and have quantized magnetic charges. We
relate their magnetic charges to the instanton number.
In the absence of dynamical fermions the relevant observables for confinement studies are
products of Wilson-loops [1]. At finite temperature T = 1/β the gauge potentials in the
functional integral are periodic in Euclidean time i.e.
A(x0 + β, ~x) = A(x0, ~x) , A(x) = Aµ(x) dx
µ
and one may use Polyakov loops [2]
P (~x) = tr (P(β, ~x)), where P(x0, ~x) = P exp
[
i
∫ x0
0
dτA0(τ, ~x)
]
(1)
as order parameters for confinement. Below we set P(β, ~x) ≡ P(~x).
We shall follow the strategy put forward by G. ’t Hooft [3] who considered Yang-Mills
theories on a Euclidean space-time torus T4. The torus provides a gauge invariant in-
frared cut-off. Its non-trivial topology gives rise to a non-trivial structure in the space of
Yang-Mills fields which yields additional information on the possible phases of Yang-Mills
theories.
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Since the gauge invariant P (~x) is a functional of A0 only, we seek a gauge fixing where
A0 is as simple as possible. In an earlier paper [4] we considered an Abelian projection
where the gauge-fixed A0 is time-independent and diagonal. The fixing hinges on the
diagonalization of the path ordered exponential P(~x). In the topologically non-trivial
sectors the gauge fixed potential has unavoidable singularities [5, 6]. These singularities,
which can be interpreted as magnetically charged ‘defects’, occur at points (or loops and
sheets) where P(~x) has degenerate eigenvalues. For SU(2) this happens when P(~x) = ±1l.
Associated with the gauge fixing procedure one can define an Abelian magnetic potential
Amag [5] on T
3. This allows us to precisely define the magnetic charge of any defect.
With the gauge group SU(2) the possible magnetic charges are quantized. While the total
magnetic charge on T3 is zero, the total magnetic charge of P(~x) = 1l defects is equal to the
instanton number q [7, 4, 8]. The relationship between magnetic charge and the instanton
number was considered earlier in a different context by Christ and Jackiw [9] and Gross
et.al [10].
In this letter we extend our results to SU(N) and show that the defects sit on the
Gribov horizon. Now the magnetic potential Amag, and hence the magnetic charge QM
are diagonal matrices. We find that there are N types of basic defects corresponding to
the N boundary faces of the fundamental domain for the gauge fixed A0. For a basic
defect, QM is an integer multiple of a fixed matrix. Much as in the SU(2) analysis there
is a simple linear relation between the total magnetic charge of a given type of defect and
the instanton number q. We again have overall magnetic charge neutrality on T3.
We view the four torus as R 4 modulo the lattice generated by four orthogonal vectors
bµ, µ = 0, 1, 2, 3. The Euclidean lengths of the bµ are denoted by Lµ (we may identify
L0 with the inverse temperature β). Local gauge invariants such as tr FµνFµν are periodic
with respect to a shift by an arbitrary lattice vector. However, the gauge potential A has
to be periodic only up to gauge transformations. In order to specify boundary conditions
for A on the torus one requires a set of SU(N) valued transition functions Uµ(x), which
are defined on the whole of R 4. The periodicity properties of A are as follows
A(x+ bµ) = U
−1
µ (x)A(x)Uµ(x) + iU
−1
µ (x)dUµ(x), µ = 0, 1, 2, 3 .
It follows at once, that the path ordered exponential P(x0, ~x) in (1) has the following
periodicity properties
P(x0+L0, ~x) = P(x
0, ~x)P(L0, ~x) , P(x
0, ~x+ bi) = U
−1
i (x
0, ~x)P(x0, ~x)Ui(0, ~x) . (2)
In the presence of matter in the defining representation5 the transition functions Uµ(x)
satisfy the cocycle conditions [3]
Uµ(x)Uν(x+ bµ) = Uν(x)Uµ(x+ bν) . (3)
Under a gauge transformation the pair (A,U) is mapped to
5For the more general twisted case, see [11, 12]
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AV (x) = V −1(x)A(x)V (x) + iV −1(x)dV (x) , UVµ (x) = V
−1(x)Uµ(x)V (x+ bµ) . (4)
The integer-valued instanton number
q =
1
16π2
∫
T
4
tr F ∧ F,
(5)
is fully determined by the transition functions [13]. In particular, if we take all Uµ to be
the identity or equivalently a periodic gauge potential then q = 0. Accordingly, if we are to
describe the non-perturbative sectors, one must consider non-trivial transition functions.
For a given q we only require one set of transition functions. If we have two sets with the
same instanton number then they are gauge equivalent [13]. In every instanton sector we
can choose transition functions with the following properties [4]
U0 = 1l, Ui(x
0=0, ~x) = 1l , i = 1, 2, 3, so that Ui(x+ b0) = Ui(x) . (6)
The condition that U0 = 1l is simply the statement that the gauge potentials are periodic in
time. With (2) and (3) one obtains periodicity of P(~x) in the three spatial directions. The
properties of the transition functions (6) imply that the instanton number is the winding
number of the map P(~x) : T3 → SU(N), i.e.
q =
1
24π2
∫
T
3
tr (P−1dP)3,
(7)
where P = P(~x), and T3 = {x ∈ T4|x0 = 0}. This can be deduced by performing the
gauge transformation V (x0, ~x) = P(x0, ~x) which transforms the transition functions to
UV0 = P(~x) , U
V
i = 1l and applying the well known formula for the instanton number in
terms of the transition functions [13].
Now we follow [14, 15, 16, 4] and seek a gauge transformation for which the gauge
transformed A0 is time-independent and diagonal. Consider the time-periodic gauge trans-
formation
V (x0, ~x) = P(x0, ~x)P−x
0/β(~x)W (~x),
where P(x0, ~x) is the path ordered exponential (1), and W (~x) diagonalizes P(~x),
P(~x) = W (~x)D(~x)W−1(~x). (8)
It follows at once that the gauge transformed A0,
AV0 = −
i
β
logD(~x), (9)
is indeed time-independent and diagonal. Whereas P(~x) is smooth the factors W (~x) and
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D(~x) in the decomposition (8) are in general not. The classification and implications of
these singularities are investigated below.
The decomposition (8) is not unique. In a first step we assign to P a unique diagonal
D(~ρ) = diag
(
e2πiρ1 , e2πiρ2 , . . . , e2πρN−1 , e2πiρN
)
(10)
in its conjugacy class. This is unique if we demand
~ρ ∈ F , where F = {~ρ ∈ RN |ρ1 ≥ ρ2 ≥ · · · ≥ ρN ≥ ρ1 − 1,
N∑
i=1
ρi = 0}. (11)
This means that the entries of D(~ρ) are ordered on the circle. The conjugacy classes are in
one-to-one correspondence with the points ~ρ in the fundamental domain F . This domain
is a simplex. At its extremal points all but one of the N inequalities in (11) become
equalities. The extremal point where the only inequality is ρσ > ρσ+1, where we have set
ρN+1 ≡ ρ1 − 1, is at
~ρ(σ) =
( σ︷ ︸︸ ︷
1, . . . , 1, 0 . . . , 0
)
−
σ
N
(
1, . . . , 1
)
, σ = 1, . . . , N.
The corresponding D is a center element of SU(N):
D(~ρ(σ)) = exp (2πiµ(σ)) = e
−2πiσ/N 1l, σ = 1, . . . , N. (12)
We have introduced
µ(σ) = diag
( σ︷ ︸︸ ︷
1, . . . , 1, 0 . . . , 0
)
−
σ
N
1l. (13)
The {µ(1), . . . , µ(N−1)} are the fundamental weights and µ(N) = 0. For example, for SU(3)
the fundamental domain F is an equilateral triangle, see fig.1, and for SU(4) a tetrahedron.
On the boundary face opposite to extremal point ~ρ(σ) the inequality ρσ ≤ ρσ+1 in (11)
becomes an equality. We call this (N−2)-dimensional face the σ-plane. If ~ρ lies on several
σ-planes, then D(~ρ) and hence P has several coinciding eigenvalues, see below. From now
on we shall assume that the argument ~ρ(~x) of D lies in the fundamental domain. Then (8)
assigns a unique ~ρ(~x) to each P(~x). We shall see that the singularities (so-called defects)
in the decomposition (8) occur at points ~x for which ~ρ(~x) is on the boundary of F .
The diagonalizing matrix W (~x) in (8) is determined only up to right-multiplication with
an arbitrary matrix commuting with D(~x)
W (~x) −→ W (~x)V (~x) , V (~x)D(~x)V −1(~x) = D(~x). (14)
At each point the residual gauge transformations V (~x) form a subgroup of SU(N) which
contains the maximal Abelian subgroup UN−1(1) of SU(N). At points where it is just this
4
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Figure 1: The fundamental domain F for SU(3). The extremal points of the simplex F
correspond to the center elements.
subgroup we can smoothly diagonalize the Polyakov loop operator. However, at points
where it is
H × U l(1) , H non-Abelian , rank (H) + l = N − 1 , (15)
the Polyakov loop P(~x) has degenerate eigenvalues and there are obstructions to diagonal-
izing it smoothly [4, 5, 6]. It is convenient to define the defect manifold
D = {~x ∈ T3|residual gauge group at ~x 6= UN−1(1)} (16)
on which the residual gauge symmetry is non-Abelian. A defect Dp is understood to be a
connected subset of D. In the neighbourhood of a defect the diagonalization is in general
not smoothly possible and the gauge fixing will be singular.
Now we classify the various defects arising in our gauge fixing. There is a defect
whenever P(~x) has degenerate eigenvalues, i.e. when ~ρ(~x) is on the boundary of F . When
~ρ(~x) lies on only one σ-plane forming the boundary of F then exactly two eigenvalues
coincide. We call this a basic σ-defect. Its residual gauge symmetry group SU(2)×UN−2(1)
is minimally non-Abelian. There are N types of basic σ-defects. If a defect lies on several,
say k, σ-planes, the non-Abelian part H of the residual gauge group has rank k. H is
generated by the SU(2)-subgroups associated to the σ-planes on which the defect lies.
Away from the defects W (~x) in (8) is unique up to a residual Abelian gauge transfor-
mation (14):
W (~x) −→W (~x)V (~x) with V (~x) = e−iλ(~x) ∈ UN−1(1) on Dc := T3 \ D . (17)
If we append to each point in Dc the set of all diagonalizing matrices W (~x) we obtain a
UN−1(1) principal bundle over Dc. If we can find a smooth global section in this bundle then
the diagonalization is smoothly possible outside of the defects, see also [17]. To investigate
the structure of the bundle we employ the Abelian UN−1(1) gauge potential, Amag(~x),
5
obtained by projecting the pure gauge AW = iW
−1dW onto the Cartan subalgebra,
Amag(~x) := (AW )c ,
where the subscript c denotes the diagonal part of AW (~x). This Abelian potential is
singular at the defects and on Dirac strings joining the defects. Under a residual gauge
transformation (17) the gauge potential transforms as
Amag −→ Amag + i(V
−1dV )c = Amag + dλ on D
c .
Since AW is pure gauge, the field strength corresponding to Amag is given by
Fmag = dAmag = i(AW ∧ AW )c , (18)
and it is invariant under residual Abelian gauge transformations.
A defect may carry N−1 quantized magnetic charges [18]. For each defect these charges
form a matrix QM in the Cartan subalgebra,
QM =
1
2π
∫
S
Fmag . (19)
Here S is a surface surrounding the defect. The charge matrixQM must satisfy the following
quantization condition
e2πiQM = 1l for each defect. (20)
This is just the standard magnetic charge quantization condition of Goddard et.al [19].
If a defect Dp divides D
c into disconnected parts, e.g. a closed wall which may extend
over the whole torus T3, some comments are in order. In this case the surface Sp surround-
ing the wall Dp consists of several connected parts. If the wall defect does not extent over
T
3 every part of Sp has no boundary and we get the above quantization condition, see also
[20]. If the wall-defect extends over T3 then each part of Sp also extends over T
3. But
since Fmag is periodic on T
3 the integral of Fmag over each part of Sp is again quantized,
since we get no contributions to the magnetic charge from the ‘boundary’ of the torus.
Depending on the residual gauge symmetry in the defects we get different types of
magnetic monopoles. This is most elegantly expressed if we introduce the simple roots and
the lowest root,
α(j) = diag(
j−1︷ ︸︸ ︷
0, . . . , 0, 1,−1, 0 . . . 0) and α(N) = diag(− 1, 0, . . . , 0, 1).
The simple roots are dual to the fundamental weights introduced earlier,
tr (α(i) · µ(j)) = δij , i, j ∈ {1, . . . , N−1}.
We have seen that to each basic σ-defect there is an associated residual symmetry group
SU(2). The root α(σ) generates the diagonal subgroup of this SU(2). Below we shall see
that a basic σ-defect has magnetic charge
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QM = mα(σ) with m ∈ Z, σ ∈ {1, . . . , N}. (21)
If a defect lies on two or more σ-planes then QM is an integer combination of the corre-
sponding α(σ),
QM =
N∑
σ=1
mσα(σ), mσ ∈ Z, mσ = 0 if defect is not on σ-plane. (22)
The mσ are not overdetermined because a defect can maximally lie on N − 1 of the σ-
planes. The charge matrix QM lies in the Cartan-subalgebra of the non-Abelian part H of
the residual symmetry group associated to the defect.
We shall also prove the following relation between the instanton number and the mag-
netic charges of defects of one type:
q = −
∑
σ-defects
mσ . (23)
Since (23) is valid for all types of defect it is immediately obvious that for |q| > 0 every
type of defect must be present. For example, in the case q = −1 the total magnetic charge
of a given type of defect is unity. The simplest (i.e. minimal) way of achieving this would
be to have exactly one monopole of each type. One is tempted to speculate whether this
minimal monopole content is always achieved for minimal action configurations, i.e. self-
dual solutions. Indeed, in the recent construction of the general q = 1 caloron solutions
(i.e. instantons on S1 × R 3) [21] each instanton has exactly N monopole ‘constituents’.
Since the magnetic field strength Fmag lives on the compact manifold T
3 it follows that we
have overall magnetic charge neutrality:
∑
all defects
QM = 0 . (24)
This also follows immediately from (21) and (23); in that it is apparent that the total
magnetic charge must be proportional to
∑N
σ=1 α(σ) = 0.
To derive the results (21,23) we assume that inside a defect the residual gauge group
is uniform. This assumption is made to avoid the complication of ‘defects within defects’.
Our arguments are based on the observation that
tr (P−1dP )3 = dA(σ), σ = 1, . . . , N (25)
where the 2-forms are
A(σ) = −6 tr
[
AW ∧AW
(
logD − 2πiµ(σ)
)]
+ 3 tr
[
AWD
−1 ∧ AWD
]
. (26)
These forms are smooth outside the defects, because they are invariant under the residual
Abelian gauge transformations (17). However, A(σ) can smoothly be continued into all but
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the σ-defects [22].
Now we make use of (25) to relate the magnetic charges of the σ-defects to the instanton
number. Away from such defects A(σ) is regular. Now we surround each σ-defect with a
closed surface S and pick a two form A(ρ) which is smooth inside S, see fig.2. Since a
defect can not lie on all faces constituting the boundary of F there is always at least one
such regular two form with ρ 6= σ. With (7,25) the instanton number reads
B (ρ1:
(σ )
outside (ρ2
(ρ3
S  =
A
AA
A
B1 1
D1
1
)
)
)
3S3D
DS2 2
Figure 2: We must choose two forms A(ρp) which are regular inside closed 2-surfaces Sp
containing σ-defects Dp. Shown are 3 topologically distinct defects: a point-, ring- and
wall-defect.
q =
1
24π2
∫
outside
dA(σ) +
1
24π2
∑
p
∫
Bp
dA(ρp) =
1
24π2
∑
p
∫
Sp
(A(ρp) −A(σ)),
(27)
where, since the 2-forms are periodic on T3, we get no contributions from the ‘boundary
of the torus’. Using (26) we obtain
A(ρ) −A(σ) = 12πi tr
(
AW ∧ AW (µ(ρ) − µ(σ))
)
.
Since the magnetic field Fmag is the projection to the Cartan of iAW ∧AW we find
A(ρ) −A(σ) = 12πtr
(
Fmag (µ(ρ) − µ(σ))
)
(28)
and end up with
q =
∑
Dp
tr
(
QM (µ(ρp) − µ(σ))
)
,
(29)
where we used (19). The sum extends over all σ-defects.
Let us have a closer look at the contribution
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tr
(
QM (µ(ρ) − µ(σ))
)
(30)
of a given basic σ-defect with minimal non-Abelian centralizer. Then all A(ρ) with ρ 6= σ
are regular at the defect and (30) must not depend on µ(ρ). By noting that the fundamental
weights are dual to the simple roots we see at once that QM must be proportional to α(σ).
With the quantization conditions (20) we arrive at
QM = mσ α(σ) mσ ∈ Z.
With (29) a basic σ-defect contributes −mσ to the instanton number.
A non-basic defect on the σ-plane must also lie on one of the other boundary-planes,
say the ρ-plane. Then we must not take the corresponding singular A(ρ) in (27) or µ(ρ)
in (30). We see that QM may be an integer linear combination of α(σ) and α(ρ). If the
defect lies on several σ-planes (22) holds. The representation (22) for the magnetic charge
is unique. Note that the results (22,23) are also correct in the presence of wall defects.
In [15, 4] it has been shown that the (singular) gauge fixing
A0 = (A0(~x))c
can be supplemented by additional gauge fixing conditions on the diagonal parts of A1, A2
and A3. This gauge can be achieved and is unique. One can show [23] that field dependent
part of the Fadeev-Popov determinant associated to these conditions is
det D0|H⊥, D0 = ∂0 − i[A0, . ]. (31)
Here H⊥ is the space orthogonal to the Cartan subalgebra. With (9,10) our gauge fixed
A0 is diagonal and time-independent,
A0 = −
i
β
logD(~x) =
2π
β
diag (ρ1(~x), . . . , ρN(~x)),
and ~ρ(~x) lies in the fundamental domain F . With
D0ψ = D
ξ0∂0(D
−ξ0ψDξ
0
)D−ξ
0
, ξ0 = x0/β.
the eigenvalue problem D0ψ = λψ on the space of time-periodic functions results in the
following simple equation for χ = D−ξ
0
ψDξ
0
:
∂0χ = λχ, with boundary conditions χ(x
0 + β) = D−1(~x)χ(x0)D(~x).
Now it is not difficult to prove [14, 24] that
det D0|H⊥ = C
∏
1≤i<j≤N
sin2 {π(ρi(~x)− ρj(~x))}
with a field-independent constant C. It is just the reduced Haar measure of SU(N) [25].
On the basic defects where either two ρ’s are equal or ρ1−ρN = 1 the Fadeev-Popov
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determinant has a root of multiplicity 2. More generally, on a (non-basic) defect where
the residual symmetry group is H × U l(1) the determinant has a root of multiplicity
dim (H) − rank (H). In particular, at the center elements the determinant has a root of
multiplicity N(N − 1). In other words, the multiplicity of the Fadeev-Popov determinant
at a defect is equal to the number of non-diagonal generators of the residual gauge group
at this defect. For a given ~x the corresponding zero modes χ of D0|H⊥ are just the elements
in H ∩ H⊥.
Since the Fadeev-Popov determinant vanishes on the boundary of F we conclude, that
the defects lie on the Gribov horizon. However, although the boundary of F has common
points with the Gribov horizon they are not the same. Because of the gauge fixing condi-
tions on the spatial components of the gauge potential the fundamental domain is smaller
(has lower dimension) than the domain bounded by the horizon.
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