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Abstract. Let G be a finite graph. A polynomial P(G, x) associated with G is defined, and a for- 
mula for p(G, x) in terms of the subgraphs of G is derived. This characterization is then applied 
to obtain results on coverings, l-factors and graphical reconstructions. 
G%!ill denote a finite undirected graph without multiple edges but 
possibly with loops. Let the vertices of G be IQ, . . . . u,. Label each edge 
ofGbyava[iableyk., l<k~:m. 
The variabk adjacency mu-ix of G, denoted A (G, y) is the tz X n 
symmetric matrix whose i-j mtry is yk if Ui and uj are joined by an edge, 
that edge being yk, and 0 otherwise. Note that if each yk is set equal to 
1 we obtain the usual adiacency matrix A(G). For a treatment of the in- ., 
formation obtainable from A(G) and various related graph matrices, the 
interested reader might consult [ 5, especially chapter 51. 
We define Y(G, x) to be det [A(G) + xl], where I is the n X n iden- 
tity matrix. This turns out to be more convenient han the characteristic 
polynomial of d(G). The latter seems first to have been investigated by 
Collatz and Sinogowitz [ 11. Note that P(G, 0) = det4(G). It is easy to 
show that P(G, X) is equal to the product oi’ the polynomials of the com- 
ponents of G. 
Let a circ&zl graph be a graph each of whose components is either 
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a ckcuit or an edge. Suppose K is a circuital subgraph of G such that the 
edges yki are in the circuits of K and the edges yk. are individual com- 
ponents of K. Define c(K, y) = (-1)” l 2C l n+Yki iI yiij, where K has e 
even components (i.e. comuonsnts with an even number of vertices) 
and c circuits of length >* 1 I
If K is not circuital, let c(K, v) = 0. In particular, the graph 4 with 
~10 vertices is considered circuit al, and Q(#, y) = 1. Just as A(G) is A(G, y) 
where each variable yk has been set equal to 1, let o(K) be o(K, y) where 
each _Vi r: 1. 
Tie fohr wing theorem, restricted to the class of graphs possessing no 
loops,, is dl le to Marary [ ::!! c The proof is identical in the case where C 
ma!{ have loops, hence is omitted. The number of vertices in a graph K 
is denoted /#I. If K is a subara?h of G and IKl = IGI,, K is said to be a 
spannilzg subgraph. 
Theorem 1, Let K’s f < 5 < S, be the spaming circuikzl subgraphs of 6. 
7hen 
detA(G,y)= i a&y). 
i= 1 
In particular, if G has no such $iubg;Pphs, its variable: determinant, 
det /1(G, y), is 0. We also deduce detA (G) = P(G, 0) = ZO(Ki). Hence 
Theorem 1 yields the constanj; term of P(G, x). 
We now derive an expressior! for P(G, X) in terms of the circuital 
subgraphs of G. Subsequent tc* the completion of this investigation we 
discovered an earlier proof of essentially this result in a \+>ctoral thesis 
by J. Ponstein [ 10, 5 5.21. However, basing our approach solely on 
Harary’s result (extended to graphs with loops) we give a much simpler 
proof. Assume now that G iMf is without loops. 
2, P(G, x) = 2Zo(JK)x+- sK’, where the sum panges over the 
subgraphs K uf G (in&d@ $ and Gk 
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Protxf. Modify G by adding a loop a.i every vertex. Label the new edge 
at Vi by yr, and denote the new graph G”. Applying Theorem 1, 
(1) detA(G”, y) =; a(K; y) 
i=l 
where Kt 1 < i < s, are the spanning circuital subgraphs of G*. Set each 
yk = 1 and each y: = x. Noticing that they; are along the diagonal of 
A (G*, y), we deduce from ( 1) 
(2) P(G, x) = ; u(J”3 x”i 
i=l 
where Kir has ni loops as components. But there is a l-1 correspondence 
between spanning circuital subgraphs Kr of G* and circuital subgraphs 
K of G: Given K, adding the loop at each vertex not in K yields one KE 
given Kir , deleting the loops yields a circuital subgraph K of G. When 
K and KFare SO related, PZi = ]KF I- IKI = n - IKI. Further, a(K) = o(KT) 
since K and K.F have the same number of even components as well as 
the same number of cicuits of’ length > I. Substituting in (2) we con- 
clude 
P(G,x) = i o(K)x”-~‘, 
i=l 
where the sum is over all circuital subgraphs of G. (Q, arises from the 
q consisting entirely of loops). Since a(K) = 0 when K is not circuital, 
we obtain the same value when summing over all subgraphs of G. 
Corolhry 1. Let G be a tree with ei sets Qf i disjoint edges, i > 0 ( e0 ‘I= 1). 
Then 
(3) P(G, X) = C (-!)iei.Y-2i . 
r-20 
y 2. G is bipartite iff PdG, xl consists only of powem of x of the 
same parity as n. 
Tnis is proved by means of Theorem 2 and a theorem of Konig [S, 
p. 1701: G is bipartite iff it contains no odd circuits. 
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Example. 4 lonsider the graph G of fig. 1. Then 
I 0 Y2 0 A(G, v) = Y2 0 Y3 
\ 
0 Y3 0 ’ 
Yl Ys Y4 
detA(G,y)=:y2y2 d- 2 2  4 yly3-2~‘lY2Y39/4a 
?.*I __.P _- 
.- 
circuital subga;tph K Ho p- KI 
- Y w-m 
v 1 x4 
yj, 1 Q i 6 5 -1 x= 
YO'YS 2 x 
YiYlYS 2 x 
. . 
YlY3 1 1 
w4 1 1 
Yl .woYs -2 1 
- ---_ -- --I_ a_ 
Hence P(G, x) = x 4 --5x2 + 4x, which may be verified directly from 
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5 L4pplications to l-factors and coverings 
T’hecwm 3. Ler T be a tree with n vertices, n even. The following are 
equivalent: 
00 w-l 0) 3 0 9 
(b) Z? has a I-factor (i.e. 3 n vertex-disjoint edges], 
(c) upon removing any vertex from T, exactly one odd component is 
formed. 
A theorem of Tutte [ 1 I] states that a graph G has a l-factor iff IGI 
is even and there is no set S of vertices of G whose removal produces a 
number of odd components exceeding c;rrd(s). Theorem 3 then asserts 
in part that in applying Tutte’s criterion to a tree, only sets 5 consisting 
of one element need be tested. 
Proof of Theorem 3. (a) * (b) follows from Corollary 1. 
(b) * (a) follows from the s ame corollary and the easily proven fact 
that a tree has at most one l-factor. 
(b) * (c) is a consequence of the above mentioned theorem of’I:tte. 
It remains only to prove that (c) =) (b): 
The ca3e ITI = 2 is trivial. If 1 Tj 2 3, there exists a vertex u in T fri:lm 
which originate at lea.st wo paths of length > 1 e Since F-U has one 
odd component, one of these paths must be of even length. Delete from 
T the vertices on this even path c;icept for u. The resulting tree has pro- 
perty (c) and hence a l-factor by the induction hypothesis. But then T 
itself has a l-factor. 
A point and an edge are said to cover each othf:r if they are incident. 
The smallest number of points (edges) required to cover all of the edges 
(points) of G is called the point (edge) covering number, denoted a,, [al 1. 
A set of vertices is called independent if no two vertices are adjacent. The 
largest number of vertices in any independent set of vertices in G is the 
point&dependence number PO of G. The largest number of independent 
edges in G is the edge-independence number fil . 
eorem 4. Let G be bipartite end connected. Suppose the lowest power 
of x to appear in PfG, xl is xd. Then 
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(;a;, a!1 := & G &ICI + d) ) 
W “0 := PI 2 4(lGll--d) , 
(c) equality ho”lds in (a] and (b) if G is a tree. 
Proof. By Theorem 2, there must be a, aV + ‘Past one circuital subgraph of 
G with lG{ -d vertices. But a bipartite graph has only even circuits by a 
theorem of Kijnig. Hence we can extract 1 (W-d)l vertex-disjoint edges 
from this subgraph. Therefore J3r > f (iGi--d). If G is a tree, it follows 
from Corollary 1 that the least power of x in P(G, x) appears in the 
term (- 1 )ieix’G’V2i, where ei , =I: 0, there are ei sets of i independent 
edges, and ej = 0 for i > i. It follows that d = 1Gi -2i and i = or . We 
c:onclude ihat p1 = 3 (iGl--d). The other (assertions of the theorem fol- 
Bow from the relations a0 + PC = a[1 + & = llG1 for connected graphs 
$7 (see, for example [ 4, Theorem 10.11) and pr = a0 for bipartite 
graphs [ 71 
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Let G and K be graphs with vertex sets ( Ui] and {ui} respectively, 
1 < i < n > 2. Let Gco = G-ui and Ki> -- G -- Ui. We call G and K U&Z~- 
related if (for a suitable order-kg of vertices) G,, z Ki,, 1 < i < n (T’ 
denotes isomorphism). Uklm’s Conjecture states that two Ulam-related 
graphs are isomorphic. Thz Gg will be called UZam subgraphs of G. If 
we label the edges of G by’ xi and those of K by + P G j G s and let 
G@ = G --x. and K@ = K--yi, we say G and K are Ulam (edge-related if 
(for a suitable ordering) C r(J) z K(fl, 1 < i < s. There is a corresponding 
edge form of’ Ulam’s corrjecture (see [ 3, p. 201). The @(!I are called 
Uam edge subgraphs of G. 
How similar are P(G, x) and P(K, X) when G and K are Ulam related? 
We now show they differ by a constant. 
Theorem 5. Let (;I have Ulam subgraphs $1, 1 < i < 11. Then 
P(G, xj = ,g P(G,, c) dif $- P(G, 0) l 
0 
eorem 2 we have 
$4 
(4) P(G, x) - P(G, 0) = Zo(K)Y- K’ 
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where the sum is over the subgraphs K of G with fewer than n vertices. 
Also 
(5) PU$,, 0 = WK)x n- ‘P-1 
summed over all the subgraphs of G,,. Lntegraling in (5) and then sum- 
ming over i we deduce 
(6) ix o(~xn-IKI x n 
i=l n-IKI = o i=l s C W,,, 0 dt 
where the second summation on the left is over the subgraphs K of G,, 
for each i (and hence yt- IKi # 0). 
A subgraph K of G is a subgraph of exactly 1y1- IKI Ulam subgraphs 
of G. Hence the sum on the left in (6) counts each subgraph K of G 
with fewer than PZ vertices exactly y1- IKI times. Therefore the left siae 
of (6) is identical to the right side of (4), and the theorem follow:;. 
Corollary 3. ti d P(G, x) = $!‘1 P( Gtl?, x) . 
A useful result would be the following: two Ulam-related graphs with 
the same polynomials are isomorphzc. Were this result available, one 
could give a new proof of the validity of Ularn‘s conjecture for trees 
[6], for it is not hard to prove, using Theorem 3, that P(G, x) is com- 
pletely determined by the Ulam subgraphs of G when G is a tree. One 
can find other structural conditions on G which assure that P(G, X) is 
determined by the GtO; g ra p hs satisfying such conditions weuld then 
satisfy Ulam’s conjecture. These types of conditions were +ldied in 
the author’s thesis. 
When, two graphs are Ulam edge-related we can say more’: r’kir 
polynomials arc identical. The proof is similar to that for I‘lxorem 4, 
and is omitted. 
eorem 6 Eef G be non-&xx&al with Warn edge subgraphs G(l), 
1 GiGs. Then 
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, O(K)PIK 
P(G, x) = ;: C L.P 
i’ =: 1 s--e(K) 
9 
w$iere the second sum ,k gyler the subgraphs K of G@ and e(K) denotes 
the numbe,r of edges in I’c, 
Theorem 5 can be a&lied to a problem intimately related to C’latn’s 
conjecture - that of redonstruction. Suppose we are given graphs Gi, 
1 < i < y& of FZ- 1 vertic$s each. A reconstruction is a graph G of n 
vertices uch that, for a suitable ordering of vertices, Gco z Gi. Fc_r a 
survey 0’ this problem, see [9j. if such a G exists, we can determine 
what P( C;, x) must be, t.12 tz ai’ constant, by means of Theorem 5. Now 
suppose we had a set of criteria or necessary conditions for iI poly- 
’ nomial to be that of a graph. Then we could apply them to the poly- 
nomial obtained from Theorem 5 and possibly deduce the existence 
or nonexistence of G. 
Although we have not attempted to find such criteria, ‘we can still 
illustrate this reasoning. Su.ppose we seek a reconstruction G for the 
fiye grap’hs of fiig. 2. Using Th.eorem 2we calculate, 
/ 
/ 
d 
/ 2 ;‘, 
0 \ \ \ \ \
b A-------A 
G, 
6 
G2 
Fig. 2. 
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P(C,,x)=P(G4,x):=x4-3x2 + 1, 
P($,X)=X4-3X2, 
P(G,, x)=x4-3$ + 2X) 
P(G,, x) = x4--x2 . 
Then if G exists, 
x 5 
P(G, x)-P(C, 0) = J C P(Gi, t) dt 
0 i=l 
= 
S 
-- (5t4-13t2 -I- 2t + 2) dt 
0 
= X5 +x3 +x2 + 2x. 
Since this cannot be a graph polynomial, no reconstruction exists. 
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