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Abstract
We consider short asymptotic expansions for the probability of a sum of i.i.d. random elements to hit a
ball in a Hilbert space H. The error bound for the expansion is of order O(n−1). It depends on the ﬁrst 12
eigenvalues of the covariance operator only. Moreover, the bound is non-uniform, i.e. the accuracy of the
approximation becomes better as the distance between a boundary of the ball and the origin in H grows.
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1. Introduction and main result
Let H denote a real separable Hilbert space with inner product (·, ·) and norm | · |. We assume
that H is an inﬁnite-dimensional space, although our results hold in a ﬁnite-dimensional case
provided the dimension of H is at least 12.
Let X1, . . . , Xn be i.i.d. random elements (r.e.) with values in H. Assume that E|X1|2 < ∞
and V denotes the covariance operator of X1, that is,
(V x, y) = E(X1 − EX1, x)(X1 − EX1, y) for all x, y ∈ H.
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Let2122 · · · be the eigenvalues ofV .Without loss of generalitywemay assume thatEX1 = 0
and E|X1|2 = 1. For an integer k > 0 we put k = E|X1|k ,
k(V ) =
k∏
i=1
−1i , ¯k(V ) =
(
k∏
i=1
−1i
)(k−1)/k
.
The sums Sn = n−1/2(X1 + · · · +Xn), n = 1, 2, . . . , converge weakly to Gaussian r.e.Y with
mean zero and the same covariance operator as X1.
Our aim is to get error bound in the short asymptotic expansion:
n(a, r) =
∣∣∣P(|Sn − a| < r) − P(|Y − a| < r) − n−1/2F1(r2)∣∣∣ , (1.1)
where a ∈ H , r0 and n−1/2F1(r2) is the ﬁrst term in an asymptotic Edgeworth type expansion
of P(|Sn − a| < r). This term is deﬁned by the condition F1(−∞) = 0 and its Fourier–Stieltjes
transform
Fˆ1(t) = − 2t
2
3
√
n
E exp{it |Y − a|2}
(
3(X1, Y − a)|X1|2 + 2it (X1, Y − a)3
)
.
The main result is the following theorem.
Theorem 1.1. There exists an absolute constant c such that
n(a, r)c(12, V )
(4 + E(a,X1)4)(1 + (V a, a))
n(1 + s)4 , (1.2)
where s = |r − |a|| and
c(12, V )c · (12(V ) + 414/99 (V ) −89 + 1/29 (V ) −49 ).
Here and throughout the paper we denote by c ( resp. c(·)), with or without indices, absolute
constants (resp. constants depending on the parameters in brackets). The same symbol may be
used for various constants.
Theorem 1.1 shows that we can use for approximation of P(|Sn − a| < r) so-called short
asymptotic expansions consisting from the limit distribution and term of order O(n−1/2) under
moment and dimension conditions only. We did not put any condition on the “smoothness” of
distribution like Cramer type condition. In order to get approximation of orderO(n−)with  > 1
the Cramer type condition is used (see e.g. [15]).
The bound (1.2) is best possible with respect to the dependence on n, the center of the ball
a, and the moment conditions (see [2,8]). The error n(a, r) decreases as the distance between
boundary of the ball and the origin grows. The dependence on s cannot be improved provided
4 < ∞ only, that is, we cannot put a factor (1 + s)−A with A > 4 in the right-hand side of
(1.2). Moreover, 12 largest eigenvalues of V are involved in the bound. This number of involved
eigenvalues cannot be made smaller in general case (see Lemma 2.6 for lower bounds in [8]). The
estimate (1.2) improves the result in Götze and Ulyanov [8], introducing a dependence on s on
the right-hand side of the inequality.
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The rates of convergence in the central limit theorem in H were considered in the works by
Prokhorov and Sazonov in 1960s (see [10,12]). The research was motivated by the fact that the
asymptotic properties of the so-called 2-statistics of Cramér and von Mises (see e.g. [1]) could
be considered in frame of a limit theorem for quadratic forms of sums of independent random
vectors in Hilbert spaces with special choice of these random vectors (see [12]). Since then further
reﬁnements and generalizations were successfully made by a number of authors. The study of
error bounds of short asymptotic expansions in the central limit theorem for quadratic forms
is closely related to the well-known lattice point problem in number theory (see e.g. Section 1
in [4]). Moreover, it gives interesting applications for multinomial goodness-of-ﬁt statistics. Let
Z1, . . . , Zn be i.i.d. random vectors in Rk+1 and distribution of Z1 be multinomial distribution
with parameters n, p1, p2, . . . , pk+1, where p1 + · · · + pk+1 = 1. We deﬁne for the vector
Z1 = (Z11, . . . , Z1,k+1)T a random vector X1 = (X11, . . . , X1k)T by formula X1i = Z1i − pi
for i = 1, . . . , k. The forms of a covariance matrix V of X1 and its inverse matrix V −1 are
well-known (see e.g. [9]). The distribution function of the classical Karl Pearson’s chi-square
goodness-of-ﬁt statistic is equal to P(STn V −1Sn < c). Yarnold showed (see [20]) that
P(STn V
−1Sn < c) = Gk(c) + Jn(B) + O(n−1),
where Gk(c) is the distribution function of chi-square distribution with k degrees of freedom
and Jn(B) is so-called relative lattice point remainder for an ellipsoid B =
{
x : xT V −1x < nc}.
Using a seminal result by Esseen [5] it was shown in [20] that Jn(B) = O(n−k/(k+1)) for all
k1. However, applying [7] it is possible to show (see [19]) that Jn(B) = O(n−1) provided
k5. In the considered ﬁnite-dimensional example in (1.1) we have a = 0 and hence F1 ≡ 0.
Then Theorem 1.1 implies non-uniform approximation
P(STn V
−1Sn < c) = Gk(c) + O
(
1
n (1 + √c)4
)
provided k12.
Siotani and Fujikoshi in [17] applied Yarnold’s approach not only to Pearson’s chi-square
statistic but to log-likelihood ratio and Freeman–Tukey statistics as well. In the case of last two
statistics the corresponding set B is not exactly an ellipsoid but only “approximated” by ellipsoid.
It is still an open problem to get Jn(B) = O(n−1). Similar problems arise for approximations for
the distributions of multinomial goodness-of-ﬁt statistics under local alternatives (see [18]).
In our paper we use extensively the methods developed in [8]. Moreover, we apply symmetriza-
tion inequality (see [6]), method of randomization and reduction of the problem to special type
of discrete random variables (see [4,21]), multiplicative inequality for characteristic functions of
lattice distributions (see [3]), smoothness lemma (see e.g. [11]). In order to make our presentation
shorter we lay out new approaches only, not repeating the known technique in detail.
2. Outline of the proof of the main result
First we introduce truncations of the original r.e. X1, . . . , Xn via
X¯j = XjI (|Xj | < √n), j = 1, . . . , n,
where I (A) denotes the indicator function of a set A.
We also introduce some intermediate r.e. Z¯1, . . . , Z¯n, which will help us to split the estimation
of n(a, r) into two parts which need to be handled by different arguments.
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Denote S¯n = n−1/2(X¯1 + · · · + X¯n), H¯n = n−1/2(Z¯1 + · · · + Z¯n). Then
n(a, r)n,1(a, r) + n,2(a, r), (2.1)
where
n,1(a, r) =
∣∣P(|Sn − a| < r) − P(|H¯n − a| < r)∣∣
and
n,2(a, r) =
∣∣∣P(|H¯n − a| < r) − P(|Y − a| < r) − n−1/2F1(r2)∣∣∣ .
Using standard techniques (see e.g.Lemmas1and2 in [16])we reduce theproblemof estimating
n,1(a, r) to the estimation of
′n,1(a, r) =
∣∣P(|S¯n − a| < r) − P(|H¯n − a| < r)∣∣ .
The purpose of introducing intermediate r.e. is to obtain the optimal order of the bounds with
respect to the number of the summands n. We choose Z¯1, . . . , Z¯n in such a way that the ﬁrst three
moments of X¯1 and Z¯1 are close if n is sufﬁciently large. Thus, in particular the difference of the
characteristic functions of |X¯1|n−1/2 and |Z¯1|n−1/2 tends to zero as n tends to inﬁnity as fast as
we need.
One of the well-known procedures we use here is representing the distribution of X¯1 as a linear
combination of two probability measures, say Q1 and Q2, where Q1 is concentrated in a ball of
radius L in H. For more details see Yurinskii [21] and Lemmas 8, 10 and 11 in Sazonov et al.
[16].
When estimating ′n,1(a, r) the most difﬁcult part will be the case when n/L2 > c (with
sufﬁciently large c). In such case we use the so-called “smoothing technique”. Let  be a real
random variable with a Lebesque density. For integer i0 we deﬁne Ci(a) = {r : r > 0, |r −
|a|| i},
(i) = sup
Ci(a)
|r − |a||4
∣∣∣P(|S¯n − a|2 < r2) − P(|H¯n − a|2 < r2)∣∣∣ , (2.2)
T (a, r) =
∣∣∣P(|S¯n − a|2 + T −1 < r2) − P(|H¯n − a|2 + T −1 < r2)∣∣∣ ,
T = sup
C1(a)
|r − |a||4 · T (a, r). (2.3)
Here T 1 denotes a smoothing parameter. In Lemma 3.2 we prove that if (0) = (2) =  then
for any T 1 the inequality
64T + c(3, V )/T (2.4)
holds, where c(3, V ) depends on the three largest eigenvalues of V only. Note that in the case
when the supremum of the function s4′n,1(a, r) is reached at the values of s close to zero then
(1.2) follows from the known uniform bounds (see the proof of Theorem 1.1 in Section 4). On the
other side, the inequality (2.4) shows that if the supremum is reached at the values of s not close
to zero (the point “two” is chosen for convenience), the supremum can be estimated in terms of
the supremum of a similar function of the smoothed random variables. We can estimate T by
using the properties of the chosen intermediate distribution and methods similar to those used in
Sazonov et al. [16] and Götze and Ulyanov [8].
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In order to get bound for n,2(a, r) we also use the properties of Z¯1, . . . , Z¯n and Lemma 3.3.
The optimal order of the bound is O(n−1).
In Section 4 we proceed with the detailed proof of the theorem.
3. Auxiliary lemmas
In the following (i) and T denote functions introduced in (2.2) and (2.3), where  is a random
variable with density function
p(x) = c8 · [sin(x/8)/(x/8)]8 with c8 =
(
8
∫
(sin x/x)8 dx
)−1
.
Evidently, there exists  > 1 such that E|| for  = 1, . . . , 4. Moreover, we shall use the fact
that characteristic function g(t) of  equals 0 for all t : |t |1.
We mentioned in Section 2 that we shall use intermediate r.e. Z¯1, . . . , Z¯n. We assume that they
are i.i.d. and that the distribution of Z¯1 is the same as the distribution of 1(X¯1 − EX¯1) + Y1,
where Y1 is a Gaussian (0, V/2) r.e. and 1 is a bounded real random variable such that
E1 = 0, E21 = 12 , E31 = 1.
According to Lemma 4 in Sazonov [13, p.85] we get close moments of the ﬁrst three orders for
r.e. Z¯1 and X¯1.
Lemma 3.1. Let (0) = (2) = . Then there exists an absolute constant c such that for any
T 1
64T + cT −1 · ¯3(V ). (3.1)
Proof. It follows from the deﬁnition of  that there exists r0 ∈ C2(a) such that either
|r0 − |a||4
[
P(|S¯n − a|2 < r20 ) − P(|H¯n − a|2 < r20 )
]
/2 (case A)
or
|r0 − |a||4
[
P(|H¯n − a|2 < r20 ) − P(|S¯n − a|2 < r20 )
]
/2 (case B).
At ﬁrst we consider case A.
Using the bounds for density function of norm of Gaussian r.e. (see e.g. Lemma 13 in [16]) we
get for r ∈ C2(a) and h1, h2 : 0 < h1, h2 < 12 , h1 < r2,
P(r2 − h1 < |H¯n − a|2 < r2 + h2)
 c˜1 · (h1 + h2)¯3(V )
×
[
min{|(r2 − h1)1/2 − |a||, |(r2 + h2)1/2 − |a||}
]−4
. (3.2)
Let us take an absolute constant c˜ : c˜ > max{ 2048c˜1, 4(E|S¯n|4 + E|H¯n|4)}.
Put h0 = /(c˜ ¯3(V )). Then we have h0 < 14 .
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For any r ∈ C2(a) and h min{1, r2} we have (r2 ± h)1/2 ∈ C1(a). Hence,
T 
∣∣∣(r20 + h0)1/2 − |a|∣∣∣4
[∣∣∣∣
∫
|u|<h0
[
P(|S¯n − a|2 < r20 + h0 − u)
−P(|H¯n − a|2 < r20 + h0 − u)
]
PT −1(du)
∣∣∣∣
−
∣∣∣∣
∫
|u|h0
[
P(|S¯n − a|2 < r20 + h0 − u)
−P(|H¯n − a|2 < r20 + h0 − u)
]
PT −1(du)
∣∣∣∣
]
=: |I1| − |I2|. (3.3)
Here PT −1 is the distribution of  · T −1. It is easy to see that |I1| is not less than∣∣∣(r20 + h0)1/2−|a|∣∣∣4
∫
|u|<h0
[
P(|S¯n − a|2<r20 ) − P(|H¯n − a|2<r20 + 2h0)
]
PT −1(du).
(3.4)
Since P(|| < T h0)1− c˜ ·  ¯3(V )/(T ), it follows from (3.2) and (3.4) that for |r0 − |a||2
and h0 < 14 we get
|I1|/64 − 8c˜ · ¯3(V )T −1. (3.5)
Now we estimate |I2| from above. Let E = (−∞,−h0] ∪ [h0, h0 + r20 ] and
g(r, h, u) = r2 + h − u. Then
|I2|  8
∫
u∈E
⎡
⎣(g1/2(r0, h0, u) + |a|
(r20 + h0)1/2 + |a|
)4
(g1/2(r0, h0, u) − |a|)4 + u
4
((r20 + h0)1/2 + |a|)4
⎤
⎦
×
∣∣∣P(|S¯n − a|2 < g(r0, h0, u)) − P(|H¯n − a|2 < g(r0, h0, u))∣∣∣PT −1(du)
 8
∫
u∈E
(
(r20 + h0 − u)1/2 + |a|
(r20 + h0)1/2 + |a|
)4
PT −1(du) +
8
T 4
[
(r20 + h0)1/2 + |a|
]−4
 8
T 4
+ 8
∫
|u|h0
(
1 + |u|
1/2
(r20 + h0)1/2 + |a|
)4
PT −1(du)
 8
T
(
1 + 8 c˜

¯3(V ) + 8 
T
)
. (3.6)
We may assume that T E|S¯n|4 + E|H¯n|4 since otherwise (3.1) obviously holds. Then /T 1
and we deduce from (3.3), (3.5) and (3.6) that
64T + 4608(1 + c˜) 
T
¯3(V ). (3.7)
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Now we proceed to case B. First, we prove that r20 2h0. Indeed, the inequality r20 < 2h0 is
possible only if |a|r0 + 2. Then by (3.2) we obtain

2
 |r0 − |a||4P(|H¯n − a|2 < r20 ) c˜1¯3(V ) · r20 
2c˜1
c˜
· ,
but it is impossible due to the choice of c˜.
Further we reason as in case A and get
64T + 
T
¯3(V ) · 64(72c˜ + 1152). (3.8)
Combining (3.7) and (3.8) we conclude the proof of the lemma. 
Lemma3.1 provides an estimate of the difference of two probabilities in terms of their smoothed
distributions. Now we consider the distance between these distributions T (a, r).
We need additional notation. For a, x, y ∈ H and real t and 	 we put
f (	) = exp{it (|x + 	y|2 − 2(x + 	y, a))}. (3.9)
Further 
n denotes n-fold convolution of measure 
.
Lemma 3.2. Let  denote a random variable introduced in the beginning of Section 3. Assume
that  is independent of S¯n and H¯n. If T = c189(1 . . . 9)2/9n−14 −41 and s = |r − |a||1 then
|T (a, r)|c
(
41
−8
9 
4/9
9 (V ) + 1/29 (V )−49
)
s−4(4 + E(a,X1)4)n−1.
Proof. Let g be the characteristic function of  and P¯ and K¯ be the distributions of n−1/2X¯1
and n−1/2Z¯1, respectively. Put for k2
F(k, t, u) = exp{it (|a|
2 − u)}
(|a|2 − u)k and D =
{ (−∞, r2] when |a|r + 1,[
r2,∞) when r |a| + 1.
It is easy to show (see e.g. (29)–(31) in [16]) that
2|T (a, r)| =
∣∣∣∣
∫
D
∫
F(t, u)R(t) dt du
∣∣∣∣ ,
where
F(t, u) = F(5, t, u) and R(t)= d
5
dt5
g(t/T )
∫
exp{it (|x|2 − 2(x, a))}(P¯ n − K¯n)(dx).
Moreover (see (35) in [16]), we have∣∣∣∣
∫
D
F(k, t, u) du
∣∣∣∣  2|t |((|a| + r)s)k ,
∫
D
|F(k, t, u)| du 1
((|a| + r)s)(k−1) . (3.10)
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Now putting L2 = 923−49 and T ′ = c(n/L2)1/2(log(n/L2)−1/2, we can write
2|T (a, r)|I1 + I2, (3.11)
where
I1 =
∣∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
n−1∑
j=0
d5
dt5
[
g(t/T )
∫ ∫
f (1)Tj (dx)R(dy)
]
dt du
∣∣∣∣∣∣
with R = P¯ − K¯ , Tj = P¯ j K¯n−j−1 and the function f deﬁned in (3.9) and
I2 =
∣∣∣∣
∫
T ′ |t |T
R(t)
∫
D
F(t, u) du dt
∣∣∣∣ .
Let us ﬁrst estimate I1. We use Taylor’s expansion for f (1):
f (1) =
3∑
l=0
f
(l)
	 (0)/ l! +
1
6
∫ 1
0
f
(4)
	 ()(1 − )3 d,
here and in the following we use notation f (l)	 = lf/	l for partial derivatives. Repeating
arguments of Lemma 12 from [16] (see formulas (37)–(40) in [16]) we get
I1c¯9(V )s−4(4 + E(a,X1)4 + (V a, a)2)n−1. (3.12)
We now estimate I2. Application of (3.10) gives
I2 
∫
T ′ |t |T
|R(t)|
∣∣∣∣
∫
D
F(t, u) du
∣∣∣∣ dt
 c
s5(|a| + r)5
5∑
j=0
∫
T ′ |t |T
∣∣∣(g(t/T ))(5−j)t ∣∣∣ · |t |−1
×
(∣∣∣∣
∫
f (0)(|x|2 − 2(x, a))j P¯ n(dx)
∣∣∣∣+
∣∣∣∣
∫
f (0)(|x|2 − 2(x, a))j K¯n(dx)
∣∣∣∣
)
dt.
Then estimating the derivatives of the characteristic function of  uniformly in t, evaluating
iterated integrals wherever necessary and applying Theorem 1.2 from Götze and Ulyanov [8] we
arrive at
I2cs−4
(
41
−8
9 
4/9
9 (V ) + 1/29 (V )−49
)
4n
−1. (3.13)
The estimates (3.11)–(3.13) together conclude the proof of the lemma. 
The following inequality is proved in Lemma 2.2 in Götze and Ulyanov [8].
Lemma 3.3. Let T > 0, b ∈ R, b = 0, and l denote integers, l1. Let Y = (Y1, . . . , Y2l ) denote
a Gaussian random vector in R2l , where Y1, . . . , Y2l are independent, EYi = 0, EY 2i = 2i for
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i = 1, 2, . . . , 2122 · · · 22l > 0 and a ∈ R2l . Then there exists a positive constant c = c(l)
such that
∣∣∣∣
∫ T
−T
t l−1E exp{it |Y + a|2}eibt dt
∣∣∣∣ c
2l∏
j=1
−1j .
4. Proof of main result
Proof. Since the uniform bound for n(a, r) is proved in Theorems 1.1 and 1.2 in Götze and
Ulyanov [8], the usual arguments (see e.g. formulas (4)–(7) in [14] or Cases 1 and 2 in the proof
of theorem in [15]) show that it is enough to prove (1.2) in the case
0 < c1sc2 · log n.
We use inequality (2.1) and estimate n,1(a, r) ﬁrst. Lemmas 1 and 2 in Sazonov et al. [16]
reduce the problem to the estimation of
′n,1(a, r) =
∣∣P(|S¯n − a| < r) − P(|H¯n − a| < r)∣∣ .
We put L2 = 923−49 . Using Chebyshev’s inequality it is easy to show that ′n,1(a, r) is bounded
by the right-hand side of (1.2) when L2c. Hence, we can assume that n/L2 > c. Moreover, if
(0) > (2) (see (2.2)) then
(0) = sup
r∈C0(a)\C2(a)
|r − |a||4
∣∣∣P(|S¯n − a|2 < r2) − P(|H¯n − a|2 < r2)∣∣∣ .
Therefore, (1.2) follows from the uniform bound for n(a, r). Hence, we can assume that (0) =
(2). Put
c9(V ) =
(
41
89
4/99 (V ) + 1/29 (V )−49
)
and T = c
8
9(1 . . . 9)
2/9
41
· n
4
.
Then Lemmas 3.1 and 3.2 imply
′n,1(a, r)c · c9(V )
4 + E(a,X1)4
(1 + s)4 ·
4
n
. (4.1)
Let us now estimate n,2(a, r). This time we take L2 = 34−211 . Again we can assume that
n/L2 > c as it follows from theChebyshev inequality and the bound for theﬁrst termof asymptotic
expansion (see Theorem 1 in [15]).
Integrating by parts we obtain
n,2(a, r)c(I1 + I2), (4.2)
where
I1 =
∣∣∣∣
∫
D
∫
|t |T ′
F(t, u)R1(t) dt du
∣∣∣∣ , I2 =
∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)R1(t) dt du
∣∣∣∣∣
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with D,F(t, u) and T ′ deﬁned in Lemma 3.2 and
R1(t) = d
5
dt5
(∫
exp{it (|x|2 − 2(x, a))}(K¯n − G¯n)(dx) − e−it |a|2 Fˆ1(t)
)
, (4.3)
where K¯ is distribution of n−1/2Z¯1 and G¯ is a Gaussian (0, n−1V ) measure.
The sum of the absolute values of the derivatives for the integral and the second term in the
round brackets in (4.3) constitutes the bound for I1. Each summand can be estimated using Lemma
11 from [16]. In this way we come to inequality
I1c · 12(V )s−5(4 + E(a,X1)4)(1 + (V a, a)1/2)n−1. (4.4)
In order to estimate I2 we shall use the following representation:
I2 =
∣∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
d5
dt5
⎛
⎝n−1∑
j=0
∫ ∫
f (1)Tj (dx)R(dy) − e−it |a|2 Fˆ1(t)
⎞
⎠ dt du
∣∣∣∣∣∣

∣∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
d5
dt5
⎛
⎝n−1∑
j=0
1
6
∫ ∫
f
(3)
	 (0)Tj (dx)R(dy) − e−it |a|
2
Fˆ1(t)
⎞
⎠ dt du
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
d5
dt5
⎛
⎝n−1∑
j=0
⎡
⎣ 2∑
l=0
∫ ∫
f
(l)
	 (0)
l! Tj (dx)R(dy)
+ 1
6
∫ ∫ ∫ 1
0
f
(4)
	 ()(1 − )3 d Tj (dx)R(dy)
⎤
⎦
⎞
⎠ dt du
∣∣∣∣∣∣ = W1 + W2, (4.5)
where Tj = K¯j G¯n−j−1, R = K¯ − G¯ and f (	) is deﬁned in (3.9).
Now we estimate W2. To this end we have to estimate the following 4n functions:
W¯2(l) =
∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
∫ ∫ (
f
(l)
	 (0)
)(5)
t
Tj (dx)R(dy) dt du
∣∣∣∣∣ (4.6)
with l = 0, 1, 2, j = 0, . . . , n − 1; and for j = 0, . . . , n − 1
W 2 :=
∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
∫ ∫ ∫ 1
0
(
f
(4)
	 ()
)(5)
t
(1 − )3dTj (dx)R(dy) dt du
∣∣∣∣∣ . (4.7)
We have W¯2(0) = W¯2(1) = 0 since
∫
(x, y)R(dy) = 0.
Considering W¯2(2), we can write
W¯2(2) 
∫ T ′
−T ′
∣∣∣∣
∫
D
F(t, u) du
∣∣∣∣
∣∣∣∣
∫ ∫ (
f (0)[(2it)2(x − a, y)2
+ 2it |y|2]
)(5)
t
Tj (dx)R(dy)
∣∣∣∣ dt.
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Let P be a distribution of X1. Applying an equality
∫
(x, y)2R(dy) = − 1
2n
[∫
|y|√n
(x, y)2P(dy) +
(∫
|y|√n
(x, y)P (dy)
)2]
and using Lemma 11 from Sazonov et al. [16] we get
W¯2(2)c¯5(V )(4 + E(a,X1)4)s−5n−2. (4.8)
The estimation of W 2 is very similar to that of I1 (see (3.12)). Here, we use inequality∫
|(a, y)|q |y|m|R(dy)|c(4 + E(a,X1)4)n−2,
provided that m + q4 and q4.
Hence, we obtain
W 2c¯9(V )(4 + E(a,X1)4)s−5n−2.
Combining this with (4.6)–(4.8) we arrive at
W2c¯9(V )(4 + E(a,X1)4)s−5n−1. (4.9)
Let us now estimate W1. Put for j = 0, . . . , n − 1
Ij,3 =
∫ ∫ (
f
(3)
	 (0)
)(5)
t
Tj (dx)R(dy).
Then we have
W1 =
∣∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
d5
dt5
⎡
⎣
⎛
⎝1
6
n−1∑
j=1
(n − j)(Ij,3 − Ij−1,3) + n6 I0,3
⎞
⎠
− e−it |a|2 Fˆ1(t)
⎤
⎦ dt du
∣∣∣∣∣∣

∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
d5
dt5
(
n
6
∫ ∫
f
(3)
	 (0)T0(dx)R(dy)
− e−it |a|2 Fˆ1(t)
)
dt du
∣∣∣∣∣
+ 1
6
∣∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
d5
dt5
n−1∑
j=1
(n − j)(Ij,3 − Ij−1,3) dt du
∣∣∣∣∣∣
= M1 + M2. (4.10)
2052 S.A. Bogatyrev et al. / Journal of Multivariate Analysis 97 (2006) 2041–2056
Again we estimate M1 and M2 separately. Let PZ¯1 be the measure induced by Z¯1. We have
M1 
1
6
√
n
∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
d5
dt5
∫ ∫
exp{it (|x|2 − 2(x, a))}
× [(2it)3(x − a, y)3 + 3(2it)2|y|2(x − a, y)]G¯n−1(dx)(PZ¯1 − P)(dy) dt du
∣∣∣∣
+ 1
6
√
n
∣∣∣∣∣
∫
D
∫ T ′
−T ′
F(t, u)
d5
dt5
∫ ∫
exp{it (|x|2 − 2(x, a))}
× [(2it)3(x − a, y)3 + 3(2it)2|y|2(x − a, y)]P(dy)(G¯n−1 − G¯n)(dx) dt du
∣∣∣∣∣
= M¯1 + M1. (4.11)
Estimating M¯1 we use the closeness of the moments of the ﬁrst three orders for PZ¯1 and P:∫
(x, y)3(PZ¯1 − P)(dy) = −
∫
|y|√n
(x, y)3P(dy)
and ∫
|y|2(x, y)(PZ¯1 − P)(dy) = −
∫
|y|√n
|y|2(x, y)P (dy)
as well as Lemma 11 from Sazonov et al. [16] and (3.10). We get
M¯1c¯7(V )(4 + E(a,X1)4)s−5n−1. (4.12)
Consider now M1. We shall use Taylor expansion and Lemma 11 from Sazonov et al. [16]. To
illustrate the idea for the estimation of M1 we consider the integral∣∣∣∣
∫
exp{it (|x|2 − 2(x, a))}(G¯n − G¯n−1)(dx)
∣∣∣∣ . (4.13)
Let us deﬁne the following function of real :
() =
∫ ∫
exp{it (|x + y|2 − 2(x + y, a))}G¯n−1(dx)G¯(dy).
Then we have
|(1) − (0)| = |′(0) +
∫ 1
0
′′()(1 − ) d|.
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Moreover,
′(0) = 2it
∫ ∫
exp{it (|x|2 − 2(x, a))}(x − a, y)G¯n−1(dx)G¯(dy) = 0,
′′(0)=
∫ ∫
exp{it (|x + y|2 − 2(x + y, a))}
×
(
(2it)2((x − a, y) + 2|y|2)2 + 2it |y|2
)
G¯n−1(dx)G¯(dy).
Hence applying Lemma 11 from [16] we can estimate (4.13) from above by
cn−1 (1 + (V a, a)7/2)(1 + t2)
∞∏
j=1
(1 + 2c1t24j )−1/4,
where 21, 
2
2, . . . are the eigenvalues of V .
Similar arguments applied to other components of M1 lead to inequality
M1c¯11(V )(3 + E(a,X1)3)(1 + (V a, a))s−5n−1. (4.14)
In order to estimate M2 in (4.10) we use the following formula:
d5
dt5
(Ij,3 − Ij−1,3)=
∫ ∫
(f
(3)
	 (0))
(5)
t (Tj − Tj−1)(dx)R(dy)
=
∫ ∫ ∫
(f (1)I (x + y − a, z))(5)t T ′j (dx)R(dy)R(dz)
=
3∑
l=0
Kl,
where T ′j = K¯j−1G¯n−j−1,
I (u, z) = (2it)3(u, z)3 + 3(2it)2|z|2(u, z),
Kl = 1
l!
∫ ∫ ∫
(f
(l)
	 (0)I (x + y − a, z))(5)t T ′j (dx)R(dy)R(dz),
for l = 0, 1, 2, and
K3 = 12
∫ ∫ ∫ (∫ 1
0
f
(3)
	 ()(1 − )2 d I (x + y − a, z)
)(5)
t
T ′j (dx)R(dy)R(dz).
Now we follow the arguments in the proof of Lemma 16 in Sazonov et al. [16] using the closeness
of the ﬁrst three moments of the measures K¯ and G¯, Lemma 11 from Sazonov et al. [16] and
Lemma 3.3 to get
M2c12(V )(4 + E(a,X1)4 + (V a, a)2)s−5n−1. (4.15)
Note that to use Lemma 11 from Sazonov et al. [16] is not sufﬁcient for proving (4.15). If we
use Lemma 11 from Sazonov et al. [16] only then the resulting estimate will depend on 13 largest
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eigenvalues of V . However, the combination of Lemma 11 from [16] and Lemma 3.3 reduces the
number of eigenvalues in this result to 12.
Here is an example of such application of Lemma 3.3. We consider the following integrals:∣∣∣∣∣
∫
D
∫ T ′
−T ′
exp{it (|a|2 − u)}
(|a|2 − u)4 t
6e−it |a|2
×
∫ ∫ ∫
(x, y)3(x, z)3 exp{it |x + y − a|2}
×(|x + y|2 − 2(x + y, a))T ′j (dx)R(dy)R(dz) dt du
∣∣∣∣∣ (4.16)
with  = 0, . . . , 5. First, we integrate in (4.16) with respect to u and apply an equality∫
D
F(k, t, u) du = −(it)−1
(
±F(k, t, r2) − k
∫
D
F(k + 1, t, u) du
)
(4.17)
for k = 4 (± implies that the sign depends on the form of D here). Once we can apply Lemma 3.3
we get an appropriate bound with respect to s and n. The dependence on n follows by integrating
over R(dy) and R(dz) since y and z appear in (4.16) in sufﬁciently large powers.
Hence, it is enough to show that we can apply Lemma 3.3 to∣∣∣∣∣
∫ T ′
−T ′
t5eitb
∫
exp{it |x + y − a|2}(x, y)3(x, z)3
×(|x + y|2 − 2(x + y, a)) T ′j (dx) dt
∣∣∣∣∣ , (4.18)
where b = −u or b = −r2 since the application of (4.17) splits (4.16) into two summands.
Let us ﬁrst consider the case b = −r2. Then b = 0 and we can represent (4.18) as follows:∣∣∣∣∣
∫ T ′
−T ′
t5Eeitb exp{it |X′ + Y ′ + y − a|2}(X′ + Y ′, y)3
×(X′ + Y ′, z)3
(
|X′ + Y ′ + y|2 − 2(X′ + Y ′ + y, a)
)
dt
∣∣∣∣∣ ,
whereX′ is a r.e., Y ′ is a Gaussian r.e. withmean zero and covariance operator (2n−j−3)V/(2n).
The standard technique of iterated integration (see e.g. formulas (23) and (24) in [16]) reduces
the problem to the estimation of the integrals of the type∣∣∣∣∣
∫ T ′
−T ′
t5EEY ′′eitb exp{it |Y ′′ + X′′ + y − a|2} dt
∣∣∣∣∣ .
Here, we assume that Y ′′ is a Gaussian r.e. andX′′ is an r.e. independent of Y ′′. ByEXf (X, Y, . . .),
where X, Y, . . . are the random variables, we denote the conditional expectation of f given all
random variables but X. Now we can apply Lemma 3.3.
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This time we consider the case b = −u. If u ∈ (r2,∞) then b = 0 and the previous arguments
still hold. If u ∈ (−∞, r2] we may apply (4.17) once more. In this way we can remove all terms
involving tk with k > 4 and we can apply the above techniques using Lemma 11 from [16].
Inequalities (4.10)–(4.15) together lead to
W1c12(V )(4 + E(a,X1)4)(1 + (V a, a)2)s−5n−1.
The combination of (4.5), (4.9) and (4.15) in turn gives us
I2c12(V )(4 + E(a,X1)4)(1 + (V a, a)2)s−5n−1. (4.19)
Finally, (4.2), (4.4) and (4.19) yield
n,2(a, r)c12(V )(4 + E(a,X1)4)(1 + (V a, a)2)s−5n−1. (4.20)
The desired bound (1.2) follows from (2.1) in view of (4.1) and (4.20) 
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