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Abstract
The cost of all existing algorithms for evaluating the nth order determinants (Numerical Analysis, 7th
Edition, Brooks & Cole Publishing, Paci4c Grove, CA, 2001) is at most O(n3). In the current article we
present a new e8cient computational algorithm for evaluating the nth order tri-diagonal determinants with
cost O(n) only. The algorithm is suited for implementation using Computer Algebra Systems such as MAPLE
and MACSYMA. Some examples are given to illustrate the algorithm.
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1. Introduction
For n¿ 3, a general tri-diagonal matrix T = (tij)16i; j6n takes the form
T =


d1 a1 0 · · · · · · 0
b2 d2 a2
. . .
...
0 b3 d3
. . . 0
...
...
. . . . . . . . . . . . 0
... 0
. . . . . . an−1
0 · · · · · · 0 bn dn


(1.1)
in which tij = 0 for |i − j|¿ 2.
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These types of matrices frequently appear in many areas of science and engineering. For example in
parallel computing, telecommunication system analysis and in solving diFerential equations using 4-
nite diFerences. A general n×n tri-diagonal matrix of form (1.1) can be stored in 3n−2 memory loca-
tions by using three vectors a=(a1; a2; : : : ; an−1), b=(b2; b3; : : : ; bn), and d=(d1; d2; : : : ; dn). Recently,
a computational approach to 4nd the inverse of a general tri-diagonal matrix T in (1.1) is given
in [3]. To do this the author imposed the restrictive conditions a1; a2; : : : ; an−1 = 0, b2; : : : ; bn = 0.
His approach is based on solving a second-order linear homogeneous diFerence equation with vari-
able coe8cients. However, it is advantageous to prove the nonsingularity of the matrix T in (1.1)
before considering the problem of 4nding its inverse. The main objective of the current paper is
therefore to give a new reliable computational algorithm to evaluate the nth order determinant of the
matrix T in (1.1) with cost O(n) only. In [2], it has been shown that when we consider matrices
of form (1.1), it is of great help to introduce an additional n-dimensional vector c = (c1; c2; : : : ; cn)
related to the vectors a = (a1; a2; : : : ; an−1), b= (b2; b3; : : : ; bn), and d = (d1; d2; : : : ; dn) by
ci =


d1 if i = 1;
di − bici−1 ai−1 if i = 2; 3; : : : ; n:
(1.2)
By doing so, it has been proved that the matrix T in (1.1) is positive de4nite if and only if ci ¿ 0 for
each i = 1; 2; : : : ; n. It has been also shown that both the Doolittle and the Crout LU decomposition
[1] of the matrix T is always possible as long as ci = 0 for each i=1; 2; : : : ; n− 1. The main result
of this article is given in Section 2. In Section 3, some illustrative examples are given.
2. The main results
In this section we are going to formulate a new computational algorithm for computing any n× n
determinant of a tri-diagonal matrix of form (1.1).
Algorithm 2.1. To compute the n × n determinant of tri-diagonal matrix of form (1.1), we may
proceed as follows:
Step 1: Use (1.2) to compute the simplest forms of the n components of the vector c. If ci = 0
for any i6 n, set ci = x (x is just a symbolic name) and continue to compute ci+1; ci+2; : : : ; cn in
terms of x by using (1.2).
Step 2: The simplest form of the product P=
∏n
r=1 cr (this product is a polynomial in x) evaluated
at x = 0 is equal to the determinant of the matrix T in (1.1).
The algorithm will be referred to as DETGTRI algorithm. The cost of the algorithm is O(n) only.
The algorithm is easy to implement in all Computer Algebra Systems (CAS) such as MACSYMA
and MAPLE.
3. Illustrative examples
In this section we are going to give some examples.
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Example 3.1. Consider the two 3× 3 matrices A and B given by
A=


1 1 0
1 1 −1
0 −1 2

 (3.1)
and
B=


2 −1 0
−1 2 −1
0 −1 23

 : (3.2)
For the matrix A, the DETGTRI algorithm gives
c1 = 1; c2 = x and c3 =
2x − 1
x
:
Therefore P = c1c2c3 = 2x − 1 giving Det(A) =−1.
For the matrix B, we have
c1 = 2; c2 = 32 and c3 = x:
Therefore P = c1c2c3 = 3x giving Det(B) = 0.
Example 3.2. Consider the 4× 4 tri-diagonal matrices C and D given by
C =


1 1 0 0
1 1 −1 0
0 −1 2 p
0 0 q 3


(3.3)
and
D =


1 1 0 0
1 1 0 0
0 1 0 
0 0  


: (3.4)
For the matrix C, the DETGTRI algorithm gives
c1 = 1; c2 = x; c3 =
2x − 1
x
and c4 =
(6− pq)x − 3
2x − 1 :
Therefore Det(C) = −3 = 0 showing that the inverse matrix C−1 exists for all values of p and q.
This inverse matrix is given by
C−1 =
1
3


pq− 3 −pq+ 6 3 −p
−pq+ 6 pq− 6 −3 p
3 −3 0 0
−q q 0 1


(3.5)
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as can be easily checked. For the matrix D, we have
c1 = 1; c2 = x; c3 = x and c4 =
x − 
x
:
Therefore P= c1c2c3c4 = x(x− ) giving Det(D)= 0. Thus the matrix D is singular for all values
of ,  and .
Example 3.3. Consider the 20× 20 tri-diagonal matrix M given by
ai = 2; i = 1(1)19; bi = 32 ; i = 2(1)20 and di = 3; i = 1(1)20: (3.6)
For this matrix, the DETGTRI algorithm gives
c1 = 3; c2 = 2; c3 =
3
2
; c4 = 1; c5 = x; c6 =
3(x − 1)
x
; c7 =
2x − 3
x − 1 ;
c8 =
3(x − 2)
2x − 3 ; c9 =
x − 3
x − 2 ; c10 =
−3
x − 3 and ci = ci−6; i = 11(1)20:
Thus,
P =
∏20
r=1 cr = 59049 (x − 2). Hence Det(M) =−118098.
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