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We study the occupation measure of various sets for a symmetric transient random walk in Zd
with ﬁnite variances. Let mXn ðAÞ denote the occupation time of the set A up to time n. It is shown
that supx2Zd m
X
n ðx þ AÞ= log n tends to a ﬁnite limit as n !1. The limit is expressed in terms of
the largest eigenvalue of a matrix involving the Green function of X restricted to the set A. Some
examples are discussed and the connection to similar results for Brownian motion is given.
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Let X n; n ¼ 0; 1; . . . be a symmetric transient random walk in Zd (dX3). We will
always assume that X n; n ¼ 0; 1; . . . is not supported on any subgroup strictly
smaller than Zd . We denote by mXn its occupation measure:
mXn ðAÞ ¼
Xn
j¼0
1AðX jÞ
for all sets A  Zd . Let qnðxÞ ¼ PðX n ¼ xÞ. As usual, we let
GðxÞ ¼
X1
k¼0
qkðxÞ (1.1)
denote the Green’s function for fX ng. For any ﬁnite A  Zd let LA denote the largest
eigenvalue of the jAj  jAj matrix
GAðx; yÞ ¼ Gðx  yÞ; x; y 2 A. (1.2)Theorem 1.1. If X has finite second moments then
lim
n!1
sup
x2Zd
mXn ðx þ AÞ
log n
¼ 1= logð1 1=LAÞ a:s. (1.3)
and
lim
n!1
sup
0pmpn
mXn ðX m þ AÞ
log n
¼ 1= logð1 1=LAÞ a:s. (1.4)
For our ﬁrst example, when A ¼ f0g, LA ¼ Gð0Þ ¼ 1=gd , where gd is the
probability of no-return to the origin, and in the case of the simple random walk
we recover Theorem 13 of [3].
Here are some other examples. Set ty ¼ PðTyo1Þ, where Ty :¼ inffs40 : X s ¼ yg.
Let Sð0; 1Þ ¼ fe1; . . . ; ed ;e1; . . . ;edg, Bð0; 1Þ ¼ f0g [ Sð0; 1Þ, be the (Euclidean)
sphere and ball in Zd of radius 1 centered at the origin.Theorem 1.2. If X has finite second moments, then for any 0ay 2 Zd
lim
n!1
sup
x2Zd
mXn ðx þ f0; ygÞ
log n
¼ 1= logð1 gd=ð1þ tyÞÞ a:s. (1.5)
For the simple random walk
lim
n!1
sup
x2Zd
mXn ðx þ Sð0; 1ÞÞ
log n
¼ 1= logð1 gd=2dð1 gdÞÞ a:s. (1.6)
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lim
n!1
sup
x2Zd
mXn ðx þ Bð0; 1ÞÞ
log n
¼ 1= log p þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ 2=d
p
2
 !
a:s:; (1.7)
where p ¼ 1 1=2dð1 gdÞ.Corollary 1.3. If X has finite second moments, then for any fixed K40
lim
n!1
maxx;y2Zd :jxyjpK ðmXn ðfx; ygÞÞ
log n
o 2= logð1 gdÞ a:s.
Since the constant for one-point set in Theorem 1.1 is 1= logð1 gdÞ, this
corollary expresses the fact that any two points with individual occupation measures
up to time n, both close to the maximum, should be at a distance larger than any
constant K40. In particular, a neighbor of a maximally visited point is not
maximally visited.
Let W t denote Brownian motion in R
d , dX3. We denote by nWT its occupation
measure:
nWT ðAÞ ¼
Z T
0
1AðW tÞdt
for all Borel sets A  Rd . Let K  Rd be a ﬁxed compact neighborhood of the origin
which is the closure of its interior and set Kðx; rÞ ¼ x þ rK .
As usual, we let
u0ðxÞ ¼ cdjxjd2 (1.8)
denote the 0-potential density for fW tg, where cd ¼ 21pd=2Gðd2  1Þ. Let L0K denote
the norm of
RK f ðxÞ ¼
Z
K
u0ðx  yÞf ðyÞdy
considered as an operator from L2ðK ; dxÞ to itself. If Bðx; rÞ denotes the Euclidean
ball in Rd of radius r centered at x, it is known [1] that L0Bð0;1Þ ¼ 2r2d where rd is the
smallest positive root of the Bessel function Jd=22.
With the notation of the last paragraph, the analogue of Theorem 1.1 for
Brownian motion and convex K is the following. For any S 2 ð0;1Þ and any
T 2 ð0;1Þ,
lim
!0
sup
jxjpS
nT ðKðx; ÞÞ
2j log j ¼ 2L
0
K a:s. (1.9)
and
lim
!0
sup
0ptpT
nT ðKðW t; ÞÞ
2j log j ¼ 2L
0
K a:s. (1.10)
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where instead of an arbitrary convex K only balls were considered. As the proof
would be very similar we omit it.
For any x 2 Rd and 40, let eðxÞ ¼ x þ ½0; d , the cube of edgelength  with
‘lower’ corner at x. Set
LðKÞ ¼ fx 2 Zd j eðxÞ  Kg and CðKÞ ¼
[
x2LðKÞ
eðxÞ (1.11)
and assume that
lim
!0
ldðCðKÞÞ ¼ ldðKÞ, (1.12)
where ld denotes Lebesgue measure. Note that 1LðKÞ  Zd .
In view of Theorem 1.1 and (1.9)–(1.10), the next theorem gives an invariance
principle. It reveals a limiting relationship between the largest eigenvalue belonging
to the discretized and scaled version of the set K in the random walk case and the
corresponding largest eigenvalue belonging to K in the Brownian case.Theorem 1.4. Assume that X 1 has d  1 moments and covariance matrix equal to the
identity. Then
lim
!0
2L1LðKÞ ¼ L0K (1.13)
and consequently
 lim
!0
2= logð1 1=L1LðKÞÞ ¼ L0K . (1.14)
Section 2 states and proves the crucial Localization Lemma 2.2. Theorem 1.1 is
proven in Section 3, Theorem 1.2 and Corollary 1.3 are proven in Section 4, and
Theorem 1.4 is proven in Section 5.2. Localization for random walk occupation measures
We start by providing a convenient representation of the law of the total
occupation measure mX1ðAÞ. This representation is the counterpart of the
Ciesielski–Taylor representation for the total occupation measure of spatial
Brownian motion in [1, Theorem 1].
Let ðf ; gÞA ¼
P
x2A f ðxÞgðxÞ, and let d0ðxÞ be the function on A deﬁned for all
x 2 A by
d0ðxÞ ¼
1 if x ¼ 0;
0 if xa0:
(
Recall that qnðxÞ ¼ PðX n ¼ xÞ.
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set in Zd which contains the origin. Then,
PðmX1ðAÞ4uÞ ¼
X
j
hj
lj  1
lj

 u
u ¼ 0; 1; . . . , (2.1)
where l14l2X   XljAjX12 are the eigenvalues of the symmetric matrix GA with the
corresponding orthonormal eigenvectors fjðyÞ, hj :¼ ð1;fjÞAfjð0Þ.
Proof of Lemma 2.1. Let J ¼ mX1ðAÞ and set G¯ðx  yÞ ¼
P1
k¼1 qkðx  yÞ ¼
Gðx  yÞ  q0ðx  yÞ.
Note that for any m,
EðJmÞ ¼ E
X1
i¼0
1AðX iÞ
( )m !
¼
X1
i1;...;im¼0
E
Ym
j¼1
1AðX ij Þ
 !
¼
Xm
k¼1
X
c1 ;...;ck2½1;m
c1þþck¼m
m
c1; . . . ; ck
 !X
Ak
X
0pn1oonko1
Yk
j¼1
qnjnj1ðxj  xj1Þ.
ð2:2Þ
Here, k is the number of distinct indices n1o   onk among the indices i1; . . . ; im and
cl is the number of times that nl appears, i.e. cl ¼ jf1pjpm j ij ¼ nlgj. The factor
m
c1;...;ck
 
is the number of ways to assign the value nl to cl of the indices i1; . . . ; im, for
each 1plpk.
Also, we have thatX
Ak
X
0pn1oonko1
Yk
j¼1
qnjnj1 ðxj  xj1Þ ¼
X
Ak
Gðx1Þ
Yk
j¼2
G¯ðxj  xj1Þ
¼ ð1; G¯k1A GAd0ÞA. ð2:3Þ
Hence (we justify the computations shortly)
EðezJÞ ¼ 1þ
X1
m¼1
zm
m!
Xm
k¼1
X
c1 ;...;ck2½1;m
c1þþck¼m
m
c1; . . . ; ck
 !
ð1; G¯k1A GAd0ÞA
¼ 1þ
X1
k¼1
X1
m¼k
X
c1 ;...;ck2½1;m
c1þþck¼m
Yk
j¼1
zcj
cj!
ð1; G¯k1A GAd0ÞA
¼ 1þ
X1
k¼1
ðez  1Þkð1; G¯k1A GAd0ÞA. ð2:4Þ
GA is a symmetric matrix. Let cðpÞ denote the characteristic function of X 1. Then
cðpÞ is real and jcðpÞjp1. Thus 0p1 cðpÞp2, or equivalently 1
1cðpÞX
1
2
. Hence,
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yÞpÞð1 cðpÞÞ1 dp we
can see that
P
x;y2A GAðx; yÞaxayX12
P
x2A a
2
x for any fax 2 R1; x 2 Ag. By the
standard theory for symmetric matrices, GA has all eigenvalues X12, and the
corresponding eigenvectors of GA, denoted ffjg form an orthonormal basis of L2ðAÞ
(see [7, Theorems VI.15 and VI.16]). Moreover, since the entries of GA are strictly
positive, by the Perron–Frobenius Theorem, see [8, Theorem XIII.43], the eigenspace
corresponding to LA ¼ l1 is one dimensional, and we may and shall choose f1 such
that f1ðyÞ40 for all y 2 A.
Thus we can write (2.4) as
EðezJÞ ¼ 1þ
X1
k¼1
ðez  1Þkð1; G¯k1A GAd0ÞA
¼ 1þ
XjAj
j¼1
ð1;fjÞAðfj ; d0ÞA
X1
k¼1
ðez  1Þkðlj  1Þk1lj
¼ 1þ
XjAj
j¼1
hjðez  1Þlj
X1
k¼1
ðez  1Þk1ðlj  1Þk1, ð2:5Þ
where hj ¼ ð1;fjÞAðfj ; d0ÞA. It is now easy to see that we can justify the derivation
of (2.4) and (2.5) if
jðez  1Þðlj  1Þjo1; 8j. (2.6)
In that case we can write (2.5) as
EðezJÞ ¼ 1þ
X
j
hj
ðez  1Þlj
1 ðez  1Þðlj  1Þ
. (2.7)
Since
PjAj
j¼1 hj ¼
PjAj
j¼1ð1;fjÞAðfj ; d0ÞA ¼ ð1; d0ÞA ¼ 1 we have that
EðezJÞ ¼
X
j
hj
ez
1 ðez  1Þðlj  1Þ
. (2.8)
Let f j ¼ 1 1=lj ¼ ðlj  1Þ=lj . A straightforward calculation shows that
ezð1 f jÞ
1 egf j
¼ e
z
1 ðez  1Þðlj  1Þ
, (2.9)
so that
EðezJÞ ¼
X
j
hj
ezð1 f jÞ
1 ezf j
. (2.10)
Note that since all ljX12 we have jf jjp1. We can always choose z so that addition
to (2.6) we also have
jezjo1. (2.11)
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ezð1 f jÞ
1 ezf j
¼ ezð1 f jÞ
X1
k¼0
ekzf kj . (2.12)
HenceX1
k¼1
ekzPðJ ¼ kÞ ¼ EðezJÞ ¼
X
j
hjð1 f jÞ
X1
k¼1
ekzf k1j . (2.13)
We can choose z0o0 so that (2.6) and (2.11) hold. Furthermore, both sides of
(2.13) are analytic functions of z in some neighborhood of z0 þ iR1 and agree for
z0 þ iy when y is small. This is enough to allow us to conclude that
PðJ ¼ kÞ ¼
X
j
hjð1 f jÞf k1j ; k ¼ 1; 2; . . . . (2.14)
Hence
PðJ4uÞ ¼
X
j
hjf
u
j ; u ¼ 0; 1; . . . . (2.15)
This completes the proof of (2.1). &
With the aid of (2.1) we next provide a localization result for the occupation
measure of fX ng.Lemma 2.2 (The localization lemma). Let fX ng be a symmetric transient random
walk in Zd with finite second moments, and let A be a finite set in Zd . Set
y ¼ logðLA=ðLA  1ÞÞ. Then for some 1oc1o1, nXu6, and all u40 sufficiently
large
c11 e
yupPðmXn ðAÞXuÞpPðmX1ðAÞXuÞpc1ey
u. (2.16)
Proof of Lemma 2.2. Let Jn :¼ mXn ðAÞ. Assume ﬁrst that A contains the origin. The
dominant terms in (2.15) correspond to the f j ’s with largest absolute value. But since
PðJ4uÞX0 and is monotone decreasing in u; it is clear that these dominant terms
must in addition be those which correspond to positive f j’s. Thus the f j’s with largest
absolute value are positive, i.e. correspond to lj’s which are greater than 1. Recall
that f1 is a strictly positive function on A, hence in (2.15) we have h140. Since
ðx  1Þ=x ¼ 1 1=x is strictly monotone increasing on ð1;1Þ we conclude that the
dominant term in (2.15) is precisely the single term corresponding to the largest
eigenvalue l1 ¼ LA. Hence
PðJ4uÞh1f u1 ¼ h1
LA  1
LA

 u
¼ h1eu logðLA=ðLA1ÞÞ (2.17)
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lim
u!1
PðJ4uÞeyu ¼ h1 2 ð0;1Þ (2.18)
out of which the upper bound of (2.16) immediately follows.
Turning to prove the corresponding lower bound, let tz :¼ inffs : jX sj4zg, and
note that
Pðtz4nÞpc1 expðc2nz2Þ. (2.19)
Here is a simple proof:
Pðtz4nÞ ¼ PðjX kjpz; 1pkpnÞ
pPðjX lz2 jpz; 1plpnz2Þ
pPðjX lz2  X ðl1Þz2 jp2z; 1plpnz2Þ
p
Y½nz2
l¼1
PðjX lz2  X ðl1Þz2 jp2zÞ
¼ ðPðjX z2 jp2zÞÞ½nz
2pec2½nz2. ð2:20Þ
Hence
PðJn4uÞXPðJtz4uÞ  Pðtz4nÞXPðJtz4uÞ  c1 expðcnz2Þ. (2.21)
As usual we use the notation Pa to denote probabilities of the random walk
a þ X n; n ¼ 0; 1; . . . . We now observe that
sup
a2A
PaðmX1ðAÞ4uÞpcPðmX1ðAÞ4uÞ (2.22)
for some co1 and all u. To see this, note that for each a 2 A we can ﬁnd some na
with ha ¼ PðX na ¼ aÞ40. Then using the Markov property,
PðmX1ðAÞ4uÞXPðfmX1ðAÞ4ug  yna ; X na ¼ aÞ ¼ haPaðmX1ðAÞ4uÞ. (2.23)
Then (2.22) follows with c ¼ supa2A h1a o1.
Let J0 denote an independent copy of J and TA :¼ inffs40 : X s 2 Ag. Noting
(2.22), and using the strong Markov property, it is not hard to verify that
PðJ4uÞpPðJtz4uÞ þ cPðJþJ04uÞ supjvj4z
PvðTAo1Þ (2.24)
(cf. [2, (3.6) and (3.7)] where this is obtained for the Brownian motion). It follows
from Theorem 10.1 of [6] that
GðxÞp cjxj ; jxja0. (2.25)
Using this together with the fact that GðX n^TA Þ is a martingale shows that
GðvÞ ¼ EvðGðX TA Þ; TAo1ÞX inf
a2A
GðaÞPvðTAo1Þ. (2.26)
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sup
jvj4z
PvðTAo1Þpcz1. (2.27)
By (2.18) it follows that for some constant C independent of u, which may change
from line to line,
PðJþJ04uÞ ¼ PðJ4uÞ þ
Xu
y¼0
PðJ04u  yÞPðJ ¼ yÞ
pC expðuyÞ þ
Xu
y¼0
expððu  yÞyÞPðJ ¼ yÞ
" #
pC expðuyÞ þ C
Xu
y¼0
expðuyÞ
¼ Cð1þ uÞ expðuyÞ. ð2:28Þ
Hence, taking z ¼ u2 one gets from (2.21) and (2.24) that for some c040, all nXu6
and u sufﬁciently large
PðJn4uÞXc0ey
u (2.29)
as needed to complete the proof of the lemma when A contains the origin. In general
we have
PðmX1ðAÞ4uÞ ¼ PðfmX1ðAÞ4ug  yTA ; TAo1Þ
¼
X
a2A
PaðmX1ðAÞ4uÞPðTA ¼ Tao1Þ ð2:30Þ
and since it is easy to see from its proof that (2.18) holds with P replaced by Pa for
any a 2 A, for some c1 ¼ c1ðaÞ it follows that (2.18) also holds. This completes the
proof of the lemma. &
Remark 2.3. If A is replaced by z þ A for some ﬁxed z 2 Zd , note from (1.2) that as
matrices, GzþA ¼ GA. Hence LzþA ¼ LA.3. Proof of Theorem 1.1
Given Lemma 2.2, Theorem 1.1 follows by the methods of [3, Section 7]. We spell
out the details.
We ﬁrst prove the lower bound for (1.4). To this end ﬁx aoy1 ¼
1= logðLA=ðLA  1ÞÞ.
Let kðnÞ ¼ ðlog nÞ8 and Nn ¼ ½n=kðnÞ, and ti;n ¼ ikðnÞ for i ¼ 0; . . . ; Nn  1.
Writing X ts ¼ X sþt  X t it follows that
sup
m2½0;n
mXn ðX m þ AÞX max
0pipNn1
Z
ðnÞ
i ,
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ðnÞ
i ¼ mX
ti;n
kðnÞ ðAÞ are i.i.d. and by Lemma 2.2, for some c40 and all n large
enough,
P max
0pipNn1
Z
ðnÞ
i pa log n

 
pð1 cnay ÞNnpecnay

Nn .
Since ayo1 this is summable, so that applying Borel–Cantelli, then taking a " y1,
we see that a.s.
lim inf
n!1
sup
m2½0;n
mXn ðX m þ AÞ
log n
Xy1. (3.1)
This gives the lower bound for (1.4).
For the upper bound, ﬁx a4y1. Note that for any m 2 ½0; n
mXn ðX m þ AÞ ¼
Xn
j¼0
1X mþAðX jÞ ¼
Xn
j¼0
1AðX j  X mÞ
¼
Xm1
j¼0
1AðX j  X mÞ þ
Xn
j¼m
1AðX j  X mÞ
¼law
Xm
j¼1
1AðX 0jÞ þ
Xnm
j¼0
1AðX 00j Þ ð3:2Þ
where fX 0j ; j ¼ 0; 1; . . .g, fX 00j ; j ¼ 0; 1; . . .g are two independent copies of fX j ;
j ¼ 0; 1; . . .g and we have used the symmetry of X 1. Using this and (2.28),
P sup
m2½0;n
mXn ðX m þ AÞXa log n
 !
p
Xn
m¼0
PðmXn ðX m þ AÞXa log nÞ
p2nPðJþJ0Xa log nÞpcðlog nÞnðay1Þ. ð3:3Þ
Thus letting nk ¼ nk for k sufﬁciently large that kðay  1Þ42, we see from
applying Borel–Cantelli, then taking a # y1, that a.s.
lim sup
n!1
sup
m2½0;nk 
mX
nk
ðX m þ AÞ
log nk
py1.
The upper bound for (1.4) then follows by interpolation.
The lower bound for (1.3) follows immediately from (3.1). As for the upper bound
in (1.3), we note that mXn ðx þ AÞ ¼ 0 unless X m 2 x þ A for some m 2 ½0; n. Thus the
only relevant x’s in (1.3) are of the form X m  a for some m 2 ½0; n and a 2 A. Thus
sup
x2Zd
mXn ðx þ AÞ ¼ sup
m2½0;n;a2A
mXn ðX m  a þ AÞ. (3.4)
Recalling Remark 2.3 and the fact that A is a ﬁnite set, the upper bound for (1.3)
now follows as in the proof of the upper bound for (1.4).
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Proof of (1.5): When A ¼ f0; yg we have
GA ¼
Gð0Þ GðyÞ
GðyÞ Gð0Þ
 !
.
The eigenvalues are Gð0Þ þ GðyÞ; Gð0Þ  GðyÞ so that LA ¼ Gð0Þ þ GðyÞ ¼ Gð0Þð1þ
tyÞ ¼ ð1þ tyÞ=gd , where ty ¼ PðTyo1Þ, gd is the probability of no-return to the
origin, and we have used the fact that GðyÞ ¼ tyGð0Þ. Then 1 1=LA ¼ 1 gd=
ð1þ tyÞ.
We note that in the notation of Lemma 2.1, h1 ¼ 1; h2 ¼ 0 so that by (2.1)
PðmX1ðf0; ygÞ4uÞ ¼ ð1 gd=ð1þ tyÞÞu u ¼ 1; 2; . . . . (4.1)
Proof of (1.6): We now consider the simple random walk, and for ease of notation
consider ﬁrst d ¼ 3. Let A ¼ fe1; e2; e3;e1;e2;e3g ¼ Sð0; 1Þ, the (Euclidean)
sphere in Z3 of radius 1 centered at the origin. We have
GSð0;1Þ ¼
Gð0Þ Gðe1  e2Þ Gðe1  e3Þ Gð2e1Þ Gðe1 þ e2Þ Gðe1 þ e3Þ
Gðe2  e1Þ Gð0Þ Gðe2  e3Þ Gðe2 þ e1Þ Gð2e2Þ Gðe2 þ e3Þ
Gðe3  e1Þ Gðe3  e2Þ Gð0Þ Gðe3 þ e1Þ Gðe3 þ e2Þ Gð2e3Þ
Gð2e1Þ Gðe1 þ e2Þ Gðe1 þ e3Þ Gð0Þ Gðe1  e2Þ Gðe1  e3Þ
Gðe2 þ e1Þ Gð2e2Þ Gðe2 þ e3Þ Gðe2  e1Þ Gð0Þ Gðe2  e3Þ
Gðe3 þ e1Þ Gðe3 þ e2Þ Gð2e3Þ Gðe3  e1Þ Gðe3  e2Þ Gð0Þ
0BBBBBBBBB@
1CCCCCCCCCA
.
Using GðxÞ ¼ txGð0Þ, where tx ¼ PðTxo1Þ, and symmetry which allows us to set
a ¼: teiej for iaj and b ¼: t2ei we can write
GSð0;1Þ ¼ Gð0Þ
1 a a b a a
a 1 a a b a
a a 1 a a b
b a a 1 a a
a b a a 1 a
a a b a a 1
0BBBBBBBB@
1CCCCCCCCA
.
It follows from the Perron–Frobenius Theorem that the largest eigenvalue is
LSð0;1Þ ¼ Gð0Þð1þ 4a þ bÞ with eigenvector ð1; 1; 1; 1; 1; 1Þ. Also, it is easy to see
by symmetry that g3 ¼ PðTei ¼ 1Þ. Then again by symmetry PðTe1 ¼ 1Þ ¼
4
6
PðTe1e2 ¼ 1Þ þ 16PðT2e1 ¼ 1Þ, i.e. 6g3 ¼ 4PðTe1e2 ¼ 1Þ þ PðT2e1 ¼ 1Þ. Hence
LSð0;1Þ ¼ Gð0Þð1þ 4a þ bÞ ¼ Gð0Þ6ð1 g3Þ ¼ 6ð1 g3Þ=g3. For the case of general
dX3, GSð0;1Þ is now a 2d  2d matrix, which is Gð0Þ times a matrix in which
each row has a single entry of 1, a single entry of b ¼: t2ei and 2d  2 entries of
a ¼: teiej , where as before tx ¼ PðTxo1Þ. It is easy to see by symmetry that
gd ¼ PðTei ¼ 1Þ. Also, as before, it is easy to see by symmetry PðTe1 ¼ 1Þ ¼
ð2d2Þ
2d
PðTe1e2¼1Þþ 12d PðT2e1 ¼ 1Þ, i.e. 2dgd¼PðT2e1¼þ1Þþð2d  2ÞPðTe1e2 ¼
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 2Þa þ bÞ ¼ Gð0Þ2dð1 gdÞ ¼ 2dð1 gd Þ=gd for
all dX3.
We note that in the notation of Lemma 2.1, h1 ¼ 1; hj ¼ 0;8ja1 so that
by (2.1)
PðmX1ðSð0; 1ÞÞ4uÞ ¼ ð1 gd=2dð1 gdÞÞu; u ¼ 1; 2; . . . . (4.2)
Actually, (2.1) assumes that 0 2 A which does not hold here, but using (2.30) and
symmetry we have that PðmX1ðSð0; 1ÞÞ4uÞ ¼ Pe1 ðmX1ðSð0; 1ÞÞ4uÞ and (4.2) follows.
Proof of (1.7): We again consider the simple random walk. Let now A ¼ f0g[
Sð0; 1Þ ¼ Bð0; 1Þ, the (Euclidean) ball in Zd of radius 1 centered at the origin. With
s ¼ PðTeio1Þ and s¯ ¼ ðs; . . . ; sÞ 2 R2d we have
GBð0;1Þ ¼ Gð0Þ
1 s¯
s¯t M

 
with M the 2d  2d matrix in the previous example. M is a self-adjoint matrix, and
as mentioned the principal eigenvector is 1¯ ¼ ð1; . . . ; 1Þ 2 R2d . If ui; i ¼ 1; . . . ; 2d  1
denote the other orthonormal eigenvectors of Gð0ÞM with eigenvalue lioLSð0;1Þ,
then since they are orthogonal to 1¯ it is clear that ð0; uiÞ; i ¼ 1; . . . ; 2d  1 will give
us 2d  1 orthonormal eigenvectors of GBð0;1Þ with eigenvalues lioLSð0;1Þ. The
remaining (two) orthonormal eigenvectors must be of the form ðv; w1¯Þ and the
corresponding eigenvalues will be Gð0Þ times those of the 2 2 matrix
L ¼ 1 2ds
s L

 
,
where we abbreviate L ¼ LSð0;1Þ=Gð0Þ ¼ 2dð1 gdÞ. The eigenvalues of L are
ð1þ LÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ LÞ2  4ðL 2ds2Þ
q
2
, (4.3)
so that
1=LBð0;1Þ ¼
2
Gð0Þ
ð1þ LÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ LÞ2  4ðL 2ds2Þ
q
4ðL 2ds2Þ . (4.4)
Since s ¼ 1 gd we have L 2ds2 ¼ 2dgdð1 gd Þ ¼ gdL we have
1=LBð0;1Þ ¼
ð1þ LÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ LÞ2  4gdL
q
2L
, (4.5)
so that
1 1=LBð0;1Þ ¼
ðL 1Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ LÞ2  4gdL
q
2L
¼
ð1 1=LÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ 1=LÞ2  4gd=L
q
2
. ð4:6Þ
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 1=L we can write this as
1 1=LBð0;1Þ ¼
p þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2 pÞ2  4gd=L
q
2
¼ p þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ 4 4p  4gd=L
p
2
¼ p þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ 2=d
p
2
. ð4:7Þ
We note that in the notation of Lemma 2.1, hj ¼ 0 for the 2d  1 orthonormal
eigenvectors of the form ð0; uiÞ; i ¼ 1; . . . ; 2d  1 above. For the principle eigenvalue
we have (4.7) and for the other ‘surviving’ eigenvalue the corresponding expression is
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2þ2=d
p
2
. Hence by (2.1)
PðmX1ðBð0; 1ÞÞ4uÞ ¼ h1
p þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ 2=d
p
2
 !u
þ h2
p 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ 2=d
p
2
 !u
,
u ¼ 1; 2; . . . , ð4:8Þ
where h1; h2 can be calculated in a straightforward manner. We observe that since
po
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ 2=d
p
, the expression in (4.8) is not a mixture of geometric random
variables.
Now we prove Corollary 1.3. For any y 2 Zd we have t2yo1 gd , since t2y is the
probability that the random walk hits y and then returns to 0 in ﬁnite time which is
obviously less than the probability 1 gd that the random walk returns to zero in
ﬁnite time. This implies ð1þ ty  gd Þ2oð1þ tyÞ2ð1 gdÞ which in turn, implies
1= logð1 gd=ð1þ tyÞÞo 2= logð1 gdÞ
and taking supjyjpK we obtain the Corollary 1.3.5. The Brownian connection
This section is devoted to the proof of Theorem 1.4.
Since RK is a convolution operator on a bounded subset of R
d with locally
L1ðRd ; dxÞ kernel, it follows easily as in [4, Corollary 12.3] that RK is a (symmetric)
compact operator on L2ðK ; dxÞ. Moreover, the Fourier transform relationR
eiðxpÞu0ðxÞdx ¼ cjpj240 implies that RK is strictly positive deﬁnite. By the
standard theory for symmetric compact operators, RK has discrete spectrum (except
near 0) with all eigenvalues positive, and of ﬁnite multiplicity (see [7, Theorems VI.15
and VI.16]). Moreover, if we use ðf ; gÞ2;K to denote the inner product in L2ðK ;dxÞ, we
have that ðf ; RK gÞ2;K40 for any non-negative, non-zero, f ; g, so by the generalized
Perron–Frobenius Theorem, see [8, Theorem XIII.43], the eigenspace corresponding
to the largest eigenvalue, L0K , is one dimensional.
ARTICLE IN PRESS
E. Csa´ki et al. / Stochastic Processes and their Applications 115 (2005) 1503–15171516Let RK ; be the operator on L
2ðK ;dxÞ with kernel
u0K ;ðx; yÞ ¼
X
zaz02LðKÞ
u0ðz  z0Þ1eðzÞðxÞ1eðz0ÞðyÞ. (5.1)
Since the sum is over disjoint sets, it can be checked easily that for any
1opod=ðd  2Þ, u0K ;ðx; yÞ is bounded in LpðK  K ;dxdyÞ uniformly in 40:Z
KK
ju0K ;ðx; yÞjp dxdy ¼
X
zaz02LðKÞ
Z
eðzÞeðz0Þ
ju0ðz  z0Þjp dxdy
¼ c2d
X
zaz02LðKÞ
1
jz  z0jpðd2Þ
¼ c2dpðd2Þ
X
iaj2Zd ;jij;jjjpk=
1
ji  jjpðd2ÞpC. ð5:2Þ
Also u0K ;ðx; yÞ ! u0ðx  yÞ as  ! 0 for all xay. Hence, using (1.12)
lim
!0
ðf ; RK ; f Þ2;K ¼ ðf ; RK f Þ2;K 8f 2 CðKÞ. (5.3)
By Uchiyama [9]
GðxÞ ¼ ð1þ dðxÞÞu0ðxÞ 8xa0 (5.4)
with dðxÞ bounded and limjxj!1 dðxÞ ¼ 0 so that
2dGð1xÞ ¼ ð1þ dð1xÞÞu0ðxÞ 8x 2LðKÞ; xa0. (5.5)
Let GK ; be the operator on L
2ðK ;dxÞ with kernel
v0K ;ðx; yÞ ¼
X
zaz02LðKÞ
2dGð1ðz  z0ÞÞ1eðzÞðxÞ1eðz0ÞðyÞ. (5.6)
Using (5.5), the same argument leading to (5.3) shows that
lim
!0
ðf ; GK ; f Þ2;K ¼ ðf ; RK f Þ2;K 8f 2 CðKÞ. (5.7)
Furthermore, since Gð0Þo1, if we let eGK ; be the operator on L2ðK ; dxÞ with kernel
w0K ;ðx; yÞ ¼
X
z;z02LðKÞ
2dGð1ðz  z0ÞÞ1eðzÞðxÞ1eðz0ÞðyÞ (5.8)
it follows from (5.7) that
lim
!0
ðf ; eGK ; f Þ2;K ¼ ðf ; RK f Þ2;K 8f 2 CðKÞ. (5.9)
It now follows from [5, Theorem VIII.3.6,] that, if Lð eGK ;Þ denotes the largest
eigenvalue of the operator eGK ;
lim
!0
Lð eGK ;Þ ¼ LðRK Þ ¼ L0K . (5.10)
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of eGK ; so that we can write
f ðxÞ ¼
X
z2LðKÞ
1eðzÞðxÞf ðzÞ (5.11)
and the eigenvalue equation eGK ; f ¼ zf becomes
1eðzÞðxÞ
X
z02LðKÞ
Z
K
w0K ;ðx; yÞ1eðz0ÞðyÞf ðz0Þdy ¼ zf ðzÞ 8z 2LðKÞ. (5.12)
Noting that the dy integration picks up a factor d , this implies thatX
z02LðKÞ
2Gð1ðz  z0ÞÞf ðz0Þ ¼ zf ðzÞ 8z 2LðKÞ. (5.13)
Hence L1LðKÞ ¼ 2Lð eGK ;Þ. Together with (5.10) this completes the proof of
Theorem 1.4.References
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