Motivated by the National Morbidity, Mortality and Air Pollution Study, we propose a semiparametric functional single index model to study the relation between a univariate response and multiple functional covariates. The parametric part of the model integrates the functional linear regression model and the sufficient dimension reduction structure. The nonparametric part of the model further allows the response-index dependence or the link function to be unspecified. We use B-splines to approximate the coefficient function in the functional linear regression model part and reduce the problem to a dimension folding model. We develop a new method to handle the subsequent dimension folding model by using kernel regression in combination with semiparametric treatment. The new method does not impose any special requirement on the inner product between the covariate function and the B-spline bases, and allows efficient estimation of both the index vector and the B-spline coefficients.
Introduction
The National Morbidity, Mortality and Air Pollution Study (NMMAP) is an important environmental study aiming at addressing the uncertainties regarding the association between pollution and health (Samet et al., 2000) . In this study, daily measurements on various air pollutants such as carbon monoxide (CO), nitrogen dioxide (NO 2 ), sulfur dioxide (SO 2 ) and ozone (O 3 ) are collected in different cities over the course of a whole year. The annual death rate caused by cardiovascular diseases (CVD) is also collected in these cities.
Long-term epidemiological studies have been conducted to examine the effect of O 3 on the CVD rate individually with no significant effect detected (Cox and Popken, 2015; Turner et al., 2016) . We also use a simple functional linear regression model to study the time varying effect of each air pollutant on the CVD death rate. The result shows that no individual air pollutant has a significant effect on the CVD death rate. We would like to further investigate whether various kinds of air pollutants combined together will have a significant effect on the CVD death rate.
This motivates us to develop a single air pollution index which combines the pollutants in the way that best describes the severity of the overall air pollution level to the CVD death rate. At the same time, we are also interested in discovering possible time-varying effect of the single air pollution index to the CVD death rate. To achieve these goals, in this article we propose a functional single index model and proceed to devise a novel class of estimators.
More specifically, the NMMAP data contains the measurements of the daily air pollutant concentrations X(t) ≡ {X 1 (t), . . . , X J (t)} T , a J-dimensional functional covariate of t ∈ [0, 1], and the annual CVD death rate in the subsequent year as the response Y . To measure the overall severeness of the air pollution, we define the single air pollution index as W (t) = β T X(t) = assume that Y is linked to W (t) through
where f is a conditional probability density function (pdf) or probability mass function (pmf) and is left unspecified. Therefore, f satisfies f ≥ 0, f (y, ·)dµ(y) = 1, where µ(y) is the probability measure of Y , but the functional form of f is unknown. Note that unlike the usual single index model, we make the assumption on the conditional distribution, instead of the conditional mean.
In the functional single index model (1), the components in β capture the relative importance of various pollutants in determining the pollution severity, and the functional parameter α(t) captures the time-varying effect of the air pollution index on the annual CVD death rate. The construction of a single air pollution index W (t) allows the public who are interested in the relation between CVD death and air pollution to simply focus on a singular air pollution index instead of viewing multiple air pollutants over time. Our objective is to estimate β and α(t) for the functional single index model (1) from the observations {X 1 (t), Y 1 }, . . . , {X n (t), Y n }.
Model (1) is of interest in its own form and is very general. For example, when X(t) is univariate, β is eliminated from the model and (1) simplifies to contain only the unknown index function α(t). This can be used to capture the less structured modeling of the air pollution problem that motivated our study.
Specifically, consider combining the pollutants effect via 1 0
X(t)
T α(t)dt, where now α(t) = {α 1 (t), . . . , α J (t)} T is a vector of functions. This can be rewritten
, where [t] is the largest integer that is smaller than or equal to t. We can of course further
In other words, we can stack the covariates and index functions to rewrite the less structured model 1 0
which is a special case of model (1) corresponding to J = 1 and hence β drops out of the model. This indicates that although for a specific problem, a less structured functional index model is more flexible, mathematically, such model falls into the general framework described by (1) hence the methodology developed here will also apply to such model automatically.
The estimation and inference of the functional single index model (1) is of course not simple. The complexity is due to the unspecified bivariate link function f as well as the unknown coefficient function α(t), in addition to the unknown index vector β. If α(t) had been known, (1) would reduce to a central space estimation problem and various methods exist to estimate β (Li, 1991; Cook and Weisberg, 1991; Li and Wang, 2007; Ma and Zhu, 2013) .
If β had been known, (1) would reduce to a functional dimension reduction problem (Ferré and Yao, 2003 . In Section 2.1, we point out that our proposed estimation method also forms an alternative solution for the dimension folding problem (Li et al., 2010) , and our method does not require any conditions on the covariates as other methods in the literature do.
We establish the asymptotic properties and provides inference tools by simultaneously taking into account spline approximation and multiple kernel estimation. We show that the estimation procedure is not only consistent but also efficient under the original nonparametric modeling components, despite that the estimation procedure is devised post the replacement of the nonparametric function with its spline approximation. The theoretical derivation heavily relies on the properties of a second moment linear operator based on the integral of the covariates, which is not common in the functional data analysis.
The functional single index model (1) is closely related to the sufficient dimension reduction modeling, where a response is assumed to be related to the linear combinations of a multivariate covariate while the exact functional relation is left unspecified (Cook, 1998) . To this end, we can view 1 0
X(t)α(t)dt
as the covariate vector in the classical sufficient dimension reduction model.
On the other hand, since at each time point t, we can also view W (t) as a single function, model (1) can be classified as a nonparametric model with a functional linear regression core. Note that (1) is different from the model considered in Jiang et al. (2014) , where β does not occur, only univariate covariate function X(t) is considered, and several coefficient functions are considered.
Further, as we have pointed out, (1) has more structure and is more complex than the stack model (Ramsay and Silverman, 2005) . The rest of the article is organized as the following. In Section 2, we develop a class of semiparametric methods to estimate both β and α(t), and derive the asymptotic properties of the estimators. We discuss the relation between the proposed method with the semiparametric sufficient dimension reduction in Section 3. We illustrate the finite sample performance of the proposed method through simulation in Section 4. The analysis of the pollution-cardiovascular disease relation is carried out in Section 5. We conclude the article with some discussions in Section 6.
Methodology

Model and Identifiability
Before proceeding with developing estimation methods, we first need to establish the identifiability of the model described in (1). In fact, without more specific parameterization requirement, (1) is indeed not identifiable. For example, we can easily multiply α(t) or β by a constant, and adjust the link function f to capture the same relation between X(t) and Y . In Proposition 1, we provide one way of parameterization that guarantees the identifiability.
We provide its proof in the Supplement. Proposition 1. Assume α(t) is continuous and set α(0) = 1 and β J = 1, then model (1) is identifiable.
We perform the analysis of model (1) 
where Z is a J × d γ matrix with the (j, k)th entry Z jk ≡ 1 0
We then propose methods to estimate β and γ = (γ 1 , . . . , γ dγ ) T simultaneously.
Because the B-spline property ensures B r1 (0) = 1 and B rk (0) = 0 for k > 1 and our parameterization fixes α(0) = 1, we automatically obtain γ 1 = 1.
Treating each Z jk as a single index and β j γ k for j = 1, . . . , J, k = 1, . . . , d γ ,
as new coefficients, model (2) can be considered as a standard single index model. Hence, the procedures discussed in Li (1991) ; Cook and Weisberg (1991) ; Li and Wang (2007) and Ma and Zhu (2013) can be applied for the estimation. However, this will require additional care to take into consideration the inherent relation between these coefficients. In addition, this practice will result in a model with dimension Jd γ which can be extra high-dimensional even if the number of covariates are moderately large.
Weighing the prices of converting (2) into a single index model described above, we decide to proceed with an independent analysis of (2) and give up pursuing available procedures in the single index model literature. Since model (2) assumes a form of the dimension folding models described in Li et al.
(2010), we introduce an efficient procedure where we only have d γ + J − 2 free coefficients to estimate due to the multiplication from both left and right sides of Z.
As an improvement of the dimension folding method, our proposed estimation procedure relaxes the additional constraints on the covariate matrix Z.
For example, our procedure does not require that
T vec(X) as being enforced in Li et al. (2010) . Here, ⊗ stands for the Kronecker product and vec(X) is the vector formed by the concatenation of the columns of X. These constraints may be violated and are not assumed to hold for model (2) in general.
Doubly Robust Local Efficient Score
To estimate the parameters, we derive the efficient score components as
where the function g(Y,
is the partial derivative of f with respect to its second argument.
T , we then essentially use the NewtonRaphson procedure to solve for β, γ from
When g(·) and E(·|β T Zγ) are correctly specified, S eff is a score function which falls in the space that orthogonal to the nuisance tangent space induced by the unknown conditional density f (·) defined in Proposition 3 in the Supplement. Hence, as shown in Bickel et al. (1993) ; Tsiatis (2004) , S eff is an efficient score (see Proposition S.4.1 in the Supplement) which yields the optimal estimators with the smallest asymptotic variances. In addition, S eff is also doubly robust function so that the estimation consistency holds whenever
In reality, the functional form for the conditional density f (·) is often unknown, this leads to the difficulty of obtaining E(·|β
in (3). To retain the best estimation efficiency without imposing more assumptions, we use the standard kernel smoothing method in nonparametric
with respect to c 0 , c 1 . (5) and (6) allow us to obtain the unknown quantities in S eff consistently, which requires heavy computation especially in solving (6) for each value of β T Z j γ. To ease the computation, we may posit a model for f, f 2 ,
is a locally efficient score function which guarantees estimation consistency while resulting in efficient estimators when g * is the truth.
It is also worth pointing out the issue of obtaining Z i 's. Unlike in the usual dimension reduction problems, Z i 's are not directly observed and need to be constructed from the observed X j (t)'s. This involves a numerical approximation of the integrals
The composite Simpson's rule (Atkinson, 1989) can be used to approximate the numerical integration, which has the form
where t q = q/Q, q = 0, 1, . . . , Q, and Q is an even number.
The estimation procedures can be summarized as follows:
Step 1: Choose f and f 2 by minimizing (6) or positing f and f 2 . Denote the choices by f * and f * 2 and let g * = f * 2 /f * .
Step 2: Replace g in (4) by g * according to the Step 1 choice.
Step 3: Let S effγ be the version of S eff γ when replacing E(·|β
for γ(β), and denote the estimator as γ(β).
Step 4: Let S effβ be the version of S effβ when replacing E(·|β T Zγ) by E(·|β T Zγ).
We solve
for β, and denote the estimator as β.
Asymptotic Results
The profiling procedures Step 3 and 4 yield the estimators which are asymptotically equivalent to the ones from solving the estimating equation based on the estimating function (
Hence the estimation consistency readily holds by the following proposition.
Let β 0 be the true β. Further let γ 0 be a spline coefficient which satisfies
In
Step 3, at the point of convergence, we show that γ(β 0 ) achieves the nonparametric spline regression convergence rate, and derive its asymptotic variation as follows.
Theorem 1. Assume Conditions (A1)-(A8) hold, and let
Here
In addition, we show β from Step 4 is not only root-n consistent, but also efficient and achieve the information lower bound {E(S ⊗2 oeff )} −1 . Here S oeff is the efficient score for β of the original model (1), which contains α(·) instead of B r (·) T γ, hence it is different from S effβ . Its precise expression is given in Proposition S.4.2 in the Supplement.
To show the asymptotic properties of β, we first define
and w * 0 (t) as a function that satisfies
where
We have the following results.
Theorem 2. Assume Conditions (A1)-(A8) hold, and let β satisfy
Hence, √ n( β − β 0 ) converges to a normal distribution with mean 0 and variance Σ, where
Here a ⊗2 = aa T for arbitrary vector or matrix a. In addition, when g * = g, √ n( β − β 0 ) converges to a normal distribution with mean 0 and variance {E(S ⊗2 oeff )} −1 , i.e., β is the semiparametric efficient estimator of β for model (1).
Theorem 2 indicates that β is the semiparametric efficient estimator in model (1) when g * is correctly specified, even though the estimation of β is devised under model (2). Generally, we can replace g * by a consistent estimator of g. The following corollary ensures the asymptotic efficiency of the resulting β.
Corollary 1. Assume Conditions (A1)-(A8) hold, and let β satisfy
where g is a uniformly consistent estimator for the true function g, and S effβ is defined in Proposition 2, then β is semiparametric efficient.
The corollary readily holds by using the result in Theorem 2 and the consistency of g. We omit the details. In practice, we can use kernel method to estimate f (Y, β T Zγ) and in turn to obtain g, which is guaranteed to be uniformly consistent to g (Mack and Silverman, 1982) . Combining the results of Theorems 1 and 2, we are able to establish the theoretical properties of the estimation of α(t) in Theorem 3. Specifically, Theorem 3 shows that the spline approximation α(t) = B r (t) T γ( β) with β, γ estimated using the estimating equation set (8) indeed achieves the usual nonparametric spline regression convergence rate.
The proofs for the theoretic results are elaborated in the supplement.
3 Relation to the semiparametric sufficient dimension reduction
Although performed for the functional model and the dimension folding model, the proposed estimation procedure is inline with the semiparametric sufficient dimension reduction techniques discussed in Ma and Zhu (2012) . To illustrate the similarity, following Bickel et al. (1993) and Tsiatis (2004), we first develop the nuisance tangent space Λ ⊥ in the following proposition, which allows us to construct estimators of β, γ from various choices of the function f appeared in the description of Λ ⊥ .
Proposition 3. In the Hilbert space H of all the mean zero finite variance functions associated with (2), i.e.
µ(z, y) is the probability measure of (Z, Y ), f Z (z) is the pdf of Z and f (y,
is given in (2), the orthogonal complement of the nuisance tangent space is
The proof of Proposition 3 is given in the supplement. Let
, where g, a can be chosen arbitrarily as long as the resulting f contains sufficiently many equations. Ob-
. Thus, we can construct estimating equation based on the sample version of
and it provides a class of estimators for β, γ.
We now perform a set of analysis somewhat in the spirit of Ma and Zhu (2012) to illustrate that by different choice of g and a, (8) leads to the classical dimension reduction estimators.
The relation with the sliced inverse regression
As a first choice of g and a, let V = vec(Z), and select g(Y,
This provides an estimator with the flavor of the sliced inverse regression (SIR, Li (1991) ) in the classical dimension reduction framework.
Specifically, under this choice of g, a, (8) has the form
The above estimating equation set contains J 2 d γ 2 equations while we only have J + d γ − 2 free parameters. We can use GMM to reduce the number of equations in practice. Of course we can also construct g or a or both using only a subset of V.
The relation with the sliced average variance estimator
As a second choice of g, a, we select g 1 (Y,
We then construct a classical sliced average variance estimator (SAVE, Cook and Weisberg (1991)) flavored estimator based on
The relation with the directional regression
The third choice of g, a that we would like to present is g 1 (Y,
This leads to a classic directional regression (DR, Li and Wang (2007) ) flavored estimator from
The three estimators given in (9), (10) and (11) are respectively of the flavors of SIR, SAVE and DR, because if we had worked in the classical sufficient dimension reduction context, and if further equipped with the additional linearity condition and constant variance condition, the choices of g and a that led to the three estimating equations above would have further led to SIR, SAVE and DR (Ma and Zhu, 2012) . Further, the choices of g, a in (9), (10) and (11) only depend on the moments of Z instead of the conditional density as the one used in S eff defined in (3). Hence, these estimators can serve as alternatives to the proposed efficient estimators when the conditional density is difficult to obtain.
Simulation Studies
We carry out three simulation studies in order to assess the finite sample performance of our estimation method. In each simulation, we generate 1000 data sets with the sample size n = 500. In Simulation 1, we set J = 9, β = (1, 1.2, 1.5, 0.5, −0.5, −1.5, −1.2, −1, 1) T and α 0 (t) = sin(πt)+1, t ∈ [0, 1].
We generated each component of X i (t) from a uniform distribution on (−5, 5).
We then generated the response Y i from a normal distribution with mean 1 0 W i (t)α 0 (t)dt and variance 1, where W i (t) = β T X i (t). In Simulation 2, we modify Simulation 1 so that the response Y i is generated from a normal distribution with mean sin{2 1 0
and variance 0.5[1 + {β We applied the semiparametric methods proposed in Section 2 to estimate both β and α(t), where α(t) is approximated with cubic B-spline basis functions using three equally spaced internal knots. Specifically, we implemented three estimators: the oracle, the efficient and the locally efficient estimators.
In the oracle estimator, we specified f (Y, β T Zγ) using the normal pdf form, hence proposed a true g(Y, β T Zγ) function, while estimated all the conditional expectations E(·|β T Zγ). Note that the form of f (Y, β T Zγ) is generally unknown, hence the oracle estimator is unrealistic and is only included here as a benchmark for comparison purpose. In the efficient estimator, E(·|β T Zγ),
, and f 2 (Y, β T Zγ) are estimated via nonparametric method. In the local estimator, we specified an incorrect model of f (Y, β T Zγ), hence a misspecified g * (Y, β T Zγ) function was used, and estimated E(·|β T Zγ) nonparametrically.
The numerical performances of the estimation of β in Simulation 1, 2 and 3 are summarized in Table 1 , 2 and 3, respectively. Based on the asymptotic results in Theorem 2, the average of the estimated standard error is obtained and the coverage of the 95% confidence interval is also provided. As expected, both the efficient and the locally efficient estimators have very small bias, the estimated variances are close to their empirical ones, and the 95% coverage are also reasonably close to the nominal level. The variances of the efficient estimators are smaller than those of the locally efficient estimators. In fact, the performance of the efficient estimators is very close to the oracle estimators.
We illustrate the performance of the estimation of α 0 (t) in Figure 1 , where we show the mean estimated curves and the pointwise 90% confidence bands. The performance shown in Figure 1 is rather typical for spline approximations.
As we pointed out, in functional data analysis, a simple stacking approach is often used to study the effect of the functional covariates (Ramsay and Silverman, 2005) in a less structured model
where η(t) = {η 1 (t), . . . , η p (t)} T . We also explained that the stacking approach is a special case of the functional single index model we study here. We thus also implemented the stacking approach and compared the two estimators in 
Application
We now analyze the data set to study the effect of various air pollutants on the rate of death caused by CVD, which motivated this work. There has been some studies regarding whether or not air pollution forms a risk factor for CVD occurrence and death (Brook et al., 2004) . Because it is unclear how the annual CVD death rate links to air pollution, we adopt the model in (1) which does not need to specify any special link function.
In the data set, four pollutants with sufficiently high quality measurements are available. Carbon monoxide (CO) is a colorless, odorless gas that can We fit model (1) to estimate the air pollution index directly related to the following year's CVD death rate. Throughout the implementation, we set the bandwidth used in (6) to be
where the unknown parameters β and γ are replaced with their most updated estimates during each iteration. The functional parameter α(t) is estimated using a linear combination of cubic B-splines with three equally spaced internal knots in [0,1]. We calculated the confidence band for α(t) using the asymptotic results in Theorem 1. This is justified because the bias term of the estimated α(t) is of higher order according to Theorem 3 and hence can be ignored in computing confidence band. For comparison, we implemented the stacking approach to estimate the functional linear model (12). Figure 5 compares the estimated η k (t) for the stacking functional linear model (12) and the estimated β k α(t) for our functional index model (1), where k = 1, . . . , 4. While there is slight disagreement between the two sets of estimations from the two models, it is clear that the unstructured model has very large variability and can hardly deliver any statistically significant results.
We further assessed the prediction performance of our proposed method in comparison with three other methods, including the stacking functional linear model (12), the functional additive model (Müller and Yao, 2008) , and a single index model where each covariate is simply the yearly average of each pollutant. The evaluation is conducted through a ten-fold cross-validation. Table 5 displays the mean squared prediction errors (MSPE) of our proposed method and the three comparison methods. It shows that our proposed functional single index model has the smallest MSPE among all four methods. For instance, MSPE is decreased by 31% when using our proposed functional single index in comparison with the stacking functional linear model (12).
Discussion
We proposed a functional single index model to study the relation between the pollutants and CVD death rate. The model contains a single index which summarizes the pollution severity level and a time-varying coefficient which captures the seasonality of the pollution effects. Furthermore, the model is robust against the misspecification of the conditional density function f Y |X(t) (·).
Interestingly, when replacing the function α(·) by its B-spline approximation, the model reduces to a dimension folding model, and the our estimator yields a new estimator as a by-product. This new estimator requires much relaxed conditions on the covariates while at the same time performs much better than all existing methods. Finally, the model and method can be used in the high dimensional settings thanks to the fact that the numbers of covariate functions and spline basis are added. In contrast, the traditional functional single index described in (12) would result in multiplication of these two numbers.
We conclude our work with some remarks. First, in pollution measurements and in many other problems, due to various reasons such as the imprecise or sparse measurements, only the discrete measurements for functional covariates X i (t) may be available and these measurements may further contain measurement errors. In an initial data analysis step, we can estimate the functional covariates X i (t) from the data with measurement errors by using some nonparametric smoothing methods such as smoothing splines or local polynomial regression. We then analyze the functional single index model (1) using the estimated X i (t). In our theoretical results, we assume the functional covariates X i (t) are known to simplify the problem. To properly take into account the fact that the covariate function we constructed may not be the true X i (t), the model in (1) should be further augmented with an errors in variable model X(t) = X(t) + U(t), where U(t) is measurement error, andX(t), instead of X(t), is observed. This will bring the model to the measurement error problem framework. Because measurement error problems in much simpler models, for example when α(t) does not appear at all, have not been solved or even studied thoroughly, the problem deserves much careful investigation and is beyond the scope of the paper.
Supplementary Materials.
The asymptotic properties of both the finite dimensional parameter and the function estimates, and the comprehensive proofs of the theoretic results are provided in the supplementary document online. estimates of β,γ in Simulation 1. Single index model 2.44×10 The top left panel is β 1 α(t) and η 1 (t), the top right panel is β 2 α(t) and η 2 (t), the bottom left panel is β 3 α(t) and η 3 (t), and the bottom right panel is β 4 α(t) and η 4 (t).
