Abstract-The paper is devoted to classification of MEDLINE abstracts into categories that correspond to types of medical interventions -types of patient treatments. This set of categories was extracted from Clinicaltrials.gov web site. Few classification algorithms were tested including Multinomial Naive Bayes, Multinomial Logistic Regression, and Linear SVM implementations from sklearn machine learning library. Document marking was based on the consideration of abstracts containing links to the Clinicaltrials.gov Web site. As the result of an automatical marking 3534 abstracts were marked for training and testing the set of algorithms metioned above. Best result of multinomial classification was achieved by Linear SVM with macro evaluation precision 70.06%, recall 55.62% and F-measure 62.01%, and micro evaluation precision 64.91%, recall 79.13% and F-measure 71.32%.
I. INTRODUCTION
A T THE moment an evidence-based medicine approach is actively developing in medical practice. This approach requires an expert to choose a method of patient treatment based on available evidences of safety and efficiency of the method. Complexity of evidence-based medicine application in practice involves not only control over saving new research results, but also assessment of the quality and reliability of existing ones. To solve this problem in evidence-based medicine a grading scale for ranking studies by level of evidence is used. For example, in the USA the National Guideline Clearinghouse 1 recommends to follow levels of evidence and grades (table I, table II) .
However, in some cases studies corresponding to the first level of evidence may contain errors in the correctness of randomized controlled trials (RCTs). More detailed description of some examples with errors in studies with the first level of evidence is reviewed in [1] . Solution of the problem is the Grading of Recommendations Assessment, Development and Evaluation (GRADE) system. This system evaluates level of evidence for different studies and ranks them by recommendation significance with due consideration of additional criteria for evaluation. Additional criteria for GRADE are presented in table III and described in more detail in [2] . GRADE considers only two classes of recommendations: strong or low-level Markov Models algorithm for retrieving information about protein and its location from the MEDLINE abstract database is considered. Study [5] considers a method of automatic term extraction developed specifically for indexing documents from large medical collections. Computational experiments are conducted on a set of documents from MEDLINE database. In [6] an unsupervised clustering technique called SOPHIA is presented, that is evaluated on the MEDLINE testing set collection. Study [7] describes an experiment that changes the ranking strategy using the term-graph data structure for assessing the importance of a document to a user's query to the MEDLINE database. In [8] existent question-answering system based on principles of evidence based medicine is presented. Study [11] describes a fuzzy VIKOR framework for ranking internet health information providers.
Based on the relevance and demand for joint studies in the field of medicine and information retrieval, it was decided to start a development of a search engine for the MEDLINE database on the basis of the Saint-Petersburg State University with the support of Pavlov First Saint-Petersburg State Medical University and Tashkent Institute of Postgraduate Medical Education. The main goal of the project is to develop a new ranking method for search results, which takes account for a level of evidence and GRADE criteria.
II. PROBLEM STATEMENT
The object of analysis of this work are documents containing abstracts of articles from the MEDLINE international database of medical research. The goal is to group abstracts according to subtypes of medical interventions. Subtypes of medical interventions correspond to various methods for patient treatment and prophylaxis. Examples of medical intervention subtypes were taken from the Clinicaltrials.gov 3 Internet resource: 1). Drug; 2). Biological; 3). Device;
3 https://clinicaltrials.gov/ 4). Dietary Supplement; 5). Procedure; 6). Radiation; 7). Behavioral; 8). Genetic; 9). Other. This website is a public register approved by the US International Committee of Medical Journal Editors. It provides relevant structured information about conducting clinical studies for a wide range of diseases.
The assigned task falls within the domain of machine learning and requires an implementation of the following auxiliary problems: 1). Development of a method for automatic markup of abstracts from a training and test set by medical intervention subtypes, based on the existence of a link between documents that represent paper abstracts from MEDLINE database and contents of registered clinical trials on Clinicaltrials.gov. The link is presented by reference to Clinicaltrials.gov Web resource.
2). Training methods for multinomial classification by means of selected set of classical algorithms such as Multinomial Naive Bayes, Multinomial Logistic Regression, and Linear SVM from the sklearn 4 library for further evaluation and selection of a more effective algorithm.
First it was decided to evaluate linear multinomial classification algorithms for an obtained marked sample of MED-LINE abstracts. Therefore, the following linear algorithms were chosen: Multinomial Naive Bayes, Multinomial Logistic Regression, and Linear SVM. In the future it is planned to choose a set of nonlinear multinomial classification algorithms and conduct experiments with the same marked sample of MEDLINE abstracts.
III. METHODS FOR ABSTRACTS MARKUP
At the first stage of handling the problem 90 paper abstracts of the year 2011 taken from MEDLINE database and which contained links to the Clinicaltrials.gov Web site were examined. To simplify abstract processing, an abstracts.xml document was created which has the following structure (per entry). Document structure (1):
where: <document> is a document container; <doc_id> is a paper identifier; <date> -publication date of the article; <title> -title of the article; <body> -body of the abstract; <topics> -article keywords; <place> -journal where the article was published; <author> -paper authors; <type> -a subtype of medical intervention. All abstracts were transfered into this structure. Every record in abstracts.xml satisfies the structure listed above.
These 90 documents were marked manually based on the search for links between abstracts and Clinicaltrials.gov Web resource. Linkage was performed by finding in abstract a reference (eg., NCT00893711). Such a reference meant that the study was indexed at Clinicaltrials.gov. The sequence of manual markup was as follows:
1) A link to Clinicaltrials.gov site was retrieved from an abstract.
2) With the help of Clinicaltrials.gov internal search engine a search was performed in order to find studies corresponding to the reference given in the abstract. An example of using internal search engine is presented in Fig. 1. 3) After the search, a found subtype of medical intervention was manually added to the document structure in the <type> </type> field. It was proposed to impose a restriction on the Clinicaltrials.gov web-resource search results: if the study was represented by two subtypes of medical intervention as it is shown in Fig. 1 , it was suggested to use the first subtype because it contains the main information about the study.
As a result of manual marking it was possible to group 60 out of 90 abstracts into the following subtypes: Behavioral, Biological, Device, Dietary_Supplement, Drug, Other, and Procedure. The remaining 30 abstracts were divided into 4 groups: 1) no link to clinicaltrials.gov; 2) contains a link, but no information about the subtype of medical intervention;
3) contains a link but studies are of observational type; 4) contains a link with an error (eg., ISRCTN51481987). It was further decided to consider corpus containing 2000000 abstracts for years 2006 to 2013 and automate the process of markup. An automation has been implemented with the help of an application developed in python that performs a search for links in abstracts (eg. NCT00893711) as a regular expression and a web-crawler that searches through links http://clinicaltrials.gov/show/NCT00776256?resultsxml=true replacing the part (NCT00893711) with the one found in the abstract and extracting data from the xml page contained in the <intervention_type> field. Results extracted from <intervention_type> field were then added to the <type> </ type> field of document structure (1) using the developed software application. The result of parsing xml pages also imposes restrictions: in case of two fields <intervention_type> is marked by the first field.
As a result of an automatic marking of 2000000 abstracts, 3534 abstracts were marked. Remaining abstracts were divided into groups: 1) no link to clinicaltrials.gov; 2) contained a link, but when referring to web-crawler on corresponding page an error appeared "404 -page not found";
3) contained a link but corresponding studies were of observational type; 4) contained a link with an error (eg., CTNO1481987). As a result of marking, every subtype of medical intervention aggregated the following number of the abstracts: Behavioral -585, Biological -242, Device -238, Dietary Supplement -191, Drug -1619, Other -333, Procedure -300, Radiation -18, and Genetic -8. After that, 3534 abstracts were divided into training set and testing set for performing training and testing of the following classifiers: Multinomial Naive Bayes, Multinomial Logistic Regression, and Linear SVM using the sklearn library. Also, experiments with changing parameters of classifiers were performed in order to determine the most efficient algorithm for classification.
IV. EXPERIMENTAL PART
This section presents experiment results for multinomial classification of automatically marked 3534 MEDLINE abstracts by subtypes of medical interventions. Such algorithms as Multinomial Naive Bayes, Multinomial Logistic Regression, and Linear SVM were used (names of algorithms in sklearn library: MultinomialNB, LinearSVC, LogisticRegression). Marked abstracts were divided into training set and testing set in ascending order by date of publication as follows: To evaluate classification result for the testing set for each subtype of medical intervention such measures as precision, recall and F-measure were used:
where T P -true positive classification value, i.e. the classifier identified an element of the testing set correctly. F P -false positive value, i.e. the classifier referred an element to the class falsely. F N -false negative elements, i.e. the classifier falsely did not refer an element to the class. To assess different multinomial classification algorithms, macro and micro precision and recall values, as well as F-measure were calculated using the following formulas: Macro:
Recall n m , F -measure = 2 * precision * recall precision+recall .
Micro:
where m is the number of classes. Calculation of micro precision and recall was performed by summing up all true positive, false positive and false negative results of classification for each class. In this experiment we use the «bag of words» model [9] . For vector of features we use vector of terms from the dictionary, composed of all annotations from corpora. In process of forming dictionary no stemming was used. With the help of tf -idf metric, weight for every term was assessed.
where tf -term frequency:
where N -number of documents in corpora; df -number of documents, in which term t occures. During the experiments, the optimal parameters of classifiers were selected for the case with the removal of stop words, as well as for the case with no stop words removing from the dictionary. More detailed options of the algorithms and their values are given in the documentation for the library 326 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015 sklearn. Below the optimum parameters of the algorithms are presented.
The following algorithm parameters were used for the classification of documents from the test set with no account for stop words:
MultinomialNB: alpha = 1.0, fit_prior = True; LinearSVC: penalty = 'l2', loss = 'squared_hingle', multi_class = 'ovr', C = 1.0; LogisticRegression: penalty = 'l2', multi_class = 'ovr', C = 1.0, solver = 'liblinear';
Results are presented in tables IV, V. The following algorithm parameters were used for the classification of the testing set with stop words in the dictionary: MultinomialNB: alpha = 2.0, fit_prior = True; LinearSVC: penalty = 'l1', loss = 'hingle', multi_class = 'crammer_singer', C = 0.8; LogisticRegression: penalty = 'l1', multi_class = 'multinomial', C = 0.8, solver = 'newton-cg'.
Corresponding results are presented in tables VI, VII. Based on the results of computational experiments, the best results were obtained without accounting for stop words in the dictionary and when using LinearSVC with the following parameters: penalty = 'l2', loss = 'squared_hingle', multi_class = 'ovr', C = 1.0.
Corresponding results for macro evaluation: precision= 70.06%; recall = 55.62%; F-measure = 62.01%. Results of micro evaluation: precision = 64.91%; recall= 79.13%; Fmeasure = 71.32%.
V. DISCUSSION
Relatively low classification quality rates are associated with the fact, that documents for classification describe medical studies, which were performed during patients treatment. Some differences in documents from various classes are related only to subtypes of medical treatments, that were considered in the studies, and can describe patients suffering from the same disease. The result that was recieved can be compared with results from the research [10] ,where maximum F-measure value of 80% has been achieved by using linear SVM during the classification of abstracts on RCTs and on non RCTs. In our case maximum value of macro F-measure = 62.01% and micro F-measure = 71.32% has been also retrieved when using linear SVM, with multiclassification of abstracts by subtypes of medical interventions.
VI. CONCLUSION
This article describes methods that allow to automate grouping MEDLINE abstracts by subtypes of medical interventions. Computational experiments were carried out using the following algorithms: Multinomial Naive Bayes, Multinomial Logistic Regression, and Linear SVM from the sklearn library. Linear SVM algorithm showed the best result of multinomial classification.
For further research it is planned to perform the following tasks:
• chose the set of nonlinear multinomial classifier algorithms and examine 3534 MEDLINE abstracts using these algorithms;
• classify the remaining 1996466 unmarked abstracts using Linear SVM algorithm;
• extract facts from the marked abstracts about a specific subtype of a medical intervention described in the study;
• group abstracts by subtypes of medical intervention using a catalog of natural science subjects MESH 5 and contents of the <topics> field from the document structure (1).
