Abstract
Introduction
In recent papers we have introduced a new type of flexible model for images of objects of a certain class. The idea is to represent images of a certain type -for inst,ance images of frontal faces -as the linear combination of prototype images and their affine deformations. This flexible model can be used as a generative model to synthesize novel images of the same class. It can also be used to analyze novel images by estimating the model parameters via an optimization procedure. Once estimated the model can be used for indexing, for recognition, for image compression and for image correspondence.
At the very heart of our flexible models is an image representation in terms of which a linear combination of images makes sense. For a set of images to behave as vectors, they must be in pixelwise correspondence (see [3] ). Our model uses pixelwise correspondence bet,ween example images and should not be confused with techniques which use linear combinations of images such as the so-called eigenfaces technique ([ll] ). ' This research is sponsored by grants from ARPA-ONR under contract N00014-92-5-1879 and from ONR under contract N00014-93-1-0385 and by a grant from the National Science Foundation under contract ASC-9217011 (this award includes funds from ARPA provided under the HPCC program) and by a MURI grant N00014-95-1-0600.
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In our approach, the correspondences between a reference image and the other example images are obtained in a preprocessing phase. Once the correspondences are computed. an image is represented as a shape vector and a texture vector. The shape vector specifies how the 2D shape of the example differs from a reference image and corresponds to the flow field between the two images. Analogously, the texture vector specifies how the texture differs from the reference texture. Here we are using the term "texture" to mean simply the pixel intensities (grey level or color values) of the image. Our flexible model for an object class is then a linear combination of the example shape and texture vectors.
A key problem: creating the model
The distinguishing aspect of our linear flexible models is that they are linear combinations of prototype shape and texture vectors and not of images [3] . The prototypical images must be vectorized first, that is correspondence must be computed among them. This is a key step and in general a difficult one.
It needs to be done only once at the stage of developing the model. At run-time no further correspondence is needed -and in fact the model can be used to compute correspondence if necessary. In our past papers we computed correspondence between the prototypes with automatic techniques such as optical flow. Sometimes, however, we were forced to use interactive techniques requiring the user to specify at least some of the correspondences (see [13] ). In this paper we describe an automatic bootstrapping technique that seems capable of computing correspondence between prototypical images in cases in which standard optical flow algorithms fail.
Past work
The "linear class" idea of [14] and 161 to ether with the image representation used by [2/ (see for a review) is the main motivation behind the work of this and previous papers. Poggio and Vetter introduced the idea of linear combinations of views to define and model classes of objects, trying to extend the results of [15] who showed that linear combinations of three from prototypes views of a single object may be used to obtain any other views of the object. Poggio and Vetter defined a linear object class as a set of 2D views of different objects. They used the model mainly for syntheszs tasks. In particular, for linear object classes, affine transformations can be learned exactly from a small set of examples and used to generate new, virtual views. For instance, new views of a specific iface with a different pose or expression can be estimated and synthesized from a single view. In a very similar way, 3D structure can be estimated from a single image if the image and the structure of a sufficient number of prototypical objects of the same class are available.
The problem of using the flexible model to analyze novel images was the main concern of Jones and Poggio ( [9, lo] [4] .
Linear models
In this section we formally specify the linear object class model and describe the matching algorithm used to analyze a novel image in terms of a flexible model.
Formal specification
To write the linear object clas!: model mathematically, we must first introduce some notation, which we summarize from [lo] . ,4n image I is viewed as a 
The summation ciz0 ciSi constrains the shape of every model image to be a linear combination of the prototype shapes. Similarly, the summation ETzO b j T j constrains the texture of every model image to be a linear combination of the prototype textures. Note that the coefficients for the shape and texture parts of the model are independent. This adds greater expressiveness to the model as it allows the shape of one prototype to be used along with the texture of another, for example.
To increase the flexibility of the model to handle translations, rotations, scaling and shearing, we add an affine transformation. The equation for the model images can now be written 
Analysis by model matching
In the framework of this model, we can associate to each image in a class a shape vector and a texture vector. We refer to the process of analyzing an image in terms of its shape and texture vector as vectorizing an image.
A novel image of an object in a particular class is vectorized by matching a model of that class to the novel image. hlatching means finding the best coefficients of the model so that the rendered model image most closely resembles the novel image. The general strategy for matching is to define an error function between the novel image and the current guess for the closest model image. This error is then minimized with respect to the model parameters (ci, b i , and pi) by using a stochastic gradient descent algorithm. Following this strategy, we define the sum of squared differences error where the sum is over all pixels ( 2 ,~) in the images, InoLe' is the novel grey level image being matched and 
Minimizing the error yields the model image which best fits the novel image with respect to the L? norm. So far we have used the La norm for convenience but other norms may be more appropriate (e.g. robust statistics).
In order to minimize the error function any minimization algorithm could be used. We have chosen to use the stochastic gradient descent algorithm [l'i] because it is fast and can escape from local minima.
Optical Flow
For some prototypes, the pixelwise correspondences from the reference image to the prototype can be found accurately by an optical flow algorithm. We have mostly used the multiresolution, laplacian-based, optical flow algorithm described in [l] .
3 Bootstrappiiig t h e synthesis of a (6) flexible model Suppose that we have a flexible model consisting of N protoypes in correspondence. It is tempting to try to use it to compute the correspondence to a novel image of an object of the same class so that it can be added to the set of prototypes. The obvious flaw in this strategy is that if the flexible model can compute good correspondence to the new image then there is no need to add it to the flexible model since it will not increase its expressive power. If it can't, then the new prototype cannot be incorporated as such. A possible way out of this conundrum is to bootstrap the flexible model by using it together with an optical flow algorithm. Figure 1 : Given the flexible model provided by the combination of image 1 and image 2 (in correspondence), the goal is to find the correspondence between image 1 (or image 2) and the novel image 3 . Our solution is to first find the linear combination of image 1 and image 2 that is closest to image 3 (this is image 1') and then find the correspondences from image 1' to image 3 using optical flow. The two flow fields can then be composed to yield the desired flow from image 1 to image 3.
The basic recursive step: improving the flexible model with optical flow
Suppose that an existing flexible model is not powerful enough to match a new image and thereby find correspondence with it. The idea is first to find rough correspondences to the novel image using the (inadequate) flexible model object class and then to improve these correspondences by using an optical flow algorithm. This idea is illustrated in figure 1. In the figure, a model consisting of (vectorized) image 1 and image 2 (and the pixelwise correspondences bet,ween them) is first fit to image 3 . Call the best fitting linear combination of images 1 and 2 image 1'. The correspondences are then improved by running an optical flow algorithm between the intermediate image 1' and image 3. Notice that this technique can be regarded as a class specific regularization of optical flow, which constrains appropriately the correspondence.
Example
An example of our basic step is shown in figure 2. In this figure, an optical flow algorithm is used to find the correspondences from image (a) to image (b). The resulting correspondences are not very good as shown by image (c) which is the backward warp of image (b) according to the correspondences found by optical flow. Image ( e ) should have the texture of image (b) and the shape of image (a) . A better way to find the correspondences to image (b) is to first fit a model of faces to image (b), by using as a model a 20 prototype face images (with known correspondences). The model was matched to image (b) as described in section 2.2. The resulting best match is shown as image (d) . Next, optical flow was run between image (d) and image (b) to further improve the correspondences found by the matching algorithm. The two correspon- (a) is the reference face. Image (b) is a prototype. Image (c) is the iniage resulting from backward warping the prototype onto the reference face using the correspondences found by an optical flow algorithm. Image (d) is the model image which best matches the prototype using a model consisting of 20 prototypical faces (which didL not include image (b)). Image (e) is the image resulting from backward warping the prototype onto the reference face using the flow field which was composed from matching the face model and then running an optical flow algorithm between image (d) and image (b) to further improve the correspondences. dence fields were combined to get the correspondences from image (a) to ima e (b). Ima,ge (e) is the backward warp of image (b7 according to the final correspondence. A comparison of image (c) with image (e) shows that better correspondences, are found by our basic recursive step relative to just using optical flow.
A bootstrapping algorithm for creating a flexible model
The idea of bootstrapping is to start from a small flexible model consisting of just 2 prototypical images and to increase its size (and representation power) by iterating the recursive step described above, progressively adding new images by setting them in correspondence with the model.
There are two main problems with building a linear flexible model. The first one is to clhoose the reference image, relative to which shape and texture vectors are represented. The second is to automatically compute the correspondences even in cases in which optical flow fails.
In principle, any example image could be used as the reference image. However, the average image of the whole data set, for which the average distance to the whole data set is by definition iit minimum, is the optimal reference image. Since thie correspondences between the images cannot be computed correctly in one step, the average has to be computed in an iterative procedure. Starting from an arbitrary image as the preliminary reference, a (noisy) correspondence between all other images and this reference is first computed using an optical flow algorithm. On the basis of these correspondences an average image can be computed, which now serves as a new reference image. This procedure of computing the correspondences and calculating a new average image is repeated until a stable average (vectorized) image is obtained.
The correspondence fields obtained through the optical flow algorithm from this final average image to all the examples are usually far from perfect. The bootstrapping idea is to improve the correspondences by applying iteratively the basic step described above while also increasing the expressive power of the flexible model. We could incorporate into the flexible model one new image at each timestep. Instead, we have implemented an equivalent algorithm in which the first step is to form a linear object model from the correspondences obtained from all images with optical flow. Since some of these correspondence fields are not correct and all are noisy, this algorithm uses only the most significant fields as provided by a standard PCA decomposition of the shape and the texture vectors. Instead of adding new images, the algorithm increases with successive iterations the number of principal components, ordered according to the associated eigenvalues (the allowed range of parameters of the selected principal components can also be increased with a similar effect). .4t each iteration a flexible model is selected and used to match each image. The optical flow algorithm estimates correspondence between the image and the approximation provided by the flexible model. This field is then added to the correspondence field implied by the matched model, giving a new correspondence field between the reference image and the example. The correspondence fields, obtained by this procedure, will finally lead to a new average image and also to new principal components which can be incorporated in an improved flexible model. Iterating this procedure with increasing expressive power of the model (by increasing the number of principal components) leads to stable correspondence fields between the reference image and the examples. The number of iterations as well as the increasing complexity of the model can be regarded as regularization parameters of this bootstrapping process. 
Face images

Results
The method described in the previous sections was tested on two different classes of images. One class was frontal views of human faces and the second was handwritten digits.
human head models recorded with a laser scanner (CyberwareT"). All faces were without makeup, accessories, and facial hair. Additionally, the head hair was removed digitally (but with manual editing), via a vertical cut behind the ears. The resolution of the grey-level images was 256-by-256 pixels and 8 bit.
Preprocesszng. First the faces were segmented from the background and aligned roughly by automatically adjusting them to their two-dimensional centroid.
Evaluation
The method described in the previous sections was successfully applied to all face images available.
The step involving synthesis of the reference (average) image was tested for each image as a starting image in the algorithm. As a convergence criteria we used a theshold on the minimum average change of the pixel gray value (0.3, whereas the range was 256). The threshold was reached in every case within 5 iterations and mostly after 3 . The final reference images could not be distinguished under visual inspection. One of these reference images is shown in the second column of figure 3 ; the same reference image was used for the final correspondence finding procedure. Optical flow yields the correct correspondence between the reference image and each example image only in 80% of all cases. In the remaining cases the correspondence is partly incorrect, as shown in figure 3 . The center column shows the images which result from backward warping the face images (left column) onto the reference image using the correspondence fields obtained through the optical flow algorithm. In the first iteration of the correspondence finding procedure the first 2 principal components of the shape vectors (that is of the correspondence fields) and of the textures vectors are used in the flexible model. Then the correspondence field provided by matching with the flexible model is combined with the correspondence field obtained by the optical flow algorithm between the face image and its flexible model approximation. The backward warps using this correspondence fields are shown in the fourth column. The correspondence fields were iterated by slowly increasing the number of principal components used in the flexible model. After four iterations with 2, 10, 30 and 80 principal components, the correspondence fields between the reference face and all example images did not reveal any obvious errors (right column).
Digits 4.2.1 Data set and Preprocessing
The images used in these experiments were from the US postal service database (262 per each of the 10 digits). The original resolution of 16-by-16 pixels was increased to 32-by-32 pixels and the images were blurred with a Gaussian 5-by-5 kernel.
Evaluation
The bootstrapping algorithm was used for all 10 digits without modification. For each digit we obtained a linear model from the first 250 digits in the dataset. The reference image (average shape) is shown in the dashed boxes in figure 4 . After computing the reference image and the initial correspondence fields with optical flow new correspondence fields were obtained using 4 iterations of the bootstrapping algorithm. During the 4 iterations the number of principal components used in the algorithm was increased from 2 to 10, 30 and 80, respectively. Figure 4 shows the first 5 principal shape components of the final linear model.
The models obtained by the bootstrapping algorithm were used to match new digits which where not part of the training set. In figure 5 ten new images of the digit 3 are approximated with three different models of digits. Clearly the "3" model approximates well each of the new " 3 " , whereas the "5" and the "2" models provide very poor approximations. These results suggest that the digit models obtained with bootstrapping could be used successfully for recognition as well as for image compression.
Conclusions
The bootstrapping algorithm we described is not a full answer to the problem of computing correspon- dence between prototypes. It provides however an initial and promising solution to the very difficult problem of automatic synthesis of the flexible models from a set of prototypical examples. Notice that we have used multiresolution optical flow as one part of our boot,strapping algorithm. In principle other matching techniques could be used within our bootstrapping scheme.
