ABSTRACT This paper studies the consensus problem for the heterogeneous multiagent systems. The systems considered are assumed to consist of second-order agents and third-order agents. Both the fixed topology and the stochastic switching topology are considered. We first convert the heterogeneous multiagent systems into the equivalent error systems. Then, we analyze the consensus problem of the multiagent systems by analyzing the stability problem of the error systems. A sufficient condition for consensus of heterogeneous multiagent systems is obtained based on algebraic graph theory and linear system theory for the case of fixed topology. A necessary and sufficient condition for mean-square consensus of multiagent systems is obtained for the case of switching topology. Simulation examples are given to show the effectiveness of the obtained results.
I. INTRODUCTION
Cooperative control for multi-agent systems has been a hot topic in control area during the past two decades. It is mainly due to its applications in engineering, such as mobile robotics, unmanned air vehicles, and so on. Some new topics have been reported in recent years. The optimization problem for multi-agent system over a time varying network was studied in [1] . While distributed optimization based on the learning game theory was used to analyze the consensus problem of multi-agent systems in [2] . In [3] , the authors studied the formation problem for second-order multi-agent systems, where the topologies are time-varying and jointly connected. In [4] , the event-based consensus problem of discrete-time multi-agent systems was studied. A hybrid event-time driven consensus protocol was employed and the sampled-data consensus problem was considered in [5] . In [6] , the couplegroup consensus problem for continuous-time multi-agent systems was studied, where the interaction topologies are assumed to be Markovian switching. However, the dynamics of each agent in the above works are the same.
The multi-agent systems with heterogeneous dynamics has received widespread attention, recently. Generally, the multi-agent systems are assumed to be composed of agents with different order. In [7] , the heterogeneous multi-agent systems are composed of first-order and second-order integrator. Where the consensus problem of the systems with undirected graphs was studied. For the similar systems, the authors studied the finite-time consensus problem in [8] . In [9] , the nonlinear model for multi-agent systems with unknown leaders were established and the consensus problem for the systems was studied. In [10] , another class of heterogeneous multi-agent systems which are composed of first-order and fourth-order integrator were considered. The systems were used to studied the models of the unmanned ground vehicle (UGV) and the unmanned aerial vehicle (UAV), respectively. While the authors in [11] , studied the higher-order consensus problem of multi-agent systems with unknown communication delays. The methods are based on transfer function. In [12] , the authors also used the frequencydomain analysis to study the scaled consensus problems of heterogeneous multi-agent systems. In [13] , a finitetime consensus protocol for heterogeneous multi-agent systems were employed to study the higher-order consensus problem. The group consensus problem for heterogeneous multi-agent systems also can be found in [14] . Where the interaction topologies considered are fixed and switching, but are not stochastic switching. Motivated by the above literatures, we will consider the consensus problem for multi-agent systems consisting of second order and third order agents.
In this paper, we will study the consensus problem for a class of discrete-time heterogeneous multi-agent systems under both fixed topology and stochastic switching topology. Suppose that the heterogeneous multi-agent systems consist of agents with second-order integrator and agents with thirdorder integrator. The consensus problem of the original system is converted into the stability problem of the reduced system by a model transformation. A sufficient condition of consensus for the case of fixed topology and a necessary and sufficient condition of mean-square consensus for the case of stochastic switching topology are obtained respectively. Finally, simulation examples are given to show the usefulness of the obtained results.
Notation: Let R denote the real number set. Let ρ(M ) denote the spectral radius of the matrix M . Let S n denote a index set {1, . . . , n}. Let |A| denote the determinant of matrix A. Let I n and 0 denote, respectively, the n × n identity matrix and the zero matrix with appropriate dimensions. Define
is the mathematical expectation. Re(·) and Im(·) represent, respectively, the real and imaginary parts of a number.
II. PROBLEM FORMULATIONS
Let G = (V, E, A) be a directed graph of order n, where V and E denote, respectively, the node set and the edge set. An edge (i, j) ∈ E if agent j can obtain the information from agent i. Here, agent i is a neighbor of agent j. Denote N i the neighbor set of agent i. A = [a ij ] ∈ R n×n is the adjacency matrix associated with G, where a ij > 0 if (i, j) ∈ E, otherwise, a ij = 0. The (nonsymmetrical) Laplacian matrix L associated with A and hence G is defined as L = [l ij ] ∈ R n×n , where l ii = n j=1,j =i a ij and l ij = −a ij , ∀i = j. A directed path is a sequence of edges in a directed graph in the form of (i 1 , i 2 ), (i 2 , i 3 ), . . ., where i k ∈ V. A directed tree is a directed graph, where every node has exactly one parent except for one node, called the root, which has no parent, and the root has a directed path to every other node. A directed spanning tree of G is a directed tree that contains all nodes of G. A directed graph has or contains a directed spanning tree if there exists a directed spanning tree as a subset of the directed graph, that is, there exists at least one node having a directed path to all of the other nodes. The union of graphs G 1 and G 2 is the graph G 1 G 2 with vertex set V(G 1 ) V(G 2 ) and edge set E(G 1 ) E(G 2 ).
Suppose that the heterogeneous networked systems consist of m third-order integrators and n − m second-order integrators (m < n). The third-order integrators are given as follows:
where
∈ R represent the position, the velocity and the acceleration of the i th agent, respectively; u i [k] ∈ R is the control input. The second-order integrators are given as follows:
∈ R are the position, the velocity and the control input of the i th agent, respectively. For the second-order multi-agent system, we employ the following consensus algorithm:
where α, β > 0 are the control gains.
For the third-order multi-agent system, the consensus algorithm is as follows:
where α, β, γ > 0 are the control gains.
Denote
Then the systems (1) and (2) with algorithms (4) and (3) respectively can be combined as
with
Definition 1: The heterogeneous multi-agent systems (5) is said to reach consensus if for any initial conditions, we have
III. CONSENSUS ANALYSIS OF MULTI-AGENT SYSTEM
In this section, we will analyze the consensus problem of the heterogeneous multi-agent systems.
Then we can get a reduced system
where 1 , as shown at the top of this page, and the definitions of
Now we know that the consensus of heterogeneous multiagent system (5) is equivalent to the stability of system (6) . Before giving the main results, some assumptions and lemmas are necessary.
Assumption 1: The interaction topology G has a directed spanning tree.
Assumption 2: If the first agent can obtain the information of the k th agent, then the j th agent can obtain the information of the k th agent, k ∈ {m + 2, . . . , n}, j ∈ {2, . . . , m}, i.e., L 12 = 0. If the (m+1) th agent can obtain the information of the k th agent, then the j th agent can obtain the information of the k th agent k ∈ {2, . . . , m}, j ∈ {m+2, . . . , n}, i.e., L 21 = 0.
Lemma 1: If the graph G has a directed spanning tree, then all the eigenvalues of L 11 and L 22 associated with G have positive real parts.
Proof: The proof is similar to that of Lemma 1 in [17] , here is omitted. Now we are in a position to give our main results. Theorem 1: Under the assumptions 1 and 2, the heterogeneous multi-agent system (5) can achieve consensus asymptotically if α, β and γ satisfy the conditions:
and µ i is the i th eigenvalue of L 11 , η j is the j th eigenvalue of L 22 . 
Proof: According to the aforemention discussion we know that the heterogeneous multi-agent system (5) can reach consensus if and only if the reduced system (6) is asymptotically stable. Therefore, we only need to prove that ρ( 1 ) < 1, 1 is as defined in (6) . It is not difficult to see that the matrix 1 can be decomposed into 
Here, f (m, n) = n(n − 3) + m(m − 1) + 2. It is not easy to find that f (m, n) = 1 for all positive integers m and n. Hence, according to Assumption 2, it follows that
Let
It follows that
Next, we will convert ρ( 1 ) < 1 into some characteristic equations have all of the roots with negative real parts. Let λ be the eigenvalue of 1 . Then, λ = λ − 1. Let λ = s+1 s−1 . Then the equations (13) and (14) can be converted into
Now we know that ρ( 1 ) < 1 is equivalent to all of the characteristic roots of (15) and (16) have negative real parts. We deduce what conditions the α, β, γ and µ i should satisfy when all of the roots of (15) have negative real parts firstly. Applying Routh Criterion to (15) yields
According to Routh Criterion, we know that all of the roots of (15) have negative real parts if the coefficients of (15) 
By simple calculation, we obtain that α, β and γ satisfy the conditions (ii)-(v) in (7). Now we deduce what conditions α, β and η j should satisfy when all of the roots of (16) have negative real parts. It follows from (16) that
By simple calculation, one has
The real parts of s j 1 ,j 2 are as follows
which combining with (20) yields Re(s j 1 ,j 2 ) < 0 is equivalent to the condition (i) in (7). This completes the proof. Remark 1: Theorem 1 has given a sufficient condition for the discrete-time heterogeneous multi-agent system (2) to achieve consensus. The results are based on linear system theory.
B. CASE 2: STOCHASTIC SWITCHING TOPOLOGY
For the case of switching topology, we assume that the switching rule is a ergodic Markov chain. Suppose that θ [k] be a homogeneous discrete-time Markov chain which takes values in a finite set S = {1, 2, . . . , r} with a probability transition matrix = [π ij ] ∈ R r×r . The switching topology set is G = {G 1 , . . . , G r }, where
ij ] n×n be the adjacent matrix and Laplacian matrix with the associated graph G θ [k] .
Under the switching topology, the consensus algorithm for the third-order and the second-order agents are as follows respectively,
By using the same notes as the case of fixed topology, one has
1 , as shown at the bottom of this page. Here L θ [k] is the Laplacian matrix associated with graph G θ [k] , and
.
Definition 2:
The multi-agent system (23) is said to achieve consensus in mean-square sense if the states of agents satisfy
Similar to the case of fixed topology, let
A reduced system can be obtained as follows
1 , as shown at the bottom of this page, and the definitions of L
22 are as follows: with
According to [15] , we know that the joint process
, k ∈ S} is a Markov process. Now, the consensus problem of multi-agent system (23) has been converted into the stability problem of the reduced-order system (24). Next, we will give the definition of mean-square stable for Markov jump system. Definition 3: The Markov jump system (24) is said to be mean-square stable if for any initial condition {Y 0 , θ 0 }, Theorem 2: Under the Markovian switching topologies, the heterogeneous multi-agent system can achieve meansquare consensus if and only if there exist positive definite matrices P i ∈ R (3m+n−5)×(3m+n−5) and Q i ∈ R (3m+n−5)×(3m+n−5) (i = 1, . . . , r), and scalars α, β, γ such that the following LMIs
hold with the constraints
1 is defined in (24).
VOLUME 6, 2018
Proof: The above discussions have shown that the multiagent system (23) can achieve mean -square consensus is equivalent to the error system (24) is mean-square stable. According to the Markovian jump system theory [15] , we know that the error system is mean-square stable if and only if there exists some positive definite matrices P i (i = 1, . . . , r) such that
i . According to Schur complementary lemma we know that (26) is equivalent to (25). This completes the proof.
Remark 2: Theorem 2 provides a necessary and sufficient condition for mean-square consensus of heterogeneous multiagent system based on Markovian jump system theory. The feasible parameters in (25) can be obtained by using CCL method. The details about CCL method are referred to [16] . Here is omitted.
IV. SIMULATION RESULTS
In this section, two examples will be given to show the effectiveness of the theoretical results. For simplicity, we let a ij = 1 if agent i can obtain the information from agent j, otherwise a ij = 0.
Example 1: This is an example for the case of fixed topology.
Suppose that the multi-agent system consists of 8 agents, the interaction topology is as shown in Fig. 1 . It is not difficult to find that the graph satisfies the Assumptions in this paper. According to the conditions (i) and (ii), we first let α = 0.4, β = 1.6. Then we can choose γ = 2.4 by using conditions (iii), (iv) and (v). Each agent states of positions, velocities and accelerations are as shown in Figs. 2, 3 and 4 , respectively. This is coincident with theoretical results.
Example 2: This is an example for the case of stochastic switching topology.
For simplicity, we assume that there are two modes, that is r = 2. The interaction topologies are as shown in Figs. 5 and 6. It can be seen that the union graph of G 1 and G 2 has a directed spanning tree. Suppose that the transition probability matrix be = 0.2 0.8 0.3 0.7 . By using the CCL method, we obtain the feasible α = 0.6, β = 1.7 and γ = 2.5. Figs. 7, 8 and 9 show the convergence results.
V. CONCLUSION
In this paper, we have studied the consensus problem for a class of discrete-time heterogeneous multi-agent systems.
The networked systems considered are composed of the second-order agents and the third-order agents. The interaction topologies are both fixed and stochastic switching. The consensus problem of the original systems have been turned into the stability problem of the error systems by a model transformation. For the case of fixed topology, we have obtained a sufficient condition for the heterogeneous multiagent system to achieve consensus. For the case of stochastic switching topology, a necessary and sufficient condition of mean-square consensus in forms of matrix inequalities has been obtained. Two examples have been given to show the effectiveness of the theoretical results. The assumption leads to the results to be conservative. We will consider the more general case and the systems with disturbance in our future work.
