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CORRIGENDUM TO “A COHEN–LENSTRA PHENOMENON FOR
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CHANTAL DAVID AND ETHAN SMITH
The function K(G), which is defined by equation (3), should instead be defined by
K(G) :=
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ− 1)2(ℓ+ 1)
)∏
ℓ|N1
(
1−
1
ℓ2
)∏
ℓ|N2
ℓ∤N1
(
1−
1
ℓ(ℓ− 1)
)
.
The reason for the change is an error in the statement of Lemma 14, which was taken
from [DS13, Lemma 11]. In the case that ℓ | (N, f) and νℓ(N) = 2νℓ(f), we should have
cN,f (ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)
{(
ℓ− 1−
(
N(ℓ)
ℓ
))
if 2 | α,
−1 if 2 ∤ α,
instead. This change in the statement of Lemma 14 then affects the definitions of the func-
tions K(N,m) and K(N) that occur in the statement of Proposition 12. In the statement
of Proposition 12, we should have
K(N,m) :=
∏
ℓ|m
(
ℓνℓ(N)+1 − ℓ2νℓ(m)
ℓνℓ(N)+1 − ℓνℓ(N) − 1
)
and
K(N) :=
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ+ 1)(ℓ− 1)2
)∏
ℓ|N
(
1−
1
ℓνℓ(N)(ℓ− 1)
)
.
The following is a list of other minor changes caused by the error in the statement of
Lemma 14.
(1) On page 36, the definition of the function F2(ℓ, f) should be changed to
F2(ℓ, f) :=


(
1 +
1
ℓ(ℓ+ 1)
)
if νℓ(N) < 2νℓ(f),(
1 +
1
ℓ
)
if νℓ(N) > 2νℓ(f),
1−
(
N(ℓ)
ℓ
)
+ 1
ℓ(ℓ2 − 1)

 if νℓ(N) = 2νℓ(f).
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(2) On page 37, the definitions of F4(ℓ) and F5(ℓ) do not depend on the parity of νℓ(N).
In either case we should have
F4(ℓ) := 1 +
ℓνℓ(N) − ℓ
F0(ℓ)ℓνℓ(N)(ℓ− 1)2
;
F5(ℓ) :=
ℓνℓ(N)+1 − ℓ2νℓ(m)
F0(ℓ)ℓνℓ(N)+2νℓ(m)−1(ℓ− 1)2
.
(3) On page 38, the definition of K(ℓ)(N,m) does not depend on the parity of νℓ(N).
In either case we should have
K(ℓ)(N,m) :=
ℓνℓ(N)+1 − ℓ2νℓ(m)
ℓνℓ(N)+1 − ℓνℓ(N) − 1
.
(4) On page 39, the definition of F6(ℓ) should be
F6(ℓ) := 1−
1
ℓ2
,
instead.
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A COHEN-LENSTRA PHENOMENON FOR ELLIPTIC CURVES
CHANTAL DAVID AND ETHAN SMITH
Abstract. Given an elliptic curve E and a finite Abelian groupG, we consider the problem
of counting the number of primes p for which the group of points modulo p is isomorphic to
G. Under a certain conjecture concerning the distribution of primes in short intervals, we
obtain an asymptotic formula for this problem on average over a family of elliptic curves.
1. Introduction.
Let E be an elliptic curve defined over the rational field Q. Given a prime p where E
has good reduction, we consider the reduced curve, which we denote by Ep. In previous
work [DS13], we studied the arithmetic function
ME(N) := #{p : #Ep(Fp) = N},
where #Ep(Fp) denotes the number of Fp-rational points on the reduction. Despite being
such a natural object to study, it seems that the recent paper of Kowalski [Kow06] is the first
to introduce the functionME(N) and ask interesting questions about its behavior. Kowalski’s
motivation for studying ME(N) stems from its relation with what he calls “elliptic twins.” A
prime p is called an E-twin prime if there exists a prime q 6= p such that #Ep(Fp) = #Ep(Fq).
Then p is an E-twin prime if and only if ME(#Ep(Fp)) > 1.
The Hasse bound states that #Ep(Fp) is never very far from p + 1. In particular,
|p+ 1−#Ep(Fp)| < 2√p. It follows that if #Ep(Fp) = N , then
N− := (
√
N − 1)2 < p < (
√
N + 1)2 =: N+. (1)
Hence ME(N) is a finite number, satisfying the trivial boundME(N)≪
√
N/ log(N+1). In
[Kow06], the author shows that if E possesses complex multiplication, thenME(N)≪E,ε N ε
for any ε > 0, and asks if the same might be true for general elliptic curves, but up to now,
no bound better that the trivial bound is known for curves without complex multiplication.
In [DS13], we studied the average behavior of ME(N) taken over a family of elliptic
curves. More precisely, given integers a, b, we let Ea,b denote the elliptic curve given by the
Weierstrass equation y2 = x3 + ax+ b; we let C denote the multiset defined by
C = C (A,B) := {Ea,b : |a| ≤ A, |b| ≤ B,∆(Ea,b) 6= 0}.
Under a suitable conjecture (specifically Conjecture 17 on page 18 with any η < 1/2) we
showed that there exists an absolutely bounded functionK(N) (see equation (20) on page 12)
2010 Mathematics Subject Classification. Primary 11G05; Secondary 11N13.
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such that if A,B are large enough with respect to N , then
1
#C
∑
E∈C
ME(N) ∼ K(N) N
ϕ(N) logN
(2)
as N →∞.
Apart from the “arithmetic factor” K(N)N/ϕ(N), the above result agrees with a na¨ıve
probabilistic model for ME(N) where one supposes that the values #Ep(Fp) are uniformly
distributed in the interval (N−, N+). This is explained in detail in [DS13]. The occurrence
of the weight ϕ(N) appearing in the denominator on the right hand side of (2) suggested
to the authors that perhaps this is another example of phenomena which are governed by
the Cohen-Lenstra Heuristics [CL84a, CL84b], which predict that random groups occur with
probability inversely proportional to the size of their automorphism groups. The purpose of
this paper is to explore this connection further by studying the function
ME(G) := #{p : Ep(Fp) ∼= G},
where G is a finite Abelian group. Given an elliptic curve E, it is well known that
Ep(Fp) ∼= Z/N1Z× Z/N1N2Z,
for some positive integers N1, N2 satisfying the Hasse bound: |p + 1 − N21N2| < 2
√
p. For
much of this work, we will restrict to the case when N1 and N2 are both odd as this reduces
the number of special cases to consider.
As with our study ofME(N) in [DS13], the restriction imposed by the Hasse bound means
that any prime counted by ME(G) must lie in a very short interval near N = #G = N
2
1N2.
In particular, all of the primes are of size N , lying in an interval of length 4
√
N . Even the
Riemann Hypothesis does not guarantee the existence of a prime in such a short interval.
Thus our work here, as in [DS13], requires a conjecture (Conjecture 17) concerning the
distribution of primes of size X in intervals of length Xη. The case η = 1 corresponds to the
classical Barban-Davenport-Halberstam Theorem. The precise statement of this conjecture
can be found on page 18 in Section 7.
Recall that the exponent of a finite Abelian group is the size of its largest cyclic subgroup.
In particular, for groups of the form G = Z/N1Z×Z/N1N2Z, the exponent of G is given by
exp(G) = N1N2. The following is our main result.
Theorem 1. Assume Conjecture 17 holds for some η < 1/2. Let α, β > 0 and fixed. Then
there exists a nonzero and absolutely bounded function K(G) such that for every non-trivial,
odd order group G = Z/N1Z× Z/N1N2Z, we have that
1
#C
∑
E∈C
ME(G) =
(
K(G) +O
(
1
(log#G)β
))
#G
#Aut(G) log(#G)
,
when #G → ∞ provided that A,B ≥ (#G)1/2(log#G)β+1, AB ≥ (#G)3/2(log#G)β+2 and
the exponent of G satisfies #G
(log #G)α
≤ exp(G) ≤ #G. Furthermore, the function K(G) is
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given as a product over primes ℓ by
K(G) :=
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ− 1)2(ℓ+ 1)
)∏
ℓ|N
(
1− 1
ℓ(ℓ− 1)
)
×
∏
ℓ|N1
(
1 +
1
ℓ(ℓ2 − ℓ− 1)
)∏
ℓ|N1
ℓ∤N2
(
1 +
(−N2
ℓ
)
ℓ(ℓ− 1)
)
,
(3)
where N = #G = N21N2 and
( ·
ℓ
)
is the usual Kronecker symbol.
Many results similar to Theorem 1 may be equivalently (and perhaps more naturally)
stated as results about counting isomorphism classes of elliptic curves over finite fields which
possess some desired property. In this case, the desired property is having group of Fp-points
isomorphic to G. We now restate Theorem 1 in such an equivalent form.
Let Mp(G) denote the weighted number of isomorphism classes of elliptic curves defined
over Fp with group isomorphic to G. That is,
Mp(G) :=
∑
E/Fp
E(Fp)∼=G
1
#Aut(E)
, (4)
where the sum is taken over all isomorphism classes of elliptic curves E defined over Fp
and #Aut(E) is the number of automorphisms of E as a curve over Fp. It is important to
distinguish between the similar notations Aut(E) and Aut(E(Fp)). The former refers to the
Fp-automorphisms of E as a curve, while the latter refers to the automorphisms of E(Fp) as
a group. Now let
M(G) :=
∑
p
Mp(G).
With this notation, Theorem 1 is equivalent to the following estimate forM(G), the weighted
number of isomorphism classes of elliptic curves defined over any prime finite field with group
of points isomorphic to G.
Theorem 2. Assume that Conjecture 17 holds for some η < 1/2. Let α, β > 0 and fixed.
Then for every non-trivial, odd order group G = Z/N1Z× Z/N1N2Z, we have
M(G) =
(
K(G) +O
(
1
(log#G)β
))
(#G)2
#Aut(G) log(#G)
,
as #G→∞ provided that the exponent of G satisfies #G
(log#G)α
≤ exp(G) ≤ #G.
Remark 3. The proofs of Theorems 1 and 2 do not really require that Conjecture 17 hold
for a fixed η < 1/2. It is sufficient that it hold for intervals of length Y =
√
X/(logX)β+1.
The restriction that #G/(log#G)α ≤ exp(G) ≤ #G may seem a bit severe. We believe
that our results should hold in the range (#G)
1
2
+ǫ ≤ exp(G) ≤ #G for any fixed ǫ > 0.
Proving this would require that we assume a conjecture similar to Conjecture 17 for primes
in short intervals and in a fixed arithmetic progression. Unconditionally, it is possible to
obtain upper bounds of the correct order of magnitude in this larger range. This is the
3
subject of a forthcoming paper with V. Chandee and D. Koukoulopoulos in which we show
that
M(G)≪ (#G)
2
#Aut(G) log(#G)
,
or equivalently,
1
#C
∑
E∈C
ME(G)≪ #G
#Aut(G) log (#G)
,
both holding for (#G)
1
2
+ǫ ≤ exp(G) ≤ #G. However, lower bounds are impossible without
hypothesis.
One should not expect our results to hold without some restriction on the size of of the
exponent. In particular, not all groups of the form G = Z/N1Z × Z/N1N2Z occur as the
group of points on an elliptic curve over a finite field. For example, the authors of [BPS12]
have noted that the group Z/11Z× Z/11Z never occurs. This is perhaps surprising at first
since given a positive integer N and a prime p in the range (1), a theorem of Deuring [Deu41]
ensures that there is always an elliptic curve E/Fp possessing N points. Given a positive
integer N , we believe that there should always be a prime close enough, but as we noted
earlier, this is not provable even under the Riemann Hypothesis. A refinement of the Deuring
result (see Theorem 5 below) implies that given an orderN groupG = Z/N1Z×Z/N1N2Z and
a prime p ≡ 1 (mod N1) in the range (1), there is always an elliptic curve with E(Fp) ∼= G.
However, in the extreme case when G = Z/N1Z× Z/N1Z, we are looking for a prime p ≡ 1
(mod N1) in the interval (N
2
1 − 2N1 + 1, N21 + 2N1 + 1), and we should not expect this to
happen very often as this interval contains exactly three integers congruent to 1 modulo N1.
In fact, letting N1 and N2 vary, it would seem very unlikely (though not impossible) to find
an elliptic curve E/Fp with E(Fp) ∼= Z/N1Z × Z/N1N2Z unless N1 grows slower than an
arbitrarily large (but fixed) power of N2. Note that this condition is equivalent to assuming√
N/N1 ≥ N ǫ, which is equivalent to assuming (#G) 12+ǫ ≤ exp(G).
The remainder of the article is organized as follows. We show in Section 3 how the proof
of Theorem 1 is reduced to proving Theorem 2, and in turn, how the proof of Theorem 2
is reduced to the computation of a certain average of class numbers. The computation
of this average of class numbers occupies Section 4 (see Theorem 10) and Section 5 (see
Proposition 12). In Section 6 we gather together all of our intermediate results to complete
the proof of Theorem 2. Section 7 contains the precise statement of Conjecture 17 as well as
the proofs of a couple of auxiliary lemmas which are used in Section 4. Finally, in Section 8
we close with some concluding remarks concerning the arithmetic factors K(N) and K(G),
which are respectively defined by (20) and (3).
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3. Reduction to an average of class numbers.
In this section we show how the proof of Theorem 1 is reduced to proving Theorem 2. We
then show how the proof of Theorem 2 is reduced to computing a certain average of class
numbers.
Proof that Theorem 2 implies Theorem 1. For notational convenience, we let N = #G. The
Hasse bound implies that any prime p counted by ME(G) must fall in the range (1). Hence,
interchanging the order of summation yields
1
#C
∑
E∈C
ME(G) =
1
#C
∑
N−<p<N+
#{E ∈ C : Ep(Fp) ∼= G}. (5)
To estimate the above, we group the E in C according to which Fp-isomorphism class they
reduce modulo p. That is, we write
#{E ∈ C : Ep(Fp) ∼= G} =
∑
E˜/Fp
E˜(Fp)∼=G
#{E ∈ C : Ep(Fp) ≃p E˜}, (6)
where the sum is over the Fp-isomorphism classes of elliptic curves E˜ whose group of Fp-
points is isomorphic to G. We may assume that N ≥ 8 so that N− = (√N − 1)2 > 3 and
only primes greater than 3 enter into the sum over p above. Therefore, we may choose a
model for each E˜ of the form y2 = x3+αx+ β, and a character sum argument as in [FM96,
pp. 93-96] yields the estimate
#{E ∈ C : Ep(Fp) ∼= E˜} = 4AB
#Aut(E˜)N
+O
(
AB
N2
+
√
N(logN)2
)
+


O
(
A logN√
N
+ B logN√
N
)
if αβ 6= 0,
O
(
A logN√
N
+B logN
)
if α = 0,
O
(
A logN + B logN√
N
)
if β = 0
(7)
for N− < p < N+.
We now recall the definition of Mp(G) as given by (4). Then equations (5), (6), and (7)
imply that
1
#C
∑
E∈C
ME(G) =
[
1
N
+O
(
1
N2
+
logN√
N
(
1
A
+
1
B
)
+
√
N(logN)2
AB
)] ∑
N−<p<N+
Mp(G)
+O

( 1
A
+
1
B
)
logN
∑
N−<p<N+
1


since #C = 4AB+O(A+B) and there are at most 10 isomorphism classes of elliptic curves
E˜/Fp with αβ = 0. Recalling that M(G) =
∑
pMp(G) and {N− < p < N+} ≪
√
N/ logN ,
5
we see that Theorem 1 follows from Theorem 2 provided that A,B ≥ √N(logN)β+1 and
AB ≥ N3/2(logN)β+2. 
Now let N and m be positive integers with m2 dividing N , and define
Mp(N ;m) :=
∑
E/Fp
#E(Fp)=N
E(Fp)[m]∼=Z/mZ×Z/mZ
1
#Aut(E)
,
the weighted number of isomorphism classes of elliptic curves defined over Fp which have
exactly N points over Fp and whose Fp-rationalm-torsion subgroup is isomorphic to Z/mZ×
Z/mZ. We also define
M(N ;m) :=
∑
p
Mp(N ;m),
the weighted number of isomorphism classes of elliptic curves defined over any prime finite
field which have exactly N points over Fp and whose Fp-rational m-torsion subgroup is
isomorphic to Z/mZ× Z/mZ. We will compute M(G) by first computing M(N ;m).
Lemma 4. Let G = Z/N1Z× Z/N1N2Z. Then
M(G) =
∑
k2|N2
µ(k)M(N21N2; kN1),
where µ(k) denotes the usual Mo¨bius function.
Proof. Inclusion-exclusion. 
We now explain how computing M(N ;m) is equivalent to computing a certain average of
class numbers. Given a negative discriminant d, we let h(d) denote the class number of the
unique imaginary quadratic order of discriminant d, and we let w(d) denote the cardinality
of its unit group. The Kronecker class number of discriminant D is defined by
H(D) :=
∑
f2|D
D
f2
≡0,1 (mod 4)
h(D/f 2)
w(D/f 2)
.
Given a positive integer N and a prime p, we define the “discriminant polynomial” DN(p)
by
DN (p) := (p+ 1−N)2 − 4p. (8)
Adapting the proofs in [Sch87, Lemma (4.8) and Theorem (4.9)] to count isomorphism classes
of elliptic curves weighted by the size of their automorphism groups, we obtain the following.
Theorem 5. Let p be a prime, N a positive integer such that |p+ 1 −N | < 2√p, and m a
positive integer such that m2 | N . Then the weighted number of Fp-isomorphism classes of
elliptic curves having exactly N points and E(Fp)[m] ∼= Z/mZ × Z/mZ is given by
Mp(N ;m) =
{
H
(
DN (p)
m2
)
if m | p− 1 and m2 | N,
0 otherwise.
Remark 6. It is easy to check that the conditionsm | p−1 andm2 | N imply thatm2 | DN(p)
in the above theorem.
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Remark 7. The corresponding results in [Sch87] are more general as Schoof does not restrict
to finite fields of prime order.
As an immediate corollary, we have the following
Corollary 8. Let N and m be positive integers with m2 dividing N . Then
M(N ;m) =
∑
N−<p<N+
p≡1 (mod m)
H
(
DN (p)
m2
)
.
4. Conditional estimates for the average of class numbers.
The following lemma will be useful for bounding various sums that appear in this section.
We postpone its proof until Section 7.
Lemma 9. Suppose that N , u, and v are positive integers with u2 | N . Let DN (p) be as
defined by equation (8). If (X,X + Y ] ⊆ (N−, N+), then uniformly for uv < Y ,
#

X < p ≤ X + Y :
p ≡ 1 (mod u)
DN(p) ≡ 0 (mod u2v)
(p, v) = 1

≪
√
v
ϕ(uv)
Y
log(Y/uv)
.
The main result of this section is the following conditional (under Conjecture 17) estimate
for M(N ;m), the weighted number of isomorphism classes of elliptic curves E defined over
any prime finite field which have exactly N points over Fp and such that E(Fp) contains a
subgroup isomorphic to Z/mZ× Z/mZ.
Theorem 10. Let α, β > 0 be fixed, and assume that Conjecture 17 holds for η < 1
2
. Then
there exists a function K0(N,m) such that for every pair of odd positive integers N and m
with m2 | N ,
M(N ;m) =
∑
N−<p<N+
p≡1 (mod m)
H
(
DN (p)
m2
)
= K0(N,m)
N
logN
+O
(
N
ϕ(m2)(logN)β+1
)
,
provided that m ≤ (logN)α. Furthermore, the function K0(N,m) is given by the absolutely
convergent sum
K0(N,m) :=
∞∑
f=1
m|f
(f,2)=1
1
f
∞∑
n=1
1
nϕ(4nf 2)
4n∑
a=1
a≡1 (mod 4)
(a
n
)
#CN(a, n, f) (9)
where
CN(a, n, f) :=
{
b ∈ (Z/4nf 2Z)× : DN(b) ≡ af 2 (mod 4nf 2)
}
. (10)
Proof. We begin by using the definition of the Kronecker class number and the class number
formula to write∑
N−<p<N+
p≡1 (mod m)
H
(
DN(p)
m2
)
=
1
2π
∑
N−<p<N+
p≡1 (mod m)
∑
f2|DN (p)
m2
dN,fm(p)≡0,1 (mod 4)
√|DN(p)|
fm
L
(
1, χdN,fm(p)
)
,
7
where χd :=
(
d
·
)
is the Kronecker symbol associated to the discriminant d,
L(1, χd) =
∑
n≥1
χd(n)
n
,
and we write dN,f(p) := DN(p)/f
2 whenever f 2 | DN(p). We may assume that N > 5. As a
result, the prime 2 does not enter into the sum over p above. Since N is odd, we have that
DN(p) = (p+ 1−N)2 − 4p ≡ 1 (mod 4), and hence it follows that each f above is odd and
dN,fm(p) ≡ 1 (mod 4). Therefore, we may omit the congruence condition under the sum
over f above. Furthermore, if p | f and f 2 | DN(p) it follows that p = 2, but this is contrary
to our assumption that N > 5. Since −3 is the largest discriminant possible for an imaginary
quadratic order, we have that dN,fm(p) ≤ −3, and it follows that if (fm)2 | DN(p), then
fm ≤ 2√N/3. Therefore, after rearranging the order of summation, we have that
∑
N−<p<N+
p≡1 (mod m)
H
(
DN(p)
m2
)
=
1
2π
∑
f≤ 2
m
√
N
3
(f,2)=1
1
fm
∑
N−<p<N+
p≡1 (mod m)
(fm)2|DN (p)
p∤f
√
|DN(p)|L
(
1, χdN,fm(p)
)
. (11)
Let V be a positive parameter to be chosen. Using Lemma 9 (with u = m and v = f), we
see that the contribution made to the above by the values of f which are larger than V is
bounded (up to a constant) by
√
N
∑
V <f≤ 2
m
√
N
3
(f,2)=1
log(4N/(fm)2)
fm
∑
N−<p<N+
p≡1 (mod m)
fm2|DN (p)
p∤f
1≪ N
∑
f>V
1√
fϕ(fm2)
≪ N
ϕ(m2)
√
V
.
Choosing V = (logN)2(β+1), we have that
∑
N−<p<N+
p≡1 (mod m)
H
(
DN(p)
m2
)
=
1
2π
∑
f≤V
(f,2)=1
1
fm
∑
N−<p<N+
p≡1 (mod m)
(fm)2|DN (p)
p∤f
√
|DN(p)|L
(
1, χdN,fm(p)
)
+O
(
N
ϕ(m2)(logN)β+1
)
.
(12)
If U > 0 and d is a discriminant, then Burgess’ bound for character sums [Bur63, Theorem
2] and partial summation imply that
L(1, χd) =
∞∑
n=1
χd(n)
n
=
∑
n≤U
χd(n)
n
+O
( |d|7/32√
U
)
.
Thus, if we truncate the L-series in (12) at U and use the Brun-Titchmarsh inequality [IK04,
p. 167], we see that the contribution made by the tail of the L-series is bounded (up to a
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constant) by
N23/32√
U
∑
f≤V
1
(fm)1+7/16
∑
N−<p<N+
p≡1 (mod m)
1≪ N
39/32
ϕ(m2)m7/16 log(4
√
N/m)
uniformly for m ≤ √N . Choosing U = N 716 (logN)2β , we have that∑
N−<p<N+
p≡1 (mod m)
H
(
DN(p)
m2
)
=
1
2π
∑
f≤V
(f,2)=1
1
fm
∑
n≤U
1
n
∑
N−<p<N+
p≡1 (mod m)
(fm)2|DN (p)
p∤f
(
dN,fm(p)
n
)√
|DN(p)|
+O
(
N
ϕ(m2)(logN)β+1
)
.
(13)
At this point, it is convenient to break the interval (N−, N+) into subintervals of length
Y =
√
N
⌊(logN)γ⌋ , where γ is some fixed positive parameter to be chosen. For each integer
k ∈ I := [−2√N/Y, 2√N/Y ) ∩ Z, we write X = Xk := N + 1 + kY so that∑
N−<p<N+
p≡1 (mod m)
(fm)2 |DN (p)
p∤f
(
dN,fm(p)
n
)√
|DN(p)| =
∑
k∈I
∑
Xk<p<Xk+Y
p≡1 (mod m)
(fm)2 |DN (p)
p∤f
(
dN,fm(p)
n
)√
|DN(p)|. (14)
On the interval (X,X + Y ], we approximate
√|DN(p)| by √|DN (X)| log plogN . Letting X∗ be the
value of t minimizing the function
√|DN(t)| on the interval [X,X + Y ], we find that∣∣∣∣∣
√
|DN(p)| −
√|DN(X)| log p
logN
∣∣∣∣∣≪


N
1
4
√
Y +
√
|DN (X)|√
N logN
if N± ∈ [X,X + Y ],
Y
√
N√
|DN (X∗)|
+
√
|DN (X)|√
N logN
otherwise.
Using Euler-Maclaurin summation as in [DS13], it is easy to show∑
k∈I
√
|DN(Xk)| = 2πN
Y
+O
(√
N
)
(15)
and ∑
k∈I
1√|DN(X∗k)| ≪
1
Y
.
Employing these estimates and Lemma 9 (with u = m and v = f 2), we find that∑
N−<p<N+
p≡1 (mod m)
(fm)2 |DN (p)
p∤f
(
dN,fm(p)
n
)√
|DN(p)| = 1
logN
∑
k∈I
√
|DN(Xk)|
∑
Xk<p≤Xk+Y
p≡1 (mod m)
(fm)2 |DN (p)
p∤f
(
dN,fm(p)
n
)
log p
+O
(
Y
√
N
ϕ(mf) log(Y/mf 2)
)
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provided that mf < Y . Summing this error over n and f , we find that the total error is
O
(
Y
√
N logU
ϕ(m2)(log(Y/m))
)
provided that m < Y . Therefore, if γ = β + 1, then
∑
N−<p<N+
p≡1 (mod m)
H
(
DN (p)
m2
)
=
1
2π logN
∑
k∈I
√
|DN(Xk)|
∑
f≤V
(f,2)=1,
n≤U
1
fmn
∑
Xk<p≤Xk+Y
p≡1 (mod m)
(fm)2|DN (p)
p∤f
(
dN,fm(p)
n
)
log p
+O
(
N
ϕ(m2)(logN)β+1
)
for m as large as N
1
2
−ǫ (for any fixed ǫ > 0). It is also convenient to remove those primes
p which divide n from the innermost sum above. Doing this introduces an error which is
O
(
m−1
√
N(log V )(logU)2
)
. Given our choice of U and V , this can easily be absorbed into
the error term for m as large as N
1
2
−ǫ.
Now let
Sk(N,m;U, V ) :=
∑
f≤V
(f,2)=1,
n≤U
1
fmn
∑
Xk<p≤Xk+Y
p≡1 (mod m)
(fm)2 |DN (p)
p∤fn
(
dN,fm(p)
n
)
log p
so that∑
N−<p<N+
p≡1 (mod m)
H
(
DN (p)
m2
)
=
1
2π logN
∑
k∈I
√
|DN(Xk)|Sk(N,m;U, V )+O
(
N
ϕ(m2)(logN)β+1
)
.
Using the fact that the Kronecker symbol
( ·
n
)
is periodic modulo 4n, we may write
Sk(N,m;U, V ) =
∑
f≤V
(f,2)=1,
n≤U
1
fmn
4n∑
a=1
a≡1 (mod 4)
(a
n
) ∑
Xk<p≤Xk+Y
p≡1 (mod m)
(fm)2|DN (p)
dN,fm(p)≡a (mod 4n)
p∤nf
log p. (16)
We now note that since m2 | N , the condition (fm)2 | DN(p) implies that p ≡ 1 (mod m).
Therefore, making the change of variables mf 7→ f and reorganizing the innermost sum over
p, we obtain the identity
Sk(N,m;U, V ) =
∑
f≤mV
m|f
(f,2)=1,
n≤U
1
fn
4n∑
a=1
a≡1 (mod 4)
(a
n
) ∑
b∈CN (a,n,f)
∑
Xk<p≤Xk+Y
p≡b (mod 4nf2)
log p, (17)
where
CN(a, n, f) :=
{
b ∈ (Z/4nf 2Z)× : DN(b) ≡ af 2 (mod 4nf 2)
}
.
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We choose to approximate Sk(N,m;U, V ) by
S˜k(N,m;U, V ) :=
∑
f≤mV
m|f
(f,2)=1,
n≤U
1
fn
4n∑
a=1
a≡1 (mod 4)
(a
n
)
#CN(a, n, f)
Y
ϕ(4nf 2)
.
It is at this point that we must impose the condition that m ≤ (logN)α. To bound the error
in the above approximation, we use Cauchy-Schwarz and Conjecture 17 to see that∣∣∣S − S˜∣∣∣ ≤ ∑
f≤mV
m|f,
n≤U
1
fn
∑
b∈(Z/4nf2Z)×
∣∣∣∣θ(Xk, Y ; 4nf 2, b)− Yϕ(4nf 2)
∣∣∣∣
≤
∑
f≤mV
m|f
1
f
[∑
n≤U
ϕ(4nf 2)
n2
]1/2 ∑
n≤U
∑
b∈(Z/4nf2Z)×
∣∣E(Xk, Y ; 4nf 2, b)∣∣2


1/2
≪ Y
(logN)υ
for any choice of υ > 0 since 4Um2V 2 ≤ 4N7/16(logN)2α+6β+4 ≪ Y/(logN)υ+1. Summing
this error over k ∈ I and choosing υ = 2α+ β, we have that∑
N−<p<N+
p≡1 (mod m)
H
(
DN(p)
m2
)
=
1
2π logN
∑
k∈I
√
|DN(Xk)|S˜k(N,m;U, V )
+O
(
N
ϕ(m2)(logN)β+1
)
since m ≤ (logN)α. Now, let
K0(N,m;U, V ) :=
∑
f≤mV
m|f
(f,2)=1
1
f
∑
n≤U
1
nϕ(4nf 2)
4n∑
a=1
a≡1 (mod 4)
(a
n
)
#CN(a, n, f). (18)
With this notation, we may rewrite the above as∑
N−<p<N+
p≡1 (mod m)
H
(
DN(p)
m2
)
=
Y
2π logN
∑
k∈I
√
|DN(Xk)|K0(N,m;U, V )
+O
(
N
ϕ(m2)(logN)β+1
)
.
(19)
We now require the following lemma whose proof we postpone until Section 7.
Lemma 11. For ǫ, U, V > 0,
K0(N,m) = K0(N,m;U, V ) +O
(
N ǫ
ϕ(m2)
√
U
+
log logN
ϕ(m2)V
)
.
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Given our choice of U and V , this lemma together with (15) and (19) are sufficient to
complete the proof of the theorem. 
5. Computing the arithmetic factor K0(N,m).
The main result of this section is the following factorization of K0(N,m) as an Euler
product.
Proposition 12. Let m and N be odd positive integers with m2 | N , and let K0(N,m) be
as defined in Theorem 10. Then
K0(N,m) =
N
ϕ(N)m2
K(N)K(N,m),
where
K(N,m) :=
∏
ℓ|m
2∤νℓ(N)
(
ℓνℓ(N)+1 − ℓ2νℓ(m)
ℓνℓ(N)+1 − ℓνℓ(N) − 1
) ∏
ℓ|m
2|νℓ(N)

ℓνℓ(N)+2 − ℓ2νℓ(m)+1 +
(−N(ℓ)
ℓ
)
ℓ2νℓ(m)
ℓνℓ(N)+2 − ℓνℓ(N)+1 − ℓ+
(−N(ℓ)
ℓ
)


and
K(N) :=
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ+ 1)(ℓ− 1)2
)∏
ℓ|N
2∤νℓ(N)
(
1− 1
ℓνℓ(N)(ℓ− 1)
)∏
ℓ|N
2|νℓ(N)

1− ℓ−
(−N(ℓ)
ℓ
)
ℓνℓ(N)+1(ℓ− 1)

. (20)
Here νℓ(N) is the usual ℓ-adic valuation, N(ℓ) := N/ℓ
νℓ(N) denotes the ℓ-free part of N , and( ·
ℓ
)
is the usual Kronecker symbol.
Remark 13. It will be convenient in the next section to note thatK(N) is absolutely bounded
as a function of N , N/ϕ(N)≪ log logN , and K(N,m)≪ m/ϕ(m)≪ log logm.
We note that K0(N) = K0(N, 1) was computed in [DS13]. We will appeal often to results
from [DS13] in our computation of K0(N,m).
Proof of Proposition 12. We begin by using the Chinese Remainder Theorem to write
K0(N,m) :=
∞∑
f=1
m|f
(f,2)=1
1
f
∞∑
n=1
1
nϕ(4nf 2)
∑
a∈(Z/4nZ)∗
a≡1 (mod 4)
(a
n
) ∏
ℓ|4nf
#C
(ℓ)
N (a, n, f),
where for each prime ℓ dividing 4nf we write
C
(ℓ)
N (a, n, f) :=
{
z ∈ (Z/ℓνℓ(4nf2)Z)∗ : DN(z) ≡ af 2 (mod ℓνℓ(4nf2))
}
.
We note that if ℓ is a prime dividing f but not n, then af 2 ≡ 0 (mod ℓνℓ(4nf2)). Hence, it
is clear that #C
(ℓ)
N (a, n, f) = #C
(ℓ)
N (1, 1, f) if ℓ | f but ℓ ∤ n. In [DS13, Lemma 10] it was
shown that
#C
(2)
N (a, n, f) = 2S2(n, a),
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where
S2(n, a) =


2 if ν2(4nf
2) = 2 + ν2(n) = 2,
4 if ν2(4nf
2) = 2 + ν2(n) ≥ 3 and a ≡ 5 (mod 8),
0 otherwise.
Therefore, letting n′ denote the odd part of n and
cN,f(n) :=
∑
a∈(Z/4nZ)∗
a≡1 (mod 4)
(a
n
)
S2(n, a)
∏
ℓ|n′
#C
(ℓ)
N (a, n, f),
we may write
K0(N,m) =
∞∑
f=1
m|f
(f,2)=1
1
f 2
∞∑
n=1
2
nϕ(4nf)

∏
ℓ|f
ℓ∤n
#C
(ℓ)
N (a, n, f)

 cN,f(n)
=
∞∑
f=1
m|f
(f,2)=1
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∞∑
n=1
2ϕ((n, f))
(n, f)nϕ(4n)

 ∏
ℓ|(f,n)
#C
(ℓ)
N (1, 1, f)


−1
cN,f(n),
(21)
where the ′ on the sum over f is meant to indicate that the sum is to be restricted to those f
that are not divisible by any prime ℓ for which #C
(ℓ)
N (1, 1, f) = 0. The following was shown
in [DS13], and we state it here without proof.
Lemma 14. Suppose that N and f are odd. The function cN,f (n) is multiplicative in n. Let
α be a positive integer and ℓ an odd prime. Then
cN,f(2
α)
2α−1
= (−1)α2.
If ℓ | f and ℓ ∤ N , then
cN,f(ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)
{
ℓ− 1 if 2 | α,
0 if 2 ∤ α.
If ℓ | N and ℓ ∤ f , then
cN,f(ℓ
α)
ℓα−1
= ℓ− 2.
If ℓ ∤ Nf , then
cN,f(ℓ
α)
ℓα−1
=
{
ℓ− 1− (N
ℓ
)− (N−1
ℓ
)2
if 2 | α,
−1 − (N−1
ℓ
)2
if 2 ∤ α.
If ℓ | (f,N) and 2νℓ(f) < νℓ(N), then
cN,f(ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)(ℓ− 1).
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If ℓ | (f,N) and νℓ(N) < 2νℓ(f), then
cN,f(ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)
{
ℓ− 1 if 2 | α,
0 if 2 ∤ α.
If ℓ | (f,N) and νℓ(N) = 2νℓ(f), then
cN,f(ℓ
α)
ℓα−1
= #C
(ℓ)
N (1, 1, f)


(
ℓ− 1−
(
N(ℓ)
ℓ
)
+
(−N(ℓ)
ℓ
))
if 2 | α,((−N(ℓ)
ℓ
)
− 1
)
if 2 ∤ α,
where N(ℓ) = N/ℓ
νℓ(N) denotes the ℓ-free part of N .
Using this result, the sum over n in equation (21) may be factored as
∞∑
n=1
2ϕ((n, f))
(n, f)nϕ(4n)

 ∏
ℓ|(f,n)
#C
(ℓ)
N (1, 1, f)


−1
cN,f(n) =
2
3
∏
ℓ∤f
ℓ|N
F0(ℓ)
∏
ℓ∤2fN
F1(ℓ)
∏
ℓ|f
F2(ℓ, f),
where for any odd prime ℓ, we make the definitions
F0(ℓ) :=
(
1 +
ℓ− 2
(ℓ− 1)2
)
;
F1(ℓ) :=
(
1−
(
N−1
ℓ
)2
ℓ+
(
N
ℓ
)
+
(
N−1
ℓ
)2
+ 1
(ℓ− 1)(ℓ2 − 1)
)
;
F2(ℓ, f) :=


(
1 +
1
ℓ(ℓ+ 1)
)
if νℓ(N) < 2νℓ(f),(
1 +
1
ℓ
)
if νℓ(N) > 2νℓ(f),
1 +
(−N(ℓ)
ℓ
)
ℓ+
(−N(ℓ)
ℓ
)
−
(
N(ℓ)
ℓ
)
− 1
ℓ(ℓ2 − 1)

 if νℓ(N) = 2νℓ(f).
Substituting this back into equation (21) and rearranging slightly, we have that
K0(N,m) =
2
3
∏
ℓ|N
F0(ℓ)
∏
ℓ∤2N
F1(ℓ)
∞∑
f=1
m|f
(f,2)=1
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
ϕ(f)f 2
∏
ℓ|(f,N)
F2(ℓ, f)
F0(ℓ)
∏
ℓ|f
ℓ∤N
F2(ℓ, f)
F1(ℓ)
. (22)
In [DS13], we showed that for any odd prime power ℓα,
#C
(ℓ)
N (1, 1, ℓ
α) =


1 +
(
N(N−1)2
ℓ
)
if ℓ ∤ N,
2ℓνℓ(N)/2 if 1 ≤ νℓ(N) < 2α, 2 | νℓ(N), and
(
N(ℓ)
ℓ
)
= 1,
ℓα if 2α ≤ νℓ(N),
0 otherwise.
(23)
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Hence, the sum over f in equation (22) may be factored as
∞∑
f=1
m|f
(f,2)=1
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
ϕ(f)f 2
∏
ℓ|(f,N)
F2(ℓ, f)
F0(ℓ)
∏
ℓ|f
ℓ∤N
F2(ℓ, f)
F1(ℓ)
=
∏
ℓ∤2N
F3(ℓ)
∏
ℓ|N
ℓ∤m
F4(ℓ)
∏
ℓ|m
F5(ℓ),
where for any odd prime ℓ, we make the definitions
F3(ℓ) := 1 +
1 +
(
N(N−1)2
ℓ
)
F1(ℓ)(ℓ+ 1)(ℓ− 1)2 ;
F4(ℓ) :=


1 +
ℓνℓ(N) − ℓ
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 if 2 ∤ νℓ(N),
1 +
ℓνℓ(N) − ℓ+
(−N(ℓ)
ℓ
)
F0(ℓ)ℓνℓ(N)(ℓ− 1)2 if 2 | νℓ(N);
F5(ℓ) :=
1
F0(ℓ)ℓ2νℓ(m)


ℓ(ℓνℓ(N) − ℓ2νℓ(m))
ℓνℓ(N)(ℓ− 1)2 if 2 ∤ νℓ(N),
ℓνℓ(N)+2 − ℓ2νℓ(m)+1 +
(−N(ℓ)
ℓ
)
ℓ2νℓ(m)
ℓνℓ(N)(ℓ− 1)2 if 2 | νℓ(N).
Substituting this back into equation (22), we have that
K0(N,m) =
2
3
∏
ℓ∤2N
F1(ℓ)F3(ℓ)
∏
ℓ|N
ℓ∤m
F0(ℓ)F4(ℓ)
∏
ℓ|m
F0(ℓ)F5(ℓ)
=
2
3
∏
ℓ∤2N
F1(ℓ)F3(ℓ)
∏
ℓ|N
F0(ℓ)F4(ℓ)
∏
ℓ|m
F5(ℓ)
F4(ℓ)
.
(24)
The result now follows by simplifying the factors.

6. Removing the larger group structures.
In this section we complete the proof of Theorem 2. Before doing so, we require the
following lemma.
Lemma 15. Let G = Z/N1Z× Z/N1N2Z, and write N = #G = N21N2. Then
#G
#Aut(G)
=
N
ϕ(N)N21
∏
ℓ|N1
ℓ∤N2
ℓ2
ℓ2 − 1
∏
ℓ|(N1,N2)
ℓ
ℓ− 1
Proof. See [HR07, Lemma 2.1 and Theorem 4.1]. 
Remark 16. From the above factorization it is easy to see that #G/#Aut(G) > 1/ϕ(N21 ).
We now combine all of our intermediate results to give the proof of Theorem 2.
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Proof of Theorem 2. Let N = N21N2 = #G. Then the condition exp(G) ≥ #G/(log#G)α
is equivalent to N1 ≤ (logN)α. Now choose any γ > β + 1. By Lemma 4, we have
M(G) =
∑
k2|N2
k≤(logN)γ
µ(k)M(N ; kN1) +
∑
k2|N2
k>(logN)γ
µ(k)M(N ; kN1).
In [Len87, p. 656], we find the standard bound H(D) ≪ √|D| log |D|(log log |D|)2. Using
this, Corollary 8, and the Brun-Titchmarsh inequality [IK04, p. 167], we have that
∑
k2|N2
k>(logN)γ
µ(k)M(N ; kN1)≪
∑
k2|N2
k>(logN)γ
∑
N−<p<N+
p≡1 (mod kN1)
√
N logN(log logN)2
kN1
≪ N logN(log logN)
2
ϕ(N21 )
∑
k>(logN)γ
1
ϕ(k2) log(
√
N/kN1)
≪ N
ϕ(N21 )(logN)
β+1
.
Applying Theorem 10 for the small k, we find that
M(G) =
N
logN
∑
k2|N2
k≤(logN)γ
µ(k)K0(N, kN1) +O
(
N
ϕ(N21 )(logN)
β+1
)
.
By the remark following the statement of Proposition 12,
∑
k2|N2
k>(logN)γ
µ(k)K0(N, kN1)≪
∑
k>(logN)γ
(log logN)2
k2N21
≪ 1
ϕ(N21 )(logN)
β+1
,
and therefore,
M(G) =
N
logN
∑
k2|N2
µ(k)K0(N, kN1) +O
(
N
ϕ(N21 )(logN)
β+1
)
. (25)
Using Proposition 12, we have that
∑
k2|N2
µ(k)K0(N, kN1) =
N
ϕ(N)N21
K(N)
∑
k2|N2
µ(k)
k2
K(N, kN1). (26)
Now let K(ℓ)(N,m) stand for the factor of K(N,m) coming from the prime ℓ, i.e.,
K(ℓ)(N,m) :=


ℓνℓ(N)+1 − ℓ2νℓ(m)
ℓνℓ(N)+1 − ℓνℓ(N) − 1 if ℓ | m and 2 ∤ νℓ(N),
ℓνℓ(N)+2 − ℓ2νℓ(m)+1 +
(−N(ℓ)
ℓ
)
ℓ2νℓ(m)
ℓνℓ(N)+2 − ℓνℓ(N)+1 − ℓ+
(−N(ℓ)
ℓ
) if ℓ | m and 2 | νℓ(N).
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Then by multiplicativity, we have that
∑
k2|N2
µ(k)
k2
K(N, kN1) =
∏
ℓ|N1
K(ℓ)(N,N1)
∑
k2|N2
µ(k)
k2
∏
ℓ|kK
(ℓ)(N, kN1)∏
ℓ|(k,N1)K
(ℓ)(N,N1)
=
∏
ℓ|N1
K(ℓ)(N,N1)
∏
ℓ2|N2
ℓ∤N1
(
1− K
(ℓ)(N, ℓN1)
ℓ2
) ∏
ℓ2|N2
ℓ|N1
(
1− K
(ℓ)(N, ℓN1)
ℓ2K(ℓ)(N,N1)
)
=
∏
ℓ|N1
ℓ2∤N2
K(ℓ)(N,N1)
∏
ℓ2|N2
ℓ∤N1
(
1− K
(ℓ)(N, ℓ)
ℓ2
) ∏
ℓ2|N2
ℓ|N1
(
K(ℓ)(N,N1)− K
(ℓ)(N, ℓN1)
ℓ2
)
.
Recalling the definition of K(N) as given by equation (20), we find that
K(N)
∑
k2|N2
µ(k)
k2
K(N, kN1) =
∏
ℓ∤N
(
1−
(
N−1
ℓ
)2
ℓ+ 1
(ℓ+ 1)(ℓ− 2)2
)∏
ℓ|N1
ℓ∤N2
ℓ2
ℓ2 − 1F6(ℓ)
∏
ℓ|N1
ℓ|N2
ℓ
ℓ− 1F7(ℓ)
∏
ℓ∤N1
ℓ|N2
F8(ℓ),
where for each odd prime ℓ, we make the definitions
F6(ℓ) := 1 +
(
(−N(ℓ)
ℓ
)
− 1)ℓ+
(−N(ℓ)
ℓ
)
ℓ3
,
F7(ℓ) := 1− 1
ℓ2
,
F8(ℓ) := 1− 1
ℓ(ℓ− 1) .
Substituting the above into equation (26) and using Lemma 15, we find (after some slight
rearrangement of the factors) that∑
k2|N2
µ(k)K0(N, kN1) = K(G)
#G
#Aut(G)
,
where K(G) is defined by equation (3). The result now follows by substituting this into
equation (25) and using the remark following the statement of Lemma 15. 
7. Conjecture 17 and proofs of Lemmas 9 and 11.
In this section, we give the precise statement of the conjecture for the distribution of
primes in short intervals that is needed to prove Theorems 1 and 2. We also present the
proofs of Lemmas 9 and 11.
Given real parameters X, Y > 0 and integers q and a, we let θ(X, Y ; q, a) denote the
logarithmic weighted prime counting function
θ(X, Y ; q, a) :=
∑
X<p<X+Y
p≡a (mod q)
log p,
and we let E(X, Y ; q, a) be the error in approximating θ(X, Y ; q, a) by Y/ϕ(q). That is,
E(X, Y ; q, a) := θ(X, Y ; q, a)− Y/ϕ(q).
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Conjecture 17. (Barban-Davenport-Halberstam for intervals of length Xη) Let 0 < η ≤ 1,
and let β > 0 be arbitrary. Suppose that Xη ≤ Y ≤ X, and that Y/(logX)β ≤ Q ≤ Y. Then
∑
q≤Q
q∑
a=1
(a,q)=1
|E(X, Y ; q, a)|2 ≪ Y Q logX.
Remark 18. If η = 1, this is essentially the classical Barban-Davenport-Halberstam Theorem.
See for example [Dav80, p. 196]. The best results known are due to Languasco, Perelli, and
Zaccagnini [LPZ10], who show that Conjecture 17 holds unconditionally for any η > 7/12 and
for any η > 1/2 under the Generalized Riemann Hypothesis. For the proofs of Theorems 1
and 2, we essentially need to assume that it holds for some η < 1/2.
Proof of Lemma 9. First, we make the definition
∆N,u(l) := (l −N/u)2 − 4N/u2, (27)
and note that this is a quadratic polynomial in l with integer coefficients since u2 | N . We
also note that if p = 1 + lu, then ∆N,u(l) = DN (p)/u
2. Therefore,
#

X < p ≤ X + Y :
p ≡ 1 (mod u)
DN(p) ≡ 0 (mod u2v)
(p, v) = 1


= #

X < p ≤ X + Y :
p ≡ 1 (mod u)
∆N,u
(
p−1
u
) ≡ 0 (mod v)
(p, v) = 1


=
∑
1≤l≤v
(1+lu,v)=1
∆N,u(l)≡0 (mod v)
# {X < p < X + Y : p ≡ 1 + lu (mod uv)} .
Using the Chinese Remainder Theorem, it easy (though perhaps a bit tedious) to show that
#{l ∈ Z/vZ : ∆N,u(l) ≡ 0 (mod v)} ≤ 8
√
v.
We refer the reader to [DS13, Lemma 12] where the same bound is shown for the polynomial
DN(p). However, the same proof goes through for any monic quadratic with integer coef-
ficients. The above inequality together with the Brun-Titchmarsh inequality [IK04, p. 167]
implies that
#

X < p ≤ X + Y :
p ≡ 1 (mod u)
DN(p) ≡ 0 (mod u2v)
(p, v) = 1

≪
√
v
ϕ(uv)
Y
log(Y/uv)
, (28)
uniformly for uv ≤ Y . 
Proof of Lemma 11. In [DS13], we showed that
cN,f(n)≪
n
∏
ℓ|(f,n)#CN (1, 1, f)
κ2N(n)
,
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where for any integer m, κm(n) is the multiplicative function defined on prime powers by
κm(ℓ
α) :=
{
ℓ if 2 ∤ α and ℓ ∤ m,
1 otherwise.
(29)
Therefore,
K0(N,m)−K0(N,m;U, V )
≪
∑
f≤mV
m|f
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∑
n>U
2ϕ((n, f))cN,f(n)
(n, f)nϕ(4n)
∏
ℓ|(n,f)#C
(ℓ)
N (1, 1, f)
+
∑
f>mV
m|f
′
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∑
n≥1
2ϕ((n, f))cN,f(n)
(n, f)nϕ(4n)
∏
ℓ|(n,f)#C
(ℓ)
N (1, 1, f)
≪
∑
f≤mV
m|f
(f,2)=1
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∑
n>U
1
κ2N (n)ϕ(n)
+
∑
f>mV
m|f
(f,2)=1
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
∑
n≥1
1
κ2N (n)ϕ(n)
,
(30)
where the primes on the sums on f are meant to indicate that the sums are to be restricted
to odd f such that #C
(ℓ)
N (1, 1, f) 6= 0 for all primes ℓ dividing f .
In [DP99, Lemma 3.4], we find that∑
n>U
1
κ1(n)ϕ(n)
∼ c0√
U
for some positive constant c0. In particular, this implies that the full sum converges. From
this we obtain a crude bound for the tail of the sum over n∑
n>U
1
κ2N(n)ϕ(n)
=
∑
kl>U
(l,2N)=1
ℓ|k⇒ℓ|2N
1
κ1(l)ϕ(l)ϕ(k)
=
∑
k≥1
ℓ|k⇒ℓ|2N
1
ϕ(k)
∑
l>U/k
(l,2N)=1
1
κ1(l)ϕ(l)
≪
∑
k≥1
ℓ|k⇒ℓ|2N
1
ϕ(k)
√
k√
U
≪ 1√
U
∏
ℓ|N
(
1 +
ℓ
(ℓ− 1)(√ℓ− 1)
)
=
1√
U
N
ϕ(N)
∏
ℓ|N
(
1 +
1√
ℓ(ℓ− 1)
)(
1 +
1√
ℓ
)
≪ 1√
U
N
ϕ(N)
∏
ℓ|N
(
1 +
1√
ℓ
)
.
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We have already noted that N/ϕ(N) ≪ log logN . It is a straightforward exercise as
in [MV07, p. 63] to show that∏
ℓ|N
(
1 +
1√
ℓ
)
< exp
{
O
( √
logN
log logN
)}
.
Thus, we conclude that ∑
n>U
1
κ2N (n)ϕ(n)
≪ N
ǫ
√
U
(31)
for any ǫ > 0. For the full sum over n, we need a sharper bound in the N -aspect, which we
obtain by writing∑
n≥1
1
κ2N(n)ϕ(n)
=
∏
ℓ|2N
(
1 +
ℓ
(ℓ− 1)2
) ∑
n≥1
(n,2N)=1
1
κ2N (n)ϕ(n)
≤ 2N
ϕ(2N)
∏
ℓ|2N
(
1 +
1
ℓ(ℓ− 1)
)∑
n≥1
1
κ1(n)ϕ(n)
≪ log logN.
(32)
For any odd prime ℓ dividing f , we obtain the bounds
#C
(ℓ)
N (1, 1, f) ≤
{
2ℓνℓ(N)/2 if νℓ(f) > νℓ(N)/2 and 2 | νℓ(N),
ℓνℓ(f) otherwise
from equation (23). Therefore, for every odd integer f , we have that∏
ℓ|f
#C
(ℓ)
N (1, 1, f) ≤ f,
and hence ∑
f>mV
m|f
(f,2)=1
∏
ℓ|f #C
(ℓ)
N (1, 1, f)
f 2ϕ(f)
<
∑
f>mV
m|f
1
fϕ(f)
≪ 1
ϕ(m2)V
. (33)
Substituting the bounds (31), (32), and (33) into (30), the lemma follows. 
8. Concluding remarks.
There are many open conjectures about the distribution of local invariants associated with
the reductions modulo p of a fixed elliptic curve defined over Q as p varies over the primes.
Perhaps the most famous examples are the conjectures of Koblitz [Kob88] and of Lang and
Trotter [LT76]. The Koblitz Conjecture concerns the number of primes p ≤ X such that
#E(Fp) is prime. The fixed trace Lang-Trotter Conjecture concerns the number of primes
p ≤ X such that the trace of Frobenius ap(E) is equal to a fixed integer t. Another conjecture
of Lang and Trotter (also called the Lang-Trotter Conjecture) concerns the number of primes
p ≤ X such that the Frobenius field Q(√ap(E)2 − 4p) is a fixed imaginary quadratic field.
These conjectures are all completely open. In order to gain evidence, it is natural to
consider the averages for these problems over some family of elliptic curves. This has been
done by various authors originating with the work of Fouvry and Murty [FM96] for the
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number of supersingular primes (i.e., the fixed trace Lang-Trotter Conjecture for t = 0).
See [DP99, DP04, Jam04, BBIJ05, JS11, CFJ+11] for other averages regarding the fixed
trace Lang-Trotter Conjecture. The average order for the Koblitz Conjecture was considered
in [BCD11]. Very recently, the average was successfully carried out for the Lang-Trotter
Conjecture on Frobenius fields [CIJ]. The average order problems that we consider here and
in [DS13] have very different features than the above averages. This is primarily because
both ME(G) and ME(N) count finite sets of primes whose sizes vary with the parameters
G and N , whereas the above problems seek estimates for the densities of (what are believed
to be) infinite sets of primes.
Much like the conjectural constants appearing in the Twin Prime Conjecture and the more
general Bateman-Horn Conjectures [BH62], the constants in the conjectural asymptotics for
the Lang-Trotter Conjectures and the Koblitz Conjecture can be written as Euler products
in which the local Euler factors at each prime ℓ can be understood in terms of the probability
that p satisfies the desired property modulo ℓ. Thus, for those conjectures, the constant from
the average asymptotic gave strong evidence for the original conjectures as one retrieves
the local Euler factors of the conjectural constants (forgetting about a finite number of
“exceptional primes” for each elliptic curve).
In the questions considered in [DS13] and the present paper, it does not seem very likely
that there should be an asymptotic for a fixed elliptic curve. Moreover, the “constants”
K(N) and K(G) (defined by (20) and (3), respectively) are much more peculiar. In the first
place, they are not truly constant. In the second place, it is not completely clear how to
understand them in terms of local probabilities. However, there are some parts of K(N)
which do seem to fit those local probabilities. More precisely, given an elliptic curve E/Q
without complex multiplication, for all but finitely many primes ℓ, we have an isomorphism
Gal(Q(E[ℓ])) ∼= GL2(Z/ℓZ), where Q(E[ℓ]) denotes the field obtained by adjoining to Q the
coordinates of the ℓ-division torsion points E[ℓ]. Furthermore, #Ep(Fp) = p + 1− ap(E) ≡
det(σp) + 1 − tr(σp) (mod ℓ), where σp denotes any element of the image of the Frobenius
class at p in GL2(Z/ℓZ). Letting
CN (ℓ) := {g ∈ GL2(Z/ℓZ) : det(g) + 1− tr(g) ≡ N (mod ℓ)},
one readily finds in the case that ℓ ∤ N ,
Prob(p+ 1− ap(E) ≡ N (mod ℓ))
Prob(n ≡ N mod ℓ) =
#CN(ℓ)
#GL2(Z/ℓZ)
1
ℓ
=
(
1−
(
N−1
ℓ
)2
ℓ + 1
(ℓ− 1)2(ℓ+ 1)
)
,
where the denominator is the probability that a random integer n is congruent to N modulo
ℓ. That is, we find agreement with the Euler factors of K(N) at the primes ℓ not dividing N .
It should be noted that Euler factors of K(N) and K(G) agree that the primes ℓ not dividing
N = #G. The local factors of K(N) at the primes ℓ dividing N are more subtle. Some
of the issues appearing in the analysis of those local factors are addressed in [MPS], where
a statistical analysis of the function K(N)N/ϕ(N) has been carried out. Employing a new
technique to address moments of functions which are “almost but not quite multiplicative,”
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the authors show that ∑
N≤x
2∤N
K(N)
N
ϕ(N) logN
∼ 1
3
x
log x
.
Note that this is what one should expect as exactly 1/3 of the elements of GL2(Z/2Z) have
odd trace (i.e., satisfy the condition det(g) + 1 − tr(g) ≡ 1 (mod 2)). In collaboration with
the authors of [MPS], the authors of the present paper are studying further properties of the
function K(N) which could lead to a probabilistic model for the local factor at the primes ℓ
dividing N . It seems that those could eventually be understood by looking at probabilities
on the group GL2(Zℓ).
As far as we know, no statistical analysis similar to [MPS] has been made for K(G), but
this could certainly be an interesting avenue of research.
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