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RESUMEN 
En este artículo se realiza el estudio y evaluación 
de las redes MPLS/VPN/BGP a nivel de Backbo-
neconsiderando el  RFC 4364, sobre ambientes 
de intranet.
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El algoritmo BGP se evalúa en escenarios Route-
Re ection para la conexión de los enrutadores CE 
(CustomerEdge) y PE (ProviderEdge) de la Red 
MPLS desde el establecimiento de VRF (Virtual 
Routing and Forwarding)y su rendimiento en la 
conexión a través de la VPN. 
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Fig. 1. Red MPLS.
*  *  *
The algorithm evaluates BGP Route Re ection 
scenarios for connecting routers CE (Customer 
Edge) and PE (Provider Edge) Network since the 
establishment of MPLS VRF (Virtual Routing 
and Forwarding) and its performance in connec-
tion through the VPN.
ABSTRACT 
In this paper, we study and evaluate the MPLS/
VPN/BGP backbone level according to RFC 
4364, focusing on connecting intranet sys-
tems.
1. INTRODUCCIÓN
El objetivo de los carriers de comunicación es 
transportar y mejorar el rendimiento sobre el 
cliente, por ello los backbone basados en MPLS/
VPN son ampliamente usados a nivel mundial, 
teniendo la ventaja de ser transparentes para los 
clientes  y adicionalmente brindan un gran nivel 
de seguridad [1]. En estas redes se busca trabajar 
con grandes niveles de convergencia, por ello, se 
evalúan  múltiples mecanismos en [2], implemen-
tando las  rutas re ejadas.
Para tal  n se evaluarálas redes MPLS/BGP/VPN 
y la aplicación de rutas re ejas, utilizando el Op-
net como herramienta de simulación para realizar 
el análisis.
2. MPLS/BGP/VPNs 
Los elementos de la Red MPLS/VPN/BGP son 
el Customer Edge (CE), Provider Edge (PE) y 
Provider Core (P) como se muestra en la Fig. 1 
[3]. El Backbone MPLS se compone por los en-
rutadores PE y P, a nivel del cliente se tiene el 
enrutador CE. El enrutador PE es el elemento 
que tiene contacto directo con la Red del cliente 
y el enrutador P es el enrutador interno de la Red 
MPLS el cual no tiene contacto con los clientes 
directamente. Los enrutadores PE y P trabajan en 
modo de conmutación de etiquetas en los que se 
construyen caminos (LSP) los cuales usan un pro-
tocolo de distribución de etiquetas (LDP), cuando 
un PE envía una dirección VPN a través de la Red 
MPLS para identi car el grupo de la VPN la Red 
le asigna un Label especí co y asigna también 
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una etiqueta exterior, identi cando el PE de sali-
da. La etiqueta en el interior de la Red es utilizada 
por el PE de Salida para determinar el puerto de la 
VPN al que el paquete debe ser direccionado [1].
El enrutador CE (Customer Edge) y el enrutador 
PE (Provider Edge) soporta múltiples niveles de 
encaminamiento y sus respectivas tablas  son lla-
madas VRF (virtual route forwarding). Las VRFs 
son lógicamente independientes y pueden llegar a 
contener traslape de direcciones en otras VRFs. 
Las VPNs se forman mediante la de nición del 
cliente que accede a ser miembro de una VRF y 
este se encuentra en la tabla formada por los si-
tios que el enrutador PE ha creado. El enrutador 
PE hace uso de BGP (Border Gateway Protocol) 
para la propagación de la información acerca de 
las rutas de la VPNs, así como las etiquetas en el 
interior de MPLS.
3.MPLS-VRF 
Los nodos que pertenecen a otras VPNs se pue-
den adjuntar a un mismo nodo PE. Dado que estas 
VPNs podrían compartir el mismo rango de direc-
ciones IP teniendo direcciones privadas. La RFC 
4364 [1] introduce el concepto de VRF con el 
 n de apoyar las direcciones de solapamiento así 
como la opción de separación de trá co por op-
ciones de seguridad. El uso de las VRFs sobre los 
enrutadores PE asegura que el trá co sobre una 
VPN no sea direccionado a otra. Las principales 
características que las VRFs pueden soportar son:
Las direcciones se superponen, lo que permite  
la reutilización de las direcciones IP en el en-
rutador PE para diferentes VPNs.
Reutilización de los puertos TCP/UDP lo cual  
permite usar los mismo puertos en diferentes 
VRFs.
El Backbone MPLS puede interactuar en dos  
planos diferentes de implementación: plano de 
encaminamiento y plano de control de datos.
3.1 Plano Encaminamiento 
El plano de encaminamiento está a cargo de la ruta 
de aprendizaje y proceso de distribución. Cuando 
el enrutador PE aprende una nueva ruta del nodo 
CE, un nuevo label es asignado a esta ruta, este 
label es conocido como “Label de la ruta VPN”.
El enrutador PE sabe el conjunto de nodos que 
están involucrados en la VPN, así que hace uso de 
BGP para propagar la asociación de la ruta de en-
trada y “Label de la ruta VPN”. Cuando un nodo 
PE recibe tal asociación, se inserta la información 
de enrutamiento en el VRF correspondiente y 
designa la fuente del mensaje como “BGP Nex-
thop”.
El enrutador PE en primer lugar debe identi car 
a cual VRF le corresponde el paquete IP, ya que 
para este solo es permitida una VRF. Cuando el 
paquete IP llega de diferentes VPNs el enrutador 
PE asocia una determinada VRF. Si no hay una 
VRF asociada el enrutador PE asociará el enruta-
miento por defecto.
Habría tres diferentes resultados de la búsqueda 
de VRF. Si el destino es otro CE ajuntado a un 
mismo PE, el PE transmitiría directamente el pa-
quete IP. Si el paquete IP debe atravesar el back-
bone, deberá buscar el ‘BGP Nexthop’ y el trá co 
ingresa directamente al PE, el enrutador PE agre-
ga ‘VPN routelabel’ y envía el trá co que ingresa 
a la red MPLS.
3.2 Planosdecontrol de datos 
En primer lugar, el enrutador PE debe identi car 
que el paquete IP que ingresa al nodo pertenezca 
a la VRF, para el trá co entrante y trá co saliente 
del enrutador PE. Por tanto, el PE enrutador hace 
una búsqueda sobre la tabla de rutas IP asociadas 
a la VRF. Si no hay VRF vinculada a una interfaz, 
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Fig. 2.   Diagrama de flujo de tráfico de entrada en el 
enrutador PE
Fig. 3.   Diagrama de flujo de tráfico de salida de en-
rutador PE
En la Fig. 2 y Fig. 3 se muestranlos correspon-
dientes diagramas de bloques que resumen el 
comportamiento de PE enrutador cuando llega el 
trá co MPLS, utilizando la función PUSH para 
colocar las etiquetas dentro del trá co MPLS y la 
función POP para quitar las etiquetas.
La información se propaga del PE local a todos 
los demás enrutadores PE en la red utilizando 
BGP. Para garantizar la unicidad de pre jos de 
diferentes VPNs, un identi cador único llama la 
ruta distinguisher (RD), creando una nueva fami-
lia de direcciones para VPN IPv4 [4].
El protocolo BGP permite manejar diferentes 
familias de direcciones, se utiliza para distribuir 
el resultado de la publicación de rutas para el 
PE remoto. Estos, a su vez, son el  ltro en la 
recepción, de tal manera que solo podrán ingre-
sar el subconjunto de rutas que provengan del 
enrutador CE [4].
Por ejemplo, en la Fig. 3, se mantiene el anun-
cio PE2 de PE1, porque 2 de VPN sitio gris se 
adjunta a la misma. Sin embargo, PE3 no, por-
que no tiene los sitios pertenecientes a la VPN 
gris [4].
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Fig. 4.  Encaminamiento VPNs
La  ltración se realiza mediante el etiquetado de 
rutas con una o más comunidades ampliadas, lla-
madas ruta de objetivos (RT) y la con guración 
de la exportación de políticas para los enrutadores 
de la red. Por ejemplo, en la Fig. 4 la ruta subred 
1 perteneciente a la de VPN que se encuentra en 
el sitio caracterizado con gris en el que se origina 
la ruta de exportación por PE1 y etiquetados con 
objetivo “gris”, PE2 está con gurado con una im-
portación ruta de destino “gris” y, por tanto, man-
tiene la ruta, permitiendo la escalabilidad y buen 
desempeño. En el caso de una plena conectividad 
entre todos los sitios en una VPN, una sola ruta de 
destino puede utilizar por VPN tanto para la im-
portación y la exportación. Sin embargo, las com-
plejas políticas de control de acceso y el acceso 
muy granular de control se puede lograr mediante 
el uso de múltiples rutas distintos objetivos y po-
líticas de importación y exportación. 
La información de encaminamiento de VPN (tras 
el paso de la ruta distinguida) almacena en el PE las 
distintas rutas virtuales de enrutamiento y transmi-
sión (VRF) por la VPN. El Trá co perteneciente 
a una VPN es transferido de acuerdo con la trans-
misión de la tabla VRF. Esto asegura la distinción 
de trá co entre las diferentes VPNs, ya que la
búsqueda se realiza solo en la tabla que contiene 
pre jos pertenecientes a la VPN. La Fig. 5 mues-
tra la transmisión por separado en los cuadros 
creados por PE1 VPN de blanco y gris para la 
otra VPN. 
La cuestión es cómo se transmite el trá co sobre 
la base de la información por la VPN. El trá co 
que llega al PE sobre la interfaz PE-CE se iden-
ti ca como perteneciente a una particular VPN, 
basado en la interfaz de entrada. El mapeo entre 
las interfaces y las VPNses con gurado en el en-
rutador PE. Por ejemplo, en la Fig. 5 el trá co 
PE1 que llega de la interfaz CE1 es transmitido 
sobre la VPN gris.
El trá co que llega a una máquina (local) PE de 
otro (control remoto) PE debe ser etiquetado en 
la transmisión, de una forma que determina a los 
CE, los cuales son los receptores del trá co.
Esto se logra utilizando un label de MPLS, llama-
do label VPN. El trá co en la misma VPN puede 
ser etiquetado con diferentes etiquetas, ya que 
estas etiquetas no se identi can realmente con la 
VPN, pero sí con la transmisión del próximo sal-
to, de esta forma simple se permite la comunica-
ción de las diferentes LANs. El PE local recoge 
la etiqueta de la VPN y lo envía junto con la ruta 
publicada al PE. También se instala la transmi-
sión del Estado que transmita el trá co etiquetado 
con la etiqueta de VPN para el correcto CE. 
Las etiquetas del PE remoto direccionan el trá co 
destinado a la VPN con esta etiqueta. Por ejem-
plo, en la Fig. 5, el enrutador PE1 publicó la ruta 
para la subred 10.1/16 perteneciente al sitio 1 en 
la VPN del sitio que también obtiene la VPN gris 
y la etiqueta 100. La publicación de la ruta en la-
subred 10.3/16 perteneciente a la VPN de sitio 
1 blanco contiene la etiqueta de VPN 101. PE1 
espera el trá co entrante a ser etiquetado con pre-
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Fig. 5. Tablas de  Encaminamiento VPNs
Fig.  6. Túneles de transporte MPLS
 jos 100 para10.1/16 en la gama de grises para la 
VPN. Se espera pre jos 101 para la etiqueta en la 
gama de 10.3/16 VPN blanco. El enrutador PE1 
ha enviado el estado de la transmisión MPLS por 
trá co directo con la etiqueta 100 al sitio1 de la 
VPN gris, ver Fig. 5. 
Normalmente, este reenvió se puede implementar 
de diferentes formas, pero una de las más utiliza-
das es mediante la construcción de túneles PE-PE 
(también se re ere a túneles de transporte), utili-
zando RSVP-TE (Protocolo de Reserva de Recur-
sos de Tránsito) o LDP (Label Distribution Proto-
colo), lo que permite utilizar atributos (métricas) 
que garantizan la utilización de la ingeniería de 
trá co.
De esta manera, el trá co perteneciente a múlti-
ples VPNs se remite a lo largo de la misma en el 
túnel del núcleo MPLS, y varios túneles VPN se 
llevan en el mismo túnel de transporte, como se 
muestra en la Fig. 6.
3.3 Eficiencia de las VPNs 
La e ciencia para la investigación está enfocada 
en el tiempo de ejecución del encaminamiento  en 
el plano de control. El enrutador PE anuncia todas 
las rutas de todos los sitios conectados a él me-
diante BGP. BGP es un protocolo diseñado espe-
cí camente para manejar un gran número de rutas 
[5]. Dispone de buenas propiedades de escala, ya 
que ha incorporado en los mecanismos control de 
 ujo para el envío y recepción de mensajes, que 
permiten el control de error y de  ujo, y no re-
quiere de anuncios periódicos de información de 
enrutamiento, basándose solo en actualizaciones 
incrementales. Además, BGP lleva un único pe-
ríodo de sesiones de las rutas de todas las distintas 
redes VPN, por lo que el número de sesiones de 
BGP no depende del número de VPN, en lugar de 
ello, es proporcional el número de compañeros a 
los que la información de enrutamiento se distri-
buye, que en el peor de los casos, es el número de 
otros enrutador PE en la red.
3.4 Reflector de rutas 
Los Re ectores de Ruta (RR) reducen el número 
de sesiones BGP que debe mantener un PE. En 
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Fig.  7. Aplicación de rutas reflejadas.
lugar de igualitarios con todos las demás provee-
dores de servicios en la red, los proveedores de 
servicios entre pares con el RR se convierten en 
lo que se llama ruta del re ector clientes. 
Así, cada PE mantiene un número constante de 
peerings independientemente del número de pro-
veedores de servicios en la red. La adición de un 
nuevo PE en la red no requiere la con guración 
de BGP. El RR soluciona el problema añadiendo 
un nuevo PE a la red sin la necesidad de recon-
 gurar BGP a todos los demás proveedores de 
servicios. Sin embargo, el RR puede convertirse 
en un potencial cuello de botella en la expansión 
de las siguientes maneras:
Como un elemento de la red que mantiene  
todas las rutas de VPN (limitación de me-
moria).
Como el único elemento responsable del  
tiempo de propagación de todos VPN ruta 
cambios (de limitación de la CPU) [6]. Una 
forma de evitar el mantenimiento de todas 
las rutas de VPN en una ubicación centrali-
zada es la partición entre varios re ectores. 
La Fig. 7 muestra una red de rutas que perte-
necen a tres VPNs: VPNa, VPNb, y VPNc. 
En el escenario de una verdadera red, la carga 
de la CPU en el RR no crece proporcionalmente 
con el número de sus compañeros, por el contra-
rio, tiende a aumentar mucho más rápido. BGP 
actualiza a menudo  el cálculo de la actualiza-
ción y lo repite a todos los clientes. La e cacia 
de esta estrategia depende de cómo los clientes 
son similares en términos de control de  ujo. 
Los grupos de RR pueden crecer en número de 
clientes, y estos clientes hacen que las redes se 
vuelvan más heterogéneas (como es el caso en la 
vida real donde se utiliza el despliegue equipos 
de diferentes fabricantes y versiones), la e ca-
cia de las actualizaciones, disminuye y aumenta 
la carga de la CPU. Por tanto, la única solución 
para resolver realmente las limitaciones de la 
CPU en el RR, es reducir el número de VPNs.
3.5 Reducción del número de vía VPN 
anuncios 
Para reducir el número de cambios que se 
originaron en el RR, el PE debe ser capaz de 
informar a la RR las rutas en las que está in-
teresado. Así, la ruta la publicidad puede 
ser  ltrada por el RR y no en el PE, ahorran-
do recursos de CPU en el RR y en el PE. El 
protocolo de mejora para la aplicación de 
esta funcionalidad se denomina ruta limitada 
[7]. La idea es volver a utilizar el mismo me-
canismo BGP utilizado para la distribución de 
la accesibilidad a la información de  ltrado de 
publicidad. 
3.6 Simulador OPNET 
OPNET es un simulador que es muy robusto 
y potente  desde el punto de vista del usuario, 
el cual permite evaluar el rendimiento de am-
bientes de redes, entre otras especi caciones de 
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Fig. 8. Modelos OPNET.
Fig.  9. Configuración de parámetros para MPLS.
Fig.  10. Modelo de simulación de Red.
simulación, para diferentes redes de comunica-
ciones. En OPNET los eventos son simulados 
de forma discreta permitiendo observar el com-
portamiento de la red [8].
3.7 Modelo Jerárquico en OPNET 
OPNET tiene cuatro herramientas de desarro-
llo para representación de modelos, estas he-
rramientas son: editores de redes, editores de 
nodos y procesos, los cuales son organizados 
en modelos jerárquicos que son soportados para 
los modelos por niveles como se observa en la 
Fig. 8.
El análisis de la Simulación en OPNET para 
VPN MPLS permite la con guración de los pa-
rámetros MPLS como se muestra en la Fig. 9, 
los parámetros con gurados son la información 
de la interface, túnel virtual, parámetros CSPF 
y etiquetas [8].
En la Fig.10 [8] se observa la red MPLS a simu-
lar, en donde inicialmente se tiene un modelo 
de red en el cual se interconectan 3 empresas 
por medio de conexiones PPP_SONET_OC3 
teniendo para este ejemplo enrutamiento está-
tico entre PE y CE, cada PE con gura LSP y el 
protocolo entre los PE es BGP la siguiente capa 
de simulación a trabajar es el modelo de nodos 
Fig.11 [8], este modelo fue extendido para el 
enrutador PE, se puede observar el compar-
timiento en protocolo que es seminal para las 
redes de comunicaciones. En la Fig.12 [8] se 
observa el modelo de procesos de la simulación 
con la con guración de parámetros inicial para 
la implementación.
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Fig. 12. Modelo de procesos
Fi 5 M d l d N d
Fig. 11. Modelo de nodos
4. CONCLUSIONES 
La solución BGP / MPLS IP VPN permite un 
creciente tamaño del despliegue de una VPN 
(en términos de VPN, sitios y rutas), añadiendo 
más enrutadores y teniendo más capacidad de la 
red. Esto es posible debido a que los enrutadores 
CE intercambian rutas con el enrutador PE que 
está conectado al proveedor, en lugar de hacerlo 
con cada uno de los otros enrutadores CE en la 
VPN.
BGP es usado para la distribución de informa-
ción de VPN entre proveedores de servicios.
Además, el uso de la ruta de control de acceso 
se puede aprovechar para reducir el número de 
rutas de anuncios enviados a un BGP con co-
nexión peer con el objetivo de  ltrado de ruta 
de la VPN. El rendimiento es mejorado por el 
despliegue utilizando rutas de los re ectores, ya 
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