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Abstract
In this paper, a discrete periodic predator–prey system with type IV functional responses and time delay is investigated. Using
Gaines and Mawhin’s continuation theorem from coincidence degree theory as well as some prior estimates, we get sufficient
conditions for the existence of positive periodic solutions of the system. This is also the first time that the coincidence degree
theory has been used to obtain multiple positive periodic solutions in discrete ecological systems.
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1. Introduction
Among the relationships between the species living in the same outer environment, the predator–prey theory plays
an important and fundamental role. The dynamic relationship between predators and their prey has long been (and will
continue to be) one of the dominant themes in both ecology and mathematical ecology due to its universal prevalance
and importance [2,3,8,9,11–13]. These problems may appear to be simple mathematically at first sight. They are,
in fact, very challenging and complicated. Moreover, there are many different kinds of predator–prey models in
the ecological systems. In 1965, Holling [10] proposed three types of functional response functions according to
different kinds of species on the foundation of experiments. Recently, many authors have explored the dynamics
of predator–prey systems with Holling type functional responses [14–18]. Furthermore, some authors [6] have also
described a type IV functional response that is humped and that declines at high prey densities. This decline may
occur due to prey group defense or prey toxicity. In [4], the author has obtained sufficient conditions for the existence
of periodic solutions of delayed predator–prey systems with type IV functional responses.
However, it is well known that discrete time models governed by difference equations are more appropriate than
continuous ones when the populations have non-overlapping generations. In addition, discrete time models can also
provide efficient models of continuous ones for numerical simulation. Therefore, it is reasonable to study discrete time
predator–prey systems governed by difference equations [1].
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In this paper, we consider the following discrete predator–prey systems with type IV functional responses and time
delays
x1(k + 1) = x1(k) exp
[
b1(k)− a1(k)x1(k − τ1(k))− c(k)x2(k − σ(k))
(x21(k)/n)+ x1(k)+ a
]
,
x2(k + 1) = x2(k) exp
[
−b2(k)+ a2(k)x1(k − τ2(k))
(x21(k − τ2(k))/n)+ x1(k − τ2(k))+ a
]
,
(1.1)
where for i = 1, 2, bi : Z → R, c, ai , : Z → R+, τi , σ : Z → Z+ are all ω periodic, i.e., bi (k + ω) =
bi (k), ai (k + ω) = ai (k), τi (k + ω) = τi (k), c(k + ω) = c(k), σ (k + ω) = σ(k), for any k ∈ Z , where Z , Z+, R,
R+ denote the sets of all integers, nonnegative integers, real numbers and nonnegative real numbers, respectively. n
and a are positive constants, and ω is a positive integer. For biological reasons, we only consider the following initial
condition.
x1(−m) ≥ 0, m = 1, 2, . . . ,max{τ1(k), τ2(k), σ (k)}, x(0) > 0,
x2(−m) ≥ 0, m = 1, 2, . . . ,max{τ1(k), τ2(k), σ (k)}, y(0) > 0.
The purpose of this paper is to study the existence of positive periodic solutions of (1.1) by using Gaines and
Marwhin’s continuous theorem as well as some prior estimates. Such an existence problem is highly nontrivial, and to
the best of our knowledge, no work has been done for system (1.1). Moreover, this is also the first time that multiple
positive periodic solutions are obtained based on the coincidence degree theory in discrete ecological systems.
2. Existence of positive periodic solutions
For convenience and simplicity in the following discussion, we always use the notations:
Iω := {0, 1, . . . , ω − 1}, f¯ := 1
ω
ω−1∑
k=0
f (k), Bi := 1
ω
ω−1∑
k=0
|bi (k)|, i = 1, 2,
where f (k) is an ω-periodic sequence of real numbers defined for k ∈ Z , and bi > 0, ai > 0, c¯ > 0.
Firstly, we assume the following hypothesis throughout this paper:
(H1) a2 > b2
(
1+ 2
√
a
n
)
exp{(B1 + b1)ω}.
The following six positive numbers are also needed:
u1± :=
n(a2 − b2)±
√
n2(a2 − b2)2 − 4b22an
2b2
,
l± :=
n[a2 exp{(b1 + B1)ω} − b2] ±
√
n2[a2 exp{(b1 + B1)ω} − b2]2 − 4b22an
2b2
,
v± :=
n[a2 − b2 exp{(b1 + B1)ω}] ±
√
n2[a2 − b2 exp{(b1 + B1)ω}]2 − 4b22na exp{2ω(b1 + B1)}
2b2 exp{ω(b1 + B1)}
.
It is easy to show that
l− < u1− < v− < v+ < u1+ < l+. (2.1)
In order to explore the existence of positive periodic solutions of (1.1), and for the reader’s convenience, we shall
first summarize below a few concepts and results without proof, borrowing notations from [7].
Let X, Y be normed vector spaces, L : Dom L ⊂ X → Y is a linear mapping, N : X → Y is a continuous
mapping. The mapping L will be called a Fredholm mapping of index zero if dim Ker L = codim Im L < +∞ and
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Im L is closed in Y . If L is a Fredholm mapping of index zero and there exist continuous projectors P : X → X and
Q : Y → Y such that Im P = Ker L , Im L = Ker Q = Im (I−Q). It follows that L|Dom L∩Ker P : (I−P)X → Im L
is invertible. We denote the inverse of that map by KP . If Ω is an open bounded subset of X , the mapping N will be
called L-compact on Ω¯ if QN (Ω¯) is bounded and KP (I − Q)N : Ω¯ → X is compact. Since Im Q is isomorphic to
Ker L , there exist isomorphisms J : Im Q → Ker L .
Lemma 2.1 ([7] Continuation Theorem). Let L be a Fredholm mapping of index zero and let N be L-compact on Ω¯ .
Suppose
(a) For each λ ∈ (0, 1), every solution x of Lx = λNx is such that x 6∈ ∂Ω ;
(b) QNx 6= 0 for each x ∈ ∂Ω ∩ Ker L and deg{J QN ,Ω ∩ Ker L , 0} 6= 0.
Then the equation Lx = Nx has at least one solution lying in Dom L ∩ Ω¯ .
Lemma 2.2 ([5]). Let g : Z → R be ω periodic, i.e., g(k+ω) = g(k); then for any fixed k1, k2 ∈ Iω and any k ∈ Z,
one has
g(k) ≤ g(k1)+
ω−1∑
s=0
|g(s + 1)− g(s)|,
g(k) ≥ g(k2)−
ω−1∑
s=0
|g(s + 1)− g(s)|.
Lemma 2.3. (y˜1(k), y˜2(k)) is an ω-periodic solution of (1.1) with strictly positive components if and only
if (ln {y˜1(k)} , ln {y˜2(k)}) is an ω-periodic solution of
y1(k + 1)− y1(k) = b1(k)− a1(k) exp{y1(k − τ1(k))} − c(k) exp{y2(k − σ(k))}
(exp{2y1(k)}/n)+ exp{y1(k)} + a ,
y2(k + 1)− y2(k) = −b2(k)+ a2(k) exp{y1(k − τ2(k))}
(exp{2y1(k − τ2(k))}/n)+ exp{y1(k − τ2(k))} + a . (2.2)
Lemma 2.4. Assume that a2 > b2(1+ 2
√
a
n ), b1 > a1u1+; then the system of algebraic equations
b1 − a1u1 − c¯u2
u21/n + u1 + a
= 0,
−b2 + a2u1
u21/n + u1 + a
= 0,
(2.3)
has exactly two distinct positive solutions (u1−, u2−) and (u1+, u2+).
The proofs of the above two lemmas are trivial, so the details are omitted here.
With the help of Lemma 2.3, we can explore the existence of positive periodic solutions of (1.1) in a more direct
way. In order to apply Lemma 2.1, we shall first embed our existence problem into the frame of the continuation
theorem.
Define
l2 = {y = {y(k)} : y(k) ∈ R2, k ∈ Z}.
For a = (a1, a2)T ∈ R2, define |a| = max{|a1|, |a2|}. Let lω ⊂ l2 denote the subspace of all ω periodic sequences
equipped with the usual supremum norm ‖.‖, i.e.,
‖y‖ = max
k∈Iω
|y(k)|, for any y = {y(k) : k ∈ Z} ∈ lω.
It is not difficult to show that lω is a finite-dimensional Banach space.
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Let
lω0 =
{
y = {y(k)} ∈ lω :
ω−1∑
k=0
y(k) = 0
}
,
lωc = {y = {y(k)} ∈ lω : y(k) = h ∈ R2, k ∈ Z}.
Then it is easy to check that lω0 and l
ω
c are both closed linear subspaces of l
ω and
lω = lω0
⊕
lωc , dim l
ω
c = 2.
We are ready to state and prove our main theorems.
Theorem 2.1. Assume that (H1) holds, and
(H2) b1 > a1l+ exp{(B1 + b1)ω}.
Then the system (1.1) has at least two ω-periodic solutions x∗(k) = (x∗1 (k), x∗2 (k))T , x˜∗(k) = (x˜∗1 (k), x˜∗2 (k))T with
strictly positive components, and there exist positive constants αi , βi , α˜i and β˜i such that
αi ≤ x∗i (k) ≤ βi , i = 1, 2, k ∈ Z ,
α˜i ≤ x˜∗i (k) ≤ β˜i , i = 1, 2, k ∈ Z .
Proof. Let X = Y = lω,
(Ny)(k) =

b1(k)− a1(k) exp{y1(k − τ1(k))} − c(k) exp{y2(k − σ(k))}
(exp{2y1(k)}/n)+ exp{y1(k)} + a
−b2(k)+ a2(k) exp{y1(k − τ2(k))}
(exp{2y1(k − τ2(k))}/n)+ exp{y1(k − τ2(k))} + a
 , y ∈ X.
(Ly)(k) = y(k + 1)− y(k), y ∈ X, k ∈ Z .
Then it is trivial to see that L is a bounded linear operator with
Ker L = lωc , Im L = lω0 , dim Ker L = 2 = codim Im L ,
and it follows that L is a Fredholm mapping of index zero.
Define
Py = 1
ω
ω−1∑
s=0
y(s), y ∈ X, Qz = 1
ω
ω−1∑
s=0
z(s), z ∈ Y,
It is not difficult to show that P and Q are continuous projectors such that
Im P = Ker L and Im L = Ker Q = Im (I − Q).
Furthermore, the generalized inverse (to L) K p : Im L → Ker P ∩ Dom L exists, and has the form
K p(z)(k) =
k−1∑
s=0
z(s)− 1
ω
ω−1∑
s=0
(ω − s)z(s).
Obviously, QN and K p(I − Q)N are continuous. Since X is a finite-dimensional Banach space, by using the
Arzela–Ascoli theorem one can easily show that KP (I − Q)N (Ω¯) is compact for any open bounded Ω ⊂ X .
Moreover, QN (Ω¯) is clearly bounded. Thus, N is L-compact on Ω¯ with any open bounded set Ω ⊂ X .
Now we are at the position to search for an appropriate open bounded subset Ω ⊂ X verifying all the requirements
in Lemma 2.1. Consider the operator equation Ly = λNy, λ ∈ (0, 1), i.e.,
y1(k + 1)− y1(k) = λ
[
b1(k)− a1(k) exp{y1(k − τ1(k))} − c(k) exp{y2(k − σ(k))}
(exp{2y1(k)}/n)+ exp{y1(k)} + a
]
,
y2(k + 1)− y2(k) = λ
[
−b2(k)+ a2(k) exp{y1(k − τ2(k))}
(exp{2y1(k − τ2(k))}/n)+ exp{y1(k − τ2(k))} + a
]
. (2.4)
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Suppose that y(k) = (y1(k), y2(k))T ∈ X is an arbitrary solution of system (2.4) for a certain λ ∈ (0, 1). Integrating
both sides of (2.4) over the interval [0, ω − 1] with respect to k, we obtain
b1ω =
ω−1∑
k=0
[
a1(k) exp{y1(k − τ1(k))} + c(k) exp{y2(k − σ(k))}
(exp{2y1(k)}/n)+ exp{y1(k)} + a
]
, (2.5)
b2ω =
ω−1∑
k=0
a2(k) exp{y1(k − τ2(k))}
(exp{2y1(k − τ2(k))}/n)+ exp{y1(k − τ2(k))} + a . (2.6)
From (2.4)–(2.6), it follows that
ω−1∑
k=0
|y1(k + 1)− y1(k)| ≤ λ
{
ω−1∑
k=0
|b1(k)| +
ω−1∑
k=0
[
a1(k) exp{y1(k − τ1(k))}
+ c(k) exp{y2(k − σ(k))}
(exp{2y1(k)}/n)+ exp{y1(k)} + a
]}
< (B1 + b1)ω, (2.7)
ω−1∑
k=0
|y2(k + 1)− y2(k)| ≤ λ
{
ω−1∑
k=0
|b2(k)| +
ω−1∑
k=0
a2(k) exp{y1(k − τ2(k))}
(exp{2y1(k − τ2(k))}/n)+ exp{y1(k − τ2(k))} + a
}
< (B2 + b2)ω. (2.8)
In view of the fact that y = {y(k)} ∈ X , there exist ξi , ηi ∈ Iω such that
yi (ξi ) = min
k∈Iω
{yi (k)}, yi (ηi ) = max
k∈Iω
{yi (k)}, i = 1, 2. (2.9)
We first observe from (2.6) and (2.9) that
b2ω ≤
ω−1∑
k=0
a2(k) exp{y1(η1)}
(exp{2y1(ξ1)}/n)+ exp{y1(ξ1)} + a =
a2ω exp{y1(η1)}
(exp{2y1(ξ1)}/n)+ exp{y1(ξ1)} + a ,
So then
y1(η1) ≥ ln
[
b2(exp{2y1(ξ1)}/n + exp{y1(ξ1)} + a)
a2
]
. (2.10)
By virtue of (2.7) and (2.10) and Lemma 2.2,
y1(k) ≥ y1(η1)−
ω−1∑
s=0
|y1(s + 1)− y1(s)| > ln
[
b2 (exp{2y1(ξ1)}/n + exp{y1(ξ1)} + a)
a2
]
− (B1 + b1)ω.
In particular, we have
y1(ξ1) > ln
[
b2 (exp{2y1(ξ1)}/n + exp{y1(ξ1)} + a)
a2
]
− (B1 + b1)ω,
or
b2
n
exp{2y1(ξ1)} −
(
a2 exp{(B1 + b1)ω} − b2
)
exp{y1(ξ1)} + b2a < 0. (2.11)
In view of (H1), we have
ln l− < y1(ξ1) < ln l+. (2.12)
From (2.6), we have
b2ω ≥
ω−1∑
k=0
a2(k) exp{y1(ξ1)}
exp{2y1(η1)}/n + exp{y1(η1)} + a =
a2ω exp{y1(ξ1)}
exp{2y1(η1)}/n + exp{y1(η1)} + a ,
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that is
y1(ξ1) ≤ ln b2a2 [exp{2y1(η1)}/n + exp{y1(η1)} + a],
from which, together with (2.7), we obtain
y1(k) ≤ y1(ξ1)+
ω−1∑
s=0
|y1(s + 1)− y1(s)| < ln
[
b2 (exp{2y1(η1)}/n + exp{y1(η1)} + a)
a2
]
+ (B1 + b1)ω.
Hence, we also have
y1(η1) < ln
[
b2 (exp{2y1(η1)}/n + exp{y1(η1)} + a)
a2
]
+ (B1 + b1)ω.
or
b2
n
exp{2y1(η1)} −
(
a2 exp{−(B1 + b1)ω} − b2
)
exp{y1(η1)} + b2a > 0.
Similarly, we can show
y1(η1) < ln v− or y1(η1) > ln v+. (2.13)
From (2.7) and (2.12) and Lemma 2.2, we get
y1(k) ≤ y1(ξ1)+
ω−1∑
s=0
|y1(s + 1)− y1(s)| < ln l+ + (B1 + b1)ω := P1. (2.14)
On the other hand, (2.5) and (2.9) produce
b1ω ≥ c¯ω exp{y2(ξ2)}exp{2P1}/n + exp{P1} + a , (2.15)
and
b1ω ≤ a1ω exp{P1} + c¯ω exp{y2(η2)}a . (2.16)
It follows from (2.15) that
y2(ξ2) ≤ ln
{
b1
c¯
[
exp{2P1}/n + exp{P1} + a
]}
.
This, together with (2.8) and Lemma 2.2, yields
y2(k) ≤ y2(ξ2)+
ω−1∑
s=0
|y2(s + 1)− y2(s)|
< ln
{
b1
c¯
[exp{2P1}/n + exp{P1} + a]
}
+ (B2 + b2)ω =: P2. (2.17)
Moreover, because of (H2), it follows from (2.16) that
y2(η2) ≥ ln a
(
b1 − a1l+ exp{(B1 + b1)ω}
)
c¯
,
which, combined with Lemma 2.2, gives us
y2(k) ≥ y2(η2)−
ω−1∑
s=0
|y2(s + 1)− y2(s)|
> ln
a
(
b1 − a1l+ exp{(B1 + b1)ω}
)
c¯
− (B2 + b2)ω =: P3. (2.18)
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It follows from (2.17) and (2.18) that
max
k∈Iω
|y2(k)| < max{|P2|, |P3|} =: P. (2.19)
Obviously, ln l±, ln v±, P1 and P are independent of the choice of λ ∈ (0, 1).
Now, let’s consider QNX with y = (y1, y2)T ∈ R2. Note that
QN
[
y1
y2
]
=
b1 − a1 exp{y1} −
c¯ exp{y2}
exp{2y1}/n + exp{y1} + a
−b2 + a2 exp{y1}exp{2y1}/n + exp{y1} + a
 .
From Lemma 2.4 and the assumptions in Theorem 2.1, we have shown that QN
[
y1
y2
]
= 0 has two distinct constant
solutions :
xˆ =
(
ln u1−, ln
(b1 − a1u1−)(u21−/n + u1− + a)
c¯
)
and
ˆˆx =
(
ln u1+, ln
(b1 − a1u1+)(u21+/n + u1+ + a)
c¯
)
.
Choose M > 0 such that
M > max
{∣∣∣∣∣ln (b1 − a1u1−)(u21−/n + u1− + a)c¯
∣∣∣∣∣ ,
∣∣∣∣∣ln (b1 − a1u1+)(u21+/n + u1+ + a)c¯
∣∣∣∣∣
}
. (2.20)
Let
Ω1 ==
{
(y1, y2)T ∈ X
∣∣∣∣∣ y1(k) ∈ (ln l−, ln v−),maxk∈Iω |y2(k)| < P + M
}
,
Ω2 ==
(y1, y2)T ∈ X
∣∣∣∣∣∣∣∣
min
k∈Iω
y1(k) ∈ (ln l−, ln l+),
max
k∈Iω
y1(k) ∈ (ln v+, P1),
max
k∈Iω
|y2(k)| < P + M
 .
Then both Ω1 and Ω2 are bounded open subsets of X . It follows from (2.1) and (2.20) that xˆ ∈ Ω1, ˆˆx ∈ Ω2. With the
help of (2.1), (2.12)–(2.14), (2.18) and (2.20), it is easy to see that Ω1
⋂
Ω2 = Ø and Ωi verifies the requirement (a)
of Lemma 2.1 for i = 1, 2. Furthermore, QNX 6= 0 for (y1, y2)T ∈ ∂Ωi ∩Ker L = ∂Ωi ∩ R2, being a constant vector
in R2. Moreover, direct calculation shows that
deg(J QN ,Ωi ∩ Ker L , 0) = (−1)i+1 6= 0.
where the degree is the Brouwer degree and the isomorphism J can be chosen to be the identity mapping, since
Im Q = Ker L . By nowwe have proved thatΩi verifies all the requirements in Lemma 2.1. Hence (2.2) has at least two
ω-periodic solutions (y∗1 (k), y∗2 (k))T ∈ Dom L∩Ω¯1 and (y˜∗1 (k), y˜∗2 (k))T ∈ Dom L∩Ω¯2. Obviously, they are different.
Set x∗i (k) = exp{y∗i (k)}, x˜∗i (k) = exp{y˜∗i (k)}, i = 1, 2. Then x∗ = (x∗1 (k), x∗2 (k))T and x˜∗ = (x˜∗1 (k), x˜∗2 (k))T are two
different positive ω-periodic solutions of (1.1) with strictly positive components. The existence of positive constants
αi , βi , α˜i and β˜i follows directly from the above discussion. The proof is complete. 
Remark 2.1. After the above discussion, one can easily find that Theorem 2.1 is true for the following general system:
x1(k + 1) = x1(k) exp
[
b1(k)− a1(k)x1(k − τ1(k))− c(k)x2(k − σ(k))
(x21(k − τ2(k))/n)+ x1(k − τ2(k))+ a
]
,
x2(k + 1) = x2(k) exp
[
−b2(k)+ a2(k)x1(k − τ3(k))
(x21(k − τ4(k))/n)+ x1(k − τ4(k))+ a
]
. (2.21)
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In fact, Theorem 2.1 will remain valid if some or all terms are replaced by terms with discrete time delays, distributed
delays (finite or infinite), state-dependent delays, or deviating arguments. We would like to point out that, when one
applies the continuation theorem from the coincidence degree theory to explore the existence of periodic solutions to
the system of differential equations or difference equations, time delays of any type or the deviating arguments have
no effect on the existence of positive periodic solutions.
References
[1] R.P. Agarwal, Difference Equations and Inequalities: Theory, Methods and Applications, in: Monographs and Textbooks in Pure and Applied
Mathematics, vol. 228, Marcel Dekker Inc., New York, 2000.
[2] R. Arditi, N. Perrin, H. Saiah, Functional response and heterogeneities: An experimental test with cladocerans, OIKOS 60 (1991) 69–75.
[3] A.A. Berryman, The origins and evolution of predator–prey theory, Ecology 75 (1992) 1530–1535.
[4] Y.M. Chen, Multiple periodic solutions of delayed predator–prey systems with type IV functional responses, Nonlinear Anal. 5 (2004) 45–53.
[5] M. Fan, K. Wang, Periodic solutions of a discrete time non-autonomous ratio-dependent predator–prey system, Math. Comput. Modelling 35
(2002) 951–961.
[6] H.I. Freedman, Deterministic Mathematical Models in Population Ecology, Marcel Dekker, New York, 1980.
[7] R.E. Gaines, J.L. Mawhin, Coincidence Degree and Nonlinear Differential Equations, Springer-Verlag, Berlin, 1977.
[8] K. Gopalsamy, Stability and Oscillations in Delay Differential Equations of Population Dynamics, Kluwer Academic, Boston, 1992.
[9] I. Hanski, The functional response of predator: Worries about scale, TREE 6 (1991) 141–142.
[10] C.S. Holling, The functional response of predators to prey density and its role in mimicry and population regulation, Mem. Ent. Soc. Can. 45
(1965) 1–60.
[11] S.J. Maynard, Models in Ecology, Cambridge University Press, Cambridge, 1974.
[12] R.M. May, Stability and Complexity in Model Ecosystems, Princeton University Press, 1974.
[13] J.D. Murry, Mathematical Biology, Springer-Verlag, New York, 1989.
[14] M.L. Rosenzweig, R.H. MacArthur, Graphical representation and stability conditions of predator–prey interactions, Amer. Nat. 47 (1963)
209–223.
[15] M.L. Rosenzweig, Paradox of enrichment: Destabilization of exploitation ecosystems in ecological time, Science 171 (1969) 385–387.
[16] R. Xu, M.A.J. Chaplain, F.A. Davidson, Periodic solutions for a predator–prey model with Holling-type functional response and time delays,
Appl. Math. Comput. 161 (2005) 637–654.
[17] L.L. Wang, W.T. Li, Existence and global stability of positive periodic solutions of a predator–prey system with delays, Appl. Math. Comput.
146 (2004) 167–185.
[18] L.L. Wang, W.T. Li, Periodic solutions and permanence for a delayed nonautonomous ratio-dependent predator–prey model with Holling type
functional response, J. Comput. Appl. Math. 162 (2004) 341–357.
