We prove that for any pair of i.i.d. random variables X, Y with finite moment of order α ∈ (0, 2] it is true that
Introduction
Let X, Y be i.i.d. random variables with finite expectations. Then it is true that E|X − Y | ≤ E|X + Y |.
Inequality (1) appeared recently in the analytic context (properties of integrable functions) [3] . Since (1) is a nice fact itself and it seems not to be well known in the probabilistic world, it is desirable to search for adequate proofs and consider eventual extensions for it. In particular, is it true that
provided X and Y are i.i.d. and E|X| α < ∞? Proving (1) is a non-trivial exercise for a Probability course. In particular, (1) follows from the identity
However, we are not aware of a similar elementary approach to (2) . In this note, we show how (2) suddenly emerges from some recent advances in the theory of random processes.
Main result
We prove the following result.
Proof: For the proof we will need the definition of the bifractional Brownian motion introduced by Houdré and Villa in [2] . It is a centered Gaussian process
Note that letting K = 1 yields a usual fractional Brownian motion B H . Originally, the process was defined for the parameters H ∈ (0, 1] and K ∈ (0, 1]. Bardina and Es-Sebaiy [1] proved recently that B H,K exists provided that (H, K) ∈ D, where
(Actually a hint for this extension is contained in a preceding work by Lei and Nualart [4] who established an integral representation relating B H,K with fractional Brownian motion B HK ).
Now we relate our problem to a particular bifractional Brownian motion. Note that for any u, v ∈ R and α ∈ (0, 2] one has
which can be briefly expressed as
, t ≥ 0 be a bifractional Brownian motion with H = 1/2 and K = α. Set
where P stands for the common distribution of X and Y . Then
Further extensions and counterexamples
Inequality (2) trivially extends to the case α = ∞ in the following sense. Let M = sup{r : P(X < r) < 1}; m = sup{r : P(X < r) = 0}.
However, without further assumptions (2) does not hold in general for 2 < α < ∞. To see this, let us fix α ∈ (2, ∞),
Hence, whenever c < 2 2−α α and M is large enough,
and (2) fails.
It is natural to ask for which class of functions F (·) inequality (2) extends to
Recall that a function G :
where a, b ≥ 0, and a measure µ on (0, ∞) satisfies integrability condition ∞ 0 min(t, 1)µ(dt) < ∞. In a recent monograph [5] one can find an exhaustive information about the importance of Bernstein functions in Analysis and Probability, their properties, as well as a large list of such functions. Proof: Since
it is enough to check (3) for elementary functions F t (λ) := −e −tλ 2 . Indeed, from the identity Theorem 1 is a particular case of Theorem 2 because G(λ) = λ α are Bernstein functions whenever 0 < α < 1.
