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Classification of Finite Dimensional Irreducible
Representations of Generalized Quantum Groups
via Weyl Groupoids
Saeid Azam∗, Hiroyuki Yamane†, Malihe Yousofzadeh∗
Abstract
Let U(χ) be a generalized quantum group such that dimU+(χ) = ∞,
|R+(χ)| < ∞, and R+(χ) is irreducible, where U+(χ) is the positive part
of U(χ), and R+(χ) is the Kharchenko’s positive root system of U+(χ). In
this paper, we give a list of finite-dimensional irreducible highest weight
U(χ)-modules, relying on a special reduced expression of the longest ele-
ment of the Weyl groupoid of R(χ) := R+(χ) ∪ −R+(χ).
Introduction
In this paper, we give a list of finite-dimensional irreducible highest weight mod-
ules of a generalized quantum group U(χ) whose positive part U+(χ) is infinite-
dimensional and has a Kharchenko’s PBW-basis with a finite irreducible posi-
tive root system. We call such U(χ) a generalized quantum group of finite-and-
infinite-dimensional-type (FID-type, for short).
We begin with recalling some facts of Lie superalgebras. The class of con-
tragredient Lie superalgebras [16, Subsection 2.5.1] is defined in a way similar to
that for Kac-Moody Lie algebras. Kac classified the finite-dimensional simple Lie
superalgebras [16, Theorem 5], where the finite-dimensional irreducible contra-
gredient Lie superalgebras played crucial roles; those are
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(1) Simple Lie algebras of type XN , where X = A, . . . , G,
(2) sl(m+ 1|n+ 1) (m+ n ≥ 2),
(3) B(m,n) (m ≥ 0, n ≥ 1), C(n) (n ≥ 3), D(m,n) (m ≥ 2, n ≥ 1), D(2, 1; x)
(x 6= 0, −1), F (4), G(3).
The ones in (1) and (3) are simple. The simple Lie superalgebras A(m,n) are
defined by sl(m+ 1|n+ 1) if m 6= n, and otherwise A(n, n) := sl(n + 1|n+ 1)/i,
where i is its unique one-dimensional ideal.
Bases of the root systems of the Lie superalgebras of (2)-(3) are not con-
jugate under the action of their Weyl groups. However each two of them are
transformed to each other under the action of their Weyl groupoidsW , whose ax-
iomatic treatment was introduced by Heckenberger and the second author [12].
Kac [16, Theorem 8 (c)] gave a list of finite-dimensional irreducible highest weight
modules of the Lie superalgebras in (2)-(3) above. In the same way as in this
paper, we can have a new proof of recovering the list; our idea is to use a specially
good one among the reduced expressions of the longest element (with a ‘standard’
end domain) of the Weyl groupoid W , see also Remark 14.
Let g := sl(m+1|n+1) or C(n) for example. Let h be a Cartan subalgebra of
g such that the Dynkin diagram of (g, h) is a standard one. Let Π = {αi|1 ≤ i ≤
dim h} be the set of simple roots αi corresponding to h. Let w0 be the longest
element of W of g whose end domain is corresponding to h. Then the length
ℓ(w0) of w0 is equal to the number of positive roots of g. Let k be the the number
of even positive roots of g. The key fact used in this paper is that there exists
a reduced expression si1 · · · siℓ(w0) of w0 such that si1 · · · six−1(αix), 1 ≤ x ≤ k,
are even positive roots, and si1 · · · siy−1(αiy), k + 1 ≤ y ≤ ℓ(w0), are odd positive
roots. We claim that this is essential to the fact that an irreducible highest weight
g-module of highest weight Λ is finite-dimensional if and only if 2〈Λ,αi〉〈αi,αi〉 ∈ Z≥0 for
all even simple roots αi, where 〈 , 〉 is the bilinear form coming from the Killing
form of g.
Motivated by Andruskiewitsch and Schneider’s theory [3], [4] toward the clas-
sification of pointed Hopf algebras, Heckenberger [9] classified the Nichols alge-
bras of diagonal-type. Let K be a characteristic zero field. Let U(χ) be the
K-algebra defined in the same manner as in the Lusztig’s book [18, 3.1.1 (a)-(e)]
for any bi-homomorphism χ : ZΠ × ZΠ → K×, where Π = {αi|i ∈ I} is the
set of simple roots of the Kharchencko’s positive root system R+(χ) associated
with χ. We call U(χ) the generalized quantum group. We say that χ (or U(χ))
is of finite-type if R+(χ) is finite and irreducible. We say that χ (or U(χ)) is
of finite-and-infinite-dimensional-type (FID-type, for short) if χ is of finite-type
and dimU+(χ) = ∞. A Nichols algebra of diagonal-type is isomorphic to the
positive part U+(χ) of U(χ) for some χ of finite-type. If U(χ) is of FID-type,
then it is a multi-parameter quantum algebra of a simple Lie algebra in (1), a
multi-parameter quantum superalgebra of a simple Lie superalgebra in (2) or
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(3), or one of two algebras [9, Table 1-Row 5, Table 3-Row 14]. Our main result,
Theorems in Section , gives a list of finite-dimensional irreducible highest weight
modules of such U(χ) in the way mentioned above.
Studying representation theory of U(χ) must be interesting and fruitful since
the factorization formula of Shapovalov determinants of any U(χ) of finite-type
has been obtained by Heckenberger and the second author in [13]. We believe
that it would help us to give a new way to study Lusztig’s conjecture [19].
This paper is organized as follows.
In Section 1, we correct general facts of Weyl groupoids. In Section 2, we
give exmaples of reduced expressions of the longest elements of the Weyl groups,
which will be used in Section 3. In Section 3, we give reduced expressions of
the Weyl groupoids associated to Lie superalgebras of ABCD-types. In Sec-
tion 4, we give a definition of generalized quantum groups U(χ) associated with
any bi-homomorphism χ, explain the Kharchenko’s PBW-theorem of U(χ), and
introduce the Weyl groupoids associated with χ. In Section 5, we explain prop-
erties of Weyl groupoids associated with U(χ) of finite-type, and Heckenberger’s
classification of U(χ)’s of FID-type. In Section 6, we give a key criterion when
an irreducible highest U(χ)-module is finite-dimensional, see Lemma 6.5. In Sec-
tion 7, we give a list of finite-dimensional irreducible highest weight U(χ)-modules
for U(χ) having a standard Dynkin diagram, see Theorems there.
In [26], the second author has given a result similar to Theorem 7.7 (4).
1 Weyl groupoids
1.1 Basic terminology
For a set s, let |s| denote the cardinality of s.
Let N denote the set of positive integers. Let Z denote the ring of integers.
Let Q denote the field of rational numbers. For x, y ∈ Q, let Jx,y := {n ∈ Z|x ≤
n ≤ y}. Note that Jx,y is empty if x > y, or n < x ≤ y < n + 1 for some
n ∈ Z. Moreover, if Jx,y is empty, then as usual, we let
∑
n∈Jx,y zn := 0 and∏
n∈Jx,y zn := 1 with any symbol zn, where 0 and 1 are the zero element and the
unit element of Z respectively. For x ∈ Q, let Jx,∞ := {m ∈ Z|m ≥ x}, and let
J−∞,x := {m ∈ Z|m ≤ x}. Then N = J1,∞. Let Z≥0 := J0,∞. Let R denote the
field of real numbers.
Throughout this paper, we use the fixed notation below.
(1.1)
Let N ∈ N be a fixed positive integer. Let I := J1,N .
Let V be a fixed N -dimensional R-linear space.
Let [Π] = (αi|i ∈ I) be a fixed ordered R-basis of V.
Let Π := {αi|i ∈ I}, so Π is a (set) R-basis of V.
Let K be a fixed filed whose characteristic is zero. Let K× := K \ {0}.
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Let ZΠ := ⊕i∈IZαi(( V), i.e., ZΠ is the free Z-module with the basis Π.
Then rankZZΠ = N . Let Z≥0Π := ⊕i∈IZ≥0αi(( ZΠ).
For n ∈ N ∪ {∞}, let MapIn be the set of maps from J1,n to I. Let MapI0 be
the set composed of a unique element φ, i.e., |MapI0| = 1 and φ ∈ MapI0.
For a unital K-algebra G, let Ch(G) denote the set of K-algebra homomor-
phisms from G to K.
Let t ∈ K. For m ∈ Z≥0, let (m)t :=
∑
j∈J0,m−1 t
j and (m)t! :=
∏
j∈J1,m(j)t.
Form ∈ Z≥0 and n ∈ J1,m−1, let
(
m
0
)
t
:=
(
m
m
)
t
:= 1, and
(
m
n
)
t
:=
(
m−1
n−1
)
t
+tn
(
m−1
n
)
t
.
Then
(
m
n
)
t
(n)t!(m− n)t! = (m)t!, and
(
m
n
)
t
:= tm−n
(
m−1
n−1
)
t
+ tn
(
m−1
n
)
t
.
For m ∈ N, let K×m := {r ∈ K×|rm = 1, rt 6= 1(t ∈ J1,m−1)}. Let K×∞ :=
K× \ ∪m∈NK×m.
For an associative K-algebra a and X , Y ∈ a, let [X, Y ] := XY − Y X .
Let ⊎ mean disjoint union of sets.
For Z-modules b and c, let HomZ(b, c) be the Z-module formed by the Z-
module homomorphisms from b to c.
The symbols δij , δi,j , and δ(i, j), denote Kronecker’s delta, that is, δij = 1 if
i = j, and δij = 0 otherwise.
1.2 Modification of axioms of generalized root systems
Keep the notation as in (1.1).
We call an N ×N matrix C˜ = [c˜ij ]i,j∈I over Z a generalized Cartan matrix if
(M1) and (M2) below hold.
(M1) c˜ii = 2 (i ∈ I).
(M2) c˜jk ≤ 0, δ(c˜jk, 0) = δ(c˜kj, 0) (j, k ∈ I, j 6= k).
Let A be a non-empty set. Let τ˜i : A → A be maps (i ∈ I). Let C˜a = [c˜aij ]i,j∈I
be generalized Cartan matrices (a ∈ A). We call the data
C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A)
a (rank-N) Cartan scheme if (C1) and (C2) below hold.
(C1) τ˜ 2i = idA (i ∈ I).
(C2) c˜
τ˜i(a)
ij = c˜
a
ij (i ∈ I).
Let C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A) be a Cartan scheme. Define s˜ai ∈ GL(V)
(a ∈ A, i ∈ I) by
(1.2) s˜ai (αj) = αj − c˜aijαi (j ∈ I).
Then
(1.3) (s˜ai )
2 = s˜
τ˜i(a)
i s˜
a
i = idV (a ∈ A, i ∈ I).
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Notation 1. Let C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A) be a Cartan scheme.
(1) For a ∈ A and f ∈ MapIn for some n ∈ Z≥0 ∪ {∞}, let
af,0 := a, 1
as˜f,0 := idV,
af,t := τ˜f(t)(af,t−1), 1as˜f,t := 1as˜f,t−1s˜
at
f(t) (t ∈ J1,n).
(2) For a, a′ ∈ A, let
(1.4) H(a, a′) := { 1as˜f,t | f ∈ MapI∞, t ∈ Z≥0, af,t = a′ },
as a subset of GL(V).
We say that a Cartan scheme C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A) is connected if
|H(a, a′)| ≥ 1 for all a, a′ ∈ A.
Definition 1.1. Let C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A) be a Cartan scheme. For each
a ∈ A, let R˜(a) be a subset of V = ⊕i∈IRαi, and R˜+(a) := R˜(a) ∩ (⊕i∈IZ≥0αi).
We call the data
R = R(C, (R˜(a))a∈A)
a generalized root system of type C if (R1)-(R4) below hold.
(R1) R˜(a) = R˜+(a) ∪ −R˜+(a) (a ∈ A).
(R2) R˜(a) ∩ Zαi = {αi, −αi } (a ∈ A, i ∈ I).
(R3) s˜ai (R˜(a)) = R˜(τ˜i(a)) (a ∈ A, i ∈ I).
(R4) For a, a′ ∈ A, if idV ∈ H(a, a′), then a = a′.
Let R = R(C, (R˜(a))a∈A) be a generalized root system of type C. By (R1),
(R2), (R3) and the definition of s˜ai , we have
(1.5) s˜ai (R˜
+(a) \ {αi}) = R˜+(τ˜i(a)) \ {αi},
and
(1.6) − c˜aij = max{ k ∈ Z≥0 |αj + kαi ∈ R˜+(a) } (i, j ∈ I, i 6= j).
If C is connected, we say that R is connected.
Lemma 1.2. Let R = R(C, (R˜(a))a∈A) and R′ = R(C′, (R˜′(a′))a′∈A) be general-
ized root systems of types C and C′ respectively. Let aˇ ∈ A and aˇ′ ∈ A′. Assume
that R˜(aˇ) = R˜′(aˇ′). Then we have
R˜(aˇf,n) = R˜
′(aˇ′f,n), s˜
aˇf,n
i = s˜
aˇ′
f,n
i (n ∈ N, f ∈ MapIn, i ∈ I).
Proof. This lemma follows easily from (1.3), (1.6) and (R3). ✷
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Definition 1.3. Let R = R(C, (R˜(a))a∈A) and R′ = R(C′, (R˜′(a′))a′∈A′) be con-
nected generalized root systems of types C and C′ respectively. Let aˇ ∈ A and
aˇ′ ∈ A′.
(1) We say that the pair (R, aˇ) is quasi-isomorphic to the pair (R′, aˇ′) if
R˜(aˇ) = R˜′(aˇ′).
(2) We say that the pair (R, aˇ) is isomorphic to the pair (R′, aˇ′) if R˜(aˇ) =
R˜′(aˇ′) and for all n ∈ N and all f ∈ MapIn, it follows that aˇf,n = aˇ if and only if
aˇ′f,n = aˇ
′.
Lemma 1.4. Let C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A) be a Cartan scheme. Let R =
R(C, (R˜(a))a∈A) be a generalized root system of type C. Let a ∈ A and i, j ∈ I
with i 6= j. Let m := |R˜+(a) ∩ (Rαi ⊕ Rαj)| ∈ J2,∞ ∪ {∞}. Assume m < ∞.
Define f ∈ MapI2m by f(2x− 1) := i and f(2x) := j (x ∈ J1,m). Then
(R4)′ af,2m = a and 1as˜f,2m = idV.
Proof. For x ∈ J1,m, let βx := 1as˜f,x−1(αf(x)). For x ∈ J0,m, let Zx :=
R˜+(af,x) ∩ (Rαi ⊕ Rαj) and Yx := Z0 ∩ −1as˜f,x(Zx). By (1.2) and (1.5),
(1.7) |Zx| = m (x ∈ J0,m).
We show that for x ∈ J1,m,
(∗)x |Yx| = x and Yx = { βy | y ∈ J1,x }.
Then (∗)1 follows from (1.5). Assume that x ∈ J2,m and (∗)x−1 holds. Then
(1.8)
Yx = Z0 ∩ (−1as˜f,x(Zx \ {αf(x) }) ∪ {−1as˜f,x(αf(x)) })
= Z0 ∩ (−1as˜f,x−1(Zx−1 \ {αf(x) }) ∪ { βx })
(by (1.2) and (1.5))
= (Yx−1 \ {−βx }) ∪ (Z0 ∩ { βx }).
Since −1as˜f,x(Zx \ {αf(x) }) ∪ {−1as˜f,x(αf(x)) } = ∅, we have (Yx−1 \ {−βx }) ∩
(Z0 ∩ { βx }) = ∅. Hence, by (1.8),
(1.9) Yx = (Yx−1 \ {−βx }) ⊎ (Z0 ∩ { βx }).
Assume that βx /∈ Z0. Then βx ∈ −Z0, so 1as˜f,x−1(αf(x)) = βx ∈ −Z0. Since
βx−1 ∈ Z0, 1as˜f,x−1(αf(x−1)) = −1as˜f,x−2(αf(x−1)) = −βx−1 ∈ −Z0. Since { f(x−
1), f(x) } = { i, j }, we have Yx−1 = Z0. Hence x − 1 = m, contradiction. So
βx ∈ Z0. From (1.9), we obtain (∗)x.
By (1.7) and (∗)m, 1as˜f,m(Zm) = −Z0. Hence 1as˜f,m({αi, αj }) = {−αi, −αj }.
By the same argument, letting f ′ ∈ MapIm by f ′(y) := f(m + y), we have
1af,m s˜f ′,m({αi, αj }) = {−αi, −αj }. Hence 1as˜f,2m({αi, αj }) = {αi, αj }. By
(1.2), the determinant of the 2×2-matrix (s˜af,x
f(x))|Rαi⊕Rαj is −1 for every x ∈ J1,2m.
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So 1as˜f,2m(αk) = αk for k ∈ { i, j }. By (1.2), for k ∈ I \ { i, j }, 1as˜f,2m(αk) ∈
αk + (Z≥0αi ⊕ Z≥0αj). From (R1), we obtain the second claim of (R4)′. From
(R4), we obtain the first claim of (R4)′. This completes the proof. ✷
Remark 2. Original definition of the generalized root systems was given in terms
of (R1)-(R3), (R4)′, see [12], [5]. From [12, Lemma 8 (iii)] and Lemma 1.4,
it follows that the definition due to (R1)-(R5) is equivalent to the one due to
(R1)-(R3), (R4)′, (R5).
Definition 1.5. Let C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A) be a Cartan scheme. LetW(C)
be the category defined by (cat1)-(cat3) below.
(cat1) The collection Ob(W(C)) of its objects is the set A.
(cat2) For a, a′ ∈ A, the set HomW(C)(a, a′) of its morphisms from a′ to a is
defined by
HomW(C)(a, a′) := { (a, w, a′) |w ∈ H(a, a′) },
as a subset of A×GL(V)×A.
(cat3) For a, a′, a′′, the composition
HomW(C)(a, a
′)× HomW(C)(a′, a′′)→ HomW(C)(a, a′′)
of morphisms is defined by
(a, w, a′) ◦ (a′, w′, a′′) := (a, ww′, a′′),
where ww′ means the product of elements w and w′ of the group GL(V). We call
W(C) a Weyl groupoid of C. If R is a generalized root system of type C, we let
W(R) :=W(C) and call it a Weyl groupoid of R.
1.3 Length function of a Weyl groupoid
In Subsection 1.3, let C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A) and R = R(C, (R˜(a))a∈A) be
a Cartan scheme and a generalized root system of type C respectively, and let
a ∈ A.
Let H(a, ) := ∪a′∈AH(a, a′).
For w ∈ H(a, ), let
(1.10) L˜a(w) := { β ∈ R˜+(a) |w−1(β) ∈ −Z≥0Π }.
Define the map ℓ˜a : H(a, )→ Z≥0 by
(1.11) ℓ˜a(w) := |L˜a(w)|.
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Lemma 1.6. (1) Let w ∈ H(a, ). Then the following three conditions (1-i), (1-ii)
and (1-iii) are equivalent.
(1-i) L˜a(w) = R˜+(a).
(1-ii) w−1(Π) ⊆ −Z≥0Π \ {0}, i.e., Π ⊆ L˜a(w).
(1-iii) w(Π) = −Π.
(2) For a′ ∈ A and w ∈ H(a, a′), we have
L˜a(w) = { β ∈ R˜+(a) |w−1(β) ∈ −R˜+(a′) }.
(3) Let a′, a′′ ∈ A, w ∈ H(a, a′) and w′ ∈ H(a, a′′). If w = w′, then a′ = a′′.
(4) For w ∈ H(a, ), we have
(1.12) ℓ˜a(w) = Min{l ∈ Z≥0 | ∃f ∈ MapIl , 1as˜f,l = w }.
(5) Let a′ ∈ A. For w ∈ H(a, a′) and i ∈ I, we have
(1.13) ℓ˜a(ws˜
τ˜ia
i ) =
{
ℓ˜a(w) + 1 if w(αi) ∈ R˜+(a),
ℓ˜a(w)− 1 if w(αi) ∈ −R˜+(a).
(6) Let w ∈ H(a, ) and l := ℓ˜a(w). Let f ∈ MapIl be such that w = 1as˜f,l.
Then we have
(1.14) L˜a(w) = { 1as˜f,r−1(αf(r)) | r ∈ J1,l }.
Proof. The claim (1) is clear from Definition 1.1 (R1), (R2) and (1.10). The
claim (2) follows from Definition 1.1 (R1). The claim (3) follows from Defini-
tion 1.1 (R4). The claim (4) (resp. the claim (5), resp. the claim (6)) follows
from Definition 1.1, Lemma 1.4 and [12, Lemma 8 (iii)] (resp. [12, Corollary 3],
resp. [12, Corollary 2]). ✷
1.4 Longest elements of a finite Weyl groupoid
In Subsection 1.4, let C = C(I,A, (τ˜i)i∈I , (C˜a)a∈A) and R = R(C, (R˜(a))a∈A) be
a Cartan scheme and a generalized root system of type C respectively, and let
a ∈ A.
Lemma 1.7. ([12, Corollary 5].) Assume |R˜+(a)| <∞. Let n := |R˜+(a)|.
(1) There exists a unique 1aw0 ∈ H(a, ) such that ℓ˜a(1aw0) = n.
(2) For w ∈ H(a, ), it follows that
(1.15) w = 1aw0 if and only if w(Π) = −Π.
(3) For a′ ∈ A and w ∈ H(a, a′), we have n = ℓ˜a(w) + ℓ˜a′(w−11aw0).
IRREDUCIBLE REPRESENTATIONS 9
Proof. Let a ∈ A. Let w ∈ H(a, a′). Assume ℓ˜a(w) < n. By (1.12), we have
ℓ˜a′(w
−1) = ℓ˜a(w). By Definition 1.1 (R3) and Lemme 1.6 (1), there exists i ∈ I
such that w(αi) ∈ R˜+(a). By (1.13), ℓ˜a(ws˜τ˜ia′i ) = ℓ˜a(w) + 1. Thus we see the
existence of 1aw0. Let w
′, w′′ ∈ H(a, ) be such that ℓ˜a(w′) = ℓ˜a(w′′) = n. By
Lemme 1.6 (1), we see that w′(Π) = w′′(Π) = −Π. Since (w′′)−1w′(Π) = Π, by
(1.12), we have (w′′)−1w′ = idV. Hence w′ = w′′. Thus we obtain the unique-
ness of 1aw0. Thus we obtain the claims (1) and (2). Let w1 ∈ H(a, a′). By
(1.10), ℓ˜a(w1) ≤ n. Assume w1 6= 1aw0. By the claim (1), ℓ˜a(w1) < n. By
an argument as above, there exists w2 ∈ H(a′, ) such that ℓ˜a(w1w2) = n and
ℓ˜a′(w2) ≤ n − ℓ˜a(w1). By (1.12), ℓ˜a′(w2) = n − ℓ˜a(w1) since ℓ˜a(w1w2) = n. By
the claim (1), w1w2 = 1
aw0. Thus we obtain the claim (3). ✷
If |R˜+(a)| < ∞, we call the only element 1aw0 (or more precisely, the pair
(a, 1aw0)), as in Lemma 1.7 (1), the longest element ending up with a.
Lemma 1.8. (See [5, Proposition 2.12].) Assume |R˜+(a)| < ∞. Let n :=
|R˜+(a)|. Let f ∈ MapIn be such that 1as˜f,n = 1aw0. Then
(1.16) R˜+(a) = { 1as˜f,r−1(αf(r)) | r ∈ J1,n }.
In particular,
(1.17) R˜(a) =
∞⋃
k=0
⋃
f ′∈MapIk
1as˜f ′,k(Π) .
Proof. The equation (1.16) follows from (1.11), Lemma 1.7 (1), and (1.14).
The equation (1.17) is clear from (1.16). ✷
Lemma 1.9. Let n ∈ N , f ∈ MapIn and X := { 1as˜f,r−1(αf(r)) | r ∈ J1,n }(⊂
R˜(a)). Assume
(1.18) Π ⊆ X ⊆ Z≥0Π.
Then n = |R˜+(a)|, 1as˜f,n = 1aw0 and R˜+(a) = X.
Proof. Let w := 1as˜f,n. It follows from (1.11), Definition 1.1 (R3) and (1.13)
that ℓ˜a(w) = n. By (1.14), X = L˜a(w). Hence Π ⊆ L˜a(w). By Lemma 1.6 (1),
X = R˜+(a). Since X = L˜a(w), we have |X| = ℓ˜a(w) = n by (1.11). By
Lemma 1.7 (1), we have w = 1aw0. This completes the proof. ✷
1.5 Technical fact
By Lemmas 1.2 and 1.9, we have
Lemma 1.10. Keep the notation as in Definition 1.3. Assume |R˜+(aˇ)| < ∞.
Then (R, aˇ) is quasi-isomorphic to (R′, aˇ′) if and only if
s˜
aˇf,n
i = s˜
aˇ′
f,n
i (n ∈ Z≥0, f ∈ MapIn, i ∈ I).
In particular, 1aˇw0 = 1
aˇ′w0 and R˜
+(aˇ) = (R˜′)+(aˇ′).
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2 Longest elements of finite Weyl groups
2.1 Root systems of type A−G
In this section, we mention some longest elements of the finite Weyl group, or
the crystallographic finite Coxeter group, which will be used to study χ treated
in Theorem 5.7 (1)-(6) below.
Let Nˆ ∈ N. Let RNˆ denote the Nˆ -dimensional R-linear space of Nˆ -tuple
column vectors, that is RNˆ = { t[ x1, . . . , xNˆ︸ ︷︷ ︸
Nˆ
] | xi ∈ R (i ∈ J1,Nˆ) }. For i ∈ J1,Nˆ , let
ei :=
t[ 0, . . . , 0︸ ︷︷ ︸
i−1
, 1, 0, . . . , 0︸ ︷︷ ︸
Nˆ−i
] ∈ RNˆ , that is, {ei|i ∈ J1,Nˆ} is the standard R-basis of
RNˆ . For m ∈ J1,Nˆ , we regard Rm as the R-linear subspace ⊕mr=1Rer of RNˆ . For a
subset X of J1,Nˆ , define the R-linear map PX : R
Nˆ → RNˆ by PX(ei) := ei (i ∈ X)
and PX(ej) := 0 (j ∈ J1,Nˆ \X). Let MNˆ(R) be the R-algebra of Nˆ × Nˆ -matrices.
Let GLNˆ (R) be the group of invertible Nˆ × Nˆ -matrices. Let ηˆ : RNˆ × RNˆ → R
be the R-bilinear map defined by ηˆ(ek, er) := δkr. For v ∈ RNˆ \ {0}, define
sˆv ∈ GLNˆ(R) by sˆv(u) := u − 2ηˆ(u,v)ηˆ(v,v) v (u ∈ RNˆ), that is sˆv is the reflection with
respect to v. Note that
(2.1) sˆ2v = idRNˆ (v ∈ RNˆ \ {0}),
and
(2.2) ηˆ(sˆv(u), sˆv(u
′)) = ηˆ(u, u′) (v ∈ RNˆ \ {0}, u, u′ ∈ RNˆ).
Using (2.1) and (2.2), we have
(2.3) sˆvsˆv′ sˆv = sˆsˆv(v′) (v, v
′ ∈ RNˆ \ {0}).
We say that a finite subset Rˆ of RNˆ \ {0} is a crystallographic root system (in
RNˆ) if |Rˆ| <∞, sˆv(Rˆ) = Rˆ and Rv ∩ Rˆ = {v,−v} for all v ∈ Rˆ, and 2ηˆ(v′,v′′)ηˆ(v′,v′) ∈ Z
for all v′, v′′ ∈ Rˆ, see [14, 1.2, 2.9].
Let Rˆ be a crystallographic root system in RNˆ . We call Rˆ irreducible if for
all βˆ, βˆ ′ ∈ Rˆ, there exist r ∈ N, and βˆt ∈ Rˆ (t ∈ J1,r) such that ηˆ(βˆ, βˆ1) 6= 0,
ηˆ(βˆt, βˆt+1) 6= 0 (t ∈ J1,r−1) and ηˆ(βˆr, βˆ ′) 6= 0, see [14, 2.2] and (2.4). We say
that a subset Πˆ of Rˆ is a root basis of Rˆ if Πˆ is a (set) R-basis of SpanR(Πˆ) and
Rˆ ⊂ SpanZ≥0(Πˆ) ∪ −SpanZ≥0(Πˆ) (this is called a simple system in [14, 1.3, 2.9]).
Let Πˆ be a root basis of Rˆ. We call dimR SpanR(Πˆ) = |Πˆ| the rank of Rˆ. By
[14, Corollary 1.5], we have
(2.4) Rˆ = Wˆ (Πˆ) · Πˆ.
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Let Wˆ (Πˆ) be the subgroup of GLNˆ(R) generated by all sˆv with v ∈ Πˆ. We call
Wˆ (Πˆ) the Coxeter group associated with (Rˆ, Πˆ). Let Sˆ(Πˆ) := { sˆv ∈ Wˆ (Πˆ) | v ∈
Πˆ }. We call (Wˆ (Πˆ), Sˆ(Πˆ)) the Coxeter system associated with (Rˆ, Πˆ), see [14, 1.9
and Theorem 1.5]. Let Πˆ be a root basis of Rˆ. Let Rˆ+(Πˆ) := Rˆ∩SpanZ≥0(Πˆ). We
call Rˆ+(Πˆ) a positive root system of Rˆ associated with Πˆ (this is called a positive
system in [14, 1.3]).
Definition 2.1. (See [14, 2.10].) Let N and I = J1,N be the one of (1.1). Let
Nˆ ∈ JN,∞. Let Rˆ be a rank-N crystallographic root system in RNˆ . Let Πˆ =
{ αˆi | i ∈ I } be a root basis of Rˆ. Let (Πˆ) := ( αˆ1, αˆ2, . . . , αˆN) ∈ RNˆ × · · · × RNˆ︸ ︷︷ ︸
N
,
so (Πˆ) is an ordered R-basis of SpanR(Rˆ).
(1) Assume that N ≥ 1 and Nˆ = N +1. We call Rˆ the AN -type standard root
system if
(2.5) Rˆ = { ex − ey | x, y ∈ J1,N+1, x 6= y }.
We call (Πˆ) the AN -data if αˆi = ei − ei+1 (i ∈ I).
(2) Assume N = Nˆ ≥ 2. We call Rˆ the BN -type standard root system if
(2.6)
Rˆ = { cex + c′ey | x, y ∈ J1,N , x < y, c, c′ ∈ {1,−1} }
∪{ c′′ez | z ∈ J1,N , c′′ ∈ {1,−1} }.
We call (Πˆ) the BN -data if αˆi = ei − ei+1 (i ∈ J1,N−1) and αˆN = eN .
(3) Assume N = Nˆ ≥ 3. We call Rˆ the CN -type standard root system if
(2.7)
Rˆ = { cex + c′ey | x, y ∈ J1,N , x < y, c, c′ ∈ {1,−1} }
∪{ 2c′′ez | z ∈ J1,N , c′′ ∈ {1,−1} }.
We call (Πˆ) the CN -data if αˆi = ei − ei+1 (i ∈ J1,N−1) and αˆN = 2eN .
(4) Assume N = Nˆ ≥ 4. We call Rˆ the DN-type standard root system if
(2.8) Rˆ = { cex + c′ey | x, y ∈ J1,N , x < y, c, c′ ∈ {1,−1} }.
We call (Πˆ) the DN -data if αˆi = ei − ei+1 (i ∈ J1,N−1) and αˆN = eN−1 + eN .
(5) Assume that N = 6 and Nˆ = 8. We call Rˆ the E6-type standard root
system if
Rˆ = { cex + c′ey | x, y ∈ J1,5, x < y, c, c′ ∈ {1,−1} }
∪{ 1
2
((
∑5
r=1 crer) + (
∏5
k=1 ck)(e6 − e7 − e8)) | cr ∈ {1,−1} (r ∈ J1,5) }.
We call (Πˆ) the E6-data if αˆ1 =
1
2
(e1 + e8 −
∑7
r=2 er)), αˆ2 = e1 + e2 and αˆi =
ei−1 − ei−2 (i ∈ J3,6).
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(6) Assume that N = 7 and Nˆ = 8. We call Rˆ the E7-data if
Rˆ = { cex + c′ey | x, y ∈ J1,6, x < y, c, c′ ∈ {1,−1} }
∪{ c′′(e7 − e8) | c′′ ∈ {1,−1} }
∪{ 1
2
((
∑6
r=1 crer)− (
∏6
k=1 ck)(e7 − e8)) | cr ∈ {1,−1} (r ∈ J1,6) }.
We call (Πˆ) the E7-data if αˆ1 =
1
2
(e1 + e8 −
∑7
r=2 er), αˆ2 = e1 + e2 and
αˆi = ei−1 − ei−2 (i ∈ J3,7).
(7) Assume N = Nˆ = 8. We call Rˆ the E8-type standard root system if
Rˆ = { cex + c′ey | x, y ∈ J1,8, x < y, c, c′ ∈ {1,−1} }
∪{ 1
2
((
∑7
r=1 crer) + (
∏7
k=1 ck)e8) | cr ∈ {1,−1} (r ∈ J1,7) }.
We call (Πˆ) the E8-data if αˆ1 =
1
2
(e1 + e8 −
∑7
r=2 er)), αˆ2 = e1 + e2 and
αˆi = ei−1 − ei−2 (i ∈ J3,8).
(8) Assume N = Nˆ = 4. We call Rˆ the F4-type standard root system if
Rˆ = { cex + c′ey | x, y ∈ J1,4, x < y, c, c′ ∈ {1,−1} }
∪{ c′′ez | z ∈ J1,4, c′′ ∈ {1,−1} }
∪{ 1
2
∑4
r=1 crer | cr ∈ {1,−1} (r ∈ J1,4) }.
We call (Πˆ) the F4-data if αˆ1 = e2 − e3, αˆ2 = e3 − e4, αˆ3 = e4 and αˆ4 =
1
2
(e1 − e2 − e3 − e4).
(9) Assume that N = 2 and Nˆ = 3. We call Rˆ the G2-type standard root
system if
Rˆ = { c(ex − ey) | x, y ∈ J1,3, x < y, c ∈ {1,−1} }
∪{ c′(2ez1 − ez2 − ez3) | { z1, z2, z3 } = J1,3, c′ ∈ {1,−1} }.
We call (Πˆ) the G2-data if αˆ1 = e1 − e2 and αˆ2 = −2e1 + e2 + e3.
(10) Let Rˆ and Πˆ be the ones treated in the above (1)-(9). We call Rˆ a rank-N
standard irreducible root system. We call (Πˆ) a rank-N Cartan data.
It is well-known that rank-N irreducible crystallographic root systems are
isomorphic to exactly the rank-N standard irreducible root systems (cf. [14,
2.10]).
Definition 2.2. Let (Πˆ) be a rank-N Cartan data. Define the R-linear isomor-
phism
ξˆ : SpanR(Πˆ)→ V
by ξˆ(αˆi) = αi (i ∈ I). Let R(Πˆ) = R(C(Πˆ), (R˜(a))a∈A(Πˆ)) be the generalized root
systems such that |A(Πˆ)| = 1 and
(2.9) s˜ai = ξˆ ◦ sˆαˆi ◦ ξˆ−1 (a ∈ A(Πˆ), i ∈ I).
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By (1.17) and (2.4), we have
(2.10) ξˆ(Rˆ) = R˜(a) (a ∈ A(Πˆ)),
where Rˆ is the rank-N root system corresponding to (Πˆ).
Proposition 2.3. The correspondence (Πˆ) 7→ R(Πˆ) from the set of all rank-
N Cartan datas to the family of all connected generalized root systems R =
R(C, (R˜(a))a∈A) with |A| = 1 (and |I| = N) is injective. Moreover it is surjective
up to isomorphisms in the sense of Definition 1.3 (2).
Proof. See [15, Proposition 4.9]. ✷
2.2 Longest elements of irreducible Weyl groups
In this subsection, let (Πˆ) = (αˆi|i ∈ I) be a rank-N Cartan data, and we also
treat R(Πˆ) = R(C(Πˆ), (R˜(a))a∈A(Πˆ)), see (2.9). Let a ∈ A(Πˆ). Define the map
ℓˆ : Wˆ (Πˆ) → Z≥0 in the following way, see [14, 1.6]. Let ℓˆ(1) := 0, where 1 is a
unit of Wˆ (Πˆ). Note that an arbitrary wˆ ∈ Wˆ (Πˆ) can be written as a product
of finite sˆβˆ’s with some βˆ ∈ Πˆ, say wˆ = sˆβˆ1 · · · sˆβˆr︸ ︷︷ ︸
r
for some r ∈ N and some
βˆx ∈ Πˆ (x ∈ J1,r). If wˆ 6= 1, let ℓˆ(wˆ) be the smallest r for which such an
expression exists, and call the expression reduced. By (1.12) and (2.9), we have
ℓˆ(wˆ) = ℓ˜a(ξˆ ◦ wˆ ◦ ξˆ−1). We call ℓˆ(wˆ) the length of wˆ. Let
L̂(wˆ) := { βˆ ∈ Rˆ+(Πˆ) | wˆ(βˆ) ∈ −Rˆ+(Πˆ)} (wˆ ∈ Wˆ (Πˆ)),
so L̂(wˆ) = L˜a(ξˆ ◦ wˆ ◦ ξˆ−1) by (1.10) and (2.9). By (1.11) and (2.9),
(2.11) ℓˆ(wˆ) = |L̂(wˆ)|,
see also [14, Corollary 1.7]. By (4.23) and (2.9),
(2.12) sˆαˆ(Rˆ
+(Πˆ) \ {αˆ}) = Rˆ+(Πˆ) \ {αˆ} (αˆ ∈ Πˆ),
see also [14, Propsoition 1.4]. By (1.13) and (2.9),
(2.13) ℓˆ(wˆsˆαˆ) =
{
ℓˆ(wˆ) + 1 if wˆ(αˆ) ∈ Rˆ+(Πˆ),
ℓˆ(wˆ)− 1 if wˆ(αˆ) ∈ −Rˆ+(Πˆ),
for αˆ ∈ Πˆ, see also [14, Lemma 1.6 and Corollary 1.7].
Assume that |Rˆ| <∞. By the above properties, we can see that there exists
a unique wˆ0 ∈ Wˆ (Πˆ) such that wˆ0(Πˆ) = −Πˆ, see [14, 1.8]. It is well-known that
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ℓˆ(wˆ0) = |Rˆ+(Πˆ)|, that wˆ0 is the only element of Wˆ (Πˆ) that ℓˆ(wˆ) ≤ ℓˆ(wˆ0) for all
wˆ ∈ Wˆ (Πˆ), and that
(2.14) ℓˆ(wˆ) = ℓˆ(wˆ0)− ℓˆ(wˆ0wˆ−1) for all wˆ ∈ Wˆ (Πˆ).
We call wˆ0 the longest element of the Coxeter system of (Wˆ (Πˆ), Sˆ(Πˆ)). Note that
(2.15) wˆ0 = ξˆ
−1 ◦ 1aw0 ◦ ξˆ and ℓˆ(wˆ0) = ℓ˜a(1aw0).
It is well-known that
(2.16) ℓˆ(wˆ0) = |Rˆ+(Πˆ)|,
see also Lemma 1.7. Let n := ℓˆ(wˆ0), and let sˆβˆ1 sˆβˆ2 · · · sˆβˆn︸ ︷︷ ︸
n
be the reduced expres-
sion of wˆ0, where βˆk’s are some elements of Πˆ. Then we know well that
(2.17) Rˆ+(Πˆ) := { sˆβˆ1sˆβˆ2 · · · sˆβˆk−1︸ ︷︷ ︸
k−1
(βˆk) | k ∈ J1,n },
see also (1.16).
Proposition 2.4. Let (Πˆ) = ( αˆ1, αˆ2, . . . , αˆN) be a rank-N Cartan data. Let
Πˆ = { αˆi | i ∈ I }. Let sˆi := sˆαˆi (i ∈ I). Let wˆ0 be the longest element of the
Coxeter system (Wˆ (Πˆ), Sˆ(Πˆ)). Let h := 2|Rˆ
+(Πˆ)|
N
. Let V := SpanR(Πˆ).
(1) h ∈ N.
(2) Assume that (Πˆ) is neither the AN -data, the DN-data, nor the E6-data.
Then there is no bijection u : I → I such that u 6= idI and ηˆ(αˆi, αˆj) = ηˆ(αˆu(i), αˆu(j))
(i, j ∈ I). Moreover (wˆ0)|V = −idV . Furthermore h ∈ 2N, and (sˆ1sˆ2 · · · sˆN︸ ︷︷ ︸
N
)
h
2 is
a reduced expression of wˆ0.
(3) Assume that (Πˆ) is the AN -data. Then wˆ0(ex) = eNˆ−x+1 (x ∈ J1,Nˆ), so
wˆ0(αˆi) = −αˆN−i+1 (i ∈ I). Moreover
(2.18) wˆ0 = (sˆ1sˆ2 · · · sˆN︸ ︷︷ ︸
N
)(sˆ1sˆ2 · · · sˆN−1︸ ︷︷ ︸
N−1
) · · · (sˆ1sˆ2︸︷︷︸
2
) sˆ1︸︷︷︸
1
,
and the RHS of (2.18) is a reduced expression of wˆ0.
(4) Assume that (Πˆ) is the DN-data. If N ∈ 2N, wˆ0 = −idRNˆ . If N ∈ 2N−1,
then wˆ0(αˆi) = −αˆi (i ∈ J1,N−2), wˆ0(αˆN−1) = −αˆN and wˆ0(αˆN) = −αˆN−1.
Moreover (sˆ1sˆ2 · · · sˆN︸ ︷︷ ︸
N
)N−1 is a reduced expression of wˆ0. Furthermore, for r ∈
J1,N−1, we have
(2.19) (sˆrsˆr+1 · · · sˆN︸ ︷︷ ︸
N−r+1
)N−r = PJ1,r−1 − PJr,N−1 + (−1)N−rPJN,N .
(5) If N = 6, and (Πˆ) is the E6-data. then h = 12 and (sˆ1sˆ3sˆ5sˆ2sˆ4sˆ6)
6 is a
reduced expression of wˆ0.
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Proof. Let bˆ := sˆ1sˆ2 · · · sˆN︸ ︷︷ ︸
N
. Let h′ be the order of bˆ. Then bˆ and h′ are called
a Coxeter element and the Coxeter number respectively, see [14, Exercise 3.19].
By [14, Proposition 3.18], we have
(2.20) h′ = h.
Fix ζ ∈ C×h′. It is clear from (2.2) that bˆ acts on the N -dimensional C-linear
space V ⊗R C as a diagonalizable linear map whose eigenvalues are ζm for some
m ∈ J0,h′−1; these integers m’s are called the exponents, see [14, 3.16].
(1) This is clear from (2.20).
(2) The first claim is clear. By (2.11) and (2.16), wˆ0(Rˆ
+(Πˆ)) = −Rˆ+(Πˆ), so
wˆ0(Πˆ) = −Πˆ. Then the second claim follows from the first claim and (2.2). The
third claim follows from (2.11), (2.16), (2.20) and the fact that h is even and all
the exponents are odd, see [14, Tables 3.1 and 3.2, Theorem 3.19].
(3) Let bˆi := sˆ1sˆ2 · · · sˆi︸ ︷︷ ︸
i
(i ∈ I). Let wˆ′0 := bˆN bˆN−1 · · · bˆ1︸ ︷︷ ︸
N
. Then bˆi(ex) = ex+1
(x ∈ J1,i), bˆi(ei+1) = e1, and bˆi(ey) = ey (y ∈ Ji+1,Nˆ). Hence wˆ′0(ex) = eNˆ−x+1
(x ∈ J1,Nˆ). In particular, wˆ′0(Πˆ) = −Πˆ. By (2.5), |Rˆ+(Πˆ)| = N(N−1)2 . Hence the
claim (3) follows from (2.16).
(4) Let r ∈ J1,N−1, and bˆ := sˆrsˆr+1 · · · sˆN︸ ︷︷ ︸
N−r+1
. Then bˆ(ex) = ex (x ∈ J1,r−2),
bˆ(ey) = ey+1 (y ∈ J1,N−2), bˆ(eNˆ−1) = −er and bˆ(eNˆ) = −eNˆ . Then we obtain the
claim (4) in way similar to that for the claim (3).
(5) This can be proved directly. ✷
2.3 On longest elements of type-A classical Weyl group
Proposition 2.5. Let (Πˆ) = (αˆ1, . . . , αˆN) be the AN -data, and Πˆ := {αi | i ∈ I }.
Let wˆ0 be the longest element of the Coxeter system (Wˆ (Πˆ), Sˆ(Πˆ)). Let sˆi := sˆαˆi ∈
Sˆ(Πˆ) (i ∈ I). Let n := N(N+1)
2
. Let m ∈ J1,N and r := n−m(N −m+ 1). Then
(2.21) ℓˆ(wˆ0) = n.
Moreover there exists f ∈ MapIn such that {f(t)|t ∈ J1,r} = I \{m}, f(r+1) = m
and sˆf(1)sˆf(2) · · · sˆf(l)︸ ︷︷ ︸
n
is a reduce expression of wˆ0. Furthermore for such f , we
have
(2.22)
{ sˆf(1)sˆf(2) · · · sˆf(k−1)(αˆf(k)) | k ∈ J1,r }
= { ex − ex′ | x, x′ ∈ J1,m, x < x′ }
∪{ ey − ey′ | y, y′ ∈ Jm+1,N+1, y < y′ },
and
(2.23)
{ sˆf(1)sˆf(2) · · · sˆf(t−1)(αˆf(t)) | t ∈ Jr+1,N }
= { ez − ez′ | z ∈ J1,m, z′ ∈ Jm+1,N+1 }.
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Proof. The claim (2.21) follows from (2.16) and (2.5). Let Rˆ′ be the crystal-
lographic root system in RNˆ defined as the RHS of (2.22). Let Πˆ′ := Πˆ \ {αˆm}.
Then Πˆ′ is a root basis of Rˆ′, Note that the Coxeter system (Wˆ (Πˆ′), Sˆ(Πˆ′)) is
isomorphic to the product of the Coxeter systems of types Am−1 and AN−m (resp.
the Coxeter system of type AN−1) if m ∈ J2,N−1 (resp. m ∈ {1, N}). Note that r
equals the length of the longest element of (Wˆ (Πˆ′), Sˆ(Πˆ′)). Then the remaining
claims follow from these facts, (2.5), (2.14) and (2.17). ✷
Remark 3. A reduced expression as in Proposition 2.5 is given by
(2.24)
wˆ0 = (sˆ1sˆ2 · · · sˆm︸ ︷︷ ︸
m
)(sˆ1sˆ2 · · · sˆm−1︸ ︷︷ ︸
m−1
) · · · (sˆ1sˆ2︸︷︷︸
2
) sˆ1︸︷︷︸
1
·(sˆm+2sˆm+3 · · · sˆN︸ ︷︷ ︸
N−m−1
)(sˆm+2sˆm+3 · · · sˆN−1︸ ︷︷ ︸
N−m−2
) · · · (sˆm+2sˆm+3︸ ︷︷ ︸
2
) sˆm+2︸︷︷︸
1
·(sˆm+1sˆm+2 · · · sˆN︸ ︷︷ ︸
N−m
)(sˆmsˆm+1 · · · sˆN−1︸ ︷︷ ︸
N−m
) · · · (sˆ1sˆ2 · · · sˆN−m︸ ︷︷ ︸
N−m
).
This can be proved in a way similar to that for Proposition 2.4 (1).
2.4 A longest element of type-B classical Weyl group
Lemma 2.6. Let (Πˆ) = (αˆ1, . . . , αˆN) be the BN -data, and Πˆ := { αˆi | i ∈ I }. Let
wˆ0 be the longest element of (Wˆ (Πˆ), Sˆ(Πˆ)). Let sˆi := sˆαˆi ∈ Sˆ(Πˆ) (i ∈ I).
(1) Let k, r ∈ J1,N with k ≤ r. Let bˆ := −PJk,r + PJ1,Nˆ\Jk,r ∈ GLN(R). Then
bˆ ∈ Wˆ (Πˆ) and
(2.25) (sˆksˆk+1 · · · sˆN−1sˆN sˆN−1 · · · sˆr+1sˆr︸ ︷︷ ︸
2N−k−r+1
)r−k+1 = bˆ.
Moreover the LHS of (2.25) is a reduced expression of bˆ.
(2) Let k, t, r ∈ J1,Nˆ be such that k ≤ t < r. Let bˆ ∈ Wˆ (Πˆ) be as in the claim
(1). Define bˆ1 ∈ Wˆ (Πˆ) (resp. bˆ2 ∈ Wˆ (Πˆ)) be the one define in the same way as
that for bˆ with k and t (resp. t+ 1 and r) in place of k and r respectively. Then
bˆ = bˆ1bˆ2 = bˆ2bˆ1 and ℓˆ(bˆ) = ℓˆ(bˆ1) + ℓˆ(bˆ2).
(3) Let m ∈ J1,N−1. Then
(2.26)
wˆ0 = (sˆN−m+1sˆN−m+2 · · · sˆN︸ ︷︷ ︸
m
)m
·(sˆ1sˆ2 · · · sˆN−1sˆN sˆN−1 · · · sˆN−m+1sˆN−m︸ ︷︷ ︸
N+m
)N−m.
Moreover the RHS of (2.26) is a reduced expression of wˆ0. In particular,
(2.27) ℓˆ(wˆ0) = N
2.
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Proof. (1) Let bˆ′ ∈ Wˆ (Πˆ) be the LHS of (2.25). By (2.3), we have
sˆrsˆr+1 · · · sˆN−1sˆN sˆN−1 · · · sˆr+1sˆr︸ ︷︷ ︸
2N−2r+1
= sˆer .
Hence
bˆ′ = (sˆksˆk+1 · · · sˆr−1︸ ︷︷ ︸
r−k
sˆer)
r−k+1.
Then by the same claim as Proposition 2.4 (2) for the BN -data with r − k in
place of Nˆ , we have bˆ = bˆ′ ∈ Wˆ (Πˆ). We see that
L̂(bˆ) = { et | t ∈ Jk,r} ∪ { et + cet′ | c ∈ {−1, 1}, t ∈ Jk,r, t′ ∈ Jt′,N }.
Hence by (2.11), we have
(2.28)
ℓˆ(bˆ) = (r − k + 1) + 2∑rt=k(N − t)
= (r − k + 1) + 2N(r − k + 1)− 2( r(r+1)
2
− k(k−1)
2
)
= (r − k + 1)(1 + 2N − (r + k))
= (2N − k − r + 1)(r − k + 1).
Hence we obtain the last statement.
(2) The first statement is clear. The second statement follows from the claim
(1) and (2.29) below.
(2.29)
ℓˆ(bˆ1) + ℓˆ(bˆ2)
= (2N − k − t + 1)(t− k + 1) + (2N − t− r)(r − t)
= 2N(r − k + 1)− (k + t− 1)(t− k + 1)− (t + r)(r − t)
= 2N(r − k + 1)− (−k2 + t2 + 2k − 1)− (r2 − t2)
= 2N(r − k + 1) + (k2 − r2 − 2k + 1)
= 2N(r − k + 1) + (k − 1 + r)(k − 1− r)
= (2N − r − k − 1)(r − k + 1)
= ℓˆ(bˆ).
(3) This follows immediately from the claims (1), (2) and (2.16).
3 Longest elements of Weyl groupoids of the
simple Lie superalgebra of type ABCD
3.1 Super-data
Let Nˆ ∈ N. Let { ei | i ∈ J1,Nˆ } be the standard R-basis of RNˆ . Let m ∈ J0,Nˆ .
Let Am|Nˆ−m be the set of all maps p : J1,Nˆ → J0,1 with
∑Nˆ
i=1 p(i) = m. For
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p ∈ Am|Nˆ−m, define the R-bilinear map η¯p : RNˆ × RNˆ → R by η¯p(ei, ej) =
δ(p(i), p(j))(−1)p(i). Define p+
m|Nˆ−m ∈ Am|Nˆ−m by p+m|Nˆ−m(i) = 0 (i ∈ J1,m)
and p+
m|Nˆ−m(j) = 1 (j ∈ Jm+1,Nˆ). Define p−m|Nˆ−m ∈ Am|Nˆ−m by p−m|Nˆ−m(i) = 1
(i ∈ J1,m) and p−m|Nˆ−m(j) = 0 (j ∈ Jm+1,Nˆ).
The sets R¯ given in Definition 3.1 below are really the sets of the roots of
finite dimensional contragredient Lie superalgebras, see Theorem 3.4.
Definition 3.1. Keep the notation as above. We also use the terminology in
Definition 2.1. Let
(Π¯) = (α¯i|i ∈ I) = ( α¯1, α¯2, . . . , α¯N) ∈ RNˆ × · · · × RNˆ︸ ︷︷ ︸
N
.
Let R¯ be a subset of RNˆ . Let θ : I → J0,1 be a map.
(1) Assume that Nˆ − 1 = N ≥ 2 and m ∈ J1,N . We call (η¯p
+
m|N+1−m, (Π¯)) the
A(m−1, N−m)-data if (Π¯) is the AN -data. We call R¯ the A(m−1, N−m)-type
standard root system if R¯ is the AN -type standard root system, see (2.5). We call
θ the A(m− 1, N −m)-type parity map if θ(m) := 1 and θ(i) := 0 (i ∈ I \ {m}).
(2) Assume that Nˆ = N ≥ 1 and m ∈ J0,N−1. We call (η¯p
−
N−m|m , (Π¯)) the
B(m,N − m)-data if (Π¯) is the BN -data. Let Rˆ be the BN -type standard root
system, see (2.6). Assume that R¯ = Rˆ ∪ {2cei|i ∈ J1,N−m, c ∈ {−1, 1}}. We call
R¯ the B(m,N −m)-type standard root system. Note that R¯ \ 1
2
R¯ = Rˆ. We call θ
the B(m,N−m)-type parity map if θ(N−m) := 1 and θ(i) := 0 (i ∈ I \{N−m}).
(3) Assume that Nˆ = N ≥ 3. We call (η¯p−1|N−1, (Π¯)) the C(N)-data if (Π¯) is
the CN -data.. Let Rˆ be the CN -type standard root system, see (2.7). Assume
that R¯ = Rˆ \ {2e1,−2e1}. We call R¯ the C(N)-type standard root system. We
call θ the C(N)-type parity map if θ(1) := 1 and θ(i) := 0 (i ∈ I \ {1}).
(4) Assume that Nˆ = N ≥ 3 and m ∈ J2,N−1. We call (η¯p
−
Nˆ−m|m , (Π¯)) the
D(m,N −m)-data if (Π¯) is the DN -data. Let Rˆ be the DN -type standard root
system, see (2.8). Assume that R¯ = Rˆ ∪ {2cei|i ∈ J1,N−m, c ∈ {−1, 1}}. We call
R¯ the D(m,N −m)-type standard root system. We call θ the D(m,N −m)-type
parity map if θ(N −m) := 1 and θ(i) := 0 (i ∈ I \ {N −m}).
(5) Assume Nˆ = N = 4. We call (η¯
p−
1|3, (Π¯)) the F(4)-data if α¯1 =
1√
2
(
√
3e1 −
e2−e3−e4), α¯2 =
√
2e2, α¯3 =
√
2(−e2+e3), and α¯4 =
√
2(−e3+e4). Assume that
R¯ = R¯+∪−R¯+, where R¯+ := { α¯4, α¯3+α¯4, α¯2+α¯3+α¯4, 2α¯2+α¯3+α¯4, α¯1+α¯2+α¯3+
α¯4, 2α¯2+2α¯3+α¯4, α¯1+2α¯2+α¯3+α¯4, α¯1+2α¯2+2α¯3+α¯4, α¯1+3α¯2+2α¯3+α¯4, 2α¯1+
3α¯2+2α¯3+ α¯4, α¯1, α¯1+ α¯2, α¯1+ α¯2+ α¯3, α¯1+2α¯2+ α¯3, α¯2, 2α¯2+ α¯3, α¯2+ α¯3, α¯3 }.
We call R¯ the F(4)-type standard root system. We call θ the F(4)-type parity map
if θ(1) := 1 and θ(i) := 0 (i ∈ I \ {1}).
(6) Assume that N = 3 and Nˆ = 4. We call (η¯p
−
1|2, (Π¯)) the G(3)-data if
α¯1 =
√
2e1+e3−e4, α¯2 = e2−e3, α¯3 = −2e2+e3+e4. Assume that R¯ = R¯+∪−R¯+,
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where R¯+ := { α¯1, α¯1+ α¯2, α¯1+ α¯2+ α¯3, α¯1+2α¯2+ α¯3, α¯1+3α¯2+ α¯3, α¯1+3α¯2+
2α¯3, α¯1+4α¯2+2α¯3, α¯2, 3α¯2+α¯3, 3α¯2+2α¯3, 2α¯2+α¯3, α¯2+α¯3, α¯3, 2α¯1+4α¯2+2α¯3 }.
We call R¯ the G(3)-type standard root system. Note that R¯∩ 2R¯ = {2α¯1+4α¯2+
2α¯3}. We call θ the G(3)-type parity map if θ(1) := 1 and θ(i) := 0 (i ∈ I \ {1}).
(7) Assume that N = 3 and Nˆ = 4. Let x ∈ K\{ 0, −1 }. Fix√−x2 − 2x ∈ K
so that (
√−x2 − 2x)2 = −x2 − 2x. We call (η¯p−2|2, (Π¯)) the D(2, 1; x)-data if
α¯1 = e1−e2, α¯2 = e2−e3, α¯3 = −xe3+
√−x2 − 2xe4. Assume that R¯ = R¯+∪−R¯+,
where R¯+ := { α¯1, α¯1+ α¯2, 2α¯1+ α¯2+ α¯3, α¯1+ α¯3, α¯3 }. We call R¯ the D(2, 1; x)-
type standard root system. We call θ the D(2, 1; x)-type parity map if θ(1) := 1
and θ(i) := 0 (i ∈ I \ {1}).
(8) Let (η¯, (Π¯)) be a data as in (1)-(7) above, i.e., (η¯, (Π¯)) is the X-data with
X being A(m− 1, N −m) (for some m ∈ J1,N if N ≥ 2), B(m,N −m) (for some
m ∈ J0,N−1 if N ≥ 1), C(N) (if N ≥ 3), D(m,N −m) (for some m ∈ J2,N−1 if
N ≥ 3), F(4) (if N = 4), G(3) (if N = 3), or D(2, 1; x) (for some x ∈ K\{ 0, −1 }
if N = 3). (Note that X 6= A(0, 0).) We call (η¯, (Π¯)) a rank-N standard super-
data. If R¯ is the X-type standard root system, we call R¯ the standard root system
associated with (η¯, (Π¯)). If θ is the X-type parity map, we call θ the parity map
associated with (η¯, (Π¯)).
We can directly see
Lemma 3.2. Let (η¯, (Π¯)) be a rank-N standard super-data. Let R¯ be the standard
root system associated with (η¯, (Π¯)). Let θ be the parity map associated with
(η¯, (Π¯)). Define the Z-module homomorphism θ¯ : ⊕ı∈IZα¯i → Z by θ¯(α¯i) := θ(i).
Let α¯ ∈ R¯. Then θ¯(α¯) ∈ 2Z+ 1 if and only if η¯(α¯, α¯) = 0 or 2α¯ ∈ R¯.
Definition 3.3. (1) Let g be a K-linear space. Let g(t) (t ∈ J0,1) be two sub-
spaces of g with g = g(0) ⊕ g(1). Define the subspaces g(t) of g (t ∈ Z \ J0,1)
by g(t) = g(t ± 2). Let [ , ] : g × g → g be a K-bilinear map. We call g a Lie
superalgebra if the following (Su1) and (Su2) are satisfied.
(Su1) [x, y] ∈ g(t + t′) and [x, y] = −(−1)tt′ [y, x] (t, t′ ∈ Z, x ∈ g(t),
y ∈ g(t′)).
(Su3) [x, [y, z]] = [[x, y], z] + (−1)tt′ [y, [x, z]] (t, t′ ∈ Z, x ∈ g(t), y ∈ g(t′),
z ∈ g).
(2) Let g be a Lie superalgebra. Let Y be a non-empty subset of g. Let
〈Y 〉(1)g := SpanK(Y ). For t ∈ J2,∞, let 〈Y 〉(t)g := SpanK({[y, z]|y ∈ Y, z ∈
〈Y 〉(t−1)g }). Let 〈Y 〉g := SpanK(∪∞t=1〈Y 〉(t)g ). We call 〈Y 〉g is the sub Lie su-
peralgebra of g generated by Y .
(3) Let (η¯, (Π¯)) be a rank-N standard super-data. Let θ be the parity map as-
sociated with (η¯, (Π¯)). In a standard way, we have the Lie superalgebra g(η¯, (Π¯), θ)
(unique up to isomorphism) satisfying the following conditions.
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(CoSu1) There exist linearly independent 3N -elements H¯i, E¯i, F¯i (i ∈ I) of
g(η¯, (Π¯), θ) such that 〈{H¯i, E¯i, F¯i|i ∈ I}〉g(η¯,(Π¯),θ) = g(η¯, (Π¯), θ).
(CoSu2) H¯i ∈ g(η¯, (Π¯), θ)(0), E¯i, F¯i ∈ g(η¯, (Π¯), θ)(θ(i)) (i ∈ I).
(CoSu3) [H¯i, H¯j] = 0, [H¯i, E¯j] = η¯(α¯i, α¯j)E¯j, [H¯i, F¯j] = −η¯(α¯i, α¯j)F¯j ,
[E¯i, F¯j ] = δijH¯i (i, j ∈ I).
(CoSu4) There exist subspaces g(η¯, (Π¯), θ)α¯ (α¯ ∈ ZΠ¯) of g(η¯, (Π¯), θ) such that
g(η¯, (Π¯), θ) = ⊕α¯∈ZΠ¯g(η¯, (Π¯), θ)α¯, [g(η¯, (Π¯), θ)β¯, g(η¯, (Π¯), θ)β¯′ ] ⊆ g(η¯, (Π¯), θ)β¯+β¯′
(β¯, β¯ ′ ∈ ZΠ¯), g(η¯, (Π¯), θ)0 = ⊕i∈IKH¯i, and g(η¯, (Π¯), θ)α¯j = KE¯j , g(η¯, (Π¯), θ)−α¯j =
KF¯j (j ∈ I).
(CoSu5) Let α¯ ∈ Z≥0Π¯\ (Π¯∪{0}). For X ∈ g(η¯, (Π¯), θ)α¯, if [X, F¯i] = 0 for all
i ∈ I, then X = 0. For Y ∈ g(η¯, (Π¯), θ)−α¯, if [E¯i, Y ] = 0 for all i ∈ I, then Y = 0.
(Note that the conditions (CoSu1)-(CoSu4) imply that g(η¯, (Π¯), θ)β¯ = {0} for
β¯ ∈ ZΠ¯ \ (Z≥0Π¯ ∪ −Z≥0Π¯).)
We call g(η¯, (Π¯), θ) the contragredient Lie superalgebra.
It is well-known that
Theorem 3.4. (c.f. [16, Proposition 2.5.5]) Let (η¯, (Π¯)) be a rank-N standard
super-data. Let R¯ and θ be the standard root system and the parity map associated
with (η¯, (Π¯)) respectively. Then for β¯ ∈ ZΠ¯, dim g(η¯, (Π¯), θ)β¯ ≥ 1 if and only if
β¯ ∈ R¯ ∪ {0}. Moreover, for β¯ ∈ R¯, we have dim g(η¯, (Π¯), θ)β¯ = 1.
Let (η¯, (Π¯)) be a rank-N standard super-data. Let θ be the parity map
associated with (η¯, (Π¯)). Let g := g(η¯, (Π¯), θ). Following [16], we give names
as follows. Assume that (η¯, (Π¯)) is the X-data. If X = A(m − 1, N − m) and
2m − 1 = N ≥ 2, then g has the one-dimensional center c, g/c is a simple
Lie superalgebra and g/c is called A(m − 1, m − 1). Otherwise g is a simple
Lie superalgebra and called X. If X is A(m − 1, N − m) (resp. B(m,N − m),
resp. C(N), resp. D(m,N − m)), then g is also called sl(m|N − m + 1) (resp.
osp(2m+ 1|2(N −m)), resp. osp(2|2(N − 1)), resp. osp(2m|2(N −m))).
Let Nˆ ∈ J2,∞. For i ∈ J1,Nˆ−1, define the bijection ℘(Nˆ)i : J1,Nˆ → J1,Nˆ by
(3.1) ℘
(Nˆ)
i (j) :=

i+ 1 if j = i,
i if j = i+ 1,
j if j ∈ J1,Nˆ \ Ji,i+1.
3.2 AWeyl groupoid of the simple Lie superalgebra A(m−
1, N −m)
Let m ∈ J1,N . For i ∈ I, define the bijection τ˘i : Am|N+1−m → Am|N+1−m
by τ˘i(p) := p ◦ ℘(N+1)i . Let (Πˆ) = (αˆi|i ∈ I) and Rˆ be the AN -data and
the AN -type standard root system respectively. Assume that [Π] = (Πˆ), so
V = ⊕i∈IRαˆi ⊂ RN+1. For any p ∈ Am|N+1−m, let R˘(p) := Rˆ, and define the
generalized Cartan Matrix C˘p = (c˘pij)i,j∈I by c˘
p
ij =
2ηˆ(αˆi,αˆj)
ηˆ(αˆi,αˆi)
. We easily see that
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C˘m|N+1−m := C(I,Am|N+1−m, (τ˘i)i∈I , (C˘p)p∈Am|N+1−m) is a Cartan scheme, and
that R˘m|N+1−m := R(C˘, (R˘(p))p∈Am|N+1−m) is a generalized root system of type
C˘m|N+1−m. In particular, we have
Lemma 3.5. Let (Πˆ) = (αˆi|i ∈ I) be the AN -data. Then for any m ∈ J1,N and
any p ∈ Am|N+1−m, (R˘m|N+1−m, p) and (R(Πˆ), a) are quasi-isomorphic, where a
is the only element of A(Πˆ).
Note that for the generalized root system R˘m|N+1−m, we have
(3.2) η¯p(1ps˜f,r(x), 1
ps˜f,r(y)) = η¯
pf,r(x, y) (x, y ∈ V)
for p ∈ Am|N+1−m, f ∈ MapI∞ and r ∈ N.
Recall that if p := p+
m|N+1−m ∈ Am|N+1−m, then (η¯p, (Πˆ)) is the A(m− 1, N −
m)-data and Rˆ is the standard root system associated with (η¯p, (Πˆ)).
We have
Lemma 3.6. Let m ∈ I, and treat the Weyl groupoid W(R˘m|N+1−m). Let p :=
p+
m|N+1−m ∈ Am|N+1−m. Let n := N(N+1)2 and r := n − m(N − m + 1). Then
ℓ˜p(1pw0) = n. Let f ∈ MapIn be as in Proposition 2.5. Let βx := 1ps˜f,x−1(αx)
(x ∈ J1,n). Then 1pw0 = 1ps˜f,n and R˘+(p) = {βx|x ∈ J1,n}. Moreover
(3.3) η¯p(βk, βk) ⊆ {−2, 2} (k ∈ J1,r) and η¯p(βt, βt) = 0 (t ∈ Jr+1,n).
Proof. This follows from Lemmas 1.10 and 3.5 and (1.16), (2.15), (2.17),
(2.22) and (2.23). ✷
3.3 The longest element of a Weyl groupoid of the simple
Lie superalgebra B(m,N −m) with m ≥ 1
Let m ∈ J1,N . For i ∈ I, define the bijection τ˙i : Am|N−m → Am|N−m by
τ˙i(p) :=
{
p ◦ ℘(N)i if i ∈ J1,N−1,
p if i = N.
Let (Πˆ) = (αˆi|i ∈ I) and Rˆ be the BN -data and the BN -type standard root
system respectively. Assume that [Π] = (Πˆ), so V = ⊕i∈IRαˆi = RN . For any p ∈
Am|N−m, let R˙(p) := Rˆ, and define the generalized Cartan Matrix C˙p = (c˙pij)i,j∈I
by c˙pij =
2ηˆ(αˆi,αˆj)
ηˆ(αˆi,αˆi)
. We see that C˙m|N−m := C(I,Am|N−m, (τ˙i)i∈I , (C˙p)p∈Am|N−m) is a
Cartan scheme, and that R˙m|N−m := R(C˙, (R˙(p))p∈Am|N−m) is a generalized root
system of type C˙m|N−m. In particular, we have
Lemma 3.7. Let (Πˆ) = (αˆi|i ∈ I) be the BN -data. Then for any m ∈ J1,N and
any p ∈ Am|N−m, (R˙m|N−m, p) and (R(Πˆ), a) are quasi-isomorphic, where a is the
only element of A(Πˆ).
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Note that for the generalized root system R˙m|N+1−m, we have
(3.4) η¯p(1ps˜f,r(x), 1
ps˜f,r(y)) = η¯
pf,r(x, y) (x, y ∈ V)
for p ∈ Am|N−m, f ∈ MapI∞ and r ∈ N.
Define f˙m|N−m ∈ MapIN2 by
(3.5) f˙m|N−m(t) :=

N −m+ t if t ∈ J1,m,
f˙m|N−m(t−m) if t ∈ Jm+1,m2 ,
t−m2 if t ∈ Jm2+1,m2+N ,
N − (t− (m2 +N)) if t ∈ Jm2+N+1,m2+N+m,
f˙m|N−m(t− (N +m)) if t ∈ Jm2+N+m+1,N2.
Let p˙m|N−m := p
−
N−m|m ∈ Am|N−m. Note that if p = p˙m|N−m, then (η¯p, (Πˆ)) is
the B(m,N −m)-data and that if R¯ is the standard root system associated with
(η¯p, (Πˆ)), then Rˆ = R¯ \ 2R¯.
Let p˙
(0)
m|N−m := p˙m|N−m, and for k ∈ J1,m, let p˙(k)m|N−m := p˙(k−1)m|N−m ◦ ℘(N)N−m+k−1.
Then for t ∈ J1,N2, we have
(3.6)
(p˙m|N−m)f˙m|N−m,t
=

p˙m|N−m if t ∈ J1,m2+N−m−1,
p˙
(t−(m2+N−m−1))
m|N−m if t ∈ Jm2+N−m,m2+N−1,
p˙
(m−(t−(m2+N)))
m|N−m if t ∈ Jm2+N,m2+N+m,
p˙
(t−(N+m))
m|N−m if t ∈ Jm2+N+m+1,N2 .
We have
Lemma 3.8. Let m ∈ I, and treat the Weyl groupoidW(R˙m|N−m). Let n := N2,
f := f˙m|N−m ∈ MapIn and p := p˙m|N−m ∈ Am|N−m. Then
(3.7) ℓ˜p(1pw0) = n and 1
pw0 = 1
ps˜f,n.
Moreover for t ∈ J1,n, letting βt := 1ps˜f,t−1(αt), we have R˙+ = {βt|t ∈ J1,n} and
(3.8) η¯p(βt, βt) =

2 if t ∈ J1,m−1,
1 if t = m,
η¯p(βt−m, βt−m) if t ∈ Jm+1,m2 ,
−2 if t ∈ Jm2+1,m2+N−m−1,
0 if t ∈ Jm2+N−m,m2+N−1,
−1 if t = m2 +N,
0 if t ∈ Jm2+N+1,m2+N+m,
η¯p(βt−(N+m), βt−(N+m)) if t ∈ Jm2+N+m+1,N2 .
Proof. We have (3.7) by Lemmas 1.10 and 3.7 and (2.15), (2.17), (2.26),
(2.27). Then we can directly see (3.8) by (3.7), (1.16), (3.4), (3.5) and (3.6). ✷
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3.4 Longest elements of Weyl groupoids of the simple Lie
superalgebra D(m,N −m)
In this subsection, assume N ≥ 3. Let I¨ := I ∪ {N + 1} = J1,N+1.
Let m ∈ J1,N−1. Let A¨m|N−m be the set of all maps p¨ : I¨ → J0,1 satisfying the
following conditions (p1) and (p2).
(p1)
∑
i∈I p¨(i) = m.
(p2) If p¨(N) = 0, then p¨(N + 1) = 0.
For i ∈ I, define the bijection
τ¨i : A¨m|N−m → A¨m|N−m
by the following (τ¨ -1)-(τ¨ -3), where see (3.1) for ℘
(N+1)
i .
(τ¨ -1) For i ∈ J1,N−2, let τ¨i(p¨) := p¨ ◦ ℘(N+1)i .
(τ¨ -2) Assume i = N−1. If p¨(N+1) = 0, let τ¨i(p¨) := p¨◦℘(N+1)N−1 . If p¨(N+1) = 1,
let τ¨i(p¨) := p¨.
(τ¨ -3) Assume i = N . If p¨(N − 1) = p¨(N), let τ¨i(p¨) := p¨. If (p¨(N −
1), p¨(N), p¨(N + 1)) equals (0, 1, 0) (resp. (0, 1, 1), resp. (1, 0, 0)), let τ¨i(p¨) be
such that τ¨i(p¨)|J1,N−2 := p¨|J1,N−2 and (τ¨i(p¨(N − 1), τ¨i(p¨(N)), τ¨i(p¨(N + 1))) equals
(0, 1, 0) (resp. (1, 0, 0), resp. (0, 1, 1)).
All p¨ ∈ A¨m|N−m with N = 4 and m = 2 are given in Figure 1 below.
Let p¨ ∈ A¨m|N−m. Define the R-bilinear map η¨p¨ : RN×RN → R by η¨p¨(ei, ej) :=
δ(p¨(i), p¨(j))(−1)p¨(i) (i, j ∈ I). Define the subset R¨(p¨) of RN by
(3.9)
R¨(p¨) := { cei + c′ej | i, j ∈ I, i 6= j, c, c′ ∈ { 1, −1 } }
∪{ c′′ei | i ∈ I, p¨(i) = 1, c′′ ∈ { 1, −1 } }.
For i ∈ I, define α¨p¨i ∈ RN by
(3.10) α¨p¨i :=

ei − ei+1 if i ∈ J1,N−2,
eN−1 − eN if i = N − 1 and p¨(N + 1) = 0,
−2eN if i = N − 1 and p¨(N + 1) = 1,
eN−1 + eN if i = N and p¨(N) = p¨(N + 1),
2eN if i = N and p¨(N) = 1, p¨(N + 1) = 0.
We can directly see that
(3.11) η¨p¨(x, y) = η¨τ¨ip¨(sˆ
α¨
p¨
i
(x), sˆ
α¨
p¨
i
(y)) (i ∈ I, x, y ∈ RN).
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Define the generalized Cartan matrix C¨ p¨ = [c¨p¨ij]i,j∈I ∈ MN (Z) by
c¨p¨ij :=

2 if i = j,
2η¨p¨(α¨p¨i ,α¨
p¨
j )
η¨p¨(α¨p¨i ,α¨
p¨
i )
if i 6= j and η¨p¨(α¨p¨i , α¨p¨i ) 6= 0,
0 if i 6= j and η¨p¨(α¨p¨i , α¨p¨i ) = η¨p¨(α¨p¨i , α¨p¨j ) = 0,
−1 if i 6= j, η¨p¨(α¨p¨i , α¨p¨i ) = 0 and η¨p¨(α¨p¨i , α¨p¨j ) 6= 0.
Define the R-linear homomorphism ξ¨ p¨ : RN → V by ξ¨ p¨(α¨p¨i ) := αi (i ∈ I).
We can directly see Proposition 3.9 below.
Proposition 3.9. (1) C¨m|N−m := C(I, A¨m|N−m, (τ¨i)i∈I , (C¨ p¨)p¨∈A¨m|N−m) is a Cartan
scheme.
(2) There exists a unique generalized root system
R¨m|N−m := R(C¨m|N−m, (R˜(p¨))p¨∈A¨m|N−m)
of type C¨m|N−m such that
(3.12) ξ¨ p¨(R¨(p¨)) = R˜(p¨) (p¨ ∈ A¨m|N−m).
Moreover
(3.13) ξ¨ τ¨ip¨ ◦ sˆ
α¨
p¨
i
= s˜p¨i ◦ ξ¨ p¨ (p¨ ∈ A¨m|N−m, i ∈ I).
Define p¨m|N−m ∈ A¨m|N−m by
p¨m|N−m(i) :=
{
1 if i ∈ J1,N−m,
0 if i ∈ JN−m+1,N+1.
Note that (η¨p¨m|N−m, (α¨
p¨m|N−m
i |i ∈ I)) is the D(m,N −m)-data and R¨(η¨p¨m|N−m) is
the D(m,N−m) standard root system associated with (η¨p¨m|N−m , (α¨p¨m|N−mi |i ∈ I)).
For k ∈ J0,m, define p¨(k)m|N−m ∈ A¨m|N−m by
p¨
(k)
m|N−m(i) :=
{
0 if i ∈ J1,N−m−1 ∪ {N −m+ k} ∪ {N + 1},
1 if i ∈ JN−m,N−m+k−1 ∪ JN−m+k+1,N ,
so
(3.14) p¨m|N−m = p¨
(0)
m|N−m and p¨
(k)
m|N−m = p¨
(k−1)
m|N−m ◦ ℘(N+1)N−m−1+k (k ∈ J1,m).
By Lemma 1.7 (1), (3.9) and (3.12),
(3.15) ℓ˜p¨(1
p¨w0) = |R˜+(p¨)| = N2 −m (p¨ ∈ A¨m|N−m).
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Define f¨m|N−m ∈ MapIN2−m by
(3.16)
f¨m|N−m(t)
:=

N −m+ t if t ∈ J1,m,
f¨m|N−m(t−m) if t ∈ Jm+1,m(m−1),
t−m(m− 1) if t ∈ Jm(m−1)+1,m(m−1)+N ,
N − (t− (m(m− 1) +N)) if t ∈ Jm(m−1)+N+1,m(m−1)+N+m,
f¨m|N−m(t− (N +m)) if t ∈ JN+m2+1,N2−m.
Using (3.14), we can see that for t ∈ J1,N2−m,
(3.17)
(p¨m|N−m)f¨m|N−m,t =
p¨m|N−m if t ∈ J1,m(m−1)+N−m−1,
p¨
(t−(m(m−1)+N−m−1))
m|N−m if t ∈ Jm(m−1)+N−m,m(m−1)+N−1,
p¨
(m−(t−(m(m−1)+N))
m|N−m if t ∈ Jm(m−1)+N,m(m−1)+N+m,
p¨
(t−(N+m))
m|N−m if t ∈ JN+m2+1,N2−m.
Note that if m ∈ J2,N−1, p = p¨m|N−m and (Π¨) = (α¨pi |i ∈ I), then (η¨p, (Π¨))
is the D(m,N −m)-data and R¨(p) is the standard root system associated with
(η¨p, (Π¨)).
Proposition 3.10. Let p := p¨m|N−m ∈ A¨m|N−m. Let n := N2 − m and f :=
f¨m|N−m ∈ MapIn. Then we have
(3.18) ℓ˜p¨(1
pw0) = N
2 −m, 1pw0 = 1ps˜f,n
and
(3.19) pf,n = p.
Moreover, letting r := m(m− 1), we have
(3.20)
η¨pf,t−1(α¨t, α¨t) =
2 if t ∈ J1,m,
η¨pf,t−m−1(α¨t−m, α¨t−m) if t ∈ Jm+1,r,
2 if t ∈ Jr+1,r+N−m−1,
0 if t ∈ Jr+N−m,r+N−1,
−4 if t = m2 +N,
0 if t ∈ Jr+N+1,r+N+m,
η¨pf,t−(N+m)−1(α¨t−(N+m), α¨t−(N+m)) if t ∈ Jr+N+m+1,n.
Proof. Let r := m(m − 1) and r′ := n − r. Define f ′ ∈ MapIr′ by f ′(y) :=
f(y + r) (y ∈ J1,r′). By (3.17), p = pf,r = pf,n, since r′ = (N + m)(N − m).
Hence we have (3.19) and
(3.21) 1ps˜f,n = 1
ps˜f,r1
ps˜f ′,r′.
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For t ∈ J1,r, since f(t) ∈ JN−m+1,N for t ∈ J1,r, by (3.10) and (3.17), we have
α¨
pf,t
f(t) =
{
ef(t) − ef(t)+1 if f(t) ∈ JN−m+1,N−1,
ef(t)−1 + ef(t) if f(t) = N.
Hence by (2.19) and (3.13), we have
(3.22) (ξ¨p)−1 ◦ 1ps˜f,r ◦ ξ¨p = PJ1,N−m − PJN−m+1,N−1 − (−1)mPJN,N .
For t′ ∈ J1,r′, we can directly see
(3.23) α¨
pf ′,t′
f ′(t′) =
{
ef ′(t′) − ef ′(t′)+1 if f ′(t′) ∈ J1,N−1,
2eN if f
′(t′) = N.
By (2.25), (3.13) and (3.23), we have
(3.24) (ξ¨p)−1 ◦ 1ps˜f ′,r′ ◦ ξ¨p = −PJ1,N−m + PJN−m+1,N .
By (3.21), (3.22) and (3.24), we have
(3.25) (ξ¨p)−1 ◦ 1ps˜f,n ◦ ξ¨p = −PJ1,N−1 − (−1)mPJN,N .
By (3.10) and (3.25), we have
1ps˜f,n(αi) =

−αi if i ∈ J1,N−2,
−αi if m ∈ 2N and i ∈ JN−1,N ,
−αN if m ∈ 2N− 1 and i = N − 1,
−αN−1 if m ∈ 2N− 1 and i = N.
Hence 1ps˜f,n(Π) = −Π. By (1.15) and (3.15), we have (3.18). We can directly
see (3.20). This completes the proof. ✷
3.5 A longest elements of a Weyl groupoid of the simple
Lie superalgebra C(N)
In this subsection, assume N ≥ 3. Define p´N ∈ A¨1|N−1 by p´N (i) := 1−δi,1−δi,N+1
(i ∈ I¨).
Note that if p = p´N and (Π´) = (α¨
p
i |i ∈ I), then (−η¨p, (Π¨)) is the C(N)-data
and R¨(p) is the standard root system associated with (−η¨p, (Π´)).
Define f´N ∈ MapIN2−1 by.
f´N(t) :=

t+ 1 if t ∈ J1,N−1,
f´N(t− (N − 1)) if t ∈ JN,(N−1)2 ,
t− (N − 1)2 if t ∈ J(N−1)2+1,(N−1)2+N ,
N − 1− (t− ((N − 1)2 +N)) if t ∈ J(N−1)2+N+1,N2−1.
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Proposition 3.11. We have
(3.26) ℓ˜p´N (1
p´Nw0) = N
2 − 1, 1p´Nw0 = 1p´N s˜f´N ,N2−1
and
(3.27) (p´N)f´N ,N2−1(i) = 1− δi,1 (i ∈ I¨).
Moreover letting mα := −η¨p¨((ξ¨ p´N )−1(α), (ξ¨ p´N )−1(α)) (α ∈ R˜+(p´N )), we have
(3.28) { 1p´N s˜f´N ,t−1(αf´N (t)) | t ∈ J1,(N−1)2 } = {α ∈ R˜+(p´N)|mα ∈ {2, 4}},
and
(3.29) { 1p´N s˜f´N ,t−1(αf´N (t)) | t ∈ J(N−1)2+1,N2−1 } = {α ∈ R˜+(p´N)|mα = 0}.
Proof. Let p := p´N , f := f´N and r := (N − 1)2. For t ∈ J1,r, we have pf,t = p,
so (3.10) implies
(3.30) α¨
pf,t
f(t) =
{
ef(t) − ef(t)+1 if f(t) ∈ J2,N−1,
2eN if f(t) = N.
In particular,
(3.31) pf,r = p.
By (2.25), (3.13) and (3.30), we have
(3.32) (ξ¨p)−1 ◦ 1ps˜f,r ◦ ξ¨p = PJ1,1 − PJ2,N .
By (3.31), we directly have (3.27) and
(3.33) α¨
pf,r+t
f(r+t) =

et − et+1 if t ∈ J1,N−1,
eN−1 + eN if t = N,
e2N−1−t − e2N−t if t ∈ JN+1,2N−2.
for t ∈ J1,2N−2. Since sˆeN−1−eN sˆeN−1+eN = sˆeN−1 sˆeN , by (3.33), we have
(3.34) sˆf(r+1) · · · sˆf(N2−1)︸ ︷︷ ︸
N2−1−r
= sˆe1 sˆeN = −PJ1,1 + PJ2,N−1 − PJN,N .
By (2.25), (3.32) and (3.34), we have
(3.35) (ξ¨p)−1 ◦ 1ps˜f,N2−1 ◦ ξ¨p = −PJ1,N−1 + PJN,N .
By (3.10) and (3.35), we have
1ps˜f,N2−1(αi) =

−αi if i ∈ J1,N−2,
−αN if i = N − 1,
−αN−1 if i = N.
Hence 1ps˜f,N2−1(Π) = −Π. Hence by (1.15) and (3.15), we have (3.26). By
(1.14), (3.9), (3.10), (3.12) and (3.32), we see that LHS of (3.28) is R˜+(p´N) ∩
ξ¨ p´N (⊕Nx=2Rex). Hence we have (3.28). This completes the proof. ✷
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4 Generalized quantum groups
4.1 Bi-homomorphism χ and Dynkin diagram of χ
We say that a map χ : ZΠ× ZΠ→ K× is a bi-homomorphism on Π if
χ(α, β + γ) = χ(α, β)χ(α, γ), χ(α + β, γ) = χ(α, γ)χ(β, γ)
hold for all α, β, γ ∈ ZΠ. Let XN be the set of bi-homomorphisms on Π.
Let χ ∈ XN and let qij := χ(αi, αj) for i, j ∈ I. By the Dynkin diagram of χ,
we mean the un-oriented graph with N -dots such that each i-th dot is labeled αi
and qii, each two j-th and k-th dots with j 6= k and qjkqkj 6= 1 are joined by a
single line labeled qjkqkj . For example, if N = 3 and q11 = −1, q22 = qˆ2, q33 = qˆ6,
q12q21 = qˆ
−2, q23q32 = qˆ−6 and q13q31 = 1 for some qˆ ∈ K×∞, then the Dynkin
diagram of χ is given by the leftmost one of Figure 8. Note that the Dynkin
diagram of χ does not recover χ. In fact, it recovers an equivalent class ≡ of χ,
which will be introduced in (4.16) below.
4.2 Quantum group U = U(χ) associated with χ ∈ XN
From now on until the end of Subsection 4.4, we fix χ ∈ XN , let qij := χ(αi, αj)
for i, j ∈ I.
Let U˜ := U˜(χ) be the unital associative K-algebra defined by generators
K˜α, L˜α (α ∈ ZΠ), E˜i, F˜i (i ∈ I)
and relations
(4.1)
K˜0 = L˜0 = 1, K˜αK˜β = K˜α+β , L˜αL˜β = L˜α+β, K˜αL˜β = L˜βK˜α,
K˜αE˜i = χ(α, αi)E˜iK˜α, L˜αE˜i = χ(−αi, α)E˜iL˜α,
K˜αF˜i = χ(α,−αi)F˜iK˜α, L˜αF˜i = χ(αi, α)F˜iL˜α,
E˜iF˜j − F˜jE˜i = δij(−K˜αi + L˜αi)
for all α, β ∈ ZΠ and all i, j ∈ I.
Define the K-algebra automorphism Ω˜ : U˜ → U˜ by Ω˜(K˜α) := K˜−α, Ω˜(L˜α) :=
L˜−α, Ω˜(E˜i) := F˜iL˜−αi , and Ω˜(F˜i) := K˜−αiE˜i. Define χ
op ∈ XN by χop(α, β) :=
χ(β, α) (α, β ∈ ZΠ). Define the K-algebra automorphism Υ˜ : U˜(χop) → U˜(χ)
by Υ˜(K˜α) := L˜α, Υ˜(L˜α) := K˜α, Υ˜(E˜i) := F˜i, and Υ˜(F˜i) := E˜i.
Let U˜0 := U˜0(χ) (resp. U˜+ := U˜+(χ), resp. U˜− := U˜−(χ)) be the unital
subalgebra of U˜ generated by K˜α, L˜α (α ∈ ZΠ) (resp. E˜i (i ∈ I), resp. F˜i
(i ∈ I)).
Lemma 4.1. The elements
(4.2) F˜j1 · · · F˜jmK˜αL˜βE˜i1 · · · E˜ir
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with m, r ∈ Z≥0, ix ∈ I (x ∈ J1,r), jy ∈ I (y ∈ J1,m), α, β ∈ ZΠ form a K-basis
of U˜ , where we use the convention that if r = 0 (resp. m = 0), then E˜i1 · · · E˜ir
(resp. F˜j1 · · · F˜jm) means 1.
Proof. This can be proved in a standard way as in [22, Lemma 2.2]. ✷
Define the ZΠ-grading structure U˜ = ⊕α∈ZΠU˜α on U˜ by K˜α ∈ U˜0, L˜α ∈ U˜0,
E˜i ∈ U˜αi , F˜i ∈ U˜−αi , and U˜αU˜β ⊆ U˜α+β . For α ∈ ZΠ, let U˜±α := U˜± ∩ U˜α. Then
U˜± = ⊕α∈±Z≥0ΠU˜±α .
For m ∈ Z≥0, and t1, t2 ∈ K×, let
(m; t1, t2) := 1− tm−11 t2, and (m; t1, t2)! :=
∏
j∈J1,m
(j; t1, t2).
For m ∈ Z≥0 and i, j ∈ I with i 6= j, define E˜m,αi,αj ∈ U˜+mαi+αj , and F˜m,αi,αj ∈
U˜−−mαi−αj inductively by E˜0,αi,αj := E˜j , F˜0,αi,αj := F˜j , and
(4.3)
E˜m+1,αi,αj := E˜iE˜m,αi,αj − qmii qijE˜m,αi,αjE˜i,
F˜m+1,αi,αj := F˜iF˜m,αi,αj − qmii qjiF˜m,αi,αj F˜i.
Remark 4. The elements in (4.3) appear naturally when considering the twisting
of the Hopf algebra structure of quantum groups. For example, see [24, Section 7].
Here the term twisting means the method given by [24, Proposition 7.2.3] in order
to obtain another Hopf algebra structure.
We have
Υ˜(F˜m,αi,αj ) = E˜m,αi,αj and Υ˜(E˜m,αi,αj ) = F˜m,αi,αj .
Lemma 4.2. (1) For m ∈ N and i, j ∈ I with i 6= j, we have
(4.4) [E˜i, F˜
m
i ] = (m)qii(−K˜αi + q−m+1ii L˜αi)F˜m−1i .
(2) For m ∈ N and i, j ∈ I with i 6= j, we have
(4.5) [E˜i, F˜m,αi,αj ] = −(m)qii(m; qii, qijqji)K˜αiF˜m−1,αi,αj .
(3) Let n, m ∈ Z≥0 with n < m and i, j ∈ I with i 6= j. Then we have
[E˜n,αi,αj , F˜m,αi,αj ] = (n)qii!
(
m
n
)
qii
(m; qii, qijqji)!F˜
m−n
i L˜nαi+αj .
In particular, we have
(4.6) [E˜j , F˜m,αi,αj ] = (m; qii, qijqji)!F˜
m
i L˜αj .
(4) For m ∈ Z≥0 and i, j ∈ I with i 6= j, we have
(4.7) [E˜m,αi,αj , F˜m,αi,αj ] = (m)qii !(m; qii, qijqji)!(−K˜mαi+αj + L˜mαi+αj ).
(5) For m, n ∈ Z≥0 and i, j, k ∈ I with i 6= j 6= k 6= i, we have
[E˜m,αi,αj , F˜n,αi,αk ] = 0.
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Proof. These equations are obtained in a direct way as in [10, Corollary 4.25,
Lemma 4.27]. ✷
For α =
∑
i∈I niαi ∈ Z≥0Π with ni ∈ Z≥0, using induction on
∑
i∈I ni, we
define a K-subspace I˜−−α of U˜−−α as follows. Let I˜−0 := {0}. For α ∈ Z≥0Π \ {0},
let I˜−−α be the K-subspace of U˜−−α formed by the elements Y˜ ∈ U˜−−α with [E˜i, Y˜ ] ∈
I˜−−α+αiK˜αi + I˜−−α+αiL˜αi for all i ∈ I with α− αi ∈ Z≥0Π. Note that I˜−−αi = {0}
for all i ∈ I.
Let I˜− := ⊕α∈Z≥0ΠI˜−−α, and set J˜ − := SpanK(I˜−U˜0U˜+). Then J˜ − is an ideal
of U˜ . We define the unital K-algebra U = U(χ) by
(4.8) U := U˜/(J˜ − + Ω˜(J˜ −)) = U˜/(J˜ − + Υ˜(J˜ −))
(the quotient algebra).
The K-algebra U(χ) defined by (4.8) is isomorphic to the one given by [13,
(3.14)], which is defined in a way similar to that given by Lusztig [18, 3.1.1
(a)-(e)].
Remark 5. As for the defining relations of U(χ) for χ ∈ X˙ SuperN of Definition 5.3
below, see [1], [2], [23], [24], [25], [27].
Let πχ := π : U˜ → U be the canonical map. We denote π(K˜α), π(L˜α),
π(E˜i), π(F˜i), π(E˜m,αi,αj), π(F˜m,αi,αj ) by Kα, Lα, Ei, Fi, Em,αi,αj , and Fm,αi,αj
respectively. Let U0 := U0(χ) := π(U˜0), and U± := U±(χ) := π(U˜±). For
α ∈ ZΠ, let Uα := U(χ)α := π(U˜α), and U±α := U±(χ)α := π(U˜±α ).
We have the K-algebra automorphism Ω : U → U with Ω ◦ π = π ◦ Ω˜. We
have the K-algebra isomorphism Υ : U(χop)→ U(χ) with Υ ◦ πχop = πχ ◦ Υ˜.
We can easily see
Lemma 4.3. There exists a unique K-linear isomorphism from U− ⊗ U0 ⊗ U+
to U sending Y ⊗ Z ⊗ X to Y ZX (X ∈ U+, Z ∈ U0, Y ∈ U−). Moreover, we
have U0 = ⊕α,β∈ZΠKKαLβ, U = ⊕α∈ZΠUα, U± = ⊕α∈Z≥0ΠU±±α, and dimU+α =
dimU−−α for all α ∈ Z≥0Π.
Remark 6. By Lemma 4.1, we have the same results as Lemma 4.3 with U˜ in
place of U . By Lemma 4.3, we see that the structure of U0 as an unital K-algebra
is independent of the choice of χ ∈ XN .
4.3 Kharchenko-PBW theorem
Define the map hχ : ZΠ→ N ∪ {∞} by
hχ(α) :=
{ ∞ if (m)χ(α,α)! 6= 0 for all m ∈ N,
Max{m ∈ N | (m)χ(α,α)! 6= 0} otherwise.
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For i, j ∈ I, define cij := cχij ∈ {2} ∪ J−∞,0 ∪ {−∞} by
(4.9) cij := c
χ
ij :=

2 if i = j,
−∞ if i 6= j and (m)qii !(m; qii, qijqji)! 6= 0 for all m ∈ N,
−Max{m ∈ Z≥0 | (m)qii!(m; qii, qijqji)! 6= 0} otherwise.
By (4.4) and Lemma 4.3, the following lemma holds.
Lemma 4.4. Let i ∈ I and m ∈ Z≥0. Then Fmi = 0 if and only if m > hχ(αi).
In particular, if m ∈ J0,hχ(αi), then dimU−−mαi = 1, and if m > hχ(αi), then
dimU−−mαi = 0.
We also have the following result.
Lemma 4.5. Let i, j ∈ I with i 6= j, and m ∈ Z≥0.
(1) Fm,αi,αj 6= 0 if and only if m ∈ J0,−cij .
(2) If m > hχ(αi) − cij, dimU−−mαi−αj = 0. Also if m ≤ hχ(αi) − cij,
the elements Fr,αi,αjF
m−r
i with r ∈ JMax{0,m−hχ(αi)},Min{m,−cij} form a K-basis of
U−−mαi−αj .
(3) dimU−−αi−αj ∈ J1,2. Moreover, qijqji = 1 ⇔ cij = 0 ⇔ dimU−−αi−αj = 1
⇔ FiFj = qijFjFi.
Proof. (1) This follows from Lemmas 4.3 and 4.4, together with (4.5), (4.6),
and (4.7).
(2) If m = 0, this follows from Lemma 4.4. Assume m ≥ 1. Note that
−cij ≤ hχ(αi). By (1) and (4.3), we see that U−−mαi−αj is spanned by elements as
in the statement.
Assume m ≤ hχ(αi) − cij . Let Z := JMax{0,m−hχ(αi)},Min{m,−cij}, and X :=∑
r∈Z yrFr,αi,αjF
m−r
i with yr ∈ K. Assume X = 0. Observing coefficients of
Fr,αi,αjF
m−r−1
i Lαi (r ∈ Z ∩J0,m−1) of [Ei, X ], by Lemma 4.3, and (4.4), (4.5) and
induction, we see yr = 0 for r ∈ Z ∩ J0,m−1. In a similar way, we see ym = 0 (if
m ≤ −cij) by (4.5).
(3) This follows from (1) and (2). ✷
By the celebrated Kharchenko’s PBW theorem, we have
Theorem 4.6. ([17], see also [8, Section 3, (P)], and [13, (2.15)])
(1) There exists a unique pair
(R+ = R+(χ), ϕ = ϕχ),
where R+ is a subset of Z≥0Π \ {0}, and ϕ is a map ϕ : R+ → N, satisfying the
condition that there exist k ∈ N ∪ {∞}, a surjective map ψ : J1,k → R+ with
|ψ−1({α})| = ϕ(α) (α ∈ R+), and F [r] ∈ U−−ψ(r) \ {0} (r ∈ J1,k) such that the
elements
(4.10) F [1]x1 · · ·F [m]xm (m ∈ J1,k, xy ∈ J0,hχ(ψ(y)) (y ∈ J1,m))
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form a K-basis of U− (where we mean that for m ≤ m¯, F [1]x1 · · ·F [m]xm =
F [1]x¯1 · · ·F [m¯]x¯m¯ if and only if xy = x¯y for all y ∈ J1,m and x¯y¯ = 0 for all
y¯ ∈ Jm+1,m¯).
(2) If |R+| <∞, then ϕ(R+) = {1}. (See also Remark 7 (1) below.)
Remark 7. (1) Using Ω and Υ, we see that (R+(χop), ϕχop) = (R
+(χ), ϕχ). It is
clear that ϕχ(αi) = 1 for i ∈ I. Then Theorem 4.6 (2) can also be proved by
using Theorem 4.10 (1) and (1.16) below.
(2) The following facts are well-known, see [18, 33.3, Corollary 33.1.5] and
[11, Section 2.4] for example. Let qˆ ∈ K×∞. Let A = [aij ]i,j∈I be a symmetrizable
generalized Cartan matrix. Let di ∈ N (i ∈ I) be such that diaij = djaji (i,
j ∈ I). Let g be the Kac-Moody Lie algebra defined for A. Let n− be the
negative part of g, and U(n−) be the universal enveloping algebra of n−. Let
χ ∈ XN be such that χ(αi, αj) = qˆdiaij (i, j ∈ I). Then the ideal I˜− of U˜−(χ)
is generated by F˜1−aij ,αi,αj (i 6= j), and dimU−(χ)−α = dimU(n−)−α for all
α ∈ Z≥0Π, where U(n−)−α is the weight subspace of U(n−) corresponding to −α.
In particular, R+(χ) can be identified with the set of positive roots of g and
ϕχ(α) = dim gα(= dim g−α) for all α ∈ R+(χ).
Once we know Theorem 4.6, the following lemma is clear from Lemmas 4.4
and 4.5.
Lemma 4.7. (1) Π ⊆ R+.
(2) For i, j ∈ I with i 6= j, we have
(4.11) R+ ∩ (αj + Z≥0αi) = {αj + nαi |n ∈ J0,−cχij},
and ϕ(αj + rαi) = 1 for all r ∈ J0,−cij .
(3) Let I ′ be a non-empty proper subset of I. Let I ′′ = I \ I ′. Then R+ =
(R+ ∩⊕i∈I′Z≥0αi)⊎ (R+ ∩⊕j∈I′′Z≥0αj) if and only if qijqji = 1 for all i ∈ I ′ and
all j ∈ I ′′.
For χ ∈ XN , we say that χ is irreducible if its Dynkin diagram is connected,
that is, for any two i, j ∈ I with i 6= j, there exist m ∈ Z≥0, ir ∈ I (r ∈ J1,m)
such that qit,it+1qit+1,it 6= 1 for all t ∈ J0,m, where we let i0 := i and im+1 := j.
Let X irrN := {χ ∈ XN | χ is irreducible}.
4.4 Irreducible highest weight modules
Let Λ ∈ Ch(U0). By Lemma 4.3, we have a unique left U -module Mχ(Λ) satis-
fying the following conditions.
(i) There exists v˜λ ∈ Mχ(Λ) \ {0} such that Zv˜Λ = Λ(Z)v˜Λ for all Z ∈ U0
and Eiv˜Λ = 0 for all i ∈ I.
(ii) The K-linear map U− →Mχ(Λ), Y 7→ Y v˜Λ, is bijective.
IRREDUCIBLE REPRESENTATIONS 33
For i ∈ I and m ∈ Z≥0, by (4.4), we have
(4.12) EiF
m
i v˜Λ =
{
0 if m = 0,
(m)qii(−q1−mii Λ(Kαi) + Λ(Lαi))Fm−1i v˜Λ otherwise.
For α ∈ ZΠ, let Mχ(Λ)α := U−α v˜Λ. We say that a K-subspace V of Mχ(Λ) is
ZΠ-graded if V = ⊕α∈Z≥0Π(V ∩Mχ(Λ)α). If V is a ZΠ-graded U(χ)-submodule
of Mχ(Λ), then V 6=Mχ(Λ) if and only if v˜Λ /∈ V.
Let N := Nχ(Λ) be the maximal proper ZΠ-graded U(χ)-submodule of
Mχ(Λ). Note N ∩ Kv˜Λ = {0}. Let Lχ(Λ) be the quotient left U -module de-
fined by
Lχ(Λ) :=Mχ(Λ)/N .
We denote the element v˜Λ + N of Lχ(Λ) by vΛ. For α ∈ ZΠ, let Lχ(Λ)α :=
U−α vΛ. Then Lχ(Λ) = ⊕α∈Z≥0ΠLχ(Λ)−α. We also have Lχ(Λ)0 = KvΛ, and
dimLχ(Λ)0 = 1. We say that a K-subspace V ′ of Lχ(Λ) is ZΠ-graded if V ′ =
⊕α∈Z≥0Π(V ′ ∩ Lχ(Λ)α). Then there exists no non-zero proper ZΠ-graded U(χ)-
submodule of Lχ(Λ).
By (4.12), for m ∈ N, we have
(4.13) Fmi vΛ = 0 ⇐⇒ (m)qii !(m; q−1ii ,Λ(KαiL−αi))! = 0.
Let
(4.14) hχ,Λ,i :=

∞ if (m)qii!(m; q−1ii ,Λ(KαiL−αi))! 6= 0 for all m ∈ N,
Max{m ∈ Z≥0|(m)qii!(m; q−1ii ,Λ(KαiL−αi))! 6= 0}
otherwise.
By (4.13), since Lχ(Λ) is ZΠ-graded, we have
(4.15) dimLχ(Λ) <∞ =⇒ ∀i ∈ I, hχ,Λ,i <∞.
4.5 Notation ≡
Notation 8. Let χ, χ′ ∈ XN . Let qij := χ(αi, αj) and q′ij := χ′(αi, αj). We write
(4.16) χ ≡ χ′
if qii = q
′
ii for all i ∈ I and qjkqkj = q′jkq′kj for all j, k ∈ I. By (4.9),
(4.17) χ ≡ χ′ =⇒ ∀i, ∀j ∈ I, cχij = cχ
′
ij .
Let Λ ∈ Ch(U0(χ)) and Λ′ ∈ Ch(U0(χ′)). We write
(χ,Λ) ≡ (χ′,Λ′)
if χ ≡ χ′ and Λ(KαiL−αi) = Λ′(KαiL−αi) for all i ∈ I.
Note that
(4.18) (χ,Λ) ≡ (χ′,Λ′) =⇒ ∀i ∈ I, hχ,Λ,i = hχ′,Λ′,i.
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4.6 Weyl groupoids of bi-homomorphisms
Let X finN := {χ ∈ XN | |R+(χ)| < ∞}. If χ ∈ X finN ∩ X irrN , we say that χ is of
finite-type.
Let i ∈ I, and set (X ′′,finN )i := {χ ∈ XN | ∀j ∈ I, cχij 6= −∞}. For χ ∈ (X ′′,finN )i,
define sχi ∈ GLN(R) by sχi (αj) = αj − cχijαi. Note that sχi (αi) = −αi, and
(sχi )
2 = idV (i ∈ I). Define τiχ ∈ XN by
(4.19) τiχ(α, β) := χ(s
χ
i (α), s
χ
i (β))
for all α, β ∈ ZΠ.
Lemma 4.8. (See also [13, (2.10)-(2.11)].) Let χ ∈ (X ′′,finN )i.
(1) If χ(αi, αi) = 1, then χ(αi, αj)χ(αj , αi) = 1 for all j ∈ I.
(2) We have
(4.20) cτiχij = c
χ
ij (j ∈ I), τiχ ∈ (X ′′,finN )i, sτiχi = sχi , and τiτiχ = χ.
(3) If χ ∈ X irrN , then τiχ ∈ X irrN .
Proof. (1) This is clear from (4.9) since χ ∈ (X ′′,finN )i.
(2) Let cij := c
χ
ij (i, j ∈ I). Let qxy := χ(αx, αy), and q′xy := τiχ(αx, αy) (x,
y ∈ I). We have q′ii = qii, and (q′ii)mq′ijq′ji = (q2(−cij)−mii (qijqji))−1 for j ∈ I and
m ∈ Z. If qii = 1, the statement is clear from (1) since cij = 0 for all j ∈ I \ {i}.
Assume qii 6= 1. Let j ∈ I\{i}. Assume cij = 0. Then qijqji = 1. Hence q′ijq′ji = 1,
so cτiχij = 0. Assume −cij ≥ 1. Assume q−cijii qijqji = 1. Then (q′ii)−cijq′ijq′ji = 1.
Moreover, we have (q′ii)
m+1 = qm+1ii 6= 1 and (q′ii)mq′ijq′ji = q−(−cij−m)ii 6= 1 for
m ∈ J0,−cij−1. Hence cτiχij = cij . Assume q−cijii qijqji 6= 1. Then qii is a primitive
(1− cij)-th root of unity. Since qmii qijqji 6= 1 for m ∈ J0,−cij , we have qniiqijqji 6= 1
for all n ∈ Z. Hence cτiχij = cij .
(3) Let qxy and q
′
xy be as above. By (4.9), for x, y ∈ I with cix = ciy = 0, we
have qxy = q
′
xy. Then (3) follows from (2). ✷
Let X ′′,finN := ∩i∈I(X ′′,finN )i. By (4.11), we have
(4.21) X finN ⊆ X ′′,finN .
Notation 9. Let χ, χ′ ∈ XN . We write χ ∼ χ′ if χ = χ′ or there exist m ∈ N,
it ∈ I (t ∈ J1,m) and χr ∈ XN (r ∈ J1,m+1) such that χ = χ1, χ′ = χm+1 and
χt ∈ (X ′′,finN )it , τitχt = χt+1 (t ∈ J1,m).
For χ ∈ XN , let G(χ) := {χ′ ∈ XN |χ′ ∼ χ }.
Let X ′,finN := {χ ∈ X ′′,finN | τiχ′ ∈ X ′′,finN (χ′ ∈ G(χ), i ∈ I) }.
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Definition 4.9. Let χ ∈ X ′,finN . For i ∈ I, define the map τG(χ)i : G(χ)→ G(χ) by
τ
G(χ)
i (χ
′) := τiχ′. For χ′ ∈ G(χ), let Cχ′ be the N ×N -matrix [cχ′ij ] over Z, where
note that by Lemma 4.5 (3), Cχ
′
is a generalized Cartan matrix, see (M1), (M2)
of Subsection 1.2. We call the quadruple
Cχ = Cχ(I,G(χ), (τG(χ)i )i∈I , (Cχ
′
)χ′∈G(χ))
the Cartan scheme associated with χ. Indeed, by (4.20), Cχ is a Cartan scheme,
see (C1), (C2) of Subsection 1.2.
Let χ ∈ X ′,finN . Recall Notation 1. Since Cχ is a Cartan scheme, by (4.19), we
have
(4.22)
χf,t−1(αf(t), αf(t)) = χ(1χsf,t−1(αf(t)), 1χsf,t−1(αf(t)))
(n ∈ Z≥0 ∪ {∞}, f ∈ MapIn, t ∈ N).
For χ ∈ XN , let R(χ) := R+(χ) ∪ (−R+(χ)), and extend the initial domain
of ϕχ to R(χ) by ϕχ(−α) = ϕχ(α).
It is well-known that
Theorem 4.10. ([8, Proposition 1], see also [12, Example 4]) We have the fol-
lowings.
(1) For i ∈ I and χ ∈ (X ′′,finN )i, we have
(4.23)
τiχ ∈ (X ′′,finN )i, sχi (R+(χ) \ {αi}) = R+(τiχ) \ {αi},
ϕτiχ(s
χ
i (β)) = ϕχ(β) (β ∈ R(χ)).
In particular, sχi (R(χ)) = R(τiχ).
(2) Let χ ∈ X finN . Then τiχ ∈ X finN and |R+(χ)| = |R+(τiχ)|.
We have obtained the first property in (4.23) by (4.20).
The following theorem is also well-known.
Theorem 4.11. ([10, Theorem 3.14]) Let χ ∈ X ′,finN . Then the data Rχ =
Rχ(Cχ, (R(χ′))χ′∈G(χ)) is a root system of type Cχ (see Definition 1.1). In par-
ticular, for χ′, χ′′ ∈ G(χ) and w ∈ H(χ′, χ′′), we have
(4.24) w(R(χ′′)) = R(χ′).
Proof. This can easily be shown by Theorem 4.10 and Definition 1.1. ✷
Corollary 4.12. Let χ, χ′ ∈ X ′,finN be such that R(χ) = R(χ′) (as a subset of V).
Then 1χsf,t = 1
χ′sf,t (as an element of GLN(R)) for all f ∈ MapI∞ and t ∈ Z≥0.
Proof. This follows from Lemma 4.7 and (4.24). (See also Lemma 1.10.) ✷
By (4.21) and Theorem 4.10 (2), we have
(4.25) X finN ⊆ X ′,finN .
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Lemma 4.13. Let i ∈ I and χ ∈ (X ′′,finN )i. Assume χ(αi, αi) ∈ K×∞. Then
τiχ ≡ χ.
Proof. Let qxy := χ(αx, αy) and q
′
xy := τiχ(αx, αy) for x, y ∈ I. Let j, k ∈ I.
Assume j 6= i 6= k. By (4.9), q−cijii qijqji = q−cikii qikqki = 1 since qii ∈ K×∞. Hence
q′jkq
′
kj = χ(αj − cijαi, αk − cikαi)χ(αk − cikαi, αj − cijαi)
= qjkqkj(qijqji)
−cik(qikqki)−cijq
2cijcik
ii
= qjkqkj,
as desired. The other cases can be treated similarly. ✷
Let i ∈ I. Let χ ∈ (X ′′,finN )i, and let χ′ ∈ XN . By (4.17), we have
(4.26) χ ≡ χ′ =⇒ χ′ ∈ (X ′′,finN )i, sχi = sχ
′
i , τiχ ≡ τiχ′.
Lemma 4.14. Let χ ∈ X finN . Let χ′ ∈ XN be such that χ′ ≡ χ. Then we have
χ′ ∈ X finN , 1χw0 = 1χ′w0 and R(χ′) = R(χ).
Proof. This follows from (4.26) and Lemma 1.10. ✷
5 FID-type bi-homomorphisms
5.1 Some bi-homomorphisms
Definition 5.1. Recall Definition 2.1. Let X˙CartanN be the subset of XN formed
by χ with
(5.1) χ(αi, αj) = qˆ
ηˆ(αˆi,αˆj) (i, j ∈ I)
for some qˆ ∈ K×∞ and some rank-N Cartan data (Πˆ) = (αˆi|i ∈ I). Let X˙CartanN (XN)
be the subset of X˙CartanN formed by χ as in (5.1) for which (Πˆ) = (αˆi|i ∈ I) are
the XN -data, where X is one of A, . . . ,G.
Using Lemma 1.10, we can easily see
Lemma 5.2. Let (Πˆ) be a rank-N Cartan data. Let χ ∈ X˙CartanN be as in (5.1).
Then (Rχ, χ) is isomorphic to (R(Πˆ), a), where a ∈ A(Πˆ) (note |A(Πˆ)| = 1). In
particular, |G(χ)| = 1, and identifying [Π] with (Πˆ), we have R(χ) = Rˆ, where Rˆ
is the rank-N root system corresponding to (Πˆ).
Definition 5.3. Recall Definition 3.1. Let X˙ SuperN be the subset of XN formed by
χ with
(5.2) χ(αi, αj) = (−1)θ(i)θ(j)qˆη¯(α¯i,α¯j) ( i, j ∈ I )
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Figure 1: All p¨ ∈ A¨2|2 and the Dynkin diagrams of all χ ∈ X˙ SuperN (D(2, 2)),
where (z1, z2, z3, z4, z5) ∈ J50,1 means p¨ ∈ A¨2|2 with p¨(i) = zi
for some qˆ ∈ K×∞ and some rank-N standard super-data (η¯, (Π¯) = (α¯i|i ∈ I)),
where θ is the parity map associated with (η¯, (Π¯)); moreover, assume x ∈ Z \
{0,−1} if N = 3 and (η¯, (Π¯)) is the D(2, 1; x)-data. Let X˙ SuperN (X) be the subset
of X˙ SuperN formed by χ as in (5.2) for which (η¯, (Π¯) = (α¯i|i ∈ I)) are the X-data.
We can directly see
Lemma 5.4. (1) (See also Subsection 3.2.) Assume N ≥ 2. Let m ∈ J1,N and
χ ∈ X˙ SuperN (A(m − 1, N − m)). Let p := p+m|N+1−m. Let qˆ := χ(α1, α2)−1 (resp.
qˆ := χ(αN−1, αN)) if m ≥ 2 (resp. m ≤ N−1). Then qˆ ∈ K×∞, and for f ∈ MapI∞
and t ∈ Z≥0, letting θf,t(k) := δ(η¯pf,t(αk, αk), 0) (k ∈ I), we have
(5.3) χf,t(αi, αj) = (−1)θf,t(i)θf,t(j)qˆη¯
pf,t (αi,αj) (i, j ∈ I),
where pf,t is the one defined for the Cartan scheme C˘m|N+1−m. In particular,
(Rχ, χ) is isomorphic to (R˘m|N+1−m, p).
(2) (See also Subsection 3.3.) Assume N ≥ 1. Let m ∈ J1,N and χ ∈
X˙ SuperN (B(m,N − m)). Let p := p−N−m|m. Let qˆ := χ(αN , αN) (resp. qˆ :=
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−χ(αN , αN)−1) if m ≤ 1 (resp. m = 0). Then qˆ ∈ K×∞, and for f ∈ MapI∞
and t ∈ Z≥0, letting
θf,t(k) :=
{
δ(η¯pf,t(αk, αk), 0) if k ∈ J1,N−1,
1−η¯pf,t (αN ,αN )
2
if k = N
(k ∈ I), we have
(5.4) χf,t(αi, αj) = (−1)θf,t(i)θf,t(j)qˆη¯
pf,t (αi,αj) (i, j ∈ I),
where pf,t is the one defined for C˙m|N−m. In particular, (Rχ, χ) is isomorphic to
(R˙m|N−m, p).
(3) (See also Subsection 3.5.) Assume N ≥ 3. Let χ ∈ X˙ SuperN (C(N)) and
p := p´N . Let qˆ := χ(α1, α2)
−1. Then qˆ ∈ K×∞, and for f ∈ MapI∞ and t ∈ Z≥0,
letting θf,t(k) := δ(η¨
pf,t(αk, αk), 0) (k ∈ I), we have
(5.5) χf,t(αi, αj) = (−1)θf,t(i)θf,t(j)qˆ−η¨
pf,t (αi,αj) (i, j ∈ I),
where pf,t is the one defined for the Cartan scheme C¨1|N−1. In particular, (Rχ, χ)
is isomorphic to (R¨1|N−1, p).
(4) (See also Subsection 3.4.) Assume N ≥ 3. Let m ∈ J2,N−1 and χ ∈
X˙ SuperN (D(m,N−m)). Let p := p¨m|N−m and qˆ := χ(αN−2, αN−1)−1. Then qˆ ∈ K×∞,
and for f ∈ MapI∞ and t ∈ Z≥0, letting θf,t(k) := δ(η¨pf,t(αk, αk), 0) (k ∈ I), we
have
(5.6) χf,t(αi, αj) = (−1)θf,t(i)θf,t(j)qˆη¨
pf,t (αi,αj) (i, j ∈ I),
where pf,t is the one defined for the Cartan scheme C¨m|N−m. In particular, (Rχ, χ)
is isomorphic to (R¨m|N−m, p).
Remark 10. Keep the notation as in Definition 5.3, so let χ ∈ X˙ SuperN be as in
(5.2). Let R¯ be the standard root system associated with (η¯, (Π¯)). Define the
R-linear isomorphism ξ¯ : ⊕i∈IRα¯i → V by ξ¯(α¯i) := αi. Then
(5.7) R(χ) = ξ¯(R¯ \ 2R¯).
In particular, χ ∈ X finN . We can prove (5.7) in a way similar to that for [23,
Proposition 10.4.1 (i)]. It can also be proved as follows. If χ ∈ X˙ SuperN (A(m −
1, N−1)) (resp. χ ∈ X˙ SuperN (B(m,N−m))), it follows from Lemmas 3.6 and 5.4 (1)
(resp. Lemmas 3.8 and 5.4 (2)). If χ ∈ X˙ SuperN (C(N)) ∪ X˙ SuperN (D(m,N −m)), it
follows from (3.9), (3.12) and Lemma 5.4 (3),(4). If χ ∈ X˙ SuperN (F(4)) with N = 4
or χ ∈ X˙ SuperN (G(3)) with N = 3, we can directly prove it using Lemma 1.9 and
(7.37) below.
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Definition 5.5. If N ∈ N \ J2,4, let X˙ ExtraN := ∅. If N = 2 (resp. N = 3,
resp. N = 4), let X˙ ExtraN be the set of bi-homomorphisms χ ∈ XN satisfying
the condition (5.8) (resp. (5.9), resp. (5.10)) below. In the following, let qij :=
χ(αi, αj).
(5.8) q211 + q11 + 1 = 0, q12 = q21 ∈ K×∞, q12q21q22 = 1.
(5.9)
q12 = q21 ∈ K×∞, q11q12q21 = 1, q22 = −1, q13 = q31 = 1,
q23 = q32, q23q32q33 = 1, q33 6= 1, q11q33 6= 1.
(5.10)
q12 = q21 = q23 = q32 ∈ K×∞, q34 = q43,
q13 = q31 = q14 = q41 = q24 = q42 = 1,
q33 = q11q44 = −1, q11q12q21 = q12q21q22 = 1, q34q43q44 = 1.
Remark 11. Note that
(5.11) if N = 3, then ∪x∈Z\{0,−1}X˙ SuperN (D(2, 1; x)) ⊂ X˙ ExtraN .
Let χ ∈ X˙ ExtraN . If N = 2, then R+(χ) = {α2, α1 + α2, 2α1 + α2, α1}. If N = 4,
then R+(χ) = {α1, α3, α1+α2+α3, α2+α3, α1+2α2+α3, α1+α2, α2}. If N = 3,
then R+(χ) = {α1, α1 + α2, α2, α4, α1 + α2 + α3 + α4, α1 + α2 + α3, α1 + 2α2 +
2α3+α4, α1+α2+2α3+α4, α1+2α2+3α3+2α4, α1+2α2+3α3+α4, α2+α3+
α4, α3 + α4, α2 + 2α3 + α4, α2 + α3, α3}. We can directly prove these facts using
Lemma 1.9 and (7.37) below.
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Figure 1: Dynkin diagrams of X˙ Extra4
5.2 Classification of FID-type bi-homomorphisms
Lemma 5.6. Let χ ∈ X irrN . Let qij := χ(αi, αj) for i, j ∈ I. Then dimU−(χ) <
∞ if and only if χ ∈ X finN and either (x) or (y) below holds.
(x) N = 1 and q11 /∈ K×∞ ∪K×1 .
(y) N ≥ 2 and qijqji /∈ K×∞ for all i, j ∈ I.
Proof. By Theorem 4.6, we see that
(5.12) dimU−(χ) <∞ ⇐⇒ χ ∈ X finN and ∀α ∈ R+(χ), χ(α, α) /∈ K×∞ ∪K×1 .
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Hence, if N = 1, the statement is true.
Assume N ≥ 2 and χ ∈ X finN . Since χ ∈ X irrN , by (4.21) and Lemma 4.8 (1),
we have qii 6= 1 for all i ∈ I.
Assume that (y) is not true. If qii ∈ K×∞ for some i ∈ I, then dimU−(χ) =∞
by (5.12). Assume that there exist i, j ∈ I with i 6= j such that qii, qjj /∈ K×∞ and
qijqji ∈ K×∞. Then −cχij ∈ N by (4.9) and (4.21). Let β := αi + αj . By (4.11),
β ∈ R+(χ). Since χ(β, β) ∈ K×∞, we have dimU−(χ) =∞ by (5.12).
Assume that (y) is true. Let α ∈ R+(χ). It is clear that χ(α, α) /∈ K×∞. By
(1.16), Theorem 4.10 (2) and Lemma 4.8 (3), there exist χ′ ∈ X finN ∩ X irrN and
i ∈ I such that χ′ ∼ χ and χ′(αi, αi) = χ(α, α). By (4.21) and Lemma 4.8 (1),
since χ′ ∈ X finN ∩ X irrN , we have χ(α, α) 6= 1. By (5.12), we have dimU−(χ) <∞,
as desired. This completes the proof. ✷
For χ, χ′ ∈ XN , we write χ ≈ χ′ if there exist χ1, χ2 ∈ XN and a bijection
f : I → I such that χ ∼ χ1 ≡ χ2 and χ′(αi, αj) = χ2(αf(i), αf(j)) (i, j ∈ I).
By the Heckenberger’s classification [9, Tables 1-4, Theorems 17, 22] and
Lemma 5.6, we have
Theorem 5.7. ([9]) (1) Assume N = 1. Let χ ∈ XN . Then dimU−(χ) = ∞ if
and only if χ(α1, α1) ∈ K×∞ or χ(α1, α1) = 1.
(2) Assume N ≥ 2. Then we have
(5.13)
{χ ∈ X irrN ∩ X finN | dimU−(χ) =∞}
= {χ ∈ XN | ∃χ′ ∈ X˙CartanN ∪ X˙ SuperN ∪ X˙ ExtraN , χ ≈ χ′ }.
Remark 12. We have X˙CartanN (BN) = X˙ SuperN (B(0, N)). We have the bijection
X˙ SuperN (A(m − 1, N − m)) → X˙ SuperN (A(N − m,m − 1)), χ 7→ χ′, defined by
χ′(αi, αj) := χ(αN−i+1, αN−j+1) (i, j ∈ I), where we also have χ ≈ χ′, see Fig-
ure 3. If N = 3, then we have (5.11) and X˙ SuperN (D(2, 1)) = X˙ SuperN (D(2, 1; 1)),
and see that for χ, χ′ ∈ X˙ ExtraN , χ ≈ χ′ if and only if {q11, q33, (q11q33)−1} =
{q′11, q′33, (q′11q′33)−1}, where qij := χ(αi, αj) and q′ij := χ′(αi, αj), see also Fig-
ure 9.
6 Lusztig isomorphisms
6.1 Lusztig isomprphisms of the generalized quantum groups
In this section, fix i ∈ I and χ ∈ (X ′′,finN )i, and let qij := χ(αi, αj) (j ∈ I).
Theorem 6.1. ([10, Theorem 6.11]) Assume χ ∈ (X ′′,finN )i. Then there exists a
unique K-algebra isomorphism
Ti := T
τiχ
i : U(τiχ)→ U(χ)
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such that
Ti(Kα) = Ksτiχi (α), Ti(Lα) = Ls
τiχ
i (α)
,
Ti(Ei) = FiL−αi , Ti(Fi) = K−αiEi,
Ti(Ej) = E−cχij ,αi,αj ,
Ti(Fj) =
1
(−cχij)qii !(−c
χ
ij ;qii,qijqji)!
F−cχij ,αi,αj
for α ∈ ZΠ and j ∈ I \ {i}. In particular,
(6.1) Ti(U(τiχ)α) = U(χ)sχi (α) (α ∈ ZΠ).
6.2 Lusztig isomorphisms between irreducible modules
Let Λ ∈ Ch(U0(χ)), and h := hχ,Λ,i. Assume that χ ∈ (X ′′,finN )i and h 6= ∞.
Define τiΛ := τ
χ
i Λ ∈ Ch(U0(τiχ)) by
(6.2) τχi Λ(KαLβ) := Λ(Ksτiχi (α)Ls
τiχ
i (β)
)
χ(αi, s
τiχ
i (β))
h
χ(sτiχi (α), αi)
h
(α, β ∈ ZΠ).
By (4.14) and (4.20), we have
(6.3) hτiχ,τiΛ,i = h, and τ
τiχ
i τ
χ
i Λ = Λ.
By (4.18), (4.26) and (6.2), for χ′ ∈ XN and Λ′ ∈ Ch(U0(χ′)), we have
(6.4) (χ,Λ) ≡ (χ′,Λ′) =⇒ (τiχ, τχi Λ) ≡ (τiχ′, τχ
′
i Λ
′),
where we have χ′ ∈ (X ′′,finN )i.
Lemma 6.2. Let Λ and h be as above. Assume h < ∞. There exists a unique
K-linear isomorphism
Tˆi := Tˆ
τiχ,τiΛ
i : Lτiχ(τχi Λ)→ Lχ(Λ)
such that
(6.5) Tˆi(Xvτiχ) = Ti(X)F
h
i vΛ (X ∈ U(τiχ)).
Proof. We can regard Lχ(Λ) as a left U(τiχ)-module defined by X · u :=
Ti(X)u (X ∈ U(τiχ), u ∈ Lχ(Λ)). Let v′ := F hi vΛ ∈ Lχ(Λ). Note that a
U(χ)-submodule of Lχ(Λ) is a U(τiχ)-submodule, and vice versa. By (4.13),
v′ 6= 0 and Ei · v′ = 0, so we also have Ej · v′ = 0 for j ∈ I \ {i}. Then
we have a U(τiχ)-module homomorphism z : Mτiχ(τiΛ) → Lχ(Λ) such that
z(Xv˜τiΛ) = X · v′ for X ∈ U(τiχ). By (4.12), z is surjective, and we also have
z(Mτiχ(τiΛ)α) = Lχ(Λ)si(α)−hαi for α ∈ Z≥0Π. In particular, ker z is a proper ZΠ-
graded left U(τiχ)-submodule of Mτiχ(τiΛ), so ker z ⊆ Nτiχ(τiΛ). By (4.13) and
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(6.3), we have Mτiχ(τiΛ)−hαi ∩ Nτiχ(τiΛ) = {0} since Mτiχ(τiΛ)−hαi = F hi v˜τiΛ.
Therefore, z(Nτiχ(τiΛ)) is a proper ZΠ-graded U(χ)-submodule of Lχ(Λ). Hence
z(Nτiχ(τiΛ)) = {0}, which implies Nτiχ(τiΛ) = ker z. Hence z induces a U(τiχ)-
module isomorphism Tˆi, as desired. This completes the proof. ✷
Using Lemma 4.13, together with (4.18) and (4.25), the following lemme is
an easy exercise for the reader.
Lemma 6.3. Let χ ∈ X finN . Assume that qii ∈ K×∞ and hχ,Λ,i 6= ∞. Then
(τiχ, τ
χ
i Λ) ≡ (χ,Λ), and hτiχ,τχi Λ,j = hχ,Λ,j for j ∈ I.
Definition 6.4. (Definition of H(χ,Λ, f)) Let χ ∈ X finN and n := |R+(χ)|. Let
f ∈ MapIn be such that 1χsf,n = 1χw0, where note that the existence of 1χw0
follows from Lemma 1.7 (2). Recall Notation 1. Let Λχ,f,0 := Λ. If t ∈ J1,n, we
define Λχ,f,t := τ
χf,t−1
f(t) Λχ,f,t−1 if Λχ,f,t−1 can be defined and hχf,t−1,Λχ,f,t−1,f(t) <
∞. Define H(χ,Λ, f) ∈ J0,n as follows. If there exists t ∈ J0,n−1 such that
hχf,k−1,Λχ,f,k−1,f(k) <∞ for all k ∈ J1,t and hχf,t,Λχ,f,t,f(t+1) =∞, let H(χ,Λ, f) :=
t. If hχf,k−1,Λχ,f,k−1,f(k) <∞ for all k ∈ J1,n, let H(χ,Λ, f) := n.
The following lemma is a crucial key in this paper.
Lemma 6.5. Keep the notation as in Definition 6.4. Then dimLχ(Λ) < ∞ if
and only if H(χ,Λ, f) = n.
Proof. Assume dimLχ(Λ) < ∞. Then hχf,0,Λf,0,f(1) < ∞. By Lemma 6.2,
dimLχf,1(Λf,1) <∞. Repeating this argument, we have H(χ,Λ, f) = n.
Assume H(χ,Λ, f) = n. Let γ :=
∑
t∈J1,n hχf,t−1,Λf,t−1,f(t)1
χsf,t−1(αf(t)). By
(1.16), γ ∈ Z≥0Π. By (6.5), Tˆf(1) · · · Tˆf(n)(vΛχ,f,n) ∈ Lχ(Λ)−γ. Let
X := {β ∈ Z≥0Π | γ − β ∈ Z≥0Π}.
Then |X| <∞. We have
Lχ(Λ) = Tˆf(1) · · · Tˆf(n)(Lχf,n(Λχ,f,n))
= Tˆf(1) · · · Tˆf(n)(U−(χf,n)vΛf,n)
= ⊕α∈Z≥0ΠTˆf(1) · · · Tˆf(n)(U−(χf,n)−αvΛχ,f,n)
= ⊕α∈Z≥0ΠTˆf(1) · · · Tˆf(n)(U(χf,n)−αvΛχ,f,n)
= ⊕α∈Z≥0ΠTf(1) · · ·Tf(n)(U(χf,n)−α)Tˆf(1) · · · Tˆf(n)(vΛχ,f,n)
(by (6.5))
= ⊕β∈Z≥0ΠU(χ)βTˆf(1) · · · Tˆf(n)(vΛχ,f,n)
(by (1.15) and (6.1))
= ⊕β∈Z≥0ΠLχ(Λ)β−γ
= ⊕β∈XLχ(Λ)β−γ
(since Lχ(Λ) = ⊕α∈Z≥0ΠLχ(Λ)−α).
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Figure 2:
Lχ(Λ) for χ′ ∈ X˙ SuperN (A(m− 1, N −m)) with N = 2, m = 1,
λ1 6= −1, λ2 = qˆ8, λ1λ2qˆ2 6= −1, where λi := Λ(KαiL−αi)
Hence dimLχ(Λ) =
∑
β∈X dimLχ(Λ)β−γ <∞, as desired. ✷
The following lemma follows from (4.18), (6.4), and Lemmas 6.5 and 4.14.
Lemma 6.6. Assume χ ∈ X finN . Let χ′ ∈ X finN and Λ′ ∈ Ch(U0) be such that
(χ′,Λ′) ≡ (χ,Λ). Then dimLχ′(Λ′) <∞ if and only if dimLχ(Λ) <∞.
7 Main theorem
7.1 Irreducible weights for Cartan and super-AC cases
For χ ∈ XN and i ∈ I, let
Si(χ) := {Λ ∈ Ch(U0(χ)) | ∃r ∈ Z≥0, Λ(KαiL−αi) = χ(αi, αi)r }.
Theorem 7.1. Assume N = 1. Let χ ∈ XN be such that dimU−(χ) = ∞.
Let Λ ∈ Ch(U0(χ)). Then dimLχ(Λ) < ∞ if and only if Λ ∈ S1(χ). (See also
Theorem 5.7 (1).)
Proof. This follows from (4.13). ✷
Theorem 7.2. Assume N ≥ 2. Let χ ∈ XN be such that χ ≈ χ′ for some χ′ ∈
X˙CartanN . Let Λ ∈ Ch(U0(χ)). Then dimLχ(Λ) <∞ if and only if Λ ∈ ∩i∈ISi(χ).
Proof. By Theorem 5.7, χ ∈ X finN . Note that χ(αi, αi) ∈ K×∞ for all i ∈ I.
Then this theorem follows from (4.14), (4.15) and Lemmas 6.3 and 6.5. ✷
Theorem 7.3. (1) Assume N ≥ 2. Let m ∈ I. Let χ ∈ XN be such that
χ ≡ χ′ for some χ′ ∈ X˙ SuperN (A(m − 1, N − m)). Let Λ ∈ Ch(U0(χ)). Then
dimLχ(Λ) <∞ if and only if Λ ∈ ∩i∈I\{m}Si(χ).
(2) Assume N ≥ 3. Let χ ∈ XN be such that χ ≡ χ′ for some χ′ ∈
X˙ SuperN (C(N)). Let Λ ∈ Ch(U0(χ)). Then dimLχ(Λ) < ∞ if and only if
Λ ∈ ∩i∈I\{1}Si(χ).
Proof. (1) By Theorem 5.7, we see that χ, χ′ ∈ X finN . By Lemma 6.6, we may
assume χ = χ′. By (4.14) and (4.15), we see that the ‘only-if’ part holds.
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We show the ‘if’ part Let n, r ∈ N and f ∈ MapIn be as in Proposition 2.5.
By Lemmas 1.10, 3.6 and 5.4 (1), we have 1χsf,n = 1
χw0. By Lemma 3.2 and
5.4 (1) and (4.22), (3.3), (5.2), we see that
(7.1) χf,k−1(αk, αk) ∈ K×∞ (k ∈ J1,r),
and
(7.2) χf,t−1(αt, αt) = −1 (t ∈ Jr+1,n).
By (4.14), (7.1) and Lemma 6.3, we also see that Λ ∈ ∩i∈I\{m}Si(χ) implies
H(χ,Λ, f) ≥ r. By (4.14), (7.2) and Lemma 6.3, H(χ,Λ, f) ≥ r must be
H(χ,Λ, f) = n. Thus the ‘if’ part follows from Lemma 6.5. This completes
the proof of the claim (1).
(2) We can prove the claim (2) in the same way as that for the claim (1) by
using Propositions 3.11 and Lemma 5.4 (3). ✷
7.2 Some technical maps
In Section 7, for λ ∈ (K×)N and i ∈ I, let λi mean the i-th component of λ, that
is, λ = (λ1, . . . , λN).
In Subsection 7.2, assume N ≥ 2 and let qˆ ∈ K×∞ and m ∈ J1,N−1. Let
Qqˆ := {qˆx|x ∈ Z≥0}. Let
(7.3) K(m)qˆ := { λ ∈ (K×)N | λi ∈ Qqˆ (i ∈ JN−m+1,N) }.
Define the maps ∇(qˆ,m)k : K(m)qˆ → K× (k ∈ JN−m,N ) and ∇˜(qˆ,m)N : K(m)qˆ → K× by
(7.4)
∇(qˆ,m)N−m(λ) := λN−m,
∇(qˆ,m)k (λ) := λk∇(qˆ,m)k−1 (λ)qˆ2(1−δ(1,∇
(qˆ,m)
k−1 (λ))) (k ∈ JN−m+1,N),
∇˜(qˆ,m)N (λ) := λNλN−1∇
(qˆ,m)
N−1 (λ)
2qˆ4(1−δ(1,∇
(qˆ,m)
N−1 (λ))).
The following lemma is used in the proofs of Theorems 7.5 and 7.6 below.
Lemma 7.4. (1) Let z ∈ K× \ Qqˆ. Then
(7.5) (∇(qˆ,m)N )−1({z}) = { λ ∈ K(m)qˆ |
N∏
i=N−m
λi = qˆ
−2mz }.
(2) Let z ∈ K× \ Qqˆ. Then
(7.6)
(∇˜(qˆ,m)N )−1({z})
= { λ ∈ K(m)qˆ |
∏N−1
j=N−m λj 6= qˆ−2(m−1), λN−1λN
∏N−2
i=N−m λ
2
i = qˆ
−4mz }
∪{ λ ∈ K(m)qˆ |
∏N−1
j=N−m λj = qˆ
−2(m−1), λN = λN−1z }.
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(3) We have
(7.7)
(∇(qˆ,m)N )−1({1})
= ∪mt=0{ λ ∈ K(m)qˆ |
∏N−m+t
i=N−m λi = qˆ
−2t, λj = 1 (j ∈ JN−m+t+1,N ) }.
(4) We have
(7.8)
(∇˜(qˆ,m)N )−1({1})
= { λ ∈ K(m)qˆ | λi = 1 (i ∈ JN−m,N) }
∪(∪m−2t=1 { λ ∈ K(m)qˆ |
∏N−m+t
j=N−m λj = qˆ
−2t, λi = 1 (i ∈ JN−m+t+1,N ) })
∪{ λ ∈ K(m)qˆ |
∏N−1
j=N−m λj = qˆ
−2(m−1), λN−1 = λN }
∪{ λ ∈ K(m)qˆ |
∏N−1
j=N−m λj 6= qˆ−2(m−1), λN−1λN
∏N−2
i=N−m λ
2
i = qˆ
−4m }.
Proof. In this proof, we fix λ ∈ K(m)qˆ , and use the following notations. For
k ∈ JN−m−1,N+1, let
ck(λ) :=

0 if k = N −m− 1,
|{ r ∈ JN−m,k | ∇(qˆ,m)r (λ) 6= 1 }| if k ∈ JN−m,N ,
cN (λ) if k = N + 1.
Let
gk(λ) :=
k∏
j=N−m
λj (k ∈ JN−m,N), and g˜N(λ) := λN−1λN
N−2∏
j=N−m
λ2j .
Let t(λ) := δ(gN−1(λ), qˆ−2(m−1)) ∈ J0,1. Let
r(λ) :=

Min{ x ∈ JN−m,N | ∇(qˆ,m)x (λ) = 1 }
if ∇(qˆ,m)y (λ) = 1 for some y ∈ JN−m,N ,
N + 1 otherwise.
Note that
(7.9)
r(λ)− (N −m) = cr(λ)−1(λ) = cr(λ)(λ), and that
for y ∈ Jr(λ)+1,N+1, cr(λ)(λ) ≤ cy(λ), and
cr(λ)(λ) = cy(λ), if and only ifλz = 1 (z ∈ Jr(λ)+1,y).
We have (7.10) and (7.11) below.
(7.10) For i ∈ JN−m+1,N , λi = qˆli for some li ∈ Z≥0.
(7.11) For k ∈ JN−m+1,N , ∇(qˆ,m)k (λ) = qˆ2ck−1(λ)gk(λ).
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By (7.10), we can easily see (7.12) below.
(7.12) For k ∈ JN−m,N , gk(λ) = qˆ−2(k−(N−m)) if and only if r(λ) = k.
By (7.10), (7.11) and (7.12), we easily see the claims (1) and (3).
Since cN−1(λ) = cN−2(λ) + δ(1,∇(qˆ,m)N−1 (λ)), by (7.11), we have
(7.13) ∇˜(qˆ,m)N (λ) = qˆ4cN−1(λ)g˜N(λ).
By (7.9) and (7.12), if r(λ) ∈ JN−m,N−1, then
(7.14) g˜N(λ) =
{
qˆ−4cr(λ)(λ)λN−1λN
∏N−2
i=r(λ)+1 λ
2
i if r(λ) ∈ JN−m,N−2,
qˆ−4cr(λ)(λ) λN
λN−1
if r(λ) = N − 1.
We show the claim (2). Let Y1 and Y2 be LHS and RHS of (7.6).
Let λ ∈ Y2. Then
(7.15) z = qˆ4(m−t(λ))g˜N(λ).
Assume r(λ) ∈ JN−m,N−2. By (7.9), (7.14) and (7.15),
(7.16) z = qˆ4(N−t(λ)−r(λ))λN−1λN(
N−2∏
i=r(λ)+1
λ2i ).
Since t(λ) ∈ J0,1, by (7.10) and (7.16), z ∈ Qqˆ \ {1}, contradiction. Hence
r(λ) ∈ JN−1,N+1. Hence cN−2(λ) = m − 1. By (7.12), cN−1(λ) = m − t(λ). By
(7.13) and (7.15), we have λ ∈ Y1. Hence Y2 ⊆ Y1. Let λ ∈ Y1, i.e., ∇˜(qˆ,m)N (λ) = z.
Assume r(λ) ∈ JN,N+1. By (7.13), g˜N(λ) = qˆ−4mz. Since r(λ) 6= N−1, by (7.12),
qˆ2(m−1)gN−1(λ) 6= 1. Hence λ ∈ Y2. Assume r(λ) ∈ JN−m,N−2. By (7.13) and
(7.14), we have
z = qˆ4(cN−1(λ)−cr(λ)(λ))λN−1λN
N−2∏
i=r(λ)+1
λ2i .
Hence by (7.9) and (7.10), z ∈ Qqˆ, contradiction. Assume r(λ) = N − 1. By
(7.12), gN−1(λ) = qˆ−2(m−1). By (7.9), cN−1(λ) = m − 1. By (7.14) and (7.13),
z = λN
λN−1
. Hence λ ∈ Y2. Hence Y1 ⊆ Y2. Hence Y1 = Y2. Thus we obtain the
claim (2).
We show the claim (4). Let Y3 and Y4 be LHS and RHS of (7.8) respectively.
For t ∈ JN−m,N , let
Y4,t :=
{ λ ∈ K(m)qˆ | r(λ) = t, λi = 1 (i ∈ Jt+1,N) } if t ∈ JN−m,N−2,
{ λ ∈ K(m)qˆ | r(λ) = N − 1, λN−1 = λN } if t = N − 1,
{ λ ∈ K(m)qˆ | r(λ) ∈ JN,N+1, g˜N(λ) = qˆ−4m } if t = N.
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By (7.10), (7.12) and (7.14), we have Y4 = ∪Nt=N−mY4,t. Then, by (7.10), (7.13)
and (7.14), we can easily see Y4 ⊆ Y3. Let λ ∈ Y3. By (7.13),
(7.17) g˜N(λ) = qˆ
−4cN−1(λ).
Assume r(λ) ∈ JN,N+1, that is, cN−1(λ) = m. By (7.17), λ ∈ Y4,N . Assume
r(λ) = N − 1. By (7.14) and (7.17), λN
λN−1
= 1. Hence λ ∈ Y4,N−1. Assume
r(λ) ∈ JN−m,N−2. By (7.9), cr(λ) ≤ cN−1. By (7.10), (7.14) and (7.17), we have
λ ∈ Y4,r(λ). Thus we have Y3 ⊆ Y4. Hence Y3 = Y4, as desired. This completes
the proof. ✷
7.3 Irreducible weights for super-BD cases
Theorem 7.5. Assume N ≥ 2. Let m ∈ J1,N−1. Let χ ∈ XN be such that
χ ≡ χ′ for some χ′ ∈ X˙ SuperN (B(m,N − m)). Let qˆ := χ(αN , αN) ∈ K×∞. Let
Λ ∈ Ch(U0(χ)), and g(Λ) := ∏Ni=N−m Λ(KαiL−αi). Then dimLχ(Λ) <∞ if and
only if the following conditions (irrB-m-1)-(irrB-m-3) are satisfied.
(irrB-m-1) Λ ∈ ∩i∈I\{N−m}Si(χ).
(irrB-m-2) g(Λ) ∈ {qˆ−2x|x ∈ J0,m−1} ∪ {(−qˆ)−(y+2m)|y ∈ Z≥0}.
(irrB-m-3) If g(Λ) = qˆ−2x for some x ∈ J0,m−1, then Λ(KαiL−αi) = 1 for
all i ∈ JN−m+x+1,N .
Proof. See also Figure 5.
By Theorem 5.7, we see that χ, χ′ ∈ X finN . By Lemma 6.6, we may assume
χ = χ′. Let n := N2. Let f ∈ MapIn be f˙m|N−m (see (3.5)). By Lemmas 1.10,
3.8, 4.14 and 5.4 (2), we have n = |R+(χ)| and 1χsf,n = 1χw0. By (3.4), (3.8)
and (5.4), we see the following.
(7.18) χf,t−1(αf(t), αf(t)) ∈ K×∞ (t ∈ J1,m2+N−m−1).
(7.19) χf,t−1(αf(t), αf(t)) = −1 (t ∈ Jm2+N−m,m2+N+m \ {m2 +N}).
(7.20) χf,t−1(αf(t), αf(t)) = −qˆ−1 if t = m2 +N .
By (3.5),
(7.21) f(J1,m2+N−m−1) = I \ {N −m}.
By (4.14), (4.18), (7.18), (7.21) and Lemma 6.3, we see that
(7.22) H(χ,Λ, f) ≥ m2 +N −m− 1 if and only if (irrB-m-1) holds.
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By (4.14) and (7.19), H(χ,Λ, f) ≥ m2 + N − m − 1 must be H(χ,Λ, f) ≥
m2 +N − 1. Hence
(7.23) H(χ,Λ, f) ≥ m2 +N − 1 if and only if (irrB-m-1) holds.
Assume H(χ,Λ, f) ≥ m2 + N − 1. (By (3.6) and (5.4), χf,m2+N−m−1 = χ.)
By (7.18) and Lemma 6.3, we have
(7.24) (χf,m2+N−m−1,Λχ,f,m2+N−m−1) ≡ (χ,Λ).
Let λ := (Λ(KαiL−αi)|i ∈ I) ∈ (K×)N . By (7.23), λ ∈ K(m)qˆ (see also (7.3)). Let
t ∈ Jm2+N−m,m2+N−1. Let h¯t := hχf,t−1,Λχ,f,t−1,f(t). By (3.5),
(7.25) f(t) = t−m2 and f(t+ 1) = f(t) + 1.
By (7.25) and Lemmas 3.7 and 5.4 (2),
(7.26) s
τf(t)χf,t−1
f(t) (αf(t)+1) = αf(t) + αf(t)+1.
Using induction, we have (7.27) and (7.28) below.
(7.27)
Λχ,f,t(Kαf(t+1)L−αf(t+1))
= τ
χf,t−1
f(t) Λχ,f,t−1(Kαf(t)+1L−αf(t)+1) (by (7.25) and Definition 6.4)
= Λχ,f,t−1(Kαf(t)+αf(t)+1L−(αf(t)+αf(t)+1))
χf,t−1(αf(t),−(αf(t)+αf(t)+1))h¯t
χf,t−1(αf(t)+αf(t)+1,αf(t))
h¯t
(by (6.2) and (7.26))
= Λχ,f,t−1(Kαf(t)+αf(t)+1L−(αf(t)+αf(t)+1))qˆ
2h¯t
(by (7.19), since χf,t−1(αf(t), αf(t)+1)χf,t−1(αf(t)+1, αf(t)) = qˆ−2
by (3.6) and (5.4))
= Λχ,f,t−1(Kαf(t)+αf(t)+1L−(αf(t)+αf(t)+1))qˆ
2(1−δ(Λχ,f,t−1(Kαf(t)L−αf(t)),1))
(by (4.14) and (7.19))
= ∇(qˆ,m)
f(t)+1(λ) (by (7.4) and (7.28) below).
Similarly as above, we have
(7.28) Λχ,f,t−1(KαiL−αi) = Λ(KαiL−αi) (i ∈ Jf(t)+1,N ),
where use (7.24) if t = m2 +N −m.
Since qˆ ∈ K×∞, by (4.14), (7.20), (7.25) and (7.27) for t = m2 +N − 1, we see
that
(7.29)
H(χ,Λ, f) ≥ m2 +N if and only if (irrB-m-1) holds and there exists
x ∈ Z≥0 with ∇(qˆ,m)N (λ) = (−qˆ−1)x.
By (7.5), (7.7) and (7.29), we can see that
(7.30) H(χ,Λ, f) ≥ m2 +N if and only if (irrB-m-1)-(irrB-m-3) hold.
50 S. AZAM, H. YAMANE, M. YOUSOFZADEH
Assume H(χ,Λ, f) ≥ m2 +N . By (4.14) and (7.19), we see that
(7.31) H(χ,Λ, f) ≥ m2 +N +m.
(By (3.6) and (5.4), χf,m2+N−1 = χf,m2+N .) By (7.19) and Lemma 6.3,
(7.32) (χf,m2+N−1,Λχ,f,m2+N−1) ≡ (χf,m2+N ,Λχ,f,m2+N).
(By (3.6) and (5.4), χ = χf,m2+N+m.) By (3.5),
(7.33) f(t) = f(2(m2 +N)− t) (t ∈ Jm2+N+1,m2+N+m).
For t ∈ Jm2+N+1,m2+N+m, we inductively see
(χf,t,Λχ,f,t)
= (τf(t)χf,t−1, τ
χf,t−1
f(t) Λχ,f,t−1)
(by Notation 1 (1) and Definition 6.4)
≡ (τf(t)χf,2(m2+N)−t, τ
χ
f,2(m2+N)−t
f(t) Λχ,f,2(m2+N)−t)
(by induction and (6.4); use (7.32) if t = m2 +N + 1)
≡ (τf(t)τf(t)χf,2(m2+N)−t−1, τ
χ
f,2(m2+N)−t
f(t) τ
χ
f,2(m2+N)−t−1
f(t) Λχ,f,2(m2+N)−t−1)
(by Notation 1 (1), Definition 6.4 and (7.33))
= (χf,2(m2+N)−t−1,Λχ,f,2(m2+N)−t−1) (by (4.20) and (6.3)).
In particular, we have
(7.34) (χf,m2+N+m,Λχ,f,m2+N+m) ≡ (χf,m2+N−m−1,Λχ,f,m2+N−m−1).
By (7.30) and (7.31), we see that
(7.35) H(χ,Λ, f) ≥ m2 +N +m if and only if (irrB-m-1)-(irrB-m-3) hold.
By (3.5), f(t) = f(t− (N +m)) (t ∈ Jm2+N+m+1,n). Hence by (7.34) and (7.35),
we see that
(7.36) H(χ,Λ, f) = n if and only if (irrB-m-1)-(irrB-m-3) hold.
By (7.36) and Lemma 6.5, this theorem holds. ✷
Theorem 7.6. Assume N ≥ 3. Let m ∈ J2,N−1. Let χ ∈ XN be such that χ ≡ χ′
for some χ′ ∈ X˙ SuperN (D(m,N −m)). Let qˆ ∈ K×∞ be such that qˆ2 = χ(αN , αN).
Let Λ ∈ Ch(U0(χ)), and
g˜(Λ) := (
N−2∏
i=N−m
Λ(KαiL−αi))
2Λ(KαN−1L−αN−1)Λ(KαNL−αN ).
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χf,t2 , (t2 ∈ J0,4) χf,5 χf,6
α1 α2 α3 α4
qˆ−2
❤
qˆ2 −1
❤
qˆ−2 qˆ
2
❤
qˆ−2 qˆ
2
❤ 2
α1 α2 α3 α4
−1
❤
qˆ−2 −1
❤
qˆ2 −1
❤
qˆ−2 qˆ
2
❤ 3
α1 α2 α3 α4
−1
❤
qˆ−2 qˆ
2
❤
qˆ−2 −1
❤
qˆ2 −1
❤
4χf,9 χf,8 χf,7
α1 α2 α3 α4
qˆ2
❤
qˆ−2 −1
❤
qˆ2 −1
❤
qˆ−2 −1
❤ 2
α1 α2 α3 α4
−1
❤
qˆ2 −1
❤
qˆ−2 qˆ
2
❤
qˆ−2 −1
❤ 1
α1 α2 α3 α4
−1
❤
qˆ−2 qˆ
2
❤
qˆ−2 qˆ
2
❤
qˆ−2 −1
❤
3χf,10
α1 α2 α3 α4
qˆ2
❤
qˆ−2 qˆ
2
❤
qˆ−2 −1
❤
qˆ2 qˆ
−2
❤
Figure 3: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ SuperN (A(m − 1, N − m)) with
N = 4 and m = 1, and χf,u
χf,t2 (t2 ∈ J0,9) χf,10 χf,11
α1 α2 α3 α4
−1
❤
qˆ−2 qˆ
2
❤
qˆ−2 qˆ
2
❤
qˆ−4 qˆ
4
❤ 1
α1 α2 α3 α4
−1
❤
qˆ2 −1
❤
qˆ−2 qˆ
2
❤
qˆ−4 qˆ
4
❤ 2
α1 α2 α3 α4
qˆ2
❤
qˆ−2 −1
❤
qˆ2 −1
❤
qˆ−4 qˆ
4
❤
3
4χf,14
χf,12
χf,13
1 2
α1 α2
α3
α4
qˆ2
❤
qˆ−2 qˆ
2
❤
qˆ−2
qˆ−2
❍❍❍
✟✟
✟
−1
−1
❤
qˆ4
❤
χf,15
α1 α2 α4 α3
−1
❤
qˆ−2 qˆ
2
❤
qˆ−2 qˆ
2
❤
qˆ−4 qˆ
4
❤
α1 α2 α4 α3
−1
❤
qˆ2 −1
❤
qˆ−2 qˆ
2
❤
qˆ−4 qˆ
4
❤
α1 α2 α4 α3
qˆ2
❤
qˆ−2 −1
❤
qˆ2 −1
❤
qˆ−4 qˆ
4
❤
Figure 4: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ SuperN (C(N)) with N = 4, and
χf,u with f = f´N
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χf,u1 (u1 ∈ J0,5 ∪ {10, 11, 16}) χf,u2 (u2 ∈ {6, 9, 12, 15}) χf,u3 (u3 ∈ {7, 8, 13, 14})
α1 α2 α3 α4
qˆ−2
❤
qˆ2 −1
❤
qˆ−2 qˆ
2
❤
qˆ−2 qˆ
❤ 2
α1 α2 α3 α4
−1
❤
qˆ−2 −1
❤
qˆ2 −1
❤
qˆ−2 qˆ
❤ 3
α1 α2 α3 α4
−1
❤
qˆ−2 qˆ
2
❤
qˆ−2 −1
❤
qˆ2 −qˆ−1
❤
Figure 5: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ SuperN (B(m,N −m)) with N = 4
and m = 2, and χf,u with f = f˙m|N−m
Then dimLχ(Λ) <∞ if and only if the following conditions (irrD-m-1)-(irrD-m-4)
are satisfied.
(irrD-m-1) Λ ∈ ∩i∈I\{N−m}Si(χ).
(irrD-m-2) g˜(Λ) = qˆ−4x for some x ∈ Z≥0.
(irrD-m-3) If g˜(Λ) = qˆ−4y for some y ∈ J0,m−2, then
∏N−m+y
i=N−m Λ(KαiL−αi) =
qˆ−2y and Λ(KαjL−αj ) = 1 for all j ∈ JN−m+y+1,N .
(irrD-m-4) If g˜(Λ) = qˆ−4(m−1), then
∏N−1
i=N−m Λ(KαiL−αi) = qˆ
−2(m−1).
Proof. See also Figure 6. Let n := N2−m. Let f ∈ MapIn be f¨m|N−m defined
by (3.16). Then, using this f , this theorem can be proved in a way similar to that
for Theorem 7.5. Here we only mention the facts as follows. By Lemmas 1.7 (1)
and 5.4 (4) and (3.18), ℓ˜χ(1
χw0) = |R+(χ)| = n and 1χsf,n = 1χw0. Let r :=
m(m − 1) + N . By (3.20) and (5.6), we have χf,t1−1(αf(t1), αf(t1)) ∈ K×∞ (t1 ∈
J1,r−m−1) and χf,t2−1(αf(t2), αf(t2)) = −1 (t2 ∈ Jr−m,r−1). Then, similarly to
(7.23), we can see that H(χ,Λ, f) ≥ r − 1 if and only if (irrD-m-1) holds. Note
that f(r) = N . By (3.20) and (5.6), χf,r−1(αN , αN) = qˆ−4 ∈ K×∞. Similarly to
(7.27), letting λ := (Λ(KαiL−αi)|i ∈ I), we have Λχ,f,r−1(KαNL−αN ) = ∇˜(qˆ,m)N (λ).
Similarly to (7.27), by (7.6) and (7.8), we can see that H(χ,Λ, f) ≥ r − 1 if
and only if (irrD-m-1)-(irrD-m-4) hold. Similarly to (7.36), we can see that
H(χ,Λ, f) = n if and only if (irrD-m-1)-(irrD-m-4) hold. Hence, by Lemma 6.5,
this theorem holds. ✷
7.4 Irreducible weights for super-FG and extra cases
Theorem 7.7. Let χ ∈ XN , Λ ∈ Ch(U0(χ)) and λi := Λ(KαiL−αi) (i ∈ I).
(1) Assume that N = 4 and χ ≡ χ′ for some χ′ ∈ X˙ SuperN (F(4)). Let qˆ ∈ K×∞
be such that qˆ2 = χ(α2, α2). Then dimLχ(Λ) < ∞ if and only if one of the
following conditions (irrF-1)-(irrF-4) holds.
(irrF-1) Λ ∈ ∩4i=2Si(χ) and λ21λ32λ23λ4 = qˆ−6(x+4) for some x ∈ Z≥0.
(irrF-2) λ1 = λ2 = λ3 = λ4 = 1.
(irrF-3) Λ ∈ S3(χ), λ2 = λ4 = 1 and λ1λ3 = qˆ−6.
(irrF-4) Λ ∈ ∩4i=3Si(χ), λ1λ3λ24 = qˆ−12 and λ2 = qˆ2λ4.
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χf,u1
(u1 ∈ J0,7 ∪ {14, 15, 22})
χf,u2
(u2 ∈ {8, 13, 16, 21})
χf,u3
(u3 ∈ {9, 12, 17, 20})
χf,u4
(u4 ∈ {10, 11, 18, 19})
2
4
3
α1 α2 α3
α4
α5
qˆ−2
❤
qˆ2 −1
❤
qˆ−2 qˆ
2
❤
qˆ−2
qˆ−2
❍❍❍
✟✟
✟
qˆ2
qˆ2
❤
❤
α1 α2 α3
α4
α5
−1
❤
qˆ−2 −1
❤
qˆ2 −1
❤
qˆ−2
qˆ−2
❍❍❍
✟✟
✟
qˆ2
qˆ2
❤
❤
α1 α2 α3 α4 α5
−1
❤
qˆ−2 qˆ
2
❤
qˆ−2 qˆ
2
❤
qˆ−2 −1
❤
qˆ4 qˆ
−4
❤
α1 α2 α3
α4
α5
−1
❤
qˆ−2 qˆ
2
❤
qˆ−2 −1
❤
qˆ2
qˆ2
❍❍❍
✟✟
✟
−1
−1
❤
qˆ−4
❤
Figure 6: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ SuperN (D(m,N −m)) with N = 5
and m = 3, and χf,u with f = f¨m|N−m
(2) Assume that N = 3 and χ ≡ χ′ for some χ′ ∈ X˙ SuperN (G(3)). Let qˆ ∈ K×∞
be such that qˆ2 = χ(α2, α2). Then dimLχ(Λ) < ∞ if and only if one of the
following conditions (irrG-1)-(irrG-3) holds.
(irrG-1) Λ ∈ ∩3i=2Si(χ) and λ1λ22λ3 = (−qˆ−2)x+6 for some x ∈ Z≥0.
(irrG-2) λ1 = λ2 = λ3 = 1.
(irrG-3) Λ ∈ S3(χ), λ1λ3 = qˆ−8 and λ2 = 1.
(3) Assume that N = 3 and χ ≡ χ′ for some χ′ ∈ X˙ ExtraN . Let qˆ := χ(α1, α1) ∈
K×∞ and rˆ := χ(α3, α3) ∈ K× \ {1, qˆ−1}. If qˆrˆ /∈ K×∞ and rˆ ∈ K×∞ (resp. rˆ /∈ K×∞),
then dimLχ(Λ) < ∞ if and only if Λ ∈ S1(χ) ∩ S3(χ) (resp. Λ ∈ S1(χ)). If
qˆrˆ ∈ K×∞ and rˆ ∈ K×∞ (resp. rˆ /∈ K×∞), then dimLχ(Λ) < ∞ if and only
if Λ ∈ S1(χ) ∩ S3(χ) (resp. Λ ∈ S1(χ)) and one of the following conditions
(irrEx3-1)-(irrEx3-4) holds.
(irrEx3-1) λ1λ
2
2λ3 = (qˆrˆ)
−(x+2) for some x ∈ Z≥0.
(irrEx3-2) λ1 = λ2 = λ3 = 1.
(irrEx3-3) λ2 = 1 and λ1λ3 = (qˆrˆ)
−1.
(irrEx3-4) λ1λ2 = qˆ
−1 and λ2λ3 = rˆ−1.
(4) Assume that N = 2 and χ ≡ χ′ for some χ′ ∈ X˙ ExtraN . Let qˆ := χ(α2, α2) ∈
K×∞ and ζˆ := χ(α1, α1) ∈ K×3 . Then dimLχ(Λ) < ∞ if and only if one of the
following conditions (irrEx2-1)-(irrEx2-2) holds.
(irrEx2-1) Λ ∈ S2(χ) and λ21λ2 = (ζˆ qˆ−1)x+2 for some x ∈ Z≥0.
(irrEx2-2) λ1 = λ2 = 1.
(5) Assume that N = 4 and χ ≡ χ′ for some χ′ ∈ X˙ ExtraN . Let qˆ :=
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χ(α2, α2) ∈ K×∞. Then dimLχ(Λ) <∞ if and only if one of the following condi-
tions (irrEx4-1)-(irrEx4-5) holds.
(irrEx4-1) Λ ∈ S1(χ) ∩ S2(χ) ∩ S4(χ) and λ1λ22λ33λ4 = (−qˆ−1)x+3 for some
x ∈ Z≥0.
(irrEx4-2) λ1 = λ2 = λ3 = λ4 = 1.
(irrEx4-3) λ2 = λ3 = 1 and λ1 = qˆ
2x, λ4 = (−qˆ−1)2x+1 for some x ∈ Z≥0.
(irrEx4-4) λ3 = 1 and there exist x, y ∈ Z≥0 such that λ1 = qˆ2x, λ2 = qˆy
and λ4 = qˆ
−2(x+y+1).
(irrEx4-5) There exist x ∈ Z≥0 and J0,x
2
such that λ1 = qˆ
x+1, λ2 = qˆ
x−2y,
λ3 = qˆ
3(−x+2y−1) and λ4 = qˆ−2(x+y+1).
Proof. We define n, f ∈ MapIn and a map z : J1.n → K× as follows. Let
fˆ := (f(t)|t ∈ J1,n) ∈ In and zˆ := (z(t)|t ∈ J1,n) ∈ (K×)n.
If N = 4 and χ ≡ χ′ ∈ X˙ SuperN (F(4)), let n := 18,
fˆ := (2, 3, 4, 2, 3, 4, 2, 3, 4, 1, 2, 3, 4, 1, 4, 3, 2, 1) and
zˆ := (qˆ2, qˆ4, qˆ4, qˆ2, qˆ4, qˆ4, qˆ2, qˆ4, qˆ4,−1,−1,−1,−1, qˆ−6,−1,−1,−1,−1).
If N = 3 and χ ≡ χ′ ∈ X˙ SuperN (G(3)), let n := 13,
fˆ := (2, 3, 2, 3, 2, 3, 1, 2, 3, 1, 3, 2, 1) and
zˆ := (qˆ2, qˆ6, qˆ2, qˆ6, qˆ2, qˆ6,−1,−1,−1,−qˆ−2,−1,−1,−1).
If N = 3 and χ ≡ χ′ ∈ X˙ ExtraN , let n := 7, fˆ := (1, 3, 2, 1, 3, 1, 2) and zˆ :=
(qˆ, rˆ,−1,−1, (qˆrˆ)−1,−1,−1).
If N = 2 and χ ≡ χ′ ∈ X˙ ExtraN , let n := 4, fˆ := (2, 1, 2, 1) and zˆ :=
(qˆ, ζˆ, ζˆqˆ−1, ζˆ).
If N = 4 and χ ≡ χ′ ∈ X˙ ExtraN , let n := 15,
fˆ := (1, 2, 1, 4, 3, 4, 2, 1, 4, 3, 1, 2, 4, 2, 1) and
zˆ := (qˆ, qˆ, qˆ,−qˆ−1,−1,−1,−1,−1,−qˆ−1,−qˆ−1,−1,−1,−1,−1,−1).
Using Lemmas 1.9 and 4.14 (see also Figure 7, 8, 9, 10 or 11), we can directly
see that
(7.37) n = |R+(χ)| and 1χsfˆ ,n = 1χw0.
We can also see that zˆ(t) = χf,t−1(αf(t), αf(t)) (t ∈ J1,n) (see also Figures 7, 8, 9,
10 or 11).
Let r := Max{ t ∈ J1,n | ∀t′ ∈ J1,t, zˆ(t) ∈ K×∞ }, and b := |{t ∈ Jb+1,n|zˆ(t) ∈
K×∞}|. Then b ≤ 2, and b = 2 if and only if N = 4 and χ ≡ χ′ ∈ X˙ ExtraN . Using
these facts, we can directly prove this theorem.
Let us explain more precisely how to prove the claim (5). Note r = 4. Since
zˆ(t) = −1 /∈ K×∞ (t ∈ J5,8), by an argument similar to that for (7.22), we see that
(7.38) H(χ,Λ, f) ≥ 8 if and only if Λ ∈ S1(χ) ∩ S2(χ) ∩ S4(χ).
Assume H(χ,Λ, f) ≥ 8. By (7.38), (λ1, λ2, λ4) = (qˆl1 , qˆl2, (−qˆ−1)l4) for some
(l1, l2, l4) ∈ (Z≥0)3. Let ht := hχf,t−1,Λf,t−1,f(t) for t ∈ J1,H(χ,Λ,f). By Lemma 6.3,
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χf,u1
(u1 ∈ J0,9 ∪ {18})
χf,u2
(u2 ∈ {10, 17})
χf,u3
(u3 ∈ {11, 16})
χf,u4
(u4 ∈ {12, 15})
χf,u5
(u5 ∈ J13,14)
1 2
3
4
α1 α2 α3 α4
−1
❤
qˆ−2 qˆ
2
❤
qˆ−4 qˆ
4
❤
qˆ−4 qˆ
4
❤
α1 α2 α3 α4
−1
❤
qˆ2 −1
❤
qˆ−4 qˆ
4
❤
qˆ−4 qˆ
4
❤
α4 α3
α1
α2
qˆ4
❤
qˆ−4 −1
❤
qˆ4
qˆ−2
❍❍❍
✟✟
✟
−1
qˆ2
❤
qˆ−2
❤
α2 α3
α1
α4
qˆ4
❤
qˆ−4 −1
❤
qˆ4
qˆ2
❍❍❍
✟✟
✟
−1
−1
❤
qˆ−6
❤
α2 α3 α4 α1
qˆ4
❤
qˆ−4 qˆ
4
❤
qˆ−4 −1
❤
qˆ6 qˆ
−6
❤
Figure 7: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ SuperN (F(4)) with N = 4, and χf,u
with f = fˆ
χf,u1
(u1 ∈ J0,6 ∪ {13})
χf,u2
(u2 ∈ {7, 12})
χf,u3
(u3 ∈ {8, 11}) χf,u4
(u4J9,10)
1 2 4
α1 α2 α3
−1
❤
qˆ−2 qˆ
2
❤
qˆ−6 qˆ
6
❤
α1 α2 α3
−1
❤
qˆ2 −1
❤
qˆ−6 qˆ
6
❤
α2
α1
α3
−1
❤
qˆ6
qˆ−2
❍❍❍
✟✟
✟
−1
qˆ2
❤
qˆ−4
❤
α2 α3 α1
qˆ6
❤
qˆ−6 −1
❤
qˆ4 −qˆ−2
❤
Figure 8: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ SuperN (G(3)) with N = 3, and
χf,u with f = fˆ
ht = lf(t) (t ∈ J1,4), h5 = 1 − δ(1, λ3), h6 = 1 − δ(1, (−qˆ−1)h5λ3λ4), h7 =
1− δ(1, (−1)h5+h6λ2λ23λ4), and h8 = 1− δ(1, (−1)h5+h6 qˆh7λ1λ2λ23λ4). We see that
(7.39)
H(χ,Λ, f) ≥ 9 if and only if
(−qˆ−1)c = (−qˆ−1)−(h5+h7+h8)λ1λ22λ33λ4 for some c ∈ Z≥0.
We can see that if H(χ,Λ, f) ≥ 9, then
(7.40) H(χ,Λ, f) ≥ 10 ⇐⇒ ∃c′ ∈ Z≥0, (−qˆ−1)c′ = (−qˆ−1)h5−h6λ4.
By (7.39) and (7.40), we see that H(χ,Λ, f) ≥ 9 must be H(χ,Λ, f) ≥ 10, since,
if h5 = l4 = 0, then λ3 = 1 and h6 = 0. Since zˆ(t) = −1 /∈ K×∞ (t ∈ J11,n),
H(χ,Λ, f) ≥ 10 must be H(χ,Λ, f) = n. Then using Lemma 6.5 and (7.39), by
a direct argument, we can see the claim (5) holds.
This completes the proof. ✷
Remark 13. (1) Let Û(χ(b)) be the unital K-algebra such that it contains U(χ(b))
and the Laurent polynomial K-algebra X := K[x±1i |i ∈ I] as subalgebras, the
linear map U(χ(b))⊗X → Û(χ(b)) (z ⊗ y 7→ zy) is bijective, and xiKαx−1i = Kα,
xiLαx
−1
i = Lα, xiEjx
−1
i = qˆ
δijEj , xiFjx
−1
i = qˆ
−δijFj , where recall qˆ ∈ K×∞. Then
we have a bijective map from {Λ ∈ Ch(U0(χ(b))) | κ(Λ) ∈ S(b) } × (K×)N to the
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χf,u1
(u1 ∈ J0,2 ∪ {7})
χf,u2
(u2 ∈ {3, 6}) χf,u3
(u3 ∈ J4,5)
2 1
α1 α2 α3
qˆ
❤
qˆ−1 −1
❤
rˆ−1 rˆ
❤
α2
α1
α3
−1
❤
rˆ
qˆ
❍❍❍
✟✟
✟
−1
−1
❤
(qˆrˆ)−1
❤
α2 α1 α3
qˆ
❤
qˆ−1 −1
❤
qˆrˆ (qˆrˆ)
−1
❤
Figure 9: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ ExtraN with N = 3, and χf,u with
f = fˆ
χf,u1
(u1 ∈ J0,1 ∪ {4})
χf,u2
(u2 ∈ J2,3)
1
α1 α2
ζˆ
❤
qˆ−1 qˆ
❤
α1 α2
ζˆ
❤
qˆζˆ−1 ζˆ qˆ
−1
❤
Figure 10: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ ExtraN with N = 2, and χf,u with
f = fˆ
χf,u1
(u1 ∈ J0,4)
χf,u2
(u2 ∈ {5, 13})
χf,u3
(u3 ∈ {6, 12})
χf,u4
(u4 ∈ {7, 11})
χf,u5
(u5 ∈ J8,10)
χf,14
χf,15
α1 α2 α3 α4
qˆ
❤
qˆ−1 qˆ
❤
qˆ−1 −1
❤
−qˆ −qˆ−1
❤ 3
α1 α2
α3
α4
qˆ
❤
qˆ−1 −1
❤
−1
qˆ
❍❍❍
✟✟
✟
−1
−1
❤
−qˆ−1
❤
4
α1 α2 α4 α3
qˆ
❤
qˆ−1 −1
❤
−1 −1
❤
−qˆ −qˆ−1
❤
2
1
2
1
α3 α4
α1
α2
−qˆ−1
❤
−qˆ −1
❤
−1
qˆ−1
❍❍❍
✟✟
✟
−1
−1
❤
qˆ
❤
α2 α1 α4 α3
qˆ
❤
qˆ−1 −1
❤
−qˆ −qˆ−1
❤
−qˆ −qˆ−1
❤
α3 α2
α1
α4
qˆ
❤
qˆ−1 −1
❤
−1
qˆ
❍❍❍
✟✟
✟
−1
−1
❤
−qˆ−1
❤
α3 α2 α1 α4
qˆ
❤
qˆ−1 qˆ
❤
qˆ−1 −1
❤
−qˆ −qˆ−1
❤
Figure 11: Dynkin diagrams of χ = χf,0 ≡ χ′ ∈ X˙ ExtraN with N = 4, and χf,u with
f = fˆ
IRREDUCIBLE REPRESENTATIONS 57
set of equivalence classes of finite-dimensional Û(χ(b))-modules sending (Λ, µ) to
the equivalence class of irreducible highest weight Û(χ(b))-modules with highest
vectors v̂ such that Eiv̂ = 0, xiv̂ = µiv̂ (i ∈ I) and KαLβ v̂ = Λ(KαLβ)v̂ (α,
β ∈ ZΠ).
(2) It seems to be not easy to recover Theorems 7.3, 7.5, 7.6, 7.7 (1)-(2), from
Geer’s result [7] since definitions of his and our quantum groups are not so close.
(3) See [20] for some deeper results concerning Theorem 7.2.
Remark 14. It is easy to be convinced that our argument in this paper can
also be applied to recover the Kac’s list (see Introduction) for the simple Lie
superalgebras. Shu and Wang [21, Theorem 5.3, Remark 5.4] also recovered
those for the simple Lie superalgebras B(m,n), C(n) and D(m,n) by using odd
reflections in a way totally different from that in this paper. Note that an intrinsic
gap appears between the list for B(m,n) and the one in Theorem 7.5, since g(Λ)
can be (−qˆ)−(2m+y) for some y ∈ N.
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