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Optimisation multi-crite`re pour l’allocation de
ressources sur clouds distribue´s avec prise en
compte de l’e´nergie
Yacine Kessaci, Nouredine Melab, El-Ghazali Talbi
Abstract
Reducing energy consumption is an increasingly important issue in cloud computing, more specifically when
dealing with High Performance Computing (HPC). Minimizing energy consumption can significantly reduce the
amount of energy bills and then increases the provider’s profit. In addition, the reduction of energy decreases
greenhouse gas emissions. Therefore, many researches are carried out to develop new methods in order to consume
less energy. In this paper, we present a multi-objective genetic algorithm (MO-GA) that optimizes the energy
consumption, CO2 emissions and the generated profit of a geographically distributed cloud computing infrastructure.
We also propose a heuristic that aims to maximize the number of scheduled applications in order to compare it with
the MO-GA. The two approaches have been experimented using realistic workload traces from Feitelson’s Parallel
Workload Archive (PWA). The results show that MO-GA outperforms the heuristic by a significant margin in terms
of energy consumption and CO2 emissions. In addition, MO-GA is also proved to be slightly better in terms of
profit while scheduling more applications. We also propose in the perspectives how to integrate our approach in
the project StratusLab for the exploitation of the geographical dispersion offered by EGI.
I. INTRODUCTION
Le cloud computing est de nos jours de plus en plus adopte´ dans de nombreux domaines tel que le calcul
haute performance (HPC). Cependant, il subsiste le proble`me de la consommation croissante d’e´nergie
lie´e aux ordinateurs. Par conse´quent, offrir une des solutions plus efficaces est crucial pour les grands
syste`mes gourmands en consommation d’e´nergie. Une e´tude re´cente [1] montre qu’en 2005, la puissance
utilise´e par les serveurs repre´sente environ 0,6 % de la consommation totale d’e´lectricite´ des E´tats-Unis.
Cette proportion passe a` 1,2 % lorsque les infrastructures de refroidissement et les appareils auxiliaires
sont inclus. De plus, l’e´lectricite´ totale consomme´e par les serveurs a double´ au cours de la pe´riode 2000
a` 2005 dans le monde entier.
D’autre part, les e´missions de gaz a` effet de serre sont en train d’atteindre un seuil critique [2]
et repre´sente aujourd’hui 2 % de la quantite´ totale des e´missions de CO2 a` travers le monde. La
consommation d’e´nergie a un autre inconve´nient. En effet, cela affecte de manie`re directe le be´ne´fice
des fournisseurs. Selon l’estimation d’Amazone [3], le montant des couˆts lie´s a` l’e´nergie repre´sente 42%
du budget total d’un datacenter. Ainsi, plusieurs ouvrages ont e´te´ propose´s dans le domaine de l’energy-
aware computing. Dans [4], [5] par exemple, une technique mate´rielle (DVFS) est propose´e. Elle consiste
a` faire varier la fre´quence du CPU afin de minimiser la consommation d’e´nergie. Une autre approche
est propose´e dans [6]. Ce travail utilise les possibilite´s offertes par la virtualisation afin d’appliquer
une consolidation de taˆches en vue de maximiser l’utilisation des ressources pour e´conomiser l’e´nergie.
Hormis les travaux propose´s dans [7] qui traitent de la re´duction de la consommation d’e´nergie a` grande
e´chelle comme dans le cas de la grille de calcul Grid’5000, tous les travaux pre´ce´dents visent a` re´duire la
consommation e´nerge´tique d’un seul datacenter ou de plusieurs serveurs de la meˆme zone ge´ographique.
Le travail propose´ par Garg et al [8] traite pour sa part trois objectifs (e´nergie, CO2, profit). Cependant,
cette approche est une agre´gation d’objectifs (c’est-a`-dire qu’elle ne peut optimiser qu’un seul objectif
a` la fois). Or, il apparaıˆt clairement que tous les objectifs cite´s pre´ce´demment sont lie´s et doivent donc
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eˆtre traite´s simultane´ment. Ainsi, dans cet article, nous pre´sentons une nouvelle approche qui vise a` faire
face a` l’e´nergie, aux e´missions de gaz a` effet de serre ainsi qu’au profit en meˆme temps (au sens Pareto).
En effet, nous proposons un me´ta-ordonnanceur qui utilise un algorithme ge´ne´tique multi-objectifs (MO-
GA) pour trouver le meilleur ordonnancement en fonction de ces trois objectifs. Cette approche utilise
la re´partition ge´ographique des datacenters pour trouver le meilleur ordonnancement, puisque l’e´nergie,
les taux de CO2 et le prix de l’e´lectricite´ diffe´rent d’une zone a` l’autre. Notre approche vise e´galement
a` donner la meilleure qualite´ de service (QoS) en respectant au maximum les de´lais de te´rminaison de
toutes les applications des clients.
II. MODE`LE DU CLOUD DISTRIBUE´
A. Mode`le du syste`me
Notre approche est base´e sur le mode`le de cloud Infrastructure as a Service (IAAS). En effet, nous avons
affaire dans notre cas a` une architecture deux tiers avec d’un coˆte´ le fournisseur du cloud distribue´ et de
l’autre les clients. Ces derniers ont acce`s au cloud en demandant des ressources au fournisseur. Le service
propose´ par le fournisseur de cloud dans notre approche consiste en des infrastructures afin de permettre
aux clients d’exe´cuter leurs applications HPC. Le roˆle de ce travail est d’aider le fournisseur a` optimiser
un certain nombre de crite`res tout en proposant son service. De plus, notre cloud est ge´ographiquement
distribue´. L’originalite´ de cette approche est de proposer un algorithme de me´ta-ordonnancement qui
utilise un algorithme ge´ne´tique multi-objectifs, ceci dans le but de trouver le meilleur ordonnancement
pour les applications a` travers le temps. Les objectifs traite´s dans notre algorithme sont la re´duction de
la consommation d’e´nergie et des e´missions de gaz a` effet de serre tout en maximisant le profit. De
plus, l’algorithme de me´ta-ordonnancement veille a` garantir la meilleure qualite´ de service (QoS), tout
en respectant les de´lais de terminaison des applications et les contraintes du mode`le. L’optimisation
des objectifs est due principalement aux caracte´ristiques offertes par la re´partition ge´ographique des
datacenters.
B. Mode`le e´nerge´tique
La consommation e´nerge´tique d’un datacenter re´sulte des e´quipements informatiques et des e´quipements
auxiliaires. Dans notre travail, nous prenons en compte la consommation e´nerge´tique duˆ au refroidissement
(e´quipements auxiliaires) et de la consommation e´nerge´tique duˆ au calcul (e´quipements informatiques).
Notre mode`le d’e´nergie est de´rive´ de celui des processeurs CMOS (Complementary Metal-Oxide Semi-
conductor ) dont la formule est P = f 3 + . Quant a` l’e´nergie utilise´e pour le refroidissement des
datacenters, celle-ci est de´duite graˆce a` un coefficient note´ COP qui repre´sente le ratio entre l’e´nergie
consacre´e au calcul et l’e´nergie utilise´e pour le refroidissement du syste`me. Cette dernie`re est e´troitement
lie´e a` la zone ge´ographique ou` se trouve le datacenter. En effet chaque re´gion diffe`re de l’autre a` cause
de la tempe´rature qui y re`gne.
C. Description de la proble´matique
Notre proble`me met en relation deux tierces parties. La premie`re partie est le fournisseur de cloud. Ce
dernier posse`de N datacenters ge´ographiquement re´partis sur diffe´rentes zones dans le monde. La seconde
partie est repre´sente´e part les clients avec J applications HPC qui doivent eˆtre exe´cute´es sur les datacenters.
Le proble`me consiste donc a` ordonnancer J applications sur N datacenters. Dans notre description, le
fournisseur est tenu de payer une somme d’argent pour pouvoir fournir ses services aux clients. Ce prix
est le re´sultat de la consommation d’e´lectricite´ de chacun de ses datacenters durant le calcul. En fonction
de cette de´pense, le fournisseur fixe un prix de vente du service pour les clients. La quantite´ de CO2
de chaque datacenter i est calcule´e a` partir d’un ratio note´ rCO2i . Ce ratio est une valeur moyenne qui
varie selon la fac¸on dont l’e´lectricite´ du datacenter a e´te´ produite. Lors du processus d’ordonnancement,
l’utilisateur soumet une requeˆte pour l’exe´cution d’une application HPC j. Cette requeˆte est de´finie par
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un triplet note´ (ej; nj; dj). Toutes les informations relatives a` ce triplet sont fournies par l’utilisateur lors
de la re´servation, a` l’exception du temps de de´marrage de l’application (tj) qui est de´duit par le syste`me a`
partir du temps de soumission. Les e´le´ments du triplet repre´sentent respectivement, le temps d’exe´cution
de l’application, le nombre de processeurs requis par l’utilisateur pour son application et enfin le de´lai
apre`s lequel l’application sera conside´re´e comme ayant e´choue´.
Les fonctions objectives de notre approche ont pour but de minimiser la consommation d’e´nergie et
les e´missions de gaz carbonique tout en maximisant le profit du fournisseur du cloud distribue´. Ces
ope´rations sont re´alise´es uniquement sous le respect des contraintes suivantes :
 L’application j doit finir avant dj sinon l’ordonnancement est rejete´.
 Chaque application j peut eˆtre affecte´e sur un et un seul datacenter j.
III. ME´TA-ORDONNANCEUR GE´NE´TIQUE MULTI-OBJECTIF
A. E´tapes de l’algorithme de me´ta-ordonnancement
Avant chaque ordonnancement, le me´ta-ordonnanceur attend durant une pe´riode fixe appele´e cycle
d’ordonnancement. Cette pe´riode permet de re´unir un ensemble d’applications afin d’avoir un choix
plus large et donc optimiser les re´sultats d’ordonnancement a` venir. Une fois cette phase termine´e, le
groupe d’application est traite´e par le MO-GA pour trouver les meilleurs ordonnancements possibles
sur les datacenters du cloud distribue´. Le re´sultat de ce calcul est stocke´ dans une archive Pareto. Une
fois l’ensemble des solutions Pareto (ordonnancements) de´fini, l’algorithme choisit un ordonnancement
selon le choix du fournisseur. La solution choisie a` partir du front Pareto est utilise´e comme un e´tat de
transition pour les diffe´rents datacenters. Cet e´tat sera une base a` partir de laquelle la prochaine ite´ration de
l’algorithme fera une autre exe´cution sur un nouvel ensemble d’applications. L’algorithme poursuivra ses
ite´rations en proposant a` chaque fois des ordonnancements pour chaque ensemble d’applications jusqu’a`
ce qu’il n y ait plus d’applications qui arrivent.
Fig. 1. The Flowchart of the Meta-scheduler Algorithm / Organigramme de l’algorithme de me´ta-ordonnancement
IV. EXPE´RIMENTATIONS ET RE´SULTATS
A. Parame`tres d’expe´rimentation
Notre approche e´tant porte´e sur les applications HPC, nous avons effectue´ les expe´rimentations sur
des traces de charge de travail re´alistes tire´es du Feitelson’s Parallel Workload Archive (PWA) [9]. La
charge de travail des traces s’e´tend sur une pe´riode de cinq mois de requeˆtes d’applications (Janvier 2007
a` Juin 2007). Les traces que nous avons utilise´es sont les Lawrence Livermore National Laboratory
(LLNL) du cluster Thunder. Les informations que nous avons extraites des traces LLNL sont : les
temps de soumission des applications, leur temps d’exe´cution et le nombre de processeurs requis. Les
traces e´taient de´pourvues d’information sur les de´lais de terminaison des applications. Nous avons donc
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ge´ne´re´ ces derniers suivant une distribution bimodale. 80% des applications appartiennent au groupe LU
(Urgence faible) et 20% au groupe HU (Urgence e´leve´). Une application (HU) a 3 fois moins de temps en
moyenne pour terminer son exe´cution qu’une application (LU). Dans notre approche, nous avons utilise´
huit datacenters ge´ographiquement distribue´s avec les meˆmes spe´cifications que dans [8]. Le prix de
l’e´lectricite´ et le taux d’e´mission de gaz a` effet de serre sont issus respectivement du rapport de l’US
Energy Information Administration (EIA) [10] et du US Department of Energy (DOE) [11].
B. Parame`tres de l’algorithme de me´ta-ordonnancement
Dans nos expe´rimentations, nous avons utilise´ diffe´rents parame`tres (Variation du taux d’arrivage des
applications, prix du service client, cycle d’ordonnancement). Nous avons utilise´ quatre taux d’arrivages
(bas, moyen, e´leve´ et tre`s e´leve´). Chaque passage d’un taux d’arrivage a` l’autre repre´sente 10 fois plus
d’applications a` ordonnancer durant la meˆme pe´riode de temps. Le prix du client est fixe´ comme e´tant
deux fois le couˆt moyen de l’e´nergie e´lectrique d’un datacenter ($0.40/CPU/h). Le cycle d’ordonnancement
quant a` lui a e´te´ fixe´ a` (50 secondes).
C. E´valuation des performances
TABLE I
RE´SULTATS DU ME´TA-ORDONNANCEUR MO-GA FACE A` L’HEURISTIQUE
MO-GA HeuristiquehhhhhhhhhhhhhhhTaux d’arrivage
Valeur objectif
E´nergie CO2 Profit Applications E´nergie CO2 Profit Applications
(kW h) (Kg) ($) e´choue´es (kW h) (Kg) ($) e´choue´es
Bas 1.807e+06 709050 4.726e+06 2270 1.807e+06 709039 4.726e+06 2270
Moyen 1.813e+06 717417 4.700e+06 2588 1.833e+06 727748 4.696e+06 2635
E´leve´ 1.931e+06 837531 4.683e+06 3045 2.026e+06 939550 4.677e+06 3357
Tre`s e´leve´ 2.036e+06 972912 4.660e+06 5168 2.036e+06 972912 4.660e+06 5168
A notre connaissance aucune approche existante ne traite le proble`me d’ordonnancement multi-objectif
au sens Pareto sur un cloud ge´ographiquement distribue´. Dans notre approche, en plus d’optimiser les trois
objectifs cite´s pre´ce´demment, l’approche doit d’abord satisfaire un nombre maximum de clients (appli-
cations). Une comparaison entre notre approche et une heuristique qui maximise le nombre d’application
traite´s nous semble donc eˆtre le meilleur choix pour e´valuer notre travail. Les re´sultats sont pre´sente´s dans
Table I. Les expe´riences montrent que notre approche ame´liore les re´sultats obtenus par l’heuristique en ce
qui concerne les objectifs tout en re´ussissant a` ordonnancer plus d’applications. Pour re´sumer, dans notre
approche, la consommation d’e´nergie est re´duite jusqu’a` 4,66%, les e´missions de CO2 jusqu’a` 10,85%
et le profit maximise´ jusqu’a` 1,62% par rapport a` l’heuristique, tandis que le taux d’ordonnancement est
en moyenne ame´liore´ de 2,67%.
V. PERSPECTIVES
Dans ce papier, nous avons pre´sente´ un nouvel algorithme de me´ta-ordonnancement anime´ par un
algorithme ge´ne´tique multi-objectif. Les objectifs sont de minimiser la consommation d’e´nergie et les
e´missions de gaz a` effet de serre ainsi que de maximiser le profit du fournisseur, tout en respectant les
de´lais de terminaison des applications. Dans notre approche, l’e´conomie d’e´nergie se fait par le biais de
la re´partition ge´ographique des datacenters qui composent le cloud distribue´. Le travail que nous avons
propose´ est le premier a` avoir traite´ le proble`me au sens Pareto. Notre nouvelle approche a e´te´ e´value´e
avec des traces de charges de travail re´alistes a` partir du Feitelson’s Parallel Workload Archive (PWA) [9].
Les expe´rimentations montrent que l’algorithme ge´ne´tique multi-objectif ame´liore les re´sultats obtenus par
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l’heuristique, en particulier dans la re´duction des e´missions de CO2. En outre, notre approche ordonnance
en moyenne 2,67 % d’applications en plus que l’heuristique.
Concernant les perspectives de production a` des fins de re´sultats pratiques, nous projetons de collaborer
avec le projet StratusLab. Ainsi, le me´ta-ordonnanceur ge´ne´tique multi-objectif que nous proposons prendra
place comme une partie des modules qui composent StratusLab (voir Figure 2). En effet notre approche
viendra se greffer au sein de la partie VM manager (OpenNebula) de StratusLab, plus particulie`rement
dans sa partie ordonnancement pour offrir un ordonnanceur plus intelligent. Cet ordonnancement va
permettre d’exploiter de manie`re optimale le cloud ge´ographiquement distribue´ offert par StratusLab
a` travers l’architecture mate´rielle qu’est la grille EGI. Ainsi, on donnera la possibilite´ de profiter de la
dispersion ge´ographique qu’offre cette dernie`re au niveau europe´en a` des fins e´conomiques, e´nerge´tiques
et/ou environnementales.
Pour ce qui est de l’ame´lioration de notre approche, l’une des principales perspectives du travail pre´sente´
dans cet article est de de´terminer d’une part un moyen de minimiser plus la consommation d’e´nergie en
utilisant le Dynamic Voltage Scaling (DVS) au sein des datacenters, et d’autre part, un algorithme de
me´ta-ordonnancement dynamique qui aura pour but une re´affectation des applications en temps re´el sur
diffe´rents datacenters pour l’optimisation de l’e´nergie et / ou du profit. Toutefois, cela de´pendra de la
flexibilite´, du couˆt de transfert de donne´es et de la complexite´ des applications, puisque le traitement
porte sur des applications HPC.
Fig. 2. Integration of the MO-GA Meta-Scheduler in StratusLab / Integration du me´ta-ordonnaceur MO-GA dans StratusLab
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