ABSTRACT The increase in the availability of multimode devices for ubiquitous network access and the need for larger bandwidth have created a thrust for the utilization of simultaneous network connections. Unfortunately, the standard transport layer protocols such as the transmission control protocol and user datagram protocol have structural constraints. As a result, an Internet application can use only one interface at a time. The stream control transmission protocol (SCTP) provides support for concurrent multipath transfer (SCTP-CMT). In this paper, we present the mathematical modeling of simultaneous multipath transmission (SMT) schemes using the deterministic time Markov chain (DTMC) model. In this DTMC model, receiver buffer size is used for the first time to estimate the sending data rate. The DTMC model of SMT schemes are compared with the SCTP-CMT using probability-based packet dropped scenarios. DTMC modeling is used to mathematically verify simulation results of SMT Schemes i.e., modified fast retransmit (SMT-MFR) and adaptive modified fast retransmit (SMT-AMFR). The analytical model results revealed that SMT-MFR outperformed SCTP-CMT by 8.54% gain in average throughput. SMT-AMFR outperformed the SCTP-CMT and SMT-MFR by 19.65% and 11.15% gain in average throughput, respectively.
The renewal theory and Markov model are used in the past to reflect the working behaviour of transport layer protocol [1] [2] [3] [4] . The renewal theory is presented in [5] to create a simple model for the throughput estimation of transport layer protocol such as TCP and SCTP [6] , [7] where long-lived connections with independent periodic packet losses are considered. This renewal theory has used the fast recovery and linear congestion window growth only. The author avoided the timeout mechanism in modelling the renewal theory with the assumption that cwnd will be decreased only with the arrival of packet loss notification. Later one, [8] has modified the renewal theory by including the timeout events along with triple duplicate losses. This model is again revisited in [9] and [10] and named it PFKT-model to handle the inaccuracies found in its previous version. They incorporated the slow start phase after timeout events to improve the accuracy of the transport layer model. The more research work focus on renewal theory is mentioned in [11] [12] [13] [14] .
On the other hand, the Markov chains based fixed point method has evolved during this time to model transport layer protocols [15] , [16] . This model starts with an arbitrary arrival rate of packets to the M/M/1/K receiver buffer where the probability based independent packet loss is used. These parameters are feeding back into the Markov chain which decides the next arrival rate for the M/M/1/K receiver buffer [17] , [18] . The same Markov model is used in [19] to provide a theoretical framework for multihoming features of transport layer protocol. The Markov chain model is modified by considering the number of packet losses in a previous round. This causes an increase in the number of state spaces which is handled by using performance estimation interim of the round. Markov chains used for modelling the transmission control protocol (TCP) [20] can be found in [21] [22] [23] .
Renewal theory and Deterministic Markov chain (DTMC) model are used in [24] and [25] to evaluate the throughput of concurrent multipath transfer(CMT) [26] in SCTP. In this model, the author has considered the limited receiver buffer size along with a probability based independent packet losses. The authors have concluded that the DTMC Markov model is more accurate as compared to renewal theory. That is why the DTMC is used and modified to model the SMT-Schemes.
The parameters utilised in the previous DTMC model of SCTP protocols are congestion window, packet loss, slow start threshold, timeout and number of transmitted packets. Here, DTMC model has ignored the receiver buffer size in throughput estimation of SCTP with the assumption that packet transmission rate of all the flows will never exceed the shared receiver buffer size. The receiver buffer size plays a major role in deciding the sending window according to the flow control mechanism in a transport layer protocol [27] . That is why we are considering one additional parameter of receiver buffer size in DTMC model for throughput estimation of SMT Schemes.
II. SIMULTANEOUS MULTIPATH TRANSMISSION SCHEMES
The SMT Schemes have diagnosed that non-differentiation of missing packets into inter and intra-path, usage of traditional congestion window management for these missing packets and using static fast retransmit threshold which is independent of available receiver buffer space, are the main reasons for the aggregated throughput degradation. We have proposed simultaneous multipath transmission (SMT) schemes to handle the above mentioned issues with the intention to increase aggregated throughput by avoiding Rbuf blocking problem and efficient utilisation of available Rbuf space. We have formulated SMT-modified fast retransmit (SMT-MFR) [28] and SMT-adaptive modified fast retransmit (SMT-AMFR) schemes for SCTP.
Probability based packet dropped scenarios are used to analyse the aggregate throughput of the SMT-MFR scheme. The initial results revealed that SMT-MFR had overcome Rbuf blocking with improvement in aggregated throughput ranging from 164% to 72.4% (from normal to worst scenario respectively). SMT-MFR is composed of two sender side modules, i.e. inter-path missing packet differentiation (IMPD) and multihomed congestion control (MCC). The IMPD module differentiates the missing packets according to its cause of missing such as packet missing due to network congestion or due to multiple path effects. The MCC mechanism triggers the fast retransmit event with respect to the cause of the missing packet. The SMT-MFR has successfully overcome the Rbuf blocking problem, abnormal congestion window (cwnd) reduction and has improved the aggregated throughput.
Like the traditional congestion control mechanism, the proposed SMT-MFR uses static fast retransmit threshold independent of available Rbuf space for inter and intra-path missing packets. This enhances the redundant data retransmission. This aggressive nature of SMT-MFR is tackled by proposing SMT-adaptive fast retransmit (SMT-AMFR) mechanism [29] . SMT-AMFR categories available Rbuf space into critical, substantial and moderate zones. In the case of inter-path missing packets; the SMT-AMFR uses three dynamics fast retransmit threshold values for these zones. This provides arrival opportunity to the delayed packet if the receiver has enough available Rbuf space. This increases the efficient utilisation of available Rbuf space by decreasing the redundant data retransmission and thus increasing the aggregated throughput. The simulation result revealed that SMT-AMFR outperformed the SMT-MFR by 19.8% and 16.9% gain in average throughput bandwidth and delay based disparity scenarios respectively
III. MODELLING SIMULTANEOUS MULTIPATH TRANSMISSION SCHEMES
The mathematical modelling of SMT is considered as the multihomed network topology where a sender transmits data packets using multiple paths to a receiver. Each path is treated as independent path and has its path related features such as bandwidth, packet loss ratio and an end to end delay. The whole process of data transmission between sender and receiver is divided into discrete units called rounds [15] , [19] . Each round starts with the transmission of the data packet and ends with the reception of a SACK. The duration of time between the start and end of a round is measured as a single round trip time (RTT) or one Retransmit timeout (RTO). The status of each round is found to be in one of the four discrete states, i.e. slow start (SS), congestion avoidance (CA), fast retransmit (FR) and time out (TO) states.
The DTMC is used for SCTP-CMT to predict the next state of the round based on the packet loss probability of a network in a round [25] . A process is considered to have the Markov property when its future state depends only on its current state and not on the past behaviour. In DTMCs, the process (round) transits from one state ''i'' to a target state ''i '' with 1 probability [30] . In DTMCs, the steady-transition probability matrix (Q) is generated which is used to find the next steady-state probability distribution (π ) of a round. The state of a round is defined by four parameters, i.e. congestion window (ω), the slow start threshold (τ ), packet dropped (γ ) and advertised receiver window (υ). The packet is the unit of measurement for all these parameters in a state. The system transition takes place at the end of a round from i to i using the following equation:
Whereas the transition probability Q i,i . The following equation defines the steady-state probability distribution (π ): For ease of study, the mathematical model is sorted out into three submodels i.e. network model, sender side model and receiver side model.
A. NETWORK MODEL
The packet gets lost during data transmission due to path error or congestion in the network or due to Rbuf blocking issue in multipath transmission. In this model, the probability based packet loss is used for sending data packets as mentioned below.
1) PROBABILITY OF MISSING PACKETS
During a round, the packet may be lost. There are two packet loss models, i.e. independent and correlated. In independent loss model, each packet has the same probability of being lost within a round. The probability of a packet loss is independent of its sent pattern. The independent packet loss model is used in a path where the packets are dropped due to error or lossy nature. The Bernoulli probability formula is used to find out the probability of packet loss ''γ '' during the transmission of ''ε'' packets considering the independent loss model.
Whereas, P is the probability of packet loss of a path. The independent loss model is used when the Rbuf is empty or not full. In case of congestion in the network or the Rbuf is full, the correlated loss model is used. In correlated loss model, the probability of first packet loss is ''P'' while all other packets after first packet loss will be lost with probability of 1. This is the scenario where the Rbuf is full and all incoming packets are dropped due Rbuf overflow or Rbuf blocking. In correlated loss model, the probability of losing ''γ '' packets during the transmission of ''ε'' packets is given below:
The Bernoulli equation helps us to find the probability of γ packet losses when ε numbers of packets are sent. For example, if we want to locate the packet loss probability of 10 packets sent in a path with 0.03 probability (i.e. binopdf (1:10,10,0.03) then we get the results as mention in Table 1 using MatLab: Using the above information, we proposed an algorithm mentioned in Fig. 1 which is used to find the number of packets dropped in the current round.
To randomly decide the number of packets dropped in each round, we use the random number. A random value ''rnd'' is generated, and the loss probability of each packet is compared with this random value. If the probability of the packet is greater or equal to the random number, then the amount of packets shown by its index number is considered as dropped packets in the current round. On the other hand, if the probability of the packets is less than random value, then this probability is added to the sum of the probability of previous packets.
B. SENDER SIDE MODELLING
Sender managed congestion window (cwnd), send window and round trip time (RTT) to decide the amount of data transmitted in a round. The cwnd, send window and RTT are explained below with mathematical equations.
1) CONGESTION WINDOW (CWND)
The cwnd manages the congestion in a path with the help of slow start threshold (SSThreshold) and fast retransmit threshold (FRThreshold). The SSThreshold is used to categorise the cwnd into slow start and congestion avoidance phase as shown in equation 6. The initial value of SSThreshold is arbitrarily high and equal to the receiver window (rwnd). In slow start phase, the value of cwnd is initialized as per following rules:
Initial Cwnd= min(4 * MTU, max(2 * MTU, 4380B) At S.Start 1 * MTU After RTO (7) 2) SLOW START PHASE
The underlying assumption for the growth of cwnd in slow start phase is given below: a) All the packets in the previous cwnd are transmitted.
b) The new SACK has increased the cumulative Ack(Cum_Ack) value. i.e.
New Ack = Cum_Ack n+1 − Cum_Ack n (8) c) Congestion window (cwnd) is not in fast recovery phase followed by Fast Retransmit. If the above three conditions are verified, then increase in cwnd take place with each Ack arrival and is given by the following equation:
The maximum transmission unit (MTU) is the size of the data packet which is transmitted in the network without fragmentation. Given these features of cwnd's growth, the state parameters of a round in slow start phase of SMT schemes are mentioned below:
The υ max is the initial maximum Rbuf and SS Thresholds is the set of slow-start thresholds and is given by:
Whereas ε max is the maximum sending rate. If there is no packet loss in current round, then system will transit from (ω, τ, 0, υ) to (2ω, τ, 0, υ) in one RTT with probability P (0,ω) . In case of packet lost i.e. (0 ≤ γ ≤ω), then system will transit to FR in next round having ω 2 , ω 2 , γ , υ with probability P (γ , ω) . The system will move to exponential back-off (EB) state with P (ω, ω) (i.e. P (1)), if all packets are lost in previous round as mentioned in following equation:
The a_rwnd is reduced (i.e. υ < υ) due to packet loss in the previous round as mentioned in algorithm 5.2.
3) CONGESTION AVOIDANCE PHASE
The congestion avoidance phase starts the moment, cwnd is greater than or equal to the SSThreshold. During the congestion avoidance phase, the cwnd is increased by 1 MTU with reception of Acks for all the packets sent in the previous round, i.e.
The set of the states for the congestion avoidance (CA) phase is modelled as mentioned in the following equation:
Whereas
The maximum size of congestion window isω max . A round in CA state may remain in CA state or it may transit to FR or EB state; depending upon the probability of packet loss as mentioned in the following equation:
During the CA phase, the amount of sent data (ε) in a round with respect to packet losses (γ ) is given by the following equation:
4) FAST RETRANSMIT PHASE
The packet loss notification is received at sender side as a selective acknowledgement (SACK). The congestion control mechanism maintains a separate fast retransmit counter for each missing packet. The fast retransmit counter of a missing packet is incremented with the arrival of each SACK. The congestion control mechanism retransmits the missing packet whose fast retransmit counter is equal to fast retransmit threshold. In other words, the missing packet is considered lost with the reception of three SACKs and is fastly retransmitted with a reduction in the cwnd and SSThresh value as shown in the following equation:
SSThreshold K = CWnd n+1 (20) In the case of SCTP-CMT, SMT-MFR and SMT-AMFR, the fast retransmit event is triggered on intra and inter-path VOLUME 5, 2017 missing packet. The probability of packet loss is used in this model. This probability of missing packets is subdivided into intra and inter-path missing packets according to a ratio as mentioned in Table 2 . we proposed an algorithm (referred to in Fig. 2 ) to model the fast retransmit event for intra and inter-path missing packets in SCTP-CMT and SMT Schemes (SMT-MFR & SMT-AMFR).
Static fast retransmit threshold value is used in SCTP-CMT and SMT-MFR. In case of SMT-AMFR, the dynamic threshold value is used in such a way that the Rbuf space is split into three zones i.e. critical, substantial and moderate zones. The fast retransmit threshold is kept different for each zone, i.e. 3 for the critical zone, 4 for the moderate zone and 5 for the substantial zone. The selection of specific fast retransmit threshold in a round with respect to a_rwnd take place according to algorithm mentioned in [11] .
5) EXPONENTIAL BACK-OFF (EB)
The feedback system of acknowledgement is used to regulate the transmission of data on the transport layer. The exponential back-off phase starts when RTO gets expired as an acknowledgement of transmitted data is not received within the specified time interval called retransmit timeout (RTO). In this situation, the RTO becomes double for next transmitted data, and the cwnd is reduced according to the following equation:
The twofold increase in RTO is repeated until the RTO reaches some maximum value (RTO max ) is reached. RTO occurs during slow start phase and congestion avoidance phase. In the case of multihoming, RTO is calculated independently for each path. Smoothed round-trip time (SRTT) and round-trip time variation (RTTVAR) are used to derive the RTO for each destination. On reception of first acknowledgement of data transmission, the RTO is computed using SRTT and RTTVAR as mentioned below: 
On the reception of next acknowledgement, the RTO, SRTT and RTTVAR are calculated as mentioned as follows: In light of these basic features, the set of EB States is mentioned in the following equation:
The EB phase continues until an Ack is received for delivery of a packet. The transition probability of EB state into slow start phase isP (0, 1).
6) ROUND TRIP TIME (RTT)
RTT is the duration of time between the sent data and the acknowledgement of its reception. This measurement of RTT is done once per round. If ''B'' is the bandwidth of the network with a fixed propagation delay of ''d'' and cwnd is the size of the congestion window in a round, then RTT for current round is calculated using the following equations:
7) SEND WINDOW
Sending window is the amount of data that a sender can send to the receiver without violating the congestion and flow control mechanism. This size of send window is the minimum of:
a) The amount of data that a receiver can receive (a_rwnd) i.e. flow control and b) the amount of data that a network can handle according to its capacity (cwnd) i.e. congestion control. Mathematically it can be shown as:
Sending Window = Minimum(a_rwnd, cwnd) (32)
In any situation, the send window for a destination cannot exceed its outstanding data transmission limits imposed by the bandwidth of the path.
C. RECEIVER SIDE MODEL
The SMT is based on sender side modification. The receiver responds according to the standard procedure which as sending the available Rbuf space as advertised receiver window (a_rwnd) and missing packet information using SACK, as briefly explained in next subsection.
1) ADVERTISED RECEIVER WINDOW (A_RWND)
Receiver window is a mandatory variable (in each Acks or SACK), used by the sender (to regulate the sending window in order) to have the information about the newly available receiver buffer space at the receiver side. This information is advertised by the receiver in each SACK packet as a mandatory advertised receiver window (a_rwnd) to inform the sender about the amount of data that can be buffered or received. Initially, the a_rwnd is set to maximum Rbuf space during the association establishment phase. During each round, the size of a_rwnd decreases with the arrival of OOS packets at the receiver side. We proposed the algorithm (mentioned in Fig. 3 ) to calculate the a_rwnd for each round on the receiver side:
In this model, the throughput is expressed as the number of packets received per unit time. The average throughput (µ) is calculated using the following formula.
Whereas E [ε] = is the total number of packets sent, E[γ ] = is the total number of packets dropped and E[δ] = is the total time of mathematical model.
If ε (i) is the expected number of packets sent in a round and π (i) is the probability of a round being in a state(i), then the expected total number of packets sent is given by: VOLUME 5, 2017 According to equation 4 and 5, the expected number of packets dropped is given by the following equation:
The total time of the mathematical model is the summation of the time duration between the rounds and is expressed as:
Where ''A'' is the set of the states, i.e. A = {SS, CA, EB} and D is defined as the matrix of the state transition between the rounds.
IV. RESULTS AND DISCUSSION
Here the accuracy of the mathematical model is compared with simulated results of SCTP-CMT, SMT-MFR, and SMT-AMFR. In multihomed network topology, each path behaves like an independent path which has its features such as bandwidth, delay, and the probability of packet loss. That is why we need a single-homed network topology to evaluate the accuracy of the simulation. The usage of singlehomed network topology in mathematical modelling helps us to focus on the core functionality of the SMT-MFR and SMT-AMFR in handling intra and inter-path missing packets. SMT-MFR and SMT-AMFR is designed to handle the bandwidth degradation due to missing packets. Therefore, the scenario based upon the probability of missing packets is designed. The parameters configuration for the mathematical model and NS-2 simulation are mentioned in Table 2 . The Deterministic Markov Chain model is implemented using MATLAB R2015a1.
The probability of missing packets ranging from 0.01 to 0.09 is used. These packets may be missing due to congestion in the network or due to multipath effect. To simulate and model this behaviour, the probability of missing packet is further subdivided into intra and inter-path missing packets. During parallel multipath transmission, the chances of missing packets due to multipath effect are more as compared to congestion in the network that is why inter and intra-path missing packets are configured 90% and 10% respectively of the probability of missing packets in each scenario. Fig. 4 shows the average throughput of SCTP-CMT, SMT-MFR and SMT-AMFR on increasing probability of missing packets in the mathematical model. This mathematical model indicates that the average throughput of all the three multipath protocols i.e. SCTP-CMT, SMT-MFR and SMT-AMFR remains same in the absence of missing packet. Gradually decrease in average throughput of these multipath transmission protocols takes place due to increase in the probability of missing packets in following scenarios. Here, the SMT-AMFR outperformed SMT-MFR and SCTP-CMT.
The percentage difference of average throughput of SMT schemes and SCTP-CMT are mentioned in Table 3 . SMT-MFR has average throughput gain of 8.54% as compared to SCTP-CMT. The SMT-AMFR outperformed SCTP-CMT and SMT-MFR with average throughput gain of 19.65% and 11.15% respectively. There is a little difference between the results of mathematical model and simulation. In these scenarios, the packets are randomly dropped during transmission using a probabilitybased random number. There is a uniform random module in network simulator-2 which produced a uniform random number.
The result of a simulation varies by a change in the seed value from 0 to 101. This may be the reason for the difference between the result of mathematical model and simulation scenario. In short, the mathematical model supports our proposed SMT schemes (SMT-MFR and SMT-AMFR) which are implemented in network simulator-2.
V. CONCLUSION
In this paper, we presented Deterministic Time Markov Chain (DTMC) based mathematical modelling of multipath transmission schemes i.e. SCTP-CMT, SMT-MFR and SMT AMFR. The state variable i.e. Cwnd, packet loss, SSThreshold and Rbuf are used to model the throughput achieved by multipath schemes. The second contribution of this paper is the development of an algorithm to randomly select the number of packets dropped along with its arrival pattern among the total number of packets transmitted in a round in order to find out the available Rbuf space. The analytical model results are approximately consistent with simulation results.
