Abstract. Credit scoring models based on accepted applications may be biased and their consequences can have a statistical and economic impact. Reject inference is the process of attempting to infer the creditworthiness status of the rejected applications. In this research, we use deep generative models to develop two new semi-supervised Bayesian models for reject inference in credit scoring, in which we model the data generating process to be dependent on a Gaussian mixture. The goal is to improve the classification accuracy in credit scoring models by adding reject applications. Our proposed models infer the unknown creditworthiness of the rejected applications by exact enumeration of the two possible outcomes of the loan (default or non-default). The efficient stochastic gradient optimization technique used in deep generative models makes our models suitable for large data sets. Finally, the experiments in this research show that our proposed models perform better than classical and alternative machine learning models for reject inference in credit scoring.
Introduction
Credit scoring uses statistical models to transform the customers' data into a measure of the borrowers' ability to repay the loan [2] . These models are developed, commonly, based on accepted applications because the bank knows whether the customer repaid the loan. The problem is that this data sample is biased since it excludes the rejected applications systematically. This is called selection bias.
Using a biased sample to estimate any model has several problems. The straightforward consequence is that the model parameters are biased [10] , which has a statistical and economic impact [11, 38] . Another consequence is that the default probability can be underestimated, affecting the risk premium and the profitability of the bank [37] . Hence, reject inference, which is the process of attempting to infer the true creditworthiness status of the rejected applications [19] , has created a great deal of interest.
There is a vast literature on reject inference using classical statistical methods. However, there has been little research using machine learning techniques (see Table 1 ). To further investigate the use of machine learning for reject inference, this research proposes two new reject inference models for credit scoring based on the semi-supervised deep generative framework introduced in [27] . Semi-supervised learning designs and trains models using labeled (accepted applications) and unlabeled data (rejected applications), and it aims to utilize the information embedded in both data to improve the classification of unseen observations. Semi-supervised deep generative models achieve state-of-the-art results in semisupervised classification [27, 34] and in unsupervised clustering [52] . Further, the useful information embedded in their latent space [8, 22, 30, 36] is well documented, hence their generative and classification models can be enhanced using latent variables. Finally, when used to model reject inference in credit scoring, the inference of rejected applications is based on a full approximate posterior distribution and not on extrapolation.
Our proposed models have a flexible latent space to improve the variational approximation and the reconstruction of the input data [33, 34] . In addition, one of our models not only uses the input data to classify new loan applications, but also a latent representation of it. This makes the classifier more expressive [33, 34] . We compare the performance of the semi-supervised generative models with a range of techniques representing the state-of-the-art in reject inference for credit scoring, including three classical reject inference techniques (reclassification, fuzzy parceling 1 and augmentation [23] ), and three semisupervised machine learning approaches (self-learning [42] MLP, self-learning SVM, and semi-supervised SVM [16] ). Additionally, we include two supervised machine learning models (multilayer perceptron (MLP) [43] and support vector machine (SVM) [13] ) to measure the marginal gain of reject inference.
The main contributions of this paper are (i) we propose a Bayesian framework to infer the creditworthiness of rejected applications in credit scoring, (ii) we show how to optimize these models efficiently using multilayer perceptron models and stochastic gradient optimization, and (iii) the experimental results show that our proposed models achieve higher performance compared to other reject inference techniques in credit scoring.
The rest of the paper is organized as follows. Section 2 reviews the related work on reject inference in credit risk, then Section 3 presents an overview of semi-supervised deep generative models and introduces the proposed models. Section 4 explains the data, methodology and main results. Finally, Section 5 presents the main conclusion of this research.
Related Work
Banks decide whether to grant credit to new applications as well as how to deal with existing customers, e.g. deciding whether credit limits should be increased and determining which marketing campaign is most appropriate. The tools that help banks with the first problem are called credit scoring models, while behavioral scoring models are used to handle exiting customers [47] . Both type of models estimate the ability that a borrower will be unable to meet its debt obligations, which is referred to as default probability. This research focuses on reject inference to improve the classification accuracy of credit scoring models by utilizing the rejected applications. In Table ( 1), we present an updated research overview on reject inference in credit scoring extending the one presented in [31] .
There are two broad approaches to estimate the default probability; the function estimation model (e.g. logistic regression) and the density estimation approach (e.g. linear discriminant analysis). The latter is more susceptible to provide biased parameter estimates when the rejected applications are ignored [15, 19] .
According to [19] , reject inference represents several challenges. First of all, when attempting to correct the selection bias, the customer characteristics used to develop the current credit scoring model must be available. Otherwise, including the rejected applications in the new model might be insufficient ( to correct the selection bias. Some techniques, such as mixture decomposition, require assumptions about the default and non-default distributions. In general, these distributions are unknown. Finally, the methods based on supplementary credit information about the reject applications, which might be bought at credit bureaus, can be unrealistic for some financial institutions. Either they cannot afford to pay for it or the data may not be available.
A simple approach for reject inference is augmentation [23] . In this approach, the accepted applications are re-weighted to represent the entire population. The common way to find these weights is using the accept/reject probability. For example if a given application has a probability of being rejected of 0.80, then all similar applications would be weighted up 1/(1 − 0.8) = 5 times [2] . None of the empirical research using augmentation shows significant improvements in either correcting the selection bias or improving model performance, see [2, 4, 5, 7, 10, 14, 49] . The augmentation technique assumes that the default probability is independent of whether the loan is accepted or rejected [3] . However, [25] shows empirically that this assumption is wrong.
Heckman's bivariate two-stage model [20, 21] has been used in different reject inference studies 2 . This approach simultaneously models the accept/reject and default/non-default mechanisms. Assuming that the error terms in these processes are bivariate normally distributed with unit variance and correlation coefficient ρ, the selection bias arises when ρ = 0 and it is corrected using the inverse of the Mills ratio.
Despite the popularity of Heckman's model, it is unclear whether this model can correct the selection bias or improve model performance. Some studies claim either higher model performance or different model parameters after using Heckman's model [18, 7, 5, 25, 37] . These results, as explained by [11] , depend upon whether the selection and default equations are correlated. On the other hand, [40, 50, 12] state that the model parameters are inefficient, and the main criticism is that the Heckman's model fails to correct the selection bias when it is strong. This happens either when the correlation between the error terms in the selection and outcome equations is high or the data has high degree of censoring [40] .
A comparison of different reject inference methods, e.g. augmentation, parceling, fuzzy parceling and the Heckman's model, is presented in [38] . The parceling and fuzzy parceling methods are very similar. They first fit a logistic regression model using the accepted applications. Then they use this model to estimate the default probability for all rejected applications. The difference is that the parceling method chooses a threshold on the default probability to assign the unknown outcome y to the rejected applications. On the other hand, the fuzzy parceling method assumes that each reject application has both outcomes y = 1 and y = 0, with weights given by the fitted model using only the accepted applications. Finally, the parcelling (fuzzy parceling) method fits a new (weighted) logistic regression using both accepted and rejected applications. The results in [38] do not show higher model performance using the reject inference methods. However, the parameter estimates are different when applying the augmentation and parceling approaches. Hence, reject inference has a statistical and economic impact on the final model in this case.
Support vector machines are used in [35] to extend the self-training (SL) algorithm, by adding the hypothesis that the rejected applications are riskier 3 . Specifically, their approach iteratively adds rejected applications with higher confidence, i.e. vectors far from the decision-hyperplane, to retrain a SVM (just as in the SL algorithm). However, vectors close to the hyperplane are penalized since the uncertainty about their true label is higher. Their proposed iterative approach shows superior performance compared to other reject inference configurations using SVMs, including semi-supervised support vector machines (S3VM). In addition to higher performance, the iterative procedure in [35] is faster than the S3VM.
The S3VM model is used in [31] for reject inference in credit scoring 4 using the accepted and rejected applications to fit an optimal hyperplane with maximum margin. The hyperplane traverses trough nondensity regions of rejected applications and, at the same time, separates the accepted applications. Their results show higher performance compared to the logit and supervised support vector machine models. In Section 4, we show that S3VM does not scale to large credit scoring data sets and that our proposed models are able to use, at least, 16 times more data compared to S3VM.
In [15] Gaussian mixture models (GMM) are used for density estimation of the default probability. The idea is that each component in the mixture density models a class-conditional distribution. Then, the model parameters are estimated using the expectation-maximization (EM) algorithm, which can estimate the parameters even when the class labels for the rejected applications are missing. The EM algorithm is also used for reject inference in [1] . Both papers report high model performance. However, the results in [15] are based on artificial data and [1] only judge performance based on the Confusion matrix. Finally, the major limitation of the EM algorithm is that we need to be able to estimate the expectation over the latent variables. We show in Section 3 that deep generative models circumvent this restriction by approximation.
A Bayesian approach for reject inference is presented in [12] . In this method the default probability is inferred from the missing data mechanism. The authors use the bound-collapse approach 5 to estimate the posterior distribution over the score and class label, which is assumed to have a Dirichlet distribution as well as the marginal distribution of the missing class label. The reason for using the bound-collapse method is to avoid exhaustive numerical procedures, like the Gibbs Sampling, to estimate the posterior distributions in this model. Their results show that the Bayesian bound-collapse method perform better than the augmentation and Heckman's model.
In this research we propose a novel Bayesian inference approach for reject inference in credit scoring, which uses Gaussian mixture models and differs from [12, 15] in that our models are based on variational inference, neural networks, and stochastic gradient optimization. The main advantages of our proposed method are that (i) inference of the rejected applications is based on an approximation of the posterior distribution and on the exact enumeration of the two possible outcomes that the rejected applications could have taken, (ii) the models use a latent representation of the customers' data, which contain powerful information, and (iii) deep generative models scale to large data sets.
Deep Generative Models
The principles of variational inference with deep neural networks are given in [28, 41] . Building upon this work, [27] proposed a generalized probabilistic approach for semi-supervised learning. This approach will be explained in Section 3.1 before we introduce two novel models for reject inference in credit scoring in Sections 3.2 and 3.3.
Semi-supervised Deep Generative Models for Reject Inference
In reject inference, the data set D = {D accept , D reject } is composed of n (labeled) accepted applications D accept = {(x, y) 1 , ..., (x, y) n } and m (unlabeled) rejected applications D reject = {x n+1 , ..., x n+m }, where x ∈ R x is the feature vector and y i ∈ {0, 1} is the class label or the outcome of the loan, y = 0 if the customer repaid the loan, otherwise y = 1. Additionally, generative models assume that latent variable z ∈ R z governs the distribution of x.
The goal of the generative model is to obtain the joint distribution p(x, y) of the data used for credit scoring and the outcome of the loan. However, this distribution is intractable since it requires integration over the whole latent space, i.e. p(x, y, z)dz. Further, the intractability of p(x, y) translates into an intractable posterior distribution of z through the relationship
Hence, we approximate the true posterior p(z|x, y) with the inference model q(z|x, y) and minimize the Kullback-Leibler (KL) divergence 6 KL[q(z|x, y)||p(z|x, y)] to make the approximation as close as possible to the true density.
The KL[q(z|x, y)||p(z|x, y)] term, the objective function L accept , and the density p(x, y) are related by the following expression
Given that the KL divergence in Equation 2 is strictly positive, the term −L accept (x, y) is a lower bound on log p(x, y), i.e. log p(x, y) ≥ −L accept (x, y). Hence, since we cannot evaluate p(z|x, y), we maximize log p(x, y) by maximizing the negative lower bound.
Note that in Equation 2 we assume that the outcome y of the loan is known. However, this is not the case for the rejected applications D reject . In this case, generative models treat y as a latent variable and approximate the true posterior distribution p(y|x) with the parametric function q(y|x). Assuming the factorization q(z, y|x) = q(y|x)q(z|x, y) and a simple form for q(y|x), we can take the explicit expectation over the class label y, i.e. we handle the uncertainty about the outcome of the loan by summing over the two possible outcomes that it might have taken. Mathematically,
Therefore, the objective function in semi-supervised deep generative models is the sum of the supervised lower bound for the accepted applications and the unsupervised lower bound for the rejected applications
Furthermore, deep generative models parametrize the parameters of the density functions in Equation 2 and 3 by multilayer perceptron (MLP) networks. For example, if z|x, y is multivariate Gaussian distributed with diagonal covariance matrix, we use the notation
where µ ∈ R z and σ 2 ∈ R z , to specify that the parameters of the Gaussian distribution are parametrized by an MLP network denoted by f (x, y) with input data x, y and weights θ. Hence, the optimization of the objective function is with respect to the weights in the MLP. An alternative notation is to simply use the subscript θ in the corresponding distribution, i.e. p θ (z|x, y).
Finally, note that the EM algorithm used in [1, 15] cannot be used in this context since it requires to compute the expectation of p(z|x, y), which it is intractable. Other variational inference techniques, like mean-field or stochastic variational inference, determine different values of µ i and σ 2 i for each data point x i , which is computationally expensive. Similarly, traditional EM algorithms need to compute an expectation w.r.t the whole data set before updating the parameters. Therefore, deep generative models use complex functions of the data x (MLP networks) to estimate the best possible values for the latent variables z. This allows replacing the optimization of point-specific parameters µ i and σ 2 i , with a more efficient optimization of the MLP weights θ. The latter is denoted amortized inference [51] .
Model 1: Generative and inference process
The proposed Model 1 assumes the generative process p θ (x, y, z) = p(y)p θ (z|y)p θ (x|z), where x ⊥ y|z, with the following probability density functions
Here N denotes the Gaussian distributions and f (·) is a multilayer perceptron model with weights denoted by θ. Furthermore, we assume that the inference process is factorized as q(z, y|x) = q(y|x)q(z|x, y), with the following probability densities
Again N is the Gaussian distribution and f (·) is a multilayer perceptron model with weights denoted by φ. Note that the marginal distribution p(z) in the generative process is a GMM, i.e.
. . . where (1 − π) represents the prior for the default probability. The generative and inference processes are shown in Figure 1 .
In the following sections, we use θ and φ to distinguish the expectation and variance terms in the generative process from the ones in the inference process as well as to differentiate the MLP's weights in the generative process from the ones in the inference process.
Labeled data: Deriving the objective function L accept
We use Equation 2 and the factorization of the generative process in Equation 6 to derive the lower bound for the accepted data set D accept . Hence, expanding the terms in the lower bound we obtain
and taking the expectations, see Section B.2 in the Appendix, we find the negative lower bound for a single (supervised) data point, which is
Here z is the dimension of z, σ 2 ·j and µ ·j are the j 'th element of σ 2 · and µ · respectively, π i is the prior distribution over the class label y i , and L is the number of z i,l samples drawn from q φ (z|x, y). We use the reparametrization trick z i,l = µ i φ + σ i φ l , where l ∼ N (0, I) and denotes an element-wise multiplication, to backpropagate through σ 2 · and µ · . Note that since y is known in this case, we only need to backpropagate through its corresponding Gaussian component in the MLP parameterizing the GMM. In other words, if y i = 0 the stochastic gradient optimization only updates all weights in µ θy and σ 2 θy for the first component in Figure 2 . This is specified by the subscript y in Equation 9.
Unlabeled data: Deriving the objective function L reject
In this case, we treat the unknown labels y as latent variables and we approximate the true posterior distribution with q(y|x). Given that q(y|x) ∼ Bernoulli(·) is a relatively easy distribution, we take the explicit expectation in the unsupervised lower bound. Following the steps in Equation 3 together with the factorization in Equations 6 and 7, we obtain
which is, by definition, the unsupervised negative lower bound −L reject (x; θ, φ). Furthermore, taking the expectations, see Section B.3 in the Appendix, we can obtain the negative lower bound for a single data point, which is
where π y|x is the y'th element of the posterior probability over the class labels
The rest of the parameters have the same interpretation as in the supervised negative lower bound. Note that in this case we take the expectation over the latent variable y by enumerating the two possible values (y = 0 and y = 1) of the posterior parameter π y|x , which also implies that we need to backpropagate through the two components, one at a time, in σ 2 θy and µ θy , see Figure 2 . We train Model 1 alternating the objective function
where Ep (x,y) is the empirical distribution.
Note that we introduce the term log Ep (x,y) [q φ (y i |x i )], which is actually the classifier in Model 1, into the supervised lower bound to take advantage of the accepted applications and train the best possible classifier. The term α = β · m+n n controls the importance of the classification in the supervised loss function, where m and n are the number of rejected and accepted observations respectively, and β is just a scaling factor.
Reject Inference in Credit Scoring with Model 1
Model 1 does not just learn the distribution p(x|z) of the customers' data used in credit scoring, but it also learns a latent representation p(z|x, y) of it. This latent representation reflects an intrinsic structure or the semantics of the customers' data. Additionally, Model 1 approximates the posterior class label distribution q(y|x), which we use to estimate the default probability for new applications. This probability is given by the mutually exclusive outcomes in the posterior parameter π y|x , which is parametrized by an MLP with softmax activation function in the output layer.
The most important characteristic of Model 1 for reject inference in credit scoring is that the unknown creditworthiness is evaluated by considering the two possible states y = 1 and y = 0 that the loan might have taken in case that the credit had been granted (Equation 10 ). This means that this method clearly differs from all extrapolation approaches for reject inference. Further, it is not as restrictive as the expectation-maximization algorithm since it relies on the approximation of the posterior distributions.
It can be shown that Equation 12 includes the term KL[q φ (z|x, y)||p θ (z|y)]. Then, the optimization of the objective function forces q φ (z|x, y) to be as close as possible to p θ (z|y), which we have modeled as a mixture of Gaussian distributions. The first motivation for this is that the data for the accepted and rejected applications are generated by two different process, just as in [15] . Second, this mixture model generates a flexible latent space, which helps to improve the approximation of the inference process in Model 1.
Finally, the objective function in Equation 12 includes, both in the supervised and unsupervised loss parts, the MLP weights θ and φ. Hence, the stochastic gradient optimization updates the parameters θ and φ jointly and estimates µ, σ 2 , and π that maximize the approximated log likelihood at each iteration.
Model 2: Generative and inference processes
Model 2 uses auxiliary variables introduced in [33, 34] 
Here N is the Gaussian distribution and f (·) is a multilayer perceptron model with weights denoted by θ. The inference process factorizes as q(z, a, y|x) = q(a|x)q(y|x, a)q(z|x, y). The distributions for this process are
Again N is the Gaussian distribution and f (·) is a multilayer perceptron model with weights denoted by φ.
Labeled data: Deriving the objective function L accept
Following the steps in Section 3.1, it is straightforward to show that the supervised negative lower bound is
Using Equations 13 and 14 and taking the corresponding expectations, see Section B.4 in the Appendix, we obtain the lower bound for the i 'th data point, as follows
Here z and a are the dimensions of z and a respectively, σ 2 ·j and µ ·j are the j 'th element of σ 2 · and µ · respectively, and they refer to the variance or expectation of either z or a, π i is the prior distribution over the class label y i , and L z is the number of z i,l samples drawn from q φ (z|x, y). Note that y is known in this case, hence we only backpropagate through its corresponding Gaussian component, just as in Model 1. This is specified by the subscript y in Equation 16 .
Unlabeled data: Deriving the objective function L reject Using the factorization in Equation 13 and 14, the unsupervised negative lower bound in Model 2 has the form
For the i 'th observation, Equation 17 takes the following form, see Section B.5 in the Appendix,
Here all parameters are just as in −L accept (x, y; θ, φ). It is important to note that the posterior probability over the class labels π y|x,a = [π y=0|x,a (1 − π y=0|x,a )] depends on the sampled auxiliary variables. We denote this dependency explicitly using the subscript a.
Finally, just as we did in Model 1, we include the term log q φ (y|x, a) in the unsupervised objective function to take advantage of the accepted applications. Therefore, the final objective function for Model 2 is
Reject Inference in Credit Scoring with Model 2
Model 2 has almost the same characteristics as Model 1, but there are two new items. First, Model 2 approximates two layers of latent representations q(a|x) and q(z|x, y). The first latent representation is, together with the customers' data x, used to estimate the default probability (Equation 14) . By doing so, Model 2 has a relatively more expressive estimation of creditworthiness. The presumption is that the latent representation a captures the intrinsic structure of the data and that it therefore provides relevant features for enhancing the performance of the classifier q(y|x, a).
The second difference from Model 1 is that the data generating process p(x|z, y) is conditioned on the latent variable z and class label y. This is simply done to achieve better training stability. See Section 4.3 for more details about model training.
Experiments and Results
The goal with the experiments is twofold. First, we compare the performance of our proposed models with a range of techniques representing the state-of-the-art in reject inference for credit scoring, including three classical reject inference techniques (reclassification, fuzzy parceling and augmentation) and three semisupervised machine learning approaches (self-learning MLP, self-learning SVM, and semi-supervised SVM (S3VM)) under a realistic scenario preserving the original acceptance rates in two real data sets. Second, to have a better understanding of the behaviour of reject inference models for credit scoring, we test the model performance in different scenarios varying the number of accepted and rejected observations. In both cases, we include two supervised machine learning models (multilayer perceptron (MLP) and the support vector machine (SVM)) to measure the marginal gain of reject inference.
Data description
We use two real data sets containing both rejected and accepted applications. The first data set is public 8 and consists of personal loan applications through Lending Club, which is the world's largest peer-to-peer lending company. We replicate the data sample used in [31] , which includes applications from January 2009 until September 2012 with 36-months maturity. However, we do not split the data set in yearly sub samples, since we want to keep as many observations from the minority class (y = 1) as possible. Hence, the data set that we use in our experiments has 53 698 accepted applications, including 6 528 defaults, and 536 459 rejected applications 9 . That is, the acceptance ratio is 9.10% and default rate is 12.16%. For more details about the Lending Club data, see Table A1 in the Appendix.
The second data set is provided by Santander Consumer Bank Nordics and consists of credit card applications arriving trough their internet website. The applications were received during the period January 2011 until December 2016. During this period Santander accepted 126 520 applications and only 14 993 customers ended up as defaults. The number of rejected applications during this period is 232 898. Hence, the acceptance ratio is 35.20% and default rate 11.85%.
In addition to these two data sets, we have two small samples after September 2012 and December 2016 for Lending Club and Santander Bank respectively, which are used to produce well-calibrated estimates of class probabilities using the beta calibration approach [29] . These samples are not part of the experimental design explained in Section 4.2.
Experimental Design
We conduct two different set of experiments. In the first experimental setup, we keep the original acceptance ratio, but we do not use more than 34 100 observations in total 10 . To construct this data set, we first split the original data in 70%-30% for training and testing respectively. Then, we down sample the majority class (y = 0) in the training set until it equals the number of observations for the minority class (y = 1). To achieve the correct acceptance ratio, this requires a random selection of both class labels. Note that the test data set is left as it is, i.e. it preserves the original default rate. Finally, we randomly select the number of reject applications in a way that these, together with the balanced training sample, do not exceed 34 100 observations.
In the second set of experiments
11 , we analyze the effect of varying the number of accepted (rejected) applications, while keeping the same number of rejected (accepted) applications. We follow the same approach as in the the first experiments, splitting the data set into a training and test data set, down sampling the training set, and randomly selecting the number of reject applications. 8 The data can be obtain directly at the Lending Club's website, however they require the user to login. We obtain a complete version of the available data at the website https://github.com/nateGeorge/preprocess lending club data, which is updated quarterly. 9 The number of accepted and rejected applications are not exactly the same, but the variable statistics are very similar and the default trend is the same as in [31] . See Table A1 for more information.
10 This is done to allow a fair comparison to S3VM, which does not scale to larger datasets due to memory requirements. For the 34 100 observations, S3VM requires 123GB of memory to estimate the kernel matrix.
11 S3VM is not included in this section since it takes around 356 hours to evaluate each scenario in this section and in total we evaluate 12 different scenarios. In addition, it has the memory restrictions already mentioned. Similarly, the iterative procedure in the self-learning SVM is not feasible in this section. Table 2 : Model performance keeping the original acceptance ratio. The training data set is balanced by down sampling the majority class, and the threshold used to calculate recall and precision is based on the empirical default rate in the test data set. For the Lending Club data set, we use all variables in Table A1 to train all models, while for the Santander data we use a forward selection approach to select the explanatory variables that are included in the reclassification, fuzzy parceling and augmentation methods 12 .
For the other models we use all variables in Table A2 . Finally, we do hyperparameter tuning using grid search with 10-cross validation for the MLP, SVM, S3VM, Model 1, and Model 2. The best architecture for the MLP and SVM is used as the base model in the self-training approaches for MLP and SVM. The details of the grid search are given in Table A3 .
Model Implementation and Training
Model 1 and Model 2 are implemented in Theano [46] . We use softplus activation functions in all hidden layers and linear activation functions in all output layers estimating µ and σ 2 . For the output layer in the classifiers q φ (y|·) we use softmax activation functions. Further, we use the Adam optimizer [26] with learning rate equal to 1e-4 and 5e-5 for training of Model 1 and Model 2 respectively. The rest of parameters in the Adam optimizer are the default values suggested in the original paper. We use L = 1 and L a = 1 for both Model 1 and 2 in all experiments. Finally, both data sets are standardized before training and testing, and the class label y is one-hot-encoded. The model architectures used in the experiments in Table 2 are shown in Table A4 .
It is important to mention that deep generative models are, in general, difficult to train [32, 45] vary the number of accepted and rejected applications. Moreover, it is sensitive to the initial weights. Hence, we use a Variational Autoencoder [28] to pretrain the weights in q φ (z|x, y) and p θ (x|z) for Model 1. Similarly, we prewarm all weights θ and φ in Model 2. In both cases, we initialized the MLP weights as suggested in [17] . We also achieve more stable training in Model 2 by conditioning p θ (x|z, y) on the class label y. Table 2 compares the performance of Model 1 and Model 2 with other models when using the original acceptance ratio in the data sets. It can be seen that both Model 1 and Model 2 perform better than all supervised and semi-supervised models in terms of AUC, GINI, H measure and precision. Our results support previous findings that the reclassification, fuzzy parcelling and augmentation methods do not improve model performance. The reclassification approach is consistently the worst model. Further, the self-training approaches do not improve the performance of the base models MLP and SVM. Finally, S3VM has significantly worse performance than the base models for the Santander Credit Cards data set.
Benchmark Reject Inference
We use the Platt scaling method [39] to get (pseudo) default probabilities from SVM and S3VM. It is interesting to see that we could not estimate the recall and precision for S3VM in the Lending Club data because the estimated default probabilities are concentrated around the average, with practically no dispersion, see Table A5 . S3VM estimates default probabilities for all applications below the default rate in the Lending Club data set, and above the default rate in the Santander data set.
Finally, Model 2 performs better than Model 1 in terms of all measures except for recall. Remember that the main difference between these models is the classifier in Model 2, which uses a latent representation of the customers' data. Our results are hence in correspondence with previous studies showing the predictive power embedded in the latent transformations. It is further interesting to note that our proposed models for reject inference not only perform better, but also estimate higher variability in the predicted default probabilities, as shown in Table A5 . Unfortunately, given the nature of the data sets in this research, which do not include the class label for the rejected applications, we are not able to draw any conclusion about the economic impact of this interesting detail.
In Table 3 , we analyze the impact of the number of accepted and rejected applications on model performance using Model 2 and the Lending Club data set. In the right panel, we can observe that the general trend is that the more rejected applications we add to Model 2, the higher model performance. In the left panel, we can see that the more accepted data we have available, the better model performance for the supervised models and the less difference compared to Model 2. Note that Model 2 achieves the highest average AUC of 0.6404 in the All scenario, which includes 545 579 observations. This is 16 times more data compared to what self-training SVM and S3VM handled.
Conclusion
In this paper we have proposed two new Bayesian models for reject inference in credit scoring. These models use the posterior distribution of the outcome of the loan to infer the unknown creditworthiness of the rejected applications. This is done by exact enumeration of the two possible outcomes of the loan, which is an advantage compared to reject inference methods based on extrapolation.
The experiments show that our proposed models achieve higher model performance compared to many of the classical and machine learning approaches for reject inference in credit scoring. Additionally, the efficient stochastic gradient optimization technique used in deep generative models scales to large data sets, which is an advantage over supervised and semi-supervised support vector machines.
The higher model performance of our proposed methodology is further enhanced by adding latent representations of the customers' data to the classifier. This data representation captures the intrinsic structure of the data providing relevant information for classification. Since the new methodology offers flexible modeling possibilities, we hope that this research spurs future work on reject inference in credit scoring improving the training stability and classification power.
Appendix A Tables and Figures
To replicate the data set presented in [31] , we excluded all observations with missing values in any of the variables in Table A1 . Further, the allowed variable range, which we choose based on [31] , is determined by the minimum and maximum values as shown in the table. The summary statistics in our data sample is not exactly the same as in [31] , but the default trend is the same (the default rate in 2009 is 12.59%, 2010 is 9.61%, 2011 is 10.32% and in 2012 is 13.76%). The second data set which we use in this research is provided by Santander Consumer Bank. The details that we can provide about this data set are limited by its proprietary nature. The descriptive statistics are shown in Table A2 . Table A4 : Grid for hyperparameter optimization for Model 1 and 2 and for both data sets. Note that q(a|x) is only relevant for Model 2. Similarly, the configurations of q(y|·) with a large number of neurons is only tested in the Santander data set since it has has more variables. The numbers within brackets specify the number of neurons in each hidden layers, i.e. [10 10 ] means two hidden layers with 10 neurons each. Finally, the superscript * and ** shows the final architecture for Model 1 and Model 2 for the Lending Club data set used in Table 2 . Similarly, *** and **** shows the final architecture for Model 1 and Model 2 for the Santander Credit Cards data set used in Table 2 . Table 3 , using the Lending Club data set and Model 2. Since training for these scenarios in some cases become unstable, we keep only the results where Model 2 converges. Note that Model 2 achieves the highest AUC equal to 0.6450 in the All scenario in the left panel. 
where µ ·,i and σ ·,i are the i 'th element of µ and σ 2 respectively.
Proof:
q(x) log p(x)dx = q(x) log 1 (2π) d/2 |Σ| 1/2 exp − 
In the following sections we derive the lower bounds presented in the main text by taking the corresponding expectations, and using Lemma 1 where it is needed. We drop the subscripts θ and φ from the distributions p · (·) and q · (·), respectively, to do not clutter the notation. However, we use these subscripts in the parameters µ · and σ · to distinguish between them. (1 + log σ 2 φz j )
