In the present article, we suggest nonlinear regression models for variance function in cluster sampling. The estimates of parameters of suggested and existing models have been obtained. The suggested and existing models have been fitted to data sets given in Sukhatme et al (1984) and Zakkula Govindarajulu (1999). An improvement has been shown over existing models in the sense of best fitting, that is having lesser residual mean Square S 2 for the relationship between variance within cluster 2 w s and size of the cluster M.
INTRODUCTION
In cluster sampling, clusters are the sampling units and are the group of basic units. The clusters may be of equal sizes or may be of unequal sizes. In our study we have considered the case of equal size. So let the population consists of N clusters each of size M, thus having NM basic units.
The variance 2
S among all basic units in the population is given by, In cluster sampling, it has been the area of research to establish the appropriate relationship between the size of the cluster and the variance within the cluster. Many authors, including Smith (1938) , Jessen (1942) , Hansen and Hurwitz (1942) , Mahalanobis (1940 Mahalanobis ( , 1942 etc., have studied the problem of the determination of the optimum cluster size from both point of view of variance as well as cost function. They have given almost the same functional form describing the relationship between size of the cluster and the variation within cluster. For a given sample size, the sampling variance increases with the cluster size and it decreases with the number of clusters. On the other hand, the cost decreases with cluster size and it increases with the number of clusters. Therefore, it is necessary to determine a balancing point by finding the optimum cluster size and the number of clusters in the sample so that variance is the minimum for a fixed cost or vice-versa.
A function describing the relationship between variance among clusters and size of the clusters is very useful in cluster sampling studies. This variance function may help to determine estimates of variance between cluster means for any cluster size, rather than only those selected for sample survey. It will also help in the determination of the optimum cluster size. Several related functions, about the cluster variance and size of the cluster, have been studied in literature. These functions are different in their nature. Smith (1938) suggested the cluster size is related with the variance between cluster means as,
where g is a constant.
Jessen (1942) gave the relationship between within cluster variance and the size of the cluster by a non-linear form as follows:
where  and  are parameters to be determined by a suitable method of estimation. Note that Mahalanobis (1940) also suggested a similar relation and Sukhatme et al. (1984) described the detailed procedure of obtaining the optimum cluster size under different conditions using (5).
Hansen et al. (1953) established a relation, in which intra-class correlation was related to cluster size as
where  is the intra-class correlation of the clusters.
Misra et al. (2010) suggested the use of asymptotic regression model having following deterministic component
to describe the relationship between within cluster variance and size of the cluster and showed that their model described the phenomenon in a better manner as compared to that of Jessen (1942) 
SUGGESTED MODELS
After examining the related models in literature mentioned in Section 1, we have suggested the following three models for explaining the relationship between within cluster variance and the size of the cluster as follows:    and 1 M  (11) where α, δ, β, and ρ are the parameters of the suggested models to be determined from survey data.
The models (9)-(11) are known as asymptotic regression models and these models predict the behaviour of 2 w S with change in the value of M. These models are extensively used in agricultural, fisheries, psychological researches etc. The parameter  defines the asymptotic value of the models (10) and (11) . The computation of its parameters can be made by non-linear least-squares estimation for which several statistical software programs are easily available. The suggested models (10) and (11) do not increase without bound but approach their asymptotic value of α, therefore, they do not suffer from drawbacks, as mentioned by Cochran (1977) . Contrary to functions (4)-(8), the suggested relation in (10) fits (estimated values of 2 w S ) extremely well to data set having large cluster sizes.
FITTING OF MODELS
The above models are classified by Draper and Smith (1998) in two groups as intrinsically linear and intrinsically non-linear models, model (5) is intrinsically linear can be transformed into a form in which parameters appear linearly. The direct application of least square method is possible to estimate parameters of models (5) and (7). The Model (8) and models (9) to (11) are intrinsically non-linear models, then parameters of model (8) and models (9) to (11) 

Where n is number of observation and p is number of parameters in the model.
A smaller value of 2
s indicate that regression due to error is small which imply that sum of square due to regression is high enough to equal to total sum of squares. A small value of 2 s reflects the appropriateness of the fitted model.
DETERMINATION OF VARIANCE FUNCTION
If the whole population is considered as a single cluster, it will contain NM elements (i.e. treating the population as a single cluster with NM elements), then 2 w S will be the total variance ( 
where , ,  , and  are the estimated parameters, M is the cluster size and N is the number of clusters.
The variance of sample mean in cluster sampling is, http://journals.uob.edu.bh
EMPIRICAL STUDY
As an illustration, we used two data sets given by Sukhatme et al. (1984) and Zakkula Govindarajulu (1999) .
Here the values of (5), (7), and (8), respectively, are given in Table-1 and Table- 
CONCLUSION
The models in literature generally do not fit well since some of these models increase without bound and are not suitable for large cluster sizes, whereas, suggested models fit very well to data and from Table1(b) and Table2(b), it is easily seen that the suggested model (10) S very close to observed value. The asymptotic value of the suggested model is the same as that of single cluster variance (i.e. population treating as single cluster). Single cluster variance never goes up to variance for the simple random sampling and this is also proven by the asymptotic value of the suggested model. Thus the suggested model (10) removes all drawbacks as mentioned by Cochran (1977) . Thus the suggested model should be preferred for the optimum cluster size in cluster sampling.
