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Zusammenfassung
Moderne Robotersysteme interagieren dynamisch mit ihrer Umgebung. Um diese
Interaktionen erfolgreich Durchfu¨hren zu ko¨nnen geht der Trend in der Forschung
in Richtung nachgiebige Roboter- und Regelungsstrukturen. Dabei stellt sich die
Frage, wie die Impedanz, d.h. die Steifigkeit und Da¨mpfung dieser Strukturen
einzustellen ist. Neben heuristischen Methoden ist das Nachahmen der menschli-
chen Eigenschaften ein vielversprechendes Forschungsfeld. Daher werden in dieser
Arbeit Methoden zur Messung der Impedanzparameter des menschlichen Arms
untersucht. Auf der Basis klassischer Methoden der Mechanik, werden Model-
le des menschlichen Arms abgeleitet. Diese Modelle sind nichtlinear bezu¨glich
der Massendynamik und linear bezu¨glich der unbekannten Modellparameter und
werden mit Methoden der linearen Optimierung bestimmt. Die experimentelle Pa-
rameteridentifikation wird mit dem drehmoment- und positionsgeregelten sieben-
Achs DLR Leichtbauroboter durchgefu¨hrt, wobei die Konfiguration des Roboters
bezu¨glich Beweglichkeit und Eigenschaft als Positionssensor optimiert wird. Das
Ergebnis dieser Arbeit ist eine praktisch verifizierte Methode zur Bestimmung
der Impedanz des menschlichen Arms. Anhand von Simulationen und Messun-
gen wird gezeigt, dass zur Identifikation der Tra¨gheits-, Steifigkeits- und Da¨mp-
fungsparameter eine Anregungszeit von mindestens 300ms beno¨tigt wird. Die
experimentell bestimmten Modellparameter sind bezu¨glich mechanischer Grund-
gesetze konsistent.
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Anmerkungen zur Notation
In dieser Arbeit wird die symbolische Matrixnotation verwendet. Dabei wird eine
Matrix durch fett gedruckte lateinische oder griechische Buchstaben ausgedru¨ckt.
Grundsa¨tzlich werden a× b-Matrizen mit a, b > 1 mit Großbuchstaben und a× 1-
Spaltenmatrizen mit Kleinbuchstaben bezeichnet. Auf die Elemente der Matrizen
wird wird u¨ber die nachgestellten und tiefgestellten Indizes zugegriffen, dabei
werden die Buchstaben normal gedruckt.
Beispiele zur Matrixnotation
• A ist eine Matrix, z.B. A ∈ IR2×3 mit drei Zeilen und zwei Spalten.
• Aij ist das i-te Element in der j-ten Spalte.
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• Λ ist eine Matrix, z.B. Λ ∈ IR3×3 mit drei Zeilen und drei Spalten (quadra-
tisch).
• a ist eine Spaltenmatrix, z.B. a ∈ IR2 mit zwei Zeilen und einer Spalte.
• ai ist das i-te Element der Spaltenmatrix.
• α ist eine Spaltenmatrix, z.B. α ∈ IR3 mit drei Zeilen und einer Spalte.
Typische Ausnahmen sind die Spaltenmatrix der generalisierten kartesischen Kra¨f-
te F ∈ IR6 und die kartesische Coriolismatrix µ ∈ IR6×6.
Operationen fu¨r Matrizen
• AB bezeichnet die Matrixmultiplikation der Matrix A ∈ IRa×b mit B ∈
IRc×d, wobei b = c gelten muss.
• AT ist die transponierte Matrix von A und
• A−1 ist die inverse Matrix von A.
• A−T ist die inverse und transponierte Matrix von A.
• A† ist die Moore-Penrose pseudoinverse Matrix von A.
Des Weiteren werden in dieser Arbeit Vektoren des dreidimensionalen eukli-
dischen Vektorraums verwendet. Diese Vektoren werden mit normal gedruckten
lateinischen und griechischen Buchstaben benannt und durch einen Pfeil gekenn-
zeichnet. Die Koordinaten der Vektoren sind Spaltenmatrizen.
Beispiele fu¨r Vektoren
• ~v ist ein Vektor des dreidimensionalen euklidischen Vektorraums.
• ~v = ~eT v kennzeichnet die Projektion des Vektors ~v bezu¨glich der orthogo-
nalen Basis ~e. ~e = [~ex ~ey ~ez]
T ist eine Spaltenmatrix mit Einheitsvektoren
als Elemente und fu¨r die Koordinaten v gilt v ∈ IR3.
• Das Skalarprodukt ~a ·~b wird immer als Matrixmultiplikation der Koordina-
ten aT b durchgefu¨hrt.
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• Das Kreuzprodukt ~a × ~b ist u¨ber die Matrixmultiplikation a˜ b definiert.
Dabei wird die schiefsymmetrische Matrix a˜ ∈ IR3×3 aus den Koordinaten
a wie folgt gebildet:
a =

 0 az −ay−az 0 ax
ay −ax 0

 .
Anmerkung zur Formulierung Im Wortlaut dieser Arbeit wird zwischen
Kra¨ften und Momenten nur dann unterschieden, wenn der Kontext es erfordert.
Wenn von Kra¨ften die Rede ist, sind meistens generalisierte Kra¨fte gemeint.
iii
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Kapitel 1
Einleitung
1.1 Problemstellung
Eine grundlegende Anforderung an moderne Robotersysteme ist die dynami-
sche Interaktion mit der Umgebung. Typische Beispiele sind Greifen, Fangen,
Schleppen, Stoßen, Laufen, oder
”
nur“ das Positionieren in menschlicher Ge-
sellschaft. Alle genannten Aufgaben haben eine Gemeinsamkeit: es entsteht ein
mechanischer Kontakt. D.h. neben den durch die Starrko¨rperbewegung definier-
ten Tra¨gheits-, Zentripedal-, Coriolis- und Gewichtskra¨ften wirken auf Roboter
und Umgebung Kontaktkra¨fte, die bekanntlich stark von der Art des Kontakts
(elastisch, plastisch, dissipativ usw.) abha¨ngen. Um Aufgaben erfolgreich durch-
zufu¨hren und zur Pra¨vention vor Materialscha¨den muss der mechanische Kontakt
bei der Regelung des Roboters beru¨cksichtigt werden. Dies kann durch modell-
gestu¨tzte Kraftregelung oder durch
”
Aufweichung“ der Zwangsbedingungen in
Form von Nachgiebigkeiten erfolgen. Die zuletzt genannte Methode hat sich in
der Robotik etabliert und wird als mechanische Impedanz-Regelung bezeichnet.
Ein mechanisches System verha¨lt sich in elektrischer Analogie wie eine Impe-
danz: Bewegung (Position, Geschwindigkeit, Beschleunigung) als Ursache, ruft
Kraft als Wirkung hervor. Das Konzept der Impedanz findet u.a. im DLR Leicht-
bauroboter (LBR) und im DLR Handarmsystem (HASy) Anwendung. Im LBR
wird aktiv in Abha¨ngigkeit der Bewegungsgro¨ßen eine Kraft in den Antrieben
der Gelenke gestellt. Das HASy besitzt Gelenke mit passiver variabler Steifigkeit
(VS). Im Gegensatz zu herko¨mmlichen Positionier-Robotern werden beide Sys-
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teme durch mindestens einen zusa¨tzlichen freien Parameter determiniert. Somit
kann z.B. dem Endeffektor (EE) eines Roboters eine aufgabenbezogene Steifig-
keit vorgegeben werden. Folglich stellt sich die Frage nach einer Strategie, die
Impedanz-Parameter (Steifigkeit und Da¨mpfung) sinnvoll einzustellen.
Entscheidend fu¨r die Einstellung der Impedanz-Parameter sind Kriterien wie Sta-
bilita¨t und Robustheit des geregelten Systems, Festigkeit der Roboterstruktur
und der manipulierten Umgebung, sowie das fehlerfreie Folgen einer vorgegebe-
nen Bahnkurve. Eine ga¨ngige Ingenieursmethode ist das Nachahmen eines be-
stehenden Systems und ein bewa¨hrtes biologisches System der Mensch. Ob der
Mensch ein derartiges Regelungskonzept verwendet, konnte bisher nicht belegt
werden. Aber er interagiert dynamisch mit seiner Umgebung ohne dabei sich und
die manipulierten Objekte zu zersto¨ren. Die Messung mechanischer Parameter
(wie Steifigkeit, Da¨mpfung und Tra¨gheit) am menschlichen Arm soll einen Ein-
blick geben, wie das zentrale Nervensystem (ZNS) das motorische Verhalten des
Menschen regelt.
1.2 Angewandte Methoden der Impedanzmes-
sung
Das Messen der Impedanz des menschlichen Arms erfordert ein Modell und die
Identifikation der beschreibenden Parameter. Das Modell muss aus mechanischer
und neurophysiologischer Sicht den menschlichen Arm beschreiben.
In [20] wurde ein Modell vorgestellt, das bis heute fast ausschließlich Armsteifig-
keitsmessungen zu Grunde liegt. Es beschreibt den menschlichen Arm als zwei
verkoppelte Teilsysteme, bestehend aus Skelett und neuromuskula¨rem System.
Neben der Analyse systembeschreibender Eigenschaften wurde hier die Gleichge-
wichtspunkt-Hypothese (GPH) aufgestellt. Die GPH besagt, dass Ko¨rperhaltung
und Bewegung durch eine virtuelle Trajektorie von Punkten an denen Kra¨fte-
gleichgewicht herrscht, realisiert und durch das neuromuskula¨re System gesteuert
wird.
Bisherige Methoden zur Identifikation der Impedanzparameter [24, 36, 27, 28,
14, 15, 5] stu¨tzen sich auf ein planares Armmodell mit zwei kinematischen Frei-
heitsgraden. Das starrko¨rpermechanische und neuromuskula¨re Teilsystem wird
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bezu¨glich eines Arbeitspunktes linearisiert (Taylor Approximation 1. Ordnung).
Dadurch erha¨lt man ein lineares Differentialgleichungssystem (DGL) 2. Ordnung
mit konstanten Koeffizienten, welches nur zeitinvariante Parameterscha¨tzungen
zula¨sst.
Die direkteste Identifikationsmethode ist in [24] beschrieben. Hier wurde der End-
punkt des Arms durch einen serielkinematischen Roboter ausgelenkt und wa¨hrend
des stationa¨ren Zustands (0.6 s bis 1.1 s nach der Perturbation1) die Ru¨ckstell-
kraft gemessen. Nach Auslenkungen in acht zufa¨llig geordnete Richtungen und
Amplituden von 5mm oder 8mm wurde dann mittels der Methode der kleinsten
Fehlerquadrate die Steifigkeitsmatrix bestimmt. Das Verfahren ist auf die Identi-
fikation der intrinsischen2 Steifigkeitsmatrix in einer Gleichgewichtslage des Arms
beschra¨nkt.
Um alle Parameter (d.h. Massen-, Steifigkeits- und Da¨mpfungsmatrix) des linea-
ren Impedanzmodells bestimmen zu ko¨nnen, muss der Zeitverlauf der Verschie-
bungen und Ru¨ckstellkra¨fte in die Parameteridentifikation mit eingehen. Aufbau-
end auf [24] wurde z.B. in [36] der instationa¨re Teil der Transiente bei der linearen
Regression beru¨cksichtigt. Zur Umgehung der nummerischen Differentiation wur-
de das DGLn zweifach zeitlich integriert. Eine weitere Mo¨glichkeit sind Verfahren
zur nichtparametrischen Systemidentifikation [27, 28]. Die sog. MIMO3 Identifi-
kationsverfahren erfordern minimale Annahmen bezu¨glich der Systemstruktur.
Zur Bestimmung der Impedanzparemeter wird der Arm mit der Verschiebungs-
trajektorie in Form eines bandbegrenzten weißen Rauschens angeregt und der
Zeitverlauf der Zwangskra¨fte an der Koppelstelle gemessen. U¨ber die FFT4 der
Kraft- und Verschiebungsverla¨ufe werden die auto- und kreuzspektralen Dichte-
funktionen berechnet. Aus den Dichtefunktionen ko¨nnen dann u¨ber eine Matri-
xinversion die U¨bertragungsfunktionen zwischen den Aus und Einga¨ngen des Sys-
tems bestimmt werden. Die Parametrisierung der U¨bertragungsfunktionen kann
u¨ber Optimierungsalgorithmen wie z.B. der Nelder-Mead Simplex Methode [23]
erfolgen. Ein Vorteil dieser Methode ist die Determinierung der Linearita¨t des ge-
messenen Systems (partielle Koha¨renzfunktionen). In der Praxis jedoch beno¨tigt
1Als Perturbation bezeichnet man das Sto¨ren eines Systems, hier Auslenkung.
2intrinsisch bedeutet ohne a¨ußeres Einwirken, d.h. hier ohne Reaktion des zentralen Nerven-
systems
3MIMO, engl. Abk. fu¨r Mehrgro¨ßensysteme
4FFT, Fast Fourier Transformation
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Abb. 1.1: Impedanzmessung wa¨hrend der Bewegung
man Anregungszeiten von 30 s [28], d.h. wa¨hrend der Anregung ko¨nnen kognitive
(bewusste) Reaktionen der Versuchsperson das Messergebnis verfa¨lschen.
Die in [24, 36, 27, 28] beschriebenen Methoden beschra¨nken sich auf die Iden-
tifikation der Impedanzparameter wa¨hrend einer statischen Gleichgewichtslage.
Messverfahren die auch Untersuchungen wa¨hrend der Bewegung ermo¨glichen sind
auf [14, 15, 5, 10] zuru¨ckzufu¨hren.
Bei der in [14] angewandten Methode wird der Arm wa¨hrend einer Punkt zu
Punkt Bewegung durch kleine Kraftperturbationen von seiner urspru¨nglichen
Bahnkurve abgelenkt (siehe Abbildung 1.1). Aus den A¨nderungen der Bewegungs-
gro¨ßen, d.h. der Abweichung bezu¨glich der ungesto¨rten Bewegung und den dafu¨r
notwendigen externen Kra¨ften, werden lokale Steifigkeits- und Da¨mpfungspara-
meter sowie konstante Tra¨gheitsparameter bestimmt. Dem Algorithmus zur Para-
meteridentifikation liegt die Variationsgleichung der nichtlinearen Bewegungsglei-
chungen eines planaren Armmodells (Doppelpendel) zu Grunde. Als Variations-
komponenten sind die Differenzen der Bewegungszusta¨nde (z.B. δq(t) = q(t) −
qstart) und analog dazu die Differenzen der externen Kra¨fte definiert. Durch Linea-
risierung der Variationsgleichung bezu¨glich der unbekannten Parameter wird die
Regressorgleichung berechnet. Drei der unbekannten Parameter determinieren die
Massenverteilung des Modells und sind unabha¨ngig von den Bewegungszusta¨nden
konstant. Das Verfahren ermo¨glicht somit die Scha¨tzung der Impedanzparame-
ter an einem Punkt der Bewegungstrajektorie. Dennoch werden Steifigkeit und
Da¨mpfung gemeinsam identifiziert, was eine große Anzahl an Durchla¨ufen pro
Arbeitspunkt erfordert [5].
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Eine Verbesserung bezu¨glich der erforderlichen Durchla¨ufe ist die Methode nach
[5]. Hier wird a¨hnlich wie bei [14] der Endpunkt des Arms wa¨hrend der Bewe-
gung durch eine Positionsperturbation von seiner urspru¨nglichen Trajektorie ab-
gelenkt. Die erzwungene Trajektorie ist so geformt, dass ein Zeitintervall ent-
steht, in dem die Differenzgeschwindigkeit zwischen ungesto¨rter und gesto¨rter
Bahnkurve verschwindet. In diesem Zeitintervall ist die A¨nderung der externen
Kraft proportional zur perturbationsbedingten Positionsabweichung, wobei der
Proportionalita¨tsfaktor die lokale Steifigkeitsmatrix darstellt. Das Verfahren er-
fordert einen mechanischen Aktuator, der die Positionsabweichung in kurzer Zeit
schwingungsfrei erzwingen kann und einen Prediktor der die ungesto¨rte Bahnkur-
ve scha¨tzt. Die Positionsabweichung wird durch den bereits in [14, 15] verwende-
ten parallelkinematischen Manipulator und der Kommandierung eines ruckfreien
Polynoms sechsten Grades erreicht. Der Prediktor greift auf einen Vorrat von
Geschwindigkeitsprofilen zuru¨ck, welche wa¨hrend freier Bewegungen aufgezeich-
net und amplituden- und zeitskaliert abgespeichert werden. Die Auswahl erfolgt
u¨ber die Minimierung einer quadratischen Kostenfunktion mit Vergessensfaktor.
Unter der Voraussetzung, dass die Inversedynamik der Massen bekannt ist, kann
mit dieser Methode die lokale Steifigkeitsmatrix bestimmt werden.
Die genannten Methoden stellen praktisch verifizierte Werkzeuge zur Bestimmung
der lokalen Impedanzparameter bereit. Da die verwendeten Manipulatoren mit
zwei aktuierten Freiheitsgraden ausgestattet sind und auf Grund der wachsen-
den Modellkomplexita¨t, wurden nur Untersuchungen in der Frontalebene des
Menschen angestellt. Des Weiteren wurde in den genannten Publikationen die
Koppelstelle zwischen menschlichem Handgelenk und Manipulator als ideal starr
angenommen.
1.3 Ziel der Arbeit
Das Ziel dieser Arbeit ist die Entwicklung eines Messaufbaus zur Untersuchung
des mechanischen Verhaltens des menschlichen Arms sowohl wa¨hrend einer stati-
schen Gleichgewichtslage, als auch wa¨hrend der Bewegung. Der Messaufbau soll
so konzipiert sein, dass ra¨umliche Bewegungen untersucht werden ko¨nnen. Auf-
bauend auf den Verfahren aus Abschnitt 1.2 sollen Identifikationsmethoden zur
Bestimmung der lokalen Impedanzparameter entwickelt und in physiologischen
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Experimenten kalibriert werden. Ein ferneres Ziel dieser Arbeit ist die Scha¨tzung
zeitvarianter Impedanzparameter wa¨hrend der Bewegung.
1.4 Zusammenfassung der folgenden Kapitel
In Kapitel 2 und 3 werden die Grundlagen zur Modellierung und Parameteridenti-
fikation von biomechanischen und robotischen Mehrko¨rpersystemen beschrieben.
Dabei ist der Detaillierungsgrad der Beschreibung so gewa¨hlt, dass ein Leser ohne
”
robotischen“ Hintergrund die darauf folgenden Kapitel verstehen kann. Kapitel
4 ist in zwei Hauptabschnitte unterteilt. Der erste Hauptabschnitt beschreibt den
Aufbau des Versuchsstandes und der zweite Hauptabschnitt die Regelung- und
Steuerung des fu¨r die Messungen in Kapitel 5 bedeutenden DLR Leichtbaurobo-
ters. Kapitel 5 beschreibt im Detail die experimentelle Identifikation der Para-
meter von dynamischen Armmodellen. In Kapitel 6 werden die Ergebnisse der
Arbeit diskutiert und ein weiterfu¨hrender Ausblick gegeben.
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Kapitel 2
Modellbildung starrer
Mehrko¨rpersysteme
In diesem Abschnitt wird die Modellierung starrer Mehrko¨rpersysteme unter-
sucht. Die hier beschriebenen Methoden zielen auf die formalisierte Berechnung
der symbolischen Bewegungsgleichungen biomechanischer und robotischer Syste-
me. Dabei werden die fu¨r die Beschreibung seriellkinematischer Roboter u¨blichen
Konventionen [7, 42] weitestgehend eingehalten. Um die Modellierung komplexer
Systeme mit geschlossenen kinematischen Schleifen nicht auszuschließen, wird
parallel ein Formalismus auf der Basis von [31, 32] beschrieben.
2.1 Kinematik der starren Ko¨rper
Die Kinematik ist die Lehre der Bewegung. In der Kinematik erfolgt die Analyse
der Bewegung ohne Beru¨cksichtigung der verursachenden Kra¨fte [7]. Allgemein
untersucht man die Position, Geschwindigkeit und Beschleunigung und alle ho¨her-
en Ableitungen bezu¨glich der Zeit (und anderer Variablen) von Objekten. Da man
fu¨r die Formalismen aus Abschnitt 2.2 lediglich Position und Geschwindigkeit der
Ko¨rper beno¨tigt, erfolgt hier die Beschreibung nur bis in diese Ableitungsebene.
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2.1 Kinematik der starren Ko¨rper
2.1.1 Lage des Ko¨rpers im Raum
Die Lage eines Ko¨rpers im Raum ist durch Position und Orientierung vollsta¨ndig
definiert und wird hier durch den ra¨umlichen Abstand und der relativen Rotation
zweier Koordinatensysteme ausgedru¨ckt.
2.1.1.1 Koordinatensysteme
Ein kartesisches Koordinatensystem besteht aus einem Ursprung O und drei or-
thogonalen Basisvektoren ~e = [~ex ~ey ~ez]
T und wird kurz K := {O,~e} geschrie-
ben. Zur Beschreibung der absoluten Lage eines Ko¨rpers im Raum wird ein in-
ertiales Bezugsystem KI := {OI ,~e I} und ein ko¨rperfestes Koordinatensystem
KB := {OB,~eB} eingefu¨hrt. Vereinfachend gilt KB := {OB,~eB} ≡ {B}.
2.1.1.2 Position
Die absolute Position ~p ist eine vektorielle Gro¨ße. Im Fall der absoluten Position
des Ko¨rpers B zeigt der Vektor von OI nach OB. Den Abstand des Ko¨rpers relativ
zur inertialen Basis erha¨lt man durch Projektion von ~pB auf die Achsen ~e eines
Bezugssystems, d.h.
~pB = ~e i
T ipB mit p ∈ IR3×1. (2.1)
Somit ist ipB die absolute Position des ko¨rperfesten Bezugspunkts OB relativ
zum Ursprung OI , ausgedru¨ckt in Komponenten von Ki.
2.1.1.3 Orientierung
Die Orientierung eines Ko¨rpers kann als relative Rotation von Koordinatensyste-
men gesehen werden. Anschaulich dreht man das Bezugsystem solange bis seine
Achsen parallel zu den Achsen des ko¨rperfesten Koordinatensystems sind. Zur
formalen Beschreibung der Rotation gibt es diverse Ansa¨tze, die im Folgenden
erla¨utert werden.
Rotationsmatrix Die Rotationsmatrix R basiert auf der sequentiellen Dre-
hung des Koordinatensystems um seine orthogonalen Achsen. Fu¨r die Rotation
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von K2 bezu¨glich K1 gilt:
~e 1 = R12~e 2 mit R ∈ IR3×3. (2.2)
R12 =
[
1e2x
1e2y
1e2z
]
entha¨lt die Komponenten der Basisvektoren von K2 spalten-
weise, d.h. sie projiziert ~e1 7→ ~e2. Der zweite hochgestellte Index der Rotationsma-
trix (hier 2) bezeichnet das Koordinatensystem nach der Drehung und der erste
hochgestellte Index (hier 1) bezeichnet das Koordinatensystem vor der Drehung.
Da R ∈ SO(3) := {R ∈ O(3) : detR = 1}, d.h. die Menge der Rotationsmatri-
zen in der speziellen orthogonalen Gruppe enthalten ist [8], gilt:
R−1 = RT . (2.3)
Die absolute Orientierung eines Ko¨rpers im Raum ha¨ngt von drei unabha¨ngigen
Variablen ab, d.h. unter Verwendung von Rotationsmatrizen beno¨tigt man Dre-
hungen um drei orthogonale Basisvektoren. Da die Matrixmultiplikation nicht
kommutativ ist, muss stets die Reihenfolge der Drehungen beachtet werden. Eine
anschauliche Darstellung sind die sog. Kardan-Winkel [31] mit der Drehreihenfol-
ge X-Y-Z. Die gesamte Rotationsmatrix resultiert aus den Rotationen:
~e 1 = RX(α1)RY (α2)RZ(α3)~e
2 = R12~e 2 (2.4)
mit
R12 =

 cα2 cα3 −cα2 sα3 sα2cα1 sα3 + sα3 sα2 cα3 cα1 cα3 − sα1 sα2 sα3 −sα1 cα2
sα1 sα3 − cα3 sα2 cα3 sα1 cα3 + cα1 sα2 sα3 cα1 cα2

 .
In (2.4) gilt: cαi = cosαi und sαi = sinαi.
Ein Nachteil der Darstellung nach (2.4) ist die Singularita¨t fu¨r α2 = ±π/2. In
dieser Orientierung ist es nicht mo¨glich, die Winkel α1 und α3 aus den Kompo-
nenten Rij zu berechnen. Abhilfe leistet in diesem Fall die Wahl einer anderen
Darstellungsform wie die Euler-Winkel in der Reihenfolge Z-X-Z, oder eine sin-
gularita¨tsfreie, redundante Darstellung wie z.B. die Euler Parameter.
Achse-Winkel Darstellung Die Rotationsmatrix RX(α) ist eine a¨quivalente
Beschreibung der Drehung um ~ex mit dem Winkel α. Wa¨hlt man eine beliebige
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Drehachse k = [kx ky kz]
T ∈ IR3 mit ‖k‖ = 1 und dreht um den Winkel θ, so
kann eine beliebige relative Orientierung zweier Koordinatensysteme dargestellt
werden [7]. Diese Darstellung der Orientierung wird als Achse-Winkel Darstellung
bezeichnet.
Formal ist k ein Eigenvektor von RK(θ) (siehe [31]), d.h.
RK(θ) = kk
T +
(
I− kkT ) cos θ + k˜ sin θ. (2.5)
Dabei bildet der Tildeoperator
k˜ =

 0 −kz kykz 0 −kx
−ky kx 0

 (2.6)
die schiefsymmetrische Matrix aus den Komponenten k. Aus (2.5) erha¨lt man
somit die a¨quivalente Rotationsmatrix
RK(θ) =

 kxkxvθ + cθ kxkyvθ − kzsθ kxkzvθ + kysθkxkyvθ + kzsθ kykyvθ + cθ kykzvθ − kxsθ
kxkzvθ − kysθ kykzvθ + kxsθ kzkzvθ + cθ

 , (2.7)
wobei cθ = cos θ, sθ = sin θ und vθ = 1− cos θ.
Ausgehend von einer gegebenen Rotationsmatrix
RK(θ) =

 r11 r12 r13r21 r22 r23
r31 r32 r33

 (2.8)
gilt fu¨r den Drehwinkel
θ = arccos
(
r11 + r22 + r33 − 1
2
)
(2.9)
und fu¨r die Drehachse
k =
1
2 sin θ

 r32 − r23r13 − r31
r21 − r12

 . (2.10)
Da der Wertebereich des arccos zwischen 0 und π liegt, ist die Abbildung der
Rotationsmatrix auf ein Achse-Winkel Paar nicht eindeutig. Fu¨r die Winkel θ = 0
oder θ = π existiert fu¨r (2.8) bis (2.10) keine Lo¨sung.
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Quaternionen Die Quaternionen beschreiben die Orientierung durch eine sin-
gularita¨tsfreie Darstellung. In der Hamilton Form [35, Teil A, Kapitel 1] besteht
ein Quaternion ǫ aus einer reellen und drei imagina¨ren Komponenten und ist wie
folgt definiert:
ǫ = ǫ0 + ǫ1i+ ǫ2j + ǫ3k. (2.11)
Dabei sind ǫ0, ǫ1, ǫ2 und ǫ3 Skalare und i, j und k Operatoren, die den Regeln
• ii = jj = kk = −1,
• ij = k, jk = i, ki = j,
• ji = −k, kj = −i, ik = −j,
genu¨gen. Zwei Quaternionen werden addiert, indem man die einzelnen Kompo-
nenten addiert. Unter Beru¨cksichtigung der Regeln fu¨r Operatoren und Addition
hat die Multiplikation die Form
ab = a0b0 − a1b1 − a2b2 − a3b3
+(a0b1 + a1b0 + a2b3 − a3b2)i
+(a0b2 + a2b0 + a3b1 − a1b3)j
+(a0b3 + a3b0 + a1b2 − a2b1)k.
(2.12)
Das zu ǫ konjugierte Quaternion ǫ¯ = ǫ0 − ǫ1i− ǫ2j − ǫ3k ist so definiert, dass
ǫ ǫ¯ = ǫ¯ ǫ = ǫ20 + ǫ
2
1 + ǫ
2
2 + ǫ
2
3 (2.13)
gilt.
Zur Beschreibung der Orientierung verwendet man das so genannte Einheits-
quaternion, das die Bedingung ǫ ǫ¯ = 1 erfu¨llt. Die Komponenten eines Vektors
p = [px py pz]
T ko¨nnen durch das Quaternion p = pxi + pyj + pzk beschrieben
werden, dabei ist ǫ0 = 0. Eine Rotation in Richtung [ǫ1 ǫ2 ǫ3] erfolgt dann durch
die Operation ǫp ǫ¯. Aus diesem Zusammenhang folgt die dem Quaternion ǫ a¨qui-
valente Rotationsmatrix
Rǫ =

 1− 2(ǫ
2
2 + ǫ
2
3) 2(ǫ1ǫ2 − ǫ0ǫ3) 2(ǫ1ǫ3 + ǫ0ǫ2)
2(ǫ1ǫ2 − ǫ0ǫ3) 1− 2(ǫ21 + ǫ23) 2(ǫ2ǫ3 + ǫ0ǫ1)
2(ǫ1ǫ3 + ǫ0ǫ2) 2(ǫ2ǫ3 + ǫ0ǫ1) 1− 2(ǫ21 + ǫ22)

 , (2.14)
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bzw. das der Rotationsmatrix a¨quivalente Quaternion
ǫ0 =
1
2
√
1 + r11 + r22 + r33
ǫ1 =
r32 − r23
4ǫ0
ǫ2 =
r13 − r31
4ǫ0
ǫ3 =
r21 − r12
4ǫ0
(2.15)
Die Darstellung der Orientierung durch Quaternionen ist eng verwandt mit dem
Achse-Winkel Paar aus Abs. 2.1.1.3. Da in dieser Arbeit die Beschreibung der
Quaternionen nur der Vollsta¨ndigkeit wegen erfolgt, sei fu¨r diesen Zusammenhang
auf [7, 35] verwiesen.
Beispiel zu Quaternionen Gegeben sei die Rotationsmatrix
R =

 0.000 0.000 1.0000.866 −0.500 0.000
0.500 0.866 0.000

 .
R beschreibt die Endeffektororientierung eines Roboters. Gesucht sind die Winkel
der Rotationsmatrix. Aus (2.4) folgen die Beziehungen:
α1 = arctan−R23
R33
α2 = arcsinR13
α3 = arctan−R12
R11
Wie an der Lo¨sung fu¨r α1 und α3 zu erkennen ist, sind jeweils die Argumente
des arctan fu¨r die gegebene Rotationsmatrix
”
schlecht“ definiert (Division durch
Null). D.h. die Darstellung der Orientierung durch Kardan-Winkel ist fu¨r diese
Konfiguration singula¨r. Eine Lo¨sung erha¨lt man jedoch fu¨r das Einheitsquaterni-
on nach (2.15):
ǫ0 =
1
2
√
1 +R11 +R22 +R33 = 0.354
ǫ1 =
R32 −R23
4ǫ0
= 0.612
ǫ2 =
R13 −R31
4ǫ0
= 0.354
ǫ3 =
R21 −R12
4ǫ0
= 0.612
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Zur Kontrolle kann die Nebenbedingung (2.13):
ǫ ǫ¯ = ǫ20 + ǫ
2
1 + ǫ
2
2 + ǫ
2
3 = 0.125 + 0.375 + 0.125 + 0.375 = 1
gepru¨ft werden.
2.1.2 Koordinatentransformation
In diesem Abschnitt erfolgt die Beschreibung der absoluten sowie der relativen
Lage der Ko¨rper des gesamten Mehrko¨rpersystems. Ein Mehrko¨rpersystem be-
steht aus NB Ko¨rpern, dessen absolute Lage durch NB + 1 Koordinatensysteme
vollsta¨ndig beschrieben werden kann. In der Regel ist die relative Lage der be-
nachbarten Koordinatensysteme bekannt (siehe Abs. 2.1.5) und die absolute Posi-
tion und Orientierung muss durch Wechsel des Bezugssystems berechnet werden.
Hierfu¨r beno¨tigt man sog. Koordinatentransformationen.
2.1.2.1 Homogene Koordinatentransformation
Die Position des Punktes C im Raum wird durch den Vektor1 BrC bezu¨glich
KB beschrieben. KB ist ein Koordinatensystem mit dem Abstand ApB und der
Orientierung RAB bezu¨glich KA. Die Position von C bezu¨glich KA erha¨lt man
durch die Vektoraddition
ArC = RAB BrC + ApB. (2.16)
Durch geeignete Umformung [42] kann (2.16) kompakt[
ArC
1
]
=
[
RAB ApB
0 0 0 1
] [
BrC
1
]
= ABT
[
BrC
1
]
(2.17)
geschrieben werden. Dabei ist die homogene Transformationsmatrix
A
BT ∈ SE(3) = SO(3) × IR3, in der speziellen Euklidischen Gruppe enthalten.
(2.17) transformiert die homogenen Koordinaten
[
(BrC)T 1
]T
von BrC ∈ IR3.
Die SE(3) ist die Gruppe der der Starrko¨rperbewegungen im euklidischen Raum
IR3 und kann durch sechs unabha¨ngige Transformationen beschrieben werden [4].
1Vereinfachend wird sprachlich nicht zwischen einem Vektor und dessen Komponenten un-
terschieden.
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Drei der Transformationen beschreiben die Translation in Richtung der Koordi-
natenachsen,
DX =


1 0 0 a
0 1 0 0
0 0 1 0
0 0 0 1

 , DY =


1 0 0 0
0 1 0 b
0 0 1 0
0 0 0 1

 , DZ =


1 0 0 0
0 1 0 0
0 0 1 c
0 0 0 1

 (2.18)
und drei die Rotation um die Koordinatenachsen
RX =


1 0 0 0
0 cα −sα 0
0 sα cα 0
0 0 0 1

 , RY =


cβ 0 sβ 0
0 1 0 0
−sβ 0 cβ 0
0 0 0 1

 , RZ =


cγ −sγ 0 0
sγ cγ 0 0
0 0 1 0
0 0 0 1

 .
Die SE(3) ist keine orthogonale Gruppe und demzufolge ist TT 6= T−1. Eine
allgemein gu¨ltige Formel zur Berechnung der inversen Transformationmatrix ist
A
BT
−1 = BAT =
[
(RAB)T −(RAB)T ApB
0 0 0 1
]
. (2.19)
2.1.2.2 Denavit-Hartenberg Parameter
In der Robotik hat sich ein Satz von Minimalparametern zur Beschreibung der
Kinematik von Mehrko¨rpersystemen etabliert. Die sog. Denavit-Hartenberg (DH)
Parameter eignen sich zur Beschreibung von offenen kinematischen Ketten, deren
Ko¨rper durch Gelenke mit lediglich einem Freiheitsgrad verbunden sind. Dies gilt
fu¨r ein Drehgelenk mit einem rotatorischen Freiheitsgrad und fu¨r sog. prismati-
sche Gelenke mit einem translatorischen Freiheitsgrad.
Nach der Konvention der DH-Parameter erha¨lt jeder Ko¨rper ein Koordinatensys-
tem, das nach den Regeln aus [7, 42] festzulegen ist:
1. Gelenkachsen werden durch eine unendlich lange Linien identifiziert. Fu¨r
die Schritte 2. bis 5. betrachtet man jeweils zwei benachbarte Achsen i und
i+ 1.
2. Das gemeinsame Lot oder der Schnittpunkt der betrachteten Achsen wird
identifiziert. Am Schnittpunkt der Achsen oder am Schnittpunkt des Lotes
mit der iten Achse liegt dann Oi von Ki.
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3. ~e iz zeigt in Richtung der Gelenkachse.
4. ~e ix zeigt entlang des gemeinsamen Lotes oder normal zur Ebene die durch
sich schneidende Gelenkachsen aufgespannt wird.
5. ~e iy vervollsta¨ndigt das Rechtssystem.
6. K0 wird so gewa¨hlt das es auf K1 zu Liegen kommt, wenn die erste Gelenk-
variable Null ist.
Durch die Festlegung der Koordinatensysteme ergeben sich vier Parameter pro
Ko¨rper. Dabei beschreibt
• ai den Abstand von ~e iz nach ~e i+1z entlang ~e ix,
• αi den Winkel von ~e iz nach ~e i+1z um ~e ix,
• di den Abstand von ~e i−1x nach ~e ix entlang ~e iz und
• θi den Winkel von ~e i−1x nach ~e ix um ~e iz.
Die homogene Transformationsmatrix vom Ki nach Ki−1 resultiert dann aus vier
Einzeltransformationen nach (2.18) zu
i−1
i T = RX(αi−1)DX(ai−1)RZ(θi)DZ(di)
=


cθi −sθi 0 ai−1
sθicαi−1 cθicαi−1 −sαi−1 −sαi−1di
sθisαi−1 cθisαi−1 cαi−1 cαi−1di
0 0 0 1

 . (2.20)
2.1.2.3 Vorwa¨rtskinematik des planaren Arms
Hier erfolgt die beispielhafte Beschreibung der sog. Vorwa¨rtskinematik eines pla-
naren Arms mit drei kinematischen FG’s, auf der Basis der DH-Parameter. Die
ermittelten Transformationsmatrizen dienen als Grundlage fu¨r die Berechnung
der Bewegungsgleichungen.
Wie in Abbildung 2.1 zu sehen ist, besteht das kinematische System aus drei
Ko¨rpern die miteinander und mit der inertialen Basis u¨ber Drehgelenke verbun-
den sind. An jedem Ko¨rper ist ein Bezugssystem fixiert. In Tabelle 2.1 sind
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Abb. 2.1: Kinematik des planaren Arms mit 3 Freiheitsgraden
i αi−1 ai−1 di θi
1 0 0 0 q1
2 0 l1 0 q2
2 0 l2 0 q2
Tab. 2.1: DH-Parameter des planaren Armmodells
die zugeho¨rigen DH-Parameter aufgelistet. Dabei sind qi = qi(t) die implizit
zeitabha¨ngigen Gelenkvariablen und l1, l2 geometrische Konstanten. Die Kom-
ponenten der Transformationsmatrizen nach (2.20) sind im Anhang A zusam-
mengefasst.
2.1.3 Inverse Kinematik
Im letzten Abschnitt 2.1.2 wurde die sog. Vorwa¨rtskinematik beschrieben. Sie
stellt eine Abbildung zwischen der Menge der Gelenkkoordinaten Q ∈ IRn und
der speziellen euklidischen Gruppe SE(3) dar, d.h. f : Q 7→ IRm bzw.
x = f(q), (2.21)
mit x ∈ IRm, den sog. aufgabenbezogenen Koordinaten. Dabei ist n die Anzahl
der Gelenkkoordinaten und m die Anzahl der kartesischen Koordinaten (allg.
gilt m ≤ 6). In vielen Anwendungen der Robotik und auch Biomechanik sind
die aufgabenbezogenen Koordinaten bekannt und die Gelenkkoordinaten gesucht.
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Demzufolge muss (2.21) nach q aufgelo¨st werden, d.h.
q = f−1(x). (2.22)
Die Lo¨sung fu¨r q nach (2.22) bezeichnet man als inverse Kinematik.
Im nichtredundanten Fall n = m ist die Vorwa¨rtskinematik eine eindeutige Ab-
bildung. Die inverse Kinematik hingegen besitzt abgesehen von einigen trivia-
len Fa¨llen immer mehrere Lo¨sungen, die durch Kriterien wie z.B. Gelenkwin-
kelbeschra¨nkungen selektiert werden mu¨ssen. Zur Berechnung der Lo¨sung nach
(2.22) findet man in der Literatur [7, 22, 42] drei grundlegende Prinzipien: die
algebraische-, geometrische- und numerische Lo¨sung. Eine nummerische Lo¨sung
wird in dieser Arbeit fu¨r den redundanten Fall (siehe Abs. 4.2.3) angewandt. Ei-
nige algebraische Lo¨sungsansa¨tze werden in den folgenden Abschnitten erla¨utert.
2.1.3.1 Algebraische Lo¨sungsansa¨tze
Fu¨r offene kinematische Ketten bestehend aus Ko¨rpern die nur durch Gelenke
mit einem FG verbunden sind, existiert eine endliche Anzahl an Lo¨sungen, wenn
n ≤ m [7]. Dabei geht man von dem algebraischen Gleichungssystem

r11 r12 r13 px
r21 r22 r23 py
r31 r32 r33 pz
0 0 0 1

 = ABT (2.23)
aus. Die linke Seite von (2.23) ist die gegebene Lage von KB bezu¨glich KA und die
rechte Seite beschreibt die Vorwa¨rtskinematik in Abha¨ngigkeit der Gelenkkoordi-
naten q. Durch (2.23) erha¨lt man ein System von zwo¨lf algebraischen Gleichun-
gen, von denen aber ho¨chstens sechs unabha¨ngig sind (siehe Definition SE(3)
z.B. in [4]). Zur expliziten Lo¨sung bezu¨glich q existiert kein allgemeingu¨ltiger
Formalismus, deswegen werden im Folgenden nur einige Formeln zur Lo¨sung von
Teilproblemen aus [7] beschrieben.
Vierquadrantenlo¨sung fu¨r Sinus und Kosinus Die einzelne Gleichung
sin θ = a, (2.24)
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besitzt die zwei Lo¨sungen
θ = atan2(a,±
√
1− a2) (2.25)
und analog dazu
cos θ = b, (2.26)
θ = atan2(±
√
1− b2, b). (2.27)
Da die Arkustangensfunktion nur einen Wertebereich von ±π/2 abdeckt, wird
hier zur Berechnung der Winkel die atan2-Funktion verwendet. atan2 ist die
Arkustangensfunktion mit zwei Argumenten, deren Wertebereich sich u¨ber die
vier Quadranten des Einheitskreises erstreckt.
Nullstellen der Linearkombination aus Sinus und Kosinus Die transzen-
dente Gleichung
a cos θ + b sin θ = 0 (2.28)
besitzt die zwei Lo¨sungen
θ = atan2(a,−b) und θ = atan2(−a, b). (2.29)
Polynomu¨berfu¨hrung Ein weiteres wichtiges Werkzeug fu¨r Problemstellun-
gen der inversen Kinematik ist die sog.
”
Tangens des halben Winkels“ Substitu-
tion:
u = tan
θ
2
, (2.30)
cos θ =
1− u2
1 + u2
,
sin θ =
2u
1 + u2
.
(2.30) u¨berfu¨hrt eine transzendente Gleichung in ein Polynom, dessen Nullstellen
wieder ru¨cksubstituiert werden ko¨nnen und somit die Lo¨sung fu¨r den Winkel θ
repra¨sentieren. Ein Beispiel hierfu¨r ist die Gleichung
a cos θ + b sin θ = c (2.31)
und deren Lo¨sungen
θ = atan2(a, b)± atan2(
√
a2 + b2 − c2, c). (2.32)
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Tausch der Variablen Das transzendente Gleichungssystem
a cos θ + b sin θ = c,
a sin θ + b cos θ = d,
(2.33)
kann durch einen Tausch der Variablen gelo¨st werden. Dabei ersetzt man a und
b in (2.33) durch
r = +
√
a2 + b2,
γ = atan2(b, a),
a = r cos γ,
b = r sin γ.
(2.34)
Das umgeformte Gleichungssystem lautet dann
c
r
= cos γ cos θ − sin γ sin θ = cos (γ + θ),
d
r
= cos γ sin θ + sin γ cos θ = sin (γ + θ)
(2.35)
und kann mit der atan2-Funktion bezu¨glich der Winkelsumme
γ + θ = atan2(d, c) (2.36)
umgestellt werden. Somit folgt fu¨r (2.33) die Lo¨sung
θ = atan2(d, c)− atan2(b, a). (2.37)
Ein weiterer wichtiger Ansatz zur Lo¨sung der inversen Kinematik ist die Me-
thode nach Piper [30]. Sie kann dann angewendet werden, wenn sich die letzten
drei Gelenkachsen einer nicht-redundanten kinematischen Kette in einem Punkt
schneiden. Da diese Methode in dieser Arbeit nicht verwendet wird, sei an dieser
Stelle nur auf die genannte Literatur verwiesen.
2.1.3.2 Inverse Kinematik des planaren Arms
Unter Verwendung der Formeln aus dem letzten Abschnitt wird hier fu¨r (A.4)
des planaren Arms (siehe Abschnitt 2.1.2.3) die inverse Kinematik beispielhaft
abgeleitet. Ausgehend von (A.4) i.V.m. (2.23) erha¨lt man vier nichtlineare Glei-
chungen:
cosϕ = cos (q1 + q2 + q3), (2.38)
sinϕ = sin (q1 + q2 + q3), (2.39)
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px = l1 cos q1 + l2 cos (q1 + q2), (2.40)
py = l1 sin q1 + l2 sin (q1 + q2). (2.41)
Dabei beschreibt der Winkel ϕ die bekannte Orientierung und px, py die bekannte
Position von K3 bezu¨glich K0 (siehe Abbildung 2.1 aus Abschnitt 2.1.2.3). Aus
der Summe der quadrierten Gleichung (2.40) und (2.41) resultiert der Ausdruck
p2x + p
2
y = l
2
1 + l
2
2 + 2l1l2 cos q2, (2.42)
der dann nach cos q2 aufgelo¨st werden kann:
cos q2 =
p2x + p
2
y − l21 − l22
2l1l2
. (2.43)
(2.43) hat die Form (2.26) und somit erha¨lt man nach (2.27) die Lo¨sungen fu¨r
den Winkel
q2 = atan2
(
±
√
1− cos2 q2, cos q2
)
(2.44)
Eine Lo¨sung fu¨r q2 erfordert −1 ≤ cos q2 ≤ 1. Anschaulich bedeutet dies, dass
der Ursprung O3 des Endeffektorkoordinatensystems K3 innerhalb eines durch l1
und l2 beschra¨nkten Arbeitsraums liegen muss. Des Weiteren existieren fu¨r q2 zwei
Lo¨sungen, die aber im Fall des menschlichen Arms durch die Winkelbegrenzung2
0 < q2 ≤ 3π/4 selektiert werden ko¨nnen. Steht die Lo¨sung fu¨r q2 fest, ko¨nnen
(2.40) und (2.41) durch die Substitution
l1 + l2 cos q2 = k1
l2 sin q2 = k2
(2.45)
auf die Form nach (2.33)
px = k1 cos q1 − k2 sin q1,
py = k1 sin q1 + k2 cos q1,
(2.46)
gebracht werden und somit lautet die Lo¨sung fu¨r q1 nach (2.37):
q1 = atan2(py, px)− atan2(k2, k1). (2.47)
Aus (2.38) und (2.39) erha¨lt man fu¨r die Summe der Winkel
q1 + q2 + q3 = atan2(sinϕ, cosϕ), (2.48)
und somit lautet die Lo¨sung fu¨r den letzten gesuchten Winkel:
q3 = atan2(sinϕ, cosϕ)− q1 − q2. (2.49)
2q2 ist die Variable des Ellbogengelenks. Der Unterarm kann aufgrund des Ellbogengelenks
nur gebeugt, aber nicht u¨berstreckt werden.
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Abb. 2.2: Absolute Geschwindigkeiten des Ko¨rpers i
2.1.4 Geschwindigkeiten des Ko¨rpers
In diesem Abschnitt werden die absoluten Geschwindigkeiten des starren Ko¨rpers
bezu¨glich eines ortsfesten inertialen Koordinatensystems beschrieben. Dafu¨r wird
ein Koordinatensystem Ki auf dem Ko¨rper fixiert (siehe Abbildung 2.2). Zur
Vereinfachung der Darstellung in Hinblick auf die Beschreibung des gesamten
Mehrko¨rpersystems wird hier eine Rotationsmatrix AiI ≡ RiI zur Beschreibung
der absoluten Orientierung eines Ko¨rpers eingefu¨hrt. AiI bezieht sich auf den
Ko¨rper und beschreibt somit die absolute Orientierung des inertialen Koordi-
natensystems KI bezu¨glich Ki. Des Weiteren wird im Folgenden der Index I
weggelassen, d.h. Ai ≡ AiI .
2.1.4.1 Winkelgeschwindigkeit
Die zeitvariante Rotation von Ki bezu¨glich KI wird als absolute Winkelgeschwin-
digkeit ~ω i ≡ ~ω iI bezeichnet. Die Komponenten der Winkelgeschwindigkeit erha¨lt
man durch die Projektion
~ω i = ~eiT iωiI . (2.50)
Im Folgenden werden auch fu¨r die Winkelgeschwindigkeit die u¨berflu¨ssigen In-
dizes weggelassen, d.h. ωi ≡ iωiI beschreibt die Winkelgeschwindigkeit von Ki
bezu¨glich KI ausgedru¨ckt in Koordinaten von Ki.
Die Winkelgeschwindigkeit eines Ko¨rpers kann durch sukzessive zeitvariante Ro-
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tationen um die Basisvektoren ei berechnet werden (siehe z.B. [21]). Fu¨r Kardan-
Winkel mit der Drehreihenfolge X-Y-Z lautet der Zusammenhang
ωi = Jα(α
i) α˙i (2.51)
mit
Jα(α
i) =

 cosα2 cosα3 sinα3 0− cosα2 sinα3 cosα3 0
sinα2 0 1

 (2.52)
als sog. Jacobimatrix der Kardan-Winkel-Darstellung.
Eine weitere Mo¨glichkeit zur Berechnung der Winkelgeschwindigkeit basiert auf
der orthogonalen Eigenschaft
AiAiT = I (2.53)
der Rotationsmatrizen. Dabei kann aus der zeitlichen Ableitung
A˙iAiT +Ai A˙iT = 0 (2.54)
von (2.53) die allgemein bekannte Poisson-Gleichung
ω˜i = A˙iAiT (2.55)
abgeleitet werden.
2.1.4.2 Translatorische Geschwindigkeit
Die absolute translatorische Geschwindigkeit des Ko¨rpers i erha¨lt man durch die
zeitliche Ableitung des Positionsvektors (siehe Abbildung 2.2)
~v i = ~˙p i = ~eIT
d
dt
(
AiT ipi
)
= ~eiT ivi (2.56)
bezu¨glich der inertialen Basis KI . Durch geeignete Umformung von (2.56) und
unter Verwendung von (2.55) folgt fu¨r die Komponenten der absoluten Geschwin-
digkeit
vi = Ai
(
A˙iT pi +AiT p˙i
)
= ω˜i pi + p˙i. (2.57)
In (2.57) und im Folgenden wird jeweils von der vereinfachten Schreibweise vi ≡
ivi und pi ≡ ipi Gebrauch gemacht.
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2.1.4.3 Differentielle Jacobimatrix
Die differentielle Jacobimatrix ist eine mehrdimensionale Form von Ableitungen
[7]. In der Robotik verwendet man die Jacobimatrix vorwiegend zur Transformati-
on von Geschwindigkeiten. Definiert man den Vektor der generalisierten absoluten
Geschwindigkeiten des Ko¨rpers i
νi =
[
vi
ωi
]
, (2.58)
so gilt
νi = J(q) q˙ (2.59)
mit der differentiellen Jacobimatrix
J(q) =
∂νi(q, q˙)
∂q˙
. (2.60)
Nach der Konvention der vorhergehenden Abschnitte wurde auch hier die formale
Abku¨rzung νi ≡ iνi verwendet. Demzufolge bezieht sich die Jacobimatrix aus
(2.60) auf das ko¨rperfeste Bezugsystem Ki. Eine Vorschrift fu¨r den Wechsel des
Bezugssystems der Jacobimatrix ist
AJ(q) =
[
RAB 0
0 RAB
]
BJ(q). (2.61)
2.1.5 Relativkinematik und Zwangsgleichungen
In diesem Abschnitt werden die kinematischen Beziehungen zweier benachbarter
Ko¨rper nach [38] beschrieben. Dabei wird die Interaktion der Ko¨rper i und j durch
das Gelenk s festgelegt. Als Angriffspunkt der Gelenke werden ko¨rperfeste Marker-
Koordinatensysteme Kk eingefu¨hrt. Die relative Position des k-ten Markers be-
zu¨glich Ki wird durch den Ortsvektor ~rk = ~eiT rk und die relative Orientierung
Kk bezu¨glich Ki wird durch die Rotationsmatrix Dk ≡ Dki ≡ Rki determiniert.
Analoges gilt fu¨r den l-ten Marker des j-ten Ko¨rpers (siehe Abbildung 2.3). Fu¨r
starre Ko¨rper gilt rk = konst. und Dk = konst..
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Abb. 2.3: Relativkinematik zweier benachbarter Ko¨rper i und j
2.1.5.1 Kinematik der Marker
Die absolute Position des k-ten Markers erha¨lt man aus der Beziehung
~p k = ~p i + ~r k = ~eiT
(
pi + rk
)
= ~eiT ipk ; pk = ipi + rk (2.62)
und die absolute Geschwindigkeit aus
~v k = ~˙p k = ~eIT
d
dt
(
AiT
(
pi + rk
))
= ~eiT ivk. (2.63)
Da rk = konst. und somit r˙k = 0, lauten die Komponenten der absoluten Mar-
kergeschwindigkeit mit vi aus (2.57):
ivk = vi + ω˜i rk. (2.64)
Fu¨r die Winkelgeschwindigkeit eines Markers gilt
ωk = ωi. (2.65)
2.1.5.2 Relativkinematik der Interaktion zweier Ko¨rper
Zur Beschreibung der relativen Orientierung zweier benachbarter Ko¨rper wird die
Rotationsmatrix
Bs ≡ Rlk = DlAjAiT DkT (2.66)
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eingefu¨hrt. Die Rotationsmatrix Bs wird im allgemeinen durch die Winkel βs ∈
IR3 determiniert, wobei hier die Darstellung der Rotation (z.B. Kardan-Winkel)
zu beachten ist. Der Abstand von Ok nach Ol wird durch den Abstandsvektor
~d s = ~p l − ~p s (2.67)
beschrieben, wobei die Komponenten von ~d s durch
kds = BsT Dl
(
pj + rl
)−Dk (pi + rk) (2.68)
ausgedru¨ckt werden ko¨nnen.
Die Relativgeschwindigkeiten werden zur Ableitung der Dynamikgleichungen in
Abschnitt 2.2 nicht in expliziter Form beno¨tigt und daher nur in vektorieller
Schreibweise angegeben. Somit lautet die Beziehung fu¨r die relative Winkelge-
schwindigkeit
~Ωs = ~ωj − ~ωi = ~ekT kΩs (2.69)
und fu¨r die relative translatorische Geschwindigkeit
~V s = ~˙p l − ~˙p k − ~ωk × ~ds = ~ekT kVs (2.70)
Der Term ~ωk × ~ds entfa¨llt in (2.70) aufgrund der zeitlichen Ableitung ~V s = ∂ ~ds
∂t
im bewegten System Kk.
Aus den Beziehungen (2.66) bis (2.70) kann ein Algorithmus zur iterativen Berech-
nung der Vorwa¨rtskinematik fu¨r offene kinematischen Ketten abgeleitet werden.
Dabei werden die konstanten Gro¨ßen rk undDk als bekannt vorausgesetzt. Durch
die relativen Gro¨ßen kds(q), Bs(q), kΩs(q, q˙) und kVs(q, q˙) werden die Gelenk-
variablen q und deren zeitliche Ableitungen q˙ eingefu¨hrt. Zur Berechnung der
Vorwa¨rtskinematik wird der Algorithmus
Aj = DlBsDkAi
pj = AjAiT
(
pi + rk +DkT kds
)− rl
ωj = AjAiT
(
ωi +DkT kΩs
)
vj = AjAiT
(
DkT
(
kVs − kd˜sDkωi
)
+ vi − r˜kωi
)
+ r˜l ωj
(2.71)
von j = 1 . . . Nb mit Nb als Anzahl der Ko¨rper durchlaufen. Dabei gilt fu¨r die
Indizierung der iterativen Schleife i = j−1, k = j−1, l = j und s = j. Fu¨r j = 1
und i = 0 sind die lagebeschreibenden Gro¨ßen der inertialen Basis Ki=0 konstant,
d.h. A0 = konst. und p0 = konst. und die Geschwindigkeiten gleich Null, d.h.
ω0 = 0 und v0 = 0.
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2.1.5.3 Implizite Zwangsgleichungen
Die Beschreibung der Kinematik von sog. geschlossenen Schleifen kann durch
die Verwendung von Zwangsbedingungen erfolgen. Dafu¨r beschreibt man z.B. die
Vorwa¨rtskinematik zweier offener Ketten (siehe 2.1.5.2) und schließt die
”
frei-
en Enden“ der Ketten durch die Einfu¨hrung von Bedingungen. Die impliziten
Zwangsbedingungen auf Positionsebene haben die Form der algebraischen Glei-
chung
gc(q, t) = 0 mit gc ∈ IRNc (2.72)
und schra¨nken die relative Verschiebung/Verdrehung (z.B. gc(q, t) = ds = 0) der
”
freien Kettenenden“ ein. Nc ist dabei die Anzahl der skalaren Bedingungen.
Die impliziten Zwangsgleichungen auf Geschwindigkeitsebene erha¨lt man durch
die zeitliche Ableitung von (2.72). Sie haben die Form
Gc(q, t) q˙+
∂gc(q, t)
∂t
= 0 (2.73)
mit der Jacobimatrix der gesperrten Bewegung
Gc(q, t) =
gc(q, t)
∂q
. (2.74)
Durch die Einschra¨nkung der relativen Verschiebung/Verdrehung aufgrund der
Bedingung nach (2.72) wirken sog. Zwangskra¨fte λc ∈ IRNc die unter Verwendung
von (2.74) mit
τ c = G
c(q, t)T λc (2.75)
in den Gelenkraum des Mehrko¨rpersystems projiziert werden ko¨nnen.
2.2 Dynamik der starren Ko¨rper
In diesem Abschnitt wird die Starrko¨rperdynamik von Mehrko¨rpersystemen be-
schrieben. Aufbauend auf den Definitionen der Massenverteilung in Abschnitt
2.2.1 folgt in Abschnitt 2.2.2 unter Verwendung des Lagrange-Formalismus 2.
Art die Ableitung der Bewegungsgleichungen des Mehrko¨rpersystems. Der For-
malismus wird in Abschnitt 2.2.2.2 zur Beschreibung von geschlossenen Systemen
durch die Lagrange-Multiplikator Methode erweitert.
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Abb. 2.4: Massenverteilung des starren Ko¨rpers i
2.2.1 Impuls, Drall und Massenverteilung starrer Ko¨rper
Zur Beschreibung der Massenverteilung eines starren Ko¨rpers wird hier das allge-
mein bekannte Kontinuumsmodell angenommen. Dies beruht auf der Annahme,
dass der i-te Ko¨rper Bi aus einer Aneinaderreihung von infinitesimal kleinen Mas-
senelementen dm = konst. besteht [38]. Das Massenelement dm sitzt im Punkt P
des Ko¨rpers mit einem Abstand ~r zu Ki und besitzt somit eine absolute Position
~p aber keine Orientierung (siehe Abbildung 2.4).
Die Masse des i-ten Ko¨rpers ist u¨ber das Integral
mi =
∫
Bi
dm = konst. (2.76)
festgelegt. Da der Ortsvektor ~r nicht von der Massenvariable m abha¨ngt, d.h.∫
Bi
~r dm = mi ~r iCM , lauten die Komponenten des Schwerpunktsabstands
3 bezu¨glich
des ko¨rperfesten Bezugssystems Ki
riCM =
1
mi
∫
Bi
r dm = konst. (2.77)
Wie aus Abbildung 2.4 ersichtlich gilt dann mit (2.77) fu¨r die absolute Schwer-
punktsposition
~p iCM = ~p+ ~r
i
CM (2.78)
3der Index CM Kennzeichnet den Massenschwerpunkt (engl. center of mass)
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und fu¨r das Massenmoment 1. Ordnung bezu¨glich des Schwerpunktes CM i∫
Bi
~d dm = 0. (2.79)
Der translatorische Impuls des Ko¨rpers i ist eine vektorielle Gro¨ße und durch
~P i =
∫
Bi
d~P i =
∫
Bi
~v dm = mi ~v iCM , (2.80)
mit der Schwerpunktsgeschwindigkeit ~v iCM = ~v
i − ~r iCM × ~ωi, definiert.
Der Drall (Drehimpuls) des Ko¨rpers i steht senkrecht auf der durch ~r und ~P i
aufgespannten Ebene und kann somit durch das Kreuzprodukt
~DiO =
∫
Bi
~r × d~P i = ∫
Bi
~r × ~v dm
=
∫
Bi
~r dm× ~v i − ∫
Bi
~r × ~r dm× ~ωi
= mi ~r iCM × ~v i −
∫
Bi
~r × ~r dm× ~ωi
(2.81)
ausgedru¨ckt werden. In (2.81) wurde die Geschwindigkeit des Punktes P , d.h.
~v = ~v i − ~r × ~ωi substituiert. Die Koordinaten des Dralls erha¨lt man durch die
Projektion bezu¨glich Ki:
DiO = m
i r˜iCM v
i + IiO ω
i. (2.82)
Dabei ist
IiO = −
∫
Bi
r˜ r˜ dm =

 I
i
O,xx −I iO,xy −I iO,xz
I iO,yy −I iO,yz
sym. I iO,zz

 (2.83)
der symmetrisch und positiv definite Tra¨gheitstensor des Ko¨rpers i bezu¨glich Ki.
2.2.2 Bewegungsgleichungen des Mehrko¨rpersystems
2.2.2.1 Lagrange-Formalismus 2. Art
Sind die Geschwindigkeiten (siehe Abschnitt 2.1.4 und 2.1.5) und Massenvertei-
lungen (siehe Abschnitt 2.2.1) der Ko¨rper bekannt, so ko¨nnen mit dem Lagrange-
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Formalismus die Bewegungsgleichungen des Mehrko¨rpersystems fu¨r die generali-
sierten Koordinaten4 q ∈ IRn abgeleitet werden [21, 22].
Dafu¨r definiert man die sog. Lagrange-Funktion
L(q, q˙) = T (q, q˙)− V (q) (2.84)
als Differenz der kinetischen Energie T (q, q˙) und potentiellen Energie V (q) und
erha¨lt dann die Lagrange-Bewegungsgleichungen durch die Ableitungen
d
dt
(
∂L(q, q˙)
∂q˙i
)
− ∂L(q, q˙)
∂qi
= τi, fu¨r i = 1 . . . n, (2.85)
mit den generalisierten Kra¨ften/Momenten τ . Nichtkonservative Kra¨fte z.B. auf-
grund Reibung oder Da¨mpfung ko¨nnen in (2.85) durch einen Koeffizientenver-
gleich im virtuellen Arbeitsausdruck
δAe = τ1 δq1 + τ2 δq2 + . . .+ τn δqn (2.86)
beru¨cksichtigt werden [21].
Um die Bewegungsgleichungen (2.85) auf die allgemeine Form
M(q) q¨+C(q, q˙) q˙+ g(q) = τ (2.87)
zu bringen, wird die kinetische Energie durch die Beziehung
T (q, q˙) =
1
2
Nb∑
i=1
(
ωiT IiO +m
i viT vi + 2mi riTCM
(
v˜iωi
))
(2.88)
und die potentielle Energie durch die Beziehung
V (q) = −g eTg
Nb∑
i=1
(
miAiT
(
pi + riCM
))
(2.89)
berechnet. Dabei ist eg ∈ IR3 ein Einheitsvektor, der in Richtung der Gravitation
zeigt und g ist die Gravitationskonstante.
Die Darstellung des Coriolis- und Zentripedalvektors c(q, q˙) = C(q, q˙) q˙ ist nicht
eindeutig. Unter Verwendung der sog. Christoffell Symbole ci,jk lauten die Ele-
mente der Matrix C [22]:
Cij =
n∑
k=1
ci,jk q˙k
ci,jk =
1
2
(
∂Mij(q)
∂qk
+
∂Mik(q)
∂qj
− ∂Mjk(q)
∂qi
)
.
(2.90)
4In der Robotik bezeichnet man die generalisierten Koordinaten q meist als Gelenkkoordi-
naten
29
2.2 Dynamik der starren Ko¨rper
Die Elemente des Gravitationsvektors g(q) ko¨nnen mit
gi =
∂V (q)
∂qi
fu¨r i = 1 . . . n, (2.91)
abgeleitet werden. Somit kann man die Vorschriften zur Berechnung der Matrizen
M, C und des Vektors g wie folgt zusammenfassen:
• die Diagonalelemente der Massenmatrix Mii sind gleich der Koeffizienten
von q˙2i /2 und die Nebendiagonalelemente Mij fu¨r i 6= j sind gleich der
Koeffizienten von q˙i q˙j, jeweils des Ausdrucks der kinetischen Energie aus
(2.88);
• die Elemente von C berechnen sich nach (2.90)
• und die Elemente von g nach (2.91).
2.2.2.2 DAE und ODE geschlossener Systeme
Eine Mo¨glichkeit zur Berechnung der symbolischen Bewegungsgleichungen eines
sog. geschlossen Mehrko¨rpersystems (d.h. ein System mit geschlossenen kinema-
tischen Schleifen) ist die sog. Lagrange-Multiplikator Methode. Dabei berechnet
man erst die Bewegungsgleichungen der Ko¨rper mit serieller kinematischer Struk-
tur nach dem Formalismus aus Abschnitt 2.2.2.1 und schließt dann das System
durch die Zwangsbedingungen aus Abschnitt 2.1.5.3. Die resultierenden Bewe-
gungsgleichungen haben dann die Form
M(q) q¨+ h(q, q˙) = Gc(q, t)T λc
gc(q, t) = 0
(2.92)
wobei in (2.92) die Kra¨fte/Momente
h(q, q˙) = C(q, q˙) q˙+ g(q)− τ (2.93)
zusammengefasst wurden. Neben der gewo¨hnlichen Differentialgleichung (2.92)1
entha¨lt das System (2.92) eine sog. algebraische Nebenbedingung (2.92)2. Um die-
se Nebenbedingung stets zu erfu¨llen, wird zur gewo¨hnlichen Differentialgleichung
der Form (2.87) aus Abschnitt 2.2.2.1 ein Term von generalisierten Zwangskra¨ften
nach (2.75) zugefu¨gt. λc wird dabei als Lagrange-Multiplikator bezeichnet.
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Das geschlossene System (2.92) wird in der Literatur (siehe z.B. [29]) als diffe-
rential-algebraisches Gleichungssystem (DAE) mit dem Differentiationsindex 3
bezeichnet. Dabei gibt der Differentiationsindex die Anzahl der Differentiationen
(der Nebenbedingung (2.92)2) an, die zur Elimination der unbekannten Zwangs-
kra¨fte λc no¨tig sind.
Das Index 3 Problem (2.92) kann nur mit speziellen numerischen Algorithmen
gelo¨st werden, die z.B. nicht in den Standardmodulen von Matlab enthalten
sind. Des Weiteren ist die Form (2.92) fu¨r regelungstechnische Anwendungen un-
geeignet, da (2.92) keinen expliziten Ausdruck fu¨r die inverse Dynamik liefert.
Durch Einsetzen von (2.92)1 in die zweifache zeitliche Ableitung der Zwangsglei-
chung (2.92)2
g˙c(q, q˙) =
∂gc(q, t)
∂q
q˙+
∂gc(q, t)
∂t
= Gc(q, t) q˙+
∂gc(q, t)
∂t
= 0
g¨c(q, q˙) = Gc(q, t) q¨+ γ(q, q˙, t) = 0
γ(q, q˙, t) =
∂
∂q
(Gc(q, t) q˙) q˙+ 2
∂2gc(q, t)
∂q∂t
q˙+
∂2gc(q, t)
∂t2
(2.94)
erha¨lt man einen expliziten Ausdruck fu¨r die unbekannte Zwangskraft
λ = − (Gc(q, t)M(q)−1Gc(q, t)T )−1 (γ(q, q˙, t) +Gc(q, t)M(q)−1 h(q, q˙)) ,
(2.95)
der eingesetzt in (2.92) das DAE in ein gewo¨hnliches Differentialgleichungssystem
(ODE) u¨berfu¨hrt:
M(q) q¨+ h(q, q˙) = Pc(q, t) (γ(q, q˙, t) +Gc(q, t)M(q)−1 h(q, q˙))
Pc(q, t) = −Gc(q, t)T (Gc(q, t)M(q)−1Gc(q, t)T )−1
h(q, q˙) = C(q, q˙) q˙+ g(q)− τ
(2.96)
Im Fall einer numerischen Integration des ODE’s (2.96) mu¨ssen konsistente An-
fangsbedingungen gewa¨hlt werden, die gc(q, 0) = 0 genu¨gen.
2.3 Mechanische Impedanz
In diesem Abschnitt wird der Begriff der mechanischen Impedanz am Beispiel des
neuromuskula¨ren Systems eingefu¨hrt. Ausgehend von der nichtlinearen Dynamik
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der Muskeln (siehe Abschnitt 2.3.1) werden dann die aus der klassischen Mecha-
nik bekannten Begriffe der linearen Steifigkeit und viskosen Da¨mpfung abgeleitet
(siehe Abschnitt 2.3.2) und einige grundlegende Eigenschaften angegeben.
2.3.1 Impedanz der Muskeln
Als mechanische Impedanz der Muskeln bezeichnet man ein Systemverhalten mit
den Bewegungsgro¨ßen (d.h. La¨ngen und A¨nderungsgeschwindigkeiten der La¨ngen)
sowie einem neuralen Eingang als Eingangsgro¨ßen und Kra¨ften (d.h. Muskel-
kra¨ften) als Ausgangsgro¨ßen. Dabei werden die Eingangsgro¨ßen durch eine im all-
gemeinen nichtlineare Funktion auf den Ausgang abgebildet. Die Funktion muss
somit in expliziter Form5 fu¨r die Kra¨fte als Ausgang vorliegen.
Das Modell eines Muskels kann durch die allgemeine Zustandsraumdarstellung
fu¨r nichtlineare Systeme
x˙ = f(x,u)
y = g(x)
(2.97)
beschrieben werden. Dabei beschreibt die algebraische Funktion f(x,u) die Dy-
namik der Zusta¨nde x des Muskels in Abha¨ngigkeit der Eingangsgro¨ßen u und
g(x) die Ausgangskra¨fte y des Muskels. In der Literatur werden diverse Ansa¨tze
zur Beschreibung des Systems (2.97) (siehe z.B. [40, 41]) meist basierend auf
der Pionierarbeit von [16] vorgeschlagen. Diese Modelle eignen sich meist nur fu¨r
spezielle Anwendungen. Da eine detaillierte Analyse bezu¨glich des passenden Mo-
dells nicht Kernthema dieser Arbeit ist, wird die Struktur von (2.97) hier nicht
weiter untersucht.
Im Folgenden wird angenommen das f(x,u) integrierbar ist und eine explizite,
allgemein nichtlineare Funktion fu¨r die Kraft eines Muskels
hm = hm(lm, l0, vm, am), (2.98)
mit der gesamten Muskella¨nge lm, der Muskella¨nge im entspannten Zustand l0,
der A¨nderungsgeschwindigkeit der Muskella¨nge vm und der neuralen Aktivierung
am formuliert werden kann. Das Modell (2.98) kann als Kraftelement gesehen
werden, das u¨ber die starren Ko¨rper des Skelettes Momente in den Gelenken des
5Der Beweis fu¨r die Notwendigkeit der expliziten Funktion fu¨r die Kraft kann in [20] nach-
vollzogen werden.
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Abb. 2.5: Theoretisches Beispiel eines planaren Arms mit Muskeln als Kraftele-
mente. him fu¨r i = 1 . . . 4 sind monoartikula¨re Muskeln und h
i
m fu¨r i = 5, 6 sind
biartikula¨re Muskeln. Die Hebelarmla¨ngen e sind hier vereinfachend als konstant
und fu¨r alle Angriffspunkte als gleich dargestellt.
Arms einpra¨gt und somit eine Bewegung der starren Ko¨rper hervorruft6 (siehe
Abschnitt 2.2). Diese Bewegung wird wiederum auf den Muskel ru¨ckgekoppelt
und verursacht dort eine A¨nderung der Muskella¨nge lm.
Die Einpra¨gung der Gelenkmomente sowie die Ru¨ckkopplung der Muskelbewe-
gung wird u¨ber mechanische Hebelarme umgesetzt (siehe Abbildung 2.5). Dabei
greifen die sog. monoartikula¨ren Muskeln an den Hebelarmen eines Gelenks und
die sog. biartikula¨ren Muskeln an den Hebelarmen zweier Gelenke an. Die Um-
setzung der Muskelkra¨fte auf die Gelenkmomente kann durch die Beziehung
τ = Lhm(lm, l0,vm, am) (2.99)
und umgekehrt die Ru¨ckkopplung der Gelenkbewegung auf die Muskelelemente
durch
∆lm = −LT ∆q (2.100)
bzw.
vm = −LT q˙ (2.101)
beschrieben werden. Dabei ist L ∈ IRn×Nm eine mo¨gliche Hebelarmmatrix, ∆lm =
lm − l0 und ∆q = q− q0 mit n der Anzahl der Gelenkfreiheitsgrade und Nm der
Anzahl der Muskeln. Die Nm skalaren Muskeln nach (2.98) wurden in (2.99) zur
Vektorfunktion hm(lm, l0vm, am) zusammengefasst. Fu¨r das theoretische Beispiel
aus Abbildung 2.5 hat die Hebelarmmatrix die Struktur:
L =
[
−e e 0 0 −e e
0 0 −e e −e e
]
. (2.102)
6Ein System das aus der Ursache der Kraft eine Bewegung als Wirkung zeigt, kann als
mechanische Admittanz bezeichnet werden.
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Substituiert man (2.100), (2.101) und a ≡ am in (2.99) so folgt die Definition der
Impedanz des neuromuskula¨ren Systems fu¨r die Gelenkmomente des Arms
h(q, q˙, a) = Lhm(q, q˙, a), (2.103)
die den folgenden Untersuchungen dieser Arbeit zugrunde gelegt wird7.
2.3.2 Lokal linearisierte Steifigkeit und Da¨mpfung
Aus der allgemeinen Definition der Impedanz des menschlichen Arms (2.103)
kann ein lokal linearisiertes Modell mit konstanten Parametern abgeleitet werden.
Die Taylorreihenentwicklung fu¨r den Arbeitspunkt q0 ≡ q(t0), q˙(t0) = 0 und
a0 ≡ a(t0), abgebrochen nach den Termen 1. Ordnung, lautet:
h⋆ = h|q0,a0 +
∂h(q, q˙, a)
∂q
∣∣∣∣
q0,a0
∆q+
∂h(q, q˙, a)
∂q˙
∣∣∣∣
q0,a0
∆q˙+
∂h(q, q˙, a)
∂a
∣∣∣∣
q0,a0
∆a
(2.104)
Dabei gilt ∆q = q−q0 und ∆a = a− a0. Die Summanden der rechten Seite von
(2.104) haben folgende Bedeutung: Der konstante Summand h|q0,a0 beschreibt
die Kraft in der Ausgangskonfiguration q0. Der Koeffizient der Verschiebung ∆q
Kq =
∂h(q, q˙, a)
∂q
∣∣∣∣
q0,a0
(2.105)
ist die konstante und positiv definite Steifigkeitsmatrix und der Koeffizient der
Verschiebungsgeschwindigkeit ∆q˙
Dq =
∂h(q, q˙, a)
∂q˙
∣∣∣∣
q0,a0
(2.106)
die konstante Da¨mpfungsmatrix. In dieser Arbeit wird die Aktivierung stets als
konstant angenommen (siehe Abschnitt 5.1), d.h. ∆a = 0 und somit ist der letzte
Summand aus (2.104) gleich Null. Schließlich folgt durch Substitution von (2.105),
(2.106) und ∆h = h⋆ − h|q0,a0 in (2.104) das lokal linearisierte Impedanzmodell
∆h = Kq∆q+Dq∆q˙, (2.107)
das den folgenden Untersuchungen zugrunde liegt.
7In (2.103) ist nur die Abha¨ngigkeit der zeitvarianten Variablen angegeben.
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Aus dem Kraftfeld
∆τK(∆q) = Kq∆q (2.108)
ko¨nnen folgende Eigenschaften der Steifigkeitsmatrix abgeleitet werden:
• das Kraftfeld (2.108) besitzt
”
elastische“ Eigenschaften, wenn es konservativ
ist.
Diese Eigenschaft ist gleichbedeutend mit den Aussagen:
• aus dem Kraftfeld la¨sst sich eine koordinatensysteminvariante Potential-
funktion VK =
∫
(∆τK(∆q)) dq ableiten;
• die Integrabilita¨tsbedingungen sind erfu¨llt bzw. das Kraftfeld ist Wirbelfrei,
d.h. rot (∆τK(∆q)) = 0;
• die Steifigkeitsmatrix ist symmetrisch, d.h. Kq −KTq = 0.
Existiert eine Bijektion x = f(q) zwischen den generalisierten Gelenkkkordinaten
q ∈ IRn und den kartesischen Koordinaten x ∈ IRm, d.h. n = m und ist die
Jacobimatrix J(q) = ∂f(q)/∂q invertierbar, dann gelten die Beziehungen
∆x = J(q)∆q, (2.109)
sowie
∆τ = J(q)T ∆F, (2.110)
die eingesetzt in (2.108) den Ausdruck
∆F = J(q)−T Kq J(q)
−1 ∆x = Kx∆x (2.111)
fu¨r das Vektorfeld der kartesischen generalisierten Kra¨fte F ∈ IRm liefern. Somit
lautet die Transformationsvorschrift fu¨r die Steifigkeitsmatrix zwischen Gelenk-
koordinaten und kartesischen Koordinaten:
Kx = J(q)
−T Kq J(q)
−1. (2.112)
Ist das Kraftfeld der Gelenksteifigkeiten (2.108) konservativ, so treffen die glei-
chen Aussagen (siehe oben) auf das kartesische Kraftfeld (2.111) zu.
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Fu¨r die Da¨mpfung aus (2.106) kann analog zu (2.108) das geschwindigkeits-
abha¨ngige Kraftfeld
∆τD(∆q˙) = Dq∆q˙ (2.113)
definiert werden. Existiert fu¨r (2.113) die skalare und koordinatensysteminvari-
ante Integralfunktion VD =
∫
(∆τD(∆q˙)) dq˙, so kann man fu¨r (2.113) zu (2.108)
analoge Aussagen fu¨r die Da¨mpfung treffen. Anders als bei der Steifigkeit besitzt
die Integralfunktion VD keine sinnvolle physikalische Bedeutung.
Die Koordinatentransformation der Da¨mpfungsmatrix (die Herleitung ist analog
zu (2.111), wobei die Beziehung x˙ = J(q) q˙ verwendet wird) lautet:
Dx = J(q)
−T Dq J(q)
−1. (2.114)
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Kapitel 3
Parameteridentifikation
3.1 Problemstellung
Mit den Methoden aus Kapitel 2 ko¨nnen dynamische Modelle des menschlichen
Arms beschrieben werden. Im Allgemeinen bestehen diese Modelle aus Funktio-
nen, welche die Bewegungsgro¨ßen in Abha¨ngigkeit der sog. (konstanten) Modell-
parameter auf Kra¨fte/Momente abbilden. Die Modellparameter sind zuna¨chst
unbekannt und mu¨ssen anhand von Messungen bestimmt werden. Eine derarti-
ge Fragestellung wird als experimentelle System- oder Parameteridentifikation
bezeichnet.
Den prinzipiellen Ablauf der experimentellen Parameteridentifikation zeigt Abbil-
dung 3.1. Dabei beschreibt der Block
”
Prozess“ den
”
realen“ menschlichen Arm
und der Block
”
Modell“ das mathematische Modell des menschlichen Arms. Die
Eingangsgro¨ßen u (d.h. die Bewegungsgro¨ßen) und Ausgangsgro¨ßen y des Pro-
Abb. 3.1: Wirkungsplan der experimentellen Parameteridentifikation
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zesses werden als zuga¨nglich und somit messbar vorausgesetzt. Bildet man die
Eingangsgro¨ßen u u¨ber das Modell auf die gescha¨tzten Ausgangsgro¨ßen yˆ ab, so
entsteht eine Differenz
ε = y − yˆ (3.1)
zwischen den realen und gescha¨tzten Ausgangsgro¨ßen. Die Differenz ε wird als
Residuum bezeichnet und ist ein Maß dafu¨r, wie genau das Modell den realen
Prozess approximiert. Das Ziel der Parameteridentifikation ist es, die Modellpa-
rameter/Struktur so einzustellen, dass das Residuum verschwindet. Eine derartige
Problemstellung bezeichnet man als Optimierung.
3.2 Parameteridentifikation mittels linearer Op-
timierung
Kommen die unbekannten Modellparameter linear im Residuum ε vor und setzt
man als Gu¨tefunktional (d.h. als zu minimierende Funktion) das Quadrat der
euklidischen Norm εT ε an, so erha¨lt man ein lineares Optimierungsproblem [25].
Das lineare Optimierungsproblem, das in der Statistik auch als lineare Regression
bezeichnet wird, besitzt die folgenden wichtigen Eigenschaften:
• es existiert ein einheitliches Optimum, d.h. ein globales Minimum;
• die Lo¨sung des Problems kann analytisch bestimmt werden;
• es existieren stabile und schnelle numerische Algorithmen zur Berechnung
der Lo¨sung;
• das Problem kann rekursiv formuliert werden.
3.2.1 Gu¨tefunktional des linearen Optimierungsproblems
Das bezu¨glich der unbekannten Parameter lineare Modell kann in der allgemeinen
Form
W(X) ζ = Y (3.2)
geschrieben werden. Dabei entha¨lt die Regressormatrix W(X) ∈ IRr×c, mit r
der Anzahl der Zeilen des linearen Gleichungssystems (3.2) und c der Anzahl der
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Zeilen der unbekannten Parametermatrix ζ ∈ IRc×d, als Komponenten die sog.
unabha¨ngigen Variablen X = f(u). Fu¨r den Fall der Bewegungsgleichungen aus
Kapitel 2, wie auch beim dynamischen Modell des menschlichen Arms, ko¨nnen als
Eingangsgro¨ßen die Bewegungsgro¨ßen d.h. z.B. u = [q¨T q˙T qT ]T gewa¨hlt werden.
Die Ausgangsmatrix hat die Dimension Y ∈ IRr×d und beinhaltet als Komponen-
ten die sog. abha¨ngigen Variablen y.
Im Folgenden wird ohne Beschra¨nkung der Allgemeinheit der Fall d = 1 beschrie-
ben und somit lautet das Residuum der linearen Regression
ε = Y − Yˆ = Y −W ζ, mit ε ∈ IRr. (3.3)
Das quadratische Gu¨tefunktional kann somit mit ε aus (3.3) wie folgt als Summe
dargestellt werden:
I(ζ) =
1
2
εT ε =
1
2
ζT H ζ + hT ζ + h0, (3.4)
wobei der Faktor 1/2 nur als Normierung dient. Die Hessematrix
H =
∂2I(ζ)
∂ζ2
= (WT W) ∈ IRc×c (3.5)
in (3.4) stellt die zweite Ableitung bezu¨glich der Parametermatrix dar und kann
durch die quadratische Form der Regressormatrix berechnet werden. Weitere
Abku¨rzungen in (3.4) sind der lineare Term
h = −WT Y, (3.6)
sowie der konstante und skalare Term
h0 = Y
T Y. (3.7)
Die Hessematrix aus (3.5) ist konstant und positiv definit. Dies liefert den all-
gemein bekannten Beweis der Existenz eines globalen Optimums fu¨r lineare Op-
timierungsprobleme mit quadratischem Gu¨tefunktional nach (3.4). Fu¨r den Fall
c = 2 kann das Gu¨tefunktional aus (3.4) graphisch als Fla¨che dargestellt (siehe
Abbildung 3.2) werden. Die Fla¨che besitzt die geometrische Form eines Parabolo-
ids und zeigt anschaulich die konvexe Eigenschaft des linearen Optimierungspro-
blems.
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Abb. 3.2: Gu¨tefunktional fu¨r ein lineares Optimierungsproblem mit zwei Para-
metern.
3.2.2 Methode der kleinsten Fehlerquadrate
3.2.2.1 Minimierung des Gu¨tefunktionals
Das Problem
min
ζ
I(ζ) (3.8)
mit I(ζ) nach (3.4) aus Abschnitt 3.2.1 fu¨hrt auf die allgemein bekannte Methode
der kleinsten Fehlerquadrate, die erstmals von Gauss im Jahre 1795 entwickelt
wurde. Da in den meisten Lehrbu¨chern (wie z.B. [25]) auf die Herleitung der
Lo¨sung von (3.8) verzichtet wird, erfolgt hier eine kurze Erkla¨rung.
Zur Berechnung des Minimums von (3.4) wird die erste Ableitung bezu¨glich des
Parametervektors ζ gebildet, d.h.
∂I(ζ)
∂ζ
=
1
2
ζT HT +
1
2
ζT H+ hT
=
1
2
ζT (HT +H) + hT
= ζT H+ hT .
(3.9)
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Dabei wurde in (3.9) zur Ableitung der quadratischen Form von den Identita¨ten
ζT H ζ = ζHT ζT (die quadratische Form ist ein Skalar) und HT +H = 2H (die
Hessematrix ist symmetrisch) Gebrauch gemacht. Durch Nullsetzten der letzten
Zeile von (3.9) und mit der Substitution (3.6) folgt die Lo¨sung von (3.8)
ζˆ = H−1WT Y = (WT W)−1WT Y. (3.10)
Der Koeffizient von Y ist die pseudoinverse Matrix W† der Regressormatrix.
3.2.2.2 Standardabweichung der Parameterscha¨tzung
Die Parameterscha¨tzung nach (3.10) ist fehlerbehaftet, da die RegressormatrixW
Messdaten entha¨lt. Eine Mo¨glichkeit zur Bestimmung der Standardabweichung
der Parameterscha¨tzung wird in [22] vorgeschlagen. Dabei wird davon Ausge-
gangen, dass W deterministisch ist und das Residuum ε sich aus einem mittel-
wertfreien weißen Rauschen mit der Standardabweichung σε zusammensetzt. Die
Kovarianzmatrix des Residuums kann dann mit der Beziehung
Cε = E(ε ε
T ) = σ2ε I (3.11)
berechnet werden. Dabei bildet E(.) den Erwartungswert, I die r× r-Einheitsma-
trix und
σ2ε =
∥∥∥Y −W ζˆ∥∥∥2
r − c (3.12)
die unverfa¨lschte Varianz. Mit der Kovarianzmatrix der Parameterscha¨tzung
Cζˆ = E
(
(ζ − ζˆ) (ζ − ζˆ)T
)
= σ2ε(W
T W)−1 (3.13)
kann nun die Standardabweichung des i-ten Parameters aus
σζˆi =
√
Cζˆ,ii (3.14)
berechnet werden.
3.2.2.3 Konditionierungszahl
Ummit (3.10) eine genaue Parameterscha¨tzung zu erhalten, muss die Hessematrix
H gut konditioniert sein. Nach der Definition von [22] wird ein Maß zur Quantifi-
zierung der Konditionierung u¨ber die Singula¨rwertzerlegung der Regressormatrix
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W ∈ IRr×c
W = UΣVT (3.15)
beschrieben. Dabei sind U ∈ IRr×r und V ∈ IRc×c orthogonale Matrizen. Die Ma-
trix Σ ∈ IRr×c entha¨lt die Sigula¨rwerte σi vonW in absteigender Reihenfolge auf
der Diagonalen, wobei das Verha¨ltnis des gro¨ßten und kleinsten Singula¨rwertes
die sog. Konditionierungszahl
cond(W) =
σmax
σmin
(3.16)
bestimmt. Die bestmo¨gliche Konditionierung erha¨lt man fu¨r cond(W) = 1. Da
die Singula¨rwerte der Regressormatrix identisch mit denWurzeln der Eigenwerten
der Hessematrix sind, d.h. σi(W) =
√
λi(H), mu¨ssen fu¨r cond(W) = 1 die Hesse-
matrix diagonal und die einzelnen Diagonalelement identisch sein. Dies bedeutet
anschaulich, dass die Isoho¨henlinien des Gu¨tefunktionals aus Abbildung 3.2 ex-
akte Kreise darstellen. Fu¨r schlechtere Konditionierungen cond(W) > 1 werden
die Isoho¨henlinien zu Ellipsen und dies bedeutet, dass die Parameterscha¨tzung
immer sensibler auf Schwankungen in Y reagiert. Der Grenzwert cond(W)→∞
stellt sich ein, wenn die Regressormatrix an Rang verliert, d.h. rank(W) < c. In
diesem Fall sind mindestens zwei Spalten der RegressormatrixW linear abha¨ngig
und die Hessematrix singula¨r. Folglich kann der Parametersatz ζ nicht mehr nach
(3.10) bestimmt werden.
Aus praktischer Sicht haben hohe Konditionierungszahlen, die im Grenzfall zu
Rangdefiziten fu¨hren u.a. folgende Ursachen:
1. die unbekannten Parameter sind linear abha¨ngig, d.h. ∀αi 6= 0, α1 ζ1+α2 ζ2+
. . .+ αc ζc = 0;
2. die Parameter ζi wurden nicht ausreichend angeregt und somit ist die Norm
der zugeho¨rigen Regressorspalten kleiner als die numerische Genauigkeit,
d.h. ‖wi‖ < ǫ;
3. die Anregungen wurden so gewa¨hlt, dass sich die Gro¨ßenordnungen von
mindestens zwei Regressorspalten wertema¨ßig stark unterscheiden, d.h. z.B.
‖wi‖ ≪ ‖wj‖.
Im Fall 1. muss ein Satz von linear unabha¨ngigen Parametern ζ gefunden wer-
den. Dies kann mit numerischen Algorithmen auf der Basis der Singula¨rwertzerle-
gung oder QR-Zerlegung (siehe z.B. [11]) oder auf analytischem Wege (siehe z.B.
42
3.2 Parameteridentifikation mittels linearer Optimierung
[12]) erfolgen. Fu¨r die Fa¨lle 2. und 3. kann theoretisch eine Anregungstrajektorie
gefunden werden, so dass min
u
cond(W) (siehe Abschnitt 5.3.3) und somit alle
unbekannten Parameter ausreichend angeregt werden.
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Kapitel 4
Aufbau zur Messung der
Impedanzparameter
4.1 Komponenten des Messaufbaus
4.1.1 Gesamtu¨bersicht der Anlage
Der Aufbau zur experimentellen Identifikation der Impedanzparameter des
menschlichen Arms besteht aus den Komponenten:
1. Grundrahmen,
2. Aufbaurahmen mit Vollschalensitz,
3. Hubsa¨ule,
4. Leichtbauroboter,
5. Koppelstelle mit Kraftmomentensensor und
6. Monitor,
die in Abbildung 4.1 dargestellt sind. Der Grundrahmen sowie der Aufbaurahmen
besteht aus dickwandigen Stahlprofilen und ist als Schweißkonstruktion gefertigt.
Um bezu¨glich der Konfiguration von Roboter und Arm variable zu sein, kann
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Abb. 4.1: Gesamtaufbau: (1) Grundrahmen, (2) Aufbaurahmen mit Vollscha-
lensitz, (3) Hubsa¨ule, (4) Leichtbauroboter, (5) Koppelstelle mit Kraftmomen-
tensensor und (6) Monitor.
der Aufbaurahmen u¨ber ein Bohrungsraster in der horizontalen Ebene verstellt
werden. Zur Fixierung des Oberko¨rpers der Versuchsperson im Vollschalensitz,
ist am Aufbaurahmen ein sog. Vierpunktgurt befestigt. Der Leichtbauroboter ist
u¨ber eine Winkelkonsole (60◦) auf der elektrisch verstellbaren Hubsa¨ule montiert.
Im Sichtbereich der Versuchsperson ist ein Monitor zur Visualisierung der Ver-
suchsrandbedingungen befestigt.
Eine Beschreibung des Leichtbauroboters und der Koppelstelle erfolgt in den
folgenden Abschnitten.
4.1.2 Der DLR Leichtbauroboter
Der DLR Leichtbauroboter (LBR) ist ein kinematisch redundanter Manipulator
mit sieben rotatorischen Achsen in Leichtbauweise. Die technischen Daten des
Leichtbauroboters sind in Tabelle 4.1 und 4.2 zusammengefasst.
Der LBR wird als Positions- und Kraftquelle zur Anregung des Arms und zur
Messung der Endeffektorlage fu¨r die experimentellen Untersuchungen (siehe Ab-
schnitt 5) verwendet. Daher werden im folgenden einige technische Eigenschaften
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Gesamtgewicht 14 kg
Max. Nutzlast 14 kg
Max. Gelenkgeschwindigkeit 120 ◦/s
Anzahl der Achsen 7
Max. Reichweite 936mm
Antriebe DLR-RoboDrive
Getriebe Harmonic Drive
Sensoren (pro Gelenk) 1 Positionssensor (antriebsseitig), 1 Drehmomentsensor (abtriebsseitig)
Bremsen Elektromagnetische Sicherheitsbremsen
Spannungsversorgung 48V DC
Regelung Positions-, Momenten- und Impedanzregelung
Reglertakte Stromregelung: 40 kHz, Gelenkregelung 3 kHz, Kartesisch 1 kHz
Elektronik Integrierte Elektronik, interne Verkabelung,
Kommunikation u¨ber den optischen SERCOS-Bus
Tab. 4.1: Technische Daten des DLR Leichtbauroboters
Achse 1 2 3 4 5 6 7
Gelenkgrenzen ±170◦ ±120◦ ±170◦ ±120◦ ±170◦ +80◦,−45◦ +60◦,−30◦
Max. Momente (Nm) 165 165 100 100 70 35 35
Tab. 4.2: Gelenkgrenzen und maximale Drehmomente
des LBR’s diskutiert. Die Winkelstellung der Gelenke wird antriebsseitig vor dem
Getriebe gemessen. Da das Getriebe und der darauf folgende Drehmomentsensor
nachgiebig sind, weicht der relative Winkel zweier benachbarter Verbindungs-
glieder (unter Beru¨cksichtigung der Getriebeu¨bersetzung) von der antriebsseitig
gemessenen Winkelstellung ab. Berechnet man die Endeffektorlage u¨ber die an-
triebsseitig gemessenen Winkelstellungen (Vorwa¨rtskinematik), so pflanzt sich
dieser Messfehler fort. Eine bessere Scha¨tzung der Endeffektorlage erha¨lt man
u¨ber die abtriebsseitigen Winkelstellungen. Diese ko¨nnen bei bekannter Nachgie-
bigkeit der Antriebsstra¨nge u¨ber die antriebsseitigen Winkel und die abtriebs-
seitigen Drehmomenten berechnet werden (siehe (4.15) in Abschnitt 4.2.1). Die
Bestimmung der abtriebsseitigen Winkellage basiert auf der Annahme, dass die
Reibung und Tra¨gheit des Getriebes vernachla¨ssigbar ist. Eine weitere Fehlerquel-
le bei der Messung der Endeffektorlage sind die nachgiebigen Verbindungsglieder
des LBR’s. Dieser systematische Messfehler ist schwer zu quantifizieren (komple-
xes FEM-Modell) und wird bei den folgenden Messungen nur pra¨ventiv minimiert
(siehe Abschnitt 4.2.4.4).
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Abb. 4.2: Koppelstelle: (1) Kraftmomentensensor, (2) Drehgelenk, (3) Magnet-
kupplung und (4) Unterarmbandage.
4.1.3 Koppelstelle und Kraftmomentensensor
Die Schnittstelle zwischen Roboter und (menschlichem) Unterarm besteht aus
vier Hauptkomponenten:
1. Kraftmomentensensor,
2. Drehgelenk,
3. Magnetkupplung und
4. Unterarmbandage,
die in Abbildung 4.2 im Verbund dargestellt sind.
Der Kraftmomentensensor misst die Reaktionskra¨fte und Momente zwischen Ro-
boter und Unterarm. Der verwendete Sensor ist ein Produkt der Firma JR3 und
erfasst die Kra¨fte und Momente in jeweils drei orthogonalen Koordinatenrichtun-
gen. Der Messbereich fu¨r die Kra¨fte betra¨gt Fx, Fy = ±200N , Fz = ±400N und
fu¨r die MomenteMx,My,Mz = ±20Nm. Die Messdaten des Sensors werden u¨ber
eine PCI-Karte der gleichen Firma an einen Echtzeit-Rechner u¨bertragen und
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ko¨nnen dort synchron mit den Positionsdaten des LBR’s aufgezeichnet werden.
Die Datenu¨bertragung erfolgt u¨ber die RS-485 Schnittstelle mit einer U¨bertra-
gungsrate bis 8 kHz. In der PCI-Karte erfolgt die Entkopplung der Kra¨fte und
Momente mit der im Sensor gespeicherten Kalibriermatrix.
Zwischen Kraftmomentensensor und Magnetkupplung kann ein Drehgelenk mit
einem rotatorischen Freiheitsgrad (Rotations- und Verbindungsachse sind iden-
tisch) eingesetzt werden. Das Drehgelenk gleicht die Rotation bei planaren Arm-
konfigurationen aus und verhindert somit die Einleitung eines Moments in Rich-
tung der Rotationsachse.
Die Verbindung zwischen Kraftmomentensensor bzw. Drehgelenk und Unterarm-
bandage wird u¨ber eine im DLR entwickelte Magnetkupplung hergestellt. Sie
besteht aus einer ferromagnetischen dreiseitigen Eisenpyramide mit Permanent-
magneten als Gegenstu¨ck und o¨ffnet bei einer Momentenbelastung von ca. 25Nm.
Die Eisenpyramide der Magnetkupplung ist u¨ber ein Fra¨steil aus Aluminium mit
der Blechkonsole der Unterarmbandage verschraubt.
Die Unterarmbandage besteht aus thermisch verformbarem Kunststoff, wurde
durch eine Orthopa¨dietechniker individuell an die jeweilige Versuchsperson ange-
passt und ist somit eine kraft- und formschlu¨ssige Verbindung zwischen Unterarm
und Messanlage. Die durch Nieten am Kunststoff befestigte Blechkonsole kann
den Unterarm entgegen der Gravitationswirkung in der gewu¨nschten Orientierung
halten.
Die Beschriebenen Komponenten werden mit dem flachen Handwechselsystem
(FWS) der Firma Schunk untereinander und mit dem Roboterflansch verbun-
den.
4.2 Regelung und Steuerung des Leichtbaurobo-
ters
In diesem Abschnitt wird die Steuerung und Regelung des Leichtbauroboters
beschrieben. Die Modellierung des Roboters, die Auslegung des Zustandsreglers
und die kartesische Impedanzregelung geho¨rten nicht zur zentralen Aufgabenstel-
lung und waren bereits zu Beginn dieser Arbeit implementiert. Dennoch sind
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das dynamische Modell und der Zustandsregler die Grundlage fu¨r die kartesische
Positionsregelung und der kartesische Impedanzregler die Basis fu¨r die Manipu-
lierbarkeitsoptimierung und werden deshalb der Vollsta¨ndigkeit wegen in den fol-
genden Abschnitten beschrieben. Die Beschreibungen des dynamischen Modells
(Abschnitt 4.2.1), des Zustandsreglers (Abschnitt 4.2.2) und der kartesischen Im-
pedanzregelung (Abschnitt 4.2.4) basieren auf den Arbeiten [1, 26].
4.2.1 Dynamisches Modell
Die in diesem Abschnitt beschriebenen Bewegungsgleichungen des DLR Leicht-
bauroboters stu¨tzen sich auf die Modellannahmen und Formulierungen aus [1, 26],
wobei die Notationen aus Abschnitt 2.1.5 zur Beschreibung der Relativkinematik
verwendet werden.
Die Verbindungsglieder des Roboters werden als starre Ko¨rper modelliert und die
Elastizita¨ten der Verbindungsglieder, Getriebe und Drehmomentsensoren auf die
Gelenke reduziert. Dabei werden die in [26] getroffenen Annahmen u¨bernommen:
• Die Rotoren der Antriebe sind rotationssymmetrisch und starr und deren
Rotationsachsen sind kollinear zu den Achsen der jeweiligen Gelenke.
• Die Elastizita¨ten der Getriebe und Drehmomentsensoren wirken zwischen
den Rotoren und den jeweils darauf folgenden Verbindungsgliedern (siehe
Abbildung 4.3).
• Die Dynamik des Stromregelkreises der Antriebe ist vernachla¨ssigbar.
Die symbolischen Gleichungen des Robotermodells ko¨nnen unter Verwendung des
Lagrange-Formalismus aus Abschnitt 2.2.2.1 hergeleitet werden. Hierfu¨r beno¨tigt
man die kinetische und potentielle Energie der 2n Ko¨rper des gesamten Systems.
Der DLR Leichtbauroboter besteht aus jeweils sieben Verbindungselementen und
Antriebsrotoren (d.h. n = 7).
Die kinetische Energie der Verbindungselemente kann in der Form
T l(q, q˙) =
1
2
n∑
i=1
[
vl,i
ωl,i
]T [
ml,i I −ml,i r˜l,iCM
ml,i r˜l,iCM I
l,i
O
] [
vl,i
ωl,i
]
(4.1)
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Abb. 4.3: Modell des flexiblen Gelenks i zur Verbindung der Glieder i− 1 und i.
Die Motorpositionen sind unter Beru¨cksichtigung der Getriebeu¨bersetzungen Ni
auf den Abtrieb skaliert, d.h. θi = 1/Ni θmotor,i und τm,i = Ni τmotor,i
geschrieben werden, dabei ist ml,i die Masse, rl,iCM der Schwerpunktsabstand und
I
l,i
O der Tra¨gheitstensor des i-ten Verbindungsgliedes bezu¨glich Kl,i. Die Geschwin-
digkeiten vl,i und ωl,i des i-ten Verbindungsgliedes in Koordinaten Kl,i (siehe
Abbildung 4.3) ko¨nnen unter Verwendung der Beziehungen aus Abschnitt 2.1.5
berechnet werden:
vl,i = Bl,i
(
Dk,i−1
(
vl,i−1 − r˜k,i−1ωl,i−1)− d˜l,iDk,i−1 ωl,i−1) , (4.2)
ωl,i = Bl,i

Dk,i−1 ωl,i−1 + q˙i

 00
1



 . (4.3)
Dabei gilt Bl,i = f(qi).
Zur Berechnung der kinetischen Energie der Rotoren ko¨nnen einige Vereinfachun-
gen ausgenutzt werden:
• Km,i hat seinen Ursprung im Massenschwerpunkt des Rotors.
• Kk,i−1 wird so gewa¨hlt, dass gilt Kk,i−1 ≡ Km,i wenn θi = 0 (dies ist durch
die gestrichelte Linie in Abbildung 4.3) angedeutet).
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• Die Geschwindigkeiten der Rotoren vm,i und ωm,i werden in Koordinaten
von Kk,i−1 ausgedru¨ckt.
Somit vereinfacht sich der Ausdruck fu¨r die kinetische Energie der Rotoren zu
Tm(q, q˙, θ˙) =
1
2
n∑
i=1
[
vm,i
ωm,i
]T [
mm,i I 0
0 Im,iO
] [
vm,i
ωm,i
]
, (4.4)
mit den Geschwindigkeiten der Rotoren
vm,i = Dk,i−1
(
vl,i−1 − r˜k,i−1 ωl,i−1) , (4.5)
ωm,i = Dk,i−1 ωl,i−1 + θ˙i

 00
1

 . (4.6)
Der Tra¨gheitstensor der Rotoren Im,iO ist unter der Annahme der Rotationssym-
metrie nur noch diagonal besetzt.
Die gesamte kinetische Energie des Systems kann durch die Beziehungen aus [26]
auf die Form
T (q, q˙, θ˙) = T l(q, q˙) + Tm(q, q˙, θ˙)
=
1
2
[
q˙
θ˙
]T [
Ml(q) +Mm(q) S(q)
S(q)T ImO
] [
q˙
θ˙
]
(4.7)
gebracht werden. Dabei ist Ml(q) die Massenmatrix der Verbindungsglieder,
Mm(q) die Massenmatrix der Rotoren. S(q) beschreibt die Massenkopplung zwi-
schen den Verbindungsgliedern und Rotoren. ImO ist der konstante Tra¨gheitstensor
aller Rotoren und ist nur diagonal besetzt.
Die potentielle Energie des Roboters besteht aus dem Anteil der Steifigkeitspo-
tentiale der Gelenke (siehe Abbildung 4.3) und dem Gravitationspotential der
Massen ml,i und mm,i. Die potentielle Energie der linearen Federn in den Gelen-
ken lautet
Vk(q,θ) =
1
2
(θ − q)T K (θ − q), (4.8)
wobei die Steifigkeitsmatrix K nur diagonal besetzt ist und Kii die Steifigkeit
des i-ten Gelenks repra¨sentiert. Der Gravitationsanteil der potentiellen Energie
lautet
Vg(q) = −geTg
(
n∑
i=1
ml,i 0pl,iCM(q) +m
m,i 0p
m,i
CM(q)
)
. (4.9)
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Dabei ist eg ein Einheitsvektor, der in die Richtung der Erdfallbeschleunigung
zeigt. Der Ortsvektor
0p
l,i
CM(q) = (A
l,i−1)T
(
pl,i−1 + rk,i−1 + (Dk,i−1)T
(
dl,i + (Bl,i)T rl,iCM
))
(4.10)
zeigt zum Massenschwerpunkt des i-ten Verbindungsgliedes und
0p
m,i
CM(q) = (A
l,i−1)T
(
pl,i−1 + rk,i−1
)
(4.11)
zum Massenschwerpunkt des i-ten Rotors. Beide Ortsvektoren werden in Kompo-
nenten der Inertialkoordinaten K0 beschrieben. Die gesamte potentielle Energie
des Roboters ist somit
Vpot(q,θ) = Vk(q,θ) + Vg(q). (4.12)
Mit der Lagrange-Funktion
L(q,θ, q˙, θ˙) = T (q, q˙, θ˙)− Vpot(q,θ) (4.13)
kann somit unter Anwendung des Formalismus aus Abschnitt 2.2.2.1 das dyna-
mische Modell des DLR Leichtbauroboters
MR(q)
[
q¨
θ¨
]
+CR(q, q˙)
[
q˙
θ˙
]
+
[
g(q)
K (θ − q)
]
=
[
K (θ − q) + τ ext
τm
]
(4.14)
abgeleitet werden. Dabei ist
MR(q) =
[
Ml(q) +Mm(q) S(q)
S(q)T ImO
]
die Massenmatrix des gesamten Roboters (vgl. (4.7)) und
g(q) =
(
∂Vg(q)
∂q
)T
der Vektor der Gravitationsmomente. CR(q, q˙) ist die Coriolis- und Zentripedal-
matrix des Roboters und τ ext die externen Momente.
Unter der Annahme:
• die kinetische Energie der Rotoren ist dominierend durch die Winkelge-
schwindigkeit der Motoren verursacht [1],
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kann das dynamische Modell (4.14) auf das Gleichungssystem
M(q) q¨+C(q, q˙) q˙+ g(q) = τ + τ ext
ImO θ¨ + τ = τm
K (θ − q) = τ
(4.15)
mit M(q) =Ml(q) +Mm(q) reduziert werden.
Das Modell (4.15) ist konservativ und beru¨cksichtigt keine Reibungs-, bzw. Da¨mp-
fungseffekte. Eine sinnvolle Vervollsta¨ndigung des Modells (4.15) ist die Beru¨ck-
sichtigung der motorseitigen Reibung τF und eine viskose Da¨mpfung D (θ˙ − q˙)
parallel zu den Gelenksteifigkeiten K. Das dynamische Modell mit dissipativen
Termen hat dann die Form
M(q) q¨+C(q, q˙) q˙+ g(q) = τ +DK−1 τ˙ + τ ext
ImO θ¨ + τ +DK
−1 τ˙ + τ F = τm
K (θ − q) = τ
(4.16)
4.2.2 Der Zustandsregler
In diesem Abschnitt wird der im DLR Leichtbauroboter implementierte Zustands-
regler erla¨utert. Die Beschreibung dient als Grundlage fu¨r die folgenden Abschnit-
te und beschra¨nkt sich auf eine vereinfachte Form des derzeit im Roboter verwen-
deten Reglers. Auch erfolgt hier keine Auslegung der Reglerparameter und keine
Stabilita¨tsanalyse. Fu¨r eine ausfu¨hrliche Synthese und Analyse des Reglers sei
auf [1] verwiesen.
Zur Beschreibung des Reglergesetzes wird das Modell (4.16) fu¨r das i-te Gelenk
in einen quasilinearen und nichtlinearen Anteil zerlegt:
τm,i = I
m
O,iiθ¨i + τi +DiiK
−1
ii τ˙i + {τF,i}
τi +DiiK
−1
ii τ˙i = Mii(qi+1 . . . qn)q¨i+{∑
j 6=i
Mij(q)q¨j + ci(q, q˙)q˙+ gi(q)
} (4.17)
Dabei ist der nichtlineare Anteil durch {.} gekennzeichnet.
Fu¨r den linearen Anteil aus (4.17) kann das Gesetz eines Zustandsreglers 4. Ord-
nung formuliert werden:
τm = KP (θd − θ)−KD θ˙ −KT K−1τ −KSK−1 τ˙
+ {τ vorst +KT K−1 τ d + τ F} ,
(4.18)
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mit den Reglerversta¨rkungen der Zustandsru¨ckfu¨hrung KP , KD, KT und KS.
Durch τ vorst, τ d und τF in (4.18) ko¨nnen die nichtlinearen Terme wie Schwerkraft
und Reibung (siehe (4.17)) kompensiert werden. Im einfachsten Fall kann τ d =
τ vorst = g(q) gewa¨hlt werden.
Abb. 4.4: Blockschaltbild des vereinfachten Zustandsreglers (in Anlehnung an
Abbildung 4.3 aus [1])
Abbildung 4.4 zeigt das Blockschaltbild des vereinfachten Zustandsreglers nach
(4.18). Der Regler wirkt wie ein PD-Regler fu¨r die Regelgro¨ßen Antriebspositi-
on und Abtriebsmoment und kann sowohl als Positionsregler sowie Kraftregler
verwendet werden. Der Referenzwerteingang θd wird in Abschnitt 4.2.3 fu¨r die
kartesische Positionsregelung und τ d verwendet.
4.2.3 Kartesische Positionsregelung
Durch den Gelenkregler (Abbildung 4.4 aus Abschnitt 4.2.2) kann der Roboter ei-
ner Trajektorie in Gelenkwinkeln θd(t) folgen. Um jedoch dem positionsgeregelten
Roboter eine aufgabenbezogene Trajektorie xd(t) in kartesischen Endeffektorko-
ordinaten vorgeben zu ko¨nnen, beno¨tigt man die inversen Kinematik q = f−1(x).
Fu¨r den kinematisch redundanten Fall des DLR Leichtbauroboters (d.h. q ∈ IRn=7
und x ∈ IRm=6) existieren fu¨r die inverse Kinematik unendlich viele Lo¨sungen.
Eine einfache und gleichzeitig intuitive Methode zur Lo¨sung der inverse Kine-
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matik von redundanten Manipulatoren basiert auf der Endeffektor-Jacobimatrix
(siehe z.B. [34])
x˙ = J(q) q˙, mit J ∈ IRm×n. (4.19)
Dabei kann (4.19) als lineares Gleichungssystem mit m Gleichungen fu¨r die n un-
bekannten Gelenkgeschwindigkeiten q˙ gesehen werden. Eine Lo¨sung dieses Glei-
chungssystems lautet
q˙ = J†(q) x˙, (4.20)
mit der Moore-Penrose Pseudoinversen J† = JT (JJT )−1. Die Lo¨sung (4.20) mi-
nimiert den quadratischen Fehler ‖x˙− J(q) q˙‖ und somit auch die Norm der Ge-
lenkwinkelgeschwindigkeiten ‖q˙‖. Dabei sei anzumerken, dass die Minimierung
der Gelenkwinkelgeschwindigkeiten nicht zu einer Singularita¨tsvermeidung fu¨hrt
(siehe [3]). D.h. in der Na¨he von Singularita¨ten (rank(J(q)) < n) werden die
Gelenkwinkelgeschwindigkeiten beliebig groß.
Die numerische Implementierung der inversen Kinematik erfolgt u¨ber die diskrete
Form von (4.20):
∆q = J†(q)∆x. (4.21)
Mit ∆q = qk − qk−1 als Differenz der Gelenkwinkel zum Zeitpunkt k und k − 1,
kann (4.21) nach
qk = qk−1 + J
†(qk−1)∆x (4.22)
umgestellt werden. ∆x beschreibt die Differenz der Lage (Position und Orientie-
rung) in SE(3)-Koordinaten zum Zeitpunkt k und k − 1.
Der in der Steuerung des DLR Leichtbauroboters implementierte kartesische In-
terpolator1 liefert zu jedem Zeitpunkt k die kartesische Solllage als homogene
Transformationsmatrix
Tk =
[
Rk pk
0 1
]
. (4.23)
Da die Beschreibung der Rotation durch R ∈ SO(3) nichtlinear2 ist, muss zur
Berechnung des Rotationsanteil ∆xr ∈ IR3 auf eine lineare Beschreibungsform
der Orientierung gewechselt werden. Eine Mo¨glichkeit hierfu¨r ist die sog. Achs-
Winkel-Darstellung aus Abschnitt 2.1.1.3. Unter Anwendung von (2.8) bis (2.10)
1In dieser Arbeit wurde ein Rampeninterpolator mit parabolischen Blenden (siehe [7]) ver-
wendet
2dα/dt 6= ω wenn α z.B. Kardan-Winkel nach (2.4) aus Abschnitt 2.1.1.3 sind.
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auf die RotationsmatrizenRk undRk−1 erha¨lt man die Achs-Winkel-Paare [ϕk kk]
und [ϕk−1 kk−1] und somit lautet die Differenz der Orientierung
∆xr = Jϕ(ϕk−1,kk−1)
[
ϕk − ϕk−1
kk − kk−1
]
. (4.24)
Dabei ist
Jϕ(ϕ,k) =
[
k sin(ϕ)(I− kkT ) + (1− cos(ϕ)) k˜
]
∈ IR3×4, (4.25)
die Jacobimatrix des Achs-Winkel-Paars (siehe z.B. [6]). Der Positionsanteil
∆xt = (pk − pk−1) ∈ IR3 ist linear und kann direkt aus (4.23) berechnet werden.
Schließlich gilt fu¨r die Differenz der Lage
∆x =
[
∆xt
∆xr
]
. (4.26)
Die sog. inkrementelle inverse Kinematik (4.22) liefert einen Referenzwert fu¨r die
abtriebseitigen Gelenkwinkel qd. Unter Vernachla¨ssigung der Gelenknachgiebig-
keiten (d.h. q ≈ θ) kann qd dem Gelenkregler (siehe Abbildung 4.4 aus Abschnitt
4.2.2) kommandiert werden.
4.2.4 Kartesische Impedanzregelung und Manipulierbar-
keit
In diesem Abschnitt wird das fu¨r die Robotik bedeutende Konzept der Impedanz-
regelung skizziert (Abschnitt 4.2.4.1). Fu¨r den kinematisch redundanten Fall des
DLR Leichtbauroboters (d.h. Anzahl der Gelenkkoordinaten n = 7 und Anzahl
der kartesischen Koordinatenm = 6) entfa¨llt dabei ein Regleranteil fu¨r die kartesi-
sche Bewegung des Endeffektors sowie ein Regleranteil fu¨r die Nullraumbewegung
(Abschnitte 4.2.4.2) und 4.2.4.3). Durch die kartesische Impedanz kann der End-
effektor in einer gewu¨nschten Lage gehalten und die Konfiguration mittels der
Nullraumimpedanz entlang eines steigenden Manipulierbarkeitsgradienten (Ab-
schnitt 4.2.4.4) optimiert werden.
4.2.4.1 Konzept der kartesischen Impedanzregelung
Die Theorie der Impedanzregelung [17, 18, 19] geht von einer Trajektorie virtu-
eller Gleichgewichtszusta¨nde aus. Der Regler wirkt zwischen einem instantanen
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Abb. 4.5: Prinzip der Impedanzregelung
Gleichgewichtszustand und dem aktuellen Bewegungszustand eines Ko¨rpers wie
ein Masse-Feder-Da¨mpfer-System. Anschaulich zeigt dies Abbildung 4.5.
Im folgenden wird das Prinzip der kartesischen Impedanzregelung fu¨r das Starr-
ko¨rpermodell eines nichtredundanten Manipulators (d.h. n = m = 6, mit q ∈ IRn)
M(q) q¨+C(q, q˙) q˙+ g(q) = τ + τ ext (4.27)
kurz erla¨utert. Eine ausfu¨hrliche Herleitung mit den notwendigen Beweisen ist
z.B. in [26] beschrieben.
Das Ziel der kartesischen Impedanzregelung ist die Kompensation der externen
generalisierten Kraft Fext ∈ IRm mit der Dynamik
Λd ¨˜x+Dd ˙˜x+Kd ˙˜x = Fext. (4.28)
Dabei ist der Lagefehler x˜ = (x− xd) ∈ IRm die Differenz zwischen der aktuellen
Lage x und einem virtuellen Gleichgewichtspunkt xd. Λd, Dd und Kd sind die
symmetrischen und positiv definiten Matrizen der gewu¨nschten Tra¨gheit, Da¨mp-
fung und Steifigkeit.
Zur Formulierung des Reglergesetzes wird das Starrko¨rpermodell (4.27) fu¨r karte-
sische Koordinaten x formuliert. Dabei wird die Existenz der Abbildung x = f(q)
angenommen. Dabei sei anzumerken, dass die Wahl von x ist nicht eindeutig ist3.
3x = [xT
t
xT
r
]T sind Koordinaten der Lage und beschreiben die Position xt und die Orien-
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Aus der Definition der Jacobimatrix J(q) = ∂f(q)/∂q folgen die zeitlichen Ablei-
tungen der Lagekoordinaten
x˙ = J(q) q˙ (4.29)
und
x¨ = J˙(q) q˙+ J(q) q¨, (4.30)
die wiederum bezu¨glich der Gelenkgeschwindigkeit
q˙ = J(q)−1 x˙ (4.31)
und Beschleunigung
q¨ = J(q)−1 x¨− J(q)−1 J˙(q) q˙ (4.32)
umgestellt werden ko¨nnen.
Durch Substitution von (4.31) und (4.32) in (4.33) und anschließender Multipli-
kation der resultierenden Gleichung v.l. mit J(q)−1 erha¨lt man die Modellglei-
chungen des Manipulators in der Form
Λ(q) x¨+ µ(q, q˙)x˙+ J(q)−T g(q) = J(q)−T τ + Fext, (4.33)
mit der kartesischen Massenmatrix
Λ(q) = J(q)−T (q)M(q)J(q)−1(q), (4.34)
und der kartesischen Coriolis- und Zentripedalmatrix
µ(q, q˙) = J(q)−T (q)
(
C(q, q˙)−M(q)J(q)−1(q)J˙(q)
)
J(q)−1. (4.35)
Die externen Momente τ ext in (4.33) wurden durch die allgemeine Vorschrift
F = J(q)−Tτ auf die Koordinaten des generalisierten Kraftvektors Fext projiziert.
Das Reglergesetz des kartesischen Impedanzreglers erha¨lt man durch Einsetzen
der Positionsfehlerdynamik (4.28) in die Modellgleichungen (4.33). Es lautet fu¨r
die Gelenkmomente als Stellgro¨ßen
τ = g(q) + J(q)T (Λ(q) x¨d + µ(q, q˙) x˙)
−J(q)T Λ(q)Λ−1d
(
Dd ˙˜x+Kd x˜
)
J(q)T
(
Λ(q)Λ−1d − I
)
Fext
(4.36)
tierung xr und ko¨nnen aus der Transformationsmatrix ((2.17) aus Abschnitt 2.1.2.1 berechnet
werden. Dabei ist der Translationsanteil xt = p eindeutig. Der Rotationsanteil z.B xr = α ∈ IR3
ha¨ngt von der Darstellung (z.B. Kardan-Winkel siehe Abschnitt 2.1.1.3) ab
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Wie an (4.36) (dritte Zeile) zu erkennen ist, erfordert die Vorgabe einer Tra¨gheit
Λd die Messung der externen Kra¨fte Fext. Dies ist am realen Roboter nicht immer
zu realisieren, gerade wenn die Lasten nicht am Endeffektor angreifen. Vermeidet
man die Vorgabe der Tra¨gheit (d.h. Λd = Λ(q)), so vereinfacht sich der Regler
zu
τ = g(q) + J(q)T
(
Λ(q) x¨d + µ(q, q˙) x˙−Dd ˙˜x−Kd x˜
)
. (4.37)
4.2.4.2 Gelenkraumzerlegung fu¨r Nullraumgeschwindigkeiten
Der DLR Leichtbauroboter besitzt im Gegensatz zu dem im vorhergehenden Ab-
schnitt verwendeten Modell n = 7 Gelenke, wobei wiederum m = 6 die Anzahl
der Endeffektorfreiheitsgrade ist. Dem zufolge ist die Konfiguration4 des Manipu-
lators nicht mehr alleine durch die Endeffektorlage determiniert und es entfa¨llt
ein Freiheitsgrad r = n −m = 1, der die sog. Nullraumbewegung beschreibt. In
diesem Abschnitt wird basierend auf der Beschreibung aus [26] die Methode der
Gelenkraumzerlegung des Robotermodells in einen kartesischen Anteil und einen
Nullraumanteil beschrieben.
Als Grundlage dient das aus (4.15) (Abschnitt 4.2.1) abgeleitete Starrko¨rpermo-
dell (d.h. θ = q ∈ IRn)
M(q) q¨+C(q, q˙) q˙+ g(q) = τ + τ ext. (4.38)
Die Vorwa¨rtskinematik diese Modells ist eine Abbildung f : IRn 7→ IRm zwischen
den n Gelenkwinkeln q und den m kartesischen Koordinaten x (es gilt weiterhin
x = f(q) und x˙ = J(q) q˙), folglich ist die Jacobimatrix J(q) = (∂f(q)/∂q) ∈
IRm×n rechteckig.
Um die Gelenkgeschwindigkeiten q˙ bezu¨glich kartesischer bzw. Nullraumkoordi-
naten zu projizieren, beno¨tigt man eine Matrix der Form
Jz(q) =
[
J(q)
z(q)
]
, (4.39)
wobei z(q) ∈ IRr×n den Nullraum der Jacobimatrix J(q) mit der Bedingung
J(q) z(q)T = 0 aufspannt. Die Nullraumbasis z(q) muss so gewa¨hlt sein, dass
4Als Konfiguration wird hier die Stellung aller Gelenke bezeichnet
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Jz(q) invertierbar ist. Eine mo¨gliche Vorschrift
5 zur symbolischen Berechnung
der Nullraumbasis ist
zi(q) = (−1)n+1 det (Ji(q)), fuer i = 1 . . . n, (4.40)
dabei erha¨lt man die Matrix Ji(q) ∈ IRm×m durch Streichen der i-ten Spalte von
J(q).
Die Projektion der Gelenkbewegung u¨ber die Nullraumbasis z(q) wu¨rde im Fall
einer
”
reinen“ Nullraumbewegung eine Beschleunigung am Endeffektor verursa-
chen. Dies wird durch die Verwendung einer dynamisch konsistenten Nullraum-
projektionsmatrix
N(q) = (z(q)M(q) z(q)T )−1 z(q)M(q) (4.41)
vermieden und somit erha¨lt man die Nullraumprojektion der Geschwindigkeiten[
x˙
vn
]
= JN(q) q˙ =
[
J(q)
N(q)
]
q˙. (4.42)
Dabei ist vn = (N(q) q˙) ∈ IRr die Nullraumgeschwindigkeit und JN(q) die auf-
grund der Wahl von N(q) invertierbare erweiterte Jacobimatrix. Die inverse Ma-
trix der erweiterten Jacobimatrix
JN(q)
−1 =
[
JM†(q)z(q)T
]
, (4.43)
kann mit der gewichteten Pseudoinversen
JM†(q) =M(q)−1 J(q)T (J(q)M(q)−1J(q)T )−1 (4.44)
gebildet werden und somit erha¨lt man die explizite Beziehung fu¨r die Gelenkge-
schwindigkeiten
q˙ = JM†(q) x˙+ z(q)T vn, (4.45)
durch Multiplikation der JN(q)
−1 v.l. mit (4.42). Die Beziehung zwischen den
Gelenkmomenten τ und den generalisierten kartesischen bzw. Nullraumkra¨ften
Fx und Fn lautet analog zum nichtredundanten Fall
τ = JN(q)
T
[
Fx
Fn
]
. (4.46)
5Die Herleitung basiert auf Jz(q)
−1 = adj(Jz(q))/det(Jz(q)) und kann in [26] nachvollzogen
werden
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Schließlich folgt das dynamische Modell in kartesischen und Nullraumkoordinaten
durch Substitution von (4.45) sowie der zeitlichen Ableitung von (4.45) und (4.46)
in (4.38) in der Form
ΛN(q)
[
x¨
v˙n
]
+ µN(q, q˙)
[
x˙
vn
]
+ JN(q)
−T g(q) =
[
Fx + Fext,x
Fn + Fext,n
]
. (4.47)
Dabei ist
ΛN(q) = JN(q)
−T M(q)JN(q)
−1
=
[
Λx(q) 0
0 Λn(q)
]
Λx(q) = (J(q)M(q)
−1 J(q)T )−1
Λn(q) = z(q)M(q) z(q)
T
(4.48)
die blockdiagonale Massenmatrix und
µN(q, q˙) =
[
µx(q, q˙) µxn(q, q˙)
−µxn(q, q˙)T µn(q, q˙)
]
µx(q, q˙) = Λx(q)
(
J(q)M(q)−1C(q, q˙)− J˙(q)
)
JM†(q)
µn(q, q˙) = Λn(q) z(q)
(
C(q, q˙)z(q)T +M(q) z˙(q)T
)
µxn(q, q˙) = Λx(q)
(
J(q)M(q)−1C(q, q˙)− J˙(q)
)
z(q)T
(4.49)
die schiefsymmetrische6 Coriolis- und Zentripedalmatrix.
4.2.4.3 Nullraumimpedanzregler
Im Hinblick auf die Manipulierbarkeitsoptimierung (Abschnitt 4.2.4.4) wird nun
fu¨r das Modell (4.47) das Gesetz des kartesischen bzw. Nullraumimpedanzrelgers
nach [26] formuliert. Dabei kann zur Kompensation der Gravitationsterme und
zur Entkopplung der Coriolis- und Zentripedalmatrix (siehe (4.49)) das Ru¨ck-
kopplungsgesetz[
Fx
Fn
]
= JN(q)
−T g(q) +
[
F¯x
F¯n
]
+
[
0 µxn(q, q˙)
−µxn(q, q˙)T 0
][
x˙
vn
]
,
(4.50)
6Der Beweis fu¨r µ
xn
(q, q˙) = −µ
xn
(q, q˙)T kann in [26] nachgeschlagen werden
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mit den neuen Systemeinga¨ngen F¯x und F¯n verwendet werden. Der kartesische
Regleranteil nur zur Kompensation der externen Kraft (d.h. xd = konst.) hat
dann die Form
F¯x = −Kd (x− xd)−Dd x˙, (4.51)
mit den positiv definiten und symmetrischen Steifigkeits- und Da¨mpfungsmatri-
zen Kd und Dd. Eine Mo¨glichkeit fu¨r das Reglergesetz des Nullraumanteils ist
F¯n = Λn(q) v˙n + µn(q, q˙)vn,d −Dn(vn − vn,d). (4.52)
Dabei kann als Referenznullraumgeschwindigkeit vn,d = −z(q)T (∂Vn(q)∂q )T der Gra-
dient eines Gu¨tefunktionals7 Vn(q) in den Nullraum projiziert und somit die
Funktion Vn(q) minimiert werden.
Die entkoppelte Fehler- bzw. Kompensationsdynamik des geregelten Systems
erha¨lt man durch Substitution von (4.51) und (4.52) in (4.50) i.V.m. (4.47). Sie
lautet fu¨r den kartesischen Anteil
Λx(q) x¨+ (µx(q, q˙) +Dd) x˙+Kd (x− xd) = Fext,x (4.53)
und fu¨r den Nullraumanteil
Λn(q) (v˙n − v˙n,d) + (µn(q, q˙) +Dn) (vn − vn,d = Fext,n. (4.54)
Das explizite Reglergesetz fu¨r die Gelenkmomente τ als Stellgro¨ßen und dem Fall
der freien Bewegung (d.h. Fext,x = 0 und Fext,n = 0) hat die Form
τ = g(q) + J(q)T Fˆx +N(q)
T Fˆn
Fˆx = −Kd (x− xd)−Dd x˙+ µxn(q, q˙)vn
Fˆn = Λn(q) v˙n − µxn(q, q˙)T x˙+ µn(q, q˙)vn,d −Dn(vn − vn,d)
(4.55)
4.2.4.4 Manipulierbarkeitsoptimierung
In diesem Abschnitt wird eine Mo¨glichkeit zur lokalen Optimierung der Manipu-
lierbarkeit des DLR Leichtbauroboters durch eine Nullraumbewegung beschrie-
ben. Dabei wird das Manipulierbarkeitsmaß
w =
√
det (J(q)J(q)T ) (4.56)
7In Abschnitt 4.2.4.4 wird als Gu¨tefunktional das reziproke Manipulierbarkeitsmaß verwen-
det.
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nach der Definition von [42] (lokal) maximiert. Lokal bedeutet in diesem Fall,
dass der Endeffektor an einer Position und in einer Orientierung fixiert bleibt.
Das Manipulierbarkeitsmaß ist proportional dem Volumen des durch die Endef-
fektorgeschwindigkeiten v = (J(q) q˙) ∈ IRm aufgespannten Manipulierbarkeitsel-
lipsoides. Wobei v die Gleichung
vT (J†(q))T J†(q)v ≤ ‖q˙‖2 ≤ 1, (4.57)
mit ‖q˙‖ der Euklidischen Norm der realisierbaren Gelenkgeschwindigkeiten q˙ ∈
IRn, erfu¨llt8. J† ist die pseudoinverse Matrix von J. Die Hauptachsen des Mani-
pulierbarkeitsellipsoides erha¨lt man durch die Singula¨rwertzerlegung
J = UΣV. (4.58)
Dabei sind U ∈ IRm×m und V ∈ IRn×n orthogonale Matrizen und
Σ =

 σ1 0. . . 0
0 σm

 ∈ IRm×n (4.59)
entha¨lt die Singula¨rwerte σi der Jacobimatrix J in absteigender Reihenfolge (d.h.
σi ≥ σi+1) auf der Hauptdiagonalen. Mit ui als i-te Spalte von U haben die
Hauptachsen des Ellipsoides die Form σi ui.
In Richtung der gro¨ßten Hauptachse σ1 u1 besitzt der Endeffektor die gro¨ßte Be-
weglichkeit, d.h. anschaulich, dass die Bewegung in dieser Richtung durch die
U¨berlagerung der Bewegungen vieler Achsen realisiert wird. Das Manipulierbar-
keitsmaß ist ebenfalls durch das Produkt der Singula¨rwerte
w =
m∏
i=1
σi ≡
√
det (J(q)J(q)T ) (4.60)
definiert. Dem zufolge bedeutet ein hohes Manipulierbarkeitsmaß w hohe Beweg-
lichkeit des Endeffektors. Im Umkehrschluss hat ein hohes w auch Vorteile fu¨r
die Positionsmessung durch den Roboter, da eine Verschiebung am Endeffektor
durch die Verformung der Gelenke und nicht durch die Verbindungsglieder erfolgt
und somit von der Gelenksensorik erfasst wird. Allgemein gilt w ≥ 0. Ist w = 0
8Der Beweis kann [42] entnommen werden
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so besitzt die Jacobimatrix nicht mehr vollen Rang (d.h. rankJ(q) < m) und der
Roboter befindet sich in einer singula¨ren Konfiguration.
Zur Optimierung der Manipulierbarkeit des DLR Leichtbauroboters wird die Po-
tentialfunktion
Vn(q) =
1
det (J(q)J(q)T )
(4.61)
definiert und aus dieser die Soll-Nullraumgeschwindigkeit9
vn,d = −z(q)T
(
∂Vn(q)
∂q
)T
(4.62)
abgeleitet. Unter Beru¨cksichtigung von (4.62) in (4.55) aus Abschnitt 4.2.4.3 kann
nun das vereinfachte10 Reglergesetz
τ n = g(q)N(q)
T (Λn(q) v˙n −Dn(vn − vn,d)) (4.63)
formuliert und dem kartesischen Impedanzregler u¨berlagert werden. Ein negati-
ver Gradient des Manipulierbarkeitspotentials fu¨hrt somit zu einer Nullraumbe-
wegung in Richtung steigender Manipulierbarkeit.
Die Optimierung erfolgte fu¨r 60 fixierte Endeffektorlagen (siehe Abbildung 4.6) in
der Echtzeit-Simulation des DLR Leichtbauroboters. Dabei wurde der Endeffek-
tor mit dem kartesischen Impedanzregler in jeweils eine Endeffektorlage
”
gezogen“
und dann der Nullraumimpedanzregler zugeschaltet. Sobald die Regeldifferenz
kleiner als eine festgelegte numerische untere Schranke war (d.h. |vn − vn,d| < ǫ),
wurden die Nullraumanteile der Gelenkmomente τ n zu Null gesetzt. Einen typi-
schen Zeitverlauf der Optimierung zeigt Abbildung 4.7.
9Im Fall des DLR Leichtbauroboters ist der Nullraum eindimensional
10Die Anteile zur Kompensation der Coriolis- und Zentripedalterme werden hier ver-
nachla¨ssigt
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Abb. 4.6: Diskrete Endeffektorpositionen der Manipulierbarkeitsoptimierung.
Die Verbindungslinien dienen lediglich der ra¨umlichen Darstellung.
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Abb. 4.7: Typischer Verlauf einer Manipulierbarkeitsoptimierung mittels Null-
raumimpedanz
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Kapitel 5
Experimentelle Identifikation der
Impedanzparameter
5.1 Problemstellung
In diesem Kapitel werden Methoden zur Identifikation der Parameter dynami-
scher Modelle des menschlichen Arms beschrieben und anhand von Messungen
verifiziert. Die verwendeten Modelle des menschlichen Arms basieren auf den An-
nahmen, dass das Skelett aus starren Ko¨rpern (siehe Abschnitt 2.2) besteht, an
denen die Muskeln als viskoelastische Kraftelemente (siehe Abschnitt 2.3) an-
greifen und somit Kra¨fte bzw. Momente in den Gelenken des Skelettes wirken.
Des Weiteren wird davon ausgegangen, dass die Muskeln u¨ber das zentrale Ner-
vensystem angesteuert werden und somit die Eigenschaften (d.h. die Steifigkeit,
Da¨mpfung und Lage des Kra¨ftegleichgewichtspunktes) der viskoelastischen Kraft-
elemente variieren.
Zur Identifikation der Modellparameter muss das System von außen mechanisch
angeregt werden. Dies geschieht durch die Einpra¨gung von Kra¨ften bzw. Verschie-
bungen u¨ber das Skelett. Im Gegensatz zur Parameteridentifikation an einem
passiven mechanischen System (z.B. Feder-Masse-Da¨mpfer-System) muss bei der
Identifikation des neuromuskuloskelettalen Systems jedoch von einem geschlos-
senen Regelkreis ausgegangen werden (siehe Abbildung 5.1). D.h. eine a¨ußere
Sto¨rung wird u¨ber die Sensorik des Systems detektiert und zeitverzo¨gert u¨ber die
Nervenbahnen an das zentrale Nervensystem weitergeleitet. Das zentrale Nerven-
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Abb. 5.1: Regelkreis des neuromuskuloskelettalen Systems mit dem zentralen
Nervensystem als Regler, den Muskeln und dem Skelett als Regelstrecke. Als
Sensorik wird hier die visuelle Wahrnehmung, der Gleichgewichtssinn, die taktile
Wahrnehmung und die Sensorik der Muskelspindeln und Sehnen bezeichnet.
system reagiert dann wie ein Regler und a¨ndert die Aktivierung der Muskeln und
somit die Steifigkeits- und Da¨mpfungsparameter des Systems. Neben der Funk-
tion als Festwertregler agiert das zentrale Nervensystem auch als Folgeregler zur
Erreichung intern generierter Referenzzusta¨nde.
In der Literatur (z.B. [37]) werden drei fu¨r die Steifigkeitsmessung bedeutende
Regelschleifen unterschieden, die im Folgenden als Reflexe bezeichnet werden:
• Der Dehnreflex wird durch eine La¨ngena¨nderung des Muskels ausgelo¨st und
besitzt eine Totzeit1 von ca. 25ms bis 50ms.
• Der spinale Reflex reagiert auf Gelenkebene. D.h. z.B. die Beugung des
Unterarms durch den Muskel Bizeps aktiviert den Muskel Trizeps zur Wie-
derherstellung des Momentengleichgewichts. Die Totzeit dieser Regelschleife
betra¨gt ca. 70ms bis 110ms.
• Die kognitiven Reflexe wirken auf einer dem Menschen bewussten Ebene
und besitzen eine Totzeit von mehr als 110ms.
Die kognitiven Reflexe spielen bei der Festlegung der Versuchsrandbedingungen
eine wichtige Rolle, d.h. die Randbedingungen einer Messung sollten so gewa¨hlt
werden, das der Mensch nicht schon vor Beginn der a¨ußeren Anregung seine
1Als Totzeit wird hier die Zeit zwischen der sensorischen Erfassung einer A¨nderung und der
A¨nderung der Muskelaktivierung bezeichnet
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Steifigkeit vera¨ndert. Dehnreflex und spinaler Reflex sollten bei der La¨nge des
Bestimmungsintervalls (d.h. das Zeitintervall das fu¨r die Parameteridentifikation
beru¨cksichtigt wird) beru¨cksichtigt werden. Ist die La¨nge des Bestimmungsinter-
valls gro¨ßer als die Totzeit dieser Reflexe, so wird ein Mittelwert der geregelten
Steifigkeits- und Da¨mpfungsparameter identifiziert. Bei ku¨rzeren Intervallla¨ngen
als 25ms kann von intrinsischen Systemeigenschaften gesprochen werden.
5.2 Identifikation in kartesischen Koordinaten
Die direkteste Methode zur Untersuchung der Impedanz (Steifigkeit und Da¨mp-
fung) des menschlichen Arms basiert auf einem linearisierten dynamischen Modell
in kartesischen Koordinaten. Eine Formulierung in kartesischen Koordinaten ist
anschaulich, da die Basisvektoren dieses Koordinatensystems einen dreidimen-
sionalen flachen Raum aufspannen. Des weiteren kann ein sog. Blackboxsystem
betrachtet werden, dessen Steifigkeiten, Tra¨gheiten und Da¨mpfungen bezu¨glich
kartesischer Koordinaten konzentriert sind und die Kenntnis der dahinter stehen-
den z.B. kinematischen Struktur nicht erforderlich ist.
5.2.1 Modell in kartesischen Koordinaten
5.2.1.1 Dynamisches Modell des Arms in kartesischen Koordinaten
Der Lagrange-Formalismus aus Abschnitt 2.2.2.1 liefert die Bewegungsgleichun-
gen in Minimal- bzw. Gelenkkoordinaten
M(q) q¨+C(q, q˙) q˙+ g(q) + h(q, q˙) = τ , (5.1)
die hier nochmal der U¨bersicht wegen erwa¨hnt werden. Dabei ist M(q) die Mas-
senmatrix, C(q, q˙) die Coriolis- und Zentripedalmatrix, g(q) der Gravitations-
kraftvektor und h(q, q˙) die mechanische Impedanz (siehe Abschnitt 2.3).
Die Bewegungsgleichungen in Gelenkkoordinaten (5.1) ko¨nnen mit der in Ab-
schnitt 4.2.4.1 beschriebenen Methode fu¨r aufgabenbezogene kartesische Koordi-
naten x formuliert werden. Dafu¨r substituiert man (4.31), (4.32) und die Bezie-
hung τ = J(q)T F in (5.1) und multipliziert die resultierende Gleichung v.l. mit
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J(q)−T und erha¨lt somit die Bewegungsgleichungen in kartesischen Koordinaten2
Mx(q) x¨+Cx(q, q˙) x˙+ gx(q) + hx(q, q˙) = F, (5.2)
mit
Mx(q) = J(q)
−T (q)M(q)J(q)−1(q)
Cx(q, q˙) = J(q)
−T (q)
(
C(q, q˙)−M(q)J(q)−1(q)J˙(q)
)
J(q)−1
gx(q) = J(q)
−T g(q)
hx(q, q˙) = J(q)
−T hx(q, q˙)
(5.3)
Die Matrix bzw. die Vektoren in (5.2) mit dem Index x ha¨ngen noch von den
Gelenkkoordinaten q und q˙ ab. Dies ist fu¨r eine Linearisierung bezu¨glich eines
kartesischen Arbeitspunktes nicht geeignet. Ausgehend von der Existenz einer
eindeutigen Abbildung q = f(x)−1 und mit der Beziehung q˙ = J(q)−1 x˙ kann
(5.2) in der Form
Mx(x) x¨+Cx(x, x˙) x˙+ gx(x) + hx(x, x˙) = F (5.4)
geschrieben werden.
Die Wahl des Bezugskoordinatensystems fu¨r F ha¨ngt von der Jacobimatrix ab.
Im Fall der Identifikation der Impedanzparameter des Arms ist es sinnvoll ein
ortsfestes Bezugsystem (z.B. in der Schulter des Arms) zu wa¨hlen, da man sonst
die Reaktionskra¨fte zwischen Roboter und Arm in einem von der Konfigurati-
on abha¨ngigen Koordinatensystem messen mu¨sste. Beschreibt man die Lage des
Armendeffektors durch die homogene Transformation 0EET(q) als Element der
SE(3) und wa¨hlt als Rotationsdarstellung die Kardan-Winkel α ∈ IR3 (siehe
(2.4) in Abschnitt 2.1.1.3), so haben die kartesischen Koordinaten der Lage die
Form
x = f(q) =
[
0pEE(q)
α(q)
]
(5.5)
Die Basis-Jacobimatrix kann somit durch
0J(q) =
∂f(q)
∂q
(5.6)
fu¨r KEE als Endeffektor-Koordinatensystem berechnet und den Bewegungsglei-
chungen (5.4) in kartesischen Koordinaten zugrunde gelegt werden.
2Zur Verdeutlichung der Darstellung weichen hier die Bezeichnungen der Massen- bzw.
Coriolis- und Zentripedalmatrix Mx bzw. Cx von Abschnitt 4.2.4 ab.
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5.2.1.2 Linearisierung des Armmodells
Unter der Annahme kleiner Variationen ∆x und ∆x˙ kann das dynamische Mo-
dell (5.4) bezu¨glich eines Referenzzustandes x⋆ und x˙⋆ = 0 zum Zeitpunkt t⋆
linearisiert werden. Die Bewegungsgro¨ßen werden dann wie folgt ersetzt:
x = x⋆(t⋆) + ∆x,
x˙ = ∆x˙, da x˙⋆ = 0 und
x¨ = ∆x¨.
(5.7)
Entwickelt man die Taylorreihe von (5.4) mit Abbruch nach dem Termen 1. Ord-
nung, so erha¨lt man fu¨r Massenmatrix, Coriolis- und Zetripedalmatrix, Gravita-
tionsvektor und Impedanzvektor die Na¨herungen
Mx(x) = Mx|x⋆ +
∂Mx
∂x
∣∣∣∣
x⋆
∆x, (5.8)
Cx(x, x˙) = Cx|x⋆ +
∂Cx
∂x
∣∣∣∣
x⋆
∆x+
∂Cx
∂x˙
∣∣∣∣
x⋆
∆x˙,
gx(x) = gx|x⋆ +
∂gx
∂x
∣∣∣∣
x⋆
∆x,
hx(x, x˙) = hx|x⋆ +
∂hx
∂x
∣∣∣∣
x⋆
∆x+
∂hx
∂x˙
∣∣∣∣
x⋆
∆x˙.
Durch Einsetzen von (5.7) und (5.8) in (5.4) folgt unter Vernachla¨ssigung der
Terme ho¨herer Ordnung (d.h. ∆x∆x¨ ≈ 0, ∆x∆x˙ ≈ 0 und ∆x˙∆x˙ ≈ 0) die lokal
linearisierte Dynamikgleichung des Arms
M⋆x∆x¨+D
⋆
x∆x˙+K
⋆
x∆x = ∆F, (5.9)
mit den konstanten Matrizen
M⋆x = Mx|x⋆ , (5.10)
D⋆x = Cx|x⋆ +
∂hx
∂x˙
∣∣∣∣
x⋆
K⋆x =
∂gx
∂x
∣∣∣∣
x⋆
+
∂hx
∂x
∣∣∣∣
x⋆
.
Die lineare Differentialgleichung 2. Ordnung (5.9) (mit konstanten Koeffizienten)
beschreibt die lokale Dynamik in der Umgebung der Gleichgewichtslage x⋆(t⋆),
daher entfa¨llt in (5.9) der statische Anteil
gx|x⋆ + hx|x⋆ +K⋆x x⋆ = F⋆. (5.11)
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Fu¨r systemtheoretische Untersuchungen kann (5.9) in der allgemeinen Zustands-
raumdarstellung
x˙ = Ax+Bu (5.12)
mit dem Zustandsvektor
x =
[
∆x
∆x˙
]
,
der Systemmatrix
A =
[
0 I
−(M⋆x)−1K⋆x −(M⋆x)−1D⋆x
]
,
der Eingangsmatrix und dem Systemeingang
B =
[
0 0
0 (M⋆x)
−1
]
,
u =
[
0
∆F
]
geschrieben werden.
5.2.1.3 Regressormatrix und Ausgangsvektor
Die Regressionsgleichung
W ζ = Y, (5.13)
zur Bestimmung der konstanten Massen-, Steifigkeits- und Da¨mpfungsmatrix
erha¨lt man durch Transponieren und anschließendem Umsortieren der linearen
Differentialgleichung (5.9). Dabei hat die Regressormatrix fu¨r r Samples die Form
W =


∆x¨T (1) ∆x˙T (1) ∆xT (1)
∆x¨T (2) ∆x˙T (2) ∆xT (2)
...
...
...
∆x¨T (r) ∆x˙T (r) ∆xT (r)

 (5.14)
und die Ausgangsmatrix die Form
Y =


∆FT (1)
∆FT (2)
...
∆FT (r)

 . (5.15)
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Die Parametermatrix lautet
ζ =

 (M
⋆
x)
T
(D⋆x)
T
(K⋆x)
T

 . (5.16)
5.2.2 Identifikationsmethode und Ablauf der Messung
Im folgenden werden die Parameter des linearisierten Dynamikmodells (5.9) mit
drei translatorischen Freiheitsgraden experimentell bestimmt. Folglich ist ∆x ∈
IR3, W ∈ IRr×9, Y ∈ IRr×3 und ζ ∈ IR9×3.
Zur Bestimmung der konstanten Koeffizienten der linearen Differentialgleichung
wurde folgendes Experiment durchgefu¨hrt. Der Endeffektor des Arms wurde durch
den Roboter in einer planaren Ausgangslage gehalten (siehe Abbildung 4.1 aus
Abschnitt 4.1.1). Um kein Moment bezu¨glich einer zur Transversalebene senkrech-
ten Drehachse in den Arm einzuleiten, wurde das in Abschnitt 4.1.3 beschriebene
Drehgelenk verwendet. Nach dem die Versuchsperson alle Muskeln ihres Arms
angespannt hatte und gleichzeitig keine Reaktionskraft auf den Roboter ausu¨bte,
lenkte der Roboter den Arm aus. Die Auslenkung erfolgte in eine von sechs ortho-
gonalen Richtungen, wobei die Reihenfolge zur Vermeidung von kognitiven Re-
flexreaktionen (vor Beginn der Perturbation) zufa¨llig bestimmte wurde. Wa¨hrend
der Auslenkung folgte der Roboter einer rampenfo¨rmigen kartesischen Trajekto-
rie mit parabolischen Blenden, wobei der Zielpunkt ±0.04m entfernt lag. Die
Dauer fu¨r das erstmalige Erreichen des Zielpunkts betrug ca. 0.1 s. Der beschrie-
bene Ablauf wurde 30 mal wiederholt. Aufgezeichnet wurden die Reaktionskra¨fte
zwischen Roboter und Arm durch den Kraftmomentensensor und die absolute La-
ge des Armendeffektors u¨ber die Vorwa¨rtskinematik des Roboters. Eine typische
Perturbation zeigt Abbildung 5.2.
5.2.3 Interpretation der Ergebnisse
Zur Bestimmung der Parametermatrix (5.16) wurden jeweils die Messdaten der
30 Perturbationen im Zeitintervalls test = 0 . . . 0.5 s (siehe Abbildung 5.2) beru¨ck-
sichtigt. Tabelle 5.1 zeigt die experimentell bestimmte Massen-, Da¨mpfungs- und
Steifigkeitsmatrix.
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Abb. 5.2: Reaktionskraft ∆F am Endeffektor (siehe Abschnitt 4.1.3),
Endeffektor-Verschiebung ∆x, Geschwindigkeit ∆x˙ und Beschleunigung ∆x¨ (Die
Geschwindigkeit und Beschleunigung wurde jeweils durch numerische Differentia-
tion aus den gefilterten Daten ∆x berechnet), beispielhaft fu¨r eine Perturbation
in x-Richtung.
In der folgenden Diskussion werden vereinfachend die Indizes x und ⋆ weggelassen.
Die Ergebnisse des Experiments sind kritisch zu beurteilen. Die Diagonalelemente
repra¨sentieren die im Endeffektor konzentrierte Masse des Arms. Dabei sind M11
und M22 wertema¨ßig zu klein gescha¨tzt, da bereits die Anbindungsstelle eine
Masse von ca. 1.3 kg besitzt. Des Weiteren sind die Massen- und Steifigkeitsmatrix
unsymmetrisch, dadurch sind in beiden Fa¨llen die Integrabilita¨tsbedingungen fu¨r
die Integration der Energiefunktionen aus den Kraftfeldern FM(∆x¨) = M∆x¨
und FK(∆x) = K∆x verletzt.
M⋆x (kg) D
⋆
x (Ns/m) K
⋆
x (N/m)
1.588 0.210 0.811
0.581 1.431 0.652
0.833 0.522 2.541
42.772 9.384 -1.942
19.423 31.652 6.962
33.402 -6.845 52.144
453.749 -94.272 146.074
-89.246 122.144 -48.041
157.926 -25.792 194.122
Tab. 5.1: Experimentell bestimmte Massen-, Da¨mpfungs- und Steifigkeitsmatrix
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k λk (1/s)
1 −2.72
2 −5.37
3 −6.93
4 −14.75 + j18.08
5 −14.75− j18.08
6 −28.54
Tab. 5.2: Eigenwerte der Systemmatrix in ansteigender Ordnung fu¨r die Werte
aus Tabelle 5.1
k λk (1/s)
1 −3.15 + j7.48
2 −3.15− j7.48
3 −14.65 + j16.53
4 −14.65− j16.53
Tab. 5.3: Eigenwerte der Systemmatrix in ansteigender Ordnung fu¨r Daten aus
[36]. Hier wurden die Matrizen M ∈ IR2×2, D ∈ IR2×2 und K ∈ IR2×2 einer
planaren Armkonfiguration identifiziert
Die zu gering gescha¨tzten Massen und die Asymmetrien der Matrizen motivieren
eine systemtheoretische Analyse. Im ersten Schritt wurde mit den Werten aus
Tabelle 5.1 die Systemmatrix nach (5.12) und anschließend die in Tabelle 5.2
aufgelisteten Eigenwerte der Systemmatrix Ax = λx berechnet. Die Eigenwerte
der Systemmatrix eines Systems linearer Differentialgleichungen 2. Ordnung be-
schreiben das Einschwingverhalten des Systems (homogene Lo¨sung) und sind fu¨r
schwach geda¨mpfte Systeme konjugiert komplex:
λk = σ ± jωD. (5.17)
Dabei kann σ als Abklingkonstante und ωD als geda¨mpfte Eigenkreisfrequenz
interpretiert werden [21]. Fu¨r stabile Systeme gilt ∀λ, σ < 0. Das identifizier-
te System ist stabil und stark geda¨mpft, da die Systemmatrix nur ein konjugiert
komplexes Eigenwertpaar besitzt. Der Vergleich mit Daten aus [36] (siehe Tabelle
5.3) zeigt, dass die Eigenwerte des linearisierten Armmodells fu¨r jede Eigenform
konjugiert komplex sein sollten. Die Eigenwertanalyse la¨sst die Schlussfolgerung
zu, dass die hohe Da¨mpfung fu¨r das identifizierte System (Tabelle 5.1) durch Mo-
dellungenauigkeiten entsteht. Ein mo¨glicher Fehler ko¨nnte die Vernachla¨ssigung
eines Energiespeichers (Elastizita¨t) zwischen Roboteranbindung und Unterarm
(siehe Abbildung 4.2 aus Abschnitt 4.1.3) sein.
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5.3.1 Armmodell mit Koppelstelle
Bei dem in Abschnitt 5.2 verwendeten Modell wurde die Nachgiebigkeit der An-
bindung (Koppelstelle) zwischen Roboter-Endeffektor und menschlichem Unter-
arm vernachla¨ssigt. Wie in Abschnitt 5.2.3 diskutiert, ko¨nnte dieser zusa¨tzliche
Energiespeicher/Dissipator jedoch einen nicht zu vernachla¨ssigenden Anteil am
gesamten Systemverhalten haben und wird daher im Folgenden durch eine Mo-
dellerweiterung beru¨cksichtigt.
5.3.1.1 Modellierung der Steifigkeit und Da¨mpfung
Die Anbindung kann als viskoelastisches Kraftelement zwischen Unterarm und
Kupplung (siehe Abschnitt 4.1.3) modelliert werden. Da die Gelenke der An-
bindungsstelle und des Ellbogens nur durch den starren Ko¨rper des Unterarms
verbunden sind, fu¨hrt dies im erweiterten Identifikationsmodell zu der blockdia-
gonalen Steifigkeitsmatrix
Kq =
[
Kq,arm 0
0 Kq,anbindung
]
(5.18)
und Da¨mpfungsmatrix
Dq =
[
Dq,arm 0
0 Dq,anbindung
]
. (5.19)
Die SteifigkeitsmatrixKq ist der Koeffizient des Verschiebungsvektors δq = q−q0.
Analoges gilt fu¨r die Da¨mpfungsmatrix Dq und die Verschiebungsgeschwindigkeit
δq˙. Dabei beschreiben die Untermatrizen Kq,arm bzw. Dq,arm das viskoelastische
Verhalten der Armgelenke und Kq,anbindung bzw. Dq,anbindung das viskoelastische
Verhalten der Anbindung. Wie aus der blockdiagonalen Struktur von Kq und Dq
zu erkennen ist, sind die Kraftelemente der Armgelenke und Anbindung nicht
miteinander verkoppelt, d.h. im Gegensatz zu einer Formulierung in kartesischen
Koordinaten (d.h. Kx = J
−T Kq J
−1 und Dx = J
−T Dq J
−1) ko¨nnen die eigent-
lich interessierenden Anteile Kq,arm bzw. Dq,arm des Arms direkt aus Kq und Dq
abgelesen werden. Um diesen Vorteil zu nutzen, wird das Identifikationsmodell in
Gelenkkoordinaten q ∈ Q formuliert.
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Bekanntlich steigt die Modellkomplexita¨t quadratisch mit der Anzahl der kinema-
tischen Freiheitsgrade. Um noch anschauliche Plausibilita¨tsanalysen durchfu¨hren
zu ko¨nnen, wird erstmal auf ein planares Armmodell mit zwei kinematischen Frei-
heitsgraden zuru¨ckgegriffen. Demzufolge gilt Kq,arm ∈ IR2×2 bzw. Dq,arm ∈ IR2×2.
Fu¨r die Bestimmung der Freiheitsgrade der Anbindung werden folgende Annah-
men getroffen:
• die Steifigkeit der Armgelenke ist wesentlich kleiner als die Steifigkeit der
Anbindung,
• die Anbindung verschiebt sich nur unwesentlich quer und la¨ngs zur Unter-
armachse.
Somit verbleibt als ebener Freiheitsgrad nur noch die Rotation um eine zur Bewe-
gungsebene senkrechte Achse, d.h. Kq,anbindung,Dq,anbindung ∈ IR. Ob die genann-
ten Annahmen zutreffend sind, muss experimentell verifiziert werden.
5.3.1.2 Variationsgleichung der nichtlinearen Dynamik
Die Bewegungsgleichungen des erweiterten Modells fu¨r die Gelenkkoordinaten
q = [q1 q2 q3] ko¨nnen durch
Γ(q, q˙, q¨) = τ in(q, q˙, t) + τ ext(t), mit Γ, τ in, τ ext ∈ IR3, (5.20)
beschrieben werden. Dabei ist
Γ(q, q˙, q¨) =M(q) q¨+ c(q, q˙), mit M ∈ IR3×3, c ∈ IR3, (5.21)
die inverse Dynamik der Massen. Die Komponenten der Massenmatrix M(q, ξ)
und des Zentripedal- und Coriolisvektors c(q, q˙, ξ) (siehe Anhang) sind neben
den Zustandsgro¨ßen q und q˙ von sog. konstanten Basistra¨gheitsparametern ξ ∈
IR6 abha¨ngig. Die Wahl der Basistra¨gheitsparameter ist fu¨r ihre Identifizierbar-
keit entscheidend und wird bei der Regressorbildung noch diskutiert. τ in(q, q˙, t)
beru¨cksichtigt die durch Kraftelemente auf die starren Ko¨rper wirkenden inneren
Momente und τext(t) die a¨ußere Anregung.
Wie bereits in Abschnitt 2.3 beschrieben, ist die mechanische Impedanz im All-
gemeinen eine zeitabha¨ngige, nichtlineare Abbildung, d.h. f : q, q˙ 7→ τ in. Um
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die nichtlineare Massendynamik und ein lokal gu¨ltiges Impedanzmodell zu iden-
tifizieren, kann aus (5.20) die Variationsgleichung
∂Γ(q, q˙, q¨)
∂q¨
δq¨+
∂Γ(q, q˙, q¨)
∂q˙
δq˙+
∂Γ(q, q˙, q¨)
∂q
δq =
∂τ in(q, q˙)
∂q˙
δq˙+
∂τ in(q, q˙)
∂q
δq+ δτ ext,
(5.22)
mit der Variationskomponente δq = q− q0 abgeleitet werden [14]. q0 = q(t0) ist
der Zustand zu Beginn der a¨ußeren Sto¨rung δτ ext und demzufolge ist
−∂τ in(q, q˙)
∂q˙
∣∣∣∣
q0,q˙0
= Dq (5.23)
bzw.
−∂τ in(q, q˙)
∂q
∣∣∣∣
q0,q˙0
= Kq
die in q0 linearisierte Da¨mpfungs bzw. Steifigkeitsmatrix. Unter Beru¨cksichtigung
von (5.21) und (5.23) in (5.22) folgt:
M(q)δq¨+
∂c(q, q˙)
∂q˙
δq˙+
(
∂M(q)q¨
∂q
+
∂c(q, q˙)
∂q
)
δq+Dqδq˙+Kqδq︸ ︷︷ ︸
Ψ(ξ,Dq ,Kq ,Bewegungsgro¨ssen)
= δτ ext.
(5.24)
In (5.24) werden die allgemein zeitvarianten Impedanzparameter Dq(t) undKq(t)
in einem Punkt q0 der Trajektorie q(t) lokal approximiert. Die Tra¨gheitsparame-
ter ξi hingegen sind unabha¨ngig von der Konfiguration q des Arms im Rahmen
der Modellgenauigkeit konstant. Das Modell (5.24) ist nur fu¨r die Steifigkeit und
Da¨mpfung linearisiert, da die Jacobimatrizen (Koeffizienten der Variationskom-
ponenten δq, δq˙ und δq¨) noch von den Bewegungsgro¨ßen q und q˙ abha¨ngen. Die
ersten drei Summanden der linken Seite von (5.24) beschreiben die nichtlineare
Dynamik der Massen fu¨r den Fall einer a¨ußeren Sto¨rung δτ ext, d.h. die Gleichung
ist auch im ungesto¨rten Fall δτ ext = 0 wa¨hrend der Bewegung q˙(t) 6= 0 erfu¨llt.
Somit eignet sich das Modell (5.24) sowohl zur Identifikation der lokalen Impe-
danzparameter in einer statischen Ausgangslage, als auch wa¨hrend der Bewegung.
In den folgenden Abschnitten werden zwar erstmal nur die konstanten Modellpa-
rameter wa¨hrend einer statischen Ausgangslage identifiziert und hierfu¨r ist die
Teillinearisierung bzw. Variation nicht notwendig (siehe Abschnitt 5.2). Dennoch
ko¨nnen mit dem nichtlinearen Anteil aus (5.24) konstante Tra¨gheitsparameter ξ
bestimmt und im Hinblick auf die Beobachtung zeitvarianter Impedanzparameter
festgesetzt werden.
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5.3.1.3 Regressormatrix und Ausgangsvektor
Um die unbekannten Parameter aus den Messdaten q(t) und τ ext(t) zu bestim-
men, kann (5.24) bezu¨glich der unbekannten Parameter linearisiert werden und
somit auf die Form (3.2) (siehe Abschnitt 3.2.1) gebracht werden. Fu¨r die ers-
ten Untersuchungen werden die Tra¨gheitsparameter der Verbindungsstelle ξi fu¨r
i = 4 . . . 6 als bekannt vorausgesetzt, da diese bereits aus CAD-Modellen zur
Verfu¨gung stehen und somit lautet der Parametervektor
ζ = [ξ1 ξ2 ξ3 B11 B12 B21 B22 B33 K11 K12 K21 K22 K33]
T , mit ζ ∈ IR13. (5.25)
Durch die partielle Ableitung der linken Seite von (5.24) Ψ bezu¨glich des Para-
metervektors ζ erha¨lt man die Regressormatrix
X(k) =
∂Ψ(ξ,Dq,Kq,Bewegungsgro¨ssen)
∂ζ
, mit X ∈ IR3×13, (5.26)
fu¨r das k-te Sample. Der Ausgangsvektor fu¨r das k-te Sample
y(k) = δτ ext − (Ψ−X ζ) , mit y ∈ IR3, (5.27)
ist die Differenz der externen Momente δτ ext und der bekannten Massendynamik
Ψ−X ζ. Die Komponenten von X(k) und y(k) sind im Anhang A.1.3 aufgelistet.
Das zur Bestimmung der Parameter ζ zu lo¨sende u¨berbestimmte Gleichungssys-
tem mit 3r linearen Gleichungen hat die Form
W ζ = Y (5.28)
mit
W =


X(1)
X(2)
...
X(r)

 , Y =


y(1)
y(2)
...
y(r)

 .
Wie aus (A.9) ersichtlich, sind die Spalten von W linear unabha¨ngig, d.h.
rank(W) = 13. Dies ist nur gesichert, wenn die Basistra¨gheitsparameter ξ in
der Massendynamik linear vorkommen. Besitzt W nicht vollen Rang so wird
die Hesse-Matrix WTW singula¨r und (5.28) kann nicht mehr mit der Metho-
de nach Abschnitt 3.2 gelo¨st werden. Im Fall des erweiterten Armmodells mit
drei Freiheitsgraden ko¨nnen die Basistra¨gheitsparameter noch durch Anschau-
ung bestimmt werden, bei komplexeren Modellen hingegen sind analytische oder
numerische Methoden (siehe z.B. [22]) notwendig.
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Abb. 5.3: Schematische Darstellung der Kinematik des Gesamtsystems: Leicht-
bauroboter und Arm
5.3.2 Zustandsgro¨ßen im Gelenkraum
Zur Bestimmung der Parameter ζ des Modells nach Abschnitt 5.3.1 beno¨tigt
man den Zeitverlauf der Gelenkwinkel q(t) und deren Ableitungen q˙(t) und q¨(t)
sowie die Variationskomponenten δq, δq˙, δq¨ und die Variation der Gelenkmo-
mente δτ ext. Die roboterseitige absolute Lage der Anbindungsstelle kann durch
die Sensoren des Leichtbauroboters und die Reaktionskra¨fte zwischen Roboter-
Endeffektor und Anbindungsstelle ko¨nnen durch den Kraftmomentensensor er-
fasst werden. Im Folgenden wird beschrieben, wie aus den Sensordaten die ge-
nannten Gro¨ßen im Gelenkraum des menschlichen Arms bestimmt werden.
5.3.2.1 Bewegungsgro¨ßen im Gelenkraum
Zur Bestimmung der Gelenkwinkel q(t) des Arms aus den Sensordaten des Leicht-
bauroboters wird die Vorwa¨rtskinematik des Arms SEET beno¨tigt. Diese kann aus
den in Abbildung 5.3 dargestellten kinematischen Zusammenha¨ngen des Gesamt-
systems (Roboter und Arm) nach der Beziehung
S
EET =
S
WT
W
O T
O
TCPT
TCP
EE T (5.29)
berechnet werden. Dabei sind die homogenen Transformationsmatrizen SWT,
W
O T
und TCPEE T konstant.
O
TCPT(qLBR) ist von den abtriebsseitig gemessenen Gelenk-
winkeln qLBR des Leichtbauroboters (siehe Abschnitt 4.1.2) abha¨ngig. Mit
S
EET
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aus (5.29) ist lediglich die Lage des Endeffektors KEE (nach der Anbindungsstelle)
bezu¨glich des Koordinatensystems in der Schulter KS bekannt, deswegen mu¨ssen
die Gelenkwinkel q(t) des Arms anhand eines Modells gescha¨tzt werden. Fu¨r
den allgemeinen (d.h. den kinematisch redundanten) Fall n > m bedeutet dies,
dass die Gelenkzusta¨nde u¨ber einen Beobachter gescha¨tzt werden mu¨ssten, des-
sen Modellparameter nicht bekannt sind. Da im Falle des planaren Arms n = m
gilt, sind die Gelenkwinkel q u¨ber die Kinematik bestimmt und ko¨nnen mittels
der inversen Kinematik nach Abschnitt 2.1.3.2 berechnet werden. Ausgehend von
dem kartesischen Positionszustand
SxEE =


S
EET14
S
EET24
atan2(−SEET12, SEET11)

 = f(q), (5.30)
gilt unter Verwendung von (2.43) bis (2.49):
q = f−1(SxEE). (5.31)
Die Variation der Gelenkwinkel δq = q− q0 kann fu¨r einen definierten Anfangs-
zustand q0 = q(t0) aus q(t) berechnet werden.
Fu¨r die Berechnung der lokalen zeitlichen Ableitungen wird folgende numerische
Differentiationsregel angewandt:
q˙(k) =
q(k − 1)− q(k + 1)
2T
. (5.32)
Dabei ist q(k) der Gelenkwinkel des k-ten Sample und T die Periodendauer der
Abtastung, d.h. t = kT .
5.3.2.2 Momente im Gelenkraum
Zur Berechnung der Momente τ (t) im Gelenkraum des Arms aus den Messdaten
des Kraftmomentensensors (JR3, siehe Abschnitt 4.1.3) werden die im folgen-
den beschriebenen differentialgeometrischen Beziehungen [2] herangezogen. Die
Zwangskra¨fte zwischen dem Roboter- und Armendeffektor werden in kartesischen
Koordinaten von KJR3 gemessen und lassen sich im Kovektor der verallgemeiner-
ten Kraft
JR3FJR3 =
[
Fx Fy Fz Lx Ly Lz
]T
(5.33)
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zusammenfassen. Dabei sind Fi kartesische Kra¨fte und Li Momente. Eine Trans-
formationvorschrift zwischen der verallgemeinerten Kraft F und den Gelenkmo-
menten τ kann z.B. anhand des virtuellen Arbeitsausdrucks (siehe z.B. [7])
FT δx = τ T δq, (5.34)
mit den infinitesimalen kartesischen und Gelenkverschiebungen δx und δq, abge-
leitet werden. Setzt man die Beziehung
δx = J δq (5.35)
aus Abschnitt 2.1.4.3 in (5.34) ein und transponiert die gesamte Gleichung, so
erha¨lt man die Transformationforschrift
τ = JT F. (5.36)
Die Verteilung der Endeffektorkra¨fte auf die Gelenkmomente ist somit durch
eine rein kinematische Beziehung bestimmt. Zu Beachten sei das Bezugsystem
der differentiellen Jacobimatrix.
Im Fall des Gesamtsystems nach Abbildung 5.3 wird die Kraft JR3FJR3 gemes-
sen, d.h. der Angriffspunkt OJR3 und das Bezugsystem KJR3 sind identisch. Zur
Berechnung der Gelenkmomente kann JR3FJR3 in das fu¨r spa¨tere Analysen re-
levantere Koordinatensystem KEE transformiert und in einem weiteren Schritt
dann mit
τ = (EEJ)T EEFEE, wobei EEJ =
∂(EEx˙EE)
∂q˙
, (5.37)
in den Gelenkraum projiziert werden.
Eine allgemeine Beziehung fu¨r die Transformation des verallgemeinerten Kraft-
vektors F zwischen SE(3)-Koordinaten lautet nach [7]:
AFA = ABTf
BFB, (5.38)
mit
A
BTf =
[
RAB 0
Ap˜BRAB RAB
]
.
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5.3.3 Optimale Anregungstrajektorie
Wie bereits in Abschnitt 3.2.2 angesprochen, ist die Parameteridentifikation mit-
tels linearer Regression umso empfindlicher gegenu¨ber Modell- und Messungenau-
igkeiten, je schlechter die Konditionierung (siehe (3.16) aus Abschnitt 3.2.2.3) des
Regressors ist. Das Problem von hohen Konditionierungszahlen tritt immer dann
auf, wenn die Parameter eines dynamischen Modells unter Beru¨cksichtigung der
Tra¨gheit, Steifigkeit und Da¨mpfung gescha¨tzt werden und dabei die Perturbati-
onszeiten (Dauer von Beginn der Perturbation bis zum Erreichen der Sollampli-
tude) mo¨glichst gering sein sollen. Beispielhaft wurde dieser Effekt bereits bei
der Parameteridentifikation des linearisierten kartesischen Impedanzmodells in
Abschnitt 5.2 beobachtet. Um jedoch den Einfluss von Reflexen bei der Bestim-
mung der Identifikation des dynamischen Modells gering zu halten, besteht immer
der Konflikt zwischen geringen Perturbationszeiten und guten Konditionierungen.
Daher soll in diesem Abschnitt anhand von Simulationen eine bezu¨glich der Kon-
ditionierungszahl optimale Anregungstrajektorie ermittelt werden, um fu¨r die
darauf folgenden Messungen eine Referenz zu erhalten.
5.3.3.1 Formulierung des Optimierungsproblems
In der Literatur werden diverse Gu¨tekriterien zur Optimierung der Anregungs-
trajektorie vorgeschlagen, die z.B. in [22] zusammengefasst sind. In dieser Arbeit
wird das einfachste Gu¨temaß, d.h. die Konditionierungszahl aus Abschnitt 3.2.2.3
cond(W) =
σmax
σmin
(5.39)
verwendet. Dabei ist σmax bzw. σmin der gro¨ßte und kleinste Singula¨rwert von
W = UΣVT . Nimmt man q0 als konstant an, d.h. δq˙ = q˙ so ist der Regressor
W = W(q, q˙, q¨) nur eine Funktion der Bewegungsgro¨ßen. Die Trajektorie kann
fu¨r k Samples (q, q˙, q¨)k definiert werden und man erha¨lt die optimale Anregungs-
trajektorie wie z.B. in [13] beschrieben, durch die Vorschrift
min
(q,q˙,q¨)
cond(W(q, q˙, q¨)). (5.40)
Die Optimierungsvariablen des Gu¨tefunktionals sind Argumente nichtlinearer
Funktionen3 und unterliegen physikalischen Beschra¨nkungen. Die Gelenkwinkel
3Fu¨r (5.39) exsistiert kein symbolischer Ausdruck, da die Singula¨rwertzerlegung nur nume-
risch berechnet werden kann.
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i qmin,i qmax,i (rad) q˙min,i q˙max,i (rad/s) q˙min,i q˙max,i (rad/s
2)
1 -1.83 -0.26 -1.00 1.00 -10.00 10.00
2 1.05 2.23 -1.00 1.00 -10.00 10.00
3 -0.25 0.25 -1.00 1.00 -10.00 10.00
Tab. 5.4: Schranken der optimalen Trajektorie
δq1 (rad) δq2 (rad) δq3 (rad)
−π/3 π/3 0
Tab. 5.5: Ausgangskonfiguration des Arms
q sind durch die natu¨rlichen Gelenkanschla¨ge qmin sowie qmax und wegen der lo-
kalen Gu¨ltigkeit der Linearisierung (siehe Abschnitt 5.3.1.2) |q − q0| ≤ |δq|max
begrenzt. Einschra¨nkungen bezu¨glich der Beschleunigung q¨ bestehen aufgrund
der endlichen Leistung des Roboters. Somit ist (5.40) ein nichtlineares Optimie-
rungsproblem mit Zwangsbedingungen in Form von Ungleichungen.
5.3.3.2 Numerisches Experiment
Zur Lo¨sung des Problems (5.40) wurde ein numerisches Experiment durchgefu¨hrt.
Als Optimierer wurde die Funktion
”
fmincon“ des Softwarepackets MATLAB
verwendet. Der Optimierungsalgorithmus basiert auf dem Innere-Punkte-Verfah-
ren (siehe z.B. [39]). Ausgehend von zufa¨llig generierten Anfangswerten, innerhalb
der festen Schranken nach Tabelle 5.4, wurde der Algorithmus zehn mal durchlau-
fen, um jeweils eine optimale Trajektorie (q, q˙, q¨) mit 20 Samples zu berechnen.
Die konstante Ausgangskonfiguration q0 zur Berechnung der Varationsvariablen
ist in Tabelle 5.5 aufgelistet.
Tabelle 5.6 zeigt die Werte des Gu¨tefunktionals bei Abbruch der Optimierung fu¨r
zehn Optimierungsdurchla¨ufe. Der (minimale) Funktionswert ist in vier Fa¨llen um
ca. 20% gro¨ßer als das absolute Minimum (siehe Definition der Konditionierungs-
Durchlauf 1 2 3 4 5
fmin 1.213 1.211 1.003 1.004 1.003
Durchlauf 6 7 8 9 10
fmin 1.211 1.195 1.003 1.003 1.003
Tab. 5.6: Wert des Gu¨tefunktionals bei Abbruch der Optimierung, fu¨r zehn
Durchla¨ufe
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k δq (rad) q˙ (rad/s) q¨ (rad/s2)
1 -0.25 0.12 0.20 0.00 -0.01 -0.24 -0.06 0.01 0.20
2 0.31 0.12 -0.20 -0.00 0.00 -0.21 0.02 0.01 0.12
3 -0.29 0.12 -0.20 -0.01 0.01 -0.21 0.03 0.01 -0.08
4 0.00 0.00 -0.20 0.32 0.52 0.27 0.01 -0.00 0.16
5 -0.01 0.01 -0.20 -0.52 0.32 -0.29 -0.00 -0.00 -0.05
6 0.13 0.12 -0.20 0.00 -0.00 0.18 0.00 0.01 -0.17
7 0.31 0.13 -0.19 -0.00 0.00 0.11 -0.01 0.01 0.25
8 -0.01 0.52 -0.20 0.00 -0.00 0.05 0.62 -0.02 -0.24
9 -0.15 0.13 -0.20 -0.00 0.00 0.26 -0.01 0.01 0.09
10 -0.25 0.12 0.20 -0.00 0.00 0.05 0.00 0.01 0.01
11 0.30 0.12 -0.20 0.00 -0.00 0.17 -0.02 0.01 0.00
12 0.00 0.00 0.20 -0.32 -0.52 -0.24 0.01 -0.00 -0.09
13 -0.02 0.12 -0.20 0.00 -0.01 -0.20 -0.04 0.01 -0.04
14 0.16 0.12 0.20 0.01 -0.00 0.24 -0.00 0.01 -0.06
15 -0.22 0.12 0.20 -0.00 0.00 0.27 -0.00 0.01 -0.03
16 -0.09 0.12 0.20 -0.00 0.00 -0.13 -0.00 0.01 0.08
17 -0.26 0.12 0.20 -0.00 0.00 -0.07 -0.01 0.01 -0.00
18 0.26 0.12 -0.04 0.00 -0.00 -0.00 -0.00 0.01 0.00
19 0.01 0.52 0.19 -0.00 0.00 0.22 -0.59 -0.02 -0.05
20 -0.01 0.01 0.20 0.52 -0.32 0.02 -0.01 -0.00 -0.00
Tab. 5.7: Samples der optimale Anregungstrajektorie, beispielhaft fu¨r den drit-
ten Optimierungsdurchlauf, in den ersten drei Spalten ist die Verschiebung
δq = q− q0 dargestellt
zahl in (5.39)). In den restlichen Durchla¨ufen wird das absolute Minimum erreicht.
Tabelle 5.7 zeigt die 20 Samples beispielhaft fu¨r eine optimale Trajektorie. Der
Vergleich von δq, q˙ und q¨ zeigt eine U¨bereinstimmung der Gro¨ßenordnungen.
5.3.3.3 Ruckminimale Interpolation der Samples
Die Optimierung des vorhergehenden Abschnitts liefert eine unstetige Trajektorie,
die in dieser Form nicht dem Roboter kommandiert werden kann. Um eine realis-
tische Einscha¨tzung mo¨glicher Konditionierungen zu erhalten, mu¨ssen Sollwerte
zwischen den Samples interpoliert werden. Ausgehend von der Theorie des mini-
malen Rucks nach [9] wird hier angenommen, dass eine Minimierung des Rucks
gleichzeitig zu einer Minimierung der Gro¨ßenordnungen zwischen Verschiebung,
Geschwindigkeit und Beschleunigung fu¨hrt. Wie in [33] gezeigt wird, ist die ana-
lytische Lo¨sung des Problems
min
q(t)
1
2
0.5∫
t=0
...
q (t)2 dt (5.41)
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ein Polynom 5. Ordnung und bietet somit eine optimale Mo¨glichkeit zur Interpo-
lation der Samples aus Abschnitt 5.3.3.2.
Der allgemeine Ansatz des Polynoms 5. Ordnung in indizistischer Schreibweise
lautet
qi(t) = a0,i + a1,it+ a2,it
2 + a3,it
3 + a4,it
4 + a5,it
5, (5.42)
mit den zeitlichen Ableitungen bis in die Beschleunigungsebene
q˙i(t) = a1,i + 2a2,it+ 3a3,it
2 + 4a4,it
3 + 5a5,it
4,
q¨i(t) = 2a2,i + 6a3,it+ 12a4,it
2 + 20a5,it
3.
Setzt man folgende Randbedingungen in (5.42) ein:
• qi(0) = qs,i, qi(tf ) = qf,i,
• q˙i(0) = q˙s,i, q˙i(tf ) = q˙f,i,
• q¨i(0) = q¨s,i, q¨i(tf ) = q¨f,i,
so erha¨lt man die Koeffizienten
ai =


qs,i
q˙s,i
q¨s,i
−20qs,i + 20qf,i − 12q˙s,itf − 8q˙f,itf − 6q¨s,it2f + q¨f,it2f
2t3f
−−15qs,i + 15qf,i − 8q˙s,itf − 7q˙f,itf − 3q¨s,it
2
f + q¨f,it
2
f
t4f
−12qs,i + 12qf,i − 6q˙s,itf − 6q˙f,itf − 2q¨s,it2f + q¨f,it2f
2t5f


(5.43)
des Polynoms qi(t) mit einem Gu¨ltigkeitsbereich von t = 0 . . . tf .
Um eine Trajektorie mit mehr als einem U¨bergangspunkt (wie aus Abschnitt
5.3.3.2) zu interpolieren, muss ein zustandsabha¨ngiger Ablauf programmiert wer-
den. Im ersten Zustand erfolgt die Initialisierung, d.h. die Berechnung der Koeffi-
zienten nach (5.43) fu¨r das Start- und Zielsample (q, q˙, q¨)s und (q, q˙, q¨)f des ers-
ten Interpolationintervals der La¨nge tf . Gleichzeitig wird die Zeit auf Null gesetzt.
Der darauf folgende Zustand muss als Schleife realisiert werden. Bei jeder Wie-
derholung wird erst die Zeit mit einer festgelegten Periodendauer inkrementiert
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Abb. 5.4: Interpolierte optimale Anregungstrajektorie mit tf = 0.1 s. i = 1
(blau), i = 2 (gru¨n) und i = 3 (rot).
und dann der Interpolationswert nach (5.42) berechnet. Die Abbruchbedingung
der Schleife lautet t = tf und leitet die Initialisierung des na¨chsten U¨bergangs-
punktes ein. Dabei gilt dann (q, q˙, q¨)s(k) = (q, q˙, q¨)f (k − 1). Der Interpolator
la¨uft solange bis k = n und t(k) = tf (k).
Mit den in Abschnitt 5.3.3.2 ermittelten Samples als U¨bergangswerte, kann un-
ter Verwendung des Polynoms 5. Ordnung eine weiche und stetige Trajektorie
interpoliert werden. Abbildung 5.4 und 5.5 zeigt die Zeitserien fu¨r die zwei Inter-
vallla¨ngen tf = 0.1 s und tf = 0.3 s. Dabei ist ein typisches Ergebnis der zehn
Optimierungdurchla¨ufe dargestellt.
Im Folgenden werden die beiden interpolierten Trajektorien verglichen und die
Auswirkung auf die Parameteridentifikation diskutiert. Die maximalen Beschleu-
nigungswerte fu¨r tf = 0.1 s liegen im Bereich von |q¨max| ≈ 3.5 · 102 rad/s2.
Im Vergleich zu den Maximalwerten fu¨r tf = 0.3 s ergibt sich ein Verha¨ltnis
|q¨max(tf = 0.1)|/|q¨max(tf = 0.3)| ≈ 101. Der Einfluss der Intervallla¨nge ist somit
nicht zu vernachla¨ssigen und eine Auswirkung auf die Konditionierungszahl zu
erwarten. Quantitative Ergebnisse bezu¨glich des Einflusses der Intervallla¨nge auf
die
”
Qualita¨t“ der Parameteridentifikation erha¨lt man durch die numerische Aus-
wertung des Regressors. Wertet man den Regressor mit weichen Trajektorien glei-
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Abb. 5.5: Interpolierte optimale Anregungstrajektorie mit tf = 0.3 s. i = 1
(blau), i = 2 (gru¨n) und i = 3 (rot).
cher U¨bergangspunkte aber variabler Intervallla¨nge aus und berechnet anschlie-
ßend jeweils die Konditionierungszahlen, so erha¨lt man den in Abbildung 5.6 dar-
gestellten Zusammenhang. Dieser zeigt eine exponentielle Verschlechterung der
Konditionierung mit sinkender Intervallla¨nge. Eine absolute obere Schranke fu¨r
die Konditionierungszahl ist schwer zu definieren, da diese von der Genauigkeit
des zu identifizierenden Modells abha¨ngt. Dennoch zeigt Abbildung 5.6, dass fu¨r
eine bezu¨glich der Reaktionszeit vertretbaren Intervallla¨nge cond(tf = 0.3) > 100
ist. In [35] wird eine obere Schranke cond < 100 fu¨r die Identifikation von Robo-
termodellen vorgeschlagen. Bei der Identifikation von biomechanischen Systemen
sollte man aber (im Vergleich zu mechatronischen Systemen) von einer geringen
Modellgenauigkeit ausgehen und daher konservativere Konditionierungen anset-
zen.
5.3.4 Na¨herung zur Scha¨tzung der Tra¨gheitsparameter
Die Untersuchungen des letzten Abschnitt zeigen, dass selbst fu¨r eine ruckmi-
nimierte optimierte Trajektorie eine robuste Parameteridentifikaton des gesam-
ten dynamischen Modells (5.27) nicht gesichert ist. Wie die Simulationen zeigen,
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Abb. 5.6: Konditionierungszahl in Abha¨ngigkeit der Intervallla¨nge tf
fu¨hren die Beschleunigungsterme im Regressor zu nicht vertrauenswu¨rdigen Pa-
rameterscha¨tzungen. Um dieses Problem zu u¨bergehen, wird in diesem Abschnitt
eine Mo¨glichkeit zur isolierten Identifikation der Tra¨gheitsparameter untersucht.
Anders als bei der isolierten Scha¨tzung der Steifigkeit aus Abschnitt 5.2.2 exis-
tiert keine Trajektorie mit einem stationa¨ren Zustand fu¨r die Beschleunigung, bei
dem gleichzeitig die Verschiebung δq und die Geschwindigkeit q˙ Null ist. Daher
kann die getrennte Scha¨tzung der Tra¨gheitsparameter nur durch eine Na¨herung
erfolgen. Die Na¨herung basiert im Wesentlichen auf zwei Annahmen: Wa¨hlt man
als Anregung eine Trajektorie mit geringen Verschiebungen δq ≪ q¨ und nied-
rigen Geschwindigkeiten q˙ ≪ q¨ so sind im Modell (5.24) die Momentenanteile
verursacht durch
• die Steifigkeit
• und Da¨mpfung
vernachla¨ssigbar klein. Ob diese Annahmen zutreffend sind, kann bei einer se-
paraten Bestimmung (unter Voraussetzung bekannter Tra¨gheitsparameter) der
Steifigkeits- und Da¨mpfungsparameter zumindest qualitativ gezeigt werden.
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Fu¨r das reduzierte inverse Dynamikmodell ist die Variationsgleichung (5.22) nicht
mehr notwendig, da die Linearisierung der Steifigkeits- und Da¨mpfungsanteile
wegfa¨llt. Somit kann der Regressor fu¨r die Scha¨tzung der Tra¨gheitsparameter
ζred = [ξ1 ξ2 ξ3]
T , (5.44)
unter Verwendung von (5.21) mit
Wred =
∂Γ(q, q˙, q¨)
∂ζred
(5.45)
gebildet werden. Setzt man wie in (5.27) die Tra¨gheitsparameter der Anbindungs-
stelle als bekannt voraus, so lautet der Ausgangsvektor
Yred = τ ext − (Γ−Wred ζred) (5.46)
und ist abgesehen von der Variation des externen Moments identisch4 mit (5.27).
Zur Bestimmung der Tra¨gheitsparameter wurde folgendes Experiment durch-
gefu¨hrt. Der Endeffektor des Arms der Versuchsperson wurde durch den Roboter
in einer von vier Ausgangspositionen gehalten. Nach vollsta¨ndiger Entspannung
des Arms, gemessen durch Null Reaktionskra¨fte in der Transversalebene, fuhr
der Roboter eine stochastische Trajektorie ab. Der Ablauf wurde 30 mal pro
Ausgangsposition wiederholt. Die Planung der Trajektorie erfolgte durch die Ge-
nerierung von Zufallszahlen und anschließende Interpolation mit dem Polynom
5. Ordnung. Die Grenzen der Zufallswerte betrugen ±0.05 rad fu¨r alle Gelenk-
winkel des Arms und die Intervallla¨nge fu¨r die Interpolation tf = 0.05 s. Mit
den instantanen Werten fu¨r die Gelenkwinkel des Arms erfolgte die Berechnung
der Vorwa¨rtskinematik OTCPT(qd,Arm) (siehe Abbildung 5.3) und im gleichen Zeit-
schritt die Generierung der Sollwerte fu¨r die Gelenkwinkel des Roboters qd,LBR
(siehe Abschnitt 4.2.3).
Die Messdaten wurden unter Verwendung der Zusammenha¨nge aus Abschnitt
5.3.2 oﬄine, d.h. nach Abschluss aller Messungen ausgewertet. Abbildung 5.7
zeigt die gescha¨tzten Tra¨gheitsparameter an vier Ausgangspositionen fu¨r jeweils
30 Durchla¨ufe. In Tabelle 5.8 sind die Mittelwerte und Standardabweichungen
u¨ber alle 120 Durchla¨ufe aufgelistet. Die Robustheit der Parameteridentifikation
zeigt Mittelwert und Standardabweichung der Konditionierungszahl cond = 5.8±
1.7 u¨ber die 120 Durchla¨ufe.
4Der Index k wurde hier als Vereinfachung weggelassen. Die Bildung der gesamten Regres-
sionsgleichung wird analog zu Abschnitt 5.3.1.3 durchgefu¨hrt.
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Abb. 5.7: Experimentell bestimmte Tra¨gheitsparameter des Arms. ξ1 (blau), ξ2
(gru¨n) und ξ3 (rot).
ξ1 (kgm2) ξ2 (kgm2) ξ3 (kgm2)
0.449± 0.030 0.116± 0.018 0.115± 0.004
Tab. 5.8: Experimentell bestimmte Tra¨gheitsparameter: Mittelwerte und Stan-
dardabweichungen
Da das inverse Dynamikmodell nach (5.21) linear bezu¨glich der Basistra¨gheits-
parameter ist, sollte ξ = konst. gelten. Der Wert fu¨r ξ1 u¨ber die jeweils 30
Durchla¨ufe, steigt jedoch leicht an. Auch schwanken die Mittelwerte der einzelnen
Ausgangspositionen. Dies la¨sst vermuten, dass die Annahmen zur Vernachla¨ssi-
gung der Steifigkeits- und Da¨mpfungsanteile nicht zutreffen und somit das reale
Verhalten selbst fu¨r δq≪ q¨ und q˙≪ q¨ nicht ausreichend approximiert wird.
5.3.5 Bestimmung der Steifigkeit und Da¨mpfung
Sind die Tra¨gheitsparameter des Arms einmal bekannt, so ko¨nnen die zugeho¨rigen
Spalten des Regressors gestrichen werden und der Parametervektor zur Identifi-
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zierung der Steifigkeit und Da¨mpfung lautet
ζ imp = [B11 B12 B21 B22 B33 K11 K12 K21 K22 K33]
T . (5.47)
Die Regressorgleichung kann mit dem reduzierten Parametervektor analog zu
(5.26) bis (5.28) berechnet werden. Da in den Spalten des Regressors jetzt nur
noch Geschwindigkeits- und Positionsterme auftreten, ist eine wesentlich verbes-
serte Konditionierung zu erwarten.
Dennoch wird die Intervallla¨nge tf der interpolierten Anregungstrajektorie (siehe
Abschnitt 5.3.3.3) das Ergebnis der Parameteridentifikation beeinflussen. Dabei
stellen sich folgende Frage: Fu¨r welche Intervallla¨nge tf repra¨sentieren die iden-
tifizierten Parameter das physikalische System? Mit der Konditionierungszahl
kann lediglich die Robustheit der Regression quantifiziert werden. D.h. wie emp-
findlich ist die Scha¨tzung gegenu¨ber Mess- und Modellierungsfehler? Aufgrund
der Komplexita¨t des neuromuskula¨ren Systems ist die Modellgenauigkeit schwer
zu bewerten und sollte erstmal als
”
ungenau“ angenommen werden. Demzufolge
wird hier als obere Schranke cond < 20 fu¨r robuste Parameterscha¨tzugen ange-
nommen.
Ein weiteres Bewertungskriterium fu¨r die Qualita¨t der Parameterscha¨tzung kann
aus allgemeingu¨ltigen Eigenschaften mechanischer Systeme abgeleitet werden.
Die Definitheit der Steifigkeitsmatrix eines mechanisch gefesselten Systems ist
stets positiv [21] und durch die quadratische Form
xT Ax > 0, fu¨r x 6= 0 (5.48)
definiert. Dies bedeutet fu¨r den Fall der Gelenksteifigkeitsmatrix, dass die Forma¨n-
derungsenergie 1/2δqT K δq fu¨r endliche Verschiebungen δq 6= 0 stets positiv sein
muss. Ist die identifizierte Steifigkeitsmatrix positiv definit, so kann der Scha¨tzung
vertraut werden.
Zur Bestimmung der Mindestintervallla¨nge tf,min unter Beru¨cksichtigung der ge-
nannten Kriterien fu¨hrte man folgendes Experiment durch. Der Endeffektor des
menschlichen Arms wurde durch den Roboter in einer Ausgangsposition gehalten.
Nach dem die Versuchsperson eine definierte Kraft von 10N proximal gehalten
hatte, lenkte der Roboter den Arm positionsgesteuert aus. Um bewusste Reak-
tionen der Versuchsperson vor Beginn der Perturbation zu vermeiden war die
Haltezeit der Kraft, sowie die Auslenkungsrichtung zufa¨llig gewa¨hlt. Die Anre-
gungstrajektorie wurde wie in Abschnitt 5.3.4 durch ein Polynom 5. Ordnung fu¨r
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Abb. 5.8: Anregungstrajektorien fu¨r 16 Intervallla¨ngen tf , beispielhaft fu¨r eine
Perturbation in δq1
Gelenkwinkel des Arms interpoliert. Um einen Parametervektor zu identifizieren
setzte man eine Intervallla¨nge aus tf = 0.1 . . . 0.25 s fest und perturbierte in Rich-
tung einer der sechs Zielpunkte. Dieser Ablauf wiederholte sich so lange, bis jeder
der Zielpunkte fu¨nf mal angefahren wurde (d.h. insgesamt 30 Durchla¨ufe). Nach
der Datenerfassung fu¨r einen Parametervektor erho¨hte man die Intervallla¨nge
und wiederholte die 30 Durchla¨ufe solange, bis Daten zur Bestimmung von 16
Parametersa¨tzen ζ imp(tf ) erfasst waren. Abbildung 5.8 zeigt typische Anregungs-
trajektorien in Abha¨ngigkeit der 16 Intervallla¨ngen.
Fu¨r die Auswertung der Messdaten beru¨cksichtigte man jeweils nur einen Teil der
Zeitschriebe im Regressor. Bezeichnet man den Zeitpunkt zu Beginn der Pertur-
bation mit ts, so gingen fu¨r jeden der 30 Durchla¨ufe die Daten der Zeitintervalle
test = ts . . . (ts + tf + 0.1 s) in die Bestimmung von ζˆ imp(tf ) ein.
Tabelle 5.9 zeigt die Steifigkeitsmatrizen fu¨r variierende Bestimmungsintervallla¨n-
gen test. Fu¨r den Test auf positiv definite Steifigkeitsmatrizen wurden die Eigen-
werte ((Ks−λ I)x = 0) des symmetrischen Anteils Ks = 1/2(K+KT ) berechnet
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test (ms) 200 210 220 230
K ( Nm
rad
)
-102.7 -44.4 0.0
-50.1 -22.6 0.0
0.0 0.0 40.1
-82.8 -27.5 0.0
-34.6 -9.4 0.0
0.0 0.0 39.6
-63.5 -21.2 0.0
-28.6 -10.8 0.0
0.0 0.0 31.9
-43.7 -8.5 0.0
-19.8 -2.5 0.0
0.0 0.0 30.6
test (ms) 240 250 260 270
K ( Nm
rad
)
-16.4 -1.1 0.0
-6.7 1.9 0.0
0.0 0.0 30.9
-15.1 4.8 0.0
-9.9 2.2 0.0
0.0 0.0 28.9
-9.2 5.0 0.0
-7.7 2.9 0.0
0.0 0.0 28.5
0.5 9.4 0.0
-3.4 4.8 0.0
0.0 0.0 28.9
test (ms) 280 290 300 310
K ( Nm
rad
)
3.2 10.1 0.0
-3.3 4.9 0.0
0.0 0.0 27.9
4.4 11.2 0.0
-2.7 6.5 0.0
0.0 0.0 28.4
5.1 12.5 0.0
-3.0 7.1 0.0
0.0 0.0 26.2
6.0 11.0 0.0
-3.1 6.2 0.0
0.0 0.0 28.3
test (ms) 320 330 340 350
K ( Nm
rad
)
7.8 14.1 0.0
-2.3 8.5 0.0
0.0 0.0 25.4
8.9 14.1 0.0
-0.9 8.6 0.0
0.0 0.0 24.2
8.0 13.0 0.0
-1.9 6.6 0.0
0.0 0.0 22.4
9.6 13.6 0.0
-0.2 8.6 0.0
0.0 0.0 25.7
Tab. 5.9: Steifigkeitsmatrizen fu¨r variierende Intervallla¨ngen
und in Abbildung 5.9 u¨ber der Bestimmungsintervallla¨nge test aufgetragen. Alle
Eigenwerte der Steifigkeitsmatrix sind fu¨r test > 0.28 s positiv und somit ist nach
[4] das Kriterium der Definitheit erfu¨llt. Die Konditionierungszahl unterschreitet
fu¨r test > 0.30 s die obere Schranke von 20.
Die Struktur der Steifigkeitsmatrizen aus Tabelle 5.9 weist fu¨r alle Bestimmungs-
intervalle nicht zu vernachla¨ssigende Asymmetrien auf. Sie verletzen die Integra-
bilita¨tsbedingungen bei der Ableitung einer Potentialfunktion aus dem Kraftfeld
der Elastizita¨ten (siehe Abschnitt 2.3.2) und lassen Modellfehler vermuten. Dies
motiviert dazu, die Zeitserien der Gelenkwinkel, deren zeitliche Ableitungen und
den Verlauf der externen Momente auf Plausibilita¨t zu untersuchen, um so Wider-
spru¨che bezu¨glich mechanischer und systemtheoretischer Gesetze zu lokalisieren.
Fu¨r die Plausibilita¨tsanalyse wurde die gescha¨tzte inverse Dynamik
δτ pred = Γ(q, q˙, q¨, ξˆ) +Wimp(δq, q˙) ζˆ imp (5.49)
berechnet und mit den real gemessenen externen Momenten δτ ext verglichen. In
der sog. Funktionsapproximation nach (5.49) wurden die gemessenen Bewegungs-
gro¨ßen, die gescha¨tzten Tra¨gheitsparameter nach Tabelle 5.8 und die gescha¨tzten
Impedanzparameter fu¨r test = 0.31 s nach Tabelle 5.9 beru¨cksichtigt. Um ein
Systemverhalten zu sehen, welches aus Sicht der Steifigkeit den Integrabilita¨tsbe-
dingungen genu¨gt, wurde nur der symmetrische Anteil Ks = 1/2(K + K
T ) im
Parametervektor ζˆ imp verwendet.
Abbildung 5.10 zeigt den Verlauf der Verschiebungen und stellt die gemessenen
und approximierten Verla¨ufe der Gelenkmomente gegenu¨ber. Der Anstieg des
gescha¨tzten Moment δτpred,1 eilt dem gemessenen Moment voraus und besitzt ein
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Abb. 5.9: Eigenwerte der Steifigkeitsmatrix und Konditionierungszahl u¨ber der
La¨nge des Bestimmungsintervalls test
ho¨heres Maximum. Dies zeigt eindeutig (siehe (A.5) im Anhang A.1.2), dass die
Tra¨gheitsparameter wertema¨ßig zu hoch bestimmt wurden und die Annahmen aus
Abschnitt 5.3.4 nicht zutreffend sind. Zu große Tra¨gheiten initiieren jedoch keine
scheinbar asymmetrischen Steifigkeitsmatrizen. Hierfu¨r ist ein Modellierungsfeh-
ler verantwortlich. Betrachtet man den quasistationa¨ren Zustand im Bereich von
t = 0.4 . . . 0.6 s, so erzeugt eine Auslenkung δq3 ein Moment δτext,3. Dies wa¨re nur
fu¨r eine Steifigkeitsverkopplung K32 6= 0 zwischen dem Freiheitsgrad der Anbi-
dungsstelle und des Ellbogengelenks kausal. Aufnahmen mit einer Hochgeschwin-
digkeitskamera zeigen eine nicht modellierte Verschiebung der Schulter. Folglich
wirkt ein Moment δτext,3, obwohl die Auslenkungen δq1 = δq2 ≈ 0 und K32 = 0
(siehe Abbildung 5.10).
Die Plausibilita¨tsuntersuchungen des letzten Absatzes zeigen, dass die Annahmen
fu¨r die Modellierung der Anbindungsstelle aus Abschnitt 5.3.1.1 nicht zutreffen.
Durch die Beru¨cksichtigung der Anbidungsstelle mit einem Freiheitsgrad (fu¨r ei-
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Abb. 5.10: Vergleich der gemessenen externen Momente δτ ext (durchgezogene
Linien) mit der gescha¨tzten Inversedynamik δτ pred (strichpunktierte Linien), bei-
spielhaft fu¨r eine Perturbation in δq3
ne nicht redundante Kinematik) treten nicht modellierte Effekte auf, welche die
Parameteridentifikation negativ beeinflussen.
5.4 Eigenschaften der Impedanz fu¨r eine Kraft-
aufgabe
In diesem Abschnitt werden die Eigenschaften der mechanischen Impedanz bei der
Bewa¨ltigung einer so genannten Kraftaufgabe (engl. force task) untersucht. Die
Ergebnisse dieses Experiments sollen einerseits zeigen, welche Steifigkeiten und
Da¨mpfungen das neuromuskula¨re System zur Applizierung von Kra¨ften einstellt.
Andererseits erhofft man sich eine Verifizierung der in Abschnitt 5.3 beschriebe-
nen Methoden.
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Unter Beru¨cksichtigung der Erkenntnisse aus Abschnitt 5.3.5 wird der Freiheits-
grad fu¨r die Anbindungsstelle durch das Drehgelenk (siehe Abschnitt 4.1.3) ent-
lastet und die Masse der Anbindungsstelle inklusiv Drehgelenk dem Unterarm
zugerechnet. Somit reduziert sich das gesamte dynamische Modell aus Abschnitt
5.3.1 auf zwei Freiheitsgrade fu¨r Schulter- und Ellbogengelenk. Die symbolischen
Ausdru¨cke der Bewegungs- und Regressionsgleichungen sind im Anhang A.2 auf-
gelistet.
5.4.1 Ablauf des Experiments
Getestet wurde eine gesunde Versuchsperson. Die Reaktionskra¨fte zwischen Robo-
ter-Endeffektor und menschlichem Arm wurden in Schulterkoordinaten auf dem
Monitor des Versuchsaufbaus dargestellt. Eine Graphik zeigte die Kra¨fte in der
Transversalebene Fx/y und eine weitere Graphik die Kraft in Richtung des Gra-
vitationsfeldes Fz. Der Bereich der Sollkra¨fte war jeweils durch Markierungen
mit einer Toleranz von ±1N gekennzeichnet (siehe Abbildung 4.1 in Abschnitt
4.1.1). Den Referenzbereich fu¨r Fz wa¨hlte man so, dass das Eigengewicht des
Arms kompensiert wurde. Der Referenzbereich Fx variierte im Verlauf des Ex-
periments und Fy war stets Null. Die Randbedingungen des Experiments legte
man durch die Ausgangsposition des Armendeffektors und der durch den Arm
ausgeu¨bten Kraft fest. Als Ausgangsposition definierte man: P1 [1.10 0.08 0.28]T ,
P2 [1.20 0.08 0.28]T , P3 [1.20 0.18 0.22]T und P4 [1.20 0.28 0.28]T in Schulterkoor-
dinaten SpW (Einheitm). Die Referenzkra¨fte waren: F0 [0 0−20]T , F1 [5 0−20]T ,
F2 [10 0 −20]T , F3 [15 0 −20]T und F4 [20 0 −20]T in Schulterkoordinaten SFEE
(Einheit N).
Zur Identifikation eines Parametersatzes hielt der Roboter den Arm in einer der
Ausgangsposition. Nach dem die Versuchsperson eine der Referenzkra¨fte gehalten
hatte, lenkte der Roboter den Arm positionsgesteuert aus. Um kognitive Reaktio-
nen der Versuchsperson noch vor Beginn der Perturbation (d.h. z.B. Erho¨hung
der Steifigkeit in Richtung der Perturbation) zu vermeiden, wurde die Haltezeit
der Kraft sowie die Perturbationsrichtung zufa¨llig gewa¨hlt. Die Auslenkung folg-
te einer weichen Trajektorie (siehe Abschnitt 5.3.3.3) mit den Zielpunkten: Q1
[0.05 0]T , Q2 [−0.05 0]T , Q3 [0 0.05]T , Q4 [0 − 0.05]T , Q5 [0.05 − 0.05]T und Q6
[−0.05 0.05]T in Gelenkkoordinaten δq des Arms (Einheit rad) und einer Inter-
vallla¨nge von tf = 0.3 s. Nach fu¨nf Auslenkungen pro Zielpunkt (d.h. nach 30
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P1 P2 P3 P4
F0
6.96 1.35
3.97 6.72
4.90 2.22
5.15 8.58
3.98 3.68
5.29 8.11
6.25 4.62
4.78 4.69
F1
10.28 3.81
4.49 11.63
5.02 3.72
4.99 10.41
3.44 3.78
4.58 8.58
7.33 7.31
5.65 8.51
F2
10.17 5.77
6.55 17.01
7.19 4.30
8.68 15.16
7.30 7.44
8.05 14.24
10.35 5.97
7.21 7.40
F3
12.85 7.71
10.48 21.95
9.77 8.54
12.45 20.72
8.10 8.16
7.91 14.78
15.61 8.75
9.80 9.04
F4
16.44 10.29
13.33 27.96
10.87 8.89
11.40 22.16
11.97 10.61
11.24 18.13
18.43 11.42
11.63 11.22
Tab. 5.10: GelenksteifigkeitsmatrizenKq (Nm/rad) fu¨r vier Ausgangspositionen
und fu¨nf Referenzkraftbereiche
P1 P2 P3 P4
F0
0.57 -0.03
-0.23 0.30
0.53 0.16
-0.06 0.47
0.64 0.34
0.13 0.54
0.92 0.51
0.36 0.38
F1
0.82 0.14
-0.08 0.52
0.96 0.38
0.29 0.68
0.90 0.52
0.42 0.73
1.08 0.60
0.73 0.67
F2
0.85 0.28
0.11 0.79
0.64 0.39
0.25 1.02
0.98 0.65
0.74 1.12
0.81 0.69
0.52 0.63
F3
0.84 0.30
0.13 0.99
1.08 0.87
0.95 1.68
1.31 1.02
1.11 1.45
1.29 0.87
0.94 0.87
F4
1.12 0.49
0.37 1.30
1.07 0.79
0.97 1.72
1.45 1.24
1.27 1.64
1.44 1.11
0.98 0.91
Tab. 5.11: Gelenkda¨mpfungsmatrizen Kq (Nm/rad) fu¨r vier Ausgangspositio-
nen und fu¨nf Referenzkraftbereiche
Durchla¨ufen) wurde die Datenerfassung zur Identifizierung eines Parametersat-
zes abgeschlossen und die Randbedingungen gea¨ndert. Diesen Ablauf wiederholte
man bis Daten fu¨r alle 20 Kombinationen der Randbedingungen erfasst wurden.
5.4.2 Auswertung und Interpretation der Ergebnisse
Fu¨r die Auswertung der Messdaten beru¨cksichtigte man jeweils nur einen Teil der
Zeitschriebe im Regressor. Bezeichnet man den Zeitpunkt zu Beginn der Pertur-
bation mit ts, so gehen fu¨r jeden der 30 Durchla¨ufe die Daten der Zeitintervalle
test = ts . . . (ts + 0.3 s) in die Bestimmung der Parameter fu¨r eine Ausgangsposi-
tion und eine Referenzkraft ein.
Tabelle 5.10 zeigt die Gelenksteifigkeitsmatrizen und Tabelle 5.11 die Gelenkda¨m-
pfungsmatrizen fu¨r die vier Ausgangspositionen und fu¨nf Referenzkraftbereiche.
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P1 P2 P3 P4
ξ1 (kgm2) 0.410± 0.011 0.376± 0.013 0.370± 0.006 0.347± 0.011
ξ2 (kgm2) 0.284± 0.012 0.141± 0.029 0.154± 0.012 0.168± 0.008
ξ3 (kgm2) 0.140± 0.005 0.130± 0.012 0.134± 0.006 0.130± 0.007
Tab. 5.12: Tra¨gheitsparameter fu¨r vier Ausgangspositionen: Mittelwerte und
Standardabweichugen u¨ber fu¨nf Referenzkraftbereiche
P1 P2 P3 P4
F0 0.4930 0.3976 0.1796 0.0170
F1 0.0814 0.1457 0.0956 0.1283
F2 0.0632 0.3380 0.0391 0.0943
F3 0.1524 0.1862 0.0154 0.0565
F4 0.1288 0.1236 0.0291 0.0093
Tab. 5.13: Asymmetrie der Steifigkeitsmatrix Z (−) fu¨r vier Ausgangspositionen
und fu¨nf Referenzkraftbereiche
Tabelle 5.12 zeigt die Mittelwerte und Standardabweichungen der Tra¨gheitspara-
meter fu¨r die vier Ausgangspositionen. Gemittelt wurden jeweils die Komponen-
ten ξ der fu¨nf Referenzkra¨fte fu¨r eine Ausgangsposition.
Um die Asymmetrien der Steifigkeitsmatrizen (siehe Tabelle 5.10) zu quantifizie-
ren, wird folgendes Maß definiert. Ausgehend von der allgemein gu¨ltigen Zerle-
gung von Matrizen in symmetrische Anteile Ks = 1/2(K+K
T ) und antisymme-
trische (schiefsymmetrische) Anteile Ka = 1/2(K−KT ) wird hier das Maß
Z =
∣∣∣∣Ka,12Ks,12
∣∣∣∣ (5.50)
definiert. Diese Definition weicht von [24] ab und ist von der Verschiebung δq
unabha¨ngig. Die zu den Steifigkeitsmatrizen aus Tabelle 5.10 zugeho¨rigen Werte
fu¨r Z sind in Tabelle 5.13 aufgelistet.
Einen quasilinearen Zusammenhang zwischen der Referenzkraft und den Eigen-
werten des symmetrischen Anteils der Gelenksteifigkeiten aus Tabelle 5.10 zeigen
die Graphen in Abbildung 5.11. Die Eigenwerte sind hier ansteigend abgebildet
und nicht eindeutig dem Schulter- oder Ellbogengelenk zuzuordnen. Zu den Aus-
gleichsgeraden in Abbildung 5.11 ist jeweils der Determinationskoeffizent R2 an-
gegeben. Fu¨r R2 = 1 werden die Datenpunkte ideal durch eine lineare Abbildung
dargestellt und R2 = 0 determiniert keinen linearen Zusammenhang.
Eine anschauliche Darstellung der Steifigkeit und Da¨mpfung erha¨lt man durch
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Abb. 5.11: Eigenwerte der Steifigkeitsmatrizen u¨ber der Referenzkraft fu¨r vier
Ausgangspositionen
Transformation in den flachen euklidischen Raum der kartesischen Koordinaten
(siehe Abschnitt 2.3.2). Das durch die kartesische Steifigkeitsmatrix aufgespannte
Kraftfeld
F(δx) = Kx δx (5.51)
kann dann als parametrisierte Kurve dargestellt werden. Fu¨r den symmetrischen
Anteil undKx ∈ IR2×2 ist die parametrisierte Kurve eine Ellipse, wobei die Haupt-
achsen der Ellipse in Richtung der minimalen und maximalen Ru¨ckstellkraft zei-
gen. In Abbildung 5.12 sind die Ellipsen der kartesischen Steifigkeitsmatrizen fu¨r
vier Ausgangspositionen und jeweils fu¨nf Referenzkra¨fte dargestellt. Analog zu
(5.51) kann fu¨r die viskose Da¨mpfung das Kraftfeld
F(δx˙) = Bx δx˙ (5.52)
definiert werden. Die kartesischen Da¨mpfungsellipsen sind in Abbildung 5.13 dar-
gestellt.
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Abb. 5.12: Kartesische Steifigkeitsellipsen
100
5.4 Eigenschaften der Impedanz fu¨r eine Kraftaufgabe
Abb. 5.13: Kartesische Da¨mpfungsellipsen
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Kapitel 6
Schlussfolgerung und Ausblick
In dieser Arbeit wurden anhand von Methoden aus der Robotik und Mehrko¨r-
perdynamik Starrko¨rpermodelle des menschlichen Arms abgeleitet. Diese Starr-
ko¨rpermodelle dienten zur Beschreibung des Skelettes, wobei die Muskelmasse
den starren Ko¨rpern des Skelettes zugerechnet wurde. Zur Beru¨cksichtigung des
neuromuskula¨ren Systems wurden die Starrko¨rpermodelle durch lokal linearisier-
te Kraftelemente erga¨nzt. Zusammenfassend erhielt man ein Modell mit einem
nichtlinearen Teil zur Beschreibung der Massendynamik und einem linearen Teil
zur Beru¨cksichtigung der mechanischen Impedanz, d.h. der Steifigkeit und Da¨mp-
fung, wobei das gesamte Modell linear bezu¨glich der Modellparameter war. Diese
wichtige Eigenschaft ermo¨glichte die Parameteridentifikation unter Verwendung
der lang bewa¨hrten Methode der linearen Regression. Aus theoretischer Sicht
sind somit die verwendeten Methoden einfach nachvollziehbar und direkt, d.h.
ohne Umwege u¨ber Frequenzbereichsanalysen oder nichtlineare Optimierung, im
Zeitbereich durchfu¨hrbar.
Wie sich anhand der ersten Experimente herausstellte, liegt jedoch die Schwie-
rigkeit der Impedanzmessung am menschlichen Arm in der praktischen Umset-
zung. Denn der menschliche Arm ist ein aktiv geregeltes System und daher muss
der zeitliche Gu¨ltigkeitsbereich der lokalen Linearisierung beachtet werden. Einer-
seits beno¨tigt man extrem kurze Anregungszeiten und Bestimmungszeitintervalle,
die andererseits jedoch zu schlechten Konditionierungen der linearen Regression
fu¨hren und somit die Identifikation sehr anfa¨llig gegenu¨ber Modellierungsfehler
macht. Da Analysen zur Optimierung der Anregungszeiten in der Literatur fast
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ausnahmslos fehlen, war dies einer der Kernthemen dieser Arbeit. Das Ergebnis
der Optimierung zeigt, dass zur Bestimmung der Parameter des gesamten dyna-
mischen Modells eine Anregungszeit von mindestens 300ms beno¨tigt wird. Derart
”
lange“ Anregungszeiten wurden zwar fu¨r die in der Literatur beschriebenen Mess-
methoden verwendet, jedoch nicht aus Sicht der Konditionierung gerechtfertigt.
Die Ergebnisse des abschließenden Experiments dieser Arbeit stimmen qualitativ
und von der Gro¨ßenordnung der Werte mit den Ergebnissen aus der Literatur
u¨berein und verifizieren somit die Methode. Des Weiteren wurden quasikonstan-
te Tra¨gheitsparameter bestimmt, welche als Grundlage fu¨r die Bestimmung zeit-
varianter Steifigkeits- und Da¨mpfungsparameter verwendet werden ko¨nnen. Die
angewandte Identifikationsmethode beno¨tigt jedoch Anregungszeiten (300ms),
die la¨nger andauern als die U¨bertragungsverzo¨gerungen des geregelten neuromus-
kula¨ren Systems. Somit muss davon ausgegangen werden, dass die ermittelten
Gro¨ßen einen Mittelwert der geregelten Steifigkeits- und Da¨mpfungsparameter
darstellen.
Um ein tieferes Versta¨ndnis zu erlangen, wie das zentrale Nervensystem die Im-
pedanz des neuromuskuloskelettalen Systems fu¨r gezielte Aufgaben moduliert,
sollten sich weiterfu¨hrende Arbeiten auf die intrinsischen Werte der Steifigkeit
konzentrieren. Dabei gilt es besonders die Fragestellung zu kla¨ren, inwiefern und
ob sich die intrinsischen von den geregelten Werten der Steifigkeit unterscheiden.
Als Fazit der experimentellen Untersuchungen dieser Arbeit kann eine Methode
zur Bestimmung der intrinsischen Steifigkeit vorgeschlagen werden. Diese basiert
auf der Annahme, dass sich die Da¨mpfung durch die Wirkung der Streck- und
spinalen Reflexe nicht wesentlich a¨ndert und somit in einem Vorversuch mit
”
lan-
ger“ Anregungszeit die Tra¨gheits- und Da¨mpfungsparameter bestimmt werden
ko¨nnen. Im Hauptversuch sind diese Parameter dann konstant, was zu einer Ent-
kopplung der Identifikation der Steifigkeit von den Anregungsgeschwindigkeiten
und Beschleunigungen fu¨hrt und somit kurze Anregungszeiten ermo¨glicht.
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Anhang A
Armmodelle
A.1 Erweitertes Modell des Arms mit Koppel-
stelle
A.1.1 Vorwa¨rtskinematik
0
1T =


cos q1 − sin q1 0 0
sin q1 cos q1 0 0
0 0 1 0
0 0 0 1

 (A.1)
1
2T =


cos q2 − sin q2 0 l1
sin q2 cos q2 0 0
0 0 1 0
0 0 0 1

 (A.2)
2
3T =


cos q3 − sin q3 0 l2
sin q3 cos q3 0 0
0 0 1 0
0 0 0 1

 (A.3)
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0
3T =
0
1T
1
2T
2
3T
=


cos (q1 + q2 + q3) − sin (q1 + q2 + q3) 0 l1 cos q1 + l2 cos (q1 + q2)
sin (q1 + q2 + q3) cos (q1 + q2 + q3) 0 l1 sin q1 + l2 sin (q1 + q2)
0 0 1 0
0 0 0 1


(A.4)
A.1.2 Massenmatrix und Coriolisvektor
M(q, ξ) =

 ξ1 + ξ4 + 2(ξ2 + ξ5) cos q2 ξ3 + ξ4 + (ξ2 + ξ5) cos(q2) ξ6ξ3 + ξ4 ξ6
sym. ξ6

 ,
(A.5)
c(q, q˙, ξ) =

 −(ξ2 + ξ5)(q˙
2
2 + 2q˙1q˙2) sin q2
(ξ2 + ξ5)q˙
2
2 sin q2
0


Dabei wurden folgende linear unabha¨ngige Tra¨gheitsparameter abgeku¨rzt:
ξ1 = J1 + J2 +m1l
2
s1 +m2l
2
s2 +m3l
2
1,
ξ2 = m2l1ls2,
ξ3 = J2 +m2l
2
s2,
ξ4 = J3 +m3l
2
2,
ξ5 = m3l1l2,
ξ6 = J3.
(A.6)
A.1.3 Regressormatrix und Ausgangsvektor
ζ = [ξ1 ξ2 ξ3 B11 B12 B21 B22 B33 K11 K12 K21 K22 K33]
T , mit ζ ∈ IR13 (A.7)
Ψ(ξ,Bq,Kq) =M(q)δq¨+
∂c(q, q˙)
∂q˙
δq˙+
(
∂M(q)q¨
∂q
+
∂c(q, q˙)
∂q
)
δq+Dqδq˙+Kqδq
(A.8)
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X =
∂Ψ(ξ,Bq,Kq)
∂ζ
, mit X ∈ IR3×13, (A.9)
X1,1 = δq¨1
X1,2 = − ((2q¨1 + q¨2)δq2 + 2(q˙1 + q˙2)δq˙2 + 2q˙2δq˙1) cos q2
+(2δq¨1 + δq¨2 − (2q˙1q˙2 + q˙22)δq2) sin q2
X1,3 = δq¨2
X2,2 = (δq¨1 + q˙
2
1δq2) cos q2 + (−q¨1δq2 + 2q˙1δq˙1) sin q2
X2,3 = δq¨1 + δq¨2
X1,4 = X2,6 = δq˙1
X1,5 = X2,7 = δq˙2
X1,5 = X2,7 = δq˙2
X1,9 = X2,11 = δq1
X1,10 = X2,12 = δq2
X3,8 = δq˙3
X3,13 = δq3
X1,6 = X1,7 = X1,8 = X1,11 = X1,12 = X1,13 = 0
X2,1 = X2,4 = X2,5 = X2,8 = X2,9 = X2,10 = X2,13 = 0
X3,1 = X3,2 = X3,3 = X3,4 = X3,5 = X3,6 = X3,7
= X3,9 = X3,10 = X3,11 = X3,12 = 0
y = δτ ext − (Ψ−X ζ)︸ ︷︷ ︸
ydyn
, mit y ∈ IR3, (A.10)
ydyn,1 = ξ4(δq¨1 + δq¨2) + ξ6δq¨3
+ξ5((2δq¨1 + δq¨2 − (2q˙1q˙1 + q˙22)δq2) cos q2
−((2q¨1 + q¨2)δq2 + 2q˙2δq˙1 + 2(q˙1 + q˙2)δq˙2) sin q2)
ydyn,2 = ξ4(δq¨1 + δq¨2) + ξ6δq¨3
+ξ5((δq¨1 + q˙
2
1δq2) cos q2 − (q¨1δq2 − 2q˙1δq˙1) sin q2)
ydyn,3 = ξ6(δq¨1 + δq¨2 + δq¨3)
110
A.2 Planares Armmodell mit zwei Freiheitsgraden
A.2 Planares Armmodell mit zwei Freiheitsgra-
den
A.2.1 Massenmatrix und Coriolisvektor
M(q, ξ) =
[
ξ1 + 2ξ2 cos q2 ξ3 + ξ2 cos(q2)
ξ3 + ξ2 cos(q2) ξ3
]
, (A.11)
c(q, q˙, ξ) =
[
−ξ2q˙2(2q˙1 + q˙2) sin q2
ξ2q˙
2
2 sin q2
]
Dabei wurden folgende linear unabha¨ngige Tra¨gheitsparameter abgeku¨rzt:
ξ1 = J1 + J2 +m1l
2
s1 +m2l
2
s2 +m2l
2
1,
ξ2 = m2l1ls2,
ξ3 = J2 +m2l
2
s2
(A.12)
A.2.2 Regressormatrix und Ausgangsvektor
ζ = [ξ1 ξ2 ξ3 B11 B12 B21 B22 K11 K12 K21 K22]
T , mit ζ ∈ IR11 (A.13)
X =
∂ (M(q, ξ)q¨+ c(q, q˙, ξ) +Bqq˙+Kqδq)
∂ζ
, mit X ∈ IR2×11, (A.14)
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X1,1 = q¨1
X1,2 = (2q¨1 + q¨2) cos q2 − (2q˙1q˙2 + q˙22) sin q2
X1,3 = q¨2
X2,2 = q¨1 cos q2 + q˙
2
1 sin q2
X2,3 = q¨1 + q¨2
X1,4 = X2,6 = q˙1
X1,5 = X2,7 = q˙2
X1,8 = X2,10 = δq1
X1,9 = X2,11 = δq2
X1,6 = X1,7 = X1,10 = X1,11 = X2,1 = X2,4 = X2,5 = X2,8 = X2,9 = 0
y = δτ ext ∈ IR2 (A.15)
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