Abstract: This paper presents a hybrid methodology for Turkish sentiment analysis, which combines the lexicon-based and machine learning (ML)-based approaches. On the lexicon-based side, we use a sentiment dictionary that is extended with a synonyms lexicon. Besides this, we tackle the classification problem with three supervised classifiers, naive Bayes, support vector machines, and J48, on the ML side. Our hybrid methodology combines these two approaches by generating a new lexicon-based value according to our feature generation algorithm and feeds it as one of the features to machine learning classifiers. Despite the linguistic challenges caused by the morphological structure of Turkish, the experimental results show that it improves the accuracy by 7% on average.
resources to find the sentiment polarities. The dictionary-based approach starts with finding seed sentiment words and expands with the synonyms and antonyms of these words. The corpus-based approach also starts with sentiment seed words, like the dictionary-based approach, but it expands with a large corpus of opinion words in the same context. The hybrid approach is a combination of the ML-based approach and lexicon-based approach [3] . A common strategy used to study SA is to apply either ML-based or lexicon-based approaches.
On the other hand, some studies try to apply both, but not together in a hybrid approach, and compare the results of them. Our approach combines ML-based methods with lexicon-based methods as a hybrid approach and improves the results of SA. As far as we know, no previous research has investigated a hybrid approach in Turkish.
In this paper, we present a hybrid method for Turkish SA that is tested using three different datasets of Movie, Hotel, and Twitter. The main contributions of this study are as follows:
• To the best of our knowledge, it is the first study proposing and testing a hybrid SA method in Turkish.
• The first comprehensive Turkish SA dictionary, SentiTurkNet (STN) [4] , is expanded using the Automated Synonym Dictionary (ASDICT) [5] .
• Lemmatization in natural language processing (NLP) is adapted for Turkish SA to preserve the positive and negative meaning of tokens.
The remainder of this paper is organized as follows. In Section 2, we briefly discuss related work on SA. Section 3 presents lexicon expansion and the steps of the proposed methodology. In Section 4 we consider the experimental setup, such as datasets and evaluation metrics. In Section 5 we evaluate our hybrid approach by comparing the results with lexicon-based and ML-based approaches. Finally, in Section 6, we discuss the conclusion and future work.
Related work
The related work is categorized into three classes according to the approach as ML-based, lexicon-based, and hybrid approaches. In ML-based approaches, supervised techniques are mostly used. In [6] , Chinese mobile reviews were used as a dataset. This work showed that the mobile reviews have 17 Chinese characters on average, which are shorter than other short texts such as microblogs with 45 words on average. Labeling is done using iTune scores. Naive Bayes (NB) and support vector machine (SVM) algorithms are used and the results show that NB is better than SVM. Vinodhini and Chandrasekaran [7] examined the effect of principal component analysis (PCA) on SVM and NB algorithms. The experiments were done on product reviews. The results were improved using PCA for feature reduction in both algorithms. Pang [8] used NB, SVM, and maximum entropy on a movie review dataset and showed that binary representation is better than frequency representation. The Opinion Corpus for Arabic (OCA) was proposed by Rushdi Saleh et al. [9] . The corpus consists of 250 positive and 250 negative movie reviews. Various experiments were conducted on this corpus with NB and SVM. They observed that the best result using SVM over the OCA improved on the best result obtained with the Pang corpus, using trigrams to generate the word vectors. Govindarajan [10] proposed a hybrid method coupling NB and a genetic algorithm (GA), and experiments on movie reviews. The results showed that the hybrid method performs better than only NB or GA. In [11] , Arabic tweets with dialectical words were tested with NB and SVM. Two versions of the dataset were studied; one was Tweets with dialectical words and second was with dialectical words as translated. The accuracy of the dataset with translated dialectical words was 3% better.
Lexicon-based approaches need a lexicon, which is generated either from an existing dictionary or extracted opinion words from a corpus. According to the polarity values in the lexicon, the general sentiment of the document is predicted. Baloglu and Aktas [12] introduced an opinion-mining application, which creates movie scores from blog pages. They got the sentiment scores from SentiWordNet [13] and declared that they produced accurate results close to IMDB results. The document-based Sentiment Orientation System [14] uses WordNet [15] to identify synonyms and antonyms so it gives the summary of the total number of positive and negative documents. Negation is also handled in the system. That work classified the document as positive if the number of positive words is greater; otherwise, the polarity is negative, and if the number of positive and negative words is equal, it is classified as neutral. They experimented on movie reviews and obtained accuracy of 63%.
Hybrid approaches use lexicon-based and ML-based approaches in combination. The language processing operations are done before the learning of ML algorithms. In [16] , it was shown that a hybrid method using NLP techniques, semantic rules, and fuzzy sets performed well on movie reviews and achieved accuracy of 76%. Ohana and Tierney [17] calculated the sentiment direction using SentiWordNet and then applied the SVM classifier. They presented the results of applying the SentiWordNet lexical resource to the SA of film reviews. Their approach involves positive and negative term scores to determine sentiment, and they presented an improvement by building a dataset of relevant features using SentiWordNet as a source. Then they applied ML algorithms. The results indicated that SentiWordNet can be used as an important resource for SA. They obtained the best accuracy of 69.35% with SentiWordNet scores used as features.
Most of the research in the SA field focuses on English. There are a few works on SA on Turkish. Akgul et al. [18] compared the results of lexicon-based and character-based n-gram models. They preprocessed their Twitter dataset and ran n-grams. As a result, the lexicon method obtained accuracy of 70% and the n-gram model 69%, respectively. Turkmenoglu and Tantug [19] conducted a comparison of lexicon-based and ML-based approaches. After some preprocessing on the Twitter and movie datasets, they obtained accuracy of 75.2% on Twitter and 79% on the movie dataset by the lexicon-based approach. On the other hand, the best accuracy results of the ML-based approach were 85% for the Twitter dataset by SVM and 89.5% with SVM and NB on the movie dataset. In [20] , experiments were done on hotel reviews with NB, SVM, and random forest (RF) algorithms. The best results were obtained by RF with accuracy of 82.2%. In [21] , experiments were conducted on a Twitter dataset with NB, center-based classifier, multilayer perceptron (MLP), and SVM. According to the results, the best performance was achieved with MLP and SVM with accuracy values of 86% and 81% on the movie review dataset, respectively. Yildirim et al. [22] experimented on Tweets in the telecommunication area.
NLP was used such for normalization, stemming, and negation handling. Ternary classification was achieved with accuracy of 79% using SVM. In [23] , a Twitter dataset was employed with some different classification algorithms: SVM, NB, multinomial naive Bayes (MNB), and kNN. The results showed that the best accuracy was achieved with MNB at 66.08%. In [24] , studies were done on movie reviews using unsupervised learning techniques. They made use of SentiStrength [25] to classify the texts by translating them. The results showed that the accuracy was 76% for binary classification. Kaya et al. [26] observed the sentiment analysis of Turkish political news. They used four different classifiers: NB, maximum entropy (ME), SVM, and characterbased n-gram models. Their experimental results showed that ME with the n-gram language model was more effective than SVM and NB. Accuracy of 76% was achieved in binary classification of political news. Boynukalin [27] studied emotion analysis on Turkish texts by using a ML-based approach. Four types of emotions, joy, sadness, fear, and anger, were examined on her own dataset and an accuracy of 78% was achieved. Erogul [28] investigated the effect of part-of-speech (POS) tags, word unigrams and bigrams, and negation handling.
NLP processing was done with Zemberek, obtaining accuracy of 85% on binary classification of Turkish movie reviews. Dehkharghani et al. [29] proposed and evaluated a SA system for Turkish. Their system used STN and NLP techniques such as dependency parsing. They also covered different levels of granularities as well as some linguistic issues such as conjunction and intensification. Their system was evaluated on Turkish movie reviews and the obtained accuracies ranged from 60% to 79% in ternary and binary classification. Figure 1 shows the proposed hybrid method that aims to improve the accuracy of ML algorithms for SA by feeding them with a new lexicon-based feature. We apply five main steps, which consist of data collection, preprocessing and lexicon expansion, feature extraction with lemmatization (M1), polarity-based feature generation (M2), and ML. Data collection and ML algorithms used are explained in Section 4. All other steps are presented in the following subsections.
Materials and methods
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Preprocessing
For a given dataset, the first step of SA is the preprocessing that involves a series of methods to improve the next phases. First, we normalize the input document utilizing the ITU NLP tool [30] and break it into tokens by using Zemberek. Then we lower the tokens to prevent mismatches because of case sensitivity. We also remove the tokens shorter than 2 characters.
Lexicon expansion
STN, the lexicon used in our study, is the first comprehensive polarity lexicon for Turkish and it is constructed using a semiautomatic approach. It is based on Turkish WordNet [31] and is mapped to both SentiWordNet and WordNet. It contains polarity values for all 15,000 synsets of Turkish WordNet, but the coverage size is small. In order to improve the performance of our matching process for lexicon-based feature generation, ASDICT is explored and utilized. The basic data source used in ASDICT is the Contemporary Turkish Dictionary (CTD), which includes more than 70,000 words and was published by Turkish Linguistic Association ( To evaluate the effectiveness of the expansion process, the coverage rates of STN and eSTN are compared on all datasets after applying the lemmatization. According to the results given in Table 1 , the performance of eSTN varies depending on the type and size of the dataset. The average increase in the coverage rate is approximately 78%. 
Feature extraction with lemmatization
After preprocessing, the datasets and eSTN are lemmatized using Zemberek. The aim of the lemmatization is to convert the word into a standard format by removing sentimentally insignificant suffixes. In this way the number of tokens is reduced. Lemmatization is done preserving negations in the word. For this, Turkish suffixes such as -me/-ma and -sız/-siz are conserved. The verbs are also translated into infinitive form, as seen in Table 2 . The main challenge of text classification is dealing with a huge number of tokens. They prolong the learning time and affect the ML algorithms' performance negatively. To overcome this problem, feature extraction with our lemmatization approach is proposed. It is implemented by lemmatizing tokens of texts and eSTN terms and it also reduces the dimensionality, as seen in Table 3 . Table 3 . Feature extraction with lemmatization.
Before lemmatization Kesinlikle izlenip desteklenmesi gereken bir müthiş bir film konu olarak orjinal bir film olduğunu da söylemeliyim (16 tokens) After lemmatization kesin izlemek desteklemek gerek müthiş film konu olmak orjinal film olmak söylemek (12 tokens)
Polarity-based feature generation
One of the contributions of this paper is the generation of a new polarity-based feature, which improves the results significantly. In the feature extraction step, the tokens are lemmatized. In this step, the lemmatized tokens of a document are searched in eSTN and matching tokens are used to create the polarity-based feature. Using eSTN, the number of positive tokens and the number of negative tokens are calculated, and the value of the new feature is calculated considering the algorithm in Figure 2 . As seen in Figure 3 , the proposed feature generation algorithm takes the text as input and creates the lexicon-based new feature as output. After preprocessing and feature extraction, the selected features are "harika", "süper değil", "güzel", "eski", and "iyi" for the given example text. As was mentioned before, when "değil" is encountered, the polarity value of token just before it is negated. This means the values of negative and polarity scores are interchanged, as in Table 4 . Then the polarity values and class labels of the tokens are taken from eSTN and processed according to our proposed algorithm. Based on the results of the algorithm, the number of positive tokens, the number of negative tokens, the difference between them, total positive polarity, total negative polarity, and difference between them are calculated. Since the difference between positive tokens and negative tokens is not greater than or equal to 2 in this example text, the difference between positive polarity values and negative polarity values is calculated. It is found as 0.66, and since it is a positive value, a new feature is generated as positive.
Jim Carrey harika bir oyuncu. Film süper değil ama güzel değişik bir senaryosu var, ortalıkta hala eski senaryolarla dolaşan ve prim yapmaya çalışan o kadar film varken doğrusu iyi geldi. izlense iyi olur değecek bir film. The threshold value in this algorithm is selected with a grid search [32] . It is a technique that scans the data to configure the optimal parameters for a given model and works in an iterative way. In our model, we experiment with parameters 1 to 5. The grid search iterates through each of them and compares the result for each value. It finds the best parameter as 2 for our model.
Experimental setup
Datasets
In this study, experiments are done by using three different datasets to evaluate the results of the methodology on different types of data. Movie review and hotel review datasets are downloaded from the Hacettepe University Multimedia Information Retrieval Group's website [33] . Movie reviews on this website are collected from beyazperde.com and hotel reviews are collected from otelpuan.com. All extracted movie reviews are rated by their own authors according to stars. One or 2 stars is classified as negative, while 4 or 5 stars is classified as positive. In the similar way, hotel reviews are rated between 0 and 100 instead of stars. The negative reviews are selected from 0 to 40 point reviews and the positive from 80 to 100 point reviews. A completely different dataset consisting of Tweets is also used in the experiments to control the accuracy of the proposed methodology. This dataset is taken from the website of the Kemik NLP group of Yıldız Technical University. It consists of 3000
Turkish tweets having three classes for SA. The statistics of the datasets including the number of instances, sentences, and tokens are represented in Table 5 . 
ML algorithms and evaluation metrics
The algorithms used in the study are NB, SVM, and J48. NB is selected as a probabilistic classifier, SVM is selected as a linear classifier, and J48 is selected as a decision tree classifier. NB is one of the simplest and most commonly used machine learning algorithms used for text classification and based on the statistical Bayes theorem and conditional probability. The NB classifier presumes that the impact of the value of a feature on a given class is independent of the values of other attributes. SVMs are based on the structural risk minimization principle [34] , which is the idea of finding a hypothesis (h) with the lowest error [35] . The error is the probability that h will have when it encounters new or randomly selected data. They can learn independently of the dimensionality of features and therefore work well for text categorization. J48 is a C4.5 decision tree algorithm for classification, based on binary trees. The main idea is to divide the data into ranges based on the attribute values in the training set [36] .
The evaluation metrics used are accuracy, precision, recall, and f-measure, which are defined using the terms in Table 6 . .
Precision (Pr) is the probability that a randomly selected document is retrieved as relevant. It is calculated as the ratio of the total number of positive files that are correctly classified to the total number of positive classified files, as in Eq. (2):
Recall (Re) is the probability that a randomly selected relevant document is retrieved in a search. It is calculated as the ratio of total number of positive files that are correctly classified to the number of positive files that are in the dataset, as in Eq. (3):
The F-measure (Fm) is the harmonic mean of precision and recall and it is calculated as in Eq. (4):
Experimental results
All datasets used in the experiments are balanced and have separate training and test sets, except the Twitter dataset, and it is run with 10-fold cross-validation. According to the experimental results, there are improvements in all of the three datasets. The results show that our hybrid approach outperforms both the lexicon-based and ML-based results in all datasets as seen in Table 7 . To check the effectiveness of the new feature, the attributes are ranked using a filter-based attribute selection method, with information gain (IG) as an attribute evaluator and ranker as a search method, then sorted according to IG score. The experimental results are shown in Table 8 . It is clearly seen that our new attribute named "type" is the first ranked attribute, having by far the best IG ranking score in all three datasets. The scores are 0.17388 in Movie, 0.32817 in Hotel, and 0.04737 in the Twitter dataset, respectively. The score in the Twitter dataset is less than the others because the Tweets in the dataset are very short and there are some abbreviations and jargon, which makes finding strong sentiment words harder. Despite this, our new feature is still in the first rank. Although the second and third ranked features are the most used and powerful sentiment words in the language, the new feature has more impact in terms of sentiment. To improve the generalizability of the results, they are tested using three different algorithms, i.e. NB as a probabilistic classifier, SVM as a linear classifier, and J48 as a decision tree classifier. As a result of nine runs with three algorithms, the minimum difference between baseline and our approach's accuracy was 1.12% in the Hotel dataset with SVM. On the other hand, the maximum difference was 13.33% in the Twitter dataset with NB, as seen in Figure 4 . The average improvement in all datasets with all algorithms was 7%. In order to evaluate the statistical significance of the results, we have performed a two-way ANOVA test. In Figure 5 , test results in terms of accuracy values are presented. The statistical test results can also be examined in Table 9 . In this table, DF, SS, MS, and F denote degrees of freedom, adjusted sum of squares, mean squares, F-statistics, and probability value, respectively. As can be observed from the results, there is statistically significant difference (P < 0.001) for the means of the compared classifiers, datasets, and methods.
In addition, the 95% confidence interval for the compared algorithms based on the pooled standard deviation is presented in Figure 5 , which supports the results presented in Table 9 . Based on the statistical significances between the empirical results, Figure 5 is divided into two regions denoted by red dashed lines. Hence, Figure 5 indicates that the differences between the results obtained by the proposed scheme (M2) are statistically significant compared to the results obtained by the baseline methods. There are significant improvements achieved with our hybrid SA framework in Turkish in all runs. SVM usually has the highest accuracy of all classification algorithms due to its robust nature, but it requires a large training set and very long training time. The NB method is improved with our approach and surpassed the SVM and J48 in all cases except the Hotel dataset.
Finally, we compare our approach to previous SA studies using the same datasets. These studies, their techniques, and accuracy values are given in Table 10 . First, in [37] , the authors investigated the feasibility of active learning for Turkish SA. The aim of active learning is to get the same or better results with smaller amounts of training data. They experimented with the Twitter dataset that we used and the NB method.
The results of the system with active learning were better than only NB with accuracy values 64% and 62.6%, respectively. Another study [38] using the same Twitter dataset compared the performance of four feature selection methods using logistic regression. They showed that query expansion ranking (QER) and ant colony optimization (ACO) methods outperformed other traditional feature selection methods for SA. They evaluated their results with Fm using 5-fold CV and got the best results with QER. Movie and hotel datasets were prepared and used in [33] . They proposed an automatic translation approach to create a lexicon for a new language.
They used English resources mapping automatically to Turkish and constructed three different lexicons using different methods. Finally, they experimented with their lexicons and got the best accuracy value of 70.35% for Movie and 80.68% for Hotel utilizing TSDp, which is a lexicon prepared by parallel-based translation approach.
Their ML-based results with SVM were 84.6% and 79.7% in the Movie and Hotel datasets, respectively. By all accounts, our hybrid method performs better on all the same datasets. 
Method
Dataset Technique Results [37] Twitter NB Acc: 62.6% [37] Twitter NB + active learning Acc: 64% [38] Twitter 
Conclusion and future work
In this study, we present a hybrid approach for SA in Turkish and test it with three different datasets (Movie, Hotel, and Twitter) by three different ML algorithms of NB, SVM, and J48. We show that the accuracy of the SA for all datasets can be improved by combining the ML-based and lexicon-based approaches. On the lexicon-based side, STN is expanded with ASDICT and a lexicon score is calculated based on the polarity of the words in eSTN. On the ML-based side, three different ML models are run by feeding the generated feature as one of the features. The ranking of all features based on the IG scores show that the lexicon-based new feature is at the top of the list, confirming its relevance. Additionally, the results show that our hybrid approach outperforms the other two approaches. To the best of our knowledge, this is the first study on a hybrid SA framework for Turkish. One of the future directions for the proposed framework consists of research on aspect-based SA and use of its subtasks to improve the overall performance of the system. As another future work we would like to evaluate the proposed method on some English datasets to check its effectiveness in multilingual environments. Finally, word vectors such as Word2Vec may be used to improve the quality of the feature selection process.
