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Summary
One branch of mechanical engineering and materials is tribology which studies
interacting surfaces in relative motion. An important aspect in tribology is to
understand the changes of contacting surfaces due to wear. When two solid
surfaces make contact, depending on the load, speed and material, damage
is prone to occur as a consequence of wear. Wear of engineering surfaces in
components may cause discomfort in operation and may result in catastrophic
failure of the tribological system. So, early detection of worn components is an
important task in machinery.
In traditional wear analysis, measurements using a stylus have been used
to understand changes in the surface of contacting components. However, in
these traditional methods, the stylus has contact with the surface which may
damage the surface and usually only one or a few lines on the surface can be
measured for analysis for practical reasons. Moreover, the components must
be dismounted to be studied. The advantages of vision systems, on the other
hand, are that they eliminate contact with the surface, allow analysis of a
larger portion of the surface and also it is possible to acquire the images online
without stopping the machine and without dismounting the components.
Although wear analysis using computer vision has been studied a lot, there
is still room for improving current techniques and also there exist diﬀerent
new possibilities to explore. Wear analysis by computer vision can be oine,
semi-online or online. Oine monitoring means taking images before starting
the machine and then after stopping the machine. In such a case, intermedi-
ate information on the wear process is missed (this is also called postmortem
analysis). In semi-online monitoring, the machine is stopped from time to time
to obtain intermediate images. However, stopping and starting the machine
causes change in parameters of the wear. For example, by stopping the ma-
chine, the temperature of the components may reduce.
The preferred way of wear analysis is online monitoring i.e., taking images
without stopping the machine. However, online wear analysis is challenging.
The ﬁrst challenge is to properly install the imaging system on the machine.
Another challenge is usually motion blur. When the image of a moving object
is acquired, adjusting the exposure time of the camera is a concern to avoid
motion blur. By increasing the speed of the movement, the exposure time
should be reduced more to avoid motion blur.
Yet another challenge is illumination, both its location and also its power.
The location of the light source is restricted by working conditions of the ma-
chine under study. It should be installed such a way that does not disturb the
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experiment. Furthermore, as the exposure time should be reduced to avoid
motion blur, the illumination source should be powerful enough to produce
enough light during the shutter interval. Otherwise, the images will be dark
and noisy. However, more powerful illumination sources are more expensive.
So a trade-oﬀ should be made between the power of the light source and its
price.
Another perspective in wear analysis using computer vision is the level of
magniﬁcation of the surface to be studied. In some of the imaging methods,
the acquired surfaces are at macro level, leaving out the detailed information of
microscopic changes. Even though wear scars at macroscopic level provide evi-
dence of the wear process, a microscopic investigation is required to understand
the in-depth fundamentals of the wear process and mechanisms. Furthermore,
it seems reasonable that macroscopic properties of materials depend on the
state and behavior of their micro-structures. So, studying micro-structures is
valuable.
The current research trend is to use SEM (scanning electron microscopy),
which is rather time consuming and expensive, especially for analyzing non-
conductive materials. Other disadvantages of SEM are its big size, mainte-
nance, researcher training and image artifacts resulting from specimen prepa-
ration. Moreover:
 The installing area of SEMs should be free of any electric, magnetic or
vibration interference.
 The specimens should be in a size that ﬁt inside the vacuum chamber.
 Working with SEMs has a small risk of radiation exposure by the elec-
trons.
Finally, the studying material in this research is polymer which should be
coated by gold for SEM investigation.
Unlike SEM, the optical microscopy can be used online and in the ﬁeld for
condition monitoring and surface analysis. In this dissertation, the focus is on
micro-level wear analysis of polymer using normal optical microscopy which
is available in any laboratory. In using optical microscope, blur is ubiquitous
which is due to the limited depth of ﬁeld of the lens. Blur is a disturbing
phenomenon while one tries to take a clear image. On the other hand, the
amount of blur also provides clues as the level of wear. One example is that
the amount of blurring is related to the distance of the surface from the plane
of focus of the camera. We explore using depth from defocus to estimate the
change of the diameter of a disc due to wear while the images are obtained
online using a combination of a high speed camera and a microscope.
Another aspect of wear analysis using computer vision is what is measured.
Most existing work is based on the calculation of surface roughness Ra. Ra
is deﬁned as the arithmetic average of the absolute value of the heights of
roughness irregularities from their mean value. Other authors have studied the
detection of worn regions. In part of this work, we aim to identify the wear
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mechanisms at the micro level and quantify them from the wear scars using
image processing techniques. To date, wear mechanism identiﬁcation has been
performed using human observers. However, subjective assessment requires
experts trained in wear assessment, and is time-consuming and costly. We pro-
pose an image analysis technique to objectively quantify two wear mechanisms:
abrasion and micro-pitting.
In one chapter of this PhD, blur estimation is addressed. There are three
groups of blur estimation methods: full reference, reduced reference and no
reference methods. First, some existing no-reference blur estimation methods
are reviewed and then an eﬀective no-reference blur estimation method using
multi-scale quadrature ﬁlters is proposed. The experimental results show that
depending on the details of the image, our method is several to tens times faster
than methods which use linear ﬁlters across scale.
In another chapter of this PhD, an online imaging system is used for wear
analysis. We study the change detection of a fast turning specimen (in the
shape of a disc) in micro level, while the images are acquired without stopping
the rotation. A high speed camera in conjunction with a microscope is used
to acquire the images. In the beginning of the experiment, we focus on the
surface of the specimen to have a sharp image. By starting the rotation of
the specimen, the diameter of the specimen changes due to wear and thermal
expansion, which results in de-focussing of the imaging system. So the acquired
images will be blurry and the amount of blur/sharpness in the images can
be used to our advantage as evidence of the wear phenomenon. During the
experiment, the specimen diameter change is recorded by a stylus tool (called
LVDT) as well to validate the approach. Based on the results, we can claim
that computer vision can detect a change of about 1 micron in the diameter
of the specimen. However, extra information is required to deduce whether
the change is reduction or increasing (an increase can be caused by thermal
expansion).
To the best of our knowledge, there is no work on wear mechanisms analy-
sis using image processing techniques. So, in this dissertation, we also discuss
wear mechanism analysis suitable for optical microscopy. Two wear mechanisms
are discussed: abrasion and micro-pitting. The techniques for that consist of
segmentation using local and global thresholding with and without uneven il-
lumination correction, granulometry by binary opening and granulometry by
gray-scale closing. The correction (compensation) of uneven illumination is
performed using high-pass ﬁltering using the wavelet transformation. The pro-
posed image processing analysis reveals the severity of abrasion and pitting
mechanisms (when they are dominant) which agree well with mean opinion
scores (MOS) given by observers. For abrasion, the correlation coeﬃcients be-
tween objective scores obtained by diﬀerent image processing techniques and
subjective values show a high linear correlation. For pitting, we claim that
objective values obtained from the new methods, distinguish the pitting mech-
anism.
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Samenvatting
Tribologie is een tak van de werktuigkunde en bestudeert bewegende oppervlak-
ken die met elkaar in contact komen. Belangrijk hierbij is het begrijpen van
de veranderingen van contactoppervlakken bij versleten onderdelen. Wanneer
twee vaste oppervlakken met elkaar in contact komen, kan er afhankelijk van
de belasting, snelheid en type materiaal schade optreden als gevolg van slijtage.
Slijtage van contactoppervlakken van componenten kan problemen veroorzaken
tijdens de werking er van en kan zelfs resulteren in een falen van het tribolo-
gisch systeem. Daarom is het tijdig detecteren van versleten componenten een
belangrijke taak in machinerie.
In traditionele slijtageanalyse wordt doorgaans een stift gebruikt om ver-
anderingen in het contactoppervlak van componenten te analyseren. Bij deze
traditionele methoden maakt de stift echter contact met het oppervlak en wor-
den gewoonlijk een of meerdere lijnen gescand voor analyse. Bovendien moeten
de componenten worden losgekoppeld om ze te bestuderen. De voordelen van
visiesystemen zijn dat er geen contact meer hoeft gemaakt te worden met het
oppervlak, dat ze analyse toelaten van een groter deel van het oppervlak en
dat beelden gemaakt kunnen worden zonder dat de machine stilgelegd hoeft te
worden of componenten moeten worden losgekoppeld.
Ondanks het feit dat slijtageanalyse aan de hand van computervisie al vaak
is bestudeerd, is er nog steeds ruimte om bestaande technieken te verbeteren en
om nieuwe technieken uit te proberen. Slijtageanalyse met behulp van compu-
tervisie kan zowel oine, semi-online als online gebeuren. Oine controleren
betekent dat er beelden worden gemaakt voordat de machine wordt opgestart
en nadat de machine opnieuw is stilgelegd. Uiteraard gaat in dit geval alle
tussenliggende informatie verloren. Bij semi-online controle wordt de machine
van tijd tot tijd stilgelegd om tussentijdse beelden op te nemen. Het stoppen
en starten van de machine veroorzaakt echter veranderingen van de parameters
van de slijtage. Zo kan bij het stoppen van de machine de temperatuur dalen.
De beste manier om aan slijtageanalyse te doen is het online controleren
wat betekent dat er beelden worden gemaakt zonder dat de machine wordt
stopgezet. Dit brengt echter een aantal uitdagingen met zich mee. De eerste
uitdaging is het op een behoorlijke manier installeren van het captatiesysteem
op de machine. Een tweede uitdaging is het optreden van bewegingsvervaging.
Een laatste uitdaging is de plaatsing en sterkte van de belichting. De plaatsing
van de belichting is uiteraard afhankelijk van de omstandigheden waarin de
machine werkt. De belichting moet op zo'n manier worden geïnstalleerd dat
het experiment niet wordt verstoord. Verder, omdat de belichtingstijd best
xzo laag mogelijk wordt gehouden om bewegingsvervaging te vermijden, moet
de lichtbron krachtig genoeg zijn. Anders zullen de beelden te donker zijn en
te veel ruis bevatten. Sterkere lichtbronnen zijn helaas een stuk duurder en
daarom moet een trade-oﬀ worden gemaakt tussen de kracht van de lichtbron
en de prijs er van.
Een ander aspect van slijtageanalyse met behulp van computervisie is de
grootte van het oppervlak dat wordt bestudeerd. In sommige beeldverwerkings-
methoden zijn de verkregen oppervlakken op macroniveau waardoor gedetail-
leerde informatie op microniveau ontbreekt. Ondanks het feit dat slijtageteke-
nen op macroscopisch niveau een bewijs van slijtage leveren, is onderzoek op
microscopisch niveau nodig om de fundamentele eigenschappen van het slijta-
geproces te achterhalen. Bovendien is het waarschijnlijk dat de macroscopische
eigenschappen van het materiaal voortkomen uit de toestand en het gedrag van
zijn microstructuren. Het bestuderen van de microstructuren is daarom zeker
waardevol.
De huidige onderzoekstrend is om gebruik te maken van SEM (scanning
electron microscopy), wat tijdrovend en duur is, zeker voor het analyseren
van conductieve materialen. Andere nadelen van SEM zijn de grootte, het
onderhoud, het opleiden van onderzoekers en de beeldartefacten afkomstig van
de preparatie van specimen.
Bovendien:
 SEM's moeten worden geïnstalleerd in een omgeving zonder elektrische
en magnetische interferentie of trillingen.
 De specimen moeten vast zijn, anorganisch en klein genoeg om in een
vacuümruimte (die kan omgaan met matige vacuümdruk) te worden op-
genomen.
 Het werken met SEM's geeft een klein risico op blootstelling aan straling
door de elektronen.
Tot slot, het onderzochte materiaal in dit onderzoek is polymeer, dat bekleed
zou moeten worden met goud voor SEM-onderzoek.
In tegenstelling tot SEM, kan optische microscopie online worden gebruikt
op het terrein voor de controle van de toestand en de analyse van het oppervlak.
In dit proefschrift ligt de focus op slijtage op microniveau van polymeer gebruik
makend van normale optische microscopen die beschikbaar zijn in elk labora-
torium. Bij optische microscopie is wazigheid alomtegenwoordig vanwege de
beperkte scherptediepte van de lens. Wazigheid is enerzijds een storende factor
bij het nemen van een duidelijke afbeelding. Anderzijds wordt wazigheid soms
gebruikt bij het schatten van diepte aan de hand van defocusseringsonscherpte,
waarbij gesteund wordt op het feit dat de hoeveelheid onscherpte gerelateerd
is aan de afstand van het object tot de camera. We onderzoeken hoe we diepte
via defocus kunnen gebruiken om de verandering in diameter te schatten van
een schijf gedurende het slijtageproces terwijl de beelden online worden ver-
kregen gebruik makend van de combinatie van een hogesnelheidscamera en een
microscoop.
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Een ander aspect van slijtageanalyse met behulp van computervisie is wat er
precies wordt gemeten. De meeste bestaande werken zijn gebaseerd op de bere-
kening van de oppervlakteruwheid Ra. Ra is gedeﬁnieerd als het rekenkundig
gemiddelde van de absolute waarde van de grootte van ruwheidsonregelma-
tigheid van de gemiddelde waarde. Enkele auteurs hebben de detectie van
slijtageregio's bestudeerd. Als deel van dit werk, concentreren we ons echter op
het identiﬁceren van slijtagemechanismen op microniveau en het kwantiﬁceren
er van aan de hand van de slijtagelittekens gebruik makend van beeldverwer-
kingstechnieken. Tot op vandaag, wordt identiﬁcatie van slijtagemechanismen
uitgevoerd door menselijke observeerders. Subjectieve beoordeling vereist ech-
ter opgeleide experten in slijtagebeoordeling en is bijgevolg een dure en tijdsin-
tensieve aangelegenheid. In dit werk stellen we een beeldanalysetechniek voor
voor het objectief kwantiﬁceren van twee slijtagemechanismen: abrasie en put-
corrosie op microniveau.
In één hoofdstuk van dit proefschrift wordt dieper ingegaan op estimatie-
technieken voor de bepaling van onscherpte, die op te splitsen zijn in drie
groepen: volledige referentie, gereduceerde referentie en non-referentie metho-
den. Eerst worden een aantal bestaande non-referentie estimatietechnieken
voor onscherpte besproken waarna een doeltreﬀende non-referentie methode
wordt voorgesteld die gebruik maakt van multi-schaal kwadratuurﬁlters. De
experimentele resultaten tonen dat afhankelijk van de details van de afbeel-
ding, onze methode een aantal keer, tot tien keer sneller is in vergelijking met
methoden die gebruik maken van lineaire ﬁlters over schaal.
In een ander hoofdstuk van dit proefschrift, wordt een online beeldver-
werkingsysteem gebruikt voor slijtageanalyse. We bestuderen de detectie van
verandering van een snel draaiend proefstuk (in de vorm van een schijf) op
microniveau, terwijl de beelden worden verkregen zonder de rotatie te stoppen.
Een hogesnelheidscamera in samenwerking met een microscoop wordt gebruikt
om de afbeeldingen te verkrijgen. In het begin van het experiment concentre-
ren we ons op het oppervlak van het proefstuk om een scherpe afbeelding te
krijgen. Bij het starten van de rotatie van het proefstuk verandert de diameter
van het proefstuk door de slijtage en thermische expansie, wat resulteert in de-
fokussering van het afbeeldingssysteem. De verkregen afbeeldingen zullen dus
onscherp zijn en de hoeveelheid scherpte in de afbeelding kan in ons voordeel
gebruikt worden als bewijs voor het slijtagefenomeen. Gedurende het experi-
ment wordt de verandering in diameter van het proefstuk ook opgenomen met
een stift (een zogenaamde LVDT) om onze aanpak te valideren. Afgaande op
de resultaten, kunnen we stellen dat computervisietechnieken in staat zijn om
een verandering van ongeveer 1 micron in de diameter van het proefstuk te
detecteren. Extra informatie is echter nodig om af te leiden of de verandering
stijgend of dalend is van aard (de stijging is te wijten aan thermische expansie).
Voor zover we weten is er geen eerder werk over analyse van slijtageme-
chanismes gebruik makend van beeldverwerkingstechnieken. In dit proefschrift
bespreken we daarom ook slijtagemechanismen die geschikt zijn voor optische
microscopie. Twee slijtagemechanismen worden beschreven: abrasie en put-
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corrosie op microniveau. De gebruikte technieken daarvoor bestaan uit seg-
mentatie gebruik makend van lokale en globale drempelwaarden met en zonder
oneﬀen correctie van belichting, granulometrie door middel van binaire opening
en granulometrie door middel van grijswaardensluiting. De correctie (compen-
satie) van oneven belichting wordt uitgevoerd gebruik makend van een hoog-
doorlaat ﬁlteroperatie aan de hand van wavelettransformatie. De voorgestelde
beeldverwerkingsanalyse onthult de ernst van abrasie en putcorrosie(in geval ze
dominant zijn). De geschatte waarden komen goed overeen met de gemiddelde
opinie scores (MOS) gegeven door de observeerders. Wat betreft abrasie, verto-
nen de correlatiecoëﬃciënten tussen objectieve scores verkregen door beeldver-
werkingstechnieken en subjectieve waarden een hoge lineaire correlatie. Voor
wat betreft putcorrosie, kunnen we besluiten dat objectieve waarden verkregen
uit de nieuwe methoden putcorrosie mechanismen kunnen onderscheiden.
Symbols and acronyms
xiv
Symbol
s Scale = The standard deviation of the
Gaussian function
which is used for creating the scale space
Gs(x, y) A Gaussian function with standard deviation of s
which is used in creating the scale space
Ns Number of processing scales
Smin Minimum (ﬁnest) processing scale
Smax Maximum (coarsest) processing scale
∆s The scale step
σ Blur level of the models and standard deviation of
Gaussian function which is used to create
singularity models
Gσ(x, y) A Gaussian function with standard deviation of σ
which is used in modeling of the singularities
H(x) = H(x, y) The Heaviside function
δ(x) 1D Dirac function
Tσ(x, y) Transition model with blur level of σ
Lσ(x, y) Line model with blur level of σ
erf(x) = 2√
pi
´ x
0
exp(−t2)dt
erfc(x) = 1− erf(x) = 2√
pi
´ +∞
x
exp(−t2)dt
∗ Convolution operator
f(x, y) A two dimensional function (image)
Symbol
Nf The minimum number of values that an
extrema function should contain to be kept
for processing
σmax Maximum blur level in the image
E(f, x, y, s, θ) = (f ′(x, y, s, θ))2 + (f ′′(x, y, s, θ))2
The energy of the image response to the pair
of ﬁrst and second derivatives of the Gaussian
f ′(x, y, s, θ) = fx(x, y, s) cos(θ) + fy(x, y, s) sin(θ)
f ′′(x, y, s, θ) = fxx(x, y, s) cos2(θ)− fxy(x, y, s) sin(2θ)
+fyy(x, y, s) sin
2(θ)
fx(x, y, s) = f(x, y) ∗ s∂Gs(x,y)∂x
fy(x, y, s) = f(x, y) ∗ s∂Gs(x,y)∂y
fxx(x, y, s) = f(x, y) ∗ s2 ∂G
2
s(x,y)
∂x2
fyy(x, y, s) = f(x, y) ∗ s2 ∂G
2
s(x,y)
∂y2
fxy(x, y, s) = f(x, y) ∗ s2 ∂G
2
s(x,y)
∂x∂y
METσ(s) Extrema function of the transition model
MELσ(s) Extrema function of the line model
STD Standard deviation of noise or blur
MAPE Mean absolute percentage error
⊕ Binary or gray-scale dilation
	 Binary or gray-scale erosion
◦ Binary or gray-scale opening
• Binary or gray-scale closing
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Introduction
1.1 Wear analysis using computer vision
Contact between surfaces is a common phenomenon in industrial equipment
and components. These contacting surfaces are employed in places where mo-
tion transfers from a component to another component. In such a situation,
wear of the contacting surfaces is inevitable due to the particle generation by
means of diﬀerent mechanisms (abrasion, adhesion and fatigue). The severity of
the wear depends on diﬀerent factors such as friction, operating condition, ma-
terials and the interface condition. Increasing wear causes discomfort followed
by breakdown of equipment due to progressive wear. In some situations, the
damage may be irreversible. Thus, the wear process should be understood and
with this knowledge a wear resistance material could be designed. Although
the problem of wear analysis has been received intensive attention, there is still
room for improvements and there are many possibilities to be investigated.
Traditional methods for wear analysis use a gravimetric analysis, moni-
toring the dimensional change and proﬁlometry [Bayer, 2004]. However, the
wear is investigated from the contact surface using diﬀerent techniques such as
scanning electron microscopy(SEM), optical microscopy (OM), scanning tun-
neling microscope (STM), atomic force microscopy (AFM) and transmission
electron microscopy (TEM) [Sukumaran, 2014]. Besides surface scars visible
in 2D and 3D images, the topographic characteristics also elucidate the sur-
face state. The commonly used technique for topography characterization is
the stylus proﬁlometry. In this traditional technique, the stylus makes contact
with the surface which may damage the surface and also limit the processing
speed [Kumar et al., 2005]. Another diﬃculty with using contacting stylus is
that usually only one or a few lines on the surface can be measured for analysis
for practical reasons. Moreover, contacting styluses cannot be used online. To
tackle these problems, vision systems have been used, which eliminate contact
with the surface, allow analysis of a larger portion of the surface and due to
the contact-less property, they can be used online.
In literature, a large number of methods have been proposed for wear anal-
ysis using computer vision. Some of them study the debris which is produced
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due to wear [Benabdallah, 1997,Vaziri et al., 1988,Aharoni, 1973,Ledda, 2006].
A survey has been done in [Raadnui, 2005]. Although studying debris helps
to understand the wear process, the debris should be collected and processed
separately from the specimen surface. Another possibility is to study directly
the surface of the specimen itself (e.g. [Al-Kindi and Shirinzadeh, 2007,Kano
et al., 2008,Kiran et al., 1998]) which we follow this in this thesis.
Numerous works (e.g. [Kiran et al., 1998, DeVoe et al., 1992, Lee et al.,
2004,Al-Kindi and Shirinzadeh, 2007]) on wear investigation of specimen sur-
face use a postmortem analysis which means the images of the surface have
been acquired at the end of the testing and probably after dismounting the
specimen. Although these studies reveal some aspects of the wear process,
intermediate information on the wear process is missed. So, taking images
during the course of wear is critical for understanding the complete wear pro-
cess. However, online imaging depends on the application because installing
the imaging system (camera, microscope, illumination) should not aﬀect the
working condition of the system is a concern.
Semi-online studies have been performed to acquire the images from time
to time by interrupting the experiment by stopping the machine and/or by
dismounting the specimen (e.g. [Tasan et al., 2005]). However, stopping and
resuming the experiment create unwanted eﬀects in the experiment e.g. chang-
ing the temperature and this may disturb the test equilibrium.
The preferred way of imaging is online which means taking images without
stopping the test rig. Some limited works have been performed on this type of
monitoring. For example in [Zhang J., 2003] authors studied wear of specimens
made from steel and aluminum in a relatively low speed (0.5 to 1 rpm1). They
tried to detect the worn regions and estimate the wear status. To follow the
same locations roughly, they used a triggering system. In [Wang et al., 2000],
the authors studied a specimen made from steel with a speed between 0.8
and 1.3 m/s. They tried to estimate the surface roughness, by employing a
triggering system in taking images.
Another perspective in wear analysis using computer vision is the level of
magniﬁcation of the surface to be studied. In some of the imaging methods, the
acquired surfaces are at macro level, leaving out the detailed information of mi-
croscopic changes [Lee et al., 2004,DeVoe et al., 1992,Kiran et al., 1998,Al-Kindi
and Shirinzadeh, 2007]. Some authors applied super resolution and magniﬁca-
tion techniques to the images (e.g. [Dhanasekar and Ramamoorthy, 2008,Ku-
mar et al., 2005]). However, these methods perform oﬀ-line analysis. Even
though wear scars at macroscopic level provide evidence of the wear process,
a microscopic investigation is required to understand the in-depth fundamen-
tals of the wear process and the governing mechanisms. Furthermore, it seems
reasonable that macroscopic properties of materials depend on the state and be-
havior of their micro-structures. Therefore, studying micro-structures may be
valuable specially when the images are taken online. The current research trend
is to use SEM (scanning electron microscopy), which is rather time consuming
1Rotations per minute.
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and expensive, especially for analyzing non-conductive materials [Artyushkova
et al., 2012,Alshibli and L. Alsaleh, 2004]. Other disadvantages of SEM are2 its
large size, maintenance, researcher training and image artifacts resulting from
specimen preparation. Moreover:
 The installing area of SEMs should be free of any electric, magnetic or
vibration interference.
 The specimens should be in a size that ﬁt inside the vacuum chamber.
 Working with SEMs has a small risk of radiation exposure by the elec-
trons.
Finally, non-conductive materials (like polymers) should be coated by gold for
SEM investigation. Unlike SEM, the optical microscopy can be used online and
in the ﬁeld for condition monitoring and surface analysis.
Another aspect of the wear analysis using computer vision is what is mea-
sured. Most existing work (e.g. [Wang et al., 1998,Wang et al., 2000,Lee et al.,
2004,Kumar et al., 2005]) is based on the calculation of the surface roughness
Ra. Ra is deﬁned as the arithmetic average of the absolute value of the heights
of roughness irregularities from their mean value: Ra =
1
nΣ
n
i=1|yi| where yi is
the height of roughness irregularities from the mean value and n is the number
of sampling data [Kumar et al., 2005]. Other authors have studied the detec-
tion of worn regions (e.g. [Zhang J., 2003]). However, one important subject
in intermediate wear analysis is studying the wear mechanisms. Such study
reveals the in-process information of the damage to the surfaces. To the best
of our knowledge, to dates, the wear mechanisms studies have been performed
subjectively e.g. [Pogacnik and Kalin, 2012]. However, subjective assessment
requires experts trained in wear assessment, and is time-consuming and costly.
So, one of our aims in this thesis is objective wear mechanisms study through
computer vision. This is an initial step towards a complete wear analysis sys-
tem. To be able to perform objective wear mechanisms using image processing
techniques, we should start from an expert knowledge of mechanisms of the
damage. Because a concrete deﬁnition of the wear mechanisms do not exist.
1.2 Scope and outline of this dissertation
In this dissertation, the focus is on micro-level wear analysis of polymer using
conventional optical microscopy which is available in any laboratory.
With optical microscopes, blur is ubiquitous due to the limited depth of ﬁeld
of the lens. So, to acquire images using optical microscopy, it is not possible
to take an image of a 3D object which simultaneously displays all object parts
sharply. One possible solution is image fusion [Soleimani et al., 2010]. To use
2 http://www.microscopemaster.com
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this method, ﬁrst a stack of images should be taken from the object by changing
the focus. Due to the fact that diﬀerent regions of the image become sharp
for diﬀerent zoom factors, it is necessary to perform fusion in order to create
an image with all parts sharp. However, image fusion is time consuming and
requires that all images in the stack are aligned. Image fusion was in the initial
plan of this PhD, but later on the plan changed because ﬁrstly it is observed
that even in presence of some blurring in the images, it is still possible to
perform wear analysis (using an objective 10×). Secondly, the long-term plan
of the project is online monitoring while in such a case, it is not easy to take a
stack of images from a same spot by changing the focus.
Although blur poses a problem when acquiring high quality images of an
object, it can also be useful. Since, the amount of blurring can provide infor-
mation about the distance of the surface from the plane of focus of the camera
which is called depth from defocus. We explore depth from defocus to estimate
the change of the diameter of a polymer disc due to wear while the images are
obtained online using a combination of a high speed camera and a microscope.
In the conducted experiment, the rotation speed is relatively high (200 rpm).
Before applying the blur estimation, the images are preprocessed to ﬁnd same
locations across time. This study has shown that it is possible to follow the
same locations of the surface despite blurring, uneven illumination and damage
to the surface.
In addition to online change detection, we also study objective quantiﬁcation
of wear mechanisms at micro level using conventional optical microscopy. This
objective analysis can replace the current subjective analysis. Two mechanisms
are taken into account: abrasion and micro-pits which will be explained later.
The objective results produced by image processing techniques, agree well with
mean opinion scores (MOS) of subjects.
In this thesis, in chapter 2, the experimental setup is detailed. Then, blur
estimation is addressed in chapter 3. In the same chapter , several existing
blur estimation methods are reviewed. One of these methods is a multi-scale
method which is rather slow. Therefore, we propose an eﬃcient multi-scale
method which can be used alternatively.
Image processing techniques used for following the same locations in on-
line microscopic images are presented in chapter 4. These techniques consist
of compensating the uneven illumination, registration and stitching. Stitching
is required because each microscopy image contains only a small area of the
surface from which analysis is diﬃcult. While by stitching of several images, an
image which spans a large area of the surface is created. After these preprocess-
ing steps, the blur estimation methods are applied to see whether they detect
the change in the diameter of the specimen. The image processing results are
validated using values produced by the stylus (LVDT3). Based on the results,
it is observed that some methods4 could detect a change of about 1.2 micron in
3Linear velocity displacement transducer.
4The best method is Spectrum method (explained in chapter 3). Our proposed method
is a top method (second best one along with six other methods).
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the diameter of the specimen. However, extra information is required to deduce
whether the change is reduction or increasing (an increase can be caused by
thermal expansion). It should be also mentioned that more experiments are
needed to conﬁrm the usability of computer vision for ﬁne change detection.
The objective wear mechanisms study is presented in chapter 5. Techniques
used in this chapter consist of segmentation using local and global threshold-
ing, compensation uneven illumination, granulometry using binary opening and
granulometry by gray scale closing. Finally in chapter 6, conclusion and pro-
posal for future works are presented.
1.3 Contributions and list of publications
This work has led to several contributions.
Our ﬁrst contribution is a method for blur estimation. In this method,
we propose to use a pair of quadrature ﬁlters across scale. It is faster than
an existing multi-scale blur estimation method which uses the Gaussian ﬁrst
derivative for studying the evolution of edge points across scale.
The second contribution is an online wear monitoring system using conven-
tional optical microscopy while the rotation speed of the specimen is relatively
high. The aim was to see whether it is possible to follow the same physical
locations of the surface of specimen across time using image processing tech-
niques in presence of blurring, uneven illumination, motion and change of the
surface. Moreover, the blur estimation methods are used to see whether the
overall change of the diameter of the specimen can be estimated from defocus
blur. The results show that at least in this case, computer vision is a useful
tool.
Our third contribution is proposing image processing methods for objective
wear mechanisms analysis at micro-level using optical microscopy. Two wear
mechanisms have been studied: abrasion and micro-pits. The wear mechanism
analysis is currently performed subjectively. To validate the image processing
results, a subjective study has been performed. The objective values produced
by these techniques agree well with mean opinion scores of subjects.
So far, the above contributions have resulted in several publications:
First author:
 [Soleimani et al., 2014] (A1) Soleimani Seyfollah, Sukumaran Jacob
Premkumar, Philips Wilfried, Kumcu Asli, De Baets Patrick. Quanti-
fying Abrasion and Micro-Pits in Polymer Wear Using Image Processing
Techniques, Wear, Volume 319, Issues 1-2, 15 November 2014, pp. 123 -
137.
 [Soleimani et al., 2013] (A1) Soleimani Seyfollah, Rooms Filip, Philips
Wilfried. Eﬃcient blur estimation using multi-scale quadrature ﬁlters,
Signal Processing, Volume 93, Issue 7, July 2013, pp. 1988 - 2002.
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 [Soleimani et al., 2012] Soleimani Seyfollah, Sukumaran Jacob Premku-
mar, Douterloigne Koen, Rooms Filip, Philips Wilfried and De Baets
Patrick. Correction, Stitching and Blur Estimation of Micro-graphs Ob-
tained at High Speed, In Advanced Concepts for Intelligent Vision Sys-
tems, pp. 84 - 95. Springer Berlin Heidelberg, 2012.
 [Soleimani et al., 2010] Soleimani Seyfollah, Rooms Filip, Philips Wil-
fried, Tessens Linda. Image fusion using blur estimation, In 17th IEEE
International Conference on Image Processing (ICIP), pp. 4397 - 4400,
2010.
 [Soleimani et al., 2009] Soleimani Seyfollah, Rooms Filip, Philips Wil-
fried. Blur Estimation for Document Images, 20th Annual Workshop
on Circuits, Systems and Signal Processing. 2009. pp. 285 - 288.
Co-author:
 [Sukumaran et al., 2012] (A1) Sukumaran Jacob, Soleimani Seyfollah, De
Baets Patrick, Rodriguez Vanessa, Douterloigne Koen, Philips Wilfried
and Ando Matyas. High-speed Imaging for Online Micrographs of Poly-
mer Composites in Tribological Investigation, Wear, Volume 296, Issues
1-2, 30 August 2012, pp. 702 - 712.
 [Sukumaran et al., 2014] Sukumaran Jacob , Soleimani Seyfollah, Ro-
driguez Fereira Vanessa, Philips Wilfried and De Baets Patrick. An
unconventional approach in polymer wear: online vision system, (2014)
1th Nordic Symposium on Tribology.
 [Sukumaran et al., 2013] Sukumaran Jacob, Soleimani Seyfollah, Ro-
driguez Fereira Vanessa, Ando Matyas, Philips Wilfried and De Baets
Patrick. Transition of Surface Morphology in Rolling/sliding of Polymer-
metal Contacts, 5th World Tribology Congress 2013, Torino: Italian Tri-
bology Association (AIT).
2
Experimental setup and
materials
2.1 Introduction
There are many kinds of contacting surfaces (e.g. gears, cams). In addition,
diﬀerent materials are used in making the contacting components (e.g. poly-
mer, metal, steel and aluminum) in industry. Here, our focus is on a twin-disk
model of contacting which was implemented at Laboratory Soete of Gent uni-
versity [Sukumaran et al., 2012,Soleimani et al., 2012,Sukumaran, 2014].
For wear analysis using computer vision at micro-level, many authors use
SEM which cannot be used online and which is also not portable. An inexpen-
sive microscopy which also is portable and can also be used online is optical
microscopy. However, this kind of mocroscopy produces images with uneven
illumination and blur. In this thesis, we want to show that despite the limi-
tations of optical microscopy, it is still possible to perform high quality wear
analysis using computer vision while the images are acquired by the optical
microscopy.
In this chapter, the experimental setup and materials used in other chap-
ters of this thesis are presented. We explain the contacting model, the type of
materials used in the contacting model, the driving module along with speci-
ﬁcations. Moreover, the imaging system is elaborated. The using contacting
model and the test rig used in other chapters are same. However, in chapter 4,
the imaging system is installed such that it can acquire images online while in
chapters 3 and 5, the images are taken oine.
2.2 Contacting model
The schematic of the contacting discs is shown in ﬁgure 2.1. One disc is made
from steel and another one from polymer. Our focus has been on wear study
of the polymer disc. Polymer is chosen for its dynamic wear mechanisms and
transfer layer characteristics. Polymers are suitable materials to make contact-
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ing surfaces, because they are relatively cheap, easy to manufacture and can
work dry (oil-less) [Rymuza, 2007].
2.3 Test rig
The test rig used in experiments is the Forschungsstelle fur Zahnrader und
Getriebebau (FZG). A schematic of the test-rig is shown in Figure 2.2. The
FZG is a modiﬁed gear oil tester, in which adaptations are done to perform
experiments with non-conformal contact for pure rolling and partial sliding
condition [Sukumaran, 2014].
The main components of the driving module are a gear box (single speed)
and an electric motor which are connected through a belt. Both the polymer
and steel discs are connected to the same gear box, so they rotate with a same
speed. Applying diﬀerent slip ratios is possible by using discs with diﬀerent
diameter for polymer and steel (the diameters of the discs are denoted by d1
and d2 in ﬁgure 2.1). The force between discs is applied by a dead weight
through a lever. In this setup, to keep the contact between the discs even by
reducing the diameter of the polymer disk, one of the shafts is mounted with
a self-aligning bearing (see ﬁgure 2.2).
In summary, the following components facilitate the rolling/sliding contact:
 A single speed gear box coupled to the electric motor.
 Both discs rotate at a same speed.
 The slip ratio is attained from the diﬀerence in slip velocity. The diﬀer-
ence in slip velocity is from the diﬀerence in diameter.
 The using load is just the dead weight mechanism.
 The arrangement maintains a continuous contact under wear.
A summary of the using instruments are as follows:
 The diameter change is measured using linear velocity displacement trans-
ducer (LVDT) (see ﬁgure 2.2).
 The friction force and friction torque is measure online using a S type
load cell and torque transducer.
 The acquired data from the sensors were conditioned and stored in the
PC using Labview 8.0.
 NI DAQ (National Instruments, BNC-2110) data acquisition card is used
to receive and send signals for controlling and recording the measurements
online.
Interested reader is referred to [Sukumaran, 2014] for more details about the
type of the sensors and their speciﬁcations.
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Figure 2.1: The schematic of the twin disk model.
Figure 2.2: The schematic of the driving and load module of the test rig.
2.4 Imaging system
The microscope used is a conventional optical microscope (Olympus BXFM-F).
The camera used for high speed imaging (chapter 4) is Olympus i-speed
3 and for real blur test (chapter 3) and mechanisms analysis (chapter 5) is a
CCD digital camera QICAM (1.4 Megapixel).
The cameras are connected to the microscope using an adapter with a mag-
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niﬁcation of 0.35×. In the microscope itself, a 10× lens from Olympus with a
numerical aperture of 0.25 is used in all experiments of this thesis.
2.5 Online monitoring
The properties of steel and polymer specimens used in online monitoring (chap-
ter 4) are shown in table 2.1.
The discs rotated at a relatively high speed of 200 RPM (Rotation Per
Minute). As, we are interested in wear and change detection of the polymer
disc, the micro-graphs were obtained from the polymer surface. A picture of
the test setup is shown in ﬁgure 2.3. The microscope was focused on the surface
of the specimen at the beginning of the experiment manually and subjectively.
The dimensional changes of the specimen were collected using the stylus
(LVDT). The LVDT values are used for validating the image processing results.
The diameter of the disc was 90 mm so its circumference was
P = 2pir ≈ 283 mm.
Each image represents a band of about 0.7mm width, so to take the images
of the whole circumference, we should take 283/0.7 ≈ 404 images. To be able
to register images, an overlap between successive frames is essential. For an
overlap of 50%, 808 images should be taken in a cycle.
On the other hand the speed of rotation was 200 rotations per minute which
equals to 3.33 rotations per second. Thus a rotation takes 0.3 seconds. In other
words, in 0.3 seconds, 808 frames should be acquired which means 8080.3 ≈ 2694
frames per second. Just to be on the safe side, the frame rate was set to 3000
frames per second. By this frame rate, the time of recording an image was
1/3000 s = 333 µs. Therefore, the exposure time could be at most 333 µs.
However, the shutter time was set to one-tenth of the maximum exposure time
(i.e. 33 µs) to reduce the motion blur (it is possible to adjust the exposure time
as a fraction of the maximum possible exposure time which in turn depends on
the frame rate).
The experiment continued for 14 hours. The ﬁrst video was recorded at the
beginning of the rotation and after that, every two hours, a video was acquired.
So in total, 8 videos were taken in intervals of 2 hours.
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Figure 2.3: Test setup: the high speed camera in conjunction with the microscope
for high speed online monitoring in a twin-disc model [Sukumaran, 2011].
Table 2.1: Material properties for chapter 4.
Property Steel Polymer composite
Yield strength (MPa ) 355 55
Elongation (%) 16-20 -
Young's modulus (GPa ) 220 3.3
Hardness 145HV 100 Rockwell M
Thermal conductivity 20◦C(W/(K.m)) 34-45 0.293
Maximum allowable service temp. (◦C ) - 130
2.6 Mechanism analysis
In this section, materials and methods which are related to chapter 5 are ex-
plained.
Preliminary tests were conducted to understand the change in mechanism
as a function of operational parameters. Observations of the preliminary tests
showed that diﬀerent morphologies of polymer contact surface were produced
for pure rolling and partial sliding condition. It is evident that in rolling,
abrasion is rarely observed unless there is partial sliding [Gordon and Kukureka,
2009]. Thus, to experimentally simulate diﬀerent wear mechanisms of polymer
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Table 2.2: Material properties for chapter 5.
Property Steel Polymer
Young's modulus (N/mm2 ) 2.1× 105 104
Yield strength (N/mm2 ) 826 185
Melting point (◦C) - 260
Heat conductivity at 20◦C(W/(K.m)) 34 0.24
Coeﬃcient of linear thermal expansion
- 11.88× 106
between 20◦C − 100◦C(m/(m.K))
against steel counter-face, various rolling sliding conditions were used (0%,
10%, 20% and 30% sliding). All tests were performed for 300,000 cycles at 30
MPa initial Hertz pressure and a rotational speed of 500 rpm.
Polymer composites having dynamic wear properties due to the soft mate-
rial mated against hard steel were chosen in this work in order to investigate the
change in surface morphology of composites. In this study, commercially avail-
able polyamide composite DOCAMID 66-GF30 (Quattroplast) with 30% glass
ﬁber was used. Chrome molybdenum steel (40CrMnNiMo8; M238, Bohler, Bu-
dapest, Hungary) was used as the counter material. The material properties
for the test material and counter material are given in Table 2.2. Ra of the
polymer ranges between 0.87−1.92 and Ra of steel ranges between 0.18−1.03.
The specimens were initially machined with a common feed rate to obtain equal
surface roughness in all specimens.
2.7 Conclusion
In this chapter, the experimental setup, materials and imaging system used
in this book are presented. The contacting model is a twin-disc where one
of the discs is made from steel and the other one from polymer. The using
microscope is an optical microscope. Although such microscope is available
in any laboratory, it produces images with uneven illumination and blurring.
However, we show that it is still possible to use such system for wear analysis.
Two types of cameras are used in this book: one for high speed imaging and
another one for oine imaging.
3
Blur estimation
3.1 Introduction
In microscopic analysis of wear using normal optical microscopy, blur is a prob-
lem and also an opportunity. Blurring is a problem when one wants to acquire
clear images of the surface. On the other hand, out of focus blur can be used
to measure the distance of the surface from the camera. In the next chapter,
we study material loss of a specimen online using optical microscopy. One way
we will measure this is by computing the amount of defocus blur: at the be-
ginning of the experiment, the imaging system is focused on the surface of the
specimen such that a sharp image is acquired. Then, by changing the diameter
of the disc (specimen), the images will be blurry and the amount of blurriness
shows the amount of material loss. The schematic of the idea is shown in ﬁgure
3.1. Obviously this approach depends on reliable blur estimation which is the
topic of this chapter. The research in this chapter is motivated by the fact that
well performing multi-scale blur estimation methods are often computationally
expensive and therefore slow. The main result of this chapter will be a faster
multi-scale method with state of the art quality.
It is well known in the image processing community that the blur in an image
is due to the attenuation of the high spatial frequencies, which commonly occurs
during ﬁltering, visual data compression or incorrect settings of the imaging
system [Ferzli and Karam, 2009]. However, even with an ideal imaging system,
blurring is expected due to wave nature of light. Because the image of an
ideal mathematical point is not a point but a smeared-out spot which is called
Point Spread Function (PSF) [Rooms, 2005]. Blur is usually considered as a
disturbing inﬂuence in image processing. However, sometimes it is taken as a
clue of some other information. For example, some authors have used blur to
estimate the depth (or distance) of objects [Namboodiri and Chaudhuri, 2007,
Ziou and Deschenes, 2001]. So blur estimation has been an important demand.
Some other examples of blur estimation applications are auto-focusing, quality
assessment of compression methods, image fusion [Firestone et al., 1991,Sheikh
et al., 2005b,Soleimani et al., 2010] and restoration.
Blur estimation has been explored by various authors in the past. It is pos-
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Figure 3.1: The schematic for change detection using blur estimation.
sible to categorize these methods in several ways. One way is based on whether
or not they use a reference image. In this respect, methods are divided into
full-reference, no-reference and reduced reference [Ferzli and Karam, 2009]. In
full-reference methods, the processing image is compared with a reference im-
age. Whereas in no-reference methods, only the single input image is processed.
With reduced reference methods, there is no reference image, however, some
features of the reference image are assumed to be known. For example when
an image is transmitted over a network, it is possible to extract some simple
features from the image and send them along with the compressed image.
Another way of categorizing of blur estimation methods is according to
whether they compute a single estimate for whole image or local estimates.
The former are known as global methods, the latter as local. Yet another way
of categorizing is methods that operate on blurred images of diﬀerent scenes
versus methods which operate on multiple images of the same scene.
It is important that blur estimation algorithms are robust to noise. Methods
which use edge regions of images are expected to be more robust against noise
than the methods which use global characteristics indiscriminately.
Our focus in this chapter is on no-reference blur estimation methods. It
should be noted that the estimated blur degree in an image should be compared
with other images anyway to make sense. For example when the application
is auto-focusing, an image with the current settings of the imaging system is
acquired, afterward the focus is changed and another image is taken. Then,
the amount of blurriness of the new image (or amount of sharpness) should be
compared with previous image to understand the direction and/or amount of
adjustment of the focusing system.
In this chapter in total, 19 no-reference blur estimation methods are in-
troduced. One of these methods which is blur estimation using multi-scale
quadrature ﬁlters is our contribution. This method outperforms another multi-
scale method (Ducottet's method) in speed while its performance is still good.
The processing time of our proposed method is tens times faster in comparison
with Ducottet's method (depends on the details of the image). The comparison
of the performance of blur metrics is performed using real images from Live
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database and a set of natural microscopic images.
3.2 Review of other no-reference methods
To estimate the amount of blurring of an image, if there is a reference (which
is usually the ground truth image), they can be compared either by extracted
features from both images or directly comparing their pixel values. However,
when there is no reference image, the decision should be made just based on the
input image(s). Most methods estimate the blurriness by quantifying the low
frequency or high frequency components in the image. A satisfactory method
should produce an estimate that varies monotonically with respect to blurring
level and also should be robust against noise.
In this section, eighteen no-reference existing blur metrics are reviewed and
in coming sections our proposed method is described. We will compare our
method with these methods in section 3.6. Here we also introduce an acronym
for each method (shown in parentheses) to simplify referring to them. We
categorized them roughly in four groups:
3.2.1 Derivative-based Algorithms
 The Normalized Gradient (GRA) [Batten, 2000]: This metric is
based on the ﬁrst order derivative. If the image is f(x, y) with size of
M ×N , the metric is:
Bgrad,n
=
1
MN
M−n∑
x=1
N−n∑
y=1
√
[f(x+ n, y)− f(x, y)]2 + [f(x, y + n)− f(x, y)]2
In [Batten, 2000], n proposed to be a number less than 10. This met-
ric inherits the sensitivity of the derivative operation to the noise. By
increasing the blurriness of the image, the metric decreases.
 Laplacian (LAP) [Batten, 2000]: The Laplacian operator is based on
the second derivatives of the image in the x and y directions: First the
image is ﬁltered by the following mask: 0 +1 0+1 −4 +1
0 +1 0
 .
Then, each pixel in the resulting image is squared and ﬁnally the average
is calculated as the measure. The well know drawback of this metric is its
high sensitivity to the noise. The Laplacian metric decreases with respect
to blurriness.
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3.2.2 Statistical algorithms
 Variance (VAR) [Erasmus and Smith, 1982]: It is simply the variance
of the whole image:
Bvar =
1
MN
M∑
x=1
N∑
y=1
[f(x, y)− f¯ ]2,
where f¯ is the mean of all the gray values in the image. Although this
method is the simplest and most cited measure, it has limited discrimi-
nation power [Kautsky et al., 2002].
 Auto-Correlation (AUTO) [Batten, 2000]: As the auto-correlation
is the inverse Fourier transform of the power spectrum, it is expected
to carry blurriness/sharpness information: Blurred images have large
smoothed regions which results in a low broad central peak in the auto-
correlation function. On the other hand, sharp images contain small
highly correlated regions that result in a tall central peak in the auto-
correlation function. To compute this metric, assuming the input image
f(x, y) with size of M × N , ﬁrst the auto-correlation function for given
parameters m and n is found
C(m,n) =
M−m∑
x=1
N−n∑
y=1
f(x, y)f(x+m, y + n),
where 1 ≤ m ≤M and 1 ≤ n ≤ N . Then the calculated auto-correlation
is divided by the sum of squares of all intensities in the original image. m
and n were selected to be 3 in our experiments. By increasing the level
of blurriness, this metric reduces.
 Natural Scene Statistics for JPEG2K (NSS) [Sheikh et al., 2005a]:
In general, natural scenes are the class of images which are acquired from
the visual environment using capture devices operating in the visual spec-
trum. This set of images are diﬀerent from text, computer generated
graphics scenes, cartoons, paintings, random noise, or images and videos
captured from non-visual stimuli such as radar and sonar, X-rays, ultra-
sounds, etc [Sheikh et al., 2005a]. Natural scenes are a very small subset
of the set of all possible scenes. In this method, authors extract some fea-
tures from a model of natural scene statistics as the no-reference quality
assessment. It is based on this assumption that natural scenes statistics
and image quality are related. So, they estimate the metric as the change
in natural behavior of the image. This metric has been calibrated against
subjective scores.
 The kurtosis based metric by Zhang (ZHANG) [Zhang et al.,
2003]: Kurtosis is deﬁned as a descriptor of the shape of a probabil-
ity distribution function. A wider distribution has smaller kurtosis. In
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this method, the spectral density function of the image is considered as a
probability density function and its kurtosis is used as a sharpness metric.
Blurry images produce larger kurtosis.
 The Just Noticeable Blur metric (JNB) [Ferzli and Karam, 2009]:
In the ﬁeld of quality analysis of images and videos, authors have proposed
methods to imitate the behavior of the Human Visual System (HVS).
The majority of them use the concept of the Just Noticeable Diﬀerence
(JND). JND is deﬁned as the minimum needed change of the intensity
of a foreground region relative to a background region that a standard
observer can feel. Based on JND, another concept is deﬁned which is
called Just Noticeable Blur (JNB). It is deﬁned as the minimum degree
of perceived blur around an edge with a contrast higher than JND. In
[Ferzli and Karam, 2009], authors conducted some subjective tests and
concluded that the probability of detecting blur at an edge with contract
C, can be modeled as:
PBLUR = P (ei) = 1− exp
(
−| w(ei)
wJNB(ei)
|β
)
(3.1)
where w(ei) is the measured width of the edge ei and wJNB(ei) is the
JNB of that edge. The parameter β was obtained by curve ﬁtting for
diﬀerent contrasts (C). From experiments, it was understood that β has
a median value of 3.6 and wJNB can be modeled as:
wJNB =
{
5 C ≤ 50
3 C ≥ 51 (3.2)
This method gives the relative amount of blurriness in images with dif-
ferent contents.
 The Cumulative Probability Blur Detection (CPBD) [Narvekar
and Karam, 2009]: This metric employs the concept of JNB from [Ferzli
and Karam, 2009]. In this method, ﬁrst the image is divided into blocks
with size of 64×64 pixels. In each block if the number of edges is greater
than 0.2% of the total number of pixels, it is called an edge-block and is
considered for more processing. Depending on the contrast of the block
(C), for each edge ei in the given block, wJNB(ei) is calculated using
equation (3.2). Then PBLUR(ei) is found using equation (3.1). Finally
the computed individual probabilities are combined into the following
cumulative probability as the blur metric:
CPBD = P (PBLUR ≤ PJNB) =
PBLUR=PJNB∑
PBLUR=0
P (PBLUR),
where PBLUR is an individual probability distribution function.
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3.2.3 Transform-domain algorithms
 Spectrum [Firestone et al., 1991]: A digital image is a real signal. How-
ever, its Fourier transform is a complex signal in general [Gonzalez et al.,
2009]. If the input image is f(x, y) and its Fourier transform is denoted
by F (u, v), we have:
F (u, v) = R(u, v) + iI(u, v),
where R(u, v) and I(u, v) are the real and imaginary parts of the Fourier
transform respectively (i =
√−1). Then, the Fourier spectrum is deﬁned
as;
|F (u, v)| =
√
R2(u, v) + I2(u, v). (3.3)
The value of F (u, v) at the origin is called the DC component of the
Fourier transform [Gonzalez et al., 2009]. The DC component of the
Fourier transform is assumed invariant against the blurring, while other
parts change with blurring. So, in the Spectrum method, ﬁrst, the Fourier
transform of the image is calculated. Then the DC component of the
image is set to zero. Finally, the sum of all values of |F (u, v)| is calculated
as the sharpness/blurring metric. However, the sum of a part of the
Fourier spectrum is calculated in this metric to reduce the computational
cost. By increasing the sharpness of the image, this metric increases.
 Marichal [Marichal et al., 1999]: This method is based on the histogram
of non-zero DCT coeﬃcients in 8× 8 blocks of the image. Applying this
method to compressed images and videos of MPEG or JPEG types is fast
exploiting the available DCT information. This idea originates from the
fact that DCT coeﬃcients reﬂect the frequency distribution of an image
block and when an image is more blurred, produces more zero coeﬃcients.
When the blurriness increases, this metric increases.
 Ratio of High-pass and Low-pass Bands of Wavelet Transform
(RHLWT) [Kautsky et al., 2002]: If the input image is f(x, y) with size
ofM×N , in this method, ﬁrst, the discrete wavelet transform of the image
is calculated using an orthogonal wavelet (like Daubechies wavelet). This
transformation produces a low-pass band (lw(f)) and several high-pass
bands (hw(f)). Then the sharpness metric is calculated as follows:
B =
1√
d2m2 − 1
||hw(f)||
||lw(f)||
Where d is the depth of decomposition and m is the dilation factor of
the wavelet and ||.|| denotes the discrete Euclidean norm. This metric is
reduced by increasing blurriness.
 The Riemannian tensor based metric (Riemannian) [Ferzli and
Karam, 2007]: It is based on the idea of viewing gray level images as
surfaces in a non-Euclidean 3D space (and color images in a 5D space)
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which comes from Riemannian diﬀerential geometry. The derived sharp-
ness metric is the average of determinant tensor metric of all pixels in
the image. The tensor metric is a 2 by 2 matrix whose elements are some
combinations of image ﬁrst derivatives in x and y directions.
 The Kurtosis of Wavelet Coeﬃcients (Wavelet) [Ferzli et al., 2005]:
This method is based on measuring the kurtosis in the wavelet domain.
First the dyadic wavelet transform of the image is calculated and then the
kurtosis is applied on the vertical and horizontal detail sub-bands. Then
the average of two computed metrics is calculated as the ﬁnal metric.
 High-pass to band-pass frequency ratio (HP) [Shaked and Tastl,
2005]: It is based on the fractal image model. This model states that
the natural images exhibit fractal behavior, which can be modeled in
the frequency domain. However, in this method, the authors deﬁne a
local Fourier description. Then the metric is calculated by high-pass to
band-pass frequency content ratio.
 The average cone ratio in the wavelet domain
(CogACR24/CogACR34) [Platisa et al., 2011, Ilic et al., 2008]: This
measure is based on estimating the local Lipschitz exponents of the irreg-
ularities. To explain this metric, ﬁrst the notion cone of inﬂuence (COI)
has to be introduced. In computing the discrete dyadic wavelet transform
of a signal f(x), two functions are used which are scaling function and
the mother wavelet [Hsung et al., 1999]. The cone of inﬂuence of a given
location x0 in the wavelet domain is a cone such that
|x− x0| < Ks,
where K is the support of the mother wavelet and s is the scale (such
that s = 2j and j ∈ Z).
To calculate this blur metric, ﬁrst the dyadic wavelet transform of the
image is computed. Then, the 10% stronger edges are kept and others
are removed. Later, the following quantity which is called average cone
ratio (ACR) is calculated for each remaining location l, and two dyadic
scales 2n and 2k, where n, k ∈ Z and k ≥ n+ 1,
βn→k,l = log2
 1
k − n
k−1∑
j=n
|Ij+1,l|
|Ij,l|
 , Ij,l = ∑
m∈C(j,l)
|ωj,m|,
where C(j, l) denotes the set of wavelet coeﬃcients at the resolution
scale 2j which belong to the cone of inﬂuence of the analyzing position
l [Pizurica et al., 2002]. Later, the histogram of ACR values is calcu-
lated and ﬁnally, the center of gravity of the ACR histogram is used as a
measure of the blurriness of the image.
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3.2.4 Other algorithms
 No-reference JPEG (NRJPEG) [Wang et al., 2002]: In this method,
two measures are combined to estimate the blurriness of the image. The
ﬁrst measure is the blockiness. Considering the test image as f with size
of M ×N , the blockiness is estimated as the average of diﬀerences across
block boundaries:
Bh =
1
M(bN/8c)
M∑
i=1
bN/8c−1∑
j=1
|dh(i, 8j)|
where dh(m,n) = f(m,n + 1) − f(m,n). The second measure is called
the activity measure which in turn is calculated using two other factors.
The ﬁrst factor is the average absolute diﬀerence between in-block image
samples:
Ah =
1
7
 8
M(N − 1)
M∑
i=1
N−1∑
j=1
|dh(i, j)−Bh|

and the second factor is the zero-crossing rate which is estimated by
Zh =
1
M(N − 2)
M∑
i=1
N−2∑
j=1
zh(m,n)
while zh(m,n) is 1 for horizontal zero-crossing at dh(m,n) and is 0 oth-
erwise. The same features are calculated vertically which are denoted by
Bv, Av and Zv. Then the overall features are computed by
B =
Bh +Bv
2
, A =
Ah +Av
2
, Z =
Zh + Zv
2
Finally, the above features are combined to reach to the proposed metric:
S = α+ βBγ1Aγ2Zγ3
where α, β, γ1, γ2 and γ3 are estimated by subjective tests.
 The Marziliano Metric [Marziliano et al., 2004]: In this method, ﬁrst
edge detection is performed and then the width of any detected edge pixel
is estimated. The width of an edge pixel is considered as the distance
between two extrema on both sides of the edge pixel. Then the average
of widths of all edge pixels is computed as the sharpness metric.
 The Ducottet method [Ducottet et al., 2004]: Following Mallat [Mal-
lat and Zhong, 1992] who proposed to estimate lipschitz exponents of
singularities using the evolution of local maxima of wavelet coeﬃcients
across scales, Ducottet proposed a method for edge detection and blur
estimation [Ducottet et al., 2004]. His method is based on modeling
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three types of singularities in images: transitions, lines and peaks. These
three singularities are modeled as a Heaviside step edge, a one dimen-
sional delta point feature and a two dimensional delta line feature, each
smoothed by a Gaussian. In his method, ﬁrst the wavelet transform
(non-decimated) of the models is computed using the ﬁrst derivative of
the Gaussian as the wavelet. Then by analyzing the local maxima of co-
eﬃcients in wavelet domain (across scale), for each model a closed form
formula is derived which is called the maxima function. In other words,
every maxima function is created by connecting local maxima of wavelet
coeﬃcients associated with a particular point (x0, y0) across scale. The
scale is the standard deviation of the Gaussian wavelet (which is denoted
by s and determines the width of the wavelet) and ranges from smin to
smax with steps of ∆s.
Having an analytical maxima function for every model, Ducottet's method
performs as follows:
1. The wavelet transform of the input image is calculated at several
scales.
2. The local maxima of wavelet coeﬃcients are located in every scale.
3. Starting from the ﬁnest scale, the corresponding local maxima of
wavelet coeﬃcients from diﬀerent scales are combined into maxima
functions.
4. The best ﬁt of the analytical maxima functions to every extracted
maxima function from the input image speciﬁes the type and the
blur level associated to that extracted maxima function.
5. The average blurriness of all detected edges is calculated to have a
number for whole image.
Ducottet's method performs well but it is rather slow which is due to
using the Gaussian ﬁrst derivative as the wavelet. It causes two prob-
lems: 1) for some features in the image, it produces more than one local
maximum in the wavelet domain, 2) the locations of those local maxima
shift with scale. So, for a given local maximum of the wavelet coeﬃcients
in the current scale, ﬁnding its corresponding local maximum in the next
coarser scale requires a time consuming neighborhood search. To be able
to limit the search to only the 8 neighboring pixels, Ducottet imposed
∆s ≤ 0.5. Thus, a large number of scales need to be processed. In addi-
tion, because the features produce multiple responses, more processing is
needed compared to the situation which just one response is produced.
The occurrence of multiple responses and the high number of scales to be
processed cause a high computational cost for the Ducottet method.
In the remainder of this chapter, a method is proposed to solve the slow speed
of the Ducottet method. With the proposed method, ﬁrstly, the limitation
on the scale step is relaxed which reduces the number of processing scales.
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Secondly, for any feature, only one response is processed in any scale of the
wavelet domain. Therefore, the computational cost diminishes considerably.
The experimental results of section 3.6 will show that depending on the details
of the image, our method is several to tens times faster.
In the new method, the multi-scale quadrature ﬁlters are employed which
use the ﬁrst and second derivatives of Gaussian ﬁlters. Using this type of ﬁlter
for edge detection along with a special strategy for combining local extrema of
ﬁltered signal across the scale, any type of singularities yield one response at
the center in any scale. We use the word extrema instead of maxima because in
some scales we have to take into account both local minima and local maxima
(explained later).
3.3 Energy of quadrature ﬁlters
In this section, the proposed method for edge detection and blur estimation is
elaborated. First let us model the singularities of images.
3.3.1 Singularities models
We model singularities of images just as transitions (Tσ) and lines (Lσ) which
are deﬁned as follows:
Tσ(x, y) = 2AH(x) ∗Gσ(x, y) (3.4)
Lσ(x, y) =
√
2piσAδ(x) ∗Gσ(x, y) (3.5)
where ∗ is convolution, A is the amplitude, H is the Heaviside function:
H(x) =
{
0 if x ≤ 0
1 if x > 0
and
Gσ(x, y) =
1
2piσ2 exp
(
−x2+y22σ2
)
.
The models are normalized to have amplitude A at (x,y)=(0,0). Before
going further, we present some formulas which we will use in following calcu-
lations. The ﬁrst one is a well-known equality:
ˆ +∞
−∞
exp(− (x− b)
2
a
)dx =
√
api (3.6)
and the second one is:
δ(x) ∗Gσ(x, y) = σ
√
2piGσ(x, 0). (3.7)
Because:
δ(x) ∗Gσ(x, y) =
ˆ +∞
−∞
ˆ +∞
−∞
δ(τ1)Gσ(x− τ1, y − τ2)dτ1dτ2
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=
1
2piσ2
ˆ +∞
−∞
exp(− (y − τ2)
2
2σ2
)dτ2
ˆ +∞
−∞
δ(τ1) exp(− (x− τ1)
2
2σ2
)dτ1
=
1
2piσ2
σ
√
2pi exp(− x
2
2σ2
) = σ
√
2piGσ(x, 0)
To ﬁnd a closed form formula for models, let ﬁrst introduce the erf and erfc
functions which are deﬁned as:
erf(x) =
2√
pi
ˆ x
0
exp(−t2)dt
erfc(x) = 1− erf(x) = 2√
pi
ˆ +∞
x
exp(−t2)dt.
For the transition model, we have
Tσ(x, y) = 2AH(x) ∗Gσ(x, y) = 2A
ˆ +∞
−∞
ˆ +∞
−∞
H(τ1)Gσ(x− τ1, y − τ2)dτ1dτ2
=
A
piσ2
ˆ +∞
−∞
H(τ1) exp
(
− (x− τ1)
2
2σ2
)
dτ1
ˆ +∞
−∞
exp
(
− (y − τ2)
2
2σ2
)
dτ2
Using equation (3.6):
ˆ +∞
−∞
exp
(
− (y − τ2)
2
2σ2
)
dτ2 =
√
2σ2pi = σ
√
2pi
Hence,
Tσ(x, y) =
Aσ
√
2pi
piσ2
ˆ +∞
−∞
H(τ1) exp
(
− (x− τ1)
2
2σ2
)
dτ1
=
A
√
2
σ
√
pi
ˆ +∞
0
exp
(
− (x− τ1)
2
2σ2
)
dτ1
By replacing t = −x+τ1
σ
√
2
, we will have:
τ1 = σ
√
2t+ x, dτ1 = σ
√
2dt.
Then:
Tσ(x, y) =
2A√
pi
ˆ +∞
−x
σ
√
2
exp
(−t2) dt
= A erfc(
−x
σ
√
2
) (3.8)
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(a) (b)
Figure 3.2: (a) The transition model with A = 1 and σ = 4, (b) The line model
with A = 1 and σ = 4.
= A(1− erf( −x
σ
√
2
)) = A(1 + erf(
x
σ
√
2
))
So the closed form formula of the transition model is:
Tσ(x, y) = 2AH(x) ∗Gσ(x, y) = A
(
1 + erf
(
x
σ
√
2
))
.
For the line model, considering equation (3.7), we have:
Lσ(x, y) =
√
2piσAδ(x) ∗Gσ(x, y) =
√
2piσAσ
√
2piGσ(x, 0) = 2Apiσ
2Gσ(x, 0).
In our discussion, σ (standard deviation of the Gaussian) is the unknown
blur level of the singularities (It should not be confused with the s, which is the
standard deviation of a Gaussian convolving with whole image to produce the
scale space). The transition and line models are plotted for A = 1 and σ = 4
in ﬁgures 3.2(a) and (b) respectively.
3.3.2 Linear ﬁlters and shifting problem across scale
For edge detection if we convolve the input image with the Gaussian ﬁrst deriva-
tive ﬁlter (which is an odd ﬁlter) in x and y directions and calculate the modulus
of the responses, the line-type features (which are even features) will produce
two parallel lines of local maxima located on each side of the line. A problem
here is that the locations of these local maxima depend on the scale (s) of the
ﬁlter. This problem is illustrated in Fig.3.3 in one dimension and in Fig.3.4 in
two dimensions. In Fig.3.3(a) the proﬁle of a line-type feature is shown and in
Fig.3.3(b) the local maxima of modulus of ﬁltered signal in two diﬀerent scales
are shown (one pair by dash curve and one by solid curve). In Fig.3.4(a), a
line-type singularity is depicted and its local maxima of ﬁltered signal in two
scales are shown in Fig.3.4(b) (the local maxima of one scale by `+´ symbol
and in other scale by `O´ symbol). From these two ﬁgures, it is clear that the
responses for every scale are at diﬀerent locations.
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Figure 3.3: (a) The proﬁle of a line-type edge (b) Local modulus maxima of ﬁltered
signal of (a) using Gaussian ﬁrst derivative as the ﬁlter in two diﬀerent scales. The
responses in one scale are shown by solid curve and in other scale by dash curve.
If we use the Gaussian second derivative ﬁlter, this problem does not occur
for line-type features but a similar problem will now occur for transition-type
features (which are odd features).
So, using linear ﬁlters for edge detection, to ﬁnd corresponding local maxima
across scale, we have to search in a neighborhood whose size is proportional to
the scale step. Hence, if the scale step increases, the searching neighborhood
in any scale should be increased and if the scale step reduces, the number of
scales should be increased to span same scale range. In other words, using
linear ﬁlters, it is not possible to reduce the computational cost of multi-scale
methods.
3.3.3 Evolution of energy of quadrature ﬁlters across scale
The energy of quadrature ﬁlters [Perona and Malik, 1991,Kube and Perona,
1996,Folsom and Pinter, 1998,Freeman and Edward, 1991] is a possible solution
to overcome the drawback of shifting problem in linear ﬁlters. Kube and Perona
stated that there are two groups of quadrature ﬁlters: derivative pairs and
Hilbert pairs [Kube and Perona, 1996]. Considering quadrature ﬁlters with
just two constituent ﬁlters, if one of them is the Hilbert transform of another
one, they are called a Hilbert pair. On the other hand, if one of the constituent
ﬁlters is the ﬁrst derivative of another one, they are called a derivative pair.
The main property of using the energy of quadrature ﬁlters for edge detection
is that, one of its responses (local extrema) to both transition and line type
features always occurs at the centroid of each feature. However, for line-type
features, there are still several other responses on both sides of the central
response which should be eliminated. Moreover, although the central response
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Figure 3.4: (a) A line-type edge (any point presents a gray value) (b) Local modulus
maxima of wavelet coeﬃcients of (a) using Gaussian ﬁrst derivative as the wavelet in
two diﬀerent scales. One group are shown by circles and one group by plus symbols.
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is on extremum, it is not necessarily a local maximum but can also be a local
minimum. These statements are proved hereafter.
In [Kube and Perona, 1996], authors proved in one dimension that under
some reasonable assumptions, Hilbert pairs do not have the causality property
but derivative pairs have. The causality property means that no new features
(like local extrema or zero-crossings) are created when we convolve the input
signal with a ﬁlter of coarser scale in comparison with ﬁner scales. In their
experiment, a pair of the ﬁrst and second derivatives of the Gaussian was used
and edge points in one dimensional signal were found as local maxima. Here,
we use steerable pair of Gaussian ﬁrst and second derivatives in several scales
for edge detection and blur estimation and show that ﬁnding local maxima is
not enough.
The proposed method enables us to process just a central scale-independent
response for any feature (in each scale). This reduces the processing time for
two reasons in comparison with using linear ﬁlters. Firstly, because the number
of processing scales is reduced and secondly because, in any scale, the number
of extrema is reduced.
The number of scales is reduced as the scale step can be set large while for
ﬁnding the corresponding extrema of coeﬃcients in a scale, we do not need to
search a signiﬁcant region in other scales. In addition, the number of extrema
in any scale is reduced, because just the central response has to be processed
for any pixel of the features while using linear ﬁlters, for any pixel of some
features, several responses have to be processed.
The energy of the image response to the pair of ﬁrst and second derivatives
of the Gaussian is deﬁned as:
E(f, x, y, s, θ) = (f ′(x, y, s, θ))2 + (f ′′(x, y, s, θ))2 . (3.9)
where
f ′(x, y, s, θ) = fx(x, y, s) cos(θ) + fy(x, y, s) sin(θ) (3.10)
f ′′(x, y, s, θ) = fxx(x, y, s) cos2(θ)− fxy(x, y, s) sin(2θ)
+ fyy(x, y, s) sin
2(θ), (3.11)
and
fx(x, y, s) = f(x, y) ∗ s∂Gs(x, y)
∂x
, (3.12)
fy(x, y, s) = f(x, y) ∗ s∂Gs(x, y)
∂y
, (3.13)
fxx(x, y, s) = f(x, y) ∗ s2 ∂G
2
s(x, y)
∂x2
(3.14)
fxy(x, y, s) = f(x, y) ∗ s2 ∂G
2
s(x, y)
∂x∂y
, (3.15)
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fyy(x, y, s) = f(x, y) ∗ s2 ∂G
2
s(x, y)
∂y2
, (3.16)
Gs(x, y) =
1
2pis2
exp
(
−x
2 + y2
2s2
)
(3.17)
s is the scale (standard deviation of the Gaussian) and θ is the direction of
derivation. As stronger edges convey more information, we are interested in
the dominant direction of (3.9). The dominant direction is deﬁned as the
orientation θ in which the E(f, x, y, s, θ) (3.9) is maximal over a given position
and scale.
The dominant direction and the magnitude of energy (E(f, x, y, s, θ)) are
saved for every pixel. Then the local extrema of energy should be found in
every scale. Corresponding local extrema of energy in diﬀerent scales compose
functions which are called extrema functions (instead of maxima functions of
methods using linear ﬁlters). In the next sub-section we derive a closed form
formula for extrema functions of the Transition and Line models. The analytical
extrema functions are ﬁtted to extracted extrema functions of the input image
to estimate the associated blur levels. The algorithm of calculating extrema
functions of input images is presented in section 3.4.
3.3.4 Scale-dependent and scale-independent responses
For every model, we should ﬁnd the direction along which the magnitude of
the energy (equation (3.9)) is maximum for every (x, y, s). To ﬁnd it, the ﬁrst
derivative of the energy with respect to θ should be set to zero:
∂E(f, x, y, s, θ)
∂θ
= 2f ′(x, y, s, θ)
∂f ′(x, y, s, θ)
∂θ
+2f ′′(x, y, s, θ)
∂f ′′(x, y, s, θ)
∂θ
= 0
(3.18)
3.3.4.1 Transition model
To ﬁnd the factors of equation (3.18), ﬁrst we ﬁnd fx, fy, fxx, fxy, fyy using
equations (3.12) until (3.16) where f(x, y) = Tσ(x, y) and Gs(x, y) is as stated
in equation (3.17). By replacing f(x, y) in equation (3.12) with Tσ(x, y) and
using the equation (3.4), we have:
fx(x, y, s) = Tσ(x, y) ∗ s∂Gs(x, y)
∂x
= 2AH(x) ∗Gσ(x, y) ∗ s∂Gs(x, y)
∂x
Because of the linearity of the derivative operator, we may change the derivative
location:
fx(x, y, s) = 2As
∂H(x)
∂x
∗Gσ(x, y) ∗Gs(x, y) = 2Asδ(x) ∗G√σ2+s2(x, y)
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= 2As
√
σ2 + s2
√
2piG√σ2+s2(x, 0) = 2As
√
σ2 + s2
√
2pi
2pi(σ2 + s2)
exp(− x
2
2(σ2 + s2)
)
=
As
√
2√
pi(σ2 + s2)
exp(− x
2
2(σ2 + s2)
)
⇒ fx(x, y, s) = As
√
2√
pi(σ2 + s2)
exp(− x
2
2(σ2 + s2)
) (3.19)
Following the same procedure for fy(x, y, s), we obtain
fy(x, y, s) = 2As
∂H(x)
∂y
∗Gσ(x, y) ∗Gs(x, y) = 0. (3.20)
From equations (3.4), (3.14) and (3.17) when f(x, y) = Tσ(x, y), we have:
fxx(x, y, s) = 2AH(x) ∗Gσ(x, y) ∗ s2 ∂
2Gs(x, y)
∂x2
= 2As2
∂
∂x
[
∂H(x)
∂x
∗Gσ(x, y) ∗Gs(x, y)] = 2As2 ∂
∂x
[δ(x) ∗G√σ2+s2(x, y)]
= 2As2
∂
∂x
[
√
σ2 + s2
√
2piG√σ2+s2(x, 0)]
= 2As2
√
σ2 + s2
√
2pi
−x
2pi(s2 + σ2)2
exp(− x
2
2(s2 + σ2)
)
=
−xAs2√2√
pi(s2 + σ2)
3
2
exp(− x
2
2(s2 + σ2)
)
⇒ fxx(x, y, s) = −2As
2
√
2pi√
σ2 + s2
xG√σ2+s2(x, 0) (3.21)
With the same procedure for fxy(x, y, s) and fyy(x, y, s), we will reach to
∂H(x)
∂y which is zero. So:
fxy(x, y, s) = 0 (3.22)
fyy(x, y, s) = 0. (3.23)
Based on equations (3.10) and (3.20), for transition model:
f ′(x, y, s, θ) = fx(x, y, s)cosθ
and based on equations (3.11), (3.22) and (3.23), for transition model, we have
f ′′(x, y, s, θ) = fxx(x, y, s) cos2(θ)
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Then, using equation (3.9), the energy of transition model is:
E(Tσ(x, y), x, y, s, θ) = f
2
x(x, y, s)cos
2θ + f2xx(x, y, s) cos
4(θ) (3.24)
To ﬁnd the dominant direction of above equation, we put its derivative with
respect to θ to zero:
∂E(Tσ(x, y), x, y, s, θ)
∂θ
= −2f2x(x, y, s)cosθsinθ − 4f2xx(x, y, s) cos3 θsinθ
= −f2x(x, y, s)sin2θ − 2f2xx(x, y, s) cos2 θsin2θ
= −sin2θ[f2x(x, y, s) + 2f2xx(x, y, s) cos2 θ] = 0
So
f2x(x, y, s) + 2f
2
xx(x, y, s) cos
2 θ = 0⇒ cosθ = ±i fx(x, y, s)√
2fxx(x, y, s)
(where i =
√−1) which means cosθ should be an imaginary value. However,
it is not possible. The second solution of above equality is:
sin2θ = 0→ θ = 0
So the only answer of setting the derivative of energy of transition model to
zero is θ = 0. By putting θ = 0 in equation (3.24), the maximal energy of
transition model is obtained:
E(Tσ, x, y, s, θ = 0) = f
2
x(x, y, s) + f
2
xx(x, y, s)
By replacing the values of fx and fxx from equations (3.19) and (3.21), we
have:
E(Tσ, x, y, s, 0)
=
2A2s2
pi(σ2 + s2)
exp(− x
2
(σ2 + s2)
) +
2x2A2s4
pi(s2 + σ2)3
exp(− x
2
(s2 + σ2)
)
=
2A2s2
pi(s2 + σ2)
[
1 +
s2x2
(s2 + σ2)2
]
exp
(
− x
2
s2 + σ2
)
(3.25)
In this step, each position (i.e. each (x, y, s)) has two values: the energy
value and the dominant direction at which the energy has been calculated. The
next step is to ﬁnd extrema points. A point is a local maximum (minimum) if
in its dominant direction, it is larger (less) than the two other points on its two
sides. As we saw, the dominant direction of energy of transition model is θ = 0
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which is the direction of x axis. So, to ﬁnd the local extrema of E(Tσ, x, y, s, 0),
its derivative with respect to x is set to zero:
∂E(Tσ, x, y, s, 0)
∂x
= 0
⇒ x 4A
2s2
pi(s2 + σ2)3
[
s2 − (s
2 + σ2)2 + s2x2
s2 + σ2
]
exp(− x
2
s2 + σ2
) = 0 (3.26)
⇒ x = 0 or x = ±iσ
√
s2 + σ2
s
.
The lonely set of real-value extrema of above equation are at x = 0 which
are scale-independent (because no s in x = 0). The two other responses are
imaginary. To ﬁnd out that the extrema of energy of transition model are
maxima or minima, the sign of the second derivative of E(Tσ, x, y, s, θ = 0)
with respect to x should be explored:
∂2E(Tσ, x, y, s, 0)
∂x2
=
4A2s2
pi(s2 + σ2)3
[
s2 − (s
2 + σ2)2 + s2x2
s2 + σ2
]
exp(− x
2
s2 + σ2
)
+
4xA2s2
pi(s2 + σ2)3
−2s2x
s2 + σ2
exp(− x
2
s2 + σ2
) (3.27)
+
4xA2s2
pi(s2 + σ2)3
[
s2 − (s
2 + σ2)2 + s2x2
s2 + σ2
] −2x
s2 + σ2
exp(− x
2
s2 + σ2
) (3.28)
The above second derivative at x = 0 is
∂2E(Tσ, x = 0, y, s, 0)
∂x2
=
−4σ2A2s2
pi(s2 + σ2)3
As can be seen, the second derivative is always negative at x = 0, so the
extrema of E(Tσ, x, y, s, θ = 0) on the line of x = 0 are always maxima. On the
other hand, the locations of these local maxima are independent of s (scale)
and σ (blurriness of model). Putting x = 0 in (3.25) the maxima function of
transition model is derived:
METσ(s) =
2A2s2
pi(s2 + σ2)
(3.29)
3.3.4.2 Line model
To ﬁnd the direction of maximal energy of the line model, ﬁrst we ﬁnd fx, fy,
fxx, fxy and fyy using equations (3.12) until (3.16) where f(x, y) = Lσ(x, y)
and Gs(x, y) is as in equation (3.17):
fx(x, y, s) = Lσ(x, y) ∗ s∂Gs(x, y)
∂x
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=
√
2piσAδ(x) ∗Gσ(x, y) ∗ s∂Gs(x, y)
∂x
=
√
2piσsA
∂
∂x
[δ(x) ∗G√σ2+s2(x, y)]
=
√
2piσsA
∂
∂x
[
√
2pi(σ2 + s2)G√σ2+s2(x, 0)] =
−2piσsAx√
σ2 + s2
G√σ2+s2(x, 0)
⇒ fx(x, y, s) = −σsAx
(σ2 + s2)
3
2
exp(− x
2
2(σ2 + s2)
) (3.30)
By applying the same procedure for fy(x, y, s):
fy(x, y, s) = Lσ(x, y) ∗ s∂Gs(x, y)
∂y
=
√
2piσAδ(x) ∗Gσ(x, y) ∗ s∂Gs(x, y)
∂y
=
√
2piσsA
∂
∂y
[δ(x) ∗G√σ2+s2(x, y)]
=
√
2piσsA
∂
∂y
[
√
2pi(σ2 + s2)G√σ2+s2(x, 0)].
In the above equation, there is a derivative with respect to y on a function
without any y which is zero. So:
fy(x, y, s) = 0
Now we calculate fxx(x, y, s) when f(x, y) = Lσ(x, y):
fxx(x, y, s) =
√
2piσAδ(x) ∗Gσ(x, y) ∗ s2 ∂G
2
s(x, y)
∂x2
=
√
2piσAs2
∂2
∂x2
[δ(x)∗Gσ(x, y)∗Gs(x, y)] =
√
2piσAs2
∂2
∂x2
[δ(x)∗G√σ2+s2(x, y)]
=
√
2piσAs2
∂2
∂x2
[
√
2pi(σ2 + s2)G√σ2+s2(x, 0)]
⇒ fxx(x, y, s) = σAs2x
2 − (s2 + σ2)
(s2 + σ2)
5
2
exp(− x
2
2(s2 + σ2)
) (3.31)
Following the same procedure for fxy(x, y, s) and fyy(x, y, s) for line model, a
derivative operator with respect to y is applied to a function without any y, so:
fxy(x, y, s) = 0
and
fyy(x, y, s) = 0
Hence, for line model:
f ′(x, y, s, θ) = fx(x, y, s)cosθ
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and
f ′′(x, y, s, θ) = fxx(x, y, s) cos2 θ
Then,
E(Lσ(x, y), x, y, s, θ) = f
2
x(x, y, s)cos
2θ + f2xx(x, y, s) cos
4 θ. (3.32)
Now to ﬁnd the maximal direction of energy of the line model, the derivative
of above equation with respect to θ is set to zero:
∂E(Lσ(x, y), x, y, s, θ)
∂θ
= −f2x(x, y, s)sin2θ − 2f2xx(x, y, s)sint2θ cos2 θ = 0
The only real root of above equation is θ = 0. The energy of the line model
(equation (3.32)) for θ = 0 is (considering equations (3.30) and (3.31)):
E(Lσ(x, y), x, y, s, θ = 0) = f
2
x(x, y, s) + f
2
xx(x, y, s)
= [
−σsAx
(σ2 + s2)
3
2
exp(− x
2
2(σ2 + s2)
)]2
+[σAs2
x2 − (s2 + σ2)
(s2 + σ2)
5
2
exp(− x
2
2(s2 + σ2)
)]2
=
σ2A2s2
(σ2 + s2)3
(
x2 +
s2
(s2 + σ2)2
(
x2 − (s2 + σ2))2) exp(− x2
(s2 + σ2)
) (3.33)
To ﬁnd the extrema of E(Lσ(x, y), x, y, s, θ = 0), its derivative with respect
to x is set to zero:
∂E(Lσ(x, y), x, y, s, θ = 0)
∂x
=
2xσ2A2s2
(σ2 + s2)3
exp(− x
2
(s2 + σ2)
)
+
σ2A2s2
(σ2 + s2)3
4xs2
(s2 + σ2)2
(
x2 − (s2 + σ2)) exp(− x2
(s2 + σ2)
)
− σ
2A2s2
(σ2 + s2)3
2x
s2 + σ2
exp(− x
2
(s2 + σ2)
)
(
x2 +
s2
(s2 + σ2)2
(
x2 − (s2 + σ2))2)
= 0
⇒ 2x+ 4xs
2
(s2 + σ2)2
(
x2 − (s2 + σ2))
− 2x
s2 + σ2
(
x2 +
s2
(s2 + σ2)2
(
x2 − (s2 + σ2))2) = 0
→ x1 = 0
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or
2+
4s2
(s2 + σ2)2
(
x2 − (s2 + σ2))− 2
s2 + σ2
(
x2 +
s2
(s2 + σ2)2
(
x2 − (s2 + σ2))2)
= 0
Let replace X = x2 then
2 +
4s2
(s2 + σ2)2
(
X − (s2 + σ2))− 2
s2 + σ2
(
X +
s2
(s2 + σ2)2
(
X − (s2 + σ2))2)
= 0
→ s2X2 − (s2 + σ2)(3s2 − σ2)X − (s2 + σ2)2(σ2 − 2s2) = 0
∆ = (s2 + σ2)2(s2 − σ2)2
X1,2 =
(s2 + σ2)(3s2 − σ2)± (s2 + σ2)(s2 − σ2)
2s2
X1 =
(s2 + σ2)(2s2 − σ2)
s2
⇒ x2,3 = ±
√
(s2 + σ2)(2s2 − σ2)
s
X2 = (s
2 + σ2)⇒ x4,5 = ±
√
s2 + σ2
Therefore for line model, depending on s and σ, there exist between 3 to 5
real extrema from which the extrema at x = 0 are scale-independent. To ﬁnd
out that the scale-independent responses at x = 0 are maxima or minima, the
second derivative of E(Lσ(x, y), x, y, s, θ = 0) should be found:
∂2E(Lσ(x, y), x, y, s, θ = 0)
∂x2
=
σ2A2s2
(σ2 + s2)3
(
2 +
4s2
(s2 + σ2)2
(
x2 − (s2 + σ2))+ 8x2s2
(s2 + σ2)2
− 2
s2 + σ2
(
x2 +
s2
(s2 + σ2)2
(
x2 − (s2 + σ2))2)
− 2x
s2 + σ2
(
2x+
4xs2
(s2 + σ2)2
(
x2 − (s2 + σ2))))
exp(− x
2
(s2 + σ2)
)
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−2x 2xσ
2A2s2
(σ2 + s2)4
exp(− x
2
(s2 + σ2)
)
− 2xσ
2A2s2
(σ2 + s2)4
4xs2
(s2 + σ2)2
(
x2 − (s2 + σ2)) exp(− x2
(s2 + σ2)
)
+
2xσ2A2s2
(σ2 + s2)4
2x
s2 + σ2
(
x2 +
s2
(s2 + σ2)2
(
x2 − (s2 + σ2))2)
exp(− x
2
(s2 + σ2)
)
Putting x = 0 in the second derivative of E(Lσ(x, y), x, y, s, θ = 0), we
reach to:
∂2E(Lσ(x, y), x = 0, y, s, θ = 0)
∂x2
=
σ2A2s2
(σ2 + s2)3
(
2− 4s
2(s2 + σ2)
(s2 + σ2)2
− 2s
2
s2 + σ2
)
=
σ2A2s2
(σ2 + s2)5
(
2(s2 + σ2)2 − 4s2(s2 + σ2)− 2s2(s2 + σ2))
=
2σ2A2s2
(σ2 + s2)5
(
σ2 − 2s2)
The second derivative of E(Lσ(x, y), x, y, s, θ = 0) at x = 0 is negative when
σ2 < 2s2 → s > σ√
2
So the scale-independent responses of Line model are maxima if s > σ√
2
,
otherwise they are minima.
Setting x = 0 in equation (3.33), the extrema function of the line model is
derived as follows:
MELσ =
A2s4σ2
(s2 + σ2)3
(3.34)
The extrema functions of the models are shown in ﬁgure 3.5 for σ = 3 and
A = 1.
In summary, each pixel of the energy of transition type features has a local
extremum at the center of the feature which is scale-independent but for line
type features, in addition to a response at the centroid of the features, there
exist two or four other scale-dependent extrema. These scale-dependent ex-
trema should be eliminated because the above derived extrema functions are
just valid for the scale-independent extrema. To keep only the scale invariant
response, we exploit that the desired response does not shift with scales whereas
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Figure 3.5: Extrema functions of models
the scale-dependent responses do shift with scale. Therefore, when at a same
location in several successive scales, a local extremum exists, we infer that there
is a scale-independent response at that location. We deﬁne a parameter Nf
which is the minimum number of scales, an extremum should exist at a same
location to accept there is a valid scale-independent extremum at that location.
In our experiments we set Nf = 4 (while the number of processing scales is
Ns = 4). This means we just process the extrema functions which contain
at least 4 values. Our experiment show by setting Nf = 4 and ∆s = 3, the
scale-dependent responses are eliminated while scale-independent ones survive.
3.4 Algorithm and implementation details
The algorithm is outlined in ﬁgure 3.6 and discussed in detail below:
1. Assuming the input image is f(x, y), the fx, fy, fxx, fxy and fyy are cal-
culated in some scales. Ducottet calculated them using a Fourier domain
method. We also tested the spatial domain method of [Geusebroek et al.,
2005] which is faster. For calculating in Fourier domain we used the li-
brary FFTW from [Frigo and Johnson, 2005]. In section 3.6, we show the
results of using both Fourier domain and spatial domain for Ducottet's
method and our method. The experiments show that the spatial domain
method is faster than the Fourier domain method.
2. For every pixel in any scale, the direction along which the en-
ergy (equation (3.9)) is maximum is found.
Using the derivative of equation (3.9) to ﬁnd the dominant direction
amounts to solve a quartic (order 4) equation. Because ﬁnding the roots
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Figure 3.6: Schematic of the algorithm.
is complicated, we rather just calculate the energy in 8 directions:
θ = 0 or pi → E = f2x + f2xx
θ = pi/4 or 5pi/4 → E = 0.5(fx + fy)2 + 0.25(fxx + fyy − 2fxy)2
θ = pi/2 or 3pi/2 → E = f2y + f2yy
θ = 3pi/4 or 7pi/4 → E = 0.5(fx − fy)2 + 0.25(fxx + fyy + 2fxy)2
Then the maximum value and its direction are saved for each pixel.
3. The extrema in every scale are found.
As we said before the scale-independent extrema of Transition model are
maxima for every s and σ, but for the Line model they are maxima when
s > σ√
2
otherwise they are minima. If we assume that the maximum blur
level that exists in the image is σmax, then for s <
σmax√
2
we should ﬁnd
both local minima and maxima and when s > σmax√
2
we should only ﬁnd
local maxima.
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4. Starting from the coarsest scale, for every local extremum, its
corresponding extremum is found in the next ﬁner scale and
this procedure continues till the ﬁnest scale.
It is possible to start from the ﬁnest scale like Ducottet and some other
authors, but starting from the coarsest scale is faster. Because when we
start from the ﬁnest scale, more extrema functions are created at ﬁrst
which are later rejected.
For ideal edge models, the position of scale-independent extrema will not
shift with scale. But in practice, the shapes of the features in natural im-
ages are not exactly the same as those of the theoretical models, thus, the
scale-independent extrema will also move slightly. For faster processing,
we assume that this displacement is at most one pixel. So, for ﬁnding
the corresponding extremum at another scale, ﬁrst we look at the same
location. If we do not ﬁnd any, then we look at the 8 neighboring pixels.
Here, we should emphasis on one important point. The implicit assump-
tion of our algorithm is that features are isolated enough so that their
responses do not overlap. However, it is possible that in coarser scales,
distinct features overlap. When the features start to overlap, the men-
tioned statements about scale-independent extrema will not be valid any-
more. To reject these extrema functions there are two strategies. The
ﬁrst strategy is implicit in the algorithm: sometimes when in a coarse
scale, there is a response associated with a combined feature, there is
no corresponding response for it in ﬁner scale(s) because in ﬁner scales,
those features are not combined. So, those extrema will be ignored auto-
matically.
The second strategy is based on the fact that the extrema function of
the transition model (3.29) is strictly increasing as a function of s. It
is also possible to normalize line extrema function (equation (3.34)) to
be strictly increasing for the theoretical model: multiplying the extrema
function of the line model (equation (3.34)) by s2 and then applying cubic
root to it, a strictly increasing function is obtained:
NMELσ(s) = (s
2MELσ)
1
3 = (A2σ2)
1
3
s2
s2 + σ2
So for every extracted extrema function two hypotheses are pursued. The
ﬁrst assumes a transition type singularity and the second a line type. In
any case the extrema function should be strictly increasing either by itself
or after the mentioned normalization. If it is not so, we reject it.
5. Extrema functions of the models are ﬁtted to the extracted
extrema functions for classiﬁcation to transition or line and also
to estimate the blur level.
The ﬁtting is accomplished by converting the model extrema functions
to linear functions with respect to s2 as follows:
For transition hypotheses: [ s
2
METσ(s)
] = pi2A2 (s
2+σ2) = αS+β⇒ σˆ =
√
β
α
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For line hypotheses: [ s
2
NMELσ(s)
] = ( 1A2σ2 )
1
3 (s2+σ2) = αS+β⇒ σˆ =
√
β
α
where S = s2.
6. The average of blurriness of all detected edges is calculated.
3.5 Time eﬃciency
We denote the number of processing scales in Ducottet's method byNDs and the
number of processing scales in our method by NQs . In addition, the minimum
(ﬁnest) and the maximum (coarsest) processing scales are denoted by Smin and
Smax respectively where the scale steps in Ducottet's method and our method
are denoted by ∆sD and ∆sQ. Let us assume that there is a line-type feature
in the input image with length of l pixels. Based on the previous discussions,
the number of extrema in Ducottet's method in each scale is 2l while in our
method it is l.
To record the association between corresponding extrema in diﬀerent scales,
a tree structure is needed. For any scale, in Ducottet's method, 2l nodes are
inserted in the tree and the depth of the tree is NDs while using our method,
l nodes are inserted in the tree and the depth of the tree is NQs . Therefore,
the ratio of processing times of Ducottet's method to our method for line type
features is
2l×NDs
l×NQs =
2NDs
NQs
.
If there is a transition type feature with length of t, both methods have t
extrema in any scale, but each extrema function in Ducottet's method contains
NDs values while in our method, each extrema function contains N
Q
s . In this
case, the ratio of processing times of Ducottet's method to our method is
NDs
NQs
.
Every extrema function is analyzed to classify to line or transition types and
also to calculate the blur level. As the number of line type extrema functions
in Ducottet's method is 2l and each contains NDs values, the total number of
values of line type features using Ducottet's method is 2l × NDs while for our
method it is l ×NQs . So again the ratio 2N
D
s
NQs
holds. With the same reasoning
the ratio for transition type features is
NDs
NQs
.
In table 3.1 we show selected values for each parameter of both algorithms
and resulting processing time ratios. It is clear from this table that our method
is between several to tens times faster.
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Table 3.1: Comparing time complexity of Ducottet's method and our method the-
oretically.
Smin Smax ∆sD N
D
s ∆sQ N
Q
s Ratio
Line
1 10 1 10 3 4 5
1 10 0.5 19 3 4 9.5
1 17 0.2 81 4 5 32.4
1 21 0.1 201 4 6 67
Transition
1 10 1 10 3 4 2.5
1 10 0.5 19 3 4 4.75
1 17 0.2 81 4 5 16.2
1 21 0.1 201 4 6 33.5
3.6 Evaluation
To evaluate the proposed method we use four sets of test images. The ﬁrst set
contains synthetic images and the second set contains real images from Live
database [Sheikh et al., 2005b] which are distorted by Gaussian blur. The
third set comprises images which are distorted by motion blur and the forth
set contains images which are compressed with JPEG2000 standard.
From now on, the acronym STD is utilized to indicate the standard devi-
ation of noise or blur level. Filtering the input image with Gaussian deriva-
tives as a part of process in both our method and Ducottet's method can be
performed in either the spatial domain or frequency domain. Ducottet imple-
mented his algorithm in the frequency domain. Here we implemented Ducot-
tet's method and our method in both the spatial and frequency domains. For
calculating in spatial domain, the code from [Geusebroek et al., 2005] was used
and for calculating in the frequency domain, the FFTW library [Frigo and John-
son, 2005] was used. In the following we use SpaDu for referring to Ducottet
method using spatial domain calculations and FftDu for referring to Ducottet
method using frequency domain calculations. Also, we will use SpaQF for re-
ferring to our proposed method using spatial domain calculations and FftQF
for referring to our proposed method using frequency domain calculations.
3.6.1 Synthetic images
Every image in this set contains a straight horizontal transition and a straight
horizontal line with the STDs of blur levels 1.0 to 10 pixels with 0.5 as the step.
Furthermore, every image was distorted with white Gaussian noise with STDs
of 5, 10 and 15. So, we made a data set of 19 × 4 = 76 images (considering
noise free images). The proposed blur estimation algorithm was applied to the
synthetic images. For every input image, locations of edge pixels along with
their type (transition or line) and their blur levels were calculated. Having the
real blur level for these synthetic images, the mean absolute percentage error
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Table 3.2: MAPE for SpaQu method.
Noise STD: 0 5 10 15
Scales 1,4,7,10 6.4 9.0 13.3 20.2
Scales 2,5,8,11 7.7 6.3 6.5 9.5
Scales 3,6,9,12 8.3 6.5 5.7 6.9
Scales 4,7,10,13 9.5 7.5 6.3 6.6
(MAPE) of estimation can be calculated:
MAPE =
100
F
F∑
i=1
|Bˆi −Bi|
Bi
.
Bˆi is the estimated blur level of the ith image, Bi is the real blur level of the
ith image and F is the number of images.
The assumption is that ﬁner scales are more aﬀected by noise. To test that,
ﬁrst, four sets of scales were used to calculate the blur levels of synthetic images
(using calculations is spatial domain) while Ns = Nf = 4. The processing
scales and their corresponding MAPEs are shown in table 3.2. As can be seen
in this table, when the amount of noise is increased, by increasing the ﬁnest
processing scale, the amount of error reduces. So, if the noise level of input
images is known a priori or can be approximated with a good certainty, the
ﬁnest scale can be adjusted accordingly.
To check the best value for scale step in Ducottet's method, some values
were tested:
 By setting the ∆s = 3, Smin = 1, Ns = 4 and Nf = 4 all transition-type
features were detected but no line-type feature were detected.
 By setting the ∆s = 2, Smin = 1, Ns = 4 and Nf = 4 all transition-type
features were detected but line-type features in the majority of images
(10 out of 19) were not detected.
 By setting the ∆s = 1, Smin = 1, Ns = 8 and Nf = 8 every type of
feature were detected. It means that Ducottet method works well by
scale step of 1 for synthetic images but not for larger values. So in our
experiments for Ducottet's method we set ∆s = 1.
For our method by setting ∆s = 3, all features were detected correctly.
The mean absolute percentage errors (MAPE) for Ducottet's method and
our method are shown in tables 3.3 and 3.4 using calculations in frequency and
spatial domains respectively. In both situations, Ducottet method was tested
with number of scales (Ns) of 4, 5, 6 and 8 and our method was tested for
Ns = 4. As can be seen in table 3.3 (which shows MAPE for calculations
in the frequency domain), our method (column FftQF ) has the least error
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Table 3.3: MAPE for Ducottet's method and our method using calculations in
frequency domain.
Parameters FftDu FftQF
∆s 1 1 1 1 3
Ns 4 5 6 8 4
Nf 4 5 6 8 4
↓Noise STD↓
Smin = 1 0 5.8 4.2 2.5 1.8 1.1
Smin = 2 5 6.9 4.8 3.5 1.9 2.1
Smin = 3 10 8.2 3.7 3.8 4.3 3.8
Smin = 4 15 13.3 8.0 6.8 7.9 5.7
Table 3.4: MAPE for Ducottet's method and our method using calculations in
spatial domain.
Parameters SpaDu SpaQF
∆s 1 1 1 1 3
Ns 4 5 6 8 4
Nf 4 5 6 8 4
↓Noise STD↓
Smin = 1 0 8.2 5.3 4.3 3.3 5.9
Smin = 2 5 8.6 7.0 5.8 3.2 6.3
Smin = 3 10 11.9 6.1 3.9 3.1 5.7
Smin = 4 15 15.6 8.5 5.8 5.7 6.6
in two situations. In two other situations, our method has a bit more error
in comparison to two diﬀerent settings of Ducottet method. The MAPEs in
spatial domain are shown in table 3.4 where our method values are in column
SpaQF . As can be seen, when Ns ≥ 5 for noise free images, Ducottet's method
has a bit less error. For other amount of noise, Ducottet's method is better
when Ns ≥ 6. Anyway the error of our proposed method in the spatial domain
is at most 6.6% which is a good estimation.
3.6.2 Real Images with Gaussian blur
The second set of test images was drawn from LIVE database on the net [Sheikh
et al., 2005b]. First we converted the original color images (29 images) to
gray and then smoothed them by Gaussian kernels by STDs of 1 to 10 with
steps of 0.5 (using function cvSmooth of OpenCV). So we have 29 stacks, for
which every individual stack consists of 19 images of the same content but with
diﬀerent amount of blur. Furthermore, every image was distorted by white
Gaussian noise by STDs of 5, 10 and 15. So in total we have 29×19×4 = 2204
test images (including noise free images). We applied our method, Ducottet's
method and 17 other existing methods to this database. For 15 methods we
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used the code from [Murthy and Karam, 2010]. For Ducottet and RHLWT
methods we re-implemented the codes and for CogArc method, the author of
that method did the calculations (CogArc were calculated with two settings
which are denoted by CogArc24/CogArc34 hereafter).
To compare the performance of no-reference objective blur metrics, two
criteria were used. We call the ﬁrst one number of errors. This criterion is
based on the fact that a good blur metric should be monotonic with respect
to the true blurring level [Batten, 2000,Kautsky et al., 2002]. Any deviation
from this rule is considered an error. We calculate it in such a way that larger
deviations are more penalized. For example suppose the real blur levels are
B1, B2, B3 and B1 < B2 < B3. Also assume the estimated blur levels are
Bˆ1, Bˆ2, Bˆ3. If Bˆ2 ≮ Bˆ3 but Bˆ1 < Bˆ3, it is counted as one error but if Bˆ2 ≮ Bˆ3
and Bˆ1 ≮ Bˆ3, it is counted as two errors.
The second used criterion to test the monotonicity is Spearman rank-order
correlation coeﬃcient which is a non-parametric criterion for monotonicity pre-
diction.
Our proposed method was tested with 4 sets of scales. The ﬁrst set was
1,4,7,10 which is denoted by SpaQF-1 in tables. The second set of scales was
2,5,8,11 which is denoted by SpaQF-2. The third and forth sets were 3,6,9,12 and
4,7,10,13 which are denoted by SpaQF-3 and SpaQF-4 respectively. Ducottet's
method was run twice: once with Ns = 6 and another time with Ns = 8.
The number of errors for every method are shown in table 3.5. Every column
of table 3.5 is sorted based on the number of errors. In this table, our method
acronyms are shown in bold and Ducottet method acronyms are under-barred.
As can be seen our method with any way of calculations and any set of
scales are on top locations of the table. In comparison with Ducottet's method
it is clear that our method has less number of errors in most cases while in other
two exceptions the number of errors of Ducottet method is a bit less (however,
in continue, we see that our method is much faster than Ducottet method).
The Spearman rank-order correlation coeﬃcients of methods are shown for
noise STD of 0 and 5 in table 3.6 and for noise STD of 10 and 15 in table 3.7.
They are consistent with number of errors criterion (table 3.5).
For the bikes stack, we show the processing time for our method and Ducot-
tet's in table 3.8. The used CPU for running programs was a Core2 Q9550/2.83
GHz (codes were single-thread) with 8 Gigabytes RAM. From the table 3.8, it
is clear that the processing time for our method in spatial domain is about 0.6
second per image which is between 87 to 384 times faster in comparison with
Ducottet method in spatial domain and with Ns = 6 and Ns = 8 (the ratios
are shown in table 3.9). Ducottet in his paper used a scale step of 0.5. With
that value, the method would be even slower than indicated by these tables.
In ﬁgure 3.7, we show two blurred images from the Bikes stack with blur levels
of STDs of 1 and 10 pixels along with their segmented results using Ducottet
and our method. Both multi-scale methods produce fragmented edges. How-
ever, the aim of these methods is blur estimation.
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Table 3.5: The number of errors for Gaussian blurred images
Noise STD=0 Noise STD=5 Noise STD=10 Noise STD=15
SpaQF-1 0 CogArc34 0 CogArc34 2 CogArc34 12
CogArc24 0 Zhang 2 Zhang 14 SpaQF-2 49
CogArc34 0 SpaQF-2 4 SpaQF-3 19 spectrum 53
Zhang 1 CogArc24 7 SpaQF-2 28 SpaQF-4 54
FftQF 2 FftQF 11 FftQF 31 SpaQF-3 55
SpaDu_8 2 SpaQF-1 15 SpaQF-4 37 Zhang 60
RHLWT 2 SpaQF-3 21 SpaQF-1 40 SpaQF-1 65
SpaQF-2 4 SpaQF-4 24 wavelet 45 wavelet 65
SpaDu_6 5 SpaDu_8 28 Spectrum 51 FftDu_8 67
FftDu_8 6 FftDu_8 35 SpaDu_8 53 FftQF 73
FftDu_6 8 RIEM 41 FftDu_8 61 SpaDu_8 83
auto 10 SpaDu_6 46 SpaDu_6 77 SpaDu_6 92
SpaQF-3 15 spectrum 51 RIEM 107 FftDu_6 103
SpaQF-4 23 wavelet 51 NSS 113 NSS 147
lap 27 FftDu_6 74 FftDu_6 114 RIEM 211
RIEM 31 NSS 89 CogArc24 164 var 236
grad 40 grad 111 var 235 auto 348
spectrum 54 auto 111 auto 253 grad 386
wavelet 56 var 233 grad 264 CogArc24 391
JNBM 114 RHLWT 306 RHLWT 461 hp 557
NRJPEG 161 lap 528 hp 643 RHLWT 589
Marziliano 224 hp 624 lap 826 lap 1013
var 237 Marichal 1575 NRJPEG 2824 NRJPEG 2263
NSS 712 JNBM 2381 JNBM 3104 JNBM 3500
hp 1127 Marziliano 3173 Marziliano 3716 Marziliano 3535
Marichal 1212 NRJPEG 3560 CPBD 3987 CPBD 3685
CPBD 1895 CPBD 3895 Marichal 4466 Marichal 4466
3.6.3 Motion blurred and JPEG2000 compressed images
Although our method is based on Gaussian blurring, it is interesting to check its
performance on other types of blurring. In this sub-section we report the results
of applying the proposed method and other methods to the motion blurred
images and also JPEG2000 compressed images. The 29 reference images of
Live database are distorted by motion blur with lengths of 5, 10, 15, 20 and 25
pixels. Then all images (including reference images) were distorted by Gaussian
noise with standard deviations of 5, 10 and 15.
The used JPEG2000 images were reference images of Live database and
their compressed ones with bit rates of 0.030227 to 3.1539.
The Spearman rank correlation coeﬃcients for motion blurred are shown
in tables 3.10, 3.11 and for JPEG2000 compressed images in tables 3.12 and
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Table 3.6: Spearman rank correlation coeﬃcients for Gaussian blurred images
NoiseSTD=0 NoiseSTD=5
SpaQF -1 1.00000 CogArc34 1.00000
CogArc24 1.00000 Zhang 0.99986
CogArc34 1.00000 SpaQF-2 0.99976
Zhang 0.99993 CogArc24 0.9994
RHLWT 0.99988 SpaQF -1 0.99897
SpaDu_8 0.99986 FftQF 0.99929
FftQF 0.99986 SpaQF-3 0.99849
SpaQF-2 0.99976 SpaQF-4 0.99758
SpaDu_6 0.99957 SpaDu_8 0.99658
FftDu_8 0.99957 spectrum 0.99616
FftDu_6 0.99936 FftDu_8 0.99488
SpaQF-3 0.99897 SpaDu_6 0.99388
SpaQF-4 0.99806 RIEM 0.99374
lap 0.99794 CPBD 0.99360
RIEM 0.99779 NSS 0.99153
grad 0.99715 FftDu_6 0.98763
spectrum 0.99601 auto 0.97231
auto 0.99594 Marziliano 0.97153
JNBM 0.94961 grad 0.95260
wavelet 0.94014 var 0.94249
var 0.93908 wavelet 0.94029
NRJPEG 0.91965 NRJPEG 0.91787
NSS 0.91161 JNBM 0.88022
Marichal 0.90764 RHLWT 0.80151
Marziliano 0.82634 lap 0.42785
CPBD 0.43616 hp 0.37347
hp 0.26800 Marichal 0.16135
3.13. In these tables, for every level of noise, the methods are sorted based
on the correlation coeﬃcient. The correlation coeﬃcients of our method for
motion blurred images with any settings of parameters are always more than
0.9. However, some other methods have better performance.
For JPEG2000 compressed images (tables 3.12 and 3.13), the correlation
coeﬃcients of our method are between 0.76 and 0.84 for SpaQu-1. It is clear
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Table 3.7: Spearman rank correlation coeﬃcients for Gaussian blurred images
NoiseSTD=10 NoiseSTD=15
CogArc34 0.99988 CogArc34 0.99849
Zhang 0.99900 SpaQF-2 0.99631
SpaQF-3 0.99843 SpaQF-3 0.99590
SpaQF-2 0.99819 SpaQF-4 0.99577
FftQF 0.99801 spectrum 0.99523
SpaQF-4 0.99613 Zhang 0.99409
SpaQF -1 0.99661 FftQF 0.99374
spectrum 0.99609 FftDu_8 0.99345
SpaDu_8 0.99395 SpaQF -1 0.99232
FftDu_8 0.99388 SpaDu_8 0.99153
SpaDu_6 0.98932 SpaDu_6 0.98719
Marziliano 0.98484 FftDu_6 0.98342
NSS 0.98086 JNBM 0.96762
JNBM 0.98043 NSS 0.96648
CPBD 0.97893 Marziliano 0.94385
FftDu_6 0.97787 wavelet 0.94328
RIEM 0.96199 var 0.94200
CogArc24 0.94428 CPBD 0.93374
var 0.94335 RIEM 0.91844
wavelet 0.93993 auto 0.74841
auto 0.88762 CogArc24 0.74707
grad 0.84627 grad 0.63204
NRJPEG 0.77688 NRJPEG 0.56742
RHLWT 0.56818 Marichal 0.50000
Marichal 0.50000 hp 0.41796
hp 0.32714 RHLWT 0.41319
lap 0.00132 lap 0.34252
Table 3.8: Processing time per image for Bikes stack
SpaDu FftDu SpaDu FftDu
SpaQF FftQF
Noise STD (6 Scales) (6 Scales) (8 Scales) (8 Scales)
0 120.30 s 126.72 s 234.25 s 243.37 s 0.61 s 9.33 s
5 101.36 s 104.20 s 203.73 s 205.59 s 0.61 s 9.00 s
10 72.37 s 75.49 s 151.09 s 153.09 s 0.60 s 8.63 s
15 52.39 s 55.82 s 112.22 s 115.54 s 0.60 s 8.37 s
that some other methods work better for these images. It can be explained by
this fact that, in addition to blurring, the compression produces other types of
artifacts like ringing.
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Table 3.9: Ratio of processing times
Noise STD 0 5 10 15
SpaDu (6 Scales)
SpaQF
197 166 121 87
FftDu (6Scales)
FftQF
14 12 9 7
SpaDu (8 Scales)
SpaQF
384 334 252 187
FftDu (8 Scales)
FftQF
26 23 18 14
FftDu (6 Scales)
SpaQF
208 171 126 93
FftDu (8 Scales)
SpaQF
399 337 255 193
3.6.4 Application to natural microscopic images
Here, we show the results of applying blur estimation methods to real blurred
images produced by an optical microscope. The images are acquired using the
microscope and camera introduced in chapter 2. A disc made by polymer was
put under the microscope and multiple images were acquired while varying the
distance between the surface of the disc and the lens of the microscope. First,
we adjusted the focus for optimal sharpness. Then, we decreased the focus
distance until the image was fully blurred. Then the distance between the
surface and the lens was increased in steps of 10 µm (the microscope has an
adjustment knob for that) and each time an image was acquired. After taking
41 images, the images again became blurred completely.
Afterwards, the blur/sharpness estimation methods were applied to the
captured images. The resulting sharpness1 values for all methods are shown
in ﬁgures 3.8, 3.9, 3.10, 3.11, 3.12, 3.13 and 3.14. The x-axis in these curves
is the amount of increasing of the distance between the lens and the surface
starting from the position of fully blurred image. The expected trend of the
curves is that they increase uniformly and hit a peak and again the values reduce
1The values produced by each method were inverted if they show the blurriness.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.7: (a): Bikes image with blur of STD of 1. (b): Bikes image with blur
of STD of 10. (c): Detected edge points of the image (a) by Ducottet (spatial)
method. (d): Detected edge points of the image (b) by Ducottet (spatial) method.
(e): Detected edge points of the image (a) by by our (spatial) method. (f): Detected
edge points of the image (b) by our (spatial) method.
uniformly with a more or less symmetric curve. As can be seen from the curves,
twelve methods (including our proposed method) have such behavior. They
are Zhang, Var, Gradient, Spectrum, Reimanian, Nrjpeg, Cogarc24, Cogarc34,
Laplacian, RHLWT and Auto and our method (with two settings) which are
shown in ﬁgures 3.8(a,b,c), 3.9(c), 3.10(a,b), 3.11(a,b,c), 3.12(a,c), 3.14(a,b)
respectively.
The curves for our method using 3 sets of scales are plotted in ﬁgure
3.14(a,b,c). As can be seen the set of scales 1,4,7,10 has the best results.
It just has a small error on the right tail of the curve. However, a few of other
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Table 3.10: Spearman rank correlation coeﬃcients for motion blurred images
NoiseSTD=0 NoiseSTD=5
var 1.000 var 1.000
spectrum 1.000 spectrum 1.000
lap 1.000 grad 1.000
grad 1.000 auto 1.000
auto 1.000 Zhang 1.000
zhang 1.000 RIEM 1.000
RIEM 1.000 Cogarc34 1.000
RHLWT 1.000 Cogarc24 1.000
Cogarc34 1.000 lap 0.998
Cogarc24 1.000 RHLWT 0.994
JNBM 0.998 NRJPEG 0.992
Marichal 0.992 SpaQF-2 0.972
SpaQF-1 0.925 SpaQF-1 0.976
SpaQF-2 0.907 SpaQF-3 0.955
SpaQF-3 0.907 SpaQF-4 0.937
SpaQF-4 0.923 wavelet 0.882
wavelet 0.886 NSS 0.596
CPBD 0.868 CPBD 0.488
NSS 0.740 Marichal 0.480
NRJPEG 0.730 hp 0.214
hp 0.667 Marziliano 0.180
Marziliano 0.586 JNBM 0.155
methods like Spectrum, variance and Zhang have produced very smooth curves.
Seven other methods produced curves with some errors. They are NSS,
Wavelet, Marziliano, Marichal, Jnbm, Hp and Cpbd methods which are shown
in ﬁgures 3.9(a,b), 3.10(c), 3.12(b), 3.13(a,b,c).
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Figure 3.8: The results of applying to microscopic images of polymer using diﬀerent
methods.
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Figure 3.9: The results of applying to microscopic images of polymer using diﬀerent
methods.
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Figure 3.10: The results of applying to microscopic images of polymer using diﬀerent
methods.
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Figure 3.11: The results of applying to microscopic images of polymer using diﬀerent
methods.
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Figure 3.12: The results of applying to microscopic images of polymer using diﬀerent
methods.
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Figure 3.13: The results of applying to microscopic images of polymer using diﬀerent
methods.
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Figure 3.14: The results of applying to microscopic images of polymer using diﬀerent
methods.
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Table 3.11: Spearman rank correlation coeﬃcients for motion blurred images
NoiseSTD=10 NoiseSTD=15
var 1.000 var 1.000
spectrum 1.000 spectrum 1.000
grad 1.000 auto 1.000
auto 1.000 Zhang 1.000
zhang 1.000 RIEM 1.000
RIEM 1.000 Cogarc34 1.000
Cogarc34 1.000 grad 0.990
Cogarc24 1.000 Cogarc24 0.990
lap 0.980 SpaQF-1 0.988
NRJPEG 0.974 SpaQF-2 0.972
SpaQF-1 0.970 SpaQF-3 0961
SpaQF-2 0.945 SpaQF-4 0.961
SpaQF-3 0.945 lap 0.935
SpaQF-4 0.915 NRJPEG 0.925
RHLWT 0.915 NSS 0.923
wavelet 0.884 CPBD 0.900
NSS 0.868 wavelet 0.872
CPBD 0.831 RHLWT 0.846
Marziliano 0.643 Marziliano 0.834
JNBM 0.572 JNBM 0.815
Marichal 0.500 hp 0.693
hp 0.452 Marichal 0.500
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Table 3.12: Spearman rank correlation coeﬃcients for JPEG2000 images
NoiseSTD=0 NoiseSTD=5
grad 1.000 grad 0.999
Marziliano 0.998 Zhang 0.999
Zhang 0.997 RIEM 0.998
RIEM 0.997 auto 0.997
CPBD 0.997 RHLWT 0.994
lap 0.996 var 0.994
auto 0.995 lap 0.994
var 0.994 spectrum 0.989
spectrum 0.992 Marziliano 0.985
RHLWT 0.991 Marichal 0.983
NSS 0.981 NRJPEG 0.982
Marichal 0.980 JNBM 0.980
JNBM 0.973 CPBD 0.963
Cogarc24 0.972 Cogarc24 0.959
Cogarc34 0.858 Cogarc34 0.863
SpaQF-1 0.800 SpaQF-1 0.838
SpaQF-2 0.760 NSS 0.809
hp 0.671 SpaQF-2 0.771
SpaQF-3 0.651 SpaQF-3 0.701
SpaQF-4 0.605 hp 0.663
NRJPEG 0.487 SpaQF-4 0.564
wavelet 0.397 wavelet 0.391
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Table 3.13: Spearman rank correlation coeﬃcients for JPEG2000 images
NoiseSTD=10 NoiseSTD=15
lap 0.998 RIEM 0.998
grad 0.998 auto 0.995
RIEM 0.997 grad 0.993
spectrum 0.994 Zhang 0.991
auto 0.994 lap 0.987
Zhang 0.994 var 0.985
var 0.989 RHLWT 0.983
NRJPEG 0.984 spectrum 0.980
RHLWT 0.982 NRJPEG 0.968
Cogarc24 0.973 JNBM 0.962
JNBM 0.968 Cogarc24 0.950
Marziliano 0.949 Cogarc34 0.839
Cogarc34 0.886 Marziliano 0.826
CPBD 0.840 SpaQF-1 0.758
SpaQF-1 0.823 CPBD 0.713
SpaQF-2 0.796 SpaQF-2 0.696
SpaQF-3 0.659 SpaQF-3 0.688
NSS 0.646 hp 0.566
SpaQF-4 0.640 SpaQF-4 0.548
Marichal 0.514 Marichal 0.500
hp 0.501 NSS 0.462
wavelet 0.372 wavelet 0.351
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3.7 Conclusions
In this chapter, a review of existing no-reference blur estimation methods was
presented. Also, our proposed multi-scale method elaborated which outper-
forms the other multi-scale method (Ducottet) in speed while the accuracy is
still good. Depending on details of the image, our proposed method is several
to tens times faster. So, our method is a promising alternative to use the ben-
eﬁts of multi-scale processing. Other advantages of the new method are ﬁrst it
responds to every line or transition only once at the centroid of the feature and
second is that it gives local blur estimation. We tested the method using syn-
thetic and real images with three types of blurring in the presence of diﬀerent
levels of noise. In addition, we tested the methods using real out of focus blur.
The results are promising for Gaussian, motion and real out of focus blurred
images.
This chapter has been published as a journal paper [Soleimani et al., 2013].
4
Online wear detection using
high speed imaging
4.1 Introduction
In this chapter, an online imaging system is used for wear analysis. There
have been some works on this type with relatively low speeds [Wang et al.,
2000, Zhang J., 2003, Kano and Suzuki, 2009]. In existing works, people try
to use a triggering system to take images of the same physical location of
the specimen under study. However, these triggering systems are not always
available and cannot be used in some applications (because a triggering system
needs an exact calculation to synchronize the specimen movement, illumination
and camera which may not be possible). Moreover, even with a triggering
system, a misalignment is still expected [Zhang J., 2003]. So, here we tried to
ﬁnd the same locations across time by using the image processing technique of
registration.
We study the change detection of a fast turning specimen (in the shape of
a disc) at the micro-level, while the images are acquired without stopping the
rotation. A high speed camera in conjunction with a microscope is used to
acquire the images. In the beginning of the experiment, the imaging system is
focused on the surface of the specimen to have a sharp image. By starting the
rotation of the specimen, the diameter of the specimen changes due to wear and
thermal expansion, which results in de-focussing of the imaging system. So the
acquired images will be blurry and the amount of blur/sharpness in the images
can be used to our advantage as evidence of the wear phenomenon (and the
thermal expansion). During the experiment, the specimen diameter change is
recorded by a stylus tool (called LVDT) as well to validate the approach. Based
on the results, it is observed that in this experiment, computer vision could
detect a change of about 1.2 micron in the diameter of the specimen. However,
extra information is required to deduce whether the change is a reduction or
an increase.1 More important is that we could follow the same locations of the
1The increase is due to the thermal expansion.
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surface in the microscopic images despite blurring, uneven illumination, change
on the surface and relatively a high speed rotation.
The experiment was performed for 14 hours while every 2 hours, a video
was recorded. The length of the videos was chosen such that the video spans
the whole circumference of the specimen. Due to the properties of the mi-
croscope, the corners of the frames were dark and had to be cropped. So,
each micrograph reﬂects only a small area of the surface from which analysis is
rather diﬃcult. Nevertheless, techniques like stitching of multiple images can
provide a signiﬁcant surface area for micro level investigation which increases
the eﬀectiveness of analyzing of the material modiﬁcation. To be able to use
stitching, the frames were recorded such that successive frames have about 50%
overlapping (to be on the safe side). The installation details of the experiment
and the imaging system are explained in chapter 2 already.
The outline of this chapter is as follows. In section 4.2, the required pre-
processing steps of the images are elaborated. These pre-processing steps
include cropping the dark corners of the images (section 4.2.1), vignette re-
moval (section 4.2.2), rough inter-video registration (section 4.2.3), stitching
(section 4.2.4) and ﬁnally exact inter-video registration (section 4.2.5). Ap-
plying blur/sharpness estimation methods to ﬁnal images of pre-processing is
described in section 4.3. We also show that the computer vision system of this
chapter can be used to study the wear mechanisms like back transfer in section
4.4. We conclude and discuss future works in section 4.5.
This work has been done in a team work with Jacob Sukumaran from Soete
lab of Ghent university. In addition, the initial version of the pre-processing
steps were performed by our colleague from ipi group, Koen Douterloigne.
However, later on, these techniques were adapted and extended.
4.2 Preprocessing
The plan was to create stitched images from each video while the stitched im-
ages of diﬀerent videos should be aligned to contain same region of the surface.
Then, the blur/sharpness estimation methods were applied to those stitched
and aligned images to study the relation between the amount of the blurri-
ness/sharpness of the images and the LVDT values. First, the corresponding
frames inter-videos were found (rough registration). To do that, a similarity
metric (explained hereafter) should be employed.
After rough inter-video registration, every 10 successive frames in each video
were stitched. In the next step, the corresponding stitched images across time
were aligned and cropped to cover exactly a same region of the surface. How-
ever, before registration and stitching, some other preprocessing steps should be
performed, including cropping very dark corners and vignette removal. First,
these preprocessing steps are explained.
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(a) (b)
(c) (d)
Figure 4.1: (a): An original frame. (b): The image in (a) after enhancing the
contrast. (c): The cropped image of image in (a). (d): The image in (c) after
enhancing the contrast.
4.2.1 Cropping
Although a high power external light source was used for illumination, the
images are still quite dark due to short exposure time. One of the frames
is shown in ﬁgure 4.1(a). As can be seen the image is too dark. For better
visualization, the range of pixel values of that image was increased by scaling
the gray values to whole range of [0, 255]. The enhanced image is shown in
ﬁgure 4.1(b). In this image, it can be seen that the corners of the image
contain very little information. So, the images were cropped to remove some
parts of corners. One of the cropped images along with its enhanced image (for
better visualization) are shown in ﬁgure 4.1(c) and (d) respectively.
4.2.2 Vignette removal
Even withing the cropped region, the external light source creates severe vi-
gnetting. It can be seen in image in ﬁgure 4.1(d). As can be seen the corners of
the image are darker than central parts of the image. This uneven illumination
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Figure 4.2: Approximated vignette.
should be compensated, otherwise it causes wrong registration, as it is same in
both images and the matching will be performed on the static vignette instead
on the surface of the specimen.
To remove the vignette, it has to be measured ﬁrst. It was approximated
by taking the average of all the input frames which is shown in ﬁgure 4.2. The
vertical and horizontal black lines in the middle of the image are from the sensor
of the camera (the sensor of the camera has 4 segments). Closely inspecting
this image, some small things are also visible which possibly are due to some
dust on the lens.
Having an approximation of the vignette, every frame g(x, y) was divided by
the vignette v(x, y). Let us call the resulting image f(x, y). Then the minimum
and maximum of all gray values in images f(x, y) were computed which we call
them fmax and fmin. Then the range of the gray scale values in each image
f(x, y) was increased considering fmin and fmax (i.e. the range of pixel values
was mapped from [fmin, fmax] to [0, 255]). An original (cropped) frame and
its vignette free frame are shown in ﬁgure 4.3(a) and (c) respectively. In this
ﬁgure, for better vision, the range of gray values of the images in 4.3(a,c) was
increased and shown in ﬁgures 4.3(b,d) (in the following processings, the image
in ﬁgure 4.3(c) was used).
4.2.3 Rough inter-video registration
Now that we have vignette free images, we can start to register and stitch
images. First, the corresponding frames in diﬀerent videos are found. By cor-
responding frames, we mean frames from a same region of the surface roughly.
To perform that (and also for registration and stitching), a similarity metric
is needed [Gaudreau-Balderrama, 2012]. In this chapter, we use two similarity
metrics which are explained here.
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(a) (b)
(c) (d)
Figure 4.3: (a) An original (cropped) frame. (b) The image in (a) after increasing
its gray value range. (c) Frame in (a) after removing the vignette. (d) The image in
(c) after increasing its gray value range.
4.2.3.1 Maximum mutual information
Mutual information measures the amount of information a variable has about
another variable (or measures the dependence between two variables) [Maes
et al., 1997, Thévenaz and Unser, 2000]. The mutual information between
pixel values of two images is maximum when the images are aligned. Mutual
information between two random variables X and Y is deﬁned as follows:
I(X,Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log
(
p(x, y)
p(x)p(y)
)
(4.1)
where p(x, y) is the joint probability distribution function of X and Y , and
p(x) and p(y) are the marginal probability distribution functions of X and Y
respectively.
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Mutual information can be equivalently expressed as
I(X,Y ) = H(X) +H(Y )−H(X,Y ) (4.2)
where H(X) and H(Y ) are the marginal entropies and H(X,Y ) is the joint
entropy of X and Y, where:
H(X) = −
∑
x
p(x) log2(p(x)) (4.3)
and
H(X,Y ) = −
∑
y
∑
x
p(x, y) log2(p(x, y))
In intensity images, the pixel values of two images being registered are con-
sidered as random variables X and Y . The marginal and joint distributions
of these random variables are estimated by obtaining normalized marginal and
joint histograms of the overlapping parts of the images. Let us call the two
images being registered, as ﬁxed and moving images. Further, we assume
that the moving image is just a translated version of the ﬁxed image (so, there
is no other types of transformation like rotation and scaling). To use the mu-
tual information for aligning two images, the moving image is translated over
the ﬁxed image, in all possible positions, and then the mutual information
of overlapping parts is calculated. The mutual information becomes maximal
when the images are correctly aligned, from which the needed transform for
registering the input images is derived. It should be noted that in discrete im-
ages, to align two images perfectly, one should consider sub-pixel translation as
well. However, in our application we do not need such precision and pixel level
registration is enough. Because we do not apply a pixel to pixel comparison.
The mutual information criterion works well for image registration even if
the contents of the images (at overlapping parts) diﬀers. That is why this cri-
terion is used a lot in muti-modal registration. However, this method is rather
slow. Because, the mutual information should be calculated over all possible
transformation between registering images. If there is prior knowledge about
the possible transformation between the two input images, one can restrict the
checking situations accordingly. For example, when there is a video of a an ob-
ject which moves with a constant speed, the translation between all successive
pairs of frames should be same.
In our application, ﬁrst we want to ﬁnd corresponding frames between diﬀer-
ent videos. As the misalignment between comparing frames is random, using
mutual information is very slow because all possible translations should be
checked. Therefore, a faster similarity criterion which is phase correlation is
used.
4.2.3.2 Phase correlation
The phase correlation metric is based on the Fourier shift theorem [Ville and
Heikkila, 2007]. This theorem states that if two images f1 and f2 diﬀer only
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by translation (x0, y0), i.e.
f2(x, y) = f1(x− x0, y − y0)
then, their Fourier transforms F1 and F2 has the following relation:
F2(u, v) = F1(u, v) exp(−i(ux0 + vy0)). (4.4)
The above equation means that the images have a same Fourier magnitude,
while their phase diﬀerence is related to their spatial displacement. If the
both sides of equation (4.4) are multiplied by F ∗1 (u, v) and then divided by
|F2(u, v)F ∗1 (u, v)|, where ∗ denotes complex conjugate, and |.| is the magnitude,
we will have:
S(u, v) =
F2(u, v)F
∗
1 (u, v)
|F2(u, v)F ∗1 (u, v)|
= exp(−i(ux0 + vy0)). (4.5)
In deriving the above equation, the following equalities are used:
F1(u, v)F
∗
1 (u, v) = |F1(u, v)|2 and |F2(u, v)| = |F1(u, v)|.
The inverse Fourier transform of right side of equation (4.5) is δ(x0, y0) which
means a delta dirac function at (x0, y0). So the location of the spike in the
inverse Fourier transform of S(u, v) in equation (4.5) shows the translation
between the two images. However, this is the ideal case. Because in image
registration, the contents of the input images are the same in some regions and
are diﬀerent in other regions. So, the moving image is not just the translated
version of the ﬁxed image. Moreover, in our application, even the content of
the same regions may be changed due to wear and blurring. So, this similarity
criterion may not work in some situations. However, we could exploit it to ﬁnd
corresponding frames between two videos by calculating the phase correlation
between a set of successive frames of a video with all other frames of another
video. By this strategy, one can be sure that errors are detected.
For example in ﬁgure 4.4, the phase correlation between 100 frames of a
video with all other 1000 frames of another video is shown as an image. A line
with a slope of 45 degrees, is visible in this image which shows the correspon-
dence point between two videos. If we just take the phase correlation between
ﬁrst frame of the ﬁrst video and all the frames of the second video, we will see
that the maximum correlation is for frame 198 of the second video. However,
from the line it is found to be 398 which is the correct one by inspecting frames
subjectively. In ﬁgures 4.5(a,b,c), the frame 1 of the ﬁrst video and frames
198 and 398 of the second video are shown respectively (after increasing the
contrast by increasing the range of gray values to the range [0, 255]).
The phase correlation criterion can also be used to ﬁnd out whether a video
contains pictures of a whole circumference. The phase correlations between
the ﬁrst 100 frames of a video with all next frames of that video are shown
as an image in ﬁgure 4.6. A line with slope of 45 degrees is visible in this
image (on the top of the image) which reﬂects the location of the wrapping
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Figure 4.4: The phase correlations between ﬁrst 100 frames of video at hour 10 and
all frames of video at hour 12.
4.2 Preprocessing 69
(a)
(b)
(c)
Figure 4.5: (a): The frame 1 of the ﬁrst video. (b): The frames 198 of the second
video. (c): The frame 398 of the second video.
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point (the wrapping point is the frame that a whole cycle of the surface is
completed starting from the ﬁrst frame of the video). It is frame 909 for the
ﬁrst frame. It means that frame 908 is the most similar frame. At a rotation
speed of 200 RPM and 3000 fps, we should theoretically get the same image
after 900 frames ((60s× 3000fps)/200rpm = 900frames). This indicates that
the rotation speed was slower than 200 rpm. So, as a corollary of this study,
computer vision can detect small errors in mechanical devices.
Here we illustrate why for ﬁnding wrapping point of a video (or for ﬁnding
the corresponding frames between two videos), we calculated the phase correla-
tion of several frames of a video with all other frames of that video. The phase
correlations between frame 1 of a video and frames 2 to 1000 of that video are
plotted in ﬁgure 4.7(a). In this plot the maximum value is at 909 which is cor-
rect. However, it is not always correct. For example in ﬁgure 4.7(b), the phase
correlations between frame 2 and frames 3 to 1000 of that video are plotted. In
this case, the maximum is located at 7 while it should be at 910 (2+ 908). The
value at 910 (i.e. correct correspondence) is the 9th large value. Moreover, the
maximum phase correlation makes mistake in ﬁnding the corresponding frames
of frames 3,4 and 5. So, using phase correlation between just 1 frame and all
other frames can easily be mistaken.
For illustration, a set of the corresponding frames of 8 videos after rough
registration are shown in ﬁgure 4.8 (after enhancing their contrast). The next
step is the stitching of the frames of each video.
4.2.4 Stitching
In our application, in addition to misalignment of successive frames of a video,
the content of images (frames) are also subject to diﬀer due to change of the
surface and blurring. So the phase correlation criterion is not suitable. How-
ever, maximum mutual information is expected to work well in this situation.
We mentioned earlier that if all possible translations between two input im-
ages of registration (stitching) are checked, the method is very slow. However,
here we know that there is only a translation between successive frames. We
also know that the translations between two successive frames are more or less
similar because the speed of the rotation is constant. So, we just check a small
range of possible translations. We calculated the mutual information for ver-
tical translation between 0 to 20 pixels (because the moving image translated
up in comparison to the ﬁrst image in this range) and horizontal translation
between 100 and 200 pixels (because the moving image was translated left in
comparison to the ﬁxed image in this range).
One of the stitched images is shown in ﬁgure 4.9(a) (the ﬁrst frame on the
bottom). As can be seen in this image, the stitched image does not contain
a rectangular part of the surface. It means that the camera was rotated a
bit while looking at the specimen. The stitched images should be cropped to
remove dark areas. However, to reduce cropped regions, we rotated the stitched
images about 2 degree (calculated based on the angle between the border of
the stitched images and the border of the surface in the stitched images). The
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Figure 4.6: The phase correlations between ﬁrst 100 frames and all other frames of
a same video.
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Figure 4.7: Maximum phase correlation between (a) frame 1 and frames 2 to 1000
of a same video (maximum at 909), (b) between frame 2 and frames 3 to 1000 of that
video (maximum is at 7 which is wrong) .
rotated image of the image in ﬁgure 4.9(a) is shown in ﬁgure 4.9(b). Finally,
the rotated images were cropped to remove dark regions. The cropped image
of the image in ﬁgure 4.9(b) is shown in ﬁgure 4.9(c).
For illustration, the computed mutual information (equation (4.2)) between
two ﬁrst images of video 1 is shown as an image in ﬁgure 4.10(a) and as a 3D
surface in ﬁgure 4.10(b). Here, the mutual information is just calculated for
x (horizontal translation) between 100 and 200 and y (vertical translation)
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between 0 and 20. In this case, the maximal mutual information is located at
(x, y) = (153, 7).
The ﬁrst stitched images of 8 videos (after rotation and cropping) are shown
in ﬁgures 4.11, 4.12 and 4.13 respectively (the contrast of images increased by
mapping the range of gray values to [0, 255]).
4.2.5 Exact inter-video registration
The ﬁnal step before applying blur/sharpness estimation is to register and
crop stitched images to cover a same area of the surface. The length of stitched
images is at least 1700 pixels while the height is 338 pixels. To reduce compu-
tational cost in calculating the mutual information, we just took a left part of
images with length of 700 pixels (and whole width of the images).
Having the translation information between corresponding stitched images
(using maximum mutual information), they were cropped to cover a same area
of the surface. One of the ﬁnal sets of registered and cropped stitched images
are shown in ﬁgures 4.14, 4.15 and 4.16.
In registering stitched images, we found out that some times the global
maximum of mutual information does not reﬂect the correct translations. For
example, the mutual information between two stitched images taken at hours
2 and 4 is shown in ﬁgure 4.17(a) as an image and in ﬁgure 4.17(b) as a 3D
surface (the input images of this registration are shown in ﬁgure 4.11(b,c)). In
the computed mutual information (which was computed for x = 0 − 100 and
y = 0− 30), there are three local maxima with mutual information of -3.9, -3.3
and -3.7 locating at (x, y) = (18, 15), (92, 14), (100, 30) respectively. The third
local maximum is located at the border which we ignore it as our observations
show that the maxima of mutual information at the borders give usually wrong
transformations. Between two other local maxima, the second one is larger (it
is the global maximum of the mutual information). However, the location of
this maximum is (x, y) = (92, 14) which states that the horizontal translation
between two images is 92 pixels and the vertical translation is 14 which is not
correct based on our inspection. The correct translation info is obtained from
the local maximum at (x, y) = (18, 15). This error is probably due to texture
nature of the studying images. So, to use mutual information for registering of
this kind of images, extra control or prior knowledge about the possible amount
of mis-alignment is necessary. In our application, the translations between each
pair of stitched images are more or less same. So, the translations which are
far from the average show the errors.
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Figure 4.8: A set of corresponding frames of 8 videos after rough registration (after
enhancing their contrast).
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(a) (b) (c)
Figure 4.9: (a): First stitched image of video 1. (b): Rotated image of (a). (c):
Cropped image of (b).
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(a)
(b)
Figure 4.10: Mutual information between two ﬁrst images of video 1: (a) as an
image, (b) as a surface.
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(a) (b) (c)
Figure 4.11: The ﬁrst stitched images of videos at hours 0, 2 and 4.
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Figure 4.12: The ﬁrst stitched images of videos at hours 6, 8 and 10.
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Figure 4.13: The ﬁrst stitched images of videos at hours 12 and 14.
80 Online wear detection using high speed imaging
Figure 4.14: A set of registered and cropped stitched images: for hours 0, 2 and 4.
4.2 Preprocessing 81
Figure 4.15: A set of registered and cropped stitched images: for hours 6, 8 and 10.
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Figure 4.16: A set of registered and cropped stitched images: for hours 12 and 14.
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(a)
(b)
Figure 4.17: The mutual information between two stitched images from hours 2
and 4.
84 Online wear detection using high speed imaging
Table 4.1: LVDT values in micron.
Hour 0 2 4 6 8 10 12 14
LVDT 0.0 -1.4378 -3.2462 -0.3122 -0.0312 1.1345 0.6316 -0.0495
LVDT change - 1.4 1.8 2.9 0.3 1.2 0.5 0.7
4.3 Blur/sharpness estimation
Using the processing steps of previous sections, we created 5 sets of stitched
images, each covering the same region of the specimen across time. Then, the
estimated sharpness values of the 5 sets of images using 18 methods (from
chapter 3) were calculated. Afterwards, the average of the sharpness of the
images from a same time along with their standard deviations are computed
and shown in ﬁgures 4.18, 4.19 and 4.20. The LVDT values associated to the
times of recording videos are shown in table 4.1 and plotted in ﬁgure 4.20(d).
As can be seen in ﬁgure 4.18(d), the Spectrum method (explained in chapter
3) has produced small error bars. From the curve for this method, it can be
seen that:
 Fact (a): The images at hour 6 are more blurred than the images at
hour 4.
 Fact (b): The images at hour 10 are sharper than the images at hour 8.
 Fact (c): The images at hour 4 are more blurred than the images at
hour 2.
From the curve in ﬁgures 4.19(a) which is for the Marziliano method, facts (a)
and (c) are conﬁrmed.
From the curves in ﬁgures 4.18(e,f,g), 4.19(c,e) and 4.20(b) which are for
our method (chapter 3) and the methods Riemanian, NSS, Cogarc24, Laplacian
and Gradient respectively, it is clear that facts (a) and (b) are conﬁrmed.
From the curves in ﬁgures 4.18(h) and 4.19(b,d,f,g,h), which are for the
methods Nrjpeg, Marichal, Cogarc34, Auto, Kautsky and Jnbm, the fact (a) is
conﬁrmed.
From the curves in ﬁgure 4.18(a,b,c) and 4.20(a,c) which are for the methods
Zhang, Wavelet, Var, Hp and Cpbd, non of the facts can be conﬁrmed. It means
that these methods are unreliable for this application.
By subjective inspection of the stitched images (one set of stitched images
are shown in ﬁgures 4.14, 4.15 and 4.16.), one can conﬁrm the following state-
ments:
 In all the 5 sets, the images at hour 6 are more blurred than images at
hour 4 (fact (a)).
 At least in the 3 cases, the images at hour 10 are sharper than images at
hour 8 (fact (b)).
4.3 Blur/sharpness estimation 85
0
0.001
0.002
0.003
0.004
0.005
0.006
-2 0 2 4 6 8 10 12 14 16S
h
ar
p
n
e
ss
 u
si
n
g 
th
e
 Z
h
an
g 
m
et
h
o
d
 
Hour 
0.09
0.095
0.1
0.105
0.11
0.115
-2 0 2 4 6 8 10 12 14 16
Sh
ar
p
n
e
ss
 u
si
n
g 
th
e
 
W
av
e
le
t 
m
et
h
o
d
 
Hour 
(a) (b)
0
5
10
15
20
-2 0 2 4 6 8 10 12 14 16
Sh
ar
p
n
e
ss
 u
si
n
g 
th
e
 V
ar
 
m
et
h
o
d
 
Hour 
0E+0
1E+7
2E+7
3E+7
4E+7
5E+7
-2 0 2 4 6 8 10 12 14 16
Sh
ar
p
n
e
ss
 u
si
n
g 
th
e
 
Sp
e
ct
ru
m
 m
et
h
o
d
 
Hour 
(c) (d)
0.27
0.28
0.29
0.3
0.31
0.32
-2 0 2 4 6 8 10 12 14 16S
h
ar
p
n
e
ss
 u
si
n
g 
th
e
 
Sp
aQ
u
 m
et
h
o
d
 
Hour 
0
0.5
1
1.5
2
2.5
3
-2 0 2 4 6 8 10 12 14 16
Sh
ar
p
n
e
ss
 u
si
n
g 
th
e
 R
ie
m
 
m
et
h
o
d
 
Hour 
(e) (f)
1.45E-02
1.50E-02
1.55E-02
1.60E-02
1.65E-02
-2 0 2 4 6 8 10 12 14 16
Sh
ar
p
n
e
ss
 u
si
n
g 
th
e
 N
SS
 
m
et
h
o
d
 
Hour 
4.4E+07
0.081
0.082
0.083
0.084
0.085
-2 0 2 4 6 8 10 12 14 16Sh
ar
p
n
e
ss
 u
si
n
g 
th
e
 N
rj
p
e
g 
m
et
h
o
d
 
Hour 
(g) (h)
Figure 4.18: The average and the standard deviation of sharpness of 5 sets of images
using diﬀerent methods.
 In the 3 sets, the images at hours 4 are more blurred than images at
hours 2 (fact (c)).
 At least in 3 sets, the images at hour 12 are more blurred than images at
hour 10.
 In two sets, the images at hour 14 are sharper than images at hour 12.
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Figure 4.19: The average and the standard deviation of sharpness of 5 sets of images
using diﬀerent methods.
The LVDT values are shown in table 4.1 and are plotted in ﬁgure 4.20(d).
The change of LVDT values between successive time sampling are also shown
in table 4.1. By comparing the change in LVDT values and the estimated
sharpness values, the following conclusions can be drawn:
 The amount of change of LVDT values between hours 4 and 6 is 2.9
microns which most blur estimation methods present a signiﬁcant change
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Figure 4.20: (a,b,c): The average and the standard deviation of sharpness of 5 sets
of images using diﬀerent methods. (d) The LVDT values.
between the sharpness of images of these two times (fact (a)).
 The amount of change of LVDT values between hours 8 and 10 is 1.2
micron which most blur estimation methods present a signiﬁcant change
between the sharpness of images of these two times (fact (b)).
 The amount of change of LVDT values between hours 2 and 4 is 1.8 mi-
crons which two methods (Spectrum and Marziliano) present a signiﬁcant
change between the sharpness of images of these two times (fact (c)).
 The amount of change of LVDT values between hours 6 and 8, between
hours 10 and 12 and between 12 and 14 are 0.3, 0.5 and 0.7 respectively,
while no blur estimation method present a signiﬁcant change between the
sharpness of images of these times.
 The amount of change of LVDT values between hours 0 and 2 is 1.4 micron
while no blur estimation method present a signiﬁcant change between the
sharpness of images of these two times.
In summary, in 3 out of 4 cases that the change in LVDT values is larger than
1.2 micron, some blur estimation methods present a signiﬁcant change between
blur/sharpness values of images at those times. The only case that the change
in LVDT values is larger than 1.2 microns while no blur estimation method
present a signiﬁcant change in blur/sharpness values is between times 0 and
2. It can be explain by the fact that at the beginning of the experiment, the
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focusing of the imaging system on the surface was performed subjectively which
is limited by human vision system.
In summary, the best method (in agreement with LVDT values) is the
Spectrum method. Our proposed method (along with 6 other methods) is in
the second position. So, our proposed method is on top for this application.
The mentioned results show that it may be possible to detect the change
of the diameter of the specimen larger than 1.2 micron using computer vision.
However, more experiments are required to deduce a strong claim. Moreover,
to understand whether the change is increasing (due to thermal expansion)
or decreasing, extra information is needed because the images of the surface
locating at two diﬀerent distances produce a same blur/sharpness value. These
two distances are located equally on both sides of the sharpest position.
4.4 Other results
From the stitched and registered images, other wear analyzes are possible. For
example, the ﬁrst four images of a set of stitched images are shown in ﬁgures
4.21 and 4.22. A same part of images 1 and 2 (in ﬁgure 4.21) is highlighted.
As can be seen a white trace is seen in image 1 which is disappeared in image
2. It is called back transfer mechanism. A same situation has happened for
highlighted regions of images 3 and 4 (ﬁgure 4.22). These images conﬁrm that
some material separated from polymer (debris) remain in the wear system.
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Figure 4.21: Two ﬁrst images of set 5.
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Figure 4.22: Third and forth images of set 5.
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4.5 Conclusion and future work
In this chapter, we studied the possibility of using computer vision for change
detection of a specimen made from polymer without stopping the rotation in
micro level. Despite the change in the surface, blurring and uneven illumina-
tion, it is possible to track same locations in the images. It is shown that some
blur/sharpness estimation methods could detect the change in the diameter of
the specimen with precision of about 1.2 microns in this experiment. However,
more experiments are required to conﬁrm this ability. Moreover, extra infor-
mation should be entered in the analysis to know the direction of the change
in the diameter of the disc (increasing or reduction).
In this experiment, we acquired images of the whole surface, however, using
a triggering system, one can acquire images from more and less a same part
(for example 60 images of a same region) instead of 1000 images of whole
circumference. By this strategy, the processing time reduces.
The initial work of this chapter has been published in ACIVS 2012 [Soleimani
et al., 2012].
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5
Quantifying polymer wear
mechanisms
5.1 Introduction
In chapter 1, it is mentioned that, to dates, wear mechanisms analysis is per-
formed subjectively and there is no work on objective wear mechanisms anal-
ysis using image processing techniques. The aim of this chapter is to develop
an analysis method suitable for optical microscopy. We use it for detecting
and quantifying two wear mechanisms: abrasion and micro-pitting. The using
techniques consist of segmentation using local and global thresholding with and
without uneven illumination correction, granulometry by binary opening and
granulometry by gray-scale closing. The correction (compensation) of uneven
illumination is performed using a high-pass ﬁltering operation through wavelet
transformation.
The proposed image processing analysis reveals the severity of abrasion
and pitting mechanisms (when they are dominant) which agree well with mean
opinion scores (MOS) given by observers. For abrasion, the correlation coef-
ﬁcients between objective scores obtained by diﬀerent image processing tech-
niques and subjective values show a high linear correlation. For pitting, we
claim that objective values obtained from the new methods, distinguish the
pitting mechanism. This study is a proof of concept towards automated iden-
tiﬁcation and quantiﬁcation of diﬀerent wear mechanisms as a replacement for
human observers.
The using materials and test rig are explained in chapter 2. The outline
of this chapter is as follows. In section 5.2.1, the test images are described.
The abrasion and pitting mechanisms are deﬁned in section 5.2.2. The human
observer study which is included to validate the image processing techniques is
explained in section 5.2.3. Image processing techniques without uneven illumi-
nation correction are presented in section 5.2.4 and image processing techniques
with uneven illumination correction are described in section 5.2.5. Results are
presented in section 5.3 and discussed in section 5.4. Finally we conclude the
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chapter in section 5.5.
This work has been a joint work with Jacob Sukumaran from Soete Labo-
ratory of Ghent university.
5.2 Methodology
5.2.1 Test images
For each of the ﬁve conditions under study (unworn specimen, 0%, 10%, 20%
and 30% slip ratios), 6 images were taken (30 images in total) from diﬀerent
areas of the specimen contact surface. 15 of the images (3 per condition) were
used for the main part of the subjective and objective tests, 10 images (2 per
condition) for the training session of the subjective test, and 5 images (1 per
condition) were used for the stabilizing session (explained later). On the left
column of ﬁgure 5.1, a sample micrograph is shown for each condition: unworn,
0%, 10%, 20% and 30% slip ratios.
5.2.2 Abrasion and pitting mechanisms
Several mechanisms contribute to the wear of polymer surfaces. Here, we ex-
plore two of them: abrasion and micro-pitting, which are recognized by grooves
and craters, respectively. Abrasion is a consequence of damage caused by hard
steel asperity sliding over soft polymer. Figures 5.1(c), (d) and (e) show mi-
crographs which contain grooves due to abrasion.
On the other hand, pitting is recognized by holes in the images. One image
containing micro-pits is shown in ﬁgure 5.1(b).
5.2.3 Subjective analysis of abrasion and pitting
Here, our aim is quantifying abrasion and micro-pitting, when they are domi-
nant, without the use of human observers. However, subjective test [BT.500-11,
2002] is included to validate the image processing techniques.
The subjective scores are values that human observers estimate the severity
of each mechanism from the visible features of the image. During the subjective
experiment, 15 test images (3 per condition) were presented to each observer in
a random order. The observers indicated the severity of abrasion and pitting
mechanisms on a scale of 0 − 100. A training session was included before
starting the main part of the test. During the training session, 2 images per
condition were shown to subjects to collect their scores about the amount of
abrasion and pitting. The aim of the training was to familiarize the subjects
with the experiment and respond to any possible questions. The images and
scores of the training session were not used for analysis. The training session
was immediately followed by the main session of the experiment. During this
session 25 images (3 images per condition with 2 repeated images) were shown
randomly and subjects were asked to estimate the amount of abrasion and
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(a) (f)
(b) (g)
(c) (h)
(d) (i)
(e) (j)
Figure 5.1: Left column: Original images for diﬀerent conditions (from top to
bottom: Unworn, 0%, 10%, 20% and 30% slip ratios). Right column: Segmentation
using global thresholding.
pitting. Immediately preceding the main 25 images, 5 images (one image per
condition) were randomly shown to stabilize the observers' opinions. The scores
of the stabilizing part were not used for the analysis, though observers were not
informed that these ﬁve ﬁrst images are not taken into account. 9 observers
participated in the experiment.
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5.2.4 Image processing techniques without uneven illu-
mination correction
Three images containing abrasion are shown in ﬁgures 5.1(c), (d) and (e). The
abrasion mechanism reveals itself by horizontal (i.e. in the direction of move-
ment) shining scars. So, to estimate the severity of the abrasion using image
processing techniques, we estimate the area covered by shining horizontal re-
gions. Although one can distinguish these horizontal grooves subjectively, they
do not have a unique gray value, which complicates processing the image. To
convert all shining pixels to the same value, we apply segmentation to these
images. A segmentation method is successful if it converts pixels of horizontal
shining stripes to 1 (which means white in a binary image) and all other pixels
to 0 (which means black in a binary image) with small error. However, apply-
ing segmentation produces some white objects even on images without abrasion
(e.g. ﬁgures 5.1(a) and (b)). To be able to segregate diﬀerent white objects in
segmented images, we use the so-called granulometry by binary opening tech-
nique which is a speciﬁc application of the mathematical morphology. The
granulometry by binary opening works on size and shape analysis of foreground
objects1.
An image containing pits is illustrated in ﬁgure 5.1(b). To estimate the
amount of pitting, the area of the dark regions should be calculated. As the
pixels within these holes have diﬀerent values, segmentation is applied in order
to convert them to the same value for easier processing. As in pitting we are
interested in black regions, the segmented images are inverted in gray scale to
convert black regions to white2. After inverting, black regions due to pitting
are converted to white regions so that granulometry by binary opening can be
performed to analyze their size distribution.
5.2.4.1 Segmentation
In general, segmentation is a partitioning of the image into diﬀerent regions of
similar gray values. Many methods have been already proposed for image seg-
mentation. We preliminary tested several existing segmentation methods which
were ineﬀective for our application. Because they could not detect the scars of
the abrasion mechanism and the holes of the pitting mechanism properly (due
to uneven illumination). These methods consist of segmentation using water-
shed transform [Gonzalez et al., 2009], region splitting and merging [Gonzalez
et al., 2009] and a segmentation method using adaptive and dynamic window
based on incremental window growing approach [Saini and Dutta, 2012].
The current work uses a simple segmentation method by means of thresh-
olding. Thresholding for segmentation can be performed globally or locally.
To convert a gray scale image to a binary image through global threshold-
ing segmentation, a single threshold value is used for the whole image. The
1By foreground objects we mean any set of pixels with a value of 1 which are connected.
On the other hand, background objects mean any connected set of pixels with a value of 0.
2Inverting a binary image means converting 1 pixels to 0 and vice versa.
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value of any pixel which is greater than or equal to the threshold is set to 1,
otherwise to 0. There are some methods to estimate a good threshold value.
One typical way is Otsu's method [Gonzalez et al., 2009]. In Otsu's method,
the threshold is chosen such that it maximizes the between-class variance (class
of pixels with value 0 versus class of pixels with value 1). For details, we refer
to e.g. [Gonzalez et al., 2009]. However, in our case, due to vignetting (uneven
illumination), this method seems ineﬀective. In the left column of ﬁgure 5.1
ﬁve micrographs of polymer surface are shown. The resulting segmentation of
those micro-graphs using global thresholding are shown on the right column
of that ﬁgure. As can be seen the images are dominated by severe vignetting.
The corners of the segmented images are darker which make pitting identiﬁca-
tion misleading. Although the horizontal stripes (relevant feature to analyze
abrasion) are not detected near borders of the images, global thresholding may
still work because abrasion identiﬁcation is based on foreground objects which
are detected relatively well in central parts of the images. However, for pit-
ting identiﬁcation, it does not work because pitting identiﬁcation is based on
background objects (dark regions) which some deceptive ones are created due
to uneven illumination. A solution for dark corners which inspires is the local
thresholding segmentation which uses a variable threshold across the image.
In local thresholding, for each pixel in the image a diﬀerent threshold is
calculated. This method takes into account the local statistics of the image in
small patches. We can assume that the local changes of illumination are very
small within such small patches. Here, we use the mean of neighboring pixels
around each pixel as the threshold (including the given pixel). The desired
neighborhood is speciﬁed by a window of size w×w pixels while the given pixel
is located at the center of the window. The relevant size of the window can be
speciﬁed by prior knowledge about the size of relevant objects in the image.
In this study we tested diﬀerent window sizes to see which one achieves better
results (by better results we mean better agreement to subjective scores). The
size of the window is typically chosen odd to have a unique center. In addition,
the smallest one can be 3 by 3 pixels as 1 by 1 pixel results in a completely
white image3.
5.2.4.2 Binary granulometry
In segmented images, we should distinguish between bright objects that are
like horizontal stripes (due to abrasion) and other bright objects. On the other
hand, the black regions which are like squares (due to pitting) should be seg-
regated from those which are not like squares.4 It is performed by so-called
granulometry which is a technique from mathematical morphology. Granulom-
etry enables us to analyze the size distribution of the objects with a same shape.
The shape of the relevant objects is determined by the so-called structuring ele-
3The mean of one single number (which is used as the threshold) is equal to itself and
then because that number is greater or equal than the threshold, it is set to 1.
4Actually when we talk about holes, circular black regions come to mind ﬁrst, however,
it is easier to consider holes as square shapes in images.
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ment (SE). To analyze size distribution of foreground objects, granulometry by
opening is used while for analyzing the size distribution of background objects
either granulometry by closing is used or the image is inverted in gray scale
and then granulometry by opening is performed. For abrasion we are interested
in white horizontal regions as they represent grooves. So, a suitable SE is a
rectangle. Hence, to estimate the severity of the abrasion mechanism, the gran-
ulometry by opening is applied to the segmented images using a rectangular
SE.
To explain granulometry, ﬁrst we present some basics of mathematical mor-
phology. Mathematical morphology works on the geometry of diﬀerent features
such as grooves and craters within the images. Theoretically, it can be used
for any purpose in image processing like ﬁltering, edge detection, enhancement
etc. [Soille, 2003,Ledda, 2006,Gonzalez et al., 2009].
In binary mathematical morphology, images are treated as set of pixels. So,
the deﬁnitions and operators are based on set theory. We assume that I is a
binary image and A is the set of foreground pixels in I (pixels with value 1).
The set of background pixels (pixels with value 0) is the complement of A which
denotes by Ac and mathematically is deﬁned by Ac = I −A, where the minus
sign denotes the set subtraction operation. A binary image of size 14 × 14
pixels is depicted in ﬁgure 5.2(a) (the letters inside the pixels are explained
hereafter). In the ﬁgures of this chapter, pixels with value 0 are shown as black
in real images and as gray in schematics, while pixels with value 1 are always
shown in white.
As it is mentioned already, the size and shape of relevant objects (such as
grooves and craters in our application) which are to be explored are speciﬁed by
so-called structuring elements (SE). The structuring element (referred as B) is
a binary image as well, usually smaller than the processing image. For every SE,
an origin pixel should be assigned (origin is used in deﬁnition of operators).
Three examples of SEs are shown in ﬁgure 5.2(b,c,d). In these ﬁgures, the
origin pixel is highlighted by a point inside the pixel. The basic mathematical
morphology operations, i.e. dilation, erosion, opening and closing, are deﬁned
using the SE.
In a binary image, the dilation of the image I (more exactly the dilation
of the foreground) by structuring element B is deﬁned as the locus of pixels a
such that B hits the foreground when its origin coincides with a [Soille, 2003].
To perform the dilation, the center of the SE is placed over each pixel of the
foreground, and all background pixels covered by the SE are converted into the
foreground. To illustrate, the dilation of the image in ﬁgure 5.2(a) is shown in
ﬁgure 5.2(e) using the SE in ﬁgure 5.2(b). The background pixels which are
converted to foreground are highlighted by a '+' in ﬁgure 5.2(e).
The erosion of the image I by structuring element B is deﬁned as locus
of pixels a such that B is included in foreground when its origin is placed at
a [Soille, 2003]. To perform the erosion, the center of the used SE is put over
each pixel of the foreground and if all pixels of SE are covered by the foreground
pixels, that pixel is kept in the foreground, otherwise it is removed from the
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Figure 5.2: (a): The schematic of a binary image. b) ,c), d): Three structuring
elements; Each dot shows the origin of the SE. (e): The result of dilating image (a)
with the SE in (b); pixels with a '+' have changed into foreground. (f): The result of
eroding image (a) with the SE in (b); pixels with a '+' have changed into background.
(g): Opened image of (a) by SE in (b). (h): Closed image of (a) by SE in (b).
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foreground and converted to a background pixel. The erosion of the image in
Fig. 5.2(a) with SE in Fig. 5.2(b) is shown in Fig. 5.2(f). The foreground
pixels which are converted to background are highlighted by a '+' in Fig. 5.2(f).
The erosion operation has this useful property that removes the foreground
objects (any set of connected pixels with a value of 1) which ﬁt in the given
SE. However, it has a side eﬀect that reduces the larger objects as well. For
example, in Fig. 5.2(f) which is the erosion of image in ﬁgure 5.2(a) by the
SE in ﬁgure 5.2(b), we see that objects which ﬁt in the used SE are removed
but other parts of the foreground objects have also been removed (in other
words, other parts of the foreground objects have been thinned). The pixels
of foreground regions which ﬁt in the used SE are highlighted by a letter 'w'
in Fig. 5.2(a). To solve this side eﬀect, the eroded image is dilated using the
same SE. The resulting image is shown in Fig. 5.2(g). As we can see in this
image, the foreground objects which ﬁt in the SE are removed while the other
objects are intact. Applying an erosion following by a dilation with a same SE
is called opening operation.
The dilation operation ﬁlls the background regions (any set of connected
pixels with value 0) which ﬁt in the given SE. For example the background
pixels with an 'h' inside in Fig. 5.2(a), ﬁt in the SE in Fig. 5.2(b). However,
dilating the image in Fig. 5.2(a) with mentioned SE, some other pixels of the
background turn to foreground as well (dilated image is shown in Fig. 5.2(e)).
In other words, dilation which ﬁlls the holes ﬁtting in the given SE, thickens
other parts of the objects as well. To override this side eﬀect, we can apply an
erosion after dilation using the same SE. Dilation of an image following by an
erosion with a same SE is called closing operation. The closed image of the
image in Fig. 5.2(a) using SE in Fig. 5.2(b) is shown in Fig. 5.2(h). As can be
seen, just the background objects which ﬁt in the used SE turn to foreground
(pixels of these objects are shown with a 'h' in Fig. 5.2(a)).
The mathematical deﬁnitions of the dilation, erosion, opening and closing
are as follows [Ledda, 2006]. The dilation of A with structuring element B is
deﬁned as:
A⊕B = {r | Tr(Bˇ) ∩A 6= ∅}.
In above equation Bˇ = {−b | b ∈ B} is the reﬂection of B with respect
to the origin of the structuring element (when the SE is symmetric versus its
origin, Bˇ = B) and Tr(Bˇ) is the translation of Bˇ by r. In the dilation of A by
B, the origin of Bˇ is overlaid on each pixel r of A and any pixel of I which is
covered by B is attached to A.
The dual operation of dilation is erosion which is deﬁned as [Ledda, 2006]:
A	B = {r | Tr(B) ⊆ A}.
In erosion, the origin of B is overlaid on each pixel r of A and if all pixels of B
are covered by A, the pixel r is kept in A, otherwise it is removed from A (in
other words, it is set to 0).
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Morphological opening of A by B is deﬁned as the erosion of A by B followed
by the dilation by B:
A ◦B = (A	B)⊕B.
The dual of the opening operation is the closing operation:
A •B = (A⊕B)	B.
An interesting application of the mathematical morphology is granulome-
try. To calculate the granulometry, the input image is opened by SEs with
diﬀerent sizes and same shape. Let us call the initial structuring element B1.
As discussed earlier, when an image is opened with a SE, foreground objects
which ﬁt in the given SE are removed from the foreground regions. Subtracting
the opened image from the original image, i.e. (A−A◦B1) results in an image
which contains the parts of the foreground which have been removed. Thus, the
image A−A◦B1 shows the objects in the image A which ﬁt in B1. By calculat-
ing the sum of all pixels in the image A−A◦B1, the area of foreground objects
of A, which ﬁt in B1 is derived. We call it PB1 . So PB1(A) = #[A − A ◦ B1],
where #X is the sum of all pixels in the image X. In the next step, the size
of SE is incremented and we call it B2. The incrementation can be deﬁned in
diﬀerent ways. For example if B1 is a square with sides of 5 pixel, one would
deﬁne B2 as a square with sides of 10 pixel i.e. in each step the side of the
square is incremented 5 pixels.
In general, to obtain foreground objects with size between Bn and Bn+1
(larger than Bn and smaller than Bn+1), we can calculate A ◦ Bn+1 and then
subtract it from A ◦ Bn. The total area occupied by these objects is denoted
by
PBn+1(A) = #[A ◦Bn −A ◦Bn+1] n ≥ 0 (5.1)
We assume that A◦B0 = A. The derived values are called pattern spectrum
by opening or granulometry by opening. To obtain a normalized pattern spec-
trum, the PS (pattern spectrum) values are divided by the sum of all 1 pixels
in the original image:
PNor.Bn+1(A) = 100
#[A ◦Bn −A ◦Bn+1]
#A
n ≥ 0. (5.2)
The calculation of equation (5.2) repeats by increasing the size of SE until
A◦Bn+1 equals zero. It happens when SE is large enough to ﬁt any foreground
object in the image A.
From the pattern spectrum, diﬀerent parameters can be derived which rep-
resent the properties of the images. The following parameter represents the
area of the picture covered by foreground objects larger than Bn0 in the image:
S(A,Bn0) = Σ
nmax
n=n0P
Nor.
Bn+1(A) (5.3)
where Nmax is the index of the last non-zero value in the PS which depends on
the corresponding image.
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For abrasion identiﬁcation, the initial SE was selected to be a rectangle
with length of 1 pixel and width of w pixels. Then each time, its length was
increased 5 pixels while its width (w) was kept ﬁxed. For the relevant width
w of SE and n0 in equation (5.3), our experiments showed that setting w = 1
is the best choice because ﬁrstly with this value longer grooves are detected
and secondly as we will see the correlation coeﬃcient between subjective and
objective scores increases in comparison with larger widths.
5.2.4.3 Gray-scale granulometry
Binary mathematical morphology can be extended to gray-scale images. While
pixels in a binary image have the values of 0 and 1, they have a range of
values in a gray-scale image. In an 8-bit gray-scale image, the range of values
is normally 0-255, where 0 is black and 255 is white. Integer values between 0
and 255 represent diﬀerent shades of gray.
To extend the binary erosion and dilation operations to gray scale, one pos-
sible way is to deﬁne them in terms of minima and maxima of pixel neighbor-
hoods [Gonzalez et al., 2009]. Assuming a gray-scale image A and a gray-scale
structuring element B, the gray-scale dilation of image A by B is deﬁned as
follows:
(A⊕B)(x, y) = max{A(x− x′, y − y′) +B(x′, y′) |(x′, y′) ∈ DB},
where DB is a binary matrix with the same size as B, and A(x, y) is assumed
to be −∞ outside the domain of A. When the possible gray values are 0-255,
outside the domain of A are assumed to be 0. This assumption is necessary to
cope with locations outside the domain of A (when a part of B goes outside
the domain of A). The maximum calculation is performed over the locations
where the matrix DB is 1. The above deﬁnition means that the structuring
element B is rotated by 180 degree about its origin and then translated to all
locations in the image. At each translated location, the SE values are added to
the image pixel values and then the maximum sum is calculated at locations
with a 1 in DB . Then the calculated maximum is assigned to the image's pixel
which coincides with the origin of the SE.
When the structuring element B contains gray-scale values, it is called a
non-ﬂat SE. However, we limit ourselves to ﬂat structuring elements in which
all values in B are zero. In such a case, the gray-scale dilation deﬁnition
becomes:
(A⊕B)(x, y) = max{A(x− x′, y − y′) |(x′, y′) ∈ DB}.
Thus, the gray-scale dilation is turned to a local maximum calculation over
a neighborhood whose shape and size are deﬁned by the 1 pixels in DB .
To illustrate, it is easier to show the operations in 1D signal. In ﬁgure
5.3(a), an 1D signal is shown which contains two valleys (holes) with width of
3 and 8 pixels and in ﬁgure 5.3(b), another 1D signal is shown which contains
two holes with same widths as signal in ﬁgure 5.3(a). The diﬀerence of the
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two signals is that the depth of holes is more in the second signal (i.e. more
contrast). These 1D signals also contain two peaks with width of 3 and 8 pixels.
The dilations of these signals with a line SE with width of 5 pixels are shown
in ﬁgures 5.3(c) and (d) respectively. As can be seen in these ﬁgures, the holes
with width of 3 pixels (smaller than the used SE) are ﬁlled (removed) and the
holes with width of 8 pixels (larger than used SE) are thinned. Moreover, as
can be seen, all the peaks are thickened.
In ﬁgure 5.3(e) and (f), the dilations by a line SE with width of 10 pixels
are shown. As can be seen, all the holes (which are smaller than the used SE)
are removed while the peaks have become wider.
Gray-scale erosion using a ﬂat SE B is deﬁned as follows:
(A	B)(x, y) = min{A(x+ x′, y + y′) |(x′, y′) ∈ DB}.
Gray-scale erosion is a local minimum calculation over a neighborhood
which is deﬁned by the 1 pixels in DB . The erosion of the two example 1D
signals with line SE with widths of 5 and 10 pixels are shown in ﬁgure 5.4. The
erosion using line SE with width of 5 pixels (ﬁgures 5.4(c) and (d)), removed
the peaks with width of 3 pixels (which are smaller than the used SE) and si-
multaneously they made thinner other peaks. Erosion with the larger SE (line
SE with width of 10 pixels) removed both sets of peaks with width of 3 and 8
pixels while they made thicker the holes (ﬁgure 5.4(e) and (f)).
In in the binary case, the gray-scale opening and closing are deﬁned by
combining gray-scale dilation and erosion:
A ◦B = (A	B)⊕B,
A •B = (A⊕B)	B.
The opening of the two example 1D signals with line SEs with width of 5
and 10 pixels are shown in ﬁgure 5.5. As can be seen in ﬁgure 5.5(c) and (d),
the opening with line SE of width 5 pixels, removed peaks smaller than used
SE while they did not change other peaks and holes. If we open the signals
by the line SE with width of 10 pixels, the peaks smaller than 10 pixels are
removed while other peaks and holes are not changed (ﬁgures 5.5(e) and (f)).
Closing of the two 1D signals with line SEs of width 5 and 10 pixels are
shown in ﬁgure 5.6. When the signals are closed with line SE with width of 5
pixels, the holes smaller than this SE are removed while other holes and peaks
are not changed (ﬁgures 5.6(c) and (d)). Closing with the line SE with width
of 10 pixels removed holes smaller than this SE specially holes wider than 5
pixels.
Just as binary granulometry which is computed by opening and closing, the
gray-scale granulometry is also deﬁned by opening and closing. Here, we are
interested to analyze holes in the images, so we explain gray-scale granulometry
by closing. It is deﬁned as follows:
QBn(A) = #[A •Bn+1 −A •Bn] n ≥ 0, (5.4)
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(a) (b)
(c) (d)
(e) (f)
Figure 5.3: Two 1D signals (c,d) along with dilations with a line SE with length of
5 (c,d) and 10 (e,f) pixels.
where • denotes the closing operation. The calculation of the above equa-
tion repeats until the value of pattern spectrum (PS) equals zero (or until a
predeﬁned size of SE).
If we assume a gray-scale image as a topological surface so that the pixel
values are interpreted as heights, each value in equation (5.4) is the volume of
holes with upside area between Bn and Bn+1.
One can normalize the values of the above equation:
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(a) (b)
(c) (d)
(e) (f)
Figure 5.4: Two 1D signals (a,b) along with erosions with a line SE with width of
5 (c,d) and 10 (e,f) pixels.
QNor.Bn (A) = 100
#[A •Bn+1 −A •Bn]
#[A •Bnmax −A •Bn0 ]
n ≥ 0, (5.5)
where Bnmax is the largest SE for which the pattern spectrum is calculated for
and B0 is the smallest one.
To calculate eq. (5.4), for 1D signals on the ﬁgures 5.6(a) and (b) where the
Bn+1 is the line SE with width of 10 pixels and Bn is the line SE with width
of 5 pixels, the two signals in ﬁgures 5.6(c) and (d) are subtracted from the
signals in ﬁgures 5.6(e) and (f) respectively. The resulting signals are shown in
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(a) (b)
(c) (d)
(e) (f)
Figure 5.5: Two 1D signals (a,b) along with openings using a line SE with width of
5 (c,d) and 10 (e,f) pixels.
ﬁgures 5.7(c) and (d) respectively (for easier comparison, the original signals
are shown in ﬁgure 5.7(a) and (b) again). As can be seen the diﬀerence of two
closings in each case, results in a signal whose area equals to area of holes with
size between Bn and Bn+1 (i.e. the holes with width of 8 pixels) of the original
signals. The area of holes in resulting signals in ﬁgure 5.7(c) and (d) are 240
and 320 respectively which reﬂect the more contrast of the second signal. This
area is calculated automatically using equation (5.4).
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(a) (b)
(c) (d)
(e) (f)
Figure 5.6: Two 1D signals (a,b) along with closings using a line SE with width of
5 (c,d) and 10 (e,f) pixels.
5.2.5 Uneven illumination correction
As already mentioned, the micrographs obtained by optical microscope are
distorted by uneven illumination. In the previous sub-section, we tried seg-
mentation without uneven illumination correction. However, in this section
we propose a method to compensate the uneven illumination before applying
segmentation.
Compensating for uneven illumination is an old challenge in image process-
ing and diﬀerent methods have been proposed [Soleimani et al., 2012, Leong
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(a) (b)
(c) (d)
Figure 5.7: Two original 1D signals (a,b) and resulting signal of subtraction in
equation (5.4) while the Bn+1 is the line SE with width of 10 pixels and Bn is the
line SE with width of 5 pixels (c,d).
et al., 2003, Aibinu et al., 2007, Xie and Lam, 2005]. If an estimate of the
vignette is available, then the image is divided by the vignette image, or the
vignette is subtracted from it.5
In our previous work [Soleimani et al., 2012], we captured a video of the
changing surface. Then we took the average of many frames as an approxima-
tion of the vignette. However, in this study, we use still images, so estimating
the vignette is not straightforward.
In [Leong et al., 2003], the authors proposed a method with Gaussian
smoothing to ﬁnd an estimate of the vignette based on this assumption that
uneven illumination is a low frequency component of the image. Considering
this fact, here, we propose to apply a high pass ﬁlter on the image to remove
the vignette through wavelet transform.
The proposed method to compensate (or reduce) uneven illumination of an
image is that the input image is decomposed using 'Haar' wavelet to 6 levels
and then all the coeﬃcients in the last approximation band are set to zero.
5The choice of subtraction or division depends on whether the camera response is loga-
rithmic (subtraction) or linear (division). The easier way is to apply both to see which one
produces better results [http://www.reindeergraphics.com/tutorial/part05.html].
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Finally the image is reconstructed6.
5.3 Results
5.3.1 Subjective analysis of abrasion and pitting
The mean opinion scores (MOS) of subjects for abrasion and pitting per image
and per condition are shown in tables 5.1 and 5.2 respectively (the numbers are
rounded to integers). MOSs are plotted in ﬁgures 5.8(a) and (b) for abrasion
and pitting respectively. As can be seen, observers believe that the 10% slip
ratio condition has the maximal amount of abrasion, then the 30% and 20%
conditions respectively. Also we see that the standard deviation of the scores
is at most 5%. Regarding the pitting, the 0% condition is reported to have
the maximal intensity. Interestingly, for unworn condition also 6% pitting is
reported on average.
5.3.2 Image processing techniques without uneven illu-
mination correction
5.3.2.1 Segmentation
To illustrate segmentation methods, one image of an unworn surface and one
image containing abrasion along the segmentation results with a few window
sizes as well as the segmentation result by global thresholding are shown in
ﬁgures 5.9 and 5.10 respectively. As can be seen in ﬁgures 5.9(g) until 5.9(n),
which are segmentation results for window sizes 101× 101 and more, the right
corners of images are black due to vignetting while in ﬁgures 5.9(b) until 5.9(f)
which are for window sizes 51× 51 and less, there are no dark corners. So, the
smaller window sizes are more suitable here. Moreover, using a smaller window
size needs less processing.
5.3.2.2 Granulometry by binary opening for abrasion identiﬁcation
In ﬁgure 5.11, the area (percentages) of scars longer than 46 pixels (using
equation (5.3)) are plotted for diﬀerent window sizes in segmentation while the
width of rectangular SE was 1 pixel and its length was initialized to 1 pixel and
incremented by 5 pixels each time. As can be seen, the curves are overlapping
for window sizes larger than 71× 71. Moreover, the diﬀerence between smaller
window sizes is small. As the values do not change signiﬁcantly with window
size, one can conclude that for abrasion, smaller window sizes in segmentation
are suﬃcient.
The longest detected scar (SE) for widths of w = 1, 2, 3, 4, 5, 10, 15, 20 are
shown in ﬁgure 5.12 for some window sizes in segmentation. As can be seen
the longest detected scars are for w = 1 pixel in all situations. So, if detecting
6Reconstruction means back transforming the image from wavelet transform.
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Table 5.1: MOS (mean opinion score) of abrasion per image and per condition (all
values are in percentage and are rounded to integers).
Unworn 0% 10% 20% 30%
1st pic. 0 0 65 34 55
2nd pic. 1 1 68 40 49
3rd pic. 0 0 71 31 45
Average 0 0 68 35 50
Std 1 0 3 5 5
Table 5.2: MOS (mean opinion scores) of pitting per image and per condition (all
values are in percentage and are rounded to integers).
Unworn 0% 10% 20% 30%
1st pic. 5 35 13 27 19
2nd pic. 6 42 13 17 12
3rd pic. 7 41 7 17 19
Average 6 39 11 20 17
Std 1 4 3 6 4
longer scars is desirable, the width of rectangular SE should be set to one pixel
which we do so here.
Now we can demonstrate why equation (5.3) is needed to calculate the sum
of values of longer SEs. From segmented images without any abrasion (e.g
images in ﬁgure 5.9 which are for an unworn surface) the shorter scars are
visible. So, the decision on whether or not abrasion is present should be made
based on the longer scars. In addition, scars due to abrasion are not in a speciﬁc
length but in a range of lengths. So it is intuitive to consider the sum of area
of relatively longer scars as the measure of abrasion.
The sum in equation (5.3) for SEs larger than 46 pixels (≈ 54µm) was
calculated where the width of SE was ﬁxed to 1 pixel with diﬀerent window
sizes in segmentation. The correlation coeﬃcients between subjective scores
and objective values for several window sizes in segmentation are shown in
table 5.3. As can be seen the correlation coeﬃcients in all situations are high.
The maximum correlation coeﬃcient per image is 0.98 and per condition is 1
which is for window sizes of 9 and 11. By polynomial ﬁtting we reach to the
following linear equation between MOS and objective values (for window size
of 9× 9 in segmentation and SE with width of 1 pixel) per image:
MOS = 3.065 Obj + 1.465. (5.6)
where Obj stands for objective values. It should be mentioned that in calcu-
lating the sum in equation (5.3) other values than 46 pixels (for side of Bn0)
are also possible.
The resulting values for amount of abrasion of 15 test images and 5 condi-
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Figure 5.8: MOS for abrasion and pitting per condition.
tions for window size of 9× 9 and the width of SE of 1 pixel are shown in table
5.4 (the MOS scores are repeated here for easier comparison). The objective
scores per condition are plotted in ﬁgure 5.13.
5.3.2.3 Granulometry by binary opening for pitting identiﬁcation
Regarding the pitting mechanism, we said already that it is recognized by
holes in the images. To illustrate, an image containing pitting along with
segmentation results by local thresholding with diﬀerent window sizes and also
global thresholding are shown in ﬁgure 5.14.
As said before, to be able to use granulometry by opening for pitting iden-
tiﬁcation, the segmented images should be inverted in gray scale to convert
black pixels to white and vice versa. The relevant shape in granulometry for
pitting is square so a square SE is used.
Obviously, segmentation using global thresholding does not work. For ex-
ample looking at segmented images obtained by global thresholding (right col-
umn of ﬁgure 5.1 and ﬁgures 5.9(o), 5.10(o) and 5.14(o)), large holes are cre-
ated on corners due to uneven illumination which are confused with holes due
to pitting. So, we have to apply local thresholding segmentation. It was ap-
plied (with diﬀerent window sizes) to the images and then they were inverted
in gray scale. In this step, the holes are presented by foreground objects. So,
the granulometry by opening can identify the size distribution of holes. The
granulometry by opening using a square SE with sides starting from 1 pixel and
incrementing by 1 pixel was calculated (equation 5.2). Thereafter, the sum in
equation (5.3) was calculated to ﬁnd an estimate of the sum of area of relatively
larger holes. We did it two times: once with SEs with side larger than 5 pixels
(i.e. Bn0 was a square SE with side of 5 pixels) and another time with SEs
with side larger than 20 pixels (i.e. Bn0 was a square SE with side of 20 pixels).
The results for some window sizes in the segmentation stage (including results
based on segmentation by global thresholding) are shown in ﬁgure 5.15. As can
be seen the three images of pitting (images 4, 5 and 6) are not distinguishable
in these curves. It means that even local thresholding is ineﬀective for pitting
identiﬁcation.
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(a) (f) (k)
(b) (g) (l)
(c) (h) (m)
(d) (i) (n)
(e) (j) (o)
Figure 5.9: (a) A test image, (b-o) Segmentation results of (a) using local thresh-
olding with diﬀerent window sizes: (b) 3× 3, (c) 11× 11, (d) 21× 21, (e) 31× 31, (f)
51× 51, (g) 101× 101, (h) 151× 151, (i) 201× 201, (j) 301× 301, (k) 401× 401, (l)
501× 501, (m) 601× 601, (n) 701× 701, (o) global
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(a) (f) (k)
(b) (g) (l)
(c) (h) (m)
(d) (i) (n)
(e) (j) (o)
Figure 5.10: (a) A test image, (b-o) Segmentation results of (a) using local thresh-
olding with diﬀerent window sizes: (b) 3×3, (c) 5×5, (d) 7×7, (e) 9×9, (f) 11×11,
(g) 21 × 21, (h) 31 × 31, (i) 41 × 41, (j) 51 × 51, (k) 101 × 101, (l) 151 × 151, (m)
201× 201, (n) 251× 251, (o) global
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Table 5.3: Correlation per image and per condition between subjective scores of
abrasion and values of equation (5.3) where the width of SE was ﬁxed to 1 pixel and
the sum was calculated for scars longer than 46 pixels.
Window side Correlation
in segmentation per image per condition
(pixel)
3 0.92 0.97
5 0.95 0.99
7 0.97 0.99
9 0.98 1.00
11 0.98 1.00
21 0.97 0.99
31 0.97 0.99
41 0.97 0.99
51 0.96 0.98
61 0.97 0.98
71 0.96 0.98
81 0.96 0.98
91 0.96 0.98
101 0.96 0.98
111 0.96 0.98
121 0.96 0.98
131 0.96 0.98
141 0.96 0.98
151 0.96 0.98
161 0.96 0.98
171 0.96 0.97
181 0.96 0.97
191 0.96 0.97
201 0.96 0.97
global 0.95 0.98
Table 5.4: MOS and objective values of abrasion per image and per condition (all
values are in percentage and are rounded to integer). Objective values parameters:
window size for segmentation: 9 × 9, rectangular SE with width of 1 pixel, sum of
percentages for SEs longer than 46 pixels.
Unworn 0% 10% 20% 30%
Obj. MOS Obj. MOS Obj. MOS Obj. MOS Obj. MOS
Pic. 1 0 0 0 0 24 65 11 34 17 55
Pic. 2 0 1 0 1 18 68 12 40 19 49
Pic. 3 0 0 0 0 20 71 6 31 14 45
Ave. 0 0 0 0 21 68 10 35 17 50
Std. 0 1 0 0 3 3 3 5 2 5
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(c)
Figure 5.11: (a-e) Percentages of scars longer than 46 pixels while the width of
rectangular SE is 1 pixel for diﬀerent window sizes in segmentation: (a) for window
sizes: 3×3, 5×5, 7×7, 9×9, 11×11, (b) for window sizes: 21×21, 31×31, 41×41,
51× 51, 61× 61,(c) for window sizes: 71× 71, 81× 81, 91× 91, 101× 101, 111× 111,
(d) for window sizes: 121 × 121, 131 × 131, 141 × 141, 151 × 151, 161 × 161, (e) for
window sizes: 171× 171, 181× 181, 191× 191, 201× 201 and global thresholding.
5.3.2.4 Granulometry by gray-scale closing for pitting identiﬁcation
One image of unworn surface and one image containing pitting along with
results of their local thresholding with diﬀerent window sizes are shown in
ﬁgures 5.9 and 5.14 respectively. Looking at these ﬁgures, one can deduce the
reason why even the local thresholding segmentation is ineﬀective for pitting
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Figure 5.12: Longest detected scars for diﬀerent width of rectangular SEs versus
some window sizes: (a) 3 × 3, (b) 9 × 9, (c) 21 × 21, (d) 51 × 51, (e) 101 × 101, (f)
global thresholding .
identiﬁcation: holes which are attributes of pitting are also visible in regions
without any pitting (specially in the unworn surface). So by applying local
thresholding, signiﬁcant holes are detected even in pitting-free regions. By
closely inspecting the images without any pitting (like image in ﬁgure 5.1(a)
which is for an unworn surface) and a surface containing pitting (ﬁgure 5.1(b)),
one can see that the brightness of white regions of surface containing pitting
is more than that of pitting-free surface. In other words, the contrast (or
diﬀerence of pixel values) between holes and bright parts are more when the
image contains pitting. To use this property, granulometry by gray-scale closing
is an option (equation (5.4)). It means that no segmentation is performed and
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Figure 5.13: Objective curve per condition for abrasion while the window size in
segmentation was 9× 9 and width of rectangular SE was 1 pixel.
Table 5.5: Correlation of objective and subjective values for pitting while objective
values are calculated using formula (5.4)
Side of Bn
25 50 75 100 125 150 175 200 225 250
in pixels
Correlation
0.64 0.83 0.92 0.89 0.80 0.72 0.56 0.61 -0.03 0.02
per image
Correlation
0.69 0.91 0.97 0.95 0.85 0.78 0.64 0.76 -0.02 0.02
per condition
granulometry is applied directly to the original gray-scale images. In calculating
granulometry, we should decide about the shape of SE and the step of the
incrementation.
For pitting identiﬁcation a square structuring element was chosen because
the holes are not in a speciﬁc direction. The side of initial SE was set to 25
pixels while it was incremented by 25 pixels each time. The values of equation
(5.4) for Bn+1s with sides of 50, 75, 100, 125 and 150 pixels
7 are plotted in
ﬁgure 5.16 (MOS values for pitting are repeated here for easy comparison).
As can be seen, in all these cases except side of 150 pixels, the three images
containing pitting (images 4, 5 and 6) are separated well from other images.
The correlation coeﬃcients of objective and subjective values per image and per
condition are depicted in table 5.5. As can be seen the correlation coeﬃcients
for Bn+1s with sides of 75 and 100 are higher than others.
The objective values calculated by gray-scale granulometry for Bn+1 with
side of 75 pixels and Bn with side of 50 pixels along with the MOS scores of
pitting are shown in table 5.6. These objective values per condition are plotted
7As the incrementing step was 25 pixels, the side of Bns were 25, 50, 75,100 and 125 pixels
respectively.
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(a) (f) (k)
(b) (g) (l)
(c) (h) (m)
(d) (i) (n)
(e) (j) (o)
Figure 5.14: (a) A test image, (b-o) Segmentation results of (a) using local thresh-
olding with eﬀerent window sizes: (b) 3× 3, (c) 11× 11, (d) 21× 21, (e) 31× 31, (f)
51× 51, (g) 101× 101, (h) 151× 151, (i) 201× 201, (j) 301× 301, (k) 401× 401, (l)
501× 501, (m) 601× 601, (n) 701× 701, (o) global
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Figure 5.15: (a,b): Percentages of square holes with sides larger than 5 pixels while
the initial side of square SE was 1 pixel and incrementation was 1 pixel for diﬀerent
window sizes in segmentation: (a) for window sizes: 3×3, 11×11, 51×51, 101×101,
201×201, (b) 401×401, 501×501, 601×601, 701×701 and global thresholding. (c,d):
Percentages of square holes with sides larger than 20 pixels while the initial side of
square SE was 1 pixel and incrementation was 1 pixel for diﬀerent window sizes in
segmentation: (c) for window sizes: 3× 3, 11× 11, 51× 51, 101× 101, 201× 201, (d)
401× 401, 501× 501, 601× 601, 701× 701 and global thresholding.
in ﬁgure 5.17. As can be seen in this ﬁgure, the 0% condition (pitting) has
been separated well from other conditions.
It is possible to normalize the objective values as in equation (5.5). How-
ever, this diminishes the distance between values of pitting and other conditions
(specially with unworn surface). The correlation of subjective values and nor-
malized objective values per image and per condition for diﬀerent size of square
SE are shown in table 5.7. As can be seen in most cases, the correlation coef-
ﬁcients are reduced in comparison with coeﬃcients in table 5.5. Also, we see
that the correlation coeﬃcient is maximal for Bn+1 with side of 100 pixels.
The curves for ﬁve SE sizes (along with MOS values) after normalization are
shown in ﬁgure 5.18. In these curves also it is clear that the diﬀerences between
objective values of pitting and unworn surface are small. Objective values per
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Table 5.6: MOS and objective values of pitting per image and per condition. Ob-
jective values are for pattern spectrum by gray-scale closing and square SE with side
of 75 pixels minus 50 pixels (with steps of 25 pixel).
Unworn 0% 10% 20% 30%
Obj. MOS Obj. MOS Obj. MOS Obj. MOS Obj. MOS
1st pic. 6.5E6 5 1.1E7 35 7.0E6 13 7.9E6 27 8.1E6 19
2nd pic. 6.5E6 6 1.1E7 42 6.2E6 13 8.1E6 17 8.6E6 12
3rd pic. 6.3E6 7 1.3E7 41 5.9E6 7 7.2E6 17 8.0E6 19
Ave. 6.4E6 6 1.2E7 39 6.3E6 11 7.7E6 20 8.2E6 17
Std 9.6E4 1 1.2E6 4 5.9E5 3 4.9E5 6 3.6E5 4
Table 5.7: Correlation of objective and subjective values for pitting while objective
values are calculated using equation (5.5).
Side of Bn
25 50 75 100 125 150 175
200 225 250
in pixels
Correlation 0.38 0.72 0.82 0.87 0.73 0.68 0.44 0.51 -0.23 -0.16
per image
Correlation 0.46 0.97 0.86 0.96 0.83 0.72 0.47 0.67 -0.28 -0.24
per condition
condition using normalized granulometry by gray-scale closing (equation (5.5))
for Bn+1 with side of 100 pixels and Bn with side of 75 pixels are shown in
ﬁgure 5.19.
5.3.3 Uneven illumination correction
The ﬁve original images are shown on the left column of ﬁgure 5.20 and resulting
images after uneven illumination compensation are shown on the middle column
of that ﬁgure. The global thresholding segmentation of compensated images
are shown on the right column of that ﬁgure. As can be seen, although the
compensation is not ideal, the segmentation results seem good because the
black corners due to vignetting are disappeared comparing to images in right
column of ﬁgure 5.1.
5.3.3.1 Abrasion
After segmentation, for abrasion identiﬁcation, binary granulometry by opening
(equation 5.2) was performed while the SE was a rectangle with ﬁxed width
of 1 pixel and its length was initialized to one pixel and was incremented by 5
pixels. Then the equation (5.3) was calculated for SEs longer than 46 pixels.
The resulting curve for abrasion is shown in ﬁgure 5.21(a). The correlation
between objective and subjective values per image was 0.96 and per condition
was 0.99. So, this method works well for abrasion identiﬁcation.
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By polynomial ﬁtting we reach to the following linear equation between
MOS and Obj values per image:
MOS = 1.722 Obj − 4.193 (5.7)
5.3.3.2 Pitting
To quantify pitting using compensated images, ﬁrst the segmented images were
inverted in gray scale and then granulometry by opening using a square SE was
performed. Afterwards, the sum of pattern spectrum values for SEs with side
larger than 20 pixels and also the sum for SEs with sides between 1 and 5
pixels were calculated. The sum of SEs larger than 20 pixels does not work as
the correlation of these values and MOS per image and per condition are -0.05
and -0.1 respectively. The correlation between MOS for pitting and the sum
of SEs with sides between 1 and 5 pixels per image and per condition are 0.41
and 0.48 respectively. These values per condition are shown in ﬁgure 5.21(b).
Although these correlations are small, from curve in ﬁgure 5.21(b), it is clear
that three images containing pitting (images 4, 5 and 6) have larger values in
comparison with other conditions.
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(b)
Figure 5.16: Granulometry by gray scale closing when the SE was a square with
increment of 25 pixels: (a) for square SEs with sides: 50, 75 and 100 pixels, (b) for
square SEs with sides: 125, 150 and MOS for pitting.
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Figure 5.17: Objective values per condition for pitting using granulometry by gray-
scale closing while the pattern spectrum was calculated for Bn+1 with side of 75 pixels
and Bn with side of 50 pixels.
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Bn+1: square with side of 125 pixels
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(b)
Figure 5.18: Normalized granulometry by gray scale closing when the SE was a
square with increment of 25 pixels: (a) for square SEs with sides: 50, 75 and 100
pixels, (b) for square SEs with sides: 125, 150 and MOS for pitting.
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Figure 5.19: Objective values per condition for pitting using granulometry by gray-
scale closing (equation (5.5)) for Bn+1 with side of 100 pixels and Bn with side of 75
pixels.
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(a) (f) (k)
(b) (g) (l)
(c) (h) (m)
(d) (i) (n)
(e) (j) (o)
Figure 5.20: left column: original images, middle column: Results of compensating
uneven illumination using wavelet transform with 'Haar' wavelet. Decomposition was
performed in 6 levels and then the approximation band was set to zero and ﬁnally the
image was reconstructed. right column: Global thresholding segmentation of images
in the middle column.
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Figure 5.21: (a) Objective values per condition for abrasion using compensation
of uneven illumination and global thresholding and width of rectangular SE is 1
pixel. (b) Objective values per condition for pitting using compensation of uneven
illumination and global thresholding with sum of values for square SE with side
between 1 and 5 pixels.
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5.4 Discussion
As it is seen, the abrasion mechanism identiﬁcation using image processing
techniques is easier because, it is detectable with local and global thresholding
segmentation applied to original images without any compensation of uneven
illumination. We saw that the best correlation with subjective scores happened
for local thresholding segmentation with window size of 9×9 while other smaller
window sizes also worked well. In addition, we applied a method to compen-
sate for uneven illumination before performing global thresholding which also
worked well for abrasion identiﬁcation.
As can be seen from the curves for abrasion in ﬁgures 5.8(a) and 5.13(b), the
subjective and objective scores from maximum to minimum are for 10%, 30%,
20%, 0% slip ratios and unworn specimen respectively. From the perspective
of wear mechanism it is expected to have proportionality between the slip
ratio and the severity of abrasion. However, the polymer surface has dynamic
behavior due to its transfer layer, so the dependency on the severity in abrasion
can be over-ruled.
Regarding pitting, the identiﬁcation is more diﬃcult because the features
(darker regions) which represent pitting are also visible in images of pitting-free
surfaces. It is evidenced by the fact that even the subjects reported some pitting
(6% in average) in unworn images (table 5.2). To cope with this challenge, we
used an extra feature in images containing pitting which is increased contrast
in comparison to unworn images. A suitable method to quantify more contrast
of holes in image processing is granulometry by gray-scale closing. This method
could separate three images containing pitting from other conditions.
We also saw that the global segmentation on corrected uneven illumination
can successfully segregate pitting mechanism (curve in ﬁgure 5.21(b)).
A point that can help pitting identiﬁcation is that when abrasion mechanism
is dominant, we can conclude that there is no pitting or little pitting. So, for
pitting identiﬁcation, one can ﬁrst apply abrasion identiﬁcation. Then the
pitting mechanism is checked for images without considerable abrasion.
The ﬁnal point worth to mention is that all proposed methods measure
the severity of the pitting and abrasion relatively. In other words, a threshold
should be speciﬁed in each case. One solution is taking a lot of images of each
type of specimens with diﬀerent imaging conditions, specifying the relevant
threshold in each case by comparing with images of unworn surface and ﬁnally
training a classiﬁcation system (like a neural network system). The input of the
system, in addition to some images of the under study specimen, should be the
type of the specimen, the magniﬁcation level (or used objective in the micro-
scope), the used camera, the amount of the light (and/or illumination source),
exposure time and some images of the unworn surface of using specimen. The
system then can be used to measure the severity of mechanisms. This system
will be a complete system when other possible mechanisms such as cracks, ﬁber
damage, back transfer and delamination are also taken into account. For ex-
ample when back transfer takes place in a specimen, it is a disturbing factor
for analyzing other mechanisms, because some separated materials are adhered
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to the surface which cover the features of pitting and abrasion partially (or
sometimes completely). However, this challenge can be tackled by studying
several images instead of just one image of the surface (which we did so here).
5.5 Conclusions and future work
In this chapter, we explored the possibility of using image processing techniques
for wear analysis as a replacement for subjective evaluations while the micro-
graphs were obtained using a conventional optical microscope. Based on the
results, the following conclusions can be drawn:
 Micro-pitting is the dominant mechanism in pure rolling of polymer-metal
tribo-pairs.
 Abrasion is evident as a consequence of partial sliding occurring due to
the ploughing/cutting of soft polymer by hard steel asperity.
 The severity of abrasion and micro-pitting can be measured between
diﬀerent images (when they are dominant) based on image processing
techniques. These objective results agree well with mean opinion scores
(MOS) of observers.
 It is possible to compare images from diﬀerent regions to detect and iden-
tify the abrasion and micro-pitting when they are the dominant mecha-
nisms.
For future work, the proposed methods need to be tested with more specimens,
with diﬀerent magniﬁcation and in diﬀerent conditions of imaging (like chang-
ing illumination). Also applying these methods to application surfaces reveals
its applicability. However, we should keep in mind that these methods would
require some adaptations based on diﬀerent conditions.
Another future work is studying more mechanisms like transfer layer depo-
sition, plastic ﬂow, strain whitening, pulverization of ﬁbers and back transfer
of polymer.
Additionally, this can lead to a classiﬁcation system which should be trained
with images of diﬀerent specimen types and diﬀerent imaging conditions (like
illumination, camera, magniﬁcation). Then it can be used to classify and mea-
sure the severity of diﬀerent mechanisms.
From this chapter a paper has been published in journal of wear [Soleimani
et al., 2014].
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6
Conclusions and proposed
future works
The main goal of this dissertation was wear analysis using computer vision.
This study was performed by:
 Studying at the micro level instead of at the macro level using normal
optical microscopy
 Studying online, instead of oine or semi-online monitoring
 Studying wear mechanisms in addition to wear rate
To achieve the above aims, diﬀerent image processing techniques were em-
ployed:
 Blur/sharpness estimation
 Registration and stitching
 Uneven illumination correction
 Segmentation through local and global thresholding
 Granulometry by binary opening
 Granulometry by gray-scale closing
A new no-reference blur estimation method using multi-scale quadrature ﬁlters
has been proposed. The experiments showed that this method is a promising
replacement for existing multi-scale blur estimation methods which use just one
linear ﬁlter. This method may be improved by introducing more singularity
models. Also, embedding noise in the edge models is interesting.
Change detection of a polymer disc using blur/sharpness estimation meth-
ods was studied while the images were obtained online through a combination
of a microscope and a high speed camera. After registering and stitching the
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images, diﬀerent blur/sharpness methods were applied to the images. The re-
sults showed that some blur/sharpness estimation methods could detect the
changes in diameter of the specimen of the order of 1µm in conducted exper-
iment. The registered and stitched images can be used in future for further
wear analysis.
Regarding the wear mechanisms analysis, we studied identiﬁcation of two
mechanisms using computer vision: abrasion and micro-pits. Studying other
mechanisms is needed to complete the initial stage of a complete system for wear
mechanisms analysis. An important prerequisite is to deﬁne the mechanisms
from an image processing point of view as it seems there is no concrete deﬁnition
in literature. In other words, we should start from an expert knowledge of
mechanisms of the damage.
In wear mechanism analysis, segmentation through global and local thresh-
olding was applied. Exploring other sophisticated segmentation methods is
proposed for further research. The segmentation methods should consider the
two challenges of using optical microscopy which are uneven illumination and
partial blurring.
For abrasion identiﬁcation, we limited ourselves to horizontal scars in the
images (direction of movement). So, relaxing this constraint is an open prob-
lem.
Moreover, trying diﬀerent magniﬁcation levels in the microscope, diﬀerent
specimens and diﬀerent illumination conditions are required to develop a com-
plete wear classiﬁcation system.
For pitting identiﬁcation, granulometry by gray-scale closing was used. Al-
though the results were acceptable, there is still room to improve the perfor-
mance. However, producing diﬀerent levels of pitting is a challenge from view
point of mechanical engineering. If specimens with diﬀerent levels of pitting
can be produced (provided that be meaningful in tribology), it is easier to make
a connection between subjective and objective scores.
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