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Motivation
Recent financial crises in south-east Asia, Russia, or Brazil have heightened concerns about a speedy liberalization of capital flows. 2 The emerging market economies of central and eastern Europe are a group of countries for which policy lessons seem particularly urgent. Not only have these economies opened up for foreign capital fairly recently and have attracted quite substantial amounts of foreign finance, successfully completing the process of EU accession also requires the abolition of remaining restrictions to the free flow of capital.
Among the most advanced reform states, Slovenia is the country which has taken the most restrictive stance vis-à-vis foreign capital. Slovenia has restricted capital inflows in 1995 and has adjusted the foreign exchange law several times since then. Policy makers have followed the example of Chile by imposing an unremunerated reserve requirement (URR) on financial credits in order to deal with increasing capital inflows. Chile introduced the measure already in 1991.
However, it lowered the reserve requirement drastically in 1998, and also Slovenia set the rate to zero in January 1999. The policy stance chosen by Slovenia is in contrast to the relatively speedy progress towards capital account convertibility that countries such as the Czech Republic or Estonia have made.
The aim of this paper is to assess Slovenia's experience with the URR. Section 2 describes the system of capital account restrictions and compares it to the strategies of other EU accession states. Section 3 briefly reviews the theoretical and empirical literature on capital controls. Section 4 presents stylized facts of Slovenia's macroeconomic development in the past. Evidence from other advanced reform states (Czech Republic, Estonia, Hungary, and Poland) which are, as Slovenia, included in the first round of EU candidates, is presented as a _______________ 2 See, for instance, Eichengreen et al. (1998) and Fischer et al. (1998). benchmark. Section 5 presents an analysis of the effectiveness of Slovenia's capital controls.
To our knowledge, this is the first study to deal with the Slovene case. Overall, we find that the Slovene URR has not been effective in reducing total inflows of foreign capital. Hence, the gain in monetary autonomy has been limited. While the overall structure of capital inflows has not differed decidedly from other transition economies, Slovenia has raised relatively less short-term bank credit from abroad. Moreover, there are indications that the volatility of exchange rates has declined after the imposition of controls while the volatility of capital flows has increased. Hence, the controls have been unsuccessful in shielding the Slovene economy from recent increases in the volatility of financial markets. By and large, these results confirm the findings of earlier studies which found limited and at best short-lived effects of capital controls.
Institutional Background
Since the demise of the communist regime in the late 1980s, under which the transition economies of central and eastern Europe were virtually closed off from the private international capital market, progress in capital account liberalization has advanced quite far in the countries under review. Generally, a gradual reform sequence has been chosen: current account convertibility was established relatively soon but capital flows have remained more tightly regulated. 3 _______________ 3 See also Table A1 in the Appendix as well as Backé (1996) and Buch et al. (1999) for surveys of the current and capital account restrictions in the Visegrad countries and in Slovenia.
External Convertibility
Slovenia had, after the declaration of independence in June 1991, a gross domestic product (GDP) per capita that exceeded those of other central and eastern European transition economies, and the country was relatively open with regard to foreign trade. Slovenia conducted about 30 percent of Yugoslavia's total exports in 1990 and accounted for nearly 25 percent of total imports. This roughly corresponds to Slovenia's share in former Yugoslovia's GDP (as of 1993) . In 1990, the main trade partners were countries of the EU; 40 percent of Slovene exports went to Germany and Italy (OECD 1997) .
Capital flows were not very high in the first year after independence. One reason was the unstable political situation in neighboring countries. In 1993, capital inflows started to rise, and increased from 229 to 810 million US-dollar or the equivalent of 2.3 percent of GDP up until 1995. 4 The formerly positive current account turned into a small deficit in 1995. Large interventions in the foreign exchange market were carried out by the central bank. And, being a small open economy, Slovenia became particularly vulnerable to swings in capital flows. Therefore, in February 1995, the Bank of Slovenia (BOS) imposed controls on capital inflows that contained a registration requirement for foreign direct investments (FDI), special "custody accounts" at licensed banks for portfolio investments, and an URR for financial credits. The purchase of land or real estate is not allowed for foreigners.
The URR for financial credits aims particularly at discouraging short-term capital inflows. Starting in February 1995, 40 percent of every financial credit from abroad had to be put in a non-interest bearing account at the BOS for the period of two years if the financial credit had a maturity of up to seven years. For Table 1 for macroeconomic developments in the accession states. longer maturities, the deposit requirement was only 10 percent. This regime is similar to the URR Chile has introduced in 1991. 5 Although being designed in the spirit of Tobin's proposal to throw "some sand in the wheels of excessively efficient international money markets" (Tobin 1978: 154f.) , URRs of the Slovene (or Chilean) type do not qualify as pure Tobin taxes. This is because they are not levied on all capital accounts items and because they are not imposed multilaterally. But clearly the Slovene capital controls "punish" short-term capital flows more severely than long-term flows, when one takes the annualized foregone interest rate into account. In January 1999, the BOS set the URR to zero, signaling that more foreign credits would be desired. 6 As the system has not been abandoned entirely, the BOS in principle has the option to raise the reserve requirement on short notice.
Slovenia's integration strategy differs from the policies which other EU accession states have pursued. Although there has been a tendency to retain restrictions in particular on short-term capital flows as well as the option to resort to emergency measures in times of severe balance of payments problems, the other accession states have been more liberal with regard to capital (in)flows. The most liberal regime has been pursued by Estonia where full capital account convertibility was introduced in May 1994. Common features of the Czech, Hungarian, and the Polish foreign exchange laws are a more liberal regime on FDI than on other capital account transactions as well as less restrictions on capital inflows than on outflows. FDI, with the exception of specified sectors such as banking, has been liberalized. Inward portfolio investment in bonds and equity is generally permitted but the placement of domestic securities abroad usually requires a permission. Mid-and long-term financial credits have been _______________ 5 In June 1991 Chile adopted an URR on foreign credits. Until 1998, when the reserve requirement was drastically lowered, capital controls were gradually extended. See Valdés-Prieto and Soto (1998). 6 See Bank of Slovenia (1999). liberalized throughout the region; Czech residents can also borrow short-term funds from abroad.
Exchange Rate Policies
Typically, transition economies have chosen the exchange rate as a nominal anchor for their stabilization policies. While Poland (in 1991) and Hungary (in early 1995) have moved to a crawling peg regime, Estonia has followed the most restrictive policy of the countries under study since it has tied its currency to the D-mark (euro) under a currency board regime. The Czech National Bank maintained a fixed parity to the D-mark until May 1997 when a speculative attack forced it to abandon the peg. Since then, it has followed a strategy of dirty floating.
Slovenia was the first country of former Yugoslavia that reached monetary independence. It has likewise chosen a strategy of dirty floating with the D-mark (euro) serving as a reference currency, however this was not explicitly
announced. Yet, actual exchange rate developments show a much smoother evolution of the tolar-D-mark exchange rate as compared to the tolar-US-dollar rate (Graph 1). Since 1993, the rate of depreciation of the tolar has been below the rates observed for Hungary or Poland but above corresponding values for the Czech Republic or Estonia.
The primary objectives of the BOS are exchange rate and price stability by intermediate monetary targeting. 7 The choice of a dirty floating exchange rate system was based on considerations that Slovenia was strongly export-oriented and that an overvalued fixed exchange rate could harm the reform process.
Furthermore, the fact that Slovenia had just after independence almost no foreign _______________ 7 From 1991 to 1996, the monetary target was M1. In 1997, the BOS has switched to an M3-target (Lavrac and Stanovnik 1997: 154 
Previous Evidence on Capital Controls
After recent experiences of volatile financial markets, weaknesses in the international financial architecture have been discussed increasingly. 10 The question has been raised whether (temporary) capital controls should be used to stem against surges of capital flows. Reserve requirements in the spirit of Tobin's _______________ member countries that were member of the OECD before the adoption of the Code. See Quirk and Evans (1995) . The Czech Republic, Hungary and Poland are already members of the OECD, Estonia and Slovenia have not yet joined.
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For details see European Commission (1998). 10 See Roubini (1999) as well as Eichengreen (1999). original proposal which particularly raise the costs of short-term financial flows have become popular. Chile (1991 ( ), Spain (1987 ( -1991 , Colombia (since 1993 ), and Slovenia (1995 are examples of such restrictions. In reviewing the theoretical and empirical literature, our intuition is to show which macroeconomic variables are the target of policy makers and how one can measure, empirically, the influence of capital controls on these macroeconomic variables. The effectiveness of capital controls is subject to controversy, and we argue that capital controls are only desirable if they influence policy targets in the appropriate way, otherwise there is a risk that the economy moves from a secondbest to a third-best equilibrium.
The first-best equilibrium in a world with fully efficient capital markets is free capital mobility. If there exist distortions, e.g. imperfect information, moral hazard problems, lack of credibility, or weak banking systems, temporary capital controls can be welfare improving until the distortions have been removed. In the case of transition economies, 11 three main motivations for capital controls and can be identified.
First, countries that pursue a fixed exchange rate system aim at gaining some monetary autonomy that allows to drive a (small) wedge between domestic and foreign interest rates. Although a higher domestic interest rate would attract more capital inflows, with the restriction in place, the appreciation of the exchange rate is dampened. The macroeconomic variables affected are the (real) exchange rate, the interest rate differential, and the volume of net capital inflows. When testing for the effectiveness of capital controls, one has to be aware that controls might be circumvented. Actors on financial markets are very innovative and profit from possible arbitrage opportunities. This argument is supported by the observation _______________ 11 This is also true for emerging market economies opening their financial marktes. For developing countries there are more motivations identified, e.g. the retention of domestic savings. See Dooley (1996) for details.
that capital controls usually need to be tightened continuously. Therefore, it is also interesting to establish for how long the effects of capital controls last.
Second, prudential motivations may lead to the introduction of capital controls.
The aim is to discourage short-term external borrowing. In the case of URRs, it is intended to change the structure of capital inflows in favor of longer-term capital, and in particular equity financing. The main rationale for this change in the structure of capital flows towards longer-term instruments is that long-term capital flows are deemed to be less volatile than short-term flows and that longterm investment are considered to be financed optimally via long-term funds. 12 At the same time, however, the reduction of short-term capital flows effectively discriminates small-and mid-sized domestic borrowers who tend to lack access to alternative sources of funds (Valdés-Prieto and Soto 1998).
Third, transactions taxes can reduce the volatility of nominal (and real)
exchange rates which ensues from domestic money supply shocks (Buch et al. 1998 ). Yet, the implementation of a transactions tax by itself is an exogenous shock which pushes the economy to a new steady state. The new steady state is characterized by a depreciated domestic currency and a higher domestic price level. Moreover, sluggish price adjustment on the commodity market relative to the financial market causes a temporary overshooting of the exchange rate compared to the new long-run equilibrium level. The implementation of a transactions tax on cross-border capital flows thus by itself induces fluctuations of the exchange rate.
As regards the empirical evidence, most work on URRs has been done for Chile. Laurens and Cardoso (1998) Moreover, we present data from other transition economies as a control group.
Stylized Facts
Prima facie, the imposition of capital controls seems not to have affected economic development of Slovenia to a significantly (negative) degree. Table 1 compares selected macroeconomic indicators for the countries under review.
_______________ 15 See Cardoso and Goldfajn (1998) who refer to the reverse causality from capital flows to controls through a government reaction function. Source: IMF (1999b), Commerzbank (1999) , national sources, own calculations.
Although growth of Slovene GDP slowed down after 1994, rates were still comparable to those of the Czech Republic or Hungary. In 1998, economic growth of Slovenia reached 2.3 percent, lagging somewhat behind Estonia, Hungary, or Poland while outperforming the Czech Republic, which was still recovering from its financial and economic crisis of 1997.
Slovene consumer price inflation dropped to single digit levels in 1995 and reached 7.9 percent in 1998. Of the accession states, only the Czech Republic disinflated more rapidly, taking the backstroke in 1997 as an exception. Apart from low budget deficits, similar to the values observed in the Czech Republic or Estonia, the strict monetary policy has been a major factor behind the successful process of disinflation. The BOS had to carry out massive sterilized and nonsterilized interventions to respond to large capital inflows. The interventions were needed continuously, causing serious problems for monetary policy. 16 As, in addition, the BOS was becoming increasingly concerned about problems that might arise when capital enters into a weak banking system, the URR on financial credits was introduced in 1995. In 1998, capital inflows witnessed a conspicuous turn-around as even a minor net outflow of capital was registered. This turn-around was caused by a substantial reduction in FDI and inward portfolio investment, on the one hand, and by lower holdings of foreign assets within the category "other investments", on the other hand. 17
Effectiveness of Capital Controls
The previous section has suggested that the Slovene URR has not necessarily affected the level of overall capital inflows. This section presents more evidence on the effectiveness of Slovene capital controls. We look at the structure of capital flows, the volatility of capital flows and of exchange rates, the degree of market integration, and the degree of autonomy of the monetary authorities.
Structure of Capital Flows
Capital controls are expected not only to affect the magnitude of capital flows but also their structure. In particular, the Slovene capital account regime has been designed to discourage inflows of (short-term) financial credits as well as inflows of portfolio capital. When comparing the structure of gross capital flows in the accession states ( Source: IMF (1999a IMF ( , 1999b , NBP (1998), national sources, own calculations. particular in the early reform years, been covered separately in the statistics.
Second, as Hungary and Poland have rescheduled and repaid substantial amounts
of foreign loans in the 1990s, data on their gross inflows are biased.
Nevertheless, the data show that since the introduction of the capital controls, the share of FDI in Slovenia's capital inflows has declined somewhat. It has, overall, been roughly in line with the values observed in the Czech Republic but below those of Estonia. Portfolio investment inflows into Slovenia were higher, in contrast, than in these two countries. The share of inflows of financial credits was lower than in the Czech Republic but similar to that of Estonia. Like in these two countries, the foreign debt to GDP ratio of Slovenia has increased during the transition period (see also Table 1 ). In summary, it is thus not evident that the capital controls have had the intended effect of tilting the structure of capital flows towards FDI. Foreign liabilities comprise liabilities vis-à-vis banks in the BIS reporting area only (maturity < 1 year). -a) June.
Source: BIS (1994 BIS ( , 1998 Even if the Slovene capital controls might not have altered the overall structure of capital inflows, they could yet have been successful in changing inflows of financial credits towards longer-term instruments. Whereas for the region as a whole the share of short-term credits in total foreign loans increased quite considerably between 1994 and 1998, the reverse was indeed true for Slovenia (Table 3) . At least since the end of 1994, there has been a decidedly different trend than in the rest of the accession states. In mid-1998, short-term credits accounted for only 18.5 percent of the total, which was less than half of the values observed in the rest of eastern Europe, in Asia, or in Latin America. On this count, the Slovene capital controls have indeed been a success.
Impact on Volatility
The previous section has shown that, in the case of Slovenia, the URR seems to When comparing the volatility of capital flows for Slovenia to the other accession states, little evidence for the intended impact of the controls can be found (Table 4) . Hereby, we measure volatility as the standard deviation of quarterly capital flows for the years 1992-1998. The sample is split into two periods (1992:1-1994:4 and 1995:1-1998:3) to capture the impact of the controls.
We consider data for Slovenia, the Czech Republic, and Estonia only because data for Hungary and Poland are distorted by the debt repayment and rescheduling that has taken place during the 1990s. Moreover, portfolio investments are excluded because of missing observations. With the exception of Czech FDI flows and Estonian portfolio investment flows, the hypothesis that the time series under review are normally distributed could not be rejected on the basis of the Jarque-Bera test. Hence, we could rely on standard f-and T-tests to tests for the equality of the mean and of the variance of capital flows in the two periods. 0.02** OI = other investment. PI = portfolio investment. Results of t-and F-tests, respectively, on equality in means and variance. *(**, ***) = significant at the 10 (5, 1)-percent level.
Source: IMF (1999b), authors' calculations.
As regards the volume of capital flows, inflows of foreign direct investments into all three countries have increased significantly in the second period. For other investments, in contrast, no significant difference between the two sub-sample is found at the conventional levels of significance for the Czech Republic and Slovenia. This could be taken as weak evidence for the hypothesis that the Slovene capital controls have not affected the volume of financial credits.
Moreover, the capital controls seem not to have been effective in isolating Slovenia from an increase in the volatility of capital flows that has affected all countries and almost all capital account items.
It could be argued that while there has been a general increase in the volatility of capital flows, the magnitude of this increase might have been smaller in Slovenia than in the other countries. In order to check this hypothesis, the standard deviation of capital flows needs to be normalized by relating it to the mean of the underlying time series. Calculating these coefficients of variations for gross inflows of other investments (i.e. financial credits) shows a decline between the two periods from 1.89 to 1.54 for Slovenia. For the Czech Republic, the coefficient of variation increased from 0.41 to 0.79 while for Estonia a decline from 1.15 to 0.74 was observed. Hence, these observations fail to support the hypothesis that the decline in volatility has been greater in relative terms for Slovenia: the coefficient of variation has been higher than in the other two countries throughout, and a similar decline as in Estonia has taken place.
While the volatility of capital flows seems to have increased in the second period, the opposite holds true for the volatility of real and nominal exchange rates. Table 5 uses the monthly changes of exchange rates (at an annual rate) as a measure for exchange rate volatility. In order to look at samples of equal length, we have considered data until the end of 1997 only. In contrast to the capital flow data, the hypothesis that the exchange rate series under review are normally distributed had to be rejected. Consequently, we use the Mann-Whitney U-test to test for the equality in the median of the time series in the two sub-periods. Only in those cases where we cannot reject the hypothesis that the median is the same in the two periods, the Siegel-Tukey test on equality of variance is used as well. 18 Table 5 shows that, for Slovenia, the volatility of nominal exchange rates _______________ 18 The Mann-Whitney U-test and the the Siegel-Tukey test are similar to a Wilcoxon signedrank test, which is not based on the assumption that the underlying time series are normally distributed. Yet, the Siegel-Tukey test is computed under the assumption that the median of the time series is the same. For a discussion of the power of these tests and their underlying assumptions see, for instance, Schlittgen (1990: pp. 332 ) and the EViews User Guide. has declined in the second period. 19 However, only for the US-dollar did this decline transmit also into a significant decline in the volatility of the real exchange rate.
When interpreting the decline in exchange rate volatility, three caveats should be borne in mind. First, because no explanatory variables have been controlled for, one should be cautious in attributing the decline in volatility to the URR alone. It is, for example, conceivable, that exchange rates in general have become less volatile during the second period. At least for the case of Hungary, a picture similar as for Slovenia is found. For Estonia and Poland, however, exchange rate volatility has not changed significantly while it has even increased for the Czech Republic. Second, monetary policy has an impact on exchange rate volatility. If the monetary authorities react to changes in capital flows by intervening in the market in order to keep the exchange rate stable, one would observe a stabilization of exchange rates which is independent of the capital control regime.
Hence, the fact that the Slovene monetary authorities have implicitly targeted the D-mark exchange rate might have had an dampening effect on the volatility of exchange rates. Third, the results are sensitive to one-time events which are unrelated to the capital control regime. The increase in volatility in the Czech Republic, for instance, clearly reflects the impact of the currency crisis of 1997.
For Slovenia, exchange rates have been very volatile at the beginning of the period under review. If some of the resulting extreme values are eliminated from the sample, the result that volatility has declined is lost.
_______________
19 Because of the failure to find evidence for equality of the median for the two periods as well as for a normal distribution of the individual time series, we do not report the results of tests on the equality of the variance. Yet, with the exception of the Siegel-Tukey test, standard tests rejected the hypothesis that the variance in the nominal D-mark rate has been the same in the two periods.
Integration of Financial Markets
In integrated markets, returns on financial assets should be correlated. Arbitrage between markets ensures that return differentials are eliminated, and changes in fundamentals affect returns at home and abroad. Hence, the co-movement of returns can be taken as evidence for integration. More specifically, the cointegration between interest rates and stock market indices has been used to assess the degree of integration of markets (Artis and Zhang 1998 , Bordo et al. 1998 , Chou et al. 1994 , Linne 1998 . Hence, failure to find cointegration could be interpreted as a lack of integration because of, for instance, the presence of capital controls.
At the same time, it has been argued that the presence of a cointegration relationship implies the rejection of asset pricing models based on serially uncorrelated excess returns. Hence, cointegration would imply inefficiency of markets (Richards 1995) . However, as Dwyer and Wallace (1992) show, there is no general equivalence between cointegration and the presence of arbitrage opportunities. 20 Moreover, a significant long-run cointegration relationship between two variables does imply predictability only if the direction of causality is uniquely determined. Finally, a stable long-run relationship between two variables cannot be taken as evidence for a stability of the short-run relationship. Table 6 reports the results of testing for cointegration between Slovene and German (US) financial market variables. The following equation has been estimated: As regards interest rates, Buch and Döpke (1999) found evidence for a positive relationship between Slovene and German short-term interest rates. However, no such relationship was found for US interest rates. When entering the capital control dummy, also the evidence for a cointegration relationship between
Slovene and German interest rates weakens considerably. Also, key assumptions underlying the validity of the error-correction estimates (normal distribution of the residuals, non-stationarity of the domestic interest rate series) are not met. In summary then, we fail to find a statistically significant and robust impact of the URR on the cointegration between Slovene and foreign interest rates.
Autonomy of Monetary Policy
Finally, URRs can have an impact on the autonomy of the monetary authorities by affecting the effectiveness of sterilization policies. Such evidence, in turn, can be obtained through estimates of offset coefficients which measure the fraction of domestic credit expansion reversed by central bank foreign reserve losses (Obstfeld 1982: 46) . Offset coefficients can be estimated from reduced form equations which relate changes in central bank net foreign assets (NFA ) to _______________ 22 In a discussion, it has been pointed out by David Moore that the period during which the URR has been in effect has also been the period when less profitable firms have been privatized. This might have led to a downward shift in the stock index unrelated to the URR.
changes in net domestic assets (NDA ) and other explanatory variables (X ) such as income and the expected return on foreign assets (Schadler et al. 1993; Frankel and Okungwu 1995): 23 (2)
If the offset coefficient α is equal to -1, offset is complete, i.e., an increase in domestic credit does not increase money supply. It automatically leaks through the capital account, and foreign exchange reserves are reduced. Under flexible exchange rates, the effect would of course be on the exchange rate rather than the capital account -the offset coefficient would be zero.
Conceptually, there are two problems with the estimation of reduced-form equations. First, net domestic assets of the central bank are not exogenous if the central bank follows a sterilization policy. OLS estimates of α are therefore biased towards -1 (Roubini 1988) . Second, equation (1) can be derived from a structural model which takes the reaction function of the central bank into account (Cumby and Obstfeld 1981, Roubini 1988 ). Yet, there is a trade-off between the accuracy gained by estimating components of the offset coefficients separately, on the one hand, and the possible errors through mis-specification of the structural equations, on the other hand. Hence, we have confine our analysis to the estimation of reduced-form offset equations in which we test for the exogeneity of domestic assets. We have follow Schadler et al. (1993) in approximating the return on foreign financial assets by foreign interest rate only.
When estimating equation (2) in the form of an error-correction model, 24 we have found some weak evidence for a cointegration relationship between the _______________ 23 A related approach is to measure the offset coefficient by estimating the capital account response to a change in domestic credit (Obstfeld 1982) . 24 The non-stationarity of the underlying time series has been tested with an Augmented Dickey-Fuller test. The series under review are all non-stationary at the 1 percent critical value. Results are not reported, but are available from the authors upon request.
monetary authorities' net foreign assets, on the one hand, and their net foreign assets, real GDP, and German interest rates, on the other hand. Moreover, the estimated offset coefficient was statistically insignificant from 1. This could be taken as evidence for a high degree of capital mobility and a low degree of autonomy of the BOS. The capital control dummy entered with a positive sign, implying that net foreign assets have increased after the imposition of the URR.
Yet, these results have not been robust against changes in the specification of the equation, and should thus be interpreted with extreme caution.
Summary
Being a small economy on the fringe of the center of Europe, Slovenia oftentimes slips the attention of outside observers. Yet, not least because of the relative unique strategy the country has followed in opening up for foreign capital, greater attention is warranted. Similar to Chile in the 1990s, Slovenia has introduced an URR on financial credits in 1995, and lowered the reserve rate to zero recently.
Hence, the case of Slovenia provides potentially interesting evidence with respect to the effectiveness and the effects of Tobin-type taxes on (short-term) capital flows. Because of the comparatively weak underlying database, not all measures presented in this paper point into the same direction and not all of the results are clear-cut. Yet, a few conclusions can be drawn.
First, the URR seems not to have been overly effective in reducing overall inflows of foreign capital. Rather, net inflows of capital relative to GDP have increased continuously between 1993 and 1997. In an effort to prevent an appreciation of the tolar, the BOS has sterilized these capital inflows, and reserves have been accumulated. The gain in monetary autonomy has therefore been limited.
Second, while the overall structure of capital inflows has not differed decidedly from other transition economies such as the Czech Republic or Estonia, Slovenia has raised much less short-term bank credit from abroad. This could be taken as a direct effect of the high costs that the reserve requirement has imposed on shortterm financial credits.
Third, concerning the volatility of capital flows and exchange rates, two opposing results are found. While the volatility of exchange rates has tended to decline after the controls had been imposed, this has not been the case for the volatility of capital flows. This presumably reflects the fact that the BOS has intervened into the foreign exchange market to smoothen out the impact of volatile capital flows on the exchange rate. 25 Although one should be cautious in attributing changes in volatility to the imposition of the capital controls alone, the results indicate that the controls have been unsuccessful in shielding the Slovene economy from an increase in the volatility of financial flows that has hit the region in the recent past. The fact that stock returns in Slovenia were found to be cointegrated with stock returns in Germany or in the US also shows the close links between financial markets that exist. Moreover, it is interesting to stress that despite the decline in the share of short-term credit, the volatility of capital flows has not decreased.
Overall, our analysis supports the results of earlier studies which found relatively limited and short-lived effects of capital controls. Although we have not attempted to measure the overall welfare implications of the Slovene capital controls, this would lead us to conclude that the recent de facto abolition of the URR has not harmed the Slovene economy to a significant degree. Rather, dropping the controls entirely might have the beneficial effect of signaling _______________ 25 A similar effect is found for Chile. See Laurens and Cardoso (1998) .
(foreign) investors the willingness to pursue reforms in the future and to fully commit to the requirements of EU and OECD membership.
