Abstract. The truncated SPIKE algorithm is a parallel solver for linear systems which are banded and strictly diagonally dominant by rows. There are machines for which the current implementation of the algorithm is faster and scales better than the corresponding solver in ScaLAPACK (PDDBTRF/PDDBTRS). In this paper we prove that the SPIKE matrix is strictly diagonally dominant by rows with a degree no less than the original matrix. We establish tight upper bounds on the decay rate of the spikes as well as the truncation error. We analyze the error of the method and present the results of some numerical experiments which show that the accuracy of the truncated SPIKE algorithm is comparable to LAPACK and ScaLAPACK.
Introduction. A matrix
The truncated SPIKE algorithm is a parallel solver for linear systems which are banded and strictly diagonally dominant by rows. Polizzi and Sameh demonstrated [10] , [11] that there are parallel machines for which the algorithm is faster and scales better than the algorithm which is implemented in ScaLAPACK (PDDB-TRF/PDDBTRS) [1] . We present the algorithm in section 2 and prove certain key properties of the truncated SPIKE algorithm in section 3. We analyze the error in section 4. We present the results of some experiments which supplement our theoretical analysis, and we compare the accuracy of the truncated SPIKE algorithm and ScaLAPACK in section 5.
The SPIKE algorithms are designed to solve banded systems on a parallel machine. The basic idea was introduced by Sameh and Kuck [12] who considered the tridiagonal case and Chen, Kuck, and Sameh [2] who studied the triangular case. Lawrie and Sameh [8] applied the algorithm to the symmetric positive definite systems, while Dongarra and Sameh [4] considered the strictly diagonally dominant case. Variations of the SPIKE algorithms for tridiagonal systems were introduced by Sun, Zhang, and Ni [13] , who also analyzed the truncation error for tridiagonal systems which are evenly diagonally dominant. The truncation error for tridiagonal Toeplitz systems, which are also strictly diagonally dominant, as well as symmetric or skew symmetric was considered by Sun [14] . Another variation of the SPIKE algorithm for strictly diagonally dominant systems was studied by Larriba-Pey, Jorba, and Navarro [7] . Polizzi and Sameh have extended the SPIKE algorithms to the general banded case, and they developed the SPIKE package.
If A is nonsingular and diagonally dominant by rows, then the diagonal entries are nonzero and the dominance factor [5] is defined as follows:
If > 0, then the degree of diagonal dominance d is given by
The degree of diagonal dominance is central to the analysis of the truncated SPIKE algorithm.
The algorithm. Consider the nonsingular linear system
where A is a n by n banded matrix which is strictly diagonally dominant by rows. We assume that the number of superdiagonals k is equal to the number of subdiagonals and that the matrix is narrow banded, i.e., k n. Let p denote the number of processors. We assume for simplicity that p divides n. Let the system be partitioned into the block diagonal form shown below The matrix D is nonsingular because A is strictly diagonally dominant. If we premultiply both sides of (2.1) by D −1 , we obtain a system Sx = g of the form (2.2)
. .
.
It is from these narrow block columns or spikes extending from the main diagonal that the algorithm has derived its name. We will frequently refer to the V i as the superdiagonal spikes and to the W i as the subdiagonal spikes, and call the matrix S the SPIKE matrix.
Observe that the union of the k equations above and the k equations below the p − 1 partition lines forms an independent subsystem of order 2k(p − 1). We shall refer to this system as the "reduced" system and write Rx r = g r . It has the form
. . .
where
, and
, and g r,i = g
The subscript r is an abbreviation of the word "reduced". Dongarra and Sameh [4] noted that the reduced system is strictly diagonally dominant by rows and solved the reduced system using a parallel implementation of the Jacobi iteration. In Theorem 3.3 we show that the reduced system is strictly diagonally dominant by rows with a degree no less than the original matrix.
Once the reduced system has been solved
, where x 0 , x p+1 , W 1 , and V p are undefined and should be taken to zero in this equation.
If the calculations are carried out using exact arithmetic, then z is the solution of Ax = f . In general the reduced system is block tridiagonal. However, Polizzi and Sameh [10] noted that the off diagonal blocks are often negligible and can be dropped, yielding a truncated reduced system T x tr = g r , which is block diagonal,
The subscript tr is an abbreviation of the words "truncated" and "reduced". In Theorem 3.8 we establish a tight upper bound on the size of the off diagonal blocks in terms of the degree of diagonal dominance of the original matrix and the size of the partitions. Polizzi and Sameh [10] showed that it is possible to compute the truncated reduced system without assembling the entire SPIKE system. Let A denote one of the diagonal blocks and consider the problem of computing the bottom V (b) of the corresponding spike V, given by
where B is a k by k dense matrix. It is not important here that B is lower triangular. We can exploit the remaining structure as follows. Let A = LU be the LU factorization of A. Partition L and Y conformally with the right-hand side, 
Since U is upper triangular we can compute
it is possible to extract the top of the subdiagonal spikes without computing the entire spike.
Polizzi and Sameh [10] found experimentally that it is faster to extract the truncated reduced system using the LU/UL combinations than it is to compute the entire SPIKE matrix using the LU factorizations only. This is true on machines where arithmetic operations require much less time than memory references. The UL/LU strategy has greater data locality: computing the spikes is a BLAS2 operation, whereas computing the LU/UL factorizations is a BLAS3 operation.
The original equation is equivalent to (2.6)
p+1 , C 1 , and B p are undefined and should be taken to zero in this equation.
These observations led to the truncated SPIKE algorithm by Polizzi and Sameh [10] . The algorithm consist of four stages.
Stage 1. Processor i computes the LU/UL factorizations
A i = L i U i and A i = U i L i , i = 1, 2, . . . p.
Stage 2. Processor i solves
Processor i solves one block of the truncated reduced system, specifically
using Gaussian elimination without pivoting. 
p+1 , C 1 , and B p are undefined and should be taken to zero in this equation. The vector y is an approximation of the solution to Ax = f .
3.
The matrices S, R, and T . In this section we prove that the matrices S, R, and T in (2.2), (2.3), and (2.4) are strictly diagonally dominant by rows with degree no less than A, and we establish an upper bound on their condition number. The degree of diagonal dominance is defined by (1.3) . We bound the truncation error, i.e., the difference between R and T , and show that all our bounds are tight.
The general estimates for the decay rates of the inverse of a banded matrix discovered by Demko, Moss, and Smith [3] are not suitable in our situation because it is necessary to exploit the relationship between the matrices and the right-hand sides which determine the spikes, in order to obtain estimates which are tight.
Lemma 3.1. Let n ≤ m and let A be any n by m matrix which is strictly diagonally dominant by rows with degree d > 1. Let A = LU be the LU factorization which is obtained by applying Gaussian elimination without pivoting to A. Then U is strictly diagonally dominant by rows with degree no less than d.
Proof. Gaussian elimination produces a chain of matrices A (j) , where the first j − 1 columns of A (j) are lower triangular, A = A (1) and A (n) = U . Due to the recursive nature of Gaussian elimination, it suffices to consider the transition from
We must show the following equalities
the previous inequality implies
Corollary 3.2. Let A be an n by n matrix, and let F be an n by m matrix. If the matrix A, F is strictly diagonally dominant by rows with degree d > 1, then the matrix I, A −1 F is strictly diagonally dominant by rows with degree no less than d.
Proof. We use Gaussian elimination without pivoting to reduce the n by n + m matrix A, F to upper triangular form, U = [u ij ]. By Lemma 3.1, U is diagonally dominant by rows with degree no less than d, and using back substitution we have a formula for the entries g ij of the n by m matrix G = A −1 F , namely,
We will prove that Ω = {0, 1, . . . n − 1}. First, 0 ∈ Ω because U is strictly diagonally dominant by rows with degree no less than d, and if {0, 1, 2, .
which implies t ∈ Ω. Therefore Ω = {0, 1, 2 . . . n − 1} and the proof is complete. 
Then the matrices S, R, and T are strictly diagonally dominant by rows with degree no less than d, specifically
with equality possible. The condition numbers share a common bound, namely
with the possibility of
Proof. If S is strictly diagonally dominant by rows, then it is clear that T and R are strictly diagonally dominant by rows and d(S) ≤ d(R) ≤ d(T ). By applying Lemma 3.2 to the matrices A i , F i where
we see that S is strictly diagonally dominant by rows with degree no less than d. Since S ii = 1, we have S − I ∞ ≤ < 1 which allows us to treat S as a small perturbation of the identity matrix and estimate
and similarly for R and T .
It remains to be seen that our bounds are tight. To this end we consider a special case of the original problem, (2.1), where the diagonal blocks satisfy A i = I μ and the off-diagonal blocks are given by
where J k is the k by k antidiagonal identity matrix, and ∈ (0, 1). The matrix A is diagonally dominant by rows with degree d = −1 . The upper and the lower bandwidths are equal to k. The main block diagonal is equal to the identity matrix, which implies A = S. The reduced system is block diagonal which implies T = R. It follows that 
We now study the truncation error, i.e., R − T ∞ . Let A denote one of the diagonal blocks of A, and let V be the corresponding superdiagonal spike given by (2.5). We are especially interested in the size of the elements at the top of the spike, i.e., the submatrix V (t) , which is given by
There is no loss of generality in limiting the analysis to the first diagonal block, rather there is a slight notational advantage, because the numbering of the elements of A and A coincide. We will use μ to denote the size of the first diagonal block.
We begin by estimating the size of the elements located in the bottom of V; i.e., the submatrix V (b) given by
Lemma 3.4. Let A be strictly diagonally dominant by rows with degree
Reduce the first μ by n block row to upper triangular form U . Since Gaussian elimination without pivoting preserves the upper bandwidth and does not decrease the degree of diagonal dominance, we have the following set of inequalities
Our goal is to show that
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To this end we define the set Ω ⊆ {0, 1, 2, . . . , k − 1} by
We wish to show that t ∈ Ω. By back substitution we find that
and
We continue with the following lemma which relates the size of the elements in a specific row of V to the infinity norm of the k by k submatrix which lies directly below the row.
Lemma 3.
Let μ denote the dimension of the diagonal block A and let
Proof. We have
for the appropriate k by k matrix B. We use Gaussian elimination without pivoting to reduce the matrix
to upper triangular form U = [u ij ]. By Lemma 3.2 U is strictly diagonally dominant by rows with degree no less than d. Since the original matrix A was banded and no pivoting was applied, it follows that u ij = 0 for all i and j such that j > μ and i ≥ μ − k. It follows by back substitution that
and since U is strictly diagonally dominant by rows with degree no less than d, we have
which completes the proof.
The following corollary is an immediate consequence. Corollary 3.6. Let V and V be two k by k submatrices of the superdiagonal spike V, such that V lies directly on top of V . Then
This corollary establishes a chain of inequalities leading from the bottom to the top of the spike which together with Lemma 3.4 implies the following theorem. 
Is this estimate for the decay rate of the spikes tight or not? Let ∈ (0, 1) and consider the upper triangular matrix A given by a ii = 1, a ij = for i = j − k, and a ij = 0 in all other cases. Now consider a partition of a certain size μ. Write μ = qk + r, where q = μ/k , and the remainder r satisfies 0 ≤ r < k. If r > 0, then by back substitution we find that the corresponding spike is given by
In short, if we limit ourselves to matrices A which are strictly diagonally dominant by rows with degree d and upper bandwidth k, then the estimate given in Theorem 3.7 is tight. The following theorem is an immediate consequence of Theorem 3.7. Theorem 3.8. Let A be a n by n narrow banded matrix with upper and lower bandwidth k, and strictly diagonally dominant by rows with degree d. Then the truncation error satisfies
where q i = μ i /k , and μ i is the size of the ith partition.
A better bound exists in the special case in which A is a tridiagonal, evenly diagonally dominant matrix [13] , or when A is a tridiagonal Toeplitz matrix, which is also strictly diagonally dominant, as well as symmetric or skew symmetric [14] . Now, consider for the sake of simplicity, the case when the partitions have the same size μ. Then Theorem 3.8 reduces to the statement
where q = μ/k . Let S T denote the matrix obtained by eliminating the tips of the spikes from the spike matrix S. Then the reduced system matrix for S T is equal to T . The truncation error effectively replaces A with the matrix A T = DS T , for which we have
We see that the effect of the truncation is to introduce a normwise relative backward error which is bounded by d −q . We have already seen that the estimate of Theorem 3.8 is tight, but which matrices exhibit the slowest possible decay rate? We can answer this question for tridiagonal matrices.
be a finite sequence, such that a i = 0, and
If the vector
exhibits the smallest possible decay rate, i.e., if
. . , n and |b
Proof. Mikkelsen [9] gives a direct proof.
Error analysis.
In this section we do an error analysis of the truncated SPIKE algorithm. We begin by deriving a few results on Gaussian elimination for systems which are strictly diagonally dominant by rows with degree d > 1.
We assume that the original problem has been scaled by rows such that a ii = 1. Such a scaling preserves the degree of diagonal dominance, and allows us to estimate
Let u denote the unit roundoff error on the machine, and following Higham [6] , we define If U is diagonally dominant by rows, then by Lemma 8.8 [6] (4.2)
This estimate is tight. However, if A is strictly diagonally dominant by rows with degree d > 1, then we may be able to improve upon it. By Theorem 3.1 U is strictly diagonally dominant by rows with degree no less than d. Write U = DV , where D is the main diagonal of U , then
which allows us to estimate
It is important to realize that neither (4.2) nor (4.3) need apply to the computed LU factorization, because, whileLÛ is the exact LU factorization of the matrix A + ΔA, this matrix need not be diagonally dominant! However, sinceL → L, andÛ → U as u → 0, then A + ΔA will be strictly diagonally dominant by rows with degree close to d, for u sufficiently small, and then we may estimate
In the following we assume that we may estimate
Now, what can be said about the solutionX to the equation AX = F where X and F have m columns? We have
where the perturbations ΔA j depend on j, but share a common bound which is independent of j. Now, if the unit roundoff error is sufficiently small, specifically if
then I + A −1 ΔA j and I + ΔA j A −1 are both invertible and we may writê
from which it follows immediately that
The two operators, E 1 and E 2 , share a common bound, namely,
where α is defined by (4.4). It follows that
Stage 1 Each matrix A i has dimension μ and is strictly diagonally dominant by rows. The computed LU factorization satisfies
when the unit roundoff error u is sufficiently small. We have the same type of estimate for the computed U L factorizations. Stage 2 In the truncated SPIKE algorithm, we do not compute the entire SPIKE matrix but stop substituting as soon as the truncated reduced system matrix has been computed. However, in order to estimate the error, it is convenient to consider the computation of the entire SPIKE matrix S.
By applying (4.5) repeatedly to the individual block rows we find
The extra factor of 2 is introduced because we have to treat the superdiagonal and the subdiagonal spikes separately. Similarly we find for the computation of the modified right-hand side that
It is clear that sinceT − T is a submatrix ofŜ − S we have
Stage 3 By Theorem 3.8 the truncated reduced system is a good approximation of the reduced system if d is not too close to 1 and if the partitions are not too small. By Theorem 3.3 the truncated reduced system is strictly diagonally dominant by rows with a degree no less than the original system. It consists of p−1 independent systems which are of dimension 2k. By Theorem 9.3 [6] it follows that if Gaussian elimination runs to completion, then the computed solutionx tr of the computed truncated reduced systemT x tr =ĝ r satisfies
whereL tÛt is the computed LU factorization of the computed truncated reduced system matrixT . It follows that
provided the unit round off error is so small that
Stage 4
Adjusting the original right-hand side, i.e., computing
i+1 , introduces a small forward error. Notice that C i affects only the top of f i and B i affects only the bottom of f i . The componentwise relative forward error is no more than In short, if d is not too close to 1 and if the partitions are not too small, then the errors at every stage of the algorithm are small. We found that the simplest way to evaluate the overall error was to calculate the residual and estimate
which turned out to be fairly effective as long as d is not too close to 1.
Numerical experiments.
We ran experiments to verify the main results of this paper as well as compare the accuracy of the truncated SPIKE algorithm with the algorithm implemented in ScaLAPACK.
5.1.
The matrices S, R, and T . We wanted to verify that the degree of diagonal dominance of the SPIKE matrix S was no less than that of the original matrix A. We selected two sequences of matrices with (n, k u , k l ) = (10 6 , 5, 5):
. . , 100. We selected p = 8 partitions and a uniform block size of 1.25·10 5 . We explicitly computed the entire SPIKE matrix S and the excess S − I ∞ for each of these 200 matrices, from which we determined the degree of diagonal dominance as d(S) = 1/ S − I ∞ . Our results are displayed in Figure 5 .1. We found that not only is the degree of diagonal dominance preserved, i.e., d(S) ≥ d(A), but there can be a substantial increase in diagonal dominance as well.
We extracted the truncated reduced system matrix T from each of the 200 matrices and computed the condition number in the infinity norm by explicitly inverting T and calculating T −1 ∞ . We then plotted the condition number of T as a function of the degree of diagonal dominance of A. The results are displayed in Figure 5 .2. The theoretical upper bound is given by
is the degree of diagonal dominance of A. We found that the truncated reduced system was even better conditioned than expected.
We wanted to investigate the size of the truncation error as a function of the degree of diagonal dominance of the original matrix A and the number of partitions p. We selected a tridiagonal Toeplitz matrix with n = 5 · 10 5 and 1.01 on the main diagonal and 0.5 on the off-diagonal elements. We choose p = 500j, for j = 1, 2, . . . , 10 and computed the truncation error explicitly. The theoretical upper bound is given by 
The error analysis.
We wanted to verify the bounds presented in section 4. We constructed matrices which were diagonally dominant by rows with different degrees and ran them through our implementation of the truncated SPIKE algorithm. The matrices all had (n, k l , k u ) = (10 6 , 10, 10) with every diagonal entry equal to 1. The nonzero, off-diagonal entries where positive and constant for each matrix, such that the degree of diagonal dominance varied from 1.1 for the first matrix to 2.0 for the last matrix, with steps of 0.1. The right-hand side side was generated from the solution which was selected as x = (1, 1, . . . , 1) T . Our results are listed as Table 5.1  and Table 5 .2. The bounds were computed as follows:
1. The modified right-hand side, 2. The SPIKE matrix,
3. The computed truncated reduced system,
4. The overall error,
We see that the modified right-hand side g is computed with a small residual and that the bound becomes increasingly accurate as d becomes larger. The SPIKE matrix is computed with a very small residual and the bound is between 10 3 and 10 5 times too large. The computed reduced system is solved with a very small residual and the bound is between 10 2 and 10 3 times larger. Finally we see that using the residual to estimate the error is very reliable, leading to estimates that are accurate within one order of magnitude.
Comparisons with ScaLAPACK.
We began by comparing the errors in the truncated SPIKE algorithm to ScaLAPACK (PDDBTRF/PDDBTRS) for four Every diagonal entry was 1 and all other entries within the band were 10 −2 . The righthand side was constructed from the solution which was selected as (1, 2, . . . , n) T . The number of partitions were 2, 4, 8, 16, 24, 32, 48, 64, 128, and 256. The calculations were carried out in IEEE double precision arithmetic. We measured the 2-norm of the absolute error. Our results are displayed in Table 5 .3. In our experiments ScaLA-PACK did slightly better than the truncated SPIKE algorithm, but the difference between the two algorithms decreased, as the problems became larger. We would like to draw attention to the case of p = 256. In this case ScaLAPACK cannot be applied to the first matrix where n = 20,000, because the matrix is too small and the bandwidth is large compared to the number of partitions, and the routine issues the appropriate error message. The truncated SPIKE algorithm had a large error for the first and the third matrix. This is due to the fact that the infinity norm of the truncation error was very large: for the first matrix it was 1.62 · 10 −12 , while for the third matrix it was 1.52·10 −7 . In all other cases we found that the infinity norm of the truncation error was either less than machine or much smaller than the unit round off error u. The experiments with p = 256 emphasize the fact that the truncated SPIKE algorithm should not be applied to problems where the partitions are either too small or where the diagonal blocks are not diagonally dominant enough. The first matrix is diagonally dominant with degree d = 5, and for p = 256 the dimension of the smallest partition was 78. In this case Theorem 3.7 gives an upper bound for the infinity norm of the truncations error of 5 −7 ≈ 1.28 · 10 −5 . In other words, we knew in advance that the result might not be accurate. Theorem 3.7 does not apply to the third matrix, which is not strictly diagonally dominant.
We found nine matrices that were diagonally dominant at Matrix Market. They were all quite small, with dimensions no larger than 5000. We extracted narrow banded matrices from these matrices by choosing k = 0.01n . We ran the examples through LAPACK (DGBTRF/DGBTRS), ScaLAPACK (PDDBTRF/PDDBTRS), our own implementation of the truncated SPIKE algorithm, as well as the SPIKE package itself (TU0). The matrices were scaled such that the main diagonals were 1 and the right-hand side was generated from the solution which was selected as x = (1, 1, . . . , 1) T . We measured the 2-norm of the absolute error. Our results are listed in Table 5.4 and Table 5 .5. We found no substantial difference in the accuracy of the four different routines.
Conclusion.
We have shown that the SPIKE matrix is diagonally dominant by rows with a degree no less than that of the original matrix. We have derived a tight upper bound on the truncation error for the general case. We showed that the error committed at each stage is small, and we found that our bounds are probably pessimistic. We compared the truncated SPIKE algorithm to the corresponding algorithm in ScaLAPACK (PDDBTRF/PDDBTRS) and found no substantial difference between the accuracy of the two methods. The advantage of the truncated SPIKE algorithm is that if the matrix is diagonally dominant by rows with degree d > 1 and the partitions are sufficiently large, then the reduced system is essentially block diagonal and can be solved with a constant amount of communication, with all but one processor contributing equally to the solution of the reduced system. In ScaLAPACK (PDDTRS) the reduced system is solved recursively with the number of active processors being cut in half at each iteration.
