The Kriging method is an interpolation scheme that can be used for modeling deterministic computer analyses as the realization of a stochastic process. The technique has been recognized as an alternative to the traditional Response Surface method in generating approximation models of computationally expensive CFD analyses. This is due to its ability to interpolate sample data and to model a function with multiple local extrema. To fully exploit the advantage of the Kriging method, however, a large number of sample data points should be spread out to fill the design space. This can be very costly and even impractical in high-dimensional design optimization. In this work, the Cokriging method, an extension of Kriging, which can incorporate secondary information such as values of gradients in addition to primary function values of the sample points has been utilized for constructing approximation models in a realistic design optimization process. This approach improves on the accuracy and efficiency of using the Kriging method for highdimensional design problems. Provided that gradient information is available through inexpensive algorithms such as the adjoint method, Cokriging significantly reduces the large computational cost needed for the original Kriging method to accurately capture multiple local extrema of the unknown response function within a relatively large design space. After validating the feasibility of the Cokriging method using simple one-and two-dimensional analytic functions, the approach is applied to the aerodynamic design of a supersonic business jet. The results of these 2-and 5-variable test design problems indicate that great improvements on the efficiency and applicability of the Kriging method in high-dimensional design optimization problems can be achieved. 
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Introduction
T HE optimization of aerospace systems is an iterative process that requires computational models embodied in complex and expensive analysis software. This paradigm is well exemplified by the field of Multidisciplinary Design Optimization (MDO) which attempts to exploit the synergism of mutually interacting disciplines in order to improve the performance of a given design, while increasing the level of confidence that the designer places on the outcome of the design itself. MDO methods greatly increase the computational burden and complexity of the design process.
1, 2 For this reason, high-fidelity analysis software typically used in single discipline designs may not be suitable for direct use in MDO.
3 Faced with these problems, the alternative of using approximation models of the actual analysis software has received increased attention in recent years. A second advantage of using approximation models during the optimization process is that they can be used with optimization algorithms which do not rely on the computation of sensitivity derivatives.
One of the most common methods for building an approximate model is the response surface method (RSM) in which a polynomial function of varying order (usually a quadratic function) is fitted to a number of sample data points using least squares regression. This method has achieved popularity since it provides an explicit functional representation of the sampled data, and is both computationally inexpensive to run and easy to use. However, response surface models have several key limitations: their accuracy is only guaranteed within a small trust region, and, by design, they are unable to predict multiple extrema. In addition, these methods were originally developed to model data resulting from physical experiments which had a random error distribution. Since the nature of computer experiments is such that random errors are not present (a bias is much more common), the use of these methods for modeling deterministic data has resulted in serious debate within the statistical community.
4 In order to overcome these problems, Sacks, et al.
5 proposed an interpolation modeling technique, known as the Kriging method, developed in the fields of spatial statistics and geostatistics, in order to approximate the results of deterministic computer analyses. The Kriging method is different from the RSM since the interpolation of the sampled data is carried out using a maximum likelihood estimation procedure, 6 which allows for the capturing of multiple local extrema. However, the Kriging method has higher computational cost and is harder to implement. In addition, it does not provide an explicit model function. The Kriging method also suffers from accuracy limitations which are a function of the method used for the selection of the sample points and the total number of these points.
To fully exploit the advantage of capturing multiple local extrema of the unknown response function using a Kriging model, a large number of sample data points should be spread out to fill the design space. This sampling process can be very costly and even impractical in high-dimensional design optimization. In contrast, the Cokriging method is an extension of the Kriging method, which incorporates secondary information such as gradients in addition to primary function values when generating approximation models for unknown functions. Provided that gradient information is available through inexpensive algorithms such as the adjoint method, the Cokriging method can utilize this relatively cheap gradient information in lieu of the computationally expensive functional evaluations (CFD analyses in our case). The approach can approximate the original function with a much smaller number of samples, without significantly sacrificing the accuracy of the approximation; therefore, the method significantly reduces the large computational cost needed for the original Kriging method to accurately capture multiple local extrema of the unknown response function within a relatively large design space.
In this paper, and after an initial validation of the Cokriging method was conducted using simple oneand two-dimensional analytic functions, the technique was applied to a test case of the aerodynamic design of a low boom supersonic business jet. A threedimensional Euler flow solver and an automatic mesh generation capability were used in the aerodynamic design of a supersonic business jet using a variety of geometric design parameters. This study identifies the efficiency, applicability, and limitations of the proposed method within a typical MDO process.
Overview of Kriging Method
Original Kriging Method
The Kriging technique uses a two component model that can be expressed mathematically as
where f (x) represents a global model and Z(x) is the realization of a stationary Gaussian random function that creates a localized deviation from the global model. 7 f (x) can be considered to be an underlying constant, β , 6 and then equation (1) becomes
which is used in this paper. The estimated model of equation (2) is given aŝ
where y is the column vector of response data and f is a column vector of length n s which is filled with ones. R in equation (3) is the correlation matrix which can be obtained by computing R(x i , x j ), the correlation function between any two sampled data points. This correlation function is specified by the user. In this work, the authors use a Gaussian exponential correlation function of the form provided by Giunta, et al.
The correlation vector between x and the sampled data points is expressed as
The value forβ is estimated using the generalized least squares method aŝ
Since R is a function of the unknown variable θ,β is also a function of θ. Once θ is obtained, equation (3) is completely defined. The value of θ is obtained by maximizing the following function over the interval
This requires the solution of a k-dimensional unconstrained non-linear optimization problem, which can be reduced to a one-dimensional problem by assuming the same correlation parameter for each component of the sample points. Thus, equation (4) can be simplified as
Direct Cokriging Method
The Kriging method estimates are derived using only the values of a single sample function. However, it is always possible that there may be additional information available at the sample points. These additional variable such as function gradients are usually cross-correlated with the primary variable and thus contain useful information about the primary variable. The Cokriging method can estimate the unknown primary function of interest more effectively by utilizing these secondary function values.
8 In this study, the Cokriging method which exploits gradient information at the sample points as the additional information was investigated.
For the original Kriging method, the covariance matrix of Z(x) is defined as
where R is the correlation matrix and R x i , x j is the correlation function given by equation (4). The correlation matrix R c and the correlation vector r c for the Cokriging method are evaluated not only using function values at the sample point, but also with their gradient. Then, the covariance of the Cokriging method can be modified as follows
Accordingly, the Cokriging model can be obtained by modifying equation (2) to yield
where
∂x2 , ...
where f c contains n s ones and n s × k zeros. The reader is referred to Ref 5, 7, 8 for more details on the development of the Kriging and Cokriging techniques.
Indirect Cokriging
Another way to include gradient information in the Kriging method is to estimate additional function values using the gradients available in a close neighborhood of the sample point. In this approach, the original Kriging formulation can be used with an increased number of sample data located in the proximity of the original sample points. These additional function values serve as if they were gradients because they tend to have strong correlations with the original sample points given the close distances to each other. The authors have given this approach the name Indirect Cokriging only to distinguish it from the Cokriging (Direct Cokriging) method which uses the gradient information directly. Both of these approaches are used in the results presented in this paper.
Test Problem : Supersonic Business Jet(SBJ) Design
The design problem in question involves the drag minimization of a supersonic business jet wing-body configuration at a specified lift coefficient. The aircraft geometry and flow conditions were parameterized with a total of 22 potential design variables.
For the initial test case, two geometric design variables were chosen so that the actual objective function and the approximation function modeled by the Cokriging method could be graphically compared and validated. The selection of the wing location along the fuselage and the fuselage radius at the mid-section of the fuselage as design variables produced a wellshaped objective function (C D ) having multiple local extrema. This design space was used as a realistic test function for the visualization of Cokriging models. The test problem was extended to 5 design variables to investigate the Cokriging method further in a slightly more realistic design case: we have been using 8-10 design variable test cases for the design of low-boom supersonic aircraft configurations. The chosen design variables represent the following geometric parameters:
x 1 = wing sweep angle at quarter chord line x 2 = wing aspect ratio x 3 = wing position along fuselage x 4 = fuselage radius at 0.5 × fuselage length x 5 = fuselage radius at 0.6 × fuselage length Figure 1 shows their graphical interpretation. The airfoil shape for all wing stations was selected as a simple biconvex airfoil of varying thickness. Once the design variables were selected, an automatic mesh generation procedure that was able to handle the geometry variations imposed by the changes in the design variables was utilized to automatically create different sets of meshes needed for the CFD calculations. The three-dimensional Euler solver, FLO87, developed by Jameson 9, 10 was used to calculate aerodynamic coefficients at sample design points chosen by incrementing each variable from its baseline value using a design of experiments approach. The free-stream flow conditions were fixed at M ∞ = 1.5 and the coefficient of lift, based on the wing planform area, was fixed at C L = 0.1. Kriging and Cokriging models were built using drag output data from the Euler solver, and were incorporated into a nonlinear optimization process using Matlab's fminsearch to perform realistic design optimization calculations.
Design Tools

Grid Generator
A grid generator called CH-GRID developed by Reuther et al. was used for mesh generation for supersonic business jet wing-body configurations. CH-GRID is a stand-alone form of the C-H type grid generator for the adjoint-based, single-block wing-body design code, SYN87-SB. Figure 2 shows a typical wingbody mesh. A geometry generation engine was constructed for this work so that the input geometry for CH-GRID could be easily created using an input file that only contains the values of the design variables described above.
Flow Solver
The CFD flow solver must meet fundamental requirements of accuracy, efficiency, robustness, and fast convergence to be used in high-dimensional design optimization problems. The accuracy is important because the approximation model accuracy and the improvement predicted by the optimization process using these models can only be as good as the accuracy of the flow analysis itself. Efficiency is also required when the number of design variables increases and the required number of sample evaluations for constructing the approximation models increases accordingly. The robustness of the solver, i.e., its ability to obtain a flow solution for a variety of configuration shapes and flow conditions, is particularly critical for the construction of sample databases for the approximation models, in which large variations of the values of the design variables are permitted. In addition, the benefit of aerodynamic optimization lies in obtaining the last few percentage points in aerodynamic efficiency. In such cases, the solution must be highly converged such that the noise in the figure of merit is well below the level of realizable improvement.
11
Jameson's FLO87 code used in this study easily met all of the previously mentioned criteria. FLO87 solves the steady three-dimensional Euler equations using a modified explicit multistage Runge-Kutta time stepping scheme. FLO87 achieves fast convergence with the aid of multigridding and implicit residual smoothing. Also, a driver program called RS87 was developed to utilize multiprocessor computers for analyzing a number of different configurations simultaneously.
The necessary gradient information needed for the construction of the Cokriging models for this work was obtained using the finite difference method since the preliminary design problems were set up with a relatively small number of design variables. However, the finite difference method results in a very high computational burden in high-dimensional problems since k additional CFD evaluations are needed at each sample point to get directional gradients along k design variables. Therefore, the use of gradient information based on finite differencing to replace function evaluations does not result in improvements in computational performance. However, recently developed adjoint-based methods 12 can be used to compute gradient information of systems governed by PDEs with low computational cost. For the example of a 7-dimensional problem, the complete gradient information at a given design point can be obtained with the equivalent of two function evaluations (one for the flow solution and the other for the adjoint calculation), whereas the finite difference approach requires 8 or N+1 (N being the number of design variables) function evaluations. At a given design point, a flow solver together with an adjoint method provides one function value and seven gradients in the direction of each design variable with the cost of only two function evaluations. Six flow calculations can be saved with the use of these seven gradients when constructing a Cokriging model. The main advantage of using the Cokriging method is to alleviate the high computational burden of constructing the original Kriging models for high-dimensional problems by using the gradient information calculated through a relatively inexpensive method instead of using function values. Details of the adjoint methodology have been previously published in the literature and are mathematically involved. The reader is referred to 11, 13, 14 for more details.
Optimization Procedure
Drag minimization of wing-body configurations was performed using the fminsearch function in Matlab. fminsearch is a unconstrained optimization routine based on the Nelder Mead direct search method with line searches that uses only function values. The bounds for the values of the design variables were imposed by adding a quadratic penalty to the objective function. The routine worked fairly well for the test design problems mentioned above. The optimization problem can then be written as
subject to
Results and Discussion
Graphical Validation of Cokriging Method using Simple Analytic Test Functions
The Cokriging technique was applied to approximate simple one-and two-dimensional analytic functions. The results were compared with those of the original Kriging method for validation purposes only. Figure 3 shows the results of the one-dimensional validation case. The original Kriging model was fitted to three sample data points while the direct Cokriging model was constructed with three function values and three gradients at each sample point. The indirect Cokriging model was constructed with three function values and three additional sample values estimated from the gradient information. As shown in Figure 3 (a) the two Cokriging models approximated the test function much better than the original Kriging model. The inaccuracy of the original model clearly resulted from under-sampling and a lack of correlation between the sample points. The same test was repeated with 5 sample points instead, and the results are shown in Figure 3 (b) . Surprisingly, both Cokriging models were nearly identical to the analytic test function across the entire domain of interest, while the original Kriging model still showed poor performance in approximating the function.
For two-dimensional graphical validation purposes, an analytic test function called the peaks function was chosen from MATLAB User's Guide 15 as shown in Figure 4 (a). Figure 4 shows the results with 5 sample points while Figure 5 uses 9 sample points. Once again, the original Kriging approximation entirely missed the key features of the test function due to the under-sampling effect. The best approximation that the original Kriging method could achieve with only 5 samples was a nearly planar shape as shown in Figure 4 (b). The Cokriging models were also generated using 5 sample points and their gradients in each direction, which make up for a total of 15 pieces of information (5 function values and 10 gradients) available for surface fitting. The accuracy of the approximation models was greatly improved by adding the gradient information. Both Cokriging models could capture the general features of the test function. Even though the peak values and their locations were not that accurate, the approximation models were fairly accurate within the domain of sample locations (Figure 4 (c), (d) ).
The results of the 2-D test with 9 sample points can be seen in Figure (5) . While the original Kriging model still did a poor job of predicting the analytic test function, both Cokriging models were able to capture accurately not only the general features of the test function but also the function values and locations of the peaks. Note that there is little difference between the direct Kriging and indirect Kriging results, which implies that both approaches of implementing gradient information are practically identical.
These graphical examples clearly demonstrate the applicability and efficiency of the Cokriging technique for simple 1-and 2-dimensional function approximations. Although in these simple test cases, the computational savings are minimal, when the number of design variables grows, the use of the Cokriging method would become compelling assuming that there exists an accurate and cost effective way to obtain gradient information such as the adjoint method.
Cokriging Modeling Test on 2-Dimensional SBJ Design Problem
To further validate and investigate their ability to approximate the results of the original CFD code, 2-dimensional Cokriging models were created for the C D of the supersonic business jet test problem, using sample data obtained from CFD analyses. The two design parameters of the wing-body configuration chosen as design variables were the wing x-location along fuselage(x 1 ) and the radius at the fuselage midpoint(x 2 ). 400 CFD calculations were performed varying the design variables to obtain a graphical representation of the actual CFD analyses and the results are shown in Figure 6 (a). The design variables were chosen so as to generate a realistic test function having multiple local extrema to check the ability of Cokriging models to simulate that feature. One important point to note from the figure is that the actual aerodynamic coefficient (C D in this case) varies smoothly with respect to the geometric design variables. The selection of Gaussian exponential correlation function for the Kriging method was based on the assumption that the response function to be modeled was very smooth in nature. Thus, Figure 6 (a) provides the validation of the assumption and the rationale for using the Gaussian correlation function in this problem.
For the original Kriging method, CFD results at 9 sample points were used to construct the model and for the Cokriging models, 9 sample points together with gradient information at these points were used. The results are compared in Figure 6 . As in the case of the analytic test cases, Cokriging models performed much better than Kriging model in predicting the objective function in terms of its general shape and magnitude. Again, very little difference was found between the direct and indirect Cokriging methods and therefore, we feel comfortable that we can use either of the two Cokriging approaches with similar accuracy. The indirect Cokriging method has the advantage of having a simpler formulation, but there is a chance for numerical errors to be introduced while estimating the additional function values from the gradients. The direct method can be more accurate because it uses the gradient information directly, but the formulation becomes more complex as the dimensionality of the problem increases.
It is found that the accuracy of Kriging models largely depends on the values of the correlation parameters defined in Equation 4. However, the determination of θ requires another optimization process for Equation 7, which imposes additional difficulties. This k dimensional unconstrained optimization problem can be reduced to a one-dimensional one assuming the correlation parameter for each variable to be the same and using Equation 9 instead. The effect of this simplification in the theta optimization was investigated in Figures 6 and 7 . The models of Figure 6 were generated using Equation 9 (1-D θ optimization), while those of Figure 7 used Equation 4 (k-D θ optimization). ¿From comparisons between Figures 6 and 7, it was found that the simplification caused little degradation at least in this 2-D test design problem. However, we can deduce that this result was due to pure coincidence involving two design variables which had almost the same variable range scale and sensitivity to the objective function. The authors' previous study indicated that as the number of design variables increased, simplifying the θ optimization would cause severe degradation of the model accuracy and additional difficulties in selecting the right values for θ. The utilization of the gradient also helps to find the correct values for θ, even though the θ selection process remains as one of the biggest challenges for Kriging and Cokriging techniques in general.
In Figure 8 , the contour plots for each of the models are compared. Within the range of sample points, the Cokriging models accurately replicated the CFD calculation results in terms of the general shape and the locations of extrema.
To investigate the applicability of the Cokriging models in 2-dimensional design spaces, C D optimizations were performed using each of the approximation models generated above. Figure 9 (a) shows the C D optimization results using the data base constructed from 400 CFD calculations over the design space. The optimization was repeated five different times by varying the starting points. Four of them converged to one local minimum point and one converged to a different one. The optimizations were again repeated using different approximation models generated from Kriging and Cokriging methods, and the results are compared in the subsequent figures. As shown, the predicted optimum design point and optimum value of C D for these cases were nearly identical. The predicted C D from the CFD database was 0.0059708 whereas those for the Cokriging models with 5 and 9 sample points (and gradients) were 0.0059759 and 0.0059758 respectively with almost same optimum design points. The %error for the optimized C D value is within 0.086 %. As we can observe from Figure 9 (b), original kriging's ability to simulate the unknown function was clearly limited without an extensive set of sample data. The optimum point and the predicted C D value were far off from the actual ones. The optimization results are summarized in Table 1 .
Cokriging Modeling Test on 5-Dimensional SBJ Design Problem
The design test case was extended to the slightly more realistic design problem of 5-dimensional SBJ C D minimization. The base design point for the SBJ design problem was chosen to be given by the following values of the design variables in the problem: x 1 =5.0, x 2 =2.7, x 3 =0.45, x 4 =0.50, x 5 =0.45. The design variables are defined in section 3 and in Figure 1 . Design optimization was performed using the indirect Cokriging model generated from 11 sample points which consisted of one base design point and 2 extra design points located along each design variable axis. The results from two successive optimization cycles with the following bounds on the design variables are presented in Table 2 . These bounds were imposed by adding a quadratic penalty function to the model. [5.0521, 2.7401, 0.5022, 0.4495, 0.3904] . This predicted C D value was checked by running the CFD calculation at the predicted optimum design. The C D value from the CFD calculation was 0.0055609, whereas the base design point had C D of 0.0064787. With only one design cycle using a Cokriging model constructed from 11 samples and their gradients, the C D of SBJ design can be reduced by 14.17%, and the error between the predicted C D value and the verified one from CFD was merely 0.498%. As expected, the wing aspect ratio tended to increase and the fuselage radii decreased. The wing sweep angle did not change significantly. This may be due to the fact that its sensitivity for C D was small compared to other variables within the limits set up for this case. Overall, this test verified the accuracy and efficiency of the Cokriging model within a realistic design environment.
Conclusions
In this study, a method to improve the efficiency of the original Kriging method by using gradient information at the sampling sites was investigated. This method uses Cokriging techniques and its applicability in a realistic design problem were evaluated for a 5-dimensional Supersonic Business Jet Design. The results show that the modified Kriging method can generate approximation models with much higher accuracy than the original Kriging method with greatly improved efficiency in terms of reducing the computational cost of obtaining sample data. Confidence on 
