Abstract. We analyze the eigenvalue problem for the semiclassical Dirac (or Zakharov-Shabat) operator on the real line with general analytic potential. We provide Bohr-Sommerfeld quantization conditions near energy levels where the potential exhibits the characteristics of a single or double bump function. From these conditions we infer that near energy levels where the potential (or rather its square) looks like a single bump function, all eigenvalues are purely imaginary. For even or odd potentials we infer that near energy levels where the square of the potential looks like a double bump function, eigenvalues split in pairs exponentially close to reference points on the imaginary axis. For even potentials this splitting is vertical and for odd potentials it is horizontal, meaning that all such eigenvalues are purely imaginary when the potential is even, and no such eigenvalue is purely imaginary when the potential is odd.
Introduction
Consider the eigenvalue problem (1.1) P (h)u = λu on the real line for the Dirac (or Zakharov-Shabat) operator given by the 2 × 2 non-selfadjoint system
where u is a column vector, h a small positive parameter, λ a spectral parameter, and V a real-valued analytic function on R. Solving (1.1) constitutes an essential step in the treatment of many important nonlinear evolution equations by means of the inverse scattering transform, including the focusing nonlinear Schrödinger (NLS) equation, the sine-Gordon equation and the modified Korteweg-de Vries equation [DJ89] . Among the numerous applications of these equations are nonlinear wave propagation in plasma physics, nonlinear fiber optics, hydrodynamics and astrophysics. The NLS equation is one of the most fundamental nonlinear evolution equations in physics. In the focusing semiclassical case one is interested in the asymptotic behavior of ψ = ψ(t, x; h) in the semiclassical limit h → 0, where ψ is the solution to the initial value problem and V is a real-valued function independent of h. In the inverse scattering method the initial data is substituted by the soliton ensembles data, defined by replacing the scattering data for ψ(0, x) = V (x) with their formal WKB approximation. The focusing NLS equation (1.2) is then solved with this new set of h-dependent initial data, and the asymptotic behavior of the obtained approximate solution is analyzed in the limit h → 0. However, it is a priori not clear how such an h-dependent approximation of initial data affects the behavior of ψ as h → 0, or if it is even justified at all. For this a rigorous semiclassical description of the spectrum of the corresponding Dirac operator P (h) is required, which has so far only been provided in a few cases such as for periodic potentials by Fujiié and Wittsten [FW18] , and for bell-shaped, even potentials by Fujiié and Kamvissis [FK19] . Both of the mentioned articles employ the exact WKB method which we describe in Section 2 below. For an in-depth discussion on the necessity (as well as effects) of a precise description of the semiclassical spectral data of P (h) in the context of inverse scattering and the focusing NLS equation we refer to the second paper mentioned above.
The interest in the spectrum of the operator P (h) and its relatives dates back to Zakharov and Shabat [SZ72] . Since P (h) is not selfadjoint the eigenvalues are not expected to be real in general. These complex eigenvalues directly determine the energy and speed of the soliton (solitary wave) solutions of (1.2); the energy, or amplitude, given by the imaginary part and the speed by the real part of the eigenvalue. Early on it was realized that there are examples of potentials V (x) for which all the complex eigenvalues are in fact purely imaginary, thus giving rise to soliton pulses with zero velocity in the considered frame of reference. (In the defocusing case, obtained from (1.2) by changing sign of the nonlinear term, no such solutions exist in general. In fact, the corresponding Dirac operator is then selfadjoint, and the first author has shown that it has real spectrum even under small non-selfadjoint perturbations [Hir17] .) In 1974, Satsuma and Yajima [SY74] studied P (h) with V (x) = V 0 sech(x), V 0 > 0, and solved (1.1) by reducing it to the hypergeometric equation. They found that if h = h N = V 0 /N , there are exactly N purely imaginary eigenvalues λ k given by
For many years thereafter, the literature was filled with erroneous statements about eigenvalues being confined to the imaginary axis whenever the potential V is realvalued and symmetric. In the nonsemiclassical regime (h = 1) the question was given rigorous consideration in a series of papers by Klaus and Shaw [KS01, KS02, KS03] who established that (a) if V is of Klaus-Shaw type, that is, a "single-lobe" potential defined by a non-negative, piecewise smooth, bounded L 1 function on the real line which is nondecreasing for x < 0 and nonincreasing for x > 0, then all eigenvalues are purely imaginary (symmetry not being a factor); (b) there are examples of real-valued, even, piecewise constant or piecewise quadratic potentials with two or more "lobes" giving rise to nonimaginary eigenvalues; (c) if V ∈ L 1 is an odd function, there are no purely imaginary eigenvalues at all.
We shall consider these questions in the semiclassical setting and analytic category, and show that a counterpart of (a) holds for eigenvalues near λ = iµ 0 ∈ iR even if one only assumes that V locally has the shape of a single-lobe 1 potential near the "energy level" µ 0 . We will also derive precise conditions for eigenvalues when V locally has the shape of a double-lobe potential near the energy level µ 0 , and show that when V is symmetric, this leads to an exponentially small splitting of the eigenvalues akin to the well-known splitting phenomenon observed for eigenvalues of the selfadjoint Schrödinger operator with a double-well potential. We prove that when V is even and h > 0 is sufficiently small, this splitting is vertical from reference points on the imaginary axis; in particular, all eigenvalues are purely imaginary then. (This is in contrast to the examples in (b) which of course do not satisfy the analyticity assumption, and we believe this might help explain the confusion witnessed in the literature prior to the mentioned papers by Klaus and Shaw.) We also show that when V is odd and h > 0 is sufficiently small, the splitting is horizontal from reference points on the imaginary axis; in particular, in accordance with (c) there can be no purely imaginary eigenvalues in this case. Here we note that for fixed h, (1.1) can be formally interpreted as a non-semiclassical Zakharov-Shabat eigenvalue problem with potential q(x) = h −1 V (x) and spectral parameter ζ = h −1 λ, so it makes sense to compare results between the two settings. In particular, the eigenvalue formation threshold ∞ −∞ |q(x)| dx > π/2 established by Klaus and Shaw [KS03] is always reached as h → 0. We also wish to mention that some of the examples in (b) together with the corresponding focusing NLS equation have been further analyzed by Desaix, Andersson, Helczynski, and Lisak [DAHL03] , and Jenkins and McLaughlin [JM14] , among others.
Statement of results.
To be more precise, we shall view P (h) as a densely defined operator on L 2 and study the eigenvalue problem (1.1) for spectral parameters λ = iµ close to λ 0 = iµ 0 ∈ i(0, V 0 ), where V 0 = max x∈R |V (x)|, for which the potential is either a single or double lobe in a sense to be specified below. We assume that the potential satisfies the following assumptions:
(i) V (x) is real-valued on R and analytic in a complex domain D ⊂ C containing an open neighborhood of the real line, and (ii) lim sup x→±∞ |V (x)| < µ 0 . Examples of D are tubular neighborhoods of R, or more generally, domains {x ∈ C : |Im x| < δ(x)} where δ : C → R + is a positive continuous function which is allowed to decay as |x| → ∞. Note that the spectrum of P (h) is symmetric with respect to reflection in R (as well as with respect to reflections in the imaginary axis), so it is not necessary to treat λ 0 ∈ i(−V 0 , 0) separately. We will also not consider spectral parameters close to the real line. In fact, if (ii) is strengthened to a decay condition of the form (ii) |V (x)| ≤ C|x| −1−d for |x| 1, where C, d > 0, then it is known that the continuous spectrum of P (h) consists of the entire real axis, and that away from the origin there are no real eigenvalues. For potentials of Klaus-Shaw type satisfying (ii) , a precise description of the reflection coefficients as well as the eigenvalues close to zero has recently been obtained by Fujiié and Kamvissis [FK19] .
1 Here lobe is terminology adopted from Klaus and Shaw referring to a projecting or hanging part of something, like in earlobe, or the lobe of a leaf.
Finally, it is not necessary to consider eigenvalues away from R i[−V 0 , V 0 ] since the spectrum of P (h) accumulates on this set as h → 0. In fact, if Ω (R i[−V 0 , V 0 ]) then P (h) has no spectrum in Ω if h is sufficiently small, see Dencker [Den08, Section 2] or [FW18, Proposition 2.1]. After obtaining the necessary properties in Section 2 of the exact WKB solutions needed for our analysis, we shall therefore in Section 3 study the spectrum of P (h) near λ 0 = iµ 0 when the potential locally, near the energy level µ 0 , corresponds to a single lobe in the following sense. Definition 1.1. Let 0 < µ 0 < V 0 and assume that there is an ε-neighborhood
2 − µ 2 = 0 has exactly two solutions α l (µ) and α r (µ) with Re α l < Re α r , Re V (α l ) > 0 and Re V (α r ) < 0. We then say that V is a single-lobe potential near µ 0 . 2 − µ 2 = 0 (called turning points) depend continuously (even analytically) on µ as long as the multiplicity is constant. In particular, Definition 1.1 cannot hold at µ 0 = 0 or µ 0 = V 0 (or at any local extreme values of V ) because the situation degenerates then, which explains why these values are excluded. Note also that we may without loss of generality assume that the turning points are roots to V (x) = µ since the case when they are roots to V (x) = −µ can be studied by replacing the potential V with −V and reducing the resulting eigenvalue problem to the original one.
2 We define the action integral
where the determination of the square root is chosen so that I(µ) is real and positive for real µ. In this case, we prove in Section 3 that there are constants ε, h 0 > 0 such that if µ ∈ B ε (µ 0 ) and 0 < h ≤ h 0 then λ = iµ is an eigenvalue if and only if the Bohr-Sommerfeld quantization condition
is satisfied for some integer k, see Theorem 3.1. Here r(µ, h) is a function defined on
2 )πh near µ 0 (where the superfix sl refers to single lobe), and λ
In fact, if (u, λ) solves (1.1) with V replaced by −V , then it follows that (v, λ) with v = 1 0 0 −1 u satisfies the original eigenvalue problem (1.1), since
This can of course also be realized by noting that if ψ solves (1.2) thenψ = −ψ solves the NLS equation with initial conditionψ(0, x) = −V (x). showing that for single-lobe potentials, the semiclassical eigenvalues are confined to the imaginary axis: Theorem 1.2. If V is a single-lobe potential near µ 0 = −iλ 0 , then there exist positive constants h 0 and ε such that the point spectrum of P (h) satisfies
Section 4 studies the eigenvalue problem for potentials assumed to locally have the features of a double lobe. Definition 1.3. Let 0 < µ 0 < V 0 and assume that there is an ε > 0 such that for µ ∈ B ε (µ 0 ), the equation V (x) 2 − µ 2 = 0 has exactly four solutions α l (µ), β l (µ), β r (µ) and α r (µ) with Re α l < Re β l < Re β r < Re α r , Re V (α l ) > 0, Re V (β l ) < 0 and V (β r ), V (α r ) = 0. We then say that V is a double-lobe potential near µ 0 . Figure 2 shows two stereotypical examples of double-lobe potentials. In the first example, V (β l ) = V (β r ) > 0, whereas V (β l ) = −V (β r ) > 0 in the second. As indicated, it suffices to consider these two situations (i.e., peak-peak and peak-valley) since the other two cases can be obtained, as for single-lobe potentials, by replacing the potential V by −V and reducing the corresponding eigenvalue problem to the original one. Introduce the action integrals
where the determinations of the square roots are chosen in such a way that each action integral is real-valued and positive for real µ. We show that there are positive constants ε, h 0 such that if µ ∈ B ε (µ 0 ) and 0 < h ≤ h 0 then λ = iµ is an eigenvalue in the case when V (β l ) = ±V (β r ) if and only if
, and * denotes the operation γ * l (µ) = γ l (μ), see §2.5. From the quantization condition (1.7) we see that modulo an exponentially small error the eigenvalues λ = iµ for µ ∈ B ε (µ 0 ) are given in terms of the roots to the equation
e iIr/h γ r + e −iIr/h γ * r = 0. This is equivalent to the two Bohr-Sommerfeld quantization conditions corresponding to each potential lobe, i.e.,
These may be rewritten in the form
where
are both bounded when h tends to 0. Thus we conclude that the set of eigenvalues produced by a double-lobe potential is exponentially close to the union of the sets of eigenvalues produced by each potential lobe (cf. (1.4) ). This is a well-known fact for the Schrödinger equation, see [HS84] .
Remark. For readers familiar with the time-independent Schrödinger equation we wish to mention that "inside" the lobe(s) (the projection of the blue regions in Figures 1-2 onto the real axis), solutions to (1.1) are oscillating, while they are exponential in character "outside" the lobe(s). In this sense, the lobes can thus be said to correspond to potential wells (rather than to barriers) in the terminology of quantum mechanics.
Section 5 considers the special case of double-lobe potentials V such that V (x) is either an even or an odd function of x ∈ R. If this assumption holds, the quantization condition (1.7) can be rewritten in the case when V (x) = ±V (−x) as
see Proposition 5.1. Here, I = I l = I r , whileĨ = I + O(h 2 ) and ρ = 1 + O(h) as h → 0. Thus, modulo an exponentially small error, the eigenvalues produced by each potential lobe satisfy the same Bohr-Sommerfeld quantization condition, namely
Each such approximate eigenvalue (i.e., solution to (1.9) for given k and h) will be denoted by µ dl k , where the superfix dl stands for double lobe. Now, eigenvalues λ = iµ of the Dirac operator (where µ satisfies the quantization condition (1.8)) split in pairs symmetrically about the reference points µ dl k . Theorem 1.4. Suppose that V is a double-lobe potential near µ 0 such that V (x) is either an even or an odd function of x ∈ R, and let µ dl k (h) be the unique root of (1.9) near µ 0 . Then iµ dl k ∈ iR and the two eigenvalues iµ
Moreover, the eigenvalues split precisely vertically in the even case, whereas they split precisely horizontally in the odd case. Thus, for 0 < h ≤ h 0 , all eigenvalues are purely imaginary when V is even, and no eigenvalue is purely imaginary when V is odd.
The proof relies on the explicit exponential error term in (1.8) which we obtain by using a novel method, inspired by recent work due to Mecherout, Boussekkine, Ramond and Sjöstrand [MBRS16] , to refine the WKB analysis for the Dirac operator by introducing carefully chosen WKB solutions defined "between" the lobes. As already mentioned, the results are reminiscent of the well-known splitting of eigenvalues for the linear Schrödinger operator with a symmetric double-well potential, going back to the work of Landau and Lifshitz [LL13] and studied mathematically by, among others, Simon [Sim83] , Helffer and Sjöstrand [HS84] and Gérard and Grigis [GG88] . This type of tunneling effect has recently also been observed for a system of semiclassical Schrödinger operators by Assal and Fujiié [AF] . For more on this topic we refer to the mentioned works and the references therein. Away from the shaded region V is either a single-lobe or a doublelobe potential. For sufficiently small h, any eigenvalue λ of P (h) with imaginary part away from the shaded region must therefore be purely imaginary by Theorems 1.2 and 1.4.
In the literature a common focus of study is the appearance and location of purely imaginary eigenvalues as the L 1 norm of the potential increases, for example by taking q(x) = h −1 V (x) and letting h decrease. Potentials of the form
consisting of two separated sech-shaped pulses have been numerically investigated by Desaix, Anderson and Lisak [DAL08] for different separations x 0 . They found that at the first critical amplitude h −1 = 1/4, a purely imaginary eigenvalue ζ 1 appears, and for h −1 < 1/4 there are no eigenvalues (consistent with the threshold of Klaus and Shaw [KS03] ). For small separations, q behaves almost like a singlelobe potential, and the second critical amplitude h −1 = 3/4 also gives rise to a purely imaginary eigenvalue. However, for larger separations such as x 0 = 5, two complex eigenvalues ζ 2,3 = ±ξ + iη with nonzero real parts are created already in the vicinity of h −1 = 4/10. As the amplitude h −1 increases, the real parts decrease while η increases until the two eigenvalues meet and then separate along the imaginary axis (both now purely imaginary, ζ 2 with increasing and ζ 3 with decreasing imaginary part). As h −1 reaches the second critical amplitude 3/4, ζ 3 is destroyed and only ζ 1 and ζ 2 remain. Since ζ = h −1 λ, we should be able to see a similar type of behavior for semiclassical eigenvalues of P (h) as the parameter λ = iµ varies along the imaginary axis, with the change in nature likely occurring near µ coinciding with local extreme values of V , and this is something we hope to address in a future paper. Of course, for a potential consisting of two separated sech-pulses our results show that all eigenvalues λ = iµ, where µ = 0 is not close to a local extreme value of V , are purely imaginary, see Figure 3 .
2. Exact WKB analysis 2.1. Exact WKB solutions. Here we recall the construction of a solution of the Dirac system in a complex domain as a convergent series, known as an exact WKB solution. Such solutions were first introduced by Ecalle [Eca84] and later used by Gérard and Grigis [GG88] to study the Schrödinger operator. We shall follow the construction for systems due to Fujiié, Lasser and Nédélec [FLN09] .
The system (1.1) can be written in the form
Recall (see [FLN09] ) that the exact WKB solutions of systems of type (2.1) are of the form
where the function z(x) is the complex change of coordinates
for some choice of phase base point x 0 in the strip D where V is assumed to be analytic, while Q is the matrix valued function
Here z(x) and Q(z) are defined on the Riemann surfaces of (V 2 +λ 2 ) 1/2 and H(z(.)) over D, respectively. These Riemann surfaces are defined by introducing branch cuts emanating from the zeros of x → det(M (x, λ)), i.e., of iV ± λ (the turning points of the system (2.1)), see §2.4.
The amplitude vectors w ± in (2.2) are defined as the (formal) series
, where w ± 0 (z) ≡ 1, while w ± j (z) for j ≥ 1 are the unique solutions to the scalar transport equations
with prescribed initial conditions w ± n (z) = 0 for some choice of amplitude base point z = z(x) wherex is not a turning point. When we want to signify the dependence on the base pointz = z(x) we write
Recall that if Ω is a simply connected open subset of D which is free from turning points then z = z(x) is conformal from Ω onto z(Ω). For fixed h > 0, the formal series (2.5) converges uniformly in a neighborhood of the amplitude base pointx, and w ± even (x, h) and w ± odd (x, h) are analytic functions in Ω, see [FLN09, Lemma 3.2]. As a consequence, the functions u ± given by (2.2) are exact solutions of (2.1) and when we wish to indicate the particular choice of amplitude base pointx ∈ Ω and phase base point x 0 ∈ D we will write u ± (x; x 0 ,x). We remark that these solutions are defined for example everywhere on R, although some of the expressions involved are only defined on Riemann surfaces of (V 2 + λ 2 ) 1/2 or H(z(.)).
For fixedx ∈ Ω, let Ω ± be the set of points x for which there is a path fromx to x along which t → ± Re z(t) is strictly increasing. In other words, x ∈ Ω ± if there is a path which intersects the the level curves of t → Re z(t) transversally in the appropriate direction. The level curves of t → Re z(t) are called Stokes lines.
uniformly on compact subsets of
2.2. The Wronskian formula. For vector-valued solutions u and v of (2.1), let W(u, v) be the Wronskian defined by
Since the trace of the matrix M (x, λ) is zero, it follows that W(u, v) is in fact independent of x. If x 0 is a phase base point in D andx,ỹ are different amplitude base points in Ω, a straightforward calculation shows that
where the solutions u ± are given by (2.2). Recalling the initial conditions of the transport equations (2.6)-(2.7) and evaluating at x =ỹ we get (2.8)
. We may of course also choose x =x, which gives (2.9)
. In particular, we see that if there is a path fromx toỹ along which the function t → Re z(t) is strictly increasing, then W(u
, showing that such a pair of solutions is linearly independent if h is sufficiently small. 2.3. Stokes geometry. We now describe the configuration of Stokes lines for single-lobe and double-lobe potentials.
2.3.1. Single-lobe potentials. Suppose that V is a single-lobe potential near µ 0 and let µ ∈ B ε (µ 0 ). Fix determinations of H(z(x)) given by (2.4) and of (2.10)
by picking branches so that H(z(x)) > 0 and (V (x) 2 −µ 2 ) 1/2 > 0 when α l < x < α r and µ ∈ R. Note that this is in accordance with (1.3). The Stokes lines (level curves of t → Re z(t; α • )) are then found by taking the union of (2.11)
When µ is real it is known that there are three Stokes lines emanating from α l ∈ R having arguments 0, 2π/3, 4π/3, while the Stokes lines emanating from α r ∈ R have arguments π/3, π, 5π/3, see Gérard and Grigis [GG88] . We define the Riemann surfaces of z(x) and H(z(x)) by introducing branch cuts along the Stokes line with argument 2π/3 at α l and the Stokes line with argument 5π/3 at α r . Note that for real µ ∈ B ε (µ 0 ) there is a bounded Stokes line lying on R starting at α l and ending at α r . Hence, the Stokes lines separate the complex domain D into four sectors (called Stokes regions). In the top and bottom sectors the function z(x) takes the form (2.10). By continuing the chosen determination of z(x) through rotation clockwise around the turning points (thus avoiding the branch cuts) it is easy to see that
for x belonging to the left and right sector when • = l and • = r, respectively. For general µ ∈ B ε (µ 0 ) the picture is slightly perturbed; as iµ is rotated off the imaginary axis α l and α r start migrating in opposite directions along paths in the upper and lower half plane, and the bounded Stokes line connecting α l and α r is broken into two unbounded curves, see Figure 4 . (We refer to [FR98] for a detailed explanation of this phenomenon.) However, for small ε the arguments of the Stokes lines at the turning points are almost unchanged so for µ ∈ B ε (µ 0 ) we may still place branch cuts as described above. Note that there are now three Stokes regions around the left turning point and three around the right, and (2.12) is still valid if interpreted in this sense. However, we will avoid introducing notation for the different Stokes regions, and simply say (informally) that x is near the lobe if x is not in the Stokes region to the left of α l or to the right of α r . We also remark that if x 0 (µ) is a turning point satisfying V (x 0 (µ)) = µ, then x 0 (−µ) is also a solution to V (x) 2 − µ 2 = 0; hence the original Stokes configuration is reached again already when iµ has traversed half a circuit around the origin, see the left panel of Figure  6 below.
In Figure 4 we have also indicated that Re z(x) increases as one travels from top to bottom and left to right, while not passing through a branch cut. This is realized in the following way: For x in the regions between turning points we have by (2.10) and Taylor's formula that
where g 1 is analytic and
we see by picking x 0 real that the square root is approximately real when µ ∈ B ε (µ 0 ), so Re z(x) increases as Im x decreases. On the other hand, for x in the Stokes region left of α l or right of α r we have by (2.12) and Taylor's formula that (2.14) where g 2 is analytic and g 2 (x 0 ) = 0. By picking x 0 ∈ D ∩ R with |Re x 0 | 1 we have V (x 0 ) ≈ 0 showing that Re z(x) increases as Re x increases. This also shows that Re z(x) is constant along lines which are essentially vertical near R when |Re x| is large.
2.3.2. Double-lobe potentials. Suppose now that V is a double-lobe potential near µ 0 and let µ ∈ B ε (µ 0 ). Again, fix determinations of H(z(x)) and z(x) in accordance with (1.5)-(1.6); the obtained configuration of Stokes lines will essentially be two side-by-side copies of the configuration for single-lobe potentials with an appropriate gluing in the region between the two middle turning points β l and β r .
Indeed, the Stokes lines are given by the union of (2.11) for x 0 = α l , β l , β r , α r . When µ is real there are three Stokes lines emanating from α l and three from β r having arguments 0, 2π/3, 4π/3, while the Stokes lines emanating from β l , α r ∈ R have arguments π/3, π, 5π/3, see Gérard and Grigis [GG88] . As iµ is rotated off the imaginary axis the turning points start migrating in alternating, opposing directions along paths in the upper and lower half plane, so that α l moves in the direction opposite from β l but similar to β r . We place branch cuts along the Stokes lines which for real µ have arguments 2π/3 at α l , β r and the Stokes lines with arguments 5π/3 at β l , α r . Performing the same analysis as above shows that in the sectors to the left of α l and to the right of α r , and in the intersection of the sectors to the right of β l and to the left of β r (i.e., between β l and β r ), z(x; α • ) takes the form (2.12). When x is in the other sectors (between α l and β l or between β r and α r ), z(x; α • ) is given by (2.10), and as for single-lobe potentials we shall informally say that x is near the lobes in this case. Using Taylor's formula as in (2.13)-(2.14) then shows that Re z(x) increases as one travels from top to bottom and left to right, while not passing through a branch cut, see Figure 5 . The right panel of Figure 6 shows an example of how the turning points of a double-lobe potential migrate as iµ is rotated off the imaginary axis. 2.4. The Riemann surface. Let R(x 0 , θ) denote the operator acting through rotation around x 0 by θ radians, so that, e.g., R(0, θ)x = e iθ x. Since V − µ is analytic and V (α l ) − µ = 0 it follows that
i.e., when t is rotated 2πk radians anticlockwise around α l then V (t) − µ is rotated 2πk radians anticlockwise around the origin. (Negative k results in clockwise rotation by 2π|k| radians.) We of course have similar behavior near the other turning points of the same type, as well as for V + µ in the case when e.g. V (β r ) + µ = 0.
Definition 2.2. Suppose that V is a single-lobe (double-lobe) potential near µ 0 and let y be a point in the upper half plane with Re α l < Re y < Re α r (Re α l < Re y < Re β l ). The point over y that is obtained when rotating y anticlockwise once around α l will be denoted byŷ, i.e.,
More generally, the sheet reached (from the usual sheet) by entering the cut starting at α l from the right will be referred to as thex-sheet. The point over y that is obtained when rotating y clockwise once around α l will be denoted byy, i.e.,
The sheet reached (from the usual sheet) by entering the cut starting at α l from the left will be referred to as thex-sheet. Note that this definition is in accordance with [FW18, Definition 5.2]. When winding this way around a turning point we always assume that the path is appropriately deformed so that it is not obstructed by other branch cuts. Informally, we think ofx as lying in the sheet "above" the usual sheet, andx as lying in the sheet "below" the usual sheet. It is straightforward to check that thex-sheet is also reached (from the usual sheet) whenever we rotate anticlockwise once around the other zeros of V − µ (i.e., around β l , β r and α r if V (β l ) = V (β r ), and around β l if V (β l ) = −V (β r )). Similarly, thex-sheet is reached (from the usual sheet) by rotating clockwise once around zeros of V −µ. The directions are reversed when rotating around zeros of V + µ, i.e., when rotating around β r and α r if V (β l ) = −V (β r ). For a proof of these facts we refer to [FW18, Lemma 5.3]. We also record the following identities describing how WKB solutions are transformed when switching sheets.
D α
Lemma 2.3. [FW18, Lemma 5.4] Letx andx be defined as above and in accordance with Definition 2.2. Let x 0 be any of the turning points α l , β l , β r , α r , and let y be an amplitude base point. Then
2.5. Symmetry. For constants c = c(λ) depending on the spectral parameter λ we shall simply write c(µ) with the convention that µ is always defined via λ = iµ. We then write c(μ) to represent the value of c at the reflection of λ in the imaginary axis, i.e., at iμ = −λ. We let c * (µ) = c(μ).
Similarly, for functions f (x) = f (x; λ) we simply write f (x; µ), and let f * denote the function f * (x; µ) = f (x;μ).
For a WKB solution u(x; x 0 (µ), y, µ) depending also on phase base point x 0 (µ) and amplitude base point y independent of µ, we thus have u * (x; x 0 (µ), y, µ) = u(x; x 0 (μ), y,μ).
The WKB solutions enjoy the following symmetry properties with respect to reflection of the spectral parameter in the imaginary axis.
Proposition 2.4. Let µ ∈ B ε (µ 0 ) and let x 0 (µ) ∈ C be a solution to V (x) 2 −µ 2 = 0. Then x 0 (µ) = x 0 (μ). Moreover, if y is independent of µ then for x near the lobes
In particular, if c(µ) = w + even (y 0 , h; y, µ) for some fixed y 0 independent of µ, then
Proof. Since V is real-analytic we have V (x) = V (x), which implies that
Since α l (μ) also satisfies this equation it follows that α l (µ) = α l (μ), for α l (µ 0 ) ∈ R and the turning points depend continuously on µ ∈ B ε (µ 0 ). The same arguments show that x 0 (µ) = x 0 (μ) when x 0 (µ) is any of the other three turning points. Next, if x lies in either the domain between the left pair or in the domain between the right pair of turning points, then z(x, µ) = i (V 2 −µ 2 ) 1/2 dt with real integrand when x, µ ∈ R. It is then easy to check that z(x,μ) = −z(x, µ). (In particular, when x and µ are real, z(x, µ) is purely imaginary, as expected.) One also checks that H(z(x,μ)) = H(z(x, µ)) and
Since z (x,μ) = −z (x, µ), inspection of the governing equations for the amplitude function w ± (x, h; y, µ) then shows that
which gives the second statement of the proposition. The third follows by noting that
, where the last identity follows from inspection of the Wronskian formulas (2.8)-(2.9).
Recall that we fixed a determination of H(z(x)) so that if µ ∈ R then atx = (α l + β l )/2 ∈ R we have
It is straightforward to check that for µ ∈ R, this determination implies that
When V (β l ) = V (β r ) > 0 this is in accordance with the fact that (2.17)
When V (x) = V (−x) for x ∈ R, we have
for some constant c. Using the determination above we find that for µ ∈ R and
which implies that c = i. The same conclusion can also be drawn from the observation that if µ ∈ R and α l < x < β l then
These observations will be used to prove the following symmetry properties with respect to parity.
Proposition 2.5. Let µ ∈ B ε (µ 0 ) and let x 0 (µ) ∈ C be a solution to
In particular, if either V (x) = V (−x) or V (x) = −V (−x) holds for x ∈ R, then w + even (−x, h; y, µ) = w + even (−y, h; x, µ). Proof. Since we are only concerned with symmetry with respect to x → −x we will omit µ from the notation. If V (x) = V (−x) for x ∈ R, a change of variables shows that z(−x, x 0 ) = −z(x, −x 0 ). Also z (x) = z (−x) and H(z(−x)) = H(z(x)) by (2.17). The governing equations for the amplitude function w ± (x, h; y) imply that
Noting that Q(z(−x)) = Q(z(x)) and
and that squaring the right-most matrix gives the identity, we obtain the first formula. If V (x) = −V (−x) for x ∈ R then z satisfies the same relations as above while H(z(−x)) = i/H(z(x)) by (2.18). The governing equations for w ± (x, h; y, µ) now give
the second formula therefore follows by checking that
with Q(z(−x)) described above. This straightforward verification is left to the reader. Finally, the arguments above show that w
The last statement of the proposition then follows in view of the Wronskian formulas (2.8)-(2.9). Proposition 2.6. Let µ ∈ B ε (µ 0 ). Then I * = I, I *
Proof. We adapt the arguments in the proof of [Hir17, Lemma IV.2]. Since
by Proposition 2.4, a change of variables gives I l (μ) = I l (µ), which proves that I * l = I l . The same arguments show that I * = I, I * r = I r and J * = J. If V (x) = ±V (−x) then α l = −α r and β l = −β r , so the identity I l = I r follows by a change of variables.
We end this section with a result which will be used to determine the location of the reference points µ sw k and µ dw k mentioned in the introduction. In the statement, we let for brevity I(µ) denote either the action integral (1.3), or one of the action integrals I l , I r given by (1.5).
Lemma 2.7. Let I(µ, h) = I(µ) + ha(µ, h), where a = a * and both a and ∂a/∂µ are O(h) as h → 0 uniformly for µ ∈ B ε (µ 0 ). Then there is an h 0 > 0 such that µ → I(µ, h) is injective in B ε (µ 0 ) for all 0 < h ≤ h 0 . In particular, if 0 < h ≤ h 0 and µ k (h) ∈ B ε (µ 0 ) is a root of the equation I(µ, h) = y k (h) for some y k ∈ R, then µ k ∈ R.
Proof. Note that
since α l and β l depend analytically on µ and are roots to V (x) 2 − µ 2 = 0. At µ 0 ∈ R, this is a real integral with positive integrand. Hence, I l (µ 0 ) < 0, where prime denotes differentiation with respect to µ, and we can assure that I l (µ) = 0 for µ ∈ B ε (µ 0 ) by choosing ε sufficiently small. The same arguments show that I r (µ), I (µ) = 0 for µ ∈ B ε (µ 0 ). Since I (µ, h) = I (µ) + O(h), where now I is any of the three derivatives just discussed, it follows that I(µ, h) is locally injective in B ε (µ 0 ) if h is sufficiently small. By Proposition 2.6 we have I * = I, so
since y k is real. Since I is injective, we conclude that µ k =μ k .
Eigenvalues for a single-lobe potential
Here we consider eigenvalues λ = iµ with µ ∈ B ε (µ 0 ) for which V is a single-lobe potential with the purpose of deriving the quantization condition (1.4) and proving Theorem 1.2. We ask the reader to recall the relevant Stokes geometry described in §2.3 and Figure 4 .
To obtain the quantization condition we introduce two exact WKB solutions of (1.1) as follows. Pick real numbers x l and x r such that x l < Re α l < Re α r < x r , and pick y in the upper half plane such that Re α l < Re y < Re α r , see Figure 7 . These may be chosen independent of µ ∈ B ε (µ 0 ) if ε is small enough. Since Re z(x) increases as x → ∞ and decreases as x → −∞ along the real line, we can define two exact WKB solutions u l and u r so that u l ∈ L 2 (R − ) and u r ∈ L 2 (R + ) respectively, by setting
with u ± given by (2.2). Then, λ = iµ near µ 0 is an eigenvalue of P (h) if and only if u l and u r are linearly dependent, 3 that is to say,
In order to calculate this Wronskian, we introduce two pairs of independent WKB solutions. First, let
and represent u l as the linear combination
where the coefficients c ± l depend on the parameters h and µ. Second, let u
and represent u r as
where c ± r also depend on h and µ. A straightforward computation shows that (3.3) u ± l = e ±iI(µ)/h u ± r , where I(µ) is the action integral (1.3). These intermediate WKB solutions will allow us to prove the following quantization condition.
3 Indeed, if u l = u − (x; α l , x l ) then u l and u l are linearly independent. If u ∈ L 2 (R) is an eigenvector corresponding to λ then u can be written as a linear combination of u l and u l . However, u l / ∈ L 2 (R − ) so u and u l are colinear. Setting ur = u + (x; αr, xr) we have that ur and ur are linearly independent. Since ur / ∈ L 2 (R + ), u and ur must be colinear. Hence, u l and ur are colinear. Theorem 3.1. Suppose that V is a single-lobe potential near µ 0 . Then, there exist positive constants ε and h 0 , and a function r(µ, h) bounded on
, is an eigenvalue of P (h) for h ∈ (0, h 0 ] if and only if
holds for some integer k.
Proof. By the previous discussion, the quantization condition of eigenvalues is equivalent to W(u l , u r ) = 0. By the representations (3.1)-(3.3) we have
Since u It remains to prove that r(µ, h) is bounded. From (3.1) and (3.2), each coefficient can be described in terms of Wronskians as In particular, we can easily find curves such that these expressions have asymptotic expansions described by Remark 2.1, that is,
, as h → 0. Indeed, this just requires being able to connect the relevant points (e.g., x l andȳ in w + even (ȳ, h; x l )) through curves along which Re z(x) is increasing, which is clearly possible in view of the discussion connected to Figure 4 (see the figure for  comparison) .
For the calculation of W(u + l , u l ) (resp. W(u r , u − r )), we should connect x l and y (resp.ȳ and x r ), passing through the branch cut. To accomplish this we use Lemma 2.3 and rewrite u + l and u − r as u
Hence, we obtain
+ even (y, h; x r ), and 
= 1 + O(h).
This implies that r(µ, h) = O(1) as h → 0.
In order to prove Theorem 1.2, we use the following lemma.
Lemma 3.2. Suppose that V is a single-lobe potential near µ 0 . Then the function r = r(µ, h) given by Theorem 3.1 satisfies r = r * and h∂r/∂µ = O(h) as h → 0 uniformly for µ ∈ B ε (µ 0 ).
Proof. Recall formula (3.5) for r(µ, h) and the superseding definitions of the coefficients c ± l and c ± r . An application of Proposition 2.4 (with β l replaced by α r ) shows that
and this leads to r(µ, h) = r(μ, h) in view of (3.5).
To prove the second statement, note that the amplitude functions w + even are socalled analytic symbols with respect to the spectral parameter λ = iµ and h > 0. This means that ∂w + even (µ)/∂µ = O(h) uniformly for µ ∈ B ε (µ 0 ), see [GG88] or [Sjö82] . Using the definition of r it is then easy to see that h∂r(µ, h)/∂µ = O(h).
Proof of Theorem 1.2. Let us define a function I(µ, h) as
In view of Lemma 3.2 we may apply Lemma 2.7 (with a in the lemma given by a(µ, h) = −hr(µ, h)) to conclude that if h is sufficiently small then there is precisely one µ k which solves I(µ, h) = (k + 1 2 )πh. Moreover, µ k ∈ R. By Theorem 3.1 this means that eigenvalues λ = iµ of P (h) are purely imaginary for µ near µ 0 .
Remark 3.3. By Lemma 2.7 (with a(µ, h) ≡ 0) there is precisely one solution µ sl k to I(µ) = (k + 1 2 )πh, and µ sl k ∈ R. From the previous proof we then infer that
by the aid of Taylor's formula, where λ k = iµ k is the eigenvalue of P (h) satisfying (3.4) . Moreover, similar arguments also show that
where C is an upper bound of ∂I(µ)/∂µ for µ ∈ B ε (µ 0 ). Hence, if λ j = iµ j is an eigenvalue such that µ j solves (3.4) with k replaced by j = k, then
showing that there is a unique eigenvalue O(h 2 )-close to µ sl k .
Remark 3.4. As shown by Theorem 1.2, eigenvalues of P (h) are purely imaginary for single-lobe potentials. In particular, the Stokes geometry depicted in the right panel of Figure 4 is never realized in the occasion of an eigenvalue. Heuristically this can be explained by the fact that there would otherwise be a curve transversal to the Stokes lines which connects the Stokes sector to the left of α l with the sector to the right of α r . Hence, the exact WKB solution u l above, which can be written as u l (x) = e z(x)ũ for someũ, could be continued into this right sector along a curve where Re z(x) is increasing. Letting x → ∞ along R would yield a contradiction to the fact that u l is colinear with the function u r ∈ L 2 (R + ).
Eigenvalues for a double-lobe potential
In this section we consider eigenvalues λ = iµ with µ ∈ B ε (µ 0 ) for which V is a double-lobe potential. The goal is to derive a quantization condition for such eigenvalues, which will then be used to prove the eigenvalue splitting occurring for symmetric potentials described in the introduction. For this reason, we will repeatedly include additional statements resulting from imposing the assumption that V (x) = ±V (−x) for x ∈ R in addition to the assumption that V is a doublelobe potential near µ 0 .
The Stokes geometry has been described in §2.3 and Figure 5 . Let us introduce points y l and y r in the upper half-plane with
independent of µ ∈ B ε (µ 0 ). (We thus assume ε to be chosen small enough for this to be possible, which is permitted in view of the description of Stokes geometry in §2.3.) We also take real numbers x l and x r independent of µ ∈ B ε (µ 0 ) such that
see Figure 8 . Together with the complex conjugates of y • , these points will be the amplitude base points for our WKB solutions. In the case when V (x) = ±V (−x) for x ∈ R we choose y • and x • so that y l = −ȳ r , and x l = −x r . Figure 8 . The location of amplitude base points relative the neighboring turning points for generic double-lobe potential V and µ ∈ B ε (µ 0 ). Branch cuts are indicated by dashed lines.
Remark 4.1. Since the complex conjugate of e iθ+2πi is e −iθ−2πi when θ ∈ R, we observe thatȳ =y.
Moreover, since z(x) = z(x) we have w ± even (x,ŷ) = w ± even (x,y) and w ± even (x, y) = w ± even (x, y). Also, by considering rotations R(β r , e −it )ȳ r for 0 ≤ t ≤ 2π under the assumption that V (x) = ±V (−x) for x ∈ R, it is easy to see that R(β r , e −it )ȳ r = −R(β l , e −it )y l then, which implies that
We introduce left and right WKB solutions
defined in the Stokes regions to the left and right of the lobes, respectively.
Remark 4.2. For real x < α l , the leading asymptotics of u l (x) is governed by
with real-valued, positive integrand. In particular, u l (x) and u * l (x) tend to 0 as x → −∞. For real x > α r , the leading asymptotics of u r (x) is governed by
• is defined as described in §2.5.
A necessary and sufficient condition for λ = iµ to be an eigenvalue is that u l and u r are linearly dependent, which we express as det(u l u r ) = 0. To make this condition more tractable, we introduce intermediate left and right pairs of linearly independent WKB solutions u + (x; β • , y • , µ) and u − (x; β • ,ȳ • , µ), • = l, r. Then u l , u r can be expressed as linear combinations
Lemma 4.3. Let µ ∈ B ε (µ 0 ). In the case when V (β l ) = ±V (β r ) we have
Proof. To compute c 11 we note that
Since the second Wronskian on the right vanishes, this implies that
.
If the other coefficients c jk are solved for in similar manner, we obtain the stated formulas by using Lemmas A.1 and A.2, where
, and τ 
Since τ ± l and (τ ± l ) * are 1 + O(h) as h → 0 it follows that we may replace u l with u l without changing the leading asymptotics.
In analog fashion we replace u r with u r = 1 2 (u r ∓ iu * r ) in the case when V (β l ) = ±V (β r ), so that
Remarks. 1. By Proposition 2.4 we still have P (h) u • = λ u • with λ = iµ, and in view of Remark 4.2 it follows that u l (x) → 0 as x → −∞ and u r (x) → 0 as
From now on we drop tildes from u • and introduce WKB solutions u 1 , u 2 , u 3 , u 4 in such a way that
that is, when V (β l ) = ±V (β r ) we set
We recall that (4.7)
Inspired by the analysis in [MBRS16] we define the central solutions
Lemma 4.4. The central solutions v l and v r are linearly independent if h is sufficiently small.
Proof. We prove linear independence by showing that the Wronskian of v l and v r is nonzero for small h. By (4.8) we have
so an application of Corollary A.5 gives y r ) , where the expression in parenthesis is 4 + O(h) as h → 0 in view of (4.7).
Now write
By Lemma 4.4, the relations (4.9)-(4.10) constitute an invertible change of basis, and a straightforward calculation yields
Recall that λ = iµ is an eigenvalue precisely when u l and u r are linearly dependent, i.e., when det(u l u r ) = 0. Since v l and v r are linearly independent by Lemma 4.4, a straightforward computation shows that det(u l u r ) = 0 is equivalent to
We rewrite this as
Lemma 4.5. Let µ ∈ B ε (µ 0 ). In the case when V (β l ) = ±V (β r ) we have
Proof. We begin by calculating d 12 . By (4.8) and (4.9) we have
An application of Corollary A.5 in the appendix therefore gives d 12 = −γ l where
so that γ l = 1 + O(h) as h → 0 by Remark 2.1 and (4.7). Next,
which by Corollary A.5 gives 
Using Corollary A.5 we get
. We see that d 22 = ∓γ r where γ r = 1+O(h) as h → 0. Moreover, if V (x) = ±V (−x) for x ∈ R then y l = −ȳ r andŷ r = −y l , while τ l = τ r by the second remark on page 24 so
where the last identity follows by an application of Proposition 2.5. Inspecting the definition of γ l and using identity (A.6) we find that γ l = γ r when V (x) = ±V (−x) for x ∈ R.
Finally,
which by Corollary A.5 is equal to If V (x) = ±V (−x) for x ∈ R then γ l = γ r .
Symmetric potentials
The purpose of this section is to prove Theorem 1.4. When doing so it will be convenient to use the following alternative form of Theorem 4.6.
Proposition 5.1. Assume that V is a double-lobe potential near µ 0 and that V (x) = ±V (−x) for x ∈ R. Then there exist positive constants ε, h 0 and functions Proof. We adapt the arguments in [MBRS16, pp. 878-879] to our situation. By Theorem 4.6, λ = iµ is an eigenvalue if and only if
where we choose branches of the square roots and the logarithm in such a way that
it follows that
Treating γ r , γ * r the same way we find that λ = iµ is an eigenvalue if and only if
The result now follows by an application of Euler's formula.
Remark 5.2. Note that
uniformly for µ ∈ B ε (µ 0 ), where is short hand for ∂/∂µ. Indeed, since the amplitude functions w + even are analytic symbols with respect to the spectral parameter λ = iµ and h > 0 (cf. the proof of Lemma 3.2), it follows from the definitions of γ l and γ r that the same is true for them. This means that ∂γ • (µ)/∂µ = O(h), see [GG88] or [Sjö82] . Differentiating the identity e iθ• = (γ • /γ * • ) 1/2 gives the claimed asymptotic expansion since e iθ = 1 + O(h) by Taylor's formula.
Proof of Theorem 1.4. If V (x) is either an even or an odd function of x ∈ R then I l = I r by Proposition 5.1. Omitting the indices l and r, the corollary then implies that
Since J(µ 0 ) > 0 and Im I • (µ 0 ) = 0 by definition we can choose ε > 0 small enough to ensure that, say,
. By (5.1) we must then haveĨ(µ)/h = x k (h) + y k where y k = (k + 1 2 )π for some integer k and x k (h) =Ĩ(µ)/h − y k is close to zero. Hence,
which together with (5.1) implies that
when µ satisfies (5.1). In view of Lemma 2.7 and Remark 5.2 it follows thatĨ = I + hθ is injective near µ 0 for all sufficiently small h, so that the roots µ dl k tõ I(µ) = (k + 1 2 )πh are unique and real. Moreover, for such h there are precisely two solutions of (5.4) which are denoted by µ ± k , and sinceĨ * =Ĩ and R * = R these solutions must satisfy
) we obtain the auxiliary estimate |µ
We now improve this estimate by observing that J(µ
, we find by (5.4) that
Hence, by (5.2) we have
where c = 1 2 when V is even and c = 1 2i when V is odd. By Taylor expandingĨ(µ ± k ) near µ dl k and using (5.6) we obtain the improved estimate |µ
On the other hand,
by Remark 5.2, and hence a straightforward computation gives
By combining this identity with (5.1) and (5.6) we obtain the asymptotic formulas (1) and (2) of Theorem 1.4. The final statement of the theorem is then an immediate consequence of taking complex conjugates of these formulas and applying the symmetry relations (5.5).
Appendix A.
A.1. Connection formulas between the left and right lobe. Here we compute Wronskians between WKB solutions defined near the left and right lobes. The proofs of these results could be obtained by inspecting the proofs in [Hir17, Sec. III] and [FW18, Sec. 5], and are included here for the benefit of the reader.
To shorten notation we mostly omit h-dependence from the expressions below. We always assume that V (β l (µ 0 )) > 0 and that µ belongs to some small neighborhood B ε (µ 0 ). We shall often refer to the case when V (β l (µ)) = V (β r (µ)) as case 1 • and V (β l (µ)) = −V (β r (µ)) as case 2
• , which is in accordance with the terminology used by Fujiié and Wittsten [FW18] .
, where all four amplitude functions appearing on the right are 1 + O(h) as h → 0 for µ ∈ B ε (µ 0 ).
Proof. We adapt the arguments in [Hir17, Sec. III] and use Lemma 2.3. We begin with (i) and note that the phase base points of u + (x; α l , x l ) and u + (x; β l , y l ) differ. In order to use the Wronskian formula (2.8) this must be remedied, and a simple calculation shows that
To connect y l and x l by a curve along which Re z(x) is strictly increasing we need to pass through the branch cut emanating from β l . In view of Definition 2.2, passing through this branch cut from the left leads to thex-sheet, so we express the righthand side of (A.1) in terms of the coordinates of thex-sheet. By Lemma 2.3 we have u
By evaluating the Wronskian aty l and using the Wronskian formula (2.8) we get (i), with w + even (ȳ r ; y l ) = 1 + O(h) by Remark 2.1. To prove (ii), we observe that
(compare with (A.1)). Since there is a curve from x l toȳ l along which t → Re z(t) is strictly increasing, we find by evaluating the Wronskian atȳ l and using (2.8) that (ii) holds with w + even (ȳ l ; x l ) = 1 + O(h) by Remark 2.1. The proof of (iii) is similar to (ii). Indeed, we have u + (x; β r , y r ) = e iIr/h u + (x; α r , y r ) and there is a curve from y r to x r along which t → Re z(t) is strictly increasing, so by evaluating the Wronskian at x r we obtain (iii) with w + even (x r ; y r ) = 1 + O(h) by Remark 2.1.
We now turn to the proof of (iv). We first note that
Next, by Definition 2.2, passing through the branch cut emanating at β r from the right leads to thex-sheet in case 1
• , and to thex-sheet in case 2 • . We express the right-hand side above in terms of the corresponding coordinates and get using Lemma 2.3 that u − (x; α r ,ȳ r ) = iu + (x; α r ,y r ) forx neary r in case 1 • and u − (x; β r , y r ) = −iu + (x; α r ,ŷ r ) forx nearŷ r in case 2
• . In each case, take the function on the right and continue it through the branch cut starting at β r into the domain in the usual sheet containing x r . Note that at x r these functions take the values iu + (x r ; α r ,y r ) and −iu − (x r ; α r ,ŷ r ), respectively. Analog to the proof of (i) we use (A.2) and evaluate the Wronskian at x r (see (2.8)) and get W(u − (x; α r , x r ), u − (x; β r ,ȳ r )) = 4ie −iIr/h −iw By Remark 4.1 the two amplitude functions on the right coincide. Moreover, there are curves fromy r andŷ r to x r , passing through the branch cut at β r , along which Proof. We start with the proof of (i) and note that the phase base points of u + (x; β l , y l ) and u − (x; β r ,ȳ r ) differ. We therefore rewrite u + (x; β l , y l ) as This identity is straightforward to check; in fact it can be established using the proof of [FW18, Lemma 5.5] with obvious modifications. Since we can find a curve from y l toȳ r along which Re z(x) is strictly increasing we can evaluate the Wronskian atȳ r (see (2.8)) which gives (i), with w + even (ȳ r ; y l ) = 1 + O(h) by Remark 2.1. We now prove (ii). By Lemma 2.3 we have u + (x; β r , y r ) = iu − (x; β r ,y r ) foř x neary r in case 1
• and u + (x; β r , y r ) = −iu − (x; β r ,ŷ r ) forx nearŷ r in case 2
• . In each case, take the function on the right and continue it through the branch cut starting at β r into the domain in the usual sheet containing y l . Note that at y l these functions take the values iu − (y l ; β r ,y r ) and −iu − (y l ; β r ,ŷ r ), respectively. Using (A.3) and evaluating the Wronskian atŷ r (see (2.8)) gives By Remark 4.1 the two amplitude functions on the right coincide. Also, since Re z(x) (Re z(x)) is a strictly increasing function of Imx (Imx) nearx =y r (x = y r ), we can find a curve from y l toy r (ŷ r ), passing through the branch cut at β r , along which t → Re z(t) is strictly increasing (include figure) . Hence, w + even (y r ; y l ) = 1 + O(h) as by Remark 2.1, which proves (ii).
Let us consider (iii) next. We choose to fix the domain of u − (x; β l ,ȳ l ) and express u − (x; β r ,ȳ r ) in the coordinates of the sheet reached when passing through the branch cut at β l from the left, i.e., thex-sheet according to Definition 2.2. To do so we must first change the phase base point of u − (x; β r ,ȳ r ) from β r to β l . A simple calculation gives after comparison with (A.3) that u − (x; β r ,ȳ r ) = e J/h u − (x; β l ,ȳ r ), so applying Lemma 2.3 we get u − (x; β r ,ȳ r ) = −ie J/h u + (x; β l ,ŷ r ).
We continue the expression on the right through the branch cut at β l , and note that atȳ l , it takes the value −ie J/h u + (ȳ l ; β l ,ŷ r ). As above we can find a curve fromŷ r toȳ l , passing through the branch cut at β l , along which t → Re z(t) is strictly increasing. Hence, by evaluating the Wronskian atȳ l (see (2.8)) we obtain (iii), where w + even (ȳ l ;ŷ r ) = 1 + O(h) by Remark 2.1. Finally, let us prove (iv). To get an asymptotic estimate we will need to connect the amplitude base points of u − (x; β l ,ȳ l ) and u + (x; β r , y r ) by a curve passing through both the branch cut at β l and the branch cut at β r . In view of Definition 2.2, for case 1
• nothing needs to be done, but for case 2 • this will be possible if we express u + (x; β r , y r ) in the coordinates obtained by rotating anticlockwise twice around β r . Let the coordinates thus obtained be denotedx. Applying Lemma 2.3 two times we get u + (x; β r , y r ) = −u + (x; β r ,ŷ r ) = −e (z(x;βr)−z(x;β l ))/h u + (x; β l ,ŷ r ) for x near y r . We can find a path fromŷ r toȳ l along which t → Re z(t) is strictly increasing (include figure), so evaluating the Wronskian atȳ l we get (see (2.8))
W(u + (x; β r , y r ), u − (x; β l ,ȳ l )) = ±4ie where the path of integration is homotopic to a curve starting at β r and following a curve in thex-sheet through the branch cut at β l , then arriving at β l viaȳ l . Hence, it is homotopic to the path from β r to β l in thex-sheet. If we rotate back to the usual sheet using (2.15) and then reverse the integration direction, we find that z(ȳ l ; β r ) − z(ȳ l ; β l ) = i 
4). This yields (iv).
Remark A.4. When computing W(u − (x; β l ,ȳ l ), u − (x; β r ,ȳ r )) in the proof above we could, instead of expressing u − (x; β r ,ȳ r ) in the coordinates of thex-sheet, have expressed u − (x; β l , y l ) in the coordinates of thex-sheet (rotating the opposite direction around β l ). This would yield the formula 
