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We consider the problem of finding anomalies in a d-dimensional field of indepen-
dent random variables tYiuiPt1,...,nud , each distributed according to a one-dimensional
natural exponential family F “ tFθuθPΘ. Given some baseline parameter θ0 P Θ, the
field is scanned using local likelihood ratio tests to detect from a (large) given system
of regions R those regions R Ă t1, ..., nud with θi ‰ θ0 for some i P R. We provide a
unified methodology which controls the overall family wise error (FWER) to make a
wrong detection at a given error rate.
Fundamental to our method is a Gaussian approximation of the distribution of the
underlying multiscale test statistic with explicit rate of convergence. From this, we ob-
tain a weak limit theorem which can be seen as a generalized weak invariance principle
to non identically distributed data and is of independent interest. Furthermore, we give
an asymptotic expansion of the procedures power, which yields minimax optimality in
case of Gaussian observations.
Keywords: exponential families, multiscale testing, invariance principle, scan statistic, weak
limit, family wise error rate
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1. Introduction
Suppose we observe an independent, d-dimensional field Y of random variables
Yi „ Fθi , i P Idn :“ t1, ..., nud , (1)
1Corresponding author
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where each observation is drawn from the same given one-dimensional natural exponential family
model F “ tFθuθPΘ, but with potentially different parameters θi. Prominent examples include Yi
with varying normal means µi or a Poisson field with varying intensities λi. Given some baseline
parameter θ0 P Θ (e.g. all µi “ 0 for a Gaussian field), we consider the problem of finding anoma-
lies (hot spots) in the field Y , i.e. we aim to identify those regions R Ă Idn where θi ‰ θ0 for some
i P R. Here R runs through a given family of candidate regions R P Rn Ă PpIdnq where PpAq
denotes the power set of a set A. For simplicity, we will suppress the subindex n whenever it is
clear from the context, i.e. write R “ Rn in what follows. Such problems occur in numerous areas
of application ranging from astronomy and biophysics to genetics engineering, specific examples
include detection in radiographic images (Kazantsev et al., 2002), genome screening (Jiang et al.,
2016) and object detection in astrophysical image analysis (Friedenberg and Genovese, 2013), to
mention a few. Our setting includes the important special cases of Gaussian (Arias-Castro et al.,
2005; Sharpnack and Arias-Castro, 2016; Kou, 2017; Cheng and Schwartzman, 2017), Bernoulli
(Walther, 2010), and Poisson random fields (Zhang et al., 2016; Kulldorff et al., 2005; Rivera and Walther,
2013; Tu, 2013). Extensions to models without exponential family structure as well as replacing
the baseline parameter θ0 by a varying field of known baseline intensities can be treated as well
(cf. Remark 2.8 below), but to keep the presentation simple, we restrict ourselves to the afore
mentioned setting.
1.1. Methodology
Inline with the above mentioned references (see also Section 1.4 for a more comprehensive review),
the problem of finding hot spots is regarded as a multiple testing problem, i.e. many ’local’ tests
on the regions R are performed simultaneously, while keeping the overall error of wrong detections
controllable. For a fixed region R P R the likelihood ratio test (LRT) for the testing problem
@ i P R : θi “ θ0 (HR,n)
vs.
D i P R s.t. θi ‰ θ0, (KR,n)
is a powerful test in general, and often known to have certain optimality properties (depending
on the structure of R, see e.g. Lehmann and Romano (2005)). Therefore, the LRT will always be
considered throughout this paper as the ’local’ test. We stress, however, that our methodology
could also be used for other systems of local tests, provided they obey a sufficiently well behaving
asymptotic expansion (see Remark 2.8). The LRT is based on the test statistic
TRpY, θ0q :“
d
2 log
ˆ
supθPΘ
ś
iPR fθpYiqś
iPR fθ0pYiq
˙
, (2)
where fθ denotes the density of Fθ, and HR,n is rejected when TRpY, θ0q is too large. As it is not
known a priori which regions R might contain anomalies, i.e. for which R P R the alternative
KR,n might hold true, it is required to control the family wise error arising from the multiple test
decisions of the local tests based on TR pY, θ0q, R P R. Obviously, without any further restriction
on the complexity of R this error cannot be controlled. To this end, we will assume that the
regions R can be represented as a sequence of discretized regions in
R “ Rn :“
 
R Ă Idn
ˇˇ
R “ Idn X nR˚ for some R˚ P R˚
(
(3)
for some system of subsets (e.g. all hypercubes) of the unit cube R˚ Ă Ppr0, 1sdq, to be specified
later. This gives rise to the sequence of multiple testing problems
HR,n vs. KR,n simultaneously over Rn, n P N. (4)
The aim of this paper is to provide methodology to control (asymptotically) the family wise error
rate (FWER) α P p0, 1q when (4) is considered as a multiple testing problem, i.e. to provide a
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sequence of multiple tests Φ:“ Φn (see e.g. Dickhaus, 2014) for (4) such that
sup
RPRn
PHR,n
“
Φ rejects any HR1,n with R
1 Ă R‰ ď α` op1q (5)
as nÑ8. In words, this ensures that the probability of making any wrong detection is controlled
at level α, as nÑ8.
This task has been the focus of several papers during the last decades, for a detailed discus-
sion see Section 1.4. We contribute to this field by providing a general theory for a unifying
method in the model (1) including Gaussian, Poisson and Bernoulli observations. In view of
(Arias-Castro et al., 2011), where observations from exponential families as in (1) are also dis-
cussed, but the local tests are always as in the Gaussian case, we emphasize that our local tests
are of type (2), hence exploiting the likelihood in the exponential family. This will result in im-
proved power and better finite sample accuracy (see Frick et al. (2014) for d “ 1). Our main
technical contribution is to prove a weak limit theorem for the asymptotic distribution of our test
statistic for general exponential family models as in (1) and arbitrary dimension d. This can be
viewed as a ”multiscale” weak invariance principle for independent but not necessarily identically
distributed r.v.’s. Further, we will provide an asymptotic expansion of the test’s power which
leads to minimax optimal detection of the test in specific models.
Throughout the following, we consider tests of scanning-type, controlling the FWER by the
maximum over the local LRT statistics in (2), i.e.
Tn ” TnpY, θ0,Rn, vq :“ max
RPRn
rTRpY, θ0q ´ penv p|R|qs . (6)
Here |R| denotes the number of points in R. The values
penv prq :“
b
2v plog pnd{rq ` 1q (7)
where log denotes the natural logarithm, act as a scale penalization, see also (Du¨mbgen and Spokoiny,
2001; Du¨mbgen and Walther, 2008; Walther, 2010; Frick et al., 2014). This penalization with
proper choice of v guarantees optimal detection power on all scales simultaneously as it prevents
smaller regions from dominating the overall test statistic (see Section 2.3). To obtain an a.s.
bounded distributional limit for Tn in (6), the constant v in (6) can be any upper bound of the
complexity of R˚ measured in terms of the packing number (see Assumption 3 below). For ex-
ample, whenever R˚ has finite VC-dimension ν pR˚q, we can choose v “ ν pR˚q. However, we
will see that the test has better detection properties if v is as small as possible (see Section 2.3).
Hence, from this point of view it is advantageous to know exactly the complexity of R˚ in terms
of the packing number, a topic which has received less attention than computing VC-dimensions.
Therefore, we compute the packing numbers for three important examples of R˚, namely hyper-
rectangles, hypercubes and halfspaces explicitly in Appendix A.
1.2. Overview over the results
To construct a test which controls the FWER (5), we have to find a sequence of universal global
thresholds q1´α,n such that
P0 rTn ą q1´α,ns ď α` op1q, (8)
where P0 :“ PH
Idn,n
corresponds to the case that no anomaly is present. Such a threshold suffices,
as it can be readily seen from (6) that
sup
RPRn
PHR,n
“
Φ rejects any HR1,n with R
1 Ă R‰ ď sup
RPRn
PHR,n rΦ rejects HR,ns
ď P0
“
Φ rejects HIdn,n
‰
.
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Given q1´α,n, the multiple test will reject whenever Tn ě q1´α,n, and each local test rejects if
TR pY, θ0q ě q1´α,n ` penv p|R|q. Due to (5) and (8), this will not be the case with (asymptotic)
probability ď α for any R P Rn such that HR,n holds true.
To obtain the thresholds q1´α,n we provide a Gaussian approximation of the scan statistic (6)
under P0 given by
Mn ”Mn pRn, vq :“ max
RPRn
«
|R|´1{2
ˇˇˇˇ
ˇÿ
iPR
Xi
ˇˇˇˇ
ˇ´ penv p|R|q
ff
(9)
with i.i.d. standard normal r.v.’s Xi, i P Idn. We also give a rate of convergence of this approxi-
mation (Thm. 2.5), which is determined by the smallest scale in Rn. Based on these results, we
obtain the P0-limiting distribution of Tn as that of
M ”M pR˚, vq :“ sup
R˚PR˚
«
|W pR˚q|a|R˚| ´ penv `nd |R˚|˘
ff
ă 8 a.s., (10)
where W is white noise on r0, 1sd and (with a slight abuse of notation) |R˚| denotes the Lebesgue
measure of R˚ P R˚. This holds true as soon as R˚ and Rn have a finite complexity, R˚ consists
of sets with a sufficiently regular boundary (see Assumption 2(b) below), and the smallest scales
|Rn| of the system Rn are restricted suitably, see (12) below and the discussion there.
In case ofR˚ being the subset of all hypercubes, we will also give an asymptotic expansion of the
above test’s power, which allows to determine the necessary average strength of an anomaly such
that it will be detected with asymptotic probability 1. This is only possible due to the penalization
in (6), as otherwise the asymptotic distribution is not a.s. finite. If the anomaly is sufficiently small,
we show that the anomalies which can be detected with asymptotic power one by the described
multiscale testing procedure are the same as those of the oracle single scale test, which knows the
size (scale) of the anomaly in advance. This generalizes findings of Sharpnack and Arias-Castro
(2016) to situations where not only the mean of the signal is allowed to change, but its whole
distribution. Furthermore, if the observations are Gaussian, and R˚ is the system of squares, our
test with the proper choice v “ 1 (see Example 2.3) achieves the asymptotic optimal detection
boundary, i.e. no test can have larger power in a minimax sense, asymptotically.
1.3. Computation
Note that the weak limit M of Tn in (10) does not depend on any unknown quantity, and hence
can be e.g. simulated generically in advance for any given system R as soon as a bound for the
complexity of R˚ can be determined. If the system R has special convolution-type structure, we
discuss an efficient implementation using fast Fourier transforms in Section 3.1 with computational
complexity O
`
d# scales nd logn
˘
for a single evaluation of Tn orMn. Once the quantiles are pre-
computed, this allows for fast processing of incoming data sets.
1.4. Literature review and connections to existing work
Scan statistics and scanning-type procedures based on the maximum over an ensemble of local
tests have received much attention in the literature over the past decades. To determine the quan-
tile, a common option is to approximate the tails of the asymptotic distribution suitably, as done
e.g. by Siegmund and Venkatraman (1995); Siegmund and Yakir (2000); Naus and Wallenstein
(2004); Pozdnyakov et al. (2005); Fang and Siegmund (2016) for d “ 1, by Haiman and Preda
(2006) for d “ 2, and by Jiang (2002) in arbitrary dimensions. If the random field is suffi-
ciently smooth (in contrast to the setting here) the Gaussian kinematic formula or similar tools
can be employed, see e.g. Adler (2000), Taylor and Worsley (2007), Schwartzman et al. (2011),
Cheng and Schwartzman (2017). We also mention Alm (1998), who considers the situation of a
fixed rectangular scanning set in two and three dimensions. In all these papers, no penalization
has been used, which automatically leads to a preference for small scales of order logpnq (see e.g.
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Kabluchko and Munk, 2009) and to an extreme value limit, in contrast to the weak invariance
principle type limit (10). Arias-Castro et al. (2017) study the case of an unknown null distri-
bution and propose a permutation based approximation, which is shown to perform well in the
natural exponential family setting (1), however, only for d “ 1. Technically, mostly related to our
work are weak limit theorems for scale penalized scan statistics, which have e.g. been obtained
by Frick et al. (2014) and Sharpnack and Arias-Castro (2016). However, these results are either
limited to special situations such as Gaussian observations, or to d “ 1. If a limit exists, the
quantiles of the finite sample statistic can be used to bound the quantiles of the limiting ones as
e.g. done by Du¨mbgen and Spokoiny (2001); Rivera and Walther (2013); Datta and Sen (2018).
Our results can be interpreted in both ways as we provide a Gaussian approximation of the scan
statistic in (6) by (9) and that we obtain (10) as a weak limit.
Weak limits for Tn as in (10) are immediately connected to those for partial sum processes.
Classical KMT-like approximations (see e.g. Komlo´s et al., 1976; Rio, 1993; Massart, 1989) provide
in fact a strong coupling of the whole process pTR pY, θ0qqRPRn to a Gaussian version. Results of
this form have been employed for d “ 1 previously in Schmidt-Hieber et al. (2013); Frick et al.
(2014). Proceeding like this for general d will restrict the system Rn to scales rn s.t. |R| ě rn
where
nd´1 logpnq “ o prnq (11)
as n Ñ 8, which is unfeasibly large for d ě 2. Therefore, we take a different route and employ
a coupling of the maxima in (6) and (9), which relies on recent results by Chernozhukov et al.
(2014), see also Proksch et al. (2018). However, in contrast to the present paper, they do not
consider the local LR statistic and require that |R| “ o `nd˘ for all R. This excludes large scales
and leads to an extreme value type limit in contrast to (10) which incorporates all (larger) scales.
To make use of Chernozhukov et al.’s (2014) coupling results in our general setting, we provide
a symmetrization-like upper bound for the expectation of the maximum of a partial sum process
by a corresponding Gaussian version, cf. Lemma 4.2. Doing so we are able to approximate the
distribution of Tn in (6) by (9) as soon as we restrict ourselves to R P Rn with |R| ě rn where
the smallest scales only need to satisfy the lower scale bound (LSB)
log12pnq “ o prnq as nÑ8, (12)
which compared to (11) allows for considerably smaller scales whenever d ě 2. Note that (12)
does not to depend on d. However, as we consider the discretized sets in Idn here, the corresponding
lower bound an for sets in R
˚ Ă Ppr0, 1sdq is n´d log12pnq “ o panq, which in fact depends on d as
now the volume of the largest possible set has been standardized to one (see (3) and Theorem 2.9
below) and coincides with the sampling rate n´d up to a poly-log-factor. In contrast, (11) gives
n´1 logpnq “ o panq, independent of d, which only for d “ 1 achieves the sampling rate n´d. Under
(12) we also obtain OP
´`
log12pnq{rn
˘1{10¯
as rate of convergence of this approximation (see (16)
below).
Also the asymptotic power of scanning-type procedures has been discussed in the literature.
An early reference is Arias-Castro et al. (2005), who provide a test for d “ 1 achieving optimal
detection power on the smallest scale. However, to obtain optimal power on all scales, a scale de-
pendent penalization is necessary. We mention Walther (2010), who achieves this for the detection
of spatial clusters in a two dimensional Bernoulli field by scale adaptive thresholding of local test
statistics. Butucea and Ingster (2013) for d “ 2 and Kou (2017) for general d provide optimality of
scanning procedures for Gaussian fields. Based on Kabluchko (2011), Sharpnack and Arias-Castro
(2016) provide asymptotic power expansions for the multiscale statistic in (6) with a slightly dif-
ferent penalization, yielding minimax optimality in case of d-dimensional Gaussian fields. Inspired
by their, however incomplete, proof, we are able to generalize these results in case of R˚ being the
set of all hypercubes to the exponential family model, (1), despite the fact that under the alter-
native the whole distribution in (1) might change, whereas for Gaussian fields typically only the
mean changes. Doing so we obtain sharp detection boundaries, which are known to be minimax
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in the Gaussian situation, if the parameter v in the penalization (7) is chosen to be equal to the
packing number of the system of hypercubes. In contrast, if v is chosen to be the VC-dimension,
the detection power turns out to be suboptimal. This emphasizes the importance of knowledge of
the packing number explicitly, for an illustration cf. Example 2.7.
Finally we also mention weaker error measures such as the false discovery rate (FDR) as a
potential alternative to FWER control and hence more sensitive tests are to be expected (see e.g.
Benjamini and Hochberg, 1995; Benjamini and Yekutieli, 2001; Li et al., 2016). However, this is
a different task and beyond the scope of our paper.
2. Theory
In this section we will summarize our theoretical findings. In Section 2.1 we give an overview
and details on our precise setting and present our assumptions on the set of candidate regions
R˚. Section 2.2 provides the validity of the Gaussian approximation in (9) and determines the
P0-limiting distribution of Tn. In Section 2.3 we derive an asymptotic expansion of the detection
power. Throughout this paper, the constants appearing might depend on d.
2.1. Setting and Assumptions
In the following we assume that F “ tFθuθPΘ in (1) is a one-dimensional exponential family,
which is regular and minimal, i.e. the ν-densities of Fθ are of the form fθpxq “ exp pθx´ ψpθqq,
the natural parameter space
N “
"
θ P Rd :
ż
Rd
exppθxqdνpxq ă 8
*
is open and the cumulant transform ψ is strictly convex on N . Then, the moment generating
function exists and the random variables Yi have sub-exponential tails, see Casella and Berger
(2002) and Brown (1986) for details. We further assume that VarYi ą 0.
Example 2.1. Let us discuss three important examples of the model (1).
1. Gaussian fields: Let Yi „ N
`
θ, σ2
˘
where the variance σ2 ą 0 is fixed. In this case,
ψpθq “ 12θ2, and
TR pY, θ0q “
a
|R|
ˇˇ
Y R ´ θ0
ˇˇ
σ
2. Bernoulli fields: Let Yi „ Bin p1, pq with p P p0, 1q. Note, that w.l.o.g. the cases p “ 0 and
p “ 1 are excluded as in these cases one would screen the field correctly, anyway. The natural
parameter is θ “ log pp{p1´ pqq, and using ψ pθq “ log p1` exp pθqq we compute
TR pY, θ0q “
gfffe2|R|
»–Y R log
¨˝
Y R
exppθ0q
1`exppθ0q
‚˛`p1´ Y Rq log˜ 1´ Y R1
exppθ0q`1
¸fifl.
3. Poisson fields: Let Yi „ Poipλq with λ P R. Again, λ “ 0 has to be excluded, but this case is
again trivial. The natural parameter is θ “ log pλq, and using ψ pθq “ exp pθq we compute
TRpY, θ0q “
d
2|R|
„
Y R log
ˆ
Y R
exppθ0q
˙
´ pY R ´ exppθ0qq

.
To derive the Gaussian approximation (9) of Tn in (6), we need to restrict the cardinality of
Rn:
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Assumption 1 (Cardinality of Rn). There exist constants c1, c2 ą 0 such that
# pRnq ď c1nc2 . (13)
To furthermore control the supremum in (10), we have to restrict the system of regions R˚
suitably. To this end, we introduce some notation.
For a set R˚ P R˚ and x P r0, 1sd we define d px, BR˚q :“ infyPBR˚ }x´ y}2 where BR˚ denotes
the topological boundary of R˚, i.e. BR˚ “ R˚z pR˚q˝. Furthermore we define the ǫ´annulus
R˚pǫq around the boundary of R˚ for some ǫ ą 0 as
R˚pǫq :“
!
x P r0, 1sd ˇˇ d px, BR˚q ă ǫ) .
In the following we will consider the symmetric difference
R˚1 △ R
˚
2 :“ pR˚1 YR˚2 q z pR˚1 XR˚2 q , R˚1 , R˚2 P R˚
and the corresponding metric
ρ˚ pR˚1 , R˚2 q :“
b
|R˚1 △R˚2 |, for R˚1 , R˚2 P R˚. (14)
To derive the weak limit of Tn, we need to restrict the system R
˚ further. Recall the VC-
dimension (see e.g. van der Vaart and Wellner, 1996).
Assumption 2 (Complexity and regularity of R˚).
(a) The VC-Dimension ν pR˚q of the set R˚ is finite.
(b) There exists some constant C ą 0 such that |R˚pǫq| ď Cǫ for all ǫ ą 0 and all R˚ P R˚ with
the Lebesgue measure |¨|.
Finally, to ensure a.s. boundedness of the limit in (10), we will furthermore require that v in (6)
is chosen appropriately. To this end we introduce the packing number Kpǫ, ρ,Wq of a subset W
of R˚ w.r.t. a metric ρ, which is given by the maximum number m of elements W1, . . . ,Wm PW
s.t. ρpWi,Wjq ą ǫ for all i ‰ j, i.e. by the largest number of ǫ-balls w.r.t. ρ which can be packed
inside W , see e.g. van der Vaart and Wellner (1996, Def. 2.2.3).
Assumption 3 (Choice of v). The constant v in (6) and (7) is chosen such that there exist
constants k1, k2 ą 0 such that
K
´
pδuq1{2, ρ˚, tR P R˚ : |R| ď δu
¯
ď k1u´k2δ´v (15)
for all u, δ P p0, 1s with ρ˚ as in (14).
Let us briefly comment on the above assumptions.
Remark 2.2.
• Assumption 1 will allow us to apply recent results by Chernozhukov et al. (2014) to couple
the process in (6) with a Gaussian version as in (9). Note that Assumption 2(a) immediately
implies Assumption 1.
• We stress that the Assumption 2(b) is satisfied whenever R˚ consists of regular Borel sets
R˚ only, i.e. each R˚ P R˚ is a Borel set and |BR˚| “ 0 for all R˚ P R˚.
• Note that Assumption 2(a) also implies that v “ ν pR˚q is a valid choice in the sense of
Assumption 3. This basically follows from the relationship between capacity and covering
numbers and a bound on covering numbers from van der Vaart and Wellner (1996, Thm.
2.6.4). However, (15) might also be satisfied for considerably smaller numbers v (see the
examples below).
7
Example 2.3.
1. Consider the set S˚ of all hyperrectangles in r0, 1sd, i.e. each S˚ P S˚ is of the form
S˚ “ rs, ts :“
!
x P r0, 1sd ˇˇ si ď xi ď ti for 1 ď i ď d). Obviously, the corresponding dis-
cretization Sn consists of hyperrectangles in I
d
n, which are determined by their upper left
and lower right corners, i.e. # pSnq ď n2d, which proves Assumption 1. According to
van der Vaart and Wellner (1996, Ex. 2.6.1) we have ν pS˚q “ 2d, and as S˚ consists
only of regular Borel sets, also Assumption 2 is satisfied. In Appendix A we give a simple
argument that Assumption 3 holds true whenever v ą 2d´ 1. Employing more refined com-
putations, it can even be shown that v “ 1 is a valid choice if we allow for additional powers
of p´ log pδqq on the right-hand side of (15), see Theorem 1 in Walther (2010) or Lemma
2.1 in Datta and Sen (2018).
2. We may also consider the (smaller) set Q˚ of all hypercubes in r0, 1sd, i.e. each Q˚ P Q˚ is
of the form rt, t` hs with t P r0, 1sd and 0 ă h ď 1´max1ďiďd ti. As Q˚ Ă S˚, Assumptions
1 and 2 are satisfied. Refined computations in Appendix A show that v “ 1 is a valid choice in
the sense of Assumption 3, independent of d (opposed to the VC-dimension ν pQ˚q “ t 3d`12 u
according to Despres (2014)).
3. Let H˚ be the set of all half-spaces in r0, 1sd, i.e.
H˚ :“  Ha,α | α P R, a P Sd´1( , Ha,α :“ !x P r0, 1sd ˇˇ xx, ay ě α) .
The VC-dimension of H˚ is ď d ` 1 (see e.g. Devroye and Lugosi, 2001, Cor. 4.2), which
proves that Assumptions 1 and 2 are satisfied. On the other hand, we prove in Appendix A
that v “ 2 satisfies Assumption 3.
Remark 2.4. As discussed in the introduction, we will show in case of hypercubes that a smaller
value of v in Assumption 3 and hence in (7) will lead to a better detection power. More precisely,
only for v “ 1 we will obtain minimax optimality in a certain sense (see Section 2.3 below). In case
of hyperrectangles this is more involved, but it can, however, be argued along Walther (2010) that
for d “ 2 the choice v “ 1 yields minimax optimality also in this situation for specific sequences
of rectangles.
2.2. Limit theory
Now we are in position to show that the quantiles of the multiscale statistic in (6) can be approx-
imated uniformly by those of the Gaussian version in (9), and furthermore that Mn pRn, vq in (9)
converges to a non-degenerate limit whenever v satisfies Assumption 3. For the former we require
a lower bound on the smallest scale as given in (12). Given a discretized set of candidate regions
Rn Ă P
`
Idn
˘
and c ą 0 we introduce
Rn|c :“
 
R P Rn
ˇˇ |R| ě c( .
With this notation we can formulate our main theorems.
Theorem 2.5 (Gaussian approximation). Let Yi, i P Idn be a field of random variables as in (1),
let R˚ be a set of candidate regions satisfying Assumption 1 and let prnqn Ă p0,8q be a sequence
such that the LSB (12) holds true. Let v P R be fixed.
(a) Then under P0
Tn
`
Y, θ0,Rn|rn , v
˘´Mn `Rn|rn , v˘ “ OP
˜ˆ
log12pnq
rn
˙1{10¸
(16)
as nÑ8 with Mn as in (9).
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(b) For all q P R we have
lim
nÑ8
ˇˇ
P0
“
Tn
`
Y, θ0,Rn|rn , v
˘ ą q‰´ P “Mn `Rn|rn , v˘ ą q‰ˇˇ “ 0. (17)
Note that Mn does not depend on any unknown quantities and can e.g. be simulated for fixed
n, see Section 3 for details. Beyond this, we can now also derive a weak limit of Tn.
Theorem 2.6 (Weak P0 limit). Under the Assumptions of Theorem 2.5 suppose that also As-
sumption 2 is satisfied. Then it holds for any fixed v P R under P0 that
Tn
`
Y, θ0,Rn|rn , v
˘ DÑM pR˚, vq as nÑ8, (18)
with M pR˚, vq as in (10). If v furthermore satisfies Assumption 3, then MpR˚, vq is almost surely
finite and non-degenerate.
Note that our proof of Theorem 2.6 explicitly requires the VC-dimension ν pR˚q to be finite,
and it is not clear if this Assumption could be dropped.
Example 2.7 (Gaussian approximation in the hyperrectangle / hypercube case). Recall Example
2.3 and let S˚ be the set of all hyperrectangles and Q˚ be the set of all hypercubes in r0, 1sd. Then
for any sequence rn satisfying the LSB (12) the approximation (16) holds under P0 for Sn|rn and
Qn|rn, respectively. Monte-Carlo simulations (by means of (9) with n “ 128 and d “ 2) of the
densities of Mn with different values of v are shown in Figure 1. The smallest possible values
of v which we may choose according to Example 2.3 are v “ 3 ` ǫ and v “ 1, respectively. The
corresponding results are depicted in the first picture of of Figure 1 with ǫ “ 0 for simplicity.
Alternatively, we may use the VC-dimensions ν pS˚q “ 4 and ν pQ˚q “ 3 respectively, which lead
to the simulated densities of Mn shown in the bottom row of Figure 1. Note that the distributions
of Mn pSn, 4q and Mn pQn, 3q are extremely close, which somewhat contradicts the intuition that
detection in the less complex system of squares should be notably easier than detection in the system
of all rectangles. The explanation for this is that v “ 3 clearly overpenalizes the system Qn of
squares. In contrast, if the penalization is chosen according to the smallest possible values satisfying
Assumption 3 (which allows for minimax detection in the system of squares, cf. Corollary 2.11
below), then the densities differ substantially.
´1 0 1 2 3
0
0.2
0.4
0.6
0.8
1
´1 0 1 2 3
0
0.2
0.4
0.6
0.8
1
Figure 1: Simulated densities of the Gaussian approximations, displayed by a standard kernel es-
timator obtained from 104 runs of the test statistic (9) (Mn pSn, vq ( ), Mn pQn, vq
( )). Left: optimal calibration with the covering number v “ 3 and v “ 1, respec-
tively. Right: alternative calibration using the VC-dimension ν pS˚q “ 4 and ν pQ˚q “ 3.
Remark 2.8. (Beyond exponential families)
a) Obviously, θ0 P Θ can be replaced by a field pθiqiPIdn of known baseline parameters.
b) The proofs of Theorem 2.5 and Theorem 2.6 rely on a third-order Taylor expansion of TR and
on the sub-exponential tails of the random variables Yi, but not explicitly on the exponential
family structure. Therefore, if in more general models corresponding assumptions are posed
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(see also Arias-Castro et al., 2017, Sec. 2.2), our results do immediately generalize to the
case that the observations are not drawn from an exponential family as in (1). As an example,
suppose our observations are drawn from the Weibull distribution with fixed scale parameter
λ ą 0 and variable shape parameter θ ą 0, i.e.
fθpxq “
ˆ
θ
λ
˙´x
λ
¯θ´1
exp
ˆ
´
´x
λ
¯θ˙
, x ě 0. (19)
It is well-known that tfθuθą0 is not an exponential family. However, it is clear from (19) that
the likelihood-ratio test statistics TR are arbitrary smooth, i.e. a third order Taylor expansion
is valid. If we restrict to θ ě 1 (non-decreasing failure rate), we immediately obtain sub-
exponential tails, the MLE is unique and for θ ě 2 one also has asymptotic normality (see
e.g. Smith, 1985; Farnum and Booth, 1997). As a consequence, a similar coupling result as
in Theorem 4.3 below is possible, which would yield analogs to Theorems 2.5 and 2.6 also
in this non exponential family situation. We emphasize that also Theorem 2.9 below can be
generalized accordingly.
2.3. Asymptotic power
In this section we will analyze the power of our multiscale testing approach in the hypercube-case.
The detection power clearly depends on the size and strength of the anomaly. To describe the
latter, we will frequently employ the functions
mpθq :“ ψ1pθq “ E rY s , vpθq :“ ψ2pθq “ V rY s
for Y „ Fθ.
Heuristics The key point for the following power considerations is that the observations in (1)
can be approximated as
Yi ´m pθ0qa
v pθ0q
“ m pθiq ´m pθ0qa
v pθ0q
`
a
v pθiqa
v pθ0q
Yi ´m pθiqa
v pθiq
, (20)
i.e. as ’signal’ v pθ0q´1{2 pm pθiq ´m pθ0qq, which is non zero on the anomaly only, plus a standard-
ized noise component pYi ´m pθiqq {
a
v pθiq which is scaled by a factor vi :“
a
v pθiq {v pθ0q. In
case of Gaussian observations with variance 1, one has vi ” 1 and recovers the situation considered
by Sharpnack and Arias-Castro (2016). Whenever the ’signal’ part in (20) is strong enough, the
anomaly should be detected. In the following, we will make this statement mathematically precise
and also give a comparison of the multiscale testing procedure with an oracle procedure.
Considered alternatives Consider a given family pQ˚nqnPN of hypercube anomalies Q˚n Ă r0, 1sd
with Lebesgue measure |Q˚n| “ an P p0, 1q. The corresponding discretized anomalies Qn :“
Idn X nQ˚n Ă Idn have size |Qn| „ ndan. We will consider alternatives Ki,n in (4) where θn P Θn
d
s.t.
θni “ θn1 IQn`θ0IQcn . (21)
The parameters θn1 determine the total strength of the anomaly, which is given by
µn pQnq :“
a
|Qn|m pθ
n
1 q ´m pθ0qa
v pθ0q
.
Clearly, any anomaly with fixed size or strength can be detected with asymptotic probability 1.
Therefore, we will consider vanishing anomalies in the sense that
an Œ 0, µn pQnq Õ 8, as nÑ8. (22)
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Furthermore, we will restrict to parameters θn1 in (21) which yield uniformly bounded variances
and uniform sub-exponential tails for the standardized version, this is
Eθ
«
exp
˜
s
Y ´mpθqa
vpθq
¸ff
ďC for all 0 ď s ď t and θ P tθ0u Y
ď
nPN
tθn1 u , (23)
v ď
d
v pθn1 q
v pθ0q ď v¯ for all n P N (24)
for Y „ Fθ with constants t ą 0, C ą 0 and 0 ă v ă v¯ ă 8.
In case of Gaussian observations with variance σ2, (23) and (24) are obviously satisfied, for a
Poisson field this means that the intensities are bounded away from zero and infinity.
Oracle and multiscale procedure Recall that Q˚ is the set of all hypercubes in r0, 1sd (cf.
Example 2.3), and Qn its discretization (cf. (3)).
If the size an of the anomaly is known, but its position is still unknown, then one would naturally
restrict the set of candidate regions to R˚O :“
 
Q˚ P Q˚ ˇˇ |S˚| “ an(, and consequently scan only
over (cf. (3))
ROn :“
 
Q Ă Idn
ˇˇ
Q “ Idn X nQ˚ for some Q˚ P R˚O
(
.
As for the true anomaly Q˚ P R˚O, its discretized version Qn also satisfies Qn P ROn . This gives rise
to an oracle test, which rejects whenever Tn
`
Y, θ0,R
O
n , v
˘ ą qO1´α,n where qO1´α,n is the p1 ´ αq-
quantile of Mn
`
ROn , v
˘
as in (9). Similar as in Theorem 2.5 one can show that this quantile
sequence ensures the oracle test to have asymptotic level α. The asymptotic power of this oracle
test can be seen as a benchmark for any multiscale test.
To obtain a competitive multiscale procedure, let us choose some rn satisfying the LSB (12),
and furthermore assume that rn “ o
`
ndan
˘
, as otherwise the multiscale procedure will never be
able to detect the true anomaly (as it is not contained in the set of candidate regions which we
scan over). As now position and size of the anomaly are unknown, we consider all such sets in
R˚MS “ Q˚ as candidate regions and consequently scan over
RMSn|rn :“
 
Q Ă Idn
ˇˇ
Q “ Idn X nQ˚ for some Q˚ P Q˚ and |Q| ě rn
(
.
Clearly the true anomaly Q˚ satisfies Q˚ P R˚MS, and by rn “ o
`
ndan
˘
its discretized ver-
sion Qn also satisfies Qn P RMSn|rn . This gives rise to a multiscale test, which rejects whenever
Tn
´
Y, θ0,R
MS
n|rn , v
¯
ą qMS1´α,n where qMS1´α,n :“ q
MnpRMSn|rn ,vq
1´α is the p1´αq-quantile ofMn
´
RMS
n|rn , v
¯
as in (9). Theorem 2.5 ensures that the multiscale test has asymptotic level α.
Now, due to Theorem 2.6 q˚1´α :“ q
MpQ˚,vq
1´α ă 8 whenever v satisfies Assumption 3 (which
corresponds to v ě 1 here), it holds that
qO1´α,n ď qMS1´α,n ď q˚1´α ă 8
for all n P N.
Asymptotic power We will now show that the multiscale procedure described above (which re-
quires no a priori knowledge on the scale of the anomaly) asymptotically detects the same anomalies
with power 1 as the oracle benchmark procedure for a known scale. Hence, the penalty choice to
calibrate all scales as in (6) (where R˚ “ Q˚), renders the adaptation to all scales for free, at least
asymptotically. This can be seen as a structural generalization of (Sharpnack and Arias-Castro,
2016, Thms. 2 and 4), as under the alternative the whole distribution in (1) and not just its mean
might change. Also the power considerations in Proksch et al. (2018) restrict to this simpler case.
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Theorem 2.9. In the setting described above, let an Œ 0 be a sequence of scales such that
plognq12 {nd “ o panq as nÑ8. Denote by
F
`
x, µ, σ2
˘
:“ Φ
ˆ
´x` µ
σ
˙
` Φ
ˆ
µ´ x
σ
˙
, x ě 0
the survival function of a folded normal distribution with parameters µ P R and σ2 ą 0, where
Φ is the cumulative distribution function of N p0, 1q. Let furthermore v ě 1. If (22) is satisfied,
then the following holds true:
(a) The single scale procedure has asymptotic power
Pθn
“
Tn
`
Y, θ0,R
O
n , v
˘ ą qO1´α,n‰
“ α` p1´ αqF
˜
qO1´α,n `
d
2v log
ˆ
1
an
˙
, nd{2
?
an
m pθn1 q ´m pθ0qa
v pθ0q
,
v pθn1 q
v pθ0q
¸
` op1q.
(b) If an “ o
`
nβ´d
˘
with β ą 0 sufficiently small, then the multiscale procedure has asymptotic
power
Pθn
”
Tn
´
Y, θ0,R
MS
n|rn , v
¯
ą qMS1´α,n
ı
ě α` p1´ αqF
˜
qMS1´α,n `
d
2v log
ˆ
1
an
˙
, nd{2
?
an
m pθn1 q ´m pθ0qa
v pθ0q
,
v pθn1 q
v pθ0q
¸
` op1q.
Remark 2.10. In (Sharpnack and Arias-Castro, 2016) a similar result in case of Gaussian ob-
servations is shown. However, the proof of (Sharpnack and Arias-Castro, 2016, Thm. 4) is in-
complete and we require the additional condition that an “ o
`
nβ´d
˘
with β ą 0 sufficiently small
for our proof. In (Proksch et al., 2018) it suffices to assume an Œ 0, as large scales have been
excluded s.t. the maximum tends to a Gumbel-limit.
The above Theorem allows us to explicitly describe those anomalies which will be detected with
asymptotic power 1:
Corollary 2.11. Under the setting in this section, the Assumptions of Theorem 2.9 and if v
satisfies Assumption 3, any such anomaly is detected with asymptotic power 1 either by the single
scale or the multiscale testing procedure if and only ifc
2v log
´
1
an
¯
v pθ0q ´ nd{2?an |m pθn1 q ´m pθ0q|a
v pθn1 q
Ñ ´8 (25)
as nÑ8.
Remark 2.12. (25) implies that a smaller value of v makes more anomalies detectable. However,
this is limited by Assumption 3, which requires v to be an upper bound of the complexity of Q˚
in terms of the packing number. As we compute in Appendix A, this yields v “ 1 as the optimal
choice.
Example 2.13. 1. In case of Gaussian observations Yi „ N
`
∆nIQn , σ
2
˘
with variance σ2,
where the baseline mean is 0 and ∆n the size of the anomaly, this yields detection if and
only if
|∆n|nd{2?an Á σ
d
2v log
ˆ
1
an
˙
as nÑ8.
If we calibrate the statistic with v “ 1 (cf. Example 2.3), then this coincides with the well
known asymptotic detection boundary for hypercubes, see e.g. Arias-Castro et al. (2005);
Frick et al. (2014) for d “ 1, Butucea and Ingster (2013) for d “ 2, or Kou (2017) for
general d.
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2. For Bernoulli r.v.’s Yi „ Ber
`
p0IQcn ` pnIQn
˘
with p0, pn P p0, 1q s.t. p0 ` pn ď 1, the
condition (25) reads as follows:c
2vp0p1´ p0q log
´
1
an
¯
´ nd{2?an |pn ´ p0|a
pnp1´ pnq
Ñ ´8.
Note, that the minimax detection rate is unknown in this case to best of our knowledge.
3. For a Poisson field Yi „ Poi
`
λ0IQcn ` λnIQn
˘
with λ0, λn ą 0, Theorem 2.9 and Corollary
2.11 can only be applied if λn is a bounded sequence. In this case, (25) reduces toc
2vλ0 log
´
1
an
¯
´ nd{2?an |λn ´ λ0|
?
λn
Ñ ´8.
Again, the minimax detection rate is unknown in this case to best of our knowledge.
3. Numerical simulations
In this section we provide an implementation of the suggested multiscale testing procedure and
discuss its computational complexity. Furthermore we explore the influence of the penalization
parameter v in (6) on the finite sample power, the speed of convergence in (18) and the influence
of the LSB rn on the distribution of Tn in (6).
3.1. Implementation and computational complexity
To evaluate the statistic Tn in (6) in general, all local statistics TR have to be computed separately.
Therefore, the computational complexity will in general be of the order O
`
#Rn ¨ nd
˘
. Note that
for the situations mentioned in Example 2.1, each TR is given by a function of the local mean Y¯R,
which already reduces the computational effort.
However, if the system of candidate regions R˚ has a special convolution-type structure, a more
efficient evaluation is possible. Therefore, assume that there is a global shape B Ă Idn such that for
every R P Rn there exist t, h P Idn with ti ` hi ď n for all 1 ď i ď d and 1R pxq “ 1B ppx´ tq{hq.
This is e.g. the case for the system of hyperrectangles or the system of hypercubes. In this special
situation, we may use the fast Fourier transform (FFT). If we denote by ˚ a discrete convolution,
then it holds that
Y¯R “ Y ˚ 1B
ˆ ¨ ´ t
h
˙
“ F´1
ˆ
F pY q ¨ F
ˆ
1B
ˆ ¨ ´ t
h
˙˙˙
.
Consequently, for a fixed scale h, all corresponding values TR can be computed by means of 3
FFTs. Note that no zero-padding is necessary here as for an inverse problem (see Proksch et al.,
2018). This gives a computational complexity of O
`
d#scales nd logn
˘
for a single evaluation of
the test statistic Tn in (6). In the hyperrectangle and hypercube case, using all possible scales,
this yields O
`
dn2d logn
˘
and O
`
dnd`1 logn
˘
respectively. Compared the naive implementation
described at the beginning, which yield complexities O
`
n3d
˘
and O
`
n2d`1
˘
, respectively, this is
a significant improvement.
We also briefly mention a possible implementation using cumulative sums, which is also pos-
sible for hyperrectangles and hypercubes. Once the cumulative sum of all observations has been
computed, each local mean Y¯R can be computed summing or subtracting 2
d values. Hence, this
implementation gives in in general a computational complexity of O
`
nd ` 2d ¨#Rn
˘
, which yields
O
`
2dn2d
˘
and O
`
2dnd`1
˘
for hyperrectangles and hypercubes respectively. Compared to the im-
plementation using FFT described above, this differs by a factor d2´d logn, which reveals the FFT
implementation to be more efficient for large d.
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Note that in many applications, a priori information is available, which allows to select a (small)
subset of scales instead of using all, which clearly reduces the computational effort further.
We emphasize that the quantiles q1´α,n of the approximating Gaussian version (9) can be
universally pre-computed and stored as long as n and the system Rn do not change, and for large
n the asymptotic values can be used in a universal manner (cf. Subsection 3.3 below). Even
for small values of α, the above implementation allows to simulate the p1 ´ αq-quantile of the
Gaussian approximation (9) efficiently. This makes fast computations on incoming data sets in
an ’online’ fashion possible, which is important in many applications. In contrast, permutation
based methods as considered in (Arias-Castro et al., 2017) require to simulate the unknown null
distribution separately for every given problem instance.
3.2. Influence of v on the power
To study the influence of the penalization parameter v on the power of the procedure, we turn to
the setting of Section 2.3. Let n “ 512 and d “ 2. For simplicity, we consider a Gaussian model,
i.e. Fµ “ N pµ, 1q in (1) and choose µi “ µIQ with µ P t1, 1.2u and |Q| P
 
62, 72
(
. Afterwards, we
simulate the empirical power from 1000 repetitions. This procedure is performed for the VC-based
choice v “ 3 and for the capacity-based choice v “ 1, which is asymptotically minimax optimal
(see Corollary 2.11). The results are depicted in Table 1.
|Q| and µ 1 1.2
62 0.429 0.817
72 0.809 0.983
|Q| and µ 1 1.2
52 0.104 0.182
62 0.187 0.577
v “ 1 v “ 3
Table 1: Empirical power of the investigated testing procedure for different choices of v in different
Gaussian settings determined by µ (columns) and |Q| (rows).
We find that the power for v “ 1 is substantially larger than the one obtained by using the
VC-dimension for calibration. This is in line with our findings from Example 2.7.
3.3. Speed of convergence in (18)
To investigate the speed of convergence in (18), we consider the system of hypercubes Rn “ Qn as
in Subsection 3.2. Figure 2 shows estimated densities of Mn for different values of n in dimensions
d “ 1 and d “ 2.
0 1 2 3
0
0.5
1
0 1 2 3
0
0.5
1
Figure 2: Simulated densities of the Gaussian approximations, displayed by a standard kernel
estimator obtained from 104 runs of the test statistic (9), with different values of n and
d. Left: d “ 1 and Mn pQn, 1q with n “ 210 ( ), n “ 212 ( ) and n “ 214 ( ).
Right: d “ 2 and Mn pQn, 1q with n “ 25 ( ), n “ 27 ( ) and n “ 29 ( ).
We find that the speed of convergence of Mn towards the weak limit M in (10) decreases
with increasing d, but we can however conclude that the distribution of Mn stabilizes already at
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moderate values of n. This is especially helpful in situations, where data with significantly larger
sample size n is given, such that the distribution of Tn cannot be simulated anymore.
3.4. Influence of the lower scale bound r
n
Let us again consider n “ 512, d “ 2 and the system of hypercubes Rn “ Qn as in Subsection 3.2.
Let Yi „ Bin p1, θq and θ0 “ 0.5. Figure 3 shows the simulated densities of Tn
`
Y, θ0,Rn|rn , v
˘
for
different values of rn.
1 2 3
0
0.5
1
Figure 3: Simulated densities of the test statistic Tn
`
Y, θ0,Rn|rn , v
˘
in (6) in case of i.i.d. Bernoulli
observations with p “ 1{2 for different values of rn: rn “ 23 ( ), rn “ 24 ( ),
rn “ 25 ( ).
In conclusion, we find that the distribution of Tn
`
Y, θ0,Rn|rn , v
˘
is surprisingly robust w.r.t.
the choice of rn even below the LSB (12).
4. Auxiliary results
In this section, we will present the main ingredients needed for our proofs, which might be of
independent interest. One tool is a coupling result which allows us to replace the maximum over
partial sums of standardized NEF r.v.’s by a maximum over a corresponding Gaussian version.
This can be obtained from recent results by Chernozhukov et al. (2014) as soon as certain moments
can be controlled, which is the purpose of the following two lemmas, which generalize known
bounds for sub-Gaussian random variables to sub-exponential ones. In what follows, the letter
C ą 0 denotes some constant, which might change from line to line.
The following lemma gives an upper bound for the maximum of uniformly sub-exponential
random variables:
Lemma 4.1. Let Wi, i “ 1, 2, . . . be independent sub-exponential random variables s.t. there exist
k1 ą 1 and k2 ą 0 s.t.
P r|Wi| ą ts ď k1 expp´k2tq (26)
for all i. Then for all m P N there exists a constant C, s.t. for all N ě 2
E
„
max
1ďiďN
|Wi|m

ď C plogNqm .
Lemma 4.1 might be of independent interest, as it generalizes the well known bound
E
„
max
1ďiďN
|Xi|

ď C
a
logN (27)
for sub-Gaussian random variables to sub-exponential random variables.
Now we will show that the maximum over the partial sum process of independent random
variables can be bounded by the maximum over the corresponding Gaussian version. The latter
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can be controlled as in (27) by exploiting the fact that a maximum over dependent Gaussian
random variables is always bounded by a maximum over corresponding independent Gaussian
random variables (see e.g. Sˇida´k, 1967)
E
«
max
IPI
|XI |a
|I|
ff
ď C
a
log p# pIqq (28)
with Xi
i.i.d.„ N p0, 1q and XI :“
ř
iPI
Xi. This allows us to prove the following:
Lemma 4.2. Let pZiqi“1,...,N be independent random variables with E rZis “ 0 and denote ZI :“ř
iPI
Zi. If I is an arbitrary index set of sets tIuIPI, then there exists a constant C ą 0 independent
of I s.t.
E
«
max
IPI
|ZI |a|I|
ff
ď C
a
log p# pIqq E
„
max
1ďiďN
|Zi|

.
Theorem 4.3 (Coupling). Let Zi, i P Idn independent, E rZis “ 0,V rZis “ 1, such that (26) is
satisfied for all i with uniform constants k1 ą 1 and k2 ą 0. Let furthermore ai, i P Idn with
0 ă inf ai ď supai ă 8 independent of i and n, and Xi i.i.d.„ N p0, 1q, i “ 1, . . . , nd, and Rn, s.t.
inequality (13) holds. Then
max
RPRn:
|R|ěrn
|R|´1{2
ÿ
iPR
aiZi ´ max
RPRn:
|R|ěrn
|R|´1{2
ÿ
iPR
aiXi “ OP
˜ˆ
log10pnq
rn
˙1{6¸
.
Remark 4.4. Note that Theorem 4.3 requires only log10pnq “ oprnq for convergence in probability,
whereas we require an exponent of 12 in the LSB (12). The reason is, that Theorem 4.3 yields
a coupling for the unpenalized partial sums, whereas Theorems 2.5 and 2.6 work with penalized
partial sums. Including the penalty term requires an additional slicing argument, which results in
an additional 2 in the exponent (see the proof of Theorem 5 in the supplement).
5. Proofs
In this section we will give all proofs. In the following we will denote by pn the cardinality of
Rn, i.e. pn :“ #pRnq, which by (13) satisfies logppnq „ logn. Recall that C denotes a generic
constant which might differ from line to line.
5.1. Proof of the auxiliary results
We start with proving the auxiliary statements from section 2.
Proof of Lemma 4.1. Let hptq :“ k1 expp´k2tq, then
P
„
max
1ďiďN
|Wi| ą t

“ 1´ P
„
max
1ďiďN
|Wi| ď t

ď 1´ p1´ hptqqN ď Nhptq.
Let t¯ “ h´1p1{Nq„C logpNq, then
E
„
max
1ďiďN
|Wi|m

“ m
ż 8
0
tm´1P
„
max
1ďiďN
|Wi| ą t

dt
ď m
ż t¯
0
tm´1 dt`m
ż 8
t¯
tm´1Nhptqdt
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ď pC logpNqqm ` k1mN
ż 8
t¯
tm´1 expp´k2tqdt
ď C plogNqm ,
where the last inequality follows from integration by parts.
Proof of Lemma 4.2. Let Xi
i.i.d.„ N p0, 1q and ri be i.i.d. Rademacher random variables, i.e. they
take the values ˘1 with probability 1{2.
Step (i): Since the Xi are symmetric
E
«
max
I
1a|I|
ˇˇˇˇ
ˇÿ
iPI
Xi
ˇˇˇˇ
ˇ
ff
“ Er
«
E
«
max
I
1a|I|
ˇˇˇˇ
ˇÿ
iPI
riXi
ˇˇˇˇ
ˇ
ffff
. (29)
By Lemma 4.5 of (Ledoux and Talagrand, 1991) and choosing F ptq “ t, ηi “ Xi and xi :“ pci,IqI ,
where ci,I :“ 1?|I| ItiPIu (a scaled indicator function) and as norm the max´norm, we obtain
Er
«
max
I
1a
|I|
ˇˇˇˇ
ˇÿ
iPI
ri
ˇˇˇˇ
ˇ
ff
ď
c
π
2
E
«
max
I
1a
|I|
ˇˇˇˇ
ˇÿ
iPI
Xi
ˇˇˇˇ
ˇ
ff
. (30)
Step (ii): Let pZ 1iq1ďiďN be a sequence of independent copies of pZiq1ďiďN and define the sym-
metrized version of Zi by ĂZi :“ Zi ´ Z 1i and equally the symmetrized version of ZI by ĂZI :“ř
iPIpZi ´ Z 1iq. Then by using the same argument as in (29) and Fubini’s theorem, we derive
E
«
max
I
1a
|I| |ZI |
ff
ď 2E
«
max
I
1a
|I|
ˇˇˇĂZI ˇˇˇ
ff
“ 2Er
«
E
«
max
I
1a
|I|
ˇˇˇˇ
ˇÿ
iPI
ĂZiri
ˇˇˇˇ
ˇ
ffff
“ 2E
«
Er
«
max
I
1a|I|
ˇˇˇˇ
ˇÿ
iPI
ĂZiri
ˇˇˇˇ
ˇ
ffff
“ 2E
«
Er
«
max
I
1a|I|
ˇˇˇˇ
ˇÿ
iPI
ˇˇˇĂZi ˇˇˇ ri
ˇˇˇˇ
ˇ
ffff
,
where the last equality holds in view of the symmetry of ri. Now we will use the contraction
principle, i.e. Theorem 4.4 of (Ledoux and Talagrand, 1991) with F ptq “ t conditionally on
αi :“ |
ĂZipωq|
max
j
|ĂZjpωq| , which is independent of priq. By choosing xi as in Step (i) we get (after
multiplying both sides with max
j
|ĂZjpωq|)
Er
«
max
I
1a|I|
ˇˇˇˇ
ˇÿ
iPI
ˇˇˇĂZipωqˇˇˇ ri
ˇˇˇˇ
ˇ
ff
ď E
„
max
1ďiďN
ˇˇˇĂZipωqˇˇˇEr
«
max
I
1?
I
ˇˇˇˇ
ˇÿ
iPI
ri
ˇˇˇˇ
ˇ
ff
.
Therefore
E
«
max
I
1a|I| |ZI |
ff
ď 2E
„
max
1ďiďN
ˇˇˇĂZipωqˇˇˇEr
«
max
I
1a|I|
ˇˇˇˇ
ˇÿ
iPI
ri
ˇˇˇˇ
ˇ
ff
ď 4E
„
max
1ďiďN
|Zi|
c
π
2
E
«
max
I
1a|I|
ˇˇˇˇ
ˇÿ
iPI
Xi
ˇˇˇˇ
ˇ
ff
“
?
8πE
„
max
1ďiďN
|Zi|

E
«
max
I
|XI |a|I|
ff
,
where we used (30) in the second inequality. Now the statement follows from (28).
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Proof of Theorem 4.3. Enumerate each region in Rn by j, 1 ď j ď pn and define
Xij :“ aia|Rj |ZiItiPRjuIt|Rj |ěrnu,
Xi :“ pXijqj“1,...,pn , i “ 1, . . . , N “ nd,
(31)
for some sequence rn. Then Z :“ max
1ďjďpn
řN
i“1Xij satisfies
Z
D“ max
RPRn:
|R|ěrn
1a|R| ÿ
iPR
aiZi.
Recall that logppnq À logpnq. According to (Chernozhukov et al., 2014, Cor. 4.1) we find that
for every δ ą 0 there exists a Gaussian version Z˜ :“ max
1ďjďpn
řN
i“1 aiNij with independent random
vectors N1, . . . , Nn in R
pn , Ni „ Np0,E rXiXti sq, 1 ď i ď N , such that
P
”ˇˇˇ
Z ´ Z˜
ˇˇˇ
ą 16δ
ı
À δ´2  B1 ` δ´1pB2 `B4q logpnq( logpnq ` logpnq
nd
where
B1 :“ E
«
max
1ďj,kďpn
ˇˇˇˇ
ˇ Nÿ
i“1
pXijXik ´ E rXijXiksq
ˇˇˇˇ
ˇ
ff
B2 :“ E
«
max
1ďjďpn
Nÿ
i“1
|Xij |3
ff
B4 :“
Nÿ
i“1
E
„
max
1ďjďpn
|Xij |3 It max
1ďjďpn
|Xij |ąδ{ logppn_nqu

.
B1 can be controlled as follows. With Xij from (31) we derive
B1 “ E
»– max
1ďj,kďpn:
|Rj |,|Rk|ěrn
ˇˇˇˇ
ˇˇ ÿ
iPRjXRk
a2i pZ2i ´ 1qa|Rj ||Rk|
ˇˇˇˇ
ˇˇ
fifl
“ E
»– max
1ďj,kďpn:
|Rj |,|Rk|ěrn
a|Rj XRk|a|Rj ||Rk|
ˇˇˇˇ
ˇˇ 1a|Rj XRk|
ÿ
iPRjXRk
a2i pZ2i ´ 1q
ˇˇˇˇ
ˇˇ
fifl .
Using the restriction on the size of the rectangles we find:d
|Rj XRk|
|Rj ||Rk| ď
d
|mint|Rj |, |Rk|u|
|Rj ||Rk| ď
1?
rn
.
Denote Vi :“ a2i pZ2i ´ 1q, I :“ Rj XRk P I Ă Idn and SI :“
ř
iPI Vi. Now
B1 ď 1?
rn
E
«
max
IPI
|SI |a
|I|
ff
.
Using Lemma 4.2 we obtain
B1 ď C?
rn
a
log p#pIqqloooooomoooooon
„
?
logpnq
E
„
max
1ďiďN
|a2i pZ2i ´ 1q|

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It remains to estimate
E
„
max
1ďiďN
|a2i pZ2i ´ 1q|

“ E
„
max
1ďiďN
a2i |Z2i ´ 1|

ď E
„
max
1ďiďN
a2|Z2i ´ 1|

ď a2E
„
max
1ďiďN
|Zi|2

` a2,
where a :“ sup ai. So in total we get by Lemma 4.1
B1 À
a
logpnq?
rn
`
a2C logpNq2 ` a2˘ À ˆ log5pnq
rn
˙1{2
.
For B2 we compute
B2 ď 1prnq1{2
E
„
max
1ďiďN
|aiZi|3

ď a
3
prnq1{2
E
„
max
1ďiďN
|Zi|3

À
ˆ
log6pnq
rn
˙1{2
,
where we again used Lemma 4.1. Now let δ ą 0 be fixed. Then
B4 ď
Nÿ
i“1
E
»– max
1ďjďpn:
|Rj |ěrn
|aiZi|3
|Rj |3{2 Itmaxj |aiZi||Rj |1{2ą δplog pnq u
fifl
ď N
r
3{2
n
max
1ďiďN
E
«
|aiZi|3It|Zi|ą δr1{2n|ai|log pn u
ff
Now let rn ą
´
2d|ai|
δ
¯2
plognq2`2γ for some γ ą 1 for n ě nopδ, dq and hence
B4 ď N
r
3{2
n
max
1ďiďN
E
“|ai|3|Zi|3It|Zi|ąplog nqγu‰
ď Na
3
r
3{2
n
3 max
1ďiďN
ż 8
plognqγ
t2P r|Zi| ą ts dt
ď 3k1Na
3
r
3{2
n
ż 8
plognqγ
t2 expp´k2tqdt
“ 3k1Nv
3
r
3{2
n
1
k32
ż 8
k2plognqγ
u2 expp´uqdu.
For u large enough s.t. u2 ď exppu{2q, i.e. for n ě n1pδ, d, γq, it holds
B4 ď 3k1a
3
k32
N
r
3{2
n
ż 8
k2plognqγ
exp
´
´u
2
¯
du “ 3k1a
3
k32
N
r
3{2
n
exp
ˆ
´k2
2
plognqγ
˙
,
and then furthermore k22 plognqγ ě pd lognq which implies
B4 ď 3k1a
3
k32
nd
prnq3{2
n´d “ 3k1a
3
k32
1
prnq3{2
.
In conclusion we obtain
P
”
|Z ´ Z˜| ą 16δ
ı
Àδ´2
ˆ
log7pnq
rn
˙1{2
` δ´3
ˆ
log10pnq
rn
˙1{2
19
` δ´3
ˆ
log4pnq
r3n
˙1{2
` logpnq
nd
,
which yields the claim.
5.2. Proofs of Section 2.2
Let us now prove the results from Section 2.2, including Theorems 2.6 and 2.5. We start with a
Taylor expansion of Tn, which will allow us to apply Theorem 4.3.
Lemma 5.1. Let Rn be a collection of sets s.t. (13) holds, ǫ ą 0 and prnqn Ă p0,8q be a sequence,
s.t. plognq10`ǫ{rn Ñ 0. Suppose Yi „ Fθ0 P F , i P Idn, are i.i.d. random variables, and recall that
for R P Rn we denote Y R :“ |R|´1
ř
iPR Yi. Then it holds that
max
RPRn:
|R|ěrn
ˇˇˇˇ
ˇTRpY, θ0q ´ |R| 12 |Y R ´mpθ0q|avpθ0q
ˇˇˇˇ
ˇ “ OP
˜ˆ
log3pnq
rn
˙1{4¸
as nÑ8.
Proof. For independent Gaussian random variables Xi „ N p0, 1q it follows from (28) and(13) that
E
«ˇˇˇˇ
ˇmaxRPRn |R|´1{2 ÿ
iPR
Xi
ˇˇˇˇ
ˇ
ff
ď C
a
logn,
hence
1a
logpnq maxRPRn:|R|ěrn
|R|´1{2
ÿ
iPR
Xi “ oPp1q.
Combining this result with Theorem 4.3 (with ai “ 1 for all i) we obtain
1?
logn
max
RPRn:
|R|ěrn
1a|R|
ˇˇˇˇ
ˇÿ
iPR
Yi ´mpθ0qa
vpθ0q
ˇˇˇˇ
ˇ “ oPp1q. (32)
Together with (13) it follows
max
RPRn:
|R|ěrn
ˇˇ
Y R ´mpθ0q
ˇˇ ď C ˆ logpnqvpθ0q
rn
˙ 1
2
p1` oPp1qq Ñ 0, nÑ8.
Therefore, Y R ą mpθ0q{
?
2 in probability if n is large enough uniformly over R, s.t. |R| ě rn.
Let φ pxq :“ supθPΘ rθ ¨ x´ ψ pθqs be the Legendre-Fenchel conjugate of ψ and
J px, θq :“ φ pxq ´ rθ ¨ x´ ψ pθqs ,
then the LRT statistic TRpY, θ0q in (2) can be written as
TRpY, θ0q “
gffe2˜sup
θ
ÿ
iPR
pθ ¨ Yi ´ ψpθqq ´
ÿ
iPR
pθ0 ¨ Yi ´ ψpθ0qq
¸
“
b
2 |R|J `Y¯R, θ0˘ (33)
with Y¯R “ |R|´1
ř
iPR Yi. Note that by definition it holds J
`
Y¯R, θ0
˘ ě 0. As the sup
θPΘ
ś
iPR
pθpYiq is
attained at that θ for which ψ1pθq “ Y R we derive
φpY Rq “ xm´1pY Rq, Y Ry ´ ψ
`
m´1pY Rq
˘
,
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and therefore
JpY R, θ0q “ xm´1pY Rq, Y Ry ´ ψ
`
m´1pY Rq
˘´ `xθ0, Y Ry ´ ψpθ0q˘
“ xm´1pY Rq ´ θ0, Y Ry ´
`
ψ
`
m´1pY Rq
˘´ ψpθ0q˘ .
Note that Y¯R P Dpm´1q for large enough n, as the latter is an open set. A Taylor expansion of ψ
around θ0 and one of second order of m
´1 around mpθ0q, yields
TRpY, θ0q “
¨˝
|R|
˜
Y R ´mpθ0qa
vpθ0q
¸2
` |R|sn
˜
Y R ´mpθ0qa
vpθ0q
¸‚˛1{2 (34)
with sn s.t. |sn pxq| ď cx3 ` oPp1q for some c ą 0. Consequently
max
RPRn:
|R|ěrn
ˇˇˇˇ
T 2RpY, θ0q ´ |R|
pY R ´mpθ0qq2
vpθ0q
ˇˇˇˇ
À max
RPRn:
|R|ěrn
|R| |Y R ´mpθ0q|
3
vpθ0q3{2 ` oPp1q
“ max
RPRn:
|R|ěrn
|R|´ 12
ˇˇˇˇ
ˇ
ř
iPRpYi ´mpθ0qqa|R|avpθ0q
ˇˇˇˇ
ˇ
3
` oPp1q
ďplog3pnqr´1n q1{2 ` oPp1q,
where we again used (32). Now |a´ b| ď |a2 ´ b2| 12 yields the claim.
Now we are in position to prove Theorem 2.5. So far we have only shown that the maximum
over the local likelihood ratio statistics can be approximated by Gaussian versions, but we did
not include the scale penalization penv p|R|q in (7). To include this in the approximation result,
we will slice the maximum into scales, where the penalty-term is almost constant. Then, we show
that we may bound the maximum over all scales by the sum of the maximum over theses families.
The price to pay is an additional logpnq factor on the smallest scale.
Proof of Theorem 2.5. (a) It follows from the triangle inequality
|}x}8 ´ }y}8| ď }x´ y}8,
Lemma 5.1 and (12) thatˇˇˇˇ
ˇˇ maxRPRn:
|R|ěrn
pTRpY, θ0q ´ penv p|R|qq´
max
RPRn:
|R|ěrn
˜
|R|1{2
ˇˇˇˇ
ˇY R ´mpθ0qavpθ0q
ˇˇˇˇ
ˇ´ penv p|R|q
¸ˇˇˇˇ
ˇˇ “ OP
˜ˆ
log3pnq
rn
˙1{4¸
.
Define
Y R :“ |R|´1{2
ÿ
iPR
˜
Yi ´mpθ0qa
vpθ0q
¸
XR :“ |R|´1{2
ÿ
iPR
Xi, Xi
i.i.d.„ N p0, 1q.
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With this notation and a symmetry argument we find from the proof of Theorem 4.3 with ai ” 1
that
P
»–ˇˇˇˇˇˇ maxRPRn:
|R|ěrn
ˇˇ
Y R
ˇˇ´ max
RPRn:
|R|ěrn
ˇˇ
XR
ˇˇˇˇˇˇˇˇ ą δ
fifl À δ´3ˆ log10pnq
rn
˙1{2
.
Let δn :“ pplog12pnq{rnq1{10 Œ 0. Now define ǫj :“ jδn, j P N and
Rn,j :“ tR P Rn | exppǫjq ă |R| ă exppǫj`1qu .
Then the set of candidate regions Rn can be written as
Rn|rn “
ğ
jPJ
Rn,j , J :“
"
1
δn
log
`
log12pnq˘ , . . . , 1
δn
logpndq
*
with |J | ď logpndq
δn
. If we abbreviate
penj :“ penv pexp pǫjqq “
d
2v
ˆ
log
ˆ
nd
exppǫjq
˙
` 1
˙
,
then the slicing above implies
penj`1 ď penv p|R|q ď penj , for all R P Rn,j .
Using
?
a´?b “ pa´ bq{
´?
a`?b
¯
, we get
0 ď penj ´ penj`1
“ 2vpǫj`1 ´ ǫjqa
2v rlogpndq ` 1´ ǫjs `
a
2v rlogpndq ` 1´ ǫj`1s
.
The largest index in J is 1
δn
logpndq and therefore the maximal value of ǫi is given by ǫ¯ “ logpndq
and logpndq ` 1´ ǫ¯ “ 1. Therefore,
0 ď penj ´ penj`1 ď
2vpǫj`1 ´ ǫjq
2
?
2v
“ δn
c
v
2
.
This means that for nÑ8 the penalty terms penv p|R|q, R P Rn,j can be considered as constant.
Therefore by straight forward computations, |J | ď logpndq
δn
and choosing δn ď ǫ2 we derive
P
»–ˇˇˇˇˇˇ maxRPRn:
|R|ěrn
`ˇˇ
Y R
ˇˇ´ penv p|R|q˘´ max
RPRn:
|R|ěrn
`ˇˇ
XR
ˇˇ´ penv p|R|q˘
ˇˇˇˇ
ˇˇ ě ǫ
fifl
ď P
„
max
jPJ
ˇˇˇˇ
max
RPRn,j
ˇˇ
Y R
ˇˇ´ max
RPRn,j
ˇˇ
XR
ˇˇˇˇˇˇ ě ǫ
2

ď
ÿ
jPJ
P
„ˇˇˇˇ
max
RPRn,j
ˇˇ
Y R
ˇˇ´ max
RPRn,j
ˇˇ
XR
ˇˇˇˇˇˇ ě ǫ
2

ď |J | δ
2
n
logpndq “ δn Œ 0, nÑ8.
(b) This is a direct consequence of (a).
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We will now continue with the proof of Theorem 2.6. Taking into account the result of Theorem
2.5,we only have to prove an invariance principle and exploit the continuous mapping theorem,
which will be done in the following.
Lemma 5.2. Let R˚ satisfy Assumption 2 and be equipped with the canonical metric ρ˚ as in (14)
and define Rn as in (3). Furthermore let W denote white noise on r0, 1sd. For Xi i.i.d.„ N p0, 1q,
i P Idn define
ZnpR˚q :“ n´d{2
ÿ
i{nPR˚
Xi
D“ n´d{2
ÿ
iPt1,...,nud
|nR˚ XAi|Xi, R˚ P R˚
where Ai “ pi1 ´ 1, i1s ˆ . . .ˆ pid ´ 1, ids is the unit cube with upper corner i. Then it holds
Zn
DÑW, nÑ8.
Proof. Note that R˚ is totally bounded w.r.t. ρ˚. We will show the assumptions of (Kosorok,
2008, Thm. 2.1):
1. Tightness: The white noise W is tight.
2. Totally boundedness: By Markov’s inequality and standard bounds on the modulus of con-
tinuity, we obtain using Assumption 2(a) that
P
˚
»——– sup
R˚1 ,R
˚
2 PR˚
ρpR˚1 ,R˚2 qďδ
|ZnpR˚1 q ´ ZnpR˚2 q| ą ǫ
fiffiffifl
ď1
ǫ
E
»——– sup
R˚1 ,R
˚
2 PR˚
ρpR˚1 ,R˚2 qďδ
|ZnpR˚1 q ´ ZnpR˚2 q|
fiffiffifl
À
ż δ
0
c
2ν pR˚q log
´ c
u
¯
du,
which tends to 0 as δ Œ 0.
3. Finite dimensional convergence: The convergence of the finite-dimensional laws is an ap-
plication of the central limit theorem for random fields (Dedecker, 1998, Thm 2.2) and
(Dedecker, 2001, Lemma 2), which shows thatˇˇ
nR˚ X Zd ˇˇ
nd
Ñ |R˚|
for regular Borel sets R˚ Ă r0, 1sd with |R˚|q ą 0. Consequently, the central limit theorem
shows for any fixed R˚ P R˚ that
ZnpR˚q DÑ N p0, |R˚|q as nÑ8
A similar computation shows that
Cov pZnpR˚1 q, ZnpR˚2 qq Ñ |R˚1 XR˚2 |
for all R˚1 , R
˚
2 P R. This shows finite dimensional convergence.
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Now we want to apply the generalized version of the continuous mapping theorem (see e.g.
Billingsley, 2013, Thm. 5.5). For c ě 0 and x P CpBpr0, 1sdq,Rq, where Bpr0, 1sdq denote the Borel
sets of r0, 1sd define
hcpxq :“ sup
R˚PR˚:
|R˚|ącd
˜
|xpR˚q|a|R˚| ´ penv `nd |R˚|˘
¸
hcnpxq :“ max
RPRn:
|R|ąpcnqd
˜
|xpR{nq|a
|R|{nd ´ penv p|R|q
¸
.
The necessary conditions to apply the continuous mapping theorem are given by the following
Lemma:
Lemma 5.3. Consider hc, hcn as functions
`
CpBpr0, 1sdq,Rq, } ¨ }8
˘Ñ R.
i) hc is uniformly continuous and phcnqnPN is a sequence of equi-continuous functions, (uni-
formly in n).
ii) For pxnqn P CpBpr0, 1sdq,Rq, s.t. xn Ñ x it holds
hcnpxnq Ñ hcpxq, nÑ8.
Proof. i) Let ǫ ą 0, choose δ “ ǫcd{2. Consider two functions x, y P CpBpr0, 1sdq,Rq s.t.
dpx, yq “ sup
R˚Ăr0,1sd
||xpR˚q| ´ |ypR˚q|| ă δ. By using |max ai ´max bi| ď max |ai ´ bi| we
find
|hcnpxq ´ hcnpyq| ď max
RPRn
|R|ąpcnqd
ˇˇˇˇ
ˇ |xpR{nq| ´ |ypR{nq|a|R|{nd
ˇˇˇˇ
ˇ ď δcd{2 “ ǫ.
Similar arguments yield the uniform continuity of hc.
ii) Let pxnqn, x P CpBpr0, 1sdq,Rq, s.t. xn Ñ x. Since the functions phcmqmPN are equi-
continuous, for any ǫ ą 0 we can find an N1 P N s.t. @n ą N1 @m :
|hcmpxnq ´ hcmpxq| ă
ǫ
2
.
Given ǫ and N1 and n ą N1 with |hcmpxnq ´ hcmpxq| ă ǫ2 , choose m “ n. Then
|hcnpxnq ´ hcnpxq| ă ǫ{2. (35)
Now let us define
A :“  R˚ P R˚ : |R˚| ě cd( , Bn :“  R{n P R˚ : R P Rn, |R| ě pcnqd( .
The set A is a compact set w.r.t. the metric ρ˚ defined in (14), w.r.t. which R˚ is totally
bounded. Furthermore Bn is a finite subset of A. If we fix x P Bpr0, 1sdq and introduce
g : AÑ R by
gpR˚q :“
˜
|xpR˚q|a|R˚| ´ penv p|R˚|q
¸
, R˚ P R˚,
then it holds
hcpxq “ sup
R˚PA
gpR˚qěhcnpxq “ max
R˚PBn
gpR˚q. (36)
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since Bn is a subset of A. Straight forward computations show that g is continuous w.r.t.
ρ˚, which implies by compactness of A that there exists an rR P A s.t. hcpxq “ gp rRq. Now
let Rn P Bn be a sequence s.t. Rn Ñ rR, nÑ8 w.r.t. ρ. Then gpRnq Ñ gp rRq as nÑ8 and
hence
hcpxq
(36)
ě hcnpxq ě gpRnq Ñ gpR˜q “ hcpxq.
Consequently there exists a N2 P N s.t. @n ą N2 it holds
|hcpxq ´ hcnpxq| ă ǫ{2,
which together with (35) implies
|hcnpxnq ´ hcpxq| ď ǫ for all n ą maxtN1, N2u.
Now we are in position to prove Theorem 2.6:
Proof of Theorem 2.6. By Lemma 5.2, Lemma 5.3 and the generalized version of the continuous
mapping theorem (see e.g. Billingsley, 2013, Thm. 5.5) we get
hcnpZnq DÑ hcpW q, nÑ8.
The functions hcn and h
c have been defined such that
hcnpZnq “Mn
`
Rn|pcnqd , v
˘
, and hcpW q “M
´
R˚|cd , v
¯
,
i.e. for all c ą 0 holds
Mn
`
Rn| pcnqd , v
˘ DÑM ´R˚| cd , v¯ as nÑ8.
Since M
´
R˚| cd , v
¯
DÑM pR˚, vq , cÑ 0, we get
lim
cÑ0
lim
nÑ8
Mn
`
Rn| pcnqd , v
˘ “M pR˚, vq .
It can also be readily seen from the definition of Mn and M that
lim inf
nÑ8
P
“
Mn
`
Rn| rn , v
˘ ď t‰ ě P rM pR˚, vq ď ts .
Now let c ą 0 be fixed and assume rn ă pcnqd for all n P N. Then we obtain altogether that
P rM pR˚, vq ď ts ď lim inf
nÑ8
P
“
Mn
`
Rn| rn , v
˘ ď t‰
ď lim sup
nÑ8
P
“
Mn
`
Rn| pcnqd , v
˘ ď t‰
Ñ P rM pR˚, vq ď ts as cŒ 0,
which yields
Mn
`
Rn|rn , v
˘ DÑM pR˚, vq as nÑ8.
This proves the main statement. It remains to show a.s. boundedness and non-degenerateness of
M pR˚, vq. We apply (Du¨mbgen and Spokoiny, 2001, Thm. 6.1) with ρ˚ as in (14) and
σ2pR˚q :“ |R˚| , XpR˚q :“W pR˚q.
25
Let us check the three conditions from their theorem:
i) σ2pR˚1 q ď σ2pR˚2 q ` ρ˚pR˚1 , R˚2 q2 for all R˚1 , R˚2 P R˚ is obviously fulfilled since R˚1 X R˚2 Ă R˚2
and R˚1 zR˚2 Ă R˚1 △R˚2 . Since V rW pR˚qs “ |R˚|,
P rXpR˚q ą σpR˚qηs “ P
”
W pR˚q ą η p|R˚|q1{2
ı
ď 1
2
exp
ˆ
´η
2
2
˙
. (37)
ii) For
P r|XpR˚1 q ´XpR˚2 q| ą ρpR˚1 , R˚2 qηs “ P
”
|W pR˚1 q ´W pR˚2 q| ą |R˚1 △R˚2 |q1{2η
ı
we compute thatW pR˚1 q´W pR˚2 q „ N p0, σ2R˚1 ,R˚2 q, σ
2
R˚1 ,R
˚
2
“ |R˚1 |`|R˚2 |´2CovpW pR˚1 q,W pR˚2 qq
and |R˚1 △R˚2 | “ |R˚1 | ` |R˚2 | ´ 2 |R˚1 XR˚2 |. With CovpW pR˚1 q,W pR˚2 qq “ |R˚1 XR˚2 | we conse-
quently find
P r|XpR˚1 q ´XpR˚2 q| ą ρpR˚1 , R˚2 qηs ď exp
˜
´η
2
2
|R˚1 △R˚2 |
σ2
R˚1 ,R
˚
2
¸
“ exp
ˆ
´η
2
2
˙
.
iii) Is fulfilled by Assumption 3 (cf. (15)).
(37) holds with ´W pR˚q as well, hence we get that the statistic M pR˚, vq ă 8 a.s. Non-
degenerateness is obvious, as M is always larger than the value of the local statistic on one fixed
scale, which is non-degenerate.
5.3. Proofs of Section 2.3
Let us now prove the results from Section 2.3, namely Theorem 2.9 and Corollary 2.11. First we
introduce some abbreviations to ease notation. Let
q˚ :“ qO1´α,n, q :“ qMS1´α,n
and denote the total signal on Q P Qn by
µn pQq :“ |Q|´1{2
ÿ
iPQ
mpθni q ´mpθ0qa
vpθ0q
“ |QXQn|a|Q| m pθn1 q ´m pθ0qav pθ0q . (38)
For brevity introduce the Gaussian process
γ pQq :“
ˇˇˇˇ
ˇµn pQq ` |Q|´ 12 ÿ
iPQ
viXi
ˇˇˇˇ
ˇ´ penv p|Q|q , Q P Qn
with Xi
i.i.d.„ N p0, 1q and vi “
a
v pθiq {v pθ0q.
Let us now start with the analysis of the oracle procedure. As a preparation we require to leave
out a suitable subset of hypercubes close to the true anomaly Qn. Therefore, choose a sequence
εn such that εn Œ 0 but εnµn pQnq Ñ 8 and denote the set of all hypercubes which are close to
the anomaly by
Un :“
 
Q P Qn panq
ˇˇ
µn pQq ě µn pQnq p1´ εnq
(
.
Furthermore define the extended neighborhood of the anomaly by
U :“  Q P Qn panq ˇˇ QXQ1 ‰ H for some Q1 P Un( ,
its complement by T :“ Qn panq zU . By definition, tγ pQquQPT and tγ pQquQPUn are independent,
which will allow us to compute the asymptotic power of the single-scale procedure. For a sketch
of Un and U see Figure 4.
We start by bounding the covering number NpU , ρ, ǫq with respect to the canonical metric
ρ pQ,Q1q2 “ 2´ 2 |QXQ1| {a|Q| |Q1|.
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Figure 4: Exemplary elements of the sets Un,U and T in d “ 2: The anomaly is shown in red, the
hatched cubes belong to Un, the dotted cubes to U , and all black cubes belong to T . By
definition, for all Q P Un and Q1 P T it holds Q XQ1 “ H, which implies independence
of tγ pQquQPT and tγ pQquQPUn .
Lemma 5.4. For any ǫ ą 0 we have
NpU , ρ, ǫq ď C
ˆ
6d
ǫ
˙d
.
Proof. Let Qp3q denote the the cube of side length 3 times the side length of Qn centered at
the midpoint of Qn. Let 0 ă δ ď ǫ2d , 1δ P N. Choose equidistant points in Qp3q of distance
δ|Qn|1{n in each coordinate, which requires
`
3
δ
˘d
points. As a covering M for U , consider the
cubes of side length |Qn|1{n which have vertices in the net of equidistant points. To approximate
Q P U with Q X Q1 ‰ H, where Q1 P Un, i.e., |Qn XQ1| ě
`
1´ δ2
˘ |Qn|, by elements of this
net, note that Q is essentially contained in Qp3q -up to distance δ2 - and therefore there is a cuberQ P M in the covering such that the volume (or number of points) in Q △ rQ is bounded by
ď d `δ|Qn|1{d˘ |Qn|pd´1q{d, since the complements Qz rQ and rQzQ in each fixed dimension have at
most width ď δ|Qn|1{d and extension |Qn|1{d in the remaining pn´ 1q dimensions. It is bounded
by dδ|Qn|,
ˇˇˇ
Q△ rQˇˇˇ ě p1´ dδq |Qn| ě `1´ ǫ2˘ |Qn|. Therefore N pU , ρ, ǫq ď ` 3δ ˘d ď C ` 6dǫ ˘d .
Lemma 5.5. Consider the setting from Section 2.3 and recall that q˚ is the p1´ αq´quantile of
Mn pQn panqq as in (9). Then
(a) max
QPU
|Q|´ 12
ˇˇˇř
iPQ viXi
ˇˇˇ
“ OP p1q as nÑ8
(b) lim
nÑ8
P
„
max
QPT
γ pQq ď q˚

“ 1´ α
Proof. (a) It follows from Dudley’s entropy integral (see e.g. Marcus and Rosen, 2006, Thm. 6.1.2)
with any fixed Q1 P U that
E
«
max
QPU
|Q|´1{2
ˇˇˇˇ
ˇÿ
iPQ
viXi
ˇˇˇˇ
ˇ
ff
ďE
«
|Q1|´1{2
ˇˇˇˇ
ˇ ÿ
iPQ1
viXi
ˇˇˇˇ
ˇ
ff
` E
«
max
Q,Q1PU
ˇˇˇˇ
ˇ|Q|´1{2
ˇˇˇˇ
ˇÿ
iPQ
viXi
ˇˇˇˇ
ˇ´ |Q1|´1{2
ˇˇˇˇ
ˇ ÿ
iPQ1
viXi
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
ff
ď
c
2v2
π
` C
ż 2
0
a
logN pU , ρ, ǫq dǫ ď
c
2v2
π
` C
ż 2
0
?
d
d
log
ˆ
6d
ǫ
˙
dǫ ă 8
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which by Markov’s inequality proves the claim.
(b) A direct consequence of (a) is that
max
QPU
«
|Q|´ 12
ˇˇˇˇ
ˇÿ
iPQ
viXi
ˇˇˇˇ
ˇ´ penv p|Q|q
ff
“ oPp1q.
Furthermore note that µnpQq “ 0 and vi ” 1, i P Q for Q P T . Consequently
P
„
max
QPT
γ pQq ď q˚

“P
«
max
QPT
«
|Q|´ 12
ˇˇˇˇ
ˇÿ
iPQ
Xi
ˇˇˇˇ
ˇ´ penv p|Q|q
ff
ď q˚
ff
“P
«
max
QPQnpanq
«
|Q|´ 12
ˇˇˇˇ
ˇÿ
iPQ
Xi
ˇˇˇˇ
ˇ´ penv p|Q|q
ff
ď q˚
ff
` op1q
“P rMnpQnpanqq ď q˚s ` op1q
which yields the claim.
With this Lemma at hand, we are now in position to derive the asymptotic power of the oracle
procedure:
Proof of Theorem 2.9(a). To analyze Pθn rTnpY, θ0,Qnpanqq ą q˚s, we start with showing a ě in
the statement of Theorem 2.9(a). By Lemma 5.1 and the triangle inequality we can replace
TnpY, θ0,Qnpanqq by
max
QPQnpanq
«
|Q|´ 12
ˇˇˇˇ
ˇÿ
iPQ
Yi ´mpθ0qa
vpθ0q
ˇˇˇˇ
ˇ´ penv p|Q|q
ff
up to oPp1q. Furthermore Theorem 4.3 allows us to approximate the latter sum by a Gaussian
version, i.e.
Pθn rTnpY, θ0,Qnpanqq ą q˚s “ P
„
max
QPQnpanq
γ pQq ą q˚

` op1q.
Now we derive
P
„
max
QPQnpanq
γ pQq ą q˚

“P
„"
max
QPQnpanq
γ pQq ą q˚
*
X
"
max
QPT
γ pQq ď q˚
*
` P
„"
max
QPQnpanq
γ pQq ą q˚
*
X
"
max
QPT
γ pQq ą q˚
*
“P
„"
max
QPT
γ pQq ď q˚
*
X
"
max
QPU
γ pQq ą q˚
*
` P
„
max
QPT
γ pQq ą q˚

ěP
„"
max
QPT
γ pQq ď q˚
*
X tγ pQnq ą q˚u

` P
„
max
QPT
γ pQq ą q˚

“P
„
max
QPT
γ pQq ď q˚

P rγ pQnq ą q˚s ` P
„
max
QPT
γ pQq ą q˚

where we exploited Qn P U and independence of tγ pQquQPT and γ pQnq. Lemma 5.5(b) states
that P rmaxQPT γ pQq ď q˚s “ 1´ α` op1q and hence
Pθn rTnpY, θ0,Qnpanqq ą q˚s ě α` p1´ αqP rγ pQnq ą q˚s ` op1q.
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Furthermore note that γ pQnq ` penv p|Qn|q follows a folded normal distribution with parameters
µ “ µn pQnq and σ2 “ |Qn|´1
ř
iPQn v
2
i , this is
γ pQnq „
ˇˇ
N
`
µ, σ2
˘ˇˇ´ penv p|Qn|q .
We compute
µn pQnq “
a
ndan2, 5C
m pθn1 q ´m pθ0qa
v pθ0q
p1` o p1qq , (39)
|Qn|´1
ÿ
iPQn
v2i “
v pθn1 q
v pθ0q , (40)
penv p|Q|q “
b
2v log
`
a´1n
˘` op1q for all Q P Qn panq , (41)
which yields by continuity of F and Qn P Qn panq the proposed lower bound. For the upper bound
(i.e. ď in the statement of Theorem 2.9(a)) we proceed as before and obtain
Pθn rTnpY, θ0,Qnpanqq ą q˚s
“α` P
„"
max
QPT
γ pQq ď q˚
*
X
"
max
QPU
γ pQq ą q˚
*
` op1q
“α` P
„"
max
QPT
γ pQq ď q˚
*
X
"
max
QPU
γ pQq ą q˚
*
X
"
max
QPUn
γ pQq ą q˚
*
` P
„"
max
QPT
γ pQq ď q˚
*
X
"
max
QPU
γ pQq ą q˚
*
X
"
max
QPUn
γ pQq ď q˚
*
` op1q
ďα` P
„"
max
QPT
γ pQq ď q˚
*
X
"
max
QPUn
γ pQq ą q˚
*
` P
„
max
QPUzUn
γ pQq ą q˚

` op1q
“α` p1´ αqP
„
max
QPUn
γ pQq ą q˚

` P
„
max
QPUzUn
γ pQq ą q˚

` op1q
where we used independence of tγ pQquQPT and tγ pQquQPUn . From Lemma 5.5(a) we obtain
max
QPUzUn
ˇˇˇˇ
ˇ|Q|´ 12 ÿ
iPQ
viXi
ˇˇˇˇ
ˇ ď maxQPU
ˇˇˇˇ
ˇ|Q|´ 12 ÿ
iPQ
viXi
ˇˇˇˇ
ˇ “ OP p1q
and further by definition of Un that µ
n pQq ď p1´ εnqµn pQnq for all Q P UzUn. Exploiting (41)
this implies
P
„
max
QPUzUn
γ pQq ą q˚

ďP
„
p1´ εnqµn pQnq `OPp1q ´
b
2 log
`
a´1n
˘ ą q˚
“P
„
µn pQnq ´
b
2 log
`
a´1n
˘´ εnµn pQnq `OPp1q ą q˚ “ op1q
if µn pQnq ´
b
2 log
`
a´1n
˘Ñ C P r´8,8q (as εnµn pQnq Ñ 8 by construction), and if µn pQnq ´b
2 log
`
a´1n
˘Ñ8, the power trivially converges to 1. Altogether this gives
Pθn rTnpY, θ0,Qnpanqq ą q˚s ď α` p1´ αqP
„
max
QPUn
γ pQq ą q˚

` op1q.
With similar arguments as in Lemma 5.5 we obtain from εn Œ 0 that
P
„
max
QPUn
γ pQq ą q˚

“ P rγ pQnq ` oPp1q ą q˚s
and hence the claim is proven.
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Now we turn to the multiscale procedure. As here different scales are considered, the set U is
not large enough any more. Specifically, we cannot construct a subset V such that tγ pQqu
Vc
and
γ pQnq are independent and maxQPV γ pQq is still negligible. Due to this, the corresponding proof
in Sharpnack and Arias-Castro (2016) is incomplete. To overcome this difficulty, we follow the
idea to distinguish if the anomaly Qn has asymptotically an effect on γ pQq or not. Whenever Q
is sufficiently large compared to Qn, the impact will asymptotically be negligible.
For some sequence ǫn Œ 0 with ǫn “ O
´
|Qn|´γ
¯
with some γ ą 0 we introduce
δn :“ ǫnmax
#
µn pQnq , logpnq
d
|Qn|
rn
+´1
, (42)
V :“
!
Q P QMSn|rn
ˇˇ
µn pQq ě δnµn pQnq
)
and its complement T 1 :“ QMS
n|rnzV . The precise definition of δn is the result of terms which have
to vanish in the following Lemma 5.7. For a sketch see Figure 5.
Figure 5: Exemplary elements of the sets V and T 1 in d “ 2: The anomaly is shown in red,
the hatched cubes belong to V and the dotted cubes to T 1. However, the intersections
marked in black are small enough such that they have asymptotically no influence on
γ pQq.
Contrary to the oracle procedure, we do not have independence of tγ pQquQPT 1 and γ pQnq.
However, asymptotically a similar property is true as shown in the following Lemma 5.7.
Let us again start with bounding the covering number NpV , ρ, ǫq w.r.t. the canonical metric
ρ pQ,Q1q2 “ 2´ 2 |QXQ1| {a|Q| |Q1|.
Lemma 5.6. There exists a constant C such that for any ǫ ą 0 we have
NpV , ρ, ǫq ď C
ˆ
6d
ǫ
˙d |Qn|d`1
δ
2pd`1q
n
.
Proof. For all Q P V defined in (42) it holds µn pQq ě δnµn pQnq, which implies
δn
a
|Qn| ď |QXQn|a|Q| ď |Qn|a|Q| .
Consequently, V contains only cubes Q with rn ď |Q| ď δ´2n |Qn|. For a fixed scale k, V contains
at most pC |Qn|q Q’s with |Q| “ k, and for the set of such Q’s an
?
ǫ-covering can be constructed
as in the proof of Lemma 5.4 with at most C
`
6d
ǫ
k
˘d
elements, which gives
NpV , ρ, ǫq ď C
tδ´2n |Qn|uÿ
k“rn
ˆ
6d
ǫ
k
˙d
ď C
ˆ
6d
ǫ
˙d |Qn|d`1
δ
2pd`1q
n
.
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Lemma 5.7. Consider the setting from Section 2.3 and recall that q is the p1 ´ αq´quantile of
Mn
´
QMS
n|rn
¯
as in (9). Then the following statements hold true as nÑ8:
(a) max
QPV
ˇˇˇ
|Q|´ 12 řiPQ viXi ˇˇˇ “ OP ´aln p|Qn|q `aln p´ ln pm pθn1 q ´m pθ0qqq¯
(b) max
QPT 1
ˇˇˇˇ
ˇ|Q|´ 12 řiPQXQn viXi
ˇˇˇˇ
ˇ “ oPp1q
(c) P
„
max
QPT 1
γ pQq ď q

“ 1´ α` op1q
Proof. (a) Again with the help of Dudley’s entropy integral we find
E
«
max
QPV
|Q|´1{2
ˇˇˇˇ
ˇÿ
iPQ
viXi
ˇˇˇˇ
ˇ
ff
ď
c
2v2
π
` C1
ż 2
0
a
logN pV , ρ, ǫqdǫ
ďC2
˜d
ln
ˆ |Qn|
δ2n
˙¸
ďC3
ˆa
ln p|Qn|q `
b
ln p|m pθn1 q ´m pθ0q|q
˙
.
Now Markov’s inequality gives the claim.
(b) For Q P T 1 it holds µn pQq ă δnµn pQnq and hence |QXQn| ď δn
a|Q| |Qn|. Consequently
E
«
max
QPT 1
|Q|´1{2
ˇˇˇˇ
ˇ ÿ
iPQXQn
viXi
ˇˇˇˇ
ˇ
ff
“ E
«
max
QPT 1
d
|QXQn|
|Q|
1a
|QXQn|
ˇˇˇˇ
ˇ ÿ
iPQXQn
viXi
ˇˇˇˇ
ˇ
ff
ď E
«
max
QPT 1
d
δn
a|Qn|a
|Q|
1a
|QXQn|
ˇˇˇˇ
ˇ ÿ
iPQXQn
viXi
ˇˇˇˇ
ˇ
ff
ď
a
δn
ˆ |Qn|
rn
˙ 1
4
E
«
max
QPQn|rn
|QXQn|´1{2
ˇˇˇˇ
ˇ ÿ
iPQXQn
viXi
ˇˇˇˇ
ˇ
ff
ďCv¯
a
δn
ˆ |Qn|
rn
˙ 1
4 a
logpnq
where we used (28). As the right-hand side converges to 0 by (42), this proves the claim.
(c) This can now be deduced from (a) and (b) as follows. For all Q P T 1 it holds µn pQq ď
δnµ
n pQnq and hence
max
QPT 1
γ pQq ´ max
QPT 1
»–ˇˇˇˇˇˇ|Q|´ 12 ÿ
iPQzQn
viXi
ˇˇˇˇ
ˇˇ´ penv p|Q|q
fifl
ďmax
QPT 1
«
µn pQq `
ˇˇˇˇ
ˇ|Q|´ 12 ÿ
iPQXQn
viXi
ˇˇˇˇ
ˇ
ff
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ďδnµn pQnq ` max
QPT 1
ˇˇˇˇ
ˇ|Q|´ 12 ÿ
iPQXQn
viXi
ˇˇˇˇ
ˇ pbq“ oPp1q (43)
where the last estimate follows from δnµ
n pQnq Œ 0. Furthermore, as V contains only scales
ď δ´2n |Qn| we obtain that
max
QPV
«ˇˇˇˇ
ˇ|Q|´ 12 ÿ
iPQ
Xi
ˇˇˇˇ
ˇ´ penv p|Q|q
ff
ďmax
QPV
«ˇˇˇˇ
ˇ|Q|´ 12 ÿ
iPQ
Xi
ˇˇˇˇ
ˇ´ penv `δ´2n |Qn|˘
ff
paq“OP
ˆa
ln p|Qn|q `
b
ln p´ ln pm pθn1 q ´m pθ0qqq
˙
´ penv
`
δ´2n |Qn|
˘
“oPp1q, (44)
where we used |Qn| “ o
`
nβ
˘
with β ą 0 sufficiently small. Consequently
P
„
max
QPT 1
γ pQq ď q

(43)“ P
»–max
QPT 1
»–ˇˇˇˇˇˇ|Q|´ 12 ÿ
iPQzQn
viXi
ˇˇˇˇ
ˇˇ´ penv p|Q|q
fifl ď q
fifl` op1q
pbq“ P
«
max
QPT 1
«ˇˇˇˇ
ˇ|Q|´ 12 ÿ
iPQ
Xi
ˇˇˇˇ
ˇ´ penv p|Q|q
ff
ď q
ff
` op1q
(44)“ P
«
max
QPQMS
n|rn
«ˇˇˇˇ
ˇ|Q|´ 12 ÿ
iPQ
Xi
ˇˇˇˇ
ˇ´ penv p|Q|q
ff
ď q
ff
` op1q
“ P
”
Mn
´
QMSn|rn
¯
ď q
ı
` op1q
which yields the claim.
Proof of Theorem 2.9(b). For the multiscale procedure we have to compute a lower bound for
Pθn
”
TnpY, θ0,QMSn|rnq ą q
ı
. Similar to the Proof of Theorem 2.9(a) we obtain
Pθn
”
TnpY, θ0,QMSn|rnq ą q
ı
ěP
„"
max
QPT 1
γ pQq ď q
*
X tγ pQnq ą qu

` P
„
max
QPT 1
γ pQq ą q

` op1q.
By Lemma 5.7(b) we furthermore get
P
„
max
QPT 1
γ pQq ď q

“P
«
max
QPT 1
«ˇˇˇˇ
ˇµn pQq ` 1a|Q| ÿ
iPQ
viXi
ˇˇˇˇ
ˇ´ penv p|Q|q
ff
ď q
ff
“P
»–max
QPT 1
»–ˇˇˇˇˇˇµn pQq ` 1a|Q| ÿ
iPQzQn
viXi
ˇˇˇˇ
ˇˇ´ penv p|Q|q
fifl ď q
fifl` op1q,
which shows by independence that
P
„"
max
QPT 1
γ pQq ď q
*
X tγ pQnq ą qu

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“P
„
max
QPT 1
γ pQq ď q

P rγ pQnq ą qs ` op1q.
Now the proof can be concluded as the one of Theorem 2.9(a).
Proof of Corollary 2.11. The procedures have asymptotic power 1 if and only if
F
˜
q¯ `
a
´2v log panq, nd{2?anm pθ
n
1 q ´m pθ0qa
v pθ0q
,
v pθn1 q
v pθ0q
¸
Ñ 1
as nÑ8 with q¯ P tq˚, qu respectively. The straight-forward estimate
F
`
x, µ, σ2
˘ ě max"Φˆ´x´ µ
σ
˙
,Φ
ˆ
µ´ x
σ
˙*
shows that this is the case if and only if
x` µ
σ
Ñ ´8 or x´ µ
σ
Ñ ´8.
Inserting the values for x, µ and σ and noting that q˚, q are uniformly bounded by the p1 ´
αq´quantile of M pQ˚, vq gives the claim.
A. Packing numbers of Example 2.3
The computation of the packing numbers given in Example 2.3 will be done by means of the
covering number. The covering number N pǫ, ρ,Wq of a subset W Ă R˚ w.r.t. a metric ρ is given
by the minimal number of balls of radius ǫ ą 0 needed to coverW (cf. van der Vaart and Wellner,
1996, Def. 2.2.3). It is immediately clear, that
N pǫ, ρ,Wq ď K pǫ, ρ,Wq ď N
´ ǫ
2
, ρ,W
¯
,
and hence it sufficed to compute N
´
pδuq1{2 , ρ˚,  R P R˚ ˇˇ |R| ď δ(¯ with ρ˚ as in (14) to show
(15). In the following, we will use the notation from Example 2.3.
Lemma A.1. For any ǫ ą 0 there exists a constant C depending only on the dimension d and ǫ
such that for all u, δ P p0, 1s it holds
K
´
pδuq1{2, ρ˚, tS P S˚ : |S| ď δu
¯
ď C1δ´p2d´1q plogp1{δqqd´1 u´2d plogp1{uqqd´1
ď Cu´p2d`ǫqδ´p2d´1`ǫq,
i.e. (15) holds true with k1 “ C, k2 “ 2d` ǫ and VS˚ “ 2d´ 1` ǫ.
Remark A.2. Note that it can even be shown that there are k1, k2 ą 0 such that (??) with
additional powers of p´ log pδqq on the right-hand side is satisfied with v “ 1, see e.g. Theorem 1
in Walther (2010) or Lemma 2.1 in Datta and Sen (2018).
Proof of Lemma A.1. We approximate the hyper-rectangles in W “ tS P S˚ : |S| ď δu by hyper-
rectangles with vertices in the lattice Lm :“
 
i
m
ˇˇ
i “ 0, . . . ,m(d where m has to be specified later.
The set of all hyper-rectangles with such vertices and size ď δ will be denoted byW 1m. For S PW
denote by k1, . . . , kd the edge lengths. Then
śd
j“1 kj ď δ and ki ď 1. It is immediately clear that
there exists an approximating hyper-rectangle S1 PW 1m such that`
ρ˚
`
S, S1
˘˘2 “ ˇˇS △ S1 ˇˇ
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ď 2 pk2 ¨ ... ¨ kd ` k1 ¨ k3 ¨ ... ¨ kd ` . . .` k1 ¨ . . . ¨ kd´1q ¨ 1
2m
ď d
m
. (45)
Hence, we obtain ρ˚ pS, S1q ď pδuq1{2 if we choose m :“ d
δu
. Now we have to compute the
cardinality ofW 1
d{pδuq. First note that the number of possible left bottom vertices is bounded from
above by md “ #Lm. If we denote the edge lengths of S1 PW 1m by l1, . . . , ld, we can find integers
i1, ..., id such that lj “ ijm and
śd
j“1 ij ď δmd “: N . Therefore, we obtain
N
´
pδuq1{2, ρ˚, tS P S˚ : |S| ď δu
¯
ď #W 1m ď md ¨#CN (46)
with CN :“
!
pi1, . . . , idq P Nd
ˇˇ śd
j“1 ij ď N
)
. To compute #CN , we employ Minkowski’s theorem
(cf. Cassels, 1997, Sec. III.2.2), which ensures that the Lebesgue volume ∆dpNq of px1, . . . , xdq P r1, N sd ˇˇ x1 ¨ . . . ¨ xd ď N( is comparable with #CN up to a factor of 2d. We show
by induction that
∆dpNq “ 1pd´ 1q!N plogNq
d´1
.
Proof. d “ 1: ∆1 “ N.
d ÞÑ d` 1 : x1 ¨ . . . ¨ xd`1 ď N ô x1 ¨ . . . ¨ xd ď Nxd`1 , where xd`1 P r1, N s. Hence,
∆d`1pNq “
ż N
1
∆d
ˆ
N
xd`1
˙
dxd`1
“ 1pd´ 1q!
ż N
1
N
xd`1
ˆ
log
ˆ
N
xd`1
˙˙d´1
dxd`1
“ Npd´ 1q!
ˆ
´
ż 1
N
yplog yqd´1 1
y2
dy
˙
“ Npd´ 1q!
ż N
1
plog yqd´1 1
y
dy
“ 1
d!
NplogNqd.
Inserting this into (46), we obtain
N
´
pδuq1{2, ρ˚, tS P S˚ : |S| ď δu
¯
ďmd ˚#PN
ď2dmd∆d
`
δmd
˘
Àδm2d“log `δmd˘‰d´1
“δ´p2d´1qu´2d
”
log
´
ddδ´pd´1qu´d
¯ıd´1
Àδ´p2d´1q plogp1{δqqd´1 u´2d plogp1{uqqd´1 ,
where we used px` yqd´1 ď cxd´1yd´1 for x, y ě 1. This proves the claim.
Lemma A.3. There exists a constant C depending only on the dimension d such that for all
u, δ P p0, 1s it holds
K
´
pδuq1{2, ρ˚, tQ P Q˚ : |Q| ď δu
¯
ď Cδ´1u´pd`1q,
i.e. (15) holds true with k1 “ C, k2 “ d` 1 and VQ˚ “ 1.
34
Proof. We proceed as in the Proof of Lemma A.1. In contrast to hyper-rectangles, we obtain here
instead of (45) the better estimate
`
ρ˚
`
Q,Q1
˘˘2 “ ˇˇQ△Q1 ˇˇ ď dδ d´1d
m
.
as all edges have the same length, i.e. we can choose m :“ d
δ1{du
. Furthermore, the cardinality
of W 1m is bounded by the number of lower left vertices times the number of possibilities for an
adjacent vertex, which gives
#W 1m ď md ¨
´
δ1{dm
¯
“ md`1δ1{d.
Therefore we finally obtain
N
´
pδuq1{2, ρ˚, tS P S˚ : |S| ď δu
¯
ď #W 1
d{pδ1{duq
ď
ˆ
d
δ1{du
˙d`1
δ1{d “ dd`1u´pd`1qδ´1,
which proves the claim.
Lemma A.4. There exists a constant C depending only on the dimension d such that for all
u, δ P p0, 1s it holds
K
´
pδuq1{2, ρ˚, tH P H˚ : |H | ď δu
¯
ď Cδ´2u´2,
i.e. (15) holds true with k1 “ C, k2 “ 2 and VH˚ “ 2.
Proof. For two points a1, a2 P Sd´1 we denote by ? pa1, a2q :“ arccos pxa1, a2yq P r0, πs the spher-
ical angle between a1, a2. Now let WN,m “
 
Hai,αj
ˇˇ
i “ 1, ..., N, j “ 1, ...,m( with numbers
a1, ..., aN P Sd´1 and α1, ..., αm P
”
0,
?
d
ı
. Note that Ha,α “ H for α ą
?
d by definition and
Pythagoras’ theorem. It is convenient to choose α1, ..., αm as equidistant, e.g.
αi :“
i´ 12
m
?
d, i “ 1, . . . ,m.
Furthermore we choose a1, ..., aN as a maximal system of points in S
d´1 such that ?paj , akq ě`
1
m
˘ 1
d´1 for all j ‰ k. This implies that
S
d´1 Ă
Nď
j“1
Saj
˜ˆ
1
m
˙ 1
d´1
¸
with the spherical cap Sa pθ0q “
 
e P Sd´1 ˇˇ ?pa, eq ď θ0(. Note that
|Sa pθ0q| „
θ0ş
0
psin tqd´2 dt
πş
0
psin tqd´2 dt
„ θd´10
for small values of θ0. Now, for any given a P Sd´1 and α P
”
0,
?
d
ı
, we can find 1 ď i ď N and
1 ď j ď m such that
?pa, aiq ď
ˆ
1
m
˙ 1
d´1
, |α´ αj | ď
?
d
m
.
35
Now we split `
ρ˚
`
Ha,α, Hai,αj
˘˘2 ď |Ha,α△Hai,α| ` ˇˇHai,α△Hai,αj ˇˇ
and since Hai,α△Hai,αj is a d´ 1-dimensional space of width ď
?
d
m
and Ha,α△Hai,α is a union
of hyperpyramids with opening angle ď ` 1
m
˘ 1
d´1 , we obtain
`
ρ˚
`
Ha,α, Hai,αj
˘˘2 ď C
m
where C is some generic constant depending only on d. Hence if we choose m “ C´1δ´1u´1, then
for each H P tH P H˚ : |H | ď δu there exists H 1 P WN,m such that ρ˚ pS, S1q ď pδuq1{2. Now we
have to estimate N . By elementary geometry it follows that
Nď
j“1
Saj
˜
1
2
ˆ
1
m
˙ 1
d´1
¸
Ă Sd´1 Ă
Nď
j“1
Saj
˜ˆ
1
m
˙ 1
d´1
¸
,
and furthermore up to boundary points, the sets on the left-hand side are disjoint. Therefore we
obtain for the volumes that
N
ˇˇˇˇ
ˇSaj
˜
1
2
ˆ
1
m
˙ 1
d´1
¸ˇˇˇˇ
ˇ ď ˇˇSd´1 ˇˇ ď N
ˇˇˇˇ
ˇSaj
˜ˆ
1
m
˙ 1
d´1
¸ˇˇˇˇ
ˇ
which implies N „ m. Consequently, #WN,m „ m2 which proves the claim.
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