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In this note, some errors in a recent article by Niki et al. [H. Niki, T. Kohno, M. Morimoto,
The preconditioned Gauss–Seidel method faster than the SOR method, J. Comput. Appl.
Math. 219 (2008) 59–71] are pointed out and a new proof for the corresponding result
is presented.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this note, we consider the following linear system
Ax = b x, b ∈ Rn, (1)
where A = (aij) ∈ Rn×n is anM-matrix. The basic iterative method for solving the linear system (1) can be expressed as
xk+1 = M−1Nxk +M−1b k = 0, 1, . . . , (2)
where x0 is an initial vector and A = M − N is a splitting of A. TheM−1N is called an iteration matrix of the basic iterative
method.
To improve the convergence rate of the basic iterative method, several preconditioned iterative methods have been
proposed [1–5]. The main idea of these preconditioned iterative methods is to transform the original system into the
preconditioned form
PAx = Pb, (3)
where P ∈ Rn×n is a nonsingular preconditioner. Then the corresponding basic iterative method is given in general by
xk+1 = M−1p Npxk +M−1p Pb k = 0, 1, . . . , (4)
where PA = Mp−Np is a splitting of PA andMp is nonsingular, similarly to the original system (1). We call the basic iterative
method corresponding to the preconditioned system the preconditioned iterative method, such as the preconditioned
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Gauss–Seidel. Under certain assumptions, it has been proved that the preconditioned Gauss–Seidel method is superior to
the basic Gauss–Seidel method and the SORmethod.
The preconditioner P was introduced in [1] as follows:
P = I + S, (5)
where
S =

0 −a12 0 · · · 0
0 0 −a23 · · · 0
...
...
...
. . .
...
0 0 0 · · · −an−1,n
0 0 0 · · · 0
 . (6)
Kohno et al. [2] proposed using preconditioner (5) with some parameters, i.e.,
Pα = I + D(α)S (7)
instead of P = I + S, where D(α) = diag(α1, . . . , αn−1, 1).
In [9] the authors considered the preconditioner with P = I + R and P = I + S + R, where S is given in (6) and
R =

0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
−an1 · · · −an,n−1 0
 . (8)
Several results in [9] are given below.
Theorem 1.1 (Niki et al. [9, Theorem 2.9]). Let A be anM-matrix, and both A = M−N, (I+R)A = MR1−NR1 be the Gauss–Seidel
convergent splittings. Then the following inequality holds:
ρ(M−1R1 NR1) ≤ ρ(M−1N) < 1.
Theorem 1.2 (Niki et al.[9, Theorem 2.10]). Let A be an M-matrix. Assume that anj ≤ aRnj/aRnn, for 1 ≤ j ≤ n − 1. Then
AS = (I + S)A = MS − NS and AR = (I + S + R)A = MR − NR are Gauss–Seidel splittings. Then the following inequality holds.
ρ(M−1R NR) ≤ ρ(M−1S NS).
Theorem 1.3 (Niki et al.[9, Theorem 2.11]). Let A = I − L − U be a nonsingular M-matrix. Assume that anj 6= 0, j = 1, . . . , n
and
ut ≤ v−1n vt . (9)
Then
ρ(TR) ≤ ρ(TS) < ρ(T ) < 1.
where ut = (an1, . . . , an,n−1), vt = (v1, . . . , vn−1),
vj = aRnj =

anj −
n−1∑
k=1,k6=j
ankakj, 1 ≤ j ≤ n− 1,
1−
n−1∑
k=1
ankakn, j = n.
This note is organized as follows. In Section 2, we present some definitions and preliminary results, and give two
counterexamples to illustrate that there are some errors in the proofs of Theorems 1.1 and 1.2. In Section 3, a correct proof
of Theorem 1.1 is presented. We show that a correct proof of Theorem 1.2 is given in [8].
2. Preliminaries
We first recall the following: A matrix A = (aij) ∈ Rn×n is called a Z-matrix if aij ≤ 0 for i 6= j. A real vector
x = (x1, x2, . . . , xn)T is called nonnegative(positive) and denoted by x ≥ 0(x > 0) if xi ≥ 0(xi > 0) for all i. Similarly,
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a matrix A = (aij) is called nonnegative and denoted by A ≥ 0 if aij ≥ 0 for all i, j. Let B = (bij) ∈ Rn×n, then we denote
A ≥ B(A > B) if aij ≥ bij(aij > bij) for any i, j. A matrix A is called irreducible if the directed graph of A is strongly connected.
Definition 2.1. A matrix A is called anM-matrix if A = sI − B, B ≥ 0 and s > ρ(B), where ρ(B) denotes the spectral radius
of B.
Definition 2.2 ([4]). Let A = (aij) ∈ Rn×n, A = M − N is called a splitting of A if M is a nonsingular matrix. The splitting is
called:
(a) Convergent if ρ(M−1N) < 1.
(b) Regular ifM−1 ≥ 0 and N ≥ 0.
(c) Nonnegative ifM−1N ≥ 0.
(d) M-splitting ifM is a nonsingularM-matrix and N ≥ 0.
Lemma 2.1 ([6]). Let A ≥ 0 be a nonnegative matrix. Then the following hold:
(a) A has a nonnegative real eigenvalue equal to its spectral ρ(A). Moreover, this eigenvalue is positive unless A is reducible and
the normal form of A is strictly upper triangular.
(b) A has an eigenvector x ≥ 0 corresponding to ρ(A).
(c) ρ(A) does not decrease when any entry of A is increased.
Lemma 2.2 ([7]). Let A ≥ 0 be a nonnegative matrix. Then the following hold:
(a) If Ax ≥ βx for a vector x ≥ 0 and x 6= 0, then ρ(A) ≥ β .
(b) If Ax ≤ γ x for a vector x > 0, then ρ(A) ≤ γ ; Moreover, if A is irreducible and if βx ≤ Ax ≤ γ x, equality excluded, for a
vector x ≥ 0 and x 6= 0, then β < ρ(A) < γ and x > 0.
3. Correct results
Without loss of generality, let A = I − L − U , where L and U are strictly lower triangular and strictly upper triangular
matrices, respectively. Let
AR1 = (I + R)A = MR1 − NR1 = (I − L+ R− RL− RU)− U .
If
∑n−1
k=1 ankakn 6= 1, thenM−1R1 exists. Therefore, the Gauss–Seidel iteration matrix TR1 can be defined by
TR1 = (I − L+ R− RL− RU)−1U .
Now we point out an error in the proof of Theorem 2.9 of [9] (see Theorem 1.1), in which the authors asserted: Since
R ≥ 0, Ax ≥ 0 and N = NR1 = U , we have
((I + R)A− A)x = (MR1 −M)x = RAx ≥ 0,
where x ≥ 0 is a nonzero eigenvector that corresponds to ρ(TR1).
For this assertion, a counterexample is given below. Let
A =
[ 1 −1 0
0 1 −1
−0.5 −0.25 1
]
. (10)
It is easy to obtain ρ(TR1) = 2/3, and x = (1, 2/3, 4/9)T is a positive vector that corresponds to ρ(TR1) = 2/3. By direct
computation, we have Ax = (1/3, 2/9,−2/9)T. Hence the inequality ((I + R)A− A)x = (MR1 −M)x = RAx ≥ 0 is not true.
However, the result of Theorem 1.1 is true, which is given below.
Lemma 3.1. Let A be an M-matrix, and A = M − N = (I − L) − U be the Gauss–Seidel convergent splitting. If ρ(T ) =
ρ(M−1N) > 0, then for any nonnegative Perron vector x of T , we have Ax ≥ 0.
Proof. Since (I − L)−1U ≥ 0, from Lemma 2.1, there exists a nonnegative vector x that corresponds to ρ(T ), we have
Ax = ρ(T )x. That is
(I − L)−1Ux = ρ(T )x,
thus, we have
ρ(T )x− ρ(T )Lx− Ux = 0,
since A = I − L− U , we have
Ax = 1− ρ(T )
ρ(T )
Ux.
Since Ux ≥ 0, 0 < ρ(T ) < 1, we have Ax ≥ 0. 
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Theorem 3.2. Let A be an M-matrix, and both A = M − N, (I + R)A = MR1 − NR1 be the Gauss–Seidel convergent splittings. If
ρ(T ) = ρ(M−1N) > 0, then the following inequality holds:
ρ(M−1R1 NR1) ≤ ρ(M−1N) < 1.
Proof. From Lemma 3.1, if ρ(T ) = ρ(M−1N) > 0, we observe that there exists a nonnegative vector x that corresponds to
ρ(T ) and Ax ≥ 0. Since
(I − L+ R− RL− RU)−1Ux− ρ(T )x = (I − L+ R− RL− RU)−1[U − ρ(T )(I − L+ R− RL− RU)]x,
and Ux = ρ(T )(I − L)x, we have
(I − L+ R− RL− RU)−1Ux− ρ(T )x = −(I − L+ R− RL− RU)−1RAx.
Since (I − L+ R− RL− RU)−1 ≥ 0 and R ≥ 0, from Lemma 2.2, we have
ρ(M−1R1 NR1) ≤ ρ(T ) = ρ(M−1N) < 1.
There is an error in the proof of Theorem 2.10 of [9] (see Theorem 1.2), in which the authors asserted: From assumption,
we have A−1S ≥ A−1R ≥ 0.
For this assertion, a counterexample is given below. Let
A =
[ 1 −1 0
0 1 −1
−0.2 −0.4 1
]
,
it is easy to show that A is anM-matrix, a31 ≤ aR31/aR33 and a32 ≤ aR32/aR33, however
A−1S =
[1.5 1 1.5
0.5 2 0.5
0.5 1 1.5
]
,
A−1R =
[1.125 0.625 1.875
0.375 1.875 0.625
0.125 0.625 1.875
]
.
Hence the inequality A−1S ≥ A−1R is not true. The correction of Theorem 2.10 in [9] is given in [8]. 
Theorem 3.3 (Li. [8, Theorem 3.5]). Let A = (aij) ∈ Rn×n(n ≥ 3) be a nonsingular M-matrix with ai,i+1ai+1,i > 0, i =
1, . . . , n− 1, and there exists an i, i ≤ n− 2 such that an,i 6= 0. Then
ρ(TR) < ρ(TS).
Remark 3.1. Eq. (9) is equivalent to
anj
(
1−
n−1∑
k=1
ankakn
)
+
n−1∑
k=1,k6=j
ankakj ≤ 0, 1 ≤ j ≤ n− 1. (11)
We consider a example in [9], let
A =

1 −0.2 −0.3 −0.2 −0.2
−0.1 1 −0.2 −0.3 −0.1
−0.2 −0.3 1 −0.1 −0.2
−0.2 −0.1 −0.3 1 −0.3
−0.3 −0.2 −0.1 −0.3 1
 .
The matrix A does not satisfy Eq. (11). Hence we cannot conclude that ρ(NRM−1R ) ≤ ρ(NSM−1S ) from Eq. (11). It is clear that
A satisfies the conditions of Theorem 3.3. From Theorem 3.3, we have ρ(NRM−1R ) < ρ(NSM
−1
S ). By simple computation, we
have ρ(NRM−1R ) = 0.5446 and ρ(NSM−1S ) = 0.6123. So Theorem 1.3 is not extensive to Theorem 3.3.
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