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A FINITE MULTIPLICITY HELSON-LOWDENSLAGER-DE
BRANGES THEOREM
SNEH LATA, MEGHNA MITTAL, AND DINESH SINGH
Abstract. This paper proves two theorems. The first of these simpli-
fies and lends clarity to the previous characterizations of the invariant
subspaces of S, the operator of multiplication by the coordinate func-
tion z, on L2(T;Cn), where T is the unit circle, by characterizing the
invariant subspaces of Sn on scalar valued Lp (0 < p ≤ ∞) thereby
eliminating range functions and partial isometries. It also gives precise
conditions as to when the operator shall be a pure shift and describes
the precise nature of the wandering vectors and the doubly invariant
subspaces. The second theorem describes the contractively contained
Hilbert spaces in Lp that are simply invariant under Sn thereby gener-
alizing the first theorem.
1. Introduction
The Helson-Lowdenslager invariant subspace theorem, [8], describes the
simply invariant subspaces of the operator S of multiplication by the coor-
dinate function z on L2 thereby generalizing in a highly non-trivial fashion
Beurling’s famous invariant subspace theorem [1]. The theorem and the
method invented by Helson and Lowdenslager are important for a variety
of reasons and we refer to [3], [4], [5], [10], [13], [14] for such details. The
doubly invariant subspaces of S are described by Wiener’s theorem. We
refer to [6] for details. Between them, these two theorems describe the class
of all invariant subspaces for S on scalar valued L2 of the unit circle. The
description of such invariant subspaces of S has been generalized and ex-
tended in many directions and we refer to [4], [6], [7], [13], [15], [16]. We
also refer to [19] for several other useful references. Among these fruitful and
interesting generalizations is the extension of these theorems to the context
of functions on the unit circle taking values in an arbitrary Hilbert space
H. Such a generalization can be found among other places in Helson’s book
[6] and in [16] as also in [12], [18], [22] . The tenor of these generalizations
involves the description of the decomposition of these invariant subspaces
into the direct sum of two invariant subspaces one of which is the shift part
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and the other being doubly invariant. Unlike the scalar case, such gener-
alizations do point out the fact that the two subspaces-the shift part and
the doubly invariant can co-exist simultaneously to together add up to the
entire invariant subspace which shall remain simply invariant.
The purpose of this paper is to prove two theorems. The first of these looks
anew at the solved problem of characterizing the invariant subspaces of S on
the Lebesgue space L2 whose functions take values in a finite dimensional
Hilbert space H. More precisely, unlike the previous characterizations, we
characterize-without taking recourse to vectorial concepts such as that of a
range function and without stepping outside the scalar situation-the most
general form of an invariant subspace of the operator of multiplication by
zn in the classical Lebesgue space Lp, 0 < p ≤ ∞, on the unit circle. This
includes describing the precise nature of the shift part of a simply invariant
subspace by characterizing in an explicit and simple form the nature of
its wandering vectors and by giving exact conditions under which a simply
invariant subspace cannot contain a reducing subspace. We also show when
the reducing part of a simply invariant subspace will not be zero and in that
event we describe the precise nature of the reducing part in terms of the
wandering vectors of the shift part.
The second theorem, in this paper, characterizes the class of all Hilbert
spaces that are contractively contained in Lq, 0 < q ≤ 2, and on which the
operator of multiplication by zn acts isometrically. By imposing a natural
condition, we give a precise description of such spaces which also generalizes
our first theorem as well as the main theorems in [13] and [15], [21], [6, Page
26] and a theorem of de Branges [2].
This paper is organized as follows. In section 2, we give some of the basic
notations, definitions and the statement of the main results. In Section
3, we prove some of the preliminary results followed by the proof of the
first main theorem. Section 4 deals with some basic results concerning De
Branges spaces and it then presents the proof of the second main theorem.
Also, we prove a direct generalization of the characterization, as given in
[13], [15], of those Hilbert spaces which are boundedly contained in Lp and
are doubly invariant under Sn Of course while we deal with the case of a
general positive integer these papers deal with the case n = 1.We would like
to mention that the results proved in a De Branges setting give an alternate
characterization theorem for the classical case. It would be interesting to
compare them. Finally towards the end of this section we give some final
remarks and results which follow as consequences of the results proved earlier
in the same section.
2. Notations, Terminology and Statement of the Main Results
We shall denote the unit circle in the complex plane by T and the open
unit disk by D. For any 0 < p ≤ ∞, Lp and Hp shall denote the familiar
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Lebesgue and Hardy spaces respectively on T. Recall that Lp and conse-
quently also Hp, are Banach spaces with the usual norm which is given by
‖f‖p = (
1
2pi
∫ 2pi
0 |f |
pdm)1/p when 0 < p < ∞ and ‖f‖∞ = esssup|f | when
p = ∞. In particular, when p = 2 these are Hilbert spaces with the inner
product given by < f, g >= 12pi
∫ 2pi
0 fgdm. For a fixed positive integer n,
Lp(zn) shall denote the closed linear span of {zkn : k ∈ Z} in Lp and Hp(zn)
will stand for Lp(zn) ∩Hp.
A Hilbert spaceM is said to be boundedly contained in a Hilbert space H
if M is a vector subspace of H (in the algebraic sense) and if the inclusion
map, i.e. ‖x‖H ≤ C‖x‖M for all z inM and some constant C.When C = 1,
we say that H is contractively contained in M. For further details on all of
the above we refer to [5], [8] and [9].
For a fixed positive integer n, Sn shall denote the operator of multipli-
cation by zn where z is the coordinate function on T. It is easy to see that
Sn is an isometry on L2 and hence also on H2. A closed subspace M of
Lp, 0 < p ≤ ∞ ( weak star closed when p = ∞) is said to be simply in-
variant under Sn if Sn(M) (M and doubly invariant if Sn(M) =M. For
our purposes, a Hilbert space M which is boundedly contained in Lp will
be said to be simply (doubly) invariant if Sn(M) (M (Sn(M) =M).
If T is an operator on some Hilbert space K, then we let R(T ) denote
the range of T , which is a (not necessarily closed) subspace of K. However,
if we endow R(T ) with the norm, ‖h‖R(T ) = inf{‖k‖K : Tk = h}, then
R(T ) is a Hilbert space in this norm called the range space of T and it is
boundedly contained in K. When T is a contraction then the range space of
T is contractively contained in K.
Before proceeding with some more terminology we note that we can write
Lp = Lp(zn)⊕ zLp(zn)⊕ · · · ⊕ zn−1Lp(zn).
Obviously, by the above direct sum we mean the Hilbert space direct sum
when p = 2 and algebraic direct sum otherwise. The following definition
concerns L∞ functions. It is a direct analogue of the definition of n-inner
functions in H∞ introduced by the third author and Thukral in [20].
Definition 2.1. A function φ ∈ L∞ is called n-unimodular if
∑n
i=1 |φi|
2 = 1
a.e. where φ =
∑n
i=1 z
i−1φi with φi ∈ L
∞(zn) ∀ i.
Lastly, we define an operator on L2 which is an analogue of the multi-
plication operator usually denoted by Mφ where φ ∈ L
∞. Take a matrix
ψ = (ψij) ∈Mmn(L
∞) and define an operator on L2 via Aψ : L
2 → L2 by
Aψ(f) =
m∑
i=1
zi−1

 n∑
j=1
ψij(z)fj


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where f =
∑n
i=1 z
i−1fi with fi ∈ L
2(zn).
It is easy to see that Aψ is a bounded operator on L
2 and n = m = 1 gives us
the usual multiplication operator on L2. Note that the kernel of the operator
Aψ is a doubly invariant subspace of L
2 under Sn. We adopt the notation,
KψM for the kernel of the operator Aψ restricted to the subspace M of L
2.
By ψ we mean the matrix (ψij), where ψij is the complex conjugate of the
function ψij.
For our purposes, KψM is specific in nature. To see this, let {ψ1, · · · , ψr}
be a set of n-unimodular functions in L∞ and let ψ = (ψij), where ψi =∑n
j=1 z
j−1ψij , ψij ∈ L
∞(zn). Then it can be easily seen that
KψM = {f ∈ M :
n∑
j=1
ψijfj = 0 ∀ 1 ≤ i ≤ r},
where f =
∑n
j=1 z
j−1fj, fj ∈ L
2(zn).
If we let M = L2 and replace ψ by ψ then as noted before, Kψ
L2
is the
doubly invariant subspace of L2 under Sn. In fact, it is the maximal invari-
ant subspace of L2 that is orthogonal to ψiH
2(zn) ∀ 1 ≤ i ≤ n.
Keeping this motivation in mind, we define
KψM(p) = {f ∈ M :
n∑
j=1
ψijfj = 0 ∀ 1 ≤ i ≤ r},
where f =
∑n
j=1 z
j−1fj, fj ∈ L
p(zn) and M is any subspace of Lp.
We are now in a position to give the statement of our main results.
Theorem A. Let M be a simply invariant subspace of Lp, 0 < p ≤ ∞
under Sn. Then the most general form that M can assume is
M =
r∑
i=1
⊕φiH
p(zn)⊕KφM
where
(i) r ≤ n,
(ii) each φi is a n-unimodular function not vanishing on any set of pos-
itive measure,
(iii) ‖φif‖p = ‖f‖p for every f ∈ H
p(zn), and
(iv) φ = (φij) ∈Mn(L
∞(zn)), φi =
∑n
j=1 z
j−1φij .
Moreover, if r = n then KφM = {0} and if r < n then there exists infin-
itely many nonzero doubly invariant subspaces of Kφ
L2
which when appended
to
∑r
i=1⊕φiH
2(zn) form a simply invariant subspace of Lp.
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The second of our two main theorems shows that under similar conditions
as considered in [13] and [15], there are non-trivial Hilbert spaces contrac-
tively contained in Lp, for 0 < p ≤ 2. The analogous result for the case
2 < p ≤ ∞ as obtained by the third author and Paulsen in [13] can be found
in a later section which asserts that there is no non-trivial simply invari-
ant Hilbert space under Sn which is contractively contained in Lp. We shall
adopt the notation 2q2−q =∞ when q = 2.
Theorem B. Let M 6= 0 be a simply invariant Hilbert space contractively
contained in Lq, 0 < q ≤ 2 and on which Sn acts isometrically. Further,
suppose that ∃ p, 2 ≤ p ≤ 2q2−q and a δ > 0 such that
‖f‖M ≤ δ‖f‖p ∀ f ∈ M∩ L
p.
Then there exists an orthonormal set, {ψi}
r
i=1 ⊆ M∩ L
∞, r ≤ n, each of
which is nonzero a.e. such that
M =
r∑
i=1
⊕ψiH
2(zn)⊕R(MhAφ),
where
(i) φ ∈ Mn(L
∞(zn)) and g ∈ L2q/(2−q) is a strictly positive function
such that
h =
{
g when 0 < q < 2
1 when q = 2
(ii) ‖ψif‖M = ‖f‖2 for every f ∈ H
2(zn) and 1 ≤ i ≤ r,
(iii) (
∑r
j=1 |ψij |)
−1 ∈ Ls and ‖(
∑r
j=1 |ψij |)
−1‖s ≤ δ where ψi =
∑r
j=1 z
j−1ψij
and s =
{ 2p
p−2 if 2 < p ≤
2q
2−q
∞ if p = 2
Moreover, if r = n then R(MhAφ) = {0}.
3. Proof of Theorem A.
We begin this section with some of the preliminary results required to
give the proof of the first main theorem.
Lemma 3.1. Let M be a subspace of L2 which is simply invariant under
Sn. If we denote N =M⊖ SnM, then
(i) {φzkn}k∈Z is an orthonormal set for each unit vector φ ∈ N ,
(ii) if a unit vector φ ∈ N , then φ is n-unimodular,
(iii) N ⊆ L∞,
(iv) if {φ,ψ} is an orthogonal set in N , then
∑n
j=1 φjψ¯j = 0 a.e., where
φ =
∑n
j=1 z
j−1φj and ψ =
∑n
j=1 z
j−1ψj,
(v) elements of N cannot vanish on sets of positive measure.
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Proof. Given thatM =
∑∞
k=0⊕S
kn(N )
⋂
k≥0 S
knM (by the decomposition
of isometries as in [9, page 109]) the conclusion of (i) is immediate. In order
to prove (ii), we let φ ∈ N , ‖φ‖2 = 1. Then by (i), φ ⊥ φz
kn ∀ k 6= 0.
This yields that 12pi
∫ 2pi
0 |φ|
2zkn = 0 ∀ k 6= 0. If we write φ =
∑n−1
j=0 z
jφj with
φj ∈ H
2(zn) then
∑n
j=1 |φj |
2 = δ, for some constant δ. It is easy to see that
δ = 1 since ‖φ‖2 = 1. This clearly shows that φi ∈ L
∞ ∀ i and hence also
proves (iii).
To prove (iv), let {φ,ψ} be an orthonormal set in N . Then the decomposi-
tion of isometries gives us that
〈
φ, zknψ
〉
= 0 ∀ k ∈ Z. Let φ =
∑n
j=1 z
j−1φj
and ψ =
∑n
j=1 z
j−1ψj , where as usual φj, ψj are in H
2(zn), then this yields
that
〈∑n
i=1 φiψ¯i, z
kn
〉
= 0 ∀ k. Also, note that
〈∑n
i=1 φiψ¯i, z
2n−1
〉
= 0 ∀ n ∈
Z, since φi and ψi are even functions.
Finally we prove (v) by contradiction. Take a non zero φ in N and sup-
pose there exists a set of positive measure A in T such that φ vanishes on
A.
Define
km =
{
m on B
1 on Bc
where B = {zn : z ∈ A}. Note that km ∈ L
∞ for each m.
Let tm(z) = km(z
n) and hm = exp(tm+it˜m), where t˜m denotes the harmonic
conjugate of tm, so that hm ∈ H
∞(zn) for all m. Let hm =
∑∞
k=0 αkz
kn then
by (i) we get that
‖φ
l∑
k=0
αkz
kn‖2 = (
l∑
k=0
|αk |
2)1/2 = ‖
l∑
k=0
αkz
kn‖2.
Note that φ
∑l
k=0 αkz
kn ∈ M and is Cauchy in L2. This shows that φhm ∈
M and ‖φhm‖2 = ‖hm‖2. By the definition of hm, we get that ‖φhm‖2 < K
for some constant K independent of m and ‖hm‖2 >
√
exp(2m)m(A) which
is indeed a contradiction. This completes the proof of the lemma. 
Lemma 3.2. Let {φ1, . . . , φn} be a set of n-unimodular functions such that
φi ⊥ φjH
2(zn) for each i 6= j. If we write φi(z) =
∑n
j=1 z
j−1φij(z) with
φij ∈ L
2(zn) ∀ i, j ∈ {1, · · · , n}, and define
Ar(z) =


φ11(z) · · · φ1n(z)
...
...
...
φj1(z) · · · φjn(z)
...
...
...
φr1(z) · · · φrn(z)


then
(i) Ar(z)Ar(z)
∗ = Ir for almost all z. In particular, if r = n then An(z)
is unitary for almost all z.
(ii) there exists no nonzero ψ ∈ L2 such that ψ ⊥ φiL
2(zn) for each i.
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Proof. It follows by the logic used to deduce Lemma 3.1(iv) that
∑n
l=1 φilφjl =
0 a.e. ∀ i 6= j. This together with the hypothesis that each φi is n-unimodular
forces Ar(z)Ar(z)
∗ = Ir a.e. and hence completes the proof of (i).
Assume that ψ ⊥ φiL
2(zn) for each i and let ψ =
∑n
j=1 z
j−1ψj where
ψj ∈ L
2(zn). Then
∑n
j=1 φijψj = 0 a.e. ∀ 1 ≤ i ≤ n. Thus,
An(z)


ψ1(z)
...
ψj(z)
...
ψn(z)


=


0
...
0
...
0

 a.e.
It follows from this and (i) that ψ = 0 a.e. and this completes the proof of
the result. 
Lemma 3.3. Let M be a simply invariant subspace of Lp, 0 < p ≤ ∞
under Sn and let f ∈ Lp. If znmf ∈ M for each m ≥ 1 and there exists
k ∈ H∞(zn) with 〈k, 1〉 6= 0 such that kf ∈ M, then f ∈ M.
Proof. Let 〈k, 1〉 = a0, then k − a0 ∈ H
∞(zn). If we denote the mth Cesaro
mean of k− a0 by km, then each km is a polynomial in z
n that converges to
k a.e. and ||km||∞ ≤ ||k||∞. Clearly kmf ∈ M ∀m ≥ 1 since 〈km − a0, 1〉 = 0
and znmf ∈ M ∀ m ≥ 1. Note that kmf → (k − a0)f in L
p. From which it
follows that f ∈M. 
Lemma 3.4. Let M be simply invariant subspace of Lp, 0 < p ≤ ∞ under
Sn. Then M
L2
∩ Lp =M.
Proof. Let f ∈M
L2
∩Lp. Then ∃ a sequence {fk} ⊆M such that fk → f in
L2.Note that there exists fkj, fj ∈ L
2(zn) such that fk =
∑n
j=1 z
j−1fkj, f =∑n
j=1 z
j−1fj and fkj → fj in L
2 for each j. By Lemma 4.1 in [4], there
exists an uniformly bounded hkj ∈ H
∞ which converges to 1 a.e. and
hkjfkj → fj in L
p ∀ j = 1, · · · , n. Observe that we can easily assume that
hkj ∈ H
∞(zn) ∀ j. Thus, it follows that
∏n
j=1 hkjfk is a sequence in M
which converges to f in Lp and hence the result. 
Remark 3.5. The above lemma yields that there does not exist any proper
Sn invariant subspace of Lp which is dense in L2.
We are now in a position to prove the first of our two main theorems.
Proof of Theorem A. We break the proof into three cases.
Case (1). Assume p = 2. By using the decomposition of isometries [9, page
109] we get that
M =M1 ⊕K
where K =
⋂
k≥0 S
nkM, M1 =
∑
k≥0 S
knN and N = M⊖ SnM. Clearly,⋂
k≥0 S
knM1 = {0} and
⋂
k≥0 S
knK = K.
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To establish the result, we claim that the dimension of N ≤ n.
Suppose there exists a set of n+1 orthonormal vectors {φ1, . . . , φn+1} in N .
Then by (ii) and (iv) of Lemma 3.1 we find that each φi is n-unimodular
and φn+1 ⊥ φiL
2(zn) ∀ 1 ≤ i ≤ n. Thus, by Lemma 3.2(ii), it follows that
φn+1 = 0 which is a contradiction to the fact that ||φn+1|| = 1. This proves
that
M1 =
r∑
i=1
⊕φiH
2(zn)
where r ≤ n, and {φ1, . . . , φr} is an orthonormal basis of N . The rest of the
properties of {φi}
r
i=1 follow from Lemma 3.1.
Lastly, to see K = KφM, it is enough to note that K is doubly invariant
and is orthogonal to φiH
2(zn) for each i.
Finally, if r = n then Lemma 3.2(ii) asserts that KφM = {0}, and if r < n
then by Lemma 3.2(i) there exist infinitely many functions in Kφ
L2
. Con-
sequently, there exist infinitely many nonzero doubly invariant subspaces,
KφM ′ ⊆ K
φ
L2
such that
∑r
i=1⊕φiH
2(zn)⊕KφM ′ is a simply invariant subspace
of L2. This completes the proof of the case p = 2.
Case (2). Assume 0 < p < 2. We first claim that
M∩ L2 6= 0.
Let f ∈ M, then |f |p/2 is in L2. It is easy to see that
g(z) =
Pn−1
i=0 |f |
p/2(αiz)
n
belongs to L2(zn), where α 6= 1 is an nth root of unity. If h(z) denotes
the harmonic conjugate of g(z), then h ∈ L2(zn) and hence g + ih is in
H2(zn). Set k = exp[−(g + ih)]. Then k is an outer function in H∞(zn). It
is immediate to see that kf ∈ L∞ and hence in L2. We show that kf is in
M. Let km be the m
th Cesaro mean of k. Then each km is a polynomial
in H2(zn) and so kmf is in M for every m. Further, ‖km‖∞ ≤ ‖k‖∞ and
km → k almost everywhere. Thus ‖kmf − kf‖p → 0. This shows that kf is
in M and thus M∩ L2 is a non-trivial subspace of L2.
Note thatM∩L2 is closed in L2 becauseM is closed in Lp. AlsoM∩L2
is a simply invariant subspace of L2 under Sn, so by Case (1) we conclude
that
M∩ L2 =
r∑
i=1
⊕φiH
2(zn)⊕Kφ
M∩L2
where {φi}
r
i=1 is a set of n-unimodular orthonormal vectors that do not
vanish on any set of positive measure and φ is the corresponding matrix in
L∞(zn) as obtained in the Case (1).
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We claim that
M =
r∑
i=1
⊕φiH
p(zn)⊕KφM.
Since M is invariant under Sn and φi ∈ M, therefore,
M⊇
r∑
i=1
⊕φiH
p(zn)⊕KφM.
To establish the other containment, let f ∈ M. Then as shown above, there
exists an outer function k ∈ H∞(zn) such that kf ∈ M ∩ L∞. So we can
write kf =
∑r
i=1 φihi + s for some hi in H
2(zn) and s ∈ Kφ
M∩L2
. Note that
Pn−1
j=0 |
Pn−1
i=0 α
ijkf(αiz)|2
n2
=
r∑
i=1
|hi(z)|
2 +
n∑
i=1
|si|
2,
where s =
∑n
i=1 z
i−1si, si ∈ L
2(zn).
Since k ∈ H2(zn), we have that
r∑
i=1
|hi(z)|
2 +
n∑
i=1
|si|
2 = |k(z)|
2
n2
(
n−1∑
j=0
|
n−1∑
i=0
αijf(αiz)|2)
=⇒
r∑
i=1
|hi(z)k |
2 +
n∑
i=1
| sik |
2 =
Pn−1
j=0 |f(α
iz)|2
n ≤
(
Pn−1
j=0 |f(α
iz)|)2
n
This together with the fact that k is outer shows that hik ∈ H
p(zn) ∀ i,
which further implies that
∑r
i=1⊕φi
hi
k ∈
∑r
i=1⊕φiH
p(zn) ⊆M.
Lastly, we need to show that sk ∈ K
φ
M. Note, by the proof of Case (1) we
have that Kφ
M∩L2
=
⋂
l≥0 S
nl(M∩ L2). Thus, there exists sl ∈ M∩L
2 such
that s = zlnsl ∀ l ≥ 0. We shall prove that
sl
k ∈ M ∀ l ≥ 0 by induction
on l. Clearly, from the above paragraph s0k ∈ M. Also it can be easily seen
that s1k satisfies all the hypotheses of Lemma 3.3 and thus
s1
k ∈ M. Note
that sl−1 = z
nsl, thus it is immediate that
sl
k ∈ M if
sl−1
k ∈ M. Thus, we
conclude that sk ∈
⋂
l≥0 S
lnM. Further, it can be seen that⋂
l≥0
SlnM ⊆ {f ∈ M : ∃ kf ∈ H
∞(zn) with kff ∈
⋂
l≥0
Sln(M∩ L2)}
= {f ∈ M :
∑n−1
j=0 α
n−(i−1)jkff(α
jz)
nzi−1
φij = 0 ∀ i = 1, · · · n}
= {f ∈ M :
∑n−1
j=0 α
n−(i−1)jf(αjz)
nzi−1
φij = 0 ∀ i = 1, · · · , n}
= {f ∈ M :
n∑
j=1
fjφij = 0 ∀ i = 1, · · · , n} = K
φ
M
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where f =
∑n
j=1 z
j−1fj, fj ∈ L
p(zn). The rest of the conclusions are now
immediate using Case (1).
Case (3). Lastly, we assume that p > 2. It can be verified that M
L2
is a
simply invariant under Sn which further yields that
M
L2
=
r∑
i=1
⊕φiH
2(zn)⊕Kφ
M
L2
where {φi}
r
i=1, r ≤ n is a set of orthonormal vectors inM
L2
∩L∞ such that
each φi does not vanish on a set of positive measure.
By virtue of Lemma 3.4, it is enough to show that
M⊆
r∑
i=1
⊕φiH
p(zn)⊕Kφ
M
L2
Let f ∈ M, then there exists hi ∈ H
2(zn) and k ∈ Kφ
M
L2
such that
f =
r∑
i=1
φihi + k
If we let k =
∑n
j=1 z
j−1kj , kj ∈ L
2(zn), then
n∑
i=1
(|hi|
2 + |ki|
2) =
(
∑n−1
j=0 |f(α
jz)|2)
n
≤
(
Pn−1
j=0 |f(α
jz)|)2
n .
This implies that
|hi| ≤
(
∑n−1
j=0 |f(α
jz)|)
n1/2
and
|ki| ≤
(
∑n−1
j=0 |f(α
jz)|)
n1/2
Hence hi ∈ L
p ∩ H2(zn) = Hp(zn) and ki ∈ L
p(zn) ∀ i. Thus, by the
Lemma 3.4 we get that k ∈ KφM and
M =
r∑
i=1
⊕φiH
p(zn)⊕KφM.
Finally, we conclude the proof of the result by noting that
KφM = K
φ
M
L2
∩ Lp.
which follows from the Lemma 3.4.
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4. Proof of Theorem B.
In this section, we shall describe the simply and doubly invariant subspace
of Sn, which are contractively contained in Lp for 0 < p ≤ ∞. But before
we prove the theorem we give some preliminary results which might be of
interest in themselves.
To prove the following result which describes the commutant of an oper-
ator Sn, we need to recall the operator Aφ defined in Section 2.
Lemma 4.1. The commutant {Sn}
′
of the operator Sn is the set of operators
{Aφ : φ = (φij) ∈Mn(L
∞(zn)), 1 ≤ i, j ≤ n}
Proof. The linear map U : L2 → L2(zn) defined by U(z) = zn is an onto
isometry and consequently, the map
V = U ⊕ zU ⊕ zn−1U : L2 ⊕ · · · ⊕ L2︸ ︷︷ ︸
n times
→ L2
defines an onto isometry. Note that V ∗SnV = S ⊕ · · · ⊕ S︸ ︷︷ ︸
n times
. Thus,
{Sn}
′
=
{
V TV ∗ : T ∈ {S ⊕ · · · ⊕ S}
′
}
=
{
V (Mψij )V
∗ : (ψij) ∈Mn(L
∞)
}
=
{
(zi−jMφij ) : (φij) ∈Mn(L
∞(zn))
}
where UMψijU
∗ =Mφij and φij ∈ L
∞(zn).
Finally, note that Aφ = (z
i−jMφij ) with respect to the decomposition
L2 = L2(zn)⊕ zL2(zn)⊕ · · · ⊕ zn−1L2(zn). 
We shall now obtain the characterization of the Hilbert spaces boundedly
contained in Lq, 0 < q ≤ 2, on which Sn acts as a unitary. In view of Lemma
4.1 above, the ideas of the proof of Theorem 2.1 in [13] and Theorem 2.3
in [15] can be extended to prove an appropriate generalization of both the
results for Sn. For the sake of completeness we present the details here.
Before we state and prove our result, we need another theorem stated in
[15, page 3] and proved in [11].
Theorem 4.2. If H is Hilbert space and T : H → Lp, 0 < p < 2, is a
continuous linear operator, then there exists a continuous linear operator
U : H → L2 and a g > 0 in L2p/(2−p) such that T = MgU , where Mg is
multiplication by g.
Theorem 4.3. Let H be a Hilbert space boundedly contained in Lq, 0 <
q ≤ 2. Then Sn acts unitarily on H if and only if there exists a function h
in L2q/(2−q) and φ = (φij) ∈Mn(L
∞(zn)) such that H = R(MhAφ) isomet-
rically; that is, ‖h‖H = ‖h‖R(MhAφ) for all h in H. When H is contractively
contained in Lq, we have ‖MhAφ‖ ≤ 1.
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Proof. If H = R(MhAφ) isometrically, for some h in L
2q/(2−q) and φ =
(φij) ∈Mn(L
∞(zn)), then to prove that Sn acts unitarily on H, it is enough
to note that znh, z−nh ∈ H ∀ h ∈ H.
To prove the converse we assume that Sn acts unitarily on H and let C :
H → Lq denote the bounded containment. We now divide the proof in two
cases.
For q = 2, there exists a unitary operator U : H → H such that SnC =
CU. This means that SnCC∗Sn∗ = CC∗, because U is a unitary. Hence,
by Lemma 4.1, CC∗ = Aψ for some ψ ∈ Mn(L
∞(zn)) and so by Douglas’
factorization theorem H = R(C) = R((Aψ)
1/2). Note that {Aψ : φ ∈
L∞(zn)} is a C∗-subalgebra of Mn(L
∞), thus there exists φ ∈ L∞(zn) such
that (Aψ)
1/2 = Aφ. It can be easily verified that ‖h‖H = ‖h‖R(Aφ) and
‖Aφ‖ ≤ 1 whenever H is contractively contained in L
2.
We now proceed with the case 0 < q < 2. By Theorem 4.2, there exists
a g > 0 in L2q/(2−q) and an operator U : H → L2 such that C = MgU.
Thus, H = R(C) = R(MgU) and since g > 0 we get that S
n acts unitarily
on R(U). Now it follows from the above case(q = 2) that R(U) = R(Aφ)
isometrically for some φ ∈ Mn(L
∞(zn)) such that UU∗ = A2φ with Aφ ≥ 0.
Finally, we get that H = R(MgAφ) isometrically since g > 0 and ‖MgAφ‖ ≤
1 when H is contractively contained in Lq, 0 < q < 2.
Note,
h =
{
1 when q = 2
g when 0 < q < 2

Remark 4.4. Note that the above theorem gives us an alternate character-
ization of the reducing part in the classical case of L2.
As an immediate consequence we get the following analogue of Corollary
2.2 in [13] and Theorem 2.4 in [15].
Corollary 4.5. Let H be boundedly contained in Lq, 0 < q ≤ 2 and let Sn
act unitarily on H. Then H ∩ L∞ 6= 0 if and only if H 6= 0.
The following result completes the characterization of Hilbert spaces bound-
edly contained in Lp, 0 < p ≤ ∞, on which Sn acts unitarily.
Theorem 4.6. If H is a Hilbert space boundedly contained in Lq, 2 < q ≤
∞, on which Sn acts unitarily, then H = {0}.
Proof. IfH is boundedly contained in Lq for q > 2, thenH is boundedly con-
tained in L2, since Lq ⊆ L2 and the Lq-norm dominates the L2-norm. Thus
by Theorem 4.3, H = R(MµAφ) for some function φ = (φij) ∈ MnL
∞(zn).
Then for each fixed j, 1 ≤ j ≤ n, the function
∑n
i=1 z
i−1φij multiplies L
2(zn)
into H , and hence multiplies L2 into Lq. However, there is no nonzero func-
tion in L∞ that multiplies L2 into Lq. Therfore,
∑n
i=1 z
i−1φij = 0, ∀ 1 ≤
j ≤ n. This implies, φij = 0 ∀ 1 ≤ i, j ≤ n and hence H = 0. 
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We are now in a position to characterize the Hilbert spaces, simply in-
variant under Sn which are contractively contained in Lq, 0 < q ≤ ∞. We
begin with the following lemma.
Lemma 4.7. Let M 6= 0 be a Hilbert space, simply invariant under Sn,
contractively contained in Lq, 0 < q ≤ 2 and on which Sn acts isometrically.
Let N =M⊖ Sn(M), then
(i) N ⊆ L2q/(2−q),
(ii) for every φ ∈ N we have that ‖φf‖M = ‖f‖2 ∀f ∈ H
2(zn),
(iii) elements of N cannot vanish on a set of positive measure.
Proof. By using the decomposition of isometries[9, page 109], we may write
M =M1 ⊕
⋂
k≥0
SknM
where M1 =
∑∞
k=0 S
kn(N ). In view of the hypothesis that M is simply
invariant, M1 6= 0. Consequently, we see that N 6= 0 and hence choose an
arbitrary element φ ∈ N with ‖φ‖M = 1. Then {φz
kn}k≥0 is an orthonormal
sequence in M.
Let f ∈ H2(zn) then f =
∑∞
k=0 αkz
kn and fl =
∑l
k=0 αkz
kn converges to f
in L2. Note that
‖φfl‖
2
M =
l∑
k=0
|αk|
2 = ‖fl‖
2,
since {φzkn}k≥0 is an orthonormal set in M.
Thus, it follows that {φfl}l is a Cauchy sequence in M which further implies
that there exists g ∈ M such that φfl −→ g in M, and so in L
2.
Consequently, there exists a subsequence {φflj} such that the sequence
φflj → g and flj → f almost everywhere. This shows that φf = g a.e.
and hence φf ∈ M. Thus, we can conclude that φH2(zn) ⊆ M and hence
φ ∈ L2q/(2−q). Also, ‖φf‖M = ‖f‖2 ∀ f ∈ H
2(zn).
We now show that no element of N can vanish on a set of positive measure
unless it is zero. Let φ ∈ N and suppose it is zero on a set A of positive
measure. Then as in Lemma 3.1 we get an unbounded sequence {hl} in
H∞(zn) such that the sequence {hlφ} is in M∩ L
∞ and
‖hl‖2 = ‖hlφ‖M ≤ δ‖hlφ‖p
By construction of hl, the right hand side is bounded by a constant indepen-
dent of l and the left hand side is unbounded. Thus we get a contradiction
if φ is non zero. This completes the proof. 
Proof of Theorem B. It follows from the above lemma and the hypotheses
thatM∩Lp is a non-zero closed subspace of Lp and is simply invariant under
Sn. Thus by Case (3) of Theorem A, there exists a set of orthonormal vectors
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{φi}
r
i=1 in (M∩ L
pL
2
)⊖ Sn(M∩ Lp
L2
) such that r ≤ n and
M∩ Lp =
r∑
i=1
⊕φiH
p(zn)⊕KφM
T
Lp
where KφM∩Lp =
⋂
k≥0 S
kn(M ∩ Lp).
Assume for the moment that {φi}
r
i=1 is a basis of (M∩ L
p/Sn(M∩ Lp))
so that dim(M∩ Lp/Sn(M∩ Lp)) = r. Then we claim that the dimension
of N =M⊖ SnM is at most r.
Let {ψ1, ψ2, · · · , ψr, ψr+1} be an orthonormal set in N ⊆M. It follows from
the Lemma 4.7(i) that ψi + S
n(M∩ Lp) ∈ M∩ Lp/Sn(M∩ Lp) ∀ i.
Suppose
∑r+1
i=1 αi(ψi + S
n(M∩ Lp)) = Sn(M∩ Lp).
Then α1ψ1 + · · · + αrψr + αr+1ψr+1 ∈ S
n(M ∩ Lp) ⊆ Sn(M) which im-
plies, α1ψ1 + · · · + αrψr + αr+1ψr+1 = 0. Thus αi = 0, i = 1, · · · , r + 1.
This shows that {ψi + S
n(M ∩ Lp)}r+1i=1 is a linearly independent set in
M∩ Lp/Sn(M∩ Lp), which is a contradiction to the assumption. Thus,
the dimension of N ≤ r.
Finally, to show that {φi}
r
i=1 is a basis of (M∩ L
p/Sn(M∩ Lp)) we let∑r
i=1 αi(φi + S
n(M∩ Lp)) = Sn(M∩ Lp). This implies that
∑r
i=1 αiφi ∈
Sn(M ∩ Lp) ⊆ Sn(M∩ Lp
L2
) which further yields
∑r
i=1 αiφi = 0. Since
{φi}
r
i=1 is a linearly independent set, therefore each αi = 0. Thus, {φi +
Sn(M∩ Lp)}ri=1 is a linearly independent set in (M∩ L
p/Sn(M∩ Lp)).
Let f ∈ M ∩ Lp, with f =
∑r
i=1 φihi + g, for some hi ∈ H
2(zn), g ∈
KφM∩Lp =
⋂
k≥0 S
kn(M ∩ Lp). Then
f + Sn(M∩ Lp) =
r∑
i=1
φihi + S
n(M∩ Lp)
If we let hi =
∑∞
k=0 α
i
kz
kn then φi(
∑l
k=0 α
i
kz
kn)→ φihi in L
p ∀ i, as l→∞,
since φi ∈ L
∞ ∀ i. Note that
φihi + S
n(M∩ Lp) = lim
l
αi0(φi + S
n(M∩ Lp)) = αi0(φi + S
n(M∩ Lp))
Thus, f + Sn(M∩ Lp) =
∑r
i=1 α
i
0φi + S
n(M∩ Lp). Hence {φi + S
n(M∩
Lp)}ri=1 is a basis of (M∩ L
p/Sn(M∩ Lp)).
Let {ψi}
s
i=1 with s ≤ r be an orthonormal basis of N , then by using the
decomposition of isometries [9, page 109] we get that
M =
s∑
i=1
⊕ψiH
2(zn)⊕
⋂
k≥0
Skn(M).
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It follows from the Theorem 4.3 that
⋂
k≥0 S
kn(M) = R(MgAφ) where µ
and φ have the desired properties. Hence, we obtain the required decompo-
sition of M.
Note that (ii) follows from the above lemma. Thus, it only remains to
establish (iii). For the sake of notational simplicity, we prove (iii) for n = 2,
the proof for general n is identical. Fix an integer i, 1 ≤ i ≤ n and let
ψi = ψi1 + zψi2 where ψij ∈ L
∞(z2). We shall divide the proof for (iii) in
the following cases.
Case(1). Suppose p = 2. Then the inequality
‖h‖2 = ‖φih‖M ≤ δ‖φih‖2
implies that
1
2pi
∫
T
(δ2(|ψi1|+ |ψi2|)
2 − 1)|h|2dm ≥ 0
for all trigonometric polynomials h, from which it follows that
‖(|ψi1|+ |ψi2|)
−1‖∞ ≤ δ
and hence |ψi1|+ |ψi2|)
−1 ∈ L∞.
Case(2). We now assume that 2 < p < 2q2−q . For each positive integer m,
we define
Em = {z : |ψi1(z)| >
1
m or |ψi2(z)| >
1
m}
and for a fixed real r,
km =
{
rlog(|ψi1(z)|+ |ψi2(z)|) on Em
0 on Ecm
Then
hm = exp(km + ik˜m)
belongs to H∞(z2) where k˜m denote the harmonic conjugate of km.
Subcase 2(a). Suppose 2 < p < 2q2−q . In this case we obtain the inequality(
1
2pi
∫
Em
(|ψi1|+ |ψi2|)
2rdm
)1/2
≤ ‖hm‖2
= ‖ψihm‖M
≤ δ
(∫
T
|ψi|
p|hm|
pdm
)1/p
≤ δ
(∫
T
|(ψi1|+ |ψi2|)
p|hm|
pdm
)1/p
.
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Letting m→∞ in the above set of inequalities we obtain(
1
2pi
∫
Em
(|ψi1|+ |ψi2|)
2rdm
)1/2
≤ δ
(∫
T
|(ψi1|+ |ψi2|)
p|hm|
pdm
)1/p
.
Choosing r = p2−p < 0 we have 2r = p(1 + r) = −s. Hence the above
inequality yields (
1
2pi
∫
T
(|ψi1|+ |ψi2|)
s
)1
2−
1
p
≤ δ,
that is, (|ψi1|+ |ψi2|)
−1 ∈ Ls, where s = 2pp−2 .
Subcase 2(b). Here we take p = 2q2−q , q 6= 2. Then we can apply the same
arguments as in the case 2 < p < 2q2−q , to obtain (|ψi1|+ |ψi2|)
−1 ∈ Ls, where
s = 2pp−2 .
Subcase 2(c). Finally, we consider the case when p = 2q2−q , q = 2. We
find, upon taking the limits in the inequality(
1
2pi
∫
Em
(|ψi1|+ |ψi2|)
2rdm
)1/2
≤ δ‖(|ψi1|+ |ψi2|)hm‖∞
and by using the easily deduced fact that ‖(|ψi1| + |ψi2|)hm‖∞ → 1 as
m→∞, that
|(ψi1|+ |ψi2|)
−1 ∈ L2.
Lastly, to prove the final assertion in the theorem, note that
⋂
k≥0 S
kn(M)
is contractively contained in L2 and Sn acts as an unitary on it. If we now
suppose
⋂
l≥0 S
nl(M) 6= 0, then by corollary 4.5,
⋂
k≥0 S
kn(M
⋂
L∞) 6= 0,
which further implies that
⋂
k≥0 S
kn(M∩ Lp) 6= 0. But this cannot happen
by case (3) of Theorem A unless s < n. This completes the proof of the
theorem.
The following result comes as a consequence of the above theorem which
asserts that, under the same conditions as in the above theorem, there are
no non-trivial simply invariant subspaces contractively contained in Lr for
some r > 2. We prove this result by using the same arguments as used by
Paulsen and Singh to prove their corollary 5.2 in [13].
Corollary 4.8. Let M be a simply invariant Hilbert space boundedly con-
tained in Lr for some r > 2. Suppose that Sn acts isometrically on M and
that M satisfies the condition that there exists 2 ≤ p ≤ ∞ and δ > 0 such
that ‖f‖M ≤ δ‖f‖p ∀ f ∈ M∩ L
p. Then M = {0}.
Proof. Assume that M 6= 0. ThenM is a non zero simply invariant Hilbert
space contractively contained in L2 since Lr ⊂ L2. Also, it satisfies the
condition as in the above theorem by the hypotheses and thus we conclude
that there exists φ ∈ L∞ such that φH2 ⊆ M. However, for each φ ∈ L∞
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there exists f ∈ H2 such that φf 6∈ Lr, thus a contradiction. This completes
the proof of the result. 
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