A linear (partial) functional system consists of linear partial differential, difference equations or any mixture thereof. We present an algorithm that determines whether linear functional systems are ∂-finite, and transforms ∂-finite systems to fully integrable ones. The algorithm avoids using Gröbner bases in Laurent-Ore modules when ∂-finite systems correspond to finitedimensional Ore modules.
the constants. Like in the differential case, Σ can be converted into a first-order system σ (z) = Bz where B is a square matrix over F of size, say n, and z is a column vector (z 1 , . . . , z n ) τ of unknowns.
Unlike the differential case, if the coefficient matrix B is singular, the linear relations among its rows allow us to transform the system further into a new one whose coefficient matrix has smaller size, since σ is an automorphism. Doing this recursively yields a partition {z 1 , . . . , z n } = {y 1 , . . . , y d } ∪ {y d+1 , . . . , y n }, a d×d invertible matrix P, and an (n−d)×d matrix Q such that the new system consists of a first-order difference system σ (y 1 , . . . , y d ) τ = P(y 1 , . . . , y d ) τ ,
and n − d linear relations (y d+1 , . . . , y n )
There is a one-to-one correspondence between the solutions of Σ and (1). By the construction of Picard-Vessiot rings in van der Put and Singer (1997) , the solution spaces of Σ and (1) have dimension d, provided that F is of characteristic zero and has an algebraically closed field of constants. A linear functional system consists of linear partial differential, difference equations or any mixture thereof. Such a system is said to be ∂-finite if its module of formal solutions is a finite-dimensional vector space over the ground field (Bronstein et al., 2005) . The dimension of this module is called the linear dimension of the system, and corresponds to the dimension of its solution space. It is shown in Bronstein et al. (2005) and Wu (2005) that a ∂-finite system is equivalent to a fully integrable system, whose linear dimension equals the number of its unknowns. For fully integrable systems, a factorization algorithm is developed in Li et al. (2006) and Wu and Li (2007) , and a Galois theory is presented in Hardouin and Singer (2008) . These results motivate us to transform ∂-finite systems into fully integrable ones.
A naive way to transform a ∂-finite system is to compute a Gröbner basis of its corresponding submodule over a Laurent-Ore algebra (see Wu, 2005 and Zhou and Winkler, 2008) , and construct the desired fully integrable system from the basis. As Laurent-Ore algebras are localizations of Ore algebras, it is easier to compute Gröbner bases in free modules over Ore algebras (see Cox et al., 2004 , Ch. 5, Chyzak and Salvy, 1998 , Chyzak et al., 2004 . This observation motivates us to transform ∂-finite systems by the latter Gröbner bases whenever possible. Moreover, we avoid computing Gröbner bases of any kind when transforming an integrable system, which is a common special case of linear functional systems. The contributions of this paper include: an algorithm for determining the reflexive closure of the zero submodule of a finite-dimensional module over a noncommutative domain (see Section 3.2), and an algorithm for transforming a ∂-finite system into a fully integrable one (see Section 5). The former algorithm evolves from discussions with Manuel Bronstein and the algorithm LinearReduction in Wu (2005, Section 2.5.2). It enables us to use linear algebras to transform an integrable system. The latter algorithm uses the method in Chyzak et al. (2004) to compute a Gröbner basis of the Ore submodule defined by the input system. This Gröbner basis tells us whether to use the former algorithm or to compute a Gröbner basis over Laurent-Ore algebras. Indeed, we have only one artificial example (see Example 33), for which a Gröbner basis over some Laurent-Ore algebra has to be computed.
The rest of this paper is organized as follows. In Section 2, we recall how to localize modules over a noncommutative domain, and introduce the notion of reflexive closures of submodules. An algorithm is presented in Section 3 for computing a linear basis of the reflexive closure of the zero submodule in a finite-dimensional module. We extend an equivalence relation among linear ordinary differential (difference) equations to linear functional systems in Section 4, and describe in Section 5 a method for transforming a linear functional system to its integrable connection, which is fully integrable and equivalent to the given system. Our results are summarized in Section 6.
Throughout this paper, rings are not necessarily commutative, while fields are always commutative. An (integral) domain is a ring without zero-divisors. All modules, vector spaces and ideals are left ones, unless mentioned otherwise. Vectors are denoted by the boldfaced letters u, v, w, etc., and vectors of unknowns by x, y, z, etc. The notation (·) τ stands for the transpose of a vector or matrix.
Localizations and reflexive submodules
In this section, we recall a standard way to localize a module over a noncommutative domain by a left Ore set described in Cohn (1985, Section 0.9) or Rowen (1988, Section 3.1) . The localizations help us to describe the transformation algorithm concisely. We define the notion of reflexive closures, which enables us to get information about localizations.
Let R be a (noncommutative) domain, and denote R \ {0} by R × , which is a monoid. A submonoid T of R × is called a left Ore set of R if Rt ∩ Tr ̸ = ∅ for all t ∈ T and r ∈ R × . If t 1 and t 2 are in a left Ore set T , then Rt 1 ∩ Tt 2 contains an element t such that t = r ′ 1 t 1 = t ′ 2 t 2 for some r ′ 1 ∈ R and t ′ 2 ∈ T . So t is in T . We say that t is a common left multiple of t 1 and t 2 in T . An easy induction implies that a finite number of elements in T have a common left multiple in T .
Let M be a module over R. The (left) localization of M at T is defined to be
Two elements t
−1
1 v 1 and t
2 v 2 in the localization are equal if there exist r 1 , r 2 ∈ R × such that r 1 t 1 = r 2 t 2 ∈ T and r 1 v 1 = r 2 v 2 in M.
For any two elements t 1
their sum is defined as:
where t is a common left multiple of t 1 and t 2 in T , and t = r i t i with r i ∈ R for i = 1, 2.
Observe that, for t ∈ T and r ∈ R, there exist r
So we define the left-hand scalar multiplication as:
Equipped with these two operations, T −1 M becomes a left module over R. Take M to be the ring R itself. 
2 r 2  = (t 3 t 1 ) −1 r 3 r 2 where t 3 r 1 = r 3 t 2 for some t 3 ∈ T and r 3 ∈ R.
Then the left R-module T −1 R becomes a domain. The reader is referred to Fu et al. (2009) for a detailed account that verifies the above three operations are well-defined. Elementary constructions of T −1 R and T −1 M are also presented and verified in Rowen (1988, Section 3.1) .
The following examples will be frequently used in the sequel.
Example 1. Let R be a commutative domain and T a submonoid of R × . Then T is an Ore set, and the (left) localization T −1 R of R coincides with the usual localization defined in commutative algebra.
Example 2. Let F be a field and σ an automorphism of F . The ring of shift operators with respect to σ is denoted by R = F [∂; σ ], whose commutation rule is ∂ f = σ (f )∂ for all f ∈ F . Let T be the monoid generated by ∂, which is a left Ore set of R.
] defined in van der Put and Singer (1997) .
Example 3. Let F be a field, δ 1 , . . . , δ ℓ be derivations on F , and σ ℓ+1 , . . . , σ m be automorphisms of F .
Assume that all these maps commute pairwise. According to Chyzak and Salvy (1998) , the ring of Ore polynomials over F is F [∂ 1 , . . . , ∂ ℓ , ∂ ℓ+1 , . . . , ∂ m ] endowed with the following commutation rules:
Let T be the monoid generated by ∂ ℓ+1 , . . . , ∂ m . Then T is a left Ore set by rules (i) and (iii). The localization T −1 R is the Laurent-Ore algebra Bronstein et al. (2005) .
It is straightforward to see that ker(φ) = {v ∈ M | tv = 0 for some t ∈ T }. This observation motivates us to borrow a terminology from Cohn (1965) .
Definition 4. Let R be a domain, T a left Ore set of R and M a module over R. A submodule N of M is said to be reflexive (with respect to T ) if tv ∈ N implies v ∈ N for every t ∈ T and v ∈ M. The reflexive closure of a submodule N, denoted  N, is the intersection of all reflexive submodules containing N.
Since the intersection of reflexive submodules is again reflexive, the reflexive closure of a submodule N is the smallest reflexive submodule containing N.
Example 5. Let R and T be given in Example 2. The submodule R(∂ 2 + ∂) is not reflexive, because it does not contain ∂ + 1. Its reflexive closure is the submodule R(∂ + 1).
We call the submodule {0} of an R-module M the zero submodule of M and denote it by 0 M . A settheoretic characterization of reflexive closures is given in 
It is a submodule because it equals the kernel of the composition of the canonical homomorphisms
Clearly, N ′ is reflexive by Definition 4. Thus,  N = N ′ because N ′ is a subset of every reflexive submodule containing N.
It follows from Proposition 6 that Remark 9. Since the ring T −1 R is a bi-module over R, T −1 R ⊗ R M is well-defined, and isomorphic to T −1 M canonically by the discussion on page 47 of Cohn (1985) (see also Fu et al. (2009, Section 5) ).
v for all t ∈ T and v ∈ N is a monomorphism, which, together with the right exactness of ⊗ R , implies that
Finite-dimensional modules and their localizations
In this section, we assume that R is a domain containing a field F . Then a module over R is also a vector space over F . An R-module M is said to be finite-dimensional if dim F M is finite.
Let T be a left Ore set of R. Assume further that, for every t ∈ T , there exists an automorphism σ t of F such that
Typical examples for such domains are Ore algebras over F (see Examples 2 and 3).
Under these assumptions, we describe a relation between the dimension of M and that of T −1 M in Section 3.1, and present an algorithm for computing an F -basis of T −1 M by solving linear systems over F in Section 3.2.
Dimensions and bases
For two elements a, b ∈ Z ∪ {+∞}, by a = b we mean either a, b ∈ Z and a = b, or both a = +∞ and b = +∞.
. . , t n −1 v n are linearly independent over F , where v i ∈ L and t i ∈ T for all i with 1 ≤ i ≤ n. Set t to be a common left multiple of t 1 , . . . , t n in T . Then t = r i t i for some r i ∈ R. Suppose that
The rest follows from the above equality and the observation that the canonical injection from
be given in Example 3 with ℓ = 0 and m = 2. Then
I is a one-dimensional vector space over F . However, computing a Gröbner basis of I yields that R/I is infinite-dimensional over F . 
R-modules
we see thatφ is the R-isomorphism induced by φ in the proof of Lemma 10.
We are going to present some special properties of reflexive submodules in finite-dimensional modules over R in order to develop an algorithm for computing F -bases of their localizations with respect to T .
Let M be an R-module with a finite F -basis b 1 , . . . , b n . For every t ∈ T , there exists an n × n matrix A t over F such that 
If A t is invertible for all t ∈ T , then tv = 0 implies that σ t (f i ) = 0, and, hence, f i = 0 for all i with 1 ≤ i ≤ n. Consequently, v = 0 and 0 M is reflexive. Conversely, suppose that A t is singular for some t ∈ T . Since σ t is an automorphism of F , there exist f 1 , . . . , f n ∈ F , not all zero, such that the nonzero vector (σ t (f 1 ), . . . , σ t (f n )) is in the left kernel of A t . By (3), the vector t 
Then the matrix associated with t ∈ T and the extended basis is of the form
where B t and 
By the first assertion, it is sufficient to show that the zero submodule of M/  0 M is reflexive, which is, however, immediate from Corollary 7.
Note that the assumption on finite dimensionality in Proposition 14 cannot be dropped. For instance, the domain R in Example 2 is an R-module such that 0 R is reflexive, but it contains non-reflexive submodules.
Proposition 14 (ii) indicates that, once we have an F -basis of  0 M , an F -basis of the reflexive closure of any submodule in M can be obtained easily.
Computing an F -basis of  0 M
Let R 0 be the F -linear subspace spanned by T . By (2), R 0 is closed under multiplication. So R 0 is a subring of R. The following lemma allows us to construct reflexive closures of R-submodules by R 0 -submodules.
Lemma 15. Assume that T is a left Ore set of both R and R 0 . If M is an R-module and N is an R-submodule of M, then  N equals the intersection of all reflexive R 0 -submodules (with respect to T ) containing N, that is,  N is also the reflexive closure of N regarded as an R 0 -submodule.
Proof. Let N ′ be the intersection of all reflexive R 0 -submodules containing N. Then both N and N ′ are equal to {v ∈ M | ∃t ∈ T such that tv ∈ N} by Proposition 6 and the assumption that T is a left Ore set of both R and R 0 .
In the rest of this section, we assume that T is a left Ore set of both R and R 0 , and is generated 
Assume that FU is not an R 0 -submodule. We form (
(3.2) Set U to be the set of nonzero elements in the column vectors
LinearBasis to compute an Fbasis u 1 , . . . , u q of R 0 U, and an F -basis
[Recursion] Apply Bronstein's algorithm to the quotient module M/(R 0 U) recursively to find:
form an F -basis of the reflexive closure H of the zero submodule of M/(R 0 U); and (5. 3) the matrices B 1 , . . . , B p associated with the latter basis.
[
matrices associated with the basis in (b)]
The above algorithm terminates evidently. To prove its correctness, we remark that  0 M is also the reflexive closure of the zero submodule over R 0 by Lemma 15.
Step 1.1 is correct by Lemma 13.
Step 1.2 is correct, because there exists some i with 1 ≤ i ≤ p such that t i M = 0. If all the left kernels of A 1 , . . . , A p are trivial, so is  0 M by Lemma 13. Hence, the algorithm is correct if it stops in Step 2.
Suppose now that (w 1 , . . . , w n ) is a nonzero vector in the left kernel of A i for some i with 1 ≤ i ≤ p.
The algorithm is correct if it stops in Step 4.
Inductively, we assume that
Step 5 is correct.
Hence, 
(ii) 1
Proof. The first conclusion is direct from Lemma 10. The second follows from Lemma 10 and the fact
be the derivation with respect to x, and σ n , σ k be the shift operators with respect to n and k, respectively. Let
Suppose that M is an R-module of dimension five, and that b 1 , . . . , b 5 is an F -basis of M with the associated
One verifies easily that both A n and A k are singular. We get that
is an F -basis of the left kernel of A n , and
Set U to be the set consisting of the non-zero elements of σ
τ . Applying Algorithm LinearBasis to U, we find that {w 1 , w 2 } is an
Since both B n and B k are invertible, the algorithm stops. So {w 1 , w 2 } is an F -basis of  0 M and The above example was used in Kehrein et al. (2005) to illustrate the Buchberger-Möller algorithm that computes a Q-basis of ann(M) and a Q-basis of R/ann(M), where ann(M) stands for the set of polynomials in R annihilating all elements of M. Although the Buchberger-Möller algorithm for matrices and Bronstein's in the usual commutative case have different goals, they share certain similarity. For instance, both take a finite set of commutative matrices as part of the inputs, and both compute linear bases without forming S-polynomials of any sort.
In summary, we have proved in this section that M/  0 M and T −1 M are isomorphic as R-modules if M is finite-dimensional. An algorithm is described in this case for computing an F -basis of  0 M and an F -basis of T −1 M, provided that T is a finitely generated submonoid and a left Ore set of both R and R 0 . The algorithm enables us to determine reflexive closures of submodules in M.
Equivalence
In this section, we define an equivalence relation among linear functional systems, which allows us to describe the notion of integrable connections more concisely than in Bronstein et al. (2005) .
In the rest of this paper, F stands for a field. Assume that δ 1 , . . . , δ ℓ are derivations on F , σ ℓ+1 , . . . , σ m are automorphisms of F , and all these maps commute pairwise. An element c of F is called a constant if δ i (c) = 0 for all i with 1 ≤ i ≤ ℓ and σ j (c) = c for all j with ℓ + 1 ≤ j ≤ m. The set of all constants in F form a subfield, which is denoted by C F .
Let S be the Ore algebra F [∂ 1 , . . . , ∂ ℓ , ∂ ℓ+1 , . . . , ∂ m ], whose commutation rules are given in Example 3. Let T be the submonoid generated by ∂ ℓ+1 , . . . , ∂ m , which is a left Ore set as shown in the same example. In terms of the notation introduced in previous sections, we have that R = S and R 0 = F [∂ ℓ+1 , . . . , ∂ m ]. Moreover, the ring T −1 S is denoted by L, which is the Laurent-Ore algebra defined by the δ i and σ j over F . The modules of p × n matrices over S and L are denoted by S A linear (homogeneous) functional system over F is of the form
where A ∈ S p×n and y is a column vector of n unknowns. Let V be an L-module. By a solution of (5) in V , we mean a vector v = (v 1 , . . . , v n ) τ with v 1 , . . . , v n ∈ V such that A(v) = 0. The set of all solutions of (5) in V is denoted by sol V (A(y) = 0), which is a linear space over C F .
The next example illustrates why we consider the solutions of (5) in L-modules rather than in S-modules. Since 
In other words, the canonical generators give rise to a generic solution of the system (5). 
Proof. Let M and M ′ be the modules of formal solutions of the given two systems, respectively. Set Assume that θ is an
In particular, we have
and, similarly, b
. On the other hand,
So φ is well-defined. In the same vein, φ ′ is well-defined. For every v ∈ sol V (A(y) = 0), we compute:
Given a linear functional system Σ, the dimension of its module of formal solutions as a vector space over F is called its linear dimension. We say that Σ is ∂-finite if its linear dimension is finite. We are going to show that a ∂-finite system is equivalent to a fully integrable system defined below.
Consider a first-order system of the form
The system (8) is said to be integrable if
These integrability conditions are derived from Note that the system (8) can be rewritten as a linear functional system B(z) = 0, where B ∈ S n 2 ×n is the stacking of n × n blocks ∂ 1 · I n − B 1 , . . . , ∂ m · I n − B m with I n the identity matrix of size n.
The next lemma will help us construct an F -basis of the module of formal solutions of an integrable system using merely Ore algebras.
Lemma 23. Let N be the Ore submodule associated with the first-order matrix system (8). Then we have the following. (i) If (8) is integrable, then e 1 + N, . . . , e n + N form an F -basis of the S-module S
1×n /N, and B i is the matrix associated with ∂ i for all i with 1 ≤ i ≤ m. (8) 
(ii) If (8) is integrable, then its module of formal solutions is S-isomorphic to
where b
jh stands for the element at the jth row and hth column of B i . Denote by G the set consisting of these row vectors. Then N is generated by G over S. Remark that the integrability conditions (9) imply that G is a Gröbner basis of N in S 1×n with respect to a monomial order, in which ∂ i e j is higher than e k for all i ∈ {1, . . . , m} and j, k ∈ {1, . . . , n}. Thus, every element of S 1×n is congruent to a unique F -linear combination of e 1 , . . . , e n modulo N. It follows that e 1 + N, . . . , e n + N form an F -basis of S 1×n /N. Expressing (8) 
Proof. Since Σ and Σ ′ are equivalent, by Lemma 23(iii) they both have the same size, say n. Then the matrices P and Q given in Proposition 22 are n × n matrices. The canonical generators of the module of formal solutions of Σ (resp. Σ ′ ) form an F -basis by Lemma 23(iii). So both P and Q can be chosen as invertible matrices over F .
By a ∆-extension of F , we mean a commutative ring E containing F such that the maps δ 1 , . . . , δ ℓ and σ ℓ+1 , . . . , σ m can be extended to the derivations on E and automorphisms of E, respectively. A ∆-extension E of F can be viewed as an L-module, in which ∂ i a = δ i (a), ∂ j a = σ j (a) and ∂ −1 j a = σ −1 j (a) for all a ∈ E, i ∈ {1, . . . , ℓ} and j ∈ {ℓ + 1, . . . , m}. In practice, we are more interested in solutions contained in a ∆-extension than solutions in an L-module.
For a fully integrable system of size n, there exists a ∆-extension E of F and an n × n invertible matrix W over E such that each column vector of W is a solution of (8) 
The F -linearity of θ implies that
Therefore, the claim holds if
because {b 1 , . . . , b n } is an F -basis. By the discussion after Corollary 24, 
It follows from the invertibility of W that the first equality in (11) holds. The second follows from a similar calculation. This proves claim (10). By Lemma 23 (iii), every element v
follows from the commutation rules (ii) and (iii) in Example 3, claim (10) and the F -linearity of θ .
The next corollary is immediate from the above proof. It shows that the notion of equivalence is a generalization of that on page 7 of van der Put and Singer (2003) . A fully integrable system is called an integrable connection of a ∂-finite system if it is equivalent to the ∂-finite system. Clearly, all the integrable connections of a ∂-finite system are equivalent to each other. One way to construct integrable connections is given in Bronstein et al. (2005) and Wu (2005, §2.4.4) . Another way to compute them will be described in the next section.
Computing integrable connections
In this section, we present an algorithm for computing the integrable connection of a ∂-finite system. The algorithm is based on the following lemma.
Lemma 27. Let Σ be a ∂-finite system with n unknowns, and N the Ore module associated with Σ. 
The module of formal solutions of Σ is L-isomorphic to that of Σ ′ . The first assertion is proved.
Recall that T is the submonoid generated by ∂ ℓ+1 , . . . , ∂ m and that
/LN with the associated matrices B 1 , . . . , B m . It follows from the first assertion that Σ ′ is an integrable connection of Σ.
With the notation introduced in Lemma 27, we proceed as follows to find an integrable connection of Σ. First, compute a Gröbner basis G of the submodule N in the free Ore module S 1×n . The basis G allows us to determine if S 1×n /N is finite-dimensional over F . If it is, we construct an F -basis of S 1×n /  N using Bronstein's algorithm. The F -basis yields an integrable connection by Lemma 27(ii). Otherwise, we compute a Gröbner basis of LN in the free Laurent-Ore module L 1×n , and apply Lemma 27(i).
Remark that when Σ is a first-order system of the form (8) then S 1×n /N is clearly finitedimensional. Moreover, if Σ is an integrable (first-order) system then an F -basis of S 1×n /N and the associated matrices are already known from Lemma 23(i). In this case there is no need to compute any Gröbner bases, and we can directly apply Bronstein's algorithm to obtain an integrable connection. These considerations lead to the following algorithm.
Algorithm IntegrableConnection. Given a p × n matrix A over S, determine whether the system A(y) = 0 is ∂-finite. When it is ∂-finite, compute matrices B 1 , . . . , B m ∈ F d×d and P ∈ F n×d such that
In the following description, we assume that N is the S-submodule generated by the row vectors of A in S 1×n . Recall that, for all k with 1 ≤ k ≤ n, e k = (0, . . . , 0, 1, 0, . . . , 0) with 1 appearing in the kth position.
(1) If A(y) = 0 is of the form of a first-order system 
Set U j = δ j (Q )Q Steps (2), (3) 
by the definition of the matrices B k 's.
It follows from (13) and the definition of U j for j = 1, . . . , ℓ that
Since w d+1 , . . . , w q belong to  N, we have that, for all j with 1 ≤ j ≤ ℓ,
Lemma 27(ii), together with (14) and (15), implies that {∂ i (z) = B i z} 1≤i≤m is an integrable connection of A(y) = 0. The matrix P obtained from Step (4.5) is the same as the matrix defining θ given in the proof of Proposition 22. Thus, the same proposition implies that P gives rise to a C F -isomorphism from sol V
This proved the correctness of Step (4).
Lemma 27(i) and the same argument used for the correctness of Step (4.5) assert that
Step (5) is correct.
[Convention] For a matrix A, its submatrix consisting of entries in the i 1 , . . . , i m rows and j 1 , . . . , j n columns is denoted
be the derivation with respect to x, σ n and σ k be the shift operators with respect to n and k, respectively, and S = F [∂ x , ∂ n , ∂ k ]. Consider the first-order differential-difference system of size five
where A x , A n and A k are the same as those in Example 17.
One verifies easily that A x , A n , A k satisfy the integrability conditions but both A n and A k are singular, so the given system is integrable but not fully integrable. Let N be its associated Ore submodule. 
associated with ∂ n and ∂ k , respectively.
Clearly, the transforming matrix from the F -basis {b 3 ,
where 0 3×2 denotes a (3 × 2) zero matrix and B is a (2 × 3) matrix of the form
It follows that
Taking the first 3 rows and the first 3 columns of U x yields the matrix
associated with ∂ x and the F -basis {e 3 +  N, e 4 +  N,
is an integrable connection of the original system.
In addition, the matrix defining a C-linear isomorphism from the solution space of the integrable connection to that of the given system, can be read off from the above F -linear expressions of w 1 and w 2 as:
Clearly, the linear dimension of the given system is three.
Example 29. Let F = C(n, k), and σ n and σ k be two shift operators with respect to n and k respectively. Let S = F [∂ n , ∂ k ] be the corresponding Ore algebra. We now compute linear dimension of the partial difference system A(y) = 0 where (ii) {e 3 +  N, e 4 +  N} is an F -basis of S 1×4 /  N with the associated matrices
Therefore, an integrable connection of the given system is {∂ n (z) = B n z, ∂ k (z) = B k z}. The matrix defining a C-linear isomorphism from the solution space of the integrable connection to that of the given system is
So the given system has linear dimension two.
To illustrate
Step 5 in Algorithm IntegrableConnection, we recall the method in Wu (2005, §2.4.4) for computing Gröbner bases in finitely-generated free modules over L. Another method is given in Zhou and Winkler (2008) .
To construct an extended Ore algebra of S, note that σ i is an automorphism for all i with ℓ + 1 ≤ i ≤ m so is σ 
It follows that ker(Φ) equals the (left and right)S-module generated by θ j ∂ j e k − e k for j = ℓ + 1, . . . , m and k = 1, . . . , n.
Let P be a subset of L consisting of power products of the form ∂
all k 1 , . . . , k ℓ ∈ N and k ℓ+1 , . . . , k m ∈ Z, and letP denote a subset ofS consisting of power products of the form ∂
We define Definition 30. Let p, q ∈ P. We say that p divides q in the sense of Laurent if the following conditions are both satisfied:
Remark that, unlike in the usual sense, ∂ −s 
A monomial of L 1×n is an element of the form p e i where p ∈ P and i ∈ {1, . . . , n}. Set P L to be the set of all monomials in L 1×n . For two monomials p e i and q e j inS 1×n with p, q ∈P, we say that p e i divides q e j if i equals j and p divides q inP. Denote by PS the set of all monomials inS 1×n that are not divisible by any ∂ j θ j e k for all j with ℓ + 1 ≤ j ≤ m and k with 1 ≤ k ≤ n. Then the map ρ : PS → P L given by ∂ i e k  → ∂ i e k and θ j e k  → ∂ 
Summary
In this paper, we studied how to construct a linear basis of an Ore localization of a finitedimensional module M, and proved that  N = N +  0 M for all submodules N of M. Using moduletheoretic language, we described Bronstein's algorithm for determining  0 M and M/  0 M . An equivalence relation among linear differential (difference) equations was extended to linear functional systems.
An algorithm was presented for transforming a ∂-finite system Σ to its integrable connection, which is fully integrable and equivalent to Σ.
Appendix. A detailed description of Algorithm LinearBasis
Let R be a noncommutative domain containing a field F , T a left Ore set of R, and R 0 the F -linear subspace spanned by T . Assume that T is also a left Ore set of R 0 , and is generated by t 1 , . . . , t p . Let M be an R-module with an F -basis b 1 , . . . , b n , and denote by A i the matrix associated with t i for all i with 1 ≤ i ≤ p.
Let V be the subspace generated by a given finite set of nonzero elements of M. From the generators, one can obtain an F -basis of V using Gaussian elimination. Without loss of generality, we assume that an F -basis b 
