We study the combined effects of relaxation, tidal heating and binary heating on globular cluster evolution, exploring the physical consequences of external effects and examining evolutionary trends in the Milky Way population. Our analysis demonstrates that heating on circular and low-eccentricity orbits can dominate cluster evolution. The results also predict rapid evolution on eccentric orbits either due to strong relaxation caused by the high densities needed for tidal limitation or due to efficient bulge shocking of low-density clusters.
Many studies of globular cluster evolution have focused on internal mechanisms which drive evolution. This work has produced a clear picture in which initial stellar evolution causes significant mass-loss from a nascent cluster (Chernoff & Weinberg 1990) ; two-body relaxation leads to mass segregation (Inagaki & Saslaw 1985) and core collapse in surviving clusters (Cohn 1980) ; binary heating halts collapse (Lee, Fahlman & Richer 1991) ; and the cluster continuously loses mass due to the escape of stars, eventually undergoing complete evaporation (Lee & Goodman 1995) . a role, particularly in the inner Galaxy (Ostriker, Spitzer & Chevalier 1972; Spitzer & Chevalier 1973; Chernoff, Kochanek & Shapiro 1986; Chernoff & Shapiro 1987; Aguilar, Hut & Ostriker 1988; Weinberg 1994a, b,c) . In addition, recent observational studies showing correlations of cluster properties with Galactocentric position indicate the measurable influence of the Galaxy (Chernoff & Djorgovski 1989; Djorgovski, Piotto & Capaciolli 1993; Djorgovski & Meylan 1994) .
The principal tool used in studies of cluster evolution over the last decade-and-a-half has been direct solution of the Fokker-Planck equation (Cohn 1979) . However, most of these calculations have ignored external effects. Recently, using time-dependent perturbation theory to investigate disc shocking, Weinberg (1994b) demonstrated that resonant forcing can perturb internal stellar trajectories beyond the limit expected from adiabatic invariance. This indicates that the Galaxy plays a greater role in cluster evolution than previously thought, and motivates new studies of cluster evolution which combine internal and external effects.
It is also recognized that the Galaxy influences cluster evolution. The time-dependent tidal field heats clusters and tidal limitation aids in the removal of escaping stars. Previous investigations have considered disc shocking, bulge shocking and tidal limitation, concluding that each will play The importance of external heating requires us to reexamine the current picture of internally driven evolution. In particular, external effects will influence the collapse rates, evaporation times and general physical properties derived in previous calculations. The present work compares this behaviour with and without heating over a wide range of cluster properties to present a revised view. This study also examines the survival and disruption characteristics of clusters on a range of Galactic orbits to shed light on the initial conditions of the cluster system. The results demonstrate that evolution does indeed depend strongly on position and orbit, further implying that observed cluster properties have been largely determined through dynamics.
Our study rests on a linear theory of external heatingbased on Weinberg's (1994b) treatment of disc shockingwhich we include in numerical solutions of the Fokker-Planck equation. Nearly all previous work has emphasized impulsive shock heating due to a single passage through the disc or bulge. The work presented here describes resonant heating due to the time-varying tidal field encountered on periodic orbits of the cluster in the Galaxy -an effect we refer to as orbit heating. In this context, shock heating is seen to result from the broad resonances caused by an impulsively applied external force.
Although our treatment of external heating can include the influence of any component of the Galactic potential, here we consider only the spheroid in order to allow precise definition of the physical behaviour and preliminary description of the evolutionary trends. The present study includes heating on cluster orbits in the isothermal sphere, and is used to study cluster evolution from initial King model states to the point of complete evaporation on a range of orbits in the Galaxy. Our conclusions therefore place only lower limits on the overall rate of cluster evolution, but are none the less significant.
The plan of the paper is as follows. We derive the linear theory of external heating in Section 2, and discuss its physical interpretation in Section 3. In Section 4, the numerical implementation is described: In Section 5, we present the results of our study of cluster evolution under the combined influence of internal and external effects. Finally, in Section 6, we discuss the implications of the results for the Milky Way globulars. Readers concerned primarily with the effects of heating and its evolutionary consequences may skip Section 2 without loss of continuity.
DERIVATION OF EXTERNAL HEATING RATE
The physics behind the perturbation theory discussed below can be summarized as follows. Each star is assumed to orbit in the mean gravitational potential of the cluster. Motion in the spherical potential is periodic on time-scales shorter than the relaxation time, so each orbit acts like a pendulum with two degrees of freedom (ct. Binney & Tremaine 1987, Chapter 3) . The time-dependent tidal field can drive the pendula at a discrete or continuous spectrum of frequencies, depending on whether the perturbation is quasiperiodic or aperiodic, respectively. Because the temporal variation discussed here is caused by the cluster's orbit in the spherical component of the Galaxy, the spectrum is discrete. For disc shocking described by Weinberg (1994b) , the spectrum is continuous. In both cases, the energy of each orbit changes as it passes through the resonance. The accumulated effect of all possible resonances on all orbits drives the secular evolution of the equilibrium distribution function (DF). The expressions given below are valid for both periodic and aperiodic cases.
We compute the evolution by expanding the Boltzmann equation to first order and solving for the perturbed distribution function (neglecting self-gravity). The first-order change phase mixes, but second-order energy input leads to an induced phase-space flux which helps drive cluster evolution. N-body comparisons shown in Appendix E indicate that the self-gravity of the tidally induced wake has a negligible effect for cases of interest here.
We use a locally inertial reference frame which is centred on the cluster and has axes fixed in space (see Appendix A for derivation). The unperturbed Hamiltonian is therefore completely separable implying the existence of action-angle variables. This frame allows the internal dynamics to be defined in accordance with the standard Fokker-Planck technique (Cohn 1979) , which uses an energy-space DF feE) and depends on the adiabatic invariance of the radial action. Note that, because the reference frame is non-rotating, the coriolis and centrifugal forces do not arise. As a result, the tidal field on a circular orbit is time-dependent. Within this framework, we derive a version of the formalism presented by Weinberg (1994b) which describes heating of globular clusters on arbitrary orbits in external potentials.
Perturbed distribution function
The linearized Boltzmann equation is a linear partial differential equation in seven variables. Using action-angle variables, we can separate the equation and employ standard DFs constructed according to Jeans' theorem (Binney & Tremaine 1987) . The explicit form of the linearized Boltzmann equation is
where w is the vector of angles, and / are the conjugate actions. The quantities fo and Ho depend on the actions alone. The small variation in Galactic potential over a typical cluster size allows quadratic expansion of the tidal field (see Appendix A for details). We may thus define HI =u(r)g(t) and expand in a Fourier series in action-angle variables (Tremaine & Weinberg 1984) . Each termfll in the Fourier series is the solution of the following differential equation: 
which represents the heat input due to the perturbation during an interval M=t-to. Note that no assumption about the periodicity of the perturbation has been made in the derivation thus far. This expression is therefore valid for finite-duration, aperiodic perturbations such as disc passage, as well as periodic perturbations which arise on regular orbits in the Galaxy. In particular, Weinberg's (1994b) results for disc shocking are obtained from equation (6) by substituting the tidal amplitude appropriate to the disc profile for get') and integrating over the interval ( -00, (0), assuming a linear trajectory. For periodic perturbations it is more suitable to derive the asymptotic heating rate (Landau & Lifschitz 1965) . We first expand the tidal amplitude in a Fourier series (7) and substitute into equation (6). Taking the limit t---+ 00 and assuming the onset of the perturbation at to = 0, we obtain (8) Integrating <E) over inclination and angular momentum, we obtain the rate of change in energy, < <E», of stellar orbits at initial energy E. The change in energy of individual orbits leads to evolution in the phase-space distribution at a rate given by a one-dimensional continuity equation in phase-space:
where peE) is the phase-space volume (Appendix C demonstrates the equality of this expression to tz used in Weinberg 1994b As shown in Appendix C, the heating rate contains contributions from both advective and diffusive components (Stix 1992; Kundic & Ostriker 1995) . The competition between two-body relaxation and this externally induced phase-space flux can strongly influence globular cluster evolution, as we will show below.
Heating rate in isothermal sphere
Below we will need the heating rate for a cluster orbiting in the isothermal sphere. For most galaxies, the small variation in potential over a typical cluster size allows quadratic expansion of the tidal field. Therefore the perturbing Hamiltonian is
where no(t) = Vo/R(t) is the angular rotation speed at the orbital radius at time t and 8(t) = fodt'n is the instantaneous azimuthal angle of orbit. Using equations (10) and (11) in Weinberg (1994b), we can write the perturbation as a series in action-angle variables:
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and P is the period of the cluster orbit.
For an isotropic DF, I· of%/=(/' 0.) dfo/dE. We also explore the effect of anisotropy using Merritt-Osipkov models (e.g. Binney & Tremaine 1987) . The DF takes the form fo(/)=f(Q), where Q=E±J 2 /2r;, so I'of%/= dfo/dQ (I' o.+/10 1J/02 r; ± 12J/r;). The anisotropy increases with decreasing anisotropy radius, ra.
DISCUSSION OF PHYSICAL MECHANISM
A cluster orbiting in the Galaxy feels a time-dependent tidal field. The Galactic potential is probably very nearly integrable (Dehnen & Binney 1996) , so a typical cluster orbit is quasi-periodic and introduces a quasi-periodic external force on orbits of cluster stars. As described in Section 2, resonant heating occurs at commensurabilities between the periods of a stellar orbit and the external force. Begin with an orbit near the resonance. The slow evolution of the cluster potential causes the orbital frequencies to shift, and the resonance will sweep past the orbit. When it does so, adiabatic invariants are broken, and the energy of the orbit in particular jumps in value. The cumulative effect of many orbits passing through a number of resonances drives the evolution of the cluster structure overall. The rate of energy change depends on the phase space of the cluster, and the form and frequency of the perturbation. Our perturbation theory implicitly assumes that the system is evolving sufficiently quickly that the resonance moves past the orbit before it is driven non-linear (see Appendix D for discussion and numerical implementation of finite duration resonances, and Tremaine & Weinberg 1984 for additional discussion of this linearity criterion). Note that this mechanism does not require a long-term stable periodic driving force, as in the classroom demonstration of a harmonic oscillator driven at resonance. Rather, think of a pendulum which oscillates around its pivot in the absence of an external force. After adding the external force, the resonant orbit corresponds to the trajectory which causes the pendulum to come to rest standing on its end. At this point, no adiabatic invariant exists and the external force permanently perturbs the orbit. Even if the driving force is not precisely periodic, as long as the rate of frequency drift is much slower than the orbital frequency, the resonant behaviour will still obtain. In particular, irregularity in the orbit of a cluster implies that driving forces are not exactly periodic, but heating of stellar orbits still occurs through the time variation in the tidal field. An orbit which is nearly regular but drifts in phase space due to fluctuations in the Galactic potential will develop broadened resonances in the same manner in which internal stellar orbits develop finite-width resonances (Appendix D). However, because the Galactic relaxation time is so much longer than a cluster relaxation time, the widths about the cluster orbital frequencies will be negligible compared with the widths about the stellar orbital frequencies over the time-scale of interest.
Orbits can either gain or lose energy in the tidal field, depending on the particular resonance. For example, in disc galaxies with flat rotation curves it is well known that the inner Lindblad resonance loses energy to a perturbation, while an outer Lindblad resonance gains energy. However, for isotropic distribution functions with df/dE > 0, the perturbation always heats the system on average, although some localized regions of phase-space may lose energy.
Non-resonant interaction has no net effect on an orbit. Successive maxima in the external force tend to accelerate and decelerate the star equally, leading to asymptotic cancellation as long as the initial transients remain linear (i.e., do not alter the intrinsic frequency of the star with an initial jolt). Over short times, non-resonant heating does occur, because the time duration is insufficient for complete cancellation to occur.
Non-linear transient or impulsive heating leads to rapid change in orbital energies as a rapidly applied force 'kicks' a star regardless of its orbital frequency. However, the standard impulse approximation, when used to describe a periodic perturbation, ignores the long-term decay of transients and the linear growth in energy at the resonances. For most cases of interest, heating rates are in the linear limit, implying that external influence depends primarily on secular transfer of energy through orbital resonances.
To illustrate the behaviour of transients and transient decay, Fig. 1 compares the exact time-dependent energy input given by equation (6) with the energy input defined by the asymptotic heating rate equation (8). Transients decay rapidly at low energy (high binding energy) and more slowly at high energy (low binding energy). Empirically, we find that two to three Galactic orbital periods are required before the asymptotic limit is effectively reached. This treatment therefore adequately describes all but the outermost halo clusters for which initial transients may still be important. The comparisons of perturbation theory with N-body simulation shown in Appendix E demonstrate the validity of the approach.
The magnitude of the heating rate for a cluster of given velocity distribution is determined by the mass profile, mean density and orbit. The mass profile and mean density determine the orbital frquencies of stars within the cluster, while the cluster orbit defines the external forcing frequencies and amplitude. For a cluster of fixed profile and mass, the mean density is determined by the limiting radius, Re. Individual clusters may not be tidally limited due to initial conditions or heating-driven expansion. We therefore use the function M(x p) to parametrize the initial fraction of the total cluster mass enclosed within the instantaneous pericentric inner Lagrange point, xp (Appendix B) . This function depends on the mass profile and the ratio of cluster mean density to the mean density rquired by tidal limitation. A tidally limited cluster has Re =xp' and therefore M(xp) = 1, while a tidally unlimited cluster has Re >xp and therefore M(
The Galactic spheroid and globular cluster evolution 753 high cluster mean density, leading to an increased rate of relaxation. The increased rate of relaxation should fill the spatial volume available within the tidal limit so that Re =xp on the order of a relaxation time. In a future investigation, we will examine the evolution of M(x p ) as part of an effort to characterize the detailed internal properties of evolving clusters.
The perturbing potential in the logarithmic sphere, equation (10), heats clusters on orbits of any eccentricity. The tide transfers energy and angular momentum to the cluster through the resonances, which unbinds stars. On circular orbits, the tidal field creates a triaxial perturbation of constant amplitude proportional to Q~, rotating with fixed pattern speed Q o • On eccentric orbits, conservation of centre-of-mass angular momentum introduces timedependent amplitude and rotation rate. This increases the number of resonances. Tidal torquing can also induce a net spin.
The rate of external heating is influenced by our choice of equilibrium phase-space distributions. For example, using Jeans's theorem in the rotating frame, one can define equilibria for clusters on circular orbits with the Jacobi constant, E J (e.g. Heggie & Ramamani 1995) . With E J , we can identify bound orbits which self-consistently generate the potential using the confining zero-velocity or equipotential surface. In an equilibrium distribution no stars occupy regions of resonant phase-space, so no tidal heating occurs. Usingf(E) instead off(EJ) in the analogous case leads to heating because we cannot identify the regions of non-reso-nant phase-space in which to place stars. To the extent that Jacobi equilibria define clusters on circular orbits, the perturbative approach will overestimate the amount of external heating.
Jacobi equilibria, however, are only idealizations of real clusters, since they exist only for a static cluster potential and when no other process transports stars into regions of resonant phase-space. Real clusters cannot attain such equilibrium states, because they undergo relaxation. Relaxation leads to potential evolution through the random diffusion of stars in the available phase-space. As demonstrated in the N-body calculations of Oh & Lin (1992) , diffusion produces a significant flux of stars into regions of phase-space which are strongly coupled to the tidal field on a circular cluster orbit. Significant heating is shown to occur. Moreover, a large fraction of stars in a cluster halo are probably diffused core stars and not equilibrium halo orbits (cf. Binney & Tremaine 1987, Chapter 8) . As is shown below, phase-space diffusion establishes a competition between external heating and relaxation that strongly influences cluster evolution.
FOKKER-PLANCK CALCULATIONS
To determine the influence of external heating on cluster evolution, we conduct a series of Fokker-Planck calculations which begin with King model initial conditions and run thorugh core collapse to complete evaporation. Relaxation is computed using the multimass code of Chernoff & Weinberg (1990) , which solves Henon's (1961) orbit-averaged Fokker-Planck equation. Core heating is included in the form described by Lee et al. (1991) with a time-step that suppresses stochastic core oscillations. External heating is included as a separate step from relaxation. The implementation is detailed in Appendix D. The comparisons shown in Appendix E are used to test the implementation.
Each physical process depends on the input model parameters listed in Table 1 . The total mass is denoted by Me, and the concentration by WOo We represent the Galactic potential as a singular isothermal sphere with rotation velocity vo=220 km S-l. Orbits in the isothermal sphere are defined by their energy E and angular momentumJ. In place of absolute angular momentum J, we use the relative angular momentum K=J/Jmax(E), where Jrnax(E) is the angular momentum of a circular orbit with energy E. The value K = 0 denotes a radial orbit, and the value K = 1 denotes a circular orbit. The apocentric, pericentric and time-averaged orbital radii are denoted R., Rp and Rav, respectively.
We consider a range of initial values for M(x p ). If the young, rich LMC clusters are representative of young globu- lar clusters, M(xp) may be significantly smaller than unity initially (Elson, Fall & Freeman 1987) . Furthermore, as discussed in Section 5.4.2, formation scenarios can imply varying degrees of tidal truncation for an individual cluster, depending on the local conditions under which it forms and the orbit on which it travels. The distribution of stellar masses in the cluster is given by a power-law mass spectrum, dN/dM rxm -', with upper and lower mass limits m 1 and m u , respectively. Fiducial values a=2.35, m]=O.l and mu=2.0 are adopted in Section 5.1 to represent the cluster mass spectrum following the period of strong stellar evolution when relaxation, tidal heating and binary heating dominate cluster evolution. The importance of stellar evolution diminishes after ~ 1 Gyr for a = 2.35 and m]=O.l; this time corresponds to the main-sequence lifetime for a 2-Mo A-type star. The effect of changing the mass spectrum is explored in Section 5.2.
RESULTS

Orbital heating and bulge shocking
Because heating rates for a given velocity distribution depend on mass profile, mean density (or degree of tidal truncation) and orbit, comparisons in different physical regimes are needed to demonstrate the primary influences of heating on cluster evolution. Using equation (B5), we can scale cluster properties on different orbits in a number of ways to provide useful comparisons. The run of heating and evaporation time with orbital eccentricity will depend on the quantity fixed in the comparison. Here we choose four specific examples, for which scaled quantities are given in Table 2 .
The examples compare dimensionless heating rates calculated from equation (13) using isotropic Wo=5 King models with G =M = 1, total energy E tot = -1/8, and limit- ing radius Rc=8.7. In these units, the half-mass dynamical time is t dyn = 4.5, the half-mass relaxation time is t 1/2 = 2.4 X 10 4 , assuming 10 6 equal-mass cluster stars and the azimuthal period at the limiting radius is tcr= 160. These references times can be used directly with heating rates displayed below. Example 1 compares the relative strengths of heating rates of identical clusters on different orbits. Each cluster is tidally limited at its orbital pericentre. To do this, we fixxp, set Rc =xp for pericentric tidal limitation, and, for each choice of K, compute the turning points of the orbit using equation (B5). Orbital pericentres differ because of differences in effective pericentric angular frequency (equation B6). In this case, because the average tidal strength is largest on circular orbits, heating is also strongest on circular orbits and decreases with eccentricity ( Fig. 2) .
To investigate the effect of heating on long-term evolution, we compare times to complete evaporation, t ev, determined from the Fokker-Planck calculations, for tidally limited clusters of different mass, concentration and K. Table 3 shows tev normalized by the circular, 10s-Mo' Wo=5 case (arbitrary scaling to physical units is provided in Section 5.4.1). In these comparisons, clusters of a particular mass and concentration are identical, and clusters of differing mass and concentration possess the mean density required for tidal limitation.
For identical clusters, tev decreases monotonically with K, reaching a minimum for circular orbits. Evaporation times can decrease by a factor of 2 in circular cases when tidal heating is included. The relative evaporation times reflect the relative strength of heating rates shown in Fig. 2 , although differences in t ev are not as extreme because unheated clusters evaporate from relaxation alone. Heating accelerates evolution because external forcing efficiently torques and expels high-energy core stars on radial orbits, as noted by Oh & Lin (1992) in N-body calculations. This (13) in identical tidally limited, isotropic Wo=5 clusters on different orbits. Values of K are indicated to the right of each curve. Heating on circular orbits dominates because the average tidal strength is highest, decreasing with eccentricity because average tidal amplitude drops monotonically. Heating rates in circular and K=O.3 case differ by about 2 orders of magnitude. In the circular case, orbits near the tidal boundary gain ~ 10 per cent in energy in an orbital time. reduces the local relaxation time in the core, enhances relaxation rates and causes rapid evaporation. Spitzer & Chevalier (1973) noted this effect in certain regimes of disc shocking, interpreting it as an increase in the core-halo temperature gradient (see also Chernoff & Shapiro 1987 © 1997 and Weinberg 1994c). For the highest eccentricities, tev is only slightly shorter than with no heating, demonstrating the insignificance of high-eccentricity heating in tidally limited clusters. In many cases, the evaporation time does not vary strongly with concentration for the same orbit and mass, indicating that overall mass-loss rates are insensitive to initial concentration. In the exceptional K = 0.9 and 1.0, Wo = 3, 10 6 _ Mo cases, heating causes rapid disruption because these clusters have low binding energy and long relaxation times and are easily torn apart by the tide.
While Example 1 compares heating rates as a function of eccentricity in identical clusters, the orbits occupy different regions of the Galaxy (cf. Table 2 ). In Example 2, we consider clusters in similar regions by comparing tidally limited clusters of equal mass on orbits of equal time-averaged radius. To do this, we fix Rav and determine Ra from the orbit solution. Then for each choice of K, we plug Ra and K into equation (BS) to determinexp, which we equate with Rc to impose tidal limitation. These clusters are no longer identical as in Example 1, but now possess limiting radii which increase monotonically with K (Table 2) .
Because each cluster is tidally truncated, the fractional energy added to a stellar orbit of given energy in unit time is the same as that implied in Fig. 2 . However, the mean densities of individual clusters vary because of the variation in limiting radius. The increase in mean density with eccentricity implies a decrease in the dynamical time t dyn' producing shorter relaxation times, larger evaporation rates and, as a result, shorter lifetimes in comparison to clusters on the same orbit in Example 1. A cluster with K = 0.3 in Example 2 will evaporate in 1/7 the time of a cluster with K=O.3 in Example 1, and 1/5 the time of a cluster with K = 1.0 (the circular case).
Since cluster orbits are generally unknown, the degree of tidal truncation at the pericentre cannot be directly inferred. So, in Example 3, we assume that an observed cluster lies at its average orbital radius for a range of eccentricity and is tidally limited for zero eccentricity. We fix the limiting radius Rc to be that expected for a tidally limited cluster on a circular orbit. We then determine xp from the specified Rav and K. As Table 2 shows, the mass within the pericentric inner Lagrange point M(xp) can be substantially less than unity on eccentric orbits. This leads to stronger heating than found on the same orbits in Example 1 (see Fig. 3 ). For K=0.7, the heating rate is much larger than in Example 1, even though only small amounts of mass overlie xp' For K=O.3, strong impulsive heating or bulge shocking (e.g. Aguilar et al. 1988 ) occurs due to the increase in tidal amplitude.
Example 4 shows the dependence of heating rates on the degree of tidal truncation [varyingM(xp)] for a fixed K=O.3 orbit. Fig. 4 illustrates the dependence of heating on both K and M(xp): significant heating will occur on orbital timescales for K=O.3 andM(xp) < 0.9. Strong heating for K > 0.3 will also occur, becal1se these orbits have larger heating rates for the same value of M(x p). Table 2 shows the variation in cluster size and dynamical time with tidal truncation, indicating the corresponding variation in mean density.
The evolutionary consequences of the heating rates in Example 4 are shown in Table 4 . Weakly bound clusters disrupt more easily, because the tidal energy transfer is Heating at low energies is substantially less. Strong impulsive heating or bulge shocking of the tail of the distribution will occur for M(xp) <0.9. These results define a rough criterion for bulge shocking: for Wo:;; 5 and K < 0.3, bulge shocking will occur for M(x p) < 0.9. Disruption for fixed M(xp) and K also implies disruption for larger K, because heating rates increase with K. For K < 0.3, bulge shocking requires even smaller M(x p) to cause disruption.
This series of comparisons establishes three important aspects of tidal effects on different orbits in a spherical potential: (1) low-eccentricity and circular orbit heating for tidally limited clusters strongly accelerate evolution; (2) high-eccentricity heating has little effect in tidally limited cases, but the high mean density found for typical orbital radii in the Galaxy leads to short relaxation and evaporation times; (3) high-eccentricity heating, or bulge shocking, becomes important when clusters are tidally unlimited, although the exact effect depends on M(x p), K, WO and Me.
Finally, an important consequence of strong tidal heating is suppression of the gravothermal instability. Although heating may cause expansion and disruption, relaxation slows the expansion and can still produce mass segregation (Fig. 5 ). Therefore mass segregation does not necessarily imply core collapse, a possibility that does not arise when neglecting external heating (Chernoff & Weinberg 1990; Drukier, Richer & Fahlman 1992) . Observed clusters with King profiles and strong mass segregation (such as M71) may reflect the influence of strong tidal effects.
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The Galactic spheroid and globular cluster evolution 757 2.4 R Figure 5 . The radial dependence of the mass spectral index for a cluster dominated by bulge shocking: Wo = 5, Me = 10 6 MO' M(xp) = 0.8. The initial spectral index is (1(,. Tidally disrupting clusters may show evidence of mass segregation. In this case bulge shocking suppresses core contraction, leading to expansion and disruption. The profile is approximately Wo = 4, and the remaining mass is Me=2.3 x 10 5 Mo-
Influence of mass spectrum
External heating is independent of stellar mass, but its effect on cluster evolution will depend strongly on the mass spectrum in the cluster. The mass spectrum affects the rate of relaxation and therefore the interplay between relaxation and external heating discussed in the previous section. Differences in relaxation rate with mass spectrum arise through differences in the degree of mass segregation instability. Clusters with shallow mass spectra or a wide range of lowmass stars have higher relaxation rates than do clusters with steep mass spectra or a narrow range in stellar mass due to enhancement by a stronger mass segregation instability (e.g. Chernoff & Weinberg 1990) . In this section, we investigate the interplay between tidal heating and a cluster's stellar mass spectrum by comparing core collapse and evaporation times over a range of mass spectral parameters in tidally limited clusters with and without external heating on circular orbits.
Circular heating reduces evaporation times over a range in (I( ( Table 5 ). Roughly a factor of 3 reduction can occur for (1(=3.35. Differences between heated and unheated clusters increase with ex, because the slower relaxation rates at high ex are more readily enhanced. In addition, for fixed mass and concentration, heating reduces differences in evaporation time which depend on ex.
Heating also reduces core collapse times tcc up to 33 per cent (Table 5 ) and masses remaining at core collapse up to a factor of 2 (Table 6 ). High concentration clusters maintain the same core collapse times in all cases, but show decreased mass at core collapse.
The non-monotonic behaviour of core collapse time with spectral index was also found by Inagaki (1985, Plummer law initial profile and Chernoff & Weinberg (1990, table 4) in King models. This indicates a complex relation between concentration, mass segregation and core collapse. Heating suppresses this behaviour for Wo=5. Evaporation times decrease with increasing maximum stellar mass, mu (Fig. 6) . The decrease in tev with increasing mass range results from enhanced relaxation caused by a Figure 6 . Central density evolution for Wo=5, 106-Mo clusters on circular orbits with C(=2.35, m l =0.1 and mu as indicated. Evaporation occurs at the termination of each central density curve. Evaporation times decrease with increasing mass mu due to the enhanced mass segregation instability. more extreme mass segreation instability. For ex = 2.35 and m] = 0.1, significant mass-loss from stellar evolution is expected to occur for approximately 1 Gyr, leading to our fiducial value of mu = 2 Mo' Uncertainties in the duration of strong stellar evolution mass-loss imply a possible range in mu. A 25 per cent range in this time-span implies 1.9 ;5mu;52.2, but indicates only small differences in overall evaporation time.
Influence of anisotropy
Another internal property that determines the influence of external heating is the anisotropy of the stellar orbit distribution. Fig. 7 shows the variation of heating rate with anisotropy radius within a cluster. Heating increases with anisotropy due to efficient impulsive heating of radial orbits at apocentre. However, heating rates for ra = 2.5 unbind orbits with E > -0.25 in one orbital period and quickly alter the DF. The relaxation time is roughly 10 times longer, so diffusion cannot repopulate the halo fast enough to maintain this static heating rate. We estimate that these heating rates can be sustained by diffusive repopulation for anisotropy radii of ra ~ 5.0. The interplay between heating and anisotropy seen here provides a strong incentive to study the evolution of fully anisotropic DFs, particularly since radial anisotropy is expected to develop in the halo through relaxation (Cohn 1985) .
Evolution in the Milky Way
Scaled evaporation times
The dimensionless evaporation times for tidally limited clusters discussed in Section 5.1 may be scaled to physical Figure 7 . Heating rates calculated from equation (13) are shown for clusters on circular orbits with indicated anisotropy radius. For r. = 2.5, the anisotropy parameter p = 1 -ij~/ij; = 0.17 at the halfmass radius. Energy input increases due to efficient impulsive heating of radial stellar orbits at apocluster. units using the following relation:
where i is the orbital period at the limiting radius, Re, 
The quantity ~(K, Ra) is the effective perigalactic angular frequency of an orbit of given K and apocentric radius Ra due to tidal strain and centrifugal force (equation B6).
As an example, the dimensionless evaporation times given in Table 3 are scaled to a range of apogalactica in Fig.  8 . Clusters evaporate over a wide range of Galactocentric radii, depending on K. In 10 Gyr, clusters on circular orbits evaporate within 2.5 kpc, while those on K = 0.3 orbits evaporate out to apogalactic radii of 20 kpc.
Swvival and disruption
Here we present a simple evolutionary scenario in which clusters form at apocentre with a range of mean density parametrized by Pcri4FR(R), the Fall-Rees (1985) critical cloud density at Galactocentric radius R. This parametrization is chosen to allow normalization with respect to a particular model. Other models (e.g. Murray & Lin 1992; Harris & Pudritz 1994) can be similarly evaluated, given expressions for initial protocloud densities as a function of Galactocentric radius. A range of density is used to define a range of M(x p) for clusters at each radius, thereby illustrating characteristics which are independent of any particular model. We only consider relaxation, external heating and binary heating, although gas removal and stellar evolution will play an important role following formation. These effects should weaken the potential and increase disruptive tendencies described here. Calculations for each figure were performed on an evenly spaced eight-point grid in M(xp) for 0.7 ~M(xp) ~ 1.0. This range was chosen because we were primarily interested in examining the importance of bulge shocking in protoclusters. The figures do not include limits on survival time at high density, which are a consequence of rapid relaxation rates. With the scale-free potential, each calculation could be scaled to an arbitrary number of radial points, in this case 18. The resulting grid was then transformed to an 18 x 18 grid over the density and radial ranges shown. Extrapolation was required for M(xp) > 1.0 and, in the case of Fig. 10 , produces the numerical artefact visible in the left-hand figure.
In the first case, clusters form on eccentric K = 0.3 orbits (Eggen, Lynden-Bell & Sandage 1962 ). Fig. 9 shows the resulting pattern of survival, disruption and evaporation for 10 5 _ and 10 6 -M o clusters after 10 Gyr. Clusters initially with a mass of 105 Mo do not survive within Rav = 15, reflecting the evaporation times shown above. Lower density clusters suffer disruption to even larger distances. High-mass clus-© 1997 RAS, MNRAS 288, 749-766 ters with M (xp) ;S 0.8 can suffer disruption, but none can evaporate.
Cluster formation on less eccentric K = 0.7 orbits shows the same qualitative pattern of survival, evaporation and disruption as above (Fig. 10) . The consequences are less severe, because the density contrast between formation at apocentre and tidal limitation at pericentre is not as great. In this case, low-mass cluster survival is limited to regions beyond 5 kpc for clusters which are nearly tidally limited.
IMPLICATIONS FOR MILKY WAY CLUSTERS
The calculations presented above bear on our understanding of the observed mass and space distribution of Galactic globular clusters. We summarize some relevant properties for reference. In the Djorgovski (1993) compilation, 65 per cent of 130 clusters with distance estimates lie within the solar circle. The overall peak of the luminosity function of Galactic globulars is Mv = -7.36 (Harris 1991) corresponding to a mass of 1.5 x 105 Mo (for MILv = 2). The luminosity function varies little in this inner region.
Our results imply that the observed characteristics of this inner population have evolved with time. Because 10 5 -M o clusters evaporate or lose large amounts of mass in a Hubble time in the inner Galaxy, clusters at the peak of the luminosity function have evolved from higher mass. For Figure 10 . As in Fig. 8 , but on K=0.7 orbits. Left: high-density, 1Os-Mo clusters evaporate; low-density clusters disrupt due to extreme tidal heating and clusters survive at larger radii. The convergence of contours into the upper left comer is a numerical artefact caused by mean densities beyond the range of our calculations. However, these clusters also evaporate because of the high densities. Right: low-density clusters disrupt at densities roughly 30 per cent of the mean density for tidal limitation out to 15 kpc due to strong tidal heating.
example, at 6 kpc clusters on circular orbits with Mv = -7.36 will evolve to Mv = -6.8 in 10 Gyr, losing roughly 40 per cent of their initial mass. Inside the solar circle, clusters near the present peak had at least 30 per cent more mass, depending on the orbit.
Many clusters will also have vanished. We predict that evaporation and disruption of 10 5 -M o clusters occur within 3 kpc for K = 1.0, and within apocentric radii Ra = 20 kpc for K = 0.3. For intermediate K, the destruction region is bracketed by these limiting cases. These results buttress argu-ments based on two-body relaxation times that the shape of the luminosity function stems from evaporation and disruption of a larger initial population of low-mass clusters (Okazaki & Tosa 1995; Larson 1996) .
The dependence of survival on orbit implies that the kinematic distribution of clusters has evolved as well. Clusters on high-eccentricity orbits in the inner Galaxy are least likely to survive due to both evaporation and bulge shocking. This suggests a decrease in the net velocity dispersion for the rotating system of metal-rich and inner halo metal-poor clusters (Zinn 1993) . This tendency may also partially account for observed differences between the kinematics of halo field stars and metal-poor globular clusters (e.g. Aguilar et al. 1988) .
Finally, survival also depends strongly on initial cluster densities. Destruction is more pronounced for clusters with low initial density and low initial concentration due to bulge shocking. Bulge shocking can disrupt massive 10 6 -M o clusters on eccentric orbits out to 40 kpc, provided M(xp) ;:S0.8. However, a proper assessment of the initial distribution of cluster densities requires cosmogonical considerations.
We conclude that the segment of the cluster population which is native to the Milky Way or which was accreted at an early time represents a dynamically selected sample, with current masses, orbits and densities all favoured for survival over a Hubble time of evolution. Tidal interaction with the Galactic disc will amplify these effects. Details will be described in a subsequent paper.
SUMMARY
The key conclusions are as follows.
(i) Time-dependent heating on low-eccentricity orbits accelerates evolution and sharply reduces evaporation times.
(ii) Tidally limited clusters on high-eccentricity orbits have high internal density, leading to short evaporation times, even though heating rates are negligible.
(iii) Bulge shocking on high-eccentricity orbits can rapidly disrupt clusters over a wide range in mass and apogalactic radius when their densities are roughly a factor of 10 below the mean density required for tidal limitation.
(iv) Evaporation and disruption have shaped the mass, orbit and density distribution of clusters. In particular, clusters at the peak of the luminosity function had at least ~ 30 per cent more mass, depending on the orbit. Evaporation on high-eccentricity orbits has decreased the velocity dispersion in the cluster kinematic distribution.
Secondary results are as follows.
(i) Evaporation times do not strongly depend on concentration in most cases. However, heating can lead to rapid disruption in massive clusters with low concentration because of the low binding energy and long relaxation time.
(ii) Clusters disrupting due to heating may still show signs of mass segregation due to continued relaxation.
(iii) Heating accelerates evolution over a range of mass spectral index and reduces the dependence of evaporation time on different initial mass spectra. Stix T. H., 1992 , Waves in Plasmas. AlP Press, New York Tremaine S. D., Weinberg M. W., 1984 , MNRAS, 209, 729 Weinberg M. D., 1994a , AJ, 108, 1398 Weinberg M. D., 1994b , AJ, 108, 1403 Weinberg M. D., 1994c , AJ, 108, 1414 Zinn R., 1993 APPENDIX A: DERIVATION OF TIDAL POTENTIAL
In the inertial Galactocentric frame, the coordinate components of a cluster star are R=r+Roorn, and its velocity components are
where r and v are the coordinates and velocities of the member star measured relative to the cluster centre of mass, and Room and Voorn are the centre-of-mass position and velocity of the cluster. The Hamiltonian for an individual star in these coordinates is therefore (A3)
We introduce coordinates centred on the cluster with axes fixed in space through a canonical transformation using a generating function of the second kind (Goldstein 1980) . This function can be written as Ho =H~ + oF2/ot so that (assuming the summation convention throughout)
(AS)
Expanding the Galactic tidal potential about the centre of mass, we obtain (A6)
The term in the second pair of square brackets is an arbitrary function of time which arises as an ambiguity in canonical transformations (Goldstein 1980) . We note that it equals -L eorn , the negative Lagrangian of the centre-ofmass motion, and that it can be eliminated by an appropriate choice off. In this case, settingf=fL dt (the action associated with the centre-of-mass motion) gives the desired form of the Hamiltonian for a star in the cluster frame: 
In the expansion of the tidal potential, we can ignore all but the lowest order term, because successive terms are proportional to ... ) relative to the second-order term, and therefore fall off quickly due to the small size of a cluster compared to the size scale of the Galaxy. We are thus left with the quadratic approximation to the Galactic tidal field. The expression for the perturbing potential, equation (8), is obtained by evaluating this term of the expansion for the specific case of the logarithmic sphere.
APPENDIX B: PERICENTRIC INNER LAGRANGE POINTS
To obtain an expression for the pericentric inner Lagrange point, it is convenient to first transform to rotating coordinates having one axis aligned with the galactocentric radius of the cluster on its orbit. We omit the details of the transformation here and simply give the expression for the effective potential at pericentre in the rotating frame:
The first term is the cluster potential. The second term is the quadratic tidal potential for the logarithmic sphere transformed to a rotating coordinate system. The last term is the centrifugal potential arising from the angular frequency of rotation at pericentre. The quantity Q p is the pericentric angular frequency of the cluster orbit while Qo(Rp) is the angular frequency of a circular orbit at the pericentric radius which defines the tidal strain.
The pericentric inner Lagrange point xp occurs at the instantaneous inflection point in the effective potential which lies along the galactocentric radius of the cluster. We derive an expression for xp by considering the balance of forces which is implied by the effective potential. Taking the gradient, and considering the instantaneous point of equilibrium along the Galactocentric radius gives
where the left-hand side gives the cluster force, while the right-hand side gives the centrifugal force and tidal strain, respectively.
To derive an expression for the inner Lagrange point in terms of Ra/Rp, we first rewrite the angular frequencies Q p and Qo(Rp) in terms of the angular frequency of a circular orbit at apocentre Qo(Ra). Using conservation of angular momentum between apocentre and pericentre gives 2 (Ra)2 (Ra)2 Qp =l/Rp = Qa Rp = '1!1o(Ra) Rp ,
where 1' / denotes the ratio of the angular frequency of the orbit to the angular frequency of a circular orbit with the same apocentre. The flat rotation curve defines
and, substituting into equation (B2) and solving for x p ' we obtain
where I(; = l'/e(1-~2)!2 for the logarithmic sphere. For a given cluster mass profile and Galactic rotation curve, this equation has two independent variables. For example, we can use this equation to define xp for an orbit specified using Ra and I(; [where Rp=Rp (Ra, 1(;) ], or we can fixxp and I(; which then define the turning points Ra and Rp.
It is also useful to define the effective pericentric angular frequency
The flux equation, equation (9), can be derived from the (12) formalism given in Weinberg (1994b) . The function (12) defines the externally induced change in the distribution function. The general form for (12) is (C1) where we have performed the phase-averaging to derive the perturbation as a function of the actions. The quantity W;(J) is a scalar function of the actions (C2) where a(/'!l) is a Fourier coefficient given by Noting that the Jacobian
we may write (12) in the new coordinates:
Averaging over (I(;, cos fJ),
gives the total change as a function of energy:
where the fluxes in the Ie and cos fJ directions vanish due to the averaging. Fully expressed, the equation reads
The phase-space volume which we substitute to find the total phase-space flux
In the asymptotic limit, this becomes the rate of change of the phase-space density, equation (9).
Defining the function
where < ) denotes averages over inclination and angular momentum, we can use the total derivative of < <E) ) =R(E) dfldE to rewrite equation (9) 
which demonstrates that tidal heating introduces both frictional and diffusive components into the phase-space evolution of the cluster distribution (Stix 1992; Kundic & Ostriker 1995) .
APPENDIX D: IMPLEMENTATION
The rate of change in the distribution function due to external heating is given by equation (9) where the flux :F is denoted (D2) and we have rewritten the heating rate for an isotropic DF defined in equation (8) as Here we evolve the DF in a fixed potential.
relation (e.g. Bracewell 1986 ). The bandwidth theorem identifies the reciprocal relationship between the frequency width and sampling time of an oscillator: 21t dw=-.
Here the sampling time is the duration of resonance. Since non-linearity develops with some typical change in energy bE, we use the rate of energy input to estimate the duration of resonance:
Comparisons with simulation indicate that 10 per cent change in energy typically leads to frequency evolution. We calibrate the appropriate frequency widths using fully selfconsistent N-body calculations described in Appendix E. For typical heating rates in tidally limited clusters, an initial spacing of dw = M· n ~ 0.005 is appropriate. We use this value for all tidally limited calculations. Stronger tidal truncations require a larger width. Two final implementation issues are the boundary conditions on the external heating equation and the Fokker-Planck equation. For the boundary conditions on equation (Dl), we set the flux to zero at the centre and the gradient of the flux to zero at the edge. The latter condition represents evaporation. The last grid point of the DF therefore stays fixed between each diffusion step. We tested the ......... ...., For the Fokker-Planck equation, we use a modified form of the tidal boundary condition used by Chernoff & Weinberg (1990) . The boundary condition they use calls for truncating the DF at the limiting energy implied byxp. Here, initially, instead of truncating the DF at the limiting energy implied by x p , we truncate the DF at the limiting energy implied by Re. In cases where Re =xp ' the conditions are the same. In cases where Re > xp, the fraction of mass 1 -M(xp) lying beyond xp is retained. As the cluster evolves, the new limiting energy and radius are determined using the values of the mass and limiting energy from the previous iteration as discussed in Chernoff & Weinberg (1990) . Lee & Ostriker (1987) include a tidal stripping model in their boundary condition to describe the rate at which material flows beyond xp (modified by Drukier 1995) . However, as mentioned above, our calculations are insensitive to the precise rate at which evaporating material passes through the last grid point, so a tidal stripping model is unnecessary except for making detailed comparisons with observations. Tests with N-body calculations shown in Appendix E indicate that the adopted boundary condition works correctly.
APPENDIX E: COMPARISON WITH SIMULATION
The one-dimensional Fokker-Planck description of cluster evolution assumes an isotropic orbit distribution and a spherical potential. To test the validity of these assumptions, we perform several comparisons between the linear theory of external heating as defined by solutions of equation (D1) with an evolving potential andN-body simulations which only include tidal effects. The comparisons are restricted to include only external heating, because no standard method currently exists for incorporating the twobody relaxation of Fokker-Planck codes in N-body codes. The simulations are performed with a self-consistent field (expansion) code (e.g. Hernquist & Ostriker 1992) with 1.5 x 10 4 particles, radial expansion order n = 10, angular order 1=4, and a time-centred leap frog integrator. The comparisons also test the adopted tidal boundary condition and permit calibration of the frequency widths of heating rates. Figs E1 and E2 show comparisons for II: = 1.0 (circular) and 11:=0.3 orbits.
Strong heating occurs in the II: = 1.0 case (Fig. E1) because M(x p ) = 0.95. The simulation and linear theory agree well for approximately 100 dynamical times as rapid mass-loss occurs. The agreement during this phase indicates that the adopted boundary condition works correctly, and that none of the assumptions of the Fokker-Planck equation have been seriously violated. However, after this phase, the discrepancy increases and becomes fairly large by the end of the simulation.
Four effects can decouple the N-body cluster from the time-varying tidal field and lead to the observed discrepancy between simulation and linear theory. Two are physical and two are numerical. One likely effect is that the isotropy of the initial distribution decreases significantly in time. As shown in Section 5.3, radial orbits are most susceptible to heating, so the distribution becomes more tangentially biased with time. Retrograde orbits are, in fact, the most stable (Keenan & Inaanen 1975) . Fully anisotropic Fokker-Planck calculations should account for this effect. A second effect is the existence of irregular orbits in the cluster halo due to the presence of the time-dependent tidal field. These orbits do not have definite frequencies, and therefore cannot couple to periodic perturbations. Fokker-Planck calculations cannot account for this effect. A third effect is relaxation in the simulation. This can significantly reduce the response of integrated trajectories by inducing a high rate of change in orbital frequency, thereby broadening the resonances. Suppression of relaxation in simulations can be achieved by increasing the particle number. Finally, a related numerical effect is integration error in computing particle trajectories in the simulation. This can also reduce particle response to perturbations, again by introducing artificial drift into trajectories.
Moderate heating occurs in the 11:=0.3 case (Fig. E2 ). Consequently, mass loss is much less than in the previous example, and none of the assumptions of Fokker-Planck code appear to be violated over the duration of the comparison.
