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摘 要:数据的高维度是造成时序数据相似性搜索困难的主要原因。最有效的解决方法是对时
序数据进行维归约, 然后对压缩后的数据建立空间索引。目前维归约的方法主要是离散傅立叶变换
( DFT)和离散小波变换 ( DWT)。提出了一种新的方法, 利用离散余弦变换 ( DCT)进行维归约, 并在
此基础上给出了对时序数据进行范围查询和近邻查询的相似性搜索方法。与基于 DFT、DWT的搜索
方法相比,该方法在理论分析和实验结果上都显示出较高的效率。
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Abstract: H igh d im ensiona lity is the ma in d ifficu lty o f sim ilar ity search over tim e ser ies data. The m ost prom is ing
so lution invo lves perform ing dim ensionality reduction on the data, then index ing the reduced data w ith a spatia l m ethod.
Recently, two m ethods o f dim ensionality reductions have been proposed, DFT and DWT. In th is paper w e proposed a new
m ethod, dim ens iona lity reduc tion w ith DCT, and further prov ided the m ethod of sim ilarity search about range query and
nearest ne ighbor que ry. Com pa red w ith those me thods based on DFT and DWT, it is m ore effic ient in theory and experim ent.
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在进行序列的相似性搜索之前还给出一个阈值 , 如果
D ( x, y ) ! , 我们就说 x, y两者在 内相似。
时序数据相似性搜索面临的一个困难是它的高维性。如
果直接对时序数据库中所有序列依次进行扫描, 计算与查询




方法是先对时间序列进行维归约 ( dim ension reduction)以提
取序列的特征,然后用空间索引结构建立基于特征空间的索
引。这种方法首先由 Agraw a l提出,用离散傅立叶变换 ( DFT )
将时间域上的时间序列数据变换为频率域上的序列数据, 用
前 k个系数作为序列的特征,然后针对特征空间建立索引结
构 [ 1]。但这种方法限制每个序列的长度相同, F aloutsos克服
了这个困难, 通过滑动窗口 ( sliding w indow )将时间序列分解
为一系列长度相同的子序列, 再由子序列抽取特征进行相似
性搜索 [2]。
近年来, Chan和 Fu首次用离散小波变换 ( DWT)进行维
归约,通过保留小波变换后的前 k个位置的系数, 即低频特
征,得到时间序列的一个粗略逼近, 并通过实验证明了 DWT
的优越性 [3]。在此基础上,一些学者做了更深入的研究 [ 4~ 6]。









( DCT )将时间序列从时间域变换到频率域, 然后抽取 k个特
征并映射到 k 维空间上的点, 并通过建立空间索引结构
( R树 )来加快搜索速度。这主要是因为 DCT具有两方面的
优势:
1) DCT变换后的前 k个系数能量集中和去相关性能都
优于 DFT和 DWT[ 7] , 因此抽取特征量的能量与原来的序列
更接近, 从而加强了搜索时的剪枝处理能力, 提高了查询的准
确性和速度;
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其中, k = 1, 2, , n - 1。
上述的 DCT定义是一个正交变换 [ 7] , 而正交变换保持欧
式距离 [ 4] , 很容易得到下面的能量保持定理和距离保持定
理。
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定理 2 设  X ,  Y分别是序列 x , y经 DCT变换后的序
列, 则有
D x, y = D  X,  Y
上述定理表明两个序列的欧式距离在时间域和频率域相
同, 而且很容易推得下面的定理







子序列匹配 [ 8]形式组织的数据, 所以先用窗口在序列上滑动
产生若干个长度相同的子序列。但这可能会出现子序列不相
似于它在 y轴方向上平移后的序列,我们以每个子序列减去







RangeQuery(nd, qf, , resu ltList)
/ / nd为 R tree节点指针, q f为查询序列, 阈值
begin
if (nd is a leaf node) th en
wh ile( every ob jects p i in nd )





为中心边长 2* 的 M BR
find origina l ob jects pi∀ by index;
/ /叶子节点中的索引号索引原序列
if( d istan ce( q, p i∀)<= ) / /q为 qf原对象
in sert( resu ltL ist, pi∀); / / pi∀加入 resu ltList
else
wh ile( every ch ildren nodes r iof nd)





, , resu ltList)
end
近邻查询是指在时序数据库中找出与所给的查询序列最
相似的 m 个序列。在已有的近邻算法 [ 9]的基础上, 我们给出
动态改变 的算法。算法如下:
NearestNerghbor( nd, qf, resu ltL ist)
begin
if (nd is a leaf node)
wh ile( every ob jects p i indexing in nd )
if ( overlap( pi, qf_rec t) )
f ind original ob jects p i∀ by ind ex;
d is= d istan ce( q, pi∀);
if ( len( resu ltL is t) < k )
in sert ( pi∀, d is) in to resu ltListby ascend ing ordering of d is
and update( );
else
if ( d is< )
insert ( pi∀, d is) into resu ltL ist by ascend ing ordering
of d is; delete the tail of resu ltL ist; update( );
else
generate ch ildrenL ist of nd;





sort the ch ild renL ist by ascend ing;
for i= 0 to len ( ch ild ren list) - 1
if ( d istan ce( ri, qf ) <= )




此算法利用了启发式搜索策略, 当查询点 qf 与节点 ri的
距离大于 时, 则节点以下的路径会被剪去。因为 是当前所
搜索到的第 m个最近点的距离,若 d is tance( ri, qf ) > , 则由
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于 d istance( ri, qf )是分枝 ri中的每个孩子节点的下界, 所以
分枝 ri包含的叶子节点中的每个特征点到 qf的距离大于 ,








d is tance( ri+ 1, qf ) ! ,则还需要查找 ri+ 1分枝, 这样就需要扫
描整个 R 树和整个时序数据库。而按升序排列 , 由于提取的
特征能量很接近原来的序列, 也就是仅仅搜索孩子列表中前
几个分枝就可以得到最终的结果 (除非建立的索引结构极
差 ) ,且一旦出现 d is tance( ri, qf ) > 时, 则孩子列表中 ri后
面的孩子分枝 rj ( j > i)就可以剪去,因此提高了搜索的效率。
另一种策略是不断的更新阈值 。由于 始终为查询过程中 qf
到第m个近邻的上界,所以 的更新不会出现误漏现象。更重





为 8。同时,由于要与 DWT, DFT进行一系列的比较, 所以序
列长度被限制为 2的整数幂次方。
我们测试两种数据集:
1) 股票数据: 采用从 1980年 1月 2日到 2006年 9月 29
日 IBM公司的每日股票信息 (周末除外 ) ,含有 6 752个记录
的数据集 (网址 http: / /cn. finance. yahoo. com /q? s= IBM )。我
们只考虑收盘价, 数据是一个长度为 6 752的序列, 用一个宽
度为 n的滑动窗口产生 6 753- n个子序列, 以这些序列消除
偏移所产生的序列作为实验对象。





zi, zi是属于 [ - 100, 100]的随机数。
所做实验的计算机配置为 , W indows XP, VC++ 6. 0, CPU
2. 0GH z, 512MB内存。
3. 1范围查询
图 1 选取度变化时的准确率比较
实验对象是长度 128(默认值 )的 6 625个股票序列, 目标




的 0. 5% ~ 5% , 这个比率也叫选取度。我们随机选取 100个
序列作为查询序列, 然后取平均得到实验结果如图 1和图 2。
我们可以看到, 随着选取度的增大, 准确率也在上升, 并且用
DCT压缩数据后进行查询所得到的准确率要明显高于 DWT
和 DFT, 这是因为 DCT的能量集中性比 DWT和 DFT好。




第二个实验, 选取度固定为 6% , 特征空间维数变化时三
者之间的准确率和查询速度比较。实验结果分别如图 3和










第三个实验, 考虑序列长度变化的情况, 由于要与 DWT
进行比较, 我们选取 2i的长度, 并且固定选取度和抽取特征
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文献 [ 6]中的算法得到的; c opt版本是用本文中的方法产生
的。表格 2中列出了将优化后的各版本的程序在具有 16个
CPU的 SM P机器上运行的结果 (单位 s)。从这些结果我们
可以推断出: 仅仅使用循环变换优化 l opt的经典局部优化策
略效果可能不好, 而基于数据变换 d opt的性能提高了许多,
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随着查询数目 m 的增加, 所得到的阈值也会增加, 但三
者所得到的阈值相同。同时, 查询数目的增加也会使时间增
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