Abstract. This paper proposes Fritz-John necessary condition for optimization problem with interval-valued objective function. For this, we consider the LU concept of order relation in the interval space and the concrpt of E-differentiable for interval-valued functions.
Introduction
Theory and methods of mathematical programming are important components of applied mathematics. Due to a necessity to broaden these theories to encompass more applications, many mathematicians have focused on optimization. With their advances in the methods and theoretical results, the field of optimization has achieved significant results in many application areas.
In most cases, the coefficients of optimization problems are considered to be deterministic and have fixed valued. However, there are many situations where this consideration is not valid. In stochastic programming problems and fuzzy programming problems, the coefficients are viewed as random variables and fuzzy sets, respectively. Thus, the probability distributions and membership functions for theses two classes of problems need to be known. Therefore, interval-valued optimization problems may provide an alternative theory for considering the uncertainty of these problems.
Wu [12] obtained the KKT conditions in an optimization problem with an intervalvalued objective function using the concept of a weakly differentiable interval-valued function called the H-derivative. Chalco-Cano et al. [3] obtained KKT conditions using the gH-derivative and compared these with previous results to show certain advantages of their approach.
In this study, we obtain the Fritz-John necessary condition using the concepts of Ediferentiable for interval-valued functions. 
The extremal derivative
This section describes the basic elements of derivative. If n = 1, I(R) denotes the set of closed and bounded intervals of the real line, i.e., I(R) = {[a, a]; a, a ∈ R and a ≤ a}, where a and a are the lower and upper bounds of an interval A ∈ I(R), respectively. An interval-valued function F :
The functions f and f are now called, respectively, the lower and upper functions of F . Definition 2.1. An interval-valued function F : X ∈ R → I(R) is endpoint differentiable (E-differentiable, for short) at x 0 ∈ X if and only if the real-valued functions f and f are differentiable at x 0 . Furthermore, F is continuously E-differentiable at x 0 if all the partial derivatives of the extremal functions exist in some neighborhoods of x 0 and are continuous at x 0 .
Interval-valued optimization
This section present the optimization problem with interval-valued objective function. Let X the feasible set, given that X = {x ∈ R n | g i (x) ≤ 0, i = 1, ..., m}, where g : R n → R m is a real vector-valued function, and F : R n → I(R) is an interval-valued objective function. That is, we consider the following problem:
subject to:
(1)
The first thing to be considered is how the solutions of problem (1) are "ranked" since we have an interval-valued objective function. The solution concept for this problem is defined from a partial order relation in the space I(R). This is similar to the solution concept of Pareto optimal solutions used in multi-objective programming problems.
We study the problem (1) For this order relation, the solution concept for the optimization problem is defined by (see [3] ): let x be a feasible solution of problem (1), i.e., x ∈ X. Then, x is a LU-solution of problem (1), if there exists no x ∈ X such that F (x) < LU F ( x).
Theorem 3.1. If x is a LU-solution of the problem (1), then x solves the following two problems:
and (P 2 )
Reciprocally, if x solves (P 1 ) and (P 2 ), then x is a LU-solution of the problem (1).
We need the concept of convexity for interval-valued functions before presenting the result. According Chalco-Cano et al. [3] , [8] and [14] let F be an interval-valued function defined on a convex set X ⊂ R n . Then,
for all λ ∈ (0, 1) and each x ∈ X.
Similarly,
for all λ ∈ (0, 1) and each x i .
Furthermore, Chalco-Cano et al. [3] , [8] and [14] proved that: let X be a convex subset of R n and F be an interval-valued function defined on X. Then F is LU-convex at x * if and only if f and f are convex at x * .
The optimization problem is convex if all the functions and the feasible region are convex. A convex optimization problem is an important concept in the continuation. Chankong and Haimes [5] showed that if x ∈ X is a solution of problems (P 1 ) and (P 2 ), then there exists 0 ≤ λ 1 , λ 2 ∈ R and λ 1 + λ 2 = 1, such that x is also a solution of following problem min λ 1 f (x) + λ 2 f (x) subject to:
provided that the optimization problem is convex.
Fritz-John Necessary Condition
Next, we showed Fritz-John necessary condition for a LU-solution of the problems with interval-valued objective function using E-differentiability.
Theorem 4.1. Suppose the interval-valued function F : R n → I(R) is continuous Edifferentiable at x and LU-convex, and that the real-valued function g : R n → R m is continuous differentiable at x and convex. If x ∈ X is a LU-solution, then there exists (Lagrange) multipliers 0 ≤ (λ, µ) ∈ R 2+s with (λ, µ) = (0, 0) such that
Proof. If x is a LU-solution, then, by the Theorem 3.1, x is a solution of the problems (P 1 ) and (P 2 ). Supposedly, F and g are LU-convex and convex, respectively. This way, the optimization problem is convex, by Chankong and Haimes [5], we have that there exists 0 ≤ α 1 , α 2 ∈ R and α 1 + α 2 = 1, such that x is also a solution of following problem min α 1 f (x) + α 2 f (x) subject to: g i (x) ≤ 0, i = 1, ..., m. Now, by the Fritz-John necessary condition for this problem, there exists 0 ≤ ( λ, µ) ∈ R 1+s with ( λ, µ) = (0, 0) such that
The proof is completed considering λ= ( λα 1 , λα 2 ).
Conclusion
We considered the LU order relation on the interval space. We used the E-differentiable for interval-valued function to obtain Fritz-John necessary condition for optimization problem with interval-valued objective function.
