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Introduc¸a˜o
A Teoria de Ane´is e´ uma a´rea de importaˆncia fundamental em a´lgebra. A
mesma esta´ totalmente conectada com outras grandes a´reas como por exem-
plo, Teoria de Mo´dulos, Teoria de Grupos (Ane´is de grupos), Ana´lise Funcio-
nal (A´lgebra de operadores), etc.
Nosso objetivo nesse trabalho e´ estudar alguns ane´is especiais, a saber
ane´is principais e ane´is fatoriais, ambos sa˜o domı´nios de integridade (ane´is
comutativos, com unidade e sem divisores de zero). Nesse estudo, introduzi-
mos os ane´is quadra´ticos que sa˜o muito usados para encontrar alguns tipos
especiais de exemplos, motivo principal para estuda´-los.
No que segue, apresentamos uma disposic¸a˜o geral de nosso trabalho.
No cap´ıtulo 1, sa˜o apresentados os pre´-requisitos necessa´rios. Estudamos
ane´is, subane´is e ideais onde apresentamos va´rios exemplos.
No cap´ıtulo 2, somos mais espec´ıficos pois estudamos divisibilidade num
domı´nio de integridade A, consequ¨entemente definimos ma´ximo divisor co-
mum e outras definic¸o˜es importantes como elementos irredut´ıveis e primos
em A. Apresentamos tambe´m va´rios exemplos usando ane´is quadra´ticos,
onde temos uma sec¸a˜o dedicada a eles. Esta pretende mostrar que os mes-
mos, embora domı´nios de integridade, mostram-se como ane´is onde pode na˜o
existir ma´ximo divisor comum entre dois de seus elementos.
Dentre estes ane´is, citamos o anel dos inteiros de Gauss, Z[
√−1 ] =
{a+bi : a, b ∈ Z}. Nesse anel, por exemplo, 5 na˜o e´ primo pois e´ decompon´ıvel
no produto de irredut´ıveis 1 + 2
√−1 e 1 − 2√−1. Abaixo escrevemos um
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pouco sobre Gauss.
“... Carl Friedrich Gauss (1777-1855) foi um menino prod´ıgio. Gauss
quando crianc¸a se divertia com ca´lculos matema´ticos; uma anedota referente
a seus comec¸os e´ caracter´ıstica. Um dia, para ocupar a classe, o profes-
sor mandou que os alunos somassem todos os nu´meros de um a cem, com
instruc¸o˜es para que cada um colocasse sua ardo´sia sobre a mesa logo que
completasse a tarefa. Quase, imediatamente, Gauss colocou sua ardo´sia so-
bre a mesa dizendo: “Aı´ esta´!” O professor olhou-o com desde´m enquanto os
outros trabalhavam diligentemente. Quando o instrutor finalmente olhou os
resultados, a ardo´sia de Gauss era a u´nica com a resposta correta, 5050, sem
outro ca´lculo.
O menino de dez anos evidentemente calculava mentalmente a soma da
progressa˜o aritme´tica 1 + 2 + · · · + 99 + 100, presumidamente pela fo´rmula
m(m+1)
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...” ([6], pa´g. 343).
No cap´ıtulo 3, seguem os ane´is principais e fatoriais com seus principais
resultados. Exibimos alguns exemplos dos mesmos. Vemos nesta sec¸a˜o que os
ane´is principais sa˜o fatoriais e embora a rec´ıproca na˜o seja verdadeira, deixa-
mos para exibir exemplos que mostram este fato no cap´ıtulo 4. Finalizamos,
mostrando um anel que na˜o e´ fatorial.
O cap´ıtulo 4 tem por objetivo apresentar uma aplicac¸a˜o dos ane´is fatoriais
e ao mesmo tempo fornecer exemplos que mostram que ane´is fatoriais podem
na˜o ser ane´is principais, como dissemos acima. Apresentamos as principais
propriedades e resultados necessa´rios ao desenvolvimento do cap´ıtulo, cujo
principal resultado diz que se A e´ fatorial enta˜o A[x] tambe´m o e´.
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Cap´ıtulo 1
Pre´-Requisitos
Neste cap´ıtulo apresentamos definic¸o˜es e resultados que sa˜o usados nos
cap´ıtulos posteriores, permitindo assim um melhor entendimento do trabalho.
1.1 Ane´is
Seja A um conjunto na˜o-vazio onde estejam definidas duas operac¸o˜es, as
quais chamamos de soma e produto em A e denotamos por + e ·, respectiva-
mente. Assim,
+ : A× A → A e · : A× A → A
(x, y) 7→ x+ y (x, y) 7→ x · y
Chamamos (A,+, ·) ou simplesmente A um anel se as seguintes proprie-
dades sa˜o verificadas para quaisquer elementos x, y, z ∈ A:
(i) Associatividade da soma: (x+ y) + z = x+ (y + z);
(ii) Comutatividade da soma: x+ y = y + x;
(iii) Existeˆncia do elemento neutro: existe 0 ∈ A tal que 0 + x = x = x+ 0;
(iv) Existeˆncia do elemento oposto: para todo x existe um u´nico elemento
y ∈ A, denotado por y = −x, tal que x+ y = y + x = 0;
(v) Associatividade do produto: (x · y) · z = x · (y · z);
(vi) Distributividade a` esquerda e a` direita do produto em relac¸a˜o a` soma:
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{
x · (y + z) = x · y + x · z
(x+ y) · z = x · z + y · z.
Se o anel A satisfaz a propriedade:
(vii) Existe 1 ∈ A tal que x · 1 = 1 · x = x, para todo x ∈ A, enta˜o A e´ dito
um anel com unidade.
Se A satisfaz a propriedade:
(viii) Para quaisquer x, y ∈ A, x · y = y · x, enta˜o A e´ um anel comutativo.
Se A satisfaz a propriedade:
(ix) Para quaisquer x, y ∈ A tais que x · y = 0 enta˜o x = 0 ou y = 0, dizemos
que A e´ um anel sem divisores de zero.
Se A e´ um anel comutativo com unidade e sem divisores de zero, dizemos
que A e´ um domı´nio de integridade.
Um corpo e´ um anel comutativo A com unidade e que satisfaz a proprie-
dade:
(x) Para todo x ∈ A, x 6= 0, existe y ∈ A tal que x · y = y · x = 1.
Esta propriedade diz que todo elemento na˜o-nulo de um anel A possui
inverso multiplicativo.
Para facilitar a escrita escrevemos xy para denotar x · y.
Observac¸a˜o: Todo corpo e´ um domı´nio de integridade.
De fato, sejam x, y ∈ A tais que xy = 0. Suponhamos y 6= 0. Pela
propriedade (x) existe y
′ ∈ A tal que yy′ = y′y = 1.
Logo, x = xyy
′
= 0y
′
= 0 e portanto A e´ um domı´nio de integridade.
Exemplo 1.1. O conjunto Z dos nu´meros inteiros e´ um domı´nio de integri-
dade. No entanto, Z na˜o e´ um corpo, pois com excec¸a˜o de −1 e 1, nenhum
elemento na˜o-nulo possui inverso multiplicativo.
Exemplo 1.2. Seja R o conjunto dos nu´meros reais e A = =(R) o conjunto
de todas as func¸o˜es f : R→ R. Definimos duas operac¸o˜es no conjunto A do
seguinte modo:
+ : A× A → A e · : A× A → A
(f, g) 7→ f + g (f, g) 7→ fg
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onde (f + g)(x) = f(x) + g(x), ∀ x ∈ R e (fg)(x) = f(x)g(x), ∀ x ∈ R.
O conjunto A com as operac¸o˜es acima e´ um anel comutativo. Observe
que a func¸a˜o constante zero e´ o elemento neutro (em relac¸a˜o a adic¸a˜o) e a
func¸a˜o constante 1 e´ o elemento unidade. Provamos que A na˜o e´ um domı´nio
de integridade.
De fato, consideramos f, g : R→ R definidas por:
f(x) =
{
0 se x < 0
x se x ≥ 0 e g(x) =
{
x2 se x < 0
0 se x ≥ 0
Vemos facilmente que f(x)g(x) = 0, ∀ x ∈ R e portanto fg e´ a func¸a˜o
constante zero. Logo, A na˜o e´ domı´nio de integridade.
Exemplo 1.3. Consideramos C o conjunto dos nu´meros complexos, C =
{a+ bi, a, b ∈ R}, onde i2 = −1 e a+ bi = c+ di⇔ a = c e b = d.
Sejam a, b, c, d ∈ R. As operac¸o˜es + e · em C sa˜o definidas por:{
(a+ bi) + (c+ di) = (a+ c) + (b+ d)i
(a+ bi) · (c+ di) = (ac− bd) + (ad+ bc)i.
Na˜o e´ dif´ıcil verificar que C e´ um anel comutativo com elemento neutro
0 + 0i e elemento unidade 1 + 0i. Ale´m disso, C com as operac¸o˜es acima e´
um corpo. De fato, dado um complexo na˜o-nulo z = a + bi, na˜o e´ dif´ıcil ver
que z−1 =
a
a2 + b2
− b
a2 + b2
i.
Exemplo 1.4. Seja R4 = {(a, b, c, d) : a, b, c, d ∈ R} onde (a, b, c, d) =
(a1, b1, c1, d1) ⇔ a = a1, b = b1, c = c1, d = d1.
Sejam a, b, c, d, a1, b1, c1, d1 ∈ R. Definimos as operac¸o˜es de soma e pro-
duto em R4 da seguinte forma:
(a, b, c, d) + (a1, b1, c1, d1) = (a+ a1, b+ b1, c+ c1, d+ d1),
(a, b, c, d) · (a1, b1, c1, d1) = (aa1 − bb1 − cc1 − dd1, ab1 + ba1 + cd1 − c1d, ac1 +
a1c+ db1 − d1b, ad1 + da1 + bc1 − b1c).
Temos que A = (R4,+, ·) e´ um anel cujo elemento neutro e´ (0, 0, 0, 0).
Verificamos que (1, 0, 0, 0) e´ a unidade deste anel. De fato, seja (a, b, c, d)
∈ R4 enta˜o (a, b, c, d) · (1, 0, 0, 0) = (a · 1− b · 0− c · 0− d · 0, a · 0 + b · 1 +
c · 0− 0 · d, a · 0 + 1 · c+ d · 0− 0 · b, a · 0 + d · 1 + b · 0− 0 · c) = (a, b, c, d).
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Analogamente, (1, 0, 0, 0) · (a, b, c, d) = (a, b, c, d). Portanto, (1, 0, 0, 0) e´ o
elemento unidade de A.
Este e´ um exemplo de um anel na˜o-comutativo com unidade. De fato,
consideramos os elementos (0, 1, 0, 0) e (0, 0, 1, 0) de A. Na˜o e´ dif´ıcil ver que
(0, 1, 0, 0) · (0, 0, 1, 0) = (0, 0, 0, 1) e que (0, 0, 1, 0) · (0, 1, 0, 0) = (0, 0, 0,−1).
Vamos agora fazer algumas identificac¸o˜es:
a ←→ (a, 0, 0, 0), a ∈ R
i ←→ (0, 1, 0, 0)
j ←→ (0, 0, 1, 0)
k ←→ (0, 0, 0, 1)
a+ bi+ cj + dk ←→ (a, b, c, d), a, b, c, d ∈ R.
A partir destas identificac¸o˜es consideramos o conjunto {a+ bi+ cj + dk :
a, b, c, d ∈ R}, onde a + bi + cj + dk = a1 + b1i + c1j + d1k ⇔ a = a1, b =
b1, c = c1 e d = d1. Este conjunto e´ denotado por Quat.
Na˜o e´ dif´ıcil verificar que i2 = j2 = k2 = −1 e que
i · j = k, j · k = i e k · i = j;
j · i = −k, k · j = −i e i · k = −j.
Sejam a, b, c, d, a1, b1, c1, d1 ∈ R. Enta˜o as operac¸o˜es em Quat sa˜o definidas
por:
(a+bi+cj+dk)+(a1+b1i+c1j+d1k) = (a+a1)+(b+b1)i+(c+c1)j+(d+d1)k,
(a + bi + cj + dk) · (a1 + b1i + c1j + d1k) = (aa1 − bb1 − cc1 − dd1) + (ab1 +
ba1 + cd1 − dc1)i+ (ac1 + ca1 + db1 − bd1)j + (ad1 + da1 + bc1 − cb1)k.
Identificamos assim o anel (R4,+, ·) com o anel (Quat,+, ·), onde 0 =
0 + 0i+ 0j + 0k e 1 = 1 + 0i+ 0j + 0k sa˜o o elemento neutro e a unidade de
(Quat,+, ·), respectivamente.
No anel (Quat,+, ·) existem infinitas soluc¸o˜es para a equac¸a˜o x2 = −1.
De fato, seja x = a+ bi+ cj + dk. Enta˜o x2 = (a2 − b2 − c2 − d2 + 2abi+
2acj + 2adk) = −1. Logo,
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
a2 − b2 − c2 − d2 = −1
2ab = 0
2ac = 0
2ad = 0
Se a 6= 0 enta˜o b = c = d = 0. Logo, a2 = −1 e esta equac¸a˜o na˜o tem
soluc¸a˜o em R. Assim, a = 0 e portanto, b2 + c2 + d2 = 1 e esta e´ a equac¸a˜o
de uma esfera em R3 que e´ satisfeita por infinitas triplas.
Definic¸a˜o 1.5. Sejam (A,+, ·) um anel e B um subconjunto na˜o-vazio de A.
Dizemos que B e´ um subanel de A se
(i) B e´ fechado para as operac¸o˜es do anel A, isto e´, para quaisquer a, b ∈ B
a+ b ∈ B e ab ∈ B;
(ii) B com as operac¸o˜es de A e´ um anel.
A seguir apresentamos um crite´rio para que um subconjunto de um anel
seja um subanel.
Proposic¸a˜o 1.6. Sejam A um anel e B um subconjunto de A. Enta˜o B e´ um
subanel de A se, e somente se, sa˜o va´lidas as seguintes condic¸o˜es:
(i) 0 ∈ B;
(ii) x, y ∈ B, x− y ∈ B;
(iii) x, y ∈ B, xy ∈ B.
Demonstrac¸a˜o: (⇒) Se B e´ um subanel enta˜o por definic¸a˜o temos as condi-
c¸o˜es (i), (ii) e (iii).
(⇐) Sejam x, y ∈ B. Como 0 ∈ B enta˜o 0 − y = −y ∈ B. Assim,
x− (−y) = x+ y ∈ B. Por (iii), xy ∈ B. Logo, B e´ fechado para as operac¸o˜es
do anel A.
Como as propriedades associativa, comutativa e distributiva sa˜o heredita´-
rias segue que B com as operac¸o˜es de A e´ um anel e isto termina a demons-
trac¸a˜o.
Exemplo 1.7. Considerando as operac¸o˜es usuais: Z e´ um subanel de Q, R
e C; Q e´ um subanel de R e C; R e´ um subanel de C e C e´ um subanel de
Quat.
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Lembrando que i2 = j2 = k2 = −1, temos treˆs co´pias de C em Quat, isto
e´, {a+bi+0j+0k, a, b ∈ R}, {a+0i+cj+0k, a, c ∈ R} e {a+0i+0j+dk, a, d ∈
R}.
Exemplo 1.8. Considerando o anel A = =(R) do Exemplo 1.2. Seja B =
{f ∈ A : f(1) = 0}. Enta˜o B e´ subanel de A. De fato, e´ claro que a
func¸a˜o nula pertence a B. Dados f, g ∈ B, temos que f − g ∈ B, pois
(f − g)(1) = f(1)− g(1) = 0 e fg ∈ B, pois (fg)(1) = f(1)g(1) = 0.
Logo, B e´ subanel de A.
Exemplo 1.9. Sejam A um anel e a ∈ A. Enta˜o B = {x ∈ A : xa = ax}
e´ subanel de A, chamado centro de A. De fato, e´ claro que 0 ∈ B. Sejam
x, y ∈ B. Enta˜o x− y ∈ B, pois (x− y)a = xa− ya = ax− ay = a(x− y) e
xy ∈ B, pois (xy)a = x(ya) = x(ay) = (xa)y = (ax)y = a(xy).
Logo, B e´ subanel de A.
1.2 Ideais
Esta classe de subane´is tem muita relevaˆncia no estudo da teoria de ane´is
em geral. Em nosso trabalho, mais especificamente no cap´ıtulo 3, vemos a
relac¸a˜o dos ideais com os elementos irredut´ıves de um domı´nio de integridade.
Definic¸a˜o 1.10. Seja A um anel. Um subconjunto I de A e´ dito um ideal de
A se:
(i) 0 ∈ I;
(ii) ∀ x, y ∈ I, x+ y ∈ I;
(iii) ∀ x ∈ I, −x ∈ I;
(iv) Dados a ∈ A e x ∈ I, ax ∈ I e xa ∈ I.
Equivalentemente, podemos substituir (i), (ii), (iii) por
(i)
′ I 6= ∅;
(ii)
′ ∀ x, y ∈ I, x− y ∈ I;
e a propriedade (iv) permanece.
De fato, se I 6= ∅ enta˜o existe z ∈ I. Por (ii)′ , z − z = 0 ∈ I. Seja x ∈ I.
Como 0 ∈ I, 0 − x = −x ∈ I, por (ii)′ e isto implica (iii). Dados x, y ∈ I,
temos que −y ∈ I e portanto, x− (−y) = x+ y ∈ I e segue (ii).
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Temos tambe´m que (i), (ii) e (iii) implicam obviamente (i)
′
e (ii)
′
.
Se A e´ um anel comutativo enta˜o a propriedade (iv) e´ escrita como ax ∈ A,
para todo a ∈ A e para todo x ∈ I.
Exemplo 1.11. Seja A um anel. Enta˜o {0A} e o anel A sa˜o ideais de A,
chamados ideais triviais de A.
Exemplo 1.12. Dado um inteiro n, os subconjuntos nZ = {0,±n,± 2n, · · ·}
de Z sa˜o ideais de Z. De fato, obviamente nZ na˜o e´ vazio. Sejam x, y ∈ nZ.
Enta˜o existem r, s ∈ Z tais que x = rn e y = sn. Logo, x − y = rn − sn =
(r − s)n = n(r − s) ∈ nZ. Sejam a ∈ Z e x ∈ nZ. Enta˜o existe t ∈ Z tal que
x = nt. Assim, xa = ax = a(nt) = (an)t = (na)t = n(at) ∈ nZ.
Agora um exemplo de ideais no anel A = =[0, 1] das func¸o˜es cont´ınuas de
[0, 1] em R com as operac¸o˜es + e · definidas no Exemplo 1.2.
Exemplo 1.13. Seja b ∈ [0, 1] fixo. Consideramos I = {f ∈ A : f(b) = 0}.
Afirmamos que I e´ um ideal de A. De fato, I 6= ∅, pois a func¸a˜o nula pertence
a I. Sejam h ∈ A e f, g ∈ I. Enta˜o (f − g)(b) = f(b) − g(b) = 0 e portanto,
f − g ∈ I. Ale´m disso, (hf)(b) = (fh)(b) = f(b)h(b) = 0 e da´ı, fh = hf ∈ I.
Donde segue que I e´ um ideal de A.
Quando trabalhamos com ane´is na˜o-comutativos podemos estender a noc¸a˜o
de ideal, definindo ideais a` esquerda e a` direita.
Sejam A um anel e I um subanel de A. Dizemos que I e´ um ideal a` esquerda
de A se para quaisquer a ∈ A e x ∈ I, ax ∈ I (ou AI ⊆ I). Analogamente, se
para quaisquer a ∈ A e x ∈ I, xa ∈ I (ou IA ⊆ I) dizemos que I e´ um ideal a`
direita de A. Se I e´ um ideal a` direita e a` esquerda de A, enta˜o I e´ dito um
ideal de A.
Notamos que se I e´ ideal enta˜o I e´ ideal a` esquerda e a` direita. No entanto,
I pode ser ideal a` esquerda ou a` direita e na˜o ser um ideal, como mostramos
abaixo.
Exemplo 1.14. Seja A = M2(R), o anel das matrizes de ordem 2 com en-
tradas reais. Sejam I e J definidos como segue
I =
{(
a 0
b 0
)
: a, b ∈ R
}
e J =
{(
a b
0 0
)
: a, b ∈ R
}
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Enta˜o I e´ um ideal a` esquerda de A e J e´ um ideal a` direita de A mas
nenhum dos dois e´ um ideal de A.
E´ fa´cil ver que I e J sa˜o subane´is de A. Mostramos enta˜o que I e J sa˜o,
respectivamente, ideais a` esquerda e a` direita de A. De fato, sejam
A =
(
x y
z w
)
∈ A e B =
(
a 0
b 0
)
∈ I. Enta˜o
AB =
(
xa+ yb 0
za+ wb 0
)
∈ I. Logo, I e´ um ideal a` esquerda de A.
Mas, por exemplo, tomando os elementos
A =
(
1 −2
−1 0
)
∈ A e B =
(
2 0
3 0
)
∈ I, vemos que BA /∈ I. Portanto,
I na˜o e´ um ideal a` direita de A e obviamente na˜o e´ um ideal de A.
Agora verificamos que J e´ um ideal a` direita de A, mas na˜o e´ um ideal de
A. De fato, sejam
A =
(
x y
z w
)
∈ A e C =
(
a b
0 0
)
∈ J. Enta˜o
CA =
(
ax+ bz ay + bw
0 0
)
∈ J e portanto J e´ um ideal a` direita de A.
Tomando os elementos
A =
(
2 3
−1 6
)
∈ A e C =
(
−1 1
0 0
)
∈ J, vemos que AC /∈ J. Portanto,
J na˜o e´ um ideal a` esquerda de A e obviamente na˜o e´ um ideal de A.
Estudamos abaixo ideais que sa˜o finitamente gerados, ideais obtidos de
uma intersec¸a˜o arbitra´ria de outros ideais de um anel e ideais obtidos de uma
unia˜o de ideais encaixados de um anel.
Proposic¸a˜o 1.15. Sejam A um anel comutativo e x1, x2, · · ·, xn ∈ A. Consi-
deramos o conjunto I = Ax1+Ax2+ · · ·+Axn = {a1x1+ a2x2+ · · ·+ anxn :
ai ∈ A}. Enta˜o I e´ um ideal de A.
Demonstrac¸a˜o: I e´ claramente na˜o-vazio. Sejam x, y ∈ I. Enta˜o, temos
que x = a1x1 + · · ·+ anxn e y = b1x1 + · · ·+ bnxn.
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Logo, x− y = (a1 − b1)x1 + · · ·+ (an − bn)xn ∈ I. Para todo c ∈ A temos
que xc = cx = ca1x1 + · · ·+ canxn ∈ I. Portanto, I e´ um ideal de A.
Esse ideal e´ dito o ideal gerado por x1, x2, · · ·, xn e denotamos por I =
(x1, x2, · · ·, xn). No caso em que I = (x) = {ax : a ∈ A}, isto e´, I e´ gerado
por apenas um elemento x ∈ A, I e´ dito um ideal principal de A.
Por exemplo, 2Z e´ um ideal principal de Z gerado pelo elemento 2. Na ver-
dade, Z e´ um domı´nio de ideais principais, isto e´, todo ideal de Z e´ principal.
Este fato e´ mostrado no Cap´ıtulo 3.
Se A e´ um anel na˜o comutativo enta˜o o conjunto I definido acima e´ apenas
um ideal a` esquerda de A.
Proposic¸a˜o 1.16. Seja A um anel qualquer. Sejam I e J ideais de A. Enta˜o
I ∩ J e´ um ideal de A.
Demonstrac¸a˜o: Claramente, I ∩ J e´ na˜o-vazio, pois 0 ∈ I ∩ J. Sejam x, y ∈
I∩J. Enta˜o x, y ∈ I e x, y ∈ J. Logo, x−y ∈ I e x−y ∈ J e da´ı, x−y ∈ I∩J.
Sejam x ∈ I∩J e a ∈ A. Como I e J sa˜o ideais, temos que ax ∈ I e ax ∈ J
e tambe´m que xa ∈ I e xa ∈ J. Logo, ax ∈ I ∩ J e xa ∈ I ∩ J.
A proposic¸a˜o acima pode ser estendida para uma famı´lia qualquer de
ideais de um anel A.
Proposic¸a˜o 1.17. Sejam A um anel e {Ii}i∈Ω uma famı´lia de ideais de A,
onde Ω e´ um conjunto de ı´ndices qualquer. Enta˜o
⋂
i∈Ω
Ii e´ um ideal de A.
Proposic¸a˜o 1.18. Sejam A um anel e {In}n∈N uma famı´lia de ideais de um
anel A. Se I0 ⊆ I1 ⊆ · · · ⊆ In · ·· ⊆ · · · enta˜o I =
⋃
i∈N
Ii e´ um ideal de A.
Demonstrac¸a˜o: Claramente I e´ na˜o-vazio, pois 0 ∈ I0 por exemplo. Sejam
x e y elementos de I. Enta˜o existem r, s ∈ N tais que x ∈ Ir e y ∈ Is.
Podemos supor, sem perda de generalidade, que r ≤ s. Assim x ∈ Is, pois
x ∈ Ir ⊆ Is. Sendo Is um ideal segue que x− y ∈ Is. Logo, x− y ∈ I.
Sejam x ∈ I e y ∈ A. Enta˜o x ∈ Ij, para algum j ∈ N. Sendo Ij um ideal
de A segue que xy ∈ Ij e yx ∈ Ij. Donde, xy ∈ I e yx ∈ I.
Observac¸a˜o: E´ importante notarmos que na proposic¸a˜o acima a hipo´tese
Ii ⊆ Ii+1, i ∈ N, e´ essencial. De fato, sejam A = Z, I0 = 3Z e I1 = 5Z. Enta˜o
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I0 ∪ I1 na˜o e´ um ideal de Z, pois 3 + 5 = 8 na˜o pertence a unia˜o de I0 e I1.
Assim, obte´m-se que a unia˜o arbitra´ria de ideais nem sempre e´ um ideal.
Definic¸a˜o 1.19. Seja M um ideal de um anel comutativo A. M e´ dito um
ideal maximal se
(i) M 6= A;
(ii) Se I e´ um ideal de A tal que M ⊆ I ⊆ A, enta˜o I =M ou I = A.
Para provar o teorema abaixo, usamos o fato de que todo ideal de Z e´
principal, embora este seja provado apenas no Cap´ıtulo 3.
Teorema 1.20. Seja p ∈ Z. Enta˜o pZ e´ um ideal maximal de Z se, e somente
se, p e´ um nu´mero primo, isto e´, os u´nicos divisores de p em Z sa˜o ± 1 e
± p.
Demonstrac¸a˜o: Suponhamos que p seja um nu´mero primo. Claramente,
pZ 6= Z. Seja I um ideal de Z tal que pZ ⊆ I ⊆ Z. Temos que I = (n), pois
Z e´ principal e como p ∈ I, segue que p = nq, para algum q ∈ Z. Portanto
n divide p e sendo p primo, vem que n = ± 1 ou n = ± p. Assim, I = Z ou
I = pZ. Logo, pZ e´ um ideal maximal.
Reciprocamente, temos que pZ 6= Z e portanto, p 6= ± 1. Suponhamos
n ∈ Z tal que n divide p. Logo, p ∈ (n). Sendo pZ maximal, segue que
(n) = pZ ou (n) = Z. Logo, n = ± p ou n = ± 1.
Exemplo 1.21. Sa˜o exemplos de ideais maximais em Z : 2Z, 3Z, 11Z, etc.
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Cap´ıtulo 2
Domı´nios de Integridade
Neste cap´ıtulo apresentamos definic¸o˜es e propriedades importantes de um
domı´nio de integridade.
Na u´ltima sec¸a˜o desse cap´ıtulo estudamos os ane´is quadra´ticos, que sa˜o
exemplos importantes de domı´nios de integridade. Estes ane´is sa˜o interessan-
tes, pois neles conseguimos exemplos onde nem sempre existe ma´ximo divisor
comum de dois de seus elementos, exemplos de elementos irredut´ıveis que na˜o
sa˜o primos, etc.
Em todo este cap´ıtulo, A e´ um domı´nio de integridade.
2.1 Divisibilidade em um Domı´nio de Integri-
dade
Definic¸a˜o 2.1. Sejam a e b elementos de A. Dizemos que a divide b se existe
c em A tal que b = ac.
Usamos a notac¸a˜o a|b para indicar que a divide b ou b e´ divis´ıvel por a.
Proposic¸a˜o 2.2. A relac¸a˜o de divisibilidade definida acima goza das seguin-
tes propriedades:
(i) Reflexiva: De fato, como A possui elemento unidade 1, basta notar que
a = a 1, isto e´, a|a.
(ii) Transitiva: Suponhamos que a|b e b|c. Enta˜o existem d e d′ em A tais
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que b = ad e c = bd
′
. Logo, c = a(dd
′
), isto e´, a|c.
(iii) Se a|b e a|c enta˜o a|(bx + cy) para quaisquer x, y ∈ A. De fato, existem
d e d
′
em A tais que b = ad e c = ad′ . Para quaisquer x, y ∈ A temos que
bx = adx e cy = ad
′
y. Portanto, bx+ cy = a(dx+ d
′
y), ou seja, a|(bx+ cy).
Em particular, se a|b e a|c enta˜o a|(b± c) e a|bx para todo x ∈ A.
(iv) Se a|b, enta˜o ac|bc. De fato, existe d ∈ A tal que b = ad. Assim,
bc = adc = (ac)d. Logo, ac|bc.
Corola´rio 2.3. Sejam a, b e c ∈ A, com c 6= 0. Enta˜o a|b se, e somente se,
ac|bc.
Definic¸a˜o 2.4. Sejam a e b elementos de A. Dizemos que a e´ associado de
b se, e somente se, a|b e b|a.
Usamos a notac¸a˜o a ∼ b para indicar que a e´ associado de b.
A relac¸a˜o ∼ definida acima e´ uma relac¸a˜o de equivaleˆncia. De fato, sejam
a, b, c ∈ A. E´ claro que ∼ e´ reflexiva, pois a|a. A propriedade sime´trica e´
facilmente verificada. Suponhamos que a ∼ b e que b ∼ c. Enta˜o a|b e b|a e
b|c e c|b. Como a divisibilidade e´ transitiva, veja a propriedade (ii) anterior,
segue que a|c e c|a, isto e´, a ∼ c.
Definic¸a˜o 2.5. Um elemento a ∈ A e´ dito invert´ıvel em A se existe b ∈ A
tal que ab = ba = 1.
O conjunto de todos os elementos invert´ıveis de A e´ denotado por U(A).
Exemplo 2.6. Dois elementos na˜o-nulos quaisquer de um corpo qualquer K
sa˜o associados.
De fato, sejam a e b elementos na˜o-nulos de K. Como U(K) = K∗, temos
que existe b−1 ∈ K tal que bb−1 = 1. Assim, a = b(b−1a) e portanto, b|a.
Analogamente a|b. Logo, a e b sa˜o associados em K.
Exemplo 2.7. Dois nu´meros inteiros a e b sa˜o associados se, e somente se,
a = b ou a = −b.
De fato, no anel Z, os u´nicos elementos invert´ıveis sa˜o ± 1. Sejam a, b ∈ Z
tais que a|b e b|a. Enta˜o existem c, c′ ∈ Z tais que b = ac e a = bc′ . Logo,
b = bc
′
c o que implica c
′
c = 1. Logo, c = c
′
= ± 1. Assim, a = b ou a = −b.
A afirmac¸a˜o contra´ria e´ o´bvia.
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Proposic¸a˜o 2.8. Sejam a e b elementos quaisquer de A. Enta˜o sa˜o equiva-
lentes as seguintes afirmac¸o˜es:
(i) a ∼ b;
(ii) (a) = (b);
(iii) Existe um elemento invert´ıvel u ∈ A tal que b = au.
Demonstrac¸a˜o: (i) ⇒ (ii) Como a ∼ b enta˜o a|b e b|a, ou seja, existem d e
d
′
em A tais que b = ad e a = bd′ . Seja x ∈ (a). Enta˜o existe c ∈ A tal que
x = ac. Assim, x = b(d
′
c) e portanto x ∈ (b). Logo, (a) ⊆ (b). Analogamente
mostramos que (b) ⊆ (a).
(ii) ⇒ (iii) Temos que b ∈ (a), enta˜o existe d1 ∈ A tal que b = ad1.
Tambe´m a ∈ (b) e portanto, a = bd2, para algum d2 ∈ A. Assim, a = bd2 =
ad1d2 e isto implica que a(1− d1d2) = 0.
Se a = 0 enta˜o e´ claro que b = 0 e b = 1a.
Se d1d2 = 1 enta˜o d1 e d2 sa˜o elementos invert´ıveis em A e como b = ad1
segue (iii).
(iii) ⇒ (i) Sendo que b = au para algum elemento invert´ıvel u ∈ A, segue
que a|b. Temos que existe u′ ∈ A tal que uu′ = 1. Assim bu′ = auu′ = a, isto
e´, b|a. Portanto, a ∼ b.
Definic¸a˜o 2.9. Dizemos que um elemento p ∈ A e´ primo se, e somente se,
p 6= 0, p na˜o e´ invert´ıvel em A e se p|ab enta˜o p|a ou p|b, para a, b ∈ A.
Proposic¸a˜o 2.10. Se p e´ primo e p|a1a2 · · · an com ai ∈ A e n ≥ 1, enta˜o p
divide pelo menos um dos fatores ai.
Demonstrac¸a˜o: Usamos induc¸a˜o finita. Para n = 1 segue diretamente que
p|a1.
Suponhamos por hipo´tese de induc¸a˜o que para n = k, p|ai para algum
i ∈ {1, 2, · · ·, k}.
Agora admitimos que p|a1a2 · · · akak+1. Pela definic¸a˜o de elemento primo,
temos que p|a1a2 · · ·ak ou p|ak+1. Se p|ak+1 o resultado segue. Se p|a1a2 · · ·ak
enta˜o pela hipo´tese de induc¸a˜o p|ai para algum 1 ≤ i ≤ k e fica provado o
resultado.
Definic¸a˜o 2.11. Dizemos que um elemento p ∈ A e´ irredut´ıvel se, e somente
se, p 6= 0, p /∈ U(A) e se p = ab para a, b ∈ A enta˜o a ∈ U(A) ou b ∈ U(A).
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Proposic¸a˜o 2.12. Todo elemento primo em A e´ irredut´ıvel.
Demonstrac¸a˜o: Seja p ∈ A um elemento primo. Enta˜o p 6= 0 e p na˜o e´
invert´ıvel.
Sejam a, b ∈ A tais que p = ab. Enta˜o p|a ou p|b, pois p e´ primo. Suponha-
mos que p|a, enta˜o existe c ∈ A tal que a = pc. Logo, p = pcb e isto implica
que cb = 1, pois p 6= 0. Logo, b e´ invert´ıvel em A. Analogamente, se p|b enta˜o
a e´ invert´ıvel em A.
2.2 Ma´ximo Divisor Comum
Definic¸a˜o 2.13. Dizemos que um elemento d ∈ A e´ ma´ximo divisor comum
dos elementos a, b ∈ A se
(i) d|a e d|b;
(ii) Se d1 ∈ A e´ tal que d1|a e d1|b enta˜o d1|d.
Usamos a notac¸a˜o mdc(a, b) = d para indicar que d e´ um ma´ximo divisor
comum de a e b.
Proposic¸a˜o 2.14. Se d = mdc(a, b) enta˜o um elemento d1 ∈ A tambe´m e´
um ma´ximo divisor comum de a e b se, e somente se, d1 ∼ d.
Demonstrac¸a˜o: (⇒) De fato, temos que d = mdc(a, b) e por hipo´tese d1 e´
um ma´ximo divisor comum de a e b. Pela definic¸a˜o, e´ imediato que d1|d e
d|d1. Logo d1 ∼ d.
(⇐) Seja d1 ∈ A um associado de d. Enta˜o d1|d e d|d1 e sendo d =
mdc(a, b), segue que d|a e d|b. Logo d1|a e d1|b, devido a` transitividade da
divisibilidade. Suponhamos que exista d2 ∈ A tal que d2|a e d2|b. Pela
definic¸a˜o de ma´ximo divisor comum, d2|d e como d|d1, vem que d2|d1. Logo,
d1 e´ um ma´ximo divisor comum de a e b.
Observamos enta˜o que o ma´ximo divisor comum de dois elementos de A,
caso exista, na˜o e´ em geral determinado de modo u´nico. No caso do anel dos
inteiros por exemplo, pedimos que o ma´ximo divisor comum seja positivo.
Sejam a, b ∈ A. Dizemos que a e b sa˜o primos entre si se a unidade de A
e´ um ma´ximo divisor comum desses elementos.
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2.3 Ane´is Quadra´ticos
Os ane´is quadra´ticos desempenham um papel importante em nosso tra-
balho, pois sa˜o domı´nios de integridade onde encontramos exemplos interes-
santes.
Seja n 6= 1 um nu´mero inteiro livre de quadrados, ou seja, n na˜o e´ divis´ıvel
por nenhum quadrado perfeito, salvo o nu´mero 1.
Indicamos por Z[
√
n ] o seguinte subconjunto de C :
Z[
√
n ] = {a+ b√n : a, b ∈ Z}.
Para cada n nas condic¸o˜es acima, Z[
√
n ] e´ um subanel de C, onde para
cada α = a+ b
√
n e β = c+ d
√
n com a, b, c, d ∈ Z, temos que
α+ β = (a+ b
√
n) + (c+ d
√
n) = (a+ c) + (b+ d)
√
n ;
αβ = (a+ b
√
n)(c+ d
√
n) = (ac+ bdn) + (ad+ bc)
√
n.
Obviamente, Z[
√
n ] e´ um anel com essas operac¸o˜es e e´ um domı´no de
integridade, pois e´ um subanel de C. Para cada n, Z[
√
n ] e´ chamado anel
quadra´tico.
No caso em que n = −1, o anel Z[√−1 ] e´ chamado anel dos inteiros de
Gauss.
Ale´m disso, α = a+ b
√
n e β = c+d
√
n ∈ Z[√n ] sa˜o iguais se, e somente
se, a = c e b = d.
Seja α = a+ b
√
n ∈ Z[√n ]. A norma de α, indicada por N(α), e´ definida
do seguinte modo:
N(α) = a2 − b2n.
Obviamente, N(α) ∈ Z.
Proposic¸a˜o 2.15. Sejam α = a+ b
√
n, β = c+d
√
n ∈ Z[√n ]. Enta˜o valem
as seguintes propriedades:
(i) N(α) = 0 se, e somente se, α = 0.
(ii) N(αβ) = N(α)N(β).
(iii) N(1) = 1.
(iv) N(α) = ± 1 se, e somente se, α e´ invert´ıvel em Z[√n ].
(v) Se N(α) e´ um nu´mero primo enta˜o α e´ irredut´ıvel em Z[
√
n ].
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Demonstrac¸a˜o: (i) N(α) = 0 ⇔ a2 − b2n = 0 ⇔ a2 = b2n ⇔ a = b = 0 ⇔
α = 0.
(ii) Temos que αβ = (ac+ bdn) + (ad+ bc)
√
n. Logo,
N(αβ) = (ac+ bdn)2 − (ad+ bc)2n = a2(c2 − d2n)− b2n(c2 − d2n)
= (a2 − b2n)(c2 − d2n) = N(α)N(β).
(iii) E´ o´bvio.
(iv) (⇒) Suponhamos N(α) = a2− b2n = 1. Como (a+ b√n)(a− b√n) =
N(α), segue que α|1. Logo, α e´ invert´ıvel em Z[√n ]. O mesmo seN(α) = −1.
(⇐) Suponhamos α invert´ıvel em Z[√n ]. Enta˜o existe β ∈ Z[√n ] tal
que αβ = 1 e isto implica que N(α)N(β) = N(αβ) = 1. Logo, N(α)|1 (em
Z) e portanto, N(α) = ± 1.
(v) Sendo N(α) = p, onde p e´ um nu´mero primo, enta˜o α 6= 0 e α
na˜o e´ invert´ıvel. Suponhamos que α = βγ, onde β e γ ∈ Z[√n ]. Enta˜o
p = N(β)N(γ). Logo, N(β) = ±1 ou N(γ) = ±1 e isto nos diz que β e´
invert´ıvel ou γ e´ invert´ıvel. Portanto, α e´ irredut´ıvel em Z[
√
n ].
Exemplo 2.16. Considerando Z[
√−1 ] o anel dos inteiros de Gauss, temos
que U(Z[
√−1 ]) = {± 1,±√−1}.
De fato, seja α = a + b
√−1 um elemento invert´ıvel em Z[√−1 ]. Pela
propriedade (iv) da Proposic¸a˜o 2.15, N(α) = a2 + b2 = 1. Em Z, podem
ocorrer as possibilidades:
(i) a2 = 1 e b = 0 e isto implica que α = ± 1;
(ii) a = 0 e b2 = 1, ou seja, α = ±√−1.
Portanto, U(Z[
√−1 ]) = {± 1,±√−1}.
A rec´ıproca da Proposic¸a˜o 2.12 e´ falsa, vemos um exemplo disso abaixo.
Exemplo 2.17. Seja o anel quadra´tico Z[
√−11 ]. Vamos mostrar que
U(Z[
√−11 ]) = {± 1} e que 3 e´ irredut´ıvel neste anel, mas na˜o e´ primo.
Seja α = a+b
√−11 ∈ Z[√−11 ] um elemento invert´ıvel. Pela propriedade
(iv) da norma, temos que N(α) = a2 + 11b2 = 1. Como a e b sa˜o inteiros
temos a = ± 1 e b = 0. Logo, os u´nicos elementos invert´ıveis de Z[√−11 ]
sa˜o {± 1}.
Verificamos agora que 3 e´ irredut´ıvel.
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Suponhamos 3 = (a + b
√−11)(c + d√−11), a, b, c, d ∈ Z. Aplicando a
norma temos que 9 = (a2+11b2)(c2+11d2). Em Z temos apenas as possibili-
dades:
(i) a2 + 11b2 = 3 e c2 + 11d2 = 3;
(ii) a2 + 11b2 = 1 e c2 + 11d2 = 9.
A possibilidade (i) e´ claramente imposs´ıvel em Z. A segunda possibilidade
e´ poss´ıvel e, neste caso, a2 + 11b2 = 1 e c2 + 11d2 = 9 ou vice-versa.
Se a2 + 11b2 = 1 enta˜o a + b
√−11 e´ invert´ıvel e se a2 + 11b2 = 9 enta˜o
c2 + 11d2 = 1 e assim, c+ d
√−11 e´ invert´ıvel. Donde 3 e´ irredut´ıvel em A.
Verificamos que 3 na˜o e´ primo em Z[
√−11 ].
Temos que 3|(2 +√−11)(2−√−11), pois (2 +√−11)(2−√−11) = 15,
mas 3 na˜o divide (2+
√−11) e 3 na˜o divide 2−√−11. De fato, supondo que
3 divida 2+
√−11 enta˜o 2+√−11 = 3(a+b√−11) para alguns a, b ∈ Z e isto
implica que 3a = 2 e 3b = 1, o que e´ um absurdo. Analogamente, mostramos
que 3 na˜o divide 2−√−11 em Z[√−11 ]. Logo, 3 na˜o e´ primo em Z[√−11 ].
Apresentamos agora um exemplo onde calculamos um ma´ximo divisor
comum e outro onde mostramos que nem sempre e´ poss´ıvel obter ma´ximo
divisor comum num anel quadra´tico.
Exemplo 2.18. O nu´mero 1 e´ um ma´ximo divisor comum de 2 e 1 + 2
√−1
em Z[
√−1 ].
De fato, como N(1 + 2
√−1) = 5, segue de (v) da Proposic¸a˜o 2.15 que
1 + 2
√−1 e´ irredut´ıvel em Z[√−1 ]. Logo, se 1 + 2√−1 = (a + b√−1)(c +
d
√−1) enta˜o a+ b√−1 ∈ U(Z[√−1 ]) ou c+ d√−1 ∈ U(Z[√−1 ]).
Sabemos do Exemplo 2.16 que U(Z[
√−1 ]) = {± 1,±√−1}. Portanto,
quando a + b
√−1 = ± 1 teremos que c + d√−1 = ± (1 + 2√−1). No outro
caso, isto e´, se a+ b
√−1 = ±√−1 enta˜o c+ d√−1 = ± 2∓ √−1.
Logo, {± 1,±√−1,± (1+2√−1),± 2∓√−1} sa˜o os divisores de 1+2√−1
em Z[
√−1 ].
Na˜o e´ dif´ıcil ver que {± 1,±√−1,± 2,± 2√−1,± (1+√−1),± 1∓ √−1}
sa˜o os divisores de 2 em Z[
√−1 ], pois se 2 = αβ, onde α, β ∈ Z[√−1 ] enta˜o
N(α)N(β) = 4, podendo ocorrer N(α) = 1 e N(β) = 4 (e vice-versa) e
N(α) = 2 e N(β) = 2.
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Logo, o conjunto dos divisores comuns de 2 e 1 + 2
√−1 em Z[√−1 ] e´
exatamente U(Z[
√−1 ]). Claramente 1 satisfaz a condic¸a˜o (ii) da definic¸a˜o
de ma´ximo divisor comum. Portanto, 1 e´ um mdc(2, 1 + 2
√−1) indicando
que eles sa˜o relativamente primos entre si.
Exemplo 2.19. Consideramos o anel quadra´tico Z[
√−5 ], os elementos 9 e
6 + 3
√−5 na˜o admitem ma´ximo divisor comum neste anel.
Primeiramente achamos os divisores de 9 em Z[
√−5 ]. Suponhamos que
9 = αβ, com α = a + b
√−5 e β = c + d√−5 ∈ Z[√−5 ]. Enta˜o, 81 =
N(α)N(β). Temos as seguintes possibilidades:
(i) N(α) = 1 e N(β) = 81 (e vice-versa).
Temos N(α) = a2 + 5b2 = 1 e N(β) = c2 + 5d2 = 81. Neste caso, α = ± 1
e β = ±1± 4√−5 ou β = ±6± 3√−5 ou β = ±9. Como αβ = 9 segue que
α = 1 e β = 9 ou α = −1 e β = −9.
(ii) N(α) = 3 e N(β) = 27 (e vice-versa).
A equac¸a˜o N(α) = a2 + 5b2 = 3 claramente na˜o possui soluc¸o˜es inteiras.
Logo, esta possibilidade na˜o ocorre.
(iii) N(α) = 9 e N(β) = 9.
Temos que N(α) = a2 + 5b2 = 9 e N(β) = c2 + 5d2 = 9. Enta˜o α = ± 3
ou α = ± 2 ± √−5. O mesmo para β. Como αβ = 9 segue que α = β = 3
ou α = β = −3 ou α = 2 + √−5 e β = 2 − √−5 ou α = −2 − √−5 e
β = −2 +√−5.
De (i), (ii) e (iii) conclu´ımos que os divisores de 9 em Z[
√−5 ] sa˜o
{±1,±3,±9,±2±√−5}.
Agora observando que N(6 + 3
√−5) = 81 e usando o mesmo racioc´ınio
acima obtemos que {±1,±3,±(6 + 3√−5),±(2 +√−5)} sa˜o os divisores de
6 + 3
√−5 em Z[√−5 ].
Logo, {± 1,± 3, 2 + √−5,−2 − √−5} sa˜o os divisores comuns de 9 e
6 + 3
√−5 em Z[√−5 ].
A condic¸a˜o (ii) da definic¸a˜o de ma´ximo divisor comum falha para os di-
visores comuns acima. De fato, e´ claro que 3 na˜o divide ± 1, 2 + √−5 e
−2 −√−5 em Z[√−5 ], assim como, por exemplo, 2 +√−5 na˜o divide ± 3
neste anel. Conclu´ımos enta˜o que 9 e 6+3
√−5 na˜o admitem ma´ximo divisor
comum em Z[
√−5 ].
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Cap´ıtulo 3
Ane´is Fatoriais
Neste cap´ıtulo, estudamos os ane´is principais e fatoriais. Seguem alguns
resultados importantes, como por exemplo, todo anel principal e´ fatorial,
mas na˜o reciprocamente. Inclu´ımos tambe´m um exemplo de um domı´nio de
integridade que na˜o e´ fatorial.
Em todo este cap´ıtulo, A e´ um domı´nio de integridade.
3.1 Ane´is Principais
No Cap´ıtulo 1, vimos que um ideal I de um anel A e´ principal se I e´ gerado
por um elemento deste anel, isto e´, se existe a ∈ A tal que I = (a).
Definic¸a˜o 3.1. Um anel A e´ dito principal se todos os ideais de A sa˜o prin-
cipais.
Teorema 3.2. (Z e´ um domı´nio principal). Todo ideal de Z e´ principal.
Demonstrac¸a˜o: Seja I um ideal de Z. Se I = {0} enta˜o I e´ um ideal
principal de Z gerado por 0.
Suponhamos que I 6= {0}. Enta˜o existe a ∈ I tal que a 6= 0 da´ı, −a ∈ I,
isto e´, I possui um inteiro positivo. Logo, podemos destacar em I um conjunto
na˜o-vazio de inteiros positivos. Pelo princ´ıpio da boa ordenac¸a˜o (veja [2],
Cap´ıtulo II, § 2) existe d ∈ I, tal que d e´ o menor inteiro positivo em I.
Mostramos que I = (d).
E´ claro que (d) ⊂ I, pois d ∈ I. Resta ver a outra inclusa˜o.
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Seja x ∈ I. Enta˜o |x| ∈ I, pois I e´ um ideal. Pelo algoritmo da divisa˜o,
existem q, r ∈ Z tais que |x| = qd + r, onde 0 ≤ r < d. Portanto, 0 ≤
|x| − qd < d. Sendo que |x| e qd ∈ I, segue que r ∈ I e consequ¨entemente
r = 0, pois caso contra´rio teremos uma contradic¸a˜o com a minimalidade de
d.
Logo, |x| = qd ∈ (d), seguindo enta˜o que I = (d).
Proposic¸a˜o 3.3. Todo elemento irredut´ıvel de um anel principal A e´ primo.
Demonstrac¸a˜o: Seja p um elemento irredut´ıvel do anel A. Assim, p 6= 0 e
p na˜o e´ invert´ıvel.
Suponhamos que p|ab, com a, b ∈ A. Seja I = (p, a) o ideal de A gerado
por p e a. Como I e´ principal, pois A e´ principal, enta˜o existe d ∈ A tal que
I = (p, a) = (d). Assim, p = dc para algum c ∈ A e sendo que p e´ irredut´ıvel
segue que d ∈ U(A) ou c ∈ U(A).
Suponhamos que d ∈ U(A). Enta˜o existe d′ ∈ A tal que dd′ = 1. Como
d ∈ I, existem x0, y0 ∈ A tais que d = px0+ay0. Logo, 1 = dd′ = px0d′+ay0d′ .
Multiplicando por b ambos os membros da igualdade temos que b = (pb)x0d
′
+
(ab)y0d
′
. Como p|pb e p|ab segue que p|(pb)x0d′ + (ab)y0d′ , isto e´, p|b.
Considerando o caso em que c ∈ U(A), segue facilmente que p|a.
Logo, p e´ primo.
Exemplo 3.4. No anel Z dos nu´meros inteiros temos U(Z) = {± 1}. Logo,
um nu´mero inteiro p, p 6= 0 e p 6= ± 1, e´ irredut´ıvel se, e somente se, os u´nicos
divisores de p sa˜o ± 1 e ± p. Donde, p e´ irredut´ıvel se, e somente se, p e´
primo.
Proposic¸a˜o 3.5. Um elemento p 6= 0 do anel principal A e´ irredut´ıvel (ou
primo) se, e somente se, o ideal (p) e´ maximal.
Demonstrac¸a˜o: (⇒) Seja I um ideal de A tal que (p) ⊆ I ⊆ A. Temos que
I = (a) para algum a ∈ A, pois A e´ principal. Como p ∈ I, segue que p = aq
para algum q ∈ A. Sendo p irredut´ıvel, enta˜o a ∈ U(A) ou q ∈ U(A).
Se a ∈ U(A) enta˜o I = A. Considerando o caso em que q ∈ U(A) enta˜o
I = (p). Logo, (p) e´ maximal.
(⇐) Seja (p) um ideal maximal de A. Enta˜o (p) 6= A e portanto, p na˜o
e´ invert´ıvel. Suponhamos p = ab, a, b ∈ A. Claramente (p) ⊆ (a). Logo,
(p) = (a) ou (a) = A.
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Se (p) = (a) enta˜o existe r ∈ A tal que a = pr. Assim p = prb e portanto,
rb = 1, pois A e´ domı´nio de integridade e p 6= 0. Logo, b ∈ U(A). Se (a) = A
enta˜o existe s ∈ A tal que 1 = as e claramente a ∈ U(A).
Logo, p e´ um elemento irredut´ıvel (ou primo) em A.
Lema 3.6. Sejam A um anel principal e I0 ⊆ I1 ⊆ I2 ⊆ · · · uma sequeˆncia
de ideais de A. Enta˜o esta sequeˆncia e´ estaciona´ria, ou seja, existe r ∈ N tal
que Ir = Ir+1 = · · ·.
Demonstrac¸a˜o: Consideramos I =
⋃
i∈N
Ii e como I0 ⊆ I1 ⊆ I2 ⊆ · · · temos
que I e´ um ideal de A. Sendo A um anel principal, segue que I = (d) para
algum d ∈ I. Logo, d ∈ Ir para algum r ∈ N e portanto I = (d) ⊆ Ir ⊆ I,
donde I = Ir. Evidentemente, Ir = Ir+1 = · · ·.
Lema 3.7. Sejam A um anel principal e a ∈ A um elemento na˜o-nulo e na˜o
invert´ıvel. Enta˜o a possui um divisor irredut´ıvel em A.
Demonstrac¸a˜o: Seja I0 = (a). Se I0 e´ maximal enta˜o, pela Proposic¸a˜o 3.5,
a e´ irredut´ıvel.
Se I0 na˜o e´ maximal enta˜o existe I1 um ideal de A tal que I0 & I1 & A.
Claramente, I1 = (a1) para algum a1 ∈ A, pois A e´ principal. Novamente, se
I1 e´ maximal enta˜o a1 e´ irredut´ıvel e como a ∈ I1, segue que a1|a.
Se I1 na˜o e´ maximal, enta˜o existe um ideal I2 de A tal que I0 & I1 & I2 & A.
Assim, sucessivamente, obtemos uma sequ¨eˆncia de ideais de A que pelo Lema
3.6 e´ estaciona´ria. Portanto, existe r ∈ N tal que Ir = (ar) e´ maximal e
da´ı, ar e´ irredut´ıvel. Como I0 = (a) ⊆ Ir = (ar), vem que ar|a e segue o
resultado.
Teorema 3.8. Seja A um anel principal. Enta˜o, para todo a ∈ A, na˜o-nulo e
na˜o invert´ıvel, existem p1, p2, ···, pn (n ≥ 1) irredut´ıveis tais que a = p1p2···pn.
Ale´m disso, se a = q1q2 · · · qs, onde cada qj e´ irredut´ıvel para j = 1, 2, · · ·, s,
enta˜o n = s e cada pi e´ associado de algum qj.
Demonstrac¸a˜o: Se a e´ irredut´ıvel enta˜o termina a demonstrac¸a˜o. Suponha-
mos que a na˜o seja irredut´ıvel. Pelo Lema 3.7, existe um elemento irredut´ıvel
p1 ∈ A tal que a = p1a1 para algum a1 ∈ A. E´ claro que a1 na˜o e´ invert´ıvel,
pois a na˜o e´ irredut´ıvel.
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Se a1 e´ irredut´ıvel, termina a demonstrac¸a˜o. Caso contra´rio, existe um
elemento irredut´ıvel p2 ∈ A tal que a1 = p2a2 para algum a2 ∈ A, na˜o
invert´ıvel. Enta˜o a = p1p2a2.
Afirmamos que existe um ı´ndice n ∈ N tal que an = pn e´ irredut´ıvel.
De fato, se tive´ssemos uma sequ¨eˆncia infinita de elementos a1, a2, · · · na˜o
irredut´ıveis, ter´ıamos enta˜o I1 = (a1) & I2 = (a2) & I3 = (a3) & · · · e isto
contradiz o Lema 3.6.
Logo, ∃ n ∈ N tal que a = p1p2 · · · pn, onde cada pi e´ irredut´ıvel para
i = 1, 2, · · ·, n.
Agora, mostramos a unicidade desta decomposic¸a˜o. Suponhamos p1 · · ·pn
= q1q2 · · · qs e isto implica que p1 divide q1 · · · qs. Pela Proposic¸a˜o 3.3, p1 e´
primo e portanto divide um dos fatores, digamos p1|q1. Logo, q1 = u1p1 onde
u1 ∈ U(A) e da´ı, p1 ∼ q1.
Temos enta˜o que p1p2 · · · pn = u1p1q2 · · · qs e por ser A domı´nio de
integridade, segue que p2 · · · pn = u1q2 · · · qs. Repetindo o racioc´ınio, vem que
p2|q2 (reordenando os ı´ndices) e isto implica que q2 = u2p2, onde u2 ∈ U(A)
e da´ı, p2 ∼ q2.
Assim, sucessivamente, resulta que n = s. De fato, sem perda de genera-
lidade, suponhamos s > n. Enta˜o p1p2···pn = q1q2···qnqn+1···qs onde qi = uipi,
i = 1, 2, · · ·, n (por uma reordenac¸a˜o de ı´ndices). Logo, uqn+1qn+2 · · · qs =
qn+1(uqn+2 · · · qs) = 1 onde u = u1u2 · · ·un e isto nos diz que qn+1 e´ invert´ıvel,
absurdo pois qn+1 e´ irredut´ıvel. O mesmo absurdo e´ obtido se considerarmos
n > s. Logo, n = s.
3.2 Ane´is Fatoriais
Definic¸a˜o 3.9. Um domı´nio de integridade A e´ dito um anel fatorial se:
(i) Todo elemento a ∈ A, na˜o-nulo e na˜o invert´ıvel, pode ser escrito como um
produto de elementos irredut´ıveis de A, isto e´, a = p1p2 · · · pn, onde n ≥ 1 e
os pi
′
s sa˜o irredut´ıveis;
(ii) Se a = p1p2 · · · pr e a = q1q2 · · · qs, com pi e qj irredut´ıveis em A, enta˜o
r = s e cada pi e´ associado de algum qj.
Exemplo 3.10. Todo anel principal e´ fatorial, segue do Teorema 3.8.
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Exemplo 3.11. Todo corpo e´ um anel fatorial. De fato, todos os seus elemen-
tos, exceto o zero, sa˜o invert´ıveis. Logo, na˜o ha´ elementos em K que contra-
riam a definic¸a˜o.
Exemplo 3.12. Z e´ um anel fatorial, pois Z e´ um anel principal (veja Teo-
rema 3.2).
Se A e´ um anel fatorial, enta˜o na decomposic¸a˜o em fatores irredut´ıveis de
um elemento a ∈ A, na˜o-nulo e na˜o invert´ıvel, pode ocorrer que alguns pares
de fatores sejam associados.
Podemos ter, por exemplo, dois fatores irredut´ıveis p e q distintos, pore´m
associados. Logo, q = up para u ∈ U(A) e da´ı pq = up2. Repetindo esse
racioc´ınio, a decomposic¸a˜o apresenta-se como a = upα11 p
α2
2 · · · pαrr , sempre
que dois ou mais fatores irredut´ıveis forem associados, u e´ um produto de
invert´ıveis e portanto invert´ıvel, r ≥ 1, α′is sa˜o inteiros positivos e entre estes
p
′
is na˜o ha´ associados.
E´ sempre poss´ıvel decompor dois elementos em fatores irredut´ıveis de um
anel fatorial de maneira que em ambas tenhamos os mesmos fatores irre-
dut´ıveis. Para isso, basta expressar em uma os elementos que na˜o aparecem
na outra (e vice-versa), escrevendo-os com expoente nulo. Assim, se a e b sa˜o
dois elementos de A podemos escreveˆ-los da seguinte forma:
a = upα11 p
α2
2 · · · pαrr e b = vpβ11 pβ22 · · · pβrr ,
onde αi, βi ≥ 0, u e v sa˜o invert´ıveis.
Proposic¸a˜o 3.13. Dois elementos quaisquer a e b, na˜o simultaneamente
nulos, de um anel fatorial A possuem ma´ximo divisor comum.
Demonstrac¸a˜o: Se a = 0 enta˜o b e´ um ma´ximo divisor comum de a e b, o
mesmo para o caso b = 0.
Se a ∈ U(A) enta˜o b = b1 = (ba′)a, onde a′a = 1 e a e´ um ma´ximo divisor
comum de a e b. Se b ∈ U(A) enta˜o, neste caso, b e´ um ma´ximo divisor
comum de a e b.
Caso contra´rio, escrevemos a = upα11 p
α2
2 · · · pαrr e b = vpβ11 pβ22 · · · pβrr .
Tomamos d = pγ11 p
γ2
2 · · · pγrr , onde γi = mı´n{αi, βi}. Afirmamos que d e´ um
ma´ximo divisor comum de a e b. De fato, d|a e d|b, pois γi ≤ αi e γi ≤ βi.
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Suponhamos d
′ ∈ A tal que d′|a e d′|b. Enta˜o d′ = u′pθ11 pθ22 · · · pθrr , onde
θi ≤ αi, βi e u′ ∈ U(A). Logo, θi ≤ mı´n{αi, βi} = γi e da´ı, d′|d.
Proposic¸a˜o 3.14. Seja A um anel fatorial. Enta˜o todo elemento irredut´ıvel
de A e´ primo.
Demonstrac¸a˜o: Seja p ∈ A um elemento irredut´ıvel. Suponhamos que p|ab
para a, b ∈ A. Logo, ab = pq para algum q ∈ A. Decompondo cada um dos
fatores do primeiro membro da equac¸a˜o em fatores irredut´ıveis, segue que p
e´ associado de um desses fatores, pois A e´ fatorial. Se esse for um fator de a,
enta˜o p|a. Caso contra´rio, p|b.
Proposic¸a˜o 3.15. Se a e b sa˜o elementos na˜o simultaneamente nulos de um
anel fatorial e se d e´ um ma´ximo divisor comum desses elementos no anel,
enta˜o a
d
e b
d
sa˜o primos entre si.
Demonstrac¸a˜o: Sejam a = upα11 p
α2
2 · · · pαrr , b = vpβ11 pβ22 · · · pβrr e d =
pγ11 p
γ2
2 · · · pγrr , onde γi = mı´n{αi, βi}. Logo, os fatores de ad e bd sa˜o pαi−γii e
pβi−γii , respectivamente.
Assim, αi − γi = 0 ou βi − γi = 0, pois γi = mı´n{αi, βi}, i ∈ {1, 2, · · ·, r}.
Portanto, mı´n{αi−γi, βi−γi} = 0 e como esse e´ o expoente de pi do ma´ximo
divisor comum de a
d
e b
d
, enta˜o mdc(a
d
, b
d
) = 1 seguindo que a
d
e b
d
sa˜o primos
entre si.
Proposic¸a˜o 3.16. Sejam A um anel fatorial, a e b elementos de A que na˜o
sa˜o primos entre si. Enta˜o a e b teˆm um divisor comum irredut´ıvel.
Demonstrac¸a˜o: Seja d 6= 0 umma´ximo divisor comum de a e b em A. Temos
que d na˜o e´ invert´ıvel, pois caso contra´rio d ∼ 1 contrariando a hipo´tese de
que mdc(a, b) 6= 1. Logo, d pode ser decomposto em fatores irredut´ıveis.
Obviamente, qualquer um desses fatores divide a e b simultaneamente.
Apresentamos um exemplo de um anel que na˜o e´ fatorial e consequ¨ente-
mente na˜o e´ um anel principal.
Exemplo 3.17. O anel Z[
√−6 ] na˜o e´ fatorial. De fato, 10 = 2 · 5 =
(2+
√−6 )(2−√−6 ). E´ fa´cil verificar que 2 e 5 sa˜o irredut´ıveis em Z[√−6 ].
Mostramos que 2 ± √−6 tambe´m sa˜o irredut´ıveis. Antes lembramos que
U(Z[
√−6 ]) = {± 1}.
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Suponhamos 2 +
√−6 = αβ, onde α = a + b√−6 e β = c + d√−6 sa˜o
elementos de Z[
√−6 ]. Logo, 10 = N(α)N(β). Temos as possibilidades:
(i) N(α) = 1 e N(β) = 10 (e vice-versa). Neste caso, a = ±1 e b = 0 e
c = ±2 e d = ±1, isto e´, α = 1 e β = 2 +√−6 ou α = −1 e β = −2−√−6.
Logo, α ∈ U(Z[√−6 ]).
(ii) N(α) = 2 e N(β) = 5 (e vice-versa). Esta possibilidade claramente na˜o
ocorre, pois a2 + 6b2 = 2 e c2 + 6d2 = 5 na˜o possuem soluc¸a˜o em Z.
Conclu´ımos que 2 +
√−6 e´ irredut´ıvel e de maneira ana´loga, 2 − √−6
tambe´m o e´.
Mostramos que 2 e 2±√−6 na˜o sa˜o associados. Suponhamos que 2|2 +√−6. Enta˜o 2 + √−6 = 2(a + b√−6 ) = 2a + 2b√−6 e isto implica que
2b = 1, o que e´ um absurdo, pois b ∈ Z.
Analogamente, 2 - 2 − √−6 em Z[√−6 ]. Tambe´m, 5 e 2 ± √−6 na˜o
sa˜o associados. Portanto, existem duas decomposic¸o˜es distintas para 10 em
Z[
√−6 ] mostrando que este anel na˜o e´ fatorial.
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Cap´ıtulo 4
Polinoˆmios sobre um Anel
Fatorial
Neste cap´ıtulo trabalhamos com ane´is de polinoˆmios (estes sobre ane´is).
Admitimos sabidas definic¸o˜es e algumas propriedades principais. Solicitamos
consulta em ([1], Cap´ıtulo VI).
O principal resultado deste cap´ıtulo diz que se o anel A e´ fatorial enta˜o
A[x] e´ tambe´m fatorial, isto e´, o anel de polinoˆmios cujos coeficientes esta˜o em
um anel fatorial e´ fatorial. Nosso objetivo e´ prova´-lo, para isso apresentamos
alguns lemas e definic¸o˜es.
Neste cap´ıtulo, A e´ um domı´nio de integridade.
Teorema 4.1. Se A e´ um domı´nio de integridade, enta˜o A[x] tambe´m e´ um
domı´nio de integridade.
Demonstrac¸a˜o: Sejam f(x), g(x) ∈ A[x] polinoˆmios na˜o-nulos. Para fixar
ide´ias, suponhamos f(x) = a0 + a1x+ · · ·+ am−1xm−1 + amxm, onde am 6= 0
e am+j = 0, ∀ j ∈ N∗ e g(x) = b0 + b1x+ · · ·+ bn−1xn−1 + bnxn, onde bn 6= 0
e bn+j = 0, ∀ j ∈ N∗. Enta˜o f(x)g(x) = c0 + c1x + c2x2 + · · · + cm+nxm+n e
como cm+n = a0bm+n + a1bm+n−1 + · · · + ambn + am+1bn−1 + · · · + am+nb0 =
ambn 6= 0, pois am e bn sa˜o elementos na˜o-nulos de A que e´ um domı´nio de
integridade, segue que f(x)g(x) 6= 0 e isto mostra que A[x] e´ um domı´nio de
integridade.
Definic¸a˜o 4.2. Um polinoˆmio f(x) = a0+a1x+···+amxm ∈ A[x] e´ primitivo
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se f(x) na˜o e´ um polinoˆmio constante e se os seus coeficientes sa˜o primos
entre si, isto e´, admitem a unidade de A como ma´ximo divisor comum.
Exemplo 4.3. O polinoˆmio f(x) = x + 3x2 − 4x4 ∈ Z[x] e´ primitivo, pois
mdc(−4, 1, 3) = 1.
Exemplo 4.4. O polinoˆmio g(x) = 8x + 12x5 ∈ Z[x] na˜o e´ primitivo, pois
mdc(8, 12) = 4.
Exemplo 4.5. h(x) = 3
2
− 3x + 5x3 ∈ R[x] e´ primitivo, pois em R todos os
elementos na˜o-nulos sa˜o associados.
Observac¸a˜o: Seja A um domı´nio de integridade. Enta˜o U(A) = U(A[x]).
De fato, temos que claramente U(A) ⊆ U(A[x]), pois A ⊆ A[x]. Suponha-
mos f(x) ∈ U(A[x]). Enta˜o existe g(x) ∈ A[x] tal que f(x)g(x) = 1. Logo,
∂f(x) = ∂g(x) = 0 e portanto f(x) = a 6= 0 e g(x) = b 6= 0, onde a, b ∈ A.
Segue enta˜o que ab = 1, isto e´, f(x) = a ∈ U(A). Assim, U(A) = U(A[x]).
Exemplo 4.6. Consideramos o anel Z9 que na˜o e´ um domı´nio de integridade.
Os polinoˆmios 1¯+3¯x2 e 1¯+6¯x2 esta˜o em U(Z9[x]), pois (1¯+3¯x2)(1¯+6¯x2) = 1¯.
Este exemplo mostra que se A na˜o e´ um domı´nio de integridade enta˜o
U(A[x]) pode ser diferente de U(A).
Proposic¸a˜o 4.7. Se A e´ fatorial e f(x) ∈ A[x] e´ irredut´ıvel e na˜o constante,
enta˜o f(x) e´ primitivo.
Demonstrac¸a˜o: Suponhamos que f(x) na˜o seja primitivo. Enta˜o f(x) =
df∗(x), onde d e´ um ma´ximo divisor comum dos coeficientes de f(x) (isto e´
poss´ıvel, pois A e´ fatorial) e claramente d na˜o e´ invert´ıvel, pois caso contra´rio
d e 1 sa˜o associados e isto implica que 1 e´ um ma´ximo divisor comum dos
coeficientes de f(x), o que e´ absurdo pois estamos supondo que f(x) na˜o
e´ primitivo. Por outro lado, f ∗(x) tambe´m na˜o e´ invert´ıvel uma vez que
∂f ∗(x) = ∂f(x) 6= 0 e U(A[x]) = U(A).
Chegamos a um absurdo, pois neste caso, f(x) na˜o e´ um polinoˆmio irre-
dut´ıvel em A[x] e isto contraria a hipo´tese.
Exemplo 4.8. Um polinoˆmio primitivo pode na˜o ser irredut´ıvel. De fato, o
polinoˆmio f(x) = −3 − x + 6x2 + 2x3 e´ claramente primitivo em Z[x], mas
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f(x) = (x+3)(2x2− 1). Logo, f(x) na˜o e´ irredut´ıvel, pois U(Z[x]) = U(Z) =
{± 1}.
Lema 4.9. Seja f(x) ∈ A[x] um polinoˆmio na˜o constante. Enta˜o existem
um polinoˆmio primitivo f ∗(x) ∈ A[x] e um elemento d ∈ A tais que f(x) =
df∗(x). Ale´m disso, se f(x) = d1f ∗1 (x), com d1 ∈ A e f ∗1 (x) primitivo em
A[x], enta˜o d ∼ d1 e f ∗(x) ∼ f ∗1 (x).
Demonstrac¸a˜o: Suponhamos f(x) = a0 + a1x + · · · + anxn e seja d =
mdc(a0, a1, · · ·, an). Chamando f ∗(x) = a0d + a1d x + · · · + and xn temos que
f(x) = df∗(x) = d(a0
d
+ a1
d
x + · · · + an
d
xn). Pela Proposic¸a˜o 3.15, f ∗ e´
primitivo.
Suponhamos agora que f(x) = df∗(x) = d1f ∗1 (x) com d1 ∈ A e f ∗1 (x)
primitivo. Temos que d1|ai para todo i ∈ {0, 1, 2, ···, n}. Logo d1|d e portanto,
d = d1c para algum c ∈ A.
Assim, d1f
∗
1 (x) = df
∗(x) = d1cf ∗(x) e isto implica que cf ∗(x) = f ∗1 (x).
Portanto, c divide todos os coeficientes de f ∗1 (x). Sendo f
∗
1 (x) primitivo,
temos que c|1, ou seja, c ∈ U(A). Como d = d1c e cf ∗(x) = f ∗1 (x) segue que
d1 ∼ d e f ∗(x) ∼ f ∗1 (x).
Lema 4.10. O produto de dois polinoˆmios primitivos sobre um anel fatorial
e´ um polinoˆmio primitivo.
Demonstrac¸a˜o: Sejam f(x) = a0 + a1x + a2x
2 + · · · + amxm e g(x) =
b0 + b1x + b2x
2 + · · · + bnxn polinoˆmios primitivos em A[x] de graus m e n
respectivamente. Suponhamos que f(x)g(x) = c0+c1x+c2x
2+···+cm+nxm+n
na˜o seja primitivo, onde ci = aib0 + ai−1b1 + · · · + a1bi−1 + a0bi. Enta˜o,
pela Proposic¸a˜o 3.16 existe um elemento irredut´ıvel p ∈ A tal que p|ck para
k = 0, 1, · · ·,m+ n.
Sendo p irredut´ıvel e como p|a0b0 (pois c0 = a0b0) segue que p|a0 ou
p|b0. Vamos supor que p|a0. Enta˜o existe r, 0 < r ≤ m tal que p|a1, · · ·,
p|ar−1 e p - ar. Como cr = a0br + a1br−1 + · · · + arb0 e sendo que p|ai para
i ∈ {0, 1, · · ·, r− 1}, segue que p|arb0 e isto implica que p|b0, pois p e´ primo e
p - ar.
Assim, existe s, 0 < s ≤ n tal que p|bi para i ∈ {1, 2, · · ·, s − 1} e p - bs.
Sabendo que cr+s = a0br+s + a1b(r+s)−1 + · · · + ar−1bs+1 + arbs + ar+1bs−1 +
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· · ·+ ar+sb0 isto implica que p|arbs, pois p|cr+s, p|ai para i = 0, 1, · · ·, r− 1 e
p|bi para i = 1, 2, · · ·, s− 1 e isto e´ um absurdo, pois enta˜o p|ar ou p|bs.
Definimos abaixo o corpo de frac¸o˜es de um domı´nio de integridade que e´
usado nos dois lemas posteriores. Na verdade, existe uma construc¸a˜o deste
corpo usando relac¸a˜o de equivaleˆncia. No entanto, na˜o a apresentamos aqui,
para maiores detalhes (veja [1], Cap´ıtulo V, V-3 10 e [2], Cap´ıtulo III, § 5).
Chamamos A∗ = A− {0}.
Definic¸a˜o 4.11. Dado um domı´nio de integridade A, o conjunto K = {a
b
:
a ∈ A e b ∈ A∗} possui uma estrutura de corpo, o qual e´ dito corpo de frac¸o˜es
do domı´nio A.
Lema 4.12. Seja K o corpo de frac¸o˜es de um anel fatorial A. Se F (x) ∈ K[x]
na˜o e´ constante, enta˜o existem a, b ∈ A∗ e um polinoˆmio primitivo f ∗(x) ∈
A[x] tais que F (x) = a
b
f ∗(x). Ale´m disso, se F (x) = a1
b1
f ∗1 (x), com a1, b1 ∈ A∗
e f ∗1 (x) ∈ A[x] tambe´m primitivo, enta˜o ab1 ∼ a1b e f ∗(x) ∼ f ∗1 (x).
Demonstrac¸a˜o: Sendo que F (x) ∈ K[x], podemos escreveˆ-lo como F (x) =
c0
d0
+ c1
d1
x + c2
d2
x2 + · · · + cm
dm
xm e tomando d0d1 · · · dm = b 6= 0, pois A e´ um
domı´nio de integridade, segue que F (x) = 1
b
f(x), onde f(x) = c0d1 · · · dm +
c1d0d2 · · · dmx+ · · ·+ cmd0 · · · dm−1xm ∈ A[x]. Pelo Lema 4.9, f(x) = af ∗(x)
com f ∗(x) primitivo em A[x] e a ∈ A∗. Logo, F (x) = a
b
f ∗(x).
Por outro lado, se F (x) = a
b
f ∗(x) = a1
b1
f ∗1 (x) enta˜o ab1f
∗(x) = a1bf ∗1 (x) e
pelo Lema 4.9, vem que ab1 ∼ a1b e f ∗(x) ∼ f ∗1 (x).
Lema 4.13. Seja K o corpo de frac¸o˜es do anel fatorial A. Se o polinoˆmio
f(x) ∈ A[x] e´ irredut´ıvel sobre A, enta˜o f(x) e´ tambe´m irredut´ıvel sobre K.
Demonstrac¸a˜o: Suponhamos por absurdo que f(x) na˜o seja irredut´ıvel so-
bre K. Enta˜o existem G(x), H(x) ∈ K[x], na˜o constantes, tais que f(x) =
G(x)H(x). Pelo Lema 4.12 segue que G(x) = a
b
g∗(x) e H(x) = c
d
h∗(x), com
a, b, c, d ∈ A∗ e g∗(x), h∗(x) polinoˆmios primitivos em A[x].
Logo, f(x) = ac
bd
g∗(x)h∗(x) e portanto, bdf(x) = acg∗(x)h∗(x). Pelo Lema
4.10, g∗(x)h∗(x) e´ primitivo em A[x]. Como ac e bd sa˜o associados, existe
u ∈ U(A) tal que ac = u(bd). Assim, f(x) = ug∗(x)h∗(x).
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Como ∂(ug∗(x)) = ∂G(x) ≥ 1 e ∂h∗(x) = ∂H(x) ≥ 1, segue que f(x)
na˜o e´ irredut´ıvel em A[x] e isto contradiz a hipo´tese. Logo, f(x) e´ irredut´ıvel
sobre K.
Lema 4.14. Seja A um anel fatorial. Enta˜o todo polinoˆmio irredut´ıvel f(x) ∈
A[x] e´ tambe´m primo.
Demonstrac¸a˜o: Suponhamos f(x) um polinoˆmio constante. Enta˜o f(x) ∈
A e por hipo´tese f(x) e´ irredut´ıvel em A[x] logo, irredut´ıvel em A. Pela
Proposic¸a˜o 3.14, f(x) e´ primo em A, pois A e´ um anel fatorial. Portanto,
f(x) e´ primo em A[x].
Suponhamos agora que ∂f(x) ≥ 1. Sejam g(x), h(x) ∈ A[x] tais que f(x)
divide g(x)h(x) em A[x]. E´ claro que f(x) divide g(x)h(x) em K[x], onde K
e´ o corpo de frac¸o˜es de A. Como K[x] e´ um anel principal (veja [2], Cap´ıtulo
IV, Teorema 2) e f(x) e´ primo em K[x], enta˜o f(x)|g(x) ou f(x)|h(x) em
K[x].
Considerando a primeira possibilidade temos que existe H(x) ∈ K[x] tal
que g(x) = H(x)f(x).
Pelo Lema 4.9 temos que g(x) = dg∗(x) para convenientes d ∈ A e g∗(x)
primitivo em A[x].
Pelo Lema 4.12 temos que H(x) = a
b
h∗(x), com a, b ∈ A∗ e h∗(x) ∈ A[x].
Logo, g(x) = H(x)f(x) implica em dg∗(x) = a
b
h∗(x)f(x). Do Lema 4.9
segue que d ∼ a
b
e assim existe u ∈ U(A) tal que a
b
= ud.
Segue que g(x) = dg∗(x) = (udh∗(x))f(x) e portanto, f(x) divide g(x)
em A[x], pois udh∗(x) ∈ A[x].
O resultado a seguir e´ o mais importante deste cap´ıtulo.
Teorema 4.15. Se A e´ um anel fatorial, enta˜o A[x] e´ fatorial.
Demonstrac¸a˜o: Seja f(x) ∈ A[x], f(x) 6= 0 e f(x) na˜o invert´ıvel.
Se ∂f(x) = 0 enta˜o f(x) ∈ A e como A e´ um anel fatorial segue que
f(x) pode ser decomposto como um produto de elementos irredut´ıveis em A
e portanto irredut´ıveis em A[x].
Suponhamos que ∂f(x) = n ≥ 1 e adimitimos por hipo´tese de induc¸a˜o que
a decomposic¸a˜o e´ va´lida para todo polinoˆmio de grau r, onde 0 ≤ r < n. Pelo
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Lema 4.9 f(x) = df∗(x) para convenientes d ∈ A e um polinoˆmio primitivo
f ∗(x) ∈ A[x].
Se f ∗(x) e´ irredut´ıvel enta˜o basta decompor d em fatores irredut´ıveis em
A, o que e´ poss´ıvel pois A e´ um anel fatorial. Caso f ∗(x) na˜o seja irre-
dut´ıvel, enta˜o existem g(x), h(x) ∈ A[x] tais que f ∗(x) = g(x)h(x), com
1 ≤ ∂g(x), ∂h(x) < ∂f(x) = ∂f ∗(x).
Aplicando a hipo´tese de induc¸a˜o para os polinoˆmios g(x) e h(x) segue o
resultado, pois teremos uma decomposic¸a˜o de d e de f ∗(x) em fatores irre-
dut´ıveis em A[x].
Mostramos a unicidade da decomposic¸a˜o acima.
Sejam g1(x)g2(x) · · · gr(x) e h1(x)h2(x) · · · hs(x) duas decomposic¸o˜es em
fatores irredut´ıveis de f(x) em A[x].
Enta˜o g1(x)g2(x) · · · gr(x) = h1(x)h2(x) · · · hs(x) e assim, g1(x) divide
h1(x)h2(x) · · ·hs(x). Pelo Lema 4.14, g1(x) e´ primo e portanto divide um dos
polinoˆmios hi(x) em A[x] para i ∈ {1, 2, · · ·, s}. Suponhamos que g1(x)|h1(x).
Como g1(x) e´ irredut´ıvel (portanto na˜o invert´ıvel) segue que existe u1(x) ∈
U(A[x]) tal que h1(x) = u1(x)q1(x). Donde g1(x) ∼ h1(x).
Segue que g1(x)g2(x) · · · gr(x) = u1(x)g1(x)h2(x) · · · hs(x) e por ser A[x]
um domı´nio de integridade g2(x) · · · gr(x) = u1(x)h2(x) · · · hs(x).
Usando o mesmo racioc´ınio acima (e reordenando os ı´ndices) temos que
g2(x)|h2(x) e portanto, g2(x) = u2(x)h2(x) para algum u2(x) ∈ U(A[x]).
Donde g2(x) ∼ h2(x).
Assim, sucessivamente, segue que r = s.
De fato, supondo s > r segue que g1(x)g2(x) · · · gr(x) = h1(x)h2(x) · · ·
hr(x)hr+1(x) · · · hs(x) onde hj(x) = ui(x)gj(x), j ∈ {1, 2, · · ·, r}.
Logo, u(x)hr+1(x)hr+2(x) · · · hs(x) = hr+1(x)(u(x)hr+2(x) · · · hs(x)) onde
u(x) = u1(x)u2(x) · · · ur(x) e isto implica que hr+1(x) e´ invert´ıvel em A[x],
o que e´ um absurdo, pois o mesmo e´ irredut´ıvel em A[x]. Se r > s temos a
mesma contradic¸a˜o. Portanto, r = s.
O resultado anterior pode ser estendido:
Corola´rio 4.16. Sejam A um anel fatorial e A[x1, x2, · · ·, xn] o anel de po-
linoˆmios nas indeterminadas x1, x2, · · ·, xn com coeficientes em A. Enta˜o
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A[x1, x2, · · ·, xn] e´ um anel fatorial.
Na Sec¸a˜o 3.2 vimos que todo anel principal e´ fatorial. Agora apresentamos
dois exemplos que mostram que a rec´ıproca deste resultado na˜o vale.
Exemplo 4.17. Sendo Z um anel fatorial, enta˜o pelo Teorema 4.15 Z[x]
tambe´m o e´. Mostramos que Z[x] na˜o e´ principal.
De fato, consideramos I = (2, x) = {2p(x) + xq(x) : p(x), q(x) ∈ Z[x]}.
Suponhamos que I seja principal. Enta˜o existe d(x) ∈ Z[x] tal que I =
d(x)Z[x] e isto nos diz que d(x)Z[x] = 2Z[x] + xZ[x].
Temos que x ∈ d(x)Z[x]. Logo, x = d(x)q1(x) para algum q1(x) ∈ Z[x] e
da´ı, d(x)|x. Analogamente, d(x)|2.
Obviamente, se d1(x)|x e d1(x)|2 enta˜o d1(x)|d(x). Logo, d(x) e´ um
ma´ximo divisor comum de 2 e x em Z[x]. Temos que d(x) = ±1 ou d(x) = ±2,
pois d(x)|2.
Suponhamos d(x) = 2. Enta˜o x = 2q1(x). Portanto, ∂q1(x) = 1, isto
e´, q1(x) = a0 + a1x, com a0, a1 ∈ Z. Donde, x = 2a0 + 2a1x e isto e´ um
absurdo, pois a1 =
1
2
na˜o pertence a Z. Chegamos ao mesmo absurdo supondo
d(x) = −2.
Logo, d(x) = ±1. Tomando d(x) = 1, existem f1(x), f2(x) ∈ Z[x] tais que
1 = 2f1(x) + xf2(x) e isto e´ um absurdo, pois o termo constante do segundo
membro da igualdade e´ sempre par. O mesmo absurdo e´ obtido no caso em
que d(x) = −1.
Portanto, I na˜o e´ um ideal principal.
Exemplo 4.18. Seja K um corpo. Enta˜o K[x, y] e´ um anel fatorial, mas na˜o
e´ principal.
Consideramos o ideal gerado por x e y, isto e´, I = (x, y) = {xf(x, y) +
yg(x, y) : f(x, y), g(x, y) ∈ K[x, y]}. Suponhamos que I seja principal, enta˜o
existe d(x, y) ∈ K[x, y] tal que I = d(x, y)K[x, y]. Portanto, d(x, y)K[x, y] =
(x, y).
Temos que x ∈ d(x, y)K[x, y] enta˜o existe f1(x, y) ∈ K[x, y] tal que x =
d(x, y)f1(x, y). Logo d(x, y)|x. Analogamente, temos que d(x, y)|y e portanto
y = d(x, y)|f2(x, y). Ale´m disso, se d1(x, y)|x e d1(x, y)|y enta˜o e´ claro que
d1(x, y) divide d(x, y). Logo, d(x, y) e´ um ma´ximo divisor comum de x e y
em K[x, y].
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Como x = d(x, y)f1(x, y), segue que d(x, y) = h(x) e f1(x, y) = c ∈ K ou
d(x, y) = c
′ ∈ K e f1(x, y) = h1(x).
Na primeira possibilidade, d(x, y) = ax, a ∈ K− {0}. Mas esta possibili-
dade na˜o ocorre, pois ax na˜o divide y em K[x, y].
Logo, d(x, y) = c
′
= xr1(x, y) + yr2(x, y) para r1(x, y), r2(x, y) ∈ K[x, y] e
isto e´ um absurdo, pois o segundo membro da equac¸a˜o na˜o e´ um polinoˆmio
constante.
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Conclusa˜o
Este trabalho possibilitou a pra´tica constante da pesquisa, o aprimora-
mento de alguns conceitos vistos no curso e o contato com outros assuntos
que deram continuidade ao nosso aperfeic¸oamento.
O estudo dos ane´is, do modo como abordamos, ampliou nosso conhe-
cimento no sentido que trabalhamos tambe´m com ane´is na˜o-comutativos e
portanto, outros conceitos surgiram como ideais a` esquerda e a` direita. Des-
tacamos tambe´m outros tipos de ane´is (comutativos) que na˜o foram vistos
durante o curso como os ane´is quadra´ticos, os ane´is principais e os ane´is
fatoriais.
A busca de exemplos e contra-exemplos, resultados que valiam em um
anel e que na˜o valiam em outros, contribu´ıram em muito para o modo de
pensarmos matema´tica, enriquecendo a nossa formac¸a˜o.
Por isso, consideramos muito proveitoso a realizac¸a˜o deste trabalho.
Finalmente, esperamos que este trabalho possa ser u´til a outras pessoas
como um material de estudo e/ou consulta.
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