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Abstract
In this paper we write down the equation for a scalar conformally
coupled field simultaneously for de Sitter (dS), anti-de Sitter (AdS) and
Minkowski spacetime in d dimensions. The curvature dependence appears
in a very simple way through a conformal factor. As a consequence the
process of curvature free limit, including wave functions limit and two-
points functions, turns to be a straightforward issue. We determine a set
of modes, that we call de Sitter plane waves, which become ordinary plane
waves when the curvature vanishes.
1 Introduction
The crux of this paper is the following. We write down the de Sitter (dS), anti-
de Sitter (AdS) and Minkowski spacetimes on the same underlying set where we
identify a system of coordinates which corresponds to ordinary coordinates on
Minkowski spacetime, and we obtain dS conformally invariant objects such as
plane waves and two-point functions written in term of Minkowski coordinates
with a convenient dependence on the curvature.
The de Sitter, Anti-de Sitter and Minkowski spaces are known to be inti-
mately related: they are maximally symmetric spaces the two former being the
only homogeneous and isotropic deformations of the latter. Also their respective
isometry group SO0(1, d) (dS), SO0(2, d− 1) (AdS) and d-dimensional Poincare´
group (Minkowski space) are subgroup of the Conformal group SO0(2, d).
Despite the above nice characteristics linking the de Sitter, Anti-de Sitter
and Minkowski spaces, things are not simple when dealing with field theory
[1, 2, 3, 4]. Amongst other things the relation between fields on dS or AdS
spaces and fields on Minkowski space, when such a relation exists, may require
a not so obvious procedure. This, in particular, is the case for the conformally
coupled massless scalar field (CCMSF) in dS and Minkowski spaces. In that
case one generally resorts to group theory [5, 6, 7]: the unitary irreducible
representations corresponding to the CCMSF in dS and Minkowski spaces are
extended to the conformal group where they can be identified. The drawback of
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this method is that the transformation of the field is not apparent. On another
hand one can perform the zero curvature limit on the field but this is not a
straightforward procedure. Moreover, there is no easy way to solve the inverse
problem: inserting curvature into Minkowskian objects.
In the present work, we handle the CCMSF simultaneously on AdS, dS and
Minkowski spaces (see [8] for a similar approach) and, as a byproduct, give a
new solution to the above problem of correspondence between fields on dS and
Minkowski spaces. We present a set of modes, that we call de Sitter plane waves.
These modes verify the de Sitter Klein-Gordon equation and depend explicitely
on the curvature, they become the ordinary plane waves when curvature is set
to zero.
In fact since AdS, dS and Minkowski spacetimes are conformally related,
we write down these spaces on the same underlying set. This allows to deform
Minkowskian objects into de Sitterian objects, precisely, we can describe every
dS object in term of usual Minkowskian coordinates. This procedure applies, in
particular, to two-points functions. Note that, starting from a group theoretical
point of view, Onofri [7] found a set of modes on the projective cone which
seems to us difficult to interpret as spacetime functions. Our modes differ from
those of Onofri through a phase factor which allows this interpretation.
Our paper is organized as follows. The AdS, dS and Minkowski spaces are
obtained as intersections of the (d + 1)-dimensional cone by a moving plane,
the position of the plane relatively to the cone determining the nature of the
space. We thus can go continuously from one space to another by changing
the position of the plane. This is done in Sec. 2. We show in Sec. 3 that the
above intersection can be identified with a subset of the (d + 1)-dimensional
cone up to dilations C′. The solution of the CCMSF equation on this subset is
then obtained and the solutions in AdS, dS and Minkowski spaces follows (Sec.
4). In Sec. 5 we study the link between the solutions on dS and Minkowski
spaces. In particular we show that their respective Hilbert spaces are related by
an unitary map. We then identify de Sitter plane waves and calculate the two-
points function, which is found to have the Hadamard behavior. The dimension
d = 2 requires a special attention and is examined in Sec. 6.
Conventions
Here are the conventions about indices:
α, β, γ, δ, . . . = d+ 1, 0, . . . , d
µ, ν, ρ, σ, . . . = 0, . . . , d− 1
i, j, k, l, . . . = 1, . . . , d− 1.
The coefficients of the metric diag(1, 1,−1, . . . ,−1) of Rd+2 are denoted ηαβ :
ηd+1 d+1 = η00 = 1 = −ηii = −ηdd. (1)
2 The manifold Xξ
In this section we show how to obtain de Sitter, Minkowski and anti-de Sitter
spaces by intersecting the null cone with a moving plane.
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We consider Rd+2 provided with the metric ds2 = ηαβy
αyβ. Let
C =
{
y ∈ Rd+2 : (yd+1)2 + (y0)2 − y2 − (yd)2 = 0
}
, (2)
be the null cone of Rd+2. Now, let ξ be a real parameter and consider the plane
Pξ =
{
y ∈ Rd+2 : (1 + ξ)yd+1 + (1− ξ)yd = 2
}
. (3)
We set
Xξ = C ∩ Pξ. (4)
Now, let us show that Xξ reduces to a dS (respectively AdS, Minkowski)
space for ξ > 0 (respectively ξ < 0, ξ = 0). First note that the manifold
Xξ has a constant Ricci scalar given by Rξ = −d(d − 1)ξ, with respect to the
natural metric inherited from the ambient space. This can be checked by a
direct calculation.
Secondly, let us show that Xξ is in fact invariant under a de Sitter (respec-
tively AdS, Poincare´) subgroup of SO(2, d) parameterized by ξ. The generators
of the algebra so(2, d) are Xαβ = yα∂β − yβ∂α, they satisfy
[Xαβ, Xγδ] = ηβγXαδ + ηαδXβγ − ηαγXβδ − ηβδXαγ . (5)
Obviously the (d− 1)(d − 2)/2 generators Xij and the d− 1 generators X0i of
so(2, d) leaveXξ invariant. The dmore generators which also leavesXξ invariant
are found to be
Y ξµ :=
1
2
(1− ξ)Xd+1µ +
1
2
(1 + ξ)Xµd. (6)
A straightforward calculation leads to the following commutations relations:[
Y ξµ , Y
ξ
ν
]
= ξXµν , (7)[
Y ξρ , Xµν
]
= ηµρY
ξ
ν − ηνρY
ξ
µ . (8)
The remaining commutation relations between the other generatorsXµν leaving
Xξ invariant satisfy the Lorentz so(1, d− 1) algebra:
[Xµν , Xρσ] = ηνρXµσ + ηµσXνρ − ηµρXνσ − ηνσXµρ. (9)
For ξ = H2 > 0 (respectively ξ = 0, ξ = −H2 < 0) the above relations
are the familiar algebra of the de Sitter (respectively Poincare´, AdS) group.
Now, varying continuously the parameter ξ between −∞ and +∞ leads to a
continuous deformation of the above algebra.
One can finally, for the sake of completeness, give an equation for Xξ which
leads to that of a dS, AdS or Minkowski space for the corresponding value of ξ.
To this end we change the variables from (y0,y, yd, yd+1) to (y0,y, v, w) where
v =
1
2
(1 + ξ)yd+1 +
1
2
(1− ξ)yd, (10)
w =
1
2
(1− ξ)yd+1 +
1
2
(1 + ξ)yd, (11)
for ξ 6= 0. Then the equation for Xξ reads
(y0)2 − y2 −
w2
ξ
= −
1
ξ
, (12)
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which reduce to the usual equation for a dS (respectively AdS) space if one
sets ξ = H2 > 0 (respectively ξ = −H2 < 0) and u =
w
H
. To handle the case
ξ = 0 note that the above equation reads ξ
(
(y0)2 − y2
)
−w2 + 1 = 0 which for
ξ = 0, shows that yµ are free to vary in R and that consequently y belongs to
a d-dimensional Minkowski space.
3 The cone up to dilations
We now compute the metric of Xξ in a convenient coordinate system on the
cone C: 

yd+1 = rc cosβ
y0 = rc sinβ
yi = rc sinα ω
i(θ1, . . . , θd−2)
yd = rc cosα,
(13)
in which rc ∈ [0,+∞[, β ∈ [−pi, pi[, α ∈ [0, pi] and ω
i(θ1, . . . , θd−2) belongs to
Sd−2 ⊂ Rd−1. The definition (3) of the plane Pξ leads to the constraint
rc
∣∣
Pξ
= Ωξ(α, β), (14)
where we defined
Ωξ(α, β) :=
2
(1− ξ) cosα+ (1 + ξ) cosβ
. (15)
Note that since rc is always positive the same is true for Ωξ(α, β). Taking into
account the above constraint into the coordinate system (13) we deduce the line
element on Xξ:
ds2ξ = Ω
2
ξ(α, β)ds
2, (16)
where ds2 = dβ2−dα2−sin2αdω2
d−2
, dωd−2 being the line element of the (d−2)-
sphere.
At this point different values of ξ correspond to different Xξ manifolds which
are all different submanifolds of the cone C. Nevertheless, the formula (16)
suggests that these spaces can be now realized on the same manifold but with
different metrics, depending on ξ through the conformal factor. To this end let
us introduce the cone up to dilations
C′ = C/ ∼, (17)
where the relation ∼ is defined through u ∼ v if and only if there exists λ > 0
such that u = λv. The cone C is left invariant under the natural action of the
group SO(2, d) in Rd+2. This action extends to C′ which is also left invariant.
Thus, C′ can be considered as the submanifold rc = 1 of C and we will adopt
this point of view in the sequel, therefore convenient coordinates on C′ are

yd+1 = cosβ
y0 = sinβ
yi = sinα ωi(θ1, . . . , θd−2)
yd = cosα.
(18)
In view of these coordinates, one has immediately C′ ≃ S1 × Sd−1. Note that
C′ is not the projective cone in which y and −y should be identified.
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We can now consider Xξ as a subset of C
′ through the identification ∼. This
subset turns out to be defined through
Xξ =
{
y ∈ C′ : (1 + ξ)yd+1 + (1 − ξ)yd > 0
}
. (19)
The metric on Xξ is still given by (16) where ds
2 is precisely the natural line
element of C′, i.e. induced from Rd+2. The metric on Xξ and on C
′ are thus
conformally related. Note that subsequently the same is true for different values
of ξ, that is Xξ1 and Xξ2 with ξ1 6= ξ2 are also conformally related.
Finally the manifolds Xξ are displayed in Fig. 1.
pi
0
−pi
pi
ξ → −∞
pi
0
−pi
pi
ξ < −1
pi
0
−pi
pi
ξ = −1
pi
0
−pi
pi
−1 < ξ < 0
pi
0
−pi
pi
ξ = 0
pi
0
−pi
pi
0 < ξ < 1
pi
0
−pi
pi
ξ = 1
pi
0
−pi
pi
ξ > 1
pi
0
−pi
pi
ξ →∞
α
β
Figure 1: The set Xξ, shaded region, as a subset of the cone up to dilations C
′.
As usual the angular coordinates do not appear so that each point corresponds
to a Sd−2 sphere. The four first diagrams correspond to AdS space, the fifth is
the Minkowski space and the four last correspond to dS space.
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4 The conformally coupled massless scalar field
on Xξ
We can now deal with de Sitter, anti-de Sitter and Minkowski spaces at the
same time: we just have to consider C′ and use the conformal correspondence
described above. As an application, let us obtain the solutions of the field
equation for a conformally coupled massless scalar field (CCMSF) on Xξ. The
CCMSF equations for respectively C′ and Xξ reads
( +
1
4
(d− 2)2)φ = 0, (20)
(ξ +
1
4
d(d− 2)ξ)φξ = 0, (21)
with
 = ∂2ββ −∆d−1, (22)
ξ =
1
Ω2ξ
+
d− 2
2
1
Ωξ
×
× ((1 + ξ) sinβ∂β − (1− ξ) sinα∂α) , (23)
where ∆d−1 is the Laplacian on S
d−1. It is worth noting that the operator ξ
(23) will not be used in calculations, it is given for completeness. Thanks to
the conformal relation between Xξ and C
′, the solutions φ and φξ of CCMSF
equations on respectively C′ and Xξ are related through (see for instance [1, 4])
φξ = Ω
−( d−2
2
)
ξ φ. (24)
The solution of (20) can easily be found by the method of the separation of
variables, it reads
φLM(β, α, θ) = CLde
−i(L+ d−2
2
)βYLM(α, θ), (25)
where θ = (θ1, . . . , θd−2) and YLM(α, θ) denotes usual hyperspherical harmonics
[11], which are an orthonormal basis of L2(Sd−1) fulfilling
∆d−1YLM = −L(L+ d− 2)YLM ,
and CLd is a normalization constant to be discussed below. The solution of (21)
are thus
φξ
LM
(β, α, θ) = Ω
−( d−2
2
)
ξ CLde
−i(L+ d−2
2
)βYLM(α, θ). (26)
Note that the dependence on ξ allows to set ξ = 0 without any complication. As
shown in Sec. V below, this set of modes yields, for ξ = 0, the usual Hilbert space
of positive frequency solutions of the Minkowskian Klein-Gordon equation.
One can compare our set of solutions with those of Onofri [7, 9]. The
YLM(α, θ) can be seen as homogeneous polynomials of degree L on R
d and
(25) can be recast as follows:
φLM = e
−i( d−2
2
)βYLM(e
−iβz), (27)
where z ∈ Rd. The phase term before Y is not present in Onofri’s paper,
and this term forbids the identification of (β, z) with (β + pi,−z), except for
d ≡ 2 [modulo 4]. In other words we must work on C′ ≃ S1 × Sd−1 and not on
the projective cone PC ≃ S1 × Sd−1/Z2, except for d ≡ 2 [modulo 4].
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5 Relation between fields on de Sitter and
Minkowski spaces.
In this section we restrict our study to the globally hyperbolic spaces, namely
de Sitter andMinkowski spaces: ξ = H2, H being a non-negative real parameter,
and we assume that d > 2. Accordingly, we slightly modify our notations in
this section: the quantities previously indexed by ξ become indexed by H , thus
for instance we denote by XH the manifold described in Sec. 2.
We study the correspondence φ → Ω
−( d−2
2
)
H φ from the Hilbert space point
of view, define what we call the de Sitter plane waves and write down the two-
points function.
5.1 Scalar Products
Let Cˇ′ be the space C′ with a cut at β = pi:
Cˇ′ =]− pi, pi[×Sd−1.
The spaces Cˇ′ and XH are both globally hyperbolic, the space-like hypersurface
β = 0 being a common Cauchy hypersurface. Their respective Klein-Gordon
scalar products read
〈φ1|φ2〉Cˇ′ = i
∫
β=0
φ∗1
↔
∂β φ2 dvd−1, (28)
on Cˇ′ and
〈φH1 |φ
H
2 〉H = i
∫
β=0
(φH1 )
∗
↔
∂β φ
H
2 Ω
d−2
H
dvd−1, (29)
on XH , where dvd−1 is the volume element of S
d−1. Let H′ (respectively HH) be
the Hilbert space of the solutions φ (respectively φH) of (20) (respectively (21))
on Cˇ′ (respectively XH) which verify 〈φ|φ〉 < ∞ (respectively 〈φ
H |φH〉 < ∞)
and let Ω̂H be the operator
Ω̂H : H
′ → HH
φ 7→ Ω̂H(φ) := Ω
−( d−2
2
)
H φ.
(30)
A straightforward calculation shows that Ω̂H is unitary with respect to the scalar
products in Cˇ′ and XH , i.e.:
〈φ1|φ2〉Cˇ′ = 〈Ω̂H(φ1)|Ω̂H(φ2)〉H . (31)
Now the definition of a scalar product on H′ determines the normalization con-
stant in (26) which is found to be
CLd = (2L+ d− 2)
−
1
2 . (32)
It is worth noting that in (30) φ is defined on Cˇ′ whereas Ω̂H(φ) is only
defined on XH . Thus, it may be some subsets of Cˇ
′ where a function which
belongs to H′ is not defined. Nevertheless, such a situation is not problematic
since all the functions are defined on the same Cauchy hypersurface (β = 0) and
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Ω̂H always maps a solution of (20) to a solution of (21) and thus is well defined
and invertible.
The group acting on de Sitter and Minkowski spacetimes are different, as a
consequence, there is no meaning to speak about covariance of Ω̂H with respect
to these groups. Nevertheless, this operator is obviously covariant with respect
to the subgroup generated by Xij and X0i. This subgroup can be interpreted,
from the Minkowskian point of view, as a Lorentz group X0i being the boosts
and Xij the rotations. It is also the stabilizer of the point α = 0, β = 0 at the
vicinity of which the de Sitter quantities can be understood from a flat space
point of view [10]. For instance, X0i can be interpreted as a boost near this
point, but not in the whole de Sitter spacetime.
5.2 Minkowskian coordinates and dS plane waves
ForH = 0, XH becomes the d-dimensional Minkowski spacetime and one recover
the usual Minkowski coordinates {xµ} by setting
x0 = Ω0 sinβ, (33)
xi = Ω0 sinα ω
i, (34)
where Ω0 := ΩH=0. The global time coordinate t and the radius r of the (d−2)-
sphere are thus: t = x0 and r =‖ x ‖= Ω0 sinα. These coordinates {x
µ} can
also be considered as coordinates on C′ and also on XH , although they do not
cover the whole space. We call them M -coordinates in the sequel.
The usual Minkowskian planes waves e−ikx, where k is the d-momentum
vector satisfying k2 = (k0)2 and kx = kµx
µ, can be transported on C′ giving
new sets of solutions of (20):
f ′k(α, β, θ) = Ω0(α, β)
( d−2
2
)e−ikx, (35)
these functions give in turn a set of solutions of (21):
fHk (α, β, θ) =
(
Ω0(α, β)
ΩH(α, β)
)( d−2
2
)
e−ikx. (36)
In the above expressions the coordinates {xµ} are given by (33-34) which
can be inverted to give
f ′k(x) =
(
1
4
√
(4 +N2+)(4 +N
2
−)
)( d−2
2
)
e−ikx, (37)
where N+ := (x
0+ ‖x‖), N− := (x
0− ‖x‖) and
fHk (x) =
(
1−
H2
4
x2
)( d−2
2
)
e−ikx, (38)
which can be interpreted as the de Sitter plane waves (solutions of (21)) written
in M -coordinates. We do insist on the fact that, since Minkowski and de Sitter
spacetimes are written on the same underlying set there is no problem in writing
down de Sitter objects in Minkowskian coordinates.
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5.3 Two-points function
Let D+
H
and D+
C′
be the Wightman two-points functions on XH and C
′. They
read
D+
H
(y, y′) :=
∑
LM
φH
LM
(y)φ∗H
LM
(y′)
= Ω
−( d−22 )
H (y)D
+
C′
(y, y′)Ω
−( d−22 )
H (y
′) (39)
where the functions φH
LM
are those defined in (26) and normalized by (32). Let
us remind the formula [11]∑
M
Y
LM
(α, θ)Y∗
LM
(α′, θ′)
2L+ d− 2
=
Γ
(
d−2
2
)
4pi
d
2
C
d−2
2
L (cosω) , (40)
where ω is the angle between the vectors in Sd−2 ⊂ Rd−1 parameterized by
(α, θ) and (α′, θ′), and C a usual Gegenbauer polynomial. Inserting the above
equation in D+
C′
and adding a ε term in order to make the series convergent,
leads to the following expression:
D+
C′
(y, y′) =
Γ
(
d−2
2
)
4pi
d
2
e−i
d−2
2
(β−β′)×
×
∞∑
L=0
e−iL
[
(β−β′)−iε
]
C
d−2
2
L (cosω) (41)
where the series in the rhs is the boundary value of the generating function
for Gegenbauer polynomials. The function D+
C′
(y, y′) is then straightforwardly
obtained as
D+
C′
(y, y′) =
1
2 (2pi)
−
d
2 Γ
(
d−2
2
)
[
ηαβ yαy′β + iε (y0y′d+1 − y′0yd+1)
] d−2
2
, (42)
from which D+
H
can be obtained using (39). The H = 0 case can be readily
computed: using the M-coordinates (33)-(34) we obtain
D+0 (x, x
′) =
(−1)
d−2
2 Γ
(
d−2
2
)
2 (2pi)
d
2
1[
σ0 − iε sgn(t− t′)
] d−2
2
(43)
with σ0 := (x − x
′)2/2 and sgn being the sign function (In fact instead of
sgn(t− t′) we get a more complex function but, at the limit ε→ 0+ only its sign
will play a part and the latter is found to be the same as (t− t′)). In particular
for d = 4 one obtains the usual Wightman function:
D+0 (x, x
′) =
−1
8pi2
1
σ0 − iε sgn(t− t′)
. (44)
Even more, we can obtain the de Sitter Wightman function written in Minkowskian
coordinates:
D+
H
(x, x′) =
(
1−
H2
4
x2
)( d−2
2
)
(−1)
d−2
2 Γ
(
d−2
2
)
2 (2pi)
d
2
×
×
1
[σ0 − iε sgn(t− t′)](
d−2
2
)
(
1−
H2
4
x′2
)( d−2
2
)
. (45)
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Note that in this formula, σ0 is not half the squared geodesic distance in dS
space. Obviously, the formula (43) is recovered directly when H = 0.
Now let us show that the two-points function D+
H
obtained from (39) also
exhibits the Hadamard behavior in dS space. For convenience, we will carry
out the calculations on C rather than XH . Each point y of XH is in one-to-one
correspondence with the point yC of C defined through y
α = Ω−1
H
yα
C
, where the
subscript C has been added to distinguish coordinates on the cone (13) from the
coordinates on C′. Consequently, the function D+
H
reads
D+
H
(y, y′) = D+
C′
(yC, y
′
C
). (46)
Now, using the definitions (3) and (11) one has
yd+1
C
y′d+1
C
− yd
C
y′d
C
= −
wC
H
w′
C
H
+H−2.
Note that since the constraint coming from (3) has been taken into account the
coordinates {yµC , wCH
−1} are nothing but the usual ambient space coordinates
for the dS space. Introducing the function (see for instance [12, 13])
Z = cosh
(
µ(y, y′)H
)
,
where µ(y, y′) is the geodesic distance on XH , and reminding the relation
y0
C
y′0
C
− y
C
· y′
C
−
wC
H
w′
C
H
= −H−2Z,
one obtains
ηαβy
α
C
y′β
C
= −H−2(Z − 1).
Finally, the two-points Wightman function in dS space reads
D+
H
(y, y′) =
(−1)
d−2
2
1
2 (2pi)
−
d
2 Γ
(
d−2
2
)
[
H−2(Z − 1)− iε (y0
C
y′d+1
C
− y′0
C
yd+1
C
)
] d−2
2
, (47)
The relation
lim
µ→0
H−2(Z − 1) = σH ,
where 2σH = µ
2, ensures that D+
H
has the Hadamard behavior. As a conse-
quence, the vacuum of our theory is the Euclidian one.
6 The d = 2 case
Most of the previous results are still valid for the d = 2 case. In particular, the
correspondence (24) now reads
φξ = φ. (48)
Nevertheless this case is so much peculiar that it requires a special treatment.
The principal new feature is that the space of solution of (20) is not an Hilbert
space (due to the infrared divergence problem). The other peculiarity comes
from the splitting of so(2, 2) into two independent parts.
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The manifold Xξ is defined without change. We now consider the projective
cone S1×S1/Z2 rather than C
′, this is coherent with the end of the section IV.
This projective cone can be written as the following points of R4:

y3 = cosβ
y0 = sinβ
y1 = sinα
y2 = cosα,
(49)
in which we have identified (α, β) with (α+ pi, β + pi). This allows to set{
u+ = α+ β
u− = α− β
(50)
which realizes the isomorphism
S1 × S1/Z2 → S
1 × S1
(α, β) 7→ (u+, u−).
(51)
In these new coordinates the splitting so(2, 2) = so(1, 2)⊕so(1, 2) becomes very
clear because of the following realizations:
1
2
(X12 + εX03) =
∂
∂uε
1
2
(X32 + εX01) = − sinu
ε ∂
∂uε
1
2
(X13 + εX02) = − cosu
ε ∂
∂uε
,
in which ε = ±1. One can verify readily that the above combinations are two
copies, one for each value of ε, of the lie algebra so(1, 2). The equation (20)
reads
∂2φ
∂u+∂u−
= 0, (52)
whose general solution reads φ(u+, u−) = f(u+)+g(u−). The scalar product is,
in this case, degenerate and the space of solutions splits into two spaces carrying
an indecomposable representation of the group SO(1,2). Details can be found
in [14, 15, 16].
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