where (J 2 > 0, ¿t* and 9 are unknown, I p is the identity matrix of order p and e = is a p-vector. Vilks [8] derived likelihood-ratio criteria and their moments when the model is real normal. Similar results can also be obtained for complex Gaussian distribution (see [j] - [3] h In this artiole we derive the null distributions of the likelihood ratio statistics for testing H^, H2 and H^ in Sections 1, 2 and 3 respectively. The technique of inverse Mellin transform has been used to put the density in Meijer's G-function when needed. Series expansion of the density is obtained using calculus of residues and some properties of Psi and Zeta functions.
DlBtrubujtion of A^
Let A, be the likelihood ratio criterion for testing H^ It is easy to see that the h-th moment of L1 = for p> 2 and N> p is
where n = N -1. These moments have exactly the same form as the moments of the statistic V used for testing Hj £ = L = ^^p in the complex normal distribution (see Gupta and Nagar (1983) ), if we make the substitution p -1 -p, n --N.
Consequently it follows that L1 has the same distribution as that of V with a change in the parameters as indicated above, (see [4] ).
A more general resultf that is the distribution of likelihood ratio statistic for testing sphericity struojture has already been obtained in [7] . Substituting q = 2, p1 -1 and P2 « p -1 therein, one can easily obtain the distribution of L.j.
Distribution ofA2
Let A0 be the likelihood ratio statistics for testing H0. Applying the residue theorem to the right hand side of (3*6), density fU2) is obtained as
where R^ is the residue at the pole cx = -i. Evaluating Ri by the caloulus of residues (for details see [4] » and substituting in (3*9), we get the following Hesult. Theorem 3.2. The p.d.f. of Lg = A^, where is the likelihood ratio criterion for testing H2 defined in (1.2), is given by
where K(n,p) is defined in (3.4) and A^1^ ie given below by (3.11). Namely we have 
