ABSTRACT. Let g be a Kac-Moody algebra defined by a not necessarily symmetrizable generalized Cartan matrix. We define translation functors and use them to show that the multiplicities (M(wi ■ A) : L(u>2 ■ A)) are independent of the dominant integral weight A, depending only on the elements of the Weyl group. In order to define the translation functors, we introduce the notion of local projective resolutions and use them to develop the machinery of homological algebra in certain categories of g-modules.
Introduction.
Translation functors were introduced, in the case of a finitedimensional split semisimple Lie algebra over a field of characteristic zero, by J. C. Jantzen in [5] . These functors can be used to show that the multiplicities (M(wi ■ A) : L(w2 • A)) of irreducible composition factors in Verma modules are independent of the dominant integral weight A, depending only on the elements wi and w2 of the Weyl group. In generalizing to the case of infinite-dimensional Kac-Moody algebras, several difficulties arise. Not every integral weight is conjugate to a dominant integral weight, so only certain translations are possible. A bigger obstacle is presented by the fact that it is possible for (M(X) : L(p)) to be nonzero when A and p are not in the same Weyl orbit. This can occur even in the special case of a symmetrizable generalized Cartan matrix, if A is not conjugate to a dominant integral weight. In the symmetrizable case, however, the Casimir operator gives us enough control over this phenomenon to be able to define the translation functors without too much difficulty, in a manner analogous to that of [5] . This was done in [10] , and the multiplicities (M(wi ■ A) : L(w2 ■ A)) were shown to be independent of the dominant integral weight A. If we do not assume that the generalized Cartan matrix is symmetrizable, however, then we no longer have the Casimir operator, and we must find another way to define the translation functors.
In the present paper, we define translation functors T£ for the case of a not necessarily symmetrizable generalized Cartan matrix, assuming that A, v, and v -A are dominant integral. These functors are used to show that the multiplicities (M(wi ■ A) : L(w2 ■ A)) are independent of the dominant integral weight A.
In order to define the functors T%, we first define a sequence of homological functors Wj¿ (k = 0,1,... ). The functors Wq allow us to pick out the appropriate irreducible factors with highest weights in the orbit W ■ v, and will take the place of the Casimir operator in the definition of T£. In order to define the functors W%, we need to do some homological algebra in the appropriate category of modules, which unfortunately does not have enough projectives. Thus we are led to define the notion of local projective resolutions, and these are used to define the functors Wj¿ and to prove their homological properties.
It should be remarked that one can prove the result concerning the multiplicities (M(wi A) : L(w2-X)) without using all of this machinery. It is to be hoped, however, that translation functors will be a useful tool in the representation theory of KacMoody algebras, as they are in the finite-dimensional case. Also, local projective resolutions may be used to define other homological functors in addition to the functors W¡¿, and the functors Wj¿ may have uses other than defining translation. In short, the tools introduced here, though not indispensable for the multiplicity result, are perhaps more interesting than the result itself.
In §2, we introduce the basic definitions and notation regarding Kac-Moody algebras. Local projective resolutions are introduced in §3, and are shown to have the usual properties one would expect of projective resolutions. §4 is devoted to the structure of modules having filtations whose factors are Verma modules. The results of § §3 and 4 are combined to define the functors W¡¿ in §5, where they are shown to have the usual homological property of taking short exact sequences to long exact sequences. In §6, we do a deeper analysis of the functors W%, and apply the results in §7 to define translation functors T? and study their effect on Verma modules and irreducibles, obtaining the result on multiplicities.
Definitions and notation.
We give here the basic definitions and notation associated with Kac-Moody algebras and their representations.
We also define certain types of filtrations on modules, which will be needed in the sequel.
Let A = (A{j) be an / x / generalized Cartan matrix (GCM), i.e. a matrix with integer entries satisfying A¿¿ = 2 for all i, Ai3 < 0 for i / j, and Aij = 0 if and only if Ajt = 0. Let K be a field of characteristic zero, and let 0 be any Lie algebra over K satisfying (1) g is generated by a finite-dimensional abelian subalgebra h, called the Cartan subalgebra, and elements e.\,...,cj, fi, ■ ■ ■, fi, called simple root vectors and negative simple root vectors, respectively. (2) There are linearly independent sets {hi,...,/ii} in h and {cti,... ,a¡} in h*, the dual vector space of h, such that Aij = ctj(hi) for all i and j. The Qj's are called the simple roots, and the h^s are called the simple coroots. (5) (adel)-A^ + 1(e3) = 0= (ad fi)-A'i + 1(fj) for all i ± j. (6) There is an involutive antiautomorphism ct:q -* g such that <r(e¿) = /,-for all i -1,..., /, and o(h) = h for all h el).
For each GCM A, such an algebra g exists and is called a GCM, or Kac-Moody, Lie algebra defined by A. These objects were introduced in [6, 7] .
Let n+ (respectively, n~) denote the subalgebra of g generated by ei,...,e; (respectively, fi,...,fi).
Set b = r,©n+ (vector space direct sum), called the Borel subalgebra of g.
For i -1,...,I, let a, = Khi + Ka + Kft. It is easy to see from the relations that Oi is a subalgebra of g isomorphic to s/(2, K).
For any h-module M and any X el)*, let M\ -{m e M\h ■ m = X(h)m for all h e h}, called the A-weight space of M; if M\ /Owe call A a weight of M. In case call M a weight module, and we write II(M) for the set of weights of M. If M is a weight module, we define its character to be chM = 53 glj. (dimMM)eM, where the e^'s are formal exponentials. Note that this discussion applies equally well to g-modules and b-modules, which may be viewed as h-modules by restriction.
In the sequel, whenever M and TV are g-modules which are weight modules, we will write Hom(M, TV) for the set of g-module homomorphisms from M to TV, and Ext(M, TV) for the set of equivalence classes of extensions of M by TV in the category of weight modules.
Suppose M is a g-module.
If v e M\ is a nonzero vector satisfying n+ • v = 0, we call v a maximal vector. If in addition M = U(g)v, where U(-) denotes the universal enveloping algebra functor, we call v a highest weight vector and call M a highest weight module of weight A. Every highest weight module is a weight module.
For any X el)*, let K(X) denote the one-dimensional b-module whose underlying vector space is K and whose b-module structure is given by (h + x) ■ k = X(h)k for all h e h, x e n+, and k e K. Then the Verma module of weight A is the induced g-module M(X) = [7(g) ®u(b) K(X). It is well known that M(A) is the universal highest weight module of weight A, and that M(X) has a unique irreducible quotient, denoted L(X).
Define the root lattice Q to be the free abelian group with basis {c*i,...,«;} Ç h*, and let Q+ = {J3»=i kiC*i\ki e Z+ for all i}, where Z+ denotes the set of nonnegative integers. Define a partial order < on h* by p < X if A -p e Q+.
Let P = {X e h*|A(/i,) e Z for all i}. We call P the set of integral weights, and the set P+ -{X e h*|A(/i,) e Z+ for all i} the set of dominant integral weights. For each i = I,...,I, define the linear involution r,:h* -> h,* by r,(A) = A -A(/i,)ûf, for all A e ()*. The Weyl group W is defined to be the subgroup of GL(h*) generated by {ri,..., r¡}. For any w € W, we define the length of w, denoted l{w), to be the smallest n such that w may be expressed as w = rtl ••••",", Let p e h* be a fixed element such that p(hi) = 1 for all i -1,..., /. We define the dot action of W on h* by w ■ X = w(X + p) -p for all w e W, X e h*.
We now define certain types of filtrations of modules which will be useful in the sequel. DEFINITION 2.1 Let M be a weight module. By a Verma series (VS) for M, we mean a filtration of M by submodules 0 = Mo C Mi C • • ■ such that M = (Jt>o M¿ and such that each factor Ml/Ml_i is isomorphic to some Verma module M(A¡). The filtration may be either finite or infinite. For any p e h*, if M has such a VS, we define (M : M(p)) to be the number of i such that A, = p. DEFINITION 2.2 [2] . Let M be a weight module and let pel)*.
By a local composition series (LCS) for M at p, we mean a finite filtation of M by submodules 0 = M0 C Mi C ■ ■ ■ C Mn -M such that each factor M,/M¿_i either has no weights > p or is isomorphic to some L(A¿) with A¿ > p. If M has such an LCS at p, we define (M : L(p)) to be the number of i such that At = p. REMARK. In general, it is unusual for a weight module to have a VS, but, in the categories we will be using, modules always have LCS. In any case, the numbers (M : M(p)) and (M : L(p)), when they exist, do not depend on the particular filtration, as may be seen from character considerations.
Projectives
and local projective resolutions. We first give the basic properties of the projective modules constructed in [11] . These modules are then used to introduce the notion of a local projective resolution, and these resolutions are shown to have nice homological properties.
We will need to work in certain categories C(X), where A G h*. The category C(X) is defined to be the full subcategory of the category of g-modules M such that M is a weight module and such that p < X for all p e II(M). These categories were introduced in [11] . We note here that for any M € ObC(A) and any pel)*, an LCS for M at p exists, as shown in [2, Proposition 4.2] .
For the remainder of this section, we fix A e h*. Since there is an h-invariant pairing of n+ and n~, we may use the results of [11] on projectives in C(X). We list here those specific results which we will need. 
Then, for every M e ObC(A), Hom(P(p),M) is naturally isomorphic to
so that P(p) is projective in C(X). Furthermore, each P(p) has a finite VS, with (P(p) : M(u)) = dimU(n+)u_ll for all p,v < X. Then there is a unique finitely generated indecomposable projective object in C(X), denoted I(p), which maps onto L(p). Conversely, any finitely generated indecomposable projective object in C(X) has a unique irreducible quotient, so that L(p) <-> I(p) gives a one-to-one correspondence between the irreducible objects in C(X) and the finitely generated indecomposable projective objects in C(X). Furthermore, I(p) is a direct summand of P(p), and I(p) has a finite VS with M(p) as the top factor, and with (I(p) : 
Observe that P(p) is cyclic, since it is generated by 1 ® Ï® 1, which is of weight p. Since I(p) is a direct summand of P(p), it is also generated by a vector of weight p.
Although C(X) does not have enough projectives, there is one case in which we may construct projective resolutions, i.e. for the case of a module with a finite VS. PROOF. This follows easily by inducation on n, using the lemma and the fact that each S(v) has such a VS.
REMARK. The resolution in the above theorem can be shown to be finite without too much effort. We will not need this fact, however.
In general, if M € ObC(A), we cannot construct a projective resolution of M in C(X), since there are not enough projectives. Thus, we introduce the notion of a local projective resolution, and prove some of its basic properties. to the x-weight spaces is exact.
Thus, a local projective resolution, although not necessarily an exact resolution, is exact "locally," i.e. above the //-weight space. The restriction we have placed on the indecomposable projectives involved is used to ensure that the projectives are generated by weight vectors above the /¿-weight space, a property which will allow us to do the usual homological algebra. The next two propositions show that local projective resolutions may be used as basic tools for doing homological algebra in C(X). Their proofs are essentially the same as in the classical case of projective resolutions, with a little extra care needed since we have exactness only at certain weight spaces. 
Thus, (4>k -ipk -hk-i o dk)Pk Ç Kero^, and by considering generators of the summands of Pk we have (<f>k -ipk -hk-i o dk)Pk Ç lmd'k+v By projectivity of Pfc, there exists hk:
is, d'k+l ° hk + hk-i odk = <¡>k -ipk, and by induction we obtain the homotopy. 
By hypothesis, (Cokerd0)x = 0 = (Cokerdö)x-Using this in (3.2) gives two consequences: (Cokerdo)x = 0 and there is a short exact sequence
which are the desired conclusions. 4. Modules with Verma series. In this section we prove certain results regarding the structure of modules having a VS. Note that since the projective modules occurring in local projective resolutions have VS, these results may be applied to the projectives.
This will be done in the next section to define the homological functors.
We begin by stating some known properties of Verma modules. For the proof of the next theorem, we will need a technical fact regarding characters of Verma modules, which is easy to prove. Comparing (4.4) with (4.6) gives ch(Ker(/>2) = 0, so that the sequence (4.5) is exact.
Definition of the functors
Wk. We use the results of the previous two sections to define certain functors on C(X) and to show that these functors enjoy nice homological properties.
We will use Weyl group orbits in h* to partition S = {p\p < A} as in the last section. We thus begin with some facts regarding Weyl group orbits. The next proposition is proved using the completion functors of T. Enright introduced in [3] and generalized to Kac-Moody algebras in [11] . Observe that, since the morphism of complexes in Proposition 3.8 is unique up to homotopy, the map Wk ó is independent of the choice of the morphism of complexes. In fact, applying this argument to the identity map M -» M, we see that Wk M is independent of the choice of the local projective resolution at p. It is now easy to see that Wk is a functor on C(X).
REMARK. It appears that Wk' M may depend on A, since the projectives in C(X) are most likely not projective in other such categories. We will see, however, in Corollary 6.4 below, that this is not the case, provided A is such that all weights of M are < A. For this reason, we have chosen to omit A from the already cumbersome notation for our functors.
By Proposition 3.8, if M G ObC(A) and pi > p2, then for any local projective resolutions -yPk^->Po^M^0 and ->Qk^-»Qo^M^O of M at pi and p2, respectively, we obtain from the identity map M -► M a morphism of complexes which induces a map in homology Wk M -► Wkfl2M which is well defined, since the morphism of complexes is unique up to homotopy. For the same reason, when Pi > p2 > pz, the composition WkßiM -y Wkß2M -► Wk ß3M is the same as the map Wk M -y Wk M, since we may simply compose the two morphisms of complexes. This allows us to make the following definition. REMARK. For now, we have no guarantee that WkM is an object in C(X), since the weight spaces may no longer be finite dimensional. We will see in Corollary 6.3 below that it is an object in C(X), but for now, we simply consider WkM to be a g-module. PROOF. This follows from the theorem and the fact that taking the direct limit preserves exactness. COROLLARY 6.5. Let p eg* and suppose M e ObC(A) has no weights > p. Then WkM also has no weights > p for each k > 0.
PROOF. This also follows from the resolution (6.4) of M, since none of the Dk have any weights > p.
We have seen, from the long exact homology sequence, that W{f is a right exact functor.
In the remainder of this section, we will show that for certain "nice" modules, Wq is "exact on the W-orbit of i/," in the sense that the obstruction to its exactness involves only irreducible subquotients with highest weights outside of W ■ v (cf. Theorem 6.9 below for the precise statement).
For the following lemma, recall the sets S = {p\p < A}, Si = {p\w ■ p ^ v for some w e W}, S2 =W ■ v, and S3 = {p\w ■ p < v for all w G W} defined in §5. Proof. Let 
where we have used (6.8) for the last equality, and the result follows. The next theorem deals with certain modules M in the category C(X) which are "nice" with respect to v. We remark that the full subcategory of C(X) whose objects are those modules M satisfying the hypotheses of the theorem is an abelian category, since it is closed under taking submodules, quotients, and finite direct sums. In this section we use the functors WS to define translation functors analogous to those introduced by J. C. Jantzen in [5] and, applying these to Verma modules and irreducibles, we obtain a translation principle regarding multiplicities of irreducible subquotients in Verma modules.
We will place some restrictions on A and v henceforth. In particular, assume A G P+. Let #7 G P+, and set v = X + n. Observe that this implies v e P+. Also, since r¡ G P+, L(r¡) is a locally finite 0,-module for each i -1,...,/, so that by the representation theory of sl(2,K), d.imL(rf)x -dimL(r])riX for all x € h* and all ¿=1,...,/.
By induction on l(w), dimL(n)x = dimL(n)wx for all x € I)* and all weW. For the next proposition, we need the notion of a contravariant form on a gmodule M. This is a symmetric bilinear form (-, -) such that (x ■ mi,m2) = (mi,a(x) ■ m2) for all a: G g and all mi,m2 G M, where o:g -y g is the involutive antiautomorphism introduced in the definition of g. It is known (cf., for example, [5] ), that if M is a highest weight module, then M has a unique contravariant form up to scalar multiples, and the radical of a nonzero contravariant form on M is its unique maximal submodule. In particular, any irreducible highest weight module has a nondegenerate contravariant form.
Another idea we will need for the next proposition is as follows. If M is a weight module over g, let M* be the g-module whose underlying vector space is the subspace of M* (the dual vector space of M) consisting of those /: M -» K which vanish on all but finitely many weight spaces of M, and whose g-module structure is defined by (x • f)(m) = f(o(x) ■ m) for all x G g, / G M*, and m e M. It is well known that M# has the same local composition factors as M (in reverse order). This follows easily from the fact that chM# = chM for any weight module M. 
