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Abstract
This document accompanies the paper “Influencing Elections with Statistics: Targeting
Voters with Logistic Regression Trees” (Rusch, Lee, Hornik, Jank, and Zeileis 2013).
It contains a section where we conduct the analysis with a historic proxy, the voting
behavior in 2000. For that situation the predictive accuracy is low. It further contains
a section describing our efforts in predicting the voting behavior with neural networks,
support vector machines, random forests, Bayesian additive regression trees and trees with
boosting in the node models. They all perform practically equally or less well than the
LORET models, with BART having a very slight edge over the other methods.
Keywords: support vector machine, logistic model tree, random forest, neural network, cam-
paigning, get-out-the-vote, logistic regression, model tree, bayesian additive regression trees,
micro-targeting.
1. Prediction based on historic proxy variables
Having a very good proxy from polls or other means for the target variable of whether a
person will turnout for a sample of the electorate—as we advocate in the main paper—may
in many situations not be feasible. Nevertheless, we need a labeled training set to derive
LORET predictions from. One way to achieve this is by using a historic proxy variable in the
model building stage. In this section we predict turnout for an upcoming election where all
responses are unknown and campaigns can only rely on historic data.
For this we employ only the LORET specifications that make use of both the “s” and “e” sets
to forecast the individual turnout for 2004. We use the full variable data set in our supervised
model trained on proxies for the real voting behavior and evaluate the performance of the
generated predictions.
Proxy models
When relying on historic data only, we have a number of variables at our disposal which
could be used, say, the outcome of the presidential primary the same year or the turnout in
general elections in the three years prior. Generally, these variables may indeed be associated
2 Rejoinder to Rusch et al. 2013
with the presidential election we aim at but the problem is that the turnout is considerably
higher for presidential elections than for other elections and as a consequence many people
will turnout at a presidential election that will not got to the polls in primaries or other
general elections. Considering our data for all people who turnout in the general election in
2004, the conditional relative frequency of those who do not vote in the primaries is 0.498.
Hence the primaries are a bad proxy. A similar situation we have for non-presidential general
elections (∼ 0.4) in the three years prior.
This leaves the previous presidential election, gen00, as a possible proxy. It best satisfies the
condition of being comparable, which—at least when it comes to turnout—probably holds
quite generally (for our data, 0.726 of outcomes are the same). We look at two possible
variants for prediction based on gen00 as our target (which we abbreviate as y00 to highlight
its role as a target variable):
 We fit the models with y00 as the target and ppp04 and the general elections between
2000 and 2004 as predictors as the “standard set”, as well as all the other available data
as the “extended set”. We abbreviate this as s04 and e04 with s04 = ppp04 + gen03 +
gen02 + gen01 + gen00 + age+ age2 and e04 all other variables. We use the estimates
for the parameters from ss04 to predict the values based on the realisation for the s04
variables. So basically we use the “future” to predict the “past” and use this predictions
for 2004.
 We fit the models with y00 as the target and the ppp00 and the general elections
between 1996 and 2000 as predictors as the “standard set”, as well as all the other
available data as the “extended set”. We abbreviate this as s00 and e00 with s00 =
ppp00 + gen99 + gen98 + gen97 + (age− 4) + (age− 4)2 and e00 all other variables. A
subtlety is that now we use the estimates for the parameters from ss00 to predict the
values based on the realisation for the according s04 variables.
Measuring predictive accuracy
For each method, we fit LORET models with the same hyperparameter configuration as we
found to work well in the main paper1. We then predict the individual turnout likelihood
in 2000 based on these models and directly use these predictions as the predictions for the
2004 election. We assess the classification accuracy (acc) at a cut-off of 0.5 and over different
cutoff values and use the ROC curve and the Wilkinson statistic for the area under the ROC
curve to assess how well forecasting actually worked. For all these measures, higher values
imply better predictive capability.
Results
Figure 1 shows the predictive accuracy for the models of both historic proxy models at a
cutoff value of 0.5 together with the results from the main paper. The upward triangle
represents the accuracy for the models employing s00 (e00), the downward triangle for s04
1Again the differences between different hyperparameter configurations are not particularly interesting and
not central to our discussion. The performance for the best/worst configuration is 1-2% more or less of
the reported configuration. We therefore refrain from a detailed discussion of the effect of using different
configurations.
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Figure 1: Accuracies for LORET models with different proxy variables: Accuracy boxplots for
all 10 out-of-bag samples for each LORET instance as described in the paper are displayed.
The cross denotes the within-sample prediction accuracy of each of these models (acc0). For
using the historic proxy variable, the upward triangle denotes the forecast accuracy of the
y00 ∼ s00 models and the downward triangle for the y00 ∼ s04 models.
(e04). The accuracies can also be found in Table 1 which also lists the auc and the number of
terminal nodes and node coefficients for each model. We see that the performances are very
close together for each variant, regardless of employing only the standard set of variables or
the extended set as well. Logistic regression has a slight edge over the tree based methods
(acc = 0.722 and auc = 0.662 for the variant with s04 and e04, acc = 0.723 and auc = 0.653
for the variant with s04, acc = 0.738 and auc = 0.689 for using s00 and e00 and acc = 0.731
and auc = 0.662 for using s00). This can also be seen in the upper and lower half of Figure 2
which displays the ROC curves and the classification accuracies as a function of different
cutoff values. Table 1 gives a detailed summary of the different performance measures for all
models and both variantes. Recall the benchmark provided by the naive model y ∼ 1 | 1 is a
prediction accuracy of acc = 70.31% and a AUC of auc = 0.5.
Concerning the two variants, using s00 and e00 or s04 and e04, we find that the s00/e00
variant performs better than the s04/e04 variant. Hence, for this data, fitting a model for
y00 based on s00 and using the estimated parameters with the more recent equivalents as new
data buys us another 1−2% in classification accuracy. Note that the performance is still only
2−4% better than the naive majority vote model of predicting everyone as a voter. Compared
to the results we got with using a better proxy variable to build the models as in the paper,
the results are sobering (but not surprising as we forecast the outcome by extrapolating):
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Model acc auc r p
y00 ∼ 1|1 0.704 0.5 1 1
y00 ∼ s04|1 0.723 0.653 1 7
y00 ∼ 1|s04 (Ctree) 0.721 0.653 13 1
y00 ∼ 1|s04 (CART) 0.721 0.653 15 1
y00 ∼ s04 + e04 | 1 0.722 0.662 1 56
y00 ∼ 1 | s04 + e04 (CTree) 0.719 0.659 24 1
y00 ∼ 1 | s04 + e04 (CART) 0.718 0.643 19 1
y00 ∼ s04 | e04 0.714 0.643 8 7
y00 ∼ s00|1 0.731 0.662 1 7
y00 ∼ 1|s00 (Ctree) 0.729 0.662 8 1
y00 ∼ 1|s00 (CART) 0.729 0.662 5 1
y00 ∼ s00 + e00 | 1 0.738 0.689 1 57
y00 ∼ 1 | s00 + e00 (CTree) 0.731 0.635 26 1
y00 ∼ 1 | s00 + e00 (CART) 0.725 0.65 24 1
y00 ∼ s00 | e00 0.731 0.629 7 7
Table 1: Summary of performance indicators for the different LORET forecasting models that
use only historic data. Accuracy is given by acc, the AUC under the ROC curve by auc, the
number of terminal nodes times by r and the number of coefficients in each node by p.
For our data set we lose 12− 14% predictive accuracy across the board when relying on the
historic records alone. This shows that predictions relying solely on historic data can be much
worse than prediction based on more accurate proxies from polls.
2. Prediction with alternative methods
On our data we also investigated the performance of high accuracy classification methods with
the “s” and “e” set combined. This enables us to gauge how much accuracy we loose with the
relatively simpler LORET models. The rationale is that easier interpretable models usually
perform less than high perfomance methods, who, in turn, are not easily interpretable. We
use random forests (Strobl, Boulesteix, Zeileis, and Hothorn 2007), artificial neural networks
(Venables and Ripley 2002), support vector machines (Chang and Lin 2011), Bayesian addi-
tive regression trees (Chipman, George, and McCulloch 2010) and logistic model trees with
boosting (Landwehr, Hall, and Eibe 2005) to check whether they outperform our tree models.
On our bootstrap data sets their performance was usually practically equal to the performance
of the LORET models (the best method on average was BART which showed a slight difference
of 0.002 in mean and median accuracy over the best LORET model). We report our steps
and results below. An overview of the accuracy over the bootstrap samples is given in Figure
3.
Random Forest (RF) We used random forests as provided by the cforest function in the
R package party. We used the default setup. The mean accuracy was 0.85 and the median
accuracy was 0.848.
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Figure 2: Performance indicators for the proxy models using s00 and s04. The ROC curve
can be found in the upper row, accuracies for the range of different cutoffs in the lower row.
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Figure 3: Boxplots over all bootstrap samples of the accuracy at a cut-off of 0.5 for various
high performance methods. The red line indicates the mean classification accuracy of MOB
at 0.8598, the rightmost four boxes (in grey) show the accuracy for logistic regression (LR),
Ctree, CART and MOB over all samples.
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Artificial neural network (ANN) We used neural networks as provided by the nnet
function in the R package nnet. We used a single hidden layer architecture, 2000 maximum
iterations and weights decay 0, 0.01, 0.02, . . . , 0.5 (0 to 0.5 in steps of 0.01). The best average
results were achieved for a weight decay of 0.45 and the best median result for a decay of
0.15. The mean accuracy for a decay of 0.45 was 0.847 and the median accuracy was 0.847.
The mean accuracy for a decay of 0.15 was 0.823 and the median accuracy was 0.852.
Support vector machine (SVM) We used SVM as provided by the svm function in the
R package e1071. We used a gaussian radial basis function kernel with the γ parameter being
0, 0.01, 0.02, . . . , 0.5 (0 to 0.5 in steps of 0.01). The best average results were achieved for a
γ of 0.12 and the best median result for a γ of 0.14. The mean accuracy for a γ of 0.12 was
0.86 and the median accuracy was 0.86. The mean accuracy for a γ of 0.14 was 0.86 and the
median accuracy was 0.86.
Bayesian additive regression trees (BART) We used BART as provided by the bart
function in the R package BayesTree. We used all the default parameter configurations.
The posterior predictions of BART are on the probit scale, so we first took the mean of the
posterior draws and then transformed it back to the scale of probabilities. The mean accuracy
was 0.862 and the median accuracy was 0.862.
Logistic model trees with boosting (LMT) We used LMT as provided by the LMT
function in the R package rweka. We used all the default parameter configurations. The
mean accuracy was 0.806 and the median accuracy was 0.808.
Computational details
All calculations have been carried out with the statistical software R 2.12.0–2.15.2 (R Devel-
opment Core Team 2011). Logistic regression was fitted with the glm() function. Recursive
partitioning infrastructure was provided by the packages party for mob() (Zeileis, Hothorn,
and Hornik 2008) and ctree() (Hothorn, Hornik, and Zeileis 2006), as well as rpart (Th-
erneau and Atkinson 1997; Therneau, Atkinson, and Ripley 2011) for CART. We used the
ROCR package (Sing, Sander, Beerenwinkel, and Lengauer 2005, 2009) for calculating and
plotting performance measures and ROC curves. SVM were fitted with the svm function
in e1071 (Meyer, Dimitriadou, Hornik, Weingessel, and Leisch 2012). LMT was fitted with
the LMT function in rweka (Hornik, Buchta, and Zeileis 2009). We used random forests with
conditional inference trees (Strobl et al. 2007) as provided by the cforest function in party.
For neural networks we used the nnet function in the R package nnet (Venables and Ripley
2002). BART was fitted with the bart function from BayesTree (Chipman and McCulloch
2010).
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