INTRODUCTION AND MAIN RESULTS
Let ⍀ ; R N , N G 1, be a bounded domain with C 2q ␣ boundary ␣ ⍀ for Ž . some ␣ g 0, 1 . Consider the following model problem
½ u x ª qϱ as d x s dist x, Ѩ ⍀ ª 0.
Ž . Ž . Ž .
For f x, u, ٌu s u q ٌu y g x , here p ) 1, ) 0, g g C ⍀ , is Ž . ␤ Ž . bounded below and g x ; Crd x in a neighborhood of Ѩ ⍀, ␤ depends Ž . on p. In this case, 1 is a model of stochastic control problems involving Ž w x. Ž .
p constraints on the state of the system see 1, 2 . For f x, u, ٌu ' u , Ž . Ž w x. p)1, 1 is related to problems involving superdiffusions see 3᎐6 . For Ž . Ž . 2 u Ž . w x Ž . f x, u, ٌu s k x e , 1 was considered in 7᎐10 . In this case, 1 plays an important role in the theory of Riemanian surfaces of constant negative curvatures and in the theory of automorphic function. In these special cases, the existence, uniqueness, and asymptotic behavior of solutions of Ž . w x 1 have been established in 1᎐10 , where the uniqueness was derived through an analysis of the asymptotic behavior of solutions at the boundary.
In this note we present a new argument, which is more simple, Ž . Ž . u Ž < < q . for the existence of solutions of 1 with f x, u, ٌu s e 1 q ٌu or
w . f x, u, ٌu s u 1 q ٌu , where p ) 1 and q g 0, 2 .
Our main results are as the following
is bounded.
2q␣ Ž . 1 has at least one solution u g C ⍀ .
PROOFS
Let w be the unique solution of
½ u s 0 on Ѩ⍀.
2 q␣ Ž . Ž . As is well known, 0 -w in ⍀, w g C ⍀ , and Ѩ w x rѨ n -0 for all ª x g Ѩ ⍀, where n denotes the outward normal to Ѩ ⍀ at x. We can easily obtain that there exist positive constants C and C such 1 2 that
ϱ Proof of Theorem 1. The change of variable¨s e yu transforms the Ž . problem 1 into the equivalent problem
Let¨s M w , where M is a large positive constant to be chosen, and 0 0 ␣is chosen to satisfy the following conditions:
Ž . i.e.,¨is a supersolution of 4 . To construct a subsolution¨of 4 , a good candidate is¨s m w 2 , where m is a small positive constant to be chosen. Indeed one has
Ž .
By the maximum principle, we can easily obtain F¨on ⍀ .
Ž .
It follows by the proofs in the following Appendix that 4 has at least 2q ␣ Ž . Ž .
Ž . By 3 , we know Theorem 1 is true.
Proof of Theorem 2. We follow the same arguments as in the proof of yp Ž . Theorem 1. The change of variable¨s u transforms the problem 1 into the equivalent problem
Ž . 
x g ⍀ and ␣ is chosen to satisfy the condition 
Thus¨is a subsolution of 7 . The conclusion follows as in the proof of Theorem 1 and is omitted.
Remark. He does not know, if q G 2, whether 1 has a solution or not Ž . for f x, u, ٌu in Theorem 1 or Theorem 2.
APPENDIX
In this section we only need to complete the proof of Theorem 1. The w x proof is similar to that in 13 . 
11
,¨is a usual supersolution of 12 and 13 ,¨is a usual subsolution Ž .
Ž . Ž of 12 and 13 . By the maximum principle or let M be sufficiently 1 . large , we can easily prove¨F¨o n ⍀ . 1 6 Ž .
Ž . i.e.,¨is a solution of 12 .
Ä 4
Now we need to estimate¨. For any C 2q ␣ -smooth domain ⍀Ј _ ⍀, take ⍀ , i s 1, 2, 3, with C 2q ␣ -i smooth boundaries such that
Let m s m min w with m w -1, and 
Ž .
Ž . 1 xg⍀ xg⍀ 2 3 Ž . < Ž .< From 17 and 0 --1 we see that ٌ¨x is uniformly bounded on < Ž .< ⍀ . It follows that f x is uniformly bounded on ⍀ , and hence f g
w x it follows that by Theorem 9.11 of 17 that there exists a positive constant C independent of such that 
5
Nrp and applying Sobolev's embedding inequality, we see that¨C Ž ⍀ . arbitrary ⍀Ј _ ⍀. Using the Ascoli᎐Arzela theorem and the diagonal Ä 4 sequential process, we see that¨has a subsequence which converges 2 2 Ž . Ž . uniformly in the C ⍀Ј norm to a function¨g C ⍀ and¨satisfies Eq. Ž .
.
Ž . Ž . solution¨g C ⍀ l C ⍀ . Applying Schauder's interior regularity 2q ␣ Ž . theorem we see u g C ⍀ and, thus, Theorem 1 is proved.
