FIG. S1. Connectivity diagram for the type of grid network used to test computation times in
Figures S2 and S3. Nodes are points, and lines are polymer bridges. All bridges have 50 segments.
The four nodes with white filling are fixed at the corners of the lattice, while the remaining (blackfilled) nodes are free. Shown here is a "4 × 4" grid network, having 46 bridges. Network sizes studied in Fig. S2 are: 4 × 4, 5 × 5, 6 × 6, 7 × 7, 8 × 8, and 9 × 9; their connectivities are analogous to that shown in this figure.
FIG. S2. Compute time per iteration vs. number of bridges in the system at fixed lattice size (upper panels), and vs. number of lattice sites with a fixed number of bridges (lower panels).
Results are displayed for calculations on one core of an Intel Core i7 4.0 GHz (8th generation) central processing unit (CPU) (left-hand panels), and an Nvidia GTX 1070 graphics card (GPU) (right-hand panels). Circular points are for grid-type networks that vary in the number of nodes and bridges as described in Figure S1 ; triangles are for disordered networks having the same number of nodes (85) but different numbers of bridges, each of 30 monomers. In upper panels, systems all have 101 × 101 lattice sites; in lower panels, all systems are 9 × 9 grid networks ( In this supplementary section, we derive the self-consistent equations for the probability distributions of network nodes, invoking a Bragg-Williams approximation. This is to arrive at Eq. 4 in the main text.
Consider a node j interconnected into a larger network. For simplicity, all bridges in the network have the same number of segments. Node j has n bridges, indexed by l = 1, 2, ...n, each originating from another node. If we know the positions i l of these nodes explicitly (e.g. if they are fixed), then the spatial probability distribution for node j is
where K l (i j , i) is the sum of propagator weights that go from site i l of fixed node l to site i, Q −j is the partition function for the network without node j and its associated bridges, and Q is the partition function of the full network.
The expression for P j (i) becomes slightly more complex if node j acts as the connecting entity for distinct pieces, or "fragments", of a network, rather than a network that was already a single entity. Supposing there are n frags such fragments, this mathematically reads
This still assumes that the nodes that "j" is connected to are fixed in space. Here, Q f is the partition function for each distinct network fragment that is being connected via node j.
Next, we move on to the scenario in which the start points for the bridges l also fluctuate.
In this case,
Here, the nested sums are over all possible starting points i l of each bridge, and
is the partition function of the surrounding network fragments without node j and its bridges,
given that the origin nodes for each bridge of j are located at coordinates i 1 , i 2 , ..., i n .
Equation S1 yields the cloud for node j given the existing clouds in the Q f,tot ensemble.
However, by adding node j to the network, the new ensemble is the full network Q, and so the existing clouds for the nodes besides j in the network will also change. To find the node clouds self-consistently, we find the clouds that satisfy, for all nodes j:
where Q −j is an auxillary ensemble having the same statistics as the true ensemble Q, but normalised to not include node j and its bridges. The probability P j (i) is the sum of weights for network configurations that have node j at i, normalised by the sum of weights for all possible network configurations in Q:
We are enforcing explicit connectivity of the network in Eq. S2. This is because we are utilising the quantity
which specifes the probability that neighbour 1 is at i 1 and neighbour 2 is at i 2 and neighbour 3 is at i 3 , and so on. In other words, we are using a quantity that describes the chance of observing a distinct set of coordinates of neighbouring nodes i 1 , i 2 , .... While this can be computed in principle, we proceed towards a numerically tractable model by representing
.., i n ) as a product of individual P l (i l ) node clouds:
where P l (i l ) is the probability that the network has neighbour l of node j fixed at i l , while the other neighbouring nodes can be located anywhere else, i.e.
If we proceed forward by incorporating the approximation given by Eq. S3 in Eq. S2, then we reach
The first prefactor is not known trivially; however, it does not depend on i, and we also know that P j (i) must normalise to unity. Thus, we can compute the clouds for all nodes self-consistently without knowing the prefactor by solving for the condition in which all node clouds satisfy
This corresponds to Eq. 4 in the main text. Here, mean-field connectivity is enforced: the clouds properly connect the polymer strands into the desired network topology, however the spatial distributions of nodes are not explicitly correlated to each other.
SII. COMPUTING MONOMER DENSITY BY BRIDGE REINSERTION
In this section, we derive Eq. 8 in the main text, used to compute the spatial distribution of a single monomer in a polymer bridge.
Consider three fixed nodes, A, B, and C, arranged in a triangular shape as shown in Figure S8 . The three fixed nodes are connected to a fourth node which is free, labeled X.
The bridges are labeled 1, 2, and 3.
The partition function for node X (and thus, of the whole network) is computed on a lattice of sites i via
where i A , i B , and i C are the coordinates of the three fixed nodes. The quantity w(i) = exp (−βE i ) is the weight for placing a segment at site i. (Throughout, we must ensure that nodes are only counted once. Thus, we must divide by the appropriate number of factors of w(i) based on the node valence.) The ensemble probability that node X is located at i is therefore
This is properly normalised to unity.
Consider now a segment Y along bridge 3. The two pieces of the bridge connecting to Y are called 3a and 3b. It is tempting to compute the sum of weights for finding Y at site i by
where i X are the possible positions of node X. However, this is not correct, as P X (i X )
already contains information about the weights extending from i C to i X . The proper way to compute the distribution of Y is to "reinsert" bridge 3 in two parts, 3a and 3b, yielding
This is the (correct) sum of weights that lead from the fixed nodes, to site i. The piece inside the summation can be re-expressed in terms of P X (i) to yield
This is different from Eq. S5; here, we are properly removing the bridge 3 propagator K 3 (i C , i X ) from P X , and then "rebuilding" the bridge using two separate propagators 3a and 3b in order to obtain information about the midsegment Y . Since Q X doesn't depend on i, then it disappears when we normalise the density of monomer Y over all space i to one.
We can test this expression by choosing segment Y to be the crosslink X. In this case, Eq. S6 gives
which is clearly incorrect.
We now consider the case of a bridge between two free nodes. We use again the example above, but where node C is a free node rather than a fixed one. Node C is attached to two additional bridges 4 and 5, ending at nodes D and E respectively. This is illustrated in Figure S9 .
We assume that the clouds for nodes C and X have been solved for self-consistently within our model described in the main text. Thus, the spatial distribution of C is given by
Illustration of the first example polymer network in section SII. Fixed nodes are A, B, and C, while X is a free node. Polymer bridges 1, 2, and 3 connect nodes A, B, and C to X. Y is a monomer along bridge 3; 3a is the first portion of this bridge, and 3b is the second portion. D, E; nodes X and C are free nodes. Bridge IDs are given as in Figure S8 , with the addition of bridges 4 and 5.
Similarly, the new distribution for node X is written
The partition sums Q X and Q C are defined as the sum of the term in parentheses over all i in the two respective equations.
To compute the sum of weights for placing segment Y at i, we write
Expressed in terms of P C and P X , we have
which leads to Eq. 8 in the main text. All of the terms in square brackets can be calculated in our model, based on the node clouds for C and X, involving only the bridge (3) in question. We don't need the partition sums Q C and Q X , as they are independent of i and thus cancel out when we normalise Q Y (i) over i.
SIII. CLASSICAL RUBBER ELASTICITY PREDICTION FOR NETWORK FREE ENERGY UPON DEFORMATION
The classical rubber elasticity model for the free energy of a polymer network upon deformation [1] assumes that the only contribution to the free energy is the stretch entropy of the polymers. The nodes (crosslinks) of the network are assumed to deform affinely, without any positional entropy of their own.
To compute the predicted deformation free energy from classical rubber elasticity theory in Figure 4 (main text), we construct networks of Gaussian springs with the same topologies as those given in the figure. Each spring i in the network follows a harmonic force law of
where k i is the (purely entropic) stiffness of the spring, and ξ i is its extension length. The springs therefore represent ideal polymers with rest lengths of ξ i = 0, and entropic restoring forces of f i when ξ i > 0. The spring stiffness k i = 2/βN i for ideal polymers in two dimensions (assuming monomers of unity width), where N i is the number of monomers comprising the polymer. The values of N i for the springs in each network are identical to those used in the SCFT calculations in Figure 4 , given in the figure caption.
The spring networks for the three topologies in Figure 4 are structurally equilibrated at L • = 20. This entails finding the set of network node coordinates that minimize the total free energy of the network, given by
Let the minimum free energy for L = 20 be F
• aff . The spring networks are then isotropically expanded by their four fixed corner nodes to each desired value of L, analagous to the SCFT calculation. The nodes are affinely displaced from the reference L
• coordinates to the larger network size L. Since the polymers are purely Gaussian in this case, then affinely expanding the system to L guarantees that it is already at its free energy minimum (according to Eq. S8) for that L. The free energy required to isotropically expand the network from
aff , plotted as the black dashed lines in Figure 4 .
[1] M. Rubinstein and R. H. Colby, Polymer Physics (Oxford University Press, 2003).
