ABSTRACT. Given a metric measure space (X, d, m) that satisfies the Riemannian Curvature Dimension condition, RCD * (K, N ), and a compact subgroup of isometries G ≤ Iso(X) we prove that there exists a G−invariant measure, mG, equivalent to m such that (X, d, mG) is still a RCD * (K, N ) space. We also obtain some applications to Lie group actions on RCD * (K, N ) spaces. We look at homogeneous spaces, symmetric spaces and obtain dimensional gaps for closed subgroups of isometries.
INTRODUCTION AND STATEMENT OF RESULTS
Synthetic Ricci lower curvature bounds were introduced in the seminal papers of Lott-Villani [32] and Sturm [38] , [39] . This synthetic definition, known as Curvature-Dimension condition or CD(K, N ) is, broadly speaking, the convexity of certain functionals (called entropies) along geodesics on the space of probability measures.
In [14] Erbar, Kuwada and Sturm defined another notion of Curvature-Dimension called Entropic Curvature Dimension condition, CD e (K, N ). Under some technical assumptions there is equivalence of different notions of synthetic Ricci curvature bounds. For example we have that CD e (K, N ) is equivalent to RCD * (K, N ). (see Theorem 7 in [14] ).
One thing to notice is that unlike the case of synthetic sectional curvature a metric structure alone is not sufficient to talk about Ricci curvature. A reference measure is also required, that is we will work with metric measure spaces (X, d, m). It is of interest then to see how the measure m and the metric d interact with one another.
In [24] Guijarro and the author, and independently Sosa in [37] , studied the isometry group of RCD * (K, N ) spaces. In both of these papers it is proved that the set of fixed points of an isometry must have zero m−measure. The main result of this article makes the connection between the metric and the measure deeper. More precisely we have:
Theorem A. Let (X, d, m) be an RCD * (K, N ) space and, G ≤ Iso(X) a compact subgroup. Then there exists a G−invariant measure m G , equivalent to m, and such that (X, d, m G ) is an RCD * (K, N ) space. respect to m. He obtained a measure rigidity result which states that any two essentially non-branching, qualitatively non-degenerate measures must be mutually absolutely continuous. Reference measures of RCD * (K, N ) spaces in particular satisfy these conditions. So then we first prove that the reference measure m is quasi-invariant with respect to Iso(X). That is, we prove that for every isometry g the measures g # m and m are mutually absolutely continuous.
Then we use the densities corresponding to the measures g # m to construct an appropriate density function Ψ G such that the new measure m G := Ψ G m is both invariant and preserves the curvature bounds satisfied by the original measure m.
Studying Lie group actions has proved useful in Riemannian and Alexandrov geometry for finding about how the geometry and topology of a space affect one another. A couple of good sources to read on this are Grove's paper [23] or the more recent book by Dearricot et. al. [13] .
In [24] , and indenpendently in [37] , it was shown that the isometry group of an RCD * (K, N ) space is a Lie group. Therefore it makes sense now to study properties of Lie group actions on m.m.s.
In Lemma 5.1 we prove that the strafitication of a m.m.s. into k−regular sets , denoted as R k , given by Mondino and Naber must be preserved by isometries (see Theorem 2.13 for the stratification). We also look at the interaction of the orbits with the measure m. Proposition 5.10 states that the orbits can not have positive measure unless the action is transitive on the whole space. Furthermore, in Proposition 5.13 we prove that homogeneous spaces must in fact be Riemannian manifolds.
In [17] some extra assumptions were made in order to obtain information about the behaviour of the k−regular sets in the quotient space X/G. (see Theorem 6.3 [17] ). We will also make one which we will refer to as the isotropy condition I. Briefly, this condition asks that for an appropriate k−regular point p, the orbits G p · q of the isotropy group G p are rectifiable. (see Section 5.1 for a precise definition).
In [29] Kitabeppu defined the Analytic dimension, dimX , of an RCD * (K, N ) space as the largest k ∈ [1, N ] ∩ N such that m(R k ) > 0. For both Riemannian manifolds and Alexandrov spaces it is easy to see that the Analytic dimension coincides with the more classical notions used in the literature. However, in a more general setting there does not seem to be any relationship between the Hausdorff or the topological dimension and this new dimension.
Thanks to theorem A we can change the measure without losing the curvature bounds and extend some of the theorems of Galaz-García and Guijarro [16] for Alexandrov spaces. More specifically we prove:
Theorem B. Let (X, d, m) be an RCD * (K, N ) space, such that dimX = k = 4. Then there are no closed subgroups G ≤ Iso(X), satisfying the isotropy condition I, and whose dimension lies in the interval:
where κ = max{dim T R k , dimX}.
Theorem C. Let (X, d, m) be an RCD * (K, N ) space, such that dimX = k = 4.
If Iso(X) has dimension 1 2 κ(κ − 1) + 1, where κ = max{dim T R k , dimX}, and satisfies the isotropy condition I then (X, d) is isometric to a Riemannian manifold.
In the 4−dimensional case, we prove separately that if the isometry group has dimension 7 or 8 then the action must be transitive. Then by Ishihara's results [27] we obtain analogues to theorems B and C. We also prove the more general gap theorem of Mann [33] .
Finally we look at Symmetric spaces and prove, just as in the case of Alexandrov spaces, that RCD * (K, N ) spaces that are symmetric must be Riemannian manifolds.
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PRELIMINARIES
This section will be devoted to introducing the notation and structural results that we will use throughout the paper. A metric measure space (X, d, m) will consist of a complete, separable and geodesic metric space (X, d) and a Radon measure m on the Borel σ−algebra B(X). Let P(X) denote the space of probability measures on B(X) and
2 (x 0 , x)dµ < ∞ for some (and hence all) x 0 ∈ X the space of probability measures with finite second moments.
2.1. Optimal transport. Given measures µ, ν ∈ P 2 (X) a coupling between them is a probability measure π ∈ P(X × X) such that
where p i : X × X → X, i = 1, 2 are the projections onto the first and second factors respectively. Using these we define the L 2 −Wassertein distance, W 2 , as:
Since d 2 is lower semicontinuous it follows that the infimum can be replaced by a minimum. It is known that (P 2 (X), W 2 ) inherits good properties from (X, d) such as being complete, separable and geodesic. We will denote by Geo(X) the space of geodesics of X and equip it with the topology of uniform convergence. For t ∈ [0, 1] we define the evaluation map e t : Geo(X) → X, γ → γ t . If we take a geodesic (µ t ) t∈[0,1] in P 2 (X), then there exists π ∈ P(Geo(X)) with e t# π = µ t for all t ∈ [0, 1] and
(See Theorem 2.10 [1] for details). The collection of all such measures π will be denoted as OptGeo(µ 0 , µ 1 ).
Definition 2.1. We will say that a m.m.s. (X, d, m) is essentially non-branching if given µ 0 , µ 1 ∈ P 2 (X) such that µ 0 ≪ m, there exists a unique optimal transport π ∈ P(Geo(X)) concentrated on a non-branching set of geodesics Γ and such that µ t ≪ m for all t ∈ [0, 1).
2.2.
Relative entropy. Let (X, d, m) be a m.m.s. For a measure µ ∈ P 2 (X) we define its relative entropy with respect to m as:
Ent m (µ) := ρ log ρ dm, whenever µ = ρm and (ρ log ρ) + is integrable, otherwise we set it as +∞. The subset of measures with finite entropy will be denoted as D(Ent m ). In the case that the reference measure m is a probability measure, Jensen's inequality ensures that the entropy is nonnegative. For measures of infinite mass but satisfying the growth condition
for some c > 0, and x 0 ∈ X, it is known (see for example Section 2 of [2] and references therein) that Ent m (µ) > −∞ for all µ ∈ P 2 (X).
2.3.
Curvature-Dimension conditions. In [14] Erbar, Kuwada and Sturm studied convexity properties of the relative entropy of a m.m.s. (X, d, m). They defined a new curvature dimension condition, called entropic curvature dimension condition, which allowed them to prove the equivalence between several previously defined notions of curvature bounds such as the ones given by Lott-Sturm-Villani and by Bakry-Émery. For details see Theorem 7 in [14] . Given K ∈ R, and N ∈ [1, ∞) we define the distortion coefficients σ
be a functional on X, and denote its proper domain by D(S) := {x ∈ X| S(x) < ∞}. For N ∈ (0, ∞) we define the functional
be a functional on X, and K ∈ R, N ∈ (0, ∞). We will say that the functional S is (K, N )−convex if and only if for each x 0 , x 1 ∈ X there exists a geodesic γ between them such that for all t ∈ [0, 1] :
If this condition holds for any pair of points x 0 , x 1 ∈ D(S) and any geodesic γ connecting x 0 to x 1 then we will say that S is strongly (K, N )−convex. Observe that if γ 0 , γ 1 ∈ D(S) then any geodesic γ that satisfies inequality (3) lies in D(S).
Examples of (K, N )−convex functionals can be found in examples 2.5 and 2.6 in [14] . Definition 2.3. Let (X, d, m) be a m.m.s., we will say that it satisfies the Entropic Curvature Dimension condition, CD e (K, N ) for some K ∈ R and N ∈ (0, ∞) if and only if given any two measures µ 0 , µ 1 ∈ D(Ent m ) there exists a geodesic
If this holds for any geodesic (µ t ) t∈ [0, 1] in D(Ent m ) we will say that the m.m.s is a strong CD e (K, N ) space.
So then, broadly speaking (X, d, m) is a CD e (K, N ) space if the relative entropy Ent m is (K, N )−convex.
2.4.
Sobolev spaces and Cheeger energy. Despite the generality in which we will be working, there is some first order differential structure available for metric measure spaces. Here we only present the basic notions that we will use; for a more detailed exposition one can look at [19] .
Let LIP(X) be the space of real valued Lipschitz functions on X. Given a Lipschitz function f denote its finiteness domain by D(f ) = {x ∈ X|f (x) ∈ R}; the local Lipschitz constant is defined as:
by convention we take Lip f (x) = ∞ if x / ∈ D(f ), and Lip f (x) = 0 if x is isolated. 
We denote its domain as
It can be proved that for f ∈ D(Ch m ) if one looks at the optimal approximation in the definition then there exists a function in L 2 (m), called the minimal weak upper gradient, |∇f | w such that
The minimal weak upper gradient is of local nature in the sense that for all f, g ∈ W 1,2 (m)
|∇f | w = |∇g| w m − a.e. on {f = g}.
We also have that minimal weak upper gradients satisfy the following Leibniz rule:
If (X, d, m) satisfies a weak Poincaré inequality and the reference measure m is locally doubling, then by Theorem 6.1 in [10] we have that for any locally Lipschitz function f Lip f (x) = |∇f | w (x) m − a.e. x ∈ X.
Let W 1,2 (m) := D(Ch m ) and equip it with the norm
In the case that this space is actually a Hilbert space we will say that (X, d, m) is infinitesimally Hilbertian. In [19] Gigli studied the differential structure of m.m.s. in particular, under the assumption that W 1,2 (m) is a Hilbert space then it is possible to obtain a pointwise version of the parallelogram law ( see Corollary 3.4 in that paper).
2.5. Gromov-Hausdorff convergence. Now we recall the different notions of Gromov-Hausdorff convergence that will be used in Section 5.
be complete and separable metric spaces. For ǫ > 0 we will call a function f ǫ :
Note that we do not assume that f ǫ is continuous.
are pointed metric measure spaces, we will say that X k converges to X ∞ in the pointed measured Gromov-Hausdorff topology if there exist Borel measurable ǫ k -GromovHausdorff approximations such that ǫ k → 0 and
Givenr > 0 and G acting on X by isometries define
be two metric spaces and G, H groups acting isometrically on X and Y respectively. An equivariant pointed ǫ-Gromov-Hausdorff approximation is a triple (f, ϕ, ψ) of maps
As usual, we do not assume that f is continuous or that ϕ, ψ are group homomorphisms.
2.6. Structure theory. Now we state the structural results known for the m.m.s. that will be of interest to us. First, notice that by Theorem 7 of [14] , the Entropic Curvature Dimension condition (2.3) coupled with W 1,2 (m) being a Hilbert space is equivalent to the Riemannian Curvature Dimension condition, RCD * (K, N ).
So from now on we will always assume that (X, d, m) satisfies both of these conditions unless otherwise stated. First, without assuming anything on W 1,2 (m), we have the following information on (X, d, m) :
in particular, it is locally compact. (3) The measure m is locally doubling and has no atoms. (4) The measure m satisfies the growth condition (1),
Now if we assume that W 1,2 (m) is a Hilbert space then we can rule out the presence of excessive branching and Finsler geometries. Moreover, it is also stable under measured Gromov-Hausdorff convergence when coupled with the curvature dimension condition CD * (K, N ). The proof of this in the compact case was done by Ambrosio, Gigli and Savaré [3] , the general case was proved by Gigli, Mondino and Savaré [20] : Theorem 2.9. The class of metric mesaure spaces that are both CD * (K, N ) and infinitesimally Hilbertian is precompact under measured Gromov-Hausdorff convergence.
Gigli, Rajala and Sturm proved that RCD * (K, N ) spaces are essentially nonbranching, that is that optimal transports are concentrated in sets of non-branching geodesics. More precisely they obtained:
space. Then for every µ, ν ∈ P 2 (X) with µ ≪ m there exists a unique optimal transport π ∈ OptGeo(µ, ν). Furthermore, π is induced by a map and concentrated on a set of non-branching geodesics. That is, there exists a Borel set Γ ⊂ C([0, 1], X) such that π(Γ) = 1 and for every t ∈ [0, 1) the map e t : Γ → X is injective.
In [18] Gigli obtained an extension of Cheeger-Gromoll's Splitting theorem for synthetic Ricci curvature bounds.
For a pointed metric measure space (X, d, m, p) and a constant λ > 0. We can rescale the metric by taking λd and normalize the measure in the following way
Given a sequence λ n → ∞ we can consider a sequence of rescaled and normalized pointed metric measure spaces
We define the tangent at a point p ∈ X as:
Then the stability theorem 2.9 implies that for any p ∈ X the set Tan(X, p) is non-empty and consists of RCD * (0, N ) spaces.
We denote the set of k−regular points as R k .
In [34] Mondino and Naber proved that m−a.e. point in X has a unique Eulidean tangent, however the dimension of these tangents might vary from point to point.
it can be covered up to a m−negligible set by a countable collection of Borel subsets which are bi-Lipschitz equivalent to Borel subsets of
In the case of Ricci limits, Colding and Naber [12] showed that there exists l ∈ [1, N ]∩N such that m(X −R l ) = 0. It is not known for general RCD * (K, N ) spaces if there exists a unique stratum of positive measure. However Kitabeppu and Lakzian [30] studied so called low dimensional RCD * (K, N ) spaces and obtained the following characterization:
The following statements are equivalent:
Kitabeppu introduced in [29] a new concept of dimension that coincides with previous definitions made by Colding and Naber for Ricci limit spaces [12] and by Han [25] .
space. The analytic dimension of X, dimX, is defined as the largest number k such that R k = ∅ and R l = ∅ for any l > k. Equivalently, dimX is the largest number k such that m(R k ) > 0.
From Theorem 2.8 we know that the Hausdorff dimension, dim H X , of an RCD * (K, N ) space is bounded above by N. Since these spaces are complete and separable, it follows (see discussion in [24] ) that for the topological dimension we
Using the concept of analytic dimension it was possible to obtain the lower semicontinuity of tangent cones in RCD * (K, N ) spaces. Theorem 2.16. (Lower semicontinuity of the analytic dimension [29] .) Let
Properties of the optimal transports with first marginal absolutely continuous with respect to the reference measure were studied by Kell in [28] . He proved that changes in the reference measure, under the assumption that the measures are essentially non-branching and qualitatively non-degenerate, occur in the same measure class. In particular for RCD * (K, N ) the following result was obtained:
, then m 1 and m 2 must be mutually absolutely continuous.
2.7.
Isometries, group actions, and quotients. n this section we will discuss some properties of the group of isometries of a RCD * (K, N ) space. A priori one would assume that the metric structure and the measure have no relationship at all; however we have the following result. Proposition 2.18. ( [24] , [37] ) If g ∈ Iso(X), the set Fix(g) := {x ∈ X| gx = x} has m−measure zero.
The following was obtained in [24] , and independently by Sosa [37] . Later on, Galaz-García, Kell, Mondino and Sosa studied Lie group actions on RCD * (K, N ) spaces by measure preserving isometries. Amongst other results they obtained the following:
space and G ≤ Iso(X) a compact group of measure preserving isometries. Fix an orbit G · x ∈ X/G. Then for m−a.e. y ∈ X there exists a uniquex ∈ G · x and a unique geodesic connecting y tox such that d(x, y) = d * (G · x, G · y). In particular, G y ≤ Gx and there exists a unique (up to conjugation) subgroup G min ≤ G such that for m−a.e. y ∈ X the orbit G · y is homeomorphic to G/G min . We will call such orbits principal.
Remark 2.22. Actually this theorem may be extended to closed subgroups G of Iso(X) that don't necessarily preserve the measure. By [35] we know that the action is proper. Then the isotropy groups are always compact, the quotient space X/G is geodesic and we can lift geodesics (see [24] for details). This allows us to follow the same argument as in [17] and obtain the result. We will say that a function ϕ is c−concave if it is the c−transform of some other function ψ, i.e. ϕ = ψ c Definition 2.24. (c−superdifferential) Let ϕ : X → R ∪ {−∞} be a c−concave function. We define its c−superdifferential
or equivalently y ∈ ∂ c ϕ(x) if and only if is not empty.
Lemma 2.25. ([17]) The lift of a c−concave function is c−concave. That is, if
ϕ : X/G → R∪{−∞} is a c−concave function on X/G thenφ : X → R∪{−∞} defined byφ(x) := ϕ(G · x) is c−concave in X.
Now we prove the Principal orbit theorem.
Proof of Remark 2.22 . Fix an orbit G · x, and define the function ϕ :
By Lemma 2.25 it is clear that this function is c−concave. By lifting a geodesic in X/G we can find a pointx ∈ G · x such that it realizes d(x, y) = d * (G · x, G · y). Using the characterization of the c−superdifferential given by (10) it is easy to check thatx ∈ ∂ c ϕ(y). Now, from Lemma 2.26 we have that for m−a.e. y ∈ X the pointx we previously obtained is unique and moreover that the geodesic connecting them is also unique.
Notice that ∂ c ϕ(y) is G y −invariant, therefore it follows that from the m−a.e. uniqueness of the c−superdifferential that G y ≤ Gx.
Finally take a point x 0 with minimal isotropy group G x 0 . Then for m−a.e. point y ∈ X, G y = gG x 0 g −1 . We conclude then that for m−a.e. y ∈ X
Recall that a measure m is quasi-invariant with respect to Iso(X) if for every g ∈ Iso(X) the measures g # m and m are mutually absolutely continuous.
Let (X, d, m) be an RCD * (K, N ) space for some K ∈ R, N ∈ [1, ∞), and take g ∈ Iso(X). Our goal for this section will be to prove that the m.m.s. (X, d, g # m) is both infinitesimally Hilbertian and CD e (K, N ). We begin with the observation that Iso(X) acts isometrically on (P 2 (X), W 2 ) by
Next, notice that if µ ∈ P 2 (X, m), µ = ρm, then g # µ ∈ P 2 (X, g # m) and for any E ∈ B(X) :
From this we have that the relative entropies behave as:
and 
Since g is an isometry
Proof. We define the map:
. As for the Cheeger energy, let f ∈ W 1,2 (m) and consider a sequence
Also it is easy to see that Lip
If on the other hand we start with a sequence of functions
we have analogous observations. Namely that
We conclude that
.
So then the map f → f • g −1 is an isometry and we have the result.
By Theorem 7 in [14] a space that is both CD e (K, N ) and infinitesimally Hilbertian is equivalent to being RCD * (K, N ). It follows from Theorem 2.8 that the reference measure g # m satisfies the growth condition (1) (see Section (2.2) ), for some non-zero constant and some point in X. Specifically the same constant as for m and the point gx 0 will work out. We will need to prove that for any compact subgroup G ≤ Iso(X) there exists some constant c ′ > 0 such that
As for the integral over the ball
where M := max{exp(−4cd 2 (x 0 , x)) | x ∈ B x 0 (δ, X)}. So g # m satisfies the growth condition (1) for x 0 and 4c.
G−INVARIANT MEASURES.
Let (X, d, m) be an RCD * (K, N ) space, throughout this section G will denote a compact subgroup of Iso(X). Recall that two measures are said to be equivalent if they are mutually absolutely continuous. Proof. Let g ∈ Iso(X). In the previous section we proved that (X, d, g # m) is an RCD * (K, N ) space. Since (X, d, m) is also an RCD * (K, N ) space by Theorem 2.17 g # m and m must be equivalent.
Denote the Radon-Nikodym derivative of g # m by ϕ g = dg # m dm . Proposition 4.2. For all g, h ∈ Iso(X), we have that the following cocycle condition holds:
Proof. For any A ∈ B(X),
The main objective of this section will be to prove the following result:
A natural way to construct a G−invariant measurem is just to take the mean of the measures g # m with respect to H, the Haar measure of G. That is,
It is easy to see thatm is a Radon measure equivalent to the original m. Thereforẽ m = G g # m dH = Φ G m, By exercise 6.10.72 of [9] we can find a m ⊗ H−measurable function F on
It follows then that Φ G = G ϕ g dH. Now we define the locally integrable function
where the inequality follows from applying Jensen's inequality. The aim of this section will be to prove that the m.m.s. (X, d, m G ) , where m G := Ψ G m, is an RCD * (K, N ) space. Notice that m G and m are mutually absolutely continuous.
Proof. The result follows from the cocycle condition proved in Proposition 4. 
and log ϕ g dµ = 0.
Proof of (1) . From previous discussions we have that there exist c > 0 and x 0 ∈ X such that
Integrating over G and then recalling that Ψ G ≤ Φ G we obtain
Hence m G satisfies the growth condition (1) and by the argument made in Section 2 of [2] we have that
Proof of (2). For (2). Let µ ∈ D(Ent m G ).
Since m G = Ψ G m we have the following formula (see Section 7.1 in [4])
Since m satisfies the growth condition (1) it follows that Ent m (µ) > −∞, which means that − X G log ϕ g dH dµ > −∞ and hence Ent m (µ) < ∞ as well. From this it follows that − X G log ϕ g dH dµ < ∞. Given g ∈ G we have the following formula for Ent m :
then by (13) , (14) , and the G−invariance we have:
We conclude then that log ϕ g dµ = 0. From the previous Lemma we have that for all g ∈ G log ϕ g dµ 0 = log ϕ g dµ 1 = 0.
By (14) it follows that Ent
Let t ∈ [0, 1]; using inequality (4) in the definition of CD e (K, N ) and then integrating over G, we get:
Therefore µ t ∈ D(Ent m G ) and by the previous Lemma log ϕ g dµ t = 0 for all g ∈ G.
Finally, multiply both sides of the inequality by −1/N and apply the exponential. It is now clear that the functional Ent m G is (K, N )−convex.
Remark 4.7. It is also easy to convince oneself that (X, d, m G ) is also essentially non-branching. Let µ 0 , µ 1 ∈ P 2 (X) with µ 0 ≪ m G . Since m G and m are equivalent then µ 0 ≪ m. Then by Theorem 2.10 we have that there exists a unique π ∈ OptGeo(µ 0 , µ 1 ) that is concentrated on a set of non-branching geodesics.
So by Theorem 3.12 in [14] this m.m.s is CD * (K, N ). Then we have that m G is locally doubling and that (X, d, m G ) supports a weak Poincaré inequality. (see [5] ) Before checking that the Cheeger energy Ch m G is quadratic we need to make some observations on how we can approximate functions in . With this we define φ n := φ(d(x, K n )), this function is upper semicontinuous, Lipschitz, bounded and
It is clear that φ n f ∈ Lip c (X) ∩ L 2 (m). For the sequence (φ n f ) n∈N we have that:
The first integral on the RHS is equal to zero because for all n ∈ N φ n ≡ 1 in
The second integral may be bounded from above by
For the sequence (|∇φ n f | w ) n∈N we have a similar argument.
The first integral on the RHS is zero because
and |∇f | w = Lip f m−a.e. The second integral can be bounded from above by 
Then we have the pointwise parallelogram law (9) m−a.e. By Theorem 6.1 in [10] , for m and m G the minimal weak upper gradients of f and g are just the corresponding Lipschitz constants. Since m ≪ m G ≪ m it follows that we also have the pointwise parallelogram law (see also equation (9))
Therefore by integrating we obtain that Ch m G is quadratic on Lip c (X)∩L 2 (m G ). . From example 2.6 ii) in [14] we have that given a ∈ [−1, 1], N > 0, and K > 0 the function
is (K, N )−convex. It clear that S a is also continuous and bounded from below. Therefore from Proposition 3.31 in [14] we have that
is an RCD * (K, N + 1) space. The only non-trivial isometry of [-1,1] is the map x → −x. We apply Theorem A to
) and obtain G−invariant measures m G,a , all of which are equivalent to one another but not equal, since given a, a ′ ∈ [−1, 1] such that a = ±a ′ we have that
APPLICATIONS TO LIE GROUP ACTIONS
By Theorem A proved in the previous section we can safely change the reference measure without losing the lower Ricci curvature bounds. So from here on we can assume without loss of generality that whenever we consider a compact subgroup G ≤ Iso(X) it acts by measure preserving isometries on (X, d, m).
5.1.
Improved dimension bounds on the isometry group. Here we will provide refinements of the bounds obtained in [24] under additional hypothesis. Let us start by showing that isometries preserve the stratification into k−regular sets defined by Theorem 2.13.
Remark 5.2. From Theorem 2.13 we have that for every k ∈ [1, N ] ∩ N there exists a set,R k ⊂ R k such that m(R k −R k ) = 0 and dim HRk ≤ k.
In general it is not clear that dim H R k ≤ k or that G · p ⊂R k . So the only conclusion we can derive from the previous result is that
Then for m−a.e. x ∈ X the topological dimension of the orbit G · x is positive.
Proof. Suppose that A := {y ∈ X| dim T G · y = 0} has positive measure. Denote the isotropy group at point y ∈ X as G y . Then for every point y ∈ A we have that dim G = dim G y . In particular the connected components at the identity are equal, G 0 = (G y ) 0 , so G 0 · y = {y} for all y ∈ A, but this implies that Fix G 0 has positive measure, contradicting Proposition 2.18.
In [17] , an additional condition on the group action was imposed in order to study the k−regular sets on X/G (See Theorem 6.3 [17] ).
Definition 5.4. Let G ≤ Iso(X) be a compact subgroup equipped with a biinvariant metric d G . We will say that G acts locally Lipschitz and co-Lipshitz on principal orbits if for every y ∈ X in a principal orbit there exist constants C, R > 0 such that for all 0 < r < R
Recall that an RCD * (K, N ) (X, d, m) has analytic dimension dimX = k if k is the largest number such that m(R k ) > 0. Proof. Let x 0 be a regular point with principal orbit G · x 0 . Such point exists since by Theorem 2.21 and Remark 2.22 the set of points with principal orbit has full m−measure. Denote by n the dimension of the Euclidean space in Tan(X, x 0 ), and by n * the dimension of the Euclidean space in Tan(X/G, G · x 0 ) .
The group G satisfies the hypothesis of Theorem 6.3 of [17] ,so we have
Also since G is of positive dimension we may assume that dim T G · x 0 > 0, therefore
which gives us the result.
We now extend Proposition 4.1 of [26] to RCD * (K, N ) spaces. The main tool we need is the lower semicontinuity under Gromov-Hausdorff convergence of the analytic dimension.
Theorem 5.6. Let G ≤ Iso(X) be a compact subgroup acting locally Lipschitz and co-Lipschitz. Take p ∈ R k , λ n → ∞, and a closed subgroup
in the equivariant Gromov-Hausdorff topology. Then the functions ϕ n : G → H used in the convergence may be chosen to be injective Lie group homomorphisms.
Proof. Let p ∈ R k , λ n → ∞. Then we have that
in the pointed measured Gromov-Hausdorff topology. By Proposition 3.6 of [15] there exists a closed group H ≤ Iso(R k ) such that
in the equivariant Gromov-Hausdorff topology. By Theorem 3.1 of [26] the functions ϕ n : G → H used in the convergence may be chosen to be Lie group homomorphisms. Now we consider the subgroups Ker ϕ n ≤ G, which are compact. Then by Theorem 2.20 the spaces X/ Ker ϕ n are still RCD * (K, N ) and Proposition 5.5 implies that dim(X/ Ker ϕ n ) ≤ dimX = k.
We have that the sequence (λ n X/ Ker ϕ n , d * n , m * n , p) convergences in the pointed measured Gromov-Hausdorff topology to (R k , d E , L k , 0). Recall that by Theorem 2.16 we have
, which implies that for large enough n, Ker ϕ n must be discrete. So the corresponding ϕ n must be injective.
As mentioned before, in [17] an additional condition (see Definition 5.4 ) was assumed in order to obtain information on the dimension of the tangents spaces of X/G. Here we define a weaker assumption which will be suficient for us.
Definition 5.7. Let (X, d, m) be an RCD * (K, N ) space of analytic dimension dimX = k. A closed subgroup G ≤ Iso(X) satisifes the isotropy condition I if for some fixed point p ∈ R k we have: (I) G p acts locally Lipschitz and co-Lipschitz.
For the remainder of this subsection we will consider closed subgroups G that satisfy this condition. We need to impose this in order to use Theorem 5.6.
Proof of (1) . Consider λ n → ∞, From Proposition 3.6 of [15] there exists a subgroup H ≤ Iso(R k ) such that
in the equivariant Gromov-Hausdorff convergence. It is easy to check that the orbit
From Theorem 5.6 we may choose ϕ n : G p → H to be injective. We then get the desired bound.
Proof of (2) . Consider q ∈ R k such that there exists a unique geodesic γ, such that γ 0 = p and γ 1 = q. Notice that γ must be fixed by G p ∩ G q . As in the previous item, for a sequence λ n → ∞ we have a group H ≤ Iso(X) and the convergence (λ n X, d n , p,
Take a sequence t n ∈ (0, 1) such that t n → 0 and set d(p, γ tn ) = λ −1 n . Let f n be an ǫ n −approximation, we have that |1 − d E (0, f n (γ tn ))| < ǫ n . So then the points f n (γ tn ) converge to a point x 0 ∈ S k−1 .
We will now prove that H fixes x 0 . Let h ∈ H, from the definition of equivariant convergence we have functions ψ n :
Which implies that hx 0 = x 0 . We conclude then that ϕ n (G p ∩ G q ) must be isomorphic to a subgroup of O(k − 1).
Theorem 5.9. Let G ≤ Iso(X) be a closed subgroup satisfying the isotropy con-
,
Proof. Let k = dimX, and p ∈ R k . As noted before, G acts on R k and so we have that dim T G · p ≤ κ. The isotropy condition I is satisfied by G p so by Proposition 5.8 we conclude:
5.2.
Homogeneous RCD * (K, N ) spaces. We will now talk about transitive group actions on RCD * (K, N ) spaces. If we have a compact group G acting on X then, since the quotient measure m * has no atoms it is clear that orbits have zero m−measure. For general closed groups this is still true as is shown in the next proposition. 
Proof. We proceed by contradiction. First of all notice that if m(G
Without loss of generality we may assume that p is a m−density point of its orbit. By Remark 2.22 of the principal orbit theorem we can take y ∈ X such that there exists a unique g y p ∈ G · p such that d(g y p, y) = d * (G · p, G · y). Furthermore these two points are joined by a unique geodesic γ.
Let 0 < ǫ < 1, and t ∈ (0, 1] such that d(p, g −1 y γ t ) < r, where r is the one given by Lemma 5.11 . By this same Lemma we can find a point
and we have a contradiction.
We have this immediate corollary.
Corollary 5.12. Suppose that a closed subgroup G ≤ Iso(X) acts transitively on some strata
) is isometric to a Riemannian manifold and dimX = dim T X.
Proof. Let k = dimX. The fact that (X, d) is homogeneous implies that it is locally compact, locally contractible and the metric d is intrinsic. From Theorem 3 of [7] there exists a connected Lie group G ′ , and a compact subgroup
Observe that all points in (X, d, m) are k−regular. This implies that all the tangent spaces of G ′ /H ′ are Euclidean spaces, so then (G ′ /H ′ , d cc ) must be a Finsler manifold.
Let g : X → G ′ /H ′ be an isometry. Since (X, d, m) is infinitesimally Hilbertian then by Proposition 3.2 (G ′ /H ′ , d cc , g # m) must also be infinitesimally Hilbertian. With this we get that (G ′ /H ′ , d cc ) must actually be a Riemannian manifold. Finally notice that this implies that dimX = dim T X.
DIMENSION GAPS.
In this section we will prove the main results of the paper, namely the dimensional gaps that occur for closed subgroups of Iso(X). For readability we divide the proof of the first of these results into several Lemmas. First we recall the statement of the theorem:
Then there are no closed subgroups G ≤ Iso(X), satisfying the isotropy condition I, and whose dimension lies in the interval:
We will proceed by contradiction. Let p ∈ R k be the point mentioned in the isotropy condition I (see Definition 5.7).
Proof. We have the following
The group G p satisfies the hypothesis of Theorem 5.6, so we can find an injective Lie group homomorphism ϕ :
This implies that ϕ(G p ) is a subgroup of O(k) whose dimension is strictly larger than
Proof. Let q ∈ R k such that there exists a unique geodesic γ between them and the orbit G p · q is principal.By Proposition 5.8 we obtain the upper bound
Which implies that dim G p · q ≥ k − 1. Since G p is compact and acts by measure preserving isometries then (X/G p , d * , m * ) is still an RCD * (K, N ) space. Let us denote by n * the dimension of the Euclidean space contained in Tan(X/G p , G p ·q). By Theorem 6.3 of [17] and the previous Lemma
Hence n * ≤ 1. This implies that G p · q is a 1−regular point in X/G p . Using Theorem 2.14 we deduce that X/G p must be isometric to a circle, to R or to an interval (possibly with boundary). Observe that p is fixed by G p and therefore it belongs to the boundary of the quotient space, this implies that X/G p must be
On the other hand we have seen that dim G p · y ≥ k − 1, so it must follow that l ≥ k and we have a contradiction.
Proof. By the previous Lemma we know that X/G p is an interval. Observe that
It is clear that d * (G p · q, G p · u) = 0 for all points u in the boundary of the ball. So then the action of G p must be transitive.
Lemma 6.5. The action of G on X is transitive.
Proof. We will prove that G · p has non-empty interior. First observe that
So we can consider a curve σ : [0, 1] → X such that σ(0) = p and σ(t) ∈ G · p for all t ∈ [0, 1]. We define the function Λ :
). This function is continuous and achieves a maximum at say R > 0. Then for all r ∈ (0, R) there exists t r ∈ [0, 1] such that d(p, σ(t r )) = r. It follows then that ∂B p (r, X) ⊂ G · p and then B p (R, X) ⊂ G · p. Since G acts transitively on G · p then the orbit is open. Now X is connected and so we conclude that G · p = X.
From the last Lemma it follows that X = G · p and then (X, d, m) is homogeneous. Therefore using Proposition 5.13 we get that k = κ. So then
and we obtain a contradiction. We have then proved theorem B. Proof. By Proposition 5.13 it suffices to check that the action of the isometry group is transitive. Notice that k ≤ κ so then
So we proceed exactly as in the proof of Theorem B and obtain that the action is transitive.
We also have an extension of Mann's gap theorem [33] . Theorem 6.7. Let (X, d, m) be an RCD * (K, N ) space of dimension dimX = k and such that κ := max{k, dim T R k } = 4, 6, 10. Then the isometry group Iso(X) has no compact subgroup G such that the dimension of G falls in the ranges:
Proof. From Remark 2.22 we have that m−a.e. point x ∈ X is in a principal orbit. It is also clear that orbits are topological manifolds. Therefore we can follow Proof. Let p ∈ R 4 be a point where G satisfies the isotropy condition. Then we
Since p ∈ R 4 , by Theorem 5.6 there exists an injective Lie group homomorphism ϕ : G p → SO (4) . Observe that SO(4) doesn't admit subgroups of dimension 5. (see Lemma in [27] , p. 347). Therefore dim G p is either 3, 4 or 6.
Suppose dim G p ≥ 4. Since ϕ(G p ) acts on S 3 by isometries and S 3 is a three dimensional Alexandrov space then by Theorem B dim ϕ(G p ) = 6 = dim Iso(S 3 ).
From here we proceed as in the proof of theorem B and conclude that X is homogeneous. Now, if dim G p = 3 then the orbit G · p has dimension 4. Since the group G is closed then it acts properly on X. By Theorem 2.1.4 of [35] we can consider a slice S at p that has the following properties:
• G · S is open in X.
• S is closed in X and G p −invariant.
• If gS ∩ S = ∅ then g ∈ G p .
The dimension of the isotropy group G p is positive so by Proposition 5.3 m−a.e. point has an orbit of positive dimension. So we can assume that for a point q ∈ S, dim T G p · q > 0 and G p · q ⊂ S.
Consider V ⊂ G/G p a compact set homeomorphic to a closed ball in R 4 . Then we can find a local section s V : V → G such that the function v → v · p is an homeomorphism.
By intersecting S with a closed ball centered at p we may assume that S is compact. We define the function Ψ : V × S → X, (v, s) → v · s. We see that it is an embedding. It suffices to show that Ψ is injective. Let v · s 1 = w · s 2 , for some v, w ∈ V, s 1 , s 2 ∈ S. Then s 1 = v −1 w · s 2 and since S is a slice this implies that v −1 w ∈ G p . But then v · p = w · p, and we have that v = w. It follows that s 1 = s 2 .
Now if we restrict Ψ to V × G p · q then we have that Ψ(V × G p · q) ⊂ R 4 and that dim T Ψ(V × G p · q) ≥ 5. So we have a contradiction. Remark 6.9. Notice that from the discussion made in the Preliminaries we need to add the hypothesis on the bound of the topological dimension of R 4 . Otherwise it is not clear that the action is transitive. Now, using the paper of Ishihara [27] , we get the 4−dimensional analogue of Theorem B. In the case that the dimension of the group G is 8 we obtain that X is isometric to a Kähler manifold with constant holomorphic sectional curvature. (see Section 4 [27] ).
SYMMETRIC SPACES
In this final section we look at symmetric spaces (compare with [6] and [16] ). We will say that an RCD * (K, N ) space (X, d, m) is locally (uniformly) symmetric if for every p ∈ X there exists a neighbourhood p ∈ U (p) and r > 0 such that for all q ∈ U (p) the ball B q (r, X) admits an isometric involution that only fixes q. The space will be said to be symmetric if the involutions extend to all of X.
In this final section we will see that, much like in the case of Alexandrov spaces (see Theorem 8.4 in [16] ), a space being symmetric is quite restrictive. Notice that we don't need to assume anything else on the way involutions act on the reference measure m. Proof. Take a point x ∈ X and consider its orbit G · x. Consider U (x) the neighbourhood of x mentioned in the definition of symmetric space. We may assume this neighbourhood is a ball. Since m(U (x)) > 0 by Remark 2.22 of the Principal Orbit Theorem we have that for m−a.e. y ∈ X there existsx ∈ G · x ∩ U (x) such that:
• y andx are joined by a unique geodesic, and d(x, y) = d * (G · x, G · y).
• G y ≤ Gx
We may further assume that there exists an involution σ y ∈ G y . It is clear that σ y ∈ Gx, but σ y has only one fixed point in U (x). Hence y =x, and then d * (G · x, G · y) = 0.
With this we have that U (x) ⊂ G · x and m(G · x) > 0. Proposition 5.10 shows that X = G · x. Finally Proposition 5.13 gives us that (X, d, m) must be a Riemannian manifold.
In [6] Berestovskiȋ studied locally symmetric spaces as well and he showed that in simply connected G−spaces the two notions coincide. However, examples 8.1, 8.2 and 8.3 constructed in [16] exhibit that this is no longer true for Alexandrov spaces.
