Abstract. We show that complementary series representations of SO.n; 1/, which are sufficiently close to a cohomological representation contain discretely, complementary series of SO.m; 1/ also sufficiently close to cohomological representations, provided that the degree of the cohomological representation does not exceed m=2.
Introduction
A famous theorem of Selberg [10] says that the non-zero eigenvalues of the Laplacian acting on functions on quotients of the upper half plane by congruence subgroups of the integral modular group are bounded away from zero, as the congruence subgroup varies. In fact, Selberg proved that every non-zero eigenvalue of the Laplacian on functions on nh, SL 2 .Z/, satisfies the inequality
:
A theorem of Clozel [6] generalises this result to any congruence quotient of any symmetric space of non-compact type: if G is a linear semi-simple group defined over Q, G.Z/ a congruence subgroup and X D G.R/=K the symmetric B. Speh was partially supported by NSF grant DMS 0070561.
space of G, then nonzero eigenvalues of the Laplacian acting on the space of functions on nX satisfy where > 0 is a number independent of the congruence subgroup . Analogous questions on Laplacians acting on differential forms of higher degree (functions may be thought of as differential forms of degree zero) have geometric implications on the cohomology of the locally symmetric space. Concerning the eigenvalues of the Laplacian, Bergeron ([1] ) has conjectured the following: Conjecture 1.1 (Bergeron) . Let X be the real hyperbolic n-space and SO.n;1/ a congruence arithmetic subgroup. The non-zero eigenvalues of the Laplacian acting on the space i .nX / of differential forms of degree i satisfy for some > 0 independent of the congruence subgroup , provided i is strictly less than the "middle dimension" (i.e. i < OEn=2).
If n is even, he conjectures that the above conclusion holds even if i D OEn=2 D n=2. (When n is odd, there is a slightly more technical statement which we omit.)
In this paper, we show, for example, that if the above conjecture holds true in the middle degree for all even integers n, then the conjecture holds for arbitrary degrees of the differential forms (see Theorem 1.5).
The main theorem of the present paper is Theorem 1.2 on the occurrence of some discrete components of certain complementary series representations associated to SO.n; 1/. The statement on Laplacians may be deduced from the main theorem, using the Burger-Sarnak ( [5] ) method.
We now describe the main theorem more precisely. Let i Ä OEn=2 1 and G D SO.n; 1/. Let P D MAN be the Langlands decomposition of P , K G a maximal compact subgroup of G containing M . Then K is isomorphic to the orthogonal group O.n/ and M D O.n 1/; denote by p the standard representation of O.n/, tensored by the determinant character; if g, k denote the complexified Lie algebras of G and K, then the Cartan decomposition takes the form g D k˚p, as K-modules.
Let, analogously, p M be the standard representation of M twisted by the character such that this representation occurs in the restriction of p to the subgroup M of K. Let^i be its i -th exterior power representation. Denote by 2 P the character of P acting on the top exterior power of the Lie algebra of N . Consider the induced representation (with normalized induction) for 0 < u < 1 2i n 1 . The representation 1 u .i / denotes the completion of the space u .i/ of K-finite functions with respect to the G-invariant metric on u .i /, and is called the complementary series representation corresponding to the representation^i of M and the parameter u.
Let H D SO.n 1; 1/ be embedded in G such that P \ H is a maximal parabolic subgroup of H , A H , and K \ H a maximal compact subgroup of H . We now assume that 
Remark 1.3. The corresponding statement is false for the space of K-finite vectors in both the spaces; this inclusion holds only at the level of completions of the representations involved.
As u tends to the limit 1 2i n 1 , the representations 1 u .i / tend (in the Fell topology on the unitary dual b G) both to the representation c
A i .n/ and to
.n/; we denote by 1 A j .n/ the unique cohomological representation of G which has cohomology (with trivial coefficients) in degree j and by A j .n/ the space of K-finite vectors in 1 A j .n/. Using this, and the proof of Theorem 1.2, we obtain Theorem 1.4. The restriction of the cohomological representation 1 A i .n/ of the group SO.n; 1/ to the subgroup H D SO.n 1; 1/ contains discretely, the cohomological representation 3 A i .n 1/ of SO.n 1; 1/:
Suppose now that G is a semi-simple linear algebraic group defined over Q and Q-simple such that G.R/ ' SO.n; 1/ up to compact factors with n 4 (if n D 7, we assume in addition that G is not the inner form of some trialitarian D 4 ). Then there exists a Q-simple Q-subgroup
up to compact factors. Denote by b G Aut the "automorphic dual" of SO.n; 1/, in the sense of BurgerSarnak ( [5] ). Suppose c
The structure of the unitary dual of SO.n; 1/ shows that this means that c m D 2 u m .i/ for some sequence c u m which tends from the left to 1 2i n 1 (or to 1 2i C2 n 1 ; we will concentrate only on the first case, for ease of exposition).
Since
Applying Theorem 1.2 twice, we get
Taking limits as m tends to infinity, we get 3
A i .n 2/ as a limit of representations c m in b H Aut . Therefore, the isolation of 1
G Aut is reduced to that for SO.n 2; 1/, and so on. We can finally assume that 1 A i .m/ is a tempered representation of SO.m; 1/ where m D 2i or 2i C 1.
This proves the following theorem.
Theorem 1.5. If for all m, the tempered cohomological representation 1 A i .m/ (i.e. when i D OEm=2) is not a limit of complementary series in the automorphic dual of SO.m; 1/, then for all integers n and for i < OEn=2, the cohomological representation 1 A i .n/ is isolated in the automorphic dual of SO.n; 1/.
The major part of the paper is devoted to proving the main theorem (Theorem 1.2). The proof of Theorem 1.2 proceeds as follows.
(1) We first prove Theorem 1.2 when i D 0; that is b u D b u .0/ is an unramified representation and 1 n 1 < u < 1. In this case, we get a model of the representation b u by restricting the functions (sections of a line bundle) on G=P to the big Bruhat cell N w ' R n 1 and taking their Fourier transforms. The G-invariant metric is particularly easy to work with on the Fourier transforms (see Theorem 3.2); it is then easy to see that there is an isometric embedding J W b u 0 ! b u (Theorem 3.12).
(2) We now describe the proof of Theorem 1.2 in the ramified case. The representation b u .i/ is the "completion" of the space of Schwartz class functions on the big Bruhat cell, with values in the representation^i of the compact group M , with respect to a bilinear form. We again get a model of the representations b u .i / on the space of Fourier transforms of Schwartz class functions on the big Bruhat Cell in G=P . There is an embedding J W b u 0 .i / ! b u .i /, which can be explicitly described. We prove that the adjoint J of J is essentially the restriction u .i/ ! u .i/. This proves that the map J is equivariant for the action of the subgroup H and establishes the main theorem (Theorem 1.2) for arbitrary i . The group G D SO.n; 1/ is the subgroup of SL nC1 .R/ preserving the quadratic form
on R nC1 . Denote by e 0 ; e 1 ; : : : ; e n 1 ; e n the standard basis of R nC1 . Denote by w the matrix in SL nC1 .R/, which takes the basis element e 0 to e n , e n to e 0 and takes the other basis elements e i into e i for 1 Ä i Ä n 1. Then w has the matrix form 0
where 0 n 1 is the zero vector in R n 1 viewed as a row vector of size n 1 and t 0 refers to its transpose (a column vector of size n 1 all of whose entries are zero) and 1 n 1 refers to the identity matrix of size n 1. The group G is the matrix group
Denote by P the subgroup of G which takes the basis vector e 0 into a multiple of itself. Let A be the group of diagonal matrices in G, M the maximal compact subgroup of the centralizer of A in G. Let N be the unipotent radical of P . Then, A D 
where x 2 R n 1 is thought of as a row vector. Then P D MAN is the Langlands decomposition of P . The map x 7 ! u.x/ from R n 1 into N is an isomorphism of algebraic groups. If u 2 C and p D man 2 MAN D P , the map
is a representation of P . Define
to be the space of functions on G with values in the vector space^i p M which satisfy f .gman/ D^i .m/.f .g// P .a/
.1Cu/ for all .g; m; a; n/ 2 G M A N . In addition, the function f is assumed to be K-finite. The space u .i/ is a .g; K/-module. The representation u .i / is called the complementary series of SO.n; 1/ with parameter u and^i .
When i D 0, the representation u .0/ has a K-fixed vector, namely the function which satisfies f .kan/ D P .a/ .1Cu/ for all kan 2 KAN D G. We denote u .0/ D u ; we refer to this representation as the unramified complementary series of SO.n; 1/ with parameter u.
Bruhat decomposition of SO.n; 1/
We have the Bruhat decomposition of O.n; 1/:
That is, every matrix g 2 G D O.n; 1/ which does not lie in the parabolic subgroup P may be written in the form g D u.x/wmd.a 0 /u.y/ for some x; y 2 R n 1 , 
Lemma 2.1. If x 2 R n 1 and x ¤ 0, then the Bruhat decomposition of the element g D wu.x/w is given by
(note that t xx is a square matrix of size n 1 and that m is the reflection on the orthogonal complement of x).
The proof follows by multiplying out the right hand side and explicitly computing the matrix product.
We will find it convenient to compute the Jacobian of the transformation
/ is a continuous function with compact support, then we have the formula
Proof. In polar coordinates, x D rp with r > 0 and p in the unit sphere S n 2 of R n 1 . Then the Lebesgue measure dx has the form dx D r n 1 dr r d .p/ where is a rotation invariant measure on S n 2 . In polar coordinates, the transformation x 7 ! 2x jxj 2 takes the form .r; p/ 7 ! .
Iwasawa decomposition of O.n; 1/
We have the Iwasawa decomposition of O.n; 1/ D G:
That is, every matrix g in SO.n; 1/ may be written as a product g D kd.a/u.y/ with k 2 K, a 2 R and y 2 R n 1 . . The matrix k.x/ is given by the formula
By comparing the matrix entries on both sides of this equation, we get the lemma.
We normalize the Haar measures dg, d k d a and dy on G, K, A, N respectively so that
where d 1 a is the Lebesgue measure).
2.4
The space F 1 and a linear form on F 1
Define F 1 to be the space of complex valued continuous functions f on G such for all .g; m; a; n/ 2 G M A N we have
The group G acts on F 1 by left translations. Denote by C c .G/ the space of complex valued continuous functions with compact support. The following result is well known.
Lemma 2.4. The map
is a surjection from C c .G/ onto the space F 1 .
It follows from this and the Iwasawa decomposition (see equation (2.4)) that the map
is a G-invariant linear form on the space F 1 .
Lemma 2.5. For every function 2 F 1 we have the formula
On the other hand, by equation (2.4), we have
These two equations show that the lemma holds if D f . It follows from Lemma 2.4 that every function 2 F 1 is of the form f for some f . This proves the lemma.
3 Unramified complementary series for SO.n; 1/
A model for unramified complementary series
Let 0 < u < 1, and W D R n 1 . Denote by Ã.W / the Schwartz space of W .
Let K D O.n/ and M D O.n 1/. Then K=M is the unit sphere in W . Denote by w the non-trivial Weyl group element of SO.n; 1/. The space G=P is homogeneous for the action of K and the isotropy at P is M . Therefore, G=P D K=M . The Bruhat decomposition implies that we have an embedding N K=M via the map n 7 ! nwP G=P D K=M . Denote by F u the space of continuous functions on G which transform according to the formula
for all g 2 G, m 2 M , a 2 A and n 2 N . An element of the Schwartz space S.W / on W ' N may be extended to a continuous function on G which lies in the space F u .
We will view Ã.W / as a subspace of F u via this identification.
Lemma 3.1. If 0 < u < 1 and 2 Ã.W / F u , the integral
The integral I.u/. / lies in the space F u .
Proof. The Iwasawa decomposition of u.x/w (Lemma 2.3) implies that u.x/w D kman with
where jxj 2 is the standard inner product of n D u.x/ 2 N ' W in the space W and k 2 K, m 2 M and n 2 N . Therefore, for large x 2 W , P .a/ 1Cu ' jxj .n 1/.1Cu/=2 , which proves the convergence of the integral. The last statement is routine to check.
There is a G-invariant pairing between F u and F u defined by
for all 2 F u and 2 F u . Here .k/ denotes the complex conjugate of .k/.
Observe that the product .g/ .g/ of the elements 2 F u and 2 F u lies in the space F 1 . Therefore, h ; i D L. / where L is the invariant linear form on F 1 as in equation (2.5) .
From Lemma 2.5 it follows, for 2 F u and 2 F u , that
Given 2 Ã.W /, denote by b its Fourier transform.
Theorem 3.2. For 0 < u < 1 and 2 Ã.W / F u , we have the formula
relating the pairing between F u and F u , and a norm on the Schwartz space (here c is a constant depending only on the constant u).
In particular, the pairing h ; I.u/. /i is positive definite on the Schwartz space Ã.W /.
The proof of Theorem 3.2 will occupy the rest of the Section 3.1. Note that Theorem 3.2 is already proved in the paper of Grave-Viskik ( [8] ). The proof we give below is a little different, and moreover, we need the functional equation that is proved below, in the course of the proof of Theorem 3.2.
where n; n 0 2 N correspond respectively to y; x 2 W .
Proof. We view Ã.W / as a subspace of F u . Thus, the function .x/ 2 Ã.W / is identified with the section x 7 ! .u.x/w/ with 2 F u . We then get the equality of the integrals
By Lemma 2.1,
Using the fact that lies in F u , we see that
Therefore, the integral of the lemma is
We now use the computation of the Jacobian of the map
and this is easily seen to be the right hand side of the equation of the lemma.
Recall that
From Lemma 2.5 we have
Therefore, it follows from Lemma 3.3 that the G-invariant pairing h ; I.u/. /i is the integral Z
The Fubini Theorem implies that this integral is
The inner integral is the L 2 inner product between and its translate by x. Since the Fourier transform preserves the inner product and converts translation by x into multiplication by the character y 7 ! e 2ix:y , it follows that the integral becomes
The integral over y is simply the Fourier transform. Therefore, we have
Lemma 3.4. Let f 2 Ã.W / and s be a complex number with positive real part less than .n 1/=2. Then we have the functional equation
where is the classical Gamma function.
For n D 1, this is the classical archimedean functional equation (see [11] ).
Proof. If s is a complex number with positive real part, then .s/ is defined by the integral
Denote by L.s; b f / the integral
Multiplying L.2s; b f / by .s/ and using Fubini, we obtain
Changing the variable t to jxj 2 t and using Fubini again, we get
The inner integral is the inner product in L 2 .W / of the functions e t jxj 2 and b f . The Fourier transform preserves this inner product. Therefore, the inner product is the inner product of their Fourier transforms.
The Fourier transform of e t jxj 2 is 1 t .n 1/=2 e jxj 2 =t . The Fourier transform of b f is f . x/. Therefore, we have the equality
In this double integral, change t to jxj 2 =t. We then get
This proves the functional equation. ).
Notation 3.5. We denote by c u the completion of the space Ã.W / under the metric defined by Theorem 3.2. We then get a metric on c u . The G-invariance of the pairing between F u and F u and the definition of the inner product in Theorem 3.2 imply that the metric on c u is G-invariant. Note that elements of the completion c u may not be measurable functions on G but only "generalised functions" or distributions.
3.2 Embedding of the unramified complementary series Notation 3.6. Consider H D O.n 1; 1/ O.n; 1/ D G embedded by fixing the (n 1)-th basis vector e n 1 . Denote by u 0 the representation u 0 constructed in the last section, not for the group G but for the group H . We set u 0 D
.n 1/u 1 n 2 . We assume that 0 < u 0 < 1 which means that 1 n 1 < u < 1. Denote by W the space R n 1 . Let W 0 W be the subspace R n 2 whose last co-ordinate in R n 1 is zero.
Let b
W u be the completion of the Schwarz space of W under the metric
The convergence of this integral near infinity is clear since lies in the Schwartz space; the convergence of the integral near 0 follows by converting to polar coordinates and by using the assumption that 0 < u < 1. Define the space c W 0 u 0 correspondingly for W 0 as the completion of the Schwartz space of W 0 under the metric
Now, b W u consists of all measurable functions on W D R n 1 whose u-norm, that is, the integral
is finite. One may similarly define the u 0 -norm of a function on W 0 . Given in the space Ã.W /, we define the function J. / on W by setting, for all .y; t/ 2
Then J. / is a bounded measurable function on R n 1 .
Proposition 3.7. The map J defined on the Schwartz space Ã.W 0 / has its image in the Hilbert space b W u and extends to an isometry from c
Proof. We compute the u-norm of the bounded function J. /:
By changing the variable t to jyjt and using the definition of the map J , we see that this u-norm is equal to the integral
The integral over t converges when the exponent of the denominator term
is strictly larger than 1; that is, u > 1 n 1 . The integral over y is simply the u 0 norm of since .n 1/u 1 D .n 2/u 0 . Therefore, the u-norm of J. / is the u 0 -norm of up to a constant (the integral over the variable t of the function
We have therefore proved the proposition.
The completion b u (and similarly b u 0 ) was defined with respect to the metric h ; I.u/. /i (we use Theorem 3.2 to say that this is indeed a metric). It is clear from this definition that for 2 Ã.W / F u , the map 7 ! b (the roof over refers to the Fourier transform) gives an isometry from b u onto b W u . Similarly b u 0 is isometric to c W 0 u 0 . Therefore, Proposition 3.7 says that the Hilbert space b u 0 is isometrically embedded in the Hilbert space b u . We now show that the map J is equivariant with respect to the action of the subgroup H on both sides. Denote by A G the map c 7 ! from the space C 1 c .R n 1 n ¹0º/ into the space F u , by the preceding formula. By our identifications, this extends to an isometry The above integral formula for J shows that A H J .f /.x/ is the integral
dy ds .jyj/ .n 2/u 0 .1 C s 2 / .n 1/u=2 f .y; jyjs/e 2ix:y :
Changing the variable s back to s jyj and substituting it in this integral (and using the fact that .n 2/u 0 D .n 1/u 1), we get
2i.x;0/:.y;s/ :
The latter is simply A G .f /.x/ for x 2 R n 2 . By taking f to be A 1 G , we get, for all x 2 R n 2 and all which are A G -images of compactly supported smooth function on R n 1 n ¹0º, that
This proves the proposition. Proof. The map res is, by the proposition, essentially the adjoint J of the map J . But J is an isometry which means that J is a continuous projection. Therefore, res is continuous. . The complementary series representation c u 0 of SO.n 1; 1/ occurs discretely in the restriction of the complementary series representation c u of SO.n; 1/. Proof. We have the H -equivariant isometry from b W 0 u into b W u . The former space is by construction isometric to u 0 and the latter, to b u . Therefore, the theorem follows.
Ramified complementary series
In this section, we obtain an embedding of the ramified complementary series representation of H D SO.n 1; 1/ in the ramified complementary series representation of G D SO.n 1; 1/. The proof follows that for the unramified case, except that in the unramified case, the G-invariant pairing on the complementary series was directly proved to be positive definite, using Theorem 3.2. However, in the ramified case, this seems more difficult to prove. But, the positive definiteness is actually known by [9] ; given this positive definiteness, the proof proceeds as in the unramified case. Nevertheless, we give complete details, since we will have to deal not with scalar valued operators but with matrix valued ones, and some complications arise. Given f 2 Ã.W; i/ F u .i /, we can then form the inner product (in the vector space^i ) of the vectors f .u.y/w/ and I i .u/.f /.u.y/w/. By an abuse of notation, we write f .y/ D f .u.y/w/. Then the inner product is the function y 7 ! hf .y/; I i .u/.f /.y/i. Since f .y/ is in the Schwartz space and I i .u/f .y/ is bounded on W , it follows that this inner product function is integrable over y and thus we get a pairing
This is a G-invariant bilinear form on Ã.W; i/. We now use a theorem of [9] to obtain that if 0 < u < We now prove a lemma analogous to Lemma 3.3.
Lemma 4.2. If Re.u/ > 0, then the formula for the inner product is given, for f 2 F u and y 2 R n 1 , by the formula
In this equation, the function f has values in the representation space^i of the group M and m.x/, being an element of M , acts on the vector f .u.y C x/w/ (which, by an abuse of notation, is written f .y C x/); we denote by m i .x/ the transformation^i .m.x//.
Proof. The intertwining operator is
We now use Lemma 2.1 to conclude that
The lemma now follows from Lemma 2.2, since
the two reflections are the same since the orthogonal complements are the same.
In the following we denote by m i .x/ the linear operator^i .m.x// acting on the representation space^i of M .
We now use Lemma 2.5 to conclude the following. Given f 2 F u , the pairing of Since the map 7 ! E.u/. b / 2 F u .i/ defined in equation (4.1) is an injection, it follows from the result of [9] quoted earlier that the above sesquilinear form is positive definite, provided u is real and 0 < u < 1 Definition 4.5. We define analogously the subspace W 0 D R n 2 , and if 0 < u 0 < 1 2i n 2 , we get a metric on the the Schwartz space Ã.W 0 ; i / given by
The completion is denoted b W Proof. It is enough to check that for in the Schwartz space W 0 u 0 .i/, the function J. / has finite b W u .i/ norm and that its norm is the norm of as an element of
We compute the latter norm. Set D .n 1/.1 u/. By assumption, D .n 2/.1 u 0 /. Recall that m i .x; t / is the i -th exterior power of the element m.x; t/ 2 M and is viewed as an endomorphism of^i p M . We have
dy ds h .y/; m i .x; t/ .y/ie 2ix:y e 2is:t :
We have used here the fact that J .y; s/ D .y/. The assumption that is of Schwartz class implies that all these integrals can be interchanged, and hence we may write
where M i .x/ is the linear operator on the finite dimensional vector space^i given by the integral
where F t denotes the Fourier transform with respect to the real variable t.
Recall that m i .x; t/ is the i -th exterior power of the matrix 1 2 t aa jaj 2 where a D .x; t/ is the row matrix of size n 1. Therefore, the productˆi .x; t/ D .jxj 2 C t 2 / i m i .x; t / is a homogeneous polynomial of degree 2i on the entries of the row matrix .x; t /.
We may write
Changing v to v.jxj 2 C t 2 /, we obtain 
Thus, G i .v; s/ is essentially the Fourier transform of some function evaluated at s= p v. The Fourier transform of e t 2 is itself and the Fourier transform of the product of e t 2 with a power t j of t is the j -th derivative of e t 2 . The j -th derivative is of the form e t 2 P j .t / where P j is a polynomial of degree j . Sinceˆi .x; t/ is a homogeneous polynomial of degree 2i , it follows that for some polynomial P i of degree i , we have
Then we get
where C is some bounded number. Therefore, in the triple integral defining M i .x/ in the equation (4.2), we see that the integrand is an integrable function in t; s; v; therefore its integral over t is an integrable function in s and v; the integral over t gives an integrable function over s whose integral is (by Fourier inversion) the value of the function at t D 0. We therefore get 
The composite of the Fourier transform with this isometry I i .u/ gives an isometry
The G-action on b W u .i/ is borrowed from b u .i / via the isometry induced by the Fourier transform. Therefore, the map A G is a G-equivariant map.
We have similarly the isometry
Similarly, the map A H is an H -equivariant isometry. Here, if d.a/ is the diagonal matrix in SO.n; 1/ corresponding to a 2 R with a > 0, then P .d.a// D a n 1 . Consequently,
Denote by^i p M H the representation of M \ H D SO.n 2/ on the i -th exterior power of its representation on p M \H , and view^i p M H as an M \ H -equivariant quotient of the representation^i p M of M . There is no conflict with the previous notation where^i p M \H was viewed as a subspace of^i p M , since it occurs with multiplicity one in the representation^i p M of M \ H . Consequently, we have a restriction map (actually, restriction followed by the above quotient map) res
which is H -equivariant.
We now prove an analogue of Proposition 3.9 for the ramified case. Proof. Let ; 2 Ã.W; i/. Since A G is an isometry, we have the equality
By Lemma 2.5, this is equal to
which is the L 2 inner product of the functions involved. We have therefore proved
Similarly, we have for the subgroup H and ; 2 c W 0 u 0 .i/, the formula
where b 1 is the Fourier transform for the subspace W 0 . From equation(4.3) we get for 2 W 0 .i/,
The Fourier transform on W 0 R is the Fourier transform on W 0 followed by the Fourier transform in the variable t 2 R. Moreover, the integral of the Fourier transform in t is the value of the function at 0 (Fourier inversion). This shows that the last integral is equal to
On the other hand, from the definition of the adjoint J and equation ( Proof. The map res equals A H ı J ı A 1 G ; the maps A G ; A H are isometries and J is an orthogonal projection (adjoint of an isometry J ). Consequently, res is also an orthogonal projection and is, in particular, continuous. Proof. We have already proved this (see Theorem 4.13) except for the last statement, which is trivial to prove. takes A i .n/ into A i .n 1/. Therefore, the estimate in the preceding paragraph shows that the map Res W A i .n/ ! A i .n 1/ is continuous.
The continuity of res W A i .n/ ! A i .n 1/ means that the representation b A i .n/ restricted to SO.n 1; 1/ contains b A i .n 1/ discretely. The rest of the corollary follows by induction. Corollary 5.3. Suppose that for all n, the tempered cohomological representations A i .n/ (i.e. i D OEn=2) are not limits of complementary series in the automorphic dual of SO.n; 1/. Then, for any n, all nontempered cohomological representations of SO.n; 1/ are isolated in the automorphic dual.
The proof proceeds as described in the introduction in the paragraphs preceding Theorem 1.5.
