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Abstract 
Let MI,M2,...,Mn be 3-connected restrictions of a 3-connected matroid M on disjoint ground 
sets El,E: . . . . .  En, respectively. This paper proves that M has a 3-connected minor N that con- 
tains E~ UE2 U. . .  UEn, has its restriction to each Ei being 34, and has at most 2n-  2 additional 
elements. 
1. Introduction 
This paper considers a problem of  packing submatroids into a matroid. If  a matroid 
M has restrictions MI,M2,...,Mn on disjoint sets E1,E2,...,En, then clearly the re- 
striction N of M to E1 U E2 U • • - U En is a minor of  M having all of Ml, M2, . . . ,M ,  
as restrictions. Moreover, MI,M2 .. . . .  M, have been efficiently packed into N in the 
sense that no elements appear in N other than those of  Mr,M2 . . . . .  M,. Now assume 
that, for some k in {2,3}, all of M, MI,M2 .. . . .  M, are k-connected. Our focus here 
will be on finding a k-connected minor N of  M into which M1,M2 .. . . .  Mn are packed 
as efficiently as possible; that is, we seek a k-connected minor N of  M such that 
n N I E j=Mj  for all j and I E (N) -  U/=l  Eil is as small as possible. It does not seem 
obvious at the outset that the last quantity must be bounded. The main results of this 
paper establish best-possible upper bounds on this quantity. The first of these results 
is quite straightforward. The second requires considerably more effort to prove. 
1.1. Theorem. Let Et,E2 .. . . .  En be disjoint subsets of the ground set of a connected 
matroid M such that M I Ej is connected for all j. Then M has a connected minor 
N such that E(N) = UT= 1Ei and N IEj =MIE j  .for all j. 
1.2. Theorem. Let El, E2 .... , En be disjoint non-empty subsets of the ground set oJ 
a 3-connected matroid M such that M I Ej k~ 3-connected for all j. Then M has a 
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3-connected minor N such that 
[E(N)[ ~< ~ [Eil+ 2n - 2 
i=1  
and N IE j=MlE j  for all j. 
As a contrast o the problem of packing matroids as disjoint restrictions, one can 
consider packing matroids as disjoint minors. The latter problem is well studied and 
some history of it can be found in [4, Problem 14.4.6]. Recently, Vertigan [8] has 
found examples of matroids M1 and M2 such that the size of a minor-minimal matroid 
M having minors isomorphic to both Ml and M2 is unbounded. These examples can 
be chosen so that M1,M2, and M are all 3-connected and so that the minors of M 
isomorphic to M1 and M2 have disjoint ground sets. 
The matroid terminology used here will follow Oxley [4]. For a matroid M, the 
simple matroid and the cosimple matroid associated with M will be denoted by M and 
M, respectively. We call these matroids the simplification and the cosimplification of 
M. A basic property of matroids that we shall use repeatedly is that a circuit and a 
cocircuit cannot have exactly one common element. We shall refer to this property as 
orthogonality. 
2. Preliminaries 
This section presents a number of results for 3-connected matroids that will be used 
in the proofs of the main theorems. 
We begin with two well-known results due to Bixby [1] and Tutte [7]. 
2.1. Lemma. Let e be an element of a 3-connected matroid M. Then either M\e  or 
M/e is 3-connected. 
The following lemma is often called Tutte's triangle lemma. 
2.2. Lemma. Let {e, f ,  g} be a triangle of a 3-connected matroid M. I f  neither M \e 
nor M\ f  is 3-connected, then M has a triad containing e and exactly one of f 
and g. 
Although the next result (see, for example, [4, Lemma 8.2.10]) is elementary, it will 
be used quite frequently. 
2.3. Lemma. Let X1,X2, YI, and Y2 be subsets of the ground set of a matroid M. IJ 
X1 ~_ Y1 and X2 2 II2, then 
r(X1 ) + r(Xz) - r(Xl U Xz)>,r(YI) + r(Y2) - r(Yl U Y2). 
An immediate application of the last lemma is in the proof of the next result. 
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2.4. Lemma. Let n be an integer exceeding one and M and N be n-connected 
matroids such that N is a restriction of M having at least 2(n-  1 ) elements. I f  
e E E(N) and N\e  is n-connected, then M\e  is n-connected. 
Proof. Assume that M\e  is not n-connected. Then M\e  has a k-separation (X, Y) for 
some k ~< n - 1. As M is n-connected, r(X U e) = r(X ) + 1 and r( Y U e) = r(Y) + 1. Hence, 
r ( (XNE(N\e))Ue)  = r (XNE(N\e) )+ 1 and r ( (YNE(N\e) )Ue)= r (YNE(N\e) )+ 1. 
Moreover, since r (X)+ r (Y ) -  r (M\e)<~k-  1, Lemma 2.3 implies that 
r(X n E(N\e))  + r(Y n E(N\e))  - r(N\e)<~k - 1. 
Now neither X n E(N \e) nor Y n E(N \e) spans N so the complements of both these 
sets in E(N) contain cocircuits. Since N is n-connected having at least 2 (n -  1) ele- 
ments, these cocircuits must contain at least n elements. Thus, both X N E(N \e) and 
Y NE(N\e)  have at least n - 1 elements and therefore {X NE(N\e) ,  Y NE(N\e)}  is 
a k-separation of N \e; a contradiction. [] 
The next result, due to Bixby and Coullard [2], will be very important in the proof 
of Theorem 1.2. It gives very precise information about a 3-connected matroid that is 
minor-minimal with the properties that it has a certain 3-connected matroid as a minor 
and uses a certain specified element. 
2.5. Theorem. Let N be a 3-connected minor of a 3-connected matroid M. Suppose 
that IE(N)I >~4, e C E (M) -E (N) ,  and M has no 3-connected proper minor that both 
uses e and has N as a minor. Then, for some (N',M') in {(N,M),(N*,M*)}, one of 
the Jollowing holds, where IE(M) - E(N)I ~- m: 
(i) m = 1 and N' =M'\e.  
(ii) m=2,  N'=M' \e / f ,  and N' has an element x such that {e,f ,x} is a triangle 
of m'. 
(iii) m = 3, N' = M' \e, g / f  , and N' has an element x such that {e, f ,x} is a triangle 
of M' and {f ,g ,x} is a triad of M'. Moreover, M ' \e  is 3-connected. 
(iv) m=3,  N'=M' \e ,g / f  =M' \e , f /g=M' \ f ,g /e=M' \e , f ,9 ,  and {e,f ,g} is a 
triad of M'. Moreover, N' has distinct elements x and y such that {e,g,x} and 
{e, f ,  y} are triangles of m'. 
(v) m=4,  N'=M' \e ,g / f ,h ,  and N' has an element x such that {e, f ,x} and 
{9,h,x} are triangles of M', and {f ,g,x} is a triad of M'. Moreover, M ' \e  and 
m' \e / f  are 3-connected. 
The next lemma follows immediately from Lemma 4.2 of [6]. It is not difficult to 
prove directly using Lemmas 2.1 and 2.2 above. 
2.6. Lemma. Let a, b, c, and d be distinct elements of a 35connected matroid M such 
that {a, b, c} is a triangle and {b, c, d} is a triad. Then Mid is 3-connected. Moreover, 
Mid is isomorphic to one of M/d, Mid \b, Mid \c, or Mid \b, c. 
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The last lemma of this section is well known (see, for example, [4, Proposition 
8.1.7]). 
2.7. Lemma. I f  M is a 3-connected matroid having a triangle that is also a triad, 
then M TM U2,4. 
3. Proofs of the main results 
In this section, we prove Theorems 1.1 and 1.2. The first of these proofs is quite 
short. 
Proof of Theorem 1.1. Choose M to be minor-minimal satisfying the hypotheses. Evi- 
dently, we may assume that each Ei is non-empty. Suppose first that M has a loop. Then 
M ~ U0,1, so n = l, IE1 [ = 1, and we may take N = M to get the desired conclusion. 
We may now assume that M has no loops. Moreover, we may also suppose that 
n n E E(M)  - Ui = l Ei is non-empty. Take e E E(M)  - Ui = 1 i. By the choice of M, the ma- 
troid M\e  is disconnected. Therefore M/e is connected. Suppose  E clg(Ej)  for some 
j. Then both M[(Ej  tOe) and [M[(Ej Ue)] \e  are connected. Hence, by 
Lemma 2.4, M\e  is connected; a contradiction. We conclude that e (UT=l  clg(Ei). 
Thus, for all j ,  the matroid M [ (Ej U e) has e as a coloop and so M I Ej is a restriction 
of M/e. Therefore M/e violates the choice of M and the theorem follows. [] 
The following lemma will be needed in the proof of Theorem 1.2. 
3.1. Lemma. Let NI be a minor of  a matroid M such that NI [ EI =M [ Ei for some 
subset El of  E(M).  I f  N2 is a minor of  M having Nl as a minor, then N2 [El =M [El. 
Proof. Since N2 is a minor of M, we have N2 =M\S2/T2 where $2 is coindepen- 
dent and T2 is independent in M. Similarly, since N1 is a minor of N2, we have 
Nl =Nz \S1/T1, where Sl is coindependent and Tl is independent in N2. Thus, N1 = 
M\(S l  U S2)/(TI U T2) and T1 tO 7'2 is independent in M. 
To show that N21 E1 = M I El, we shall show that, for all X C_ El, 
rg \ S2 IV2 (X)  = rg (X). ( 1 ) 
Now, since Nl[El =M[E1 and T1 U T2 is independent in M, 
rg (X)  = r g \(Sl US2 )/(TI [J T2 ) (X )  
= rM(X U T1 U T2 ) - rM(T1 U 1"2 )
<~ rM(X U T2) + ITzl - rg(T2) -- IT11. 
Thus, 
rg (X  ) <<. rM(X U I"2) -- rM( Tz ). 
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But, by semimodularity, the reverse inequality also holds. Therefore, 
rM(X) = r~t(X U T2) - rM(T2) 
= r~/r2(X) = rM \~/~(X); 
that is, (1) holds. [] 
The remainder of this section will be concerned with the proof of Theorem 1.2. 
Proof of Theorem 1.2. Assume that the theorem fails and choose the smallest n for 
which a counterexample exists. For this n, choose M to be a minor-minimal counterex- 
ample. Evidently n~>2. Therefore M has no loops. I fM  has a 2-circuit, then M = U/.2 
or UI,3 and, again, M satisfies the theorem. Thus, we may assume that all circuits of 
M have at least three elements. 
By the choice of M, we may assume that E(M)-UT= I Ei is non-empty. Moreover: 
n 3.2, If  eEE(M)  -U i= ! (Ei), then M\e  is not 3-connected. 
Ui = ! i for some j. Then, since M has no circuits Now suppose that e E c lM(Ej ) -  n E 
of size less than three, M I(Ej U e) is 3-connected. Moreover, [M [(Ej u e)] \e is 3- 
connected. Thus, by Lemma 2.4, M \e is 3-connected; a contradiction to 3.2. Hence, 
we may, assume that 
n 
3.3. Ui = 1 ClM(Ei) = Ui = i El. 
Thus: 
n E 3.4. If  e E E(M) - Ui = 1 i, then M/e is not 3-connected. 
To see this, we observe that if M/e is 3-cormected, then, by 3.3, (M/e)lEi =MIEi for 
all i and so the choice of M is contradicted. 
By Lemma 2.1, we know that, for all e in E(M) -  U~=~Ei, M\e or M/e is 
3-connected. Let Ad={eEE(M)  - UT=~Ei: M\e is 3-connected} and Ac= 
{e EE(M) - U~= l El: M/e is 3-connected}. 
3.5. Lemma. I f  eEAc, then, for some distinct j and k in {1,2 . . . . .  n}, there is a 
triangle of M that contains e and meets both Ei and Ek. 
Proof. By (3.3), (M/e)IEi =MIEi for all i. Suppose that the indicated triangle does 
not exist. Then each non-trivial parallel class of M/e contains at most one element of 
n t.,~i= |'~ 1 E.,. Thus the simplification of M/e can be labelled so that it contains Ui= i Ei • 
This contradicts the choice of M. [2 
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3.6. Corollary. cl(U~= l El) ~Ac. 
The proof of the next lemma is quite long. 
3.7. Lemma. [Ej[ >~ 3for all j. 
Proof. We shall argue by contradiction. Assume, without loss of generality, that 
JEll< 3. Since M is simple and M IEI is 3-cormected, it follows that M IEI ~- Ul,1. 
Let El = {el }. Now, by the choice of n, there is a 3-connected minor N1 of M such 
that, for all i in {2,3,...,n}, NllEi---MIEi and 
3.8. [E(N1 )1 ~< ~'-]~n= 2 IE;[ + 2(n - l) - 2. 
By the choice of M, we must have that el E E(M) -  E(N1 ). 
In order to be able to apply Theorem 2.5, we would like to show that 
3.9. IE(NI)I/>4. 
We shall do this by eliminating all smaller possibilities for [E(N1 )[. 
3.10. [E(NI)[ ¢ 1. 
To see this, note that if [E(NI)[ = 1, then n=2 and [E2[ = 1. Let E2={e2). Then 
E1 UE2 = {el, e2} and, since M is connected, it has a circuit containing {el, e2}, so the 
theorem holds for M; a contradiction. 
Next we show that 
3.11. IE(N1)I ¢ 2. 
Suppose that [E(N1)[ = 2. Then Nl ~ U1,2 so n = 3 and [E2[= IE31= l. Let E2 = {e2} 
and E3 = {e3 }. As M is connected, it has a circuit or a cocircuit containing {el, e2, e3 } 
[4, Proposition 4.3.5]. Thus M has a U1,3- or U2,3-minor on {el, e2, e3}, so the theorem 
holds for M; a contradiction. Therefore 3.11 holds. 
3.12. If [E(Nl )[ = 3, then Nl ~ U2,3 and n = 2. 
Suppose [E(N1)[ =3. Then N1 ~ UI,3 or N1 --- U2,3. In the first case, n=4;  in 
the second, n = 2 or n--4. Thus, we may assume that n = 4 for otherwise 3.12 holds. 
Let Ei = {e;} for i=2,3,4.  Since the theorem fails for M, both the rank and corank 
of M exceed two. Therefore, by [3, Theorem 3.6], M has a 6-element 3-connected 
minor N2 that uses {e2,e3,e4}. Hence, by Theorem 2.5, M has a 3-connected mi- 
nor N3 that has N2 as a minor, that uses el, and that has at most ]E(N2)[ + 4 ele- 
ments. It follows that M satisfies the theorem. This contradiction completes the proof 
of 3.12. 
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3.13. If N1 ~ Uz,3 and n = 2, then M satisfies the theorem. 
To show this, first note that the hypotheses imply that M IE2 ~ U2,3. Let E2 = 
{e2, e3,e4}. Now M is a minor-minimal 3-connected matroid that both uses el and 
has its restriction to {e2,e3,e4} being equal to U2,3. Thus, no proper 3-connected 
minor of M uses {el,e2,e3,e4}. It follows that if x¢clM({el,e2,e3,e4}), then Mix 
is not 3-connected. Hence, for all such x, the matroid M\x  is 3-connected. Now either 
(i) {el,e2,e3,e4} spans M; or 
(ii) {el,e2,e3,e4} does not span M. 
Assume (i) holds. Then, by the choice of M, it follows that el ~clM({e2,e3,e4}). 
Thus r (M)=3.  We may suppose that [E(M)]~>7, otherwise M satisfies the theo- 
rem. Let xl,x2 ..... xk be the members of E(M) - {el,e2,e3,e4}. Then k~>3. By the 
choice of M, for all i, M\xi  is not 3-connected and so is the union of two lines, 
one of which contains {e2,e3,e4}. Evidently, xi~clM({e2,e3,e4}). Thus, in M\xl ,  
the elements el,x2,x3 . . . . .  xk are collinear, and, in M\x2, the elements el,xl,x3 .... ,xk 
are collinear. Hence, ({e2,e3,e4},{el,xl,x2 ..... xk}) is a 2-separation of M; 
a contradiction. 
We may now assume that (ii) holds. For all x E E (M) -  clM({el,e2,e3,e4}), the 3- 
connected matroid M\x does not have {el, e2, e3, e4} contained in its ground set. Thus, 
M has a triad containing x and two members of {el, e2, e3, e4}. As {e2, e3, e4} is a trian- 
gle, such a triad must contain two elements of {e2, e3, e4}. The triangle {e2, e3, e4} also 
implies that each 2-element subset of this set is in at most one triad. Therefore, M has at 
most three elements not in clM({el, e2, e3, e4}). Since M is 3-connected, and therefore, 
has no cocircuits of size less than three, it follows that M has exactly three elements, 
say x2,x3,x4, that are not on the plane clM({el,e2,e3,e4}); and M has {e2,e3,x4}, 
{e2,x3,e4}, {x2,e3,e4}, and {x2,x3,x4} as triads. Thus, E(M) -  {e2,e3,e4,x2,x3,x4} is 
a flat of M of rank at most one. It follows that E (M)= {el,e2,e3,e4,xl,x2,x3}. More- 
over, {ez,e3,e4} is a circuit of M so, by Lemma 2.7, it is not a cocircuit since M 
U2,4. Therefore {e2,e3,e,} is a basis of M*. The four triads noted above imply that 
M* \el ~ M(K4). Moreover, since {ez, e3,e4} is a triad of M*, it follows that M* is as 
shown in Fig. 1. Thus M* \x4 ~ "W 3, and so M satisfies the theorem and 3.13 is proved. 
On combining 3.10-3.13, we deduce that 3.9 holds, that is, IE(Nl)[>~4. Then, 
by Theorem 25, M has a 3-connected minor N2 that has N1 as a minor such that 
[E(Nz)-  E(NI)[ ~<4 and N2 uses el. We show next that 
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3.14. N2I& =M[Ei for i=  1,2,...,n. 
Since E1 = {el } and M IEI -~ Ul,l, it follows from the fact that N2 uses el that 
N21EI =MIEI. Moreover, by Lemma 3.1, N21Ei =MIEi for all i>~2. 
Now,  
IE(N2)I [E(NI)I + 4. (2) 
-< " IE i l+2n-2]+l .  Thus, by 3.8 and the fact that ]Eli= 1, we deduce that ]E(N2)[ ..~ [~--]~i= j 
By the choice of M, equality must hold here. Therefore quality must hold in (2). In 
that case, by Theorem 2.5, either 
(i) N1 =Nz\el,9/f,h, and N1 has an element x such that {e,,f,x} and {9,h,x} are 
triangles of N2, and {f,9,x} is a triad of N2; or 
(ii) NI =N2/ebg\f,h, and N1 has an element x such that {el,f ,x} and {9,h,x} are 
triads of N2, and {f,9,x} is a triangle of N2. 
Assume that (i) holds. Following Bixby and Coullard [2] (see also [4]), we can 
depict what happens in N2 as in Fig. 2(a) despite the fact that this matroid need not 
be graphic. In that figure, a circled vertex corresponds to a known triad, and all cycles 
shown are indeed circuits. By Lemma 2.6, N2/9 is 3-connected. Let N~ be N2/9\h,f 
or Nz/9 \h depending on whether {9, f}  is or is not in a triangle of N2. Then Lemma 
2.6 implies that N~ TM N2/9, and so N~ is 3-connected. Since x is a coloop of Nz \ f ,  9, 
if x is in some Ej, then the restriction of N2 to that Ej has x as a coloop. Hence, Ej has 
just one element and N~IE j =M]Ej. Next we note that, for all k such that x ~Ek, the 
matroid M ]Ek is a restriction of (Nz \f,x)\9. But 9 is a coloop of N2 \f,x, so M ]Ek 
n is a restriction of N2\f,x/9. Thus, as N2/9 has {h,x} as a circuit and h~Ui=lEi, it 
follows that M I Ek is a restriction of Nz \f,  h/9 so M I Ek is a restriction of N~. Since 
n 
N~ is 3-connected and [E(N~)] ~< Y~'~i =l led + 2n - 3, we conclude that M satisfies the 
theorem; a contradiction. Thus (i) does not hold. 
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We may now assume that (ii) holds. Then Fig. 2(b) is useful in depicting what 
happens; here the same conventions apply as for Fig. 2(a). In this case, let N~ be 
N2 \`q/h, f or N2 \9/h depending on whether {9, f}  is or is not in a triad of N2. By the 
dual of Lemma 2.6, it follows that N~ is 3-connected. Since N2 \y, h has x as a coloop, 
i fx  is in some Ej, then that Ej has just one element and N~IEj =MIE j. Next we note 
that, for all k such that neither x nor el is in Ek, the matroid N2\el,f,9,h,x has M IEk 
as a restriction. Thus both N2\`q,x, el and N2\y,x have M IEk as a restriction. But h and 
f are coloops of N2 \9, x, el, and h is a cotoop of N2 \y,x. Hence, both N2 \`q,x, el/h, f 
and Nz \9,x/h have M ]Ek as a restriction, so both N2 \.q/h, f and N2 \`q/h have M [ Ek 
as a restriction. Thus N~ has M I Ek as a restriction and we conclude that M satisfies 
the theorem. This contradiction establishes that (ii) cannot hold and thereby completes 
the proof of Lemma 3.7. D 
We now look again at the sets Ad and Ac introduced before Lemma 3.5. 
3.15. Lemma. l f  eEAd, then eCAe. 
Proof.  Suppose E Ad. Then M\e is 3-connected. Thus, the choice of M implies that 
M\e has a 2-cocircuit. If all the 2-cocircuits of M\e avoid uin___l Ei, then M\e has 
M IEi as a restriction for all i, contrary to the choice of M. Thus, M\e has a 2- 
cocircuit meeting Ek for some k. Therefore, M 1Ek has a cocircuit of size at most two. 
By Lemma 3.7, [Ek]>~3. Since MIEk is 3-connected, we deduce that MIEk ~ b~,3. 
Hence, for Ek = {a, b,c), we may assume that {a, b,e} is a triad and {a, b,c} is a 
triangle of M. By Lemma 2.6, M/e is 3-connected, so e E Ac. [] 
As an immediate consequence of the last result, we have the following: 
3.16. Corollary. {(.Ji~=l Ei,Ac} is a partition orE(M). 
We now construct a graph G that will be the focus of the rest of the proof. The 
elements of E(M) will occur as both edges and vertices of G. Take V(G) = l,.Jin=t Ei 
and let the induced subgraph on Ei be a clique for all i. The edges of G not in these 
cliques are in one-to-one correspondence with the elements of E(M)-UT=1 El. Next, 
we describe the details of this correspondence. First we arbitrarily order the elements 
n 
of Ui=lEi. If e E E(M)-Uin=~ gi, then e E Ac. Hence, by Lemma 3.5, e is in a 
triangle of M with two elements j and k of ~in=~ Ei where j < k say. Since, by 3.3, 
n 
e ~ Ui=j clM(Ei), it follows that j and k are not in the same El. From among such 
pairs (j ,k), choose the lexieographically smallest and let e label an edge of G joining 
j and k. Such an edge e will be called a cross edye. 
3.17. Lemma. The graph G is simple. 
n E Proof.  Assume the contrary. Then M has elements j and k in Ui=l i and e and f 
n in E(M) - Ui=l Ei such that Ml{j,k,e,f} ~ U2,4. As neither M\e nor M\f  is 3- 
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connected, Tutte's triangle lemma (2.2) implies that M has a triad meeting {e, f} .  By 
orthogonality, this triad must be contained in {j, k, e, f}  so M has a triad that is also a 
triangle. Hence, by Lemma 2.7, M - U2.4 so M\e  is 3-connected; a contradiction. [] 
3.18. Lemma. Let H be a block that is a subgraph of G such that if V(H) M Ei & 
non-empty, then Ei C_ V(H) or IEi N V(H) I  ~- 1. Let Et4 be V(H) together with those 
cross edges of G that are in H. Then MIEn  is 3-connected. 
Proof. The graph H is connected, (M[E14)]Ei is connected for each Ei C_ V(H), and 
each cross edge in H forms a triangle in M IEH with the elements of EH that label 
its ends. Therefore M IEI4 is a connected matroid. 
Suppose that M IEH is not 3-connected. Then it has a 2-separation (X, Y), so IE/4] >~4 
and ]V(H)I>~3. Consider a set Ei for which IEi 71 v(n)l ~>2. Then EiC_V(H)and 
IE;I~>3. Evidently, (MIEH)IEi is 3-connected and so, by Lemma 2.3, either (i) 
IX nEil<.l, or (ii) IY nEiI<~I. 
In case (i), replace (X, Y) by (X', Y~) = (X -  Ei, Y U Ei). Then r(Y') = r(Y) so 
r(X') + r(U)<~r(X) + r(Y) = r(M IEH ) + 1. 
If min{IX'l, lY'l}~<l, then IX'[ = 1, so IXl = 2 and r(X) = 2. This means that 
r(Y') = r(Y) = r(M ]E/c) - 1, so (X ~, Y~) is a 1-separation of M lEt4; a contradiction. 
Therefore, min{[X'l, [Y'I}/>2 and so (X', Y') is a 2-separation of M[En.  
Similarly, in case (ii), if we replace (X, Y) by (X ~, Y') = (X t_JEi, Y -  El), we again 
have that (X ~, Y~) is a 2-separation of MICH. 
By repeated application of the above, we can obtain a 2-separation (X' ,  Y") of 
M ]E/4 so that, for all i, the set E i 71 V(H) is contained in one of X" and Y'. Now 
r (X ' )  + r (Y ' )  = r(M l E H) + 1. Hence, by semimodularity, 
r(cl(X") n cl(r"))~< 1. (3) 
Suppose that there are no vertices in Y". Then every cross edge joins two vertices 
in X". Thus every cross edge is in cl(X'). Since every element of Y" corresponds to 
a cross edge and I Y"I/>2, we deduce that Icl(X")71 cl(Y")[ >~2; a contradiction to (3) 
since M I EH is simple. Thus there is at least one Y'-vertex. 
Suppose there is exactly one vertex, y, in Y". Consider the edges el, e2 .. . . .  ek inci- 
dent with y. Each is a cross edge and, as H is a block and IEMI/>4, it follows that 
k~>2. For each t, let vt be the end ofet different from y. Ifei, ej E Y" for some distinct 
i and j,  then vi and vj are distinct members of X ' ,  and, since {y, vi, el} and {y, vj, ej} 
are triangles of M IEH, both vi and /)j are in cl(Y"). Hence [cl(X')n cl(Y')[~>2; a 
contradiction. Thus at most one of el,e2,... ,ek is in Y'.  Hence some e i is in X' .  Then 
vi E X"  and the triangle {y, vi, ei} implies that y E cl(X"). It follows from this and 
the fact that all of Vl,V2,...,v~ are in X" that all of el,ea,...,ek are in cl(X'). Thus 
]clOt'") 71c1(Y")1 >t 2 unless {el, e2 .. . . .  ek } c X". In the exceptional case, since ] Y'l/> 2, 
there is an edge y~ in Y" that joins two vertices in X ' .  Hence, c l (X ' )ne l (Y ' )D{y ,  J}  
and again we have the contradiction that Ic l (X ' )n cl(Y')  I >>.2. 
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We may now assume that there are at least two vertices in Y". Similarly, there 
are at least two vertices in X". Partition V(H) into the X"-vertices and the Y"- 
vertices. Since H is a block with at least three vertices, H is 2-connected. As each of 
IV(H) fqX" I and IV(H)A Y"I has size at least two, n has a 2-edge matching {e, f}  
in which each edge has one end in X"  and the other in Y". It is now straightforward 
to show that [cl(X")N cl(Y")l ~> 2. This contradiction completes the proof that M IEH 
is 3-connected. [] 
n 3.19. Lemma. I f  e E E(M) - Ui=l Ei, then either 
(i) G[{e}] is a block of G; or 
(ii) G\e has more blocks than G. 
Proof. Suppose that the block H of G containing e has more than one edge. Then 
IE.I/>5. if H\e  is also a block, then, by Lemma 3.18, both M [El4 and (M IE14)\e 
are 3-connected. Thus, by Lemma 2.4, M\e  is 3-connected; a contradiction. Hence 
H\e  is not a block and (ii) holds. [] 
Now to complete the proof of the theorem we shall show that: 
3.20. G has at most 2n-  2 cross edges. 
This will contradict the choice of M. To prove 3.20, it suffices to show that, in each 
component G' of G, there are at most 2n~-2 cross edges where n '= I{i: Ein V(G') ¢ 0}[. 
If some component G' of G has a cut-vertex v, then G' is the 1-sum of G~ and G~, 
say. Suppose that, for j E {1,2}, we can show that Gj has at most 2n~-2 cross edges 
where n~ = I{i: Ei A V(G~) :~ ~)}1. Then the number of cross edges of G' is at most 
' - 1 ) -  2 = 2n' - 2. 2nll - 2 + 2nt2 - 2 = 2(n' 1 + n 2 
Therefore, by repeated application of the last observation, we deduce that 3.20 holds 
provided we can show that: 
3.21 .  Each block H of G has at most 2n i l -  2 cross edges where nH = 
I{i: E~ n V(H) ¢ O}L. 
By Lemma 3.19, for each edge e of H that is a cross edge of G, the graph H\e  is 
not a block. Thus, to prove 3.21, it suffices to prove the following: 
3.22. Lemma. Let {V1, V2,..., Vm} be a partition ~z of the vertex set of a simple block 
J such that J[V/] is a clique for all i. Suppose that, for every edoe e whose ends are 
in different parts of the partition, the 9raph J \e  is not a block. Then 
[E(J)[ - ~ [E(J[~])[ ~<2m - 2. 
i=1 
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Proof. First, we extend the terminology used already by calling an edge whose ends are 
in different parts of the partition a cross edge. Assume that the lemma fails and, among 
counterexamples, choose one for which m is minimal. Then, among such examples, 
choose one for which [E(J)I is minimal. Clearly m~>2 and IE(J)I t>4. [] 
Next we show the following: 
3.23. Let p be a cross edge of J .  Then p has an end of degree two that is in a part 
of V(J) with at most one other vertex. 
Assume that the cross edge p does not satisfy the conclusion of 3.23. Since J \p  is 
not a block, it has a cut-vertex w. The ends, Up and Vp, of p are both different from 
w. In J \p ,  add a directed edge, pl, from w to Up and another, P2, from w to Vp. 
The resulting graph can be uniquely written as the 1-sum at the vertex w of graphs Jl 
and J2 that contain Pl and P2, respectively. Moreover, J is the series connection of 
J1 and J2 with respect o the directed edges Pl and P2 (see, for example, [4, Section 
7.1]). Without loss of generality, since p is a cross edge of J ,  we may assume that 
the part of n that contains w is contained in V(J1 ). Now, for i -- 1,2, subdivide Pi 
into Pi and p~ by inserting a new vertex zi in it. Let the resulting graphs be J( and J~. 
Let  n I be the partition of V(J() whose parts are those parts of • contained in V(J() 
together with {zl }; and let ~2 be the partition of V(J~) whose parts are those parts of 
7r not contained in V(J() along with {w, z2}. The graph J( is a simple block and n~ 
has no more parts than ~. Moreover, J( has fewer edges than J unless Vp has degree 
two and {Vp} is a part of ~. But, by the choice of p, the exceptional case does not 
arise. Similarly, the graph J~ is a simple block. Moreover, (a) ~2 has fewer parts than 
rt, or (b) g2 has the same number of parts as g but J~ has fewer edges than J ,  or (c) 
Up has degree two and {w, Up} is a part of n. The choice of p forbids the third case 
from arising. We conclude that both J( and J~ obey the lemma. 
Let the number of parts in zcl be k. Then 7r2 has (m - (k - 1)) + 1 parts. Now 
M(J) is the series connection S((M(J(/p~l); pl),(M(J~/p~2); P2)). Therefore, if x is a 
cross edge of J other than p, then x ¢ E(J(/p~l) - Pl or x E E(J~/p~2) - P2. Thus 
M(J) \x is S(M(J(/p~l)\x,M(J~/p~2)) or S(M(J(/p~1 ),M(J~/p~)\x). As M(J) \x is not 
connected, M(J//p~)\x is not connected where x ¢ E(J[/p~) (see, for example, [4, 
Proposition 7.1.17]). Thus M(J/)\x is not connected. Hence every cross edge of J 
other than p is a cross edge of J /  for some t ¢ {1,2}, and the deletion of this edge 
from M(J[) destroys the connectedness of this matroid. Therefore, since J( and J~ 
satisfy the lemma, the number of cross edges in J( is at most 2k - 2 while the number 
of cross edges in J~ is at most 2(m - k + 2) - 2. Now pl and P~l are cross edges of 
J~ that are not cross edges of J. Hence, J~ contains at most 2k -4  cross edges of J. 
Moreover, p~ is a cross edge of J~ that is not a cross edge of J .  Hence, J~ contains 
at most 2 (m-  k + 2) -  3 cross edges of J .  Finally, p is the only cross edge of J that 
is not in J( or J~. Hence the number of cross edges of J is at most 
[2k -  4] + [2 (m-  k +2) -  3] + 1 -- 2m-  2; 
a contradiction. We conclude that 3.23 holds. 
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We can use 3.23 to bound the number of cross edges in J. Let ns, t be the number 
of s-vertex parts in the partition ~ of V(J)  that contain exactly t degree-2 vertices. 
Since every cross edge of J has an end of degree two in a part with at most one 
other vertex, the number of cross edges is at most 2nl,i + n2,1 + 2n2,2. The last quantity 
equals 2(hi,1 + n2,1 + n2,2) -  n2,1, which is at most 2m-  n2A. Since J has at least 
2m - 1 cross edges, it follows that n2,1 ~< 1 and m = nl,1 + n2,1 23 rt2,2. If n2,1 = 0, then 
every cross edge contributes twice to the count 2n1,1 + 2n2,2. Hence the number of 
cross edges is at most nl,1 23 n2,2, that is, m. But m>~2 so m<,2m-  2 and we have a 
contradiction. Finally, let n2,1 = 1 and consider the unique cross edge e that meets the 
degree-2 vertex v in the part counted by n2,1. Since m = nl,1 23n2,1 23n2,2, the other end 
of e is in one of the parts counted by nl,l + n2,1. Hence, the sum 2nl,1 23 n2,1 23 2n2,2 
counts e twice. Thus, J has at most 2nl,l + n2,1 + 2n2,2 -- 1 cross edges, that is, J has 
at most 2m - 2 cross edges. This contradiction completes the proof of the lemma and 
thereby finishes the proof of  the theorem. [] 
4. The sharpness of the bound 
In this section, we show that the bound given in Theorem 1.2 is best possible unless 
(i) each Ei is a singleton, or (ii) n = 2 and IEll+ IE21 = 3. We also show that, 
in the exceptional cases, the bound can be sharpened by exactly two. Thus suppose 
that Mi, M2 . . . . .  M, are 3-connected matroids having disjoint ground sets El, E2 .... , E,,, 
respectively. 
First we note that if (ii) holds, then clearly one of M1 and M2 is a coloop, while the 
other consists of two parallel elements. It follows easily that a 3-connected matroid M 
that has restrictions equal to MI and Me must have a Ui,3-minor N with ground set 
El UE2. Clearly IE(N)I = ]Ell + IE2] = IEI] + IE21 +2n -4 .  
Now suppose that neither (i) nor (ii) holds and assume that IE(M1)t > 1. We may 
also assume that n>~2 otherwise the bound is certainly sharp. Since neither (i) nor 
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(ii) holds, Y-~i=l IE(Mi)I/>4. For all i, let xi and Yi be elements of Mi. Choose these 
elements to be distinct unless IE (Mi ) I  = 1, in which case, these elements are equal. 
Now form the matroid M from Ml 23 M2 23 -.. 23 Mn by, for all i >~ 2, freely adding 
xl,i and yl,i to the lines {xl,xi} and {Yl, Yi}, respectively. More generally, one could 
consider M to be any matroid that can be formed from Ml 23M2®...23Mn by adding Xl,i 
and yl,i so that, for all i>~2, both {xl,xi,xl.i} and {Yl,Yi, yl.i} are circuits. Certainly, 
for every such matroid M, 
IE(M)[ - ~ I/(M~)I = 2n - 2. 
i=1 
Evidently contracting any xl,~ or Yl,i puts an element of  M1 in parallel with an 
element of  Mi. It follows that if M has a 3-connected proper minor having each 
of M1,M2,... ,M, as restrictions, then N must be a restriction of  M. But deleting 
Xl, i or Yl,i produces a matroid that is not 3-connected and has no 3-connected re- 
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n striction using Ui=l  E(Mi), Therefore no proper minor of M is 3-connected and has 
M1,M2 .. . . .  M, as restrictions. It remains to show that M itself is 3-connected. Let 
Ml,i = M [ [E(M1 ) U E(Mi) U {xhi, Yl,i}]. Then, since M is simple and each Mhi con- 
tains E(M1 ), it follows by a result of Oxley and Wu [5, Corollary] that it suffices to 
show that 
4.1. Ml,i is 3-connected for all i. 
Clear ly  M|, i is connected. Suppose that (X, Y) is a 2-separation of Ml,i. Then, by 
Lemma 2.3, 
r(X N E(Mj )) + r(Y n E(Ml )) - r(M1 ) <~ 1. 
Since Ml is 3-connected, it follows that IX NE(MI)[ or [Y nE(MI) I  is at most one. 
Without loss of generality, assume the latter. Then X N E(MI) spans Mj. Similarly, 
]XNE(Mi)[ or IYNE(Mi)[ is at most one. 
Suppose that IE(Mi)] = 1. Then r(M hi) = r(Ml ) + 1. Moreover, if X meets E(Mi) U 
{Xl,i, Yl,i}, then r (X )= r(Ml,i) and (X,Y) is not a 2-separation of MI,i; i fX  avoids 
E(Mi) U {Xl,i, yl,i}, then Y contains this set, so r(Y)~>3 and, again, (X,Y) is not a 
2-separation of Ml,i. 
We may now assume that IE(Mi)I > 1 and so X n E(Mi) or Y N E(Mi) spans Mi. 
In the former case, X spans Mhi so (X, Y) is not a 2-separation of this matroid. In 
the latter case, either X or Y contains {Xl,i, Yl,i), or each of X and Y contains one 
of these elements. In all cases, r(X) + r(Y) >~r(Ml ) + r(Mi) + 2; a contradiction. We 
conclude that Mhi is indeed 3-connected. Hence so too is M. Therefore if neither (i) 
nor (ii) holds, the bound on [E(N) I in Theorem 1.2 is best possible. 
I f  the matroid M in Theorem 1.2 is graphic, then the above construction shows that, 
even in this special case, the bound is best possible. To see this, let Mi = M(Gi) for 
n all i and assume that IE(Mt)I > 1, that n~>2, and that )--]~i=l IE(M;)I ~>4. Then each 
Gi is simple. For all i, let vi be a vertex of Gi, and let viui and viwi be edges of Gi, 
which we choose to be distinct unless ]E(Mi)] = 1. Now form the graph G from the 
disjoint graphs GI, G2,..., Gn by identifying vl, v2 . . . . .  v~ as a single vertex and, for all 
i~>2, adding the edges UlUi and wlwi. Since this construction for M(G) is a special 
case of the construction for M given above, we conclude that the bound on IE(N)I in 
Theorem 1.2 is best possible even for graphic matroids. 
In the event that all of MI,M2 .... ,Mn are singletons, we can sharpen the bound on 
IE(N)] in Theorem 1.2 by two. 
4.2. Theorem. Let M be a 3-connected matroid and el, e2 . . . . .  en be distinct elements 
of M where n>>.2. Then M has a 3-connected minor N that uses {el,e2 . . . . .  e,} and 
has at most 3n -4  elements. 
To see that the bound 3n-  4 in the last theorem cannot be sharpened for n t>4, 
consider the graphic matroid Pn that is formed by taking the generalized parallel con- 
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nection of n -  2 copies of M(K4) across a common triangle {x, y, p} and then deleting 
the point p. From each original M(K4), choose the element hat does not lie in a tri- 
angle with p. Let Z be the set consisting of these n - 2 elements along with x and y. 
Then P~ is a 3-connected matroid using the n-element set Z and having exactly 2n-  4 
other elements. Moreover, one easily checks that no proper 3-connected minor of P, 
uses all of  the elements of Z. 
Proof of Theorem 4.2. Suppose that the theorem fails, and pick the smallest n for which 
a counterexample exists. For this n, let M be a matroid that is minor-minimal with 
respect o both using {el,e2 . . . . .  en} and being 3-connected, and suppose that IE(M) I > 
3n-4 .  If  n is 2 or 3, then M has a circuit or cocircuit containing {el, e2 . . . . .  en}. Hence, 
M has a 3-connected minor using {el,e2,., . ,en}, but having at most 3n-  4 elements; 
a contradiction. Thus, we may assume that n ~> 4. 
By the choice of n, there is a 3-connected minor N1 of M that uses {e2,e3,...,e~} 
and has at most 3(n - 1) - 4 elements. Assume that 
4.3. [E(NI )[ />4. 
Then, by Theorem 2.5, M has a 3-connected minor N that uses el, has NI as a 
minor, and has at most IE(N1 )1 + 4 elements. Since M has more than 3n-  4 elements, 
but Nl has at most 3(n - 1) - 4 elements, we must have that N = M and ]E(M)] = 
]E(NI )1 + 4. In that case, by replacing M and N1 by their duals if necessary, we 
may assume that N1 = M\el,g/f,h and N1 has an element x such that {el,f ,x} and 
{g,h,x} are triangles of M, and {f,g,x} is a triad of M. As before, the diagram in 
Fig__ 2(a) shows these triangles and triads. By Lemma 2.6, M/~9 is 3-connected. Indeed, 
M/g is isomorphic to M/g\h or M/g\h, f .  Hence, there is a 3-connected minor of M 
using {el, e2 . . . . .  en} and having at most 3(n - 1 ) - 4 + 4 - 2 elements; a contradiction. 
We may now assume that IE(NI )1 < 4. Then IE(NI )1 ---- 3 = n -- 1. Indeed, Nt is 
isomorphic to U2,3 or UI,3, and has ground set {e2,e3,e4}. If  r(M) or r*(M) is 2, 
then it follows easily that M is not a counterexample to the theorem. Thus we may 
assume that both r(M) and r*(M) exceed two. Then, by combining results from [3], 
we deduce that M has a minor M ~ using {e2,e3,e4} such that either (a) M is binary 
and M'  ~ M(K4); or (b) M is non-binary and M' -~ U2,4 or ~/~3 where, in the 
latter case, {e2,e3,e4} is the rim or the set of spokes. By Theorem 2.5 and duality, 
M has a 3-connected minor using {el,e2,ea,e4} and having at most 8 elements unless 
]E(M')] = 6 and (iii), (iv), or (v) of 2.5 occurs. In the last case, the argument given 
above for the case ]E(N1 )I >~4 can easily be modified to show that M has an 8-element 
3-connected minor using {el,eE, e3,e4}. Thus, we may assume that (iii) or (iv) holds, 
that ]E(M)] = 9, and that M' is M(K4) if M is binary and ~W 3 otherwise where, in 
the last case, {e2, e3,e4} is the rim or the set of spokes. 
Suppose that (iii) holds (see Fig. 3(a)). Then, by Lemma 2.6, M/g is 3-connected. 
Since 34/9 cannot be chosen to contain {el,e2,e3,e4}, Lemma 2.6 also implies that 
M/g is isomorphic to M/g\x or M/g\x, f ,  and x E {e2,e3,e4}. Moreover, we may also 
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Fig. 3. 
Fig. 4. 
assume that {g,x, y} is a triangle for some y E {e2,e3,e4}- {x}. Suppose, without loss 
of  generality, that x = e2 and y = e3. Then we can update Fig. 3(a) (see Fig. 3(b)). 
We may also assume that we have the same labelled figure if (iv) occurs. To see this, 
suppose that (iv) holds (see Fig. 4). Then M ~ = M\e l ,g / f  = M\e l , f /g .  Since M/f \g  
has {ej, y} as a circuit, it follows that M/f  \g, y is 3-connected. Now the choice of  M 
means that the last matroid cannot contain {el, e2, e3, e4}. Therefore y E {el, e2, e3, e4}. 
Likewise, from considering M/g\f ,x,  which is isomorphic to the 3-connected matroid 
M/g\ f ,  el, we deduce that x must also be in {el,e2,e3,e4}. Therefore if (iv) occurs, 
then, by permuting the labels on el,e2, e3, and e4, we may assume that we have the 
situation shown in Fig. 3(b). The rest of the proof will focus on showing that this 
situation cannot arise. First note that M'  = M \el, g/ f  ~- M \g / f  \e2 ~- M \g, f ,  e2. 
Assume that M is binary. Then M' ~- M(K4). I f  {el, e3 } is in a triangle of  M \g, f ,  e2 
with the element z, then M is the generalized parallel connection of  two copies of 
M(K4) across the triangle, {el,e3,z}, so Mkz is 3-connected. But IE(M\z)I = 8, so 
z = e4. In that case, M]{ez, e2, e3, e4, f ,  9} ~ M(K4); a contradiction. We conclude that 
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Fig. 5. 
{el,e3} is not in a triangle ofM\9, f ,  e2. Thus, M 1S isomorphic to the matroid shown 
in Fig. 5, and e4 is one of the four points not on the right-hand plane. It is straight- 
forward to see that deleting any one of these four points leaves a matroid isomorphic 
to M(~q/4). Hence, M has an M(~l/4)-minor using {el, e2, e3, e4}; a contradiction. 
We may now assume that M is non-binary. Then M \9, f ,  ez is ~#/-3. By [3], either 
m\.q,f, e2 has a Uz.4-minor using {el,e3,e4}, or {el,e3,e4} is the rim or the set of 
spokes of M\y , f ,  e2. In the first case, one easily checks that M has an M(K4)- or 
~p3-minor using {el, e2, e3, ca); a contradiction. If {e~, e3, ca} is the rim of M \9, f ,  e2, 
then deleting the third point of the line spanned by {ej,e3} leaves an 8-element 3- 
connected matroid using {el,ez, e3,e4}. Hence, we may assume that {el,e3,e4} is the 
set of spokes of M \9, f ,  e2. In that case, contracting from M one of the rim elements 
of M \9, f ,  e2 leaves a matroid having a "/1/`3- or M(K4)-restriction using {el, e2, e3, e4}. 
This contradiction completes the proof of the theorem. [Z 
We remarked in the introduction that there seemed no obvious a priori guarantee of 
the existence of an upper bound on IE(N)I in Theorem 1.2. By contrast, even without 
knowing Theorem 1.2, one can use Theorem 2.5 to deduce that, in Theorem 4.2, there 
is a bound on IE(N)[ of the form 4n -c .  Most of the work of Theorem 4.2 can be 
seen as sharpening this initial bound. 
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