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Abstract
This paper is concerned with deformations of Kundt metrics in the direction
of type III tensors and nil-Killing vector fields whose flows give rise to such
deformations. We find various characterizations within the Kundt class in terms
of nil-Killing vector fields and obtain a theorem classifying algebraic stability
of tensors, which has an application in finding sufficient criteria for a type III
deformation of the metric to preserve spi’s. This is used in order to specify Lie
algebras of nil-Killing vector fields that preserve the spi’s, for degenerate Kundt
metrics. Using this we discuss the characterization of Kundt-CSI spacetimes in
terms of nil-Killing vector fields.
1 Introduction
The scalar polynomial curvature invariants (spi’s) of a pseudo-Riemannian manifold
are defined as the smooth functions obtained through taking full contraction of the
Riemann tensor and its covariant derivatives. They provide invariants of metrics
with respect to isometries. In the class of Riemannian metrics they give a full set of
invariants, in the sense that they fully characterize the orbits within this class.
Due to the presence of null-directions this no longer holds for other signatures.
A particularly rich collection of examples of metrics not characterized by their spi’s
can be found within the class of Kundt spacetimes [13, 3, 15], which are Lorentzian
1
manifolds that have a rank 1 null-distribution with integrable orthogonal compliment
such that the distribution contains affinely geodesic, shear-free and divergence-free
vector fields. A Kundt spacetime is said to be degenerate if the Riemann tensor and all
its covariant derivatives are of type II with respect to the given null-distribution. In
[7, 8] the authors show that such metrics can be smoothly deformed locally such that
the spi’s remain fixed. In [7] they show that any three or four dimensional Lorentzian
metric having such a deformation, preserving the spi’s and leaving the orbit of the
metric, must belong to the class of degenerate Kundt metrics. A classification of
degenerate Kundt spacetimes in terms of local coordinates was given by the authors
in [3].
We say that a Pseudo-Riemannian metric is CSI if the spi’s of the metric are
constant. Due to the positive definite assumption, Riemannian CSI metrics whose
spi’s are constant across the manifold are automatically locally homogeneous by a
result in [14]. The added complexity of null-directions for Lorentzian manifolds allows
for the existence of metrics whose spi’s are constant on the manifold, and where the
metric has no local Killing vector fields. In [5, 6] the authors show that in dimensions
three and four any Lorentzian CSI metric is either locally homogeneous or Kundt,
showing the importance of Kundt metrics in this setting as well.
In [10] the author defines nil-Killing vector fields intended to allow for the charac-
terization of CSI metrics in analogy with the characterization of local homogeneous
metrics in terms of Killing vector fields. The nil-Killing vector fields generalize Killing
vector fields and simultaneously behave similarly to the affinely geodesic, shear-free
and divergence-free null vector fields of a Kundt spacetime. They were studied in [11]
and shown to constitute a Lie algebra.
In this paper we study deformations of tensors and metrics whose deformation ten-
sor points in the direction of type III tensors with respect to some null-distribution.
We give conditions for such deformations to preserve the scalar polynomial invariants
relevant to the object which is deformed. We use this to further our investigations
of nil-Killing vector fields whose flows deform the metric by a tensor of type III,
allowing for them to be be studied in this framework.
We find that such deformations and nil-Killing vector fields play a significant role
for Kundt spacetimes: Firstly, Kundt spacetimes can be characterized by having
a null-distribution, λ, which contains local vector fields about any point that are
nil-Killing with respect to the null-distribution, and whose orthogonal complement,
λ⊥, is integrable . Secondly we see that the transverse metric of a Kundt metric is
locally homogeneous if and only there exists a collection of nil-Killing vector fields
which pointwise span the orthogonal complement to the underlying null-distribution.
Lastly, the the deformations that preserve the scalar polynomial invariants of the
degenerate Kundt spacetime previously discussed, are all in the direction of type III
tensors with respect to the given null-distribution.
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Along the way we give a theorem for degenerate Kundt spacetimes which char-
acterizes algebraic stability of tensors when taking covariant derivatives, in the sense
that their boost-order remains unchanged. This is applied to give criteria for defor-
mations to preserve spi’s and provides us with a classification of the deformations
given in [7, 8] as those whose deformation tensor and its covariant derivatives to all
orders are of type III.
Lastly we shall be discussing CSI spacetimes and examining the possibility for
classifying them through the use of nil-Killing vector fields. We show that such a
characterization is possible in two special cases: Three dimensional degenerate Kundt
spacetimes and degenerate Kundt spacetimes which admit recurrent null-vector fields.
2 Deformations on Lorentzian vector spaces
In this section we shall use algebraic classification of tensors on Lorentzian vector
spaces in order to study a class of deformations of type II tensors such that the
invariants of the tensors stay fixed throughout the deformation. See [12] and the
appendix for an overview of boost-weight classification of tensors.
Let us consider a triple (V, g, λ) consisting of a vector space, a Lorentzian inner
product and a one-dimensional null subspace. Using this datum we may classify the
tensors on V according to the boost-order. Denoting by Tk(V ) the vector space of
rank k tensors, we get at filtration
Tk,−k(V ) ⊂ Tk,−k+1(V ) ⊂ · · · ⊂ Tk,k(V ), (1)
where Tk,s(V ) is the subspace given by tensors of rank k and boost order s with
respect to λ. Tensors of boost order up to 0 (resp. -1) are said to be of type II (resp.
type III).
Given a nullbasis {k, l,mi} for V such that k ∈ λ, we have the decomposition
Tk(V ) =
k⊕
s=−k
Bk,s, (2)
where Bk,s are the rank k tensors of boost-weight s with respect to {k, l,mi}. The
filtration and decomposition are related by
Tk,r(V ) =
r⊕
s=−k
Bk,s. (3)
Given tensors S and T the boost weight s component of their tensor product is
given by
(S ⊗ T )s =
∑
s1+s2=s
Ss1 ⊗ Ts2 . (4)
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Furthermore, if P ∈ T2k(V ) is any even ranked tensor, then for any full contraction
Tr(P ), only the boost weight zero components give a contribution, i.e.,
Tr(P ) = Tr(P0). (5)
Now if S is any rank k tensor the scalar polynomial invariants (spi’s) of S are given
by the set of full contractions of the even ranked tensor products, i.e.,
Tr(
p⊗
l=1
S), (6)
such that pk is even. Supposing that S is a tensor of type II, it follows from the
above considerations that
Tr(
p⊗
l=1
S) = Tr((
p⊗
l=1
S)0) = Tr(
p⊗
l=1
S0), (7)
which shows that the spi’s of S only depend on the boost-weight zero component of
S.
Thus if S, T are rank k tensor of type II and III respectively, then S and S + T
have identical spi’s. In particular, if St is a path within the space of type II tensors
such that d
dt
St is a tensor of type III, for all t, then the spi’s are identical for each
tensor along the curve.
A partial converse follows from the proof of theorem II.9 and its corollary in [8],
namely that if St is a smooth path of type II tensors such that the spi’s remain
unchanged along the curve, then there exists a path φt in Sim(n− 2), the Lie group
of orthogonal transformations preserving the line λ, and a path Pt in the space of
type III tensors such that
St = φ
∗
t (S0) + Pt, (8)
for all t.
We have the following characterizations concerning the behaviour of linear maps
with respect to algebraic type and spi’s:
If (Vi, gi, λi), i = 1, 2, are two Lorentzian inner product spaces with given null
lines, then an invertible linear map f : V1 → V2 is said to preserve algebraic type if
the pull-back f ∗ preserves the boost-order of tensors taken with respect to λi, i = 1, 2.
Proposition 1. An invertible linear map f preserves algebraic type iff. f(λ1) ⊂ λ2
and f(λ⊥1 ) ⊂ λ
⊥
2 .
Proof. ” ⇒ ” is trivial. In order to prove ” ⇐ ” we need only show that f(λ1) ⊂ λ2
and f(λ⊥1 ) ⊂ λ
⊥
2 implies that f
∗(λ∗2) ⊂ λ
∗
1 and f
∗((λ⊥2 )
∗) ⊂ (λ⊥1 )
∗, but this is just a
general property of annihilators.
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Proposition 2. Let (Vi, gi, λi), i = 1, 2, be two Lorentzian inner product spaces with
given null lines. If f : V1 → V2 is a invertible linear map preserving algebraic type,
then the following are equivalent
i) f is an isometry on λ⊥1 and g2(fx, fz) = g1(x, z), for all x ∈ λ and z ∈ V1.
ii) f ∗g2 − g1 is of type III with respect to λ1.
iii) If T is any even ranked type II tensor, then f ∗ preserves full its contractions,
i.e.,
Tr(T ) = Tr(f ∗T ). (9)
Proof. ”i)⇔ ii)” Trivial.
”ii) ⇒ iii)” The map f ∗ : T (V2) → T (V1) between tensor spaces is induced by
the pull-back
f ∗ : V ∗2 → V
∗
1
and
f−1 : V2 → V1.
First we wish to show that f ∗g−12 − g
−1
1 is of type III. In order to do so we must
show how (f−1)∗ : V ∗1 → V
∗
2 behaves with respect to taking metric duals of vectors.
We let ♮ denote the metric dual. Suppose that for i = 1, 2, wi ∈ λ⊥i , then
((f−1)∗w♮1)(w2) = w
♮
1(f
−1w2) = g1(w1, f
−1w2) (10)
= g1(f
−1(fw1), f
−1w2) = g2(fw1, w2) = (fw1)
♮(w2),
and hence we have
(f−1)∗w♮ − (fw)♮ ∈ λ∗2, (11)
for all w ∈ λ1.
Using the same reasoning one can show that
(f−1)∗z♮ − (fz)♮ ∈ (λ⊥2 )
∗, (12)
and
(f−1)∗x♮ = (fx)♮, (13)
for all x ∈ λ1, z ∈ V1.
Thus supposing that x ∈ λ1, w1, w2 ∈ λ⊥1 and z ∈ V1, we have that
(f ∗g−12 )(w
♮
1, w
♮
2) = g
−1
2 ((f
−1)∗w♮1, (f
−1)∗w♮2) = g
−1
2 ((fw1)
♮, (fw2)
♮) (14)
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= g2(fw1, fw2) = g1(w1, w2) = g
−1
1 (w
♮
1, w
♮
2),
and in the same way
f ∗g−12 (x
♮, z♮) = g−11 (x
♮, z♮), (15)
which proves that f ∗g−12 − g
−1
1 is of type III. Hence we can fined type III tensors
Q,P such that
g1 = f
∗g2 + P, g
−1
1 = f
∗g−12 +Q. (16)
Now suppose that T is an even ranked type II tensor, and we peform a full
contraction of T of form
Tr(T ) = (g2 ⊗ · · · ⊗ g2 ⊗ g
−1
2 ⊗ · · · ⊗ g
−1
2 ) ∗ (T ), (17)
where ∗ represents some full contraction between the two tensors. The expression for
the corresponding full contraction of f ∗T is given by:
Tr(f ∗T ) = (g1 ⊗ · · · ⊗ g1 ⊗ g
−1
1 ⊗ · · · ⊗ g
−1
1 ) ∗ (f
∗T ) (18)
= ((f ∗g2 + P )⊗ · · · ⊗ (f
∗g2 + P )⊗ (f
∗g−12 +Q)⊗ · · · ⊗ (f
∗g−12 +Q) ∗ (f
∗T )
(a)
= (f ∗g2 ⊗ · · · ⊗ f
∗g2 ⊗ f
∗g−12 ⊗ · · · ⊗ f
∗g−12 ∗ (f
∗T )
(b)
= (g2 ⊗ · · · ⊗ g2 ⊗ g
−1
2 ⊗ · · · ⊗ g
−1
2 ) ∗ (T ) = Tr(T ),
Equality (a) follows since any summand containing a factor of either P or Q must
vanish since it represents a full contraction between two tensors of type II and III.
The fact that (b) holds is just a consequence of the definition of the pull-back. This
proves the implication.
”iii)⇒ ii)” Let {k, l,mi} be a null-basis for V1 such that k ∈ λ2. Since k ⊗ l and
mi ⊗mj are type II tensors, for each i,j, the assumptions of iii) imply that
g1(f
−1k, f−1l) = Tr(f ∗(k ⊗ l)) = Tr(k ⊗ l) = g2(k, l), (19)
and
g1(f
−1mi, f
−1mj) = Tr(f
∗mi ⊗mj) = Tr(mi ⊗mj) = g2(mi, mj), (20)
which implies ii).
3 Deformations of type II tensors on Lorentzian
manifolds
Here we shall extend the discussion of the previous section and study deformations of
type II tensors on Lorentzian manifolds which preserve the scalar polynomial invari-
ants induced by the tensor. Specializing the discussion to deformations arising from
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one-parameter groups of diffeomorphisms, we shall find useful criteria for the spi’s of
the tensor to have constant values along integral curves of certain vector fields.
Now let us consider a triple (M, g, λ) consisting of a manifold, a Lorentzian metric
and a null-distribution respectively. The null distribution λ allows us to unambigu-
ously consider tensors of given algebraic type with respect to λ. Whenever we say
that a tensor is of a given algebraic type, it shall always be understood to be with
respect to λ.
Given a tensor T on M , the scalar polynomial invariants of T are the smooth
functions given by the full contractions of even-ranked tensors in the tensor algebra
generated by T.
If St is a path of type II tensors it follows from the discussion in the previous
section that if d
dt
St is of type III, the spi’s stay the same for each tensor in the curve.
Now we shall investigate deformations of type II tensors induced by pull-backs by
one-parameter groups of diffeomorphisms. First we have the following observation
with respect to the preservation of algebraic type which follows directly from the
discussion in the previous section:
Observation 1. Let f be a diffeomorphism on (M, g, λ). The pull-back f ∗ preserves
algebraic type of tensors iff. f∗λ = λ and f∗{λ}⊥ = {λ}⊥. In particular, if X is a
vector field then its flow φt preserves algebraic type, for all t, iff. [X, λ] ⊂ λ and
[X, λ⊥] ⊂ λ⊥.
Given a triple (M, g, λ), a vector field X on M is said to preserve algebraic type
if its flow φt preserves algebraic type, for all t.
We have the following result regarding the behaviour of the spi’s during deforma-
tions induced by one-parameter groups of diffeomorphisms:
Proposition 3. Suppose that X is a vector field on (M, g, λ) with flow φt and T is
a tensor of type II w.r.t. λ. If X preserves algebraic type and LXT is of type III,
then φ∗tT − T is of type III, for all t. In particular the spi’s of φ
∗
tT are identical for
each t.
Proof. By assumption we know that
(LXT ) = lim
t→0
1
t
((φ∗tT )− T ) (21)
is of type III. Now suppose that s ∈ R and p ∈M. By observation 1 the pull-back by
φs preserves the algebraic type of tensors, and thus
lim
t→0
1
t
((φ∗s+tT )p − (φ
∗
sT )p) = [(φs)
∗ lim
t→0
1
t
((φ∗tT )− T )]p = [(φs)
∗(LXT )]p (22)
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is of type III. Thus Tt := φ
∗
tT is a smooth family of tensors of type II w.r.t. λ such
that d
dt
Tt is of type III w.r.t. λ, for all t, and it therefore follows that Tt − T0 is of
type III, for all t. The discussion in the previous section shows that the spi’s of Tt
are the same for each t.
We recall the following definition from [10] and [11]:
Definition 1. Let (M, g) be a Lorentzian manifold. A vector field X is said to be
nil-Killing if the endomorphism corresponding to LXg is nilpotent.
One can show thatX is nil-Killing iff. at each point LXg is of type III with respect
to some null line at that point. Hence we have the following natural refinement of
the definition:
Definition 2. Let (M, g, λ) be a Lorentzian manifold with a null distribution. A
vector field X is said to be nil-Killing with respect to λ if LXg is of type III with
respect to λ.
It was seen in [11] that the collection of vector fields X which are nil-Killing w.r.t
λ such that [X, λ] ⊂ λ is a Lie algebra, which we shall denote by
gλ = {X nil-Killing w.r.t λ : [X, λ] ⊂ λ}. (23)
A special class of these, the Kerr-Schild vector fields, defined as those vector fields
for which LXg ∈ λ∗ ⊗ λ∗ and [X, λ] ⊂ λ were defined and studied in [9].
We have the following characterization which is a corollary to proposition 3:
Corollary 1. Let (M, g, λ) be a Lorentzian manifold with a null-distribution. Suppose
X ∈ X (M) with flow φt satisfies [X, λ] ⊂ λ. Then the following are equivalent:
i) X is nil-Killing with respect to λ.
ii) φ∗tg − g is of type III w.r.t. λ.
iii) (φt)∗ is an isometry on (λ
⊥)p and satisfies g((φt)∗x, (φt)∗z) = g(x, z), for all
p ∈M , x ∈ λp and z ∈ TpM.
Let us discuss how the flows of nil-Killing vector fields act with respect to the spi’s
of type II tensors. Suppose p ∈ M and X ∈ X (M) with flow φt is nil-Killing with
respect to λ and satisfies [X, λ] ⊂ λ. If T is a tensor of type II, then
(φ∗tT )p = (φt)
∗Tφt(p), (24)
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and since φt preserves algebraic type and φ
∗
tg−g is of type III by the above corollary,
it follows from proposition 2 that the corresponding spi’s for Tφt(p) and (φ
∗
tT )p. have
the same values for each t. In particular if X(p) = 0, then
spi(Tp) = spi((φ
∗
tT )p), (25)
for all t.
Hence nil-Killing vector fields which are zero at a point p allow for deformations
of tensors such that the spi’s at the point p remain unchanged.
Now we give criteria for the spi’s of a type II tensor to stay constant along the
integral curves of a vector field.
Proposition 4. Let (M, g, λ) be a Lorentzian manifold with a null-distribution and
p ∈ M . Suppose that T is a tensor and X is a vector field such that Tp is of type II
and (LXg)p, (LXT )p are of type III with respect to λp. Then
Xp(I) = 0, (26)
for all spi’s I of T.
Proof. Firstly we see that
0 = LX(g ∗ g
−1) = (LXg) ∗ g
−1 + g ∗ (LXg
−1), (27)
and hence
(LXg
−1)p = g
−1
p ∗ (LXg)p ∗ g
−1
p , (28)
which implies that (LXg−1)p is of type III.
Any spi, I, of T can be written as some full contraction
I = (g ⊗ · · · ⊗ g ⊗ g−1 ⊗ · · · ⊗ g−1) ∗ (T ⊗ · · · ⊗ T ). (29)
Therefore using the Leibniz rule for the Lie derivative Xp(I) = (LX(I))p on the
expression above, we see that each resulting summand is a full contraction between
tensors of type II and III which therefore must vanish. Hence
Xp(I) = 0, (30)
proving the proposition.
Corollary 2. Let (M, g, λ) be a Lorentzian manifold with a null distribution and
suppose that M has a transitive collection {Xi}i∈I of vector fields that are nil-Killing
w.r.t. λ. If T is a tensor of type II such that LXiT is of type III, for all i ∈ I, then
the spi’s of T are constant on M.
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4 Lie algebras induced by algebraic type
In the previous sections we saw the utility of studying vector fields preserving algebraic
type and whose Lie derivative brings the metric g and a given type II tensor T to
algebraic type III. Namely this gives a useful criterion for when the spi’s of T are
constant along the integral curves of X.
In this section we shall generalize this discussion in two ways. We shall let the
algebraic type be given by any choice of boost-order, and instead of a single tensor
we shall consider collections of tensors. Our main result shall be on the construction
of Lie algebras specified by this datum. We follow up with a discussion of interesting
cases.
Let (M, g, λ) be a Lorentzian manifold with a null-distribution λ. Now suppose
we are given a collection of tensors {Ti}i∈I and an integer s. We have the following
generalization of proposition 2.5 in [11]:
Proposition 5. The collection of vector fields X ∈ X (M) satisfying
i) [X, λ] ⊂ λ,
ii) [X, λ⊥] ⊂ λ⊥,
iii) LXTi has boost-order ≤ s w.r.t λ, for all i ∈ I,
is a Lie algebra which we denote by gs{Ti}i∈I .
Proof. Suppose X and Y are vector fields lying in this collection. First let us verify
that [X, Y ] satisfies i), ii). This is easy, since by the Bianchi identity we have
[[X, Y ], k] = −[[Y, k], X ]− [[k,X ], Y ] ∈ λ (31)
since [Y, k], [k,X ] ∈ λ, and thus [[X, Y ], λ] ⊂ λ. For the exact same reason we also
have [[X, Y ], λ⊥] ⊂ λ⊥.
Now suppose that i ∈ I, then
L[X,Y ]Ti = LX(LY Ti)− LY (LXTi) (32)
By assumption LXTi and LY Ti are of boost-order ≤ s. Furthermore observation 1
implies that the flows of both vector fields preserve algebraic type with respect to λ.
Hence, letting φt denote the flow of X we have
LX(LY Ti) = lim
t→0
1
t
(φ∗t (LY Ti)−LY Ti), (33)
has boost order ≤ s, since it is the limit of tensors of boost-order ≤ s. For the same
reason LY (LXTi) has boost-order≤ s. Thus (32) shows that [X, Y ] is in the collection.
Hence the collection of such tensors give a Lie algebra.
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We proceed by giving a few examples of such Lie algebras that will be important
to us. In the following let (M, g, λ) be a Lorentzian manifold with a null-distribution
1. The Lie algebra of nil-Killing vector fields which preserve algebraic structure,
as descibed in section 3, is obtained by letting the collection of tensors be given
by {g} and setting s = −1.
2. Taking the collection to be {g} ∪ {Ti}i∈I where Ti is of type II w.r.t. λ, for
all i ∈ I, and setting s = −1, then by proposition 4 the vector fields in the
resulting Lie algebra preserve the spi’s generated by the collection {Ti}i∈I .
3. In the particular case that the curvature and all its covariant derivative are of
type II w.r.t λ then s = −1 together with the collection {g,∇mRm} induces
a Lie algebra whose vector fields preserve the scalar curvature invariants of the
metric.
Now consider again a collection {Ti}i∈I and an integer s. Let
Gs{Ti}i∈I = {φ ∈ Diff(M) : φ∗(λ) ⊂ λ, φ∗(λ
⊥) ⊂ λ⊥, φ∗(Ti)− Ti has b.o. ≤ s, ∀i ∈ I}.
(34)
Let us show that Gs{Ti}i∈I is a group. Suppose that φ, ψ ∈ G, the obviously their
composition φψ preserves the distribution λ and λ⊥ since they indidually have this
property. Suppose that i ∈ I, then φ∗(Ti)−Ti is of boost-order ≤ s. Since ψ preserves
the distributions it follows that ψ∗(φ∗(Ti)−Ti) = (φψ)∗(Ti)−ψ∗(Ti) is of boost-order
≤ s. Moreover
(φψ)∗(Ti)− ψ
∗(Ti) = [(φψ)
∗(Ti)− Ti]− [ψ
∗(Ti)− Ti], (35)
from which it follows that (φψ)∗(Ti)− Ti has boost-order ≤ s, and so φψ ∈ Gs{Ti}i∈I .
Now let us show closure under taking inverses. If ψ ∈ Gs{Ti}i∈I , then clearly ψ
−1
preserves algebraic structure. By assumtion, if i ∈ I then
ψ∗((ψ−1)∗Ti − Ti) = Ti − ψ
∗Ti, (36)
is of boost-order ≤ s. Since ψ−1 preserves algebraic structure, we see that
(ψ−1)∗[ψ∗((ψ−1)∗Ti − Ti)] = (ψ
−1)∗Ti − Ti (37)
must also be of boost-order ≤ s. This shows that ψ−1 ∈ Gs{Ti}i∈I showing that the set
is a group.
Given an integer s and a collection of tensors {Ti}i∈I , then following the steps in
section 3, we see that a vector field X with flow φt is in the the Lie algebra g
s
{Ti}i∈I
iff. φt ∈ Gs{Ti}i∈I , for all t.
Thus we can think of gs{Ti}i∈I as the Lie algebra of the group G
s
{Ti}i∈I
.
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5 Local description of nil-Killing vector fields
In this section we give a coordinate description of Nil-Killing vector fields on a
Lorentzian manifold admitting a twist-free, geodesic null-congruence.
Let (M, g) be a Lorentzian space-time with a twist-free and geodesic null vector
field k. By rescaling k if necessary we can find local coordinates (u, v, xi) with i =
1 . . . n− 2 such that k = ∂
∂v
with metric dual k♮ = du and
g = 2du(dv +Hdu+Widx
i) + g˜ij(u, v, x
k)dxidxj . (38)
Let λ be the null-distribution, which at each point is defined to be the span of k.
Now suppose that X = X (M) is nil-Killing with respect to λ, then since LXg(k, k) =
0, we see that [X, λ] ∈ {λ}⊥, and thus X expressed in coordinates is of the form
X := A(u, xk)
∂
∂u
+B(u, v, xk)
∂
∂v
+ C i(u, v, xk)
∂
∂xi
, (39)
where A does not depend on v.
Now calculating the Lie derivative of the metric with respect to X gives us
LXg = (LXg)II + (LXg)III + (LXg)r, (40)
where
(LXg)II := 2(X(H) + 2H
∂A
∂u
+
∂B
∂u
+Wi
∂C i
∂u
)dudu, (41)
(LXg)III := 2(X(Wi) + 2H
∂A
∂xi
+
∂B
∂xi
+Wj
∂Cj
∂xi
+Wi
∂A
∂u
+ g˜ij
∂Cj
∂u
)dudxi, (42)
and
(LXg)r := 2(
∂A
∂u
+
∂B
∂v
+Wi
∂C i
∂v
)dudv + 2(
∂A
∂xi
+ g˜ij
∂Cj
∂v
)dxidv (43)
+(Ck
∂g˜ij
∂xk
+ g˜jk
∂Ck
∂xi
+ g˜ik
∂Ck
∂xj
+ A
∂g˜ij
∂u
+B
∂g˜ij
∂v
+Wi
∂A
∂xj
+Wj
∂A
∂xi
)dxidxj.
Hence we see that a vector field
X := A
∂
∂u
+B
∂
∂v
+ C i
∂
∂xi
,
is Nil-Killing [of order two] w.r.t. λ iff.
∂A
∂v
and
(LXg)r = [(LXg)III ] = 0.
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Let us proceed by classifying the collection
Nˆλ = {Y ∈ X (M) : Y is Nil-Killing w.r.t. λ, [Y, λ] ⊂ λ} (44)
in terms of coordinates.
Suppose that X is Nil-Killing vector fields X such that [X, λ] ⊂ λ. This is
equivalent to (LXg)r = 0 and
∂A
∂v
= ∂C
i
∂v
= 0 for i = 1 . . . n − 2. By inspection these
equations are equivalent to
∂A
∂v
=
∂C i
∂v
= 0, (45)
∂B
∂v
= −
∂A
∂u
, (46)
∂A
∂xi
= 0, (47)
and
Ck
∂g˜ij
∂xk
+ g˜jk
∂Ck
∂xi
+ g˜ik
∂Ck
∂xj
+ A
∂g˜ij
∂u
+B
∂g˜ij
∂v
= 0. (48)
In summary we have the following characterization for space-times with a twist-free
and geodesic null vector field:
Proposition 6. Given a metric
g := 2du(dv +Hdu+Widx
i) + g˜ij(u, v, x
k)dxidxj (49)
with a twist-free and geodesic null-vector field ∂
∂v
. Let λ be the null distribution
spanned by ∂
∂v
. The collection Nˆλ of vector fields X that are nil-Killing with respect
to λ and that satisfy [X, λ] ⊂ λ is given by
X = A(u)
∂
∂u
+ (−v
∂A
∂u
(u) +B(u, xk))
∂
∂v
+ C i(u, xk)
∂
∂xi
, (50)
such that the functions A(u), C i(u, xk) and B(u, xk) satisfy (48).
6 Characterizations for Kundt spacetimes
In this section we shall discuss Kundt spacetimes [3, 13, 15] and relate them to the
concept of nil-Killing vector fields. We give a characterization of Kundt spacetimes
having a locally homogeneous transverse metric. Following this we find a helpful
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classification of degenerate Kundt spacetimes which follows readily from results in
[3].
We start by introducing some definitions. Let (M, g, λ) be a Lorentzian manifold
along with a rank 1 null-distribution λ. We shall say that the triple is Kundt if the
distribution λ⊥ is integrable and at each point p ∈ M we can find a local vector field
k ∈ λ which is shear-free, affinely geodesic and divergence-free, i.e.,
∇(akb)∇
akb = 0, ∇kk = 0 and ∇ak
a = 0, (51)
respectively. If (M, g, λ) is Kundt we shall say that a local vector field k ∈ λ is Kundt
if it satisfies the conditions (51). We have the following characterization:
Proposition 7. Let (M, g) be a Lorentzian manifold and k a null vector field with
flow φt. The following are equivalent:
i) k is affinely geodesic, shear-free and divergence-free.
ii) k is nil-Killing with respect to k.
iii) (φt)∗g − g is of type III with respect to k, for all t.
iv) (φt)∗ is an isometry on (λ
⊥)p and satisfies g((φt)∗k, (φt)∗z) = g(k, z), for all
p ∈M and z ∈ TpM.
Proof. i)⇔ ii) The divergence, sheer and acceleration of k is given by
∇aka = (Lkg)
a
a, ∇(akb)∇
akb = (Lkg)ab(Lkg)
ab (52)
and
ka∇akb = k
a(Lkg)ab (53)
respectively.
If k is nil-Killing with respect to k, then since Lkg is nilpotent with respect to k,
we see by the above expressions that k must be divergence-free, sheer-free and affinely
geodesic.
Conversely, if k is divergence-free, sheerfree and affinely geodesic. Then
ka(Lkg)ab = 0, (54)
therefore letting {k, l,m1, . . . , mn−2} be some null frame completing k we can write
Lkgab = kaWb +Wakb +
∑
ij
aijm
i
am
j
b (55)
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for some symmetric (n− 2)× (n− 2) matrix of function aij . Furthermore we see that
(Lkg)ab(Lkg)
ab =
∑
ij
(aij)
2, (56)
which by the sheer-free condition implies that aij = 0. Hence k is nil-Killing with
respect to k.
ii)⇔ iii) and iii)⇔ iv). These are just a special cases of corollary 1.
Proposition 8. Suppose that (M, g, λ) is a Lorentzian manifold with a null distribu-
tion λ such that about each point p ∈ M there is a local vector field k ∈ λ which is
nil-Killing w.r.t. λ. Then the following are equivalent:
i) λ⊥ is an integrable distribution.
ii) ∇λ⊥λ ∈ λ.
iii) ∇λ⊥λ
⊥ ∈ λ⊥.
Proof. i)⇔ ii) Let {k, l,m1, . . . , m(n−2)} be a null frame on an open set U such that
k ∈ λ and k is nil-Killing with respect to λ. Then ∇(akb) = kaUb + Uakb, for some
U ∈ λ⊥. From this it follows that there exists P,Q ∈ {k}⊥ and functions αij with
1 ≤ i < j ≤ n− 2 such that ∇akb = kaPb +Qakb +
∑
i<j αijm
i
[am
j
b]. Clearly then
k[c∇akb] =
∑
i<j
αijk[cm
i
am
j
b].
From which we see that λ is twistfree on U iff. αij = 0, for all i, j. It is clear that αij
is zero, for i < j iff. ∇λ⊥λ ⊂ λ.
ii) ⇔ iii) Suppose W,W
′
∈ {k}⊥. Then kbW a∇aW ′b = −W aW ′b∇akb, from
which the equivalence follows.
Proposition 9. Suppose that (M, g, λ) is a Kundt spacetime. If (u, v, xk) are coor-
dinates on a neighborhood U ⊂M such that k := ∂
∂v
∈ λ and k♮ = du, then writing
g = 2du(dv +Hdu+Widx
i) + g˜ij(u, x
k)dxidxj , (57)
for some smooth functions H and Wi, i = 1, . . . n− 2, the following are equivalent:
i) For each point p ∈ U there exists (n−2) local space-like vector fields about p that
are nil-Killing w.r.t. λ, belong to λ⊥ and are linearly independent at p.
ii) For any fixed fixed u, the transverse metric g⊥ij(u, x
k)dxidxj is locally homoge-
neous.
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Moreover the transverse metric is independent of u, ∂
∂u
g˜ij(u, x
k) = 0, if and only if
∂
∂u
is nil-Killing w.r.t. λ.
Proof. ” ⇒ ” If p ∈ U , let X1, . . .Xn−2 satisfying the assumptions in i). If l ∈
{1, . . . n − 2}, then since Xl belongs to λ⊥ and is nil-Killing with respect to λ we
know that,
LXlg(k,W ) = −g(k, [Xl,W ])− g([Xl, k],W ) = −g([Xl, k],W ) = 0,
for all W ∈ λ⊥. Thus [Xl, k] ∈ λ which by proposition 6, implies that there exists
functions Bl(u, x
k) and Csl (u, x
k), for l, s = 1, . . . n− 2, satisfying
Csl
∂g˜ij
∂xs
+ g˜js
∂Csl
∂xi
+ g˜is
∂Csl
∂xj
. (58)
where
Xl = Bl(u, x
k)
∂
∂v
+ Csl
∂
∂xs
. (59)
Hence for each u the collection
X˜u,l(x
k) = Csl (u, x
k)
∂
∂xs
(60)
for l = 1, . . . , n− 2, constitutes a local collection of Killing vector fields for the trans-
verse metric g˜ij(u, x
k)dxidxj , which are linearly independent at the point p. Since the
point p was arbitrarily chosen this implies that the transverse metric g˜ij(u, x
k)dxidxj
must be locally homogeneous, for each u.
”⇐ ” Suppose that g˜ij(u, xk)dxidxj is locally homogeneous for each u. Given u0
and xk0, then there exists a smoothly parametrized collection Xu,l = C
s
u,l(x
k) ∂
∂xs
, i =
1, . . . , n−2, defined for u in some interval about u0 and xk in some fixed neighborhood
about xk0, such that for each u, {Xu,l}l=1,...n−2 is a pointwise linearly independent
collection of local Killing vector fields for g˜ij(u, x
k)dxidxj . Hence letting Csl (u, x
k) :=
Csu,l(x
k) for each u, the collection Xl = C
s
l (u, x
k) ∂
∂xs
satisfies [Xl, k] = 0 and equation
(48) and therefore by proposition 6 the vector fields Xl are nil-Killing with respect
to λ, for all l, and satisfy the assumptions in i).
Lastly
L ∂
∂u
g = 2du((
∂
∂u
H)du+ (
∂
∂u
Wi)dx
i) + (
∂
∂u
g˜)dxidxj, (61)
from which we observe that ∂
∂u
is nil-Killing w.r.t. λ iff. ∂
∂u
g˜ = 0.
Following [3] we say that a Lorentzian manifold with a rank 1 distribution, (M, g, λ),
is degenerate Kundt if it is Kundt and the Riemannian curvature tensor and all its
16
covariant derivatives, ∇mRm for m ≥ 0, are of type II w.r.t. λ. In this case we
shall simply say that (M, g, λ) is degenerate Kundt. With a little work the following
characterization follows readily from [3].
Proposition 10. Let (M, g, λ) be Kundt and suppose that k ∈ λ is a Kundt vector
field defined on some open set U ⊂M. Then
i) The curvature R is of type II w.r.t. λ on U iff. (Lk)2g has boost-order ≤ −2.
ii) (U, g, λ) is degenerate Kundt iff.
(Lk)
2g (62)
has boost-order ≤ −2, and
(Lk)
3g = 0. (63)
Proof. Let (u, v, xi) be coordinates on an open set V ⊂ M such that ∂
∂v
is a Kundt
vector field belonging to λ and
g = 2du(dv +H(u, v, x, y)du+Wi(u, v, x
k)dxi) + g⊥ij(u, x
k)dxidxj .
Then
(L∂v)
2g = 2du(H,vvdu+Wi,vvdx
i) (64)
and
(L∂v)
3g = 2du(H,vvvdu+Wi,vvvdx
i) (65)
By [3] we know that the Riemannian curvature is of type II iff. Wi,vv = 0, for all
i, which we see is satisfies iff. (L∂v)
2g is of boost-order ≤ −2 with respect to λ.
Furthermore in [3] (M, g, λ) is degenerate Kundt on V iff. H,vvv = 0 and Wi,vv = 0,
for all i which is satisfied iff. (L∂v)
2g is of boost-order ≤ −2 with respect to λ and
(L∂v)
3g = 0.
If k is any Kundt vector field on V belonging to λ, we can write k = f∂v for some
smooth function f such that k(f) = 0. Furthermore
Lkg = Lf∂vg = df ⊗s du+ fL∂vg, (66)
(Lk)
2g = Lf∂vLkg = df ⊗s (∂v ∗ Lkg) + fL∂vLkg
= fL∂v(df ⊗s du+ fL∂vg) = f
2(L∂v)
2g (67)
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and lastly
(Lk)
3g = Lkf
2((L∂v)
2g) = f 2Lk((L∂v)
2g))
= f 2(df ⊗ (∂v ∗ (L∂v)
2g)) + f(L∂v)
3g) = f 3(L∂v)
3g, (68)
where ∗ denotes some contraction. Thus (Lk)2g is of boost-order −2 iff the same is
true with ∂v and (Lk)3g = 0 iff. (L∂v)
3g = 0. This finishes the proof.
Hence (M, g, λ) is degenerate Kundt iff. we can find a cover {Uα}α∈I of M along
with kundt vector fields kα on Uα belonging to λ such that (Lkα)
2g is of boost-order
≤ −2 w.r.t λ and (Lkα)
3g = 0, for all α ∈ I.
7 Algebraic stability for degenerate Kundt space-
times
In this section we characterize tensors on degenerate Kundt manifolds which are
algebraically stable in the sense that taking arbitrary covariant derivatives leaves the
algebraic type unchanged.
We shall start by discussing the behaviour of a class of frames.
Characterization 1. Given a Lorentzian manifold (M, g), then a null-frame {k, l,mi}
satisfies
i) Lmimj ∈ k
⊥, for all i, j,
ii) Lkl ∈ k⊥, (Lk)2l ∈ Rk, (Lk)3l = 0,
iii) Lkmi ∈ Rk, (Lk)2mi = 0,
if and only if for the connection coefficients, Γαβγ = g(eα,∇eγeβ), the following holds:
1. Γαβγ vanishes whenever αβγ is a strictly positive boost-weight index.
2. Given an integer s ≥ 0, then k(s+1)Γαβγ = 0 when αβγ is an index of boost-
weight −s.
An important property of such frames is that if s is an integer and ei1 · · · eir is a
tensor product of frame elements having boost-weight s, then
(Lk)
j(ei1 · · · eir) (69)
has boost-order ≤ s− j, for all integers j ≥ 0.
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Definition 3. If (M, g, λ) is a Lorentzian manifold with a null-distribution λ, a local
frame {k, l,mi} satisfying k ∈ λ and i) − iii) in characterization 1 is said to be a
degenerate Kundt frame.
By application of proposition 10 it can be shown that (M, g, λ) is degenerate Kundt
iff. about each point of M there exists a degenerate Kundt frame for (M, g, λ). This
explains the chosen name for such frames.
The following lemma will be useful in the characterization of algebraic stability.
Lemma 1. Suppose that (M, g, λ) is a degenerate Kundt spacetime and let {k, l,mi}
be a degenerate Kundt frame on some open set U ⊂ M . If T is a rank r tensor on U
then (Lk)jT is of boost-order ≤ s − j, for all j ≥ 0 iff. T is of boost-order ≤ s and
each boost-weight s+ 1− j component, A, of T satisfies (k)jA = 0, for all 0 ≤ j.
” ⇒ ” If j ≥ 0 is an integer then suppose that β1 · · ·βr is an index of b.w.
−j + s+ 1. Then (k)j(Tβ1···βr) can be written as a sum of terms of the form
((Lk)
q1T )a1···ar((Lk)
q2(eβ1 · · · eβr))
a1···ar , (70)
where q1 + q2 = j. Such a term is a full contraction of a tensor of boost-order
≤ (−q1 + s) + (j − s− 1− q2) = −q1 − q2 − 1 + j = −1,
which must therefore vanish. This proves the implication.
” ⇐ ” We prove by induction on j that (Lk)jT is of boost-order ≤ s − j, for all
j ≥ 0. Since T is of boost-order ≤ s, this is trivially true for j = 0. We prove it also
for j = 1. If α1 · · ·αr is a b.w. s index, then
k(Tα1···αr) = (LkT )α1···αr + Ta1···arLk(e
a1
α1
· · · earαr) = (LkT )α1···αr , (71)
where the last equality holds since Lk(ea1α1 · · · e
ar
αr
) is of boost-order ≤ −s−1. Therefore
it follows that (LkT )α1···αr = 0, finishing this step.
Now suppose it is true for integers up to j − 1 with j ≥ 2. Since taking the Lie
derivative by k preserves boost-order, we know from the induction hypothesis that
(Lk)jT has boost order ≤ s − j + 1. If β1 · · ·βr is an index of b.w. s − j + 1 then
((Lk)jT )β1···βr can be written as a sum of (k)
j(Tβ1···βr) and terms of the form
((Lk)
q1T )a1···ar((Lk)
q1(eβ1 · · · eβr))
a1···ar , (72)
such that q1 + q2 = j, with q1 ≤ j − 1. The former is zero by assumption and the
latter is zero by the fact that (Lk)q2(eβ1 · · · eβr) has boost order ≤ j − s− 1− q2 and
the induction hypothesis which implies that (Lk)q1T is of boost-order ≤ j− q1 . This
proves that (Lk)jT is of boost-order ≤ s− j, and therefore the claim is proven.
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Proposition 11. Suppose that (M, g, λ) is degenerate Kundt, k is a Kundt vector
field, s is an integer and T is a rank r tensor. If (Lk)jT is of boost-order ≤ s − j
w.r.t, for all j ≥ 0, then the same property is true for ∇T.
Proof. Let {k, l,mi} be a degenerate Kundt frame for (M, g, λ) completing k on some
open set. Working in this frame suppose that α0β1 · · ·βr is an index with b.w. s−j+1,
for a given j ≥ 0. We have the identity
∇α0Tβ1···βr = eα0(Tβ1···βr)−
r∑
i=1
Γµα0βiTβ1···µ···βr . (73)
Let us show that (k)j(eα0(Tβ1···βr)) and (k)
j(Γµα0βiTβ1···µ···βr) are both zero, then to-
gether with lemma 1 this will prove the proposition.
Suppose first that α0 has b.w. 1 then β1 · · ·βr is an index of b.w. −j + s. In this
case we have
(k)j(eα0(Tβ1···βr)) = (k)
j+1(Tβ1···βr) = 0, (74)
which vanishes by lemma 1.
Now suppose that α0 has b.w. 0, then eα0 = mi for some i, and β1 · · ·βr has
b.w. s− j + 1. By the construction of the frame we know that there exists a smooth
function fi satisfying k(fi) = 0 such that [k,mi] = fik. It follows that
(k)j(eα0(Tβ1···βr)) = (k)
jmi(Tβ1···βr)
= mi(k)
j(Tβ1···βr)) + jf(k)
j(Tβ1···βr) = 0,
(75)
where the last equality holds since Tβ1···βr is a b.w. s− j + 1 component of T.
Lastly, suppose that α0 has b.w. −1, then β1 · · ·βr has b.w. s−j+2, and eα0 = l.
By construction of the frame there exists a, bi ∈ C∞(U), i = 1, . . . n − 2, satisfying
kk(a) = 0 and k(bi) = 0 such that [k, l] = ak + bimi. Using the commutator relation
we can write
(k)j(eα0(Tβ1···βr)) = (k)
jl(Tβ1···βr)
= (k)j−1lk(Tβ1···βr) + (j − 1)k(a)(k)
j−1Tβ1···βr + a(k)
j(Tβ1···βr)
+bimi(k)
j−1(Tβ1···βr) + (j − 1)b
ifi(k)
j−1(Tβ1···βr).
(76)
Continuing in a similar manner with repeated use of the commutator relation allows
us to rewrite this expression into a sum of terms, each of which having at least j − 1
derivatives of Tβ1···βr with respect to k. It follows from lemma 1 that all such terms
vanish.
Hence we have shown that (k)j(eα0(Tβ1···βr)) = 0, whenever α0β1 · · ·βr is an index
with b.w. s− j + 1.
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Now let us show that when α0β1 · · ·βr is an index with b.w. s− j + 1 the terms
(k)j(Γµα0βiTβ1···µ···βr) (77)
vanish. Given a tensor A, we let [Aα1···αk ] denote the boost-weight of a given compo-
nent. Using this we have
[Tβ1···µ···βr ] = −j + s+ 1− [Γ
µ
α0βi
]. (78)
Γµαβ0 is zero, for all strictly positive b.w. indices, therefore we need only show that
the expression (77) vanishes when [Γµα0βi] ≤ 0.
Now suppose that [Γµα0βi] = −t, for some integer t ≥ 0, then it follows from the
construction of the frame that
(k)t+1(Γµα0βi) = 0. (79)
The expression (77) can be written as a sum of terms of the form
(k)n1(Γµα0β0)(k)
n2(Tβ1···µ···βr) (80)
such that n1 + n2 = j. If n1 ≥ t + 1 then the term vanishes by (79). Supposing that
n1 ≤ t, then n2 ≥ j − t = −[Tβ1···µ···βr ] + s + 1, therefore such a term must vanish
by lemma 1. This proves that (k)j(Γµα0βiTβ1···µ···βr) = 0, finishing the proof of the
proposition.
Theorem 1 (Stability of algebraic type). Suppose that (M, g, λ) is degenerate Kundt
and let k ∈ λ be a Kundt vector field on some open set U ⊂ M . If T is a rank r
tensor on U and s is some integer, then the following are equivalent:
i) (Lk)jT is a tensor of boost-order ≤ s− j, for all j ≥ 0.
ii) ∇mT has boost order ≤ s, for all m ≥ 0.
Proof. ”i) ⇒ ii)” If T satisfies the hypothesis of i), then by proposition 11, ∇T
satisfies the same hypothesis. In particular ∇T is of boost-order ≤ s.We can continue
this argument inductively, showing that ∇mT if of boost-order ≤ s, for all m ≥ 0,
proving the forward implication.
”ii) ⇒ i)” Let {k, l,mi} = {e1, . . . , en} be a degenerate Kundt frame completing
k on some open subset V ⊂ U , with dual {w1, . . . wn}. For such frames we know that
if wi1 · · ·wir is a tensor product of coframe elements having boost-weight q then
(Lk)
j(wi1 · · ·wir) (81)
21
has boost order q − j, for each j ≥ 0. It therefore follows by the above forward
implication, ”i) ⇒ ii)”, that ∇m(wi1 · · ·wir) is of boost-order ≤ q, for all m ≥ 0.
Writing
T = Tα1···αrw
α1 · · ·wαr , (82)
we show inductively that if m1 ≥ 0 and α1 · · ·αr has boost weight s−m1, then
∇m1+m2+1Tα1···αr (83)
has boost-order ≤ m1, for all m2 ≥ 0.
Since T and ∇T have boost-order ≤ s and
∇T = (∇Tα1···αr)w
α1 · · ·wαr + Tα1···αr∇(w
α1 · · ·wαr). (84)
it follows that if α1 · · ·αr has boost-weight s, then (∇Tα1···αr) is of boost-order ≤ 0.
This proves the statement for (m1, m2) = (0, 0).
Now suppose that N ≥ 0 is an integer such that claim is true for (m1, m2) such
that m1+m2 ≤ N. The (N +2)-th covariant derivative ∇(N+2)T can be expressed as
a sum of terms
(∇N+2Tα1···αr)w
α1 · · ·wαr (85)
and
(∇q1Tα1···αr)∇
q2(wα1 · · ·wαr) (86)
where q1 ≤ N + 1 and q1 + q2 = N + 2.
Suppose that α1 · · ·αr is an index of b.w. s− t, for some t ≥ 0. If q1 ≤ t, then the
expression (86) is of boost-order ≤ s since each successive covariant derivative raises
the boost-order by a value of at most one. If q1 > t then q1 = t+(q1− t− 1)+1 with
t + (q1 − t − 1) ≤ N. Therefore the induction hypothesis implies that (∇q1Tα1···αr)
has boost-order ≤ t. This shows that for any indices α1 · · ·αr the expression (86) has
boost-order ≤ s.
Since by assumption ∇N+2T has boost-order ≤ s, it follows that the terms of the
form (85) must also be of boost-order ≤ s. Hence if α1 · · ·αr is an index of b.w. s− t,
for some t ≥ 0, then
(∇N+2Tα1···αr) = (∇
t+(N+1−t)+1Tα1···αr) (87)
has boost-order ≤ t. Thus the statement is true for (m1, m2) such that m1 +m2 ≤
N +1. By induction this shows that the statement holds true for any pair of integers
(m1, m2).
In particular, if α1 · · ·αr has b.w. s − t + 1 for some t ≥ 0, then ∇tTα1···αr is of
boost-order ≤ t− 1, implying that
(∇tTα1···αr)(k, . . . , k︸ ︷︷ ︸
t
) = (k)t(Tα1···αr) = 0. (88)
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By lemma 1 the tensor T must therefore satisfy the hypothesis of i) on V. This finishes
the proof.
8 SPI-preserving deformations
In [7] and [8] the authors study deformations of Lorentzian metrics in which the spi’s
of the curvature tensor and all its covariant derivatives stay unchanged throughout
the deformation. They give the following definition:
Definition 4. A Lorentzian metric g on a manifold M is said to be I-degenerate if
there exists a smooth family of metrics gt, for t in some interval [0, ǫ), such that the
following hold:
i) g0 = g.
ii) gt is not isometric to g0, for all t > 0.
iii) The spi’s of gt are identical, for each t.
In particular the authors have shown that any four dimensional Lorentzian metric
g which is I-degenerate must be of the degenerate Kundt class, which has been
discussed in the previous section. In this case the deformation gt achieving the I-
degeneracy goes in the direction of type III tensors with respect to g and λ, i.e.,
there exists a family of tensors Tt of type III such that gt = g + Tt, for all t.
In this section we shall seek to understand the deformations in the direction of type
III of metrics whose curvature tensors are of type II. We will focus on deformations
which stay in the degenerate Kundt class in order that the curvature and its covariant
derivative to all orders stay of type II throughtout the deformation. In addition to
being interesting in its own right, we shall also use the results in order to understand
which nil-Killing vector fields preserve the scalar polynomial curvature invariants of
g.
Let (M, g, λ) be a Lorentzian manifolds along with a null-distribution. Motivated
by the discussion above we now consider a deformation gt such that the deformation
tensor hs :=
∂
∂t
gt if of type III with respect to (g, λ), for each t. Such deformations
have a few amenable properties that we point out:
The difference (gt − g) is of type III with respect to (g, λ). Hence λ remains a
null-distribution for each of the metrics gt. Furthermore the distribution λ
⊥ remains
invariants with respect to which metric the orthogonal compliment is defined. In
particular the algebraic classification of tensors is identical for each triple (M, gt, λ).
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Moreover, for a tensor P of type II with respect to λ, the spi’s of P are the same
when taken with respect to any of the metrics gt.
Below we list evolution equations [1, 16] for the Ricci scalar and the Riemann
curvature tensor during the deformation. The dependence on the parameter t is
implicit.
∂tR = habR
ab −∇a∇bhab +∆h
a
a, (89)
(
∂
∂t
R)abcd =
1
2
[Rfbcdhfa − R
f
acdhfb]
+
1
2
[∇c∇bhad −∇d∇bhac +∇d∇ahbc −∇c∇ahbd].
(90)
Furthermore for m ≥ 1
∂s(∇
mRm) = (∂s∇)(∇
m−1Rm) +∇∂s(∇
m−1Rm)
= ∇h ∗ ∇m−1Rm+∇(∂s∇
m−1Rm).
(91)
The notation T ∗ S between two tensors T and S is shorthand for some linear com-
bination of traces of T ⊗ S giving the correct rank.
Theorem 2. Suppose that (M, g, λ) is degenerate Kundt. Let gt be a deformation
with ht :=
∂
∂t
gt such that w.r.t. λ, ht is of type III and Lkht has boost-order ≤ −2
for each Kundt vector field k, for all t. Then the following properties are equivalent:
i) (Lk)2ht = 0 for all t and each Kundt vector field k.
ii) ∂
∂t
(∇mRt) is of type III w.r.t to λ, for all t and m ≥ 0.
iii) All spi’s are preserved throughout the deformation.
Proof. ”i)⇒ ii)” First we show that gt is degenerate Kundt with respect to w.r.t. λ,
for all t. Let k be a Kundt vector field of (M, g, λ) belonging to λ.
By assumption we see that
Lkht =
∂
∂t
Lkgt (92)
is of boost-order ≤ −2, for all t. Therefore Lkgt − Lkg is of boost-order ≤ −2,
and hence Lkgt is of type III w.r.t. λ, for all t. Hence k is also a Kundt vector
field for (M, gt, λ), showing that the triple is Kundt. Furthermore i) implies that
∂
∂t
(Lk)2gt = (Lk)2ht = 0, showing that
(Lk)
2gt = (Lk)
2g, (93)
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for all t. By proposition 10 it follows that (M, gt, λ) is degenerate Kundt w.r.t. λ, for
all t.
Since each gt is degenerate Kundt w.r.t. λ and (Lk)
2ht = 0 for any Kundt vector
field k, theorem 1 implies that∇mht is of type III w.r.t. λ for allm ≥ 0. Furthermore
∇mRt is of type II w.r.t. λ for all m ≥ 0 and t. It follows from equations (90) and
(91) that ∂
∂t
(∇mR) is of type III, for all m ≥ 0.
”ii)⇒ iii)” By the assumptions of ii) it follows that
∇mRt −∇
mR0, (94)
is of type III and therefore ∇mRt is of type II w.r.t. λ, for all m ≥ 0 and t. Since ht
is of type III, raising the index of a curvature tensor ∇mRt by using gt gives a tensor
whose variation ∂
∂t
(gt ∗ ∇mRt) is of type III w.r.t. λ. In particular, it follows from
the discussion in section 1 that the values of each spi of gt remain fixed throughout
the deformation.
iii)⇒ i) By proposition 10 our assumptions show that the curvature Rmt of gt is
of type II w.r.t. λ, for all t. Since ht is of type III w.r.t. λ it follows from equation
(89) and the constancy of the Ricci scalar throughout the deformation that
(∇t)a(∇t)b(ht)ab = 0. (95)
Since (M, gt, λ) is Kundt for all t, we can find a family of frames {kt, lt, (mt)i} such
that kt is a Kundt vector field for (M, gt, λ) and
∇tkt(mt)i = 0, ∇
t
kt
lt = 0, (96)
for all t and i. We can find families of functions at and b
i
t such that the deformation
tensor is given by
ht = atkt ⊗S kt + b
i
t(kt ⊗S (mt)i), (97)
for all t. Since Lktht is of boost-order ≤ −2, we see that kt(b
i
t) = 0, for all i and t. By
the Kundt property it therefore follows that
0 = (∇t)a(∇t)b(ht)ab = ∇
t
kt
∇tktat, (98)
which shows that (Lk)2ht = 0, for every Kundt vector field k.
Recall [3] that if (M, g, λ) is degenerate Kundt we can locally express the metric
by
g = 2du(dv +Hdu+Widx
i) + g˜ijdx
idxj (99)
where ∂
∂v
is a Kundt vector field belonging to λ and the functions H,Wi take the form
H(u, v, xk) = v2H(2)(u, xk) + vH(1)(u, xk) +H(0)(u, xk) (100)
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and
Wi(u, v, x
k) = vW
(1)
i (u, x
k) +W
(0)
i (u, x
k). (101)
Now suppose that gt is a deformation of g with deformation tensor ht =
∂
∂t
gt sat-
isfying i), ii) and iii) of theorem 2. Then there exists families of smooth function
P (j)(t, u, xk), for j = 0, 1, and Qi(t, u, x
k) for i = 1, . . . n− 2 such that in coordinates
ht = du[(vP
(1)(t, u, xk) + P (0)(t, u, xk))du+Qi(t, u, x
k)dxi], (102)
for all t. These are the local deformations that preserve the values of the spi’s which
have been considered in [8]. Our work has shown that deformations of this type are
exactly those such that the deformation tensor and all its covariant derivatives are of
type III with respect to λ.
Remark 1 (Existence of deformations preserving spi’s for degenerate Kundt space-
times). The expression (102) shows if (M, g, λ) is degenerate Kundt, then we can
always deform the metric on a neighborhood of any given point in a manner satisfy-
ing the hypothesis of theorem 2, ensuring that the spi’s are preserved. In order to use
this for ensuring the existence of a deformation gt of the same nature on the whole
manifold M, we can attempt to proceed as follows:
Suppose we have a locally finite {Uα}α∈I covering of M such that each Uα admits
coordinates of the form (99). On each such neighborhood we choose a deformation
gαt of g restricted to Uα satisfying the hypothesis of theorem 2. Now take a parti-
tion of unity, {ψα}α∈I , subordinate to the covering {Uα}α∈I . We construct a global
deformation gt on M by letting
gt :=
∑
α∈I
ψαgαt . (103)
We see that gt gives a well-defined Lorentzian metric for each t since g
α
t − g is a
tensor of type III, for all t and α. Moreover the deformation itself will be such that
the deformation tensor
ht =
∑
α∈I
ψαhαt , (104)
is a tensor of type III w.r.t. λ, for all t, and thus (M, gt, λ) is Kundt and the whole
family have the same collection of Kundt vector fields. However we see that if k is a
Kundt vector field of g belonging to λ, then
Lkht = Lk(
∑
α∈I
ψαhαt ) =
∑
α∈I
[(Lkψ
α)hαt + ψ
αLkh
α
t ]. (105)
In general k(ψα) must vanish in order for this to be a tensor of boost-order ≤ −2.
Thus in order to prove global existence by this method, we must ensure the existence
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of a partition of unity subordinate to the covering such that ψα is constant along
the integral curves of λ, for all λ. For instance this shows that if α ∈ I, then Uα
by necessity must contain each maximal integral curve of λ it intersects. Therefore,
given a degenerate Kundt spacetime we conclude the following: Even though we can
always produce local deformations of the metric which preserve the values of the spi’s,
such deformations might not exist globally.
Let (M, g, λ) be degenerate Kundt. Now we investigate deformations gt which
can be achieved as a pull-back of the metric by the one-parameter group of diffeo-
morphisms of a vector field such that the deformation tensor ht is of type III w.r.t
(M, g, λ), for all t. Given a vector field X with flow φt the deformation tensor ht of
gt := (φt)
∗g takes the form
ht =
∂
∂t
((φt)
∗g) = lim
s→0
1
s
((φt+s)
∗g − (φt)
∗g) = φ∗tLXg. (106)
Hence ht is of type III with respect to (M, g, λ), for all t, iff. X is nil-Killing with
respect to λ and [X, λ] ∈ λ. Such vector fields X are exactly the ones belonging to the
Lie algebra gλ from section 4. We can therefore use the local expression of nil-Killing
vector fields preserving algebraic structure found in proposition 6 in order to show the
following: Among the local deformations (102) on the open set U we can always find
ones which give I-degeneracies, in the sense that they immediately leave the orbit of
g on U.
Before we set out to do this, we present some results giving conditions for a vector
field to preserve the spi’s. For now we can drop the assumption that X must preserve
algebraic structure.
Suppose again that (M, g, λ) is degenerate Kundt. Let X be a vector field with
flow φt such that X is nil-Killing w.r.t. λ and gt = (φt)
∗g with deformation tensor
ht =
∂
∂t
gt. Then by definition
h0 = LXg, (107)
which is of type III w.r.t λ. Furthermore by the invariance of the covariant derivative
and the Riemann tensor we see that
LX(∇
mRm) =
∂
∂t
|t=0(∇t)
mRmt. (108)
In particular we can substitute LXg for hab in the expressions (90) and (91) in order
to find the expression for LX(∇mRm).
Proposition 12. Suppose that (M, g, λ) is degenerate Kundt. Let X be a vector field
on M satisfying the following properties for any kundt vector field k:
i) X is nil-Killing w.r.t. λ.
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ii) LkLXg is of boost-order ≤ −2 w.r.t. λ.
Then X(I) = 0, for all scalar curvature invariants I of g, iff. (Lk)2LXg = 0, for
every Kundt vector field k.
Proof. By the above comments this proposition can be proved by substituting LXg
for h0 and following the proof of theorem 2.
Suppose that (M, g, λ) is a Kundt spacetime and let gλ be the Lie algebra of
algebra preserving nil-Killing vector fields w.r.t λ. We define
hλ (109)
to be the collection of vector fields X ∈ X (M) which satisfy the following properties:
i) X ∈ gλ.
ii) LkLXg is of boost-order ≤ −2 w.r.t. λ, for each Kundt vector field k.
iii) (Lk)2LXg = 0, for each Kundt vector field k.
Proposition 13. Suppose (M, g, λ) is a degenerate Kundt spacetime. Then hλ is a
Lie subalgebra of gλ.
Proof. Suppose X, Y ∈ hλ. If k is a Kundt vector field, then
LkLXLY g = L[k,X]LY g − LX(LkLY g). (110)
Since [k,X ] is a Kundt vector field and the operator LX preserves algebraic type, it
follows that LkLXLY g is of boost-order ≤ −2 w.r.t. λ. Furthermore
(Lk)
2LXLY g = LkL[k,X]LY − LkLXLkLY g
= LkL[k,X]LY g − L[k,X]LkLY g + LX(Lk)
2LY g = 0.
(111)
The same is true when we switch the order of X and Y and therefore the Jacobi
identity shows that
LkL[X,Y ]g = LkLXLY g − LkLYLXg (112)
is of boost-order ≤ −2, w.r.t. λ, and
(Lk)
2L[X,Y ]g = (Lk)
2LXLY g − (Lk)
2LYLXg = 0. (113)
Hence [X, Y ] ∈ hλ.
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Let us give a coordinate presentation of nil-Killing vector fields satisfying the as-
sumptions of proposition 12 with the added assumption thatX preserves the algebraic
structure. Suppose that (M, g, λ) is degenerate Kundt and let U be an open set such
that there exists coordinates (u, v, xk) such that the metric g takes the form (99) on
U. By proposition 43 a vector field X is nil-Killing w.r.t. λ and satisfies [X, λ] ⊂ λ
iff. there exists function A(u), B(u, xk) and C i(u, xk), for i = 1, . . . n− 2 such that
X = A(u)
∂
∂u
+ (−v
∂A
∂u
(u) +B(u, xk))
∂
∂v
+ C i(u, xk)
∂
∂xi
(114)
where
Ck
∂g˜ij
∂xk
+ g˜jk
∂Ck
∂xi
+ g˜ik
∂Ck
∂xj
+ A
∂g˜ij
∂u
= 0. (115)
Plugging this back into LXg we get
LXg = Λduu+ Ωidudx
i (116)
where
Λ = 2
{
X(H(2))v2 + [
∂
∂u
(AH(1)) + C i
∂
∂xi
H(1) + 2BH(2) +W
(1)
i ]v
+ A
∂
∂u
H(0) + 2H(0)
∂
∂u
A +BH(1) + C i
∂
∂xi
H(0) +
∂
∂u
B +W
(0)
i
∂
∂u
C i
}
(117)
and
Ωi = 2
{
v[A
∂
∂u
W
(1)
i + C
j ∂
∂xj
W
(1)
i +W
(1)
j
∂
∂xi
Cj ] + A
∂
∂u
W
(0)
i +BW
(1)
i
+ Cj
∂
∂xj
W
(0)
i +
∂
∂xi
B +W
(0)
j
∂
∂xi
Cj +W
(0)
i
∂
∂u
A+ g˜ij
∂
∂u
Cj
}
. (118)
Hence in these coordinates we see that a vector field which preserves algebraic struc-
ture and is nil-Killing w.r.t. λ satisfies the hypothesis of 12, i.e., LkLXg is of boost-
order ≤ −2 and (Lk)2LXg = 0, if and only if
X(H(2)) = 0 and A
∂
∂u
W
(1)
i + C
j ∂
∂xj
W
(1)
i +W
(1)
j
∂
∂xi
Cj = 0. (119)
Proposition 14. Suppose (M, g) is a Lorentzian manifold such that if V ′ ⊂ M is
open we can find an open set V ⊂ V ′ for which the collection of null-distributions λ
on V such that (V, g, λ) is denerate Kundt, is non-empty and finite. Then each point
of M has a neighborhood U with a deformation gt of g restricted to U, such that gt is
an I-degeneracy in the sense of definition 4 on U.
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Proof. Given a point p ∈ M, let V be neighborhood such that there exists a null
distribution λ, for which (U, g, λ) is degenerate Kundt. Now find a neighborhood
V˜ ⊂ V of p with coordinates (u, v, xk) such that ∂
∂v
∈ λ, and the local expression of
the metric g is given by (99). If necessary shrink to a neighborhood U ⊂ V˜ of p for
which there is a finite number of degenerate Kundt null-distribution and restrict the
coordinates to U . Find functions P (u, xk) and Q(u, xk) such that if X is a vector
field on U which preserves algebraic structure and is nil-Killing w.r.t. λ, then
LXg 6= (vP (u, x
k) +Q(u, xk))dudu. (120)
By inspection of expressions (115), (117) and (119) such a pair always exists.
Now let gt be the deformation of g given by
gt = g + t(vP +Q)dudu. (121)
By theorem 2 the spi’s of the metrics stay fixed along the deformation.
Now suppose that gt does not define an I-degeneracy on U . Then there exists
a family of diffeomorphisms {ψt}t∈I of U defined for some interval I about 0, such
that gt = (ψt)
∗g, for all t ∈ I. Equation (121) implies that ψt is an isometry on λ⊥.
Letting k = ∂
∂v
, then if t ∈ I, we see that
(ψt)
∗(L(ψ−1t )∗kg) = Lk(ψ
∗
t g) = Lkg + tPdudu. (122)
It follows that (U, g, (ψ−1t )∗λ) is Kundt. Moveover
(ψt)
∗(L(ψ−1t )∗k)
2g = (Lk)
2(ψ∗t g) = (Lk)
2g (123)
and similarly
(ψt)
∗(L(ψ−1t )∗k)
3g = (Lk)
3(ψ∗t g) = (Lk)
3g = 0, (124)
from which it follows that (U, g, (ψ−1t )∗λ) is degenerate Kundt. By finiteness of the
collection of degenerate Kundt null-distributions we see that (ψt)∗(λ) = λ and there-
fore ψt preserves algebraic structure, for all t. Thus it is clear that {ψt}t∈I belongs
to the group G−1g from section 4 and therefore we can find a vector field X ∈ g
−s
g ,
which by definition is nil-Killing w.r.t. λ and preserves algebraic structure, such that
LXg =
∂
∂t
ψ∗t g = (Pv + Q)dudu. This gives a contradiction, showing that gt is an
I-degeneracy.
9 Kundt-CSI spacetimes
Recall that a Lorentzian manifold (M, g) is said to be CSI (Constant scalar invari-
ants), if all the scalar polynomial curvature invariants of g are constant across the
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manifold. The analogous property for a Riemannian manifold would force it to be
locally homogeneous by results in [14]. A Pseudo-Riemannian manifold is locally
homogeneous iff. about each point we can find a transitive collection of local Killing
vector fields.
We wish to generalize this property to CSI spacetimes by characterizing them as
those Lorentzian manifolds which at each point have a transitive collection of vector
fields generalizing properties of Killing vector fields. In short we wish to define a Lie
algebra of vector fields generalizing the property of Killing vector fields in the sense
that they preserve the spi’s of a metric.
It was suggested in [10] that nil-Killing vector fields might provide a suitable class
of vector fields for such a characterization. In order for the collection of them to
constitute a Lie algebra we need the added assumption that they preserve algebraic
structure. We have the following proposition which was first proved in [11] and for
which we give a simpler proof:
Proposition 15. Suppose that (M, g, λ) is a Kundt spacetime which is CSI. About
each point p ∈ M we can find a locally transitive collection, {Xi}i∈I , of algebra
preserving nil-Killing vector fields w.r.t. λ.
Proof. Suppose that p ∈M. Find local coordinates (u, v, xk) about p with k := ∂
∂v
∈ λ
and k♮ = du. Then writing g = 2du(dv +Hdu+Widx
i) + g˜ij(u, x
k)dxidxj it follows
from a result in [4], that g˜ij(u, x
k) is independent of u and locally homogeneous.
Therefore by the results of proposition 9, we can find a locally transitive collection of
algebra preserving nil-Killing vector fields w.r.t. λ.
Note however that algebra preserving nil-Killing vector fields do not a priori pre-
serve spi’s and therefore the converse to this proposition is not true.
The added assumptions of proposition 12 ensure that such vector fields preserve
the spi’s of the metric. However the nil-Killing vector fields which preserve the alge-
braic structure given by this proposition cannot always give a transitive collection.
This can be seen as follows: Consider a degenerate Kundt manifold (M, g, λ) and find
local coordinates (u, v, xk) such that the metric is given by the expression in (99). If
we could find a locally transitive collection of nil-Killing vector fields satisfying the
hypothesis of proposition 12, then by (119), the functionH(2)(u, xk) must be constant.
However, there are many degenerate Kundt metrics which are CSI for which H(2) is
not contant. A simple example can be found by considering the VSI (vanishing scalar
invariants) manifold constructed in [2], given by
g = 2du(dv +Hdu+Widx
i) + δijdx
idxj , (125)
where
H(u, v, xk) =
v2
2(x1)2
+ vH(1)(u, xk) +H(0), (126)
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W1(u, v, x
k) = −
2v
x1
, Wi(u, v, x
k) = W 0i (u, x
k), i 6= 1. (127)
The metric g is degenerate Kundt with spi’s that vanish identically, and yet
H(2)(u, xk) =
1
2(x1)2
. (128)
However for degenerate Kundt spacetimes (M, g, λ) for which λ admits recurrent
null vector fields such a characterization is possible:
Proposition 16. Suppose (M, g, λ) is a degenerate Kundt spacetime such that about
each point in M there exists a local null vector field k ∈ λ and a one-form ω, for
which ∇k = ω ⊗ k. Then (M, g, λ) is CSI iff. about any p ∈M there exists a locally
transitive collection {Xi}i∈I of vector fields such that for i ∈ I, the following are
satisfied:
i) Xi is an algebra-preserving nil-Killing vector field w.r.t λ,
ii) LkLXig is of boost-order ≤ −2 w.r.t. λ,
iii) (Lk)
2LXig = 0,
for each Kundt vector field k.
Proof. Since λ contains local vector fields which are recurrent, it follows that about
each point p ∈ M there exists a coordinates (u, v, xk) such that k := ∂
∂v
∈ λ and
k♮ = du and Lkg is of boost-order ≤ −2 w.r.t. λ.
Now suppose that X is an algebra-preserving nil-Killing vector field w.r.t. λ.
Expressing X by the coordinate expression (6) it is clear that [k,X ] = fk for some
smooth function f for which W (f) = 0, for all W ∈ λ⊥. Therefore
L[k,X]g = df ⊗S k
♮ + fLkg (129)
is of boost-order ≤ −2 and hence
LkLXg = L[k,X]g −LXLkg (130)
is also of boost-order ≤ −2 w.r.t. λ, since LX preserves algebraic structure. It is now
easy to see that LkLXg is of boost-order ≤ −2 w.r.t. λ for all Kundt vector fields
k. By proposition 12 it follows that X preserves the spi’s of g iff. (Lk)2LXg = 0, for
each Kundt vector field k.
” ⇒ ” Suppose that (M, g, λ) is CSI. Then tautologically, if X is an algebra
preserving nil-Killing vector field w.r.t. λ, it preserves spi’s, and therefore by the above
discussion X satisfies i), ii) and iii). The result therefore follows from proposition 15.
”⇐ ” This is a consequence of proposition 12.
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Lastly, our discussion in section 8 has among other shown the following: A nil-
Killing vector field X on a degenerate Kundt spacetime preserves spi’s provided that
LX∇
mRm is of type III with respect to the given null-distribution, for all m ≥ 0.
Hence the existence of a locally transitive collection of such vector fields about
any given point would ensure the metric to be CSI. In future work we shall attempt
to show that the converse also holds: That a given degenerate Kundt metric which
is CSI has such a locally transitive collection about any given point. The next result
taken together with proposition 15 shows that this is true in dimension three:
Proposition 17. Suppose that (M, g, λ) is a three-dimensional degenerate Kundt
spacetime. Let X be an algebra preserving nil-Killing vector field w.r.t. λ. X preserves
spi’s iff. LX∇
mRm is of type III w.r.t. λ, for all m ≥ 0.
Proof. ” ⇒ ” If X preserves spi’s, then it follows from work in [8] that we can find
a Kundt frame {k, l,m} = {e1, e2, e3} such that the boost-weight zero components of
∇sRm, for s ≥ 0, can be expressed in terms of spi’s, and are therefore constant along
the integral curves of X. By the nil-Killing property
LXg(m,m) = −2g(LXm,m) = 0, (131)
from which it follows that LXm ∈ λ. Since X is algebra preserving there exists a
smooth function f such that LXk = fk. Therefore
0 = LXg(k, l) = −g(fk, l)− g(k,LXl) = −f − g(k,LXl), (132)
showing that
LX l = −fl + ak + bm, (133)
for some smooth function a, b. It follows that
LX(k ⊗ l) = fk ⊗ l + k ⊗ (−fl + ak + bm) = a(k ⊗ k) + b(k ⊗m), (134)
which is of boost-order −1 w.r.t. λ. Thus given any tensor of the form A(ei1⊗· · ·⊗eik)
of boost-weight 0, such that X(A) = 0, then LXA(ei1 ⊗ · · · ⊗ eik) is of boost-order
≤ −1, w.r.t. λ. This implies that LX∇sRm is of type III w.r.t. λ, for all s ≥ 0.
”⇐ ” This follows from the discussion in the previous section.
10 Conclusion
In this paper we have studied smooth deformations and transformations of metrics
in the direction of type III tensors. The transformations of this nature are given by
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the algebra preserving nil-Killing vector fields. We derive the local coordinate form
of all such vector fields.
We classify Kundt spacetimes as those for which there exists a null-distribution,
containing vector fields about each point which are nil-Killing with respect to the dis-
tribution, and whose orthogonal complement is integrable. Moreover we characterize
the Kundt spacetimes having a locally homogeneous transverse metric in terms of the
existence of a locally transitive collection of nil-Killing vector fields belonging to the
orthogonal complement to the null-distribution. Lastly, we present a classification of
degenerate Kundt metrics.
For degenerate Kundt spacetimes we provide a theorem which gives a classification
of tensors whose boost-order remains unaltered under covariant derivatives. This
characterization together with the use of deformation equations allows for a result
giving conditions for a deformation to preserve spi’s for degenerate Kundt spacetimes.
We use this result to produce a class of nil-Killing vector fields which preserve
scalar curvature invariants. In turn this is used in order to give a new proof that
under an assumption of uniqueness, the deformations provided in [8, 7] leave the
orbit of the metric.
Lastly we discuss Kundt-CSI metrics in terms of nil-Killing vector fields. We show
that each Kundt-CSI metric has locally transitive collections of nil-Killing vector fields
about any point. Moreover we characterize Kundt-CSI metrics with recurrent null
vector fields in terms of the existence of locally transitive collections of nil-Killing
vector fields satisfying some added assumptions.
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