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The duality theory of geometric programming as developed by Duffin, 
Peterson, and Zener is based on abstract properties shared by certain classical 
inequalities, such as Cauchy’s arithmetic-geometric mean inequality and 
Holder’s inequality. Inequalities with these abstract properties have been 
termed “geometric inequalities.” In this sequence of papers, a new geometric 
inequality is established and used to extend the “refined duality theory” for 
“posynomial” geometric programs. This extended duality theory treats both 
“quadratically constrained quadratic programs” and “/p-constrained e,,- 
approximation (regression) problems” through a rather novel and unified 
formulation of these two classes of programs. This work generalizes some of 
the work of others on (linearly-constrained) quadratic programs and provides 
a new explicit formulation of duality for constrained approximation problems. 
Duality theories have been developed for a larger class of programs, namely 
all convex programs, but those theories (when applied to the programs con- 
sidered here) are not nearly as strong as the theory developed here. This 
theory has virtually all of the desirable features of its analog for posynomial 
programs, and its proof provides useful computational procedures. 
1. INTRODUCTION 
This paper is the third in a sequence of four papers [15, 16, 171 devoted to 
extending the geometric programming duality theory for posinomial programs 
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([6] and Chapter VI of [7]) to “quadratically constrained quadratic programs” 
and “/P-constrained &,-approximation (regression) problems.” By a qua- 
dratically constrained quadratic program we mean: minimize a positive 
semidefinite quadratic function, subject to inequality constraints expressed 
in terms of the same type of functions. By an La-constrained /,-approximation 
problem we mean: minimize the lD-norrn (namely, the pth root of the sum of 
the pth powers of the absolute values of the components) of the 
difference between a fixed vector and a variable linear combination of other 
fixed vectors, subject to inequality constraints expressed by means of e,- 
norms. Actually, this extended theory is developed for a class of minimization 
problems that properly contains the preceding two classes. Both the theory 
and some of its implications are described in [15], but many of its proofs and 
ramifications are given here and in [16, 171. 
In Section 3 of [15], the most general program in each of the preceding 
two classes is given a rather novel formulation so that its mathematical 
structure can be investigated within the framework of extended geometric 
programming (Chapter VII of [7]). The formulas that appear in each of those 
two formulations are so similar that the two formulations are unified by 
slightly generalizing each of the resulting geometric programs through the 
introduction of additional parameters. In the interest of preserving as many 
as possible of the mathematical properties special to each of the two program 
classes, the number of additional parameters and hence the generalization is 
kept to a minimum. 
The resulting most general geometric program is restated in the next 
section as primal program A. Closely related to primal program A is its dual 
geometric program, which is restated in the next section as dual program B. 
This dual program is motivated in Sections 2 and 4 of [15] by establishing a 
new “geometric inequality” (p. 195 of [7]). The new geometric inequality is 
the main tool used in Section 4 of [ls] to prove the “main lemma,” which 
states that the primal objective function is greater than or equal to the dual 
objective function for each primal feasible solution and each dual feasible 
solution respectively. Thus the constrained infimum of the primal objective 
function is greater than or equal to the constrained supremum of the dual 
objective function when these optima exist. 
This fact sets the stage for the “main duality theorems” given in Section 5 
of [15]. Some of those theorems give convenient characterizations for the 
existence of infima and suprema for the primal and dual programs respec- 
tively, and one of the theorems asserts that the infimum of the primal program 
is actually equal to the supremum of its dual program. In addition it is stated 
that the infimum of the primal program is a minimum when the infirnum is 
finite, and a convenient characterization is given for the case in which the 
supremum of the dual program is a maximum. Furthermore, the optimal 
GEOMETRIC PROGRAMMING 367 
solution sets for the primal program and its dual are characterized in terms 
of one another, 
The main duality theorems are established in Sections 6 and 7 of [15] by 
partitioning the family of all program pairs (each pair consists of a primal 
program and its dual) into “canonical program” pairs, “mildly degenerate” 
pairs, and “totally degenerate” pairs. That classification of programs and 
important theorems about that classification are stated in Section 6 of [15], 
but their proofs are complicated and are given here and in [16]. The theory of 
degenerate program pairs is developed here, and the theory of canonical 
program pairs is given in [16], but those two theories are combined in 
Section 7 of [15] to establish the main duality theorems. 
The highlights can be summarized as follows. Each totally degenerate 
primal program has an infimum of minus infinity when it is consistent, and 
each totally degenerate dual program is inconsistent. Each mildly degenerate 
program pair has a “reduced form” pair, namely a certain primal program 
and its dual, such that the reduced form pair is a canonical program pair, and 
such that the primal (dual) program and its reduced form are both inconsistent 
or are both consistent and have the same infimum (supremum). Thus, this 
paper reduces the question of equality between the infimum for a primal 
program and the supremum for its dual program to the same question for 
canonical program pairs only, and the latter question is answered in the 
affirmative by the main theorem established in [16]. 
The proofs given here and in [16] have more than just theoretical value in 
that they yield a procedure for obtaining optimal solutions to each program 
pair. In particular, the proofs given here lead to a linear programming 
algorithm that provides optimal solutions to each mildly degenerate program 
pair, given optimal solutions to its corresponding reduced program pair. This 
fact is computationally important, because each reduced program pair is 
canonical and the proofs given in [16] lead to a method for obtaining optimal 
solutions to each canonical program pair. To apply that method, one need 
only be able to solve a finite “Duffin sequence” of linearly constrained, 
concave, upper semicontinuous “subsidiary programs.” 
Thus, an optimal solution to a primal program (which generally has 
nonlinear constraints) can be obtained by employing the well-developed 
numerical methods for solving linear programs and by employing the 
relatively well-developed numerical methods for solving linearly comstrained, 
concave, upper semicontinuous programs. An elaboration of these computa- 
tional procedures is given in [17]. 
This paper is self-contained in that the proofs given here do not depend on 
any theorems or techniques established in [ 151 and [16]. However, the 
theorems and techniques established here become much more interesting 
when combined with the theorems and techniques established in [16]. 
368 PETERSON AND ECKER 
Together, these theorems provide proofs (Section 7 of [15]) for the “main 
duality theorems,” and the techniques provide useful computational 
procedures [ 171. 
2. PRIMAL AND DUAL PROGRAMS AND THEIR CLASSIFICATION 
The most general geometric program under consideration is 
PRIMAL PROGRAM A. Find the injmum of G,(x) subject to the constraints 
G(x) 6 0, k = 1) 2 ,..*, Y, (1) 
with x restricted by the condition 
XEP. (2) 
Here, 
G,(x) = C p,’ 1 xi - bi Ipi + xlkr - blKr, k = 0, I)...) Y, 
IPI 
where the constantsp, satisfy the conditionp, > 1 for each iin [k], k = 0, l,..., Y, 
and where 
[kl = {mk , mk + I,..., 4, k = 0, I,..., Y, 
14 = nli + 1, k = 0, I,..., Y, 
m, = 1, m,=n,+2, m,=n,+2 ,..., m,=n,-,+2, n,+l =n. 
The vector b = (b, ,..., b,) is an arbitrary, butjixed, vector in E,, , and the set B 
is aJixed, but arbitrary, vector subspace of E, . 
For purposes requiring pronunciation, [k] and ]k[ are called “block k” and 
“bracket k,” respectively. Thus, block k is a finite set of adjacent positive 
integers, and bracket k is a single positive integer that is one greater than the 
largest integer in block k. Moreover, bracket k is one less than the smallest 
integer in block k + 1. 
For motivation and a discussion of some of the ramifications of primal 
program A, see Sections 2 and 3 of [15]. In particular, a formulation of 
quadratically constrained quadratic programs and 6’,-constrained 8,- 
approximation problems as special cases of prima1 program A is demonstrated 
in Section 3 of [15]. 
The geometric dual program corresponding to primal program A is 
DUAL PROGRAM B. Find the supvemum of v(y) = &, Fn-(y) subject o the 
constraint 
YET, (1) 
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with y restricted by the conditions 






J-,<(Y) = -c (q;‘yf,-P’ I yz 1” + hy,) - hm , 
[kl 
where the constants qi are determined from the constants p, of primal program -4 
by the equations 
p;1 + q;’ = 1, is [k], k = 0, l,..., r, 
and where [k], ]k[, r, and b = (b, ,..., b,) are as de$ned in primal program ;2. 
The set F is the convex cone 
F = {y E E,, /for k = 0, l,..., r the component ylk[ >, 0, and 
ylp[ = 0 only if y1 = 0 for each i E [k]j, 
and tke set 9? is the orthogonal complement 9’ of the vector subspace .Y given in 
primal program A. 
For motivation and a discussion of some of the ramifications of dual 
program B, see Sections 2 and 3 of [ 1.51. In particular it is shown in Section 3 
that dual program B reduces to the unsymmetric dual quadratic program 
studied in [3, 51, when primal program A is correspondingly reduced to the 
most general (linearly constrained) quadratic program. Moreover, it is shown 
that dual program B further reduces to the unsyrnmetric dual linear program 
studied in [9, 2, lo], when primal program A is correspondingly further 
reduced to the most general linear program. 
The theorems to be established here are concerned with the following 
important classification of program pairs, which is reproduced from Section 6 
of [15]. 
DEFINITION 1. Given the subset Y and subspace 9 of Dual Program B, 
partition the integer set (0, 1, 2,..., r} into the integer sets 
and 
y = {k 1 ylr[ > 0 for at least one y in 7 n B}, 
6 = (k 1 ylr[ = 0 for each y in Y n 9}. 
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Then primal program A and its dual program B are said to be canonical if 6 
is empty, and degenerate if 6 is not empty. Degenerate programs A and B are 
said to be mildly degenerate if 0 is in y, and totally degenerate if 0 is in 6. 
Programs A and B are said to be regular if they are not totally degenerate; 
that is, if they are either canonical or mildly degenerate. 
Notice that programs A and B are classified as canonical or degenerate in 
terms of the vector subspace 9. However, degenerate programs are classified 
as mildly degenerate or totally degenerate in terms of the choice of objective 
function G, . Finally, observe the possibility of computing the integer sets y 
and 8 by an appropriate linear programming algorithm [17]. 
3. THE MAIN THEOREMS 
Associated with each integer k in (0, l,..., r} are the integer set [k], the 
integer ]k[, and their union (k) = [k] u {]ku. For convenience we extend this 
notation so that 
LPI = u [kl, B 
IN = u {IO B 
(B) = U (k). 
6 
where t9 is any subset of (0, l,..., r} (e.g., y and 6). For purposes requiring 
pronunciation, [/II is called “block #I,” ]/I[ is called “bracket p,” and (/I) is 
called “set fl.” 
The following theorem is the key to establishing the main theorems in this 
paper. 
THEOREM 3A. There exists a vector y+ in fl n 53 such that yhl > 0 for 
each k in y and such that Y+~ = 0 for each i in (8). Moreover, ifxO is an arbitrary 
vector in 9, then for each number L there exists a vector xf in B such that 
x+~ = 0 for each i in (7) and such that G,(xO - x+) < L for each k in 6. 
A proof for the first assertion of this theorem follows easily from 
Definition 1, but a proof for the second assertion is more difficult and is 
constructed in Section 4 with the help of a sequential application of Tucker’s 
theorem [20, 211. 
In this section we use the preceding theorem to establish the main duality 
theorems for degenerate programs. These duality theorems have already been 
stated without proof in Section 6 of [15]. 
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We begin with totally degenerate programs because they have the simplest 
properties. Thus the main duality theorem for totally degenerate programs is 
stated as Theorem 6B in Section 6 of [ 151, and is reproduced here as 
THEOREM 3B. Zf primal program A and its dual program B are totally 
degenerate, then 
(i) dual program B is always inconsistent, 
(ii) the injimum IcIA of primal program A is minus infinity when program A is 
consistent. 
Proof. According to Definition 1, the integer 0 E 6 and hence ylO[ = 0 for 
each y E r n 9, which implies that dual program B is inconsistent. 
If primal program A is consistent, then there exists a vector x0 E 9’ such 
that Gk(xO) < 0 for K = 1, 2 ,..., r. Now, given an arbitrary negative 
number L, Theorem 3A asserts the existence of a vector x+ in B such that 
Gk(xo - xf) = G,(x”) < 0 f or each K in y and such that Gk(xo - x+) <L < 0 
for each k in 6. Thus, x0 - x+ is a feasible solution to program A, and 
G&x” - x+) < L because 0 E 6. Since L can be chosen arbitrarily close to 
--cc, we conclude that ,7;3, = -co, and this completes our proof of 
Theorem 3B. 
The mathematical properties of regular programs are more interesting than 
those of totally degenerate programs, but are not as simple. Thus it is useful 
to study regular programs by considering their “reduced forms.” The reduced 
form of a regular program is defined in terms of the non-empty integer set y 
of Definition 1 by employing the related linear transformation 
defined so that the image u* = +(u) is obtained from u by deleting the ith 
component of u for each i 6 (7). Thus n* is equal to the order of (y), or 
equivalently n minus the order of (8). Unless otherwise stated, a vector with 
a superscript * denotes a vector in the image space E,* of 4. It will be con- 
venient not to relabel the indices on the components of u*; consequently, 
the ith component of u* may be Use = uj , where j > i. In terms of these 
conventions we reproduce the following definitions from Section 6 of [15]. 
DEFINITION 2. Suppose that primal program A is regular. The reduced 
form A* of primal program A is the program: Find the infimum of G,,*(x*) 
subject to the constraints 
‘5*(x*) < 0, key and k#O, (1) 
with x* restricted by the condition 
x* E 9*. (2) 
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Here, 
G,*(x*) = 1 p,l / xi* - bi Ipi + xcr - b,k:[, 
WI 
k E Y, 
and 9’” is the image space of 9’ under $. 
Notice that the reduced form ,4* is simply primal program A when 
primal program A is canonical. Also, observe that the functions G,* in 
reduced form A* have the same form as the corresponding functions G, in 
primal program A, but their respective domains are not necessarily of the 
same dimension. Finally, note that reduced form A* is always within the 
class of all primal programs, 
DEFINITION 3. Suppose that dual program B is regular. The reducedform 
B* of dual program B is the program: Find the supremum of 
v*(Y*) = 1 Fk*(Y*) 
U(Y’) 
subject to the constraint 
y* E 9-*, 
with y* restricted by the conditions 
(1) 
YlO[ ’ 
* =I (2) 
Here, 
y* E P. (3) 
F,*(y*) = -c &lyi+pQ” I Y *z IQ1 + by *i, - bJkrY,zr , 
rr1 
Y* is the image cone of Y under 4, and B* is the orthogonal complement 
of 8* in E,,, . 
Notice that reduced form B* is simply dual program B when dual program B 
is canonical. Also, observe that the objective function o* of reduced form B* 
always has the same form as the objective function v of dual program B, but ZI* 
is usually defined on a smaller dimensional space. Finally, note that reduced 
form B* is always within the class of al1 dual programs. 
It is a consequence of the following theorem that the duality relations for 
canonical programs [16] can be applied to reduced forms. This theorem is 
a restatement of Theorem 6C from Section 6 of [15]. 
THEOREM 3C. If primal program A and dual program B are regular, then 
their reducedforms A* and B* are canonicalprograms and B* is the dual of A*. 
Proof. According to Theorem 3A, there exists a vector yf in 9 n 9 such 
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that yti = 0 for each i $ (y) and such that y&.t > 0 for each k E y. The first 
property of y+ (namely, y+ E Y) shows that $(y+) E Y* = 4(Y), and the 
second and third properties of y+ clearly imply that #y+) E 9* =: $(.Y)l. 
Hence the fourth property of yf shows that program B* is canonical, because 
+(yi)lk[ = y&t for each k E y. Thus it follows that program .4* is also 
canonical provided that program B* is its geometric dual. But Definitions 2 
and 3 clearly show that is the case, so the proof of Theorem 3C is complete. 
In view of Theorem 3C, the following two theorems establish the theoretical 
importance of canonical programs and hence the theoretical importance of the 
results obtained in [16]. Moreover, Theorem 3D establishes some useful 
relationships between the optimal solution sets for primal program A and its 
reduced form .iz*; and Theorem 3E establishes similar relationships between 
the optimal solution sets for dual program B and its reduced form B*. 
These two theorems have already been stated as Theorems 6D and 6E in 
Section 6 of [15]. 
THEOREM 3D. Suppose primal program A is regular. Then its reduced form 
A * is consistent if, and only if, program A is consistent, in which case 
(i) the infimum II~*, of program A* equals the infimum lMA of program A, 
(ii) the optimal solution set CIA, for program A* equals the image under + of 
the optimal solution set 8, for program A, 
(iii) the optimal solution set 8, equals the intersection of the preimage of C,, 
under 4 with the set F.4 of all feasible solutions to program -4. 
Proof. First suppose that x is a feasible solution to program A, and let 
x* L 4(x), which implies by Definition 2 that G,*(x*) = GK(x) for each 
k E y. Then x E 9, and hence x* E .Y* = d(P). Moreover, Gk(x) < 0 for 
k - 1, 2,..., T, and hence G,*(x*) < 0 for each k E y h {O>. Thus x* is a 
feasible solution to the reduced form A*; and G,,*(x*) = G,,(x) because 0 E y 
by virtue of the regularity of program d. To make these results readily 
available for future use, we formalize them as 
LEMMA 3a. Suppose primal program A is regular. If x is a feasible solution 
to program A, then x* = C(x) is a feasible solution to the reduced form A * and 
G,,*(x”) = G,(x). 
Now suppose that x* is a feasible solution to the reduced form A*, which 
implies there is a vector x0 in 9 for which x* = $(x0) because .P* = 4(Y). 
Then Theorem 3A asserts the existence of a vector xf in 9 such that .Y+~ = 0 
for each i E (y). Hence x = x0 - x+ is in 9 and 4(x) = +(x0) = x*, which 
implies that Gk(x) = G,*(x*) for each k E y. Thus we infer that x is a 
feasible solution to program A, because G,*(x*) < 0 for each K E y w {0} 
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and because Gk(x) < 0 for each k E 6, where the first inequalities result from 
the assumed feasibility of x*, and where the second inequalities come from 
choosing L < 0 in Theorem 3A. Furthermore, we see that G,(x) = GO*(x*), 
because 0 E y by virtue of the regularity of program A. For convenience of 
reference we formalize these results as 
LEMMA 3b. Suppose primal program A is regular. If x* is a feade 
solution to the reduced form A *, then there is a feasible solution x to program A 
for which x* = d(x) and G,(x) = G,*(x*). 
TO prove the first assertion of Theorem 3D, first observe that Lemma 3a 
implies that the reduced form A* is consistent when program A is consistent, 
and then observe that Lemma 3b implies the converse. 
To prove conclusion (i) of Theorem 3D, use Lemma 3a to infer that 
MA, < MA , and then use Lemma 3b to infer that MA < MA,, . 
To establish conclusion (ii) of Theorem 3D, first let x* E+(U~). Then 
x* = 4(x) for some feasible solution x to program A such that G,(x) = MA . 
Thus, from Lemma 3a and conclusion (i) we deduce that x* E O,, , which 
shows that O,, 3 $(eiJ. Now let x* E O,, , which means that x* is a feasible 
solution to the reduced form A* such that G,*(x*) = MA*. Then, from 
Lemma 3b and conclusion (i), we deduce the existence of a feasible solution x 
to program A for which x* = (b(x) and G,(x) = MA . Thus x E 0, and 
hence x* E $(oA), which establishes the relation O,, C +(0J and consequently 
completes our proof of conclusion (ii). 
To prove conclusion (iii), first observe that the relation 0, C$-r(O,,) n FA 
follows immediately from conciusion (ii) because fiA C FA . Now suppose 
that x E #-l(oA*) A FA , which means there is an x* E oAA+ such that d(x) = x*. 
Then G,,*(x*) = MA*, and G,,(x) = G,*(x*) because 0 E y. These two 
equations and the assumption that x E FA imply that x E 0, by virtue of 
conclusion (i). Hence 8, = $-l(fl,,) n FA , and thus our proof of Theorem 3D 
is complete. 
For dual programs the analog of Theorem 3D is 
THEOREM 3E. Suppose dual program B is regular. Then it and its reduced 
form B* are always consistent and 
(i) the supremum MB, of program B* equals the supremum MB of program B, 
(ii) the optimal solution set OB* for program B* equals the image under (b of 
the optimal solution set 0, fw program B, 
(iii) the optimal solution set OB equals the intersection of the preimage of OB+ 
under + with the stt Fn of all feasible solutions to program B. 
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Proof. Theorem 3A asserts the existence of a vector yf in Y n 9 such 
that Y+~ = 0 for each i 6 (y) and such that yfkr > 0 for each K E y. Thus 
program B is consistent, because the assumption 0 E y and the observation 
that F n 9 is a cone imply that the normalized vector y = (1 /y&) y+ is a 
feasible solution to program B. 
Now suppose that y is an arbitrary feasible solution to program B, and let 
y* = 4(y). Then y* ET* = 6(Y) because y E Y; and yGo[ = 1 because 
ylO[ = 1. Since Definition 1 for y and 8 implies that yi = 0 for each i $ (y), 
it follows that y* ~.9* = d(9)’ because y E 9. Hence y* is a feasible 
solution to the reduced form B*; and w*(y*) = w(y) by virtue of the relation 
yi = 0 for each i$ (y). We preserve these results for future use as 
LEMMA 3c. Suppose dual program B is regular. If y is a feasible solution 
to program B, then y* = 4(y) is a easi e so u ion to the reduced form B* and f bl 1 t 
“*(Y*) = V(Y). 
Notice that the previously established consistency of program B implies 
the consistency of its reduced form B* by virtue of Lemma 3c. Thus we now 
need only establish conclusions (i), (ii), and (iii) of Theorem 3E. 
Toward that end, suppose that y* is an arbitrary feasible solution to the 
reduced form B*, and define a vector y E E, with components y, = Yap 
for each i E (y) and with additional components yZ = 0 for each i E (6). 
Then y* = 4(y), and y E Y because y* E F*. Moreover, yl,,[ = 1 because 
Y ;bt = 1; and since y*E2* = $(9’)l, it follows that y E .Q by virtue of the 
defining relations for y. Thus y is a feasible solution to program B for which 
y* = #J(Y); and furthermore v(y) = z*(y*) due to the defining relations 
for y. For future use we formalize these results as 
LEMMA 3d. Suppose dual program B is regular. If y* is a feasible solution 
to the reduced form B*, then the vector y with components yi = yez for each 
i E (y) and with components yt = 0 for each i E (8) is a feasible solution to 
program B for which y* = +(y) and o(y) = w*(y*). 
We can now prove conclusions (i), (“) u , and (iii) of Theorem 3E by using 
Lemmas 3c and 3d in the same manner that Lemmas 3a and 3b were used to 
establish conclusions (i), (ii), and (iii) of Theorem 3D. We leave the details 
to the reader and hence consider the proof of Theorem 3E to be complete. 
Theorems 3B through 3E constitute the main theorems for degenerate 
programs. The proofs given here for the main theorems depend crucially on 
the validity of Theorem 3A, so we devote the remaining section of this paper 
to validating that key theorem. 
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4. A CONSTRUCTIVE PROOF OF THE KEY THEOREM 
vl’e begin by establishing the simplest part of Theorem 3A, which we restate 
here as 
THEOREM 4A(I). There exists a vector y+ in 9 n 52 such that y&[ > 0 
for each k in y and such that yfi = 0 for each i in (8). 
Proof. According to Definition 1 for y and 6, there are vectors y” in 
F r\ 9 such that yfkr > 0 for each K in y. Now Y n 9 is clearly a convex 
cone, and hence the vector yf = x:y yx‘ is in .F n 9. Moreover, it is easily 
seen from the definitions of F, y and 6 that this vector y+ has the properties 
asserted in Theorem 4A(I), so our proof of that theorem is complete. 
To establish the remaining more difficult part of Theorem 3A, we need 
to make sequential appIication of an important theorem due to A. W. Tucker 
[21]. With that sequential application in mind, we give the following statement 
of Tucker’s theorem. 
LEMMA 4a. Suppose that 9 and 9 are orthogonal complementary subspaces 
of E,, , and let the index set (1, 2 ,..., n} be partitioned into the union of three 
nonintersecting subsets, say CD, Y and 52. Then the linear homogeneous system 
XEP’; xl>0 for iE@; xi=0 for ic?P (14 
and its “dual” linear homogeneous system 
yE9; yi 30 for iE@; yi = 0 for icl2 (1B) 
possess particular solutions x’ and y’ for which 
.dt +y’z > 0 for iE@. UC) 
In most treatises on linear inequalities, Tucker’s theorem is stated within 
the format of matrix theory, where a computationally useful proof [20] can be 
based on the simplex method of linear programming. Thus, suppose that 9 
is the column space of an n x m matrix (a,,). Then system (IA) is clearly 
equivalent to the system 
,t ai?% 3 0 
,t a,izj = 0 
for i E @, 
for i E Y, 
VA) 
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and the dual system (1B) is clearly equivalent to the “dual” system 
i a,,J’, = 0 for j E 11, 2 ,..., m}, 
2=1 
3'1 2 0 for is@, VW 
Y1 =o for iEQ. 
Hence, Lemma 4a is equivalent to the assertion that systems (2.~) and (2B) 
possess particular solutions 2’ and y’ for which 
f a$‘, + fz > 0 
j=l 
for i E @. (33 
Usually, this assertion is proved for the special case in which @ = (I, 2,..., n} 
and Y = D = m ; complete proofs for this exe can be found in either [20] 
or [21]. 
Hence we shall assume the validity of the arguments presented in [20, 211 
so that we can use the special assertion to establish the slightly more general 
Lemma 4a. This will be accomplished by reformulating system (2A) in terms 
of only inequalities to obtain an equivalent system (3A) and its “Tucker dual” 
(3B) to which the special assertion can be applied. Thus, using a standard 
technique from linear programming, we observe that system (2A) is equiv- 
alent to the system 
m 
C aijz, t 0 for iE@, 
(3-4) 
because interchanging the order of summation in the third part of (3A) shows 
that z satisfies the second part of (2A) ‘f I , and only if, z satisfies the second and 
third parts of (3A). Now the Tucker dual of system (3A) is the system 
zyazjUi + (-C a,,) v,+l = 0 for j E (1, 2 ,..., m}, 
kE!P 
V‘ 3 0 for iE@U Yu{n + l}, 
(3B) 
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and the theory established in [20, 211 asserts that systems (3A) and (3B) 
possess particular solutions z’ and u’ such that 
and such that 
f (-C ski) z'j + 4+1 > 0. 
j=l kEY 
Hence Z’ solves system (2A), and we readily infer from system (3B) and 
relation (3C) that the vector y’ with components 
y’i = IJ’i - II;+1 
I 
ii for iE@ 
for iE!P (4) 
0 for iE0 
solves system (2B) and satisfies relation (2C). This completes our proof of 
Lemma 4a. 
Before proceeding with our proof of the key theorem, we remark that 
Tucker’s algorithm [20] is used in [17] to construct solutions Z’ and u’ for 
systems (3A) and (3B) that satisfy relation (3C). Then the transformation 
x’ = (a,j) z’ and the transformation (4) are used to provide solutions x’ and y’ 
for systems (IA) and (1B) that satisfy relation (1 C). Such solutions will be 
referred to as Tucker solutions. 
We now have the requisites for proving the remaining part of the key 
theorem. Actually, we shall prove a strengthened version of the remaining 
part in order to facilitate a discussion of computational matters in [17]. With 
computations in mind, it is illuminating to divide the strengthened version 
into two parts, the first being 
THEOREM 4A(II). If the index set 6 dejned in Definition 1 is not empty 
(i.e. programs -4 and B are degenerate), then there is a Jinite family of nested 
partitions of 6, say 
(5 : 1) 6 = YlU 4, where ylnS,= o and yl,2&# o, 
(5 : 2) 81 = Y2 u 4, where yzn6,= m and yn,6,# m, . . . . . . . . . . . . . 
(5:j) ’ ’ ’ Sj-1 = yj U Sj 9 where yj n 6j = D ’ ’ ’ and ij,Sj# b, 
. . . . . . 
(5:s) i:: ::i ::i 
h-1 = Ys u 6s 9 where y8nS,= m and y,,8.# m, 
P:s+l) h=ys+1, 
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for which there is aJinite sequence of vectors x1, x2 ,..., xj ,..., x8, x*+l in 9 such 
that 
(6 : 1) xlf > 0 for i E ]n[, and di = 0 fat i E [yJ U (6, U y), 
(6 : 2) xzi > 0 for i E ]yz[, and x2i = 0 for i E [ye] U (6, U y), 
. . . . . . . . . . 
. . . . . . . . . . 
(6 :j) z& > b for 1 E I&, and Xji = b for 1 E [Y,] U (Sj U y), . . . . . . . . . . 
(6:s) ;: I.: ;:I.: :: 
x i > 0 for 1 E lrs[, and x i = 0 for 2 E [y,] U (8, U y), 
(6 : s + 1) CC:+’ > 0 for i E]Y~+J, and xi+l = 0 for ie [Y,+~] u (y). 
The partitions and vectors can be determined sequentially so that: 
(7: 1) x1 is a Tucker solution of the system 
XECFP; x, 3 0 for iE]q; xi=0 for I-E(y)U[S], 
andy, = {kE& 1 x$[ > 0} and 6, = {k E 6 1 xikL = 01, 
(7:2) x2 is a Tucker solution of the system 
XEY’; x, > 0 for iE]8[; xi = 0 for i E (y) U [S,], 
and y2 = {k E 8, 1 X& > 0) and 6, = {k E 6, 1 z& = 0}, 
. . . . . . . . . . . . 
(7:j) xi is a Tucker solution of the system 
XEP’; xi 3 0 for iE]G[; Xi = 0 fOY i E (7) U [Sj-J, 
and yi = {k E 6j-1 1 x;~[. > O> and 6, = (k E SiWl / xjkr = 0}, 
. . . . . . . . . . . . 
(7:s) xS is a Tucker solution of the system 
XEP; Xi > 0 for iE]8[; xf = 0 for iE (y) U [L,], 
and yS = {k E S,-, I xikr > 0} and 6, = (k E S,-, I .xTtC = 0}, 
(7:s + 1) xS+l is a Tucker solution of the system 
XEP; Xi >, 0 for i E ]S[; xi = 0 for iE(y)U [S,], 
andy,+l={k~~,Ix~~~~O}=S~~dSs+l=(k~S,~~~~~=O)= o. 
Proof. First, suppose that y1 is empty; then 6, = 6 by virtue of the 
preceding definitions (7:l) for y1 and 6, , and hence Lemma 4a implies the 
existence of a Tucker solution y1 E 9 such that yitl > 0 for k E 6. Thus, 
taking account of the properties of the vector y+ described in Theorem 4A(I), 
409/29/2-10 
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we see that for sufficiently large e the vector y = eyf + yi is in r n 9 and 
has componentsyl,[ > 0 for each K E y U 6 = (0, I,..., r}; but this contradicts 
Definition 1 for y because of the hypothesis that S is not empty. Hence, 
we conclude that yi is not empty. 
If 6, is empty, choose s = 0 and our proof is complete. The only other 
possibility is that 6, is not empty, in which case we consider the prescribed 
linear system (7:2) with Tucker solution x2. 
First, suppose that ya is empty; then 6, = S, by virtue of the definitions (7:2) 
for ys and 6, , and hence Lemma 4a implies the existence of a Tucker solution 
y2 E 9 such that y;[ 2 0 for K E 6, y2i = 0 for i E [yi], and y$[ > 0 for 
K E 6, . Thus, taking account of the properties of the vector yf described in 
Theorem 4A(I), we see that for sufficiently large e the vector y = eyf + ys 
is in Y n 9 and has components ~1~1 > 0 for each K E y u 6, ; but this 
contradicts Definition 1 for y because of our assumption that 6, is not empty. 
Hence, we conclude that y2 is not empty. 
If 6, is empty, choose s = 1 and our proof is complete. The only other 
possibility is that 6, is not empty, in which case we consider the prescribed 
linear system (7:3) with Tucker solution x3. 
First, suppose that y3 is empty; then S, = 6, by virtue of the definitions (7:3) 
for y3 and S3, and hence Lemma 4a implies the existence of a Tucker 
solution y3 E 9 such that y$[ 30 for KES,~~, =0 for i~[y~~y,], and 
yfkE > 0 for K E S, . Thus, taking account of the properties of the vector yf 
described in Theorem 4A(I), we see that for sufficiently large e the vector 
y = eyf + y3 is in Y n 9 and has componentsyl,[ > 0 for each k E y u 6, ; 
but this contradicts Definition 1 for y because of our assumption that 6, is 
not empty. Hence, we conclude that y3 is not empty. 
If 6, is empty, choose s = 2 and our proof is complete. The only other 
possibility is that 6, is not empty, in which case we consider the prescribed 
linear system (7:4) with Tucker solution x1. 
A repetition of the preceding arguments shows that ya is not empty. If 6, 
is empty, choose s = 3 and our proof is complete. The only other possibility 
is that 6, is not empty, in which case we consider the prescribed linear 
system (75) with Tucker solution x5 and repeat the arguments once again. 
There can be only a finite number of repetitions because we have shown 
that yl, y2, y3 ,... is a sequence of non-empty, nonintersecting subsets of the 
finite set S. Thus, there is an integer s < r such that S,+l is empty and hence 
ys+i = 6, . This completes our proof of Theorem 4A(II). 
The final part of Theorem 4A is, 
THEOREM 4A(III). If x0 is an arbitrary vector in 8, then for each number L 
there exists a vector x+ in 9’ such that xfi = 0 for each i in (y) and such that 
Gk(xo - x+) < L for each k in 6. Moreover, if 6 is empty, then the vector 
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x+ = 0 is such a vector; and if 6 is not empty, then each linear combination 
x+ Ez Cl S+l ctxt of the Tucker solutions x1, x2 ,..., xj ,..., xS, xS+l described in 
Theorem 4A(II) is such a vector, provided that the coeficients ct are determined 
sequentially so that 
(8 :s + 1) cs+l b kgyz, UGc(x”) - W$I, 
(8 : s) cs 3 yEy([Gk(xo - c”+~x~+~) - L]/x$~}, 
8 
(8 : 2) c2 >, yEy ) [G, (x0 - T 8x’) - L] /x;~,\, 
(8 : 1) 
Proof. If 6 is empty, then the vector xf = 0 clearly has the desired 
properties, so we need only consider the case in which 6 is not empty. 
If 6 is not empty, we can use the conclusions of Theorem 4A(II). In partic- 
ular, the Tucker solution xf is in 9 for t = 1,2,..., s + 1, so the vector 
x+ x I;+' cfxf is also in 9. Moreover, x+~ = 0 for each i E (y) by virtue of 
the fourth part of relations (6:l) through (6:s + 1). Furthermore, the first 
part of relation (6:j) implies that inequality (83 can be reformulated as 
G, (x0 - y cfxt) - cj+[ < L 
,+1 
for each k E y, . 
Using the formula 
G(x) = C P? I x, - b, P + hrct - h,,), 
[hl 
we rewrite the preceding inequality as 
for each k E yr . 
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Owing to the nested partitioning described by relations (5:l) through (5:j), 
the third part of relations (6:l) through (6:j - 1) and the second part of 
relation (6:j) show that the summation xi;:’ in the preceding inequality can be 
extended to the summation C;+r without destroying the validity of the 
inequality; moreover, the third part of relations (6:l) through (6:j - 1) 
show that the summation C;+l in the resulting inequality can be extended to 
the summation xi+1 without destroying the validity of that inequality. Thus, 
for each k E yj , 
which can be rewritten in terms of Gk and xf as 
Gk(xo - x’) < L for each k E y, . 
It follows that 
Gk(xo - x’) < L for each k E u yj , 
1 
because the preceding arguments are seen to be valid for j = 1,2,..., s + 1. 
Hence 
Gk(xO - x’) <L for each k E 8, 
because S = ui+r y1 by virtue of the nested partitioning described in relations 
(5:l) through (5:s + 1). This completes our proof of the key theorem and 
hence validates the main theorems for degenerate programs. 
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