The aim of the article is to apply the method of spatial analysis to research the real estate property market in south-eastern Poland. The methods of spatial statistics will be used to model the space differences of prices per one square metre of dwelling surface located in districts of south-eastern Poland and to investigate spatial autocorrelation. The databases will be presented in a graphical form. The results may be used to set the spatial regularities and relations. The methods presented may be applied while making strategic decisions.
Introduction
A gradual stabilization of the housing markets has recently been observed after the turbulent years of 2006 to 2008. The stabilization is supported by the partial weakening of economic activity and a significant reduction in lending rates. Currently, the supply dynamically responds to the high demand, supported by low interest rates on housing loans, an increase in salaries and the implementation of the government program for the Young (MdM). Housing prices remain stable despite the increase in supply and demand (The report on the situation on real estate and commercial property markets in Poland in 2014). Reducing interest rates on housing loans is a consequence of cuts in interest rates by the Monetary Policy Council. The observed positive growth in lending and strong competition among real estate developers have both had an impact on the stabilization of real estate prices. However, housing markets are local in nature. The impact of macroeconomic factors can be affected by local factors influencing supply and demand. The structural feature of the real estate markets is their periodicity. Housing cycles are often not synchronized with the business cycle, however, they remain under the influence of economic factors, including the financial and longer cycles and they tend to have a local character. Reports on real estate markets conducted by the Polish National Bank created data based on the analysis of transactions show a strong dependence of the price of residential units on the level of wages, unemployment, and the cost of construction. Also, an increase in housing prices in previous periods has a positive effect on future periods. In this context, interestingly, the issue of spatial development of the housing market seems particularly interesting. The purpose of this analysis is to obtain information about the spatial dependence regions and the interactions between the values of the variables tested in different locations. Spatial analysis enables the determination of similarities and differences between regions, the use of its methods and tools make it possible to distinguish groups of regions that are similar to each other and also find significantly different regions of neighbouring countries. With the estimation models taking into account the spatial factor, it is possible to determine the spatial relationship between observations in different locations, as well as demonstrating the validity of using this spatial factor for differentiating the examined phenomenon between locations (Kopczewska, 2006) .
Methodology of research
Understanding the diversity of space allows us to predict changes and shape the policies of regional economic development. Analysis of the space takes place at various levels: analysis of location, transfer-spatial interactions, economies of scale, spatial autocorrelation. Econometrics takes into account the spatial aspect of the position of the object in space, as opposed to classical econometrics, which deals with the setting using mathematical-statistical, and quantitative regularity methods.
The occurrence of spatial dependence results from two reasons (Janc, 2006) . The first concerns the analysis of data in spatial studies with spatial units (country, state, county, municipality). The second reason is that the socio-economic activities of people are influenced by distance and location. The phenomenon of spatial autocorrelation is associated with the First Law of Geography by Tobler, which says that in a space where everything is related to everything else, the closer things are more related than the distant things (Miller, 2004) . Spatial autocorrelation stands for the degree of correlation of the observed value of the variable in a given location with the value of the same variable in a different location. This means that the test variable determines and at the same time is determined by its embodiments in other locations (Suchecki, 2010: 103) .
For the time series, we refer to the delay in time and the phenomenon of time autocorrelation, while for spatial data we refer to the spatial delay caused by the criterion of neighborhood. The spatial structure of the neighbourhood is defined by the spatial scales, recorded with a matrix or graph (Janc, 2006) . In the case of the recording matrix, an adjacency matrix is created in the first place. It is a binary matrix. A value of zero means no neighbourhood between regions, and a value of 1 is awarded for an element that satisfies the neighbourhood condition. Then the matrix is standardized by lines, so that the sum of each row equals 1. The matrix of the neighbourhood is the most common type of matrix used. The more sophisticated weights matrices are: the Cliff and Ord matrix, the Dacey matrix, the social distance matrix, the economic distance matrix (Janc, 2006; Miller, 2004) . One of the most commonly used metrics for determining the strength and character of spatial autocorrelation are global and local spatial statistics. Of these, the most common are the global and local Moran's I statistics. It is also possible to calculate Geary's, and Getis-Ord coefficients. Moran's I global statistics is used to test the existence of global spatial autocorrelation and it is expressed by formula (Suchecki, 2010: 112) 
where: x i is an observation in a region and is an average from all the studied regions, n is the number of regions, and w ij is the element of the spatial weights matrix.
If the weights matrix is standardized by lines, the sum of all the elements of such a matrix is equal to the number of rows :
.
Moran's statistics can take two forms, depending on whether it should assess normality or randomization. Therefore moments to test the null hypothesis are calculated assuming normality or randomization (Bivand, 1980 ). Moran's statistics has a value in the range from -1 to 1. A value of 0 means no autocorrelation, negative values signify negative autocorrelation, which proves the existence of different values next to each other. Positive autocorrelation means that the values are concentrated in space, and the neighbouring regions are similar. This means that we are dealing with clusters, specifically, spatial clusters. This is a process comparable to diffusion. In the case of negative spatial autocorrelation neighbouring areas are different, more than it would appear from a random distribution. This is called a checkerboard effect.
The graphical representation of Moran's global statistics is a scatter chart, which is used to visualize the local spatial relationships. The graph on the horizontal axis has a standardized, analyzed variable, and on the vertical axis, a tested, standardized variable that is spatially delayed (Anselin, 1995; Kopczewska, 2006) . The graph allows for a regression line and is divided into four quadrants (HL, HH, LL, LH) in relation to the zero point.
HH and LL squares indicate the clustering of regions with similar values. The slope coefficient of the regression line is associated with the Moran's I global statistic for standardized weights matrix lines.
The statistics used to determine the spatial autocorrelation can be used to identify spatial systems. For this purpose, the local ratings of spatial relationships LISA were used, proposed by Anselin in 1995, they allow to determine the similarity of the spatial entity with respect to the neighbours and examine the statistical significance of the compound (Anselin, 1995) . The LISA for each observation indicates the degree of importance of the spatial concentration of similar values around the analyzed spatial unit, the sum of LISA for all observations is proportional to a global indicator of spatial relationships. In the article, Moran's local statistics I i was used as LISA.
Moran's local statistics I i measures whether the region is surrounded by neighbouring regions of similar or different values of the test variable relative to a random distribution of those values in the space. I i is the smoothed index for individual observation, which can be used to find local clusters. Local statistics is expressed by the formula (Suchecki, 2010: 123) 
where: elements are derived from the spatial weights matrix standardized with lines.
Tests of statistics significance are based on the distribution resulting from conditional randomization or permutation. Standardized local Moran's statistics has a value that is significantly negative when the region is surrounded by other regions that have significantly different values of the variable under consideration, which is interpreted as a negative autocorrelation. Accepting values that are significantly positive means that the region is surrounded by similar regions and neighbouring region clustering occurs. Values of p that are less than 0.05 indicate a significant positive autocorrelation values of p that are above 0.95 indicate a significant negative spatial autocorrelation. The absolute value of the local Moran's statistics can be interpreted as the degree of similarity and diversity.
An example of the use of statistics based on spatial dependence
For the analysis presented in this article, we have used the data concerning the average price per one square metre of dwelling surface in seventy-one districts in south-eastern Poland, located in the provinces of Lublin, Małopolska, and Podkarpackie. The data source was the contracts of sale on the primary and secondary markets. The summary was generated from the AMRON database, which is the only Polish interbank, a standardised database of real estate and their prices. The collected data comes from deeds, values estimated by appraisers in the appraisal reports or other reliable sources of information with J Recommendation. Dates of transactions examined covered the period from 2014.04.20 to 2016.04.20. In addition, the report has been enriched with macroeconomic data: the population of working age, the registered unemployment rate and the total housing put into use. Analyses were performed using Statistica software and Rcran. To describe the spatial relationship, a spatial matrix was generated. During the analysis, two types of neighbourhood matrix were used; a basic binary matrix and a matrix of the first row standardized with rows. Thus prepared the database has been used to calculate the autocorrelation of the global and local Moran's statistics. Basic descriptive statistics on the mean, median and standard deviation of the variable tested and selected macroeconomic data for the region were pre-generated (Table 1) . Data analysis was preceded by calculation of the correlation coefficients for the tested variable and two macroeconomic data. The values obtained show a significant effect of the number of working age population in a given region on the price of a dwelling.
Statistically significant are coefficients of correlations between the variable of average price per 1 sq m of housing space, and variable of working-age population and residential units generally provided for use. This confirms the opinion that the property market is a market operating locally. In the least developed provinces there are the least economically developed sub-regions in terms of GDP per capita (Statistical Yearbook of the Republic of Poland 2015 , 2015 . These include sub-regions: przemyski, krosnienski, nowosadecki. High local unemployment rate has an impact on labour migration to richer regions. The money earned there are often invested in the housing market.
In the Malopolska province in the district of Tatra, the unemployment rate is nearly 10% and the average price per 1 sq m of housing, which in the analysed period amounted to 9268.71 [PLN] , was the highest in the studied region.
Differentiation of the average price of 1 sq m of housing is shown in Figure 1 . For the created database an adjacency matrix of the first stage was generated, which has been standardised with lines. Moran's global correlation coefficient was set with the assumed significance level of 0.05, which for the studied variable amounts to: I W = 0.157218413.
Parametric tests show a statistically significant effect of spatial agglomeration. A positive ratio indicates the existence of a positive spatial autocorrelation, but at a low level. A test of significance was performed using two calculation methods: approximate normal distribution and with the approach of randomisation. In both cases, Moran's statistics is statistically significant.
Following from that, a scatter chart of the Moran's global statistics was drawn, along with a matching straight line, the slope of which is equivalent to the calculated statistics. As the next step, the local Moran's statistics have been appointed (Table 5) . Local statistics are used to determine whether a region is surrounded by high or low values, so it is possible to identify the so-called hotspots and local clusters. Table 4 shows the vital local Moran's statistics.
Based on Table 5 graphs of statistics values and of vital local Moran's statistics were generated.
The darkest colour is used for selected districts, most correlated with their neighbours. The examples are the districts of Krakow and Wieliczka and a group of Tatra, Nowy Sacz, Nowy Targ districts. They are more similar to each other than they would be as a result of the stochastic nature of the studied phenomenon. 
Conclusion
Analysis of global and local indicators of spatial dependency can successfully be used in the economic analysis, including market research of real estate. Statistics' spatial autocorrelation, which indicates the type and strength of spatial dependence, allows for an expansion of the traditionally used measures. The analyses enable the comparison of economic processes and they become the basis for business decisions. The key issue is the selection of the matrix weights, strongly associated with the tested regions. The performed analysis confirms the opinion that the prices of residential properties depend on their spatial position. Of little impact on the average price of housing in the studied region of south -east Poland are macroeconomic variables. The analysis confirmed that in a very attractive part of the Podhale, there are important local business initiatives affecting the development of the region. This translates into the highest housing prices in the surveyed districts. Such a big influence of local conditions on the real estate market could mean that a narrowing of the research area e.g. to the region, could positively affect the conducted analysis. Thus, decisions to buy property would be optimal. 
