Abstract. We show that cohopfian modules with finite exchange have countable exchange. In particular, a module whose endomorphism ring is Dedekind-finite and π-regular has the countable exchange property. We also show that a module whose endomorphism ring is Dedekind-finite and regular has full exchange. Finally, working modulo the Jacobson radical, we prove that any module with the (C 2 ) property and a semi-π-regular endomorphism ring has full exchange. §1. Introduction
§1. Introduction
The exchange property for modules was first studied in 1964 by Crawley and Jónsson [CJ] , and is defined as follows. A right k-module M k has the ℵ-exchange property if, whenever A = M ⊕ N = i∈I A i , with |I| ℵ, then there are submodules A ′ i ⊆ A i , with A = M ⊕ i∈I A ′ i . If M has ℵ-exchange for all cardinals, then we say it has full exchange. If the same holds just for the finite cardinals, we say that M has finite exchange. It is easy to show that 2-exchange is equivalent to finite exchange. An outstanding problem in module theory is to decide whether or not finite exchange further implies full exchange.
It turns out that the finite exchange property is an endomorphism ring invariant; putting E = End(M k ), then M k has finite exchange iff E E has finite exchange. A ring, R, such that R R has finite exchange is called an exchange ring, following [Wa] , and this turns out to be a left-right symmetric condition. Nicholson [N] calls a ring suitable if, given an equation x + y = 1 there are orthogonal idempotents e ∈ Rx and f ∈ Ry with e+ f = 1. This turns out to be equivalent to R being an exchange ring. It is easy to show that (von Neumann) regular rings, and even π-regular rings, are suitable. Any corner ring in a suitable ring is suitable, and the direct product of suitable rings is suitable.
Continuous modules, and hence (quasi-)injective modules, always claim the exchange property [MM 2 ]. Further quasi-continuous modules with finite exchange have full exchange [OR] , [MM 3 ]. There are many other classes of modules for which finite exchange implies full exchange, including modules which are direct sums of indecomposibles [ZZ] , and modules with abelian endomorphism rings [Ni] . It also turns out that square-free modules (i.e. modules with no submodules isomorphic to a square X ⊕ X) with finite exchange have countable-exchange [MM 1 ].
In this paper, we show that cohopfian modules with finite exchange have countable exchange. Generalizing the proof, we then show that modules whose endomorphism rings are Dedekind-finite and regular have full exchange. Finally, we generalize the proof to modules with (C 2 ) and semi-π-regular endomorphism rings. §2. Tools for Exchange Modules Throughout this paper we let k be a ring, we let M k be a right k-module, and put E = End(M k ), which acts on the left of M. All other modules will also be right kmodules. If we have two modules M and N we write N ⊆ ⊕ M to mean that N is a direct summand of M. Also throughout, we let R be a ring, and J(R) the Jacobson radical. Rings are associative with 1, and modules are unital. Definition 1. We call a family {x i } i∈I ⊆ E of endomorphisms summable if, for each m ∈ M, x i (m) = 0 for all but finitely many i ∈ I. We write i∈I x i for the endomorphism that has the obvious action m → i∈I x i (m).
One of the key propositions in the theory of exchange modules is the following: Proposition 1. The following are equivalent:
with A i ∼ = M for all i ∈ I, and |I| ℵ, then there are submodules
(3) Given a summable family {x i } i∈I of elements of E, with i∈I x i = 1, and with |I| ℵ, then there are orthogonal idempotents e i ∈ Ex i with i∈I e i = 1.
Proof. This is [ZZ, Proposition 3] .
We will be working with Proposition 1 repeatedly, and in particular with condition (3). To take full advantage of the power of this proposition, we first study the behavior of idempotents in exchange rings. To begin, we define a useful equivalence relation on idempotents.
Definition 2. Let e, e ′ ∈ R be idempotents. We say that e and e ′ are left strongly isomorphic when e ′ e = e ′ and ee ′ = e. We write this relation as e ∼ e ′ , and it is easy to check that this is an equivalence relation. One also has the dual notion of right strongly isomorphic idempotents, which we denote by e ∽ e ′ .
Lemma 1. Let e, e ′ ∈ R be idempotents in a ring R. The following are equivalent:
′ = e + (1 − e)re for some r ∈ R.
(4) e ′ = ue for some u ∈ U(R).
Furthermore, if R = End(M k ) for some module M k , then the following properties are also equivalent to the ones above:
(6) ker(e) = ker(e ′ ).
Proof. The equivalence of properties (1) through (5) is [La 2 , Exercise 21.4]. (6) ⇔ (7) is easy, as is (1) ⇔ (6).
In the literature, two idempotents e, e ′ are said to be isomorphic iff eR ∼ = e ′ R (iff Re ∼ = Re ′ ). Thus, we see that if two idempotents are left (or right) strongly isomorphic then they are isomorphic. On the other hand, two idempotents are both left and right strongly isomorphic iff they are equal. So, the notion of left strongly isomorphic idempotents is a nontrivial strengthening of the notion of isomorphic idempotents.
The equivalences in Lemma 1 that we need the most are (1) ⇔ (5) and (1) ⇔ (4). It turns out that by using condition(3) we can say more about the unit in property (4). In fact, by property (3), e ′ = e + (1 − e)re for some r ∈ R. Putting u = 1 + (1 − e)re, we see that e ′ = ue, and u is a unit with inverse u −1 = 1 − (1 − e)re. Also notice, u(1 − e) = (1 − e). So, we may strengthen property (4) to read:
Throughout the rest of the paper, we will assume (4 ′ ) is a part of Lemma 1. As an aside, although we don't need any further properties of the unit, u, constructed above, it is also true that u(1 − e ′ ) = (1 − e ′ ), eu = e, e ′ u = e ′ , and (1 − e)u
The next two lemmas give us computational tools that we will use in conjunction with Proposition 1.
Lemma 2. Let R be a suitable ring, and let x 1 +x 2 +x 3 = 1 be an equation in R. Suppose that x 1 is an idempotent. Then there are orthogonal idempotents e 1 ∈ Rx 1 , e 2 ∈ Rx 2 , and e 3 ∈ Rx 3 , such that e 1 + e 2 + e 3 = 1 and x 1 ∼ e 1 .
Proof. Let f = 1 − x 1 , and multiply by f on the left and right of x 1 + x 2 + x 3 = 1 to obtain f x 2 f + f x 3 f = f . Since corner rings in suitable rings are suitable [N, Proposition 1.10 ], f Rf is suitable. Hence, there are orthogonal idempotents f 2 ∈ f Rf (f x 2 f ) and f 3 ∈ f Rf (f x 3 f ) summing to f (the identity in f Rf ). Write f 2 = f r 2 f x 2 f and f 3 = f r 3 f x 3 f for some r 2 , r 3 ∈ R.
Let e 2 = f 2 r 2 f x 2 ∈ Rx 2 and let e 3 = f 3 r 3 f x 3 ∈ Rx 3 . By an easy calculation we see that e 2 and e 3 are orthogonal idempotents. Let e 1 = 1 − e 2 − e 3 , so e 1 is orthogonal to e 2 and e 3 , and we also obtain e 1 + e 2 + e 3 = 1.
We calculate
So e 1 ∈ Rx 1 . Finally, since f e 2 = e 2 and f e 3 = e 3 , we see x 1 e 1 = x 1 (1 −e 2 −e 3 ) = x 1 . 
The final statement is another easy calculation.
It will turn out that we will be working with families of idempotents that are "almost" orthogonal, which we want to modify into truly orthogonal families. The following lemmas gives us the mathematical framework to make this happen. Lemma 4. Let {e i } i∈I be a summable family of idempotents in a ring R, with I wellordered. Suppose that e i e j ∈ J(R) whenever i < j, and that i∈I e i = u ∈ U(R). Then {u −1 e i } i∈I is a family of orthogonal idempotents, summing to 1.
Lemma 5. Let {e i } i∈I be a summable family of idempotents in a ring R, with I wellordered. Put e = i∈I e i and suppose that e i e j = 0 whenever i < j. If e n r = 0, for some r ∈ R and some n ∈ Z + , then we have e i r = 0 for all i ∈ I. In particular, er = 0.
Proof. We proceed by induction. Since e i e j = 0 for i < j, this implies e 1 e = e 1 . Therefore e 1 e n = e 1 , and so e 1 r = e 1 e n r = 0. This finishes the base case. Now, suppose that e i r = 0 for all i < β. Then er = i β e i r. Again since e i e j = 0 for i < j, we have This finishes the inductive step. It is now clear that er = 0 also.
§3. Cohopfian Exchange Modules Have Countable Exchange
The motivation for our first result comes from a simple construction showing that 2-exchange is equivalent to finite exchange, based upon ideas in [N] . Unfortunately, the method fails when trying to pass to countable exchange. However, if one adds the hypothesis that M is cohopfian, the proof can be made to work as follows.
Theorem 1. If M is a cohopfian module with finite exchange then M has countable exchange.
Proof. It suffices to show that condition (3) of Proposition 1 holds. Let {x i } i∈Z + be a summable family of endomorphisms in E, with
For each j ∈ Z + we will construct elements e i,j ∈ Ex i (for i j), f j ∈ Ey j , and v j ∈ U(E) such that the following conditions hold: (1) {e 1,j , e 2,j , . . . , e j,j , f j } is a family of orthogonal idempotents, summing to 1, and (2) v j e i,i = e i,j (for all i j) and v j f j = f j .
Set v 1 = 1. Since M has finite exchange, E is is suitable, and hence there are orthogonal idempotents e 1,1 ∈ Ex 1 and f 1 ∈ Ey 1 with e 1,1 + f 1 = 1. It is easy to check that condition (1) holds for j = 1, and condition (2) holds trivially in this case. This finishes the base case. Suppose, by induction, we have fixed elements e i,j ∈ Ex i (for all i j), f j ∈ Ey j , and v j ∈ U(E) satisfying the conditions above, for each j n. Writing f n = ry n for some r ∈ E, we have 1 = e 1,n + · · · + e n,n + f n = (e 1,n + · · · + e n,n ) + rx n+1 + ry n+1 .
Lemma 2 allows us to pick orthogonal idempotents
with h 1 + h 2 + h 3 = 1 and h 1 ∼ n i=1 e 1,n . By Lemma 1, there exists u n+1 ∈ U(E) such that u n+1 (e 1,n + · · · + e n,n ) = h 1 . Putting e i,n+1 = u n+1 e i,n ∈ Ex i (for i n), e n+1,n+1 = h 2 ∈ Ex n+1 , and f n+1 = h 3 ∈ Ey n+1 , Lemma 3 shows that condition (1) above holds.
Lemma 1, property (4 ′ ), allows us to pick u n+1 such that u n+1 f n = f n . Notice, that (e n+1,n+1 + f n+1 ) is right strongly isomorphic to f n , so that f n e n+1,n+1 = e n+1,n+1 and
and similarly v n+1 e n+1,n+1 = e n+1,n+1 . Finally, for i < n + 1, v n+1 e i,i = u n+1 v n e i,i = u n+1 e i,n = e i,n+1 . Therefore, condition (2) holds. This finishes the inductive step.
So we have constructed elements e i,j (for i j), f j , and v j satisfying the properties above, for all j ∈ Z + . Now {x i } i∈Z + is summable, hence so is the family {e 1,1 , e 2,2 , . . .}. We put ϕ = i∈Z + e i,i . We want to prove that ϕ is a unit in E. In other words, we want ϕ to be an automorphism of M.
First we show injectivity. Fix m ∈ M. Then, since {x i } i∈Z + is summable, there is some number, N, such that x n (m) = 0, for all n N. In particular, f N (m) = 0 and
Since v N ∈ U(E), we have that ϕ(m) = 0 iff m = 0. Therefore, ϕ is injective. Surjectivity follows from the cohopfian hypothesis. Thus, ϕ is a unit in E.
Now, for i < j, we have e i,i e j,j = v
j e i,j e j,j = 0 ∈ J(E). So, by Lemma 4, {ϕ −1 e i,i } i∈Z + is a summable, orthogonal set of idempotents, summing to 1. Finally, ϕ −1 e i,i ∈ Ex i , so by Proposition 1 we are done.
Theorem 1 is not stated in full generality. Using the same notation as in the proof, we saw that
Therefore, we can replace the hypothesis that M is cohopfian with the weaker requirement that convergent limits of units in E are units. The remainder of the paper deals with modules with the exchange property, so we do not pursue Theorem 2 further. However, we should point out that the converse of Theorem 1 (and hence Theorem 2) is not true. For example, let R = Q and let M R = Q (N) Q be the countable vector space over Q, and then E is isomorphic to the ring of N × N column-finite matrices over Q. One can easily construct a limit of units which is not a unit.
Theorem 1 gives us a chain of corollaries. Corollary 1. Let M be a module whose endomorphism ring, E, is cohopfian as a right module over itself and is an exchange ring. Then M has countable exchange.
Proof. E E being cohopfian implies M k is cohopfian [La 1 , Proposition 8.11]. Therefore, Theorem 1 tells us that M k has countable exchange.
Corollary 2. A module whose endomorphism ring is a Dedekind-finite, π-regular ring has countable exchange.
Proof. All π-regular rings are exchange rings, so by the previous corollary it suffices to show that E E is cohopfian. Fix x ∈ E which is a left non-zero-divisor. Fix r 1 such that x r is regular, say x r = x r yx r for some y ∈ E. Then x r (1 − yx r ) = 0. Since x is a left non-zero-divisor so is x r (by an easy induction argument). Therefore 1 = yx r , and so x is left-invertible. From the Dedekind-finiteness, x is invertible. Thus E E is cohopfian, since every left non-zero-divisor is a unit.
Corollary 3. If M has a strongly π-regular endomorphism ring then M has countable exchange.
Proof. Strongly π-regular rings are always Dedekind-finite. §3. Dedekind-finite, Regular Endomorphism Rings When trying to push the proof of Theorem 1 up to full exchange one runs into problems when trying to pass through limit ordinals. However, with the stronger hypothesis that E is a Dedekind-finite, regular ring, the proof goes through. Proof. We will again verify condition (3) of Proposition 1. Let {x i } i∈I be a summable collection of endomorphisms, summing to 1, with I an indexing set of arbitrary cardinality. Without loss of generality, we may assume that I is a well-ordered set, with first element 1, and last element κ. Put y j = i>j x i and y
For each j ∈ I we will inductively construct elements e i,j ∈ Ex i (for i j), f j ∈ Ey j , and v j ∈ U(E) such that: (1) {e i,j (∀ i j), f j } is a family of orthogonal idempotents summing to 1, and (2) v j e i,i = e i,j (for each i j) and v j f j = f j .
Put v 1 = 1. Since E is regular it is suitable, so there are orthogonal idempotents e 1,1 ∈ Ex 1 and f 1 ∈ Ey 1 that sum to 1. This completes the first step of our inductive definition. Now suppose (by trans-finite induction) that for all j < α we have constructed elements e i,j (for all i j), f j , and v j satisfying the conditions above. We have two cases. Case 1. α is not a limit ordinal. In this case we proceed exactly as in the proof of Theorem 1. Writing f α−1 = ry α−1 for some r ∈ E, we have 1 = i<α e i,α−1 + f α−1 = i<α e i,α−1 + rx α + ry α .
Lemma 2 allows us to pick orthogonal idempotents
with h 1 + h 2 + h 3 = 1 and h 1 ∼ i<α e i,α−1 . By Lemma 1, there exists u α ∈ U(E) such that h 1 = u α i<α e i,α−1 . Putting e i,α = u α e i,α−1 ∈ Ex i (for i < α), e α,α = h 2 ∈ Ex α , f α = h 3 ∈ Ey α , then Lemma 3 implies that these are orthogonal idempotents. Also Therefore, condition (1) holds when j = α. Checking that condition (2) holds for v α = u α v α−1 is done exactly as before. This completes the inductive definition of the elements we need, when α is not a limit ordinal.
Case 2. α is a limit ordinal.
This case is much harder and is where we really use the hypotheses on E. Setting ϕ = i<α e i,i , then since E is regular there is some ψ ∈ E with ϕψϕ = ϕ, and in particular p α = 1 − ψϕ is an idempotent. Putting ϕ ′ = ϕ + p α , we claim that ϕ ′ is a unit. Notice that these idempotents have hash marks because they are not quite the ones we set out to construct. We need a few more modifications first.
Since E is regular, P = im(y
Fix a submodule Q such that M = P ⊕ Q. It turns out that P has a nice stabilization property. To see this, pick elements r i ∈ E, for each i < α, such that r i y i = f i . (These elements exist, since f i ∈ Ey i ).
We claim that for each m ∈ P there is some index β (depending on m) such that r γ (m) = r β (m) for all γ ∈ [β, α). To show this, write m = y
. By summability, and the fact that α is a limit ordinal, there is some index β such that
where the last equality comes from noticing e i,γ f
, and so
We define a map r (1) and (5) With all the machinery we have built up, it is now an easy matter to construct e i,α (for all i α), f α , and v α . To do so, notice we have the equation
Now use exactly the same ideas as in Case 1 to construct the elements we need. However, there is one non-trivial step. We cannot put v α = u α v α−1 since α has no predecessor. Instead, we must put
It is clear that v α e i,i = e i,α for i < α, so we just need to see that left multiplication by v α acts as the identity on e α,α and f α . First, notice that e By transfinite induction, we have constructed the elements we wanted for all j ∈ I. To finish the theorem, let e i = e i,κ for all i κ. Then {e i } i∈I is a summable family of orthogonal idempotents, summing to 1 (since f κ ∈ Ey κ = (0)), with e i ∈ Ex i for each i ∈ I. Thus, by Proposition 1, we are done.
Corollary 4. A module with a unit regular endomorphism ring has full exchange.
It would be nice to generalize the results of Theorem 3 further. We begin by looking at how we used the hypothesis that E is Dedekind-finite and regular. First was the fact that E is suitable; we can account for this by assuming that M has finite exchange. Second, we needed an idempotent p α that was the identity on ker(ϕ) and was such that ϕp α = 0. Supposing that E is π-regular, then there is some n ∈ Z + with ϕ n = ϕ n ψϕ n , for some ψ ∈ E. Notice 1 − ψϕ n is an idempotent, which is the identity on ker(ϕ). Also ϕ n (1 − ψϕ n ) = 0, but then by Lemma 5, ϕ(1 − ψϕ n ) = 0. So we could have taken p α = 1 − ψϕ n , and hence we may as well assume that E is π-regular (which, coincidentally, forces M to have finite exchange). Third, we needed E to be cohopfian (so that im(ϕ ′ ) = M), but from the work done in Corollary 2 we have M is cohopfian if we keep the assumption that E is Dedekind-finite. Finally, we needed P = im(y
. So, it suffices to assume that M has (C 2 ) (i.e. all submodules isomorphic to direct summands are direct summands). Hence we have the following slight improvement on Theorem 3. Mohamed and Müller have shown in [MM 2 ] that if M is a module such that E/J(E) is regular and abelian, with idempotents lifting modulo J(E), then M has full exchange. In particular, they use this to establish that continuous modules have exchange. Similarly, one way of further generalizing the results of the previous sections is to try and lift the argument through the Jacobson radical. The following lemmata give us more tools to work with idempotents, modulo the Jacobson radical.
Lemma 6. Given an idempotent e ∈ R with eae − e ∈ J(R) for some a ∈ R, then there exists an idempotent e ′ ∈ aRe with e ′ ∼ e.
Proof. This is [MM 1 , Lemma 1], but for completeness we include the proof. Set x = eae, and since eae − e = j ∈ J(R) we have x = e + eje. This is a unit in the corner ring eRe, say with inverse y. So xy = yx = e, and in particular yay = (ye)a(ey) = yxy = y. Putting e ′ = ay (which is an idempotent) we calculate e ′ e = aye = ay = e ′ , and so e ′ ∈ aRe. Finally, ee ′ = eay = ea(ey) = xy = e, so e ′ ∼ e.
Lemma 7. Given two idempotents e, f ∈ R, with ef ∈ J(R), then we can find idempotents e ′ , f ′ ∈ R such that e ′ ∼ e, f ′ ∼ f , and e ′ is orthogonal to f ′ .
Proof. Since ef ∈ J(R), we have e(1 − f )e − e ∈ J(R) and f (1 − e)f − f ∈ J(R). So, applying Lemma 6 twice, we obtain idempotents e ′ ∈ (1 − f )Re and f ′ ∈ (1 − e)Rf with e ′ ∼ e and f ′ ∼ f . Clearly e ′ and f ′ are orthogonal.
Lemma 8. Given idempotents e 1 , e 2 , . . . , e n ∈ R, with e i e j ∈ J(R) for all i < j, then there are pair-wise orthogonal idempotents e
Proof. We may work by induction. The case n = 1 is trivial. So, assume that the conclusion of the theorem holds for some n 1. Given idempotents e 1 , . . . , e n+1 ∈ R with e i e j ∈ R for i < j, we can work with the first n of them and find pair-wise orthogonal idempotents e ′′ 1 , . . . , e ′′ n with e ′′ i ∼ e i (i < n + 1). Now setting e = n i=1 e ′′ i and f = e n+1 , we have ef = n i=1 e ′′ i e i e n+1 ∈ J(R). So by Lemma 7, there are orthogonal idempotents e ′ , f ′ ∈ R with e ′ ∼ e and f ′ ∼ f . Put e ′ i = e ′ e ′′ i for i < n + 1, and e
} is a set of pair-wise orthogonal idempotents, with e ′ i ∼ e i , by Lemma 3. Definition 3. We say a decomposition N = i∈I N i , for some submodule N ⊆ M, is a local direct summand of M, if i∈F N i ⊆ ⊕ M, for every finite subset F ⊆ I.
Lemma 9. Let {e i } i∈I be a family of idempotents in E, and I a well-ordered set. If e i e j ∈ J(E) whenever i < j, then i∈I e i (M) = i∈I e i (M), where the sum is a local direct summand in M.
Proof. Compare with [MM 1 , Lemma 2].
Clearly it suffices to work with I finite, say |I| = n. But then, by (the right symmetric version of) Lemma 8, we can find pair-wise orthogonal idempotents e ′ i , with e ′ i ∽ e i , for all i ∈ I. From the equivalence of properties (5) and (7) of Lemma 1, we see that e
Definition 4. A ring, R, is called semi-regular (resp. semi-π-regular) if R/J(R) is regular (resp. π-regular) and idempotents lift modulo J(R). Such rings are always suitable. In fact, a ring is suitable iff R/J(R) is suitable and idempotents lift modulo J(R). However, there are examples of suitable rings are that are not semi-π-regular.
Theorem 5. Let M be a cohopfian module with (C 2 ), such that E is semi-π-regular. Then M has full exchange.
Proof. We begin as usual, with {x i } i∈I a summable family in E, summing to 1; putting y i = j>i x j and y ′ i = y i + x i . Again, we may assume I is well-ordered, with first element 1, and last element κ. We inductively construct elements e i,j ∈ Ex i (i j), f j ∈ Ey j , and v j ∈ U(E), satisfying the same conditions as in Theorem 3.
Working by induction, the base case is the same. So we may proceed with the inductive step and say that the elements have all been constructed for j < α. If α is not a limit ordinal in I, then again, the same method as in Theorem 3 holds. So, we may assume α is a limit ordinal.
Again, put ϕ = i<α e i,i . Since E/J(E) is π-regular, there is some n ∈ Z + , and some ψ ∈ E with ϕ n − ϕ n ψϕ n ∈ J(E). In particular, ϕ n (1 − ψϕ n ) ∈ J(E). Working over E/J(E), Lemma 5 then yields e i,i (1 − ψϕ n ) ∈ J(E), for all i < α.
Since idempotents lift modulo J(E), and since 1 − ψϕ n is an idempotent modulo J(E), we can pick an idempotent p 2 α = p α ∈ E with p α − (1 − ψϕ n ) ∈ J(E). In particular, e i,i p α ∈ J(E) for all i < α. By Lemma 9, the sum i<α e i,i (M) + p α (M) is direct. Put ϕ ′ = ϕ + p α . We want to show ϕ ′ is a unit in E, and so from the cohopfian condition is suffices to show that ϕ ′ is injective. Fix m ∈ M with ϕ ′ (m) = 0. Because i<α e i,i (M) + p α (M) is direct, this means e i,i (m) = 0, for all i < α, and p α (m) = 0. Picking r ∈ J(E) with p α = (1 − ψϕ n ) + r, we calculate 0 = ϕ ′ (m) = ϕ(m) + p α (m) = 0 + (1 − ψϕ n )(m) + r(m) = (1 + r)(m).
But 1 + r is a unit in E, and so m = 0. Therefore ϕ ′ is injective, and hence a unit. Now use the (C 2 ) condition on M (just as in the proof of Theorem 4) to complete the inductive step. The rest of the proof is exactly the same as before. §5. Final Remarks
In [Ni] , we define what we call finitely complemented modules; these are modules whose direct summands have only finitely many complement summands. We showed that a finitely complemented module with a regular endomorphism ring has full exchange. Using the methods derived above, one can remove the condition that E is regular, and replace it with M having finite exchange and (C 2 ).
There is another class of modules we can apply these techniques to, namely, square-free modules. Suppose that M is a square-free module with finite exchange. Mohamed and Müller have shown that E/J(E) is abelian, [MM 1 , Lemmata 11 and 15]. In particular, the element ϕ = i<α e i,i , used in our proof above, is an idempotent in E/J(E). [Since e i,i e j,j = 0 for i < j, and since idempotents commute in an abelian ring, ϕ is a sum of orthogonal idempotents, and hence is an idempotent.] Since idempotents lift modulo J(E) (because E is suitable) we can lift 1 − ϕ to an idempotent p α , as before. Notice that ϕ ′ = ϕ + p α is a unit, even without the cohopfian hypothesis, since ϕ ′ is congruent to 1 modulo J(E). Finally, the ideas used in the proof of Theorem 5 can be carried out, as long as M has (C 2 ). However, for square-free modules, the (C 2 ) property is equivalent to cohopfianness. So what we have shown is that a cohopfian, square-free module with finite exchange has full exchange.
As far as we know, the only classes of modules where it is known that finite exchange implies countable exchange, but not known if this further implies full exchange, are square-free modules, cohopfian modules, and finitely complemented modules.
