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Abstract
We investigate permutations in terms of their cycle structure and descent set. To
do this, we generalize the classical bijection of Gessel and Reutenauer to deal with
permutations that have some ascending and some descending blocks. We then provide
the first bijective proofs of some known results. We also solve some problems posed in
[4] by Eriksen, Freij, and Wa¨stlund, who study derangements that descend in blocks
of prescribed lengths.
1 Introduction
We consider permutations in terms of their descent set and conjugacy class (equivalently,
cycle structure). Let pi be a permutation on {1, . . . , n}. An ascent of pi is an index i,
1 ≤ i < n, such that pi(i) < pi(i+ 1). A descent of pi is such an index with pi(i) > pi(i+ 1).
The study of permutations by descent set and cycle structure goes back at least as far
as 1993, when Gessel and Reutenauer enumerated them using symmetric functions [5]. In
their proof, they obtained a bijection from permutations with at most a given descent set to
multisets of necklaces with certain properties. By a necklace we mean a directed cycle, taken
up to cyclic rotations, where the vertices are usually assigned colors or numbers. Multisets
of necklaces are usually referred to as ornaments. Figure 1 illustrates these terms.
The Gessel-Reutenauer bijection preserves cycle structure. It also forgets other structure
that is not so relevant, making it easier to study permutations by cycle structure and descent
set. We will restate Gessel’s and Reutenauer’s result to bring it closer to the language of
more recent work ([6], [4]). Choose a1, . . . , ak with a1+ · · ·+ak = n, and partition {1, . . . , n}
(a) (b) (c)
Figure 1: Examples of necklaces and ornaments. (a) and (b) are two different representations
of the same necklace with 5 vertices. (c) is an ornament with two different 3-cycles and a
1-cycle.
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into consecutive blocks A1, . . . , Ak with |Ai| = ai. An (a1, . . . , ak)-ascending permutation
is a permutation pi that ascends within each of the blocks A1, . . . , Ak. This is the same as
saying that the descent set of pi is contained in {a1, a1+ a2, . . . , a1+ a2+ · · ·+ ak−1}. In this
language, the Gessel-Reutenauer bijection is a map from (a1, . . . , ak)-ascending permutations
to ornaments that preserves cycle structure.
We provide a generalization of the Gessel-Reutenauer bijection to deal with both ascend-
ing and descending blocks. Let A = (a1, . . . , ak) and S ⊂ {1, . . . , k}. Then an (a1, . . . , ak, S)-
permutation (or just an (A, S)-permutation if a1, . . . , ak are clear from context) is a permu-
tation that descends in the blocks Ai for i ∈ S and ascends in all of the other blocks. We
generalize the Gessel-Reutenauer bijection to give a cycle-structure-preserving bijection from
the (A, S)-permutations to ornaments with certain properties. Our bijection can be thought
of as equivalent to Reiner’s [8] bijection for signed permutations, as a descent for normal
permutations is the same as an ascent over negative values for signed permutations.
Both here and in [5], the Gessel-Reutenauer bijection is easy to describe. We take a
permutation pi, write it as a product of disjoint cycles, and replace each element of each cycle
by the block it belongs to. A permutation and its image under the bijection is illustrated
later in the paper, in Figures 3 and 2, respectively. Since the Gessel-Reutenauer bijection
forgets so much structure, the surprising thing is that it is injective.
We describe the image of our bijection in Theorem 2.3. Using this bijection, we obtain a
second bijection onto ornaments, but this time the ornaments have properties that are easier
to describe. The tradeoff is that the bijection no longer preserves cycle structure, but it is
not too difficult to describe how the cycle structure changes. This bijection is described in
Proposition 2.4.
These bijections allow us to take a purely combinatorial approach to the problems con-
sidered in [6] and [4]. In [6], Han and Xin, motivated by a problem of Stanley [9], study
the (a1, . . . , ak)-descending derangements, meaning derangements that descend in each of
the blocks A1, . . . , Ak (so, in our language, the case when S = {1, . . . , k}). Han and Xin
use symmetric functions to prove their results. In [4], Eriksen, Freij, and Wa¨stlund also
study the (a1, . . . , ak)-descending derangements, but they use generating functions instead
of symmetric functions.
Eriksen et al. show that the number of (a1, . . . , ak)-descending derangements is symmetric
in a1, . . . , ak and ask for a bijective proof of this fact. We obtain a bijective proof of the
following stronger statement.
Corollary 3.11. Let σ be a permutation of {1, . . . , k} and let C be a conjugacy class in Sn.
The number of (a1, . . . , ak, S)-permutations in C is the same as the number of (aσ(1), . . . , aσ(k), σ(S))-
permutations in C.
Eriksen et al. also show that the number of (a1, . . . , ak)-descending derangements is
∑
0≤bm≤am,m=1,...,k
(−1)
P
bi
( ∑
(ai − bi)
a1 − b1, . . . , ak − bk
)
.
They do this using the generating function
1Sergei Elizalde proves a slightly less general version of Corollary 3.1 as Proposition 4.2 of [3].
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11− x1 − · · · − xk
(
1
1 + x1
· · ·
1
1 + xk
)
for the (a1, . . . , ak)-descending derangements, which first appears in [6]. They ask for a
combinatorial proof of their formula using inclusion-exclusion. They also ask for a similar
enumeration of the (a1, . . . , ak)-ascending derangements. We provide both of these as a
corollary to Proposition 2.4.
Corollary 3.2. The number of (A, S)-derangements is the coefficient of xa11 · · ·x
ak
k in
1
1− x1 − · · · − xk
(∏
i 6∈S(1− xi)∏
i∈S(1 + xi)
)
.
Let lm = am if m ∈ S and let lm = 1 otherwise. The number of (A, S)-derangements is also
∑
0≤bm≤lm,m=1,...,k
(−1)
P
bi
( ∑
(ai − bi)
a1 − b1, . . . , ak − bk
)
.
It is also possible to prove Corollary 3.2 more directly using some structural lemmas
about (A, S)-derangements and standard techniques in recursive enumeration. We do this
in [10].
Our bijective methods also apply to some of the results in the original paper by Gessel
and Reutenauer. The (a1, . . . , ak)-ascending permutations are all permutations with at most
a given descent set. By using inclusion-exclusion on the (a1, . . . , ak)-ascending permutations,
we can study the number of permutations with exactly a given descent set. We can do the
same thing with the (a1, . . . , ak)-descending permutations. It turns out that comparing the
two allows us to see what happens when we take the complement of the descent set. In [5],
Gessel and Reutenauer prove the following two theorems.
Theorem 4.1 of [5]. Associate to each conjugacy class of Sn a partition λ based on cycle
structure. If λ has no parts congruent to 2 modulo 4 and every odd part of λ occurs only
once, then the number of permutations of cycle structure λ with a given descent set is equal
to the number of permutations of cycle structure λ with the complementary descent set.
Theorem 4.2 of [5]. The number of involutions in Sn with a given descent set is equal to
the number of involutions in Sn with the complementary descent set.
We obtain Theorem 4.1 of [5] as a consequence of Corollary 3.3 by setting S to ∅. Corollary
3.3 deals with permutations with at least a given ascent or descent set, but as noted before
we can apply inclusion-exclusion to get the same result about pemutations with exactly a
given ascent or descent set.
Corollary 3.3. Associate to each conjugacy class C of Sn a partition λ of n based on cycle
structure.
The number of (A, S)-permutations in C is the same if we replace S by {1, . . . , k}\S,
assuming that all odd parts of λ are distinct and λ has no parts congruent to 2 mod 4.
3
To our knowledge, this is the first bijective proof of Theorem 4.1 of [5]. We also obtain
the following generalization of Theorem 4.2 of [5].
Corollary 3.4. The number of (A, S)-involutions is the same if we replace S by {1, . . . , k}\S.
This is the first known bijective proof of Theorem 4.2 of [5].
The rest of the paper is divided into five sections. In Section 2, we describe the two
bijections used in the remainder of the paper and prove that they are bijections. In Section
3, we prove the corollaries resulting from these bijections. In Section 4, we discuss directions
of further research, including the study of some maps related to the Gessel-Reutenauer
bijection as well as a generalization of a polynomial identity arising in [4].
We also define all the terms used in this paper in Section 6, which occurs after the
Acknowledgements and before the Bibliography. These terms are all defined either in the
introduction or as they appear in the paper, but we have also collected them in a single
location for easy reference.
2 The Two Bijections
We now describe our two bijections. Here and later, we will have occasion to talk about
ornaments labeled by {1, . . . , k}. In this case we call the integers 1 through k colors, the
elements in S descending colors, and the elements not in S ascending colors.
Our first bijection is from the (A, S)-permutations with conjugacy class C to ornaments
with the same cycle structure.
Before formally defining the bijection, we will give an illustrative example. Let us suppose
that we were considering the ((8, 10), {1})-permutations—in other words, permutations that
descend in a block of length 8 and then ascend in a block of length 10. In particular,
we will take the permutation pi = 18 17 15 14 13 12 11 9 1 2 3 4 5 6 7 8 10 16. This
permutation has cycle structure (1 18 16 8 9)(2 17 10)(3 15 7 11)(4 14 6 12)(5 13). If
we replace each vertex in each cycle by the block it belongs to (A1 or A2), then we get
(1 2 2 1 2)(1 2 2)(1 2 1 2)(1 2 1 2)(1 2), which corresponds to the ornament depicted in
Figure 2. Under our bijection, we send pi to this ornament.
Now suppose that we wanted to go in the reverse direction. Starting with the ornament
depicted in Figure 2, how do we know what permutation it came from? We need to replace
A through R with the integers 1 through 18 so that the resulting permutation descends in
A1 and ascends in A2. The colors of each vertex (white or grey, denoting block 1 or block 2,
A
B C
D
E
F
G H
I
J K
L M
N O
P
Q R
Figure 2: The image of the permutation pi = (1 18 16 8 9)(2 17 10)(3 15 7 11)(4 14 6 12)(5 13)
under our bijection. White vertices came from block A1 and grey vertices came from block
A2. The labels A through R are only for the later convenience of referring to specific vertices.
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respectively) narrow the possibilities down somewhat, as they tell us whether a vertex comes
from A1 or A2.
We start out by trying to determine the relative ordering of pairs of vertices. We know
immediately (since all elements of A1 come before all elements of A2) that A, D, F , I, K,
M , O, Q all come before B, C, E, G, H , J , L, N , P , R. We also know, for example, that
E < B since pi(E) < pi(B) (as pi(E) = A, pi(B) = C, and A < C) and B and E come from
A2, which must ascend.
We can then determine that A < D since pi(A) = B, pi(D) = E, and B > E. Continuing,
we see that C > E since pi(C) = D, pi(E) = A, and D > A.
We can get a lot of information by making these sorts of comparisons, but we would like
something a bit more methodical so that we can piece together all the information at the
end. We can do this by starting at two vertices and “looking forward” along the paths from
those vertices until the paths differ. For example, we could determine that C > E as follows:
Starting from C, we see vertices colored grey, white, grey, white. For clarity, we will call
these vertices c1, c2, c3, and c4. Starting from E, we see vertices colored grey, white, grey,
grey. We will call these vertices e1, e2, e3, and e4. Since c4 is white and e4 is grey, we must
have c4 < e4. Then c3 and e3 both come from A2, so c3 < e3. Then c2 > e2, and c1 > e1.
Since C = c1 and E = e1, we deduce that C > E.
This sort of logic is captured more formally in the following lemma and its corollary.
Lemma 2.1. Given a vertex v of a necklace, define the sequence W (v) = {w0(v), w1(v), . . .}
by w0(v) = v, wi+1(v) = s(wi(v)), where s(x) is the successor of x in the necklace. Thus
w0, w1, . . . is the sequence of colors one encounters if one starts at the vertex v and walks
along the cycle containing v.
If two vertices v and v′ have sequences of colors that agree through wl−1, then the order
of v and v′ is determined by the order of wl(v) and wl(v
′). In fact, if {w1, . . . , wl−1} has an
even number of vertices from descending blocks, then v and v′ come in the same order as
wl(v) and wl(v
′). Otherwise, they come in the opposite order.
Corollary 2.2. Define another sequence A(v) = {a0(v), a1(v), . . .} by ai(v) = (−1)
ri(v)wi(v),
where ri(v) is the number of vertices in {w0(v), . . . , wi−1(v)} that come from descending
blocks. Then v and w come in the same order as A(v) and A(w), if we consider the latter
pair in the lexicographic order.
We call W (v) the walk from v and A(v) the signed walk from v. We will prove Lemma
2.1 and Corollary 2.2 later in this section.
Table 1 gives the sequences A(v) for v = A, . . . , R. From this, we can determine the
values of some of A, . . . , R. We know that A = 1, B = 18, C = 16, D = 8, E = 9, F = 2,
G = 17, and H = 10. The only uncertainty is what happens with I through R, although we
know at least that {I,K,M,O,Q} = {3, 4, 5, 6, 7} and {J, L,N, P,R} = {11, 12, 13, 14, 15}.
By symmetry, we can assume that either I or Q is equal to 3. Let’s start by assuming
that Q is equal to 3. Then R must be 11, since its successor is the smallest among the
successors of J, L,N, P,R and A2 ascends. On the other hand, R must be 15, since it is
the successor of Q, Q is the smallest among I,K,M,O,Q, and A1 descends. We have thus
reached a contradiction, so I must be 3.
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Having determined the value of I, we see that L must be 11, K must be 7, and J must
be 15. So we are left with assigning M,O,Q to 4, 5, 6 and N,P,R to 12, 13, 14. Again by
symmetry we can assume that either M or Q is 4. By the same logic as before, we can show
that Q cannot equal 4 and so M must be 4. This forces P = 12, O = 6, and N = 14, which
in turn forces Q = 5 and R = 13.
Putting this all together, we get the permutation depicted in Figure 3, which is the
permutation pi that we started with.
We now state the bijection formally. The fundamental period of a necklace is the smallest
contiguous subsequence P of the necklace such that the necklace can be obtained by con-
catenating r copies of P for some r. In this case, the necklace is said to be r-repeating. Call
an ornament A-compatible if its vertices are labeled by {1, . . . , k} and exactly ai vertices are
labeled by i.
Theorem 2.3. There is an injection from the (A, S)-permutations to the A-compatible or-
naments. Furthermore, this map preserves cycle structure. The image of the map is all
A-compatible ornaments satisfying the following three conditions.
1. If the fundamental period of a necklace contains an even number of vertices from de-
scending blocks, then the necklace is 1-repeating.
2. If the fundamental period of a necklace contains an odd number of vertices from de-
scending blocks, then the necklace is either 1-repeating or 2-repeating.
3. If a necklace contains an odd number of vertices from descending blocks, then there are
no other necklaces identical to it in the ornament.
Proof. We begin by describing the bijection formally. We take a permutation pi, write it as a
product of disjoint cycles, and replace each element of each cycle of pi by the block it belongs
to. This leaves us with an A-compatible ornament.
We note that the intuition from the example above can be formalized to provide a com-
plete proof of Theorem 2.3. However, we can use a technical device to make it more clear
where the conditions in Theorem 2.3 come from, so we will take this approach instead.
To get the reverse map, we need to take an ornament ω and then replace, for each i,
the vertices colored i by the elements of Ai. In this way, we go from an ornament to a
permutation. We can equivalently think of this as ordering the vertices of ω so that the
Table 1: The first 7 terms of A(v) for v = A, . . . , R. We have ordered the entries lexico-
graphically by A(v).
A 1,−2,−2,−1, 2, 1,−2 Q 1,−2,−1, 2, 1,−2,−1 N 2, 1,−2,−1, 2, 1,−2
F 1,−2,−2,−1, 2, 2, 1 D 1,−2,−1, 2, 2, 1,−2 P 2, 1,−2,−1, 2, 1,−2
I 1,−2,−1, 2, 1,−2,−1 E 2, 1,−2,−2,−1, 2, 1 R 2, 1,−2,−1, 2, 1,−2
K 1,−2,−1, 2, 1,−2,−1 H 2, 1,−2,−2,−1, 2, 2 C 2, 1,−2,−1, 2, 2, 1
M 1,−2,−1, 2, 1,−2,−1 J 2, 1,−2,−1, 2, 1,−2 G 2, 2, 1,−2,−2,−1, 2
O 1,−2,−1, 2, 1,−2,−1 L 2, 1,−2,−1, 2, 1,−2 B 2, 2, 1,−2,−1, 2, 2
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elements of A1 come first, then the elements of A2, etc. Our map is injective if and only if,
for any ornament ω, there is at most one way to do this that yields an (A, S)-permutation.
As in Corollary 2.2, let A(v) be the signed walk from v. Let P (v) := {v′ | A(v′) = A(v)}.
We call P (v) the packet of v. We note that A(v) = A(v′) if and only if W (v) =W (v′) (this
observation is justified later, in Lemma 2.7).
Given a sequence X = x0, x1, x2, . . ., define S(X) to be the sequence x1, x2, . . .. Also,
given a vertex v of an ornament ω, let s(v) denote the successor of v in the relevant cycle.
Thus W (s(v)) = S(W (v)) and A(s(v)) = ±S(A(v)). Given a packet P = P (v), let S(P ) :=
P (s(v)). We call S(X) the successor sequence of X , s(v) the successor vertex of v, and S(P )
the successor packet of P .
Given a packet P , let O(P ) be the orbit of P under the map S. We think of O(P ) as a
necklace of packets. In general, we will call a 1-repeating necklace of packets an orbit. For
any packet P , O(P ) is automatically 1-repeating, since if it were r-repeating for r > 1 the
packets at corresponding locations in different periods would have the same walks and thus
should have been part of the same packet to begin with.
We will call a set of orbits a template. We can go from an A-compatible ornament to a
template by grouping the vertices into packets, then grouping the packets into orbits.
We observe that we can recover a template solely from the walks from each vertex,
as opposed to the ornament itself. Furthermore, a template comes from an A-compatible
ornament if and only if the following two conditions hold:
• Within each orbit, every packet has the same size.
• No two orbits have the same color sequence (otherwise they could be grouped into a
larger orbit).
• The number of vertices colored i is ai.
If these conditions hold, we will call the template A-compatible. We note that an A-
compatible template comes from many different A-compatible ornaments, one for each way
of partitioning the orbits up into necklaces of vertices (to get an r-repeating necklace, we take
r vertices from each packet in an orbit). The remarkable thing, and the heart of Theorem
2.3, is that only one of these corresponds to an (A, S)-permutation. This is what we will
show next.
To get a permutation from an A-compatible template, we must first label the vertices by
the integers 1 through n, then choose the successor of each vertex. There is the constraint
that the vertices labeled i are labelled by the elements of Ai and that s(v) lie in S(P (v)),
1
18 16
8
9 2
17 10
3
15 7
11 4
14 6
12
5 13
Figure 3: The pre-image of the ornament in Figure 2 under our bijection. This yields the
permutation pi = 18 17 15 14 13 12 11 9 1 2 3 4 5 6 7 8 10 16.
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Figure 4: A template with a single orbit consisting of 5 packets, each with 5 vertices. The
first and last half-vertex are the same. Light grey indicates block 1, white indicates block
2, and dark grey indicates block 3, so A = (10, 10, 5). Also, S = {1, 3}, so blocks 1 and 3
descend while block 2 ascends.
5
4
3
2
1
20
19
18
17
16
25
24
23
22
21
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
Figure 5: The unique way of numbering the vertices in the template of Figure 4 to get an
(A, S)-permutation, based on Corollary 2.2.
5
4
3
2
1
20
19
18
17
16
25
24
23
22
21
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
Figure 6: The unique way of choosing successors for the numbered template in Figure 5 to
yield an (A, S)-permutation. The successors are indicated by arrows. Observe that we end
up with the 5-cycle (3 18 23 13 8) and two 10-cycles.
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but other than that, we can do as we wish. Figures 4, 5, and 6 illustrate how to do this for a
given template to yield an (A, S)-permutation. We describe the general process in the next
few paragraphs, as well as prove that it is the unique way to get an (A, S)-permutation.
By Corollary 2.2, there is only one labeling of the vertices that can yield an (A, S)-
permutation. It is obtained by first listing the vertices v1, . . . , vn of the template so that if
i < j then A(vi) < A(vj); then labeling vi with the integer i (ties in A(v) are irrelevant here
because all vertices with the same walk are symmetric).
There is also a unique way to pick the successors of each vertex to get an (A, S)-
permutation. If a packet has vertices from an ascending block, then the successors of the
vertices should be ordered in the same way as the vertices themselves (and lie in the successor
packet). If a packet has vertices from a descending block, then the successors of the vertices
should be ordered in the opposite way that the vertices themselves are ordered (and again lie
in the successor packet). This constraint uniquely determines the successors of each vertex,
and we also can see that this constraint is sufficient to get an (A, S)-permutation, since the
prior lexicographic ordering ensures that we only have to worry about vertices within the
same packet.
Now that we have constructed a unique (A, S)-permutation, we look at its cycle structure.
If an orbit has an even number (say d) of packets from descending blocks and x packets
in total, and each packet has size y, then that orbit will add y cycles, all of length x, to the
permutation.
If an orbit has an odd number (say d) of packets from descending blocks, then we should
get cycles of size 2x since one needs to go around the orbit twice to get back to the original
vertex. The exception is if y is odd, in which case there is one cycle of length x that contains
the vertices in the middle of each packet.
We thus see that, for each orbit, there is a unique set of cycles it could come from to
yield an (A, S)-permutation. Furthermore, the parameter d in the two paragraphs above is
the number of vertices that the fundamental period of a cycle has from descending blocks,
and the parameter y is the total number of times that the fundamental period occurs in
all cycles (we consider the fundamental period to occur twice in a 2-repeating cycle). The
cycles we end up with correspond exactly to the conditions of Theorem 2.3: if d is even, then
we get y 1-repeating cycles that are all isomorphic; if d is odd, then we get ⌊y
2
⌋ isomorphic
2-repeating cycles, and possibly a lone 1-repeating cycle if y is also odd. We are therefore
done.
We observe that, in the course of the proof, we also got a bijection between (A, S)-
permutations and A-compatible packets. On the other hand, A-compatible packets are in
bijection with A-compatible ornaments where every necklace is 1-repeating (by replacing an
orbit where every packet has size y by y necklaces whose vertices have the same colors as one
encounters when going through the orbit). We will refer to A-compatible ornaments where
every necklace is 1-repeating as A-good ornaments.
For later convenience, we describe a bijection between (A, S)-permutations and A-good
ornaments. We can think of this bijection as what we get if we take the map from (A, S)-
permutations to A-compatible packets, then go from A-compatible packets to A-good orna-
ments. However, while following these maps is a bit tricky, the composite map turns out to
be quite simple.
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As an example, take the permutation depicted in Figure 3. Under the bijection of Theo-
rem 2.3, this permutation gets sent to the ornament in Figure 2. However, not all necklaces
in this ornament are 1-repeating. In particular, the two 4-cycles are both 2-repeating. What
we will do is replace each of the 4-cycles with two 2-cycles, where the 2-cycles have the same
fundamental period as the 4-cycles. This leaves us with seven necklaces: a 5-cycle, a 3-cycle,
and five 2-cycles, and each necklace is 1-repeating.
The correspondence in general is documented in Proposition 2.4.
Proposition 2.4. There is a bijection between (A, S)-permutations and A-good ornaments.
Proof. The bijection in the forward direction is as follows: first take the map in Theorem 2.3.
Then replace every 2-repeating cycle by two 1-repeating cycles with the same fundamental
period.
The bijection in the reverse direction is as follows: for every necklace ν with an odd
number of vertices from descending blocks, let c(ν) denote the number of times that necklace
appears in the ornament. If c(ν) is odd, then replace the c(ν) necklaces with a single necklace
identical to ν and c(ν)−1
2
necklaces that are 2-repeating and have the same fundamental period
as ν. If c(ν) is even, then replace the c(ν) necklaces with c(ν)
2
necklaces that are 2-repeating
and have the same fundamental period as ν.
In the next section we will count the (A, S)-derangements. For this, the following propo-
sition will be helpful.
Proposition 2.5. The (A, S)-derangements are in bijection with A-good ornaments with no
1-cycles from ascending blocks and an even number of 1-cycles from each descending block.
Proof. By applying Proposition 2.4, we get an injection from the (A, S)-derangements into
the A-good ornaments. For an A-good ornament to correspond to a permutation with
no fixed points, it must have no 1-cycles from ascending blocks. It is permissible for the
ornament to have 1-cycles from descending blocks, however, since a pair of 1-cycles from a
descending block corresponds to a 2-cycle in the actual (A, S)-permutation. We can therefore
have any even number of 1-cycles from each descending block. The (A, S)-derangements are
thus in bijection with A-good ornaments with no 1-cycles in ascending blocks and an even
number of 1-cycles in each descending block, as was to be shown.
We record the following corollary for use in another paper [10].
Corollary 2.6. The (A, S)-derangements are in bijection with A-compatible ornaments sat-
isfying the following properties:
• Every cycle is either 1-repeating or 2-repeating.
• The only 2-repeating cycles are monochromatic 2-cycles from a descending block.
• There are no 1-cycles.
Proof. We can apply Proposition 2.5, then replace every pair of 1-cycles from a descending
block with a 2-cycle from the same block.
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We have a few loose ends to tie up, which are to prove Lemma 2.1 and Corollary 2.2 as
well as state and prove Lemma 2.7.
Lemma 2.7. Let v and v′ be two vertices. Their walks W (v) and W (v′) agree up through
wi if and only if their signed walks A(v) and A(v
′) agree up through ai.
Proof. If their signed walks agree up through ai, their walks must agree up through wi, since
ai = ±wi and wi > 0 always.
Now suppose their walks agree up through wi. Then rj(v) = rj(v
′) for all j ≤ i+ 1 and
wj(v) = wj(v
′) for all j ≤ i, so (−1)rj(v)wj(v) = (−1)
rj(v′)wj(v
′) for all j ≤ i. This is the
same as saying that aj(v) = aj(v
′) for all j ≤ i, so we are done.
Proof of Lemma 2.1. Let rl(v) be, as before, the number of vertices in {w0(v), . . . , wl−1(v)}
that come from descending blocks. We are trying to prove that if the walks from v and v′
agree through wl−1, then v and v
′ come in the same order as (−1)rl(v)wl(v) and (−1)
rl(v
′)wl(v
′).
We proceed by induction on l. In the base case l = 1, the result is a consequence of the
fact that v and v′ come from the same block, and if that block is ascending then v and v′
are in the same order as their successors, whereas if it is descending they are in the opposite
order.
Now suppose that v and v′ have sequences of colors that agree through wl. Then they
also agree through wl−1, so by the inductive hypothesis v and v
′ come in the same order as
(−1)rl(v)wl(v) and (−1)
rl(v
′)wl(v
′) since wl(v) and wl(v
′) have the same color. By taking the
case l = 1 applied to wl(v) and wl(v
′), we know that wl(v) and wl(v
′) come in the same order
as (−1)r1(wl(v))wl+1(v) and (−1)
r1(wl(v
′))wl+1(v
′). Hence v and v′ come in the same order as
(−1)rl(v)+r1(wl(v))wl+1(v) and (−1)
rl(v
′)+r1(wl(v
′))wl+1(v
′). Since rl(v)+r1(wl(v)) = rl+1(v), the
lemma follows.
Proof of Corollary 2.2. Suppose that A(v) < A(v′) lexicographically. Then there exists an l
such that A(v) and A(v′) first differ in the lth position, so the signed walks from v and v′
agree through al−1. By Lemma 2.7, this means that the walks from v and v
′ agree through
wl−1, so v and v
′ come in the same order as al(v) and al(v
′). But al(v) < al(v
′) by assumption,
so v < v′, as was to be shown.
3 Proofs of the Corollaries
Corollary 3.1. Let σ be a permutation of {1, . . . , k} and let C be a conjugacy class in Sn. The
number of (a1, . . . , ak, S)-permutations in C is the same as the number of (aσ(1), . . . , aσ(k), σ(S))-
permutations in C.
Proof. The image of the map in Theorem 2.3 doesn’t distinguish between the blocks.
Corollary 3.2. The number of (A, S)-derangements is the coefficient of xa11 · · ·x
ak
k in
1
1− x1 − · · · − xk
(∏
i 6∈S(1− xi)∏
i∈S(1 + xi)
)
. (1)
Let lm = am if m ∈ S and let lm = 1 otherwise. The number of (A, S)-derangements is also
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∑
0≤bm≤lm,m=1,...,k
(−1)
P
bi
( ∑
(ai − bi)
a1 − b1, . . . , ak − bk
)
. (2)
Proof. As in Section 2, we will refer to an A-compatible ornament where every necklace is
1-repeating as an A-good ornament.
First note that
1
1− x1 − · · · − xk
=
∞∑
n=0
(
k∑
i=1
xi
)n
=
∞∑
c1,...,ck=0
(
c1 + · · ·+ ck
c1, . . . , ck
)
xc11 · · ·x
ck
k .
From here it is easy to see that the xa11 · · ·x
ak
k coefficient in (1) is equal to the sum given
in (2). It thus suffices to establish that (2) enumerates the (A, S)-derangements.
By Proposition 2.5, the (A, S)-derangements are in bijection with the A-good ornaments
with no 1-cycles in ascending colors and an even number of 1-cycles in each descending color.
Note that the number of (a1, . . . , ak)-good ornaments is
(
a1+···+ak
a1,...,ak
)
. This is because these
ornaments are in bijection with the (a1, . . . , ak)-ascending permutations by Theorem 2.3.
There are
(
a1+···+ak
a1,...,ak
)
(a1, . . . , ak)-ascending permutations because, once we determine the
set of permutation values within each block, there is exactly one way to order them to be
increasing.
Also, the number of (a1, . . . , ak)-good ornaments with at least bi 1-cycles of color i is(
(a1−b1)+···+(ak−bk)
a1−b1,...,ak−bk
)
. This is because they are in bijection with the (a1 − b1, . . . , ak − bk)-good
ornaments (the bijection comes from removing, for each i, bi of the 1-cycles of color i).
Now if f(b1, . . . , bk) is the number of (a1, . . . , ak)-good ornaments with at least bi 1-cycles
of color i, then a standard inclusion-exclusion argument shows that the number of ornaments
with an even number of 1-cycles in descending colors and no 1-cycles in ascending colors is∑
0≤bm≤lm,m=1,...,k
(−1)
P
bif(b1, . . . , bk)
where lm = am if m ∈ S and lm = 1 if m 6∈ S. Since we know that f(b1, . . . , bk) =(
(a1−b1)+···+(ak−bk)
a1−b1,...,ak−bk
)
, (2) follows.
Corollary 3.3. Associate to each conjugacy class C of Sn a partition λ of n based on cycle
structure.
The number of (A, S)-permutations in C is the same if we replace S by {1, . . . , k}\S,
assuming that all odd parts of λ are distinct and λ has no parts congruent to 2 mod 4.
Proof. We will take an ornament that satisfies the conditions of Theorem 2.3, then show that
it still satisfies the conditions of Theorem 2.3 if we make each ascending block a descending
block and vice versa. This would provide an injection from the (A, S)-permutations in C and
the (A, {1, . . . , k}\S)-permutations in C. Since taking the complement of S twice yields S
again, this is sufficient.
Suppose we have an ornament ω that satisfies the conditions of Theorem 2.3. Then (i)
every necklace with an even number of vertices from descending blocks in its fundamental
period is 1-repeating, (ii) every necklace with an odd number of vertices from descending
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blocks in its fundamental period is either 1-repeating or 2-repeating, and (iii) no two necklaces
with an odd number of vertices from descending blocks are isomorphic.
If a necklace has an even number of total vertices, then the conditions on λ ensure that the
number of vertices in the cycle is divisible by 4. Since every necklace is at most 2-repeating,
this means that the size of the fundamental period must be even. In this case, the number
of vertices from ascending and descending blocks in the fundamental period has the same
parity. Therefore, whether the necklace satisfies the hypotheses of (i), (ii), and (iii) remains
unchanged when we replace S by its complement; since we are left with the same necklace,
whether that necklace satisfies the conclusions of (i), (ii), and (iii) also remains unchanged.
If a necklace has an odd number of total vertices, then the conditions on λ imply that
it is the only necklace with that many vertices and thus cannot be isomorphic to any other
necklace. Thus the conclusion of (iii) is automatically satisfied. The necklace also cannot
be 2-repeating, since it has an odd number of total vertices, so the conclusions of (i) and
(ii) combine to say that, in all cases, the necklace must be 1-repeating. This condition is
independent of S, so whether this necklace satisfies the conditions imposed by (i), (ii), and
(iii) does not change if we replace S by its complement.
We have shown that an ornament satisfying the conditions of Theorem 2.3 will still do
so if we replace S by its complement, so we are done.
Corollary 3.4. The number of (A, S)-involutions is the same if we replace S by {1, . . . , k}\S.
Proof. By Theorem 2.3, the (A, S)-involutions are in bijection with A-compatible ornaments
consisting only of 1-cycles and 2-cycles with the following conditions: (i) any 2-cycle has
vertices of distinct colors or both vertices come from the same descending block; if a 2-cycle
has exactly one vertex from a descending block, then it is not isomorphic to any other 2-cycle;
and (iii) there is at most a single 1-cycle from each descending block.
By replacing each monochromatic 2-cycle by two 1-cycles of the same color, we get a
bijection between the A-compatible ornaments described above and A-compatible ornaments
such that (i′) there are only 1-cycles and 2-cycles; (ii′) any 2-cycle has vertices of distinct
colors; and (iii′) if a 2-cycle has exactly one vertex from a descending block, then it is
not isomorphic to any other 2-cycle. This latter set can also be realized as the image
of the (A, S)-involutions under Proposition 2.4. Composing the bijection of the preceeding
paragraph with the bijection in this paragraph gives us a bijection between (A, S)-involutions
and A-compatible ornaments satisfying (i′), (ii′), and (iii′).
We finally observe that if we replace S by its complement, then condition (ii′) does not
change, since any cycle with exactly one descending vertex also has exactly one ascending
vertex. Also, conditions (i′) and (iii′) do not change because they have nothing to do with
whether a block is ascending or descending. Therefore, the ornaments that correspond to
(A, S)-involutions also correspond to (A, {1, . . . , k}\S)-involutions. We can replace S with
{1, . . . , k}\S in the preceeding argument to see that it is also the case that the ornaments
corresponding to (A, {1, . . . , k}\S)-involutions also correspond to (A, S)-permutations, so
we are done.
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4 Conclusion and Open Problems
In this paper we have always considered the Gessel-Reutenauer bijection applied to (A, S)-
permutations, but we could just as easily look at it as a map on all permutations at once or
perhaps restricted to other special classes of permutations. The general map is just a map
Φ that takes a permutation, writes it in cycle notation, and replaces each element in each
cycle by the block it belongs to. Of course, Φ will not be injective in general.
One interesting class of permutations consists of permutations that are split into blocks of
length a1, . . . , ak, and such that the relative ordering of the permutation values within block
i agrees with some pre-determined permutation pii—so (a1, . . . , ak)-ascending permutations
would be the special case when pii is the identity permutation for all i. We will call the
more general case an ((a1, pi1), . . . , (ak, pik))-permutation. For example, a ((3, 312), (2, 12))-
permutation would be a permutation pi such that pi(2) < pi(3) < pi(1) and pi(4) < pi(5).
Unfortunately, the map Φ is not usually injective when applied to the ((a1, pi1), . . . , (ak, pik))-
permutations. For instance, let ((a1, pi1), (a2, pi2)) = ((3, 132), (1, 1)). Then Φ(1423) =
Φ(2431), as they both yield a 1-cycle with color 1 and a 3-cycle with colors 1, 1, 2. If one
considers large enough permutations, one can also find cases where Φ maps 3 permutations
to the same ornament. In fact, it appears that Φ fails to be injective for some set of permu-
tations pi1, . . . , pik whenever there is some i with ai > 2. (This is the smallest case that allows
for a permutation pi1 that is neither always ascending or always descending.) Also, the sizes
of the fibres of Φ appear to vary. Thus there is no obvious structure that is preserved, at
least in terms of injectivity, when we look at ((a1, pi1), . . . , (ak, pik))-permutations.
It also appears that Corollary 3.1 does not hold in this case. In particular, the number
of ((3, 123), (3, 132))-permutations in the conjugacy class (1, 2, 3) is not the same as the
number of ((3, 132), (3, 123))-permutations in the conjugacy class (1, 2, 3). (There is a single
one, pi = 134265 in the first case, and there are none in the second case.)
Nevertheless, one could perhaps show that when the number of inversions in each pii is
bounded, so is the size of the pre-image of each ornament under Φ, provided that we hold the
number of blocks constant. One could also ask for ways to determine, for a given ornament,
what the pre-image of Φ looks like. Perhaps there is some generalization of Lemma 2.1 that
would hold. Since Φ is not injective in general, the conclusion would necessarily have to be
weaker, but perhaps one could find a nice partial order or multi-dimensional sequence to use
that would help to determine the relative order of two vertices in an ornament.
We could also look at the map Φ′ that takes a permutation, applies Φ to obtain an A-
compatible ornament, then obtains an A-compatible template from the ornament. We could
ask the same sorts of questions about Φ′, and will probably be more successful, since the
bijection between (A, S)-permutations and A-compatible templates seems to be the most
natural of all the bijections presented in this paper. The tradeoff is that the A-compatible
templates deal less directly with cycle structure, but it should still be fairly easy to figure
out the cycle structure in most cases. I believe that to understand Φ, one should start by
trying to understand Φ′.
Another loose end is a polynomial identity from [4]. Let fλ(n) be the generating function
for permutations in Sn by number of fixed points. In other words, the λ
k coefficient in fλ(n)
is the number of permutations in Sn with k fixed points. Eriksen et al. show that the number
of (a1, . . . , ak)-descending derangements is
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1a1! · · · ak!
∑
T⊂{1,...,n}
(−1)|T |fλ(|{1, . . . , n}\T |)
k∏
i=1
fλ(|Ai ∩ T |). (3)
This polynomial does not depend on λ, and it counts the (a1, . . . , ak)-descending derange-
ments. Can we generalize (3) to count the number of (A, S)-derangements? The polynomial
in (3) looks like the sort of sum one might expect to get after applying the Po´lya enumera-
tion theorem. Can we explain why this is the case? We have made some progress towards
explaining (3) in [10], but we consider it still to be unsatisfactory.
A final direction of further inquiry involves a simpler proof of one of our results. In the
proof of Corollary 3.2, we used the fact that there are
(
n
a1,...,ak
)
A-good ornaments. The
enumeration of A-good ornaments required Theorem 2.3. However, the simplicity of both
the question “How many A-good ornaments are there?” and its answer suggests that there
should be a more direct proof that there are
(
n
a1,...,ak
)
A-good ornaments. Can we find such a
proof? We could equivalently ask for a simple enumeration of the A-compatible templates.
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6 Glossary
This section is intended for reference only. All necessary definitions will also be given either
in the introduction or the body of the paper.
• ascent: an index i of a permutation pi on {1, . . . , n} such that pi(i) < pi(i+ 1)
• descent: an index i of a permutation pi on {1, . . . , n} such that pi(i) > pi(i+ 1)
• (a1, . . . , ak)-ascending permutation: a permutation that ascends in consecutive blocks
of lengths a1, . . . , ak; in other words, its descent set is contained in {a1, a1+a2, . . . , a1+
· · ·+ak−1}. The blocks are referred to as A1, . . . , Ak, so, for example, A1 = {1, . . . , a1}.
• (a1, . . . , ak)-descending permutation: a permutation that descends in consecutive blocks
of lengths a1, . . . , ak. Once again the blocks are referred to as A1, . . . , Ak.
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• (a1, . . . , ak, S)-permutation or (A, S)-permutation (in this case A = (a1, . . . , ak) im-
plicitly): a permutation that, when split into blocks A1, . . . , Ak of lengths a1, . . . , ak,
descends in the blocks Ai for i ∈ S and ascends in the other blocks.
• necklace: a directed cycle whose vertices are either colored or labelled; Figure 1 has an
example of a necklace. Necklaces are also sometimes called cycles.
• fundamental period: the smallest contiguous subsequence P of a necklace such that
the necklace is r copies of P for some r.
• r-repeating: a necklace is r-repeating for the value of r in the preceding definition
• ornament: a multiset of necklaces; Figure 1 has an example of an ornament.
• (a1, . . . , ak)-compatible ornament or A-compatible ornament: an ornament whose ver-
tices are colored by the integers {1, . . . , k} such that ai vertices are colored by i. In
this case we are either implicitly or explicitly considering (A, S)-permutations as well,
so there is an associated subset S of {1, . . . , k}.
• ascending color: a color that does not lie in the set S in the above definition
• descending color: a color that does lie in the set S
• (a1, . . . , ak)-good ornament or A-good ornament: an A-compatible ornament such that
every necklace is 1-repeating
• walk: the sequence W (v) defined in Lemma 2.1
• signed walk: the sequence A(v) defined in Corollary 2.2
• packet: given a vertex v of an ornament, the packet of v is the set P (v) := {v′ | A(v′) =
A(v)}
• successor sequence: given a sequence X = x0, x1, x2, . . ., the successor sequence is the
sequence S(X) = x1, x2, . . .
• successor vertex: given a vertex v in an ornament, the successor vertex s(v) is the next
vertex after v in the relevant cycle
• successor packet: the successor packet of a packet P = P (v) is the packet S(P ) :=
P (s(v))
• orbit: given a packet P , the orbit O(P ) of P is the orbit of P under the map S, thought
of as a necklace of packets; it is automatically 1-repeating
• template: a set of orbits
• A-compatible template: a template such that every packet in a given orbit has the
same size, no two orbits have the same color sequence, and there are ai vertices in total
colored i
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