Abstract-The effort to develop larger-scale computing systems introduces a set of related challenges: Large machines are more difficult to synchronize. The sheer quantity of hardware introduces more opportunities for errors. New approaches to hardware, such as low-energy or neuromorphic devices are not directly programmable by traditional methods.
I. INTRODUCTION
Moving toward larger-scale computation requires both new hardware and new approaches to programming that hardware. Exascale and neuromorphic are somewhat distinct approaches, each with its unique set of challenges.
In exascale, conventional hardware is scaled up to 10 18 floating-point operations per second (FLOPS). Tianhe-2, the "fastest" supercomputer in the world as of November 2015 [top500.org], produces on the order of 10 11 FLOPS per socket with conventional processors. Projecting another order of magnitude improvement by the time exascale machines are deployed (for example, using graphics processors), we can expect 10 6 sockets. Even with a generous ten-year mean-timebetween-failure (MTBF) per socket, there will be about one failure per hour. Checkpointing (periodically saving computational state) could eat up the benefit of the exascale machine if not done carefully.
A second challenge for exascale is synchronization. The traditional approach is to run computations in parallel, up to a barrier, then exchange data and continue with the next step. This is necessary to guarantee that sequential dependencies among the data are satisfied. However, communication costs scale logarithmically with machine size [1] . The larger the machine, the more likely that cores will be forced to idle while waiting for synchronization messages from other cores.
The challenge for neuromorphic systems is programming. Traditional numerical codes do not translate naturally onto such systems. Currently, convolutional and deep neural networks are popular approaches that have a more direct mapping, but this is a narrow application space.
These three problems point to the need for an alternate approach to programming future hardware. At a minimum, such an approach should relax the constraints on synchronization and the need for error-free operation, while still producing useful results. Ideally, the approach would encompass both traditional numerical problems and neural algorithms.
The computing community has drawn inspiration from the brain for both algorithms (neural networks) and hardware (neuromorphic architectures). We can also drawn inspiration for the programming approach. In particular, dynamical systems provide a natural way to abstract biological information processing. They offer fault tolerance, reduce the need for synchronization, and support both neural and conventional algorithms.
II. DYNAMICAL SYSTEMS AS A COMPUTING PARADIGM
Dynamical systems are typically thought of as the target of simulation, and understanding their behavior as the goal or end product. However, in an alternate view the computational process itself is a dynamical system, regardless of the object of computation. Problems are formulated such that a physical system evolves from a start state, which represents the problem instance, to an end state which represents the solution.
For example, consider a conventional digital computer. It can be represented as a long Boolean vector combined with a state transition function, which is in fact the logic of the machine. Normally we think of the machine as moving in discrete steps. While a dynamical system may legitimately operate in a discrete state space, note that a physically-realized digital computer actually moves rapidly through a continuous space of values, such as voltage levels, settling within welldefined and well-separated ranges which represent 0 and 1.
An analog computer is an even more natural candidate for computing as a dynamical system. In the following, we will assume a machine that can represent variables with more than 1 bit of precision. This description is general enough to fit either digital or analog machines. In the digital case, multiple bits are grouped together to represent a single variable, and dynamics are expressed as a set of numerical operations implemented on top of digital logic. Note that spiking neural systems are mixed analog-digital, in that spikes are discrete events with continuous timing, and the state of neurons may contain both discrete and continuous values. 
III. CONVENTIONAL NUMERICAL ALGORITHMS
Numerical Continuation is a category of methods which lends itself to direct computation by a dynamical system, providing a special case capable of solving a range of traditional numerical problems. Continuation methods formulate a problem as f (X, p) = 0, where X is the space of the solution and p is a parameter that is varied during the search for a solution. Often p is a scalar that varies from 0 to 1 as the system moves toward a solution.
Take for example homotopy continuation, a technique to find the roots of a system of polynomials [2] , [3] (Fig. 1 ). Let h(X) be a system of polynomials whose roots are difficult to find. Let e(X) be a system whose roots are easy to find, such as points evenly spaced around the unit circle in the complex plane. The function f (X, p) = (1 − p)e(X) + ph(X) is a homotope: by construction, each solution at p = 0 shares a continuous path with a solution at p = 1. To find a root of h(X), start with p = 0 and X set to one of the simple roots, then slowly step p toward 1 while updating X to keep the value of f (X, p) close to 0. (Note that this approach has similarities to quantum annealing used by the D-Wave machine.) This is distinct from iteratively solving a system of ODEs X = g(X), because error is explicit in the norm of the function f . An ODE solver only has local information about step direction, and thus inevitably drifts away from the correct solution, whereas the derivative of a continuation problem always points to the correct solution for a given step p. This property can allow such a system to tolerate noisy hardware, communication failures and single-event upsets. Provided that errors do not push the position in (X, p)-space out of the current attractive basin, the system can simply do extra work to converge.
Typically a predictor-corrector approach is used to solve a continuation problem. In the case of homotopy continuation, each individual root is traced separately. The prediction step extrapolates the path of (X, p) by a small amount. One simple choice is to leave X unchanged and simply increment p. More sophisticated methods follow (X, p) even if it changes directions w.r.t. p. The correction step then minimizes f (X, p), for example using Newton's method.
Several pitfalls exist in this approach, some of which we briefly summarize here. First, the path in (X, p) is not necessarily monotonic in p, that is, it can double back on itself. More sophisticated algorithms handle this by following the tangent of the path rather than naively incrementing p. Second, bifurcations in the path require special handling, and for certain problems lead to multiple correct solutions from a given starting point. Finally, note that two different paths may pass close enough to each other that the path-following algorithm may mistakenly switch from one to the other.
Suppose that there are no bifurcations on the path and (X, p) never changes directions w.r.t. p. It is possible to implement the correction step as a dynamical system: X = −F (X, p). An outer loop monitors the function f until it converges sufficiently close to zero, then steps p toward the target value. Note that this is not the same as solving a system of ODEs X = g(X) for two reasons. First, this is applied as a corrector on a per-step basis, that is, for a given value of p. It is not solving the whole problem. There are multiple ways in which a single continuation step may be computed using exactly the methods we hope to replace, but that does not make the two approaches equal. Second, we have an explicit objective function f which tells us how much error remains.
A fully recurrent neural network can implement such a system for a fixed value of p. If the weights/parameters of the system can change as a function of p, then the network can fully solve the original problem. From this, a further extension would be to run the network on spiking neuromorphic hardware, such as the University of Manchester's SpiNNaker or IBM's TrueNorth.
Practical problems can be converted to the form f (X, p) = 0, including eigenvalue problems and mathematical programming (see [2] chapter 5). Following Allgower we sketch the simplest case, a real symmetric tridiagonal matrix A. The goal is to find eigenvectors x and associated eigenvalues λ of A by solving
where D is a diagonal matrix made from A by setting the offdiagonals to zero, and x H is the conjugate transpose of x. Li [4] shows that this form of the problem can be solved in a way that begins to be competitive with EISPACK, a conventional numerical library. This approach can be extended to apply to more general matrices [5] , [6] .
While continuation versions of these problems may not run as efficiently as conventional methods on floating-point processors, the cost of their additional operations could turn out to be trivial on neuromorphic hardware, for example matrix-vector multiply on a memristor crossbar [7] . More importantly, the existence of such formulations suggests that other numerical problems can be put in this form.
IV. NEURAL ALGORITHMS
Beyond conventional numerical problems, the dynamical computing approach is suitable to express brain-inspired algorithms. Neuroscientists typically model individual neurons and their interactions as dynamical systems, as supported by simulation software such as NEURON, Genesis and Nest.
Liquid state machines (LSM) are a class of algorithms proposed to model larger-scale interactions within a group of neurons and explicitly use the emergent dynamics of the system to recognize input patterns [8] . An LSM typically treats the network as a black-box with fixed weights, while adding a second network which learns to classify the activity of the group.
Chris Eliasmith [9] has mapped out a broad cognitive architecture based on dynamical models of neural systems, suggesting that brain computation as a whole may be best represented as a dynamical system, albeit quite large and complex.
W. Ross Ashby, an early cyberneticist, proposed that behavioral adaptation (that is, learning) can be viewed as changes in the dynamics of a system to keep its state within a certain range of values, and that the role of the brain is to provide the degrees of freedom needed to stabilize an organism within a changing environment [10] . Perhaps what we experience as "thought" or problem-solving is in fact our brains restructuring for better adaptation. This suggests that hardware support for learning should receive more emphasis in ongoing neuromorphic architecture projects. Otherwise, the promise of efficient solutions to problems requiring a human level of sophistication may not be fulfilled.
If dynamical systems were accepted as a programming model, then the need arises for languages and toolchains to support the approach. NeuroML is a commonly accepted standard that accomplishes this for neural modeling. Sandia National Labs has created the N2A language [11] for more general dynamical system development which supports both neural and non-neural modeling. It represents "parts" as a set of ODEs and their parameters. Parts may be combined in an object-oriented manner. In particular, a set of equations may inherit from another set and override some of the equations/values. It may also include other sets as sub-components. This enables the construction of large-scale systems.
V. CONCLUSION
The notion of computation implemented as a dynamical system provides a broad framework that integrates both conventional and neural computing. Within this framework, we can convert traditional numerical operations such as matrix decomposition into a continuation problem, which can be solved by an evolving dynamical system, which in turn may run on spiking neuromorphic hardware. Beyond conventional computing, we can implement cognitive mechanisms offered by a major branch of theory about brain function.
