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Abstract
Using numerical bootstrap method, we determine the critical exponents of the minimal three-dimensional
N = 1 Wess-Zumino models with cubic superpotetentialW ∼ dijkΦiΦjΦk. The tensor dijk is taken to be the
invariant tensor of either permutation group SN , special unitary group SU(N), or a series of groups called F4
family of Lie groups. Due to the equation of motion, at the Wess-Zumino fixed point, the operator dijkΦ
jΦk
is a (super)descendant of Φi. We observe such super-multiplet recombination in numerical bootstrap, which
allows us to determine the scaling dimension of the super-field ∆Φ.
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1. INTRODUCTION
Higher dimensional bootstrap program is a generalization of the extremely successful two di-
mensional conformal bootstrap program [1–3]. Initialized by the seminal work [6], it has become
an important method to study conformal field theories in various space time dimensions, see [4]
for a recent review.
Recently, it was realized [5, 7] that the minimal superconformal field theory in three space-time
dimension could be studied using the bootstrap method. The Lagrangian of the theory is given by
L = 1
2
(∂µσ)
2 + ψ¯ /∂ψ +
λ
2
σψ¯ψ +
λ2
8
σ4, (1.1)
with σ and ψ being a scalar and a Majorana spinor respectively. The theory is invariant under
time reversal symmetry (T-parity) under which σ → −σ and ψ → γ0ψ. The Lagrangian can be
written as a Wess-Zumino model with superpotential W = λΣ3. Here Σ = σ + θ¯ψ + 12 θ¯θ is a real
superfield. To bootstrap this theory, one need to consider four point correctors 〈σσσσ〉, 〈〉 and
〈σσ〉, with  being the superconformal descendant of σ ( is a conformal primary). The operator
product expansion (OPE) coefficients in σ × σ, σ ×  and ×  are related to each other, and the
relation is fixed by superysmmetry. This is a generalization of the “long multiplet bootstrap” idea
[9] used in two dimensional superconformal bootstrap. By assuming the fact that the theory has
only one T-parity even relevant scalar conformal primary, ∆σ was determined to high precision. A
bootstrap island was discovered if one further assume that the theory has only two T-parity odd
relevant scalar conformal primaries. Notice unlike SCFTs with higher number of supersymmetry,
N=1 SCFT has no R symmetry, and the scaling dimension of Φ can not be determined exactly by
analytic methods.
In the present paper, we generalize our method to study N = 1 superconformal field theories
(SCFTs) with global symmetries. To be more specific, we determine the scaling dimension of the
superfield Φi in various types of Wess-Zumino models with a cubic super-potential
W ∼ dijkΦiΦjΦk. (1.2)
Here we choose dijk to be the invariant tensor of certain flavor symmetry group. As a result of
equation of motion, the operator dijkΦ
jΦk would be a (super)descendants of Φi. This is the most
essential property that distinguishes the Wess-Zumino models from other CFT’s. For example,
in generalized free theories, dijkΦ
jΦk is a superconformal primary. Such a phenomena should be
viewed as a supersymmetric version of the multiplet recombination appeared in 3d Ising CFT,
where σ3 recombines with σ at the fixed point [8].
2. GENERAL DISCUSSION
Conformal multiplets in N=1 superconformal field theories group themselves into super-
multiplets. There are in total four types of multiplets, which we denote as Bl+, Bl−, F j+ and
F j− as in [5]. “B/F” tells us whether the super-primary field is bosonic or fermionic. A generic
super-multiplet contains four conformal multiplets, suppose the superconformal primary has spin
l and scaling dimension ∆0, there are two level-1 (super)descendant with ∆ = ∆0 + 1/2 and spin
l ± 1. There is also a level-2 descendant with ∆ = ∆0 + 1 and spin l.
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For bosonic super-fields Bl±, the subscript “+/−” denotes the parity of the super-primary1. l
denotes the spin of the super-primary. The superconformal primary and the level-2 descendant
have opposite parity. In this notation, the superfield Φ that appears in the Lagrangian is a B0−
multiplet.
For fermonic super-fields F j±, remember the multiplet contains two level-1 super-descendant
(but conformal primary) fields, with spin j ± 1. The subscript “+/−” denotes the parity of the
level-1 descendant with spin j − 12 . The operator with spin j + 1 has opposite parity.
Superconformal primary operators should also carry flavor symmetry indices and transform in
certain irreps of the flavor symmetry group. As mentioned in the introduction, the SCFT we
consider will be the infra-red fixed point of the free N=1 theory deformed by the super-potential
W ∼ dijkΦiΦjΦk. The flavor symmetry group therefore need to admit such an fully symmetric
invariant tensor dijk. We will consider three types of flavor symmetry groups that satisfies this
condition, which are the permutation groups Sn+1, the special unitary groups SU(N), and the so
called F4 family of Lie groups. We use the label “n” to denote the irrep that Φ
i transforms in,
the precise meaning of “n” depends on the flavor symmetry group considered and is summarized
in Table I.
sym. group dim. of n Irrep name
SN N − 1 fundamental
SU(N) N2 − 1 adjoint
F4-family Table III Table III
TABLE I: Flavor symmetry groups that we consider.
Notice as a result of the invariant tensor dijk, n⊗ n contains the irrep n itself:
n× n→ S + n+ . . . . (2.1)
The “. . .” part depends on which family of flavor symmetry group you are considering. Taking
into account also the superconformal symmetry, we have
Bl=0−,n × Bl=0−,n → Bl=0+,S + Bl=0+,n + . . . . (2.2)
The “. . . ” contains other operators with different flavor symmetry representation and spin. We
will leave the details of the bootstrap equations to Appendix B and C, and describe here only the
numerical results. In (generalized) free theory, the leading Bl=0+,n is simply the operator dijkΦjΦk.
Using conformal bootstrap to bound the leading Bl=0+,n in the theory studied, typically one get a
plot like Figure 1. As we increase ∆Φ from the unitarity bound, before reaching the Wess-Zumino
model, the bootstrap is very close to the line ∆Bl=0+,n ≈ 2∆Φ, resembling the fact that the spectrum
of the theories saturating the bound are not too much different from the generalized free theory.
As soon as ∆Φ approaches the Wess-Zumino point, dijkΦ
jΦk becomes a descendant of Φi. Since
the bootstrap bound only constrains the scaling dimension of superconformal conformal primaries,
1 More precisely speaking, what we call parity here really should be called “twised parity”, which is defined as
(−1)l × (parity). We call operators of the form φ∂µ1 . . . ∂µlφ to be parity even (denoted as “+”), and operators
of the form φ∂µ1 . . . ∂µlF to be parity odd (denoted as “−”), suppose φ/F is parity odd/even. This convention is
convenient for us as it tells us whether an operator could appear in the OPE of two parity even scalar operators.
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FIG. 1: Bound on the scaling dimension of the leading operator transforming in 3-dimension of S4, which
is T-parity even. The numerics is preformed at Λ = 13.
we get a much higher bound, which corresponding to the dimension of the Bl=0+,n operator next to
dijkΦ
jΦk . Such jumps was observed in all the flavor symmetry groups that we have considered.
We identify them as the Wess-Zumino models.
Having understood that the super-multiplet recombination being the numerical signatures of
the Wess-Zumino models, we focus on extracting the location of the jump of bootstrap curve. We
can impose the following conditions,
• ∆Bl=0+,n ≥ 3,
and preform a bisection study to determine ∆Φi . This greatly save the the time it takes to do
numerics. In practice, we found that it is also useful to impose another condition that
• The leading Bl=0−,S operator has dimension bigger than 2,
which simply tells us that the superpotental is irrelevant at the fixed point. Since our SCFT is an
infra-red fixed point of an N=1 renormalization group flow, this is a natural condition.
2.1. SN bootstrap
Taking the flavor symmetry group to be SN , and “n” to be the N − 1 dimensional “standard”
representation of SN , we get Figure 2. The lower edge of the allowed region is the location of jump,
hence Wess-Zumino models. Notice for sufficient large group size N, we obtained some “bootstrap
islands”, with ∆Φ being constrained with both upper and lower bounds. This is due to the fact
that we require superpoetential to be irrelevant. Suppose we relax such a condition, the upper
bound disappears. One can compare the bootstrap result with perturbative calculation using 4− 
expansion. The two loop -expansion result for the scaling dimension of Φ is given by
∆Φ = 1 +
(5− 3(N − 1))
7(N − 1)− 11 +
(
7(N − 1)3 − 34(N − 1)2 + 53(N − 1)− 26) 2
(7(N − 1)− 11)3 +O(
3). (2.3)
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FIG. 2: SN invariant N = 1 SCFT bootstrap. Bound on ∆iΦ as a function of the flavor symmetry group
size N . The red curve being the two loop prediction of ∆Φ using -expansion.
The result is obtained by plugging explicit form of the invariant tensor into the beta function
and anomalous dimension formulas summarised in Appendix A of [21]. The red curve in Figure 2
corresponds to  = 1. Taking into account the fact that this is only two loop result, the agreement
is pretty good. Notice also as N → ∞, ∆Φ approaches 0.584444(30), which is the value of ∆Φ
in N=1 Ising model [5]. In fact, the large N limit of (2.3) is also given by the corresponding
-expansion series of N=1 Ising model. This means that the large N limit of this SN Wess-Zumino
models decouple into N copies of N=1 Ising models. It might be possible to reach the N=1 Potts
model by deforming N copies of N=1 Ising models with a certain relevant operator, and study ∆Φ
using conformal perturbation theory and compare with the bootstrap result. See [11] for a similar
story using conformal perturbation to study RG flow from non supersymmetry Ising models.
The S3 invariant Wess-Zumino models deserves a few more words. The jump happens at
precisely ∆Φ = 2/3, as shown in Figure 3. This is because the N=1 Wess-Zumino model has a
supersymmetry symmetry enhancement. The group S3 is a subgroup of the R-symmetry group
of N=2. When viewed as an N=1 theory, it becomes a flavor symmetry. The corresponding
SCFT is precisely the so call “N=2 Ising model” studied in [12]. Setting ∆Φ = 2/3, we could
study the spectrum of other operators in this SCFT, as shown in Figure 4. The operator Bl=0+,S , in
N=2 language, corresponds the leading R-charge singlet scalar operator, whose scaling dimension
was shown to be 1.9098(20), using N=2 bootstrap in [12]. The operator Bl=0+,n, in N=2 language,
corresponds the leading R-charge 2 scalar operator, whose dimension could also be estimated
using extremal functional method [13] at the N=2 bootstrap kink, which turns out to be around
4.38. One see explicitly that the spectrum obtained here using N=1 bootstrap agrees with the
corresponding N=2 results.
The above analysis of the S3 bootstrap result provides further support for our identification of
the jump of the bootstrap curve to the Wess-Zumino models.
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FIG. 3: S3 invariant N = 1 SCFT bootstrap. Bounds on ∆iΦ as a function of the flavor symmetry group
size N .
FIG. 4: S3 invariant N = 1 SCFT bootstrap. Bounds on Bl=0+,S and Bl=0+,n after setting ∆Φ = 2/3.
2.2. SU(N) bootstrap
Taking the flavor symmetry group to be SU(N), and “n” to be the adjoint representation of
SU(N), we get Figure 5. The plot has the same feature as the SN bootstrap curve, except that
the irrelevance of the superpotential does not yield a upper bound even in large N.
The two loop -expansion result for the scaling dimension of scalar is given by
∆Φ = 1−
2
(
N2 − 8) 
5N2 − 36 +
2
(
N6 − 26N4 + 208N2 − 480) 2
(5N2 − 36)3 +O(
3). (2.4)
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FIG. 5: SU(N) invariant N = 1 SCFT bootstrap. Bound on ∆iΦ as a function of the flavor symmetry group
size N . The red curve being the two loop prediction of ∆Φ using -expansion.
The  = 1 result again corresponds to the red curve in Figure 5. Taking into account the fact that
we are this is two loop result, the agreement is again surprising good.
To bootstrap the SU(3) theory and the F4 family of theories to be discussed in the next section,
there is one extra complication. We have to impose a gap in the F j=1/2+,n channel to remove the “fake
primary effect” [14], the details is explained in Appendix A. N=1 SU(3) invariant Wess-Zumino
model is of special interest since it is related to a certain N = 1 duality. Consider 2 + 1D N = 2
QED with 2 chiral multiplets of gauge charge +1. The explicit symmetry of the theory is
SU(2)flav × U(1)top × U(1)R. (2.5)
Using 3d/3d correspondence, it was pointed out in [22, 23] that in the IR fixed point, global
symmetry enhancement happens:
SU(2)flav × U(1)top → SU(3). (2.6)
Later, it was proposed [25, 26] that the theory has a dual description in terms of N = 1 Wess-
Zumino models with superpotential term W ∼ dijkΦiΦjΦk, with Φi transforming in the adjoint
representation of SU(3). In this description, at the IR fixed point, N=1 SUSY got enhancement
into N=2 SUSY. The duality gives us a non-trivial prediction for the scaling dimension of the
scalar superfield Φ,
N = 2 sQED←→ N = 1 SU(3) Wess-Zumino model. (2.7)
On the QED side, Φi is dual to the N = 2 superconformal primary in the conserved flavor current
multiplet. The duality predicts that on the WZ model side Φ get strongly renormalized and become
∆Φ = 1.
In table II, we use extremal functional method to estimate the spectrum of the leading operators
in each bootstrap channel. The result ∆B+,S ≈ 2.77 is comparable with the corresponding two loop
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Bl=0S,+ Bl=0Adj,+, 2nd Bl=0t,+ Bl=1a,+ Bl=1Adj,+ Bl=0S,− Bl=0Adj,− Bl=0t,− Bl=1a,− ,Bl=1Adj,−
∆ 2.77 4.88 0.566 2.38 3.03 2.50 4.28 3.02 3.79 3.27
F j=1/2S,+ F j=1/2Adj,+ F j=1/2t,+ F j=3/2a,− F j=3/2Adj,− F j=3/2S,− , 2nd F j=3/2Adj,− F j=3/2t,+ F j=1/2a,− F j=1/2Adj,− , 2nd
∆ 5.25 3.49 3.71 3.52 3.61 6.05 3.27 3.05 2.65 5.11
TABLE II: Spectrum of (sub-)leading operators in each channel, estimated at the SU(3) bootstrap jump using
extremal functional method. Here“t” labels the 27 dimensional representation of SU(3), whose Dynkin label
is (2,2), while“a” labels the 10+10 dimensional representation of SU(3), whose Dynkin label is (3,0)+(0,3).
-expansion calculation:
∆ΦiΦi = 2 + 0.666667− 0.3086422 +O(3) ≈ 2.358. (2.8)
The fact that we observe a jump of bootstrap curve near the ∆Φ from -expansion, but not the
prediction from duality comes as a surprise to us. Could it be that the observed jump corresponds
to another SCFT, but rather the N=1 Wess-Zumino model given by the superpotential W ∼
dijkΦ
iΦjΦk? One may consider introducing an SU(3) singlet H and change the super potential to
be
W ∼ λ1dijkΦiΦjΦk + λ2HΦiΦi + λ3H3.
This theory can not explain the bootstrap result because of the following reason. We have two
Bl=0+,n operators, which are dijkΦjΦk and HΦi. They have similar scaling dimensions, which roughly
equals twice the dimension of ∆Φ. After the multiplet recombination, one combination of the two
operators, λ1dijkΦ
jΦk + λ2HΦ
i, becomes the descendant of Φi. We are however left with another
combination of the two operators as a super-primary. This operator stops the bootstrap curve
from showing a sharp jump. We should emphasis that the bootstrap result does not rule out the
prediction from the proposed duality. It is possible that by studying mixed correlators bootstrap,
we could settle down this issue.
In [25, 26], the duality (2.7) was “derived” using the well testedN=4 duality between U(1) gauge
theory with one hypermultiplet of charge 1 and a free massless hypermultiplet. This guarantees
that anomalies match on the two sides of (2.7). It was also shown that the mass deformations
lead to the same vacuum structure on the two sides. Suppose the jump of the SU(3) bootstrap
curve indeed corresponds to N=1 SU(3) invariant WZW model. To accommodate the result of
[25, 26], one possibility is that N = 2 sQED and N = 1 SU(3) Wess-Zumino model are connected
by an N=1 time reversal symmetry preserving renormalization group (RG) flow. Since in the N=1
Wess-Zumino theory, the leading Bl=0−,S operator is irrelevant (∆ ≈ 2.50 as shown in Table II), the
direction of the RG flow should be
N = 2 sQED RG flow−−−−−→ N = 1 SU(3) Wess-Zumino model. (2.9)
If this is indeed the case, the spectrum of N=2 sQED, when branching into N=1 multiplets,
should contain a relevant Bl=0−,S scalar. It is precisely this operator that induce the above RG flow.
To check this possibility, it would be interesting to use N=2 bootstrap to study the N=2 sQED
directly. We leave this for future work.
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2.3. F4 family of Lie groups’ bootstrap
The word “F4 family” is a concept from the bird-trick classification of Lie group representations
[17]. These group representations admits a fully symmetric invariant tensor dijk satisfying the
relation
dilmdmjk + dijmdmkl + dikmdmjl =
2α
n+ 2
(δijδkl + δilδjk + δikδjl) (2.10)
α is a constant that depends on the normalization of dijk. Such a relation allows us to write their
crossing equation in a simple compact form [16]. The lie groups and corresponding representations
that belong to this family is lised in Table III. Taking the flavor symmetry group to a member of
Group F4 SO(3) SU(3) Sp(6)
ΦI ∈ n 26 5 8 14
Irrep fundamental antisymmetric traceless adjoint antisymmetric traceless
rank-2 tensor rank-2 tensor
TABLE III: F4 family of invariant groups and the dimension of the corresponding of representation. The
row “Irrep” shows the name of the irreps if a commonly used exist.
the F4 family, and “n” to be the corresponding representation, we present the bootstrap result in
Figure 6. The n = 8 point, corresponds to the SU(3) result that was already present in previous
section, we will however leave it here for completeness.
FIG. 6: Bootstrapping SCFT with flavor symmetry belonging to F4 family. Bound on ∆
i
Φ as a function of
the flavor symmetry group size N . We have imposed the gap ∆Fj=1/2+,n
≥ ∆unitarity + 1.2 to remove the “fake
primary effect”. The red curve being the two loop prediction of ∆Φ using -expansion.
The two loop -expansion result for the scaling dimension of scalar is given by
∆Φ = 1− 4
n+ 10
+
(
n3 − 4n2 − 4n+ 16) 2
(n+ 10)3
+O(3) (2.11)
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Unlike previous case for SN and SU(N) bootstrap, the  = 1 curve is in very poor agreement with
the bootstrap result except for n = 5 and n = 8 case. However, after checking the coefficients of
the -expansion series, we can see that the series shows poor convergence even at two loop order.
∆Φ|n=5 = 1− 0.266667+ 0.006222222 +O(3),
∆Φ|n=8 = 1− 0.222222+ 0.04115232 +O(3),
∆Φ|n=14 = 1− 0.166667+ 0.1388892 +O(3),
∆Φ|n=26 = 1− 0.111111+ 0.3168722 +O(3). (2.12)
We have also checked that naive Pade´ approximation does not improve the agreement. We expect
higher loop result with proper re-summation will improve the agreement with the bootstrap result.
3. DISCUSSION
We have shown that by studying the supermultiplet recombination phenomena associated
N=1 Wess-Zumino model with a superpotential W ∼ dijkΦiΦjΦk, we were able to determine
the scaling dimension of the superfield Φ numerically. One important motivation to bootstrap
N=1 superconformal field theories is to study the various N=1 dualities proposed in [24–26]. It
is possible that such a supermultiplet recombination phenomena will help us identify some of the
Wess-Zumino models. Let us mention one example here. It was proposed in [24] that there exist
a duality between the following two theories
U(1) 1
2
with one flavor Q −→ Wess-Zumino model with P and HW ∼ Q†QQ†Q W = λ1HP †P + λ2H3
The LHS is a super QED with one flavor of Q, while the right hands is a Wess-Zumino model one
real and on complex scalar superfields. The RHS has an explicit U(1) flavor symmetry, which on
the LHS corresponds to the topological U(1) charge that comes from the Bianchi identity of the
U(1) gauge field. Notice the RHS theory has time-reversal symmetry which is explicitly broken on
the LHS. For the duality to work, as emphasized in [24], the infra-red fixed point needs to have
emergent time-reversal symmetry. Or equivalently, one of the two combinations of H2 and P †P
needs to be irrelevant (the other combination becomes descendant of H), and hence has scaling
dimension bigger that 2. The two loop result studied in [24] gives us a pretty dangerous value,
∆ ≈ 2.038. It would be very interesting to check this number non-perturbatively using numerical
bootstrap. From the superpotential, we see that the multiplet recombination that happens in the
SCFT is HP combines with P . We therefore need to consider the mixed correlators bootstrap of
〈HHHH〉, 〈P †PP †P 〉 and 〈P †PHH〉. We hope to study this problem in future.
Another interesting generalization of this work is to bootstrap N=1 SCFT’s with broken time
reversal symmetry. These include interesting theories such as various N=1 Chern-Simons matter
theories.
Recently, there has been a revived interest in searching for new fixed points of scalar field theory
with quartic interactions [19, 20]. It would be interesting to generalize them and search for new
N = 1 fixed points. This would involve searching for flavor symmetry groups whose representations
admit a symmetric invariant tensor, and analysis the 1-loop beta function to search for unitary
fixed point. We leave this for future work.
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Appendix A: Fake primary effect
In [14], it was discovered that when we do non supersymmetric bootstrap, the numerical gener-
ated conformal bootstrap for internal l = 1 operators, when ∆l=1 → ∆l=1unitarity, looks like the confor-
mal block for a conserved spin-1 current plus a scalar block with scaling dimension ∆ = ∆l=1unitarity+1.
This effectively allows a scalar operator with ∆l=0 = ∆l=1unitarity +1 to appear in the numerical spec-
trum. This “fake primary effect” usually cause the bootstrap curve to show jump similar to those
observed in our N=1 bootstrap program. The reason being the following: in D=3, suppose one
want to bound the leading scalar operator in certain flavor symmetry channel “x”, one typically
get a bootstrap curve in the ∆x-∆external plane. As long as the curve is below ∆
l=1
unitarity + 1 = 3,
the scalar operator introduced by the “fake primary effect” dose not play a role. However, as soon
as the curve reach ∆x = 3, the bound effectively indicates the scaling dimension of the second
scalar operator in x-channel, which has a much higher scaling dimension. The bootstrap curve
shows a jump. These fake jumps happens precisely at ∆x = 3. The jump is unphysical, and it will
disappear by introducing a gap in the ∆l=1x channel, see Figure 9 of [14]. If the jump corresponds
to a physical CFT, the jump will survive as long as ∆l=1x gap is lower than the scaling dimension
of the physical operator of the corresponding CFT, see Figure 6 of [14].
In our N=1 bootstrap program, a similar “fake primary effect” happens. The numerical confor-
mal block for F j=1/2+ multiplet, when ∆→ ∆unitarity, looks like the conformal block for F j=1/2+,∆unitarity
plus a block for Bl=0+,∆=2. When we study N=1 SCFT with SU(3) symmetry (and for the other
member of the F4 family), the bootstrap curve shows a jump at ∆Bl=0+,n = 2, see Figure 7. This
jump, after shifting a little bit, survives as we impose ∆Fj=1/2+,n
≥ ∆unitarity + 1.2. This leads us
to conjecture that such as jump corresponds to a physical CFT. In Figure 8, we present how the
location of the jump changes as we increase the ∆Fj=1/2+,n
gap.
Appendix B: Crossing equation for 〈φiφjφkφl〉, 〈F iF jF kF l〉 and 〈φiφjF kF l〉
As an intermediate step towards deriving the superconformal bootstrap equation involving four
superfields 〈ΦiΦjΦkΦl〉, we derived the mixed correlator bootstrap equation involving 〈φiφjφkφl〉,
〈F iF jF kF l〉 and 〈φiφjF kF l〉. For the moment, φi and F i are two different conformal primaries
transforming in the same irreducible representation (labeled by n) of some flavor symmetry group
G. Later, φi and F i would be identified as the superconformal primary and descendant of the
supermultiplet Φi respectively. We also assume the theory preserves the time-reversal parity under
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FIG. 7: Location of the jump as we vary the gap in the non-conserved current channel ∆Fj=1/2+,n
. Lighter
region corresponds to imposing ∆Fl=1+,n ≥ ∆unitarity. The jump happens precisely at ∆Bl=0+,n = 2, due to the
“fake primary” effect. Darker region corresponds to ∆Fj=1/2+,n
≥ ∆unitarity + 1.2.
FIG. 8: Location of the jump as we vary the gap in the non-conserved current channel ∆Fj=1/2+,n
. We have
chose ∆Bl=0+,n ≥ 3.
which φ→ −φ, while F remains invariant.
Let us first consider 〈φiφjφkφl〉. The correlator admits a conformal partial wave expansion as
〈φiφjφkφl〉 = 1
x
2∆φ
12 x
2∆φ
34
∑
I
P Iijkl
∑
O∈I
(fφφI)
2gφφ;φφ∆O,lO(u, v),
12
where P Iijkl are so called projector which tells us how to decomposed the reducible representation
n⊗n into irreducible representations. We also use the short-handed notation fφφI to denote fφφO(I) .
Define a matrix M by
PR1kjil =
∑
R2
MR1R2P
R2
ijkl (B.1)
Then the crossing equation are simply given by∑
R2
P (R2)
(
1
x
2∆φ
12 x
2∆φ
34
∑
O∈R2
(fφφR2)
2gφφ;φφ∆O,lO(u, v)−
1
x
2∆φ
23 x
2∆φ
14
∑
R1
MR1R2
∑
O∈R1
(fφφR1)
2gφφ;φφ∆O,lO(v, u)
)
= 0
Define as usual the convolved conformal bock
F ab;cd±,∆,l(u, v) = v
∆c+∆b
2 g∆ab;∆cd∆,l (u, v)± u
∆c+∆b
2 g∆ab;∆cd∆,l (v, u)
The crossing equation becomes
(±MT − I) ·

∑
O∈R1(fφφR1)
2F φφ;φφ±∆O,lO(u, v)∑
O∈R2(fφφR2)
2F φφ;φφ±∆O,lO(u, v)
. . .
 = 0. (B.2)
Notice that not all there equation are independent. In practice, one should replace (±MT − I)
by its row-reduced form (Mathematica function “RowReduce” can be used) to eliminate redundant
equations. In the end, the number of independent equations from (B.2) equals to the number of
irreps appearing in n⊗ n.
The crossing equations from 〈Fi(x1)Fj(x2)Fk(x3)Fl(x4)〉 = 〈Fk(x3)Fj(x2)Fi(x1)Fl(x4)〉〉. can be
similarly written as
(±MT − I) ·

∑
O∈R1(fFFR1)
2FFF ;FF±∆O,lO(u, v)∑
O∈R2(fFFR2)
2FFF ;FF±∆O,lO(u, v)
. . .
 = 0. (B.3)
Further more, the crossing equations from 〈φi(x1)Fj(x2)φk(x3)Fl(x4)〉 =
〈φk(x3)Fj(x2)φi(x1)Fl(x4)〉 are
(±MT − I) ·

∑
O∈R−1 (fφFR−1 )
2F φF ;φF±∆O,lO(u, v)∑
O∈R−2 (fφFR−2 )
2F φF ;φF±∆O,lO(u, v)
. . .
 = 0. (B.4)
Notice we have used R−1 to label the irreps here. The reason is that the operators appearing in
φ× F are parity odd under φ→ −φ. These operators are different from the parity even operators
appearing in φ× φ or F × F OPE.
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The remaining bootstrap equations come from the relation 〈Fi(x1)Fj(x2)φk(x3)φl(x4)〉 =
〈φk(x3)Fj(x2)Fi(x1)φl(x4)〉. The LHS is
〈φi(x1)Fj(x2)Fk(x3)φl(x4)〉 = 〈φi(x1)Fj(x2)φk(x3)Fl(x4)〉
∣∣
x3↔x4,k↔l
= (. . .)
∑
R1
PR1ijlk
∣∣
k↔l
∑
O∈R1
(fφFR1)
2gφF ;φF∆O,lO (u/v, 1/v)
= (. . .)
∑
R1
PR1ijkl(−1)bR1
∑
O∈R1
(−1)l(fφFR1)2gφF ;Fφ∆O,lO (u, v).
As is explicit from the above derivation, bR1 is defined through the relation
PR1ijlk = (−1)bR1PR1ijkl(−1)bR1 . (B.5)
The RHS is
〈Fk(x3)Fj(x2)φi(x1)φl(x4)〉 = (. . .)
∑
R2
PR2kjil
∑
O∈R2
fFFR2fφφR2g
FF ;φφ
∆O,lO
(u, v)
= (. . .)
∑
R2
∑
R1
MR2R1P
R1
ijkl
∑
O∈R2
fFFR2fφφR2g
FF ;φφ
∆O,lO
(u, v).
We have neglected the (. . .) for simplicity. Similarly as (B.2), we can write the crossing equation
as
MT ·

∑
O∈R1 fFFR1fφφR1F
FF ;φφ
±∆O,lO(u, v)∑
O∈R2 fFFR2fφφR2F
FF ;φφ
±∆O,lO(u, v)
. . .
∓

∑
O∈R−1 (−1)
bR1 (−1)l(fφFR−1 )
2F φF ;Fφ±∆O,lO(u, v)∑
O∈R−2 (−1)
bR2 (−1)l(fφFR−2 )
2F φF ;Fφ±∆O,lO(u, v)
. . .
 = 0.
(B.6)
Altogether, (B.2), (B.3), (B.4) and (B.6) give us the full set of crossing equations. We can write
them in the more familiar form which could be converted to a semi-definite programming problem.
Define
K± = RowReduce[±MT − I]
and also define ~mR and ~k
±
R to be the R-th column of M and K
± respectively. Similarly, define ~iR
to be the R-th column of the identity martrix I.
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V +R =

~k+R ×
(
F φφ;φφ+ 0
0 0
)
~k−R ×
(
F φφ;φφ− 0
0 0
)
~k+R ×
(
0 0
0 FFF ;FF+
)
~k−R ×
(
0 0
0 FFF ;FF+
)
(
0 0
0 0
)
(
0 0
0 0
)
~mR ×
(
0 12F
FF ;φφ
+
1
2F
FF ;φφ
+ 0
)
~mR ×
(
0 12F
FF ;φφ
−
1
2F
FF ;φφ
− 0
)

, (B.7)
and
V −R =

~0
~0
~0
~0
~k+R × F φF ;φF+
~k−R × F φF ;φF−
~i+R × (−1)(−1)bR(−1)lF φF ;Fφ+
~i+R × (−1)bR(−1)lF φF ;Fφ+

(B.8)
It may seems from the above expression that we have in total 8p crossing equation, suppose
p is the number of irreps in n ⊗ n. This is however not true. As mentioned already, K± =
RowReduce[±MT − I] have empty. We should delete these rows before plugging in (B.7) and
(B.8). In fact, K+ and K− together have p non-zero rows. We have 5p lines of crossing equations.
Notice also that the operators appearing in φi × φj and F i × F j are selected according to the
signature bR. When bR = +/−, only even/odd spin operators are allowed. We need to take this
into account when using the conformal block V +R .
Appendix C: SUSY crossing equation for 〈ΦiΦjΦkΦl〉
When the theory have supersymmetry, the operator product expansion (OPE) coefficients in
φ × φ, F × F and φ × F are related to each other. Since flavor symmetry commutes with the
superconformal symmetry, we could use the same OPE relations as in [5]. Plugging them into the
non-SUSY crossing equation, we obtain the following corssing equantions. For B+ multiplets in
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representation R,
V
B+
R =

~k+R × F φφ;φφ+,∆,l
~k−R × F φφ;φφ−,∆,l
~k+R × c2F φF ;φF+,∆+1,l
~k−R × c2F φF ;φF−,∆+1,l
~mR × c1FFF ;φφ+,∆,l −~iR × c2(−1)bR(−1)lF φF ;Fφ+,∆+1,l
~mR × c1FFF ;φφ−,∆,l +~iR × c2(−1)bR(−1)lF φF ;Fφ−,∆+1,l

∆F=∆φ+1
, (C.1)
with
c1 =
(2∆φ −∆− l − 1) (2∆φ −∆ + l)
2∆φ (2∆φ − 1) , c2 =
(∆− 1)(∆− l − 1)(∆ + l)
4(2∆− 1)∆φ (2∆φ − 1) .
There is a spin selection rule similar to the non-SUSY case, when bR = +/−, only Bl+ multiplets
with even/odd l are allowed.
For B− multiplets in representation R,
V
B−
R =

~k+R × F φφ;φφ+,∆+1,l
~k−R × F φφ;φφ−,∆+1,l
~k+R × d2F φF ;φF+,∆,l
~k−R × d2F φF ;φF−,∆,l
~mR × d1FFF ;φφ+,∆+1,l −~iR × d2(−1)bR(−1)lF φF ;Fφ+,∆,l
~mR × d1FFF ;φφ−,∆+1,l +~iR × d2(−1)bR(−1)lF φF ;Fφ−,∆,l

∆F=∆φ+1
, (C.2)
with
d1 =
(2∆φ + ∆− l − 3) (2∆φ + ∆ + l − 2)
2∆φ (2∆φ − 1) , d2 =
(2∆− 1)(∆− l − 1)(∆ + l)
(∆− 1)∆φ (2∆φ − 1) ,
There is a spin selection rule similar to the non-SUSY case, when bR = +/−, only Bl− multiplets
with even/odd l are allowed.
For F+ multiplets in representation R,
V
F+
R =

~k+R × F φφ;φφ+,∆l,l+1
~k−R × F φφ;φφ−,∆l,l+1
~k+R × f2F φF ;φF+,∆l,l
~k−R × f2F φF ;φF−,∆l,l
~mR × f1FFF ;φφ+,∆l,l+1 −~iR × f2(−1)bR(−1)lF
φF ;Fφ
+,∆l,l
~mR × f1FFF ;φφ−,∆l,l+1 +~iR × f2(−1)bR(−1)lF
φF ;Fφ
−,∆l,l

∆F=∆φ+1
(C.3)
with
f1 =
(−2∆φ −∆l + l + 4) (−2∆φ + ∆l + l + 1)
2∆φ (2∆φ − 1) , f2 =
(2l + 1)(∆l − l − 2)(∆l + l)
2(l + 1)∆φ (2∆φ − 1) .
There is a spin selection rule similar to the non-SUSY case, when bR = +/−, only F j+ multiplets
with even/odd j − 1/2 are allowed.
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V
F−
R =

~k+R × F φφ;φφ+,∆l,l
~k−R × F φφ;φφ−,∆l,l
~k+R × e2F φF ;φF+,∆l,l+1
~k−R × e2F φF ;φF−,∆l,l+1
~mR × e1FFF ;φφ+,∆l,l −~iR × e2(−1)bR(−1)lF
φF ;Fφ
+,∆l,l+1
~mR × e1FFF ;φφ−,∆l,l +~iR × e2(−1)bR(−1)lF
φF ;Fφ
−,∆l,l+1

∆F=∆φ+1
, (C.4)
For F− multiplets in representation R,
e1 =
(2∆φ −∆l + l + 1) (2∆φ + ∆l + l − 2)
2∆φ (2∆φ − 1) , e2 =
(l + 1)(∆l − l − 2)(∆l + l)
2(2l + 1)∆φ (2∆φ − 1) .
There is a spin selection rule similar to the non-SUSY case, When bR = +/−, only F j− multiplets
with odd/even j − 1/2 are allowed.
The coefficients {c1, c2, d1, d2, e1, e2, f1, f2} are the same coefficients used derived in [5] by ana-
lyzing the allowed 3-pt structures of N=1 SCFT [18].
As we have seen, the bootstrap equation depends on the matrix
MR1R2 (C.5)
defined in (B.1), which can be calculated explicitly using projectors.
The projectors for multiplying two n dimensional irreps of SN group with N>3 could be found
in [15], from which we find
M =

1
N+1
1
N+1
1
N+1 − 1N+1
1 −1−NN − 1N 1N
−−(N+1)2+N+32(N+1) − (N+1)
2−N−3
2N(N+1) −−(N+1)
2+N−1
2N(N+1) −−(N+1)
2+N+3
2N(N+1)
−N2 12 12 12
 . (C.6)
The representations are ordered as {S, n, T ′, A}. The signature bR define in (B.5) are {+,+,+,−}
respectively. The external superfield Φ transforms in the n = N − 1 dimensional representation of
SN . “S” is the singlet, “A” is the antisymmetric representation. Since SN group is a subgroup of
SO(n), the symmetric traceless representation “T” of SO(n) branches into “n” and “T ′”.
When we consider the group S3, the irrep T
′ vanish, and the M matrix become a 3× 3, which
equals the M matrix for O(2) [15]:
M =
 1N 12 −12−−N2−N+2N2 −2−N2N −−N−22N
−N−1N 12 12

N=2
=
 12 12 −121 0 1
−12 12 12
 . (C.7)
The projectors for multiplying two adjoint irreps of SU(N) group with N>3 (the group SU(3)
belongs to the F4 family, and will be discussed later) could be found in Table 9.4 of [17], from
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which we obtain the matrix M to be
M =

− 1
1−N2 − 11−N2 − 11−N2 − 11−N2 − 1N2−1 − 1N2−1
1 − 12−N2
2(N2−4) − 1N−2 1N+2 −12 2(N−2)(N+2)
−3N2−N34(N−1) − N
3−3N2
4(N2−3N+2) − −N
2+N−2
4(N2−3N+2) − 3−N4(N−1) 3N−N
2
4(N−1)
N2−3N
4(N−2)(N−1)
−−N3−3N24(N+1) − −N
3−3N2
4(N2+3N+2)
− −N−34(N+1) − −N
2−N−2
4(N2+3N+2)
N2+3N
4(N+1)
N2+3N
4(N+1)(N+2)
−1 −12 − 1N 1N 12 0
1
2
(
4−N2) 1 N+22N N−22N 0 12

. (C.8)
The representations are ordered as {S, n = Adjs, T1, T2, Adja, A′}. The signature bR define in (B.5)
are {+,+,+,+,−,−} respectively. Let us take SU(5) as an example to understand what these
irreps are. The product of two adjoint irreps are (in terms of Dynkin label)
(1, 0, 0, 1)× (1, 0, 0, 1) → (0, 0, 0, 0)S + (1, 0, 0, 1)Adjs + (0, 1, 1, 0)T1 + (2, 0, 0, 2)T2
+(1, 0, 0, 1)Adja + [(0, 1, 0, 2) + (2, 0, 1, 0)]A (C.9)
Notice the two irreps (0,1,0,2) and (2,0,1,0) are conjugate of each other. When considering external
operator to be real superfields, we should treat them as a single representation.
The projectors for multiplying two irreps “n” of F4 family of Lie groups could be found in [16].
The details of the construction of these projectors could be found in [17]. Using these projectors
we find that
M =

1
n
1
n
1
n − 1n − 1n
1 2−n2n+4
2
n+2 −12 4n+2
1
2
(
n− 1− 2n
) (n−2)(n+1)
n(n+2)
n2−4n−4
2n(n+2) 1 +
1
n
(n−2)2
2n(n+2)
6−3n
n+10
6−3n
2n+20
6
n+10
1
2 0
−n2+3n+22n+20 2(n+1)n+10 n−22(n+10) 0 12
 . (C.10)
The integer “n” could take four different values, as shown in Table III. The representations appear
in n × n could be labeled by {S, n, T ′, Adj,A′}. This is the order of irreps that we used when
defining M above. For the dimensions of these irreps, check [16]. The signature bR defined in (B.5)
are {+,+,+,−,−} respectively.
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