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Resumen. Se presentan un modelo distribuido y sus resultados que implementa  el 
registro  EEG para asistir a la  inferencia del estado emocional de un individuo 
interactuando  en entornos virtuales, registrando imágenes del entorno virtual y los 
datos EEG que permiten analizar las emociones y comportamiento de las personas en 
entornos virtuales que simulan de modo realista situaciones de la vida cotidiana o tareas 
laborales específicas, de riesgo, brindan un marco apropiado para, no sólo detectar, 
medir y analizar dichas emociones o respuestas de comportamiento, sino también para 
poder proyectarlas a situaciones ya no simuladas sino reales. 
 
Palabras clave Interfase cerebro-computadora, Reconocimiento patrones 
emocionales, Estado biométrico-emocional, Entornos virtuales. Computación 
afectiva. 
1   Introducción 
En el contexto de la computación afectiva, el desarrollo del campo de las 
Interfaces Cerebro-Maquina [1], [2] conocidas por sus siglas en inglés de Brain 
Control Interface (BCI), se incrementó en los últimos años. Un BCI es un biosensor 
que registra EEG, señales eléctricas, no pensamientos reales, para traducir la actividad 
cerebral en acción y así entregar entradas concisas a juegos, robots y dispositivos que 
ejecutan aplicaciones de salud y bienestar, educativas y de investigación entre otras. 
Esto posibilita la comunicación entre las funciones mentales y cognitivas de quien la 
utiliza para luego ser procesadas, clasificadas e interpretadas por aplicaciones o 
dispositivos puntuales. La investigación de las interfases BCI se desarrolla en un 
campo científico multidisciplinario con aplicaciones que van desde la computación 
aplicada en el campo de las neurociencias, domótica, robótica y entretenimiento entre 
otras; con aplicaciones que van desde mover cursores en pantalla hasta determinar 
que disc jockey divierte más a la multitud que lo escucha [3], [4]. En trabajos previos 
del ISIER-UM [5], [6], [7], [8] orientados al control de Robots y el control de 
artefactos en el contexto de la domótica [9], como así también en la lectura emocional 
del usuario, enfocando la lectura de la excitación y meditación [10], se experimentó 
con BCI en particular con EMOTIV [11] integrando la respuesta de biopotenciales 
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eléctricos de individuos para el control de robots a través del electro-miograma, 
electro-encefalograma y electro-oculograma que son bioseñales eléctricas generadas 
por los patrones de actividad de los músculos, el cerebro y los ojos del usuario. Por 
otro lado, en el IFiNe se viene trabajando en el registro de actividad bioeléctrica 
cerebral [12], [13] y de otros parámetros fisiológicos, tanto en humanos como en 
animales de experimentación. Las Brain Control Interface, se utilizan para inferir 
estados emocionales. En este caso se capturan y analizan los registros de EEG. 
Actualmente se experimenta con el control de computadoras, dispositivos, sin 
embargo no se registran desarrollos de sistemas que asistan a la inferencia emocional 
con capacidades de explotación y desarrollo de integración abierta y transparente a los 
entornos virtuales, en especial de simulación y entrenamiento. Analizar las emociones 
y comportamiento de las personas en entornos virtuales que simulan de modo realista 
situaciones de la vida cotidiana o tareas laborales específicas, de riesgo, brindan un 
marco apropiado para, no sólo detectar, medir y analizar dichas emociones o 
respuestas de comportamiento, sino también para poder proyectarlas a situaciones ya 
no simuladas sino reales. Allí radica el valor de los simuladores como entorno para 
ensayos de esta naturaleza [14]. 
2   Problema 
El adiestramiento en sistemas virtuales  que recrean las escenas y situaciones, basadas 
en el mundo real, requieren en el contexto de computación afectiva el registro de  
información biométrica relacionada especialmente con el estado emocional, situación 
de excitación-relajación con el empleo de una interfaz Cerebro-Máquina (BCI), que 
permita convertir parámetros fisiológicos, cognitivos y emocionales del usuario (entre 
otras, la actividad eléctrica cerebral (EEG), parámetros de pulsaciones, presión 
arterial, frecuencia cardiaca) en especial frente a situaciones simuladas criticas como 
lo son  los fallos  en sistemas o plantas  y su resolución a través de  aplicación de 
procedimientos de emergencia, a fin de poder evaluar no solo la resolución del caso 
en forma aislada, sino también el comportamiento biométrico del individuo frente a la 
situación presentada en el contexto virtual, contribuyendo a logar un perfil y su 
historial comparativo en sus distintas sesiones de entrenamiento. Luego de observar 
las aplicaciones existentes y considerar los datos necesarios para analizar las 
reacciones de las personas dentro de un contexto de entorno virtual crítico, se plantea 
la necesidad de una aplicación que tenga una captura integral de la información 
biométrica-emocional de la persona en cada instante en el que interactúa en el entorno 
virtual. 
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3 Descripción de la solución 
Se diseño una arquitectura de sistema que tiene como entradas principales por un 
lado la captura de las ondas cerebrales con el empleo del BCI y por el otro la toma de 
“capturas de pantalla” y las interacciones que el usuario realice con la computadora 
donde ejecuta el ambiente virtual (empleando, imágenes, simuladores, juegos, etc). 
Mientras se capturan las imágenes de dichas pruebas, al mismo tiempo el usuario 
utiliza el BCI de Neurosky para capturar sus ondas cerebrales en otra computadora 
dedicada. Previamente, el “Time” de ambas computadoras se sincronizará para que la 
información pueda vincularse correctamente. Esta información se guarda en base de 
datos dedicada de la aplicación, identificando cada instante con el “Time” 
sincronizado, que actúa en como valor univoco. La aplicación permite etiquetar los 
niveles de las ondas para luego poder analizarlo más fácilmente y poder ubicar los 
momentos en los que cada una de las ondas o niveles supera o es menor que ciertos 
valores o umbrales de señal  configurables . configurables. Se representa en la figura 
1 el modelo conceptual del sistema.  
 
 
Fig. 1. Modelo conceptual del sistema de influencia del estado biométrico 
emocional de personas interactuando en mundos virtuales 
 
El BCI empleado es el NeuroSky [15], sus algoritmos [16], brindan información en 
relación a estado de: 
 a) Relajación , indica el nivel de "calma" o "relajación" mental, el valor varía de 0 
a 100, y aumenta cuando los usuarios relajan la mente y decrece cuando están 
inquietos o estresados. El medidor cuantifica la capacidad de encontrar un estado 
interno de atención plena y puede ayudar a los usuarios a aprender cómo 
autocorregirse y encontrar el equilibrio interno para superar situaciones del tensión; 
b) Atención: indica la intensidad del "foco" mental o "atención". El valor varía de 
0 a 100. El nivel de atención aumenta cuando un usuario se enfoca en un solo 
pensamiento o en un objeto externo, y disminuye cuando se distrae. Los usuarios 
pueden observar su habilidad para concentrarse usando el algoritmo.   
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c) Detección de parpadeo: señala los parpadeos de un usuario. Un número más 
alto indica un parpadeo "más fuerte", mientras que un número más pequeño indica un 
parpadeo "más claro" o "más débil". La frecuencia de parpadeo a menudo se 
correlaciona con nerviosismo o fatiga. Los parpadeos son similares a los de un 
sistema binario on / off estándar y, por lo tanto, son valiosos para los controles que 
requieren respuestas definitivas. Por ejemplo, en aplicaciones de comunicación, un 
abrir y cerrar de ojos significa no, dos significan sí, dar a las personas con necesidades 
especiales una forma sencilla de comunicarse;  
d) Esfuerzo mental: mide la carga de trabajo mental al realizar una tarea. Cuanto 
más difícil es el cerebro de un usuario en una tarea, mayor es el valor. El algoritmo 
funciona bien con tareas físicas (por ejemplo, dibujo) y mentales (por ejemplo, 
recitado), y se puede usar para el seguimiento continuo en tiempo real y 
comparaciones entre ensayos para medir los efectos de la multitarea, la variabilidad 
de la carga de trabajo y más. El algoritmo se puede usar para rastrear los efectos de 
diversas cargas cognitivas sobre la capacidad de aprender y proporcionar 
retroalimentación para la auto-mejora del usuario. 
Se presenta a continuación una descripción de las principales clases desarrolladas, 
en este orden, la aplicación de captura de bioseñales cuenta con una interfaz la cual se 
puede ver en la figura 2, esta, manipula los datos necesarios para adquisición de los 
datos biométricos  (PORT, ROW_TIME, POORSIGNAL, ATTENTION 
RELAJACION, EEGPOWER, EegPowerDelta, EegPowerThetha, EegPowerAlpha1, 
EegPowerAlpha2, EegPowerBeta1, EegPowerBeta2, EegPowerGamma1, 
EegPowerGamma2) que entrega el BCI, para esto cuenta con las variables locales 
donde van a ser almacenadas cada una  de estas.. También almacenara la fecha y hora 
de ejecución precisa para que pueda hacerse la integración con los datos de la 
aplicación de captura de imágenes. A su vez cuenta con datos extras que serán, el 
nombre de la prueba, el puerto a utilizar y una breve descripción, la cual la aplicación 
deja al usuario que los rellene por pantalla. Para la programación de la aplicación de 
captura de imágenes, como se observa en la Figura 3, tenemos tres interfaces, las 
cuales son: capturaDeImagen, VisualizacionDeBD y RegistroSeleccionado. La 
primera es la que manipula toda la aplicación, su funcionalidad es la de capturar las 
imágenes y guardarlas en la base de datos, la cual al inicializar la interfaz genera las 
conexiones correspondientes. Posee dentro la locación donde se almacenarán las 
imágenes,  un identificador único el cual se reinicia por cada sección. La sección es 
un número que indica el paquete actual de las capturas. Dentro de la misma interfaz 
tenemos un cronómetro interno, el cual gobierna el tiempo que hay entre una captura 
y la otra. La segunda interfaz, VisualizacionDeBD, solamente posee una conexión a la 
base correspondiente y un componente que permite la visualización de la tabla que  se 
le indique de la base de datos en forma de grilla. Una cualidad que se le agrego 
permite al  usuario seleccionar un registro, se abra la tercera interfaz para ver más en 
detalle el contenido del registro. Para la tercer y ultima interfaz, RegistroSeleccionado 
una ventana simple permite la muestra todos los campos ordenadamente y una pre 
visualización de la captura, además, dicha interfaz, permite modificar el campo 
Descripción y también poder darle doble click a la imagen y poder verla con la 
aplicación predeterminada de imágenes que posea la computadora donde se corre 
dicha aplicación. 
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Fig 2. Diagrama del sistema capturador de ondas cerebrales 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 3.  Diagrama de clases de sistema capturador de imágenes 
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El framework de registro de bioseñales correspondiente al BCI se implementó en el 
lenguaje C#, utilizando la librería ThinkGear.dll la cual posee las funciones necesarias 
para interpretar las señales. Esta aplicación registra los metadatos de atención y 
relajación  en un rango de entre 0 y 100. Asimismo, también registra los datos en hz 
de las ondas cerebrales. La estructura de los datos que registra es la siguiente: 
HORARIO_DE_PC, TEST_NAME, TEST_COMMENT, PORT, ROW_TIME, 
POORSIGNAL, ATTENTION, RELAJACION (también llamada Meditación), 
EEGPOWER, EegPowerDelta, EegPowerThetha, EegPowerAlpha1, 
EegPowerAlpha2, EegPowerBeta1, EegPowerBeta2, EegPowerGamma1, 
EegPowerGamma2. Se puede ver un ejemplo en la figura 4 
Fig 4. Base de datos de la aplicación de captura de bioseñales 
 
El sistema de captura de imágenes del entorno virtual en el que interacciona el 
usuario también se ha implementado en el lenguaje C# y registra en la base de datos 
secciones, identificadores, fecha, la ubicación de la imagen y una descripción de la 
misma. La estructura de los datos que se registran es la siguiente: SECCION, 
IDENTIFICADOR, DATE, IMAGE, DESCRIPCION. Se puede observar un ejemplo 
en la figura 5: La base de datos que captura de imágenes se implementó en SQL 
Server.  
Fig 5.  Base de datos de la aplicación de captura de imágenes 
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4   Pruebas y Resultados Obtenidos  
 
El desarrollo de las pruebas tiene como objetivo el registro de EEG, imágenes 
asociadas y estados de relajación y atención del individuo, durante su actuación en un 
entorno virtual. La experimentación inicial abordará situaciones de casos de borde 
contribuyendo con el estado de relajación o en situaciones que no contribuyan con el 
estado de relajación. Se diseñaron las pruebas considerando dos casos iniciales .El 
primero corresponde a un ambiente estático donde  se utilizan un conjunto de fotos, 
imágenes y sonidos que contribuyan con el estado de “Relajación”. Estos elementos 
irán variando en ciertos periodos de tiempo, momentos de relajación y momentos 
generados por imágenes de que no contribuyen con el estado de relajación. Las 
imágenes empleadas pueden ser seleccionadas por los directores del experimento. En 
particular las pruebas basales se realizaron con  diversos usuarios, se presenta el 
resultado de dos usuarios, para los cuales se emplearon diez imágenes de relajación  y 
otras diez imágenes que buscan alterar la relajación, con un intervalo temporal de  5 
segundos entre imágenes, ver set de imágenes en [17]. El segundo, caso de pruebas el 
usuario utiliza un entorno dinámico representado por un juego virtual “Counter Strike 
Global Ofensive”, ver las imágenes capturadas en [18], con todas las tareas y eventos 
que esto representa durante un promedio de 180 segundos  de juego, donde se registra 
el grado de atención del usuario, además de los parámetros del EEG. En la figura 6 se 
pueden observar los gráficos con los resultados de las pruebas estáticas de dos 
usuarios y sus picos máximos de relajación, acompañado por sus correspondientes 
imágenes fig 7a primer usuario y fig 7 b segundo usuario. En la figura 8 se pueden 
observar los resultados de las pruebas dinámicas de dos usuarios con sus respectivos 
gráficos, se muestran el momento en el que los usuarios tuvieron el mayor grado de 
atención mientras ejecutaban el juego, acompañado por la captura del sistema de las 
imágenes correspondientes, al primer usuario en fig 9 a y  del segundo usuario  en 
figura 9b  
Fig 6 Resultados de la prueba estática de relajación. En la línea de tiempo inferior 
(segundos) se ve en verde los momentos de las imágenes de relajación y en violeta los 
Relajación 
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momentos en donde cada usuario se encontraba viendo imágenes que afectan el 
estado de relajación. 
 
 
 
 
Fig 7 a  Imagen primer  usuario           Fig 7 b  Imagen  segundo usuario  
Pruebas de  ambiente estático  correspondientes a  las imágenes de máxima 
relajación de cada usuario  
 
Figura 8: Resultados de la prueba dinámica. Eje X expresado en segundos 
 
 
 
 
 
 
 
 
 
 
Fig 9 a  captura de imagen primer usuario Fig 9b captura de imagen segundo  usuario  
Pruebas  de  ambiente dinámico correspondiente a las imágenes capturadas con un 
pico máximo en el nivel de atención  de cada usuario. 
 
Atención 
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5 Conclusiones y futuras líneas de trabajo 
Los resultado correspondientes a las pruebas basales fueron exitoso en términos de las 
funcionalidades de registros de parámetros biométricos de EEG y sus metadatos en 
correspondencia con el contexto de ambiente virtual del usuario en términos de la 
captura de imágenes correlacionadas con sus valores biométricos, esto contribuye con 
el desarrollo der ambientes de computación afectiva en función del perfil emocional 
del usuario , además de brindar información valiosa en particular en ambientes de  
entrenadores / simuladores en relación al estado emocional del usuario, en particular 
si estos sistemas son de misión crítica. Como futuras líneas de trabajo se encuentra en 
desarrollo inicial la integración de parámetros fisiológicos del usuario. En el marco de 
las futuras líneas de investigación se explorara la integración de una “api” que captura 
imágenes de rostros de la cara de la persona y permite dar más información sobre el 
estado emocional.  
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