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This  paper  addresses  the  question  of  default 
prediction of short term loans for a Tunisian 
commercial  bank.  We  make  a  comparative 
analysis of three different statistical method of 
classification  (artificial  neural  network  and 
linear logistic regression with panel data). We 
use a database of 1435 files of credits granted 
to  industrial  Tunisian  companies  by  a 
commercial  bank  in  2003,  2004,  2005  and 
2006.The results show that the best prediction 
model is the multilayer neural network model 
and  the  best  information  set  is  the  one 
combining  accrual,  cash-flow  and    collateral 
variables. We got a good classification rate of 
97% in the training data set and 89.8% in the 
validation data set.  
Keywords: Banking sector, scoring, logistic 
regression, Default risk Prediction, Neural 
network Models. 
Résumé 
 Ce  papier  porte  sur    le  risque  de  non 
remboursement  des    crédits  de  gestion  par  une 
banque commerciale tunisienne. Ainsi, la maîtrise 
du risque  de défaut des crédits est devenue l'un 
des axes stratégiques  majeurs de  la  gestion  des 
organismes bancaires. 
Ce papier se fixe pour objectif de comparer le 
pouvoir  prédictif    de  trois  méthodes  de 
prévision du  risque  à  savoir :  le  scoring,    la 
régression logistique et les réseaux de neurones 
artificiels.  Nous  avons  utilisé  une  base  de 
données  composée  de  1435  dossiers  de  crédit 
octroyés aux entreprises industrielles tunisiennes 
en  2003,2004,2005  et  2006.  Les  résultats 
montrent la supériorité des réseaux de neurones 
artificiels  par  rapport  aux  autres  méthodes 
classiques en matière de détresse financière des 
firmes emprunteuses. Dans ce sens nous avons 
obtenu un taux de bon classement global de 97% 
pour l‟￩chantillon d‟apprentissage et 89.9% pour 
l‟￩chantillon test 
Mots  clefs :  Secteur  bancaire  scoring ; 
régression  logistique,  panel,  réseaux  de 
neurones, la prévision du risque de défaut  
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Le monde traverse actuellement une crise financière grave qui a  débuté avec la crise du 
marché  hypothécaire  à  risque  aux  États-Unis  pendant  l‟￩t￩  2007  et  s‟est    propag￩e 
rapidement  en  Europe,  ce  qui    a    révélé  de  graves  lacunes  dans  le  contrôle  et  la 
réglementation des institutions financières  Saurina (2008). Cette situation a entraîné  une 
dégradation de la qualité des engagements des banques et une insuffisance  de la confiance.   
Ces  dysfonctionnements  ont  montré  que  la  solvabilité  des  banques  assurées  doit  être 
surveillée  par  les  autorités  de  régulation  avec  la  préoccupation  constante  de  détecter 
précocement les changements de leur profil de risque. C'est dans cette optique que s'est fait 
sentir  la nécessité d'inventer une nouvelle politique prudentielle plus soucieuse de moduler 
le besoin en fonds propres réglementaires des banques en fonction de leurs risques, plus 
exigeante en matière de publication d'informations sincères et pertinentes destinées aux 
investisseurs (y compris les déposants), et plus rigoureuse dans le respect de la conformité 
des  pratiques  bancaires  avec  les  règles  édictées  par  les  autorités  de  supervision  et  de 
contrôle. 
Le risque de crédit est aujourd'hui considéré comme le plus important des risques auxquels 
sont confrontées les entreprises, les banques et les institutions financières. Une banque ne 
doit pas subir la gestion des risques mais la piloter Dietsch &Joël (2008). C'est pourquoi la  
distribution de crédit implique une prise de risque qui doit être convenablement maîtrisée. 
Les risques de crédit comprennent bien sûr tous les risques qui sont liés au défaut de 
paiement du débiteur qui a emprunté l'argent auprès des banques. La connaissance de la 
capacité de remboursement de l'emprunteur est donc fondamentale.     
Le Comité de Bâle a proposé en 2004 un nouvel ensemble de recommandations, au terme 
duquel est  définie une mesure plus pertinente du risque de crédit, avec en particulier la prise 
en  compte  de  la  qualité  de  l'emprunteur,  y  compris  par  l'intermédiaire  d'un  système  de 
notation interne propre à chaque établissement (dénommé IRB, Internal Rating Based).  
L'accord Bâle 2 est destiné à permettre aux banques de répondre aux exigences de liquidité et 
de solvabilité indispensables à une profession qui repose sur la confiance. Ainsi l'accord de 
Bâle 2 met en lumière le fait que ces exigences reposent sur trois piliers : 
  Un premier pilier qui établit les conditions des exigences minimales de fonds propres. 
  Un deuxième pilier qui établit le processus de surveillance prudentielle. 
  Un troisième pilier qui définit les règles de discipline des marchés. 
Pour comprendre l'utilité de ces piliers il faut d'abord identifier les risques auxquels  les 
banques  sont  soumises.                                                                                        . 
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de s‟int￩resser aux risques op￩rationnels, compte tenu des économies de fonds propres 
escomptées sur cette partie. 
Dans le cadre de ce travail nous nous intéresserons uniquement au premier pilier et plus 
pr￩cis￩ment  au  risque  de  cr￩dit.  A  l‟image  de  la  plupart  des  pays  ￩mergents,  le 
financement de l‟￩conomie tunisienne repose essentiellement sur l‟endettement bancaire. 
En effet, le secteur bancaire constitue l‟unique bailleur de fonds pour le financement de 
l‟ensemble des besoins de l‟￩conomie. Les financements bancaires accord￩s en Tunisie 
sont assujettis à des exigences de garanties réelles avec des échéanciers de remboursement 
assortis d‟int￩r￪ts bas￩s sur le Taux du Marché Monétaire. 
Un  tel  système  bien  qu'il  a    joué  un  rôle  de  premier    plan  dans  la  création  du  tissu 
économique tunisien voit aujourd'hui ses limites dans le niveau particulièrement élevé des 
créances  classées bancaires. Les mauvais crédits (Bad Loans) sont parfois le résultat d'une 
mauvaise évaluation du risque mais souvent la conséquence d'une structure financière de 
l'entreprise   déséquilibrée. 
Actuellement, au moment où s'ouvrent les frontières, où les banques tunisiennes doivent se 
soumettre au rating, les pourvoyeurs de fonds étrangers ne peuvent désormais se permettre 
de placer leur argent sans pour autant s'assurer que le système financier du pays fonctionne 
d'une  façon  convenable.  Toutes  ces  raisons  ont  posé  la  problématique  des  impayés 
bancaires,  plus  particulièrement  des  créances  douteuses,  représentant  aujourd'hui  une 
masse assez importante. De ce fait, le système bancaire m￩rite d￩sormais d‟￪tre consolid￩ 
au moins, sur le plan de la gestion prudentielle des risques. 
La  consolidation  de  la  santé  et  la  solidité  financière  du  système  bancaire  passe 
inévitablement  par  l'amélioration  de  la  qualité  du  portefeuille  crédit  qui  comprend  un 
volume relativement élevé de créances classées par rapport aux normes internationales, et 
ce, en dépit de l'effort déployé pour réduire leur part dans le total des engagements  comme 
a souligné le gouverneur de la Banque Centrale de Tunisie (BCT) 
En Tunisie, l'action des autorités nationales se focalise actuellement sur le renforcement 
des  normes  existantes  en  vue  de  favoriser  une  meilleure  maîtrise  des  risques  et  une 
consolidation des assises financières, l'objectif étant de préparer le passage sans heurt à 
Bâle II, comme a souligné  M. Baccar (gouverneur de la BCT).  
Dans le cadre de ce travail nous nous intéresserons particulièrement à la gestion bancaire 
du risque de non remboursement des crédits de gestion  aux entreprises tunisiennes. La 
question consiste alors à se demander dans quelle mesure la modélisation du risque de 
défaut  peut  répondre  aux  soucis  des  banquiers  et  contribuerait  à  la    de  réduction  du 
volume ces créances douteuses.  
Ce papier se fixe pour objectif de comparer le pouvoir prédictif  de trois méthodes de 
prévision du risque à savoir : le scoring,  la régression logistique et les réseaux de neurones 
artificiels  afin  de    proposer    au  banquier  la  méthode    la  plus  performante  en  terme 
d‟am￩lioration de l‟estimation du risque des dossiers étudiés et de réduire le nombre de 
défaut de paiement. 
Tout au long de ce travail nous allons dans un premier temps  traiter le problème de l‟acc￨s au 
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allons nous focaliser sur une approche technique et pratique du risque à savoir les méthodes 
de gestion des risques de crédit (une revue de la littérature).  
Finalement,  la  troisième  partie  porte  sur  une  étude  comparative  entre  les  méthodes 
linéaires classiques (scoring et régression logistique) et une  méthode  de l‟intelligence 
artificielle (Réseaux de Neurones Artificiels) sur un échantillon de 1435 dossiers de crédits 
de gestion accordés aux entreprises industrielles  tunisiennes durant 2003,2004, 2005 et 
2006.  
SECTION  1 :  L’acc￨s  au  cr￩dit  sous  l’hypoth￨se  d’asym￩trie 
informationnelle : Revue de la littérature  
Les conflits d‟agence sont de nature pr￩contractuelle ou post-contractuelle et trouvent leur 
origine dans l‟asym￩trie d‟information et dans l‟impossibilité de rédiger des contrats complets 
en raison de la rationalit￩ limit￩e et de l‟incertitude informationnelle.  
Goyer (1995) a distingu￩ en fait l‟asym￩trie informationnelle ex ante, ex post cit￩ par Cieply 
& Grondin (2000).  
1-1: Asymétries ex ante et m￩canismes producteurs d’information 
La sélection adverse représente le risque que subit les créditeurs par les dirigeants, en leur 
qualit￩ d‟  « insiders ﾻ. Ces derniers d￩tiennent des informations qu‟ils gardent ￠ leur profit. 
Dans ce sens, Tremblay&al (1993) ont montré que le gestionnaire  pourra conserver, à ses 
fins personnelles, certaines informations pertinentes sur l‟exploitation de l‟entreprise. 
Ainsi, les « insiders »  se permettent de sélectionner les informations à fournir.  Plusieurs 
informations pertinentes pour l‟￩valuation de la firme peuvent ￪tre retenues au d￩triment des 
créditeurs. Cette situation amène les créditeurs à participer au financement des entreprises à 
haut risque. Ce risque de la sélection adverse est susceptible de conduire le banquier à limiter 
son offre de financement et à exclure du marché du crédit les entreprises les plus risquées, et 
donc  en  particulier  les  P.M.E.  (Psillaki,  1995).  Dans  ce  contexte  informationnel,  deux 
catégories de mécanismes permettent néanmoins, théoriquement, aux entreprises d‟acc￩der au 
crédit (Salanié, 1991), la banque, propose au repr￩sentant de l‟entreprise, un choix de contrats 
parmi lesquels les diff￩rents types d‟agents (agents risqu￩s versus agents sains) choisissent en 
fonction de leurs caractéristiques. 
Les  contrats  révélateurs  les  plus  usuels  reposent  ainsi  sur  la  fixation  du  niveau  du  taux 
d‟int￩r￪t et des garanties (Bester, 1985 ; Besanko, Thakor, 1987 ; Gillet, Lobez, 1992). Selon 
ces modèles, une entreprise risquée accepte de supporter un taux d‟int￩r￪t ￩lev￩. En revanche, 
compte tenu de l‟importance de sa probabilit￩ de d￩faut, le montant des garanties qu‟elle 
accepte d‟apporter est relativement faible. A l‟oppos￩, les entreprises peu risqu￩es n‟acceptent 
pas de s‟endetter ￠ un co￻t jugé excessif  mais elles sont prêtes à apporter en garantie un 
montant ￩lev￩ d‟actifs. 
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L‟asym￩trie d‟information ongoing appelé également  l‟al￩a moral se situe apr￨s l‟octroi du crédit et 
provient de l‟incapacit￩ des pr￪teurs ￠ observer les actions de l‟emprunteur qui affectent la probabilit￩ 
de remboursement, et à s‟assurer de l‟usage des fonds distribu￩s notamment le niveau d‟effort consenti 
par l‟emprunteur pour g￩rer son projet d‟investissement et ￩viter de faire d￩faut sur sa dette. Cette 
asym￩trie d‟information conduit ￠ un fonctionnement inefficace du march￩ du cr￩dit Hind Sami et 
Armelle Delorme (2004). 
Le  prêteur  cherche  ainsi  à  se  prémunir  contre  les  actions  cachées  de  substitution  des  actifs 
l‟emprunteur. Celui-ci est en effet susceptible de réduire son effort de production et/ou de lancer des 
projets plus risqués puisque plus rémunérateurs pour les propriétaires. Le prêteur supporte alors un 
risque de (Jensen, Meckling, 1976), encore appelé aléa moral (Stiglitz, Weiss, 1981). Il met néanmoins 
en œuvre des m￩canismes ayant pour but de limiter l‟apparition de ce type de ph￩nomène.  
Pour  limiter  les  risques  d'aléa  de  moralité,  le  contrat  de  crédit  est  élaboré  de  manière  à  inciter 
l‟entreprise ￠ respecter ses engagements. Il tente par cons￩quent de sp￩cifier l‟ensemble des variables 
qui peuvent avoir un impact sur les conditions de la relation contractuelle. Il stipule ainsi des clauses 
restrictives dans l‟accord de financement. Il d￩termine ￩galement le montant et la nature des garanties 
à apporter en cas de défaut. Il définit enfin la prime de risque optimale que l'emprunteur doit payer. 
Face ￠ ces asym￩tries d‟information et aux risques qu‟elles v￩hiculent, la question qui se pose quels  
mécanismes le banquier peut-il mettre en œuvre  pour pallier ￠ ces  probl￨mes ? 
1-3 Mécanismes de résolution  
1-3-1 : Les garanties exigées. 
 Des  travaux,  aussi  bien  th￩oriques  que  pratiques,  ont  montr￩  l‟efficacit￩  des  garanties  en 
matière  de  maîtrise  de  risque  de  contrepartie.  Pour  Besanko  et  Thakor  (1987),  l'apport  de 
garanties  peut  limiter  les  risques  d'aléa  de  moralité.  Les  garanties  notamment  externes  (les 
garanties  personnelles  en  particulier)  augmentent  en  effet  les  pertes  de  l'entreprise  et  de 
l'entrepreneur en cas de défaut. Cet individu est incité à lancer les projets les moins risqués pour 
ne pas perdre les garanties laissées en "otage" [Williamson, 1983]. Selon Gertler (1992), il 
existe ainsi un niveau de richesse minimum mobilisable par le banquier telle que les entreprises 
n'ont pas intérêt à sous-utiliser leur capital productif même si un mauvais état de la nature se 
révèle. 
Outre les garanties réelles la banque peut exiger une garantie personnelle telle que la caution 
solidaire.  En effet, la caution solidaire est la fois une garantie ex ante et ex post contre le risque 
de d￩faut. Garantie ex  ante, d‟une part, car elle conduit ￠ un équilibre séparateur qui permet au 
pr￪teur d‟￩viter la s￩lection adverse (Ghatak, 1999 ; Morduch, 1999); garantie ex post, d‟autre 
part, parce qu‟elle emp￪che l‟al￩a  moral, gr￢ce ￠ la surveillance effectu￩e par les partenaires 
d‟un m￪me  groupe  (Morduch,  1999 ;  Stiglitz, 1990) cité dans  Mawuli Couchoro Et  Pierre 
Rakotovao (2006) 
Dans ce même contexte, Binks et Ennew (1997) rappellent que le probl￨me de l‟information 
asym￩trique peut ￪tre g￩r￩ soit par un rationnement du cr￩dit, soit par l‟utilisation de garanties. 
Ces dernières ont habituellement une valeur marchande relativement sûre pouvant satisfaire les 
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côt￩, Avery, Bostic et Samolyk (1998) consid￨rent l‟utilisation de l‟engagement personnel de 
l‟entrepreneur en proportion du probl￨me de risque moral et des difficult￩s d‟￩valuation de 
l‟entreprise de la part du banquier. L‟utilisation des garanties personnelles devrait diminuer le 
risque du prêteur et, par conséquent, améliorer les conditions de financement. Ceci  dépend 
toutefois de la r￩partition du risque entre le risque moral, le risque d‟anti-s￩lection et d‟autres 
éléments de risque inhérents au contrat. Lorsque le risque moral est élevé, la banque pourra 
insister pour l‟obtention de l‟engagement personnel du dirigeant, en plus de l‟utilisation de 
garanties de l‟entreprise et ce, m￪me s'il y a une distinction l￩gale entre l'entreprise et son 
propriétaire Storey et Cressy  (1996). 
1-3-2: Les  caractéristiques des emprunteurs comme variable de signalisation  
L‟asym￩trie  d‟information  sur  les  caract￩ristiques  de  l‟emprunteur  est  particuli￨rement 
pr￩judiciable  au moment de l‟octroi du pr￪t car elle r￩duit la capacit￩ du pr￪teur ￠ distinguer 
entre  les  bons  et  les  mauvais  emprunteurs.  Les  enseignements  des  modèles  théoriques 
soulignent que les caractéristiques des emprunteurs  permettent  de réduire les phénomènes de 
s￩lection adverse et d‟am￩liorer la gestion du risque de cr￩dit par les pr￪teurs. Cela semble un 
enjeu particulièrement crucial dans les économies émergentes où les banques connaissent des 
probl￨mes  d‟insolvabilit￩  r￩currents  dus  ￠  l‟importance  des  cr￩ances  douteuses  dans  leur 
portefeuille de prêts Sami et Delorme (2004)  
1-3-2-1 : Taille de l’emprunteur  
Les travaux réalisés sur le canal du crédit Bernanke(1993) mettant en évidence les effets 
différenciés de la politique monétaire selon la surface financière des emprunteurs il apparaît 
opportun de prendre en considération l'existence d'un effet taille sur la nature des relations 
entre  banques  et  entreprises.  En  effet,  l'adoption  d'un  tel  point  de  vue  se  révèle  justifier 
puisque  le  comportement  des  banquiers  est    caractérisé  par  une  inégalité  de  traitement 
financier  entre  les  Petites  et  Moyennes  Entreprises    et  les  Grandes  Entreprises  Nadine 
Levratto (1996). 
Nadine Levratto (1996) a montré que les niveaux des taux d'intérêt sont fixés selon le montant 
de crédit accordé mettent en évidence un différentiel de prix dont l'une des causes réside dans 
la  présence  de  coûts  d'agence  associés  au  crédit  et  paraissant  évoluer  d'une  classe 
d'emprunteur à l'autre.  
Pour  expliquer  ce  genre  de  phénomène,  le  chercheur  a  constaté  l'existence  d'une  relation 
inverse entre les coûts d'agence et la taille des entreprises. Due aux difficultés rencontrées par 
ces firmes pour accéder aux marchés financiers, cette relation inverse explique, d'une part, la 
réticence des PME à ouvrir leur capital et, d'autre part, le peu d'intérêt suscité par les firmes 
de moins de 200 salariés auprès des investisseurs. En ce qui concerne plus spécifiquement le 
financement bancaire, l'incapacité des PME à fournir une information –quantitativement et 
qualitativement– conforme aux attente des banques et suffisante eu égard aux exigences des 
logiciels d'aide à la décision, justifie le surcoût qu'elles doivent supporter. 
 
Dans ce même cadre, Lehmann et Neuberger (2000) et D'Auria et al. (1999) trouvent une 
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une étude empirique sur des PME allemandes, obtiennent le même résultat et indiquent que 
les  banques  utiliseraient  la  taille  de  la  firme  comme  une  mesure  du  risque  de  crédit  de 
l‟emprunteur. De son côt￩, Strahan (1999) affirme ￩galement que les taux d‟int￩r￪t appliqués 
aux  prêts  reflètent  la  différence  de  taille  des  firmes,  les  plus  grandes  présentant  plus  de 
garanties, ayant d￩velopp￩ leur r￩putation et prouv￩ qu‟elles ￩taient capables de demeurer en 
affaires. Ces firmes empruntent plus, paient des taux d‟int￩rêt moins élevés, obtiennent des 
prêts à plus long terme et semblent fournir moins de garanties que les firmes qui sont de plus 
petite taille et moins rentables. Une capacité de négocier des grandes entreprises supérieures à 
celle des PME pourrait aussi expliquer ces résultats. 
Le critère de taille a été et reste donc un facteur prépondérant de différenciation du coût du 
crédit entre les entreprises (Bardos, 1990 et 1991; Artus, 1991), d'autant qu'à risque égal, le 
coût de l'endettement est d'autant plus élevé que la taille de l'entreprises emprunteuse est 
réduite. Il semble bien que les critères de taille et de risque de non remboursement soient 
indépendants, donc susceptibles de se cumuler, ce qui plaide en faveur de l'existence de coûts 
d'agence assis sur la dimension de l'entreprise.  
 
Pour  conclure,  la  littérature  recensée  montre  que  les  banques,  dans  la  détermination  des 
conditions de crédit bancaire aux PME, accordent une importance particulière à la taille de 
l‟entreprise et ￠ ses r￩sultats financiers, aux caract￩ristiques personnelles de l‟emprunteur et ￠ 
son engagement personnel, et ￠ la qualit￩ de la relation d‟affaires maintenue avec l‟entreprise. 
 1-3-2- 2- La qualité de la relation banque entreprise  
Les  probl￨mes  d‟information  asym￩trique  soulev￩s  plus  haut  peuvent  être  réduits 
sensiblement par une meilleure relation entre la banque et la firme et la pr￩sence d‟un climat 
de confiance favorisant une relation d‟affaires harmonieuse. La qualit￩ de la relation entre les 
deux parties est donc fondamentale pour le succès de leurs liens commerciaux. Berger et 
Udell (2002) pr￩cisent toutefois que la principale relation n‟est pas entre la banque et la firme 
mais plutôt entre le banquier et l‟entreprise emprunteuse . Dans une ￩tude r￩alis￩e sur des 
PME allemandes, Harhoff et Korting (1998) ont prouvé que la confiance mutuelle entre ces 
deux parties a un impact significatif négatif sur le taux d'intérêt d'une ligne de crédit. De leur 
côté,  D'Auria,  Foglia  et  Reedtz  (1999),  tout  comme  Blackwell  et  Winters  (1997), 
reconnaissent  que  l'￩troitesse  des  relations  entre  la  banque  et  l‟entreprise  constitue  le 
d￩terminant  principal  des  taux  d‟int￩r￪t  en  Italie.  Celle-ci  a  été  définie  par  le  degré 
d‟implication du bailleur de fonds dans le financement de l‟emprunteur et la stabilité de son 
support  financier.  Par  contre,  Sharpe  (1990)  et  Greenbaum,  Kanatas  et  Venezia  (1989) 
prétendent que ces relations ne réduisent pas les coûts de financement et suggèrent que la 
banque exploite l'information privil￩gi￩e d￩coulant d‟une relation étroite pour charger des 
taux d'intérêt élevés, et même supérieurs à la moyenne des taux offerts sur le marché. 
1-3-2 -3 : Le temps comme facteur d'éclaircissement de la relation banque emprunteur 
Il faut signaler que l‟asym￩trie de l‟information devrait diminuer avec le temps, soit à mesure 
que  se  d￩veloppe  la  relation  entre  le  banquier  et  l‟entrepreneur,  et  contribuerait  ￠ 
l‟am￩lioration des conditions de financement. Plusieurs auteurs ont observ￩ de tels r￩sultats, 
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que des interactions plus fréquentes permettent aux banques de réviser à la baisse la classe de 
risque  de  l‟entreprise  en  mitigeant  les  asym￩tries  d‟information.  D'Auria  et  al.  (1999) 
montrent  que  les  relations  de  crédit  à  long  terme  fournissent  à  la  banque  une  meilleure 
information sur les perspectives des firmes et leur situation financière. De leur côté, Berger et 
Udell (1995) affirment que les emprunteurs ayant de plus longues relations avec leur banque 
paient des taux d'int￩r￪t moins ￩lev￩s. Meyer (1998) pr￩tend qu‟arrivant ￠ maturit￩ de la 
relation entre la PME et la banque, cette dernière réduit les taux d'intérêt et baisse souvent les 
garanties exigées sur les emprunts. Les résultats de Fernando, Chakraborty et Mallick (2002) 
montrent que la limite de 
crédit augmente avec la durée de la relation, mais de façon non continue. Arrivée à un certain 
seuil, une augmentation du nombre d‟ann￩es n‟est plus un facteur utile ￠ l‟augmentation de la 
limite de cr￩dit. D‟autres ￩tudes, par contre, n‟ont trouv￩ aucun impact significatif de la dur￩e 
de la relation entre la banque et l‟emprunteur sur les taux d‟int￩r￪t (Petersen et Rajan, 1994 ; 
Lehmann et Neuberger, 2000). 
SECTION  2-  L’emploi  des  méthodes  statistiques  de  prévision 
pour  la  décision  des  créditeurs  (bailleurs  de  fonds) :  Evidences 
empiriques 
Plusieurs ￩tudes ont ￩t￩ men￩es dans l‟objectif de pr￩voir la d￩cision des cr￩diteurs ￠ partir 
des  mod￨les  statistiques.  Il  s‟agit  particuli￨rement  des  mod￨les  bas￩s  sur  l‟analyse 
discriminante, la r￩gression logistique et les m￩thodes de l‟intelligence artificielle (RNA).  
2-1 : Les mod￨les empiriques multivari￩s bas￩s sur l’analyse discriminante  
Depuis 1968, plusieurs recherches ont été menées aux états unis dans le cadre de la prévision 
de la d￩faillance en recourrant ￠ la  technique statistique bas￩e sur l‟analyse discriminante 
linéaire.  
 
Parmi les ￩tudes on cite l‟￩tude d‟Altman (1968). Le chercheur a pu  dégager 5 ratios les plus 
discriminants parmi une  batterie de 22 ratios. Altaman a conclu que les dimensions rotation 
du  capital  et  structure  financière  sont  les  plus  discriminantes  du  risque  de  faillite  d‟une 
entreprise. Les  résultats de cette étude  font apparaître des taux de bons classements corrects 
des  entreprises  dans  leurs  groupes  d‟origine  de  l‟ordre  de  79%  et  96%.  Ces  taux  sont 
consid￩r￩s  efficaces notamment pour l‟ann￩e qui pr￩c￨de la d￩faillance. 
 
L‟￩tude de Altman repr￩sente une avanc￩e significative  car elle constitue le r￩sultat de la 
première  prise en compte  simultanée de plusieurs ratios financiers pour juger la sant￩ d‟une 
entreprise ; ce qui a amené  plusieurs chercheurs à effectuer des études similaires, c'est-à-dire 
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Deakin (1972) a effectu￩ une analyse discriminante qui lui a permis  d‟avoir une combinaison  
lin￩aire de 14 ratios et ce pour les cinq p￩riodes qui pr￩c￩dent l‟ann￩e de la  d￩faillance.   Au 
terme de cette ￩tude Deakin (1972) a pu conclure que  l‟analyse discriminante est un outil 
statistique robuste qui permet de prévoir la défaillance des entreprises à partir des données 
comptables au moins trois ans ￠ l‟avance avec une grande pr￩cision. 
 
Edminster (1972) a pu dégager  les  indicateurs assimilés à des clignotants à savoir Le  cash 
flow,  le fonds de roulement, l‟endettement, la rotation des stocks, la liquidit￩. Le taux de bon 
classement obtenu avec cette fonction est de l‟ordre de 93%. Le chercheur n‟a pas valid￩ le 
modèle obtenu sur un échantillon de contrôle ce qui limite le pouvoir prédictif de ce modèle. 
 
Altman, Haldeman et Narayanan (1977)  ont pr￩sent￩ un mod￨le jouissant  d‟un pouvoir de 
prévision  supérieur  à  celui  du  premier    modèle  de  Altman  (1968).  En  effet,  la  fonction 
obtenue a permis de reclasser correctement 92% des entreprises un an avant la défaillance et 
75% cinq ans avant. 
 
En France, plusieurs recherches ont été menées sur l‟￩valuation du risque de d￩faillance des 
entreprises par l‟analyse discriminante. A titre indicatif on cite : L‟￩tude de Yves Collongues 
(1977) qui a permis d‟avoir  un taux de bons classements de 94% et de 96%. Ce chercheur a 
pu  conclure  que  ces  deux  modèles  privilégient  les  indicateurs  utilisés  par  les  banques  à 
savoir la  rentabilit￩  de  l‟activit￩ le  financement  de  l‟actif  circulant  par  les  capitaux 
permanents et les frais financiers. 
 
D‟autres ￩tudes ont ￩t￩ men￩es par  la centrale des Bilans de la Banque de France on cite les 
travaux de Gensquiers, Micha & Pachot (1983) cités par Bernard Fioleau (1993) et de Bardos 
(1984). On cite également  l‟￩tude de Taffler (1983) menée en Grande Bretagne. 
  
Dans le contexte tunisien, la  recherche de Mamoughli (1984) qui a porté sur un échantillon 
de 34 entreprises dont  17 jug￩es  d￩faillantes  par les banquiers  vu qu‟elles  n‟ont  pas   pu 
rembourser  leurs crédits et 17 tirées au hasard  de la centrale des bilans de la banque centrale 
de Tunisie durant la période allant de 1976 et 1982. 
Le chercheur a pu conclure que les  dimensions  fonds de Roulement, endettement, équilibre 
structurel, rentabilité et les cash flows sont les plus discriminantes 
L‟￩tude de Matoussi &al (2004) qui a port￩ sur un ￩chantillon de 800 dossiers de cr￩dit de 
gestion  accord￩s aux entreprises tunisiennes a permis d‟avoir un taux de bon classement 
global de 83.6% 
  
Le  caract￨re  contraignant  des  hypoth￨ses  de  base  n￩cessaires  pour  une  mise  en  œuvre  
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d‟autres outils statistiques telle que la r￩gression logistique pour la pr￩vision de la défaillance 
des entreprises. 
2-2 : Les modèles empiriques multivariés basés sur la régression logistique  
La méthode de la régression logistique est une technique probabiliste de classement qui 
consiste ￠ estimer la probabilit￩ pour qu‟une entreprise tombe en faillite compte tenu de ses 
caractéristiques financières.  
Cette technique a  été explorée par Ohlson (1980) et Aziz A. & Lawson G. (1989). Les 
r￩sultats de ces travaux sont comparables  ￠ ceux obtenus ￠ l‟aide des mod￨les utilisant 
l‟analyse discriminante linéaire. 
Ohlson(1980) a mené une régression logistique sur un échantillon de 363 sociétés cotées dont 
105 défaillantes ,   a conclu que les variables taille et rentabilité jouent négativement dans la 
détermination de la probabilité de défaillance alors que la variable endettement joue 
positivement. 
Dans le contexte tunisien, l‟étude de   Matoussi, Mouelhi et Sayah (1999) a permis de 
conclure  que les dimensions liquidité, solvabilité, équilibre financier, rentabilité et autonomie 
financière sont les plus explicatives et ont permis d‟avoir un taux de bon classement de 
l‟ordre de 91%. 
2-3  Les réseaux de neurones et octroi des crédits 
De nombreuses tentatives d‟application des r￩seaux de neurones en finance ont ￩t￩ publi￩es 
ces dernières  années.  Il nous a semblé utile de faire le point sur les résultats obtenus en 
mati￨re d‟octroi des cr￩dits. En effet, Reilly, Collins , Scofield et Gosh (1990) ont men￩ une 
￩tude dans le cadre de l‟octroi de cr￩dit en utilisant un r￩seau RCE ( Restricted Coulomb 
Energy ﾻ ￠ trois couches. L‟algorithme utilis￩ dans cette recherche  permet d‟associer aux 
cellules cachées des cas dits «exemplaires », dont la sélection est assurée automatiquement au 
sein du jeu d‟apprentissage, auxquels seront compar￩s les cas rencontr￩s. Reilly & al (1990) 
ont utilisé des données relatives à 1602 prêts hypothécaires accordés durant les années 1984, 
1985 et 1986.L‟￩tat de remboursement a ￩t￩ ￩valu￩ ￠ fin de 1987 afin de classer les pr￪ts en 
deux catégories. Les chercheurs concluent que pour 10% des demandes, il est possible de 
pr￩voir  avec  une  pr￩cision  de  95%  les  pr￪ts  qui,  s‟ils  sont  accept￩s,  conduiront  ￠  des 
probl￨mes  de  remboursement.  Dans  cette  ￩tude  les  chercheurs  n‟ont  pas  fourni  des 
comparaisons pr￩cises par rapport ￠ d‟autres approches. 
 
Une autre étude réalisée par Gosh et al (1990) a pour objectif de réaliser une classification des 
demandes de crédit. Les chercheurs ont conclu que la mise en place du système basé sur les 
réseaux  de  neurones  a  permis  une  augmentation  de  16%  des  dossiers  acceptés  tout  en 
r￩duisant de 12% le nombre de d￩fauts de paiement. Les chercheurs n‟ont pas ￩galement 
fourni des comparaisons par rapport ￠ d‟autres approches. 
Smith (1990) a mené une recherche qui porte sur 271.000 dossiers de crédit. Cette étude a 
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Pour ce faire Smith  (1990) a exploré un perceptron multicouche. La couche de sortie est 
compos￩e d‟une cellule qui permet d‟￩valuer une estimation des pertes pour chaque dossier. 
Pour être accepté, un dossier doit présenter « un score » ou (risque de perte) inférieur à un 
niveau donné.  
L‟algorithme  utilis￩ est celui de la r￩tropropagation  classique des erreurs. Cet algorithme 
utilise  une  fonction  d‟erreur  modifi￩e  afin  de  chercher  à  améliorer  la  capacité  de 
discrimination entre les entreprises dont le score est proche du seuil retenu.   
Le chercheur a conclu que la mise en place d‟un tel syst￨me a permis l‟accroissement de 18% 
des profits de l‟entreprise utilisatrice par rapport aux performances des systèmes classiques 
fond￩s g￩n￩ralement sur des mod￨les de l‟analyse discriminante. 
2-4 : Analyses  comparatives :  réseaux  de  neurones,  et    autres  techniques 
statistiques  
Les études comparatives menées dans le cadre des réseaux de neurones et  d‟autres techniques 
ayant les m￪mes finalit￩s mettent l‟accent sur les performances quantitatives obtenues. Les 
chercheurs n‟ont pas abord￩ les dimensions relatives ￠ l‟emploi des r￩seaux de neurones ￠ 
titre d‟exemple : les difficult￩s d‟utilisation, les co￻ts, la viabilit￩… 
Bell & al (1990)  et Tam &Kiam (1992)  ont explor￩ la pr￩vision de d￩faillance ￠ l‟aide des 
réseaux de neurones. Ces chercheurs ont comparé les performances des réseaux de neurones à 
la r￩gression logistique. L‟￩tude n‟a pas permis de conclure la sup￩riorit￩ l‟une  des deux 
techniques. Les taux d‟erreur mesur￩s ￠ partir de diff￩rents niveaux de risques d‟erreur ont ￩t￩ 
équivalents pour les deux techniques. 
 Tam & Kiam (1992) ont comparé les performances des réseaux de neurones ￠ celles d‟autres 
techniques comme l‟analyse discriminante ou la  r￩gression logistique. Ils ont constat￩ que les 
r￩seaux de neurones pr￩sentent de meilleures performances que celles d‟autres techniques. 
 Les résultats comparatifs auxquels les chercheurs ont abouti sont présentés dans le tableau 
suivant 
Tableau n°1 : les réseaux de neurones comparés à différentes méthodes Tam &Kiang (1992) p 941cité par 
De Almeida (1993) 
Erreur de classement à partir de la méthode Jacknife 
Pourcentages % 
  Une année avant la défaillance  Deux ans avant la défaillance 
Méthode  Erreur type1  Erreur  type 
2 
Erreur total  Erreur type1  Erreur  type 
2 
Erreur total 
Analyse discriminante  17.3  11.1  14.2  17.3  13.9  15.6 
Logit  12.3  17.3  14.8  15.2  20.3  17.7 
Réseau sans couche intermédiaire  8.6  13.5  11.1  8.9  25.3  17.1 
Réseau  avec  10  neurones  dans  la  couche 
intermédiaire 
8.6  12.3  10.5  8.9  12.7  10.8 
 
Roy & Cosset (1989) ont également comparé les performances des réseaux de neurones aux 
méthodes statistiques dans la détermination de la cotation  du risque pays. Les cotes obtenues 
servent à déterminer le risque de non remboursement  des dettes par le pays considéré. Ces 
recherches ont abouti à de bons résultats. En effet, ils ont mesuré la performance de chacune 
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pays. L‟erreur absolue moyenne obtenue par les r￩seaux de neurones a ￩t￩ plus faible que 
celle obtenue avec la régression logistique. 
Ces résultats sont récapitulés dans le tableau suivant :  
Tableau n°2 : Résultats de la recherche  Roy et cosset (1989) 
  R
2  Erreur moyenne absolue 
  Réseaux  Régression Logistique  Réseaux  Régression Logistique 
Modèles avec 8 variables  0.815  0.788  8.78  9.59 
Modèles avec 10 variables  0.945  0.903  4.70  6.78 
SECTION 3 : Méthodologie suivie : Description des  donn￩es de l’￩tude : 
échantillon et  variables  
En Tunisie, l‟encours des cr￩dits consentis en 2007 par le syst￨me financier ￠ l‟￩conomie, tels 
que recensés par les Centrales des risques et des crédits aux particuliers, s‟est ￩lev￩ ￠ pr￨s de 
29,2 milliards de dinars au terme de l‟ann￩e 2007, en progression de 11,6%, taux sup￩rieur ￠ 
celui  enregistré  une  année  auparavant  de  3,5  points  de  pourcentage.  Cette  accélération  a 
touch￩ principalement l‟encours des cr￩dits d‟exploitation et accessoirement celui des cr￩dits 
d‟investissement. 
Atteignant 15,5 milliards de dinars au terme de l‟ann￩e 2007 contre 14 milliards de dinars en 
2006, l‟encours des cr￩dits ￠ court terme s‟est accru de 10,6% contre uniquement 3% une 
ann￩e auparavant. Cette ￩volution s‟explique, essentiellement, par l‟acc￩l￩ration du rythme de 
progression de l‟encours des cr￩dits dispens￩s au secteur de l‟industrie.  
Concernant le financement de l‟industrie, le total des cr￩dits accord￩s s‟￩l￨ve ￠  8.659 MDT1  
au  terme  de  l‟ann￩e  2007  contre  7.852  MDTl‟ann￩e  pr￩c￩dente.  En  effet,    l‟encours  des 
cr￩dits octroy￩s au secteur de l‟industrie a enregistr￩ une progression de 10,3% contre 2% une 
ann￩e  auparavant.  Cette  acc￩l￩ration  s‟explique  par  le  renforcement  du  rythme 
d‟accroissement notamment  de l‟encours des cr￩dits ￠ court terme ainsi que de celui des 
crédits à moyen et long termes. 
Nous opterons lors de cette recherche à étudier les crédits de gestion accordés aux entreprises 
industrielles tunisiennes parce qu‟ils constituent la majeure partie des cr￩dits accord￩s par les 
banques commerciales tunisiennes. 
Les crédits de gestion sont des crédits dont la durée ne dépasse pas deux années. 
Le  choix  d‟analyser  les  situations  des  entreprises  tunisiennes  s‟explique  par  le  fait  qu‟en 
Tunisie le financement de l‟￩conomie tunisienne est confi￩ presque exclusivement au secteur 
bancaire. un  problème général  constaté par toutes les banques de la place est l‟augmentation 
croissante  et sans cesse du nombre des créances classées (impayés). La question qui se pose 
est ce que le recours à la modélisation pour l‟octroi ou pas des cr￩dits ￠ l‟instar des pays 
développés permet-il de r￩duire le nombre d‟impay￩s enregistr￩ d‟une ann￩e ￠ l‟autre. 
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La base de données2  englobe 1435 états financiers  couvrant la période 2003 et 2004 ; 2005 
et 2006 soit 371 dossiers en 2003,391 dossiers en 2004, 378 dossiers en 2005 et 295 dossiers 
en 2006 crédits accordés.  
 
Parmi ces dossiers il y a 231 dossiers de crédit des mêmes entreprises sur les 4 ans soit 924 
dossiers. 
Outre les ￩tats financiers nous avons collect￩ d‟autres donn￩es pour ces m￪mes entreprises : il 
s‟agit des garanties, de la taille de l‟entreprise et du secteur d‟activit￩, la nature des ￩tats  
financiers (certifiés ou non certifi￩s), le total engagement bancaire de l‟entreprise mesur￩ par 
le risque brut et l‟age de la relation (banque /entreprise) mesur￩e par la date d‟ouverture des 
comptes ainsi que la classe de risque de ces entreprises mesurée par les échéances impayées.. 
Il faut signaler  que ces entreprises sont classées par la banque selon 5 classes de risques à 
savoir : 
Classe 0 : l‟entreprise n‟a pas d‟impay￩s  
Classe 1 : l‟entreprise emprunteuse a enregistr￩ des impay￩s de 3 mois  sans dépasser 6 mois 
Classe 2 : l‟entreprise emprunteuse a enregistré des impayés de 6 mois sans dépasser 9 mois 
Classe 3 : l‟entreprise emprunteuse a enregistr￩ des impay￩s de 9 mois  sans dépasser 12mois 
Classe 4 : l‟entreprise emprunteuse a enregistr￩ des impay￩s de plus de 12 mois  
Notons  que  les  entreprises  qui  constituent  notre  échantillon  de  base  sont  classées  par  le 
banquier selon  cinq classes comme nous l‟avons d￩j￠ cit￩. Toutefois,  dans cette ￩tude nous 
avons  regroupé  les  entreprises  en  deux  classes :  classe  0 :  les  entreprises  saines  et  les 
entreprises risquées celles appartenant à la classe 1,2,3 et 4. 
Dans ce qui suit nous allons présenter la répartition des entreprises de notre échantillon sur les 4 ans 
selon la classe de risque et la taille .  
INSERER TABLEAU 3 et 4 
   3-1 : Les variables de l’￩tude 
Les ratios financiers sont les variables le plus souvent utilisées dans les modèles de prévision du 
risque. Les ratios retenus varient fortement d‟une recherche ￠ l‟autre. Le nombre de ratios ￩galement 
selon l‟￩tude. A titre d‟exemple, il existe des recherches qui ont été menée avecun seul ratio beaver 
(1966), 6 ratios Bardos (1989) et  Laitinen (1991), 5 ratios Altman (1968) et 7 ratios Zavgren (1985) 
La  plupart  des  études  menées  sur  la  défaillance  ont  montré  que    les  dimensions  endettement, 
rentabilité, liquidité et flux de fonds sont les plus explicatives de la défaillance Dumontier (1990).  
Evaluer le risque de crédit revient en premier lieu à se poser la question de la solvabilité de l'entreprise 
considérée. Cette solvabilité dépend à la fois des éléments purement internes à l'entreprise, mais aussi 
                                                 
2 Il s‟agit d‟une base de donn￩es informatis￩e fournie par une banque commerciale tunisienne privée. En effet, la 
Banque Centrale de Tunisie (BCT) a émis une circulaire en 2003 obligeant toutes les banques tunisiennes à 
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d'éléments  contextuels  comme  par  exemples  la  localisation  géographique,  la  situation 
économique globale et les perspectives d'évolution sectorielle. 
En ce qui concerne les donn￩es endog￨nes (internes ￠ l‟entreprise), ce sont principalement des 
crit￨res  purement  financiers  tels  que  les    revenus,  le  niveau  d‟endettement,  le  r￩sultat 
d‟exploitation,  les  flux  de  tr￩sorerie  g￩n￩r￩s  les  disponibilit￩s…  qui  entrent  en  ligne  de 
compte  donnent une idée assez précise sur  la capacité d'un client/emprunteur à rembourser 
sa dette en temps voulu.  
A partir de ces donn￩es, le calcul de certains ratios de base mesurant l‟endettement, liquidit￩s, 
rentabilité,  rotation,  structure  financière,  fonds  de  roulement,  le  flux  de  trésorerie 
d‟exploitation…  permet  immédiatement  une  première  évaluation  de  la  solvabilité  de 
l'entreprise Lawrence Revsine; Daniel W. Collins & W. Bruce Johnson (1999): Leopold A. 
Bernstein JohnJ Wild(1998) Krishna G. Palepu; Paul M. Healy et Victor L. Berenard  (2000) 
Stephen A. Ross Randolph W. Westerfield & Jeffrey Jaffe(2005) Ainsi les ratios proposés par 
ces chercheurs ont été inclus dans notre recherche. 
Les variables de l‟￩tude sont r￩capitul￩es dans le tableau suivant 
 
INSERER TABLEAU 5 
3-2 : Les variables complémentaires  
3-2-1 : Les garanties  
Pour  se  pr￩munir  contre  le  risque  d‟insolvabilit￩  des  entreprises  clientes,  le  banquier  exige  des 
garanties des entreprises demandant un prêt. En effet, des études aussi bien théoriques que pratiques 
ont  montr￩  l‟efficacit￩  des  garanties  en  matière  de  maîtrise  de  risque  de  contrepartie  ( 
Besanko&Thakor(1987),Ghatak (1999) Couchoro&Pierre Rakotovao (2006) Binks &Ennew(1997). 
En effet, lors de cette recherche, les garanties constituent une variable mesurée par le LOG (garanties). 
3-2-2 : La taille de l’entreprise 
Il s‟agit de distinguer entre les grandes entreprises et les PME. La taille a ￩t￩ mesur￩e par le  
log (total actifs). 
 
Notre étude a pour objectif de comparer le pouvoir prédictif de trois  modèles à savoir :  
  La  première  méthodologie  bas￩e  sur  l‟analyse  discriminante  appel￩e  ￩galement  le 
scoring  
  La  deuxième méthodologie basée sur la régression logistique simple et en données de 
panel 
  La troisième méthodologie basée  sur les réseaux de neurones artificiels. 
En ce qui concerne le mod￨le bas￩ sur la m￩thode de l‟analyse discriminante et la r￩gression 
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régression logistique avec des données de panel nous avons travaillé sur STATA. Finalement 
pour la construction des modèles neuronaux   nous avons utilisé le logiciel MATLAB 
SECTION 4 : R￩sultats de l’￩tude 
4-1 : Résultats de la fonction score  
La validit￩ de l‟analyse discriminante est v￩rifi￩e par le test de Box, de Lambda de Wilks et de la 
corrélation globale (tableau n°6). En effet, l‟examen des r￩sultats nous permet de conclure que  le test 
Box est bon puisqu‟il admet une valeur assez  ￩lev￩e  (2005.785) et  la significativité de Fisher est 
assurée (sig : 0.000).  
La corrélation  globale se mesure  quant à elle se trouve dans le tableau « Eigenvalues » (valeurs 
propres)(tableau  n°7)  .On  observe  notamment  la  colonne  “Canonical  Corr￩lation”  (corr￩lation 
canonique).plus elle est ￩lev￩e, meilleur est le mod￨le la corr￩lation globale est de l‟ordre de 77.6%.  
Le Lambda de Wilks s‟observe quant ￠ lui dans le tableau ﾫ Wilks‟ Lambda »(tableau n°8). 
Plus la valeur de Lambda de Wilks (deuxième colonne)  est faible, plus le modèle est bon. La 
valeur de ce test est de 0.397 et il  est significatif  (sig 0.000) 
D‟apr￨s les corr￩lations entre la fonction discriminante et les variables (tableau n°9), on observe que 
les ratios suivants : liquidité des comptes clients, et le Ratio du Fonds de roulement, liquidité générale 
et la Couverture des dettes par les flux de trésorerie, sont les ratios qui participent le plus avec un signe 
négatif dans la formation de la fonction discriminante. En revanche et celui de la Valeur liquidative, la 
capacit￩ d‟autofinancement taux de la marge, la rentabilit￩ des actifs   et Taille de l'entreprise sont les 
variables  qui participent  le plus avec un signe positif  dans la fonction discriminante. 
INSERER TABLEAUX 6,7,8 ET 9 
Cette fonction discriminante a permis d‟avoir un  taux global de bon classement3 de l‟ordre de  94.8%  
INSERER TABLEAU 10 
 
Après avoir calculé le score (qui s‟￩l￨ve ￠  0.131), nous avons validé cette fonction discriminante sur 
un échantillon de contrôle compos￩ de 511 dossiers de cr￩dit qui n‟ont pas fait l‟objet de l‟analyse. 
Cette validation nous a permis d‟avoir un taux de bon classement global de  l‟ordre de  82.60%  nous 
pouvons retenir que même si  l‟analyse discriminante aboutit ￠ de bons r￩sultats de classement 
et de significativité des ratios, ces résultats peuvent être très critiquables sur le plan statistique 
dans la mesure o￹ l‟hypoth￨se principale de normalit￩ de la distribution des variables  n‟est 
pas v￩rifi￩e. De plus l‟analyse discriminante fournit des r￩sultats sous forme de scores  qui 
sont compar￩s ￠ un score critique fix￩ par celui qui a fait l‟analyse pour juger la situation de 
l‟entreprise. Ceci rend la d￩cision d￩pendante du score critique choisi. 
 
                                                 
3 Le taux de bon classement global est le taux des entreprises bien class￩es dans leur groupe d‟origine. En 
d‟autres termes, il s‟agit de la somme  du nombre des dossiers de crédits des entreprises saines classées par le 
modèle comme saines et du nombre des dossiers de crédit des entreprises risquées classées risquées par le 
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4-2: Les résultats de la régression logistique 
4-2-1: La signification du modèle  
 
La régression logistique est sensible au problème de la multicolinéarité  pour cela nous avons  éliminé 
les ratios qui présentent de fortes corrélations afin d‟￩viter ce probl￨me.  
 
Le Log de vraisemblance, fourni par le logiciel SPSS, qui suit une loi de 
   est égal à 91.231 
cette valeur avec 18 degrés de liberté est significative. Ce ratio de vraisemblance mesure le 
pouvoir explicatif du modèle.  
Les deux pseudo R
2 nous permettent d‟expliquer le pourcentage de la variable d￩pendante 
binaire qui est expliqu￩ par les variables retenues il s‟agit de la statistique de Cox & Snell et 
de  Nagelkerke. Notons que la statistique de  Nagelkerke est une version ajustée du Cox & 
Snell et est donc plus pr￨s de la r￩alit￩. Dans notre mod￨le ces deux statistiques s‟￩l￨vent 
respectivement de 54.8% et 73 %. 
Ainsi, 73% de la variation dans la classe de risque  pourrait être expliquée par les variables 
qui sont significatives 
4-2-2 : La signification  des variables indépendantes 
 
INSERER TABLEAU 11 
 
D‟apr￨s le tableau intitul￩ ﾫ Variables in the equation », chaque variable est associée à une 
variable bêta qui constitue le paramètre ou le coefficient estimé par la méthode de maximum 
de vraisemblance. 
De plus, chaque ratio est associé à une valeur « Wald ». La  statistique Wald suit une loi 
   à 
un degré de liberté et permet de tester la signification de chaque ratio. En examinant les 
valeurs de bêta et de la statistique Wald, nous constatons que  les ratios relatifs à la couverture 
du besoin en fonds de roulement, la liquidité, la capacité de remboursement, couverture des 
dettes  ￠  moins  d‟un  an  par  les  flux  provenant  de  l‟exploitation,  la  rotation  des  actifs, 
l‟￩quilibre  structurel  et  la  taille  de  l‟entreprise  participent  de  fa￧on  significative  dans  la 
formation de la fonction logistique. Ces variables ont les plus grands coefficients béta et les 
plus grandes valeurs de la statistique Wald avec les plus bas niveaux de risque (sig <0.16). 
4-2-2-2 : Le pouvoir prédictif du modèle 
La r￩gression logistique nous a permis d‟avoir un taux global de bon classement  de l‟ordre de 
88.7% pour l‟ensemble des entreprises et pour un niveau de probabilité de défaillance égal à 
0.5 (cut value). Ce pourcentage est de  93,10% pour les entreprises  saines et de 84,21% pour 
les entreprises risquées. 
Sur la base du modèle de régression, nous avons procédé  au reclassement des entreprises 
appartenant ￠ l‟￩chantillon de contrôle compos￩ de 511 dossiers. En effet, nous avons calculé 
les  probabilités  de  défaillance  des  différentes  entreprises  et  nous  avons  comparé  cette 
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Les résultats de cette comparaison nous ont permis  d‟avoir un taux de bon classement global 
de  72.17%. 
4-3 : Résultats de la régression logistique avec des données de Panel 
La  r￩gression  logistique  avec  des  donn￩es  de  panel  nous  a  permis  d‟avoir  les  r￩sultats 
suivants : 
 
INSERER TABLEAU 12 
 
Le nombre total des observations s‟￩l￨ve ￠ 924, le Wald 2 est de l‟ordre de 187.22 et il est 
très significatif  (Prob=0.000). Le pseudo R2 est de  50.53%. 
En ce qui concerne les variables explicatives du phénomène de la détresse financière nous 
constatons que  les  variables relatives aux (garanties (r24), taille de l‟entreprise(r23), CAF 
(r7), la couverture des dettes par les flux de trésorerie(r6)),rotations des stocks et de l‟actif,la 
rentabilité des actifs,la rentabilité financière,la couverture des intérêts, la valeur liquidative et 
la dimension fonds de roulement sont les variable les plus explicatives du phénomène de la 
détresse financière. 
INSERER TABLEAU 13 
Le tableau 13  montre que le taux de bon classement global est de  86.58% 
Nous pouvons donc conclure que la dimension financi￨re classique ￠ elle  seule n‟est pas 
suffisante pour pr￩dire la probabilit￩ de d￩faut il s‟av￨re que les garanties  et les flux de 
tr￩sorerie sont tr￨s  importantes d‟o￹ la n￩cessit￩ de les inclure dans les mod￨les de prévision. 
 
4-4 - Résultats des  modèles basés sur les réseaux de neurones artificiels 
4-4-1 : Résultats des modèles neuronaux multicouches 
On s‟int￩resse dans ce qui suit aux réseaux à couches Multiples (Multi Layer Perceptron : 
MLP) en association avec la m￩thode d‟apprentissage de rétro propagation du gradient de 
l‟erreur commun￩ment  appel￩ ﾫ Back Propagation ». 
Il  faut  signaler que cette technique permet  d‟avoir de meilleurs  r￩sultats  au niveau de la 
classification. 
 
4-4-2 : Résultats du perceptron multicouches à deux sorties : MLP avec l’algorithme feed 
forward 
Pour  construire  le  modèle  neuronal  à  deux    sorties  nous  avons  utilisé  un  échantillon 
d‟apprentissage  comprenant  un  ￩chantillon  de  924  dossiers  de  cr￩dits  accord￩s  durant 
2003,2004 et 2005  et 2006 nous avons laiss￩ 511  dossiers pour l‟￩chantillon test accord￩s 
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4-4-3: Résultats des MLP avec toutes les variables : flux de trésorerie, taille et garanties et les 
variables financi￨res (ratios d’endettement, d’￩quilibre structurel, rentabilit￩, rotation, Fonds de 
Roulement, liquidité) 
L‟introduction  de  la  variable  garantie  approch￩e  par  LOG  (garanties)  nous  a  permis 
d‟am￩liorer encore les r￩sultats en terme de bon classement par rapport aux autres méthodes.  
Le tableau n°14 suivant r￩capitule les r￩sultats obtenus suite ￠ l‟introduction de cette variable. 
 
Tableau n°14 : Récapitulation des résultats des réseaux de neurones entrainés avec toutes les variables  
Ce tableau appelle les remarques suivantes 
  L‟architecture du r￩seau optimal est compos￩e de cinq couches dont trois cach￩es. 
  L‟introduction  de  toutes  les  variables  ensembles  a  permis  d‟am￩liorer  le  taux  de  bon 
classement global  pour atteindre 89.8%.soit 90%. 
  Les variables relatives aux flux de trésorerie et  aux garanties  sont très déterminantes pour la 
prévision du risque de  défaut. 
Le graphique suivant pr￩sente  l‟￩volution de l‟erreur tout au long du processus d‟apprentissage  du 
réseau optimal 
INSERER FIGURE 1 
L‟introduction des variables garanties, taille et flux de tr￩sorerie dans le modèle neuronal a 
permis  d‟avoir  de  bons  r￩sultats  de  classement.  En  effet,  Les  programmes  de  cr￩dit  […] 
deviennent de plus en plus exigeants quant aux critères de rentabilité et de viabilité dans le 
temps. Ainsi les institutions spécialisées tendent à professionnaliser davantage la gestion de 
leurs crédits. Dans ce contexte, les systèmes de garantie trouvent leur place en tant que moyen 
de  faciliter  l‟acc￨s  aux  ressources  financi￨res  et  de  partager  les  risques.  Dominique 
Lesaffre(2006). 
En d‟autres termes  l‟objectif de la garantie doit se limiter ￠ faciliter l‟acc￨s au cr￩dit. Il s‟agit  
d‟un instrument parmi d‟autres qui, doit  permettre  de couvrir le risque et de créer un effet de 
levier Dominique Lesaffre (2006). 
4-4-4 : Comparaison  des résultats obtenus avec les différentes méthodes  utilisées et avec 
toutes les variables de l’￩tude 
  L’￩chantillon d’apprentissage  
924 dossiers  
L’￩chantillon test  
511 dossiers  
Réseauxmulticouches : feed forward  MSE  Bon classement  MSE%  Bon  classement 
% 
Model_full_inf_01 [24 2]  9.6  89.9  20.6  74.5 
Model_full_inf_02 [24 12  2]  3.7  96.4  4.54  82.5 
Model_full_inf_03 [24 12 10 2]  1  95.35  2.64  86.8 
Model_full_inf_04 [24 12 12 12  2]  1.5  95.5  2.8  80.6 
Model_full_inf_05 [24  15 15 15  2]  0.6  97  1.38  87.7 
Model_full_inf_06 [24 15 15  2]  0.3  96.8  2.6  82.1 
Model_full_inf_07 [24 12 12  2]  1  97.6  2  79.6 
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Scoring  
Régression logistique   Régression logistique avec 
des données de panel  
Réseaux  de  neurones 
artificiels  

















94.8  81.03  88.7  81.89  86.58  78.5  99.5  89.9 
 
D‟apr￨s  ce  tableau  nous  remarquons  que  les  réseaux  de  neurones  artificiels  apparaissent 
comme étant un outil de prévision puissant en matière de la prévision de la détresse financière 
des entreprises emprunteuses. En effet, l‟￩tude comparative des trois m￩thodes utilis￩es (￠ 
savoir l‟analyse discriminante, la r￩gression logistique simple et avec des donn￩es de Panel) 
et la méthode basée sur les RNA nous a  permis de conclure quant à la supériorité des réseaux 
de neurones en matière de bon classement ce constat est confirmé par Tam Kiam (1992) à la 
différence de Roy & Cosset (1989) qui ont conclu à la primauté  des méthodes classiques tels 
la r￩gression logistique et l‟analyse discriminante. Dans ce cadre,  le taux de bon classement 
global a augment￩ de 24% par rapport ￠ l‟analyse discriminante et la r￩gression logistique 




Les résultats obtenus montrent  que la décision de crédit ne repose pas uniquement sur l‟information 
financière. L'exigence des garanties constitue aussi pour les banques, le mécanisme central d'ajustement 
du risque permettant l'accès aux actifs si l'emprunteur fait défaut Storey  (1994). Egalement la taille de 
l‟entreprise constitue une  variable très déterminante pour une telle décision. 
L‟analyse des variables financi￨res (les ratios) nous a permis de d￩tecter celles les plus r￩v￩latrices de la 
dégradation de la situation financière des entreprises demandant des crédits auprès des établissements 
financiers. 
En effet, aussi bien l‟analyse discriminante (m￩thode de cr￩dit scoring) que la r￩gression logistique 
simple et avec des données de panel ont  permis de conclure que les variables relatives ￠ l‟￩quilibre de 
tr￩sorerie,  l„endettement, fonds de roulement et de rentabilit￩ et rotation   ainsi que la taille et les 
garanties s‟av￨rent tr￨s d￩terminantes dans l‟explication du ph￩nom￨ne de la d￩tresse financière. 
 
Notons que le banquier lors de son ￩tude d‟un dossier n‟utilise aucun indicateur bas￩ sur les flux de 
tr￩sorerie d‟exploitation. Cependant selon cette analyse discriminante on peut conclure que l‟information 
en flux de tr￩sorerie d‟exploitation permet aux cr￩diteurs et aux investisseurs d‟￪tre avis￩s des signes 
précurseurs de la défaillance financière des entreprises.  
En fait, les flux de tr￩sorerie li￩s ￠ l‟exploitation sont tr￨s pertinents pour l‟￩valuation du risque de cr￩dit 
dans la mesure o￹  les d￩cideurs ￩valuent la capacit￩ de l‟entreprise ￠ honorer  ses engagements en 
principal et intérêts dans le cadre normal de son activité zimmer (1981). 
En fait les responsables de crédit doivent estimer la capacité de remboursement des entreprises à partir 
des flux de tr￩sorerie d‟exploitation et non sur la valeur liquidative des actifs ou des garanties. 
Les réseaux de neurones artificiels apparaissent comme étant un outil de prévision puissant en matière 
de  détresse  financière  des  firmes  emprunteuses.  Cette  recherche  confirme  bien    ainsi  les  études 
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La limite adressée à cette méthode est relative à la non transparence des pondérations du réseau  qui 
reste une question qui mérite d'être étudiée. Altman et al (1994), ont suggéré, en ce sens, l'utilisation 
combinée des deux approches (réseaux de neurones et analyse discriminante), et ce afin de profiter des 
avantages relatifs à chacune des deux méthodes.  
La présente étude  peut être r￩pliqu￩e  en recourrant ￠ l‟utilisation d‟autres m￩thodes de classification 
pour pallier aux insuffisances des méthodes étudiées et qui sont de nature à améliorer la prévision . On 
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LISTES DES TABLEAUX A INSERER 
 
Tableau n°3 : Répartition des entreprises de l'échantillon selon la classe de risque sur 4 ans 
  2003  2004  2005  2006 
  Fréquences  %  Fréquences  %  Fréquences  %  Fréquences  % 
Saines   176  47.44%  206  52.68%  195  51.58%  150  50.85% 
Risquées   195  52.56%  185  47.32%  183  48.42%  145  49.15% 
TOTAL  371  100%  391  100%  378  100%  295  100% 
 
Tableau n°4 : Répartition des entreprises de l'échantillon selon la taille 
  2003  2004  2005  2006 
GE  148  39.89%  161  41.18%  158  41.80%  139  47.12% 
PME  223  60.11%  230  58.82%  220  58.20%  156  52.88% 
TOTAL  371  100%  391  100%  378  100%  295  100% 
GE : Grandes Entreprises 






Tableau n°5 : La mesure des variables  de l’￩tude 
  Intitulés des variables   Mesure des variables 
Ratios relatifs à l’exploitation 
R1  Ratio du fonds de roulement  Fonds de roulement / Total actifs courants 
R2  Ratio de couverture du BFR  par le FR   BFR /FR 
R3  Liquidité des comptes clients   Clients -Clients Nets /clients bruts 
Ratios d’endettement 
R4  Structure financière  Endettement global/ Fonds Propres Nets 
R5  Dépendance financière  Dettes Long Moyen Terme/ Capitaux Permanents 
R6  Capacité de remboursement  Dettes Long Moyen Terme/ Cash Flow Nets 
R7  Ratio de couverture des dettes à court terme  
par le chiffre d’affaires  
Total passifs courants / chiffre d’affaires 
R8  Ratio d’endettement 3   Charges financi￨res / chiffre d’affaires 
R9  valeur liquidative           Total Passifs/Total Actifs 
Ratios de rentabilité 
R10  rentabilité financière  R￩sultat net / revenus d’exploitation  
R11  marge brute  Exc￩dent Brut d’exploitation / chiffre d’affaires 
R12  Couverture des intérêts  
Résultat d'exploitation /charges financières nettes 
R13  Rentabilité des capitaux propres   Résultat net / capitaux propres 
R14  Rentabilité des actifs   Résultat net / Total actifs  
Ratios de structure 
R15  Equilibre structurel 2  Total passifs non courant/ total actifs immobilisés 
R16  autonomie financière  Capitaux propres / capitaux permanents 
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R18  Equilibre structurel 1  Passifs Non Courants /Total Actifs 
Ratios de liquidité 
R19  liquidité générale  Actifs courants / Passifs courants 
R20  liquidité réduite  Actifs courants– stocks/ Passifs courants  
Ratios de flux de fonds 
R21  Ratio de couverture des dettes à moins d’un an  Flux de Tr￩sorerie d’Exploitation / passifs  courants 
R22  Ratio de couverture des charges financières par FTE  Flux de Tr￩sorerie d’Exploitation / charges financières 
Ratios de rotation 
R23  Ratio de rotation des immobilisations  chiffre d’affaires / total actif immobilisé 
R24  Ratio de rotation des stocks  chiffre d’affaires / stocks nets 
Autres variables 
V25  Taille   Log(total actifs) 
V26  Garanties   Log(garanties) 
 
 






Tableau n°7: récapitulation des valeurs propres (Eigenvalues) 
Fonction  Valeurs 
propres 






1  1.516  100,0  100.0  0.776 
 
Tableau n°8 Le  test de Wilks 
Test de la fonction  Wilks’ Lambda  
2  Significativité  
1  0.397  95.966  0.000 
 
Tableau n°9 : Récapitulation des coefficients de la fonction discriminante  
Ratios  Code  Coefficients de pondération 
Ratio de couverture du Besoin en Fonds de roulement   R2  0.02 
Ratio du Fonds de roulement   R1  -0.056 
Liquidité des comptes clients   R3  -0.448 
Couverture des dettes par les flux d’exploitation : FTE/PC  R21  -0.15 
Equilibre structurel2: PNC/Total Actifs immobilisés  R15  -0.019 
Valeur liquidative= Total Passifs/Total Actifs  R9  2.202 
Rentabilit￩ financi￨re = r￩sultat  net/revenu d’exploitation   R10  0.010 
Taux de la marge = r￩sultat d'exploitation /produits d’exploitation   R11  -0.017 
Rentabilité des actifs=résultat  net/total actifs  R14  0.357 
Rentabilité des capitaux propres =résultat net/ total capitaux propres  R13  -0.454 
Rotation actifs= chiffre d’affaires/ actifs immobilis￩s  R23  0.013 
Rotation des  stocks=chiffre d’affaires /stocks nets  R24  0.010 
Garanties = log (garanties)  V26  0.043 
Taille de l'entreprise=log (total actifs)  V25  1.443 
Structure financière = Total Passifs –liquidités / fonds propres   R4  -0.012 








BOX’SM  2005.785 
Fisher  9.710 
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Tableau 11 : la signification des ratios dans l’explication de la probabilit￩ de la d￩tresse financi￨re 
Variables  Bêta  Wald  Sig 
Liquidité des comptes clients  -12,1220      8,0139       ,0046 
Couverture BFR   ,0501          3,1207       ,0773   
Couverture des dettes   22,9965      13,2924       ,0003 
Valeur liquidative                -,0843       9,1965         ,0024 
Structure financière   7,6334      7,7479       ,0054 
Rotation des  stocks  ,0961       5,1494       ,0233 
Taille de l'entreprise              3,5208       17,2789          ,0000 




Tableau n°12 :Coefficients et significativité des variables selon la régression logistique avec des données de 
panel incluant les garanties et la taille de l’entreprise 







Ratios utilisés   Intitulés des variables   Coefficients  Significativité  
R1  Ratio du BFR  0.0030  0.208 
R2  Ratio du fonds de roulement  -0.2259  0.019 
R3  Liquidité des comptes clients   0.7260  0.343 
R4  Liquidité générale   0.0566  0.578 
R6  Couverture des passifs courants par les FTE  0.1049  0.008 
R7  Capacité de remboursement   2.0647  0.001 
R9  Structure financière   -0.0135  0.189 
R10  Valeur liquidative  4.3539  0.000 
R12  Equilibre structurel_2  -0.2028  0.176 
R13  Couverture des intérêts   0.0213  0.000 
R14  Rentabilité financière   0.1638  0.088 
R15  Taux de la marge   -0.4745  0.457 
  Risque calculé  Total  
Risque observé   Saines   Risquées    
Saines   412  20  431 
Risquées   30  464  493 
Total        924 
Saines   95.6%  4.4%  100% 
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R16  Rentabilité des actifs  -5.6657  0.002 
R17  Rentabilité des capitaux propres  -0.0956  0.289 
R21   Rotation des actifs   0.0070  0.044 
R22  Rotation des stocks  0.0107  0.086 
R23  La taille de l’entreprise   9.748  0.000 
R24  Garanties   -0.3670  0.000 
CONSTANTE    -38.7373  0.000 
 
 


















Figure 1 : Evolution de l’erreur moyenne quadratique tout au long du processus d’apprentissage du 
réseau optimal 
  Risque calculé  Total  
Risque observé   Saines   Risquées    
Saines   370  61  431 
Risquées   63  430  493 
Total       924 
Saines   85.84%  14.16%  100% 
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