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RESUMO 
Estruturas adaptáveis empregando filtros FIR e IIR são as mais utilizadas 
em aplicações de identificação de sistemas. No entanto, problemas associados 
à. atualização dos coeficientes, mais especificamente escolha do fator de 
convergência e estabilidade, e, a complexidade computacional requerida para 
identificar em tempo real sistemas com resposta ao impulso de longa duração 
podem dificultar o emprego tanto das estruturas IIR quanto das estruturas 
FIR, respectivamente. 
Neste trabalho é proposta uma nova estrutura adaptável para identificar 
em tempo real sistemas com resposta ao impulso de longa duração. Esta nova 
estrutura combina convenientemente as vantagens operacionais inerente as 
estruturas FIR e IIR. 
É também proposta uma nova técnica eficiente de modelagem de filtros a 
qual possibilita a obtenção dos coeficientes do filtro IIR a partir dos 
coeficientes do filtro FIR, viabilizando, desta forma, a operação eficaz da 
nova estrutura adaptável.
v 
São apresentados resultados computacionais que confirmam o bom desempenho 
da estrutura adaptável proposta, como também da nova técnica de modelagem de 
filtros.
xi 
A B S T R A C T 
Classical FIR and IIR adaptive structures are frequently employed in 
system identification applications. However, the employment of such 
structures in real time identification of systems with long impulse responses 
usualy leads to problems related to the updating of the filter coefficients, 
more specifically the choice of the convergence factor, the stability and the 
computational complexity. 
In this work, a new adaptive structure is proposed for the real time 
identificatiorn of systems with long impulse responses. The new' structure 
combines the inherent advantages of the classical IIR and FIR structures. 
In order to assure the practicality of the new structure for real time 
applications, a new ARMA filter modeling technique is also proposed. The new 
technique associates the inverse filter error criterion to an objective 
function different from the mean square value of the error. This combination 
leads to a very efficient FIR-to-IIR conversion involving the solution of a 
linear system. Moreover, the new technique requires a reduced number of 
multiplications when compared with previously reported results. 
Computational simulation results are presented which confirm the 
performance of the proposed structure, as well as of the new filter modeling 
technique.
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I N T R O D U Ç Ã O 
São notáveis os avanços obtidos nos últimos anos na área de 
microeletrônica, particularmente no que se refere à densidade de integração 
(VLSI). Estes avanços permitiram que se colocassem à disposição, dentre 
outros componentes, poderosos processadores digitais de sinais (DSPs), que 
viabilizaram a realização de inúmeras aplicações, principalmente aquelas, 
onde e exigido o processamento em tempo real [2]. Tais facilidades aumentaram 
ainda mais o interesse por parte da indústria em utilizar sistemas adaptáveis 
na solução de problemas práticos. Sistemas adaptáveis são largamente 
empregados nas áreas de comunicações, radar, sonar, sismologia, mecânica, 
sistemas de navegação, medidas elétricas e eletrônicas, e sistemas 
biomédicos, entre outras [1]. Na área de comunicações, aplicações tais como 
cancelamento de ruido, equalização de canal e cancelamento de ecos fazem 
freqüentemente uso de técnicas de filtragem adaptável. 
Um modelo bastante empregado de sistema adaptável é mostrado na Fig. 
1.1. Este modelo é composto basicamente por dois elementos; o filtro 
adaptável (variante no tempo) e o algoritmo de adaptação [1,2,6]. Nesta 
figura, x(n) e d(n) são, respectivamente, os sinais de entrada e saida do
1
2 
d(n)
A /” + 
×(n) filtro d(n) - s(n) 
adaptável 
///// 
algoritmo de 
adaptação 
Fig. 1.1- Modelo de Sistema Adaptável 
filtro adaptável, d(n) representa o sinal que se deseja estimar, e e(n) é a 
informação de erro utilizada pelo algoritmo de adaptação para ajustar os 
coeficientes do filtro adaptável. Este modelo de sistema adaptável pode ser 
utilizado em diferentes aplicações, tais como: predição linear, equalização, 
cancelamento de interferência, modelagem de sinais e_ sistemas e, 
identificação de sistemas, as quais diferem entre si pela forma com que o 
sinal desejado, d(n), é obtido [1]. Em aplicações de identificação de 
sistemas [11] se requer que o filtro adaptável estime a função de 
sistema não d(n)
+ 
x(n) 'E' 
e(n) 
sistema filtro 
I/ 
Fig. 1.2- Configuração para Identificação de Sistemas
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transferência (ou a resposta ao impulso) de um sistema desconhecido [1,2,8], 
conforme ilustrado na Fig. 1.2. Assim, para uma mesma excitação ×(n), o sinal 
de saida d(n) do filtro adaptável deve estimar, da melhor forma possivel, o 
sinal de saida d(n) do sistema não conhecido. Isto pode ser conseguido pela 
minimização de uma função de desempenho baseada no sinal de erro c(n) [6]. 
Uma função comumente utilizada é o erro médio quadratico E[s2(n)] ( onde 
E[.] representa o operador esperança matematica) [1,2,6]. 
Dentre os vários algoritmos baseados na minimização do erro medio 
quadratico, o algoritmo do gradiente estocástico ou LMS ("Least Mean-Square") 
tem sido, na prática, o mais comumente empregado, principalmente em 
aplicações de tempo real [1,6,16]. A grande utilização deste algoritmo 
deve-se às suas características de robustez, simplicidade e reduzida 
complexidade computacional [1]. 
Quanto ã implementação de filtros adaptaveis (Fig. 1.1) podem ser 
utilizadas estruturas IIR (resposta ao impulso infinita) ou estruturas FIR 
(resposta ao impulso finita) [1,2]. A Fig. 1.3 ilustra o diagrama funcional 
x( ) n É 
bro) b(1)@§ 
À 
b(2)Qf. . . b(oN-1)@§` btom 
/ / / / / 
f d(n) GDGDF ›<š>› 
-ó‹o3@§ú‹on-1›@)}. . -ú‹1›@` 
Fig. 1.3- Configuração do Filtro IIR Adaptavel (para OD < ON)
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de uma possivel estrutura adaptável IIR. As estruturas IIR permitem a 
obtenção de caracteristicas "bem casadas" com a função de transferência a 
identificar, utilizando-se filtros de ordens reduzidas. Consequentemente, a 
filtragem com estas estruturas requer muito poucas operações aritméticas [2]. 
Entretanto, no caso de filtragem adaptável utilizando o algoritmo LMS, 
dificuldades associadas a atualização dos coeficientes penalizam sobremaneira 
o desempenho das estruturas IIR. Dentre os principais problemas destas 
estruturas, pode-se citar: 
1) Dificuldade em garantir a estabilidade do filtro durante todo o 
processo de convergência [1,2,5,6]; 
ii) O algoritmo LMS aplicado a esta estrutura pode convergir para um 
minimo local, visto que a função superficie de desempenho pode ser multimodal 
(pois, c(n) é uma função não linear dos coeficientes) [1,2,7]; 
iii) Freqüentemente torna-se necessário estabelecer um novo fator de 
convergência a cada iteração para o algoritmo LMS, ou seja um algoritmo de 
passo variável (pois, de um modo geral um valor fixo para o fator de 
convergência em todas as iterações pode levar a situações indesejáveis como, 
por exemplo, a não convergência do algoritmo) [18];
V 
iv) O algoritmo de adaptação aplicado a uma estrutura IIR tem, 
geralmente, velocidade de convergência mais baixa do que quando aplicado a 
uma estrutura FIR (pois, embora os pólos permitam após 21 convergência um 
melhor "casamento" com o sistema não conhecido, estes, durante o processo de 
convergência, tornam a função mais sensível, o que leva a uma redução da 
velocidade de convergência) [2]; 
Uma outra classe de estruturas, que não apresentam nenhuma destas 
restrições citadas anteriormente, são as FIR. A Fig. 1.4 mostra a estrutura 
de um filtro FIR transversal adaptável. Esta estrutura é considerada uma das
5 
z H z . . - 2 se . . z
M 
b(0) b(1) b(2) . . . b(i) . . . b(N) / / / / / 
d(n) 
Fig. 1.4- Configuração do Filtro Adaptável FIR Transversal 
mais convenientes para a filtragem adptável e, consequentemente, uma das mais 
empregadas em aplicações práticas. Sua grande utilização deve-se ao fato de 
apresentar um conjunto de caracteristicas altamente desejáveis, tais como: 
i) O filtro é bem comportado durante todo c› processo de adaptação, 
oferecendo garantia de estabilidade [1,2,3]; 
ii) O algoritmo LMS aplicado a esta estrutura converge para o minimo 
global, visto que a função superficie de desempenho, E[e2(n)l, é unimodal 
(e(n) é uma função linear dos coeficientes) [l,2,7,8,9]; 
iii) 0 fator de convergência, para o algoritmo LMS, pode ser feito fixo 
em todas as iterações. Utiliza-se frequentemente como valor fixo para o fator 
de convergência aquele que maximiza a velocidade de convergência (41. 
Apesar destas características favoráveis, em sistemas desconhecidos com 
respostas ao impulso longas o emprego destas estruturas adaptáveis pode ser 
não trivial ou, até mesmo inviável. Isto porque o número de coeficientes do 
filtro FIR corresponde ao comprimento de sua resposta ao impulso. Assim, a 
identificação de sistemas com respostas longas por um filtro FIR implica,
6 
geralmente, em complexidade computacional elevada para a realização das 
operações de filtragem e de atualização dos coeficientes. o que pode 
inviabilizar ei operação em tempo real destas estruturas [2,4,l5,16]. Por 
exemplo, quando é necessario um filtro FIR transversal com mais do que 128 
coeficientes, torna-se dificil para um processador digital de sinais, com a 
tecnologia atualmente disponivel, realizar todos os calculos necessarios 
dentro dos limites padrões de freqüência de amostragem [2]. Isto pode ser 
facilmente verificado supondo-se uma aplicação com freqüência de amostragem 
de 8kHz, o que implica em um periodo de 125ps, utilizando-se o processador 
digital de sinal TMS32OCl5-25 da 'Texas Instruments [39]. Tal processador 
despende 180ns por ciclo de instrução. A realização das operações de 
filtragem e de atualização dos coeficientes de um filtro FIR transversal 
requerem, utilizando-se estes processadores, no mínimo 6.N ciclos de 
instruções. Então, para N=l28 são necessarios 122,88ps para realizar estas 
operações, o que é praticamente o periodo de amostragem disponivel. Então, 
fica evidente que para valores de N maiores do que 128 o tempo de 
processamento será superior ao periodo de amostragem. 
Em função do exposto, verifica-se que sistemas adaptaveis utilizando 
estruturas puramente FIR ou IIR podem não oferecer definitivamente uma 
solução satisfatória para a identificação em tempo real de sistemas com 
respotas ao impulso longas. No entanto, ambas as classes de estruturas 
apresentam caracteristicas desejáveis, as quais, aliadas convenientemente, 
poderiam trazer bons resultados. Recentemente, tem-se verificado um grande 
interesse na combinação destas duas classes de estruturas para a realização 
de filtros adaptaveis. Por exemplo, uma estrutura IIR configurada de acordo 
com a formulação do "erro da equação" [6], mostrada na Fig. 1.5, procura 
combinar as duas estruturas em função de suas caracteristicas. Nesta figura, 
P(z) e Q(z) são filtros FIR transversais, e(n) é o erro de saida (como
7 
d(n) 
/' 
sistena não 
/ + ee(n) + 8(n) 
x(n) ° ° 
/' d(n) 
I/ 
Fig. 1.5- Estrutura do Método do Erro da Equação 
mostrado na Fig. 1.2), e ee(n) é chamado o erro da equação (E~e(z)= Q(z).D(z) 
- P(z).X(z)= Q(2).E(z) onde Ee(z). D(z), e E(z) são respectivamente as 
Transformações em Z de ee(n), d(n), e €(n)). 0 erro da equação ee(n), 
diferentemente do erro de saida e(n), é uma função linear dos coeficientes do 
filtro. Assim, a função de desempenho do erro da equação, E[eš(n)], é 
unimodal, enquanto que, a função de desempenho do erro de saída, E[e2(n)], 
pode ser multimodal [2,6,7]. Nesta formulação, os filtros P(2) e Q(z) operam 
como estruturas adaptaveis não-recursivas. Por outro lado, a obtenção do 
sinal â(n). ou seja a filtragem, é realizada por um filtro IIR (P(z)/Q(z)) 
[6]. A otimização do fator de convergência para este tipo de estrutura é 
também estudada em [12]. Esta estrutura, embora atrativa, apresenta alguns 
inconvenientes. A presença de um ruído aditivo em d(n). uma situação comum em 
aplicações praticas, leva a convergência do algoritmo para um ponto deslocado 
da solução Ótima, qualquer que seja 0 número de iterações utilizado [6].
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Outro inconveniente é a não garantia de estabilidade, especialmente em 
aplicações que apresentam grande dispersão dos autovalores da matriz de 
autocorrelação do sinal de entrada ×(n) [5l. Finalmente, a atualização dos 
coeficientes leva à minimização da função de desempenho do erro da equação, e 
não necessariamente da função de real interesse, ou seja, da função do erro 
de saida [6,13]. 
Uma outra estrutura, proposta em [13], representa uma generalização da 
estrutura baseada na formulação do "erro da equação" e, consequentemente, 
apresenta os mesmos inconvenientes. 
Desta forma, a obtenção de estruturas que aliem as qualidades desejáveis 
dos filtros adaptáveis IIR e FIR constitui um topico de pesquisa de grande 
interesse para diversas aplicações práticas. 
Em muitas destas aplicações como, por exemplo, o cancelamento de ecos em 
transmissão de dados utilizando modens "full-duplex" a dois fios, dispõe-se 
de um intervalo de tempo, denominado período de treinamento ou inicialização, 
durante o qual o sistema adaptável deve identificar adequadamente o sistema 
não conhecido. Neste período, cuja duração é recomendada em especificações 
técnicas [17], são transmitidas especificas seqüências de treinamento [l6]. A 
transmissão de dados propriamente dita é feita somente após <› período de 
treinamento (etapa caracterizada pela operação "full-duplex"). Neste tipo de 
aplicações ficam bem caracterizadas duas etapas distintas do processo: a de 
identificação e za de filtragem. Durante a etapa de identificação o filtro 
adaptável é ajustado de forma a estimar o sistema não conhecido. Durante a 
etapa de filtragem, o filtro opera com coeficientes fixos e sua saida 
constitui uma aproximação do sinal de eco a ser cancelado. 
Levando-se em consideração as caracteristicas das estruturas adaptáveis 
já descritas e o modo de operação das aplicações que fazem uso do periodo de 
treinamento, é possivel conceber-se uma estrutura que possibilite a
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identificação em tempo real de sistemas com respostas ao impulso longas, 
utilizando o algoritmo LM. Assim, neste trabalho é proposta uma estrutura, 
denominada Estrutura Mista FIR-IIR Adaptável, que emprega um filtro FIR 
tranversal adaptável e um filtro IIR. O filtro FIR é utilizado para a 
identificação do sistema não conhecido durante o período de treinamento e, 
eventualmente, durante a transmissão de dados. Já o filtro IIR é utilizado 
para realizar a operação de filtragem propriamente dita, durante a 
transmissão. Desta forma, a estrutura proposta também procura combinar de 
forma conveniente as vantagens operacionais inerentes às estruturas 
adaptáveis FIR transversal e IIR. 
A nova estrutura permite o aumento da precisão na identificação de 
sistemas sem comprometer a velocidade de transmissão. A convergência do 
processo é garantida pelo emprego de um filtro FIR transversal adaptável e a 
velocidade da filtragem pelo filtro IIR convencional com coeficientes fixos. 
Esta estrutura possibilita, também, atualizações da resposta do filtro 
adaptável sem a necessidade de interrupção da transmissão. 
A aplicabilidade da estrutura mista proposta depende fortemente de uma 
técnica eficiente para a obtenção dos coeficientes do filtro IIR a partir dos 
coeficientes do filtro FIR. Entretanto, a maioria das técnicas de modelagem 
de filtros propostas na literatura tendem a requerer um esforço computacional 
freqüentemente excessivo. Além disso, nem sempre tais técnicas oferecem 
garantias quanto à estabilidade do filtro IIR obtido, um requisito essencial 
para a operação em tempo real. Assim, este trabalho também propõe uma nova 
técnica de modelagem de filtros, a qual visa à obtenção dos coeficientes de 
um filtro IIR estável a partir de especificações dadas no domínio do tempo 
("n"). O método proposto é analítico e, portanto, não apresenta problemas de 
convergência. Além disso, por requerer a solução de um sistema de equaçoes 
lineares de ordem mínima, é eficiente em termos de esforço computacional.
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No Capitulo 2 é ;npposta a nova estrutura, denominada Estrutura Mista 
FIR-IIR Adaptável, e sua operação utilizando o algoritmo LMS é descrita em 
detalhes. 
No Capitulo 23 é apresentada a nova técnica para modelagem de filtros. 
Esta técnica é baseada no critério do filtro inverso. Conseqüentemente, os 
coeficientes de um filtro IIR são obtidos a partir de uma resposta 
especificada no dominio do tempo ("n"). Uma comparação da nova técnica com as 
demais já propostas na literatura é também apresentada. 
No Capitulo 4 éà feita uma avaliação do desempenho da nova estrutura 
proposta, em conjunto com a nova técnica de modelagem de filtros, aplicadas a 
um problema de cancelamento de ecos. Através de resultados obtidos por 
simulações, é concluído que tanto a estrutura quanto a técnica de modelagem 
propostas constituem alternativas eficientes para a aplicação em questão.
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c A P I T u L o 2 
A NOVA ESTRUTURA PROPOSTA - ESTRUTURA MISTA FIR-IIR ADAPTÁVEL 
2.1 INTRODUÇÃO 
Neste capitulo, e proposta uma nova estrutura denominada Estrutura Mista 
FIR-IIR Adaptável. Uma aplicação particularmente importante desta estrutura é 
na identificação de sistemas cujas respostas ao impulso sejam de longa 
duração. A estrutura proposta tem como filosofia básica tirar proveito, 
simultaneamente, das caracteristicas favoráveis inerentes as estruturas IIR 
e, as FIR. Isto torna-se possivel porque as vantagens e os inconvenientes de 
ambas são, basicamente, complementares. A estrutura proposta não apresenta 
problemas de tendenciosidade na solução, tem sua estabilidade garantida, 
possibilita aumento da precisão, e permite, eventualmente, para aplicações em 
transmissão de dados, evitar. a interrupção da transmissão para identificar 
mudanças no canal do sistema. 
2.2 ALGUMAS couslnsnâçõns sosnn FILTRAGEM ADAPTÁVEL 
As implementações de sistemas adaptáveis em tempo real caracterizam-se 
pela realização de uma etapa completa de filtragem a cada período de 
amostragem. Adicionalmente, é também desejável que a atualização dos 
coeficientes seja realizada a cada periodo de amostragem. Quanto à. 
implementação do estágio de filtragem adaptável, pode-se empregar tanto 
estruturas FIR quanto estruturas IIR.
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A implementação da filtragem adaptável utilizando-se estruturas FIR 
transversais requer, para realizar a filtragem e a atualização dos 
coeficientes, um intervalo de tempo diretamente proporcional ao número de 
coeficientes do filtro. Além do mais, o número de coeficientes desta 
estrutura depende, para uma dada taxa de amostragem, do comprimento da 
resposta ao impulso a ser identificada. Considerando o emprego do algoritmo 
LMS, sabe-se que esta estrutura despende, aproximadamente, o mesmo tempo para 
realizar tanto a etapa de filtragem (TF) quanto a etapa de atualização dos 
coeficientes (TA). Após estas observações. é possivel, em função do tempo 
despendido, estimar o número de coeficientes para esta estrutura. Conforme 
apresentado esquematicamente na Fig. 2.1(a), vê-se que para realizar a 
atualização dos coeficientes a cada período de amostragem dispõe-se de, no 
máximo, metade deste período. Nestas condições, o número de coeficientes do 
F*-r' T ““'“'_1 
|e- TF -e|e- TA -el 
(n-1) (n) 
(a) 
|e-- TF --a|+-- 'TA --à| 
_ _ 
I 
I
| 
(n-1) (n) 
(b) 
|+-- TF --e| 
- - 4 I 
‹n-1) (fz) 
(c) 
Fig. 2.1- Operação da Estrutura FIR de Acordo com o Número 
de Coeficientes
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filtro adaptável só poderá ser aumentado até que este limite seja alcançado. 
Por exemplo, considerando as caracteristicas do processador TMS32OC15-25 da 
Texas Instruments (381, o número de coeficientes do filtro FIR fica limitado, 
supondo T=125ps, aproximadamente em 128. 
Uma outra 'situação, apresentada na Fig. 2.1(b), ocorre quando 
necessita-se para realizar a filtragem intervalos de tempo que são maiores do 
que T/2, e menores do que T. Assim, não é possível realizar uma iteração 
completa de atualização dos coeficientes a cada período de amostragem. Neste 
caso, a atualização dos coeficientes pode ser implementada em etapas. Em cada 
etapa, realizada a cada periodo de amostragem, são atualizados distintos 
coeficientes, de tal forma que somente após um certo número de periodos de 
amostragem é finalizada uma iteração completa de atualização dos 
coeficientes. 
Caso um intervalo `de tempo maior (maior resposta ao_ impulso) seja 
necessario para realizar a operação de filtragem, o processamento em tempo 
real fica prejudicado (Fig. 2.1(c)). Neste caso, nem mesmo a filtragem pode 
ser realizada a cada periodo de amostragem. Nestas situações, têm-se como 
alternativa buscar estruturas que exijam menores requisitos computacionais. 
Do ponto de vista de complexidade computacional, a implementação da etapa 
de filtragem utilizando-se estruturas IIR é mais econômica do que 
utilizando-se estruturas FIR [6]. No Capitulo 1 foram apresentadas duas 
estruturas que implementam filtragem adaptável IIR em tempo real (etapa 
completa de filtragem e atualização dos coeficientes por periodo de 
amostragem). Na primeira (Fig. 1.3), a atualização dos coeficientes é obtida 
aplicando-se o algoritmo de adaptação diretamente a estrutura IIR [1,2,6]. Na 
segunda (Fig. 1.5), a atualização dos coeficientes é obtida aplicando~se o 
algoritmo à estruturas FIR auxiliares [6].
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Neste capitulo será apresentada uma forma alternativa para a 
implementação da filtragem IIR adaptável. Na estrutura proposta, a etapa de 
filtragem é realizada em cada periodo de amostragem. Entretanto, a 
atualização dos coeficientes é obtida a partir de um filtro FIR adaptável 
auxiliar que opera em regime "off-line". Após a determinação dos coeficientes 
do filtro FIR, os coeficientes do filtro IIR são atualizados através de uma 
conversão FIR/IIR. 
Esta forma de operação possibilita uma grande flexibilidade, podendo ser 
implementada tanto utilizando processamento seqüencial quanto processamento 
paralelo. 
2.3 ESTRUTURA MISTA FIR-IIR ADAPTÁVEL 
A Fig. 2.2 apresenta a Estrutura Mista FIR-IIR Adaptável aplicada a um 
problema de identificação de sistemas. A estrutura FIR é responsável pela 
identificação do sistema não conhecido. Após cada iteração completa, 
filtragem e atualização dos coeficientes i, é feita uma conversão dos 
coeficientes obtidos na estrutura FIR para os coeficientes da estrutura IIR 
(conversão FIR/IIR). A estrutura IIR é responsável pela filtragem, 
permanecendo com seus coeficientes fixos até que se realize uma nova iteração
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iii! 
/ df(m-p) 
algoritmo de ef(m_p)(:í%+ 
adaptação 
Fig. 2.2- Estrutura Mista FIR-IIR Adaptável 
completa de filtragem e de atualização dos coeficientes para a estrutura FIR 
e também uma nova conversão FIR/IIR. Assim, os coeficientes do filtro IIR são 
novamente atualizados, e a operação sugerida prossegue. 
Em função de sua forma de operação, verifica-se que a estrutura adaptável 
proposta é especialmente atrativa para aplicações que fazem uso de um periodo 
de treinamento, as quais são encontradas, freqüentemente, em sistemas de 
comunicações. Para estas aplicações, constata-se que a única exigência, em 
termos de tempo, é que o sistema não conhecido esteja adequadamente 
identificado ao final do periodo de treinamento [17]. Assim, até o final 
deste periodo devem ser realizadas a identificação (através da estrutura FIR) 
e a conversão FIR/IIR. É importante observar que apenas uma conversão FIR/IIR
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é realizada antes do término do periodo de treinamento. Durante este periodo 
a estrutura IIR não realiza necessariamente nenhuma tarefa especifica. 
Adicionalmente, durante a etapa de filtragem (apos o periodo de 
treinamento) a estrutura proposta pode evitar, se desejado, a interrupção da 
transmissão para que se realize um novo treinamento. A interrupção da 
transmissão é um inconveniente que muitas vezes torna-se imprescindível, pois 
o filtro adaptável deve ajustar-se as variações ocorridas no canal de 
transmissão (sistema não conhecido). Felizmente, tem-se observado que tais 
variações ocorrem, geralmente, de forma lenta [16]. Tal fato, permite que a 
estrutra proposta detecte estas variações sem a necessidade de interromper a 
transmissão. Para tanto, após o periodo de treinamento, a estrutura FIR pode 
continuar operando com o propósito de detectar tais variações, e assim, 
periodicamente, poderá ser realizada uma conversão FIR/IIR de forma a se 
permitir eventuais atualizações dos coeficientes do filtro IIR. 
2.4 IHLEHENTAÇÃO DA ESTRUTURA FIR ADAPTÁVEL 
A identificação do sistema não conhecido requer, por parte da estrutura 
FIR adaptável, a realização das operações de filtragem e de atualização dos 
coeficientes. No caso de sistemas com respostas ao impulso longas, o tempo 
despendido nestas operações pode ser superior a um período de amostragem, 
assim sendo deve-se dispor de alternativas factiveis para realizar a 
identificação do sistema, principalmente levando-se em consideração a 
quantidade limitada .de memória. geralmente disponivel nos DSP's [38]. Uma 
primeira alternativa consiste em adquirir, na taxa de amostragem, os vetores 
de entrada e de saida do sistema a identificar, e em conjunto com a aquisição 
realizar as operações de filtragem e de atualização dos coeficientes. 
Entretanto, como o processamento por iteração pode não acompanhar a
17 
velocidade de aquisição ter-se-a um acúmulo de dados. Esta alternativa pode 
tornar-se, então, não atrativa em virtude da quantidade de memória necessaria 
para o armazenamento destes dados. Outra possibilidade, consiste em adquirir 
os vetores de dados com comprimento superior ao do vetor de coeficientes do 
filtro FIR, e ao mesmo tempo realizar o processo de filtragem e de 
atualização dos coeficientes. Os comprimentos dos vetores adquiridos são 
definidos basicamente pela quantidade de memoria disponivel. Ao término do 
uso das amostras destes vetores faz-se a aquisição de um novo par de vetores 
e assim por diante. Esta estratégia é sedutora, mas ainda requer que se faça 
uma aquisição de novos pares de vetores periodicamente. Uma alternativa mais 
interessante consiste em utilizar a estratégia anterior, entretanto, ao invés 
de se fazer periodicamente aquisições de novos pares de vetores, utilizar 
sempre o primeiro par de vetor adquirido, ou seja, realizar a filtragem e a 
atualização dos coeficientes sempre com os mesmos vetores (utilização cíclica 
dos vetores de dados). Eliminando-se assim, a necessidade de se fazer novas 
aquisições e, portanto, os problemas delas advindos como, por exemplo, a 
ocupação e gerenciamento da memória de dados nos DSPs.
à 
O processo tem inicio fazendo-se a aquisição, na taxa de amostragem, dos 
vetores de dados referentes aos sinais ×(n) e d(n) (Fig. 2.2). Assim, 
5? = [ ×(m), x(m-1), x(m-2). . . . . . . . . . .., x(m-M) ]
e 
gl = 1 â‹zzz›, â‹zzz-1), â‹zzz-2), . . . . . . . . . â‹zzz-n› 1 
onde gr e Q? são, respectivamente, os vetores de entrada e saida ambos de 
comprimento M+1. Seja também,
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ƒ= I b‹o) bm b‹2) . . . . . . . . . ..b(N-1) bm) 1 , 
o vetor de coeficientes do filtro FIR de comprimento N+1. O algoritmo 
atualiza o vetor de coeficientes, Q, a partir do vetor de entrada, 5, de 
modo que a saida df(m-p) do filtro FIR aproxime-se da respectiva saída 
d(m-p) do sistema a identificar. Para que tal procedimento seja viável é 
necessario que os vetores de dados, gr e gt, tenham comprimento maior ou 
igual ao vetor de coeficientes QT, ou seja, M maior ou igual a N. O esquema 
de atualização dos coeficientes é ilustrado na Fig. 2.3 (com o vetor Q 
posicionado no inicio do ciclo). 
calculo do 
x(m-M+N+1) erro e (m_p) d(m-M+N+1) 
×(m-M+N) _ d(m-H+N) ' 
b 1 
df(m p) 
x(m-M+N-1) . d(m-M+N-1) 
U' 
'O 
'U 
O;-)
› ÍW
_ e-I 
f- 
~<- 
Fig 2.3- Filtragem e Atualização dos Coeficientes da Estrutura 
FIR Operando em Regime "off-line".
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Supondo-se a atualização através do algoritmo LMS [1], pode-se escrever: 
bp_1(i)= bp(i) - p.Vp(i) , 0 s 1 s N 
, O S p 5 M-N 
onde por conveniência. de implementação (Fig. 2.3) o índice 'p' indica a 
iteração atual e o índice 'p-1' indica a próxima íteração. O gradiente 
estimado (LMS) é dado por, 
ôlefun-p›12 ôefuzz-p) 
v ‹1)= --_-- = 2.ef‹m-p›. -__- 
P ab (1) ab (1) p P 
COII1 
ef(m-p)= d(m-p) - df(m-p), 
bp(1) 
e df(m-p)= [×(m-p) ×(m-p-1) . . . . .. ×(m-p-N)] bp(0) 
I 
bp(N)] 
Como: 
ôef(m-p) ---- = -×(m-p-1). 
ôbp(i) 
tem-se para o algoritmo LMS, neste caso, a seguinte expressão: 
bp_1(i)= bp(i) + 2.p.ef(m-p).x(m-p-i) , O s i 5 N. 
, O S p S M-N 
O fator de convergência u pode ser feito fixo em todas as iterações.
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Considerando que o sinal ×(m-p) é um ruido branco com distribuição gaussiana 
pode~se determinar um valor Ótimo para o fator de convergência que maximize a 
velocidade de convergência do algoritmo. Assim, pot= 1/[2.(N+1].×šms] 
conforme apresentado em [4]. 
A etapa de identificação requer, geralmente, um número de iterações 
superior a M-N+1 com 0 5 p 5 M-N para se atingir a convergência do algoritmo. 
Desta forma, faz-se necessario, conforme já mencionado, a utilização cíclica 
dos vetores de dados. A primeira iteração do processo (p=M-N) é ilustrada 
pela Fig. 2.3. Após o término desta iteração o vetor de coeficientes, Q, é 
deslocado um passo para cima, conforme também sugerido pela Fig. 2.3, de 
forma a se ter uma nova entrada, x(m-M+N+1), para o processo p=M-N-1. Para as 
demais iterações segue-se o procedimento sugerido, ou seja deslocando-se o 
vetor de coeficientes, Q, até se atingir a entrada ×(m) (p=0). Apos a 
iteração envolvendo ×(m) retorna-se para a posição p=M-N, repetindo, então, 
os mesmos passos. Este processo é repetido sucessivamente até que se atinja 
um determinado número de iterações. 
O procedimento descrito, com base no diagrama da Fig. 2.3, sugere que o 
processo inicie a partir da amostra ×(m-M+N), ou seja p=M-N. Mas, nada impede 
que este inicie pela amostra x(m-M), ou seja p=M. A única exigência consiste 
em fazer com que o comprimento, M+1, dos vetores de entrada e saida do 
sistema a identificar seja maior ou igual ao comprimento, N+1, do vetor de 
coeficientes do filtro FIR, ou seja, M maior ou igual a N. Através de 
simulações verificou-se que para M em torno de três vezes o valor de N 
obtém-se resultados semelhantes, em termos de velocidade de convergência e 
precisão, com aqueles obtidos para M >> N. Esta relação entre M e N (ME 3.N) 
foi observada para um grande número de distintos modelos representativos do 
sistema não conhecido. Os resultados, para fins de comparações, foram obtidos 
admitindo-se a possibilidade da estrutura FIR transversal adaptável, com N
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coeficientes, operar em tempo real (M >> N) durante um determinado número de 
iterações. Em seguida é simulada a operação da estrutura FÍR conforme 
ilustrado pela Fig. 2.3, mantendo-se N e o número de iterações utilizado na 
simulação de tempo real, para diferentes valores de M. Constatou-se que para 
valores de M a partir de três vezes o valor de N obtém-se resultados 
equiparáveis em termos de precisão com aqueles obtidos supondo-se a operação 
em tempo real. 
É desejável para a boa operação da estrutura mista que, após a 
identificação do sistema, o nível de erro E[eš(m-p)] obtido, seja 
aproximadamente mantido após a conversão FIR/IIR, ou seja, E[eÊ(n)]s 
E[eš(m-p)] (ver Fig. 2.2). Para isto, deve ser considerado que o filtro IIR 
para os problemas que deseja-se solucionar é naturalmente adequado Í2]. 
Assim, a aceitação da estrutura mista está muito ligada à eficiência 
(E[eÍ(n)] --› E[eš(m-p)]) da técnica de conversão FIR/lIR. Também, e 
desejável para viabilizar a estrutura proposta que o algoritmo de conversão 
FIR/IIR apresente uma reduzida complexidade computacional com garantia dos 
requisitos de convergência e estabilidade na obtenção do filtro IIR desejado. 
Para que tais características sejam obtidas é proposta, e apresentada 
detalhadamente, no próximo capitulo, uma nova técnica para a conversão de um 
filtro FIR em um filtro IIR. Esta tecnica consiste em projetar um filtro IIR 
com especificações dadas no domínio do tempo "n". 
2-5 CONCLUSÕES 
Foi proposta uma nova estrutura adaptável, que opera em tempo real, 
destinada a aplicações onde a resposta ao impulso do sistema não conhecido é 
de longa duração. Esta nova estrutura contorna as principaisdificuldades de 
adaptação das estruturas IIR através do uso de uma estrutura FIR, de forma a
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aproveitar convenientemente as boas caracteristicas inerentes a cada uma 
destas estruturas. A utilização da estrutura mista propicia a obtenção de 
algumas vantagens em relação a outras estruturas apresentadas na literatura, 
como: alta velocidade de convergência, garantia de estabilidade propiciadas 
pela estrutura FIR utilizada na identificação; reduzido esforço computacional 
requerido pela estrutura IIR para a realização da filtragem em tempo real, 
entre outras. O emprego de duas topologias (FIR-IIR) permite ainda o aumento 
da precisão, pois o filtro FIR operando em regime "off-line" pode admitir um 
maior número de coeficientes e/ou maior comprimento da palavra que representa 
estes coeficientes, o que pode levar a uma melhor aproximação do sistema 
identificado. Adicionalmente, se desejado, para aplicações em transmissão de 
dados pode-se evitar a interrupção da transmissão para identificar variações 
ocorridas no canal de transmissão. ~
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c A P I T u L o 3 
PROJETO DE FILTROS DIGITAIS IIR COM ESPECIFICAÇÕES NO DOMÍNIO DO TEMPO ("n") 
3.1 INTRODUÇÃO 
Na maioria das aplicações usuais, o projeto de filtros digitais é 
desenvolvido a partir de especificações fornecidas no dominio da freqüência, 
onde são estabelecidos limites para os desvios máximos e minimos, geralmente, 
na magnitude da resposta em freqüência do filtro desejado [22,23]. 
Entretanto, algumas vezes, é necessário projetar filtros digitais a 
partir de especificações conhecidas (ou desejadas) no domínio do tempo ("n")_ 
Aplicações para este tipo de projeto são freqüentemente .encontradas em 
estimação de espectro, modelagem de sinal e filtragem adaptável [23,24,25]. 
Um problema, freqüentemente encontrado em certas aplicações, é a 
determinação de uma função de transferência no domínio "z" que modele da 
melhor forma possivel um sistema desejado ou conhecido representado por sua 
resposta ao impulso. Este problema é rmrmalmente denominado modelagem de 
filtro, e várias técnicas têm sido propostas na literatura com o objetivo de 
soluciona-lo [23]. Estas técnicas são classificadas, basicamente, em três 
grupos dependendo do tipo de filtro que é gerado, a saber: filtros somente 
pólos ou AR ("autoregressive"), filtros somente zeros ou MA 
("moving-average"), e filtros pólos-zeros ou ARMA ("autoregressive 
moving-average“). 
Neste capitulo é apresentada uma nova técnica de modelagem de filtros do 
tipo ARMA. Inicialmente é apresentada uma breve revisão dos critérios de erro
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normalmente empregados pelas principais técnicas propostas na literatura para 
a obtenção deste tipo de filtro. Em seguida, apresenta-se uma descrição 
detalhada da nova técnica proposta e, finalmente, é apresentado um estudo de 
seu desempenho frente a outra técnica comumente empregada. 
3.2 CRITÉRIOS DE ERRO 
Uma grande parte das técnicas de modelagem de filtros são baseadas na 
utilização do criterio do erro mínimo quadrático, para uma função erro 
especificada. As funções mais empregadas para este fim são o erro da equação, 
o erro de ajuste ("fitting-error"), e o erro do filtro inverso [23,25-29,341. 
Tais funções erro são definidas a partir das especificações do problema no 
domínio do tempo ("n"). Assim, considere as especificações dadas por uma 
seqüência. finita. hd(n), causal, para O S 11 5 N-1. Esta _seqüência. pode 
representar uma resposta ao impulso finita ou o truncamento em N amostras de 
uma resposta ao impulso infinita para a qual considera-se que a contribuição 
das amostras para n 2 N não sejam significativas. Tem-se como objetivo 
determinar uma função de transferência IIR, H(z), cuja resposta ao impulso 
correspondente h(n) modele da melhor forma possivel a seqüência especificada 
hd(n). A função de transferência do sistema IIR a ser determinada é mostrada 
pela equação (3.1). 
ON 
-1 
X bi.z 
H(2)= gššš 
= i=0 OD 
(3.1) 
1 + z‹1í.z 
i=1
-1
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As diferentes funções erro anteriormente citadas advém das diferentes 
metodologias utilizadas para encontrar-se uma solução para o referido 
problema. 
A funçao "erro da equação" pode ser definida, por exemplo, a partir da 
transformação em Z da resposta desejada hd(n), dada por: 
ON 
2 bi.z_1 
Z B(z) _ i=0 "d(Z)“ D(z) 
`
OD 
1. faiz 
1=1 
-1 
ou seja d(n)*hd(n)= b(n) + e(n), onde e(n) é o "erro da equação" e "*" 
representa a operação de convolução. As técnicas existentes de modelagem de 
filtro baseadas no "erro da equação" são as menos complexas dando origem, 
normalmente, a sistema de equações lineares de facil solução. Entretanto, sua 
formulação não permite uma interpretação física significativa [23]. Como é 
possivel definir diversas funções "erro da equação", deve-se escolher aquelas 
que levem aos melhores resultados em termos de precisão e com reduzido 
esforço computacional. Dentre as diferentes alternativas propostas na 
literatura pode-se destacar o metodo da "cauda" [25] de hd(n) e o método de 
Durbin [27,30,31]. 
Uma outra função erro, também muito utilizada, e a função "erro de 
ajuste" a qual é caracterizada pela energia do erro entre hd(n) e h(n) 
definida por: 
N-1 
e‹zz›=z thdrzú-h‹n›12. ‹a.z› 
n=O
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As técnicas de modelagem baseadas no "erro de ajuste" permitem uma 
significativa interpretação fisica. Entretanto, tais técnicas normalmente dão 
origem a sistemas de equações não-lineares, os quais devem ser resolvidos 
iterativamente, implicando em um importante esforço computacional 
[11,23,26,28,29]. Destacam-se, entre outras, as técnicas de Steiglitz-Mcbride 
[11,28] e de Evans-Fischl [32,33]. 
Uma terceira função erro é a função "erro do filtro inverso" a qual pode 
ser facilmente interpretada através do diagrama apresentado na Fig. 3.1. 
hd(n) 1 v(n)=õ(n)+v'(n) (3.3) 
H(z) 
Fig. 3.1- Estrutura Basica do "Erro do Filtro Inverso" 
O sinal de saida da estrutura apresentada na Fig. 3.1 é dado por 
v(n)= õ(n) + v'(n) 
onde ö(n) representa a função impulso unitário e v'(n) é o “erro do filtro 
inverso", cuja energia deve ser minimizada. Assim, procura-se determinar H(z)
Q 
de modo que Z v'2(n) seja mínimo, uma vez que o ideal seria obter ô(n) 
n=0 
como resposta do filtro inverso. As técnicas baseadas no "erro do filtro 
inverso" possibilitam uma clara interpretação fisica. Entretanto, os métodos 
existentes geram, normalmente, sistemas de equações também não-lineares. 
Destaca-se aqui. entre outros, 0 método de Judell [28].
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Uma figura de mérito, freqüentemente empregada, para a avaliação do 
desempenho dos diferentes algoritmos utilizados no problema de modelagem de 
filtros, é a quantidade de multiplicações necessarias à obtenção de 
resultados equiparaveis. Isto porque a quantidade de multiplicações de um 
algoritmo representa uma boa indicação da complexidade computacional 
requerida e, conseqüentemente, do tempo de processamento necessário. 
As técnicas existentes baseadas no "erro de ajuste" e no "erro do filtro 
inverso" levam a algoritmos que requerem um grande esforço computacional 
[23]. Este inconveniente é substancialmente agravado por tratarem-se de 
algoritmos iterativos. O algoritmo de Judell requer cerca de 3 a 5 iterações 
para a obtenção de uma solução adequada, enquanto que, o algoritmo associado 
à técnica de Steiglitz-Mcbride requer de 5 a 10 iterações para a obtenção de 
uma solução comparável [23]. Já as técnicas baseadas no "erro da equação" 
levam a algoritmos não iterativos que exigem, normalmente, esforços 
computacionais bem inferiores, quando comparados àqueles exigidos por 
técnicas baseadas no "erro de ajuste" e no "erro do filtro inverso". Dentre 
as técnicas que utilizam o "erro da equação", o método da "cauda" [25] é o 
que requer o menor esforço computacional. 
Em resumo, as técnicas de modelagem de filtro baseadas no “erro da 
equação" são as mais utilizadas por darenm origem a sistemas de equações 
lineares, apresentarem bom desempenho, e por requererem esforços 
computacionais bem inferiores quando comparados aos algoritmos associados às 
técnicas de modelagem de filtro baseadas nas funções "erro de ajuste" e "erro 
do filtro inverso". No entanto, a superioridade das técnicas baseadas no 
"erro da equação" em relação as demais deve-se às estruturas e aos 
equacionamentos especificos que caracterizam cada técnica, e não ao tipo de 
função de erro utilizada. Em geral, as técnicas existentes requerem esforços 
computacionais elevados devido a realização de operações com nmtrizes de
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grandes dimensões. Tais dimensões, por sua vez, advém da representação do 
sistema por sua equação de convolução. Desta forma, em determinadas 
aplicações onde o tempo de processamento é crucial, os métodos existentes 
podem ainda requerer um excessivo esforço computacional. 
Do ponto de vista pratico, é altamente desejável buscar-se uma técnica de 
modelagem de filtro que possibilite uma interpretação fisica significativa 
(pois, se a técnica é baseada em variaveis que apresentam clara interpretação 
física podera ser possivel realizar considerações que podem facilitar a 
solução do sistema), caracteristica esta inerente as técnicas baseadas no 
"erro de ajuste" e no "erro do filtro inverso". Por outro lado, constituem 
fatores também importantes a simplicidade do equacionamento e uma reduzida 
complexidade computacional, as quais são caracteristicas das técnicas 
baseadas no "erro da equação". 
Assim, levando-se em conta todos os pontos anteriormente mencionados, é 
proposta uma nova técnica de modelagem de filtro baseada no "erro do filtro 
inverso". Esta nova técnica alia as vantagens da interpretação física que são 
inerentes às técnicas baseadas no "erro do filtro inverso" com a simplicidade 
computacional de um algoritmo que requer um esforço de calculo reduzido mesmo 
quando comparado aos algoritmos oriundos das técnicas baseadas no "erro da 
equaçao". 
3.3 A NOVA TÉCNICA PROPOSTA DE MODELAGEM DE FILTRO 
As técnicas baseadas no "erro do filtro inverso", apresentadas em [23], 
utilizam o critério do erro minimo quadratico sobre o "erro do filtro 
inverso", v'(n), de modo que se possa determinar através deste critério um 
conjunto de coeficientes Ótimos para a função de transferência do filtro 
inverso, 1/H(z). Isto conduz, em outras palavras, a se minimizar a energia do
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erro de saida do filtro inverso, dada por: 
G) 
E :Z v.2(n) _ (3.4) 
n=0 
Diferentemente, a técnica aqui proposta, embora baseada no "erro do filtro 
inverso" não utiliza, para determinar os coeficientes da função de 
transferência do filtro inverso, o critério do erro mínimo quadrático 
diretamente sobre este erro, e sim sobre uma função quadrática que é afetada 
por este erro. 
No diagrama da Fig. 3.1, hd(n) pode representar tanto uma resposta ao 
impulso finita quanto uma versão "janelada" de uma resposta ao impulso 
infinita. Daqui em diante, hd(n) será considerada uma desejada seqüência de 
amostras definida para O S n S N-1, e com valor zero fora deste intervalo. O 
"erro do filtro inverso" surge pela aproximação da seqüência hd(n) de duração 
finita por um sistema IIR e, eventualmente, devido a uma insuficiente ordem 
da função de transferência, H(z), para representar às N amostras de hdín). 
No domínio "z", a operação de filtragem ilustrada pela Fig. 3.1 pode ser 
escrita como: 
OD 
1 + Z<1¡.z 
v‹z›=¡Ê_z¡ . nd‹z›= _-0N_í=¿i_- .nd‹z› (35) 
Zbi.z'1 
í=0 
-1 
onde, ON e OD são, respectivamente, as ordens do numerador e do denominador 
de H(z). Aplicando-se a Transformação em 2 inversa na expressão (3.5). 
obtém-se a seguinte equação de diferenças
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OD ON 
b0.v(n)= hd(n)+ Z dí.hd(n-í)- X b1.v(n-1) . 
(3`6) 
1=1 1=1 
Para que v'(n) represente efetivamente o erro da filtragem inversa 
(equação (3.3)) deve-se impor a condição limite v(0)=1, o que implica em 
v'(0)=0. Considerando-se o sistema causal, a equação (3.6). para n=O, 
reduz-se a b0.v(0)= hd(0). Consequentemente, o requisito v(O)=1 conduz a 
condição 
b0= hd(0). (3.7) 
Com as condições consideradas anteriormente obtém-se, pela equação (3.3), 
que 
v2(n) = õ2(n) + v'2(n) . (3 8) 
Alternativamente, através da equação de diferenças (3.6) pode-se obter uma 
outra expressão para v2(n), dada por: 
OD ON 2 
v2‹n›= lg- . zóí.›zd‹zz-1) -z1›i.v‹n-1) , ‹s.s› 
b0 i=O i=1 
onde, d0=1. Desenvolvendo-se o termo quadratico do lado direito da equação 
(3.9). obtém-se:
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OD ON 
2 1 2 2 v (n)= -ã- . 2 {d1.hd(n-i)] + 2 [Q .v(n-ia bo 1=o 1=1 
OD ON 
- 2.[ 2 âí.hd‹n-1)].[ X bi.v(n-1)] 
1=o 1=1 
OD-1 OD 
+ 2. Z 
{ 
à¡.nd(n-1). 
{ X dk.Qi(n-kfl } 1=o k=1+1 
ON-1 ON 
+ z. 2 [bí.v‹n-1). r¡(.v‹n-lo] 
1 } 
. (310) 
1=1 k=i+1 
Com o auxílio da equação (3.3) tem-se que 
v(n-q)= õ(n-q) + v'(n-q) q=i,k (3.11) 
e, da equação (3.8), que 
v2(n-1) = õ2(n-1) + v'2(n-i). A (3`12) 
Substituindo-se as equações (3.8), (3.11) e (3.12) em (3.10), obtém-se: 
OD 2 ON 2 
õ2(n) + v'2(n) = -l§- . 
{ 
Z {dí.hd(n-1)] + Z {§..v'(n-ía 
b0 1 O 1 1 
on 4 oN 
- 2.{ Z ôi.hd(n-1)].[ Z bí.v'(n-1)] 
1=o 1=1
OD-1 OD 
+ 2. z0[‹1i.hd(n-1). <1k.nd(n~›‹) ]} 1= k=i+1 
ON-1 ON 
+ z.z1{bi.v'‹zz-1). bk.v'‹zz-1<› ]} í= k=í+1 
ON 2 
+2 [byõtn-1)] 
1 1 
ON-1 ON 
+ z_z1{bi.~z'‹n-1). [Z :¡(.ô‹zz-1<› ]] í= k=í+1 
OD ON 
- 2. X0 {d¿.hd(n-1). :k.õ(n-1‹) 1] 
Í = =
I 
ON-1 ON 
+ z.{1[bí.õ‹n-1). bk.v'‹zz-1‹› ]¶ í= k=i+1 
ON-1 ON 
+2. Z [bí.õ‹n-1›.{Z bk.õ(n-1‹› 1 
} 
(3.13)
1 í= k=í+1
Q 
Aplicando-se o operador linear, definido como E[×(n)]ê X x(n), a ambo 
n=0 
lados de (3.13), obtém-se que: 
SOS
E[õ2‹ 
on-1 
+ 2. 2 
1=o 
ON-1 
~2% 
íbífâzâz; 
ON-1 
on 
- 2. 2 
1=o 
ON-1 
ou-1 
+ 2. 
gl 
[bi.[zbk.E{õ(n-1).ô‹n-1‹)]] 
]} 
(3 14) 
+z.§=1[bí.{ 
[dzí 
OD 
zu] + z[v'2‹zz›]= -Lözo-_ 0<zf.s[›§ (fz ai 
ON 
2 2 *Ê bi .E[v' (n-1)] 
=1 
OD ON 
- 2.E[ 
{ 
§Êí.hd(n-1)].[ §b1i.v'‹n-1)]]
w x P“1g 'I×“ H. F1 f"í¬ 
ON 
+2 bš.E{õ2 (n-1)] 
í=1 
ON 
z-l`“1o
z 
›rl"lo
Z 
›-vxfl' 
f_m¬| 
ON 
+ 2. X [bi.[{1zk.E õtn-1).v'(n-kl 
1=1 k=1+1 
ON 
'Í×°' 
,_,.
m 
hd(n-1).hd(n-k 
E[v'‹n-1›.õ‹n-1‹›]]
1 
í 11
] 
= k=í+1 
[v'(n-i).v'(n-k)]]
1 
hd(n-i).õ(n-k)]
]
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Constata-se que os dois últimos termos da expressão (3.14) são nulos, pois 
õ(n-i).v'(n-k)= v'(1-k)=0 para k 2 i+1, visto que o sistema é causal, e 
õ(n-i).õ(n-k)=0 dado que ifik. Da mesma forma, as duas seguintes 
simplificações também são válidas; v'(n-i).õ(n-k)= v'(k-i) para k z í+1, e 
hd(n-i).õ(n-k)= hd(k-i) para k 2 i. Também, de acordo com a definição do 
operador linear são válidas as seguintes igualdades; E[hã(n-i)]= E[hã(n)L 
E[v'2(n-i)]= E[v'2(n)], e E[õ2(n-i)]= E[õ2(n)]. Substituindo-se na expressão 
(3.14) estes resultados, obtém-se que: 
_ 
OD 
s[õ2‹n1] + z[v'2‹n›}= -1T_ . {E{r§‹n›].): ã 
b0 Í=O 
ON ON 
+ E[õ2‹n)].z bf +1-:{v'2‹zz)]{ Ê 
í=1 í=1 
OD ON 
- 2. ê0[ói.[ë?(.1:[hd‹zz-1›.v'‹n-1‹›] ]
J 
OD-1 OD 
+ z. 20 {¢i.{{ ók.z[hd‹n-1›.hd‹zz-1‹›]] 1 i= k=í+1 
OD ON 
- 2. 
2-0 
{ài.[ã1;k.hd‹1‹-1)]
1 1- = 
ON-1 ON 
+ z_¡1{.,i.[¡z.k_z[v›‹n-1›.v›‹n-.<¶]
] i= k=i+1 
ON-1 ON 
+z.z [››1.[{zzk.v'‹1‹-1)] 
] 
‹a.1s› 
i=1 k=i+1 
Da equação (3.15) rearranja-se os termos de forma a isolar as contribuições
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do sinal de erro v' (n), obtendo-se assim, a seguinte expressão: 
ON 
¡~:[v'2‹n›] - É . { z[v'2(n›] rf O 1 1 
OD ON 
- 2. §:0[úí.[ã=z:k.E[hd‹zz-1›.v'‹n-1‹›] ] } 
ON-1 ON 
+ 2.21[Wubk.E{v~‹zz-1›.v'‹n-›<›]]
1 í= k=í+1 
ON-1 ON 
+ 2. 
il [bí.[§£(_r1zk.1v'‹x<-1)] } } 
= f(bJ,ú1) = 
on 
_ 1 _ 2 2 2
` 
_ T _ { b0.E[õ un] + E[hd(n)] df o i=o 
ON 
+ E[õ2(n)] nf 
í=1 
OD-1 OD 
+ z. zo {‹zi.[zdk.z[hd‹n-1›.hd‹n-kfl] 1 í= k=i+1 
OD ON 
- 2. 
io {¢1.[§l;=z:k.hd‹k-1)] 
‹a.1õ› 
A equação (3.16) é uma função quadrática dos coeficientes di e bi a qual 
procura-se minimizar a contribuição do sinal de erro v'(n), que é
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representada pelos termos do lado esquerdo desta equação. 
Cabe aqui estabelecer algumas importantes considerações: 
a) A resposta ao impulso de um sistema IIR não pode igualar~se exatamente 
a. uma. seqüência. finita. de comprimento N, por aquela. possuir forçosamente 
amostras não nulas para n > N [25]. Então v'(n) e, consequentemente, o lado 
esquerdo da expressão (3.16) são não nulos. Assim, também conclui-se que o 
conjunto de possíveis soluções que tornam o lado direito da expressão (3.16) 
igual a zero é vazio. 
b) É desejável fazer o lado esquerdo da expressão (3.16) tão próximo 
quanto possível de zero, pois desta forma reduz-se ao minimo a contribuição 
do sinal de erro v'(n). 
c) O lado direito da expressão (3.l6) é claramente uma função quadrática 
dos coeficientes de H(z) e, portanto uma função unimodal. 
d) A minimização da magnitude de uma função quadratica. que não pode 
assumir o valor zero é equivalente à determinação do ponto para o qual o seu 
gradiente é nulo. 
Estas considerações mostram claramente que o conjunto Ótimo de 
coeficientes para H(z) é aquele que faz o gradiente da correspondente função 
do lado direito (f(bJ,d1)) da equação (3.16) igual a zero. 
Então, tomando-se as derivadas parciais desta função (f(bJ,d1)) em 
relação aos coeficientes bj e dl e, igualando-se a zero obtém-se: 
Em relação aos coeficientes dl: 
6 {f(b.,d¡)} ___-l-_- =o 1=1,2, .....oD (3.17) 
â {d1} 
resultando no seguinte sistema de equações lineares,
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ou on 
Zbk.hd(k-1) ' Zdí.E[hd(n-i).hd(n~1)] = (n).l'à (n-li (3. 18)
1 k=1 i= 
, l=1,2,.....,OD 
Ja em relação aos bj: 
a ‹f(b¿,ú¡)} ------- =o ,¿=1,2, ....,oN (3.19) 
ô (bj) 
resultando no seguinte sistema de equações lineares, 
on 
bJ - Z di.hd(J-1)= hd(J) (3.2o) 
1=1 
,¿=1,2,.....,oN 
As equações (3.18) e (3.20) constituem um sistema de equações lineares, 
com ON + OD equações. Através da solução deste sistema determina-se os 
valores dos coeficientes bj e dl que minimizam a função f(bJ,d¡). O modelo 
IIR assim obtido é estável, pois a seqüência hd(n) que representa a resposta 
ao impulso (causal) a ser modelada é absolutamente somável, ou seja 
+uo 
2 |hd(n)| < eo (hd(n)=#0 para n S N-1 e hd(n)=0 para n > N-1) (391. 
n=0 
Na próxima seção são estabelecidas figuras de mérito que permitem avaliar 
o desempenho da técnica proposta, em termos de esforço computacional e 
precisão. A nova técnica é então comparada com outra técnica anteriormente 
proposta na literatura. Os resultados obtidos permitem comprovar a eficiência
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da nova técnica e, conseqüentemente, validam todas as considerações até aqui 
estabelecidas. 
3.4 AVALIAÇÃO n¿ TECNICA PROPOSTA 
O desempenho da nova técnica será avaliado através da complexidade 
computacional requerida e da precisão obtida, as quais são figuras de mérito 
amplamente utilizadas e adequadas para este propósito. Para todas as 
avaliações foi utilizada como referência a classica técnica da "cauda" 
proposta por Burrus e Parks em [25]. Tal escolha é baseada no fato de que 
esta técnica requer um reduzido esforço computacional quando comparado ao de 
diversas outras técnicas apresentadas na literatura para o mesmo fim [23]. 
A complexidade computacional da técnica proposta pode ser melhor 
visualizada se as equaçoes (3.18) e (3.20) forem representadas sob a forma 
matricial. Nesta representação, para o caso usual de OD:ON, tem-se: 
fl.z; g . (3.21) 
onde
T v- [bl bz ... bON dl -dz ._ -don] 
_ T 9- [hd(1) hd(2) ... hd(oN) R(1) R(2) ... R(oD)l 
1 Í HT 
g; T...:..TÊ 
51Ê% 
(oN+oD)(oN+oD)
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hd(0) hd(1) . . . . .. hd(ON 1) 
0 hd(O) . . . . .. hd(ON-2) 
z z z 
Q 4 z 
51: 
: : : 
0 O . . . . .. hd(0) 
0 O . . . . .. O 
- -ODXON 
R(0) R(1) .. R(OD-2) R(OD-1) 
R(1) R(0) R(0D-2) 
Hz: 5 =
g 
- RÍOD-2) R(1) 
R(OD-1) R(OD-2) .. R(1) R(0) ODXOD 
para R(r)= E[hd(n-k).hd(n-k-t)] e 1_ matriz identidade de ordem 0N×0N. É 
importante ainda observar da forma que a matriz É é montada esta apresenta a 
propriedade de simetria, o que facilita sobremaneira a solução do sistema 
linear. 
É facilmente verificado que o número de amostras N da seqüência desejada 
não afeta a ordem do sistema e, consequentemente, a complexidade 
computacional para obter sua solução. Somente a determinação dos elementos da 
submatriz Hz é que será dependente do valor de N. Esta caracteristica vem a 
favor do novo método quando comparado com outros métodos nos quais a ordem do 
sistema linear de equações a ser resolvido aumenta com N. Simulações 
realizadas demonstram que a técnica proposta exige em torno de 1/3 do tempo 
de processamento requerido pela técnica proposta em [25], para iguais valores 
de N, ON, e OD.
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A quantidade de operações de multiplicação necessária para obter a 
solução final é, efetivamente, uma figura de mérito representativa da 
complexidade computacional exigida pelo algoritmo. O algoritmo associado à 
técnica proposta requer uma quantidade de operações de multiplicação dada por 
QMl= N.(OD+1) + (ON+0D).(0N+OD-1).(2.0N+2.0D+5)/12 (3.22) 
onde, a primeira parcela representa o número de multiplicações necessario 
para a montagem do sistema de equações, e a segunda parcela o número de 
multiplicações para a solução do sistema de equações pelo método de Cholesky 
[35]. A técnica da “cauda” [25] requer uma quantidade de operações de 
multiplicação dada por 
QM2= N.(2.0N + 2.0D + 3) + OD.(0D-l).(2.0D + 5)/12 + 
ON.(0N + 1).(2.0N + 7)/12 (3.23) 
onde, a primeira parcela representa o número de multiplicações necessário 
para a montagem do sistema de equações, e as outras parcelas as 
multiplicações necessarias para a solução do sistema de equações pelo método 
de Cholesky [35]. As equações (3.22) e (3.23) podena ser utilizadas como 
indicativo da complexidade computacional exigida, respectivamente, pela 
técnica aqui proposta e a técnica da "cauda" [25] de hd(n). Na Tabela 3.1 são 
mostrados os resultados para hd(n) com 256 amostras e filtros com ordens 
entre 1 e 4. Estes resultados mostram claramente a superioridade da técnica 
proposta em termos de esforço computacional.
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Tabela 3.1 - Número de Multiplicações 
Número de Multiplicações 
técnica da "cauda" [25] técnica proposta 
N ON OD montagem solução total montagem solução total sistema sistema (QM2) sistema sistema (QM1)
2 256 1792 2 1794 512 514 
256 V 2816 7 2823 768 13 781 
256 3840 19 3859 1024 42 1066 
256 4864 38 4902 1280 98 1378 vb 
h)hJ** 
nã 
Q)h)H° 
Para a comparação das duas técnicas em termos de precisão a estrutura 
mostrada na Fig. 3.2 foi empregada. Tal estrutura é especialmente conveniente 
para efetuar comparações entre técnicas que empregam diferentes funções de 
erro. O critério de desempenho utilizado foi o valor médio quadrático do erro 
de saida, e°(n). Para a estrutura da Fig. 3.2 foi utilizado como entrada, 
×(n), um sinal ruido branco com distribuição gaussiana, média zero e 
variância unitária. 
filtro 
desejado Hd(2)
+ 
×(n) ° e°(n) 
filtro modelado 
H(z) 
Fig. 3.2- Estrutura Utilizada Para a Comparação das Diferentes 
Técnicas 
Uma avaliação do desempenho em termos de precisão, entre a nova técnica e 
a técnica da "caudaf [25]. utilizando a estrutura. da Fig. 3.2, para uma 
grande variedade de seqüências hd(n), com diferentes ordens para H(z), foi 
criteriosamente realizada. Contrariamente ao novo método proposto, para
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alguns exemplos, a técnica da “cauda” [25] apresentou problemas de mal 
condicionamento do sistema de equações lineares , mesmo para ordens do modelo 
superiores as necessárias para modelar exatamente a seqüência hd(n). 
Como exemplos ilustrativos dos resultados obtidos, são apresentadas as 
comparações de desempenho para as seguintes seqüências hd(n): 
3 e`°'1“ utn) + 1 e`°'2“ u(n) , o s n s N-1 
h (n)- dl o , n < o e n > N-1 
4 e_o'1n.cos(0,9n) u(n) , 0 5 n S N-1 
h (nl- dz O , n < O e n > N-1 
(3.24) 
Estas seqüências, para N à m, representam as respostas ao impulso de dois 
sistemas de 2a ordem, onde p1= e_O'1 e p2= e_0'2 são os pólos do sistema 
representado pela seqüência hd1(n) e, pi,2= 0.56245 Í j0,70878 são os pólos 
do sistema representado pela seqüência hd2(n). Ambos os sistemas apresentam 
somente um zero, sendo z1=0.84025 e zi=0.58245 os valores destes para os 
sistemas representados, respectivamente, pelas seqüências hd1(n) e hd2(n). Na 
Tabela 3.2 são apresentados os resultados obtidos para diferentes ordens do 
numerador e do denominador de H(z). Para a seqüência hd1(n) a
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Tabela 3.2 - Erro Médio Quadrático de Saida 
l Magnitude do erro médio quadrático de saida 
seqüência hd1(n) seqüência hd2(n) 
N oNii OD técnica da técnica técnica da técnica "cauda" [25] proposta "cauda" [25] proposta l 
256 1 2 1o`21 1o`21 1o`21 1o`21 " 
256 2 2 1o`21 1o`21 1o`21 1o`21 
modelo -21 -21 -21
Á 
instável 10 10 10 
sistema sem 10-21 modelo 10-21 256 4 4 solução instável 
256 3 3 
técnica da "cauda" fornece, para ON=OD=3, um modelo instável (um pólo com 
valor -2,72465). Em outro caso (0N=OD=4) o sistema de equações não apresenta 
solução. Tambem, para a seqüência hd2(n) a técnica da “cauda” [25] fornece, 
para ordem 4, um modelo instável (pólos com valores -1,l3938 Í j1,10232). Em 
contrapartida, a técnica aqui proposta, independentemente da ordem do modelo 
H(2), não encontrou nenhuma dificuldade para obter a solução do sistema de 
equações lineares. Constata-se, então, que para a utilização da técnica da 
"cauda" [25] é necessário avaliar o grau de condicionamento do sistema de 
equações. No entanto, a verificação de condicionamento de um sistema de 
equações exige um esforço computacional que ê, geralmente, muito maior do que 
o necessário para a sua solução (351. Desta forma, para aplicações onde o 
esforço computacional é crucial, como, por exemplo, em processamento em tempo 
real ou na estimação de parâmetros de preditores em processamento de voz. a 
técnica proposta encontra grande aplicabilidade.
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3.5 coNcLusõEs 
0 desenvolvimento deste novo método para modelagem de sinais usando 
filtros ARMA a partir da equação de diferenças (3.6) permitiu a realização de 
algumas considerações que conduziram, diferentemente das outras técnicas 
baseadas no "erro do filtro inverso", a um sistema de equações lineares. Como 
conseqüência, foi obtida uma considerável redução no esforço computacional 
necessario para obter a solução do sistema. 0 método aqui proposto exige 
aproximadamente 1/3 do esforço computacional requerido pelo método 
apresentado em [25], o qual está baseado na função “erro da equação". Os 
resultados obtidos na avaliação de desempenho também demonstram uma 
equivalência de precisão entre a técnica proposta e a técnica apresentada em 
[25l. Entretanto, os modelos obtidos com a nova técnica sempre são estáveis, 
o que não ocorre com os obtidos através da técnica apresentada em [25l 
Portanto, os resultados ora apresentados fazem deste novo método uma 
alternativa muito atraente, especialmente, para aplicações onde uma reduzida 
complexidade computacional é exigida.
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CAPÍTULO 4 
AVALI AÇÃO DA ESTRUTURA ADAPTAVEL PROPOSTA APLICADA A UM PROBLEMA DE 
CANCELAMENTO DE ECOS 
4.1 1NTRoDuÇÃo 
Neste capítulo, é avaliado o desempenho da nova estrutura adaptável 
quando aplicada a um problema tipico de identificação de sistemas: o 
cancelamento de ecos em transmissão de dados. A técnica de separação de 
canais por cancelamento de ecos é de grande importancia para transmissão de 
dados, pois através desta é possivel realizar a separação entre os canais de 
transmissao e recepçao que operam na mesma banda de freqüências. Desta forma, 
viabiliza-se a operação "full-duplex" a dois fios cuja eficiência em termos 
de taxa de transmissão é superior quando comparada as técnicas de separação 
de canais por multiplexação por divisão em freqüência (FDM) [19].
A 
Inicialmente, é apresentada uma breve descrição do fenômeno do eco em 
sistemas de comunicações. Em seguida, são analisados alguns importantes 
aspectos que devem ser considerados no projeto da estrutura proposta como, 
por exemplo, a quantidade de coeficientes do filtro FIR. Finalmente, atraves 
de simulações computacionais, é apresentada uma avaliação do desempenho da 
nova estrutura adaptável empregando a técnica de conversão FIR/IIR também 
proposta. Nesta avaliação é dada especial ênfase à. influência dos erros de 
quantização causados pela implementação digital do sistema.
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4.2 ECOS EH SISTEMAS DE COMUNICAÇÕES 
Em sistemas de comunicações, o fenômeno do eco ocorre devido aos 
acoplamentos não ideais existentes nas híbridas que realizam as conversões de 
quatro para dois fios [18,19,20,21]. Uma híbrida pode ser representada 
esquematicamente conforme mostrado na Fig. 4.1. 
Transmissão 
Recepao 
Fig. 4.1- Representação Esquematica de Uma Hibrida 
As esquematizaçoes de um canal de transmissao "full duplex" a dois fios 
pela. rede discada. e dos vários tipos e formas de ecos envolvidos neste 
sistema são apresentados na Fig. 4.2 [18,19,20].
Transmissão Recepção 
^_;*__} _'i~_+*}_*`i:B 
Recepção Transmissão 
(a) 
A B 
(b)
A 
(c)
A 
(d) 
A B 
(e) 
Fig. 4.2 - (a) Esquema de um Sistema de Comunicação (A;:Í B); 
(b) Fluxo Ideal do Sinal (A-àB); (c) Eco Local (A-àA) 
(d) Eco Remoto (A-+A); (e) Eco do Ouvinte (A-aB).
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As potências médias dos sinais envolvidos são geralmente medidas em dB. 
Para um sinal genérico w(n), esta é dada por [23]: 
‹1>w›dB= 1o.1<zg‹zlw2‹zz›1›, ‹4.1› 
onde c[.] representa o operador esperança matematica. Em termos de nivel de 
potência média, o eco local é, em geral, o que tem maior influência na 
degradação da qualidade de tranamissão [16]. Para toda esta analise os demais 
tipos de ecos serão desconsiderados. O sinal transmitido ×(n) sera 
considerado um ruido branco gaussiano, de média zero e variância unitária. 
Considerando-se como referência o valor de 0 dB para a potência média do 
sinal transmitido em um típico sistema de comunicação, tem-se os seguintes 
níveis de potência média para os principais sinais envolvidos no processo: 
eco local d(n) com (Pd)dB= -10 e sinal rx(n) proveniente do transmissor da 
outra extremidade do canal com (Pr )dB= -45 [16].
A
x 
Para que o sinal recebido, rx(n), seja adequadamente reconhecido pelo 
receptor este deve situar-se 20dB acima do eco residual dado por d(n)-d(n) 
(onde d(n) é a estimativa gerada pelo filtro IIR conforme a Fig. 2.2). Assim, 
(P(d_â))dB 5 -65dB ê desejável [16]. Portanto, o cancelador deve introduzir 
perdas superiores a 55dB no eco local d(n). Na Fig. 4.3 mostra-se uma escala 
com os niveis dos sinais envolvidos.
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Sinal Potência (dB) 
O D-W x(n) --J 
_~ _. 
cancelador deve 
_45dB introduzir 
rx(n) 55dB (ou mais) 
de atenuaçao 
ei‹zz›=â‹zz›-â‹n› 'Ê-513- _ 
Fig. 4.3- Níveis de Potência Média dos Sinais Envolvidos 
A simulação de um sistema cancelador de ecos requer a utilização de um 
modelo para o canal de eco a ser identificado. A resposta em freqüência de um 
tipico caminho de eco local pode ser especificada conforme mostrada na Fig. 
4.4 [19]. A banda passante está situada entre 300 e 3400Hz, a banda de 
transição inferior entre 100 e 300Hz, a banda de transição superior entre 
3400 e 4600Hz, e a banda de rejeição está abaixo de 100Hz e acima de 480032. 
A atenuação minima na banda de rejeição é de 40dB, e a atenuação maxima na
50 
100 300 1800 3400 4600 
_10 .J I _1 
'11 " / / / / / / / / / / /" 
-40 / 
dB V
\ 
\ 
\ 
\
\ 
\ 
\
\ 
\
\ 
\
\ 
\
\ 
\
\ 
\
\ 
\
\ 
\ 
\ 
\
\
\ 
\ 
\ 
\
\ 
\ 
\
\ 
\
9
\ 
Fig. 4.4-Resposta em Freqüência do Caminho do Eco Local 
banda. passante é de 11dB. Esta especificação pode ser aproximada por um 
filtro Chebyshev de Ba ordem, cujos coeficientes são obtidos por [37]. Assim, 
a função de transferência no domínio 'z', obtida através da transformação 
bilinear do referido filtro Chebyshev, é a seguinte: - 
bo + b1.z_1 + b2.z_2 + b3.z_3 + b4.z_4 + b5.z-5 + b6.z`8 
EL(z)= . 
1 + d1.z'1 + dz.:-2 + d3.z'3 + d4.z_4 + ds.z_5 + dB.z`6 
(4.2) 
para, 
bo= 7.38680239657147×10-2 
b1= O d1=-1.8l149113900000 
b2=-2.218O4071897144×1O-1 d2= 8.91213047529201×10-1 
b3= O d3=-5.55505141097879×10-1 
b4= 2.21604071897144×10-1 d4= 9.91922139752113×10-1 
b5= O d5=-5.84735524150929×lO-1 
b6=-7.38880239657147×10-1 d6= 9.87608374944498×10-2 _ 
Este modelo será utilizado como canal de eco nas simulações a seguir.
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4.3- PROJETO DA ESTRUTURA MISTA PROPOSTA 
Por simplicidade, a operação da estrutura mista pode ser decomposta nas 
operações de duas subestruturas mais simples, conforme mostrado nas figuras 
4.5 e 4.6. Estas subestruturas representam convenientemente a estrutura 
proposta durante o periodo de treinamento (etapa de identificação) e durante 
o cancelamento de ecos (etapa de filtragem), respectivamente. Na Fig. 4.5 é 
mostrada a parte da estrutura operando em regime "off-line", a qual é 
responsável pela identificação da resposta do caminho do eco local (sistema 
não conhecido) e pela conversão dos coeficientes (FIR/IIR). Nesta figura, 
EL(Z) representa a função de transferência do caminho do eco local, d(m-p) é 
×(m-p) 
/' 
conversão 
I 
I«_-z 
- d - d ef(m-p) 
I 
+f(m P) (m-P) 
Fig. 4.5- Identificação do Caminho do Eco ("off-1ine")
A 
o eco local, e df(m-p) sua estimativa. Ao final da identificação é desejável 
que df(m-p) aproxime-se o máximo de d(m-p), de modo que €[eš(m-p)] seja o 
menor possível. Após a identificação, é realizada a conversão dos 
coeficientes do filtro FIR para os coeficientes do filtro IIR, de forma a 
proceder ao cancelamento de ecos em tempo real. A operação de cancelamento de 
ecos, após o periodo de treinamento, é realizada pela subestrutura mostrada
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A 
na Fig. 4.6. Nesta figura, d(n) representa o eco local, d(n) representa a 
correspondente estimativa do eco gerada pelo 
×(n) 
EL(z)
A 
d(n) d(n) 
e (n) - y(n) + 
1 + + 0 0 rxm, 
Fig. 4.6- Cancelamento de Ecos em Tempo Real 
filtro IIR, e rx(n) representa o sinal recebido (durante o periodo de 
treinamento r×(n) é nulo). 
A conversão dos coeficientes deve ser efetuada de forma que o valor de 
s[eš(m-p)], obtido na estrutura FIR após o período de identificação, seja 
aproximado da melhor forma possivel pelo correspondente valor de e[eÊ(n)], 
que é gerado na estrutura IIR. Evidentemente, para esta comparação, rx(n) 
deve ser nulo. 
O primeiro passo no projeto da estrutura mista consiste em determinar o 
número de coeficientes necessários para o filtro FIR. Para tal, uma análise 
em termos de energia apresenta-se como uma alternativa muito eficiente. 
Para o sistema representado pela expressão (4.2) constata-se que 
praticamente toda a energia referente a sua resposta ao impulso está 
concentrada nas primeiras 256 amostras. Assim, pode-se presumir que um filtro 
FIR com 256 coeficientes tem condições de identificar de maneira satisfatória 
o caminho do eco. Também, conforme exposto no Capitulo 2, é necessário
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adquirir os vetores de entrada e saida (5 e Q) do sistema a identificar cujo 
comprimento aqui utilizado é de 750 amostras, aproximadamente 3 vezes o 
comprimento da resposta ao impulso do filtro FIR. Um outro ponto importante é 
a determinação do número de iterações necessárias à identificação da função 
de transferência do caminho do eco. Para isto, deve-se levar também em 
consideração o processo de conversão FIR/IIR, pois ao final do periodo de 
treinamento, tanto a identificação, como a conversão FIR/IIR devem estar 
concluídas. Supondo-se que o filtro FIR identifique adequadamente a função de 
transferência do caminho do eco, faz-se necessario também para o filtro IIR 
que este apresente uma ordem minima suficiente para representar 
satisfatoriamente a função de transferência. do caminho do eco. Com base 
nestas considerações foi escolhido para o filtro IIR ON=OD=6. O tempo 
despendido para realizar a conversão FIR/IIR para a aplicação pretendida pode 
ser desprezado quando comparado ao tempo recomendado para o período de 
treinamento [17]. Isto pode ser verificado através do número de operações de 
multiplicação necessárias para realizar a conversão FIR/IIR, considerando a 
técnica de conversão proposta no Capitulo 3. Estas operações requerem, 
utilizando-se <› processador descrito em [38], aproximadamente 390 ps para 
serem executadas, o que pode ser desconsiderado frente a duração do período 
de treinamento estabelecida em recomendações técnicas [17], que é de 
aproximadamente 1 segundo. Assim, considera-se que o período de treinamento é 
utilizado integralmente para a identificação. Desta forma, se for utilizado o 
processador descrito em [38], o filtro FIR com 256 coeficientes e o algoritmo 
LMS, é possivel realizar aproximadamente 4000 iterações durante este periodo.
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4.4 RESULTADOS OBTIDOS 
Através da utilização da estrutura mista proposta, aplicada a um problema 
de cancelamento de ecos em transmissão de dados, foi realizada, com objetivo 
de avaliar a operação desta estrutura, diversas simulações. Estas levam em 
consideração os efeitos introduzidos pela quantização (aritmética em ponto 
fixo com arredondamento) dos sinais de entrada e saida do caminho do eco, 
coeficientes dos filtros FIR e IIR e, todas as operações aritméticas 
envolvidas. Foi utilizada a representação em complemento de dois para a 
representação dos números negativos. 
Os esquemas das figuras 4.7 e 4.8 mostram as duas subestruturas já 
apresentadas, levando-se em conta agora o efeito da quantização. Todas as 
operações aritméticas da estrutura mista foram simuladas da mesma forma como 
xq(m-p) x(m-p) E ‹ 
/' 
conversão +--_ z 
dg(m-p) d(m-p) 
q _ _ ef(m P) ° _, dq(m_p)[É 
Fig. 4.7- Identificação Quantizada do Caminho do Eco 
(Operação "off-line")
55
Q × (n) ×(n) 
EJ ~
E 
q dq(n) q d(n) eí(n) + Y (D) ~ Í + l"x(D)r 
Fig. 4.8- Cancelamento de Ecos em Tempo Real Quantizado 
mesma forma como seriam executadas no DSP TMS320C15-25 [38]. É considerado 
para efeito de simulação, o mesmo número de bits utilizado para representar 
os coeficientes e os sinais (B bits). Nestas condições, a implementação da 
filtragem FIR é realizada somando-se todos os produtos em um acumulador de 
2.8 bits, e finalmente o valor resultante é arredondado para B bits. 
Os efeitos da quantização foram observados para uma faixa de 16 a 32 bits 
para a estrutura de identificação mostrada na Fig. 4.7. Na Tabela 4.1 são 
mostrados os resultados obtidos.
Tabela 4.1 - Erros Médios Quadrátícos em Função do Númer o de Bits 
zl‹e§3‹m-p››21 zl‹af‹n››21 
1 
r×(n)=o (IIR-Fig. 4 .8) 
(FIR`Fig' 4`7) técnica proposta proposta e m [251 
número del valor número 1 valor número 
bitS(FIR) (dB) de bits (dB) de bits ( 
valor 
dB) 
is 1-eo is -33 
` 24 sem solução 
17 -66 17 -33 25 sem solução 
18 -73 18 -33 26 sem solução 
19 -78 19 -35 ` 27 sem solução 
20 -83 20 -40 28 sem solução 
21 -88 21 -43 29 -40 
22 -96 22 -43 30 -43 
23 -101 23 -43 31 -43 
24 -108 24 -43 32 -si 
25 -113 25 -45 33 -54 
26 -118 26 -54 34 -es 
27 -118 27 -60 35 -73 
28 -125 28 -65 38 -73 
29 -125 29 -70 37 -75 
30 -125 30 -80 38 -93 
-125 31 -103 39 31 -93 
32 -125 32 -120 40 -100 
prec 1SaÓ _ preclsao _ pf`eC1Sa.O 
infinita 125 infinita 123 infinita -123
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A Tabela 4.1 ilustra os efeitos dos erros de quantização no processo de 
identificação. A potência média do erro eg(m-p) (c[(e?(m-p))2]) varia de 
-60dB (obtida para 18 bits) até -125dB (obtida para precisão infinita). As 
demais colunas desta, apresentam os resultados obtidos utilizando-se a 
técnica de conversão aqui proposta e a técnica apresentada em [25]. É 
mostrado também o número de bits necessarios para se realizar a conversão 
FIR/IIR e o valor de c[(eCí¡(n))2] para as duas técnicas. A técnica aqui 
proposta realiza a conversão FIR/IIR com o mesmo número de bits utilizado 
pelo filtro FIR para realizar a identificação. Por outro lado, a técnica 
apresentada em [25] necessita de um número de bits maior do que o utilizado 
para realizar a identificação com o filtro FIR. Observou-se que a técnica 
apresentada em [25] necessita de BG bits adicionais (bits de guarda), ou 
seja, BG bits a mais do que o utilizado para realizar a identificação. Além 
do mais, utilizando-se 16, 17, 18, 19, e 20 bits para realizar a 
identificaçao através do filtro FIR, a técnica apresentada em [25] nao 
apresenta solução, mesmo quando é utilizado um número de bits adicionais 
(bits de guarda) bem maior do que BG. Verificou-se que 8 bits de guarda 
(BG=8), para a técnica apresentada em [25], é um valor que possibilita a 
obtenção da solução para os casos apresentados (identificação com 21 a 32 
bits), e que um número maior do que este não aumenta a precisão dos 
resultados. Em contrapartida, um valor menor do que 8 bits compromete a 
precisão dos resultados e para alguns destes casos a técnica apresentada em 
[25] não apresenta solução. 
Os resultados obtidos mostram claramente a superioridade da nova técnica 
de conversão em relação a técnica apresentada em [25], pois comparando-as 
para um mesmo número de bits constata-se (Tabela 4.1) que a técnica proposta 
apresenta precisão muito superior. Esta comparação é mostrada especificamente 
pela Tabela 4.2. Verifica-se, também, que para 32 bits a técnica aqui
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Tabela 4.2 - Precisão das Técnicas Comparadas em Função 
do Número de Bits 
El(eÍ‹n))21 [dB] 
(IIR) 
número de técnica proposta 
ç 
bits proposta em [25] 
29 -70 -40 
30 -80 -43 
31 -103 -43 
32 -120 -51 
precisão _ _ 
infinita 123 123 
proposta apresenta resultados muito próximos ao obtido com precisão infinita. 
De acordo com as exigências da. aplicação é necessário que (Peq)dB 5
i 
-65dB, ou c[(e?(n))2] em dB seja E -65. Assim, utilizando-se a técnica de 
conversão proposta aplicada à estrutura mista, torna-se viável sua 
utilização, para a referida aplicação, a partir de 28 bits. Por outro lado, 
empregando-se a técnica de conversão apresentada em [25] a estrutura mista 
somente torna-se viável a partir de 34 bits. Em função das exigências da 
aplicação, e dos resultados obtidos fica evidente a necessidade de um 
processamento em 32 bits.
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4. 5 coucwsõzs 
Foram utilizadas, para uma aplicação de cancelamento de ecos, a estrutura 
mista. e a técnica de conversão propostas. Pode-se constatar, através dos 
resultados, que estas proposições atendem às exigências da aplicação mesmo 
levando-se em consideração os indesejáveis efeitos introduzidos pelo processo 
de quantização. A superioridade da técnica de conversão proposta, em relação 
a técnica apresentada em [25], mostrou-se ainda mais evidente no processo de 
quantização, pois comparando-as para um mesmo número de bits a técnica 
proposta apresenta precisão muito superior. Os resultados obtidos nas 
simulações validam a forma de operação da estrutura mista adaptável 
conjuntamente com a nova técnica de modelagem proposta.
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C A P Í T U L O 5 
C O N C L U S Õ E S 
Neste trabalho foi apresentado um estudo e algumas considerações a 
respeito de estruturas adaptaveis aplicadas a identificação em tempo real de 
sistemas com respostas ao impulso de longa duração. 
Foram analisadas, no Capitulo 1, tanto estruturas adaptaveis utilizando 
filtros FIR e IIR como também, outros tipos de estruturas propostas na 
literatura. Observou-se que problemas associados à atualização dos 
coeficientes, principalmente no que diz respeito ao fator de convergência e 
estabilidade, podem dificultar sobremaneira o emprego de estruturas adptaveis 
IIR. Por outro lado, constata-se que estruturas FIR transversal adaptáveis 
apresentam características desejáveis principalmente aquelas associadas a 
atualização dos coeficientes como, por exemplo, o fator de convergência que 
pode ser feito fixo, a estabilidade que é garantida, entre outras. 
Entretanto, estas estruturas requerem esforços computacionais que são 
proporcionais ao número de coeficientes utilizados, assim sendo, seu emprego 
em tempo real pode ser inviabilizado quando o sistema a identificar 
apresentar resposta ao impulso de longa duração. Por exemplo, se utilizado 
para a sua implementação o processador descrito em [38] o número de 
coeficientes, para uma freqüência de amostragem padrão de 8KHz, fica limitado 
em aproximadamente 128. Estruturas lmistas alternativas poderiam ser 
empregadas para a identificação de sistemas com respostas ao impulso longas. 
Contudo, as que são propostas na literatura também apresentam alguns 
inconvenientes, a saber, a não garantia de estabilidade e a não garantia de
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convergência do algoritmo de adaptação para o minimo global da função 
superficie de desempenho. 
Assim, uma nova estrutura adaptável para identificar em tempo real 
sistemas com respostas ao impulso de longa duração foi proposta. Esta 
estrutura, denominada Estrutura Mista FIR-IIR Adaptável, combina 
convenientemente as vantagens operacionais inerentes as estruturas FIR e IIR. 
O filtro FIR, em função de suas caracteristicas apropriadas foi utilizado 
para a identificação do sistema não conhecido em regime "off-line". Após a 
identificação é obtido os coeficientes de um filtro IIR a partir dos 
coeficientes do filtro FIR de forma a realizar-se em tempo real a operação de 
filtragem. Esta estrutura é convenientemente adequada a aplicações que fazem 
uso de um período de treinamento o que é o caso do cancelamento de ecos em 
transmissão de dados. 
A obtenção de um filtro IIR a partir de um filtro FIR um típico 
problema de projeto de filtros com especificações no dominio do tempo ("n"). 
No Capitulo 3, foram mencionadas várias técnicas de projeto de filtros com 
especificações no dominio do tempo ("n") [23]. Grande parte destas técnicas, 
particularmente as que posssuem uma interpretação fisica significativa, 
exigem grande esforço computacional, pois, quase sempre, são iterativas. Uma 
das técnicas mais empregadas, por requerer um reduzido esforço computacional, 
é a apresentada em [25]. No entanto, esta técnica exibe algumas 
características indesejáveis: não permite uma interpretação fisica 
significativa, pode apresentar problemas de condicionamento no sistema de 
equações lineares, levando à obtenção de um filtro IIR instável ou até mesmo, 
não apresenta solução para o sistema linear. Para contornar tais dificuldades 
foi proposta uma nova técnica de projetos de filtros com especificações no 
dominio do tempo ("n") [40]. Esta nova técnica possui interpretação fisica 
significativa, complexidade computacional inferior a da técnica apresentada
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em [25], garantia de estabilidade do filtro IIR obtido, e para os muitos 
casos testados, sempre apresentou solução para o sistema de equações lineares 
obtido. 
O desempenho da estrutura adaptável proposta, bem como o da técnica de 
projeto de filtros, foram avaliados para uma aplicação de cancelamento de 
ecos em transmissão de dados. Os resultados obtidos, levando-se em 
consideração os erros introduzidos pela quantização, demonstram de forma 
muito clara a aplicabilidade da estrutura adaptável proposta como também, a 
superioridade da nova técnica de modelagem de filtros. O bom desempenho desta 
técnica consolida, ainda mais, a Estrutura Mista FIR-IIR Adaptável, como uma 
alternativa eficaz a ser utilizada para uma determinada classe de aplicações. 
A estrutura mista proposta também permite a obtenção de algumas vantagens. 
Podendo-se citar: 
o aumento da precisão, pois o filtro FIR operando em regime "off-line" 
pode admitir um maior número de coeficientes e/ou maior quantidade de bits em 
sua representação, o que permite a identificação do sistema não conhecido com 
melhor precisão; 
0 não interrupção da transmissão, se desejado, quando os erros na 
transmissão ultrapassar os niveis limites estabelecidos; 
Com a experiência adquirida no desenvolvimento deste trabalho, surgiram 
algumas idéias que poderão fazer parte de futuras investigações. Pode-se 
enumerar: 
o realizar um estudo com o objetivo de encontrar os melhores métodos 
para solução de sistemas de equações lineares levando-se em consideração os 
efeitos da quantização e a forma parthnflar da matriz do sistema linear. 
Abordar, neste estudo, especialmente os aspectos relativos à precisão e 
complexidade computacional.
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o realizar um estudo visando-se a determinar a melhor forma para se 
configurar a operação da estrutura mista proposta para aplicações que não 
possuam um periodo inicial de treinamento, como por exemplo, transmissão de 
voz. 
o realizar um estudo mais detalhado a respeito da influência do 
comprimento dos vetores de entrada e saida do sistema a identificar, 
utilizados para a operação de adaptação "off-line" do filtro FIR da estrutura 
mista. 
o estudar e otimizar o comportamento do sitema para rx(n) não nulo.
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