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Abstract 
It is ksmwn that the edge set of a connected graph of even size has a partition into pairs of 
incident edges. Based on a matching theorem of D.P. Sumner we extend this result o uniform 
hypergraphs. The obtained partition results are tight; our hypergraph constructions also show 
that D.P. Sumner's matching theorem cannot be strengthened. 
1. Introduction 
A connected graph is k-connected (for k > 1) if the removal of any k - 1 vertices 
does not disconnect the graph. A star with p leaves is denoted by Kl.p; the graph KI.3 
is usually called a .iaw. For r >/2 fixed, H = (V,E) is an r-uniform hyperoraph with 
vertex set V and edge set E, if E is a set of r-element subsets of V. Two hyperedges of
H with r - 1 common vertices are called dependent. The dependency graph L~'~(H) of 
H has vertex set E, and e, f ~ E are adjacent if and on|y if e and f are dependent 
hyperedges of H. For r = 2, dependency graphs are the usual line-graphs of graphs. 
An r-element set has r distinct (r - 1)-element subsets, thus L~'~(H) is Ks.,+ s-free, for 
every r-uniform hypergraph H. Needless to say, there are other forbidden subgraphs 
(for r = 2, all minimal forbidden induced subgraphs of a depe,idency graph were 
determined in Beineke [1]; and the problem is open for r > 2, see [3]). 
It is known (and easy to show) that the edge set of every connected graph with an 
even number of edges has a partition into pairs of incident edges. The analogous 
problem for uniform hypergraphs was asked and studied by Jacobson et al. [2]. 
Because the line-graph of a graph is claw-free, the required partition of a graph also 
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follows from a result of Sumner [6] and Las Vergnas [4]: every connected claw-free 
graph of even order has a perfect matching. This matching result was extended by 
Sumner to r-connected KI.,+ ~-free graphs as follows. 
Theorem I (Sumner [7]). For r > 2, every r-connected, K1.,+ l-free graph of even order 
has a perfect matching. 
Because the dependency graph of an r-uniform hypergraph is Kl,,+~-free, 
Theorem 1 immediately implies: 
Theorem 2. For r >i 3, let H be an r-uniform hypergraph with an even number of 
hyperedges. I f the dependency graph of H is r-connected, then the edge set of H has 
a partition into pairs of dependent hyperedges. 
Theorem 2 is one of the possible ways of extending the aforementioned 'prototype' 
theorem to hypergraphs. Based on Theorem 1 we obtain a similar result on linear 
hypergraphs. A hypergraph is called linear if two hyperedges intersect in at most one 
vertex. The line-graph of a hypergraph H = (V,E) is defined on vertex set E, and e, 
fe  E are adjacent if and only if enfv~ 0. An r-element set has r singletons, thus the 
line-graph of an r-uniform linear hypergraph is K I . , .  rfree, for every r/> 2. Thus 
Theorem 1 implies another possible answer to Jacobson's problem: 
Theorem 3. For r >1 3, let H be an r-uniform linear hypergraph with an even number of 
hyperedges. I f the line-graph of H is r-connected, then the edge set of H has a partition 
into pairs of incident hyperedges. 
In Sections 2 and 3 we construct (r - 1)-connected dependency graphs, for every 
r >13. This shows that r-connectivity cannot be reduced in Theorems 1, 2 and 3. It is 
worth noting that in case of the 'prototype' theorem (i.e., when r = 2), 2-connectivity is 
not required. Actually, a graph G has a partition into pairs of incident edges if and 
only if every connected component of G has an even number of vertices. 
2. Lemmas 
We need two lemmas for the construction i  Section 3. The second one is a tech- 
nical lemma concerning the parity of binomial coefficients. In the first lemma the 
connectivity of the dependency graph of K~J ~, the complete r-uniform hypergraph of 
order n, is determined, for every r/> 2. The degree of each vertex of L~'~(K~ ) is 
of L" (~n ,. r(n - r), thus the next result yields the exact value of the connectivity ~ ~''~'~ 
Lemma 4. For r >1 2 and n >I r + 2, the dependency graph of the complete r-uniform 
hypergraph of order n is r(n - r)-connected. 
Proof. Set H = K~ "~ and G = L~'~(Kg~). A sequence of distinct hyperedges of H is 
called a chain if consecutive hyperedges are dependent in H. We say that a chain 
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connects its first and last hyperedges. Clearly, chains connecting hyperedges A and 
B correspond to paths in G between the two ve:tices of G representing A and B. By 
Menger's theorem, G is k-connected if and only if any two non-adjacent vertices of 
G are joined by at least k internally disjoint paths of G. Thus it is enough to show 
that, for any A, B with q = IA•BI  ~< r -  2, H contains at least r (n -  r )  chains 
between A and B. Let C=AfaB,  C= {cl . . . . .  c~}, A \C= {a~ . . . . .  a,_~} and 
B\C  = {bt . . . . .  b,_~}. 
Case (a): q=O.  For every O~<d~<r- I  and l~<i~<r,  let A(d , i )=  
{at +d . . . . .  ai+a}, Bid, i) = {bt +d . . . . .  bi+d}, and set A(d,O) = Bid, O) = O. Notice that 
indices are reduced modulo r in the whole proof. For  every 0 ~< i ~< r and 
0 <~ dl,d2 <<. r - 1, define Ei(dl,d2) = A(d l , i )uB(d2 , r  - i). These r-tuples are dis- 
tinct. To see this observe that E~(dl,d2)= E~(d'bd'2) implies A(ds , i )=A(d '1 , j ) ,  
B (d2 , r -  i )=  B id ' z . r - j ) ;  and by the definition cf A(d,i) and B(d,i), we get i= j ,  
d'~ = dl and d[ = d 2 .  It is also clear (see Fig. 1) that for fixed 0 ~< dl,  d2, i ~< r - -  l, the 
r-tuples Ei(dl, d2) and E~ + l(d~, d2) are dependent hyperedges of K~ ). 
The sequences 8(d l ,d2)=(Eo id l ,d2) ,E l id t ,d :  ) . . . . .  E r (d l ,d2)  ), for every pair 
0 ~< d I ,d 2 ~< r - l, form r 2 chains connecting Eo(d~d2) = B and Eridl,d2) = A. The 
internal hyperedges are all distinct and contained in A uB.  This proves Case (a), for 
n = 2r. For n > 2r, we show r(n - 2r) other chain ~ with distinct internal hyperedges 
not in A u B ithus all different from the previous ones#. 
Let vl . . . . .  v,_ 2, be the vertices of K~ "~ not in A u B. For every 1 ~< k ~ n - 2r and 
O<~d, i<<. r - l ,  define the r-tuple F i (d ,k )=Aid ,  i )u{v~}uB(d , r - l -O .  The 
sequences ~(d,k )  = (B, Fo(d,k) . . . . .  F ,_ l (d,k) ,A) ,  for all 0 < d ~< r - I and 
1 ~< k ~< n - 2r, form r(n - 2r) chains between B and A. To see that all internal 
hyperedges are distinct one may use a similar argument as before. Thus we have 
obtained the r 2 -{- r(n - 2r) = r(n - r) required chains. 
Case (b): q > 0. Set r' = r - q and n' = n - q. Observe that A' = A\C  and 
B' = R \C  are disjoint r'-tuples in K~ °) = K(~ "~ - C (obtained by removing C and all 
incident hyperedges from K~)). According to Case (a), K~ '~ has r ' (n ' - r ' )  chains 
between A' and B'. By including C into every r'-tuple of these chains, we obtain 
r'(n' - t )  = ( r  - q ) (n  - r )  chains in K ~'~ between A and B. Next  we show at least 
q(n - r) further chains with distinct internal hyperedges not containing C (thus all 
different from the previous ones). 
For fixed d and d', 0 ~< d ~< q - 1, 0 ~< d' ~< r - q - 1, define 
f ai+d" if 1 <~ i <~ r -- q, 
x i (d ,d ' )=)c i -v -q )+d i f r -q<i<~r ,  
bi-,+d, if r < i ~< 2r - q. 
Ei(dl, d2) 
( e(d2,r-~ .~d,,i) 
o - -  u o o , )A  e(: 0 0 0 l 0 0 .... 0 0 .,) (0  ~'+d, i'~' I J 0 
~-i-l.d2 2+ d2 1+ d2 1+ dl 
Fig. !. 
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Now consider the r-tuples F~(d, d', O) = (A w B)\{x~ + l (d, d') . . . . .  xj +,-q(d, d')}, for 
j = 0 . . . . .  r. Clearly, consecutive ones are dependent hyperedges of K~ "). Therefore, 
the sequences ~(O,d,d')  = (Fo(d,d',O), ... ,F,(d,d',O)), for all 0 ~ d ~ q - 1 and 
9~<d'~<r-q -1 ,  form q( r -q )  chains connecting Fo(d,d' ,O)=B and 
F,(d, d',O) = A. To see that all internal hyperedges of the chains are distinct, suppose 
that F~(d2, d[, 0) = Fi (d l, d't, 0) or, equivalently, {x i . 1 (d2, d[ ) . . . . .  xi +, - q(d2, d [  )} = 
{ x~ + 1 (dr, d'1 ) . . . . .  x~ +,_  ~(d l ,  d~ )}. This immediately implies i = j ,  and by the definition 
of x~(d, d'), dl = d2 and d~ = d[ follows (see Fig. 2). 
Set p = n - 2r + q and in case o fp  > 0 let {vl . . . . .  vp} be the set of all vertices of 
K~ "~ not in AuB.  For fixed k,d,d' (1 ~< k ~< p, 0 ~< d ~< q - 1, 0 ~< d' ~ r - q - 1), set 
xo(d,d ' )=vk and define F~(d,d',k)-{xo(d,d')}u(F~(d,d',O)\{x~(d,d')}), for every 
i=0  . . . . .  r. The sequences ~(k ,d ,d ' )=(Fo(d ,d ' ,k )  . . . . .  F,(d,d',k),A), for all 
1 ~< k ~< p, 0 ~< d ~< q - 1 and 0 ~< d' ~< r - q - 1. form pq(r - q) chains connecting 
Fo(d,d', k) = B and A. The internal hyperedges of the (p + l)q(r - q) chains obtained 
in this way are distinct (by a similar argument as above) and none of them contains C. 
From the obvious inequality p(r - q - 1) t> 0 it follows that (p + 1)(r - q) ~> 
p + r - q = n - r. Thus we have obtained (p + l)q(r - q) >1 q(n - r) required chains. 
This proves Case (b) and concludes the proof of the lemma. [] 
In the next lemma we discuss the parity of the sum 
r - l /  
Lemma 5. The number (2" 71) is odd if and only if r is a positive power of two. 
Proof .  Observe first that (2 '2;)  is odd for every 0 ~< a ~< 2* - I. Indeed, 
- i) 
and because 2k - i is divisible with the largest power of two dividing L the product on 
the right-hand side is not even. Assume that 2k <~ 2r -- 2 ~< 2 k ÷ ; -- 2 (k >t 2), that is 
2 r -  2 = 2 ~ + b with some 0 ~< b ~< 2 ~-  2. 
Now apply the observation on the identity 
l)_-( N÷I 
+ \ i+ l /  
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successively for N = 2 ~ - 1,2 ~ . . . . .  2 ~ + b. Thus we obtain that (2'=+h) is even, for 
b + 1 ~< a ~< 2 ~ - 1, furthermore, (2~z*~b) is odd. Hence 
r \ r - - l , /+  r \ r - - I  ]+\2kr  
is odd if and only if r = 2 k. This concludes the proof of the lemma. []  
3. Constructions 
We show that r-connectivity cannot be reduced in Theorems 1, 2 and 3. 
Theorem 6. For every r >>. 3, there exists an r-uniform hypergraph with an even number of 
hyperedges such that its dependency graph is (r - l)-connccted and has no perfect matching. 
Proof. Let H(n,r) = K~ ~ + S(n,r) be the hypergraph obtained as the union ~ ='~'~ 
called its kernel, and a set S(n, r) of (,-"1) further hyperedges obtained by extending 
all ( r -  l)-tuples of V(K~ "~) with distinct new vertices. Then, by removing from 
L~'~(H(n, r)) the (,~) kernel vertices (those representing K~'~), the dependency graph 
breaks into (,Y 1) isolated vertices, i.e. odd components, representing S(n, r). Obvious- 
ly, no perfect matching exists if 
This is the case for n = 2r - 2. We get the required construction whenever 
r - l )  + 
is even. Thus, by Lemma 5, if r is not a power of two, then the dependency graph of 
H = H(2r - 2,r) has even order and no perfect matching. 
For r = 2 k (k t> 2), let H' = H(2r - 1, r) - {A, B}, where A and B are not dependent 
in the kernel of H(2r - 1, r). Obviously H' has an even number of hyperedges. By 
removing all the (2"71) _ 2 kernel vertices from L~'~(H ') we get 
(2rr - - l l )  = (2r r 1 ) 
isolated vertices. Hence, the dependency graph of H' has even order and no perfect 
matching. 
Next we show that G = L*r~(H) (or G = L¢'~(H')) is (r - l)-connected, for r 1> 3. 
Assume that G - X is disconnected for some X ¢ V(G). If there is an isolated vertex 
among the components of G - X, then I XI /> r - I follows, since the minimum degree 
in G is r - 1 (it is obviou for G = L~°(H), and in case of G = L~'~(H'), by the choice of 
A and B). Assume now that there is no isolated vertex in G - X; moreover, each 
vertex in X represents hyperedges of the kernel ofH (H'). By our assumptions, X must 
disconnect the subgraph of G induced by the kernel vertices of G. 
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If G = L~'~(H), theft the dependency graph of the kernel K~)-2 is r(r - 2)-connec- 
ted, by Lemma 4. Because r >i 3, [XI >/r{r - 2)/> r - 1 follows. I fG = L~'~{H'), then 
Lemma 4 implies that K~_ x is r(r - l)-connected. Observe that r(r - 1) I> r + 1 
holds for r/> 3, thus we need a set X' containing at least r + 1 vertices to disconnect 
the kernel subgraph of L~(H(2r  - l,r)). Because H'= H(2r -1 , r ) -  {A,B},  we 
obtain [Xt >/[X'~{A,B}[ i> r -  1. Hence the ( r -  1)-connectivity of L~'~(H) (or 
L~'~(H')) follows. [] 
From the hypergraphs constructed in Theorem 6 we easily obtain linear hyper- 
graphs with the same property. 
Corollary 7. For ever), r >1 3, there exists a linear r-uniform hypergraph with an even 
number of  hyperedge~ such that its line-graph is (r - 1)-connected and has no perfect 
tnatchinq. 
Proof. For an r-uniform hypergraph H =(V,E),  define the associated hyper- 
graph Ho = (Vo, Eo) as follows. Let Vo be the set ofail (r - l)-tuples of V, and e' e Eo 
if and only if e' is the set of all (r - l)-tuples of some e e E. Clearly, Ho is linear 
and r-uniform; moreover, the line-graph of Ho is isomorphic to the dependency 
graph of H. Taking the associated hypergraphs of the hypergraphs constructed 
in Theorem 6 we obtain linear hypergraphs with the required property. [] 
The existence of (r - l)-connected KL,+ x-free graphs proved in Theorem 6 also 
shows that r-connectivity in Sumner's matching theorem (Theorem l) is the best 
possible Iconnectivity) condition, for every r >/3. 
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