ABSTRACT This discussion note extends the robust iterative learning control (RILC) design for a class of nonlinear systems with unknown dynamic and control gain uncertainty by discussing and amending the preliminary design. To minimize the tracking error of the steady state from the initial time instant, adaptive robust controller design is first presented based on the integral sliding mode (ISM) surface. Then, an appropriate update law in the iteration domain for the designed controller is organized by a composite energy function (CEF). The convergence of the ISM is obtained. Finally, the RILC design based on the ISM is applied to a simulation of a one-link robotic manipulator. The simulation results validate the performance of the control design.
I. INTRODUCTION
The increasing popularity of the iterative learning control (ILC) method in repeatable or repetitive control tasks is attributed to its amazing tracking effects, error elimination and learning ability without prior knowledge about the controlled plant [1] - [3] . In recent years, research on ILC has revealed many applications, such as robotics, chemical processes, accurate disk control, servo drives, and many kinds of motor control [4] . A typical application of ILC is the solution of the torque ripple problem in a motor drive system, which leads to a periodic speed oscillation of the motors. The torque ripple phenomenon occurs repetitively and periodically over a time interval, constituting a substantial periodic disturbance. Therefore, it can be rejected by ILC techniques. Many reported works have addressed this phenomenon and revealed the resulting developments [5] - [10] , [21] , [22] .
Integral sliding mode (ISM) technique is an attractive robust control design method in the sliding mode control (SMC) domain. The ISM technique was proposed in order to eliminate the reaching phase of SMC [11] , [12] , and holds the capacity of easily combining with other control
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designs. Accordingly, many reseachers use ISM technique to resolve a lot of control problems, such as stabilization of time-invariant implicit systems [13] , robust stabilization of nonlinear stochastic systems [14] and fault-tolerant control [15] . On the other hand, the sliding mode control method is utilized for ILC design to enhance the control robustness and improve the control performance by many research works [7] , [16] - [19] . Consequently, several studies have addressed on the utilization of the ISM technique when the ILC control design is carried out with SMC method. For example, Zhang and Xu presented a new real ILC controller design for a nanopositioning stage driven by piezoelectric actuators, in which an adaptive approach and a proportional-integral sliding surface are combined with the ILC controller design [20] . The ILC controller design successfully compensates the impact of the nonlinear hysteresis and the vibration dynamics.
Recently, important progress was reported on the torque ripple minimization of a permanent magnetic synchronous motor (PMSM) in [21] using ILC based on the integral sliding mode control method. A composite sliding mode ILC (SMILC) method was proposed in the control of a q-axis stator current i q , in which the ILC was dedicated to the periodic disturbance that caused the torque ripple and the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ sliding mode control (SMC) was utilized to suppress the unrepeatable and unexpected uncertainty and disturbance. In this method, there is no reaching phase of the sliding mode surface, because the integral sliding mode (ISM) is used. For the same number of learning iterations, there is more minor error, i.e., better performance, as the reaching phase of the sliding mode is eliminated in the time domain. The experimental results of the PMSM system demonstrate better performance with the use of torque ripple minimization.
In particular, harmonic analysis in different conditions shows good effectiveness and a good disturbance rejection capacity. This great research made an important contribution to the torque ripple problem. However, there are three technical problems to further discuss regarding the work in [21] . First, the nonlinear systems for which the presented method is applicable are limited. The method is suitable for a first-order nonlinear system with a known control gain. This requires an expansion of the approach so that SMILC can be applied to a more general class of nonlinear systems. Second, there is a debatable technical problem in the proof of Theorem 1, where the authors suppose that the nonlinear function f (x, t) has the character of f (x k , t) = f (x k−1 , t) in the proof. This problem is debatable at the theoretical level, because one cannot guarantee f (x k , t) = f (x k−1 , t) at every iteration time k. Third, the treatment of the total external disturbance r(t) is debatable, because there is the extra assumption about the initial value of r(t) that could be addressed in Appendix D [21] .
Therefore, this discussion first presents the preliminary results and discussion points. The method proposed by [21] is repeated, and the problems addressed are determined. Then, a revised adaptive robust ILC control design based on the ISM surface for a class of n-order nonlinear systems is proposed. With the improved method, the problems that exist in [21] are resolved. Finally, an application simulation verifies the proposed method.
II. PRELIMINARY RESULT AND DISCUSSION POINTS
The robust ILC method presented in [21] is given in Section IV, and the convergence result of the ISM is given in Theorem 1. Both are described here concisely.
According to the PMSM dynamics, the dynamical system with mechanical angular speed ω m is given as
where x(t) = ω m is the measurable state, u(t) = i q,ref is the control input and y(t) = ω m is the tracking output. f (x, t) is an unknown state-dependent function to be learned, b is the known control gain (a constant scalar), r(t) represents the total external disturbance and B(x, t) is a known friction torque function. The system (1) satisfies Assumptions 1-3 in [21] (which, for conciseness, are not described here). The ISM is defined as
where c > 0, satisfying the Hurwitz polynomial. Robust ILC based on the ISM (2) is presented as
where k is the iteration time;f k (t) is the learning part to follow the unknown state-dependent function f , and its update law isf
The nonlinear part v k (t) represents the SMC law
where g > 0 is the switching gain and η > 0 is a positive scalar constant.r k (t) is the estimation of the total external disturbance r(t) in the time domain, which adopts the time adaptive lawṙ
where γ > 0 is the adaptive constant. The estimated error is defined asr
Analysis of the convergence leads to the following result. Theorem 1: For the system (1), the control law (3) guarantees that the system output speed tracking error will asymptotically converge to zero over [0, T ] when the iteration number approaches infinity.
For conciseness, the proof of Theorem 1 refers to [21] . The following discussion points are proposed.
Problem 1: The system (1) is a first-order system and has a known constant control gain b. This limits the expansion of the application of the presented method, although it is a good control algorithm to suppress the torque ripple in tracking problems, especially for a PMSM.
Problem 2: There is an omitted question about the variation of the values between f (x k , t) and f (x k−1 , t). The literature [21] 
and then the content of V 3 k (t) in the proof of Theorem 1 holds (refer to Appendix C in [21] 
is a state-dependent function. This situation only vanishes when x k (t) = x k−1 (t). This is the reason that the part about V 3 k (t) in the proof is not rigorously correct.
Problem 3: There is a question regarding the initial value of the total external disturbance r(t). Because r(t) is unknown, its initial value r(0) orr k (0) =r k (0) − r(0) cannot be obtained. This means thatr k (0) = 0. The problem is that the equation 0.5r 2 k (t) = t 0r k (t)ṙ k (t)dt no longer holds. This reveals that the treatment of V 4 k (t) is not true in the proof of Theorem 1 (refer to Appendix D in [21] ).
To resolve Problem 1-Problem 3, the following presents a revised and improved result for the adaptive robust ILC design method.
III. PROBLEM FORMULATION
In contrast to [21] , a class of uncertain systems is considered as follows:
where
T is the state vector, u ∈ R is the single control input signal, f (x k , t) ∈ R is the unknown nonlinear dynamic, b ∈ R is the known nonlinear control gain, b(t) ∈ R represents the unknown uncertainty of b, r(t) is the unknown external disturbance, and k represents the k-th iteration. The control task is to track a predesigned trajectory y d (t) in which the state vector is 
The system parts can be regarded as satisfying the following assumptions. Assumption 2: The unknown dynamic f (x k , t) is global Lipschitz continuous with respect to the state and time. Namely, for x 1 , x 2 ∈ R n , there exists a positive scalar L f , such that
Therefore, a positive scalar L f 0 makes the inequality
Assumption 3: The external disturbance r(t) is slowly varying compared to the system state dynamic and satisfies
Assumption 4: The initial condition of the state for our ILC design is not required to be identical, but it is required to be known; i.e.
Based on the description of the above formulation, the tracking error dynamic is
which can be written aṡ
IV. ITERATIVE LEARNING CONTROL DESIGN BASED ON THE INTEGRAL SLIDING MODE A. THE INTEGRAL SLIDING MODE SWITCHING SURFACE DESIGN
The integral sliding mode (ISM) switching surface is proposed as
where e k (0) = x d (0)−x k (0) is the initial value of the tracking error vector, C ∈ R n is a predesigned parameter vector, which means that C T B = 1, and K ∈ R n is a designed parameter vector that satisfies the condition that A − BK T is a Hurwitz matrix. sgn(·) denotes the signum function. Remark 1: The ISM (10) is compared with the integral sliding mode in [21] where s k (0) = 0 is obtained in the same manner, which means that the initial value of the sliding mode is at the origin. However, e k (0) = 0 is no longer required.
According to (10) , it can be obtained that (11) using (9) . If the controller u k (t) drives the tracking error e k (t) to the sliding mode surface and makes it remains there ideally, the sliding mode is s k (t) = 0 andṡ k (t) = 0. This means that
Then, equivalent control of the controller is achieved
To substitute (12) into (9), we can obtain the dynamic equation of e k (t) under the ideal sliding mode,
which shows that it is a convergent process, because the parameter vector K has been set to make A − BK T a Hurwitz matrix. In contrast to the integral sliding mode in [21] ,ṡ(t) = 0 results inė(t) + ce(t) = 0. The principle is the same, although the system is expanded to an n-order system (7) with unknown control gain uncertainty b(t), and the ISM is expanded to (10) .
However, the controller (12) is an analytic controller that only exists at the theoretical level. It cannot be implemented because too much of the information is unknown.
B. THE ILC CONTROLLER DESIGN
The ILC controller is designed as
where η > 0 and λ > 0 are the designed scalar constants and f k (t) is the estimation of the unknown dynamic f (x k , t). The estimationf k (t) is updated by the learning algorithm
where β 1 and β 2 are all arbitrary-design positive scalars. The two scalars affect the convergence speed in the iterative domain. In the iterative learning controller (13),r k (t) is the estimation of the total external disturbance r(t), adopting the following time adaptive law:
with the adaptive constant γ > 0. The controller (13) consists of a continuous part
and a discontinuous sliding-mode-switching part
Remark 2: The adaptive law (15) is different from that in [21] , which guarantees the reachability of the ISM (10) in the time domain with no additional impact on the convergence of the ISM (10) in the iteration domain. This is proven in Theorem 2 and Theorem 3.
C. THE REACHABILITY OF THE ISM IN THE TIME DOMAIN

Theorem 2:
The sliding mode (10) can be reached with s k (t) = 0 in finite time if the parameter λ of the sliding mode controller (13) satisfies
Proof: Consider a Lyapunov function of s k (t) in the k − th iteration,
wherer k (t) =r k (t) − r(t). Seek the derivative of V k (t) with respect to time, and by (11),
Considering Assumption 3 and applying the controller (13) and the time adaptive law (15) to the above equation, it becomeṡ
According to Assumption 1, b −1 b(t) < 1, the following inequality is achieved:
stands if the condition (18) is satisfied, which means that the ISM (10) can be reached in finite time. Remark 3: From the condition (18) , it can be seen that the convergent character of the ISM (10) in the time domain is determined by the iteration approximation error f k (t) − f (x k , t) in the iteration domain.
V. CONVERGENCE ANALYSIS
This section shows that the convergence of the ISM is guaranteed in the iteration learning domain. 
Proof: Select the composite energy function (CEF) in the k−th iteration as
Additionally, naturally seek the difference in J k (t) between two successive iterations k and k − 1,
where the difference items J 1 k (t), J 2 k (t) and J 3 k (t) are deduced as follows.
By (25) and using (19) , (20) and (14), the following difference is achieved due to s k (0) = 0,
By (25) and according to (11) , (13) , the following difference is achieved due to s k (0) = 0,
. (28) By (25) and according to the definition off k (t), the following difference is obtained:
Then, substituting the update law (14) into (29), we obtain the following difference:
Substituting the difference results (27), (28) and (30) of
, respectively, into (26), we obtain the difference of the CEF (24) as follows:
According to Assumption 2, the unknown nonlinear dynamic f (x k , t) satisfies the Lipschitz continuous condition in the time interval
, and we have
Successively applying (32) and the condition (23) to the above equation (31), one can easily conclude that
except J k (t) = 0. Therefore, the sliding mode variable s k (t) will be driven to the origin with the successive iterations. The proof is complete.
Remark 4:
If b(t) = 0 in this paper, the convergence condition (23) in Theorem 3 becomes
Discussion 1: The presented convergence result of Theorem 3 does not consider that f (x k , t) = f (x k−1 , t), which leads to some error. If the nonlinear dynamic function f (x k , t) is Lipschitz continuous in the time interval [0, T ], the error
has an obvious relationship with x k (t) and x k−1 (t). Even if the function f (x k , t) does not satisfy the Lipschitz condition, the error f k (t) cannot be omitted when the iteration errorf k −f k−1 is computed. The item (31) clearly shows how the error occurs if f (x k , t) = f (x k−1 , t) is considered. Consequently, the convergence condition for the parameter λ must be greater than f .
Discussion 2: The treatment of the external disturbance r(t) in the iteration convergence analysis is simplified in this paper. With the point of view in Problem 3, we discard the item related to r(t) in the proof of the convergence. In our convergence result, in the iteration domain, the requirement for the controller parameter λ caused by the approximation errorr(t) has the same condition as in [21] (referring to Remark 4 and the proof of Theorem 1 above equation (28) in the literature).
VOLUME 7, 2019
Discussion 3: The boundedness of f is determined by the state error between two consecutive iterations x k (t) − x k−1 (t) . Therefore, the controller parameter λ should be greater than its impact in (23) during the initial iterations, where x k (t)−x k−1 (t) is large. After many iterations, f becomes minor.
VI. APPLICATION EXAMPLE
Consider the following one-link robotic manipulator [22] x k,1 = x k,2 ,
where x 1 is the joint angle, x 2 is the angle velocity, x = [x 1 , x 2 ] T is the state vector, m = (3 + 0.2 sin t)kg is the mass, l = 1m is the length, and J = (0.5 + 0.1 cos t)kg · m 2 is the moment of inertia. 
and r k (t) = 5 sin 3 t. The disturbance is repeatable, so the parameters of the iterative learning in (14) are β 1 = 50 and β 2 = 0. Considering f < 3 in the system (34), the parameters η = 50, γ = 2 and λ = 3.5 + 0.033|u c,k (t)| are chosen in the controller (13) . Furthermore, the signum function sgn(·) is replaced by the saturation function with the boundary layer 0.01 to reduce chattering. We achieve the simulation result of the maximum tracking error values with iteration times as shown in Fig. 1 . The joint angle and angle velocity tracking curves after iteration k = 40 are shown in Fig. 2 . Next, we set β 2 = 6 to test the chattering phenomenon caused by β 2 . Fig. 3 shows that the corresponding control torque exhibits a chattering phenomenon. Certainly, the tracking errors converge faster when β 2 = 6, which is shown in Fig. 1 .
To illustrate the validation and merits of our method, the method is compared with the second-order sliding mode ILC method in [22] . The method in [22] is applied, and the parameters are set to be same as in the literature. At the same time, we test the ability of the presented method to reject an unrepeatable disturbance. We set r k (t) = 5d sin 3 ωt, where the amplitude d and frequency ω are generated randomly from the interval (0, 1) for each iteration. Correspondingly, the parameters β 2 = 0.5 and λ = 8.5 + 0.033|u c,k (t)| are selected for the controller (13) . Fig. 4 shows that the tracking errors of the proposed ISM method are more minor from the initial iteration time, whereas the errors of the second-order sliding mode method are larger from the initial iteration time. This is because the ISM has eliminated the reaching phase of the sliding mode, which is also shown in Fig. 5 . Therefore, the ILC control method based on the ISM achieves minor tracking errors from the initial iteration times. The proposed robust ILC method can reject an unrepeatable disturbance with only minor ripple as the iteration number increases, and the second-order sliding mode method has larger fluctuations with the iteration number caused by the randomly generated disturbance. The corresponding control torques are shown in Fig. 6 .
VII. CONCLUSION
This discussion note extends a recent preliminary result of robust iterative learning control (RILC) by amending and expanding the proposed method. The RILC design method is expanded to an n-order nonlinear system with control gain uncertainty based on the designed integral sliding mode (ISM). The proof of the ISM convergence in the iteration domain is amended. The improved RILC design method is applied to a simulation of a one-link robotic manipulator, and the simulation results validate its performance.
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