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Abstract
Consider a (continuous-time) symmetric Markovian jump process {Xt} on a metric measure space (M,d, µ). If
(M,d,µ) satisfies the volume doubling (VD) and reverse volume doubling (RVD) properties, then two-sided heat
kernel estimates (HKφ) and the parabolic Harnack inequality (PHIφ) are both known to be stable under bounded
perturbations of the jumping measure. However, if the underlying metric measure space is a graph (or if it contains
any atoms), then RVD does not hold. We define a new volume-growth condition QRVD, which is weaker than RVD
and can be thought of as “RVD at sufficiently large scales.” We show that VD + QRVD is enough to establish the
stability of HKφ and PHIφ. We show that connected graphs of infinite diameter satisying VD also satisfy QRVD.
As a corollary, HKφ and PHIφ are stable on graphs of infinite diameter satisfying VD.
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1 Introduction
1.1 Setting and list of conditions
Let (M,d, µ) be a metric measure space satisfying the following assumption:
Assumption 1.1. The metric space (M,d) is locally compact and separable. The measure µ is a positive Radon
measure onM with full support, and µ(M) =∞.
Let (E ,F) be a regular Dirichlet form on L2(M ;µ). By the Beurling-Deny formula [FOT, Theorem 3.2.1], (E ,F)
can be decomposed into a strongly local term, a pure-jump term, and a killing term. Let us assume that all but the
pure-jump term are identically 0:
Assumption 1.2. The strongly local and killing parts of (E ,F) are identically 0. This means that there exists a
symmetric Radon measure J onM ×M \ diagM such that
E(f, g) =
∫
M×M\diagM
(f(x)− f(y))(g(x) − g(y))J(dx, dy) for f, g ∈ F (1.1)
where diagM := {(x, x) : x ∈M} denotes the diagonal ofM . We refer to J as the jumping measure.
Definition 1.3. LetX = {Xt : t ≥ 0;Px : x ∈M\N} be the µ-symmetric (continuous-time)Hunt process associated
with (E ,F), where N is a properly exceptional set, meaning that µ(N) = 0 and Px(Xt ∈ N for some t > 0) = 0.
The Hunt process associated with a regular Dirichlet form is unique up to the properly exceptional set (see [FOT,
Theorem 4.2.8]). Fix X andN , and letM0 :=M \ N .
For a Borel set U ⊆M , let
τU := inf{t : Xt /∈ U} (1.2)
Definition 1.4. If it exists, let p : (0,∞)×M0 ×M0 → [0,∞) denote the heat kernel such that
E
xf(Xt) =
∫
M
p(t, x, y)f(y)µ(dy) for all f ∈ L∞(M ;µ), x ∈M0, t > 0. (1.3)
p(t, x, y) = p(t, y, x) for all x, y ∈M0, t > 0. (1.4)
p(s+ t, x, z) =
∫
M
p(s, x, y)p(t, y, z)µ(dy) for all x, z ∈M0 and s, t > 0. (1.5)
Equation (1.5) is called Chapman-Kolmogorov. If (1.3) holds, then Chapman-Kolmogorov holds µ-almost every-
where:
Proposition 1.5. Suppose (1.3) holds. Fix x ∈M0 and s, t > 0. Then
p(s+ t, x, z) =
∫
M
p(s, x, y)p(t, y, z)µ(dy) for µ-almost all z.
The proof of Proposition 1.5, using the Markov property, is elementary.
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Definition 1.6. Let us say that a continuous, strictly increasing function φ : [0,∞) → [0,∞) is of regular growth if
φ(0) = 0, φ(1) = 1, and there exist some constants c1, c2 > 0 and β2 ≥ β1 > 0 such that
c1
(
R
r
)β1
≤ φ(R)
φ(r)
≤ c2
(
R
r
)β2
for all R ≥ r > 0. (1.6)
From this point on, for the rest of this paper, let us fix a function φ of regular growth.
Definition 1.7. Let
q(t, x, y) :=
1
V (x, φ−1(t))
∧ t
V (x, d(x, y))φ(d(x, y))
.
We take 10 to be +∞, so that on the diagonal both V (x, d(x, x)) and φ(d(x, x)) are 0, so
q(t, x, x) =
1
V (x, φ−1(t))
∧ (+∞) = 1
V (x, φ−1(t))
. (1.7)
(Note that q depends on φ.)
Definition 1.8. Recall thatM0 :=M \N , whereN is the properly exceptional set of the Hunt process {Xt}. We say
that HKφ (two-sided heat kernel estimates) holds if there exist constants C ≥ c > 0 such that
cq(t, x, y) ≤ p(t, x, y) ≤ Cq(t, x, y) for all x, y ∈M0, t > 0. (1.8)
We will refer to the upper and lower bounds of (1.8), respectively, as UHKφ and LHKφ.
Definition 1.9. A function u : [0,∞) ×M → R is called caloric if it solves the heat equation ∆u = ut. We say
that PHIφ (the parabolic Harnack inequality) holds if there exist constants 0 < C1 < C2 < C3 < C4, C5 ∈ (0, 1),
and C6 > 0, such that for all x0 ∈ M , t0 ≥ 0, R > 0, and every non-negative u that is caloric on the cylinder
Q(t0, x0, C4φ(R)) := (t0, t0 + C4φ(R))×B(x0, R),
ess sup
(t0+C1φ(R),t0+C2φ(R))×B(x0,C5R)
u ≤ C6 ess inf
(t0+C3φ(R),t0+C4φ(R))×B(x0,C5R)
u.
Definition 1.10. We say that PHI+φ holds if we have PHIφ with Ck = kC1 for all k ∈ {2, 3, 4}.
Definition 1.11. For x ∈ M and r > 0, let B(x, r) denote the set {y ∈ M : d(x, y) < r}, the open ball of radius r
centered at x. Let V (x, r) := µ(B(x, r)), the volume of B(x, r).
Definition 1.12. We say that conditionVD (volume doubling) holds if there exists a constant C > 0 such that
V (x, 2r) ≤ CV (x, r) for all x ∈M , r > 0. (1.9)
Note that VD is equivalent to the existence of some constants C > 0 and d2 > 0 such that
V (x,R) ≤ C
(
R
r
)d2
V (x, r) for all x ∈M , R ≥ r > 0.
Also note that VD would remain true (or remain false) if the constant 2 in (1.9) was replaced with any other ℓ > 1.
(However, the constant C would depend on ℓ.)
Definition 1.13. Let diam(M,d) denote the diameter of (M,d). We say that condition RVD (reverse volume dou-
bling) holds if there exist constants ℓ > 1 and c > 1 such that
V (x, ℓr) ≥ cV (x, r) whenever x ∈M and 0 < r < ℓr ≤ diam(M,d). (1.10)
If µ(M) = ∞ (which we assume in Assumption 1.1) and VD holds (which we assume in our main results),
then diam(M,d) = ∞. However, we will also consider a space with finite diameter (namely, (W,ρD, ν), defined in
Section 3). Therefore, it is useful to allow finite diameters in our definition of RVD.
Unlike VD, in which the constant 2 in (1.9) could have been replaced with any other number greater than 1, the
constant ℓ affects whether (1.10) holds.
Note that RVD is equivalent to the existence of some constants c > 0 and d1 > 0 such that
V (x,R) ≥ c
(
R
r
)d1
V (x, r) whenever x ∈M and 0 < r ≤ R ≤ diam(M,d).
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Definition 1.14. A jumping measure J ′ is said to be a bounded perturbation of J if there exist constants C ≥ c > 0
such that cJ(A) ≤ J ′(A) ≤ CJ(A) for all A ∈ BM ⊗BM (where BM is the Borel σ-field of (M,d)).
Definition 1.15. Let COND be a condition on (M,d, µ, E ,F) (for example, COND = HKφ or COND = PHIφ).
We say that COND is stable under bounded perturbations if whenever J ′ is a bounded perturbation of J , and E ′ is
defined by replacing J with J ′ in (1.1), we have
COND for (M,d, µ, E ,F) ⇐⇒ COND for (M,d, µ, E ′,F) .
The purpose of this paper is to show that, under minimal assumptions about volume growth in (M,d, µ), the
conditions HKφ and PHIφ are stable under bounded perturbations. In particular, we have in mind the case whereM
is a graph.
Previous results along these lines have already been established. Grigor’yan [G] and Saloff-Coste [Sa] indepen-
dently showed that for diffusions of walk dimension 2 on a smooth, geodesically complete Riemannian manifold,
PHIφ is equivalent to Aronson type Gaussian heat kernel estimates, which are in turn equivalent to VD plus a weak
Poincare´ inequality. Sturm [St1, St2] extends this result to symmetric diffusions on metric measure spaces, and Del-
motte [D] extends it to nearest-neighbor random walks on graphs (with edges of not-necessarily equal weight). Other
generalizations (such as [BB], [BBK], and [AB]) allow for the walk dimension to exceed 2, but require a cut-off
Sobolev inequality in addition to the weak Poincare´ inequality. The weak Poincare´ and cut-off Sobolev inequalities
are both stable under bounded perturbations, so each of [G], [Sa], [St1], [St2], [D], [BB], [BBK], and [AB] provides
a stable characterization of both PHIφ and its respective heat kernel estimates, for its respective context. (Note that
these heat kernel estimates are different from HKφ, in that they are Gaussian.)
However, in this paper, we are interested not in diffusions, or nearest-neighbor random walks, but in jump pro-
cesses. Chen and Kumagai [CK1] showed that if M is an Ahlfors-regular d-set in Rn, and φ(r) = rα for some
α ∈ (0, 2), then HKφ is equivalent to the existence of constants C ≥ c > 0 such that
cd(x, y)−(d+α) ≤ J(x, y) ≤ Cd(x, y)−(d+α) for all x, y ∈M ×M \ diagM . (1.11)
Equation (1.11) is stable under bounded perturbations (if we allow the constants to change), so this is a stable character-
ization ofHKφ. There have been some generalizations of [CK1], such as [CK2] and [CK3], but each of these requires
the constant β2 in (1.6) to be less than 2. Chen, Kumagai, and Wang [CKW1] establish a stable characterization of
HKφ, assuming nothing but Assumptions 1.1-1.2, VD, and RVD. In particular, the stable characterization in [CKW1]
holds even if β2 ≥ 2. In [CKW2], they provide a stable characterization of PHIφ, under the same assumptions.
Unfortunately,RVD does not hold in any metric measure space that contains atoms, as we will see in Proposition
1.29. (By an atom, we mean a point x ∈M such that µ({x}) > 0.) Thus, the results of [CKW1] and [CKW2] do not
apply to graphs, since every point in a graph is an atom. Heat kernels and the parabolic Harnack inequality on graphs
are of interest (for example, see [D], [MS1], [MS2] [MS3], [BB], [CKSWZ], [ChKW]). In this paper, we show that
the characterizations of [CKW1] and [CKW2] generalize to graphs. In fact, our results hold not only for graphs, but
also for “mixed” spaces that contain both atoms and non-atoms.
Our strategy is the following: ifM contains atoms, we construct an auxiliary space (M̂, d̂, µ̂) which replaces each
atom x ∈M with a tree-like structureWx. We constructWx so that it has the same measure as x, contains no atoms,
and satisfies the ultrametric property, which has convenient consequences. The auxiliary space we construct satisfies
many of the same properties as the original space, but also RVD. We apply the results of [CKW1] and [CKW2] to the
auxiliary space, and from this draw conclusions about the original space.
First, let us define some more conditions.
Definition 1.16. We say that (E ,F) admits a jump kernel if J(dx, dy) = J(x, y)µ(dy)µ(dx) for a non-negative
function J(x, y) onM ×M \ diagM , which we call the jump kernel.
The jump kernel J(x, y) is not to be confused with the jumping measure J(dx, dy).
Definition 1.17. We say that condition Jφ holds if (E ,F) admits a jump kernel and there exist constants C ≥ c > 0
such that
c
V (x, d(x, y))φ(d(x, y))
≤ J(x, y) ≤ C
V (x, d(x, y))φ(d(x, y))
for µ× µ-almost all distinct x, y ∈M. (1.12)
We will refer to the upper and lower bounds of (1.12), respectively, as Jφ,≤ and Jφ,≥.
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Remark 1.18. If (E ,F) admits a jump kernel J(x, y), we can alter its values on a null set (without changing the
Dirichlet form (E ,F)) so that J(x, y) is symmetric, and the “µ× µ-almost all” in the definitions of Jφ,≤ and Jφ,≥ is
not necessary. Let us do so. (See [CKW1, Remark 1.3].)
Definition 1.19. We say that UJS holds if (E ,F) admits a jump kernel and there exists a constant C > 0 such that
for µ× µ-almost all distinct x, y ∈M ,
J(x, y) ≤ C
V (x, r)
∫
z∈B(x,r)
J(z, y)µ(dz) for all 0 < r ≤ d(x,y)2 .
Definition 1.20. We say that condition Eφ (escape times) holds if there exist constants C ≥ c > 0 such that
cφ(r) ≤ ExτB(x,r) ≤ Cφ(r) for all x ∈M0, r > 0. (1.13)
We will refer to the upper and lower bounds of (1.13), respectively, as Eφ,≤ and Eφ,≥.
Definition 1.21. We say that UHKDφ (upper bound for heat kernel on the diagonal) holds if there exists a constant
C > 0 such that
p(t, x, x) ≤ C
V (x, φ−1(t))
for all x ∈M0, t > 0.
Definition 1.22. For any open U , let pU : (0,∞)×M0 ×M0 be the Dirichlet heat kernel, satisfying
E
x
[
f(Xt)1{t<τU}
]
=
∫
U
pU (t, x, y)f(y)µ(dy) for all f ∈ L∞(U ;µ), x ∈ U ∩M0, t > 0.
pU (t, x, y) = pU (t, y, x) for all x, y ∈ U ∩M0, t > 0.
pU (s+ t, x, z) =
∫
U
pU (s, x, y)pU (t, y, z)µ(dy) for all x, z ∈ U ∩M0 and s, t > 0.
(if such a kernel exists). In other words, if ∂ is a “death state” and
Y Ut :=
Xt : if t < τU
∂ : if t ≥ τU ,
then pU is the heat kernel of {Y Ut }.
Definition 1.23. We say NDLφ (near-diagonal lower bound) holds if there exist ǫ ∈ (0, 1) and c1 > 0 such that for
all B = B(x0, r),
pB(t, x, y) ≥ c1
V (x0, φ−1(t))
for all x, y ∈ B(x0, ǫφ−1(t)) ∩M0, 0 < t ≤ φ(ǫr).
Definition 1.24. For f, g ∈ F , we define the carre´ du-Champ operator Γ(f, g) by
Γ(f, g)(dx) :=
∫
y∈M
(f(x)− f(y))(g(x)− g(y))J(dx, dy). (1.14)
Let Γ(f) := Γ(f, f).
Definition 1.25. We say that CSJφ holds if there exist constants C0 ∈ (0, 1] and C1, C2 > 0 such that for all
R ≥ r > 0, for µ-almost all x0 ∈M , and for all f ∈ F , there exists a ϕ ∈ cutoff(B(x0, R), B(x0, R+ r)) such that∫
B(x0,R+(1+C0)r)
f2dΓ(ϕ) ≤ C1
∫
U
∫
U∗
(f(x)− f(y))2J(dx, dy) + C2
φ(r)
∫
B(x0,R+(1+C0)r)
f2dµ (1.15)
where
U := B(x0, R+ r) \B(x0, R),
and U∗ := B(x0, R+ (1 + C0)r) \B(x0, R− C0r).
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Definition 1.26. We say that SCSJφ holds if if there exist constants C0 ∈ (0, 1] and C1, C2 > 0 such that for all
R ≥ r > 0, for µ-almost all x0 ∈ M , there exists a ϕ ∈ cutoff(B(x0, R), B(x0, R + r)) for which (1.15) holds for
all f ∈ F .
Clearly, SCSJφ =⇒ CSJφ, since SCSJφ is more restrictive than CSJφ (in that ϕ is not allowed to depend on f ).
Conditions CSJφ and SCSJφ are called cut-off Sobolev inequalities.
Let Fb = {f ∈ F : ‖f‖∞ <∞}.
Definition 1.27. We say that the (weak) Poincare´ inequality PIφ holds if there exist constants C > 0 and κ ≥ 1 such
that for all f ∈ Fb,∫
B
(f − fB)2dµ ≤ Cφ(r)
∫
κB×κB
(f(x)− f(y))2J(dx, dy) for all x0 ∈M , r > 0 (1.16)
where
B : = B(x0, r),
κB : = B(x0, κr),
fB : =
1
µ(B)
∫
fdµ.
We say the strong Poincare´ inequality holds if (1.16) holds for κ = 1.
The main results of [CKW1] and [CKW2] are:
[CKW1, Theorem 1.13]. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, VD and RVD hold, and φ is of
regular growth. The following are equivalent:
• HKφ
• Jφ + Eφ
• Jφ +CSJφ
• Jφ + SCSJφ.
[CKW2, Theorem 1.17]. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, VD and RVD hold, and φ is of
regular growth. The following are equivalent:
• PHIφ
• PHI+φ
• UHKφ +NDLφ +UJS
• NDLφ +UJS
• PHRφ + Eφ,≤ +UJS
• EHR+ Eφ +UJS
• PIφ + Jφ,≤ +CSJφ +UJS
(where PHRφ and EHR are conditions defined in [CKW2]; we will not use them.)
Technically, [CKW2] also assumes that for each x ∈ M , there exists a kernel J(x, dy) such that J(dx, dy) =
J(x, dy)dx. However, [LM] shows that this extra assumption is not necessary.
The conditions (Jφ +CSJφ), (Jφ + SCSJφ), and (PIφ + Jφ,≤ +CSJφ +UJS) are stable under bounded permu-
tations, so [CKW1, Theorem 1.13] and [CKW2, Theorem 1.17] provide stable characterizations of HKφ and PHIφ,
respectively.
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1.2 Quasi-reverse volume doubling
Definition 1.28. For all x ∈M , let
Dx := inf
y∈M\{x}
d(x, y). (1.17)
IfDx > 0, we say that x is isolated. For brevity, let us use “µ(x)” to mean “µ({x}).” If µ(x) > 0, we call x an atom.
If x is both isolated and an atom, we call x an isolated atom.
Proposition 1.29. If RVD holds, then µ(x) = 0 for all x ∈M .
Proof. Let c be the constant from (1.10). For all x ∈ M , by induction and RVD, V (x, ℓ−n) ≤ c−nV (x, 1) for all n,
so µ(x) = limn→∞ V (x, ℓ
−n) = 0.
If (M,d, µ) is a graph, then µ(x) > 0 for all x ∈ M , so Proposition 1.29 tells us that RVD fails to hold, which
means that [CKW1, Theorem 1.13] and [CKW2, Theorem 1.17] do not apply.
We seek to establish analogs of [CKW1, Theorem 1.13] and [CKW2, Theorem 1.17], in which the RVD require-
ment is relaxed, so that they can be applied to graphs (and more generally, to metric measure spaces with atoms).
To this end, we define the following condition, which is weaker but similar in spirit to RVD, and can be thought
of as “RVD at sufficiently large scales”:
Definition 1.30. We say (M,d, µ) satisfies QRVD (quasi-reverse volume doubling) if there exist constants ℓ > 1 and
c > 1 such that
V (x, ℓr) ≥ cV (x, r) for all x ∈M , r ≥ Dx, r > 0 (1.18)
whereDx is as defined in (1.17).
The only difference between QRVD and RVD is that in QRVD, (M,d, µ) is allowed to have isolated atoms, and
if x is an isolated atom, the reverse-volume-doubling equation (1.10) is allowed to fail for r < Dx.
Note that QRVD is equivalent to the existence of some constants c > 0 and d1 > 0 such that
V (x,R) ≥ c
(
R
r
)d1
V (x, r) for all x ∈M , r ≥ Dx, r > 0.
We will see in Proposition 2.10 that Eφ,≤ (like RVD) does not hold for any metric measure space containing
atoms. Therefore, we consider the following analog of Eφ:
Definition 1.31. Recall how we defined the exit times τU in (1.2), and the quantity Dx in (1.17). We say that QEφ
(quasi-Eφ) holds if there exist constants C ≥ c > 0 such that
cφ(r) ≤ ExτB(x,r) ≤ Cφ(r) for all x ∈M , r ≥ Dx, r > 0. (1.19)
As usual, let QEφ,≤ and QEφ,≥ refer to the upper and lower bounds of QEφ.
Note that Eφ,≥ ⇐⇒ QEφ,≥, because if QEφ,≥ holds and r ∈ (0, Dx), then
E
xτB(x,r) = E
xτB(x,Dx) ≥ cφ(Dx) ≥ cφ(r).
Proposition 1.32. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2,VD andQRVD hold, and φ is of regular
growth. Then NDLφ =⇒ QEφ.
Proof. Assume NDLφ. The proof of Eφ,≥ is the same as in [CKW2, Proposition 3.5.ii] (and only uses VD). The
proof ofQEφ,≤ follows from applying the same argument that [CKW2] uses to proveEφ,≤ (assumingVD and RVD),
but only to sufficiently large r (which is all that is needed for QEφ,≤).
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1.3 Statement of our main results
Our main results are the following:
Theorem 1.33. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, VD and QRVD hold, and φ is of regular
growth. The following are equivalent:
• HKφ
• Jφ +QEφ
• Jφ +CSJφ
• Jφ + SCSJφ.
Theorem 1.34. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, VD and QRVD hold, and φ is of regular
growth. The following are equivalent:
• PHIφ
• PHI+φ
• UHKφ +NDLφ +UJS
• NDLφ +UJS
• PIφ + Jφ,≤ + SCSJφ +UJS
• PIφ + Jφ,≤ +CSJφ +UJS.
If Assumptions 1.1 and 1.2 are met, and VD and QRVD hold, then Theorem 1.33 gives us stable characterizations
of HKφ:
HKφ ⇐⇒ Jφ +CSJφ ⇐⇒ Jφ + SCSJφ
and Theorem 1.34 gives us a stable characterization of PHIφ:
PHIφ ⇐⇒ PIφ + Jφ,≤ +CSJφ +UJS.
If the exponent β2 from (1.6) happens to be less than 2, thenVD+Jφ,≤ =⇒ SCSJφ. (See [CKW1, Remark 1.7].)
This gives us an even nicer characterizations of HKφ and PHIφ:
Corollary 1.35. Suppose (M,d, µ, E ,F) satisfies the hypotheses of Theorems 1.33-1.34. If φ is a function of regular
growth satisfying (1.6) where β2 < 2, then
HKφ ⇐⇒ Jφ =⇒ (Eφ + SCSJφ)
and
PHIφ ⇐⇒ PIφ + Jφ +UJS.
1.4 Our main results appplied to graphs
The condition QRVD may seem artificial. In this subsection, we show if the underlying metric measure space is a
graph, then QRVD is a direct consequence of VD.
Definition 1.36. We say that (M,d) is uniformly perfect if there exists a constant C > 1 such that the annulus
B(x,Cr) \B(x, r) is non-empty for all x ∈M , r > 0 such that B(x, r) 6=M .
Definition 1.37. We say that (M,d) is quasi-uniformly perfect if there exists a constant C > 1 such that B(x,Cr) \
B(x, r) is non-empty for all x ∈M , r ≥ Dx such that B(x, r) 6=M .
Note that uniform perfectness is a standard term, whereas quasi-uniform perfectness is a term of our invention, in
the spirit of QRVD or QEφ.
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Lemma 1.38. Suppose (M,d) is uniformly perfect and µ is a Radon measure on M with full support, such that
µ(M) =∞. Then VD =⇒ QRVD.
Proof. By quasi-uniform perfectness, there exists a CU > 1 such that B(x,CUr) \ B(x, r) is non-empty for all
x ∈M , r ≥ Dx.
Assume VD. There exists a constant CD such that
V (x, (2CU + 1)r) ≤ CDV (x, r) for all x ∈M , r > 0.
We will show that
V (x, (2CU + 1)r) ≥
(
1 +
1
CD − 1
)
V (x, r) for all x ∈M , r ≥ Dx. (1.20)
Obviously, CD must be greater than 1, or else B(x, r)
c would have measure 0 for all x and r. Thus, (1.20) is enough
to establish QRVD.
Fix x ∈M and r ≥ Dx. By the uniform perfectness, there exists a y ∈ B(x, 2CUr) \B(x, 2r). The ballsB(x, r)
and B(y, r) are disjoint, because if there was some z ∈ B(x, r) ∩B(y, r), we would have
2r ≤ d(x, y) ≤ d(x, z) + d(z, y) < r + r = 2r.
Both B(x, r) and B(y, r) are contained in B(x, (2CU + 1)r), because for all z ∈ B(y, r),
d(x, z) ≤ d(x, y) + d(y, z) < 2CUr + r = (2CU + 1)r.
By the same argument, both are contained in B(y, (2CU + 1)r). Therefore,
V (x, r) + V (y, r) ≤ V (x, (2CU + 1)r) (1.21)
and
V (x, r) + V (y, r) ≤ V (x, (2CU + 1)r) ≤ CDV (y, r). (1.22)
Simplifying (1.22), we obtain
1
CD − 1V (x, r) ≤ V (y, r). (1.23)
By (1.21) and (1.23), (
1 +
1
CD − 1
)
V (x, r) ≤ V (x, r) + V (y, r) ≤ V (x, (2CU + 1)r),
completing the proof of (1.20).
The idea behind the proof of Lemma 1.38 is often used to show that a condition likeVD along with a condition like
connectedness or uniform perfectness implies a condition like RVD. For example, see the proof of [GHL, Proposition
3.3].
Lemma 1.39. SupposeM is the vertex set of a connected, undirected graph G = (M,E) of infinite diameter, and d
is the graph metric (i.e. the metric of shortest path) for G. Then (M,d) is quasi-uniformly perfect.
Proof. Fix x ∈ M and r ≥ Dx = 1. Since r ≥ 1, there exists an integer k ∈ [r, 2r). Since the graph has infinite
diameter, there exists a y such that d(x, y) = k. Therefore, the annulusB(x, 2r) \B(x, r) is non-empty.
Corollary 1.40. SupposeG = (M,E) is a connected, undirected, countable graph of infinite diameter, d is the graph
metric of G, µ is a positive Radon measure onM such that µ(M) = ∞, and (E ,F) is a pure-jump regular Dirichlet
form on L2(M ;µ). If (M,d, µ) satisfies VD, and φ is a function of the regular growth, then
HKφ ⇐⇒ Jφ +QEφ
⇐⇒ Jφ +CSJφ
⇐⇒ Jφ + SCSJφ
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and
PHIφ ⇐⇒ PHI+φ
⇐⇒ UHKφ +NDLφ +UJS
⇐⇒ NDLφ +UJS
⇐⇒ PIφ + Jφ,≤ + SCSJφ +UJS
⇐⇒ PIφ + Jφ,≤ +CSJφ +UJS.
If in addition, φ satisfies (1.6) where β2 < 2, then
HKφ ⇐⇒ Jφ =⇒ (Eφ + SCSJφ)
and
PHIφ ⇐⇒ PIφ + Jφ +UJS.
1.5 Proof outline
In Section 3, we construct a metric measure space (W,ρD, ν), whose metric ρD depends on a positive parameterD1,
and also depends on the function φ of regular growth. (Recall that φ is fixed throughout this paper.) We also construct a
family of regular Dirichlet forms (E˜D, F˜) on L2(W ; ν). Note that apart from the dependence on φ, (W,ρD, ν, E˜D, F˜)
does not depend on (M,d, µ, E ,F).
In Section 4, we construct a metric measure space (M̂, d̂, µ̂) which “smooths out” the atoms in (M,d, µ), and a
regular Dirichlet form (Ê , F̂) on L2(M̂ ; µ̂). We will soon explain what we mean by “smooth out.”
Definition 1.41. LetMA = {x ∈M : x is an isolated atom} andMC = {x ∈M : µ(x) = 0, Dx = 0}.
The subscripts A and C stand for “atom” and “continuous.” Obviously,MA andMC are disjoint subsets ofM . If
we assume QRVD, it turns out that every x ∈M belongs to eitherMA orMC :
Proposition 1.42. If (M,d, µ) satisfies Assumption 1.1 and QRVD, thenM =MA ∪MC .
Proof. If there was an x with µ(x) > 0 but Dx = 0, then, just as in the proof of Proposition 1.29, we would have
V (x, ℓ−n) ≤ c−nV (x, 1) and µ(x) = limn→∞ V (x, ℓ−n) = 0, a contradiction.
If there was an x with µ(x) = 0 but Dx > 0, then x would not belong to the support of µ, contradicting the
assumption that µ is of full support.
Therefore, for all x, either µ(x) > 0 andDx > 0, or µ(x) = 0 andDx = 0.
The partition of M into MA and MC is crucial our argument. The construction of (M̂, d̂, µ̂, Ê , F̂) assumes
that (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M = MA ∪ MC . If so,
(M̂, d̂, µ̂, Ê , F̂) has the following properties:
• There is a natural projection π : M̂ →M .
• Informally, for all x ∈MA, π−1(x) is a copy of (W,ρDx , ν).
• For all x ∈MC , π−1(x) is a singleton.
• For all measurable E ⊆M , µ̂(π−1(E)) = µ(E).
• If z ∈ π−1(x) and z′ ∈ π−1(y) for some distinct points x, y ∈M , then d̂(z, z′) = d(x, y).
• If z, z′ ∈ π−1(x) for some x ∈MA, then d̂(z, z′) < Dx.
• There is a Hunt process X̂ = {X̂t}t≥0 associated with (M̂, d̂, µ̂, Ê , F̂). Moreover,
{π(X̂t)}t≥0 d= {Xt}t≥0.
1The diameter of (W, ρD) is on the order ofD. (Its exact value is φ−1 (φ(D)/2).)
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• (M̂, d̂, µ̂, Ê , F̂) satisfies Assumptions 1.1 and 1.2. If (M,d, µ) satisfies VD andQRVD, then (M̂, d̂, µ̂) satisfies
VD and QRVD. Therefore, we can apply the main results of [CKW1] and [CKW2] to (M̂, d̂, µ̂, Ê , F̂).
In Sections 5-6, we prove results of the form
COND for (M,d, µ, E ,F) =⇒ COND for (M̂, d̂, µ̂, Ê , F̂)
or
COND for (M̂, d̂, µ̂, Ê , F̂) =⇒ COND for (M,d, µ, E ,F) .
Usually, the hypotheses of the results in Sections 5-6 are that (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2,
(E ,F) admits a jump kernel, andM = MA ∪MC (in other words, the hypotheses necessary for the construction of
(M̂, d̂, µ̂, Ê , F̂)).
Finally, we apply the main results of [CKW1] and [CKW2] to (M̂, d̂, µ̂, Ê , F̂). Combined with the results we
derive in Sections 5-6, this gives us the information we need to prove our main results.
1.6 Discussion
Theorems 1.33 and 1.34 apply to more than just graphs. For example, VD and QRVD are both satisfied when
M = (−∞,−1]∪ {0} ∪ [1,∞), d is the Euclidean metric, µ assigns mass 2 to the point 0, and µ(A) equals the Borel
measure of A for all A ⊆M \ {0}.
A natural question for future research is whether HKφ and PHIφ are stable under bounded perturbations for
discrete-time Markov chains on graphs satisfying VD. The strategy of constructing an auxiliary space that satis-
fies both VD and RVD could potentially be used. This would reduce the problem to the setting of a discrete-time,
“continuous-space” Markov chain, which is likely easier since it contains the extra assumption of RVD.
1.7 Acknowledgement
My deepest gratitude goes to Mathav Murugan, for proposing the problem tackled in this paper (originally as a Mas-
ters Essay under his supervision), teaching me a great amount so that I could understand the necessary background
information for it, offering invaluable feedback throughout the writing process, and floating ideas that helped with
so many of the details. I would also like to thank him for guiding me throughout my Masters, from his advice on
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2 Preliminary results
2.1 Regular Dirichlet forms
Let us review some of the basic notions about regular Dirichlet forms, and collect some useful facts about them. Our
setting for this subsection is a space X , which may not be the same space as M , the main space in this essay. The
results discussed in this subsection will apply to three separate spaces throughout this essay (M ,W , and M̂—the latter
two of which have yet to be defined).
Given a σ-finite measure space (X ,A,m), recall that a Dirichlet form is a pair (E ,F ) satisfying the following
axioms:
• F is a dense linear subspace of L2(X ;m)
• E : F ×F → R is bilinear.
• If
Eα(f, g) := E (f, g) + α
∫
X
fg dm for all f, g ∈ F , α > 0
then F is closed with respect to the norm ‖f‖
E1
=
√
E1(f, f). (We will henceforth refer to this norm as “the
E1-norm.”)
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• For all f ∈ F , the function
f∗(x) := max {0,min {f(x), 1}} (2.1)
also belongs to F , and
E (f∗, f∗) ≤ E (f, f).
Note that the last of the four above axioms is called the Markovian property, and a space D of measurable functions
of F is called Markovian if f∗ ∈ D for all f ∈ D. The operation f 7→ f∗ is a normal contraction: in other words,
|f∗|≤ |f | and |f∗ − g∗|≤ |f − g| for all f, g.
Now suppose X is a locally compact separable metric space, and m is a positive Radon measure on X with full
support. A subspace C of F ∩ Cc(X ) is called a core if the following are also satisfied:
• C is dense in F under the E1-norm.
• C is dense in Cc(X ) under the uniform norm.
A Dirichlet form with a core is called regular. One can see from this definition that a Dirichlet form (E ,F ) is regular
iff F ∩ Cc(X ) is a core.
The following lemma will be helpful when we construct regular Dirichlet forms:
Lemma 2.1. Let X be a locally compact separable metric space. Let m be a positive Radon measure on X with full
support. Let diagX denote the diagonal of X , and let j be a symmetric non-negative function on X ×X \ diagX . For
all f ∈ L2(X ;m), let
E (f) :=
∫
X×X\diag
X
(f(x) − f(y))2 j(x, y)m(dx)m(dy).
Let
Fmax :=
{
f ∈ L2(X ;m) : E (f) <∞} .
For all f, g ∈ Fmax, let
E (f, g) :=
∫
X×X\diag
X
(f(x)− f(y))(g(x) − g(y)) j(x, y)m(dx)m(dy). (2.2)
Let D be a Markovian subspace of Fmax ∩ Cc(X ), such that D is dense in Cc(X ), under the uniform norm. Let F
be the closure of D, under the E1-norm. Then we can conclude the following:
(a) Fmax is closed with respect to the E1-norm.
(b) F ⊆ Fmax.
(c) (E ,F ) is a regular Dirichlet form, with D as a core.
Proof. (a) Suppose {fn} is a Cauchy sequence in Fmax, under the E1-norm. Since L2(X ;m) is complete and {fn}
is also a Cauchy sequence in L2-norm, there exists some f ∈ L2(X ;m) such that fn → f in L2-norm.
Since fn → f in L2-norm, there exists a subsequence {fnk} that converges to f a.e. By Fatou’s lemma, for any
fixedm ∈ N,
E (fm − f) = E
(
lim
k→∞
(fm − fnk)
)
=
∫
X×X\diag
X
lim
k→∞
(
(fm(x)− fnk(x)) − (fm(y)− fnk(y))
)2
j(x, y)m(dx)m(dy)
≤ lim inf
k→∞
∫
X×X\diag
X
(
(fm(x)− fnk(x)) − (fm(y)− fnk(y))
)2
j(x, y)m(dx)m(dy)
= lim inf
k→∞
E (fm − fnk) ≤ lim sup
k→∞
E (fm − fnk).
Thus,
lim sup
m→∞
E (fm − f) ≤ lim sup
m,k→∞
E (fm − fnk) = 0
so f is the E1-limit of {fm}.
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(b) follows from (a) since F is the E1-closure of D ⊆ Fmax.
(c) Since D is dense in Cc(X ) under the uniform norm, it is also dense in Cc(X ) under the L2-norm. By [Fol,
Proposition 7.9], Cc(X ) is dense in L2(X ;m), under the L2-norm, and therefore so is D. Since D is dense in
L2(X ;m), so is the larger F .
For all f, g ∈ F , by Cauchy-Schwarz,
|E (f, g)| ≤ E (f)1/2E (g)1/2 <∞.
Therefore, E : F ×F → R. It is clear from (2.2) that E is bilinear.
Because F was defined as the E1-closure of D, F is closed under the E1-norm.
In order to show that F is Markovian, fix f ∈ F , so that we can show that f∗ ∈ F (where f∗ := 0 ∨ (f ∧ 1),
as in (2.1)). Let {fn} be a sequence of functions in D such that ‖fn − f‖E1 → 0. For all n, becauseD is Markovian,
f∗n ∈ D. For all x, y ∈ X ,
|f∗n(x) − f∗(y)|≤ |fn(x) − f(y)|.
Therefore,
E (f∗n − f∗) ≤ E (fn − f)→ 0 and ‖f∗n − f∗‖L2(X ;m) ≤ ‖fn − f‖L2(X ;m) → 0
so ‖f∗n − f∗‖E1 → 0. Since F is the E1-closure of D, and f∗ is the E1-limit of {f∗n} ⊆ D, f∗ ∈ F . Since|f∗(x)− f∗(y)|≤ |f(x)− f(y)| for all x, y ∈ X , E (f∗, f∗) ≤ E (f, f).
We have shown that (E ,F ) is a Dirichlet form. All that remains is to show that D is a core. By the definition of
F , D is dense in F in E1-norm. By hypothesis,D is dense in Cc(X ) under the uniform norm.
Definition 2.2. A core C of a regular Dirichlet form (E ,F) is called standard if C is a dense linear subspace of Cc(M)
and for all ǫ > 0, there exists a function φǫ : R → [−ǫ, 1 + ǫ] such that
• φǫ(t) = t for all t ∈ [0, 1].
• 0 ≤ φǫ(t)− φǫ(s) ≤ t− s for all s < t.
• φǫ ◦ f ∈ C for all f ∈ C.
Definition 2.3. If C is a standard core and also satisfies the additional properties
• C is a dense subalgebra of Cc(M)
• Whenever K ⊆ U , K is compact, U is open, and Û is compact, there exists a non-negative f ∈ F ∩ Cc(M)
such that f = 0 outside of U and f = 1 onK
then we call C a standard special core.
By [FOT, Exercise 1.4.1], every regular Dirichlet form has a standard special core:
Lemma 2.4. Let X be a locally compact separable metric space. Let m be a positive Radon measure on X with full
support. If (E ,F ) is a regular Dirichlet form on L2(X ;m), then F ∩ Cc(M) is a standard special core.
2.2 Jumps and atoms
Let us now collect some preliminary facts about our original space (M,d, µ, E ,F).
Definition 2.5. For all E ⊆M , let 1E denote the indicator
1E(x) :=
{
1 : if x ∈ E
0 : if x /∈ E.
For all x ∈M , let
δx := 1{x}.
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Definition 2.6. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, and (E ,F) admits a jump kernel. For all
x ∈M and ρ > 0, let
J (x, ρ) :=
∫
M\B(x,ρ)
J(x, y)µ(dy).
Given x and ρ, J (x, ρ) measures the rate at which jumps from x of magnitude at least ρ occur.
Definition 2.7. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, and (E ,F) admits a jump kernel. If
x ∈MA, let
v(x) :=
∫
M\{x}
J(x, y)µ(dy) = J (x,Dx) (2.3)
(whereDx is as defined in (1.17)).
Lemma 2.8. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, and (E ,F) admits a jump kernel. For all
x ∈MA, the indicator δx belongs to F .
Proof. By Lemma 2.4, since (E ,F) is a regular Dirichlet form, F ∩ Cc(M) is a standard special core. Since x is
isolated, {x} is open, closed, and compact. Because F ∩ Cc(M) is a standard special core, by Definition 2.3 there
exists an f ∈ F ∩ Cc(M) such that f = 0 outside of {x} and f = 1 on {x}. Therefore, δx ∈ F .
A priori, v(x) could be infinite for an x ∈MA. The following lemma shows that it is not:
Lemma 2.9. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, and (E ,F) admits a jump kernel. If x ∈MA,
then v(x) <∞.
Proof. By Lemma 2.8, δx ∈ F . Therefore,
∞ > E(δx, δx) =
∫
M×M
(δx(y)− δ(z))2J(dy, dz) = 2
∫
{x}×(M\{x})
J(y, z)µ(dz)µ(dy) = 2µ(x)v(x).
From now on, when we refer to an Exponential(λ) random variable ξ, the parameter λ refers to the “rate” (so that
E[ξ] = 1/λ). The following proposition justifies our use of QEφ instead of Eφ:
Proposition 2.10. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, φ is of regular growth, and (E ,F)
admits a jump kernel. IfMA is non-empty, then Eφ,≤ does not to hold.
Proof. Recall how we defined the exit times τU in (1.2). Let x0 be an element ofMA. If the processX starts at x0, it
leaves x0 with rate equal to
∫
M\{x0}
J(x0, y)µ(dy) = v(x0) (where v(x0) is as defined in (2.3)). Therefore, τ{x0} is
Exponential(v(x0))-distributed. By Lemma 2.9,
E
xτ{x0} =
1
v(x0)
∈ (0,∞].
Assume for the sake of contradiction that there exists a C > 0 such that
E
xτB(x,r) ≤ Cφ(r) for all x. (2.4)
If 0 < r ≤ Dx0 , then B(x0, r) = {x0}, so
E
x0τB(x0,r) =
1
v(x0)
. (2.5)
By (2.4) and (2.5), for all r ∈ (0, Dx0 ],
1
v(x0)
≤ Cφ(r).
This is a contradiction because Cφ(r) approaches 0 for small r, while 1/v(x0) is constant and positive.
Let us now note some of the affects that Jφ,≤ and Jφ,≥ have on the rate of large jumps.
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Lemma 2.11. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, φ is of regular growth, and (E ,F) admits a
jump kernel. If VD and Jφ,≤ hold, there exists a CJ > 0 such that
J (x, ρ) ≤ CJ
φ(ρ)
for all x ∈M , all ρ > 0. (2.6)
Likewise, if QRVD and Jφ,≥ holds there exists a cJ > 0 such that
J (x, ρ) ≥ cJ
φ(ρ)
for all x ∈M , all positive ρ ≥ Dx. (2.7)
Proof. Let c1, c2, β1, β2 be the constants from (1.6).
Assume VD and Jφ,≤. Let C be the constant from (1.9). By Jφ,≤, there exists a constant C0 > 0 such that
J(x, y) ≤ C0
V (x, d(x, y))φ(d(x, y))
for all distinct x, y.
Fix x ∈M and fix ρ > 0. For all k ∈ N, let Ek = {y ∈M : 2k−1ρ ≤ d(x, y) < 2kρ}. The Ek’s form a partition
ofM \B(x, ρ). Therefore,
J (x, ρ) =
∞∑
k=1
∫
Ek
J(x, y)µ(dy). (2.8)
For all y ∈ Ek,
J(x, y) ≤ C0
V (x, d(x, y))φ(d(x, y))
≤ C0
V (x, 2k−1ρ)φ(2k−1ρ)
. (2.9)
By (2.8) and (2.9),
J (x, ρ) ≤
∞∑
k=1
C0µ(Ek)
V (x, 2k−1ρ)φ(2k−1ρ)
= C0
∞∑
k=1
V (x, 2kρ)− V (x, 2k−1ρ)
V (x, 2k−1ρ)
· 1
φ(2k−1ρ)
≤ C0(C − 1)
∞∑
k=1
1
φ(2k−1ρ)
(by VD)
≤ C0(C − 1)
φ(ρ)
∞∑
k=1
c−11 2
−β1(k−1) (by (1.6)).
Now assume QRVD and Jφ,≥. Let c and ℓ be the constants from (1.18). By Jφ,≥, there exists a c0 > 0 such that
J(x, y) ≥ c0
V (x, d(x, y))φ(d(x, y))
for all distinct x, y.
Fix x ∈ M and a positive ρ ≥ Dx. For all k ∈ N, let Ek = {y ∈ M : ℓk−1ρ ≤ d(x, y) < ℓkρ}. The Ek’s form a
partition ofM \B(x, ρ). Therefore,
J (x, ρ) =
∞∑
k=1
∫
Ek
J(x, y)µ(dy). (2.10)
For µ-almost all y ∈ Ek,
J(x, y) ≥ c0
V (x, d(x, y))φ(d(x, y))
≥ c0
V (x, ℓkρ)φ(ℓkρ)
. (2.11)
By (2.10) and (2.11),
J (x, ρ) ≥
∞∑
k=1
c0µ(Ek)
V (x, ℓkρ)φ(ℓkρ)
= c0
∞∑
k=1
V (x, ℓkρ)− V (x, ℓk−1ρ)
V (x, ℓkρ)
· 1
φ(ℓkρ)
≥ c0(1− c−1)
∞∑
k=1
1
φ(ℓkρ)
(by QRVD)
≥ c0(1− c
−1)
φ(ρ)
∞∑
k=1
c−12 ℓ
−β2k (by (1.6))
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We are now in a position to put useful upper and lower bounds on the quantity v(x), defined in Definition 2.7. By
(2.3) and Lemma 2.11, for all x ∈MA, we have
v(x) ≤ CJ
φ(Dx)
whenever we have VD, Jφ,≤, and (E ,F) admits a jump kernel (2.12)
and
v(x) ≥ cJ
φ(Dx)
whenever we haveQRVD, Jφ,≥, and (E ,F) admits a jump kernel. (2.13)
3 A convenient tree-like ultrametric space
Fix D > 0. In this section, we construct a metric measure Dirichlet space (W,ρD, ν, E˜D, F˜) with total measure
ν(W ) = 1, and diameter diam(W,ρD) < D. As the superscripts suggest, ρD and E˜D depend on the parameter D.
Recall that the function φ of regular growth is fixed throughout this paper. The objects ρD, E˜D, and F˜D will also
depend on φ. Crucially, the metric space (W,ρD) will be ultrametric:
Definition 3.1. A metric space (X , dX ) is called ultrametric if the following inequality (which is stronger than the
triangle inequality) is satisfied:
dX (x, z) ≤ max {dX (x, y), dX (y, z)} for all x, y, z ∈ X .
Ultrametric spaces make for convenient analysis of Hunt processes (see [BGHH]). An important property that
makes ultrametric spaces so convenient is
BX (x, r) = BX (x0, r) whenever x0 ∈ X , r > 0, and x ∈ BX (x0, r) (3.1)
(where BX (·, ·) denotes the open balls in (X , dX )).
Recall that our goal is to construct an auxiliary metric measure Dirichlet space (M̂, d̂, µ̂, Ê , F̂) that “smooths out”
the atoms ofM , so that RVD can hold. We will do so by replacing each atom x ∈ MA with a continuous massWx,
which is isometric to (W,ρDx) (whereDx is as defined in (1.17)) and has measure µ̂(Wx) = µ(x).
See Section 4 for the exact construction of the auxiliary space.
3.1 Construction
Definition 3.2. Let W be the set of infinite binary strings w = (w(1), w(2), w(3), . . . ), where w(i) ∈ {0, 1} for all
i ∈ N. For all w ∈W ,m ∈ N, let
(3.2)
Awm = {w′ ∈W : m is the first index of disagreement between w′ and w}
= {w′ ∈W : w′(i) = w(i) for all i < m, but w′(m) 6= w(m)}.
For all w ∈ W ,m ∈ Z+, let
Ewm = {w ∈ W : w′(i) = w(i) for all i ≤ m}
= {w} ∪
⋃
j>m
Awj .
The sets Awm will be the spheres of (W,ρ
D), and the sets Ewm will be the open balls.
Let BW be the minimal σ-field ofW that contains E
w
m for all w,m.
Definition 3.3. Let ν be the measure on (W,BW ) such that
ν(Ewm) = 2
−m for all w,m.
(This is the uniform self-similar measure.)
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Definition 3.4. For allm ∈ Z+, let
dDm := φ
−1
(
φ(D)
2m
)
.
and let ρD be the metric
ρD(w,w′) =

0 : if w = w′
dDm : if w
′ ∈ Awm,m ∈ N.
(3.3)
Note that (W,ρD) is ultrametric. The diameter of (W,ρD) is not quiteD, but
diam(W,ρD) = dD1 = φ
−1
(
φ(D)
2
)
.
Let B˜D(w, r) denote the open ball in (W,ρD) with center w and radius r, and let V˜ D(w, r) := ν(B˜D(w, r))
denote its volume. If r ≤ D, then
B˜D(w, r) = Ewm
V˜ D(w, r) = 2−m
}
for them such that dDm+1 < r ≤ dDm.
As an explicit function of r, we have
V˜ D(r) = 2−⌊log2( φ(D)φ(r) )⌋ ∈
[
φ(r)
φ(D)
, 2
φ(r)
φ(D)
)
for 0 < r ≤ D.
If r > D, then B˜D(w, r) =W and V˜ D(w, r) = 1.
Since V˜ D(w, r) does not depend on w, we will just call it V˜ D(r).
Since the open balls in (W,ρD) are precisely the sets Ewm, no matter what the value of D is, BW is the Borel
σ-field of (W,ρD).
In the next lemma, we show that (W,ρD, ν) satisfies VD and RVD:
Lemma 3.5. There exist constants ℓ > 1 and C ≥ 2, both of which only depend on φ (and not onD) such that for all
D > 0,
V˜ D(ℓr) ≤ CV˜ D(r) for all r > 0 (3.4)
and
V˜ D(ℓr) ≥ 2V˜ D(r) for all r ∈ (0, Dℓ ]. (3.5)
Proof. Let f : [0,∞)→ (0,∞) be the following continuous extension ofm 7→ dDm:
f(x) = φ−1
(
φ(D)
2x
)
.
It has inverse g, given by
g(r) = f−1(r) = log2
(
φ(D)
φ(r)
)
.
Note that for all r ∈ (0, D], the uniquem such that r ∈ (dDm+1, dDm] is ⌊g(r)⌋. (To see this, note that
dDm+1 < r ≤ dDm ⇐⇒ f(m+ 1) < r ≤ f(m)
⇐⇒ m+ 1 > g(r) ≥ m
⇐⇒ m = ⌊g(r)⌋
since g is strictly decreasing). Thus,
B˜D(w, r) = B˜D(w, dD⌊g(r)⌋) for all w ∈ W , r ∈ (0, D]
and therefore
V˜ D(r) = 2−⌊g(r)⌋ for all r ∈ (0, D]. (3.6)
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Obviously, V˜ D(r) = 1 for all r > D.
Let c1, c2, β1, β2 be the constants from (1.6). We can assume c1 ≤ 1. If not, (1.6) will remain true if c1 is replaced
with 1. Let ℓ = (2/c1)
1/β1 , so that (1.6) gives
2 = c1ℓ
β1 ≤ φ(ℓr)
φ(r)
≤ c2ℓβ2,
or equivalently
1 ≤ log2(φ(ℓr)) − log2(φ(r)) ≤ log2
(
c2ℓ
β2
)
. (3.7)
Let A = ⌈log2
(
c2ℓ
β2
)⌉, so that A is an integer and (3.7) gives
1 ≤ log2(φ(ℓr)) − log2(φ(r)) ≤ A. (3.8)
Fix r ∈ (0, Dℓ ]. By (3.6),
V˜ D(ℓr)
V˜ D(r)
=
2−⌊g(ℓr)⌋
2−⌊g(r)⌋
= 2⌊g(r)⌋−⌊g(ℓr)⌋. (3.9)
By the definition of g,
g(r) − g(ℓr) = log2
(
φ(D)
φ(r)
)
− log2
(
φ(D)
φ(ℓr)
)
= log2(φ(ℓr)) − log2(φr). (3.10)
By (3.8) and (3.10), 1 ≤ g(r)− g(ℓr) ≤ A. Since 1 and A are both integers, it is clear from the definition of ⌊ ⌋ that
this means
1 ≤ ⌊g(r)⌋ − ⌊g(ℓr)⌋ ≤ A. (3.11)
By (3.9) and (3.11),
2 ≤ V˜
D(ℓr)
V˜ D(r)
≤ 2A. (3.12)
We therefore have (3.4) and (3.5) for r ≤ D/ℓ. All that remains is to show an upper bound on V˜ D(ℓr)/V˜ D(r) for
r > D/ℓ. If r ∈ (D/ℓ,D),
V˜ D(ℓr)
V˜ D(r)
=
1
V˜ D(r)
=
V˜ D(D)
V˜ D(r)
≤ V˜
D(D)
V˜ D(D/ℓ)
≤ 2A (by (3.12)).
If r ≥ D,
V˜ D(ℓr)
V˜ D(r)
=
1
1
= 1.
When we make topological statements aboutW , we mean with respect to the topology generated by the open sets
Ewm, or equivalently, the metric topology of (W,ρ
D) for anyD > 0.
Lemma 3.6. Under this topology,W is compact and separable, and ν is a Radon measure.
Proof. It is not hard to see that (W,ρD) is complete and totally bounded for all D > 0. Thus,W is compact. The set
{w ∈ W : w(i) = 0 for all but finitely many i} is countable and dense inW , soW is separable. For any φ andD, ρD
is a complete metric. Therefore,W is a Polish space (separable and completely metrizable). It is a known fact that a
probability measure on the Borel σ-field of a Polish space is a Radon measure.
Let us now construct the regular Dirichlet form (E˜D, F˜) on L2(W ; ν). We will use Lemma 2.1 as our recipe. Let
diagW = {(w,w) : w ∈ W} be the diagonal ofW . Define the symmetric function J˜D : W ×W \ diagW → [0,∞)
by
J˜D(w,w′) :=
1
V˜ D(ρD(w,w′))φ(ρD(w,w′))
. (3.13)
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If w′ 6= w, then w′ ∈ Awm for some uniquem, so V˜ D(ρD(w,w′)) = V˜ D(Ewm) = 2−m and φ(ρD(w,w′)) = φ(dDm) =
2−mφ(D). Therefore, another expression of J˜D is
J˜D(w,w′) =
4m
φ(D)
. (3.14)
We will also use J˜D to refer to the measure
J˜D(dw, dw′) = J˜D(w,w′) ν(dw) ν(dw′).
Definition 3.7. For all f ∈ L2(W ; ν), let
E˜D(f) :=
∫
W×W\diagW
(f(w)− f(w′))2J˜D(dw, dw′).
Let F˜max := {f ∈ L2(W ; ν) : E˜D(f) <∞}. Note that the definition of F˜max does not depend onD, since each E˜D
is a constant multiple of E˜1. For all f, g ∈ F˜max, let
E˜D(f, g) :=
∫
W×W\diagW
(f(w) − f(w′))(g(w) − g(w′))J˜D(dw, dw′).
Definition 3.8. For all f ∈ L1(W ; ν) andm ∈ Z+, let favgm :W → R be the function
favgm (w) =
1
ν(Ewm)
∫
Ewm
f dν
that maps each w to the average value of f on the open ball Ewm.
Note that favgm is constant on each E
w
m, since E
w′
m = E
w
m for all w
′ ∈ Ewm.
Lemma 3.9. For all f ∈ C(W ), favgm → f uniformly.
Proof. Because f is continuous andW is compact, f is uniformly continuous. Therefore, for all ǫ > 0, there exists
anm0 such that
|f(w)− f(w′)|≤ ǫ for all w ∈W , w′ ∈ Ewm0 .
For allm ≥ m0,
|f(w)− fm(w)| =
∣∣∣∣∣ 1ν(Ewm)
∫
Ewm
f(w) − f(w′)ν(dw′)
∣∣∣∣∣
≤ 1
ν(Ewm)
∫
Ewm
|f(w)− f(w′)| ν(dw′)
≤ ǫ for all w ∈W.
Definition 3.10. Let
D˜ := {f ∈ L2(W ; ν) : There exists anm such that f is constant on Ewm for all w} .
Lemma 3.11. The space D˜ is a Markovian subspace of F˜max ∩Cc(W ).
Proof. As in (2.1), let f∗ denote 0 ∨ (f ∧ 1). Suppose f ∈ D˜. Choose m such that f is constant on Ewm for all m.
For all w, if c is the common value of f on Ewm, then f
∗ takes the constant value 0 ∨ (c ∧ 1) on Ewm. Additionally,
|f∗(w)|≤ |f(w)| for all w, so ‖f∗‖2 ≤ ‖f‖2, which means f∗ ∈ L2(W ; ν). Since f∗ ∈ L2(W ; ν) and f∗ is constant
on each Ewm, f
∗ ∈ D˜. Since g 7→ g∗ is a normal contraction, E˜D(f∗) ≤ E˜D(f) for all D > 0. Thus, D˜ is Markovian.
Fix f ∈ D˜. It is clear that f is continuous, because f is locally constant. Since f is continuous andW is compact,
f ∈ Cc(W ).
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Also since f is continuous, |f | attains its maximum. Let A = maxW |f |. Choosem such that f is constant on Ewm
for all w. If w′ ∈ Ewm, then
(f(w) − f(w′))2J˜D(w,w′) = 0.
Otherwise,
(f(w)− f(w′))2J˜D(w,w′) ≤ (2A)2 · 4
m
φ(D)
.
Therefore,
E˜(f) =
∫
W×W\diagW
(f(w)− f(w′))2J˜D(w,w′) ν(dw)ν(dw′) ≤ (2A)2 · 4
m
φ(D)
<∞
so f ∈ F˜max.
Definition 3.12. For all f, g ∈ F˜max, let
E˜D1 (f, g) := E˜D(f, g) +
∫
W
fg dν.
Let F˜ be the closure of D˜, with respect to the E˜D1 -norm. (Note that F˜ does not depend on D, since E˜D is a constant
multiple of E˜1, so the E˜D1 -closure of D˜ is identical to the E˜11 -closure of D˜ for all D > 0.)
We now have all we need to apply Lemma 2.1. By Lemma 3.6, (W,ρD) is a locally compact (in fact, compact)
separable metric space and ν is a Radon measure. For any non-empty open U ⊆ W , there exist a w and m such
that Ewm ⊆ U , so ν(U) ≥ ν(Ewm) = 2−m > 0. Therefore, ν has full support. As we showed in Lemma 3.11, D˜
is a Markovian subspace of F˜max ∩ Cc(W ). By Lemma 3.9, D˜ is dense in Cc(W ) under the uniform norm. Thus,
by Lemma 2.1, (E˜D, F˜) is a regular Dirichlet form. Note that in (3.13), J˜D is chosen exactly so that Jφ holds for
(W,ρD, ν, E˜D, F˜).
3.2 Escape times and heat kernels
Let X˜D = {X˜D}t≥0 be the Hunt process associated with (W,ρD, ν, E˜D, F˜), and let τ˜DU be the time that X˜D first
exits U .
Consider a ball Ew0m , form ≥ 1. For all w ∈ Ew0m ,∫
W\E
w0
m
J˜D(w,w′)ν(dw′) =
m∑
j=1
ν(Aw0j ) ·
4j
φ(D)
=
1
φ(D)
m∑
j=1
2j
=
2m+1 − 1
φ(D)
.
Because this value is the same for all w ∈ Ew0m ,
τ˜D
E
w0
m
is Exponential
(
2m+1−1
φ(D)
)
distributed. (3.15)
(Recall that an Exponential(λ) random variable has mean 1/λ.)
For all w0, w ∈ W and t > 0, let
p˜D(t, w0, w) :=

1 +
∑m−1
j=1 2
j−1 exp
(
− (3·2j−2)tφ(D)
)
− 2m−1 exp
(
− (3·2m−2)tφ(D)
)
: ifm ∈ Z+ and w ∈ Aw0m
1 +
∑∞
j=1 2
j−1 exp
(
− (3·2j−2)tφ(D)
)
: if w = w0.
(3.16)
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Remark 3.13. For a fixed t and w0, the function p˜
D(t, w0, ·) is continuous. To see this, note that for all m ∈ N,
p˜(t, w0, ·) is locally constant (and therefore continuous) on Aw0m . The value of p˜D(t, w0, w0) is exactly the limit of
p˜D(t, w0, w) for w ∈ Aw0m asm→∞. Therefore, p˜D(t, w0, ·) is continuous at w0.
In the following proposition, we show that p˜D is the heat kernel of X˜D. By (1.3)-(1.5), this entails showing that
E
w0f(X˜Dt ) =
∫
W
p˜D(t, w0, w)f(w)ν(dw) for all f ∈ L∞(W ; ν) (3.17)
and that p˜D is symmetric (in w0 and w) and satisfies Chapman-Kolmogorov.
Proposition 3.14. The heat kernel of X˜D is p˜D.
Proof. Let us keep D fixed throughout this proof. For all t > 0 andm ∈ N, let a(t,m) denote the common value of
p˜D(t, w0, w) for all w0 ∈W , w ∈ Aw0m :
a(t,m) = p˜D(t, w0, w) whenever w ∈ Aw0m .
Let a(t,∞) be the common value of p˜D(t, w0, w0) for all w0 ∈ W :
a(t,∞) = p˜D(t, w0, w0) for all w0 ∈ W.
By taking the limit asm→∞ of the expression in (3.16),
a(t,∞) = lim
m→∞
a(t,m). (3.18)
We start by constructing a new process Z˜D = {Z˜Dt }t≥0, which we will show has the same law as X˜D. For all
m ∈ Z+, let
λm =

4
φ(D) : ifm = 0
3·2m
φ(D) : ifm ∈ N.
(3.19)
For all w ∈ W andm ∈ Z+, we will sometimes refer to Ewm as the “m-cell” of w.
Let Z˜D be the symmetric Markovian jump process on W in which “type-m refreshings” occur with rate λm for
all m: by a “type-m refreshing,” we mean the process jumps to a uniform random point on its current m-cell; i.e. if
Z˜Dt− = w and a type-m refreshing occurs at time t, then Z˜
D
t is set to a uniform point on E
w
m.
Let J˜Z,D be the jump kernel of Z˜D. Suppose Z˜Dt = w0 and wm ∈ Aw0m . In order for Z˜Dt to be wm, a type-j
refreshing must occur at time t, and this refreshing must resolve to wm. A type-j refreshing occurs with rate λj , and
resolves to a uniform point on Ew0j , so
J˜Z,D(w0, wm) =
m−1∑
j=0
λj
ν(Ew0j )
=
m−1∑
j=0
2jλj . (3.20)
By (3.19),
m−1∑
j=0
2jλj =
1
φ(D)
4 + 3m−1∑
j=1
2j · 2j
 = 4m
φ(D)
.
Thus, the jump kernels (3.14) and (3.20) are identical. The processes X˜D and Z˜D are both Markovian jump processes,
and they have the same jump kernel, so they have the same law (and the same heat kernel, if any). It is therefore enough
to show that p˜D is the heat kernel of Z˜D.
For each m ∈ Z+, let Tm be the time that the first type-m refreshing occurs. Then Tm is exponential(λm) (i.e.
with mean 1/λm), and {Tm}∞m=0 are independent. For all t > 0, let Jt := min{m : Tm ≤ t}. (By Borel-Cantelli,
there is almost surely somem such that Tm ≤ t.)
Suppose the process begins at Z˜D0 = w0. Conditional on Jt, the location of Z˜
D
t is uniform on E
w0
Jt
. Therefore, for
allm ∈ Z+, we have
P
w0
(
Z˜Dt ∈ Aw0m
∣∣∣Jt = j) = ν(Aw0m ∩ Ew0j )
ν(Ew0j )
=

2−m
2−j : if j < m
0 : if j ≥ m.
(3.21)
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Conditioning on Jt gives us
(3.22)
P
w0(Z˜Dt ∈ Aw0m ) =
∞∑
j=0
P(Jt = j)P
w0
(
Z˜Dt ∈ Aw0m
∣∣∣ Jt = j)
=
m−1∑
j=0
P(Jt = j) · 2j−m
= 2−m
m−1∑
j=0
2jP(Jt = j).
Since Jt = j if and only if {Tj ≤ t, and Tk > t for all k < j},
P(Jt = 0) = P(T0 ≤ t) = 1− e−λ0t = 1− e−4t/φ(D) (3.23)
and for all j ≥ 1,
(3.24)
P(Jt = j) = P(Tj ≤ t)
j−1∏
k=0
P(Tk > t)
= (1 − e−λjt)
j−1∏
k=0
e−λkt
= (1 − e−λjt) exp
(
−t
j−1∑
k=0
λk
)
=
(
1− exp
(
− t
φ(D)
(3 · 2j)
))
exp
(
− t
φ(D)
·
(
4 + 3
j−1∑
k=1
2k
))
=
(
1− exp
(
− t
φ(D)
(3 · 2j)
))
exp
(
− t
φ(D)
· (3 · 2j − 2))
= exp
(
− t
φ(D)
(
3 · 2j − 2))− exp(− t
φ(D)
(
3 · 2j+1 − 2)) .
By plugging (3.23) and (3.24) into (3.22) and grouping like terms, we obtain
(3.25)
P
w0(Z˜Dt ∈ Aw0m ) = 2−m
1− e−4t/φ(D) + m−1∑
j=1
2j exp
(
− t
φ(D)
(
3 · 2j − 2))
−
m−1∑
j=1
2j exp
(
− t
φ(D)
(
3 · 2j+1 − 2))

= 2−m
1 + m−1∑
j=1
2j−1 exp
(
− (3 · 2
j − 2)t
φ(D)
)
− 2m−1 exp
(
− (3 · 2
m − 2)t
φ(D)
)
= 2−ma(t,m).
Since the conditional distribution of Z˜Dt (conditioned on Z˜
D
t ∈ Aw0m ) is uniform on Aw0m ,
P
w0(Z˜Dt ∈ S) = 2−ma(t,m) ·
ν(S)
ν(Aw0m )
for all S ⊆ Aw0m . (3.26)
Fix f ∈ L∞(W ; ν). Continue to assume that Z˜D0 = w0. If we condition on Z˜Dt ∈ Aw0m , the conditional
distribution of Z˜Dt is uniform onA
w0
m , since every jump in Z˜
D resolves to a uniform point in them-cell it is refreshing
to. Therefore,
E
w0
[
f(Z˜Dt )
∣∣∣ Z˜Dt ∈ Aw0m ] = 1ν(Aw0m )
∫
A
w0
m
f dν = 2m
∫
A
w0
m
f dν. (3.27)
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By conditioning on which sphere Aw0m the process is in at time t,
E
w0f(Z˜Dt ) =
∞∑
m=1
P
w0(Z˜Dt ∈ Aw0m )Ew0
[
f(Z˜Dt )
∣∣∣ Z˜Dt ∈ Aw0m ]
=
∞∑
m=1
2−ma(t,m) · 2m
∫
A
w0
m
f dν (by (3.25) and (3.27))
=
∞∑
m=1
∫
A
w0
m
a(t,m)f(w)ν(dw)
=
∞∑
m=1
∫
A
w0
m
p˜D(t, w0, w)f(w)ν(dw)
=
∫
W
p˜D(t, w0, w)f(w)ν(dw),
confirming (3.17).
It is clear from its definition that p˜D(t, w0, w) is symmetric in w0 and w, since w ∈ Aw0m iff w0 ∈ Awm.
It remains to show that p˜D satisfies Chapman-Kolmogorov. Fix w0 ∈W and s, t > 0. Let
F (w) =
∫
W
p˜D(s, w0, w
′)p˜D(t, w′, w0)ν(dw
′)
and
G(w) = p˜(s+ t, w0, w).
We would like to show that F = G. By (3.17) and Proposition 1.5, F = G ν-a.e. We will show that F andG are both
continuous, so F = G ν-a.e. implies F = G everywhere.
Both F andG are constant onAw0m for allm ∈ N, so both functions are locally constant (and therefore continuous)
at all w 6= w0. By (3.18), G is continuous at w0. If wm is a representative of Aw0m for allm, then
F (w0) =
∫
W
p˜D(s, w0, w
′)p˜D(t, w′, w0)ν(dw)
=
∫
W
lim
m→∞
p˜D(s, w0, w
′)p˜D(t, w′, wm)ν(dw) (by (3.18))
= lim
m→∞
∫
W
p˜D(s, w0, w
′)p˜D(t, w′, wm)ν(dw) (by the Monotone convergence theorem)
= lim
m→∞
F (wm)
= lim
w→w0
F (w) (since F is constant on each Aw0m )
so F is continuous at w0. Therefore, F andG are continuous everywhere inW .
Since F = G a.e. and both F and G are continuous, F = G. The proof is complete.
It will be useful to consider a process that has the same transition probabilities as X˜D, but terminates at a random
time. Consider the following process, which depends on two positive parameters,D and λ.
Definition 3.15. Fix λ > 0. Let ξλ be an Exponential(λ) random variable (so E[λ] = 1/λ), independent of X˜
D. Let
Y˜ D,λ = {Y˜ D,λ}t≥0 be the jump+death Markovian process defined by
Y˜ D,λt =
X˜
D
t : if t < ξλ
∂ : if t ≥ ξλ
(3.28)
where ∂ is a death-state. Let τ˜D,λU denote the time that Y˜
D,λ first exits U :
τ˜D,λU = τ˜
D
U ∧ ξλ for all U . (3.29)
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Fix w0 ∈ W and m ∈ Z+. By (3.29), τ˜D,λEw0m is the minimum of τ˜
D
E
w0
m
and ξλ. By (3.15), τ˜
D
E
w0
m
is exponential
with parameter 2
m+1−1
φ(D) . By definition, ξλ is exponential with parameter λ. The sum of two independent exponential
random variables, with respective parameters λ1 and λ2, is Exponential(λ1 + λ2). Therefore,
τ˜D,λ
E
w0
m
is Exponential
(
2m+1−1+λφ(D)
φ(D)
)
distributed for all w0 ∈W ,m ∈ Z+. (3.30)
4 The auxiliary space
Throughout this section, let us assume that (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump
kernel, andM =MA ∪MC (whereMA andMC are defined as in Definition 1.41).
Under these assumptions, we construct the auxiliary metric measure space (M̂, d̂, µ̂), which “smooths out” the
atoms in M by replacing each x ∈ MA with a continuous mass Wx that is isometric to (W,ρDx) (where Dx is as
defined in (1.17) and ρDx is as defined in (3.3)) and has measure µ̂(Wx) = µ(x). If (M,d, µ) satisfiesVD andQRVD,
then (M̂, d̂, µ̂) will satisfy VD and RVD.
We then construct a regular Dirichlet form (Ê , F̂) on L2(M̂ ; µ̂), such that the auxiliary metric measure Dirichlet
space (M̂, d̂, µ̂, Ê , F̂) satisfyies Assumptions 1.1 and 1.2.
This essay’s main results (Theorems 1.33 and 1.34) are proven by applying [CKW1] and [CKW2] to (M̂, d̂, µ̂, Ê , F̂).
We emphasize that the construction of (M̂, d̂, µ̂, Ê , F̂) is only well-defined if (M,d, µ, E ,F) satisfies Assumptions
1.1 and 1.2, (E ,F) admits a jump kernel, andM =MA ∪MC . In all the proofs of our main results, we are careful to
only make use of the auxiliary space when these conditions hold (see the proofs in Section 7).
4.1 Construction of the auxiliary space
Definition 4.1. For all x ∈M , let
Wx :=
{x} ×W : if x ∈MA{x} : if x ∈MC .
Let
M̂ :=
⋃
x∈M
Wx.
In other words, M̂ contains all the points in M that are not isolated atoms, but replaces each isolated atom x ∈ MA
withWx. This “smooths out” the space so that it no longer contains any atoms or isolated points.
The auxiliary space we construct will have M̂ as its underlying set. Note that another expression for M̂ is
M̂ = (MA ×W ) ∪MC .
We will usually use the variable names x and y for elements ofM , w for elements ofW , and z for elements of M̂ .
From now on, we will also use the notation diagE to denote the diagonal of E, whetherE is a subset ofM ,W , or M̂ .
Definition 4.2. Let π : M̂ → M be the projection that maps each z ∈ Wx to x. Given x ∈ MA, let πx : Wx → W
be the function that maps (x,w) to w for all w ∈ W .
Definition 4.3. Let us endow M̂ with the metric
d̂(z1, z2) =

d(x, y) : if π(z1) = x 6= y = π(z2) for some x, y ∈M
ρDx(w1, w2) : if z1 = (x,w1) and z2 = (x,w2) for some x ∈MA and w1, w2 ∈W
(4.1)
whereDx is as defined in (1.17) and ρ
Dx is as defined in (3.3).
Remark 4.4. If z1 and z2 both belong toWx for some x ∈MA, their distance d̂(z1, z2) is strictly less thanDx.
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Remark 4.5. For all x ∈MA, the restriction of d̂ toWx inherits the ultrametric property ((3.1)) from (W,ρD):
d̂((x,w1), (x,w3)) = ρ
Dx(w1, w3)
≤ max{ρDx(w1, w2), ρDx(w2, w3)}
= max
{
d̂((x,w1), (x,w2)), d̂((x,w2), (x,w3))
}
for all w1, w2, w3 ∈W.
Definition 4.6. For all S belonging to the Borel σ-field of (M̂, d̂), let
µ̂(S) := µ(S ∩MC) +
∑
x∈MA
µ(x)ν ({w ∈W : (x,w) ∈ S}) .
The triple (M̂, d̂, µ̂) forms a metric measure space. Let B̂ and V̂ refer to balls and their volumes in (M̂, d̂, µ̂). If
z ∈ Wx, applying Definitions 4.3 and 4.6 gives
B̂(z, r) =

π−1(B(x, r)) : if r ≥ Dx
{x} × B˜Dx(w, r) : if z = (x,w) and r < Dx
(4.2)
and
V̂ (z, r) =

V (x, r) : if r ≥ Dx
µ(x)V˜ Dx(r) : if r < Dx.
(4.3)
This paper’s eventual goal is to apply the results of [CKW1] and [CKW2] to (M̂, d̂, µ̂). It is therefore necessary to
show that (M̂, d̂, µ̂) satisfies VD, RVD, and Assumption 1.1. The remainder of this subsection is devoted to proving
the following propositions:
Proposition 4.7. Suppose (M,d, µ, E ,F) satisfies Assumption 1.1, andM =MA ∪MC . If VD holds for (M,d, µ),
then VD also holds for (M̂, d̂, µ̂).
Proposition 4.8. Suppose (M,d, µ, E ,F) satisfies Assumption 1.1, and M = MA ∪ MC . If QRVD holds for
(M,d, µ), then RVD holds for (M̂, d̂, µ̂).
Proposition 4.9. Suppose (M,d, µ, E ,F) satisfies Assumption 1.1, and M = MA ∪MC . Then (M̂, d̂, µ̂) satisfies
Assumption 1.1.
Proof of Proposition 4.7. Assume (M,d, µ) satisfies VD. By Lemma 3.5, choose constants C0 ≥ 2 and ℓ > 1 (which
may depend on φ but notD) such that
V˜ D(ℓr) ≤ C0V˜ D(r) for all D > 0, r > 0.
Since VD holds for (M,d, µ), there exists a constant C1 such that
V (x, ℓr) ≤ C1V (x, r) for all x ∈M, r > 0 (4.4)
(for the same ℓ, since the truth or falsity of VD is independent of the choice of ℓ > 1).
Fix z ∈ M̂ and r > 0. Let x = π(z).
If r ≥ Dx,
V̂ (z, ℓr)
V̂ (z, r)
=
V (x, ℓr)
V (x, r)
≤ C1. (4.5)
If ℓr ≤ Dx,
V̂ (z, ℓr)
V̂ (z, r)
=
µ(x)V˜ Dx(ℓr)
µ(x)V˜ Dx(r)
≤ C0. (4.6)
Lastly, suppose r ≤ Dx ≤ ℓr. This impliesDx/ℓ ≤ r ≤ Dx ≤ ℓr ≤ ℓDx. Thus,
V̂ (z, ℓr)
V̂ (z, r)
=
V̂ (z, ℓr)
V̂ (z,Dx)
· V̂ (z,Dx)
V̂ (z, r)
≤ V̂ (z, ℓDx)
V̂ (z,Dx)
· V̂ (z,Dx)
V̂ (z,Dx/ℓ)
≤ C0C1. (4.7)
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Note thatC1 ≥ 1, or else (4.4) would not be possible. We already haveC0 ≥ 2. Therefore,C0 = max{C0, C1, C0C1}.
By (4.5), (4.6), and (4.7),
V̂ (z0, ℓr)
V̂ (z, r)
≤ C0C1 for all z ∈ M̂ , r > 0.
Proof of Proposition 4.8. Assume (M,d, µ) satisfies QRVD. By Lemma 3.5, there exists an ℓ0 > 1 (which may
depend on φ but notD) such that
V˜ D(ℓ0r) ≥ 2V˜ D(r) for all D > 0 and 0 < r ≤ D/ℓ0.
Since QRVD holds for (M,d, µ), there exist constants c1 > 1 and ℓ1 > 1 such that V (x, ℓ1r) ≥ c1V (x, r) for all
x ∈M , for all positive r ≥ Dx.
Fix z ∈ M̂ and r > 0. Let x = π(z).
If r ≥ Dx,
V̂ (z, ℓ0ℓ1r)
V̂ (z, r)
≥ V̂ (z, ℓ1r)
V̂ (z, r)
=
V (x, ℓ1)
V (x, r)
≥ c1. (4.8)
If ℓ0r ≤ Dx,
V̂ (z, ℓ0ℓ1r)
V̂ (z, r)
≥ V̂ (z, ℓ0r)
V̂ (z, r)
=
µ(x)V˜ Dx(ℓ0r)
µ(x)V˜ Dx(r)
≥ 2. (4.9)
If r ≤ Dx ≤ ℓ0r,
V̂ (z, ℓ0ℓ1r)
V̂ (z, r)
≥ V̂ (z, ℓ0ℓ1r)
V̂ (z, ℓ0r)
=
V (x, ℓ0ℓ1r)
V (ℓ0r)
≥ c1. (4.10)
By (4.8), (4.9), and (4.10), for all z ∈ M̂ and r > 0,
V̂ (z, ℓ0ℓ1r)
V (z, r)
≥ min{2, c1} > 1.
In order to prove Proposition 4.9, there are three things to check, namely
• (M̂, d̂) is a locally compact separable metric space.
• µ̂ is a positive Radon measure with full support.
• µ(M̂) =∞.
Lemma 4.10. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . IfK is a compact subset ofM , then π−1(K) is a compact subset of M̂ .
Proof. We will use sequential compactness. Let {zn} be a sequence in π−1(K). Let xn := π(zn) for all n. Since
{xn} is a sequence in K , and K is compact, there exists a subsequence {xnk} that converges to some x0 ∈ K . If
x0 ∈ MC , then {znk} also converges to x0, since d̂(znk , x0) = d(xnk , x0) → 0. If x0 ∈ MA, then all but finitely
many terms in {xnk} are equal to x0. Therefore, we can assume without loss of generality that xnk = x0 for all k
(by replacing {nk} with a further subsequence if necessary). Let wk be the element ofW such that znk = (x0, wk).
Since W is compact, there exists a subsequence {wkj} that converges to some w0 ∈ W . Then {znkj } converges to
(x0, w0) ∈ K̂ .
Lemma 4.11. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If S is a compact subset of M̂ , then π(S) = {x ∈M :Wx intersects S} is a compact subset ofM .
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Proof. Let {Uα}α∈A be an open cover ofK . For each α, π−1(Uα) is open, so {π−1(Uα)}α∈A is an open cover of S.
By the compactness of S, there exists a finite B ⊆ A such that⋃
α∈B
π−1(Uα) ⊇ S. (4.11)
Fix x ∈ K . By the definition ofK , there exists a z ∈ Wx∩S. By (4.11), there exists an α ∈ B such that z ∈ π−1(Uα),
so x ∈ Uα. Therefore, {Uα}α∈B coversK . Since every open cover ofK has a finite subcover,K is compact.
Lemma 4.12. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =MA∪MC ,
then metric space (M̂, d̂) is locally compact and separable.
Proof. Fix z ∈ M̂ . Let x = π(z). Since (M,d) is locally compact, there exist an open U and a compactK such that
x ∈ U ⊆ K . Clearly, π−1(U) is open. By Lemma 4.10, π−1(K) is compact. Therefore, z belongs to an open subset
of a compact set. Thus, M̂ is locally compact.
Since (M,d) is separable, there exists a dense countable E ⊆M . Then
(E ∩MC) ∪ {(x,w) : x ∈ D ∩MA, and w(i) = 0 for all but finitely i}
is a dense countable subset of M̂ . Thus, M̂ is separable.
Lemma 4.13. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =MA∪MC ,
then µ̂ is finite on compact sets.
Proof. Let S be a compact subset of M̂ . Let K = {x ∈ M : Wx ∩ S 6= ∅}. By Lemma 4.11, K is compact. Note
that S ⊆ π−1(K). Since µ is finite on compact sets, µ̂(S) ≤ µ̂(π−1(K)) = µ(K) <∞.
Lemma 4.14. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =MA∪MC ,
then µ̂ is regular.
Proof. Let S be a Borel subset of M̂ . We will construct a sequence {Kn} of compact subsets of S, and a sequence
{Un} of open supersets of S, such that limn→∞ µ̂(Kn) = µ̂(S) = limn→∞ µ̂(Un). Note that there can only be
countably many elements ofMA (otherwise (M,d) could not be separable). SinceMA is uncountable, there exists an
h :MA → (0,∞) such that ∑
x∈MA
h(x) ≤ 1. (4.12)
There also exists an increasing sequence {In} such that each In is a finite subset ofMA, and
⋃
n∈N In = MA. (This
is sometimes called an exhaustion ofMA.) Since µ̂ is a measure, it is continuous from below, so
lim
n→∞
µ̂
(
S ∩ π−1(In)
)
= µ̂
(
S ∩ π−1(MA)
)
. (4.13)
For all x ∈ MA, let Ex := {w ∈ W : (x,w) ∈ S}. Recall that ν is regular (since it is a Radon measure). Thus,
we can choose a sequence {Kxn} of compact subsets of W , and a sequence {Uxn} of open subsets of W , such that
Kxn ⊆ Ex ⊆ Uxn for all n, and
ν(Ex)− 2−n · h(x)
µ(x)
≤ ν(Kxn) ≤ ν(Uxn ) ≤ ν(Ex) + 2−n ·
h(x)
µ(x)
for all n. (4.14)
Let
KAn :=
⋃
x∈In
{(x,w) : w ∈ Kxn} and UAn := KAn :=
⋃
x∈MA
{(x,w) : w ∈ Uxn} .
For all n,
0 ≤ µ̂ (S ∩ π−1(In))− µ̂(KAn ) = ∑
x∈In
[
µ̂ ({x} × Ex)− ({x} ×Kxn)
]
=
∑
x∈In
µ(x) [ν(Ex)− ν(Kxn)]
≤
∑
x∈In
2−nh(x) (by (4.14))
≤ 2−n (by (4.12))
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so
lim
n→∞
µ̂(KAn ) = limn→∞
µ̂
(
S ∩ π−1(In)
)
. (4.15)
By (4.13) and (4.15),
lim
n→∞
µ̂(KAn ) = µ̂
(
S ∩ π−1(MA)
)
. (4.16)
Similarly,
0 ≤ µ̂ (UAn )− µ̂ (S ∩ π−1(MA)) = ∑
x∈MA
[
µ̂ ({x} × Uxn )− ({x} × Ex)
]
=
∑
x∈MA
µ(x) [ν(Uxn )− ν(Ex)]
≤
∑
x∈MA
2−nh(x) (by (4.14))
≤ 2−n (by (4.12))
so
lim
n→∞
µ̂(UAn ) = µ̂
(
S ∩ π−1(MA)
)
. (4.17)
By the regularity of µ, we can choose a sequence {KCn } of compact subsets of S ∩Mc, and a sequence {UCn } of open
supersets of S ∩MC , such that
lim
n→∞
µ(KCn ) = µ(S ∩MC) = limn→∞µ(U
C
n ). (4.18)
For all n, let
Kn := K
A
n ∪KCn and Un := UAn ∪ UCn .
By (4.16) and (4.18),
lim
n→∞
µ̂(Kn) = lim
n→∞
µ̂(KAn ) + lim
n→∞
µ̂(KCn ) = µ̂
(
S ∩ π−1(MA)
)
+ µ̂(S ∩M(C) = µ̂(S).
By (4.17) and (4.18),
lim
n→∞
µ̂(Un) = lim
n→∞
µ̂(UAn ) + limn→∞
µ̂(UCn ) = µ̂
(
S ∩ π−1(MA)
)
+ µ̂(S ∩M(C) = µ̂(S).
Since µ̂ is regular and finite on compact sets (by Lemmas 4.13 and 4.14), µ̂ is a Radon measure.
Lemma 4.15. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =MA∪MC ,
then µ̂ has full support.
Proof. In order to show that µ̂ has full support, we will show that any non-empty open subset of M̂ has positive
measure. Let S be a non-empty open subset of M̂ . Let z be an element of S. If z = (x,w) for some x ∈ MA and
w ∈W , then there must be an open U ⊆W such that (x,w′) ∈ S for all w′ ∈ U . Therefore, µ̂(S) ≥ µ(x)ν(U) > 0.
On the other hand, if z ∈ MC , choose an r > 0 such that B̂(z, r) ⊆ S. since r ≥ 0 = Dz , B̂(z, r) = π−1(B(z, r)).
Since µ has full support, µ̂(S) ≥ V̂ (z, r) = V (z, r) > 0.
Proof of Proposition 4.9. By Lemma 4.12, (M̂, d̂) is locally compact and separable. It is clear from its definition that
µ̂ is positive. By Lemmas 4.13-4.15, µ̂ is a Radon measure with full support. Finally, µ̂(M̂) = µ(M) =∞.
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4.2 A regular Dirichlet form for the auxiliary space
We wish to construct a regular Dirichlet form (Ê , F̂) on L2(M̂ ; µ̂). To do so, we will use Lemma 2.1, just as we did
to construct (E˜D, F˜).
First, let us define a symmetric jump kernel Ĵ : M̂ × M̂ \ diag
M̂
→ [0,∞), where diag
M̂
= {(z, z) : z ∈ M̂} is
the diagonal of M̂ .
Definition 4.16. If z1 ∈Wx and z2 ∈Wy for some distinct x, y ∈M , let
Ĵ(z1, z2) := J(x, y). (4.19)
If x ∈MA, let
Ĵ((x,w1), (x,w2)) :=
J˜Dx(w1, w2)
µ(x)
for all distinct w1, w2 ∈W. (4.20)
We will also use Ĵ to refer to the measure
Ĵ(dz1, dz2) = Ĵ(z1, z2) µ̂(dz1)µ̂(dz2).
Definition 4.17. For all f ∈ L2(M̂ ; µ̂), let
Ê(f) :=
∫
M̂×M̂\diag
M̂
(f(z1)− f(z2))2 Ĵ(dz1, dz2). (4.21)
Let
F̂max :=
{
f ∈ L2(M̂ ; µ̂) : Ê(f) <∞
}
.
For f, g ∈ F̂max, let
Ê(f, g) :=
∫
M̂×M̂\diag
M̂
(f(z1)− f(z2))(g(z1)− g(z2)) Ĵ(dz1, dz2). (4.22)
and
Ê1(f, g) := Ê(f, g) +
∫
M̂
fg dµ̂.
Recall the projections π : M̂ → M and πx : Wx → W , defined in Definition 4.2. Given a function g : M → R,
we will often refer to the composition function g ◦ π, which maps M̂ to R and is constant onWx for all x ∈MA.
Definition 4.18. Given a function h :W → R and an x ∈MA, let Hx,h : M̂ → R be the function defined by
Hx,h(z) =

h(πx(z)) : if z ∈Wx
0 : otherwise
fror all z ∈ M̂.
Definition 4.19. Let D̂ be the set of functions f : M̂ → R of the form
f = (g ◦ π) +
N∑
j=1
Hxj ,hj
such that g ∈ F ∩ Cc(M), N is finite, each xj belongs toMA, and each hj belongs to D˜. (Recall that D˜ is the core
of the regular Dirichlet form (E˜ , F˜) defined in Definition 3.10.)
Definition 4.20. Let F̂ be the closure of D̂, under the Ê1-norm.
Now we will show that D̂ satisfies the conditions of Lemma 2.1.
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Lemma 4.21. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If S is a compact subset of M̂ , then π(S) = {x ∈M :Wx intersects S} is a compact subset ofM .
Proof. Since π : M̂ →M is continuous, the image under π of any compact set is compact.
Lemma 4.22. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =MA∪MC ,
then D̂ is a subspace of F̂max ∩ Cc(M̂).
Proof. Recall that D̂ is defined as the linear span of {g ◦ π : g ∈ F ∩ Cc(M)} and
{
Hx,h : x ∈MA, h ∈ D˜
}
. Thus,
it is enough to show that g ◦ π ∈ Fmax ∩ Cc(M̂) for all g ∈ F ∩ Cc(M), and Hx,h ∈ F̂ ∩ Cc(M̂) for all x ∈ MA,
h ∈ D˜.
Fix g ∈ F ∩ Cc(M). It is clear that g ◦ π ∈ Fmax, since ‖g ◦ π‖2 = ‖g‖2 < ∞ and Ê(g ◦ π) = E(g) < ∞.
Furthermore, g ◦ π is compactly supported, since it is supported on π−1(supp(g)), which is compact by Lemma 4.10.
It remains to show g ◦ π is continuous. Note that g ◦ π is locally constant (and therefore continuous) on π−1(MA).
Fix x ∈MC and ǫ > 0. By the continuity of g, there exists a δ > 0 such that |g(y)− g(x)|< ǫ for all y ∈ B(x, δ). By
(4.2),
|(g ◦ π)(z)− (g ◦ π)(x)|= |g(π(z))− g(x)|< ǫ for all z ∈ B̂(x, δ).
Therefore, g ◦ π is continuous onMC .
Fix x ∈ MA and h ∈ D˜. We will show Hx,h ∈ Fmax ∩ Cc(M̂). Firstly, Hx,h ∈ Fmax, since ‖Hx,h‖22 =
µ(x)‖h‖22 <∞ and
Ê(Hx,h) =
∫
M̂×M̂\diag
M̂
(Hx,h(z)−Hx,h(z′))2Ĵ(dz, dz′)
= 2
∫
z∈Wx
∫
M̂\Wx
(Hx,h(z))
2Ĵ(z, z′)µ̂(dz′)µ̂(dz)
+
∫
Wx×Wx\diagWx
(Hx,h(z)−Hx,h(z′))2Ĵ(z, z′)µ̂(dz′)µ̂(dz)
= 2µ(x)v(x)
∫
W
h2dν + µ(x)2
∫
W×W\diagW
(h(w) − h(w′))2 · J˜
Dx(w,w′)
µ(x)
ν(dw′)ν(dw)
= 2µ(x)v(x)‖h‖22 + µ(x)E˜Dx (h) <∞
(where v(x) is as defined in (2.3) and diagWx := {(z, z) : z ∈ Wx}). Next, Hx,h is compactly supported, because
it is supported on Wx. Lastly, Hx,h is continuous because Wx is its own connected component of M̂ and h is
continuous.
Lemma 4.23. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =MA∪MC ,
then D̂ is Markovian.
Proof. Let us use the notation u∗ := 0 ∨ (u ∧ 1), just like in (2.1)).
Fix f = g ◦ π +∑Nj=1Hxj,hj ∈ D̂. We will show that f∗ ∈ D̂.
Let g′ :M → R be the function
g′(x) =
{
0 : if x ∈ {x1, . . . , xN}
g(x) : if x /∈ {x1, . . . , xN}.
We can also write g′ as
g′ = g −
N∑
j=1
g(xj)δxj . (4.23)
For all 1 ≤ j ≤ N , let h′J :W → R be the function
h′j(w) = hj(w) + g(xj).
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If z = (xj , w) ∈ Wxj for some 1 ≤ j ≤ N , then f(z) = g(xj) + hj(w) = h′j(w). If z ∈ M̂ \
⋃N
j=1Wxj , then
f(z) = g(π(z)) = g′(π(z)). Therefore, another way to express f is
f = (g′ ◦ π) +
N∑
j=1
Hxj ,h′j . (4.24)
If 1 ≤ j ≤ N , for all z = (xj , w) ∈Wxj , by (4.24),
f∗(z) = 0 ∨ (f(z) ∧ 1) = 0 ∨ (h′j(w) ∧ 1) = (h′j)∗(w). (4.25)
For all z ∈ M̂ \⋃Nj=1Wxj , by (4.24),
f∗(z) = 0 ∨ (f(z) ∧ 1) = 0 ∨ (g′(π(z)) ∧ 1) = (g′)∗(π(z)). (4.26)
By (4.25) and (4.26),
f∗ = ((g′)∗ ◦ π) +
N∑
j=1
Hxj ,(h′j)∗ . (4.27)
We know by Lemma 2.8 that δxj ∈ F for all j. Therefore, by (4.23), g′ ∈ F . Since supp(g′) ⊆ supp(g), g′ is
compactly supported. Since F ∩Cc(M) is Markovian, (g′)∗ ∈ F ∩Cc(M). For all 1 ≤ j ≤ N , since hj ∈ D˜ and h′j
differs from hj by a constant, h
′
j ∈ D˜. Since D˜ is Markovian, (h′j)∗ ∈ D˜. By (4.27), f∗ ∈ D̂.
Since |f∗(z1)− f∗(z2)|≤ |f(z1)− f(z2)| for all z1 and z2, we also have Ê(f∗) ≤ Ê(f).
Lemma 4.24. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =MA∪MC ,
then D̂ is dense in Cc(M̂) under the uniform norm.
Proof. Fix f ∈ Cc(M̂) and ǫ > 0. We will construct an f ′ ∈ D̂ such that ‖f ′ − f‖∞ < ǫ.
Let S = supp(f), which is compact. For all y ∈MC , by the continuity of f , there exists a δy > 0 such that
|f(z)− f(y)|< ǫ
4
for all z ∈ B(y, δy). (4.28)
The collection
{Wx : x ∈MA} ∪ {B(y, δy) : y ∈MC}
is an open cover of S. By compactness, it has a finite subcover. In other words, there exist finite {xj}nj=1 ⊆ MA and
{yk}mk=1 ⊆MC such that
S ⊆
n⋃
j=1
Wxj ∪
m⋃
k=1
B(yk, δyk). (4.29)
The main idea that drives this proof is that for all x ∈ M \ {x1, . . . , xn}, f is approximately constant on Wx. Fix
x ∈ M \ {x1, . . . , xn} and z1, z2 ∈ Wx. By (4.29), since z1 does not belong to Wxj for any 1 ≤ j ≤ n, z1 must
belong to B(y, δy) for some y ∈ MC . Since d̂(z2, y) = d(x, y) = d̂(z1, y), z2 also belongs to B(y, δy). By the
triangle inequality,
|f(z1)− f(z2)| ≤ |f(z1)− f(y)|+|f(y)− f(z2)|
≤ ǫ
4
+
ǫ
4
(by (4.28))
=
ǫ
2
.
(4.30)
For all x ∈M , let zx be a representative ofWx. (If x ∈MC , then zx must of course be x.) Let g : M → R be the
function
g(x) = f(zx). (4.31)
If {xn} is a sequence in M converging to x ∈ M , then zxn → zx and g(xn) = f(zxn) → f(zx) = g(x) by the
continuity of f . Thus, g is continuous. Moreover, g is supported on π(S), which is compact by Lemma 4.11, so
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g ∈ Cc(M). Recall that F ∩ Cc(M) is a core of (E ,F), so F ∩ Cc(M) is dense in Cc(M) under the uniform norm.
Thus, there exists a g′ ∈ F ∩ Cc(M) such that
‖g′ − g‖∞ <
ǫ
2
. (4.32)
For all x ∈MA, let hx :W → R be the function
hx(w) = f(x,w)− f(zx). (4.33)
Since f is continuous onWx, hj is continuous. SinceW is compact, hj ∈ Cc(W ). Thus, there exists an h′j ∈ D˜ such
that ∥∥h′j − hj∥∥∞ < ǫ2 . (4.34)
By (4.31) and (4.33),
f = (g ◦ π) +
∑
x∈MA
Hxj ,hxj .
Let
f ′ := (g′ ◦ π) +
n∑
j=1
Hxj,h′xj
.
If z = (xj , w) ∈Wxj for some 1 ≤ j ≤ n,
|f ′(x)− f(x)| = |g′(xj) + h′xj(w) − g(xj)− hxj (w)|
≤ |g′(xj)− g(xj)|+|h′xj (w)− hxj (w)|
<
ǫ
2
+
ǫ
2
(by (4.32) and (4.34))
= ǫ.
(4.35)
If z = (x,w) ∈Wx for some x ∈MA \ {x1, . . . , xn}, then
|f ′(z)− f(z)| = |g′(x) − g(x)− hx(w)|
= |g′(x) − g(x)− f(z) + f(zx)| (by (4.33))
≤ |g′(x) − g(x)|+|f(zx)− f(z)|
<
ǫ
2
+
ǫ
2
(by (4.32) and (4.30))
= ǫ.
(4.36)
If z ∈MC , then by (4.32),
|f ′(z)− f(z)|= |g′(z)− g(z)|< ǫ
2
. (4.37)
By (4.35), (4.36), and (4.37), ‖f ′ − f‖∞ < ǫ.
Proposition 4.25. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =
MA ∪MC . Then (M̂, d̂, µ̂, Ê , F̂) satisfies Assumption 1.2.
Proof. By Lemmas 4.22, 4.23, and 4.24, D̂ satisfies the conditions of Lemma 2.1. Therefore, (Ê , F̂) is a regular
Dirichlet form. By (4.16), Ê is pure-jump.
Definition 4.26. From now on, we will refer to (M,d, µ, E ,F) as the original space and (M̂, d̂, µ̂, Ê , F̂) as the
auxiliary space.
Definition 4.27. Let X̂ = {X̂t : t ≥ 0;Pz : z ∈ M̂ \ N̂ } be the µ̂-symmetric Hunt process associated with (Ê , F̂),
where N̂ is a properly exceptional set.
Definition 4.28. Let τ̂U denote the exit time of X̂ from a given Borel set U ⊆ M̂ .
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For all x ∈M , z0 ∈Wx, and A ⊆M \ {x},∫
π−1(A)
Ĵ(z0, z)µ̂(dz) =
∫
π−1(A)
J(x, π(z))µ̂(dz) =
∫
A
J(x, y)µ(dy).
In other words, for all z0 ∈ Wx, jumps in X̂ from z0 to π−1(A) occur with the same rate as jumps in X from x to A.
Therefore, {π(X̂t)} and {Xt} have the same jump kernel, so
{π(X̂t)}t≥0 d= {Xt}t≥0 . (4.38)
Remark 4.29. By (4.38), we can take N̂ to be π−1(N ). Let us do so. Since µ(N ) = 0, N must be a subset ofMC ,
so N̂ = π−1(N ) = N . Recall that we definedM0 to beM \ N . Let us similarly define M̂0 to be M̂ \ N̂ = M̂ \N .
Suppose for the moment that the process X̂ begins insideWx, where x ∈MA. Recall that
τ̂Wx := inf{t ≥ 0 : X̂t /∈ Wx}
and let Ŷ x = {Ŷt}t≥0 be the jump+death Markovian process defined by
Ŷ xt :=
X̂t : if t < τ̂Wx
∂ : if t ≥ τ̂Wx
(4.39)
where ∂ is a death-state. Recall that X˜D is the Hunt process associated with (W,ρD, ν, E˜D, F˜), and Y˜ D,λ is the
jump+death process defined by (3.28). For all x ∈MA, w ∈ W , and A ⊆W \ {w},∫
π−1x (A)
Ĵ((x,w0), z)µ̂(dz) =
∫
A
Ĵ((x,w0), (x,w)) · µ(x)ν(dw)
=
∫
A
J˜Dx(w0, w)ν(dw).
Thus, jumps in X̂ from (x,w0) to π
−1
x (A) occur with the same rate as jumps in X˜
Dx from w0 to A. The process
Ŷ x has the same jump kernel as X̂ and dies with rate equal to
∫
M\A
J(x, y)µ(dy) =: v(x) (recall how v(x) was
defined in (2.3)). The process Y˜ Dx,v(x) has the same jump kernel as X˜Dx , and also dies with rate v(x). In conclusion,
{π−1x (Ŷ xt )}t≥0 and {Y˜ Dx,v(x)t }t≥0 are both Markovian jump+death processes, with the same jump kernel and the
same constant death rate, so
{π−1x (Ŷ xt )}t≥0 d= {Y˜ Dx,v(x)t }t≥0. (4.40)
4.3 The relationship between F and F̂
Definition 4.30. Given f ∈ L2(M̂), define fmean :M → R and frms :M → [0,∞) by
fmean(x) =

1
µ(x)
∫
Wx
f dµ : if x ∈MA
f(x) : if x ∈MC
(4.41)
and
frms(x) =

(
1
µ(x)
∫
Wx
f2 dµ
)1/2
: if x ∈MA
|f(x)| : if x ∈MC .
(4.42)
In other words, for all x, fmean(x) is the mean value of f on Wx, and frms(x) is the root-mean-square of f on
Wx. Note that frms only takes non-negative values.
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Remark 4.31. For all E in the Borel σ-field ofM , for all f ∈ L2(M̂),∫
π−1(E)
f dµ̂ =
∫
E
fmean dµ and
∫
π−1(E)
f2 dµ̂ =
∫
E
f2rms dµ.
In this Subsection, we show that for any g ∈ F , the composition g ◦ π belongs to F̂ , and for any f ∈ F̂ ,
the functions fmean and frms belong to F . Moreover, we establish some equalities and inequalities involving these
functions. We will use fact that f ∈ F̂ =⇒ fmean ∈ F in our study of the Poincare´ inequality (Section 5.3), and the
fact that f ∈ F̂ =⇒ frms ∈ F to establish cut-off Sobolev inequalities (Section 5.4).
Remark 4.32. If g ∈ F , then ‖g ◦ π‖2 = ‖g‖2, and Ê(g ◦ π) = E(g). Consequently, ‖g ◦ π‖Ê1 = ‖g‖E1 .
Lemma 4.33. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If g ∈ F , then g ◦ π ∈ F̂ .
Proof. Recall that F ∩ Cc(M) is a core of (E ,F ), and is therefore dense in F under the E1-norm. Let {gn} be a
sequence in F ∩ Cc(M) such that ‖gn − g‖E1 → 0. By Definition 4.19, gn ◦ π ∈ D̂ for all n. By Remark 4.32,
‖(gn ◦ π)− (g ◦ π)‖Ê1 = ‖(gn − g) ◦ π‖Ê1 = ‖gn − g‖E1 → 0. (4.43)
Recall that F̂ is defined (in Definition 4.20) as the Ê1-closure of D̂. Since gn ◦ π ∈ D̂ for all n, (4.43) means that
g ◦ π ∈ F̂ .
Definition 4.34. Let {Ax}x∈M be an independent collection of random variables such that Ax is uniform onWx for
all x. (If x ∈MC , this means Ax = x with probability 1.) Let {Bx}x∈M be an independent copy of {Ax : x ∈M}.
Another way to express the definitions of fmean and frms is
fmean(x) = E[f(Ax)] = E[f(Bx)] (4.44)
and
frms(x) = ‖f(Ax)‖2 = ‖f(Bx)‖2. (4.45)
Note that ifX and Y are random variables with finite second moment, the reverse triangle inequality gives
|‖X‖2 − ‖Y ‖2| ≤ ‖X − Y ‖2. (4.46)
We will use (4.44) and (4.45) to demonstrate some inequalities involving fmean and frms. Usually this will entail
applying Jensen’s inequality or (4.46).
Lemma 4.35. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If E1 and E2 are Borel subsets ofM , f ∈ L2(M̂), and g :M ×M → [0,∞) is measurable, then both
α1 :=
∫
E1
∫
E2
(fmean(x)− fmean(y))2g(x, y)µ(dy)µ(dx)
and
α2 :=
∫
E1
∫
E2
(frms(x)− frms(y))2g(x, y)µ(dy)µ(dx)
are less than or equal to
β :=
∫
π−1(E1)
∫
π−1(E2)
(f(z)− f(z′))2g(π(z), π(z′))µ̂(dz′)µ̂(dz).
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Proof. By (4.44) and Jensen’s inequality,
α1 =
∑
x∈E1∩MA
∑
y∈E2MA
µ(x)µ(y) (E[f(Ax)− f(By)])2 g(x, y)
+
∑
x∈E1∩MA
µ(x)
∫
y∈E2∩MC
(E[f(Ax)− f(y)])2 g(x, y)µ(dy)
+
∑
y∈E2∩MA
µ(y)
∫
x∈E1∩MC
(E[f(x)− f(By)])2 g(x, y)µ(dx)
+
∫
(E1∩MC)×(E2∩MC)
(f(x)− f(y))2g(x, y)µ(dy)µ(dx)
≤
∑
x∈E1∩MA
∑
y∈E2∩MA
µ(x)µ(y)E
[
(f(Ax)− f(By))2
]
g(x, y)
+
∑
x∈E1∩MA
µ(x)
∫
y∈E2∩MC
E
[
(f(Ax)− f(y))2
]
g(x, y)µ(dy)
+
∑
y∈E2∩MA
µ(y)
∫
x∈E1∩MC
E
[
(f(x)− f(By))2
]
g(x, y)µ(dx)
+
∫
(E1∩MC)×(E2∩MC)
(f(x)− f(y))2g(x, y)µ(dy)µ(dx)
=β.
By (4.45) and (4.46),
α2 =
∑
x∈E1∩MA
∑
y∈E2∩MA
µ(x)µ(y)
∣∣‖f(Ax)‖2 − ‖f(By)‖2∣∣2 g(x, y)
+
∑
x∈E1∩MA
µ(x)
∫
y∈E2∩MC
|‖f(Ax)‖2 − |f(y)||2 g(x, y)µ(dy)
+
∑
y∈E2∩MA
µ(y)
∫
x∈E1∩MC
∣∣|f(x)|−‖f(By)‖2∣∣2 g(x, y)µ(dx)
+
∫
(E1∩MC)×(E2∩MC)
(f(x)− f(y))2g(x, y)µ(dy)µ(dx)
≤
∑
x∈E1∩MA
∑
y∈E2∩MA
µ(x)µ(y)‖f(Ax)− f(By)‖22g(x, y)
+
∑
x∈E1∩MA
µ(x)
∫
y∈E2∩MC
‖f(Ax)− f(y)‖22g(x, y)µ(dy)
+
∑
y∈E2∩MA
µ(y)
∫
x∈E1∩MC
‖f(x)− f(By)‖22g(x, y)µ(dx)
+
∫
(E1∩MC)×(E2∩MC)
(f(x)− f(y))2g(x, y)µ(dy)µ(dx)
=β.
Lemma 4.36. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . For all f ∈ L2(M̂), ‖fmean‖2 ≤ ‖f‖2 and E(fmean) ≤ Ê(f). Consequently, E1(fmean) ≤ Ê1(f).
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Proof. For the L2-norms,
‖fmean‖22 =
∑
x∈MA
µ(x)(fmean(x))
2 +
∫
MC
f2dµ
=
∑
x∈MA
µ(x) (E [f(Ax)])
2
+
∫
MC
f2dµ (by (4.44))
≤
∑
x∈MA
µ(x)E
[
f(Ax)
2
]
+
∫
MC
f2dµ (by Jensen’s inequality)
=
∑
x∈MA
∫
Wx
f2dµ̂+
∫
MC
f2dµ
= ‖f‖2.
Also,
E(fmean) =
∫
M×M\diagM
(fmean(x)− fmean(y))2J(x, y)µ(dy)µ(dx)
≤
∫
M̂×M̂\diag
M̂
(f(z)− f(z′))2J(π(z), π(z′))1{π(z) 6=π(z′)}µ̂(dz′)µ̂(dz) (by Lemma 4.35)
≤
∫
M̂×M̂\diag
M̂
(f(z)− f(z′))2Ĵ(z, z′)µ̂(dz′)µ̂(dz)
= Ê(f).
Lemma 4.37. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If f ∈ F̂ , then fmean ∈ F .
Proof. Recall that F̂ is defined as the Ê1-closure of D̂. Since f ∈ F̂ , there exists a sequence {fn} ⊆ D̂ such that
fn → f in the Ê1-norm.
For all n, by the definition of D̂, fn has a representation of the form
fn = (gn ◦ π) +
Nn∑
j=1
Hxnj ,hnj (4.47)
where gn ∈ F ∩ Cc(M), Nn is a non-negative integer, and xnj ∈MA and hnj ∈ D˜ for all 1 ≤ j ≤ Nn.
By taking averages over eachWx, (4.47) gives
(fn)mean = gn +
Nn∑
j=1
(∫
W
hnj dν
)
δxj . (4.48)
For all n, gn belongs to F by construction, and each δxn
j
belongs to F ∩ Cc(M) by Lemma 2.8. Thus, by (4.48),
(fn)mean ∈ F .
By Lemma 4.36,
‖(fn)mean − fmean‖E1 = ‖(fn − f)mean‖E1 ≤ ‖fn − f‖Ê1 → 0. (4.49)
Since (fn)mean ∈ F for all n and F is complete with respect to the E1-norm, (4.49) implies f ∈ F .
Note that in the proof of Lemma 4.37, we used the fact that (fn− f)mean = (fn)mean− fmean. Unfortunately, the
same distributive property does not hold for root-mean-square averages, so we can not use the same argument to show
that frms ∈ F . Instead, for the proof of f ∈ F̂ =⇒ frms ∈ F , we will produce a specific sequence {gn} ⊆ F such
that Ê1(gn − frms) → 0. Note that MA is countable. If it was uncountable, (M,d) would not be separable, because
there would not be a dense countable subset.
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Lemma 4.38. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . Suppose u ∈ F̂ and umean is identically 0. (In other words,
∫
Wx
u dµ̂ = 0 for all x ∈MA, and u(x) = 0
for all x ∈ MC .) Let {xj} be an enumeration of MA. (SinceMA is countable, such an enumeration exists.) For all
n, let
In = {xj : 1 ≤ j ≤ n}, Jn = {xj : j > n},
and
un = u · 1In . (4.50)
Then Ê1(un − u)→ 0 along a subsequence.
Proof. Recall that F̂ is the Ê1-closure of D̂. Since u ∈ F̂ , u can be approximated arbitrarily closely in Ê1-norm by
functions v ∈ D̂. We will show that for all v ∈ D̂, there exists an n such that Ê1(u− un) ≤ Ê1(u − v). Such a result
will imply that u can be approximated arbitrarily closely by functions in {un}, which is what we are trying to show.
Fix v ∈ D̂. By the definition of D̂, v is of the form
v = (g ◦ π) +
n∑
j=1
Hxj,hj
where g belongs to F ∩Cc(M), n is a non-negative integer, and hj ∈ D˜ for all j ≤ n. For all z ∈ M̂ ,
(u− v)(z) =

u(z)− g(xj)−Hxj ,hj(z) : if z ∈ Wxj for some j ≤ n
u(z)− g(xj) : if z ∈ Wxj for some j > n
−g(z) : if z ∈MC
(4.51)
and
(u − un)(z) =

u(z) : if z ∈ π−1(Jn)
0 : otherwise.
(4.52)
For all x ∈MA, since the mean of u onWx is 0,∫
Wx
(u− C)2dµ̂ ≥
∫
Wx
u2dµ̂ for all C ∈ R. (4.53)
Similarly, if x and y are distinct elements ofMA, then∫
Wx×Wy
(u(z)− u(z′)− C)2dµ̂ dµ̂ ≥
∫
Wx×Wy
(u(z)− u(z′))2dµ̂ dµ̂ for all C ∈ R. (4.54)
We will use (4.51)-(4.54) to compare Ê1(u − v) to Ê(u − un). First,
(4.55)
‖u− v‖22 =
∫
MC
g2dµ+
∑
j≤n
∫
Wxj
(
u(z)− g(xj)−Hxj ,hj(x)
)2
µ̂(dz)
+
∑
j>n
∫
Wxj
(u(z)− g(xj))2 µ̂(dz) (by (4.51))
≥ 0 + 0 +
∑
j>n
∫
Wxj
(u− g(xj))2dµ̂
≥
∑
j>n
∫
Wxj
u2dµ̂ (by (4.53))
= ‖u− un‖22 (by (4.52)).
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Recall that diagE denotes the diagonal of E for any E. Similarly to (4.55), we have
Ê(u− un) =
∫
M̂×M̂\diag
M̂
[
(u− un)(z)− (u− un)(z′)
]2
Ĵ(dz, dz′)
=
∫
π−1(Jn)×π−1(Jn)\diag(pi−1(Jn))
(u(z)− u(z′))2Ĵ(dz, dz′)
+ 2
∫
z∈π−1(Jn)
∫
z′∈M̂\π−1(Jn)
(u(z))2Ĵ(dz, dz′) (by (4.52))
=
∑
j>n
∫
Wxj×Wxj \diagWxj
(u(z)− u(z′))2Ĵ(dz, dz′)
+ 2
∑
j>n
∑
k>n
J(xj , xk)
∫
z∈Wxj
∫
z′∈Wxk
(u(z)− u(z′))2µ̂(dz′)µ̂(dz)
+ 2
∑
j>n
∫
y∈MC
J(xj , y)
[∫
Wxj
u2dµ̂
]
µ(dy)
+ 2
∑
j>n
∑
k≤n
J(xj , xk)
∫
z′∈Wxk
[∫
Wxk
u2dµ̂
]
µ̂(dz′)
≤
∑
j>n
∫
Wxj×Wxj \diagWxj
(u(z)− u(z′))2Ĵ(dz, dz′)
+ 2
∑
j>n
∑
k>n
J(xj , xk)
∫
z∈Wxj
∫
z′∈Wxk
[
u(z)− g(xj)− u(z′) + g(xk)
]2
µ̂(dz′)µ̂(dz)
+ 2
∑
j>n
∫
y∈MC
J(xj , y)
[∫
Wxj
(u− g(xj) + g(y))2 dµ̂
]
µ(dy)
+ 2
∑
j>n
∑
k≤n
J(xj , xk)
∫
z′∈Wxk
[∫
Wxj
[
(u− g(xj)− u(z′) + g(xk) +Hxk,hk(z′)
]2
dµ̂
]
µ̂(dz′)
(by (4.53) and (4.54))
=
∫
π−1(Jn)
[
(u− v)(z)− (u− v)(z′)
]2
Ĵ(dz, dz′)
+ 2
∫
z∈π−1
∫
z′∈M̂\π−1(Jn)
[
(u− v)(z)− (u− v)(z′)
]2
Ĵ(dz, dz′)
≤
∫
M̂×M̂\diag
M̂
[
(u− v)(z)− (u− v)(z′)
]2
Ĵ(dz, dz′)
= Ê(u− v).
(4.56)
By (4.55) and (4.56),
Ê1(u − v) = ‖u− v‖22 + Ê(u− v) ≥ ‖u− un‖22 + Ê(u − un) = Ê1(u − un).
We have shown that for all v ∈ D̂, there exists an n such that Ê1(u − un) ≤ Ê1(u − v). Since u ∈ F̂ , there exists a
sequence {vk} ⊆ D̂ such that Ê1(u− vk)→ 0. For all k, choose nk such that Ê1(u− unk) ≤ Ê1(u − vk). Then
Ê1(u− unk) ≤ Ê1(u− vk)→ 0.
Lemma 4.39. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If f ∈ F̂ , then frms ∈ F .
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Proof. First, let us assume that f ≥ 0 everywhere. As before, let {xj} be an enumeration ofMA.
As usual, let diagE denote the diagonal of E, for all sets E.
Let u := f − (fmean ◦ π). Note that u ∈ F̂ and umean is identically 0, just like in the setting of Lemma 4.38. Let
{un} be as in (4.50).
Even though we have not yet shown that frms ∈ F , we do know that by Lemma 4.35 E(frms) ≤ Ê(f) < ∞, and
that ‖frms‖22 = ‖f‖22 <∞, so frms ∈ F .
Let h := frms − fmean. By Lemma 4.37, fmean ∈ F ⊆ Fmax. Since Fmax is a vector space, h ∈ Fmax. Thus,
∞ > E(h) =
∫
M×M\diagM
(h(x) − h(y))2J(dx, dy)
=
∫
MA×MA\diagMA
(h(x) − h(y))2J(dx, dy) + 2
∫
x∈MA
∫
y∈MC
h2(x)J(dx, dy) (since h is 0 onMC).
In particular, we have both ∫
MA×MA\diagMA
(h(x) − h(y))2J(dx, dy) <∞ (4.57)
and ∫
x∈MA
∫
y∈MC
h2(x)J(dx, dy) <∞. (4.58)
For all n, let
gn := fmean +
∑
j≤n
h(xj)δxj
so that
frms − gn =
∑
j>n
h(xj)δxj . (4.59)
By Lemmas 4.37 and 2.8, gn ∈ F . We will show that some subsequence of {gn} converges to frms under the E1-norm.
First,
(4.60)
‖frms − gn‖22 =
∑
j>n
µ(xj)h
2(xj)
=
∑
j>n
µ(xj) [frms(xj)− fmean(xj)]2
≤
∑
j>n
µ(xj)f
2
rms(xj)
→ 0
since
∑
j>n µ(xj)f
2
rms(xj) is the tail of
∑
j µ(xj)frms(xj) =
∫
MA
f2rmsdµ =
∫
π−1(MA)
f2dµ̂, which is finite.
By (4.59),
E(frms − gn) =
∫
Jn×Jn\diagJn
(h(x) − h(y))2J(dx, dy) + 2
∫
x∈Jn
∫
y∈M\Jn
h2(x)J(dx, dy). (4.61)
Note that the decreasing intersection
⋂
n∈N Jn×Jn\diagJn is empty. Therefore, by (4.57) and continuity from above,
lim
n→∞
∫
Jn×Jn\diagJn
(h(x) − h(y))2J(dx, dy) = 0. (4.62)
For all x ∈MA, by (4.46),
h2(x) = |‖f(Ax)‖2 − ‖fmean(x)‖2|2
≤ ‖f(Ax)− fmean(x)‖22
= ‖u(Ax)‖22 = u2L2(x).
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Therefore,∫
x∈Jn
∫
y∈M\Jn
h2(x)J(dx, dy) ≤
∫
x∈Jn
∫
y∈M\Jn
u2L2(x)J(dx, dy)
≤
∫
z∈Ĵn
∫
z′∈M̂\Ĵn
u2(z)Ĵ(dz, dz′) (by Lemma 4.35)
=
∫
z∈Ĵn
∫
z′∈M̂\Ĵn
((u − un)(z)− (u− un)(z′)) Ĵ(dz, dz′)
≤ Ê(u − un)→ 0 along a subsequence (by Lemma 4.38).
(4.63)
By (4.61), (4.62), and (4.63),
Ê(frms − gn)→ 0 along a subsequence. (4.64)
By (4.60) and (4.64),
Ê1(frms − gn) = ‖frms − gn‖22 + Ê(frms − gn)→ 0 along a subsequence. (4.65)
Since F̂ is closed and gn ∈ F̂ for all n, (4.65) implies that frms ∈ F .
5 The relationship between the original space and the auxiliary space
Now, we will show various statements of the form “if a certain condition holds for the original space, it also holds
for the auxiliary space,” or vice versa. Recall that the construction of the auxiliary space only makes sense if (E ,F)
admits a jump kernel andM =MA ∪MC (whereMA andMC are defined as in Definition 1.41), so every result that
concerns the auxiliary space will require these assumptions.
In this section, we compare the jump kernel, escape times, Poincare´ inequality, and cut-off Sobolev inequalities of
(M,d, µ, E ,F) with those of (M̂, d̂, µ̂, Ê , F̂). Similar results for heat kernels are more complicated, so we devote a
whole section (Sections 6) to them.
The results of this section are:
Proposition 5.1. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM = MA ∪
MC , then
Jφ,≤ for (M,d, µ, E ,F) ⇐⇒ Jφ,≤ for (M̂, d̂, µ̂, Ê , F̂)
and
Jφ,≥ for (M,d, µ, E ,F) ⇐⇒ Jφ,≥ for (M̂, d̂, µ̂, Ê , F̂) .
Proposition 5.2. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, andM =MA ∪MC , then
UJS for (M,d, µ, E ,F) =⇒ UJS for (M̂, d̂, µ̂, Ê , F̂) .
Proposition 5.3. If (M,d, µ, E ,F) satisfies Assumptions 1.1, (E ,F) admits a jump kernel, and 1.2, andM =MA ∪
MC , then
UJS for (M̂, d̂, µ̂, Ê , F̂) =⇒ UJS for (M,d, µ, E ,F) .
Proposition 5.4. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =
MA ∪MC . Then
Eφ,≤ for (M̂, d̂, µ̂, Ê , F̂) ⇐⇒ QEφ,≤ for (M,d, µ, E ,F)
and
Eφ,≥ for (M̂, d̂, µ̂, Ê , F̂) =⇒ QEφ,≥ for (M,d, µ, E ,F) . (5.1)
If in addition,VD and Jφ,≤ hold for (M,d, µ, E ,F), then we also have the converse of (5.1), namely:
QEφ,≥ for (M,d, µ, E ,F) =⇒ Eφ,≥ for (M̂, d̂, µ̂, Ê , F̂) .
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Proposition 5.5. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM = MA ∪
MC , then
PIφ for (M,d, µ, E ,F) =⇒ PIφ for (M̂, d̂, µ̂, Ê , F̂) .
Proposition 5.6. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, andM = MA ∪MC . If VD and Jφ,≤
hold for (M,d, µ, E ,F), then
CSJφ for (M,d, µ, E ,F) =⇒ CSJφ for (M̂, d̂, µ̂, Ê , F̂) .
It is nice to point out that the converse of Proposition 5.6 also holds:
Proposition 5.7. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =
MA ∪MC . If VD and Jφ,≤ hold for (M,d, µ, E ,F), then
CSJφ for (M̂, d̂, µ̂, Ê , F̂) =⇒ CSJφ for (M,d, µ, E ,F) .
Proposition 5.7 is not necessary to demonstrate our main results, so we leave its proof to the Appendix.
5.1 Jump kernels
If x ∈MA and w,w′ ∈W , then by (4.20), (3.13), and (4.3),
(5.2)
Ĵ((x,w), (x,w′)) =
J˜Dx(w,w′)
µ(x)
=
1
µ(x)V˜ Dx(ρDx(w,w′))φ(ρD(w,w′))
=
1
V̂
(
(x,w), d̂ ((x,w), (x,w′))
)
φ
(
d̂ ((x,w), (x,w′))
) .
Proof of Proposition 5.1. Let
c = ess inf {J(x, y)V (x, d(x, y))φ(d(x, y)) : x, y ∈M and x 6= y} ,
C = ess sup {J(x, y)V (x, d(x, y))φ(d(x, y)) : x, y ∈M and x 6= y} ,
ĉ = ess inf
{
Ĵ(z, z′)V̂ (z, d̂(z, z′))φ(d̂(z, z′)) : z, z′ ∈ M̂ and z 6= z′
}
,
and Ĉ = ess sup
{
Ĵ(z, z′)V̂ (z, d̂(z, z′))φ(d̂(z, z′)) : z, z′ ∈ M̂ and z 6= z′
}
.
By (4.19) and (5.2), for all distinct z, z′ ∈ M̂ ,
Ĵ(z, z′)V̂ (z, d̂(z, z′))φ(d̂(z, z′)) =
J(x, y)V (x, d(x, y))φ(d(x, y)) : if x = π(z) 6= π(z
′) = y
1 : if π(z) = π(z′).
Thus,
ĉ = c ∧ 1 and Ĉ = C ∨ 1
so
Jφ,≤ for (M,d, µ, E ,F) ⇐⇒ C <∞ ⇐⇒ Ĉ = C ∨ 1 <∞ ⇐⇒ Jφ,≤ for (M̂, d̂, µ̂, Ê , F̂)
and
Jφ,≥ for (M,d, µ, E ,F) ⇐⇒ c > 0 ⇐⇒ ĉ = c ∧ 1 > 0 ⇐⇒ Jφ,≥ for (M̂, d̂, µ̂, Ê , F̂) .
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Proof of Proposition 5.2. SupposeUJS holds for (M,d, µ, E ,F). There exists aC > 0 and a setE ⊆M×M \diagM
of full measure such that for all (x0, x1) ∈ E,
J(x0, x1) ≤ C
V (x0, r)
∫
B(x0,r)
J(x, x1)µ(dx) for all r ∈
(
0, d(x0,x1)2
]
. (5.3)
Let
Ê = {(z0, z1) ∈ M̂ × M̂ : (π(z0), π(z1)) ∈ E}.
By UJS, (E ,F) admits a jump kernel, so the auxiliary space (M̂, d̂, µ̂, Ê , F̂) is well-defined.
Fix (z0, z1) ∈ Ê. Let x0 = π(z0) and x1 = π(z1). Note that x0 6= x1, since (x0, x1) ∈ E ⊆ M ×M \ diagM .
Thus,
Ĵ(z0, z1) = J(x0, x1). (5.4)
Fix r such that 0 < r ≤ d̂(z0, z1)/2 = d(x0, x1)/2. Suppose r ≥ Dx0 . Note that if z ∈ B̂(z0, r), then z /∈ Wx1
(because d̂(z, z0) is less than r < d(x1, x0) = d(z1, z0)), and thus Ĵ(z, z1) = J(π(z), x1). This gives us
(5.5)
J(x0, x1) ≤ C
V (x0, r)
∫
B(x0,r)
J(x, x1)µ(dx) (by (5.3))
=
C
V̂ (z0, r)
∫
B̂(z0,r)
Ĵ(z, z1)µ̂(dz) (by (4.2) and Remark 4.31).
On the other hand, if r < Dx0 , then B̂(z0, r) ⊆Wx0 , so Ĵ(z, z1) = J(x0, x1) for all z ∈ B̂(z0, r). This means that
1
V̂ (z0, r)
∫
B̂(z0,r)
Ĵ(z, z1)µ̂(dz) = J(x0, x1). (5.6)
By (5.4), (5.5), and (5.6),
Ĵ(z0, z1) = J(x0, x1) ≤ C ∨ 1
V̂ (z0, r)
∫
B̂(z0,r)
Ĵ(z, z1)µ̂(dz) for all (z0, z1) ∈ Ê and 0 < r ≤ d̂(z0,z1)2 . (5.7)
Now let z0 and z1 be distinct elements ofWx for some x ∈MA, and fix r such that 0 < r ≤ d̂(z, z′). By Remark 4.5,
the restriction of d̂ toWx0 is ultrametric, so
d̂(z, z1) ≤ max
{
d̂(z, z0), d̂(z0, z1)
}
= d̂(z0, z1) for all z ∈ B̂(z0, r). (5.8)
By (5.2), the restriction of z 7→ Ĵ(z, z1) toWx is a decreasing function of d̂(z, z1), so by (5.8),
Ĵ(z0, z1) ≤ Ĵ(z, z1) for all z ∈ B̂(z0, r).
Thus,
Ĵ(z0, z1) ≤ 1
V̂ (z0, r)
∫
B̂(z0,r)
Ĵ(z, z1)µ̂(dz) whenever x ∈MA and z0, z1 ∈Wx0 are distinct. (5.9)
Note that
Ê ∪
⋃
x∈MA
{(z0, z1) : z0, z1 ∈ Wx and z0 6= z1} (5.10)
is a subset of M̂ × M̂ \ {(z, z) : z ∈ M̂} with full measure. By (5.7) and (5.9),
Ĵ(z0, z1) ≤ C ∨ 1
V̂ (z0, r)
∫
B̂(z0,r)
Ĵ(z, z1)µ̂(dz) for all (z0, z1) in the set described in (5.10).
Thus, UJS holds for (M̂, d̂, µ̂, Ê , F̂).
42
Proof of Proposition 5.3. If UJS holds for the auxiliary space, there exists an S ⊆ M̂ × M̂ \ {(z, z) : z ∈ M̂} of full
measure such that
Ĵ(z0, z1) ≤ C
V̂ (z0, r)
Ĵ(z, z1)µ̂(dz) for all (z0, z1) ∈ S. (5.11)
Let
E = {(x0, x1) ∈M ×M \ diagM : (Wx0 ×Wx1) ∩ S 6= ∅} .
Note that E has full measure.
Fix (x0, x1) ∈ E and r such that 0 < r ≤ d(x0, x1)/2. Let (z0, z1) be a representative of (Wx0 ×Wx1) ∩ S. If
r ≥ Dx0 ,
J(x0, x1) = Ĵ(z0, z1)
≤ C
V̂ (z0, r)
∫
B̂(z0,r)
Ĵ(z, z1)µ̂(dz) (by (5.11))
=
C
V (x0, r)
∫
B(x0,r)
J(x, x1)µ(dx). (by (4.2) and Remark 4.31).
If r ≤ Dx0 , then B(x0, r) = {x0}, so
1
V (x0, r)
∫
B(x0,r)
J(x, x1)µ(dx) =
1
µ(x0)
· µ(x0)J(x0, x1) = J(x0, x1).
In either case,
J(x0, x1) ≤ C ∨ 1
V (x0, r)
∫
B(x0,r)
J(x, x1)µ(dx) for all (x0, x1) ∈ E
so UJS holds for the original space.
5.2 Escape times
For escape times, we will use (4.38) and (4.40).
Proof of Proposition 5.4. Fix z ∈ M̂0 and r > 0. Let x = π(z). Recall how the exit times τB(x,r) and τ̂B̂(z0,r) are
defined in (1.2) and Definition 4.28 respectively. If r ≥ Dx,
τ̂B̂(z,r) = inf
{
t ≥ 0 : X̂t /∈ B̂(z, r)
}
= inf
{
t ≥ 0 : π(X̂t) /∈ B(x, r)
}
(since B̂(z, r) = π−1(B(x, r)), by (4.2))
d
= inf {t ≥ 0 : Xt /∈ B(x, r)} (by (4.38))
= τB(x,r)
so
E
z τ̂B̂(z,r) = E
xτB(x,r) whenever z ∈ Wx and r ≥ Dx. (5.12)
Suppose r < Dx. Letm be the non-negative integer such that r ∈
(
dDxm+1, d
Dx
m
]
, or equivalently,
2−(m+1)φ(Dx) < φ(r) ≤ 2−mφ(Dx). (5.13)
SinceDx > 0, x ∈MA. For some w ∈W , z = (x,w). By (4.2),
B̂(z, r) = {x} × B˜Dx(w, r) = {x} × Ewm
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so
τ̂B̂(z,r) = inf
{
t ≥ 0 : X̂t /∈ B̂(z, r)
}
= inf
{
t ≥ 0 : X̂t /∈ {x} × Ewm
}
= inf
{
t ≥ 0 : Ŷ xt /∈ {x} × Ewm
}
(by the definition of Ŷ x)
d
= inf
{
t ≥ 0 : Y˜ Dx,v(x)t /∈ Ewm
}
(by (4.40))
= τ˜
Dx,v(x)
Ewm
where v(x) is as defined in (2.3) and Y˜ Dx,v(x) and τ˜Dx,v(x) are as defined in Definition 3.15. By (3.30) and since the
mean of an exponential(λ) random variable is 1/λ),
E
z τ̂B̂(z,r) = E
w τ˜
Dx,v(x)
Ewm
=
φ(Dx)
2m+1 − 1 + v(x)φ(Dx) . (5.14)
By (5.13), 2mφ(r) ≤ φ(Dx) < 2m+1φ(r). Therefore, we obtain the following approximations of (5.14):
(5.15)
E
z τ̂B̂(z,r) ≤
2m+1
2m+1 − 1 + v(x)φ(Dx)φ(r)
≤ 2
m+1
2m+1 − 1φ(r)
≤ 2φ(r) whenever z ∈Wx and r < Dx
and
(5.16)
E
z τ̂B̂(z,r) ≥
2m
2m+1 − 1 + v(x)φ(Dx)φ(r)
≥ 2
m
(2m+1 − 1 + 1)(1 ∨ v(x)φ(Dx))φ(r)
=
1
2(1 ∨ v(x)φ(Dx))φ(r) whenever z ∈ Wx and r < Dx.
We are now in a position to prove the lemma.
Suppose Eφ,≤ holds for the auxiliary space. There exists a C > 0 such that E
z τ̂B̂(z,r) ≤ Cφ(r) for all z, r. If
x ∈M and r ≥ Dx, then by (5.12), if we set z to be any element ofWx
E
xτB(x,r) = E
z τ̂B̂(z,r) ≤ Cφ(r).
Therefore,QEφ,≤ holds for the original space.
Similarly, if Eφ,≥ holds for the auxiliary space, there exists a c > 0 such that E
z τ̂B̂(z,r) ≥ cφ(r) for all z, r. If
x ∈M and r ≥ Dx, take z ∈Wx; by (5.12),
E
xτB(x,r) = E
z τ̂B̂(z,r) ≥ cφ(r)
so QEφ,≥ holds for the original space.
SupposeQEφ,≤ holds on the original space, i.e. there exists a C such that E
xτB(x,r) ≤ Cφ(r) for all x ∈ M and
r ≥ Dx. For all z ∈ M̂0 and r > 0, by (5.12) and (5.15),
E
z τ̂B̂(z,r) ≤ (2 ∨ C)φ(r)
so Eφ,≤ holds for the auxiliary space.
Finally, suppose QEφ,≥, VD, and Jφ,≤ all hold for the original space. By VD, Jφ,≤, and (2.12), there exists a
constantCJ such that v(x)φ(Dx) ≤ CJ for all x ∈MA. ByQEφ,≥, there exists a c > 0 such that ExτB(x,r) ≥ cφ(r)
for all x ∈M and r ≥ Dx. For all z ∈ M̂0 and r > 0, by (5.12) and (5.16),
E
z τ̂B̂(z,r) ≥
(
1
2(1 ∧ v(x)φ(Dx)) ∨ c
)
φ(r) ≥
(
1
2(1 ∧ CJ ) ∨ c
)
φ(r)
so Eφ,≥ holds for the auxiliary space.
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5.3 Poincare´ inequality
Recall from Definition 1.27 that for f ∈ F and B = B(x, r), we use fB to denote the mean value of f on B. Let us
do the same for f ∈ F̂ and S = B̂(z, r):
fS :=
1
µ̂(S)
∫
S
f dµ̂.
In the following lemma, we see that for x0 ∈MA, a form of the Poincare´ inequality on M̂ holds at small scales (within
Wx0 ).
Lemma 5.8. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If x0 ∈MA, z0 ∈ Wx0 , 0 < r ≤ Dx0 , and S = B̂(z0, r), then∫
S
(f − fS)2dµ̂ ≤ φ(r)
2
∫
S×S
(f(z)− f(z′))2Ĵ(dz, dz′) (5.17)
for all f ∈ F̂ .
Proof. Let w0 be the element of Wx0 such that z0 = (x0, w0). If ξ and η are independent random variables, each
uniform on S, then for all f ∈ F̂ ,
(5.18)
∫
S
(f − fS)2dµ̂ = µ̂(S)Var(f(ξ))
=
µ̂(S)
2
E
[
(f(ξ)− f(η))2]
=
1
2µ̂(S)
∫
S
∫
S
(f(z)− f(z′))2µ̂(dz′)µ̂(dz).
If z and z′ belong to S = B̂(z0, r), then z = (x,w) and z
′ = (x,w′) for some w,w′. By the ultrametric property
((3.1)) onWx0 (see Remark 4.5),
d̂(z, z′) = ρDx(w,w′) ≤ max{ρDx(z, z0), ρDx(z0, z′)} = max{d̂(z, z0), d̂(z0, z′)} < r.
By multiplying the integrand of (5.18) by a quantity greater than or equal to 1 (namely, V̂ (z,r)
V̂ (z,d̂(z,z′))
· φ(r)
φ(d̂(z,z′))
),
∫
S
(f − fS)2dµ̂ ≤ 1
2µ̂(S)
∫
S
∫
S
(f(z)− f(z′))2 · V̂ (z, r)
V̂
(
z, d̂(z, z′)
) · φ(r)
φ
(
d̂(z, z′)
) µ̂(dz′)µ̂(dz). (5.19)
Note that for all z ∈ B̂(z0, r), by the ultrametric property ((3.1)) on Wx0 , we have B̂(z, r) = B̂(z0, r) (and thus
V̂ (z, r) = V̂ (z0, r) = S). Thus, the V̂ (z, r) and µ̂(S) terms in (5.19) cancel:∫
S
(f − fS)2dµ̂ ≤ φ(r)
2
∫
S
∫
S
(f(z)− f(z′))2 · 1
V̂
(
z, d̂(z, z′)
)
φ
(
d̂(z, z′)
) µ̂(dz′)µ̂(dz). (5.20)
Plugging (5.2) into (5.20) yields (5.17).
Proof of Proposition 5.5. Let κ and C be the constants from PIφ for (M,d, µ, E ,F). Fix z0 ∈ M̂ , r > 0, and f ∈ F̂b
(where F̂b = {f ∈ F̂ : ‖f‖∞ <∞}). Let S = B̂(z0, r) and x0 = π(z0).
If r ≤ Dx0 , then by Lemma 5.8,∫
S
(f − fS)2dµ̂ ≤ φ(r)
2
∫
S×S
(f(z)− f(z′))2Ĵ(dz, dz′).
Suppose r ≥ Dx0 . Let B = B(x0, r) and note that S = π−1(B), by (4.2). We will apply the Poincare´ inequality
to fmean and B. (Recall that fmean is defined in (4.41).)
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By Lemma 4.37, fmean ∈ F . Clearly, ‖fmean‖∞ ≤ ‖f‖∞ < ∞, so fmean ∈ Fb. By Remark 4.31, (fmean)B =
fS . Using the inequality (a+ b)
2 ≤ 2a2 + 2b2,
(5.21)
∫
S
(f − fS)2dµ̂ =
∫
S
([f − (fmean ◦ π)]− [(fmean ◦ π)− (fmean)B ])2 dµ̂
≤ 2
∫
S
[f − (fmean ◦ π)]2 dµ̂+ 2
∫
S
[(fmean ◦ π)− (fmean)B]2 dµ̂
= 2
∑
x∈B∩MA
∫
Wx
(f − fWx)2dµ̂+ 2
∫
B
[fmean − (fmean)B]2 dµ.
By Lemma 5.8,∫
Wx
(f − fWx)2dµ̂ ≤
φ(Dx)
2
∫
Wx×Wx
(f(z)− f(z′))2Ĵ(dz, dz′) for all x ∈MA. (5.22)
For all x ∈ B ∩ MA, Dx ≤ R, since either x = x0 (in which case we have already assumed Dx0 ≤ r) or x ∈
B(x0, r) \ {x0} (in which caseDx ≤ d(x0, x) < r). Therefore, (5.22) implies∫
Wx
(f − fWx)2dµ̂ ≤
φ(r)
2
∫
Wx×Wx
(f(z)− f(z′))2Ĵ(dz, dz′) for all x ∈ B ∩MA. (5.23)
By PIφ for (M,d, µ, E ,F),∫
B
(fmean − (fmean)B)2dµ ≤ Cφ(r)
∫
κB×κB
(fmean(x) − fmean(y))2J(dx, dy). (5.24)
Since κr ≥ r ≥ Dx0 , we have π−1(κB) = κS. By (5.24) and Lemma 4.35,∫
B
(fmean − (fmean)B)2dµ ≤ Cφ(r)
∫
κS×κS
(f(z)− f(z′))2Ĵ(dz, dz′). (5.25)
By (5.21), (5.23), and (5.25),∫
S
(f − fS)2dµ̂ ≤ φ(r)
∑
x∈B∩MA
∫
Wx×Wx
(f(z)− f(z′))2Ĵ(dz, dz′) + 2Cφ(r)
∫
κS×κS
(f(z)− f(z′))2Ĵ(dz, dz′)
= φ(r)
∫
κS×κS
(
2C + 1{π(z)=π(z′)∈B∩MA}
)
(f(z)− f(z′))2Ĵ(dz, dz′)
≤ (2C + 1)φ(r)
∫
κS×κS
(f(z)− f(z′))2Ĵ(dz, dz′).
5.4 Cut-off Sobolev
We start by mentioning how to compute integrals with respect to the carre´ du Champ operator.
Let ϕ ∈ F , let h : M → [0,∞) be a measurable non-negative function, and let C be a Borel subset ofM . By the
definition of the carre´ du Champ operator (defined in (1.14)),∫
C
h dΓ(ϕ) =
∫
x∈C
h(x)
∫
y∈M
(ϕ(x) − ϕ(y))2 J(dx, dy). (5.26)
We will be particularly interested in the case where ϕ = 1A, the indicator of some Borel A ⊆ C. In this case,∫
C
hdΓ(1A) =
∫
x∈A
h(x)
∫
y∈M\A
J(dx, dy) +
∫
x∈C\A
h(x)
∫
y∈A
J(dx, dy). (5.27)
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In many of the results of this subsection, we will assume that VD and Jφ,≤ hold for the original space. If so, let
CD and CJ be the constants such that
V (x, 2r) ≤ CDV (x, r) for all x ∈M , r > 0 (5.28)
and
J(x, y) ≤ CJ
V (x, d(x, y))φ(d(x, y))
for all x, y ∈M. (5.29)
Recall the definition of v(x), from (2.3). If VD and Jφ,≤ hold, then by Lemma 2.11 and (2.12), there exists a constant
CJ such that
J (x, ρ) ≤ CJ
φ(ρ)
for all x ∈M , ρ > 0, and v(x) ≤ CJ
φ(Dx)
for all x ∈MA (5.30)
(where J (x, ρ) is as defined in Definition 2.6).
Definition 5.9. For all z0 ∈ M̂, ρ > 0, let
Ĵ (z0, ρ) :=
∫
M̂
Ĵ(z0, z)µ̂(dz).
(the analog of J (x, ρ) for the auxiliary space).
If VD and Jφ,≤ hold on the original space, they also hold on the auxiliary space, by Propositions 4.7 and 5.1, so
there exist constants C′D, C
′
J , and C
′
J such that
V̂ (z, 2r) ≤ C′DV̂ (z, r) for all z ∈ M̂ , r > 0, (5.31)
Ĵ(z1, z2) ≤ C
′
J
V̂ (z1, d̂(z1, z2))φ(d̂(z1, z2))
for all z1, z2 ∈ M̂, (5.32)
and
Ĵ (z, ρ) ≤ C
′
J
φ(ρ)
for all z ∈ M̂ , ρ > 0. (5.33)
(where Ĵ (z, ρ) is as defined in Definition 5.9).
Throughout the proofs in this section, if VD+ Jφ,≤ is an assumption, we will refer to the constants CD , CJ , CJ ,
C′D , C
′
J , and C
′
J that satisfy (5.28)-(5.33).
Without assuming anything about (M,d, µ, E ,F) (apart from the usual assumptions that are needed for the con-
struction of the auxiliary space), we have the following cut-off Sobolev inequality on the auxiliary space at small scales
(withinWx0 for x0 ∈MA):
Lemma 5.10. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If VD and Jφ,≤ hold for (M,d, µ, E ,F), then there exists a universal C3 > 0 such that if x0 ∈ MA,
z0 ∈Wx0 , 0 < R1 ≤ Dx0 , R2 ≥ R1, and f ∈ F̂ , then
1B̂(z0,R1) ∈ F̂
and ∫
B̂(z0,R2)
f2dΓ(1B̂(z0,R1)) ≤
C3
φ(R1)
∫
B̂(z0,R2)
f2dµ̂. (5.34)
Proof. Let S1 := B̂(z0, R1) and S3 := B̂(z0, R2) (for reasons that will be clear when we apply this proposition in
the proof of Proposition 5.6).
First, let us show that 1S1 ∈ F̂ . Recall the definitions of and Hx,h and D̂ (Definitions 4.18 and 4.19), and how
they are used in the definition of F̂ (Definition 4.20). Let w0 be the element of W such that z0 = (x0, w0), and let
E˜1 := B˜
Dx0 (w0, R1). Then
1E˜1 ∈ D˜
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so
1S1 = Hx0,1E˜1
∈ D̂ ⊆ F̂ .
Now let us prove (5.34). By (5.27),
(5.35)
∫
S3
f2dΓ(1S1) =
∫
z∈S1
f2(z)
(∫
z′∈M̂\S1
Ĵ(z, z′)µ̂(dz′)
)
µ̂(dz)
+
∫
z∈S3\S1
f2(z)
(∫
z′∈S1
Ĵ(z, z′)µ̂(dz′)
)
µ̂(dz).
If z ∈ S1 and z′ /∈ S1, then Ĵ(z, z′) = Ĵ(z0, z′). Therefore, for all z ∈ S1,∫
M̂\S1
Ĵ(z, z′)µ̂(dz′) =
∫
M̂\S1
Ĵ(z0, z
′)µ̂(dz′) = Ĵ (z0, R1) ≤
C′J
φ(R1)
. (5.36)
If z ∈ S3 \ S1 and z′ ∈ S1, then d̂(z, z′) ≥ R1. Therefore, for all z ∈ S3 \ S1, by Jφ,≤,∫
z′∈S1
Ĵ(z, z′)µ̂(dz′) ≤
∫
z′∈S1
C′J
V̂ (z0, R1)φ(R1)
µ̂(dz′) =
C′J
φ(R1)
. (5.37)
By (5.36) and (5.37), (5.35) becomes∫
S3
f2dΓ(1S1) ≤
C′J
φ(R1)
∫
S1
f2dµ̂+
∫
S3
f2dΓ(1S1) +
C′J
φ(R1)
∫
S3\S1
f2dµ̂
≤ max{CJ , CJ}
φ(R1)
∫
S3
f2dµ̂.
Given f ∈ F̂ , recall the function frms ∈ F , defined in Definition 4.42.
Lemma 5.11. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If E belongs to the Borel σ-field ofM , f ∈ F̂ , and ϕ ∈ F , then∫
π−1(E)
f2dΓ(ϕ ◦ π) =
∫
E
f2rmsdΓ(ϕ).
Proof. For all x ∈ M , let α(x) := ∫y∈M (ϕ(x) − ϕ(y))2J(x, y)µ(dy). For all z ∈ M̂ , let g(z) := √α(π(z))f(z).
We claim that grms =
√
α · frms. Indeed, for all x ∈MA,
grms(x) =
(
1
µ(x)
∫
Wx
α(x)f2dµ̂
)1/2
=
√
α(x)frms(x)
and for all x ∈MC ,
grms(x) = g(x) =
√
α(x)f(x) =
√
α(x)frms(x).
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By (5.26),∫
π−1(E)
f2dΓ(ϕ ◦ π) =
∫
z∈π−1(E)
f2(z)
(∫
z′∈M̂
(ϕ(π(z)) − ϕ(π(z′)))2Ĵ(z, z′)µ̂(dz′)
)
µ̂(dz)
=
∫
z∈π−1(E)
f2(z)
(∫
y∈M
(ϕ(π(z)) − ϕ(y))2J(π(z), y)µ(dy)
)
µ̂(dz)
=
∫
z∈π−1(E)
α(π(z))f2(z)µ̂(dz) (by the definition of α)
=
∫
π−1(E)
g2dµ̂ (by the definition of g)
=
∫
E
g2rmsdµ
=
∫
E
α(x) (frms(x))
2 µ(dx) (since grms =
√
α · frms)
=
∫
E
(frms(x))
2
∫
M
(ϕ(x) − ϕ(y))2J(x, y)µ(dy)µ(dx)
=
∫
E
f2rmsdΓ(ϕ).
Proof of Proposition 5.6. If CSJφ holds on the original space, there exists an E ⊆ M of full measure, and constants
C0, C1, C2 such that (1.15) holds whenever x0 ∈ E.
Fix z0 ∈ π−1(E), R ≥ r > 0, and f ∈ F̂ . Let x0 = π(z0), and
S1 := B̂(z0, R),
S2 := B̂(z0, R+ r),
S3 := B̂(z0, R+ (1 + C0)r),
V := S2 \ S1,
and V ∗ := S3 \ B̂(z0, R− C0r).
If R ≤ Dx0 , then by Lemma 5.10, 1S1 ∈ cutoff(S1, S2) and∫
S3
f2dΓ(1S1) ≤
C3
φ(R)
f2dµ̂ ≤ C3
φ(r)
f2dµ̂.
Suppose R ≥ Dx0 . Let
B1 := B(x0, R),
B2 := B(x0, R+ r),
B3 := B(x0, R+ (1 + C0)r),
U := B2 \B1,
and U∗ := B3 \B(x0, R− C0r).
Since R + (1 + C0)r ≥ R+ r ≥ R ≥ Dx0 , by (4.2) we have Sj = π−1(Bj) for all j ∈ {1, 2, 3} and V = π−1(U).
It is however possible for V ∗ not to be equal to π−1(U∗), since R − C0r might be less than Dx0 . The exact relation
between U∗ and V ∗ is
V ∗ = π−1(U∗) ∪
{
z ∈Wx : d̂(z0, z) ≥ R− C0r
}
.
In particular,
π−1(U∗) ⊆ V ∗.
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By Lemma 4.39, frms ∈ F . Since x0 ∈ E, by our assumption of CSJφ on the original space, there exists a
ϕ ∈ cutoff(B1, B2) such that∫
B3
f2rmsdΓ(ϕ) ≤ C1
∫
U×U∗
(frms(x)− frms(y))2J(dx, dy) + C2
φ(r)
∫
B3
f2rmsdµ. (5.38)
Because S1 = π
−1(B1) and S2 = π
−1(B2), the function ϕ ◦ π belongs to cutoff(S1, S2). We then have∫
S3
f2dΓ(ϕ ◦ π) =
∫
B3
f2rmsdΓ(ϕ) (by Lemma 5.11)
≤ C1
∫
U×U∗
(frms(x)− frms(y))2J(dx, dy) + C2
φ(r)
∫
B3
f2rmsdµ (by (5.38))
≤ C1
∫
π−1(U)×π−1(U∗)
(f(z)− f(z′))2Ĵ(dz, dz′) + C2
φ(r)
∫
S3
f2dµ̂ (by Lem 4.35 and Rmk 4.31)
≤ C1
∫
V×V ∗
(f(z)− f(z′))2Ĵ(dz, dz′) + C2
φ(r)
∫
S3
f2dµ̂ (since π−1(U) = V and π−1(U∗) ⊆ V ∗).
Note that an almost identical argument can be used to show that if (M,d, µ, E ,F) satisfies Assumptions 1.1 and
1.2,M =MA ∪MC , and VD and Jφ,≤ hold for (M,d, µ, E ,F), then
SCSJφ for (M,d, µ, E ,F) =⇒ SCSJφ for (M̂, d̂, µ̂, Ê , F̂) .
6 Heat kernels
In this section, we derive a formula for the heat kernel of {X̂t} (the Hunt process associated with (M̂, d̂, µ̂, Ê , F̂)),
and then use it to prove the following propositions, each of the same flavor as the results of Section 5.
Proposition 6.1. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM = MA ∪
MC , then
LHKφ for (M̂, d̂, µ̂, Ê , F̂) =⇒ LHKφ for (M,d, µ, E ,F)
and
UHKφ for (M̂, d̂, µ̂, Ê , F̂) =⇒ UHKφ for (M,d, µ, E ,F) .
Proposition 6.2. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =
MA ∪MC . If VD holds on the original space, then
NDLφ for (M̂, d̂, µ̂, Ê , F̂) =⇒ NDLφ for (M,d, µ, E ,F) .
Proposition 6.3. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM = MA ∪
MC , then
UHKDφ for (M,d, µ, E ,F) =⇒ UHKDφ for (M̂, d̂, µ̂, Ê , F̂) .
6.1 The heat kernel of {X̂t}
Recall that p(t, x, y), if it exists, is the heat kernel of {Xt}, the Hunt process associated with the original space
(M,d, µ, E ,F). Also recall that for all D > 0, p˜D(t, w0, w) is the heat kernel of X˜D, the Hunt process associated
with (W,ρD, ν, E˜D, F˜). Let us express the heat kernel of {X̂t}, the Hunt process associated with the auxiliary space
(M̂, d̂, µ̂, Ê , F̂), in terms of p and p˜D. We will use the facts that {π(X̂t)} d= {Xt} (from (4.38)) and {πx(Ŷ xt )} d=
{Y˜ Dx,v(x)t } for all x ∈MA (from (4.40)), whereDx is as defined in (1.17) and v(x) is as defined in (2.3).
Recall from Remark 4.29 that M̂0 = M̂ \ N .
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Definition 6.4. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . Suppose also that {Xt} has a heat kernel p (that satisfies (1.3)-(1.5)). Define p̂ : (0,∞) × M̂0 × M̂0 →
[0,∞) as follows: if x and y are distinct elements ofM0, let
p̂(t, z0, z) = p(t, x, y) for all t > 0, z0 ∈ Wx, z ∈Wy ; (6.1)
if x ∈MC \ N , let
p̂(t, x, x) = p(t, x, x) for all t > 0; (6.2)
and if x ∈MA, recall the definition of v(x) from (2.3) and let
p̂(t, (x,w0), (x,w)) =
e−v(x)t
µ(x)
[
p˜Dx(t, w0, w)− 1
]
+ p(t, x, x). (6.3)
We will show that p̂ is the heat kernel of {X̂t}. Note that if x ∈MA and w0 ∈ W ,∫
W
[
p˜Dx(t, w0, w)− 1
]
ν(dw) =
∫
W
p˜Dx(t, w0, w)ν(dw) −
∫
W
ν(dw) = 1− 1 = 0. (6.4)
Lemma 6.5. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . Suppose also that {Xt} has a heat kernel p (that satisfies (1.3)-(1.5)). Let p̂ be as defined in Definition
6.4. If x ∈MA and z0 is a representative ofWx, then∫
Wx
p̂(t, z0, z)µ̂(dz) = µ(x)p(t, x, x).
Proof. Let w0 be the element ofW such that z0 = (x,w0). By the definition of p̂,∫
Wx
p̂(t, z0, z)µ̂(dz) = µ(x)
∫
W
p̂(t, (x,w0), (x,w))ν(dw)
= e−v(x)t
∫
W
[
p˜Dx(t, w0, w)− 1
]
ν(dw) + µ(x)
∫
W
p(t, x, x)ν(dw)
= µ(x)
∫
W
p(t, x, x)ν(dw) (by (6.4))
= µ(x)p(t, x, x).
Proposition 6.6. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, andM =
MA ∪MC . Suppose also that {Xt} has a heat kernel p (that satisfies (1.3)-(1.5)). Let p̂ be as defined in Definition
6.4. Then p̂ is the heat kernel of X̂ .
Proof. Fix z0 ∈ M̂0 and f ∈ L∞(M̂ ; µ̂). We will show that
E
z0f(X̂t) =
∫
M̂
p̂(t, z0, z)f(z)µ̂(dz). (6.5)
Let x = π(z0). Since z0 ∈ M̂0 = M̂ \ N , x belongs to eitherMA orMC \ N . Note that
(6.6)
E
z0
[
f(X̂t)1{X̂t∈MC}
]
= Ex
[
f(Xt)1{Xt∈MC}
]
(by (4.38))
=
∫
MC
p(t, x, y)f(y)µ(dy) (by (1.3))
=
∫
MC
p̂(t, z0, z)f(z)µ̂(dz) (by the definition of p̂).
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Fix y ∈ MA \ {x}. If we take X̂0 = z0 and condition on X̂t ∈ Wy , the conditional distribution of X̂t is uniform in
Wy . (This is because the first jump that the process X̂ takes intoWy lands on a uniform random point inWy .) Thus,
E
z0
[
f(X̂t)
∣∣∣X̂t ∈Wy ] = 1
µ̂(Wy)
∫
Wy
f dµ̂ =
1
µ(y)
∫
Wy
f dµ̂. (6.7)
Therefore, for all y ∈MA \ {x},
(6.8)
E
z0
[
f(X̂t)1{X̂t∈Wy}
]
= Pz0(X̂t ∈Wy)Ez0
[
f(X̂t)
∣∣∣X̂t ∈Wy ]
= Px(Xt = x) · 1
µ(y)
∫
Wy
f dµ̂ (by (4.38) and (6.7))
= µ(y)p(t, x, y) · 1
µ(y)
∫
Wy
f dµ̂
=
∫
Wy
p(t, x, y)f(z)µ̂(dz)
=
∫
Wy
p̂(t, z0, z)f(z)µ̂(dz) (by the definition of p̂).
Let us use (6.6) and (6.8) to calculate Ez0f(X̂t). If x ∈MC \ N , then
(6.9)
E
z0f(X̂t) = E
z0
[
f(X̂t)1{X̂t∈MC}
]
+
∑
y∈MA
E
z0
[
f(X̂t)1{X̂t∈Wy}
]
=
∫
MC
p̂(t, z0, z)f(z)µ̂(dz) +
∑
y∈MA
∫
Wy
p̂(t, z0, z)f(z)µ̂(dz) (by (6.6) and (6.8))
=
∫
M̂
p̂(t, z0, z)f(z)µ̂(dz).
Suppose on the other hand that x ∈MA. Let w0 be the element ofW such that z0 = (x,w0). In this case, in addition
to (6.6) and (6.8), we also need the value of Ez0
[
f(X̂t)1{X̂t∈Wx}
]
. Recall the process {Ŷ xt }, defined in (4.39), which
is equal to X̂ until the moment X̂ leavesWx, at which time Ŷ
x dies. There are two ways for X̂t to be inWx:
• The process X̂ stays inWx for all s ∈ [0, t]. In this case, X̂t = Ŷ xt ∈ Wx.
• The process X̂ leavesWx at some s ∈ (0, t), but is back inWx at time t. In this case, X̂t ∈Wx and Ŷ xt = ∂.
Therefore, Ez0
[
f(X̂t)1{X̂t∈Wx}
]
is the sum of Ez0
[
f(X̂t)1{X̂t=Ŷ xt ∈Wx}
]
and Ez0
[
f(X̂t)1{X̂t∈Wx,Ŷ xt =∂}
]
, both of
which are easier to calculate:
E
z0
[
f(X̂t)1{X̂t=Ŷ xt ∈Wx}
]
= Ez0
[
f(Ŷ xt )1{Ŷ xt ∈Wx}
]
= Ew0
[
f
(
x, Y˜
Dx,v(x)
t
)
1{
Y˜
Dx,v(x)
t ∈Wx
}
]
(by (4.40))
= Ew0
[
f
(
x, Y˜
Dx,v(x)
t
)
1{ξv(x)>t}
]
(where ξv(x) is as defined in Definition 3.15)
= P(ξv(x) > t)E
w0f(x, X˜Dxt ) (since X˜
Dx and ξv(x) are independent)
= e−v(x)t
∫
W
p˜Dx(t, w0, w)f(x,w)ν(dw)
(6.10)
and
E
z0
[
f(X̂t)1{X̂t∈Wx,Ŷ xt =∂}
]
= Pz0
[
X̂t ∈Wx, Ŷ xt = ∂
]
E
z0
[
f(X̂t)
∣∣∣X̂t ∈Wx, Ŷ xt = ∂ ] (6.11)
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By (4.38),
(6.12)
P
z0
[
X̂t ∈Wx, Ŷ xt = ∂
]
= Px [Xt = x, but there exists an s ∈ (0, t) such thatXs 6= x]
= Px(Xt = x)− Px (Xs = x for all s ∈ [0, t])
= µ(x)p(t, x, x) − e−v(x)t.
If X̂0 = z0 and we condition on X̂t ∈Wx and Ŷ xt = ∂, then X̂t is uniform inWx. Therefore,
E
z0
[
f(X̂t)
∣∣∣X̂t ∈ Wx, Ŷ xt = ∂ ] = 1µ(x)
∫
Wx
f dµ̂. (6.13)
By plugging (6.12) and (6.13) into (6.11),
(6.14)
E
z0
[
f(X̂t)1{X̂t∈Wx,Ŷ xt =∂}
]
=
[
µ(x)p(t, x, x) − e−v(x)t
]
· 1
µ(x)
∫
Wx
f dµ̂
= p(t, x, x)
∫
Wx
f dµ̂− e
−v(x)t
µ(x)
∫
Wx
f dµ̂
= p(t, x, x)
∫
Wx
f dµ̂− e−v(x)t
∫
W
f(x,w)ν(dw).
By adding (6.10) and (6.14),
(6.15)Ez0
[
f(X̂t)1{X̂t∈Wx}
]
= e−v(x)t
∫
W
[
p˜Dx(t, w0, w)− 1
]
f(x,w)ν(dw)+µ(x)p(t, x, x)
∫
W
f(x,w)ν(dw).
Another calculation yields∫
Wx
p̂(t, z, z0)f(z)µ̂(dz) = µ(x)
∫
W
p̂(t, (x,w0), (x,w))f(z)ν(dw)
(since µ̂(dz) = µ(x)ν(dw))
= e−v(x)t
∫
W
[
p˜Dx(t, w0, w) − 1
]
f(x,w)ν(dw) + µ(x)p(t, x, x)
∫
W
f(x,w)ν(dw)
(by the definition of p̂).
(6.16)
Note that the quantities in (6.15) and (6.16) are equal. Thus,
E
z0
[
f(X̂t)1{X̂t∈Wx}
]
=
∫
Wx
p̂(t, z, z0)f(z)µ̂(dz) (6.17)
Therefore, if x ∈MA,
E
z0f(X̂t) = E
z0
[
f(X̂t)1{X̂t∈MC}
]
+
∑
y∈MA\{x}
E
z0
[
f(X̂t)1{X̂t∈Wy}
]
+ Ez0
[
f(X̂t)1{X̂t∈Wx}
]
=
∫
MC
p̂(t, z0, z)f(z)µ̂(dz) +
∑
y∈MA\{x}
∫
Wy
p̂(t, z0, z)f(z)µ̂(dz) +
∫
Wx
p̂(t, z0, z)f(z)µ̂(dz)
(by (6.6), (6.8), and (6.17))
=
∫
M̂
p̂(t, z0, z)f(z)µ̂(dz).
(6.18)
By (6.9) and (6.18), we have (6.5) for both x ∈MC \ N and x ∈MA.
That p̂(t, z0, z) is symmetric in z0 and z is clear from its definition.
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It remains to show that p̂ satisfies Chapman-Kolmogorov. Let us start by showing that for all x ∈ MA, and for all
s, t > 0, we have
p̂(s+ t, (x,w0), (x,w)) =
∫
M̂
p̂(s, (x,w0), z)p̂(t, z, (x,w))µ̂(dz) (6.19)
for all w0, w ∈ W . Fix x ∈ MA, s, t > 0, and w0 ∈ W . Let F (w) be the right-hand-side of (6.19). Let G(w)
be the left-hand-side of (6.19). Recall that p˜Dx is continuous in the third slate (Remark 3.13). This means that
p̂(t, (x,w0), (x, ·)) and G = p̂(s+ t, (x,w0), (x, ·)) are continuous. For all w1 ∈ W ,
F (w) =
∫
M̂
p̂(s, (x,w0), z)p̂(t, z, (x,w))µ̂(dz)
=
∫
M\{x}
p(s, x, y)p(t, y, x)µ(dy) + µ(x)
∫
W
p̂(s, (x,w0), (x,w))p̂(t, (x,w), (x,w1))ν(dw)
=
∫
M\{x}
p(s, x, y)p(t, y, x)µ(dy) + µ(x)
∫
W
lim
w′→w1
p̂(s, (x,w0), (x,w))p̂(t, (x,w), (x,w
′))ν(dw)
(by the continuity of p̂(t, (x,w0), (x, ·)))
=
∫
M\{x}
p(s, x, y)p(t, y, x)µ(dy) + lim
w′→w1
µ(x)
∫
W
lim
w′→w1
p̂(s, (x,w0), (x,w))p̂(t, (x,w), (x,w
′))ν(dw)
(by the Dominated convergence theorem)
= lim
w′→w1
F (w′)
so F is continuous too. By (6.5) and Proposition 1.5, F = G ν-a.e. Since F and G are both continuous and agree
ν-a.e., F = G. Equation (6.19) is confirmed.
Let us now complete the proof of Chapman-Kolmogorov. Fix s, t > 0 and z0, z1 ∈ M̂0. Let x = π(z0) and
y = π(z1).
If x = y ∈MA, then p̂(s+ t, z0, z) =
∫
M̂
p̂(s, z0, z)p̂(t, z, z1)µ̂(dz) by (6.19).
If x = y ∈MC \ N , then
p̂(s+ t, z0, z1) = p(s+ t, x, x)
=
∫
M
p(s, x, x′)p(t, x′, x)µ(dx′)
=
∫
M\{x}
p(s, x, x′)p(t, x′, x)µ(dx′) (since µ({x}) = 0)
=
∫
M̂\Wx
p̂(s, z0, z)p̂(t, z, z1)µ̂(dz)
=
∫
M̂
p̂(s, z0, z)p̂(t, z, z1)µ̂(dz) (since µ̂(Wx) = 0).
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If x 6= y,
p̂(s+ t, z0, z1) = p(s+ t, x, y)
=
∫
M
p(s, x, x′)p(t, x′, y)µ(dy)
= µ(x)p(s, x, x)p(t, x, y) + µ(y)p(s, x, y)p(t, y, y)
+
∫
M\({x}∪{y})
p(s, x, x′)p(t, x′, y)µ(dy)
=
∫
Wx
p̂(s, z0, z)p(t, x, y)µ̂(dz) +
∫
Wy
p(s, x, y)p̂(t, z, z1)µ̂(dz)
+
∫
M\({x}∪{y})
p(s, x, x′)p(t, x′, y)µ(dy) (by Lemma 6.5)
=
∫
Wx
p̂(s, z0, z)p̂(t, z, z1)µ̂(dz) +
∫
Wy
p̂(s, z0, z)p̂(t, z, z1)µ̂(dz)
+
∫
M̂\(Wx∪Wy)
p̂(s, z0, z)p̂(t, z, z1)µ̂(dz)
=
∫
M̂
p̂(s, z0, z)p̂(t, z, z1)µ̂(dz).
6.2 HKφ for auxiliary space implies HKφ for original space
Recall the function q(t, x, y) defined in Definition 1.7. Observe that V (x, φ−1(t)) is strictly increasing in t, and
V (x, d(x, y))φ(d(x, y))/t is strictly decreasing in t. The two are equal for t = φ(d(x, y)). Therefore,
q(t, x, y) =

1
V (x,φ−1(t)) : if t ≥ φ(d(x, y))
t
V (x,d(x,y))φ(d(x,y)) : if t ≤ φ(d(x, y)).
(6.20)
Let
q̂(t, z0, z) =
1
V̂ (z0, φ−1(t))
∧ t
V̂ (z0, d̂(z, z0))φ(d̂(z, z0))
for z0, z ∈ M̂ , t > 0
(the exact analog of q for (M̂, d̂, µ̂)).
By (6.20) (which applies to (M̂, d̂, µ̂) as well as (M,d, µ)),
q̂(t, z0, z) =

1
V̂ (z0,φ−1(t))
: if t ≥ φ(d̂(z, z0))
t
V̂ (z0,d̂(z,z0))φ(d̂(z,z0))
: if t ≤ φ(d̂(z, z0)).
(6.21)
As in (M,d, µ), the on-diagonal expression for q̂ is
q̂(t, z, z) =
1
V̂ (z, φ−1(t))
for all z ∈ M̂. (6.22)
Lemma 6.7. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If x and y are distinct elements ofM , z1 ∈ Wx, and z2 ∈Wy , then
q̂(t, z1, z2) = q(t, x, y).
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Proof. If t ≥ φ(d(x, y)) = φ(d̂(z1, z2)), then by (6.21),
q̂(t, z1, z2) =
1
V̂ (z1, φ−1(t))
=
1
V (x, φ−1(t)
(since φ−1(t) ≥ d(x, y) ≥ Dx)
= q(t, x, y).
If t ≤ φ(d(x, y)) = φ(d̂(z1, z2)), then by (6.21),
q̂(t, z1, z2) =
t
V̂ (z1, d̂(z1, z2))φ(d̂(z1, z2))
=
t
V̂ (z1, d(x, y))φ(d(x, y))
=
t
V (x, d(x, y))φ(d(x, y))
(since d(x, y) ≥ Dx)
= q(t, x, y).
Lemma 6.8. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . Fix x ∈MA, z0 ∈ Wx, and t > 0. If t ≥ φ(Dx),∫
Wx
q̂(t, z0, z)µ̂(dz) = µ(x)q(t, x, x) (6.23)
If t ≤ φ(Dx), ∫
Wx
q̂(t, z0, z)µ̂(dz) ∈ [1, 3]. (6.24)
Proof. Suppose t ≥ φ(Dx). Then, for all z ∈ Wx,
q̂(t, z0, z) =
1
V̂ (z, φ−1(t))
=
1
V (x, φ−1(t))
= q(t, x, x).
Thus, ∫
Wx
q̂(t, z0, z)µ̂(dz) = µ̂(Wx)q(t, x, x) = µ(x)q(t, x, x)
so (6.23) holds.
Now suppose t ≤ φ(Dx). Letm0 be the unique element of Z+ such that φ−1(t) ∈
(
dDxm0+1, d
Dx
m0
]
, or
2−(m0+1)φ(Dx) < t ≤ 2−m0φ(Dx). (6.25)
Let w0 be the element ofW such that z0 = (x,w0). For allm ∈ N, let wm be a representative of Aw0m (recall how the
sphere Aw0m is defined, in (3.2)) and let zm = (x,wm). Ifm > m0, then t ≥ φ(d̂(z0, zm)), so
(6.26)
q̂(t, z0, zm) =
1
V̂ (z0, φ−1(t))
=
1
V̂ (z0, d
Dx
m0)
(by our choice ofm0)
=
1
µ(x) · 2−m0 =
2m0
µ(x)
.
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Ifm ≤ m0, then t ≤ φ(d̂(z0, zm)), so
(6.27)
q̂(t, z0, zm) =
t
V̂ (z0, d̂(z0, zm))φ(d̂(z0, zm))
=
t
V̂ (z0, d
Dx
m )φ(d
Dx
m )
=
t
2−mµ(x) · 2−mφ(Dx)
=
4mt
µ(x)φ(Dx)
.
By (6.26) and (6.27),
(6.28)
∫
Wx
q̂(t, z0, z)µ̂(dz) =
∞∑
m=1
µ(x)ν(Aw0m )q̂(t, z0, zm)
=
m0∑
m=1
2−m · 4
mt
φ(Dx)
+
∞∑
m=m0+1
2−m · 2m0
=
t
φ(Dx)
m0∑
m=1
2m + 2m0
∑
m=m0+1
2−m
=
t
φ(Dx)
(2m0+1 − 2) + 1
=
2t
φ(Dx)
(2m0 − 1) + 1.
Obviously, (6.28) implies ∫
Wx
q̂(t, z0, z)µ̂(dz) ≥ 1.
Recall thatm0 was chosen so that t/φ(Dx) ≤ 2−m0 . Thus, (6.28) also implies∫
Wx
q̂(t, z0, z)µ̂(dz) ≤ 2 · 2−m0 · (2m0 − 1) + 1 ≤ 2 + 1 = 3.
Proof of Proposition 6.1. Suppose UHKφ holds for (M̂, d̂, µ̂, Ê , F̂); there exists a C > 0 such that p̂(t, z0, z) ≤
Cq̂(t, z0, z) for all t, z0, z. Fix x, y ∈M0 and t > 0.
Suppose x 6= y. Let z0 be a representative ofWx, and let z be a representative ofWy . Then
p(t, x, y) = p̂(t, z0, z) (by (6.1))
≤ Cq̂(t, z0, z)
= Cq(t, x, y) (by Lemma 6.7).
If x = y ∈MC \ N , then
p(t, x, x) = p̂(t, x, x) (by (6.2))
≤ Cq̂(t, x, x)
=
C
V̂ (x, φ−1(t))
(by (6.22))
=
C
V (x, φ−1(t))
(since φ−1(t) > 0 = Dx)
= Cq(t, x, x) (by (1.7)).
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Finally, suppose x = y ∈MA. Then
(6.29)
p(t, x, x) =
1
µ(x)
∫
Wx
p̂(t, z0, z)µ̂(dz) (by Lemma 6.5)
≤ C
µ(x)
∫
Wx
q̂(t, z0, z)µ̂(dz).
If t ≥ φ(Dx), then by (6.29) and Lemma 6.8,
p(t, x, x) ≤ C
µ(x)
· µ(x)q(t, x, x) = Cq(t, x, x).
Suppose t ≤ φ(Dx). By (1.7),
q(t, x, x) =
1
V (x, φ−1(t))
=
1
µ(x)
. (6.30)
By (6.29) and Lemma 6.8,
p(t, x, x) ≤ 3C
µ(x)
. (6.31)
By (6.30) and (6.31),
p(t, x, x) ≤ 3Cq(t, x, x).
Therefore,UHKφ holds for (M,d, µ, E ,F).
The proof of LHKφ for (M̂, d̂, µ̂, Ê , F̂) =⇒ LHKφ for (M,d, µ, E ,F) is almost exactly the same. (Simply
change the direction of the inequalities and use the lower bound instead of the upper bound from (6.24).)
6.3 NDLφ for auxiliary space implies NDLφ for original space
Recall how we defined the Dirichlet heat kernel pU (t, x, y), in Definition 1.22.
Note that if x ∈MA, then
pB(t, x, x) =
1
µ(x)
P
x [Xt = x, andXs ∈ B for all 0 ≤ s ≤ t] . (6.32)
For the auxiliary space, let p̂S(t, z0, z) denote the Dirichlet heat kernel for all open S ⊆ M̂ .
Proof of Proposition 6.2. Assume NDLφ holds for (M̂, d̂, µ̂, Ê , F̂): there exist c1 > 0 and ǫ ∈ (0, 1) such that for all
z0 ∈ M̂ , r > 0, 0 < t ≤ φ(ǫr),
p̂B̂(z0,r)(t, z1, z2) ≥ c1
V̂ (z0, φ−1(t))
for all z1, z2 ∈ B̂(z0, ǫφ−1(t)). (6.33)
Fix x0 ∈ M , r > 0, t ∈ (0, φ(ǫr)], and x, y ∈ B(x0, ǫφ−1(t)) ∩ M0. Let z0 be a representative of Wx0 . Let
B = B(x0, r).
First, suppose ǫφ−1(t) < Dx0 . In this case, x0 ∈ MA (since Dx0 > ǫφ−1(t) > 0). Also, x and y must both be
x0, since there are no other points in B(x0, ǫφ
−1(t)). Thus,
pB(t, x, y) =
1
µ(x0)
P
x0 [Xt = x0, andXs ∈ B for all 0 ≤ s ≤ t] (by (6.32))
=
1
µ(x0)
P
z0
[
X̂t ∈Wx0 , and X̂s ∈ π−1(B) for all 0 ≤ s ≤ t
]
(by (4.38))
=
1
µ(x0)
∫
Wx
p̂(π
−1(B))(t, z0, z)µ̂(dz)
≥ 1
µ(x0)
∫
B̂(z0,ǫφ−1(t))
c1
V̂ (z0, φ−1(t))
µ̂dz (by (6.33))
=
c1
µ(x0)
· V̂ (z0, ǫφ
−1(t))
V̂ (z0, φ−1(t))
.
(6.34)
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Since VD holds on the original space, VD also holds on the auxiliary space by Proposition 4.7. For some universal
constants C > 0 and d2, we have
V̂ (z0, φ
−1(t))
V̂ (z0, ǫφ−1(t))
≤ C
(
1
ǫ
)d2
. (6.35)
Obviously, x0 ∈ B(x0, φ−1(t)), so µ(x0) ≤ V (x0, φ−1(t)). By (6.34) and (6.35),
pB(t, x, y) ≥ c1ǫ
d2
Cµ(x0)
≥ c1ǫ
d2
C
· 1
V (x, φ−1(t))
. (6.36)
Now suppose that ǫφ−1(t) ≥ Dx0 . Then
B̂(z0, ǫφ
−1(t)) = π−1(B(x0, ǫφ
−1(t)) and B̂(z0, φ
−1(t)) = π−1(B)). (6.37)
Let z1 be a representative ofWx and let z2 be a representative ofWy . Then z1, z2 ∈ B̂(z0, ǫφ−1(t)) ∩ M̂0 by (6.37).
If x 6= y or x = y ∈MC \ N , then
pB(t, x, y) = p̂(π
−1(B))(t, z1, z2) (by (4.38))
≥ c1
V̂ (z0, φ−1(t))
(since z1, z2 ∈ B̂(z0, ǫφ−1(t)) ∩ M̂0 and 0 < t ≤ φ(ǫr))
=
c1
V (x0, φ−1(t))
(by (6.37)).
If x = y ∈MA, note that all ofWx belongs to B̂(z0, ǫφ−1(t)), so
pB(t, x, x) =
1
µ(x)
∫
Wx
p̂(π
−1(B))(t, z0, z)µ̂(dz) (by (4.38))
≥ c1
µ(x)
µ(x)
V̂ (z0, φ−1(t))
=
c1
V̂ (z0, φ−1(t))
=
c1
V (x0, φ−1(t))
.
In every case,
pB(t, x, y) ≥
(
c1 ∧ c1ǫ
d2
C
)
1
V (x0, φ−1(t))
.
6.4 UHKDφ for original space implies UHKDφ for auxiliary space
In the following lemma, we show an upper bound for the on-diagonal heat kernel on π−1(MA). Recall the definitions
of v(x) for x ∈MA (see (2.3)) and p̂(t, z0, z) (see Definition 6.4).
Lemma 6.9. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . Suppose also that {Xt} has a heat kernel p (that satisfies (1.3)-(1.5)). If x ∈MA, then
p̂(t, z, z) ≤ 1
µ(x)
· φ(Dx)
t
exp
(
−
(
v(x) +
1
φ(Dx)
)
t
)
+ p(t, x, x) for all z ∈ Wx.
Proof. Let h : (0,∞)→ (0,∞) be the function
h(s) :=
∞∑
j=1
2j−1 exp
(−(3 · 2j − 2)s).
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Fix s > 0. We would like to approximate h(s) from above by replacing the sum with an integral. If x belongs to the
interval [j − 1, j], then 2x ≥ 2j−1 and exp(−(3 · 2x − 2)s) ≥ exp(−(3 · 2j − 2)s). Therefore,
(6.38)
h(s) =
∞∑
j=1
2j−1 exp
(−(3 · 2j − 2)s)
≤
∞∑
j=1
∫ j
j−1
2x exp(−(3 · 2x − 2)s) dx
=
∫ ∞
0
2x exp(−(3 · 2x − 2)s) dx
=
1
(3 log 2)s
∫ ∞
s
e−udu (by the substitution u = (3 · 2x − 2)s)
=
e−s
s(3 log 2)
≤ e
−s
s
(since 3 log 2 ≈ 2.079 > 1).
If z = (x,w) ∈Wx for some x ∈MA, then by the definition of p̂,
p̂(t, z, z) =
e−v(x)t
µ(x)
[
p˜Dx(t, w, w) − 1]+ p(t, x, x). (6.39)
By the definition of p˜Dx ,
[
p˜Dx(t, w, w) − 1] = ∞∑
j=1
2j−1 exp
(
− (3 · 2
j − 2)t
φ(D)
)
= h
(
t
φ(Dx)
)
≤ φ(Dx)
t
exp
(
− t
φ(Dx)
)
(by (6.38)).
(6.40)
By (6.39) and (6.40),
p̂(t, z, z) ≤ e
−v(x)t
µ(x)
· φ(Dx)
t
exp
(
− t
φ(Dx)
)
+ p(t, x, x)
=
1
µ(x)
· φ(Dx)
t
exp
(
−
(
v(x) +
1
φ(Dx)
)
t
)
+ p(t, x, x)
Proof of Proposition 6.3. Let c1, c2, d1, d2 be the constants from VD and RVD on M̂ such that
c1
(
R
r
)d1
≤ V̂ (z,R)
V̂ (z, r)
≤ c2
(
R
r
)d2
for all z ∈ M̂ , R ≥ r > 0 (6.41)
and let cφ, Cφ, β1, β2 be the constants from (1.6) such that
cφ
(
R
r
)β1
≤ φ(R)
φ(r)
≤ Cφ
(
R
r
)β2
for all R ≥ r > 0. (6.42)
By a little bit of symbolic manipulation, an equivalent form of (6.42) is(
1
Cφ
)1/β2 (φ(R)
φ(r)
)1/β2
≤ R
r
≤
(
1
cφ
)1/β1 (φ(R)
φ(r)
)1/β1
for all R ≥ r > 0. (6.43)
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Choose a universal C such that
p(t, x, x) ≤ C
V (x, φ−1(t))
for all x ∈M0, t > 0.
Fix z0 ∈ M̂0 and t > 0. Let x = π(z0). If x ∈MC , then
p̂(t, z0, z0) = p(t, x, x) ≤ C
V (x, φ−1(t))
≤ C
V̂ (z0, φ−1(t))
. (6.44)
Suppose on the other hand that x ∈MA. Let
s :=
t
φ(Dx)
.
Recall that we are trying to show that for some universal Ĉ,
p̂(t, z0, z0) ≤ Ĉ
V̂ (z0, φ−1(t))
or equivalently,
p̂(t, z0, z0)V̂ (z0, φ
−1(t)) ≤ Ĉ. (6.45)
By Lemma 6.9,
(6.46)
p̂(t, z0, z0)V̂ (z0, φ
−1(t)) ≤ V̂ (z0, φ
−1(t))
µ(x)
· e
−(v(x)+s)
s
+ p(t, x, x)V̂ (z0, φ
−1(t))
≤ V̂ (z0, φ
−1(t))
V̂ (z0, Dx)
· e
−s
s
+ p(t, x, x)V̂ (z0, φ
−1(t)).
Suppose t ≥ φ(Dx). Then
V̂ (z0, φ
−1(t)) = V (x, φ−1(t)). (6.47)
By (6.41) and (6.43),
(6.48)
V̂ (z0, φ
−1(t))
V̂ (z0, Dx)
≤ c2
(
φ−1(t)
Dx
)d2
≤ c2
((
1
cφ
)
s1/β1
)d2
= c3s
d2/β1
(where c3 := (1/cφ)
d2/β1). Let g(s) := c3s
d2/β1−1e−s. Then g is continuous on [1,∞), and lims→∞ g(s) = 0.
Therefore, the maximum value of g on [1,∞) is finite. Let G := max{g(s) : s ≥ 1}. By (6.46), (6.47), and (6.48),
(6.49)
p̂(t, z0, z0)V̂ (z0, φ
−1(t)) ≤ c3sd2/β1 · e
−s
s
+ p(t, x, x)V̂ (z0, φ
−1(t))
= g(s) + p(t, x, x)V (x, φ−1(t))
≤ G+ C.
Suppose t ≤ φ(Dx). Then
V̂ (t, z0, φ
−1(t)) = µ(x)V˜ Dx(φ−1(t)) ≤ µ(x) = V (x, φ−1(t)). (6.50)
Letm be the integer such that 2−(m+1)φ(Dx) < t ≤ 2−mφ(Dx). Then
V̂ (z0, φ
−1(t))
V̂ (z0, Dx)
= 2−m and (6.51)
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and s ∈ (2−(m+1), 2−m] so
ses ≥ 2−(m+1)e2−(m+1) ≥ 2−(m+1). (6.52)
By (6.51) and (6.52),
V̂ (z0, φ
−1(t))
V̂ (z0, Dx)
· e
−s
s
≤ 2−m · 2m+1 = 2. (6.53)
By (6.46), (6.50), and (6.53),
(6.54)
p̂(t, z0, z0)V̂ (z0, φ
−1(t)) ≤ V̂ (z0, φ
−1(t))
V̂ (z0, Dx)
· e
−s
s
+ p(t, x, x)V̂ (z0, φ
−1(t))
≤ 2 + p(t, x, x)V (x, φ−1(t))
≤ 2 + C.
By (6.49) and (6.54), we now have (6.45), with Ĉ = max{2, G} + C. Since we already showed (6.44) for
z0 ∈MC \ N , this means that
p̂(t, z0, z0) ≤ max{2, G}+ C
V̂ (z0, φ−1(t))
for all z0 ∈ M̂ , t > 0.
7 Proof of main results
7.1 Stable characterization of heat kernel estimates
The implication HKφ =⇒ Jφ + SCSJφ does not require RVD:
Proposition 7.1. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, VD holds, and φ is of regular growth.
Then
HKφ =⇒ Jφ + SCSJφ.
Proof. Under VD,
HKφ =⇒ Jφ (by [CKW1, Proposition 3.3])
and
HKφ ⇐⇒ UHKφ + LHKφ (by definition)
=⇒ UHKφ + ((E ,F) is conservative) (by [CKW1, Proposition 3.1])
=⇒ SCSJφ (by [CKW1, Proposition 3.6]).
Proof of Theorem 1.33. By Proposition 7.1, each of the four conditions that Theorem 1.33 claims are equivalent
implies Jφ, which in turn implies the existence of a jump kernel. By contrapositive, if (E ,F) does not admit a jump
kernel, then all four of them are false (and therefore equivalent).
Therefore, we may assume a jump kernel exists. By Proposition 1.42, M = MA ∪MC . By Propositions 4.9
and 4.25, (M̂, d̂, µ̂, Ê , F̂) satisfies Assumptions 1.1 and 1.2. By Propositions 4.7 and 4.8, (M̂, d̂, µ̂) satisfies VD and
RVD. Therefore, the results of [CKW1] apply to the auxiliary space. Assuming (E ,F) admits a jump kernel, and
applying the results of Sections 5-6, we obtain the following:
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(M,d, µ, E ,F) (M̂, d̂, µ̂, Ê , F̂)
HKφ HKφ
Jφ + SCSJφ Jφ + SCSJφ
Jφ +CSJφ Jφ +CSJφ
Jφ +QEφ Jφ + Eφ
Prop 7.1
by definition
Prop 6.1
Props 5.1 and 5.6
Props 5.1 and 5.4
[CKW1, Theorem 1.13]
[CKW1, Theorem 1.13]
[CKW1, Theorem 1.13]
7.2 Stable characterization of parabolic Harnack inequality
Proposition 7.2. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, VD andQRVD hold, and φ is of regular
growth. Then
UHKDφ +QEφ + Jφ,≤ =⇒ UHKφ.
Proof. By Proposition 1.42,M =MA ∪MC . By Propositions 4.9 and 4.25, (M̂, d̂, µ̂, Ê , F̂) satisfies Assumptions
1.1 and 1.2. By Propositions 4.7 and 4.8, (M̂, d̂, µ̂) satisfies VD and RVD. Therefore, the results of [CKW1] apply to
the auxiliary space.
(M,d, µ, E ,F) (M̂, d̂, µ̂, Ê , F̂)
UHKDφ +QEφ + Jφ,≤ UHKDφ + Eφ + Jφ,≤
UHKφ UHKφ
Props 6.3, 5.4, and 5.1
[CKW1, Prop 5.3]
Prop 6.1
Note that here there is no need to assume (E ,F) admits a jump kernel, since this is already implied by Jφ,≤.
Proposition 7.3. If (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, VD and QRVD hold, φ is of regular growth,
then
PHIφ =⇒ PIφ + Jφ,≤ + SCSJφ +UJS.
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Proof. Our proof of Proposition 7.3 does not directly refer to the auxiliary space at all (but it does use Proposition
7.2, which we prove using the auxiliary space). Rather, it mostly just cites results of [CKW1] and [CKW2] that hold
for VD even without RVD.
PHIφ
UHKDφ NDLφ UJS
QEφPIφ NDLφ +UJS
Jφ,≤
UHKDφ +QEφ + Jφ,≤ (E ,F) is conservative
UHKφ
UHKφ + (E ,F) is conservative
SCSJφ
[CKW2, Prop 3.1] [CKW2, Prop 3.2] [CKW2, Prop 3.3]
Prop 1.32[CKW2, Prop 3.5.i]
[CKW2, Cor 3.4]
[CKW2, Prop 2.4]
Prop 7.2
[CKW1, Prop 5.3]
Note that [CKW2] requires (E ,F) to admit a jump kernel. Fortunately for us, the existence of such a jump kernel
is guaranteed by PHIφ (by [LM], which does not assume RVD).
Proof of Theorem 1.34. By Proposition 1.42, M = MA ∪ MC . By Propositions 4.9 and 4.25, (M̂, d̂, µ̂, Ê , F̂)
satisfies Assumptions 1.1 and 1.2. By Propositions 4.7 and 4.8, (M̂, d̂, µ̂) satisfies VD and RVD. Therefore, the
results of [CKW1] apply to the auxiliary space.
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(M,d, µ, E ,F) (M̂, d̂, µ̂, Ê , F̂)
UHKφ +NDLφ +UJS UHKφ +NDLφ +UJS
PHI+φ
NDLφ +UJS PHIφ
PIφ + Jφ,≤ + SCSJφ +UJS
PIφ + Jφ,≤ +CSJφ +UJS PIφ + Jφ,≤ +CSJφ +UJS
[CKW2, Theorem 4.3]
[CKW2, Prop 4.4] by definition
Prop 7.3
by definition
Props 6.1, 6.2, and 5.3
Props 5.5, 5.1, 5.6, and 5.2
[CKW2, Theorem 1.17]
Our application of Propositions 5.5 and 5.6 (which depend on (E ,F) admitting a jump kernel) is justified by
Jφ,≤ and UJS.
8 Appendix
Here we prove Proposition 5.7. Let CD , CJ , and CJ be as in Section 5.4 (see equations (5.28)-(5.30)). We start with
another small scale cut-off Sobolev inequality, this time onM :
Lemma 8.1. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2. If VD and Jφ,≤ hold for (M,d, µ, E ,F),
then there exists a universal C4 > 0 such that for all x0 ∈MA, g ∈ F , and ρ > 0,∫
B(x0,ρ)
g2dΓ(δx0) ≤
C4
φ(Dx0)
∫
B(x0,ρ)
g2dµ.
Proof. By (5.27) and the definition of v(x0) (see (2.3)),∫
B(x0,ρ)
g2dΓ(δx0) = µ(x0)g
2(x0)v(x0) + µ(x0)
∫
B(x0,ρ)\{x0}
g2(y)J(x0, y)µ(dy). (8.1)
By (5.30),
v(x0) ≤ CJ
φ(Dx0)
. (8.2)
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For all y ∈ B(x0, ρ) \ {x0}, by Jφ,≤,
J(x0, y) ≤ CJ
V (x0, d(x0, y))φ(d(x0, y))
≤ CJ
V (x0, Dx0)φ(Dx0)
(since d(x0, y) ≥ Dx0)
=
CJ
µ(x0)Dx0
.
(8.3)
By plugging (8.2) and (8.3) into (8.1),∫
B(x0,ρ)
g2dΓ(δx0) ≤
CJ
φ(Dx0
µ(x0)g
2(x0) +
CJ
φ(Dx0)
∫
B(x0,ρ)\{x0}
g2(y)µ(dy)
=
CJ
φ(Dx0
∫
{x0}
g2dµ+
CJ
φ(Dx0)
∫
B(x0,ρ)\{x0}
g2dµ
≤ max{CJ , CJ}
φ(Dx0)
∫
B(x0,ρ)
g2dµ.
Lemma 8.2. Suppose (M,d, µ, E ,F) satisfies Assumptions 1.1 and 1.2, (E ,F) admits a jump kernel, and M =
MA ∪MC . If E belongs to the Borel σ-field of M , h : M → [0,∞) is a non-negative measurable function, and
ϕ ∈ F̂ , then ∫
E
h dΓ(ϕmean) ≤
∫
π−1(E)
(h ◦ π) dΓ(ϕ).
Proof. Recall that for all z, z′ ∈ M̂ ,
J(π(z), π(z′)) = Ĵ(z, z′)1{π(z) 6=π(z′)} ≤ Ĵ(z, z′). (8.4)
Since (x, y) 7→ h(x)J(x, y) is non-negative and measurable,∫
E
h dΓ(ϕmean) =
∫
x∈E
∫
y∈M
(ϕmean(x)− ϕmean(y))2h(x)J(x, y)µ(dy)µ(dx)
≤
∫
z∈π−1(E)
∫
z′∈M̂
(ϕ(z)− ϕ(z′))2h(π(z))J(π(z), π(z′))µ̂(dz′)µ̂(dz) (by Lemma 4.35)
≤
∫
z∈π−1(E)
∫
z′∈M̂
(ϕ(z)− ϕ(z′))2h(π(z))Ĵ(z, z′)µ̂(dz′)µ̂(dz) (by (8.4))
=
∫
π−1(E)
(h ◦ π)dΓ(ϕ).
Proof of Proposition 5.7. If CSJφ holds on the auxiliary space, there exists an S ⊆ M̂ of full measure, and constants
C0, C1, C2 such that for all z0 ∈ S, for allR ≥ r > 0, and for all g ∈ F̂ , there exists aϕ ∈ cutoff(B̂(z0, R), B̂(z0, Rr)))
such that∫
B̂(z0,R+(1+C0)r)
g2dΓ(ϕ) ≤ C1
∫
V
∫
V ∗
(g(z)− g(z′))2Ĵ(dz, dz′) + C2
φ(r)
∫
B̂(z0,R+(1+C0)r)
g2dµ̂ (8.5)
where
V := B̂(z0, R+ r) \ B̂(z0, R)
and
V ∗ := B̂(z0, R+ (1 + C0)r) \ B̂(z0, R− C0r).
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Let E be the set of x ∈M such thatWx intersects S. Clearly, E has full measure.
Fix x0 ∈ E, R ≥ r > 0, and f ∈ F . Let
B1 := B(x0, R),
B2 := B(x0, R+ r),
B3 := B(x0, R+ (1 + C0)r),
U := B2 \B1,
and U∗ := B3 \B(x0, R− C0r).
If R ≤ Dx0 , then B1 = {x0}, so δx0 ∈ cutoff(B1, B2), and by Lemma 8.1,∫
B3
f2dΓ(δx0) ≤
C4
φ(Dx0)
∫
B3
f2dµ ≤ C4
φ(R)
∫
B3
f2dµ ≤ C4
φ(r)
∫
B3
f2dµ. (8.6)
Suppose R ≥ Dx0 . Let z0 be any element ofWx0 ∩ S. Let
S1 := B̂(z0, R),
S2 := B̂(z0, R+ r),
S3 := B̂(z0, R+ (1 + C0)r),
V := S2 \ S1,
and V ∗ := S3 \ B̂(z0, R− C0r).
Since R+ (1 + C0)r ≥ R+ r ≥ R ≥ Dx0 , we have Sj = π−1(Bj) for j ∈ {1, 2, 3}, V = π−1(U), and
V ∗ = π−1(U∗) ∪
{
z ∈Wx0 : d̂(z0, z) ≥ R− C0r
}
. (8.7)
Let
α :=
∫
U×U∗
(f(x)− f(y))2J(dx, dy)
and
β :=
∫
V×V ∗
((f ◦ π)(z)− (f ◦ π)(z′))2 Ĵ(dz, dz′).
By (8.7),
β =
(∫
V×π−1(U∗)
+
∫
V×(Wx0\B̂(z0,R−C0r))
)(
(f ◦ π)(z)− (f ◦ π)(z′)
)2
Ĵ(dz, dz′)
≤
(∫
V×π−1(U∗)
+
∫
V×Wx0
)(
(f ◦ π)(z)− (f ◦ π)(z′)
)2
Ĵ(dz, dz′)
=
∫
U×U∗
(f(x)− f(y))2J(dx, dy) +
∫
U×{x0}
(f(x)− f(y))2J(dx, dy) (since V = π−1(U))
= α+ µ(x0)
∫
U
(f(x)− f(x0))2J(dx, dy).
(8.8)
For all x ∈ U , by the inequality (a− b)2 ≤ 2a2 + 2b2, we have
(f(x)− f(x0))2 ≤ 2f2(x) + 2f2(x0). (8.9)
For all x ∈ U , d(x0, x) ≥ R, so by Jφ,≤,
J(x0, x) ≤ CJ
V (x0, R)φ(R)
. (8.10)
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By (8.8), (8.9), and (8.10),
β ≤ α+ 2CJµ(x0)
V (x0, R)φ(R)
(∫
U
f2dµ+ µ(U)f2(x0)
)
≤ α+ 2CJ
φ(R)
(
µ(x0)
V (x0, R)
∫
U
f2dµ+
µ(U)
V (x0, R)
∫
{x0}
f2dµ
)
.
(8.11)
Obviously, µ(x0)/V (x0, R) ≤ 1. By VD,
µ(U)
V (x0, R)
=
V (x0, R+ r)− V (x0, R)
V (x0, R)
≤ V (x0, 2R)− V (x0, R)
V (x0, R)
≤ CD − 1.
Thus, (8.11) becomes
β ≤ α+ 2CJ
φ(R)
(∫
U
f2dµ+ (CD − 1)
∫
{x0}
f2dµ
)
≤ α+ 2CJ
φ(R)
(∫
B3
f2dµ+ (CD − 1)
∫
B3
f2dµ
)
= α+
2CJCD
φ(R)
∫
B3
f2dµ
≤ α+ 2CJCD
φ(r)
∫
B3
f2dµ (since R ≥ r).
(8.12)
By applying (8.5) to g = f ◦ π,∫
S3
(f ◦ π)2dΓ(ϕ) ≤ C1
∫
V×V ∗
(
(f ◦ π)(z)− (f ◦ π)(z′)
)2
Ĵ(dz, dz′) +
C2
φ(r)
∫
S3
(f ◦ π)2dµ̂. (8.13)
Putting it all together,∫
B3
f2dΓ(ϕmean) ≤
∫
S3
(f ◦ π)2dΓ(ϕ) (by Lemma 8.2)
≤ C1β + C2
φ(r)
∫
S3
(f ◦ π)2dµ̂ (by (8.13))
= C1α+
2C1CJCD
φ(r)
∫
B3
f2dµ+
C2
φ(r)
∫
S3
(f ◦ π)2dµ̂ (by (8.12))
= C1α+
2C1CJCD
φ(r)
∫
B3
f2dµ+
C2
φ(r)
∫
B3
f2dµ
= C1
∫
U×U∗
(f(x)− f(y))2J(dx, dy) + 2C1CJCD + C2
φ(r)
∫
B3
f2dµ.
As with Proposition 5.6, an almost identical argument can be used to show that if (M,d, µ, E ,F) satisfies As-
sumptions 1.1 and 1.2,M =MA ∪MC , and VD and Jφ,≤ hold for (M,d, µ, E ,F), then
SCSJφ for (M̂, d̂, µ̂, Ê , F̂) =⇒ SCSJφ for (M,d, µ, E ,F) .
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