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ABSTRACT 
 Domains of different thermodynamic phases manifest in the cell membrane as a 
consequence of the complex interactions between lipids and proteins. One of the 
outstanding challenges in membrane biophysics is to understand the role played by the 
structural and dynamical heterogeneity of membranes in supporting cellular function. In 
particular, there remain fundamental open questions related to the role of proteins in lipid 
domain formation, the effect of protein co-localization with lipid domains, and the 
nanoscopic structure of lipid domains. My dissertation research systematically 
investigated cellular membrane environments using all-atom and coarse-grained 
molecular simulations. Systems of incremental complexity, binary and ternary lipid 
model membranes, laterally heterogeneous membranes with proteins, and membranes 
with gangliosides were studied.  
With the aid of statistical mechanics and molecular simulation algorithms, critical 
insights were gained into cholesterol aggregation in model membranes. Cholesterol was 
found to populate a dimer ensemble with distinct sub-states in contrast to the idealistic 
view of face-flush cholesterol dimers. Further investigations characterized the inter- and 
vii 
 
intra-leaflet interactions of cholesterols, providing insights into possible trimer and 
tetramer formation. 
To probe the dynamic interplay of lipids and proteins in lipid raft-mimicking 
environments, we accurately modeled laterally heterogeneous membranes and explored 
the colocalization of transmembrane proteins. The proteins were observed to preferably 
co-localize at the domain boundaries, reducing the excess free energy of forming an 
interface. This observation has implications in transmembrane proteins known to be 
involved in the biogenesis of amyloid beta protein and believed to have activity 
dependent on localization in raft domains. 
Venturing beyond ternary lipid mixtures, membranes formed from quaternary 
lipid mixtures that approximate the surface of an artificial virus nanoparticle were 
examined. The effects of cations in mediating the interactions of negatively charged 
lipids were established through collaborative of experimental and simulation studies.  
Finally, development of force field parameters for sulfated poly-amido-
saccharides and also validating existing cholesterol parameters across all available force 
fields were also undertaken as major methodological pursuits. 
Taken together these studies demonstrate the power of computer simulation, well-
validated by experiment, to elucidate the structural and functional nature of complex 
biomolecular systems. 
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 Chapter 1 Introduction 
Lipid membranes maintain cellular shape, compartmentalize cellular features, and 
modulate the permeation of small molecules and ions in and out of the cell. Membranes 
also play critical roles in cellular signaling, vesicle fusion, interaction with the 
cytoskeleton, and regulation of organelle activity, by modulating membrane shapes and 
membrane protein activity.[1] Over the years, bulk structural properties of membranes 
such as area per lipid, volume, bilayer thickness, mechanical properties like bending 
modulus, area compressibility modulus, spontaneous curvature, scattering form factors, 
and spatial characteristics like domain-separation, phase-coexistence, and  leaflet 
asymmetry have been established by NMR spectroscopy,[2–5] fluorescent 
spectroscopy,[6–9] scattering techniques,[10–12] microscopy techniques,[13–15] and 
extraction techniques.[16–18] Microscopic details of membrane structure and dynamics 
have gradually emerged with the rapidly growing body of molecular simulation studies of 
increasing complexity and accuracy.[19–28] In addition and complementary to all-atom 
molecular dynamics simulation, mechanical properties of lipid membranes have been 
examined using large-scale continuum and coarse-grained models.[29–35]  
1.1 Plasma membrane 
Plasma membranes consist of hundreds of lipid types, and its two leaflets are asymmetric 
in composition.[36–39] The outer leaflet mainly consists of sphingomyelin (SM), 
phosphatidylcholine (PC), phosphatidylethanolamine (PE), ganglioside (GM), and  
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Figure 1.1: Major constituents of the inner and outer leaflets of the plasma membrane 
elucidated through lipidomic studies.[36–39] 
cholesterol (CHOL) lipids. The inner leaflet contains phosphatidylcholine, 
phosphatidylethanolamine, phosphatidylserine (PS), phosphatidylinositol (PI), 
Sphingomyelin, and cholesterol lipids (Figure 1.1). The compositional diversity of the 
plasma membrane allows fine-tuning of its physicochemical properties, while facilitating 
the modulation of protein function, and sensing or signaling in cellular processes.[39] 
The majority of membrane functions occur due to the collective properties of diverse 
lipids types, individual lipids have been identified to play critical roles in the 
development of cancers, diabetes, Alzheimer’s disease, HIV entry, and 
atherosclerosis.[40, 41] Apart from the compositional diversity, plasma membranes 
actively maintain asymmetry across leaflets sequestering SM and PC in the outer leaflet 
while negatively charge PS and PI remain exclusive to the inner leaflet.[12] 
Transmembrane lipid transporter proteins known as flipases or floppases participate in 
the maintenance of membrane asymmetry.[42] Membrane potential, surface charge, 
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permeability, shape, and stability are closely tied to the leaflet asymmetry.[43] Loss of 
membrane asymmetry, especially that of PS, signals cell death (apoptosis) and the 
disposal by macrophages.[44]  
Adding to the diversity brought forth by lipids, plasma membrane associates with 
or embeds a wide variety of proteins, which constitute approximately half of its mass.[45] 
Further complicating the picture plasma membrane is closely associated with the 
extracellular matrix and the cytoskeleton.[46] Hence probing membrane structure and 
function requires systematic investigation of the underlying roles of each level of 
complexity. 
1.2 Domain separation in lipid membranes and lipid rafts 
One of the main consequences of the interplay between various lipid and protein 
constituents of the plasma membrane is their lateral segregation into domains.  Singer and 
Nicolson captured the essence of these locally-specific aggregations of lipids and proteins 
on the membrane surface in their famous fluid mosaic model.[47] There are direct 
observations that support the presence of “phase-separated” domains in living cells [48, 
49] as well as in vitro experiments.[50] The structural order of lipids composing a 
domain is homogeneous,[51], and exists as a single thermodynamic phase, out of many 
phases accessible to lipid bilayers.[52] 
“Lipid rafts” are one of the most prominently discussed types of lipid domains, 
due to their assumed functionality in protein catalysis, signaling, and assembly.[53] In the 
2006 Keystone symposium, a consensus emerged on the definition of lipid rafts as, 
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"small (10-200 nm), heterogeneous, highly dynamic, sterol- and sphingolipid-enriched 
domains that compartmentalize cellular processes.”[54] While it has proven difficult to 
observe lipid rafts due to their small size and dynamic nature,[55] several groups have 
made substantial breakthroughs in recent times.[9, 56]  
1.3 Approximating cellular membranes with minimal models 
 
 
 
 
 
Figure 1.2: Constituents of a commonly used model membrane. Sphingomyelin (left), 
cholesterol (middle), and POPC (right) are rendered with atomistic representations of 
carbon in cyan, oxygen in red, nitrogen in blue, and hydrogen in silver with their 
collective van der Waals surfaces shaded in grey. 
Due to the compositional complexity of biological membranes, various model systems 
have been designed to investigate the roles of the individual components while retaining 
essential features.[57–60] Membranes models with a single lipid component or a binary 
mixture of lipid and cholesterol have been productively used to probe the structural 
properties of membranes.[61] Ternary lipid mixtures containing a lipid with high melting 
point (saturated lipid tails), a lipid with low melting point (unsaturated lipid tail), and 
cholesterol are frequently used to model phase coexistence in lipid membranes.[60, 62] A 
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ternary lipid mixture pf sphingomyelin, POPC and cholesterol is one such commonly 
used model (Figure 1.2). Domain separation occurs as a balance of competing 
interactions.[63] The enthalpic disfavorability of packing between saturated and 
unsaturated lipids tails leads to domain separation and the emergence of line tension 
between domains. These domains usually take a circular or stripe-like topology to reduce 
the free energy cost associated with creating an interface. Mixing entropy plays the 
opposite role encouraging the dissolution of large domains and lipid mixing.  More 
complex model membranes have also been employed to study the lipid phase separation 
and modulated phases.[64, 65] Recently, experimental systems constructed with plasma 
membrane extracts have gained popularity as close approximates of cellular 
membranes.[66] 
1.4 Transmembrane proteins in lipid membranes 
 
 
 
 
 
Figure 1.3: Side view of a model membrane with saturated lipids (blue), unsaturated 
lipids (red), cholesterol (green), and a transmembrane protein (magenta), showing the 
lateral segregation of lipids leading to domain formation. 
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Membrane proteins constitute a large percentage of the cellular membrane mass. For 
example, proteins constitute 18 wt% of myelin membranes, 49 wt% of red blood cell 
membranes, 54 wt% in liver cell membranes, 55 wt%, and 78 wt% in outer and inner 
mitochondrial membranes, and 66 wt% in the nuclear envelope.[67] Typically proteins 
have 30-50% surface occupancy in biological membranes; that corresponds to an 
approximate protein-to-lipid ratio of 1:50.[68] Proteins anchor to membranes through a 
transmembrane domain (integral membrane proteins), get inserted in the process of 
membrane fusion (fusion peptide), or interact via a lipid moiety (peripheral membrane 
proteins). Proteins may also interact with the lipid head groups, glycan groups, or other 
proteins (membrane-associated proteins).[46] Single-pass transmembrane protein congers 
(Figure 1.3) are often used to model the effects of membrane properties like composition, 
thickness, etc. on protein structure and dynamics.[68–72] A clear understanding of the 
effects of proteins on the properties of the membrane is yet to emerge. Proteins are 
thought to act as crowders,[68] disrupt domain separation due steric pressure between 
proteins,[73], or to have the opposite effect and induce stability in microdomains in 
certain cases.[8] 
1.5 Gangliosides in lipid membranes 
Gangliosides are glycosphingolipids that have one or more sialic acid residues in their 
carbohydrate portion (glycan region) extending into the extracellular space. (Figure 1.4) 
Gangliosides contain a ceramide moiety that anchors them to the outer leaflet of the cell 
membrane. A diverse set of gangliosides exist based on the differences in their glucose,  
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Figure 1.4: Side view of a membrane with PSM (blue), DOPC (red), cholesterol (green)  
and gangliosides (purple), water (cyan), and ions (orange). Lipid headgroup P and 
cholesterol headgroup O are represented as spheres, and ganglioside carbohydrate groups 
extending to the water are surfaces are shaded in purple. 
galactose or sialic acid-based glycan structures and changes in the ceramide lipid 
tails.[74, 75] Gangliosides participate in extra-cellular interactions through their glycan 
groups and play a critical role in mediating cell-cell recognition.[75]Gangliosides are also 
found to associate with the lipid rafts.[74] Order induced by their saturated lipid tails and 
the clustering promoted by their glycan groups allow gangliosides to stabilize ordered 
domains in a membrane.[76] Among the many types of gangliosides, GM1 and GM3 are 
the most studied due to their tendency to associate with lipid rafts and observed clustering 
on cell surfaces.[77, 78]  
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Chapter 2 Methodology 
This chapter describes the theoretical background of the classical molecular dynamics 
simulations and the process of parametrization of ‘force fields’ that contains the 
necessary parameters describing molecular properties and interactions between molecules 
during a simulation. 
2.1.1 All-atom Simulations 
All-atom simulations describe every atom in a molecular system as point particles (with 
characteristic mass and electric charge) bonded to other atoms defining the molecular 
topology through bond lengths, angles, and torsions and interacting with more distant 
atoms through non-bonded interactions (describing electrostatic and van der Waals 
forces). The total potential energy for a collection of molecules is given by the sum of 
interaction energies between all molecules plus the sum of the intramolecular energies of 
the molecules.[79] 
ab a
inter intra
a b a
PE E E                                                                                               (1) 
The intramolecular potential energy is approximated by harmonic terms for bond 
stretching and angle bending, a Fourier series for each torsional angle, and Coulomb and 
van der Waals interactions between atoms separated by three or more bonds. 
bond
2
, 0,( )b i i i
i
E k r r                                                                                                    (2) 
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E V V V               (4) 
Coulomb
2 /i j ij
i j
E q q e r                                                                                                    (5) 
VdW
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E r r                                                                           (6) 
The intermolecular potential energy consists of Coulomb and van der Waals interactions 
between atoms. 
ab
2 12 6{ / 4 [( / ) ( / ) ]
a b
i j ij ij ij ij ij ij
i j
E q q e r r r                                                  (7) 
A force field consists of sums of these functional forms and associated adjustable 
parameters, leading to the description of the potential energy landscape of a simulated 
system from which the forces acting on each of the point masses (atoms) at a given time 
are derived. The majority of the commonly used all-atom force fields for complex 
biomolecular simulations (CHARMM[80], AMBER[81], and OPSL[82]) use these 
minimal descriptions opting for a compromise between speed and accuracy.  
In situations where higher accuracy is warranted, more complex descriptions of 
bond and angle potentials (cubic and quartic terms to reflect anharmonicity, and stretch-
bend cross-terms) and Buckingham potentials instead of the simpler Lennard-Jones 
functions have been employed successfully.[83, 84] Another limitation of this minimal 
10 
 
description is the fixed atomic charges and lack of any explicit treatment of polarizability. 
AMOEBA force field has emerged as a versatile solution albeit at a significant loss of 
speed.[85] 
2.1.2 Coarse-grained Simulations 
Modeling complex biological processes in a fully atomistic description presents 
challenges in certain scenarios due to the extensive spatial and temporal scales. Coarse-
grained force fields have gained popularity in investigating such micro- to mesoscale 
systems. While all-atom force field builders have identified fairly robust and consistent 
strategies in modeling biomolecules, developing accurate and transferable coarse-grained 
force fields is an ongoing challenge.[86–88] Coarse-grained models achieve significant 
speed-up due to the reduced degrees of freedom, short-range interactions, faster dynamics 
due to the smooth potential energy surface, and the availability of larger integration time 
steps.[88]  
There are two main strategies to build a coarse-grained force field. 
1. Top-down coarse-graining (Thermodynamic-based coarse-graining) 
2. Bottom-up coarse-grained (Structure-based coarse-graining) 
2.1.2.1 Top-down coarse-graining The main goal in top-down strategies is to reproduce 
key thermodynamic properties comparable to experiments or all-atom simulations. 
Chemically intuitive mapping schemes are used to introduce coarse-grain beads in place 
of a particular set of atoms. Simple analytical functions (mostly similar to the all-atom 
11 
 
fore fields) are used to describe intermolecular interactions where parameters for each 
class of molecules are optimized iteratively. 
2.1.2.2 Bottom-up coarse-graining In bottom-up approaches, coarse-grained potentials 
are built to reproduce equilibrium structural characteristics with higher resolution or 
experimental data through comparing target functions.[88] For example, iterative 
Boltzmann inversion methods uses radial distributions as the target function to estimate 
the potential of mean force VPMF between pairs of coarse-grained particles as a function 
of their distance. 
PMF B refln[ ( )]V k T g r                                                                                                         (8) 
Since VPMF in the current form incorporates many-body contributions, it cannot be 
directly implemented as a coarse-grained pair potential; instead, iterative procedures are 
used to extract intermolecular potentials between coarse-grained particles.[89, 90] 
CG CG
B ref( ) ( ) ln[ ( ) / ( )]
i+1 i
iV r V r k T g r g r                                                                           (9) 
Force matching is another example of bottom-up coarse-graining, where the target is the 
forces at a given site in the higher resolution system. [91, 92]  
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2.2 Developing force field parameters for a new class of biomolecules – sulfated 
poly-amido-saccharides  
This section describes the protocols followed in the development of force field 
parameters for sulfated poly-amido-saccharide monomers and polymers with 
complementary QM calculations and MD simulations. 
2.2.1 Force field development strategy 
Figure 2.1: All-atom models of the (a) 6-sulfated,  (b) 3-sulfated, and (c) 3,6 bi-sulfated 
PAS, rendered with VMD[93], with carbon atoms colored in cyan, oxygens in red, 
nitrogens in blue, sulfurs with yellow, and hydrogens with white. 
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Developing a force field for a class of biomolecules from scratch involves a long series of 
procedures to propose parameter sets that define the molecular structure and inter- and 
intra-molecular interaction.[94, 95] Then, various benchmarks and cross-validations must 
be performed to establish whether the proposed set of parameters remain stable for the 
simulations of complex biomolecular systems. Fortunately, the task can be simplified by 
operating within the confines of an established force field. There, one can assume the 
transferability of key parameter sets corresponding to structurally similar motifs. Since 
there is no guarantee that the adopted parameters work exactly as intended, detailed 
comparisons with ab initio calculations or experimental data are performed.  
To develop force field parameters for sulfated poly-amido-saccharides (sulfated-
PAS), we mainly rely on the CHARMM36 additive all-atom force field parameter sets 
for poly-amido-saccharides (PAS) developed by Chin et al.[96]. They have developed 
parameters for glucose derived PAS and galactose derived PAS based on existing 
CHARMM36 additive all-atom force field parameters for N-acetylglucosamine 
(GlcNAc) and N-acetylgalactosamine (GlaNAc), introducing appropriate modifications 
based on structurally common and different motifs. We have narrowed our focus to 
glucose-derived PAS in this study. To model the sulfate groups substituted at 3, 6, and 
both 3 and 6 positions of the carbohydrate ring, we employ parameter sets of sulfates 
linked to carbohydrates developed by Mallajosyula et al.[97] Ab initio calculations at the 
level of density functional theory (DFT) were also performed for 3-sulfated, 6-sulfated, 
and 3,6 bi-sulfated PAS structures (Figure 2.1) alongside the force field development for 
each monomer. 
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2.2.2 DFT calculation protocol 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2:  (a) one-dimensional and (b) two-dimensional potential energy scans of un-
sulfated, 3-sulfated, 6-sulfated and 3,6 bi-sulfated PAS monomers projected on to the 
coordinates φ which is the dihedral angle centered on N1−C1 (C7−N1−C1−C2) and ψ 
which is the dihedral angle centered on C2−C7 (C1−C2−C7−N1).  
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The force field employed in the work was validated against quantum mechanical (QM) 
calculations leading to the elucidation of potential energy surfaces of un-sulfated, 3-
sulfated, 6-sulfated and 3,6 bi-sulfated PAS molecules projected on to the coordinates φ, 
which is the dihedral angle centered on N1−C1 (C7−N1−C1−C2), and ψ, which is the 
dihedral angle centered on C2−C7 (C1−C2−C7−N1). All calculations were performed 
with ORCA, version 4.0.[98, 99] The structures were optimized with the composite 
PBEh-3c[100] method developed by Grimme and coworkers. This method contains a 
modified version of the PBE0[101] functional and the def2-SV(P)[102] basis set with 
dispersion[103–106] corrections, BSSE corrections,[107] and reduced computational cost 
via the RIJONX[108] approximation along with the DEF2/J[109] auxiliary basis set. The 
method has been shown to give MP2-like performance for certain small-to-medium-sized 
organic molecules.[98, 99] Solvent effects were incorporated with Truhlar’s SMD 
implicit solvation model.[110] For the two-dimensional PESs, the optimized geometries 
were then subjected to single-point analysis at the M06-2X[111]/DEF2-
TZVP[102]/RIJCOSX/CPCM[112] level. We have sampled the 2-dimensional PES in 
intervals of 5° for both the φ and ψ angles, with the resulting PES shown in Figure 2.2. 
2.2.3 MD simulation protocol 
MD simulations for un-sulfated, 3-sulfated, 6-sulfated, and 3,6 bi-sulfated PAS 
monomers and un-sulfated, 3-sulfated, and 6-sulfated PAS 10mers were performed in 
aqueous conditions with a 0.15 M NaCl concentration modeled by TIP3P water 
model[113] at 300K or 320K temperatures and 1 bar pressure.  
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Initially, the systems were equilibrated at constant NVT conditions with 
temperatures set at 300K or 320K for 25 ps. Production simulations were carried out 
under constant NPT conditions with temperatures set at 300K or 320K and pressure at 1 
atm for 500ns with a time step of 2 fs using a parallelized linear constraint solver to 
constrain the H-bond lengths.[114] The temperature was kept constant using the Nose-
Hoover thermostat[115, 116] with a 1 ps coupling constant, and the pressure was 
controlled by Parrinello-Rahman barostat[117] with a coupling constant of 5 ps. The 
Smooth Particle-Mesh Ewald method was used to model long-range interactions with 
grid spacing of 0.12 nm and a 1.2 nm cutoff.[118] van der Waals interactions were 
truncated using a force-switch function from 1.0 nm to 1.2 nm. All simulations were 
performed using the GROMACS 2016.3 simulation package. [119–121] The analyses were 
conducted with in-house python scripts utilizing numpy, scipy and MDAnalysis[122, 
123] libraries. 
2.2.4 Results and Discussion 
2.2.4.1 MM potential energy surfaces 
To compare the torsional barriers in φ and ψ dihedral angles in each sulfated-PAS 
monomer unit with QM derived potential energy contours, and to contrast with the 
behavior of non-sulfated PAS monomers,[96] we constructed potential energy scans of 
sulfated PAS monomers in vacuum by independently constraining either φ or ψ angles at 
a desired value from −180° to 180° and optimizing  the remaining degrees of freedom kJ 
mol
-1
 nm
-1
(Figure 2.3). The minima in the MM potential energy surface of un-sulfated  
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Figure 2.3: Potential energy scans projected on to φ and ψ dihedral angles for un-
sulfated, 3-sulfated, 6-sulfated, and 3,6 bi-sulfated PAS monomers in a vacuum. The 
point of zero potential energy is set to be the lowest point on the potential energy surface. 
The color bar shows the corresponding values of potential energy measured in kJ/mol. 
without constraints with conjugate gradient method energy minimization tolerance of 0.1 
PAS monomers (Figure 2.3) correspond to the projections on the associated φ or ψ angles 
(Figures 2.3a) and two-dimensional surfaces derived from the QM calculations (Figures 
2.3b). Minima and barriers in MM potential energy surface of sulfated 3-sulfated, 6-
sulfated, and 3,6 bi-sulfated PAS monomers (Figure 2.3) show qualitative similarities to 
the one dimensional QM scans (Figures 2.3a). 
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Figure 2.4: Free energy surface along φ and ψ dihedral angles for un-sulfated, 3-sulfated, 
6-sulfated, and 3,6 bi-sulfated PAS monomers in solution at 300K. Data collected from 
the latter half of each 500ns simulation. The color bar shows the corresponding values of 
the potential of mean force (PMF) measured in kJ/mol. 
2.2.4.2 Molecular dynamics simulations of sulfated-PAS monomers 
After validating new MD force field parameters against the DFT calculations through the 
MM and QM potential energy surfaces of φ and ψ dihedral angles, we performed MD 
simulations of sulfated and un-sulfated PAS monomers in aqueous environments. Figure 
2.4 shows the relative free energies of structures sampled in these simulations projected  
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Figure 2.5: Free energy surface along φ and ψ dihedral angles for un-sulfated, 3-sulfated, 
6-sulfated, and 3,6 bi-sulfated PAS monomers in solution at 323K. Data collected from 
the latter half of each 500ns simulation. The color bar shows the corresponding values of 
the potential of mean force (PMF) measured in kJ/mol. 
  
20 
 
 
 
Figure 2.6: Free energy surface along φ and ψ dihedral angles for un-sulfated, 3-sulfated, 
and 6-sulfated PAS 10mers in solution at 300K. Data collected from the latter half of 
each 500ns simulation. The color bar shows the corresponding values of the potential of 
mean force (PMF) measured in kJ/mol. 
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on to the φ and ψ dihedral angles at 300 K. We have also characterized the structural 
ensembles at a higher temperature (320 K) that depicts structures in transition between 
free energy minima in φ and ψ dihedral angles (Figure 2.5). 
2.2.4.3 Molecular dynamic simulations of sulfated-PAS 10mers 
We investigated the polymer characteristics of un-sulfated, 3-sulfated and 6-sulfated PAS 
by performing MD simulations of 10mers of each type in aqueous solutions. Figure 2.6 
shows the populations of structure sampled in these simulations projected on to the φ and 
ψ dihedral angles at 300 K.  
 
 
  
 
 
 
 
Figure 2.7: Circular dichroism spectra of un-sulfated, 3-sulfated, and 6-sulfated PAS 
10mers in solution at 300K, calculated with DichroCal web server.[124–126] 
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Figure 2.8: Distributions of (a) radius of gyrations (b) end to end distances of the 
simulated sulfated-PAS polymers 
We have analyzed the helical characteristics of the PAS backbone (Figure 2.7) by 
computing CD spectra using polymer conformations from the last 100ps of the 
simulations with the DichroCal web server.[124–126]To measure the rigidity of the 
polymer, we computed the distributions of radius of gyration (Figure 2.8a) and end-to-
end distance (Figure 2.8b). Collectively, these results indicate the 6-sulfated PAS 
polymers behave similarly to the un-sulfated PAS, but 3-sulfated PAS polymers are 
highly helical and rigid. 
 
2.2.5 Appendix 
The CHARMM36 force field parameters, topologies, and initial structures for the un-
sulfated, 3-sulfated, 6-sulfated, and 3,6 bi-sulfated PAS monomers are available in the 
following GitHub repository. https://github.com/emasangabandara/sulfated-PAS-modelling/ 
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2.3 Comparing force field parameters available to simulate lipid membranes 
containing cholesterol 
The first lipid membrane simulation took place in the 1980s.[127–129] Now, after four 
decades, force fields can describe the structure and dynamics of lipid membrane 
environment with fairly high accuracy.[95] CHARMM, AMBER, Slipids, and 
GROMOS[130, 131] are commonly employed atomistic lipid force fields. Upon close 
comparison with NMR, X-ray scattering or neutron scattering data found the accuracy of 
the structural predictions by fully atomistic force fields to be lacking in certain aspects, 
especially in the description of interactions involving glycerol backbone and choline 
regions of lipids.[28]  Since that time, advances have been made in the modeling of all-
atom and simplified coarse-grained models of lipids. Length scales and time scales 
required to model some membrane related phenomena are not accessible through 
atomistic models.[25, 95] MARTINI[132, 133] and SDK[134–136] are the main classes 
of coarse-grained force fields currently available with the capability of lipid mixtures 
containing cholesterol. Atomistic lipid force fields are in good agreement with one 
another in their predictions structural and dynamic properties of membranes.[95, 137] In 
this study we have evaluated (with special focus on cholesterol) various coarse-grained 
lipid and cholesterol models available against the CHARMM36 force field predictions.  
2.3.2 Methods 
2.3.2.1 Simulation protocols 
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The CHARMM36 (C36) all-atom (AA) model is used as the foundation for our 
evaluation of coarse-grained (CG) models.[80, 138] We use the GROMOS 54A7 
(GROMOS) model to represent a united-atom (UA) model.[139]  AA and UA models 
are considered as fine-grained (FG) representations.  
CHARMM36 systems employ the CHARMM TIP3P model[80], and GROMOS 
54A7 simulations employ the SPC water model.[140] We investigate the properties of the 
“Shinoda-Devane-Klein” (SDK) force field and the later-developed surface property 
fitting coarse-grained (SPICA) force field, which represents further development of 
SDK, for which sphingomyelin and polyunsaturated lipid parameters were 
reparametrized employing the SDK water model.[134–136] We also investigate the 
original[132] (MARTINI 2.2) and now commonly [133] Melo et al CHOL models with 
the MARTINI 2.0 lipid models (MARTINI 2.2 (Melo et al.) ).[132, 141] For these 
simulations, we employ the non-polarizable water model with 10% anti-freeze particles 
and the standard NaCl salt model. FG systems were composed of 280 lipids at a water 
loading of approximately 30 and a physiological salt concentration of 150 mM NaCl. CG 
systems were composed of approximately 2400 lipids at a water loading of 12.5 and 150 
mM NaCl (no NaCl for SDK and SPICA). The compositions of all simulated systems are 
included in Tables 2.A1-2.A6 in Appendix. 
GROMACS 2016.1,[119, 121, 142] OpenMM 7.0,[143, 144], and LAMMPS 
(March 31, 2017)[145–147] MD simulation packages were used in several different 
hardware combinations to perform simulations of these systems. For FG and CG systems 
3 replicate simulations were performed for all simulations at 10, and 20 mol% CHOL and 
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2 replicate simulations were performed for 30 and 40 mol% CHOL. FG and CG 
production simulations sampled conformations over 600- and 1000-ns of sampling, 
saving coordinates at a 100-ps interval. CHARMM36 systems were constructed via the 
CHARMM-GUI system construction protocols in CHARMM.[148–151] GROMOS54A7 
systems were constructed using MemGen,[152] though CHOL required a 180-degree 
rotation over the xy-plane. MARTINI systems were constructed via insane.[153] SDK 
and SPICA systems were constructed via creating a 3x3 tiling of the system from copies 
of a membrane of one-ninth the intended size generated by CHARMM-GUI. Unique 
initial coordinates and relative lipid spatial positions were prepared for replicates of each 
system. Due to the variety of simulation models investigated and packages  employed, 
system preparation and production simulations used a combination of Berendsen 
thermostat and barostat,[154] Nosé-Hoover thermostat and barostat,[155–157] Parrinello-
Rahman barostat,[155, 158–160] langevin thermostat (with leap frog integration), and a 
stochastic barostat.[161, 162] Non-bonded cutoff methods used various shifting functions 
and particle mesh methods.[163] LINCS and SETTLE were used for H-bond constraints 
in FG simulations and to constrain CHOL rings in MARTINI.[114, 164, 165] Preparation 
and production simulation methods are detailed in Appendix.  
2.3.2.2 Analysis 
All analysis methods employ some selection of particular atoms or atom groups used to 
define an array of measurements employed to describe these systems. It not otherwise 
stated, lipid head groups are considered to be the phosphorous atom of lipids and lipid 
tails are considered the 7
th
 lipid tail carbon (C27 and C37, C17, C1G and C2G, [C/D]2A 
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and [C/D]2B, and C13 and C23 for CHARMM36, GROMOS54A7, MARTINI, and SDK 
and SPICA, respectively), which are generally well-packed in the xy-plane and in the 
plane normal to the local membrane normal.[166, 167] CHOL head groups are 
considered to be the C3 carbon in FG models and the alcohol oxygen in CG models. 
CHOL tail groups are considered to be the carbon 8 of the CHOL ring (C8, R3, and C5 
for all FG models, MARTINI, and SDK and SPICA, respectively). See Figure 2.9 for 
further details. 
Figure 2.9: Cholesterol topologies and atom names used in the fine-grained (AA and 
UA) and coarse-grained (MARTINI, SDK, and SPICA) models employed in this study.  
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Z-axis position distributions. The z-axis probability density of select molecular groups 
was used to provide a perceptible representation of bilayer thickness, inter-leaflet 
intercalation, and solvent penetration to lipid bilayers. This is computed by centering z-
axis positions of selected molecular groups about the average z-axis position of lipid head 
groups and employing 100 bins for each histogram. 
Area per lipid tail (APT). Voronoi tessellations of lipid and CHOL tail groups of each 
leaflet in the xy-plane were constructed, defining the area per tail, from the vertices of 
each group via the shoelace formula. 
Cholesterol tilt. The tilt angles of each CHOL, θ, were determined treating the lipid 
leaflet normal as the director vector and a vector from C17 to C3 atoms of CHOL, which 
are the bottom and top carbons of the sterol group. In MARTINI, this is the vector from 
C1 to ROH, and in SDK and SPICA, this is the vector from C8 to O. The tilt angle is 
defined from 0 to 180 degrees on each side of the lipid bilayer to capture cholesterol that 
is flipped within the same leaflet. 
Membrane surface bond-orientational order parameter (ψ6). To measure the order of 
lipid tails in a manner that reflects their packing within the membrane plane, we measure 
the Nelson-Halperin two-dimensional bond-orientational order parameter ( 6
k ) of each 
(k) lipid and cholesterol. 6
k  was computed based on the six nearest neighbor carbon 
chains of each lipid and CHOL. Positions of lipid chains were represented by 7th lipid 
tail carbon for FG models or the corresponding bead in the CG models. The CHOL chain 
was represented by the centroid of the sterol rings. 
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membrane. 
Nearest neighbors (NNs). Determination of the number of numbers of lipid-lipid, 
CHOL-CHOL, and CHOL-lipid nearest neighbors was performed using Voronoi 
tessellations of both lipid and CHOL heads and tails. 
CHOL-CHOL Crick angles. To determine the CHOL-CHOL dimer structure, we 
employ two angles defining relative orientations of a CHOL-CHOL pair we refer to as 
“Crick angles”, Ψ1 and Ψ2. This requires defining an axis between two dimerized CHOL, 
and then vectors of the C19 CHOL methyl group, defining the orientation of each CHOL 
β-face. CHOLs are considered for dimerization if the distance between head groups is 
less than 8 Å for FG models and 12 Å for CG models. The closest CHOL satisfying this 
criterion, if any, is regarded as a dimerized CHOL. 
CHOL oligomer distributions. To estimate the oligomer size distributions, a single-link 
hierarchical clustering algorithm[168] was applied to the projections of atomic 
coordinates onto the bilayer plane. The top leaflet and bottom leaflets were analyzed 
separately. The projections of CHOL C3 (for FG models), R3 (for MARTINI), and C5 
for SDK and SPICA, atoms onto the bilayer plane were clustered within a distance 
threshold of 0.8 nm (for FG models) or 1.5 nm (for CG models).  
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2.3.3 Results and discussion 
 
Figure 2.10: (a) Average area per cholesterol tail, and (b) average area per lipid tail 
values from the simulated FG and CG models showing the capability of CG models in 
capturing the condensing effect of CHOL in membranes. 
We have simulated binary lipid mixtures of 10, 20, 30, and 40 mol% CHOL in DPPC, or 
POPC reflecting the possible compositional variation in liquid-ordered domains or liquid-
disordered domains. 
As the role of CHOL is ubiquitous in modulating the membrane properties, we 
have characterized the strengths and weaknesses of various FG and CG force fields to 
model the structural properties and especially the behavior of CHOL in each composition 
regime. 10 mol% is considered to be the low-CHOL level, 20 and 30 mol% to be the 
normal-CHOL regime, which corresponds to the majority of biological membranes, and 
40 mol% resembles the high-CHOL levels.  
As seen from the averaged area per lipid and CHOL tail values computed from 
the Voronoi tessellated lipid tail surface, the condensing effect of CHOL[169, 170] is  
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Figure 2.11: (a) Averaged tilt angles of CHOL in the simulated FG and CG systems. 
Distributions of CHOL tilt angles in (b) 20 mol% CHOL in DPPC and (c) 20 mol% 
CHOL in POPC systems. 
qualitatively captured by the CG models (Figure 2.10). In general SDK and SPICA seems 
to underestimate the lipid area per tail in POPC:CHOL mixtures. Increasing CHOL 
content has been found to introduce a nonlinear ‘ordering effect’ on lipids, which will be 
prominent in membranes containing unsaturated lipids.[169] This ordering effect is 
captured in both FG and CG CHOL tilt angle averages (Figure 2.11a). Saturated lipids 
like DPPC is susceptible to CHOL ordering to an extent,[169] which can be seen in the 
C36 systems. However, CG models fail to capture this subtlety. There are marked 
differences in the tilt angle distributions of CG CHOL models especially in unsaturated 
lipid (POPC) containing membranes (Figure 2.11b and c). MARTINI follow the 
GROMOS model behavior, as their parametrization was primarily dependent on UA 
models [132, 133, 135]  while SPICA, which is parametrized based on experimental and 
CHARMM AA data,[134] overlaps with the C36.  
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Figure 2.12: Distributions of absolute values of the two-dimensional bond-orientational 
order parameter (|ψ6|) in simulated systems. 
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Figure 2.13: Position distributions of lipid head groups, CHOL head groups, and waters 
in the simulated systems as a function of the membrane normal coordinate z. 
To further assess the membrane packing, we have computed the two-dimensional 
bond-orientational order parameters of lipid tails (ψ6). |ψ6| captures the two-dimensional 
packing on surface, with ideal packing of hexagons corresponding to unit value, and any 
defects on the surface resulting in a value of |ψ6| < 1. FG and CG models mostly agree in 
their predictions of two-dimensional packing in membranes, while excessive (gel-like) 
packing is observed in the MARTINI models at high CHOL regimes. However, we note 
that current version shows some improvement over the old model.[171]  
To characterize the membrane lateral structure, we computed the z-dimensional 
position distributions of lipid and CHOL head groups and waters. As seen from Figure 
2.13, lateral head group and water densities are semi-accurately reproduced. CG models 
show broadened density peaks, especially for CHOL due to the unavoidable artifacts of 
top-down coarse-graining. GROMOS model shows unrealistic CHOL head group 
densities at the center of the membrane, highlighting the artifacts of the UA CHOL  
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Figure 2.14: Distributions of the CHOL cluster sizes in the simulated systems. 
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Figure 2.15: Distributions of the number of nearest neighbors around a lipid in (a) 20% 
CHOL in DPPC and (b) 20% CHOL in POPC systems. Distributions of the number of 
nearest neighbors around a CHOL in (c) 20% CHOL in DPPC and (d) 20% CHOL in 
POPC systems. 
model. Both MARTINI models also show CHOL head group densities at the midplane 
due to the frequent CHOL flip-flops observed.[172, 173] CG force fields manage to 
capture the qualitative effects of cholesterol concentration on cholesterol clustering 
(Figure 2.14). However at high CHOL concentrations (40 mol%) monomer states are 
overemphasized, perhaps due to repulsive interactions between CG CHOLs. At the lower 
end (10 mol% CHOL) the opposite effect is seen. CG CHOL dimer and trimer states are 
observed to be overpopulated in comparison to the FG models.   
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Figure 2.16: Crick angle distributions of the instantaneous CHOL dimers in simulated 
systems with 20% CHOL in DPPC. 
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Figure 2.17: Crick angle distributions of the instantaneous CHOL dimers in simulated 
systems with 20% CHOL in POPC. 
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The CG model also accurately describes the cholesterol and acyl chain nearest-
neighbor distributions around a lipid tail (Figure 2.15a and b) but fails to appropriately 
capture the dominant peaks at six and seven nearest neighbors around CHOLs (Figure 
2.15c and d). Martin and Yeagle[174] had predicted this unique packing arrangement 
around CHOLs using geometric and packing arguments reflecting CHOL size and shape 
in 1978, and we have confirmed their predictions in atomistic simulations of binary and 
ternary lipid membranes.[175] 
As seen from the CHOL cluster analysis, the dominant form of CHOL aggregates 
is the dimer state. The intra-leaflet CHOL dimer ensemble is predicted to consist of 
multiple sub-states, due to the asymmetry of interaction motifs along the smooth (α) 
surface and the methylated (β) surface of CHOLs.[175, 176] We have quantified the 
capacity of FG and CG models to capture this essential lateral asymmetry[177] through 
the analysis of CHOL dimer “Crick Angles” (See Methods). In both saturated 
(DPPC:CHOL) and unsaturated (POPC:CHOL) membranes, FG CHOLs show preference 
for interaction through the smooth alpha face, leading to face-flushed (α-α) dimers 
(Figures 2.16 and 2.17). Well-characterized sub-states corresponding to β-β and α-β 
conformations are also evident. Both MARTINI models maintain some asymmetry, but 
the dominant forms of interaction stems from the rough beta face. SDK CHOL model is 
mostly transparent to the lateral interactional asymmetry, but the SPICA model shows 
significant improvement, although the dominant state remains the α-β conformation. 
2.3.4 Conclusions  
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Taken together, these findings suggest that coarse-grained models can provide a good 
description of lateral and transverse membrane properties on average, but show 
disparities specific regimes in comparison with experimental observation. Effects of the 
increasing cholesterol levels on membrane packing are semi-quantitatively captured in all 
coarse-grained models, but MARTINI models show excessive (gel-like) ordering at high 
cholesterol levels. Two main issues that must be addressed in all coarse-grained 
cholesterol models are the inability to reproduce appropriate nearest-neighbor packing 
around cholesterol and the discrepancy in capturing the lateral asymmetry of cholesterol.  
2.3.5 Appendix 
Non-bonded cutoff schemes 
CHARMM36 simulations of POPC:CHOL used the Gromacs force-switch function 
applied from 1.0 to 1.2 nm for Lennard-Jones. Electrostatics interactions were truncated 
using the Gromacs shifting function applied from 0.0 to 1.2 nm, with long-range 
interactions treated using Particle Mesh Ewald with a spacing of 0.12 nm, an RMS force 
error tolerance of 1x10
-5
, and quadratic interpolation. CHARMM36 simulations of 
DPPC:CHOL used a shifting function applied from 1.0 to 1.2 nm for Lennard-Jones and 
electrostatic interactions. Long-range electrostatics were treated using Particle Mesh 
Ewald with an RMS force error tolerance of 5x10
-4
 and automatically determined grid 
spacing via the relation of cutoff distance (1.2 nm), force tolerance, and PBC dimensions, 
and cubic interpolation. MARTINI simulations used the Gromacs shifting function 
applied from 0.9 to 1.2 nm for Lennard-Jones and from 0.0 to 1.2 nm for electrostatics. 
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Long-range electrostatics were treated using a reaction field with dielectric constant of 
15. SDK and SPICA simulations truncated Lennard-Jones and electrostatics to 1.5 nm. 
Long-range electrostatics were calculated using the particle-mesh solver with an RMS 
force error tolerance of 1x10
-6
 and cubic interpolation. 
Thermostat, barostat, and integrator combinations 
All thermostats were run at a reference temperature of 310 K. All barostats employed a 
semi-isotropic scheme to couple moves in x- and y-dimensions separately from the z-
dimension, using a reference pressure of 1 atm. CHARMM36 simulations of 
POPC:CHOL employed a combination of the Nosé–Hoover thermostat and Parrinello-
Rahman barostat with thermostat and barostat coupling frequencies set to 1 ps
-1
 and 5 ps
-
1
, respectively, and barostat compressibility set to 4.5x10
-5
 bar. A 2 fs integration time 
step was used in conjunction with H-bond constraints implemented with LINCS and 
SETTLE. Membrane and aqueous solvent molecules were coupled to separate thermostat 
instances. 
CHARMM36 simulations of DPPC:CHOL used a combination of Langevin 
thermostat and integrator and a stochastic barostat, using thermostat and barostat 
coupling frequencies of 1 ps
-1
 and 100 fs
-1
, respectively. A 2 fs integration time step in 
combination with H-bond constraints via LINCS and SETTLE was used. MARTINI 
simulations employed a combination of the Bussi et al. velocity rescaling thermostat and 
the Berendsen barostat, using a 1 ps
-1
 thermostat and barostat coupling frequency and 
barostat compressibility set to 3x10
-4
 bar. Constraints for the CHOL model were 
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performed using LINCS. The Gromacs leapfrog integrator was used with a 20 fs 
integration time step. 
SDK and SPICA simulations employed a combination of Nosé-hoover thermostat and 
barostat, with thermostat damping coefficient set to 100 fs
-1
 and barostat damping 
coefficient set to 1 ps
-1
 and one thermostat and barostat chain. An integration time step of 
10 fs was used. No constraints were employed. 
Neighbor list schemes 
CHARMM36 simulations of POPC:CHOL used the Gromacs Verlet neighbor list 
scheme. Neighbor lists were updated every 20 steps with a cutoff of 1.2 nm and a Verlet 
buffer tolerance of 0.005 kJ mol
-1
 ps
-1
. CHARMM36 simulations of DPPC:CHOL used 
the OpenMM 32-atom-block neighbor list scheme for efficiency on the CUDA platform. 
MARTINI simulations used the Gromacs group neighbor list scheme with a cutoff 
distance of 1.4 nm, updated every 10 steps. SDK and SPICA simulations used the 
LAMMPS bin neighbor list scheme with a skin distance of 2.5 nm, setting the delay to 4 
steps, every to 2 steps, and using check. 
Pre-equilibration simulations 
CHARMM36 were prepared following the system preparation technique prescribed by 
CHARMM-GUI. GROMOS 54A7 simulations were prepared via steepest descent 
minimization and linear temperature annealing for 1 ns from 10 to 310 K and 1 atm using 
the Berendsen thermostat and barostat with 1 ps
-1
 coupling time and an integration time 
step of 1 fs. MARTINI, SDK, and SPICA simulations were prepared via an initial 
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steepest descent minimization followed by 1 ns of simulation using production simulation 
parameters. 
Table 2.A1: CHARMM36 POPC:CHOL 
Lipid:CHOL # Replicate 
Simulations 
Timescale # Lipid # CHOL # Water Hardware software 
9:1 3 600 ns 252 28 10280 CPU GROMACS2016.1 
8:2 3 - 224 56 9900 CPU - 
7:3 2 - 196 84 9500 CPU - 
6:4 2 - 168 112 9140 CPU - 
 
Table 2.A2: CHARMM36, DPPC:CHOL 
Lipid:CHOL # Replicate 
Simulations 
Timescale # Lipid # CHOL # Water Hardware software 
9:1 3 600 ns 252 28 9530 GTX 980 TI OpenMM 7.0 
8:2 3 - 224 56 9155 GTX 980 TI - 
7:3 2 - 196 84 8900 GTX 980 TI - 
6:4 2 - 168 112 8610 GTX 980 TI - 
 
 
Table 2.A3: GROMOS, both DPPC:CHOL and POPC:CHOL 
Lipid:CHOL # Replicate 
Simulations 
Timescale # Lipid # CHOL # Water Hardware software 
9:1 3 600 ns 252 28 8354 CPU GROMACS2016.1 
8:2 3 - 224 56 - CPU - 
7:3 2 - 196 84 - CPU - 
6:4 2 - 168 112 - CPU - 
 
 
Table 2.A4: MARTINI 2.2 (Melo et al.)  and MARTINI 2.2, both DPPC:CHOL and 
POPC:CHOL 
Lipid:CHOL # Replicate 
Simulations 
Timescale # Lipid # CHOL # Water Hardware software 
9:1 3 1 µs 2204 244 30600 CPU GROMACS2016.1 
8:2 3 - 1960 490 31120 CPU - 
7:3 2 - 1714 734 31620 CPU - 
6:4 2 - 1470 980 32160 CPU - 
 
Table 2.A5: SDK and SPICA, both DPPC:CHOL and POPC:CHOL 
Lipid:CHOL # Replicate 
Simulations 
Timescale # Lipid # CHOL # Water Hardware software 
9:1 3 1 µs 2106 234 29997 Titan X + 
CPU 
LAMMPS 
Mar 31, 2017 
8:2 3 - 1872 468 - Titan X  + 
CPU 
- 
7:3 2 - 1764 756 - CPU - 
6:4 2 - 1512 1008 - CPU - 
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Chapter 3 Minimal models of cellular membranes 
This chapter describes the MD simulations performed in minimal lipid mixtures 
containing lipids with saturated tails, lipids with unsaturated tails and cholesterol that 
lead to discoveries about the molecular level interaction of cholesterol facilitating its 
homo- and hetero dimerization and higher order aggregation.  
3.1 Exploring the structure and stability of cholesterol dimer formation in 
multicomponent lipid bilayers
1
 
For forty years, the existence and possible functional importance of cholesterol dimer 
formation have been discussed.  Due to challenges associated with structural studies of 
membrane lipids, there has as yet been no direct experimental verification of the 
existence and relevance of the cholesterol dimer.  Building on recent advances in lipid 
force fields for molecular simulation, in this work the structure and stability of the 
cholesterol dimer are characterized in POPC bilayers in absence and presence of 
sphingomyelin.  The cholesterol dimer structural ensemble is found to consist of sub-
states that reflect, but also differ from, previously proposed dimer structures.  While face-
to-face dimer structures predominate, no evidence is found for the existence of tail-to-tail 
dimers in POPC lipid bilayers. Near stoichiometric complex formation of cholesterol 
with sphingomyelin is found to affect cholesterol dimer structure without impacting 
population. A comparison with NMR-derived order parameters provides validation for 
                                                          
1
 This section is based on the manuscript: “Exploring the structure and stability of cholesterol dimer 
formation in multicomponent lipid bilayers,” A. Bandara*, A. Panahi, G.A. Pantelopulos, and J.E. Straub, 
J. Comp. Chem. 38, 1479-1488 (2017); ibid. 40, 2348-2348 (2019). AB, AP and JES designed the project. 
AB carried out the simulations. AB and GAP performed the analysis. 
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the simulation model employed and conclusions drawn related to the structure and 
stability of cholesterol dimers in multicomponent lipid bilayers. 
3.1.1 Introduction 
Eukaryotic cell membranes, which are primarily composed of lipid bilayers, are complex 
molecular environments that mediate many biological processes. Cellular lipid bilayers 
are primarily composed of a matrix of phospholipids, sphingolipids, and sterols. While 
variations are observed in the structures of phospholipids and sphingolipids, the chemical 
structure of cholesterol (CHOL) is constant across eukaryotic cells of different species 
and serves as the major sterol component in the membrane, making it essential to all 
animal life.[178]  
CHOL is a polycyclic and amphiphilic molecule that has a flat asymmetric 
structure[176, 178] defined by a planar alpha-face and rough beta-face, named according 
to the nomenclature of ring compounds (Figure 3.1).[179] A hydroxyl group defines the 
CHOL “head,” which interacts favorably with extra-membrane water and may participate 
in hydrogen bonding with membrane lipid or protein.[176, 180] CHOL is known to 
influence the rigidity and permeability of the bilayer and is observed to facilitate the 
formation of ordered phases in the lipid bilayer, including lipid "rafts," via composite 
interactions between sphingomyelin (SM) and other lipid components.[176, 181]  
The properties of ternary lipid mixtures containing a lipid characterized by low 
melting temperatures (Tc), such as an unsaturated phospholipid, a lipid characterized by 
high Tc, such as a saturated lipid or sphingomyelin, and CHOL have long been employed 
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as model systems for exploring domain formation in multicomponent lipid bilayers.[63, 
182] In such ternary mixtures, CHOL and high Tc (typically saturated) lipid components  
 
Figure 3.1: (a) Face-to-face CHOL dimer models. α- and β-faces refer to smooth and 
rough faces of CHOL, respectively. (b) CHOL structure with the standard atom 
numbering, showing sterol rings, hydroxyl group, and branched acyl chain. 
may aggregate to form a liquid-ordered (Lo) lipid raft-like phase, while low Tc (typically 
unsaturated) lipid components aggregate to form a liquid-disordered (Ld) phase. As 
dimerization can be viewed as the initial step in any aggregation process, understanding 
the dynamics of CHOL dimerization is an essential component of our understanding of 
specific molecular interactions that drive lipid aggregation and domain formation, 
including the assembly and disassembly of lipid rafts.  
Among existing models that describe CHOL dimerization, face-to-face 
dimerization, and tail-to-tail dimerization are most commonly proposed to exist (Figure 
3.1a).[176] The face-to-face dimer model can be attributed to Martin and Yeagle[174], 
who hypothesized that CHOL forms stabilizing face-to-face van der Waals contacts, an 
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interpretation that is consistent with X-ray diffraction measurements on lipid-solvated 
CHOL. Trans-bilayer tail-to-tail dimerization of CHOL has also been hypothesized in 
order to explain experimental observations of freezing point depression induced by 
CHOL in short-chain lipid bilayers.[183, 184] Surprisingly, while reference to cholesterol 
dimers has been common since the seminal work of Martin and Yeagle, to date there has 
been no detailed investigation of the molecular structure and stability of the dimer.[176]  
In addition to its established role in bilayer phase separation, CHOL is known to 
interact with proteins, and a substantial number of protein crystal structures have been 
isolated with CHOL in the vicinity of the protein surface. [176, 180] Moreover, 
experimental studies of the role of membrane in protein aggregation have demonstrated 
sensitive dependence of protein-membrane interaction on the abundance of CHOL,[185, 
186] and CHOL is suspected of playing a crucial role in the genesis of some 
cardiovascular disorders, lung diseases and diseases that affect brain functions like 
Parkinson’s and Alzheimer’s diseases.[187, 188]  
In recent atomistic simulations of CHOL-containing DMPC lipid bilayers, CHOL 
monomer orientations were observed to be strongly correlated with sterol 
composition.[189] Binary lipid mixtures of CHOL and DMPC in 1:1 and 1:2 ratios have 
been studied, and CHOL aggregation observed for elevated CHOL concentration.[190] 
Other simulation studies have provided evidence of CHOL aggregation characterized by 
a three-fold symmetric arrangement apparent in two-dimensional density 
distributions.[191] An additional simulation study, incorporating both artificial CHOL 
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aggregates and randomly distributed CHOL in phospholipid bilayer, noted rapidly 
varying aggregate sizes and disaggregation of artificial aggregates, providing evidence 
that large aggregates of CHOL are inherently unstable.[192] Scott and coworkers 
reported atomistic simulations of a nano-scale domain of CHOL and SM embedded in 
DOPC.[193] The formation of CHOL phospholipid domains has also been observed in 
all-atom simulations by Berkowitz and coworkers.[194, 195] In addition, spontaneous 
phase separation and domain formation have been observed in coarse-grained model 
simulations of lipid bilayers.[25, 196]  
These works support the view that CHOL can induce structural order in lipid 
bilayers. However, to our knowledge, large-scale domain formation has not been 
observed using all-atom simulations, and the detailed nature of the structure and stability 
of CHOL dimers and larger aggregates has not been characterized. As a result, 
fundamental questions remain regarding the structure, stability, and mechanism of 
domain formation in multicomponent lipid bilayers, including the role of CHOL 
aggregation and dimer formation, and the nature of CHOL interactions with 
sphingolipids. 
In this work, near-microsecond molecular dynamics simulations of lipid bilayers, 
with POPC as the major lipid component and varying levels of CHOL and SM (stearoyl-
sphingomyelin), are used to explore the nature of CHOL aggregation, with a particular 
emphasis on CHOL-CHOL and CHOL-SM dimer formation.  The heterogeneity of the 
CHOL dimer structural ensemble is characterized in terms of structural order parameters 
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derivative of Crick angles used in the characterization of coiled-coil protein 
structures.[197] The stability of CHOL aggregates is defined through nearest-neighbor 
distributions and lifetimes, radial distributions, and potentials of mean force. The nature 
of CHOL-SM interaction is also characterized. Comparisons with experimentally 
measured area per lipid and deuterium order parameters are used to validate the 
simulation models.  Overall, this study provides the first detailed characterization of the 
structure and stability of CHOL-CHOL and CHOL-SM dimers, as well as larger 
aggregates, providing insight into the role of CHOL-CHOL and CHOL-SM interactions 
in the cell membrane.  
3.1.2 Methods  
3.1.2.1 Molecular Simulation  
Lipid bilayers of four compositions were studied in this work (Table 3.1). The initial lipid 
configurations were constructed through random lipid placements using the CHARMM-
GUI Membrane Builder.[148, 150] The CHARMM36 all-atom lipid force field[138, 198, 
199] and TIP3P water model[113] were used for all simulations. All systems were 
prepared in rectangular periodic boxes with 22.5  Å water thickness and Na+ and Cl- ions 
at an approximate concentration of 150 mM. The membrane normal was defined parallel 
to the z-axis. 
Three replicate simulations (R0, R1, and R2) of each system were initiated from 
unique randomly distributed bilayer configurations. R0 was simulated for 900 ns, and R1 
and R2 were simulated for 600 ns. 
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Table 3.1: Absolute lipid compositions and lipid ratios of the systems studied. 
System Symbol Replicates  # Lipids Lipid Ratio 
POPC:CHOL CHL10 3 280 9:1 
POPC:CHOL CHL20 3 280 8:2 
POPC:CHOL:SM SMCHL10 3 280 8:1:1 
POPC:CHOL:SM SMCHL20 3 280 6:2:2 
 
Statistics were independently computed over the top and bottom leaflets of the symmetric 
bilayers for the three replicates and averaged. Minimization and equilibration of the 
systems were carried out according to CHARMM-GUI protocols (see Appendix). 
Production run simulations of each replicate were maintained at a temperature of 310 K 
using the Nose-Hoover thermostat[115, 116] with coupling time τt of 1.0 ps.   The 
pressure was set to 1 bar using the Parrinello-Rahman barostat with the semi-isotropic 
coupling scheme and a coupling time τp of 5.0 ps.[117] van der Waals interactions were 
truncated using a force-switch function from 1.0 nm to 1.2 nm. The Smooth Particle-
Mesh Ewald method was used to model long-range interactions with grid spacing of 0.1 
nm and a 1.2 nm cutoff.[118]  MD simulations employed the leap-frog integrator with a 
time step of 2 fs using a parallelized linear constraint solver to constrain the hydrogen 
bond lengths.[114]  
GROMACS 5.0 was used for all MD simulation[119–121] GROMACS packages 
and in house scripts using MDAnalysis,[122] NumPy and SciPy libraries, and VMD[93] 
were used in the data analysis and visualization.   
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3.1.3 Analysis 
3.1.3.1 Voronoi tessellations and nearest-neighbor distributions  
To analyze the lateral structural organization of the lipids within a bilayer leaflet, we 
performed a tessellation of space into lipid “cells.” To represent the hydrophobic core of 
the leaflet, in which lipid tail interactions are prominent, the C8 atom of the sterol ring B 
section of CHOL, C27, and C37 atoms from each tail of POPC, and C10S and C10F 
atoms in the SM tail were selected. (Figures 3.1a and S1) The choice of reference atoms 
was inspired by the work of Engelman and Rothman[200] and the nearest neighbor 
description of CHOL-lipid interactions. Voronoi tessellations have also been successfully 
utilized in prior works to compute area per lipid in simulated lipid bilayers.[193, 201] We 
follow suit by selecting C3 atom in the sterol ring A section of CHOL, P atom in POPC 
head group, and P atom in SM head group representing the surface of the bilayer for the 
purpose of computing the area per lipid. (Figures 3.1a and 3.A1) The coordinates of the 
selected atoms were projected onto the xy-plane with their periodic images. These 
coordinates were used to construct the Voronoi polygons using the Quickhull 
algorithm.[202] Nearest neighbor (NN) distributions were computed by identifying the 
neighbors shared by the edges of Voronoi polygons in the tessellations of the lipid 
bilayers. 
3.1.3.2 Aggregation and structural analysis  
To quantify the aggregate size distributions, a single-link hierarchical clustering 
algorithm[168] was applied to the projections of atomic coordinates onto the bilayer 
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plane. The top leaflet and bottom leaflets of each bilayer were separately selected for the 
aggregate analysis. The projections of CHOL C3 atoms onto the bilayer plane were 
grouped within a distance threshold of 0.8 nm for aggregates existing 100 ps or longer. 
The threshold distance is the position of the first minimum of the radial distribution 
function of CHOL C3 atoms (Figure 3.A2 in Appendix).   
In the evaluation of CHOL dimer structures, we employed an order parameter 
inspired by Crick angles used in the analysis of coiled-coil protein structures. The sterol 
ring structure of CHOL provides a convenient reference in the definition of a sterol ring 
director-vector (Figure 3.2). The intermolecular displacement vector was defined in terms 
of the separation of the centers-of-mass of sterol ring B (COM) for the two CHOL 
molecules.  The rotation vector connects C19 of a methyl group on the beta-face of 
CHOL (closer to the hydroxyl group) and the director vector. For a dimer with 
components i and j, Crick angles were defined in terms of C19(i) – COM(i) – COM(j) 
(Ψ1) and C19(j) – COM(j) – COM(i) (Ψ2). 
The area per lipid (APL) was derived from the areas of Voronoi polygons 
associated with lipids and CHOL at the bilayer surface using the shoe-lace algorithm that 
computes the area of an arbitrary convex polygon.  
3.1.3.3 Dimer lifetimes  
Lifetime distributions for CHOL dimers are computed using tessellation-based nearest 
neighbor detection. With i and j being components of a dimer, a dissociation event was 
identified when monomer i left the nearest neighbor set of monomer j. This approach was 
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found to be more robust than a cutoff-dependent definition for dissociation and 
reformation of dimers. 
Uninterrupted hydrogen bond lifetimes were computed using the gmx hbond 
analysis package in GROMACS with a hydrogen-donor-acceptor angle cutoff of 30.0° 
and donor-acceptor distance cutoff of 0.35 nm. 
 
 
 
 
 
Figure 3.2: Definition of generalized Crick angles (Ψ1, Ψ2) as order parameters 
characterizing the structures of CHOL dimers. C19 atoms (blue) identify the beta-face of 
CHOL, and COM denotes the center of mass of CHOL ring B. 
 
3.1.3.4 Dimer tilt and relative slide  
The tilt ( ij ) of the cholesterol with respect to the membrane normal was defined as the 
angle between the sterol ring vector (C5C8 ) and the membrane normal (z-axis). 
Dimer tilt ( ij ) was defined in terms of the mean tilt angles of the component 
monomers, i  and j   
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The displacement of one member of the dimer relative to the other is quantified as the 
relative slide (  ijZ ) 
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where Θij  is the tilt angle and ζij  is the z-coordinate displacement of C8 of dimer 
components i and j,  
ζ     CHOL( )C8     CHOL( )C8ij i j                                                                         (3) 
3.1.3.5 Lipid chain order parameter  
An NMR order parameter has been calculated for C-H bonds (SCH) of CHOL structures 
in general and dimers and monomers separately using  
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                                                                            (4) 
where nmr  is the vector connecting the C-H bond and ,nm zr  is its z-component. The 
summation was taken over N frames and M molecules, n being the individual frame 
index and m the molecular index.  
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3.1.4 Results and discussion 
We simulated four multicomponent lipid bilayers consisting of varying concentrations of 
POPC, cholesterol (CHOL), and stearoyl-sphingomyelin (SM) using near-microsecond 
MD simulations (Table 3.1 and Methods). The association of CHOL molecules into small 
aggregates was observed in all systems, demonstrating significant dependence on 
concentration and bilayer composition. 
3.1.4.1 CHOL aggregates are transient and highly dynamic   
Engelman and Rothman[200] investigated the number of hydrocarbon chain NNs of 
CHOL in binary lipid mixtures using molecular models and wide-angle x-ray diffraction, 
concluding that, for a mixture of 33% CHOL in DPPC, each CHOL should be surrounded 
by seven lipid tails.  In the case of CHOL dimers, Martin and Yeagle[174] extended the 
Engelman and Rothman model to predict the existence of nine NN hydrocarbon chains 
for the face-to-face CHOL dimer in a DPPC bilayer. Voronoi tessellations provide an 
effective means to visualize and characterize lipid packing and identify nearest-neighbor 
distributions involving CHOL. CHOL-CHOL contacts and CHOL-SM contacts are 
strongly evident in the Voronoi representations of the final configurations of the 
dynamics simulations (Figure 3.3).  The simulated binary and ternary lipid bilayer 
systems are characterized by NN distributions strongly peaked at six and seven neighbors 
independent of bilayer composition (Figure 4a). Both POPC and SM have longer carbon 
tails than DPPC (used in the Engelman and Rothman study). 
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Figure 3.3: Final configurations of four bilayer systems after 900-ns of molecular 
dynamics (all-atom (top), and corresponding Voronoi representations (bottom), depicting 
the hydrophobic core of the bilayer). POPC  (green), CHOL (red), and SM (grey). 
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As a result, a smaller number of NN lipid tails can be sufficient to compensate for the 
hydrophobic mismatch of CHOL. Similarly, we observe NN distributions peaked at nine 
hydrocarbon chains for the CHOL dimer (see Figure 3.4b and Table 3.A1 in Appendix) 
in agreement with the prediction of Martin and Yaegle. 
The 2D radial distribution function, g(rxy), of the C3 atom on CHOL (Figures 3.5a 
and 3.A2a) shows significant structural order in the first and second solvation shells of 
CHOL. From the radial distribution functions, Kirkwood Buff integrals (Eq. 5),[203] 
G(rxy), were computed to determine the extent of CHOL aggregation in comparison to a 
random distribution (Figures 3.5b and 3.A2b) in two-dimensions. 
0
 2 ( ) 1)(ij xy ij xy xy xyG r g r r dr                                                                              (5)  
Figure 3.4: (a) Distribution of the overall 
number of nearest neighbors of CHOL and (b) 
distributions of the number of nearest 
neighbors of CHOL monomers (M) and dimers 
(D), separately, in four lipid bilayers. Error 
bars on the distributions are too small to be 
visible. 
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Corrections were made to account for finite-size effects and lack of asymptotic 
convergence.[204] The corrected G(rxy) values converged to a positive value indicating 
an excess of CHOL in the vicinity of a reference CHOL molecule as compared with a 
random distribution for SM10 and SM20. In contrast, the CHOL G(rxy) in CHL10 and 
CHL20 converged to a negative value, indicating the randomness of CHOL aggregations 
observed in these trajectories. We have also compared the aggregate distributions (see 
Methods) of the simulated systems to random point distributions (Figure 3.A3a in 
Appendix), supporting the conclusion that the numbers of CHOL aggregates in CHL10, 
and CHL20 systems are comparable to random distributions. Our observations suggest 
that the driving force characterizing the equilibrium state of CHOL aggregates in dilute 
systems is translational entropy. It is known that SM-CHOL interactions are more 
persistent than CHOL-CHOL interactions.[178] Consequently, SM in the bilayer 
environment acts as a ‘linker’ that facilitates transient CHOL interactions and hinders the 
formation of large CHOL aggregates.  
The potentials of mean force (Eq. 6), w(rxy) characterizing CHOL interactions in 
the simulated systems were derived from the radial distributions functions, as shown in 
Figures 3.5c and 3.A2c.  
B( )    ln  ( )xy xyw r k T g r                                                                                                (6) 
The observed minima are rather shallow, indicative of weak CHOL associations.  This is 
consistent with the rapid fluctuations observed in aggregate counts of all four systems 
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(Figure 6). Similar observations of the transient formation of CHOL aggregates have 
been previously reported.[192]  
3.1.4.2 Effects of sterol content and SM on CHOL aggregation  
The stability of observed aggregates was quantified using disaggregation constants (see 
Appendix). An analogous disaggregation constant for CHOL dimers, dK  (Eq. 1 and 2 in 
Appendix), was derived from melting point depression experiments employing 
differential scanning calorimetry and CHOL concentrations ranging from 0-20% in 
DPPC.[183] In the case of CHOL aggregates, we computed disaggregation constants 
based on numbers of monomer and aggregated CHOL (Table 3.A2 in Appendix).  
 
Figure 3.5: (a) 2D radial distribution 
functions, g(r), of C3 atoms of CHOL. (b) 
Corresponding Kirkwood-Buff integrals, 
G(r), with thick (dotted) lines representing 
corrected (uncorrected) results for the 
asymptote. (c) Corresponding potential of 
mean force, w(r), in simulated lipid 
bilayers. Error bars for computed statistics 
are shown in Figure 3.A2 in Appendix.  
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Figure 3.6: The number of CHOL aggregates over time (left), as a function of CHOL 
concentration in the absence or presence of SM, and corresponding aggregate number 
distributions (right).   
 
These predicted disagr  K values (Table 3.A2 and Figure 3.A3b in Appendix) 
suggest that higher concentrations of CHOL and SM facilitate the aggregation of 
CHOL.The calculated disaggregation constants were found to be an order of magnitude 
greater than those derived from melting point depression experiments, raising the 
question of whether it is justified to use an ideal solution theory for systems involving 
relatively high CHOL concentrations.  Additional experimental measurements of 
cholesterol aggregate concentration are needed to resolve these discrepancies. 
Surprisingly, the presence of SM is found to only modestly impact the CHOL aggregate 
distribution (Figure 3.A3a) in spite of observed near stoichiometric CHOL-SM hydrogen 
bonding interaction (Figure 3.A4 and 3.A5 in Appendix). 
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3.1.4.3 CHOL forms face-to-face dimers in POPC and POPC:SM bilayers but not 
tail-to-tail dimers   
Although CHOL configurations observed in these simulations are dynamic, we observe 
that CHOL frequently forms locally ordered dimers. Aforementioned melting point 
experiments[183] hypothesized that CHOL forms only tail-to-tail dimers in DPPC, based 
on the idea that DPPC encourages trans-bilayer interactions. To test this idea, we have 
computed the area overlap fraction of CHOL in opposing leaflets, using Monte Carlo 
integration of overlapping Voronoi polygonal areas of CHOL. We do not observe any 
significant trans-bilayer correlation between CHOLs in the simulated systems (Figure 
3.A6 in Appendix). In contrast, we observe the formation of face-to-face CHOL dimers 
in POPC and POPC:SM bilayers (Figure 3.7). In order to classify the observed CHOL 
dimers, we employed generalized Crick angle order parameters characterizing relative 
CHOL orientations (see Methods).[197, 205] We identified clusters of CHOL dimer 
conformations in the (Ψ1, Ψ2) order parameter space and broadly classified the most 
prominent CHOL dimer conformations in terms of five distinct CHOL dimer sub-states 
(Figure 3.8). 
Figure 3.7: Representative CHOL homodimer structure in a 
POPC:SM lipid bilayer, with CHOL (red), POPC (green), and 
SM lipids (grey), showing face-to-face association and tilt 
relative to the bilayer normal.  
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Figure 3.8: CHOL dimers projected onto the generalized Crick angle order parameter 
space (Ψ1, Ψ2) for (a) 20% CHOL and (b) 20% CHOL and 20% SM in POPC bilayers 
(see Methods, Figure 2). The color map defines the population densities and is scaled to 
the largest values in (a) and (b), respectively. The lower panel shows characteristic 
homodimer (αα, ααts, t, ββts, and ββ) structures. C19 atoms (blue) identify the beta-face of 
CHOL. Hexabin density plots are used with grid size of 45. 
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While sparse CHOL dimer populations are observed at lower concentrations 
(CHL10 and SMCHL10), corresponding (Ψ1, Ψ2) distributions (Figure 3.A7 in Appendix) 
are consistent with those observed for more concentrated conditions (Figure 8).  The 
dominant face-to-face conformation is observed with a high population in the higher (Ψ1, 
Ψ2) region (Figure 3.8). The upper-right corner of (Ψ1, Ψ2), corresponding to perfect 
alpha-to-alpha dimers, suggests that the actual face-to-face CHOL dimer differs in nature 
from the idealized flush face-to-face dimer (Figure 3.8) that is commonly proposed. 
Instead, the majority of the population consists of dimers in which the CHOL faces are 
not perfectly aligned. Observed deformations are characterized by “twisting” of the two 
aligned faces or one monomer “sliding” relative to the other. Such deformed structures 
are abbreviated "twisted" (t) or "twisted and slid" (ts). Dominant dimer conformations 
identified, include alpha-face to alpha-face (αα), alpha-face to alpha-face (deformed) 
(ααts), twisted (t), beta-face to beta-face (deformed) (ββts) and beta-face to beta-face (ββ) 
(Figure 3.8). 
Table 3.2: Average tilt and relative slide of CHOL dimers in lipid bilayers with 
corresponding standard deviation. 
System Tilt   (deg) Slide (Å) 
CHL10 20.71.5 1.420.085 
CHL20 18.70.68 1.390.044 
SMCHL10 19.81.2 1.410.010 
SMCHL20 16.20.87 1.380.064 
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3.1.4.4 SM enhances the formation of CHOL dimers  
On addition of SM, the overall number of CHOL dimers is observed to increase. (Figures 
3.8 and 3.A7).  Flexibility in the tilt (Θij ) of CHOL dimers with respect to the membrane 
normal and the relative displacement (  ijZ ) of the monomers (see Methods) have also 
been quantified (Figure 3.A8 in Appendix). Table 3.2 lists the averages and the standard 
deviations of the dimer tilt angle and relative slide distributions. These statistics are 
block-averaged every 60 ns for the top and bottom leaflets of the three replicates. 
Increasing sterol content is observed to substantially decrease the tilt angle of dimerized 
CHOL (Figure 3.A8a in Appendix). Similar observations have been reported for MD 
simulations of CHOL in a DMPC bilayer (a shorter-chained saturated phospholipid 
bilayer relative to POPC).[189] 
  This shift in tilt angle distribution may be explained by the inverted cone shape of 
CHOL and the relatively long saturated hydrocarbon tail of SM, which facilitates tight 
packing in the lipid bilayer.[206] We observe that this SM “packing effect” results in a 
narrow tilt angle distribution (Figure 3.A8a in Appendix). At higher SM concentration, 
dimerized CHOL is also observed to be substantially less tilted with respect to the bilayer 
normal. This can be attributed to attractive interactions between CHOL and the SM head 
group, which stabilizes a more upright CHOL conformation. In addition, all systems 
show measurable relative slide of one dimer component with respect to the other (Figure 
3.A8b in Appendix).  
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3.1.4.5 Dimerization induces structural order in CHOL 
 Measures of CHOL dimer tilt angles and relative slide suggest that increased CHOL and 
SM concentrations induce tighter lipid packing constraints. Tighter packing is expected to 
induce structural order in CHOL. In order to quantify this effect, we computed the NMR 
order parameter (SCH) (see Eq. 4 in Methods) for CHOL C-H bonds as a function of 
increasing CHOL and SM concentrations. The simulation results agree well with 
experimental solid-state NMR order parameters determined for 34% CHOL in 
POPC[207] and CHOL tail NMR order parameters for 25% CHOL in POPC Figure 
9a).[208] The sterol ring section of CHOL shows slightly more disorder in simulation 
than experiment. This discrepancy may be due to the relatively low concentration of 
CHOL present in the simulation model relative to experiment.   
 
Figure 3.9: NMR order parameters 
(SCH) of CHOL C-H bonds computed for 
(a) overall CHOL (b) CHOL dimers (D) 
and monomers (M) in four bilayer 
compositions. Experimentally measured 
NMR order parameters are shown for 
comparison (points).[207, 208]  Error 
bars on SCH values are too small to be 
visible. 
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A compound effect of increased SM and CHOL concentration can be seen in 
SMCHL20, which shows the highest structural order (Figure 3.9a) of the four bilayers 
studied. CHOL dimers show relatively high structural order in their sterol ring section 
(Figure 3.9b), which is consistent with our observation of the prominent formation of 
face-to-face dimers. Further evidence for enhanced packing effects upon increased 
CHOL and SM concentrations is found in computed area per lipid distributions (Figure 
3.A9 in Appendix). 
Higher CHOL concentrations shift the APL distributions of both CHOL and 
POPC in binary mixtures (Figure 3.A9a in Appendix). In ternary mixtures, similar shifts 
in distributions were observed with increasing CHOL and SM concentrations (Figure 
3.A9b in Appendix). Averages of the area per lipid and experimental average APL values 
corresponding to the simulated CHOL concentrations are included in Table 3.A3 in 
Appendix. 
3.1.4.6 Dimer lifetimes are independent of CHOL and SM concentration 
Interestingly, while computed disaggregation constants and structural order parameters 
suggest that higher CHOL and SM concentrations increase the stability of the CHOL 
dimer, average dimer lifetimes are found to be independent of CHOL and SM 
concentrations.  Voronoi tessellations of the lipid bilayers were used to perform dimer 
lifetime analysis (see Methods). Average lifetimes were found to be on the order of 
hundreds of picoseconds.   A majority of the detected dimers dissociate rapidly (see the 
lifetime distributions in Figure 3.A10 in Appendix).  However, very stable dimers lasting 
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tens of nanoseconds were observed and were most prominent at higher CHOL and SM 
concentrations (Table 3.3).  
Table 3.3: Average (with standard deviation) and maximum lifetimes of CHOL dimers. 
System Average Dimer Lifetime (ns) Maximum Dimer  Lifetime (ns) 
CHL10 0.350.041 15.60 
CHL20 0.370.029 33.00 
SMCHL10 0.360.051 15.70 
SMCHL20 0.370.038 32.30 
 
3.1.4.7 CHOL forms persistent hydrogen bonds with SM  
There is substantial support from experimental and computational studies for the 
importance of hydrogen bonding interaction between CHOL and SM.[178, 193, 209, 
210] In an impressive recent study, Yagi et al. demonstrated the persistence and 
versatility of hydrogen bonding formation in SM clusters through the interpretation of 
amide vibrational bands for an SM bilayer.[211]  
 
Figure 3.10: CHOL-SM heterodimer in POPC:CHOL:SM 
lipid bilayer with CHOL (red), POPC (green),  and SM 
(grey). 
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In line with past observations, we observe stable CHOL-SM heterodimers in 
ternary lipid mixtures (Figure 3.10). The “uninterrupted” hydrogen bond lifetime 
definition is known to underestimate the average lifetimes and produce time-step 
dependent lifetime distributions in highly diffusive systems, including water and polar 
solvent mixtures.[212] Since lipid diffusion is relatively slow and CHOL-SM hydrogen 
bonding is known to be persistent,[178] interruptions to hydrogen bonds should be 
relatively infrequent.  In contrast to those expectations, the bulk of CHOL-SM hydrogen 
bonds appear to be short-lived, though stable hydrogen bonds persisting up to 5 ns are 
observed (Figures 3.A4a and 3.A5 in Appendix). The donor-acceptor distance 
distribution is centered near 0.3 nm (Figure 3.A4b in Appendix) in agreement with 
standard hydrogen bonding distances.[213] In comparison to CHOL-SM, hydrogen 
bonding between CHOL-CHOL is found to have low probability (on the order of 
1/10,000 per CHOL per frame). These observations suggest that CHOL-CHOL hydrogen 
bonding is insignificant to the structure and stability of the CHOL dimer. On the other 
hand, CHOL-SM and CHOL-POPC hydrogen bonding contribute to the structural 
stabilization of CHOL aggregates (with a CHOL-SM and CHOL-POPC hydrogen 
bonding probability of 0.2-0.3 per CHOL per frame). CHOL-SM hydrogen bonding is 
found to be more persistent than CHOL-POPC hydrogen bonding (see Figure 3.A5 in 
Appendix). A detailed breakdown of hydrogen bonding populations for cholesterol with 
itself and other lipids is tabulated in Appendix (Table 3.A4). 
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3.1.5 Conclusions 
Using molecular dynamics simulation, we have observed and rigorously characterized the 
structure and stability of dimers of cholesterol (CHOL) formed in POPC and 
sphingomyelin (SM) containing model lipid bilayers. Higher CHOL concentrations are 
observed to promote self-aggregation of CHOL, with sphingomyelin acting as a “linker” 
that further promotes the formation of CHOL aggregates. While evidence of liquid-
ordered domain formation from an initially disordered mixture was absent, local order in 
the form of CHOL homodimers and CHOL-SM heterodimers was observed. 
Computed disaggregation constants characterizing CHOL aggregates were found 
to be an order-of-magnitude higher than experimentally measured values.[183] Given the 
assumptions underlying the interpretation of the experimental data, the origin of this 
discrepancy is unclear.  Additional independent assessments of cholesterol association 
would, therefore, be valuable in providing a critical test of existing force fields.   
Simulated CHOL homodimers were observed to predominantly form alpha-to-
alpha face (deformed) structures.  However, evident relative twist and slide of the 
corresponding CHOL monomer suggest a need to refine the classic, idealized view of 
face-to-face CHOL dimer conformations.[174] No evidence of tail-to-tail CHOL 
homodimer formation, proposed in the past in theoretical and experimental studies of 
CHOL aggregation, was observed in POPC bilayer within the sub-microsecond 
simulation time scale.  As trans-bilayer CHOL diffusion is suggested to facilitate these 
interactions, further extensive simulation may be necessary to thoroughly assess the 
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importance of CHOL tail-to-tail dimerization.  While the alpha-to-alpha face dimer was 
observed to predominate, measurable heterogeneity is observed in the CHOL dimer 
structural ensemble, including significant population of beta-face to beta-face dimer. The 
dimer ensemble is characterized by a relatively narrow distribution of dimer tilt and 
relative monomer displacement (slide).  
3.1.6 Appendix 
Minimization and equilibration protocol 
A short minimization run followed by NVT and NPT equilibration run was performed. 
The temperature of the system was maintained at 310 K using the Berendsen thermostat 
with coupling time τt of 1.0 ps and the pressure was set to 1 bar utilizing the Berendsen 
barostat with a semi-isotropic coupling scheme and a coupling time τp of 5.0 ps.[154] In 
the equilibration and production runs, van der Waals interactions were truncated using a 
force-switch function from 1.0 nm to 1.2 nm. The Smooth Particle-Mesh Ewald method 
was used to model long-range interactions with a grid spacing of 0.1 nm and a 1.2 nm 
cutoff.[118] MD simulation was carried out with a time step of 2 fs using a parallelized 
linear constraint solver to constrain the H-bond lengths.[114]  
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The average number of nearest neighbors of CHOLs and lipids  
Table 3.A1: Averages and standard deviations of the number of nearest-neighbor carbon 
chains per lipid tail in simulated lipid bilayers 
 
 
 
 
Molecular structures of the lipids 
 
 
Figure 3.A1: Molecular structures of POPC (left) and SM (right) showing the numbering 
of carbon atoms used in the structural analysis.  
System POPC CHOL SM 
CHL10 5.9740.0010 6.460.018 - 
CHL20 5.9370.0013 6.500.011 - 
SMCHL10 5.9810.0009 6.500.020 5.900.010 
SMCHL20 5.9490.0018 6.600.026 5.850.016 
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Radial distribution functions, Kirkwood-Buff integrals, and potentials of mean force 
 
Figure 3.A2: (a) 2D radial distribution functions, g(r), of CHOL C3 atoms, (b) 
corresponding Kirkwood-Buff integrals, G(r), and (c) corresponding potentials of mean 
force, w(r), in simulated lipid bilayers. The statistics were averaged over the top and 
bottom leaflets of the replicates. The error bars represent the standard deviation. 
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Distributions of CHOL Aggregates  
 
Figure 3.A3: (a) Aggregate distributions of CHOL in simulated lipid bilayers and initial 
bilayer configurations. CHL10 and SMCHL10 systems contain 14 CHOL per leaflet, 
while CHL20 and SMCHL20 systems contain 28 CHOL per leaflet. RND14 and RND28 
are 2D random distributions of 14 and 28 points representing the initial random 
distributions of CHOL in simulated lipid bilayers. (b) Variation of disaggregation 
constant   disaggK N for dissociation of CHOL monomer from CHOL aggregate of size N. 
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2D random point distributions 
Uniform random distributions of 14 and 28 points in 2D with x and y coordinates 
restricted to a 100 x 100 unit square that has approximate dimensions of the simulated 
lipid bilayer surface have been generated to represent the initial (random) configurations 
of the CHOLs in bilayer leaflets. An excluded surface (similar to excluded volume in 3D) 
criterion was imposed on the random point generation process (2 units in each direction 
around a point) to be comparable with the area per lipid in a simulated lipid bilayer. The 
clustering analysis similar to that of CHOL C3 atoms (see Methods) was applied to the 
random point distributions, and resulting cluster distribution histograms were compared 
with the simulated CHOL aggregate distributions. 
Disaggregation equilibria  
To define CHOL structural aggregates, we used a single link hierarchical clustering 
algorithm[168] with a threshold of 0.8 nm. The disaggregation processes of the observed 
CHOL aggregates have been modeled, assuming stepwise single monomer dissociations 
from the complex. Dissociation of a dimer forming two monomers is defined as 
 
d
2
CHOL   2CHOL
K
                                                                                                                             (1) 
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                                                                                                                     (2) 
For the equilibria of large clusters, we defined  
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                                                                                             (3) 
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We further defined an overall disaggregation constant  disagg, IdealK , as  
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For better comparison with an experiment in which all forms of aggregates were assumed 
to be dimers. The mean value of  disaggK N  is defined as 
 
 disagg1
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N
i
K i
K
N


                                                                                                             (6) 
The numbers of aggregates were determined from the average aggregate distributions of 
the simulated systems (Figure 3.A3.a) Rather than restricting the aggregation to the dimer 
state (Eq. 1), a more suitable definition is Eq. 4 for the set of equilibrium processes 
depicted in Eq. 3. 
Step-wise disaggregation constants  disaggK N (Figure 3.A3.b) do not show significant 
variation with the removal of a monomer from a CHOL aggregate, showing that no major 
driving force for extensive aggregation is evident apart from van der Waals interactions. 
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Table 3.A2: Disaggregation constants calculated from simulations according to Eq. 5 and 
6 in Appendix 
System 𝐊𝐝𝐢𝐬𝐚𝐠𝐠 (ideal) (mol%) 𝐊𝐝𝐢𝐬𝐚𝐠𝐠 (mean) (mol%) 
Experimental[183] 4.4 - 
CHL10 86.4 86.4 
CHL20 27.6 41.0 
SMCHL10 50.3 50.3 
SMCHL20 28.8 41.0 
 
Uninterrupted life-times distributions of CHOL - SM H-bonds 
 
Figure 3.A4: (a) Uninterrupted hydrogen bond lifetime distributions between CHOL and 
SM in simulated lipid bilayers and (b) donor-acceptor distance distribution of the 
observed hydrogen bonds. The average distributions over the three replicates are plotted 
in thick lines, and standard deviations are shaded around the mean values. 
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Uninterrupted life-times distributions of CHOL - SM and CHOL- POPC H-bonds 
 
 
Figure 3.A5: (a) Uninterrupted hydrogen bond lifetime distributions between CHOL and 
SM and CHOL-POPC in 20% SM + 20% CHOL in POPC bilayers. Only hydrogen bonds 
persistent longer than 50 ps were considered. Average distributions over the three 
replicates are plotted in thick lines, and standard deviations are below 3% of the mean 
values. 
Trans-leaflet CHOL Area Overlap 
 
Figure 3.A6: Area overlap fraction distributions of CHOLs in opposing leaflets, 
computed using Monte Carlo integration of overlapping Voronoi polygon areas 
belonging to CHOL molecules. The average distributions over the three replicates are 
plotted in thick lines, and standard deviations are shaded around the mean values. 
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To quantify the trans-leaflet contacts made between cholesterol dimers, we employed a 
Monte Carlo integration-based method, which considers the Voronoi polygons belonging 
to cholesterols in each leaflet and counts the fraction of areas of cholesterols which are 
shared between inter-leaflet cholesterols. To determine how significant these fractions 
are, we permuted the positions of cholesterols through our simulated trajectories with the 
positions of POPC or SM and recomputed the area overlaps (RND14 and RND28). 
Crick angle distributions of CHL10 and CHLSM10 systems
Figure 3.A7: Hexabin density plots of generalized Crick angle distributions of the CHOL 
dimers in (a) 10% CHOL and (b) 10% CHOL and 10% SM in POPC bilayers on a color 
map scaled to the largest values in (a) and (b), respectively. 
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Area per lipids (APLs) in simulated bilayers 
Table 3.A3: Averages and standard deviations of area per lipid in lipid bilayers 
System POPC 
(Å
2
) 
CHOL 
(Å
2
) 
SM (Å
2
) Average 
(Å
2
) 
Experimental[214]       (10% CHOL 
in POPC) 
- - - 58 
Experimental[214]       (20% CHOL 
in POPC) 
- - - 53 
CHL10 60.50.18 40.70.57 - 58.50.60 
CHL20 56.20.24 38.90.53 - 52.80.58 
SMCHL10 59.40.36 39.10.61 55.51.5 57.01.66 
SMCHL20 53.90.52 35.80.66 49.31.2 49.41.46 
 
APLs were calculated employing the shoe-lace algorithm to the corresponding Voronoi 
polygons of the lipids, and CHOL. Experimental average APLs are extracted from 
Langmuir-type film balance study on a mixed lipid bilayer at 30 mN/m surface pressure 
and room temperature by Smaby et al..[214]  
Hydrogen bonding populations 
Table 3.A4: Averages and standard deviations of CHOL hydrogen bond populations (# 
of h-bonds per CHOL per frame) in lipid bilayers 
System CHOL(OH)
a
-
POPC(Op)
b
 
CHOL(OH)-
CHOL(OH) 
CHOL(OH)-
SM(OH/NH)
c
 
CHL10 0.3090.004 3.1 x10-45x10-5 - 
CHL20 0.3010.003 4.1 x10-49x10-5 - 
SMCHL10 0.2770.015 3.5 x10-43x10-5 0.100.004 
SMCHL20 0.2380.002 1.7 x10-43x10-5 0.230.017 
a POPC(Op): Non-ester phosphate group of POPC (Oxygens) 
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b CHOL(OH): Hydroxyl group of CHOL 
c SM(OH/NH):  Hydroxyl group or amide group of SM 
Dimer tilt and relative slide 
 
Figure 3.A8: Normalized distributions of (a) tilt angle and (b) relative slide of CHOL 
dimers. The average distributions over the three replicates are plotted in thick lines, and 
standard deviations are shaded around the mean values. 
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Area per lipid (APL) distributions 
 
Figure 3.A9: Normalized distributions of area per 
lipid (APL) in (a) binary (CHL20) and (b) ternary 
(SMCHL20) lipid mixtures. APLs were calculated 
using the areas derived from Voronoi tessellations 
(see Methods). The average distributions over the 
three replicates are plotted in thick lines, and 
standard deviations are shaded around the mean 
values. 
 
 
 
 
CHOL dimer lifetime distributions  
 
Figure 3.A10: Normalized distributions of the life-times of CHOL dimers in simulated 
lipid bilayers. Dimer lifetimes are calculated using the Voronoi nearest neighbor 
detection algorithm (see Methods). The average distributions over the three replicates are 
plotted in thick lines, and standard deviations are shaded around the mean values.  
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3.2 Structures of cholesterol clusters in phospholipid membranes 
This section describes the recent spectroscopic work and the complementary MD 
simulations performed, investigating the inter- and intra-leaflet interactions of the 
cholesterol in phospholipid membranes that lead to the formation of dimers and higher 
order aggregates.  
3.2.1 Recent NMR experiments on cholesterol cluster formation in ternary lipid 
membranes 
The Hong group at MIT has recently conducted a detailed spectroscopic investigation 
into the structure and dynamics of cholesterol clusters in ternary lipid mixtures. Using 
13
C 
NMR spectroscopy of biosynthetically 
13
C-enriched cholesterol they have characterized 
the sub-states present in intra-leaflet cholesterol dimers, finding good agreement with the 
predictions of CHOL dimer structures we have previously made.[175] They have also 
probed the possible inter leaflet cholesterol-cholesterol interaction through novel two-
dimensional 
19
F CODEX experiments of chain-fluorinated cholesterol. This has led to the 
conclusion that cholesterol could exist as both dimeric and tetrameric species in 
membranes. Dimers are predominantly sustained through face-to-face interactions within 
leaflets, and tetramers are formed via cooperative interaction of two dimers in a tail-to-
tail fashion between two leaflets. 
The next section describes the all-atom MD simulation we have performed in 
collaboration with the Hong group to validate these findings. 
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3.2.2 Simulation protocols for modeling POPC:PSM (1:1) membranes contacting 20 
or 40 mol% cholesterol 
We have simulated lipid membranes containing high (40 mol%) and low (20 mol%) 
concentrations of cholesterol (CHOL) and equimolar palmitoylsphingomyelin (PSM) and 
16:0-18:1 PC (POPC) approximating the experimental lipid mixtures. All simulations 
were performed using the GROMACS 2018.3 simulation package[121], employing the 
CHARMM36 force field for lipids[138]. These all-atom membrane simulations were 
conducted in an aqueous environment (22.5  Å water thickness from each side of the 
membrane) defined by the TIP3P water model[113], with a physiological salt 
concentration of 150 mM NaCl. Initial systems were constructed and equilibrated 
according to the CHARMM-GUI protocols[148, 150, 215]. Production simulations were 
carried out under constant NPT conditions with a time step of 2 fs using a parallelized 
linear constraint solver to constrain the H-bond lengths[114]. The temperature was kept 
constant using the Nose-Hoover thermostat[115, 116] with a 1 ps coupling constant. The 
pressure was controlled by Parrinello-Rahman barostat[117] with the semi-isotropic 
coupling scheme and coupling constant of 5 ps. The smooth particle-mesh Ewald method 
was used to model long-range interactions with grid spacing of 0.12 nm and a 1.2 nm 
cutoff.[118] van der Waals interactions were truncated using a force-switch function from 
1.0 nm to 1.2 nm. Structures were rendered using VMD[93]. The analyses were 
conducted with in-house python scripts utilizing numpy, scipy, and MDAnalysis[122, 
123] libraries. 
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Miscible states Initial membrane configurations were prepared with random lipid 
placements, and each system contains 400 lipids. Three replicates were simulated for 
each composition at 295 K and 1 bar pressure. One replicate (R1) was extended up to 2 
µs, while two other replicates (R2, R3) were simulated up to 1 µs. 
Phase separated states For the POPC: PSM: CHOL 4:4:2, the artificially constructed 
phase-separated membrane, containing 800 lipids with cholesterols distributed 2:1 among 
the PSM rich domain and the POPC rich domain, was constructed and simulated up to 1 
µs at 295 K and 1 bar pressure. 
Quenched states To model the low-temperature NMR experiments, four equilibrated 
membrane configurations from miscible state simulations for each composition were 
quenched to 243 K (POPC:SM :CHOL 3:3:4 ) and 273K (POPC:SM:CHOL 4:4:2 ) and 
simulated up to 500 ns at above specified temperatures and 1 bar pressure. An 
equilibrated configuration of the phase-separated POPC:PSM:CHOL 4:4:2 system was 
also quenched to 273K and simulated up to 500 ns at 1 bar pressure. 
Fluorinated cholesterols To investigate the effects of fluorination on CHOL, 
25,26,26,26,27,27,27-heptafluorocholesterol (F7-CHOL) parameters were generated by 
combining the CGenFF 4.1 parameters[216–220] for the F7-CHOL tail, and the 
CHARMM36 parameters of the sterol rings.[198] Equilibrated membrane configurations 
from the previous miscible state simulations were then extracted. CHOL structures were 
substituted by F7-CHOL structures, energy-minimized, equilibrated, and simulated up to 
500 ns with the new F7-CHOL parameters at 295 K and 1 bar pressure. 
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3.2.3 Analysis methods 
CHOL-CHOL Crick angles. To characterize the instantaneous CHOL-CHOL dimer 
ensemble into dominant sub-states, we employ two angles defining relative orientations 
of a CHOL-CHOL pair we refer to as “Crick angles”, Ψ1 and Ψ2.[175] This requires 
defining an axis between two dimerized CHOL, and the vectors of the CHOL methyl 
group (C19), defining the orientation of each CHOL β-face. For a dimer with 
components i and j, Crick angles were defined in terms of C19(i) – COM(i) – COM(j) 
(Ψ1) and C19(j) – COM(j) – COM(i) (Ψ2). CHOL is considered for dimerization if the 
distance between their centers‐of‐mass of sterol ring B (COM) is less than 8 Å. The 
closest CHOL satisfying this criterion, if any, was regarded as a dimerized CHOL.  
CHOL-CHOL contacts maps, residence times, and cluster distributions. We 
evaluated the CHOL-CHOL contact distribution of intra-leaflet, inter-leaflet, and all 
forms of CHOL via CHOL-CHOL heavy-atom contacts within a 5 Å distance cutoff. 
Residence times for CHOL dimers were calculated from the instance of initiating any 
heavy atom contact between CHOL pair until no contact was detected. We also extended 
the heavy atom contact analysis to estimate the CHOL-CHOL oligomer size distribution 
of intra-leaflet, inter-leaflet and all forms of CHOLs. 
Z-axis position distributions. The z-axis probability density of CHOL tail atoms was 
used to gain insight into inter-leaflet interactions. The distribution was computed by 
centering z-axis positions of selected molecular groups about the bilayer mid-plane and 
employing 25 bins for each histogram. 
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Displacement pair correlation functions. The average displacement pair correlation 
function Hij for the motion of dimerized CHOLs i and j was calculated following the 
method developed by Ando and Skolnick.[221] 
〈𝐻𝑖𝑗〉𝐷𝑖𝑚𝑒𝑟𝑠(𝜏, 𝑡) =
∑∆𝑟𝑖 ⃗ (𝜏, 𝑡). ∆𝑟?⃗? (𝜏, 𝑡)
√∑ |∆𝑟𝑖 ⃗(𝜏, 𝑡)|2 √∑ |∆𝑟?⃗? (𝜏, 𝑡)|2
 
where ∆𝑟𝑖 ⃗(𝜏, 𝑡) is the displacement vector measuring the distance traveled by dimerized 
CHOL (i) in the time interval τ=1.0 ns. The displacement pair correlation function((𝐻𝑖𝑗) 
were averaged over all dimer pairs as identified in the initial frame by their heavy-atom 
contacts and computed over the length of the trajectory. The initial frame of dimer 
detection was shifted along the simulation trajectory in 10 ns intervals to extend 
sampling. 
3.2.4 Results and discussion 
Lipid membranes containing high (40 mol%) and low (20 mol%) concentrations of 
cholesterol (CHOL) and equimolar PSM and POPC approximating the experimental lipid 
mixtures were modeled  using the CHARMM36 force field for lipids[138] and each 
membrane was solvated by TIP3P water layer[113], with a physiological salt 
concentration of 150 mM NaCl. See Methods for simulation protocols. 
In the simulated systems, CHOLs are observed to maintain intra-leaflet and extra-
leaflet contacts to form dimers and higher-order clusters (Figure 3.11), in agreement with 
the 
13
C and 
19
F NMR spectroscopic findings.  
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Figure 3.11: (a) Inter- and (b) intra-leaflet contact maps identified through the 
instantaneous CHOL heavy-atom contacts. Renderings of CHOL dimers extracted from 
simulation trajectories, where (c) CHOLs with heavy atoms within 5 Å of any CHOL 
heavy atoms (highlighted in orange) (d) CHOLs with heavy atoms within 5 Å of any 
other CHOL heavy atoms (highlighted in purple) in the same leaflet (intra-leaflet dimers) 
and of the opposite leaflet (inter-leaflet dimers). (e) CHOL structure with standard atom 
numbering. 
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Figure 3.12: Crick angle distributions of the instantaneous CHOL dimers in (a) 
PSM:POPC:CHOL 3:3:4 at 295K, (b) PSM:POPC:CHOL 4:4:2 at 295K, (c) 
PSM:POPC:CHOL 3:3:4 at 243K, (d) PSM:POPC:CHOL 4:4:2 at 273K with the dimer 
sub-states αα, αα-ts, ββ, ββ-ts and T annotated. (e) Top and (f) side views of the CHOL 
dimer structures corresponding to each sub-state. 
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Figure 3.13: Crick angle distributions of the unstable CHOL dimers (residence times < 
1ns) in (a) PSM:POPC:CHOL 3:3:4 at 243K and (b) PSM:POPC:CHOL 4:4:2 at 273K. 
Instantaneous intra-leaflet CHOL dimer ensemble in both room temperature and 
quenched simulations show the αα, αα-ts, ββ, ββ-ts and T sub-states (Figure 3.12) 
previously predicted to exist in binary and ternary lipid mixtures containing 10 mol% and 
20 mol% CHOL.[175] While the αα, αα-ts, ββ, and ββ-ts sub-states were apparent in the 
2D-
13
C correlation spectra, T states were not detected. This may be due to the instability 
of the dimers in T sub-states leading to short residence times (Figure 3.13). 
Both inter- and intra-leaflet CHOL contacts lead to dimer formation, but inter-
leaflet dimers were observed to be relatively short-lived (Figure 3.14). Dimers with 
longer residence times were mainly sustained through intra-leaflet contacts. While the 
average lifetimes of CHOL dimers fall around 1 ns for both room temperature and 
quenched systems (Table 3.4), a significant population of long-lived dimers was observed 
to exist (Figure 3.14). The longevity of the CHOL dimers was further probed in an 
extended (2µs) simulation trajectory at 295 K (Figure 3.15a), where dimers stable up to  
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Figure 3.14: Residence time distributions of inter-leaflet, intra-leaflet, and all form of 
CHOL dimers in (a) room temperature and (b) quenched simulations. 
 
 
Figure 3.15: (a) Residence time distributions of all CHOL dimers in extended (2µs) 
simulation trajectories of POPC:PSM:CHOL 3:3:4 and POPC:PSM:CHOL 4:4:2 systems 
at 295K and (b) and their displacement pair correlation function (Hij) plotted with a 
randomized system for comparison. The time series were smoothed by performing a 
running average over a 10 ns window. 
 
89 
 
Figure 3.16: Size distributions of inter-leaflet, intra-leaflet, and all forms of CHOL 
clusters in (a) room temperature and (b) quenched simulations. (c) Structures of the 
CHOL tetramers extracted from simulation trajectories, where CHOL heavy atoms 
highlighted in purple are within 5Å of any other CHOL heavy atoms in the same leaflet 
(intra-leaflet contacts) and CHOL heavy atoms highlighted in orange are within 5Å of 
any CHOL heavy atoms of the opposite leaflet (inter-leaflet contacts). 
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Figure 3.17: (a) Z-axial position distributions of CHOL C25, C26 and C27 atoms, and 
(b) CHOL-CHOL contact maps in systems containing non-fluorinated and fluorinated 
cholesterols (d) Structure of 25,26,26,26,27,27,27-heptafluorocholesterol (F7-CHOL) 
with standard atom numbering. 
~1.5 µs were detected. CHOL dimers also show slowly decaying correlated motion 
throughout the simulation trajectory as identified by their displacement correlation 
functions (Figure 3.15b).[221] Taken together these observations support the conjecture 
that long-lived CHOL clusters affect membrane protein structure and function.[222–227] 
Through the cooperation of inter- and intra-leaflet contacts, CHOL forms clusters of 
dimers, trimers, tetramers, and in some cases, pentamers (Figure 3.16a and b). While 
experiments support cluster distributions dominated by tetramers, MD simulations show 
increased trimer and tetramer population when “all” forms of contacts were considered 
due to the intra-leaflet dimers making contacts with monomers and dimers in the opposite 
leaflet (Figure 3.16c). 
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Figure 3.18: Dimer residence time distributions and cluster size distributions of inter-
leaflet, intra-leaflet, and all forms of cholesterols in systems containing (a) non-
fluorinated and (b) fluorinated cholesterols.  
As the NMR experiments rely on fluorinated cholesterols (F7CHOL) to probe 
inter-leaflet CHOL interactions, we have investigated the effects of fluorination on 
CHOL-CHOL interactions. We do not observe any significant perturbation to CHOL   
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Table 3.4: Average residence times of the CHOL dimers identified through their heavy-
atom contacts in the simulated systems. 
System Average lifetimes of CHOL dimers (ns) 
 
Inter Intra All 
POPC:PSM:CHOL 3:3:4 at 295K 0.33 4.82 0.95 
POPC:PSM:CHOL 4:4:2 at 295K 0.35 4.06 0.91 
POPC:PSM:CHOL 4:4:2 (phase-sep.) at 295K 0.35 4.12 0.86 
POPC:PSM:F7CHOL 3:3:4 at 295K 0.23 6.01 0.87 
POPC:PSM:F7CHOL 4:4:2 at 295K 0.25 3.40 0.73 
POPC:PSM:CHOL 3:3:4 at 243K 0.65 8.9 1.71 
POPC:PSM:CHOL 4:4:2 at 273K 0.47 5.82 1.19 
POPC:PSM:CHOL 4:4:2 (phase-sep.) at 273K 0.43 5.80 0.96 
 
tail atom z-axis position distributions or inter leaflet CHOL-CHOL contacts (Figure 
3.17). Hence CHOL dimer lifetimes and CHOL cluster distributions remain unaffected 
due to fluorinations (Figure 3.18 and Table 3.4). 
3.2.5 Conclusions 
Taken together, these findings suggest that cholesterols form face-to-face and tail-to-tail 
dimers, with face-to-face dimers being more stable due to the persistent sterol ring 
contacts in comparison to the more flexible acyl chain contacts that sustains the tail-to-
tail dimers. Whereas the majority of the cholesterol dimers were short-lived, significant 
populations of dimers with longevity in the microsecond timescale were detected. 
Cholesterol aggregation is found to expand beyond dimer states through the interaction of 
face-to-face dimers with monomers and dimers across leaflet in a tail-to-tail fashion 
leading to the formation of trimers and tetramers.  
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Chapter 4 Cellular membranes with lateral heterogeneity and 
transmembrane proteins   
This chapter describes the all-atom and coarse-grained simulations performed 
investigating the structure and dynamics of lipid mixtures that approximate membrane 
rafts. Effects of proteins on the laterally heterogeneous “raft-like” environments are also 
discussed. 
4.1 Exploring the impact of proteins on the line tension of a phase-separating 
ternary lipid mixture
2
 
The separation of lipid mixtures into thermodynamically stable phase-separated domains 
is dependent on lipid composition, temperature, and system size. Using molecular 
dynamics simulations the line tension between thermodynamically stable lipid domains 
formed from ternary mixtures of di-C16:0 PC : di-C18:2 PC : cholesterol at 40:40:20 
mol% ratio was investigated via two theoretical approaches. The line tension was found 
to be 3.1 ± 0.2 pN by capillary wave theory and 4.7 ± 3.7 pN by pressure tensor 
anisotropy approaches for coarse-grained models based on the MARTINI force field. 
Using an all-atom model of the lipid membrane based on the CHARMM36 force field the 
line tension was found to be 3.6 ± 0.9 pN using capillary wave theory and 1.8 ± 2.2 pN 
using pressure anisotropy approaches. The discrepancy between estimates of the line 
                                                          
2
 This section is based on the manuscript: “Exploring the impact of proteins on the line tension of a phase-
separating ternary lipid mixture,” A. Bandara*, A. Panahi, G.A. Pantelopulos, T.Nagai, and J.E. Straub, J. 
Chem. Phys. 150, 204702, (2019). AB, AP and JES designed the project. AB and AP carried out the 
simulations. AB and GAP performed the analysis. TN, GAP, AB and JES developed the analytical Flory–
Huggins model. 
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tension based on capillary wave theory and pressure tensor anisotropy methods is 
discussed. Inclusion of protein in MARTINI membrane lipid mixtures was found to 
reduce the line tension by 25 - 35% as calculated by the capillary wave theory approach. 
To further understand and predict the behavior of proteins in phase-separated membranes 
we have formulated an analytical Flory-Huggins model and parameterized it against the 
simulation results. Taken together these results suggest a general role for proteins in 
reducing the thermodynamic cost associated with domain formation in lipid mixtures and 
quantifies the thermodynamic driving force promoting the association of proteins to 
domain interfaces. 
4.1.1 Introduction 
Membrane spatial heterogeneity has been proposed to play an essential role in the 
complex and often collective cellular functions like protein assembly, enzyme catalysis, 
and signaling.[51] Model lipid bilayers that mimic the lateral heterogeneity observed in 
biological membranes are commonly used in experimental, computational, and 
theoretical investigations. Ternary mixtures of saturated lipids, unsaturated lipids, and 
cholesterol (CHOL) are commonly employed as model mixtures that exhibit lipid domain 
formation, in which saturated and unsaturated lipids laterally phase separate to form 
coexisting liquid ordered (Lo) and liquid disordered (Ld) domains.[228] The free energy 
cost per unit length of the domain interface defines the line tension (see Appendix). 
To estimate the line tension of domain interfaces, experimental studies have 
employed capillary wave theory analysis of fluorescence microscopy images,[229–231]  
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and empirical relationships for the line tension have been derived to describe data from 
fluorescence microscopy,[232, 233] micropipette aspiration,[234] and atomic force 
microscopy[235, 236] experiments reporting estimates of line tensions ranging from 0.1 
to 4 pN. Analysis of coarse-grained (CG) simulations employing capillary wave 
theory[237–240] and pressure tensor anisotropy approaches[239–241] have estimated 
line tensions to be 3-22 pN. Estimates of line tension between phases in single 
component lipid bilayers have been derived from the temperature dependence of the rate 
of nucleation[242] and the capillary wave approach,[243, 244] range from 3 to 10 pN  
(see Figure 4.1 and Table 4.A1 in Appendix for further details).  
The majority of work on line tension in membranes has been based on studies of 
binary or ternary lipid mixtures.[229, 232, 233, 242, 244] However, many have shown 
that in certain cases the inclusion of a quaternary component to the membrane can 
substantially alter the thermodynamics of lipid mixtures. 
 
 
 
 
Figure 4.1: Comparison of experimental estimates
3-10
 (Exp), theoretical estimates based 
on capillary wave theory
11-14
 (CWTlit) and pressure tensor anisotropy
13-15
 (PTAlit), and 
line tension estimates from the current study using capillary wave theory (CWT) and 
pressure tensor anisotropy (PTA). 
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Safran et al. and Rosetti et al. have demonstrated that hybrid lipids with saturated and 
unsaturated tails can promote lateral heterogeneities by reducing interface line 
tension.[240, 245, 246]Additionally, Galimzyanov and coworkers have reported chevron 
dependence of domain line tensions as a function of ganglioside concentration.[247] 
Since proteins can constitute 20% - 80% of the membrane mass in vivo,[248] it is 
essential to consider the effect of proteins on the membrane line tension. Membrane 
proteins are believed to influence the excess free energy at the domain interface by 
compensating for hydrophobic mismatch at the domain interface, modulating the 
dielectric properties of membrane, or modifying membrane curvature.[236, 246] For 
example, using atomic force microscopy and fluorescence microscopy Vogel et al. 
determined that lipid anchored N-Ras proteins localize to the domain interface, 
modulating the line tension.[249] A thousand lipids or more are generally required to 
form thermodynamically stable phase-separated states.[166] As such, while studies have 
employed CG simulations to investigate the behavior of proteins in phase-separated 
membranes, there have been no studies based on simulations using all-atom (AA) 
models.  In previous CG simulations, Duncan and co-workers observed a reduction in 
line tension in Lo-Ld phase-separating mixtures of di-C16:0 PC (DPPC) and 16:0-18:1 PC 
(POPC) upon the introduction of surfactant proteins SP-B and SP-C.[250] Janosi et al. 
observed the localization of lipid anchored H-Ras protein to domain interfaces and 40% 
reduction of line tension in CG simulations of DPPC, di18∶2-PC (DIPC), and CHOL 
mixtures.[237] Marrink and co-workers studied domain separating CG lipid mixtures and 
reported up to 57% increase in line tension with the introduction of WALP23 and 7% 
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increase with Bacterial rhodopsin.[239] Camley and Brown have also explored the effect 
of protein on phase-separated membranes using stochastic Saffman-Delbrück 
hydrodynamics simulations.[251] Taken together, these disparate experimental and 
theoretical findings demonstrate the need for an improved qualitative and quantitative 
understanding of the role of proteins in stabilizing phase-separated membranes and the 
role of membrane domains in spatial localization of proteins in heterogeneous membrane 
environments. 
In this section, we report estimates of lipid domain line tension in phase-separated 
membranes and the effect of protein on this line tension. We quantify the line tension 
using capillary wave theory on domain interfaces and pressure anisotropies. We then 
discuss the source of contrast between these two approaches and also the effects of model 
resolution on line tension estimates. We have extended an analytical Flory-Huggins 
model (which we previously developed[166]) to include the effect of protein insertions to 
miscible and phase-separated membranes to conceptualize the effect of proteins on line 
tension, the domain co-localization of proteins, and the stability of the phase-separated 
state.  
4.1.2 Methods 
4.1.2.1 Molecular simulation models and methods 
Coarse-grained (CG) systems Lipid membranes consisting of 1600 lipids were 
constructed from the lipid mixture DPPC:DIPC:CHOL in the ratio 40:40:20, previously 
demonstrated to support the formation of thermodynamically stable phase-separated lipid 
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domains.[252] Membrane-protein systems were prepared at approximately 1 mol% 
protein to lipid fraction (9 copies of the putative protein per system).  In this investigation 
we simulated the trans-membrane region of the 99 residue C-terminal fragment of 
amyloid precursor protein (C99) 
[KLVFFAEDVGSNKGAIIGLMVGGVVIATVIVITLVMLKKK], which plays a central role 
in many recent computational[253–257] and experimental[180, 258] investigations of the 
amyloid cascade hypothesis for Alzheimer's disease, highly charged alpha-helical 
transmembrane protein Syntaxin1A (SX1AWiLdtype) 
[SKARRKKIMIIICCVILGIIIASTIGGIFG], which is found in the presynaptic plasma 
membrane, a mutant of Syntaxin1A where all the charged residues are substituted by 
leucine (SX1AMutant) [SLALLLLIMIIICCVILGIIIASTIGGIFG], and synthetic alpha-
helical peptides WALP23 [AWWL-(AL)8-WWA] and WALP31 [AWWL-(AL)12-WWA] 
which have hydrophobic thicknesses compatible with the liquid disordered domain and 
liquid-ordered domain respectively.[241] Initially proteins were placed on a uniform grid, 
and lipids were randomly arranged in a lipid bilayer using the CHARMM-GUI 
MARTINI Bilayer Maker.[148, 259] MARTINI 2.2 CG parameters for lipids[132], 
proteins[260] and cholesterols[133] were used. 
Membranes were prepared with a water thickness of 17.5 Å on each side, with 
10% waters modeled using anti-freeze parameters and Na
+
 and Cl
-
 ion concentrations of 
0.15 M to approximate the physiological conditions. Minimization and equilibration of 
the membrane systems were carried out according to the CHARMM-GUI protocols.[259] 
Production runs were in the NPT ensemble. Velocity rescaling to 295 K was employed 
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using a 1 ps coupling time,[261] and the semi-isotropic Berendsen barostat was used with 
1 bar pressure,[154] a 5 ps coupling time, and compressibility of 43 10  bar−1. 
Temperatures and pressures were selected to mirror the simulation conditions employed 
in previous studies of phase-separation based on the MARTINI CG lipid model [171, 
238, 262] and should be sufficient to observe phase separation over a wide range of 
concentrations.[252] Lennard-Jones and Coulomb interactions were treated using the 
GROMACS shifting function between 0.9-1.2 nm and 0.0-1.2 nm, respectively. Five 
replicates of each system were simulated for 11 μs (wall clock time) employing the leap-
frog integrator with a time step of 20 fs. The mixing entropy and xy-plane area were 
analyzed for the full 11 µs of each trajectory. The last 2 μs of each trajectory was used in 
analysis of the line tension and lateral co-localization of lipids and proteins. 
All-atom (AA) system The initial system was constructed by “tiling” 2 DPPC:CHOL 
and 2 DIPC:CHOL patches prepared with the CHARMM-GUI Membrane Builder 
(Figure 4.A1).[148, 259] The composition of each DPPC:CHOL and DIPC:CHOL patch 
was assigned to replicate the lipid to CHOL ratios in equilibrated phase-separated CG 
membranes of DPPC:DIPC:CHOL (40:40:20) mixtures[252] which correspond to 
estimates of partitioning from x-ray and Raman spectroscopy studies.[263–265]  
To solvate the lipid bilayer a 17.5 Å-thick water layer was set to each side of the 
membrane containing Na
+
 and Cl
-
 ions at an approximate concentration of 0.15 M, 
resulting in system dimensions of 20.4 nm x 20.4 nm x 9.9 nm dimensions in x, y, and z, 
and 428,650 particles. The CHARMM36 force field parameters[138, 198] and the TIP3P 
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water model[113] were used. Each DPPC:CHOL and DIPC:CHOL patch was energy-
minimized and was pre-equilibrated according to the CHARMM-GUI protocols.[148] 
After construction, the system was simulated for 3 μs with leap-frog integration with a 2 
fs time step. 
The production run was maintained at 310 K using the Nosé-Hoover 
thermostat[115, 116] and 1 bar using the Parrinello-Rahman barostat with semi-isotropic 
coupling.[117] The Smooth Particle-Mesh Ewald method was used to model long-range 
interactions.[118] Mixing entropy and line tension were estimated using all frames of the 
production trajectory. The last 1.6 μs of the trajectory was selected to represent the 
equilibrated state of the AA domain interface. 
4.1.2.2 Molecular-composition-based detection of domain interfaces  
Estimation of line tension is often performed by determining a continuous interfacial 
boundary between domains of different thermodynamic phases and analyzing the 
fluctuating interface using capillary wave theory. The identification of domain interfaces 
in lipid bilayers has been undertaken via multiple strategies in the past.  Katira et al.[243] 
employed a Gaussian density field approach introduced by Willard and Chandler,[266] 
Rosetti et al.[240] used the intrinsic density profile method described by Jorge and  
Cordeiro,[267] and Ackerman and Feigenson[268] developed a Voronoi tessellation-
based phase interface detection algorithm exploiting the local concentration surrounding 
lipids. Here we employed a local composition-based interface detection algorithm that 
exploits the spatial separation between dipalmitoyl-phosphatidylcholine (DPPC) and 
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dilinoleyl-phosphatidylcholine (DIPC) lipids to define a standing waveform that 
describes the domain interface in two dimensions. The algorithm is robust against 
appreciable membrane undulations and minor lipid miscibility. The method is readily 
generalizable to more complex membranes, such as those containing proteins or 
gangliosides. The chemical identity of lipid nearest neighbors is used as an order 
parameter, as it is the natural description of a phase-separated membrane with saturated 
and unsaturated lipids.This could be extended to other order parameter fields like density 
or bond-orientational order, as appropriate to the system or phase of interest.[243, 266]  
 
Figure 4.2: (a) Lipid membrane tail coordinates in the xy-plane. Highlight shows an 
arbitrary bead selected from the tail-plane, with nearest neighbors up to a 3.0-nm cut-off 
distance. (b) Instantaneous interfacial beads are detected via nearest neighbor 
composition criterion (grey circles), binned (magenta stars), and fitted through the binned 
interface positions using cubic spline (magenta line). DPPC (DIPC) bead was considered 
to be at interface if DIPC 0.25 0.55iX  
DPPC(0.25 0.55)iX , and CHOL bead to be 
at the interface when DPPC 0.33 0.66iX . (c) Fluctuations of the interface ( )h x  from 
its mean position (straight line), and (d) their average power spectrum 2( ) .h k  
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This interface detection algorithm was developed assuming a phase-separated 
membrane that has adopted a stripe morphology,[166] where the interface may lie along 
the x- or y-axis (Figure 4.2a). We identified a two-dimensional surface defined by the 
C2A and C2B beads of DPPC, D2A and D2B beads of DIPC, and the R3 bead of CHOL 
in the top and bottom leaflets, separately. This selection is robust to CHOL flip-flops 
across the bilayer plane as the CHOL assigned to each leaflet is identified in every 
frame.[166] For each selected bead ( )i , the nearest neighbors in the 2D plane (within a 
3.0-nm xy-distance cut-off that includes the second solvation shell and beyond) are 
identified (Figure 4.2a, and Figure 4.A2). Then DPPC or DIPC nearest neighbors 
DPPC DIPC( , )i iN N  are extracted and the corresponding nearest neighbor mol fractions 
DPPC
iX and 
DIPC
iX  are computed.  
DPPC
DPPC
DPPC DIPC
   ii
i i
N
N N
X       and             
DIPC
DIPC
DPPC DIPC
    ii
i iN
X
N
N
              (1) 
Based on the observation that stripe-shaped phase separation of a two-component 
mixture should present equal amounts of neighbors from each type ( 0.5iX ) at the 
domain interface, we optimized the cutoff of values for DPPCiX , 
DIPC
iX and  
CHOL
iX  to 
avoid discontinuity in the domain interface (Figure 4.2b). We find the DPPC (DIPC) 
bead to be at the interface if DIPC 0.25 0.55iX
DPPC(0.25 0.55)iX , such that a 
DPPC bead should have nearly 50% DIPC nearest neighbors or a DIPC bead should have 
nearly 50% DPPC nearest neighbors. We consider a CHOL bead to be at the interface 
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when DPPC 0.33 0.66iX . These values were selected to capture as many interfacial 
beads as possible while minimizing the misassignment of miscible lipid clusters. The 
range of values reported here should be applicable to any CG or AA system that presents 
clear phase separation in a stripe morphology. 
In order to extract beads belonging to individual interfaces while respecting 
periodic boundary conditions, we employ the DBSCAN clustering method[269] with 2.5 
nm clustering threshold and 5% minimum sample fraction. For the interfaces with 
discontinuities across periodic boundaries, we utilized the coordinates in the neighboring 
periodic images to form an uninterrupted interface. A smoothening procedure is applied 
by averaging the points belonging to each interface in roughly 1.0 nm bins along the 
dimension parallel to the interface. We approximated the functional form of the interface 
by fitting a cubic spline with 100 grid points and a smoothening factor of 0.001 to the 
binned interfacial coordinates (Figure 4.2b). To filter artifacts, we discarded the frames 
for which the length of the spline fitted interface registers a change in excess of 25% of 
the median of the spline lengths of the corresponding interface in the simulated trajectory. 
4.1.2.3 Detection of proteins at domain interfaces 
Even for a phase-separated membrane including transmembrane proteins, cutoff values of 
DPPC
iX , 
DIPC
iX  and 
CHOL
iX  previously described remain robust in detecting interfacial 
DPPC, DIPC, and CHOL beads. Additionally, we detect protein beads at the interface in 
the following manner. We selected protein beads within 1.0 nm of the lipid tails of each 
leaflet, allowing the atom selection to be dynamic to displacement along the membrane 
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normal or tilting of the protein in the membrane. For each protein bead, lipid tail nearest 
neighbors within a 3.0-nm xy-plane distance cutoff were identified as protein-lipid 
contacts. The protein-DPPC contacts were used to assign protein beads to the interface as 
the Lo domain is less fluid than the Ld domain. We considered a protein bead to be at the 
interface if DPPC 0.20 0.80iX . We adopted this composition condition as proteins in 
this study never fully partitioned to the Lo domain, and large protein aggregates were 
observed at the domain interface. Once the interfacial lipid and protein beads were 
identified, the line interface was fit, as described in the previous section.  
4.1.2.4 Computing line tension of the domain interface 
Using the capillary wave approach, the line tension of the domain interface was 
determined by evaluating the power spectrum 2( ( ))h k  of the interface height fluctuations 
( ( ))h x , from a linear interface defining the minimum free energy morphology[270–272] 
(Figure 4.2c). Interface height fluctuations in the wavenumber domain ( ( ))h k  and line 
tension ( )  per individual interface are related by 
2 B
2
0
2 1
( ) ( )   ( )    with   and  ( ) ( )  
L
ikxk T nh k h k h k k h k dxh x e
L LLk
         (2) 
where k  is the wavenumber, L  is the length of the linear interface, n  is the wavenumber 
mode index that takes integer values 1,2,3,.., kB is Boltzmann constant, T  is the 
temperature, and 2( )h k  is the power spectrum of interface height fluctuations in k  
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domain, averaged over all frames (Figure 4.2d). We compute λ using the linear regression 
of 
12
( )h k vs. 
2k . We have used the first four wave number modes corresponding to 
the largest wavelengths (L , / 2L , / 3L  and / 4)L  for the line of best fit (see 
Appendix for further details). Line tensions for each of the four interfaces were 
determined and then averaged for each replicate. The reported results and errors were 
estimated based on the averages and standard deviations computed over five replicates. 
For comparison, the line tension was also computed via analysis of the pressure 
tensor anisotropy. The derivation, which follows Jiang et al.[273] is included in the 
Appendix. Considering an interface parallel to the x-dimension and membrane normal 
parallel to the z-dimension. 
1 1
( )  
2 2y z yy zz xx
L L P P P                                                                               (3) 
where  is line tension,    ,   xx yyP P and  zzP are the pressure tensor components in x, y, and 
z dimensions, and   yL  and zL  are simulation box lengths in y and z dimensions, and the 
average is taken over all samples at equilibrium. The results and errors were estimated 
based on the averages and standard deviations computed over five replicates. 
4.1.2.5 Software and computing systems 
CG MD simulations were carried out with the GROMACS 5.0[121, 274, 275] simulation 
platform, assigned with 16 OMP threads, achieving upwards of 800 ns/day performance, 
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while the AA  simulation was performed with GROMACS2016.3 using two P100 GPUs 
which were each assigned 8 OMP threads, achieving 7.8 ns/day performance. 
Trajectories were analyzed by GROMACS packages, and in house scripts utilizing 
MDAnalysis[122, 123], NumPy and SciPy libraries, and molecular visualization were 
rendered with VMD.[93] 
4.1.3 Results and Discussion  
4.1.3.1 Establishing membrane equilibrium and interfacial stability 
The clear identification of interfaces in stripe-shaped macroscopic phase separations 
depends on the presence of a stable membrane configuration that can be approximated by 
a quasi-two-dimensional representation. Figures 4.3a-d illustrate the final configurations 
of a membrane system (MEM) and a membrane protein system (C99), where stripe-
shaped lipid domains are formed.  
Binary mixing entropy in the simulated systems mix( )S ,[166]
mix 1 2 1 2 2 2log ( ) log ( )S p p p p                                                                                 (04) 
where 1p  and 2  p are contact probabilities between similar and dissimilar types of lipids, 
respectively, reaches a stationary state from 2.5 µs onward, following the initial 
formation of the domain interface (Figure 4.3e). The ratio of the domain interface 
perimeter, estimated from the length of the spline fitted to the domain interface in the 
interface detection process (see Methods)  to the membrane, the area is also stationary 
throughout the final 2 µs of dynamics used in the analysis (Figure 4.3f). Lateral box 
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length ( )L   shows rapid equilibration within initial 1 µs of simulation time (Figure 4.A3 
in Appendix). Taken together, these observations establish constant area per lipid, 
justifying the assumption of negligible surface tension in the thermodynamic formulation 
of the line tension.[276–279] 
 
Figure 4.3: Snapshots of (a) top and (b) side views of final configurations of a membrane 
system (MEM), and (c) top and (d) side views of a membrane protein (C99) system. 
Systems are colored with DPPC (blue), DIPC (red), CHOL (grey), water (turquoise), 
NaCl (yellow) and proteins (green). Time evolutions of (e) binary mixing entropy, 
mix 1 2 1 2 2 2log ( ) log ( )S p p p p , where 1p  and 2  p are contact probabilities between 
similar types of lipids, and dissimilar types of lipids and (f) ratio of domain interface 
perimeter to  membrane area (P/A) in last 2 µs of each simulation, where stable interfaces 
have formed showing averages (thick lines) and standard deviations (shaded). The time 
series are smoothed by performing a running average over a 25 ns window. Simulated 
systems are color-coded and designated in the following manner. The membrane only 
system: black (MEM), C99 in membrane: green (C99), SX1AWildtype in membrane: brown 
(SX1A.WT), SX1AMutant in membrane: cyan (SX1A.M), WALP23 in membrane: indigo 
(WALP23) and WALP31 in membrane: magenta (WALP31) (see Table A2 in Appendix 
for further details).  
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Figure 4.4: Domain interfaces detected in the last frames in the simulation trajectories of 
systems. Detected interfaces and membrane components are colored with the same 
scheme adopted in Figure 4.2. (a) Membrane system and membrane systems with 
proteins, (b) C99 (green), (c) SX1A.M (cyan), (d) SX1A.WT (brown), (e) WAL23 
(indigo), and (f) WALP31 (magenta). 
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Figure 4.5: Lateral density profiles of lipids and proteins across the domain interface, 
illustrating protein co-localization in the interfacial region. Grey rectangles depict the 
interfacial region in which DPPC and DIPC have nearly equal molar fractions. 
4.1.3.2 Protein colocalization at the domain interface 
Illustrations of the interface detection method on the final frames of simulation 
trajectories (Figure 4) depict the coarse shape of the interface corresponding to large 
wavelength capillary waves. Instances of protein colocalizations along the domain 
interface are also evident. Lateral density profiles (Figure 4.5) show pronounced protein 
density peaks in the interfacial regions (grey), demonstrating the preference for proteins 
to localize at the domain interface in phase-separated MARTINI membranes. We have 
characterized the time evolution of protein co-localization by calculating the shortest 
distance in the xy-plane between the center-of-mass of each protein and the membrane 
domain interface (see Figure 4.A4 in Appendix). Proteins generally maintain a distance 
between 1 and 2 nm from the interface (Figure 4.A4b in Appendix.)  
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Figure 4.6: Average interface lipid (DPPC, DIPC, CHOL) and protein (PROT) 
compositions defined via the instantaneous interface detection algorithm with error bars 
(grey).  
However a moderate fraction of proteins are located near the domain interface from the 
onset of interface formation and continue to be co-localized along the domain interface 
throughout the trajectory with a minimum protein-to-interface distance of 0.1-0.2 nm 
(Figure 4.A4c in Appendix).  
Similar observations have been reported in MARTINI simulations of lipid-
anchored H-Ras proteins in membrane domains by Gorfe and coworkers,[237, 280] and 
for palmitoylated and unpalmitoylated transmembrane domains from the Linker for 
Activation of T-cells (tr-LAT) in phase-separated membranes by Lin et al.[281] It has 
also been shown both tr-LAT and palmitoylated, and unpalmitoylated WALP resides near 
the domain interface by de Jong et al. in MARTINI simulations.[282]  Winter and 
coworkers have reported similar findings for lipid anchored N-Ras proteins in 
membranes using confocal laser scanning microscopy and atomic force microscopy.[235, 
249, 283, 284] Glycoprotein HIV gp41 is also reported to co-localize at the domain 
interfaces facilitating membrane fusion.[285, 286]   
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Figure 4.7: Comparison of line tensions in simulated membrane systems, with and 
without proteins, calculated using the capillary wave (red) and pressure tensor anisotropy 
(black) methods. Horizontal line (red) indicates the line tension (CWT) of the lipid 
membrane system, highlighting linactant natures of proteins in other systems captures by 
the CWT method. (See Table A2 for line tension reductions observed in each system.) 
Limitations in the electrostatic description in the MARTINI model diminish the 
hydrophilic interactions of protein residues with water.[132, 171] These shortcomings in 
the CG model preclude us from investigating the effects of varying spatial localization 
within domains and at domain interfaces on protein structure. In addition, even 
substantial variation in protein sequence does not lead to expected differences in the 
protein partitioning between domains observed in experimental studies (Figures 4.5 and 
4.6). Lin et al. have also observed such indifferent interfacial accumulation of peptides 
for palmitoylated and unpalmitoylated tr-LAT and a shorter mutant of palmitoylated tr-
LAT in MARTINI phase-separated membranes,[281] which conflicts with their previous 
findings in giant plasma membrane vesicles.[287, 288] This MARTINI protein model has 
also been reported to show an exaggerated tendency to aggregate that further hinders the 
assessment of membrane-protein interactions.[289, 290]  
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4.1.3.3 Quantifying line tension and the linactant effect of proteins 
To estimate the stability of the domain interface, we calculated the line tension defined as 
the excess free energy per unit length using the capillary wave theory (CWT)[270–272] 
and pressure tensor anisotropy (PTA) methods (see Methods and Appendix).[238, 273]  
CWT leads to estimates of 3.1 ± 0.2 pN for the line tension, in good agreement with 
recent findings by Janosi et al.[237] and Risselada et al.[238] (Table A1 in Appendix). 
 
Figure 4.8: (a) Inverse average power 
spectra of interface height fluctuations 
12
)( )( h k  as a function of the square of 
wave the number 2( )k . (b) Mean-squared 
Pearson correlation coefficient in 12( )h k  
vs 2k  averaged over replicates (c) 
Absolute difference between the pressure 
tensors in the two perpendicular 
dimensions to the domain interface 
averaged over replicates (   )P . 
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Figure 4.9: (a) Top and (b) side views of the final configurations of the simulated AA 
domain interface. System components include DPPC (blue), DIPC (red), CHOL (grey), 
water (cyan) and NaCl (yellow) with lipid head group P atoms and CHOL O atoms 
depicted as spheres. (c) Instantaneous membrane domain interface detected in the final 
configuration of the AA system (same color scheme as in Figure 4.2).  (d) Line tension 
estimates based on CWT and PTA, in each 400 ns block of the AA trajectory. Error bars 
for the CWT estimates in each block are generated by averaging the four individual 
interfaces from top and bottom leaflets (see Methods), no error estimate could be given 
for PTA in blocks since only one replicate was simulated. 
 The discrepancies from the early work of Schafer et al.[291] and Domanski et al.[239] 
may result from the older MARTINI CHOL model[132], while a more modern CHOL 
model was used in this study.[133] Rosetti et al. reported systematic over-estimation of 
domain interfacial line tension using simulations based on the previous version of the 
MARTINI CHOL model in bilayers containing hybrid polyunsaturated lipids.[240]  
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The introduction of proteins results in a 25% to 35% reduction in the line tension 
relative to lipid-only mixtures as calculated by CWT approach.  While the PTA method is 
not sensitive to this effect, due to the higher uncertainty seen in the line tension estimates 
(see Table 4.A1 in Appendix and Figure 4.7), the CWT results support the hypothesis of 
Brewster and Safran that proteins act as linactants.[246] Janosi and co-workers also 
reported 40% decreases in line tension calculated using the CWT method and data 
derived from MARTINI simulations of domain separating lipid mixtures after the 
inclusion of H-Ras protein.[237]  The opposite effect was observed by Marrink and co-
workers who reported increases in line tension by up to 57% upon the introduction of 
WALP23 and a 7% increase upon introduction of Bacterial rhodopsin, as computed using 
the PTA approach.[239] Such behavior has implications in nanoscale lipid domains as 
well, where proteins with GPI anchors or transmembrane domains have been proposed to 
modulate domain stability.[292] 
4.1.3.4 Comparison of capillary wave and pressure tensor anisotropy methods 
The CWT and PTA methods were used to estimate the line tension in our CG 
simulations, leading to agreement within statistical error (Figure 4.7 and Table A1 in 
Appendix). However, PTA does not appear to be suitable for probing small changes in 
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line tension resulting from the addition of linactants, as there is substantial statistical 
error, even when averaging over replicate trajectories. 
The MARTINI model is parameterized against oil-water partitioning of organic 
molecules [132, 171, 260], making it appropriate for capturing excess free energy due to 
lateral partitioning of lipids and proteins in membranes. Combined with the extensive 
simulation time and system sizes accessible to the MARTINI model makes it possible to 
obtain the higher precisions observed via the CWT method. The PTA method involves 
appraisal of forces arising from several factors (electrostatically driven hydrophilic 
interactions of lipid head groups with water being the most prominent), which can be 
difficult to capture in a CG model due to reduced degrees of freedom and artifacts in the 
treatment of the electrostatics.[171] For example, Sansom and coworkers have 
demonstrated that MARTINI membrane simulations with its non-polarizable water model 
may exhibit significant deviations in modeling the lipid-water surface.[293] As line 
tension is a phenomenon that does not necessarily extend to the molecular level, methods 
employed to quantify the line tension using molecular simulations rely on specific 
assumptions.[246] The CWT method employs a continuum description of the membrane 
and assumes a contribution to the free energy from each quadratic wavelength mode of 
the power spectrum of the interfacial fluctuations.[270–272] The inverse power spectra of 
height fluctuations of interfaces in each simulated system is fitted as a linear function of 
the square of the wavenumber. We have validated this assumption through the mean-
squared Pearson’s correlation coefficient 2( )r  of the linear fit (see Figures 4.8a and 
4.8b).   
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Figure 4.10: (a) Distributions of the interface height fluctuations in real space, h(x). (b) 
Discrete-time fast Fourier transforms of the interface height fluctuations in wavenumber 
( )k -space. (c) The average power spectrum of interface height fluctuations in k -space 
2
( ( ) )h k  colored in grey for CG and cyan for AA. Low wavenumber modes used in 
fitting the line tension (black for CG and blue for AA). (d) Variations in the inverse 
average power spectra of interface height fluctuations 12
( ( ) )h k
 as a function of 2k .  
The PTA method assumes that in a fully equilibrated system, pressure tensors in 
the dimensions perpendicular to the domain interface are equal.[238, 291, 294] As such, 
the bulk pressure is taken to equal the average of the transverse pressures in the 
derivation of the relationship between the anisotropy of the lateral pressure tensors (see 
Appendix). We have assessed this assumption in Figure 4.8c. All the systems show 
deviation in absolute difference between the pressure tensors in the two perpendicular 
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dimensions to the domain interface averaged over replicates (   )P , compared to an 
ideal system. Reduced degrees of freedom and highly simplified electrostatic interactions 
in the CG model, as well as the heterogeneity introduced by membrane proteins, maybe 
the contributing factors to the high uncertainty in line tension values determined using the 
PTA method.[295, 296]   
The MARTINI model employs a top-down coarse-graining strategy aiming at 
reproducing key experimental and bulk atomistic simulation observables.  However, the 
resulting reduction in degrees of freedom substantially reduces the system entropy. The 
reduction in entropy must be compensated for by a reduction in the magnitude of terms 
contributing to the enthalpy. The MARTINI model describes non-bonded interactions 
through a Lennard-Jones 12-6 potential.  As has been noted, this sometimes leads to over-
structured fluids resulting in unphysical phenomena such as the spontaneous freezing of 
water at physiological conditions.[171]  Such non-systematic coarse-graining leads to 
complexities in projecting observables defined in fully atomistic frameworks to CG 
systems. Gregory Voth and coworkers have extensively discussed issues related to 
transferability in the calculation of observables from AA and CG model 
simulations.[297] In pressure calculations, the MARTINI model employs a virial 
expression in direct analogy to an atomistic system.  This approach has been shown[297] 
to be valid only in instances where CG interactions are volume-independent. Hence the 
differences in inter- or intramolecular forces, as well as limitations in the pressure 
calculation through the viral expression based on MARTINI model simulations, could 
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detrimentally influence the line tension estimated by the PTA method.  This may explain 
the observed discrepancy between the PTA and CWT results (Figure 4.7 and Table 4.A1 
in Appendix). Newer CG lipid models developed by employing systematic bottom-up 
mapping between CG and AA representations have been developed in part to address 
these issues.[298]  
4.1.3.5 Estimates of line tension using CG and AA models 
To understand differences that may arise between CG and AA representations of phase-
separated domain interfaces in these DPPC:DUPC:CHOL (40:40:20) bilayers, we 
equilibrated a stripe-shaped AA phase-separated system using the CHARM36 force field. 
Figures 4.9a and 4.9b illustrate the final configuration of the AA system, where the 
gradual formation of the interfacial standing wave and the development of impurities in 
each condensed phase are evident. We tracked the evolution of the interface by 
computing mixS  of the system (see Figure 4.A5). The system appears to be mostly 
stationary after 1.4 μs of simulation time. In addition we employed the CWT method to 
quantify the line tension by analyzing the interfacial height fluctuations on the quasi-two-
dimensional surface formed by the lipid tail-plane defined by the C27 and C37 atoms of 
DPPC and DIPC lipids and C8 atom of CHOL (see Figure 4.9c). The resulting estimate 
of the line tension was 3.6 ± 0.9 pN. The error estimate is based on block averaging of 
the final 1.6 μs portion of the trajectory with 4 uniformly-sized blocks. The mean-squared 
Pearson's r in the line fits of 
12
( )h k  vs 2k  averaged over blocks is 0.93 ± 0.03. The 
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line tension estimate derived using the PTA method shows a block average of 1.8 ± 2.2 
pN for AA system (see Figure 4.9d).  
The line tension computed via CWT method in AA simulations is comparable but 
slightly higher than that obtained using the CG model. The PTA method estimates a 
lower line tension in the AA simulations but with a substantially larger error.  The change 
in line tension obtained with CWT arises from differences in the profile of the domain 
interfaces between AA and CG models (see Figure 10a). The AA model interface 
displays smaller amplitudes at the two lowest wavenumber modes (see Figure 10b). 
Hence the inverse power spectrum of the AA model shows some exaggeration in the 
gradient in the transition between smaller to larger wavenumber modes in comparison to 
the CG model (see Figures 4.10c and d). There is significant variability in the interface 
height fluctuations between AA trajectory blocks (see Figures 4.10b and c), leading to the 
large error estimate in the line tension of the AA interface.  
The MARTINI model is optimized to produce accurate free energy differences, 
even though the magnitude of entropies and enthalpies are smaller than in AA 
models.[171] This may be the origin of the consistency in the line tension values for CG 
and AA systems estimated using the CWT method, which utilizes the domain interface 
profile resulting from lipid partitioning. The increase in line tensions (by 0.5 pN) 
observed in the AA model relative to the CG model may be attributed to an 
underestimation of enthalpic or entropic contributions to the excess free energy at the 
domain interface in the CG model.  Bennett et al. have demonstrated semi-quantitative 
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agreement between the MARTINI model and an atomistic model represented using the 
Berger lipid parameters for free energy differences associated with the exchange of a 
saturated lipid with an unsaturated lipid ( G ) in a phase-separated ternary lipid 
mixture. However, the entropy change ( T S ) and enthalpy change ( H ) 
associated with the exchange of lipids using an atomistic model were reported to be -158 
kJ/mol and 176 kJ/mol, while the energy differences resulting from the MARTINI model 
showed substantial reductions to -21 kJ/mol and 38 kJ/mol, respectively.[299] In the case 
of the PTA estimates, CG and AA line tensions differ by nearly 3 pN, with both methods 
having a high statistical error. While simulations of the AA system extend to 3 μs, the 
system has not yet established its stationary state as measured by the time evolution of 
the mixing entropy (see Figure 4.A5). Given the apparent near-convergence of the mixing 
entropy to a stationary state, it is reasonable to expect converged values for the computed 
line tension to fall within the range of the noted statistical error. In summary, 
dissimilarities in inter- or intramolecular forces between CG and AA model and 
shortcomings in the PTA approach, including a large statistical error, may all contribute 
to the observed discrepancy in line tension estimates for AA and CG systems using the 
PTA approach. 
4.1.3.6 Flory-Huggins model of a phase-separated membrane with a protein 
We previously developed a simple analytical model[166] to describe the thermodynamics 
of two-phase separation in a ternary lipid mixture. Though this model was based on a 
two-component Flory-Huggins model[300, 301] as an approximation, it served as a 
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useful guide to demonstrate the thermodynamic driving force of phase separation and its 
finite-size effects.[166] Here we extend this analytical model to incorporate the effects of 
a protein monomer. 
We consider a two-dimensional lattice model of a membrane. Each lipid tail is 
represented by a single cell in a square lattice where the coordination number 4z .  We 
suppose that the binary mixture is composed of unsaturated tails that are structurally 
disordered (D) and saturated tails that are structurally ordered (O) in the phase-separated 
state. The phase separation of these O and D lipids approximates the formation of liquid 
disordered (Ld) and liquid-ordered (Lo) phases, respectively. We consider only the nearest 
neighbor interactions. The interaction energy between lipid tails is denoted by OO w ,
DD w , and DO w . We examine pure phase-separation into two parallel stripes where the 
system size is    L L  in length and d  is the lattice spacing. The free energy in the absence 
of protein is written as 
inter abul fk ce  FF F                                                                                                     (5)   
where 2 2 Obu Dl D Dk O O2 2
z z
x l w x lF w  and Dx  and Ox  are the molar fraction of 
unsaturated and saturated lipid tails, respectively, with /l L d  and the free energy due 
to the interface, interface    2F l  where DO OO DD    (   ) / 2w w w . By definition, the 
line tension is  
interface  
2
F
L d
                                                                                          (6) 
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Now we consider the insertion of a protein occupying    m m  cells. The free energy of 
the system with the protein localized at the boundary is written as 
B
×
bo bulk
B
bulk
B
)        
sinh[( 1) ]
2 4 ln2 ln )
sinh
4 2 sinh[( 1) ]
2 (
2
 = ln ln
2 2 2
 
sinh
m m
B
m
F F l m m k l k
k T k Tm m L m
F L
d L L L d L
T T
       (7) 
with DD OO
PD PO (( ) ( )) / 22 2
w w
w w  and DD OOPD PO ( ) ( )2 2
w w
w w   
where PO w  and PD w  are interaction energies between proteins and saturated tails and 
protein and unsaturated tails, respectively. Similarly, the free energy of a    m m protein 
localized within Lo and Ld phase can be written as 
× 2
lo bulk B O2 4 2 ln
m mF F l m m k T x l                                                      (8) 
× 2
ld bulk B D2 4 2 ln
m mF F l m m k T x l .                                                   (9) 
respectively.  
By comparing Equations 5 and 7, the impact of protein insertion on the thermodynamic 
cost of domain formation can be measured as the line tension change per linactant,  
× B B4 2 sinh[( 1) ]ln ln
2 2 2 2 sinh
m m k T k Tm m L m
L L L d L
.                           (10) 
Let’s explore this result term by term. The first term / 2m L  captures the fact that the 
protein eliminates m  (unfavorable) bonds between Ld phase and Lo phase. The second 
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term  4 / 2m L  is due to the average solvation free energy of the protein. If the protein 
can form favorable bonds in both Ld phase and Lo phase such that DDPD(  )  02
w
w  and 
OO
PO ( )  02
w
w , the protein works as a stronger linactant. If the protein forms only 
unfavorable bonds DDPD (  )  02
w
w   and OOPO ( )  02
w
w , the protein is not 
expected to act as a good linactant, although the protein is expected to migrate to the 
boundary.  
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11: Lateral density profiles of lipids and protein monomers across the domain 
interface, illustrating protein partitioning to the Lo and Ld domains and domain boundary 
region.  
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The third term B
2
ln
2
k T L
L d
 is purely entropic. to this free energy (please see the Appendix 
for derivations). The final term addresses the fact that the multiple states with interaction 
energy differing by a multiple of  contributing  
With this minimal model as a guide, we carried out series of protein monomers 
simulation in DPPC:DIPC:CHOL (40:40:20) lipid mixtures adopting the same MARTINI 
simulation protocols as previously discussed (see section Methods and Appendix) to 
parameterize the quantities ,  and . Twelve proteins, listed in Table A3, were 
considered. As  0 ( 0)  is associated with the affinity of protein to Ld (Lo)  phase, 
the  value can be obtained from the protein’s partitioning coefficient between Ld and Lo 
phases which is calculated based on the minimum distance (in the xy-plane) distributions 
of protein monomer to instantaneous Lo-Ld domain interface in the simulated systems 
(see Figure 4.A7). 
The  value can then be estimated from protein’s affinity to the domain interface, 
and  can also be extracted from the change of the line tension per linactant ( )  upon 
addition of protein (Figure 4.11 and Tables 4.A4 and 4.A5 in Appendix).  Figure 4.12a 
shows the general phase diagram.  When the affinity of protein for the Ld (Lo) phase is 
large, i.e., 0 ( 0) , protein’s concentration in Ld (Lo) gets higher. In our model, 
the driving force to localize proteins at the boundary is m , the replacement of 
unfavorable interactions between the Ld and Lo phases with interactions between 
homologous lipid pairs. Hence, when  is larger, the protein is more likely to be found at  
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Figure 4.12: (a) The general phase diagram predicted by the Flory-Huggins model 
indicating the proteins’ affinity to Ld phase, Lo phase, or phase boundary (bo). At the red 
(blue) surfaces, the protein concentration of Ld (Lo) phase is equal to the protein line 
density at the phase boundary.  When is small and/or T is high, the miscible phase will 
form (under gray surface). (b) The  and  values obtained with protein monomer 
simulations are displayed on the phase diagram at T=295 K. The black solid and black 
dashed lines show the values obtained from the current CWT result and one that can be 
obtained in spirit of our previous work,
24
 respectively. As discussed in the main text, the 
deviation of obtained with protein monomer simulation from that obtained with a lipid-
only simulation (black lines) can be thought of the protein’s affinity to boundary. The 
gray line corresponds to the gray surface in panel (a). 
the boundary. In addition, the localization of protein at boundary is generally expected 
each protein and summarized the results in the form of a phase diagram (Figure 
12b),when  is small. Based on our simulations (Figure 4.11), we estimated  and  
for together with the  values obtained with lipid-only simulations. Our present CWT 
result 3.1  pN with assumption of  5d Å translates into 222  cal/mol via 
Equation 6. Our previous work,[166] after minor modification described in Appendix to 
match the conditions of this work, suggests that 208  cal/mol in remarkable 
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agreement with the present result. On the other hand, the  values obtained from protein 
monomer simulations vary around 200 cal/mol (Figure 4.12b). The overestimation or 
underestimation of  with respect to a lipid-only simulation can be associated with 
protein’s property of “boundary-affinity” or “boundary-phobicity”. 
While bulkier side-chain mutants have been predicted to prefer the Ld phase to Lo 
phase,[70] we did not necessarily observe this tendency. While tr-LAT-allF co-localized 
completely in Ld phase( 0) , the -value of tr-LAT-allL, tr-LAT-allI, and tr-LAT-
allV are larger (more Lo phase prone) than tr-LAT-allA. It is also evident that tr-LAT-
allL, tr-LAT-allI, and tr-LAT-allV have large values, suggesting the strong affinity for 
the boundary. In the MARTINI model, amino acid side chains of L, I, and V are 
represented by one particle while the side chain of F is represented by a three-particle 
ring, and A has no side chain particle. This suggests that one-particle protein side chains 
allow for MARTINI proteins to preferentially partition to the Lo side of the interface, 
perhaps due to more favorable packing with ordered lipid tails. It is possible that the 
coarse-graining in the MARTINI model is too severe and that the difference in packing 
between the Ld phase and Lo phase is not well reproduced. These observations suggest 
that a more detailed representation, such as an all-atom model is needed to predict the 
protein partitioning behavior accurately. 
4.1.4 Conclusions 
Using molecular dynamics simulations employing the MARTINI 2.2 coarse-grained 
model and the CHARMM36 all-atom model, the line tension between 
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thermodynamically stable lipid domains formed from ternary mixtures of di-C16:0:PC : 
di-C18:2:PC : cholesterol at 40:40:20 mol% ratio was investigated using capillary wave 
theory and pressure tensor anisotropy approaches. Using a capillary wave theory 
approach, the line tension was estimated to be 3.1 ± 0.2 pN for the MARTINI model and 
3.6 ± 0.9 pN for the CHARMM36 model of Lo-Ld domain interfaces. Line tension 
calculations based on the pressure tensor anisotropy method were in agreement with the 
capillary wave theory estimates but presented a larger statistical uncertainty.  
The impact of protein acting as a linactant on the structure and fluctuations of the 
interface formed between Lo and Ld domains in ternary lipid mixtures was investigated 
using molecular dynamics simulations employing the MARTINI model. In the MARTINI 
model, proteins were generally observed to migrate to the domain interface and to lower 
the line tension by 25 - 35% as calculated by the capillary wave theory approach. The 
pressure tensor anisotropy method was unable to capture this effect due to the higher 
statistical error.  
The MARTINI model has the ability to appropriately reproduce the lateral 
partitioning of lipids but suffers from inaccuracies resulting from the approximate 
treatment of electrostatics and underestimation of changes in entropies and enthalpies 
resulting from lipid partitioning associated with phase separation. In general, 
dissimilarities in inter- or intramolecular forces between coarse-grained and all-atom 
models and shortcomings in the pressure tensor anisotropy approach contribute to the 
observed discrepancy in line tension estimates for all-atom and coarse-grained systems.  
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We conclude that the capillary wave theory approach provides the most accurate 
estimates of the change in line tension associated with the introduction of transmembrane 
proteins in phase-separated lipid bilayers using MARTINI model.  
We expanded a Flory-Huggins-like model of lipid phase separation to 
conceptualize the effect of protein on the free energy of phase-separation. This model 
provides a way of organizing our thinking about the thermodynamic driving forces 
determining the location of proteins in phase-separated lipid bilayer systems as a function 
of the line tension and protein-lipid affinities. 
Further investigation of domain interfaces using all-atom models, or a coarse-
grained protein model that can appropriately change structure in response to a 
heterogeneous membrane environment, are needed in order to develop a better 
understanding of protein partitioning in membrane and its effect on domain size and 
stability, critical to the form and functionality of heterogeneous biological membranes. 
4.1.5 Appendix 
See Appendix for tabulated domain interface line tension values measured experimentally 
or estimated theoretically, radial distributions of lipid head and tail groups, visualizations 
of all-atom phase-separated system, time evolutions of membrane lateral area, mixing 
entropy, average distance from protein to domain interface and minimum distance from 
protein to domain interface, lipid, protein compositions and line tension reduction in the 
simulated systems, mixing entropy of the all-atom phase-separated system, derivations of 
capillary wave theory and pressure tensor anisotropy expressions of line tension, details 
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of protein monomer simulations, and minimum distance (in xy plane) distributions of 
protein monomers. Additionally, it describes the derivations and parameterization of the 
Flory-Huggins model of a phase-separated membrane with a protein.  
Comparison of lipid domain interface line tensions measured experimentally or 
estimated theoretically using the capillary wave theory method and pressure tensor 
anisotropy method 
Table 4.A1: Lipid domain interface line tensions measured experimentally or estimated 
theoretically using the capillary wave theory method (CWT) and pressure tensor 
anisotropy (PTA) method. 
Study System Method Line Tension (pN) 
Honerkamp-Smith et 
al.[229]  
diPhyPC:DPPC:CHOL(25:20:55) Fluorescence imaging, CWT 0.1- 0.8 
Esposito et al.[230] DOPC:DPPC:CHOL (33:33:33) Flicker spectroscopy, CWT < 1.0 
Baumgart et al.[232] DOPC:SM:CHOL (45:45:10)  Fluorescence imaging 0.9 ± 0.03 
Weise et al.[235, 236] DOPC:DPPC:CHOL (25:50:25) Atomic force microscopy 4 
Usery et al.[231] DOPC:PSM:CHOL (39:39:22)  Flicker spectroscopy, CWT 3 
Tian et al.[234] DOPC:ESM:CHOL (34:43:23) Micropipette aspiration 2 
Janosi et al.[237] DPPC:DIPC:CHOL (50:30:20) CWT 2.63 ± 0.41 (Lo) 
1.93 ± 0.30 (Ld) 
Janosi et al.[237] H-ras proteins in 
DPPC:DIPC:CHOL (50:30:20) 
CWT 1.58 (Lo) 
1.16 (Ld) 
Schäfer et al.[291]  DPPC:DIPC:CHOL (42:28:30) PTA 14 ± 2 
Domański et al.[239] WALP23 proteins  in 
DPPC:DIPC:CHOL (42:28:30) 
PTA 22 ± 5 
Risselada et al.[238] DPPC:DIPC:CHOL (42:28:30) CWT 3.5 ± 0.5 
Rosetti et al.[240] DAPC:DPPC:CHOLold (35:35:30) CWT 22.7 ± 0.8 
Rosetti et al.[240] DAPC:DPPC:CHOLnew(35:35:30) CWT 20.0 ± 1.0 
  PTA 16.8 ± 0.7 
Current study DPPC:DIPC: CHOL (40:40:20) CWT 
PTA 
3.1 ± 0.2 
4.7 ± 3.7 
Current study C99 proteins in DPPC:DIPC:CHOL 
(40:40:20) 
CWT 
PTA 
2.1 ± 0.2 
3.8 ± 1.9 
Current study SX1A.M proteins in 
DPPC:DIPC:CHOL (40:40:20) 
CWT 
PTA 
2.4 ± 0.2 
2.3 ± 3.0 
Current study SX1A.WT proteins in 
DPPC:DIPC:CHOL (40:40:20) 
CWT 
PTA 
1.9 ± 0.3 
5.4 ± 0.8 
Current study WALP23 proteins in 
DPPC:DIPC:CHOL (40:40:20) 
CWT 
PTA 
2.0 ± 0.4 
5.4 ± 1.3 
Current study WALP31 proteins in 
DPPC:DIPC:CHOL (40:40:20) 
CWT 
PTA 
2.2 ± 0.2 
4.9 ± 2.3 
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Initial ‘tiled’ configuration of the all-atom interface system 
Figure 4.A1: (a) Top and (b) side views the 
initial configurations of pre-constructed all-
atom domain interface system, with DPPC 
(blue), DIPC (red), CHOL (grey), water 
(cyan) and NaCl (yellow). 
 
 
 
 
 
 
 
 
Radial distributions of lipid head groups, and lipid tails groups in coarse-grained 
membrane 
Figure 4.A2: Radial distribution 
functions, g(r) of the lipid head 
groups (PO4 beads of DPPC and 
DIPC), and lipid tail groups 
(C2A, C2B beads of DPPC and 
D2A, D2B beads of DIPC) in a 
simulated coarse grained 
membrane system of 
DPPC:DIPC:CHOL (40:40:20). 
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Time evolutions of membrane lateral area  
Figure 4.A3: Time 
evolution of the membrane 
lateral area showing 
averages (thick lines) and 
standard deviations (shaded 
area). The colors in the 
legend identify simulated 
systems. (See Methods and 
Table 4.A2 in Appendix.) 
The time series are 
smoothed by performing a 
running average over a 25 
ns window. 
 
Lipid, protein compositions and line tension reductions 
Table 4.A2: Lipid and protein compositions of the systems studied and associated line 
tension reductions observed upon the introduction of protein, relative to the pure lipid 
bilayer system (Δλ = λMEM - λProtein). 
 System Symbol # 
Lipids 
Lipid 
ratio 
# 
Prot. 
ΔλCWT 
(pN) 
ΔλPTA 
(pN) 
DPPC:DIPC:CHOL MEM 1600 40:40:20 - - - 
DPPC:DIPC:CHOL:C99 C99 1600 40:40:20 9 1 0.9 
DPPC:DIPC:CHOL:SX1AMutant SX1A.M 1600 40:40:20 9 0.7 2.4 
DPPC:DIPC:CHOL:SX1AWildtype SX1A.WT 1600 40:40:20 9 1.2 -0.7 
DPPC:DIPC:CHOL:WALP23 WALP23 1600 40:40:20 9 1.1 -0.7 
DPPC:DIPC:CHOL:WALP31 WALP31 1600 40:40:20 9 0.9 -0.2 
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Time evolution of mixing entropy, average distance from protein to domain 
interface and minimum distance from protein to domain interface  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.A4: Time evolution of (a) the mixing entropy, (b) average of the shortest 
distances in the xy- plane between center-of-mass of each protein and the membrane 
domain interface, and (c) the minimum of the shortest distance in the xy- plane between 
center-of-mass of each protein and the membrane domain interface. The error bars are 
calculated based on the replicate standard deviations. Time series are represented by 
moving averages over 100 ns windows. 
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Binary mixing entropy of the all-atom phase-separated system 
 
 
 
 
 
 
 
 
 
Figure 4.A5: Time series of the binary mixing entropy, 
mix 1 2 1 2 2 2    log     log  S p p p p  of the two leaflets of the all-atom phase-separated 
system, considering contact probability between similar types of lipids as 1p , and 
dissimilar types of lipids as 2p . Only DPPC and DIPC lipid contacts are considered in 
the evaluation of the binary mixing entropy. The time series are smoothed by performing 
a running average over a 10 ns window. 
Thermodynamic description of the line tension 
The differential free energy of a phase-separated lipid bilayer can be formulated as 
   dF PdV SdT dN dA dL              (1) 
where F is the Helmholtz  free energy, V is the volume, P is the pressure, T is the 
temperature, S is the entropy, N is the number molecules, μ  is the chemical potential, A 
is the surface area, γ  is the surface tension, L is the length of the contact line and λ is the 
line tension.  
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In the isothermal-isobaric ensemble with semi-isotropic pressure coupling, Equation 1 
reduces to  
   dF PdV dA dL                                       (2) 
The definition and magnitude of the surface tension of a bilayer has been discussed for 
some time.[276–279] It is currently accepted that subjected to constant area per lipid and 
periodically extended systems, the surface tension of a bilayer is negligible.[276] 
Following the arguments made by Brochard, Israelachvili, and Jahnig,[277–279] it can be 
summarized that an equilibrated bilayer represents the optimal packing of lipids under the 
constraints of membrane morphology. As such, 
F
  0
V
.  Since zV L A  and 
fluctuations in zL , defined as the simulation box length in z dimension, are minimal once 
equilibrated, 
1
 
 z
F F
V L A
= 0, leading to 
F
0
A 
. The phenomenological reasoning 
can be summarized as follows 
1. The net tangential pressure across a lipid bilayer is zero leading to zero surface 
tension. The negative tangential pressure arising from the attractive head group 
water interaction is cancelled by the positive tangential pressure arising in the 
bilayer mid-plane due to the tail group repulsions. The optimal packing is 
achieved via changes in the area per lipid such that the tangential pressures 
cancel. 
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2. Large undulations in a bilayer occur due to entropic fluctuations and compensate 
for any local net tangential pressures. 
Under the condition of negligible surface tension, Equation 2 can be further reduced to 
 dF PdV dL                                                           (3) 
Pressure tensor anisotropy method (PTA) 
 
 
 
 
 
 
 
Figure 4.A6: Snapshot of a phase-separated membrane system composed of DPPC 
(blue), DIPC (red) and CHOL (grey) where the interface between liquid ordered (Lo) and 
liquid disordered (Ld) domains lies parallel to the x-axis. The membrane normal is placed 
along the z-axis. 
In analogy with surface tension calculations in interfacial systems,[302] line tension in a 
phase-separated lipid bilayer can be extracted from the anisotropy of the pressure tensors 
perpendicular and parallel to the interface.[238, 303]   
Considering a domain interface along the x-axis (Figure 4.A5) and accounting for two 
leaflets of the lipid bilayer, Equation 3 leads to  
X Z 
Y 
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 2 xdF PdV dL                                                (4) 
The pressure tensor in a molecular system is defined as[304]  
, ,
1
   
N N
B ij ij
N T L i j i
F
P k T F r
V V
                                                (5) 
hence the pressure tensor along the interface is 
, , ,
 
y z
xx
N T L L
F
P
V
 
      ,  with constant   , ,   xx y zdF P dV N T L L  
The bulk pressure of the system ( bulk  )P  is approximated by the average of two pressure 
tensors perpendicular to the interface.[273] 
bulk
1
        ( )          
2 yy zz
P P P P  
Substituting for dF  and P  in the Equation (4) 
1
  ( )  2
2xx yy zz x
P dV P P dV dL  
1
2   ( ) 
2 yy zz xxx x
dV dV
P P P
dL dL
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where  
( )
       .x y z z y
x x
d L L LdV
L L
dL dL
 
Here it is assumed that the two box lengths perpendicular to the domain interface 
z y(  and  )L L  remain constant. This assumption should hold true for an equilibrated 
bilayer. 
It follows that the line tension per leaflet in a phase-separated bilayer where the domain 
interface lies along the x-axis is 
1 1
( )   .
2 2y z yy zz xx
L L P P P                              (6) 
This result can be further simplified assuming that the two perpendicular pressure tensors 
are equal  yy zz)(P P [238] such that 
1
(   )
2 y z yy xx
L L P P .                              (7) 
The absolute difference between the pressure tensors in the two perpendicular dimensions 
to the domain interface (   )P  can be defined as 
    .yy zzP P P                                                                                        (8) 
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Capillary wave method (CWT) 
Utilizing the Monge representation for a line interface between two stripe domains 
( )h h x , one can establish a relationship for the free energy (F) in terms of the 
interfacial height fluctuations, h, that occur in one dimension, x, along the projected 
length of the interface, L, as  
2
0
1
    where  
2
L
x x
h
F dxh h
x
                                                               (9) 
Employing the capillary wave approximation[305] for the energy of interface 
fluctuations, following the derivations by Honerkamp-Smith et al. and Katira et al.,[229, 
243]  
2 2
0
1
      ( ) ( )  
2 2
L
x
k
L
F dxh k h k h k                                                                          (10) 
0
2 1
with   and   ( )  
L
ikxnk h k dxh x e
L L
  
where L  is the smooth interface length of a stripe and mode index, n , takes the integer 
values 1,2, 3,... . 
Since Equation (9) is quadratic in form one can introduce the equipartition theorem 
where each capillary mode contributes on average B
1
2
k T  to the free energy. This 
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approximation is only applicable for the large wavelength modes where the capillary 
wave theory is valid.[270] The observed large wavelength modes correspond to integer 
divisions of the interface length( , / 2, / 3, )L L L . 
2 B
2
( ) ( )     ( )    
k T
h k h k h k
Lk
                                                                                    (11) 
Both pressure tensor and capillary wave methods have been used in computing line 
tension in a phase-separated lipid bilayer The methods should provide comparable 
estimates of the line tension as the effect of surface tension is negligible. It should be 
noted that while the pressure tensor anisotropy method computes the line tension of a 
leaflet, the capillary wave method estimates the line tension of an individual interface. As 
such,  
PTA  CWTper leaflet 2 (per interface)( )                                                                (12) 
Simulation Protocol for protein monomer simulation in DPPC:DIPC:CHOL 
(40:40:20) membranes 
Membranes were prepared with water thickness of 17.5 Å each side and protein is placed 
at random, with 10% of the waters modelled using anti-freeze parameters, and Na
+
 and 
Cl
-
 ion concentrations of 0.15 M approximating the physiological conditions. Production 
runs were in the NPT ensemble with velocity rescaling to 295 K was employed using a 1 
ps coupling time[261]  and the semi-isotropic Berendsen barostat was used with 1 bar 
pressure,[154] 5 ps coupling time, and compressibility of 3 × 10
−4
 bar
−1
. Temperatures 
and pressures were selected to mirror the simulation conditions employed in the previous 
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studies of phase-separation based on the MARTINI lipid model.[171, 238, 262] Lennard-
Jones and Coulomb interactions were treated using the GROMACS shifting function 
between 0.9-1.2 nm and 0.0-1.2 nm respectively. Systems were simulated up to 9 μs and 
last 2 μs of each trajectory was used for the analysis. 
Protein monomer simulations 
Table 4.A3: Protein sequences and lipid compositions used in protein monomer 
simulations 
System Protein Sequence #Lipids DPPC:DIPC:CHOL 
C99 KLVFFAEDVGSNKGAIIGLMVGGVVIATVIVITLVM
LKKK 
1600 40:40:20 
SX1A.M SLALLLLIMIIICCVILGIIIASTIGGIFG 1600 40:40:20 
SX1A.WT SKARRKKIMIIICCVILGIIIASTIGGIFG 1600 40:40:20 
WALP23 AWWL-(AL)8-WWA 1600 40:40:20 
WALP31 AWWL-(AL)12-WWA 1600 40:40:20 
tr-LAT-allF MEE-(F)22-CVHCHRLPGS 1600 40:40:20 
tr-LAT-allL MEE-(L)22-CVHCHRLPGS 1600 40:40:20 
tr-LAT-allA MEE-(A)22-CVHCHRLPGS 1600 40:40:20 
tr-LAT-WT MEEAILVPCVLGLLLLPILAMLMALCVHCHRLPGS 1600 40:40:20 
tr-LAT-allI MEE-(I)22-CVHCHRLPGS 1600 40:40:20 
tr-LAT-allV MEE-(V)22-CVHCHRLPGS 1600 40:40:20 
Notch VQSETVEPPPPAQLHFMYVAAAAFVLLFFVGCGVL
LSRKRRRQHGQLWFPE 
1600 40:40:20 
 
Flory-Huggins model of a phase-separated membrane with a protein 
I. Basics and Definitions 
We consider a lattice model of a phase-separated membrane. Each lipid tail takes a single 
cell and a protein occupies m x m cells. For the sake of simplicity, we consider a square 
lattice with   4z . We suppose that the system is made of two phases approximating 
liquid disordered (Ld) phase and liquid ordered (Lo) phase. In this model Ld phase 
consists of unsaturated lipid tails that corresponds to high structural disorder (D) and the 
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Lo phase consists of saturated lipid tails that corresponds to high structural order (O) in 
lipid membranes. The interaction energy between these lipid tails are denoted by OO w ,
DD w  and DO w . PO w  and PD w  are interaction energies between proteins and saturated 
and unsaturated lipids. 
 
We consider phase separation in two parallel stripes initially in the absence of 
protein. The system size is    L L  in length and d  is the lattice spacing. We consider 
individual lipid tails as lattice sites. For square lattice system     /l L d  gives the system 
size in terms of the number of cells. For a membrane that contains 800 lipid (1600 lipid 
tails) per leaflet    40l .  
The free energy of the membrane can be given by 
                                                                                                 (12) 
with 
                                                                   (13) 
 
where Dx  and Ox  are the molar fraction of unsaturated and saturated lipid tails, 
respectively. The free energy due to the interface is given by interface    2F l  where  
DO OO DD
1
    (     )
2
w w w . 
II. Square lattice 
We now consider the case where 4z  .  
A. 1-by-1 protein  
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For the inclusion of a 1-by-1 protein, the protein is first considered at boundary in two of 
four states, such as State 2 and State 3 (Figure 4.A7).  
The free energy of State 2 is given by 
 
 (14) 
We assumed that the proteins are very dilute such that only one protein in the system. 
The last term in the above free energy is the entropic term, as there are 2l  cells in the 
boundary in total. We define PD PD DD    / 2w w , PO PO OO    / 2w w  leading to 
the identities PD PO(     ) / 2  and PD PO  (   ) . 
 
The free energy of State 2 can be then recast into 
 
        (15)  
 
Similarly we can find 
                                              (16) 
 
Thus the free energy of the protein localized at the boundary is given by                                                    
 
     (17) 
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To see the impact on line tension we rewrite 
 
 
(18)  
 
Thus the line tension change per linactant by 
 
                (19) 
 
B. 2-by-2 protein  
Now we think about a 2-by-2 protein system (Figure 4.A8).  There are five states to be 
considered and States 2 to 4 are the state where protein is at boundary. With the similar 
calculation shown above, the free energy of States 2–4 may be given by 
 
 (20) 
 
(21) 
 (22) 
     (23) 
C. m-by-m protein  
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Generalizing for the case of m-by-m protein 
 
     (24)  
  
       (25) 
 
  
  (26) 
 
Thus the line tension change per linactant is given by  
               (27) 
 
D. Protein distribution 
The free energy of protein being in Ld phase is given by, 
 
 
 
           (28) 
 
and the free energy of protein being in Lo phase is given by                         
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                            (29) 
 
We can reformulate the expressions introducing bulko 2 4F F l m   
 
                          (30) 
                         (31) 
                         (32) 
The free energy and the corresponding density profiles of proteins that result from this 
formulation (Figure 4.A9) are qualitatively comparable to the protein density profiles 
obtained from MARTINI protein monomer simulations in domain separated 
DPPC:DIPC:CHOL (40:40:20) membranes (Figure 4.11 in main text). 
E. Three-state description with density and line density 
We now consider an equilibrium constants for protein partitioning 1 bo ld
/K P P , 
2 bo lo
/K P P , 3 ld lo/K P P  where ldP  and ldP represent the 
concentration of protein in Ld  and Lo  phase, respectively, and 
bo
P represents the line 
density of protein in the boundary. More precisely, P 2ld Dld
)/ (P n l x , 
l O
P 2
olo
)/ (P n l x  and P 2ldbo / 2P n l  where 
P P
ld lo,    n n  and 
P
bon  stand for the 
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number of proteins in Ld phase, Lo phase and at Lo-Ld phase boundary, respectively. The 
equilibrium constants are given by constants are given by 
(33) 
 (34)  
(35) 
MARTINI protein partitioning data processed with the interface detection algorithm, and 
reduction in the computed line tension due to the protein, are utilized to estimate K1, K2 
and K3 leading the evaluation of , , , PD  and PO  (Table A4 and A5).  
                                                                                                                (36) 
  
or (37) 
III. Conversion between lattice sizes 
Here we discuss how to convert  obtained with lipid-per-lattice model to  value for 
tail-per-lattice model. The free energy of miscible and stripe phases are given by 
 
 (38) 
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where N  stands for number of lipids. The free energies for the corresponding tail-per-
lattice model would be given by 
 
 (39) 
where   2N N  is the number of lipid tail. Neglecting the rotational entropy, mixS  
should be B D D O O( ln ln )k TN x x x x  instead of B D D O O( ln ln )k TN x x x x , because 
two tails of the same lipid should always occupy a pair of neighbouring sites. So 
effectively there are only N sites are available. Therefore we have 
                     (40) 
and thereby we write 
                                                         (41) 
 
The free energy difference mix stripeF F is quadratic with respect to N and 
mix stripeF F has a crossover point at 
 
                                                                              (42) 
 
Solving this with respect to B/ k T , we obtain, 
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                                                                          (43) 
with B D C  586 / ,   0.45,  and   1000k T cal mol x N  (lipids per leaflet), we 
obtain 208 /cal mol . Here is the parameter for tail-per-lattice model. More 
specifically for C 740, 209 /N cal mol . 
Minimum distance (in xy plane) distributions of protein monomer 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.A7: Minimum distance (in xy-plane) distributions of protein monomer to 
instantaneous Lo-Ld domain interface (identified via the interface detection algorithm) 
while the protein is localized in Lo (blue) and Ld (red) phases. 
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Figure 4.A8: 1-by-1 protein (violet) in square lattice (z=4) depicting a stripe phase-
separated membrane with Ld phase colored in red and Lo phase in blue. 
 
Figure 4.A9: 2-by-2 protein (violet) in square lattice (z=4) depicting a stripe phase-
separated membrane with Ld phase colored in red and Lo phase in blue. 
 
Free energy and density profile as a function of lattice distance from interface 
 
 
 
 
Figure 4.A10: Free energy and density profile of 2-by-2 protein (m=2) in square lattice 
(z=4), obtained with FH model with  is set to 0.3 kcal/mol. 
Lattice distance from interface Lattice distance from interface 
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Parameterization of the Flory-Huggins model  
Table 4.A4: Estimates of K1, K2, K3, η and χ values from protein monomer simulation 
data 
Protein K1 K2 K3 /kBT /kBT 
C99 15.54 31.92 2.05 -0.09 0.997 
SX1A.M 3.77 1355 359 -0.735 1.275 
SX1A.WT 1.78 ∞ ∞ <<0  
WALP23 0.19 ∞ ∞ <<0  
WALP31 0.53 92.39 173.3 -0.644 0.179 
tr-LAT-allF 0.15 ∞ ∞ <<0  
tr-LAT-allL 279 5.84 0.02 0.483 1.155 
tr-LAT-allA 0.57 18.93 33.16 -0.437 -0.075 
tr-LAT-WT 3.77 23.21 6.16 -0.227 0.535 
tr-LAT-allI 237.8 4.37 0.018 0.499 1.034 
tr-LAT-allV 19.07 29.47 1.55 -0.054 1.032 
Notch 0.42 1.77 4.16 -0.178 -0.639 
 
Table 4.A5: Estimates of  x̄, χPD  and χPO values from protein monomer simulation data 
Membrane         3.052 
Protein λ(pN) Δλ(pN) L (nm) LΔλ/kBT x̄/kBT χPD/kBT χPO/kBT 
C99 2.517 0.535 21.2 2.79 1.6322 1.5872 1.6771 
SX1A.M 2.734 0.318 21.1 1.65 1.4934 1.1259 1.8609 
SX1A.WT 2.281 0.771 21.1 4.00    
WALP23 2.451 0.601 21.1 3.11    
WALP31 2.574 0.478 21.2 2.49 1.4135 1.0915 1.7355 
tr-LAT-allF 2.918 0.134 21.1 0.69       
tr-LAT-allL 3.130 -0.078 21.1 -0.40 0.9090 1.1505 0.6675 
tr-LAT-allA 2.396 0.656 21.1 3.40 1.5463 1.3278 1.7648 
tr-LAT-WT 2.609 0.443 21.1 2.30 1.4013 1.2878 1.5148 
tr-LAT-allI 2.400 0.652 21.1 3.38 1.8269 2.0764 1.5774 
tr-LAT-allV 2.811 0.241 21.1 1.25 1.2558 1.2288 1.2828 
Notch 2.362 0.690 21.1 3.58 1.4246 1.3356 1.5136 
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4.2 de novo phase-separation of an all-atom ternary lipid membrane with C99 
proteins  
This section reports the first unbiased, de novo phase separation event in a fully atomistic 
ternary lipid mixture containing DPPC:DUPC:CHOL at an approximate ratio of 35:35:30 
and the accompanying localization of two copies of the C99 transmembrane protein to 
the phase boundary. These results confirm the ability of the current all-atom 
CHARMM36 force field to capture lipid phase separation, demonstrate the preference of 
C99 (at low concentration) for the phase boundary, support the earlier conclusion that 
system sizes must be sufficiently large (~1600 lipids) to observe stable phase separations, 
and document the ability of the CHARMM36 force field to capture realistic cholesterol 
partitioning between lipid phases. 
4.2.1 Difficulties in achieving de novo phase-separation in all-atom simulations  
Studies observing a stable phase-separated lipid bilayer have been performed exclusively 
with coarse-grained (CG) models.[166, 196, 239, 241, 250, 268, 306–312] Inaccuracies 
present in the CG lipid models are also well known.[171] There has not yet been a 
successful investigation of stable phase separation in an atomistic lipid model other than 
the attempt by Hakobyan and Heuer that had only achieved an onset of phase separation 
after 9 μs simulation of a united atom ternary DPPC:DUPC:CHOL system.[308] Lyman 
and coworkers had previously reported that even an artificially constructed all-atom 
system with Lo/Ld phase coexistence gradually evolved toward a miscible state over a 10 
μs simulation trajectory.[313]  
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4.2.2 Necessity of appropriate systems size, membrane composition and temperature 
that aids lipid separation 
We previously investigated the effect of system size on phase separation in MARTINI 
simulations and found that the commonly-investigated DPPC:DUPC:CHOL mixture at 
35:35:30 ratios at 295 K and 1 atm exhibits a “critical size”, beyond which the phase-
separated state becomes stable. Using coarse-grained simulations, that critical size was 
found to occur at approximately 1000 lipids according to lipid mixing entropy and lipid 
liquid crystal order parameters.[166] As a result of the substantial system sizes required 
to observe a stable phase-separation combined with the relatively slower dynamics of 
atomistic models in comparison to CG models, the de novo simulation of phase 
separation of from a miscible state using all-atom models of lipid bilayers is currently 
beyond the reach of conventional supercomputers. In addition, it was observed that the 
selection of saturated and unsaturated lipid types that lead to significant enthalpic driving 
force towards lipid de-mixing is essential to achieve phase-separation on a microsecond 
time scale. 
4.2.3 Disparity between experiments and coarse-grained simulations in protein 
partitioning  
We recently investigated the preferential partitioning of a variety of transmembrane 
proteins between domains in phase-separated membranes using CG molecular dynamics 
simulation.[167] While we were able to elucidate the major driving forces that govern the 
protein migration and co-localization, the CG MARTINI protein model employed failed 
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to reliably capture protein partitioning between lipid phases expected based on 
fluorescence microscopy experiments in  giant plasma membrane vesicles,[70, 281]. For 
example we have observed, for example, the all leucine mutant of tr-LAT TMD to 
partition to the Lo phase which is contrary to its experimentally observed preference for 
the Ld phase.[167] 
These observations highlight the importance of modeling laterally heterogeneous 
membrane systems using proteins with fully atomistic descriptions while also working to 
improve existing coarse-grained models of membrane proteins. The partitioning of 
proteins to Lo or Ld domains is of importance for interpreting the local lipid environment 
in biophysical investigations of protein structure and is also a determinant of protein-
protein association kinetics. Lipid phase separation had never been sampled to 
completion in all-atom MD simulation before, and neither has protein localization within 
a phase-separated membrane been investigated. Our conclusions regarding the minimum 
system size requirements for the simulation of stable phase separated states[166]  with 
appropriate lipid compositions,[167] a solvated bilayer with transmembrane proteins, 
containing nearly half a million atoms and simulation in the timescale of tens of 
microseconds are necessary. As such application-specific integrated circuit (ASIC) 
customized for molecular dynamics simulations is the only viable option for simulating 
such a system for long time scales. Hence we have employed ANTON2,[314] located at 
the Pittsburgh Supercomputing Center (PSC) design by D. E. Shaw Research. 
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4.2.4 Anton simulation details 
We performed a single simulation of a 496,452-particle system containing a lipid bilayer 
using the NPT ensemble for 18 µs of sampling. The system was composed of two 40-
residue transmembranes (TM) proteins, 640 DPPC (16:0-PC) lipids, 640 DUPC (18:2-
PC) lipids, and 480 Cholesterols (CHOL) in a symmetric lipid bilayer. The membrane 
and protein system was solvated in 96800 TIP3P waters and 139 Na
+ 
and 149 Cl
-
 ions. 
The initial conditions of the system consisted of a random lateral mixture of lipids and 
two copies of APP-C9916-55 proteins (C99) separated by a distance equivalent to one lipid 
solvation shell apart with the juxta-membrane helices of each protein in close proximity. 
The CHARMM36m[315] force field parameters were used for proteins and 
CHARMM36[138, 198] force field parameters were employed for lipids and cholesterols. 
The initial conditions were prepared and equilibrated using CHARMM-GUI 
protocols.[151] 
The production simulation was run on ANTON2 ASIC[314] in an NPT ensemble 
using a 2.5 fs time step and a RESPA scheme with the default bonded interval of 1-time 
step, far non-bonded interval of 3-time steps, and non-bonded near interval of 1-time 
step. Pressure was kept constant at 1 bar with semi-isotropic pressure coupling using the 
MTK barostat,[157] set with a coupling constant of 0.0416667 ps, a barostat interval of  
480 ps, and a reference temperature of 299 K. Temperature was kept constant via the 
Nosé-Hoover thermostat,[115, 116] with a coupling constant of 0.0416667 ps, a 
thermostat interval of  24 ps and a reference temperature of 299 K. The reference 
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temperature had to be set 4 K higher to achieve a simulation temperature of 295 K. Long-
range interactions were computed using the u-series method with default 
parameters.[314] The center of mass motion removal was applied to prevent any 
incidental drift. Energies were saved every 2.4 ps and coordinates were saved every 240 
ps. 
4.2.5 Main findings and discussion 
Figure 4.13: Initial and final system configurations consisting of two C9916-55 in gold and 
DPPC, DUPC, and Cholesterol, water, and ions in blue, red, green, cyan, and orange 
respectively. 
Within the 18 µs simulation performed, the system achieved a macroscopic phase 
separation (Figure 4.13), surpassing the 50% lipid-lipid miscibility point in mixing 
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entropy (Figure 4.14). This confirms that we have successfully performed the first de 
novo phase separation via all-atom MD simulation. Though the two C99 monomers came 
into contact during this simulation via their juxta-membrane helices, they did not 
associate to form stable a dimer. 
Figure 4.14: Lipid mixing entropy 
(Smix) of each lipid leaflet. The 
point in mixing entropy 
corresponding to a 50% miscible 
system, marks the miscibility 
point.  
However, we were able to achieve 
substantial statistics on the local 
lipid environment of C99 throughout the phase separation process. By approximately 3 
µs, accompanying the transition from lipid miscibility to lipid phase separation, C99 
establishes ~80% of its’ nearest neighbor lipid contacts with DUPC (Figure 4.15). C99 
sits on the Ld side of the Ld-Lo phase boundary, occasionally fluctuating into the phase 
boundary proper. This is a particularly important result. The current models and 
experiments describing protein  
 
Figure 4.15: Percentage of all 
C99-lipid contacts observed for 
C99-DPPC and C99-DUPC, 
quantifying the local 
environment around the two 
C99 proteins over time. 
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Figure 4.16: (a) Percentage of CHOL-lipid contacts. (b) Time evolution of cholesterol 
partition coefficient (KP) between DPPC rich domains and DUPC rich domains. KP is 
defined as the ratio between CHOL-DPPC contacts and CHOL-DUPC contacts. 
partitioning between lipid phases do not consider the Ld-Lo phase boundary as a unique 
region on the cellular surface distinct from the Lo and Ld domains.[70, 281] Our recent 
work examining a variety of protein types using the MARTINI model observed that the 
majority of proteins (including C99) in the MARTINI model of this same 
DPPC:DUPC:CHOL mixture also partition to the Ld side of the phase boundary, 
however, there was no experimental or long-timescale all-atom simulation data to support 
and validate this concept until now.[167] 
The partitioning of CHOL between the Lo and Ld phases has been suggested to 
be roughly 2:1 based on Raman spectroscopic studies of a supported lipid bilayer,[265] 
and free energy calculations in artificially-maintained DOPC:DPPC phase 
separations.[316] We have computed the ratio of CHOL contacts with DPPC and with 
DUPC to effectively express the partitioning of CHOL between Ld and Lo phases. We 
observe over time an approximate 2:1 ratio of CHOL:DPPC and CHOL:DUPC contacts, 
consistent with these findings (Figures 4.16 a and b). 
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4.2.6 Conclusions 
Taken together, our observations demonstrate the feasibility of de novo modeling of 
phase separation events in fully atomistic lipid membranes with appropriately sized 
systems, supporting thermodynamically stable phase separated states, and suitable lipid 
mixtures, with the appropriate choice of saturated and unsaturated lipids with cholesterol. 
These findings validate our previous predictions regarding C99 protein migration to the 
domain boundary in laterally heterogeneous membrane environments.[167] This 
observation has implications for wide verities of membrane-bound proteins and enzymes 
that are involved in cellular signaling. Given that the effective concentration of the 
signaling molecules increases as a result of the two-dimensional diffusion on the 
membrane surface being restricted to one-dimensional diffusion along interface. As such 
there is a higher probability of encounter between signaling partners. In this study we 
have also demonstrated the capability of CHARMM36 lipid force field to spontaneously 
form and maintain phase separated states with appropriate partitioning of cholesterol 
between lipid domains. 
. 
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Chapter 5 Complex membrane models containing gangliosides and 
phosphoserines 
This chapter describes the investigation of lipid-lipid and lipid-ion interactions in 
complex membrane environments containing gangliosides and other negatively charged 
lipids like phosphoserines using atomistic and coarse-grained MD simulations.  
5.1 Modeling the outer membrane of an artificial virus nanoparticle
3
 
This section describes the MD simulations done in collaboration with the Reinhard group 
to investigate the ion mediated lipid-lipid interactions in artificial virus nanoparticle that 
mimics crucial characteristics of human immunodeficiency virus 1 (HIV-1). 
5.1.1 Introduction 
Noble metal nanoparticles wrapped in a membrane can be utilized to interrogate lipid-
mediated, virus-cell interactions systematically.[317] The composition of the membranes 
can be rationally controlled to mimic specific viral envelopes to initiate recognition by 
cellular receptors and trigger uptake by targeting host cells. In the case of HIV-1, 
phosphatidylserine (PS)[318]  and monosialodihexosylganglioside (GM3)[319] are 
known to have functional roles in the infection process. PS factors in the clathrin-
mediated endocytosis or macropinocytosis and links to an endocytotic pathway.[320]  
                                                          
3
 This section is based on the computational work included in the manuscript: “Membrane-wrapped 
nanoparticles probe divergent roles of GM3 and phosphatidylserine in lipid-mediated viral entry 
pathways,” F. Xu, A. Bandara, H. Akiyama, B. Eshaghi, D. Stelter, T. Keyes, J.E. Straub, S. Gummuluru, 
and B.M. Reinhard, Proc. Natl. Acad. Sci. USA 115, E9041-E9050 (2018). AB, BMR and JES designed 
the project. AB carried out the simulations and performed the analysis. 
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The ganglioside GM3 participates in inter-cell communication through binding to the 
sialic acid recognizing lectin CD169, leading to the accumulation of virus particles in the 
intracellular compartments.[321–323] Both GM3 and PS lipids are enriched in viral 
envelope membrane as well as in lipid rafts from which the virus preferentially 
buds.[324] The interplay between PS and GM3, and how this leads to PS-mediated 
endocytosis/phagocytosis or in GM3-mediated virus collection in intracellular 
compartments of macrophages are not yet clear. Predicting the membrane composition-
dependent regulatory mechanisms of artificial virus nanoparticles and understanding the 
GM3-PS interactions which are at the heart of this matter remains central to the to 
develop NP-based biomimetic drug delivery strategies.[325–329] 
5.1.2 Summary of the experiments 
Reinhard group had developed and applied artificial virus nanoparticle models as an 
experimental probe to investigate the interplay of PS and GM3 in mediating the 
formation virus-containing compartments in macrophages.[317] They observed the virus-
containing compartments localization to be specifically dependent on GM3-CD169 
interactions. They have experimentally verified the importance of the artificial virus 
nanoparticle core in virus-containing compartments formation, establishing the versatility 
of artificial virus nanoparticle models for studying the role of core stiffness in the early 
events of the HIV-1 infection cycle. They also compared the intracellular fate of artificial 
virus nanoparticles with different membrane compositions with HIV-1 virus-like particles 
and Ebola virus-like particles, finding that artificial virus nanoparticles that contained 
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GM3 with low PS concentration get sequestered together with HIV-1 virus-like particles 
in virus-containing compartments, while ones with high PS concentration get collected 
with Ebola virus-like particles in lysosomes. 
5.1.3 Simulation protocols 
Atomistic simulations All-atom Lipid membranes consisting of 280 lipids were 
constructed with compositions of DPPC:DOPS:CHOL:GM3 (47:10:40:3) and 
DPPC:CHOL:GM3 (57:40:3). Initial random membrane configurations were prepared 
using the CHARMM-GUI Membrane Builder[148, 150] with CHARMM36 all-atom 
lipid force field[138, 198, 330] parameters and TIP3P water model[113]. Membranes 
were prepared with 40.0 ‎Å water thickness and Na+ and Cl- ions at an approximate 
concentration of 0.15 M. Systems were minimized and equilibrated according to the 
CHARMM-GUI protocols. Production runs were maintained at the temperature of 310 K 
using the Nose-Hoover thermostat[115, 116] and pressure of 1 bar using the Parrinello-
Rahman barostat with the semi-isotropic coupling.[117] The Smooth Particle-Mesh 
Ewald method was used to model long-range interactions.[118] Simulations were carried 
out up to 1.2 µs employing the leap-frog integrator with a time step of 2 fs, initial 200 ns 
was discarded, and the latter 1 µs trajectory was analyzed in 5 blocks. 
Coarse-grained simulations Lipid membranes with similar compositions, water 
thicknesses, and ion concentrations were constructed using MARTINI coarse-grained 
representation.[132, 133, 331, 332] Each membrane consisted of 1600 lipids and was 
simulated with temperature and pressure kept constant at 310 K and 1 bar, via the 
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velocity-rescaling thermostat and semi isotropic Berendsen barostat. Three replicates 
were initiated up to 8 μs each, cumulating 24 μs of coarse-grained trajectories. Last 2 μs 
of each replicate was utilized to produce six blocks for averaging. 
The GROMACS 5.0 simulation platform was used for both all-atom and coarse-grained 
MD simulations[120, 333, 334]. GROMACS analysis packages and in-house python 
scripts were employed in the analysis, and VMD[335] was used for molecular 
visualizations. 
5.14 Results and discussion 
Xu et al. had carried out inductively coupled plasma mass spectrometry (ICP-MS) studies 
that quantify the cellular gold content, to characterize the effect of GM3/PS ratio on 
artificial virus nanoparticles uptake (Figure 5.1a). At both zero PS concentrations (3/0) 
and high PS concentrations (0/10), higher artificial virus nanoparticles uptakes were 
observed than the equivalent combination of both GM3 and PS (3/10). This observation 
is seemingly at odds with the fact that the membrane of HIV-1 particles includes an 
equivalent combination of gangliosides and PS.[324] Figure 5.1b shows the intracellular 
spatial distribution of artificial virus nanoparticles with different GM3/PS ratios and how 
each composition affects their colocalization with CD169, which signals the 
accumulation of virus particles in the intracellular compartments. When there was no PS 
in the artificial virus nanoparticles membrane (GM3/PS ratio of 3/0), the artificial virus 
nanoparticles were confined to the CD169 enriched rim of the cell. When PS was present, 
the colocalization of artificial virus nanoparticles and CD169 was observed to deteriorate. 
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Instead, with increasing PS concentrations, the artificial virus nanoparticles localized 
throughout the cytoplasm. Xu et al. report the observed frequency of artificial virus  
Figure 5.1: Characterization of artificial virus nanoparticles binding and uptake in 
CD169+ THP-1 cells as a function of GM3/PS ratio. a) Gold content per cell (ppb = parts 
per billion) as a function of GM3/PS ratio determined by ICP-MS. The average of four 
independent experiments is plotted. *** p < 0.001 relative to 3/0 artificial virus 
nanoparticles. b) Wide-field fluorescence images of artificial virus nanoparticles 
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containing CD169+ THP-1 cells for different GM3/PS ratios. CD169 and nucleus are co-
stained. All images were acquired 45 min after artificial virus nanoparticles addition. 
Scale bar: 5 μm. c) Relative frequency of PH1 for artificial virus nanoparticles with 
GM3/PS contents as specified in Poly-I treated cells (see text) after 45 min of incubation 
with artificial virus nanoparticles. At least 200 cells per condition were imaged. d) (Main) 
Radial distribution functions (g(r)) of PO4 bead of PS head groups (green), PO4 bead of 
DPPC, and ROH bead of cholesterol head groups (black), and Na+ (blue), with GM1 
bead of GM3, in coarse-grained simulations of artificial virus nanoparticles membranes. 
(Inset) g(r) of P atoms of PS head groups (green), P atoms of DPPC and O3 atoms of 
Cholesterol head groups (black), and Na+ (blue), with heavy atoms of GM3 carbohydrate 
groups, in all-atom simulations of artificial virus nanoparticles membranes. Thick lines 
represent the DPPC:DOPS:CHOL:GM3 (47:10:40:3) system and the dotted lines 
represent the control (DPPC:CHOL:GM3 (57:40:3)), with standard deviations shaded 
around the plotted lines. e) Side view of the entire membrane, top view of the membrane 
head group plane (indicated by the dotted square) of the final configuration after 8 µs 
coarse-grained simulation of the DPPC:DOPS:CHOL:GM3 (47:10:40:3) system. A 
close-up view of the final configuration of the 1.2 µs AA system is included as an inset. 
Membrane components are rendered in space filled spherical representation with the 
color-coding, GM3: purple, DOPS: green, DPPC and cholesterol: grey, Na+: blue, Cl-: 
yellow, water (TIP3P): cyan. f) Quantification of the effect of NaCl on recombinant 
CD169 binding to artificial virus nanoparticles through ELISA. The graph plots the 
relative absorbance (normalized by the absorbance of the respective artificial virus 
nanoparticles in NaCl-free HEPES buffer) for 3/10 and 3/0 artificial virus nanoparticles 
in 1x PBS and 150 mM NaCl. The data are averages of five independent experiments per 
condition. *** p < 0.001 relative to HEPES measurement. NS = not significant. Figure 
adapted from "Membrane-wrapped nanoparticles probe divergent roles of GM3 and 
phosphatidylserine in lipid-mediated viral entry pathways" F. Xu et al., 2018, 
Proceedings of the National Academy of Sciences, vol. 115, no. 39, pp. E9041–E9050.  
nanoparticles are confined to the CD169 enriched rim of the cell (which is identified as a 
phenotype PH1)as a function of GM3/PS ratio in the presence of polyinosinic acid (poly-
I) in Figure 5.1c. Poly facilitates the quantification of the effect that the GM3/PS ratio has 
on the CD169-dependent peripheral enrichment of artificial virus nanoparticles. In Figure 
1c the contribution of PH1 can be seen to decreases with decreasing GM3/PS ratio 
leading to the conclusion that artificial virus nanoparticles with low PS concentration are 
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up-taken by CD169-mediated interactions, whereas for higher PS concentrations 
nanoparticle uptake is progressively dominated by PS receptors. 
The establishment of the competing PS-mediated and GM3 mediated uptake 
pathways is not enough to understand the observed antagonism between GM3 and PS. 
The existence of independent artificial virus nanoparticles recognition mechanisms 
should lead to an increase in the artificial virus nanoparticles uptake. Direct interactions 
between co-localized GM3 and PS could explain the antagonistic behavior of PS. In that 
scenario, PS may play a perturbative role in receptor recognition and/or subsequent 
uptake. Since both GM3 and PS are negatively charged, it is difficult to hypothesize the 
form of their interactions.  
In collaboration with the Reinhard group, we performed molecular dynamics 
(MD) simulations of conventional lipid membranes containing DPPC, DOPS, 
Cholesterol, and GM3 to validate the feasibility of an association of PS and GM3 
(Figures 5.1d and 5.1e). We included both coarse-grained (CG) and on (AA) MD 
simulations in this study. Both computational approaches confirm interactions between 
GM3 and PS. The radial distribution functions and trajectory snapshots from the AA 
model reveal a spatial colocalization of GM3 and PS that is facilitated by Na
+
 cations 
whose concentration is enriched near the lipid head group region (Figures 5.1d). Figure 
1e visualizes the GM3-PS co-localization with the Na
+
 ions in the background, evident in 
the final configuration of the coarse grain and all-atom simulations. CG simulations 
reveal a prominent peak in the GM3-PS radial distributions indicating strong co-
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localization. The AA radial distributions in the inset show comparatively modest 
nonspecific interactions. These differences in the exact peak positions and widths of the 
radial distribution functions of GM3 - PS and GM3 - Na
+
 in CG and AA MD simulations 
can be attributed to the differences in the simulation models. CG simulations allow 
extended time scales and system sizes. AA model, on the other hand, contains an accurate 
description of the electrostatics. Pertaining to GM3 and PS interactions atomistic model 
can describe the hydrogen bonding between lipids and aqueous solvation of the lipid head 
groups with high accuracy.[171] Schmalhorst and coworkers have reported the 
limitations and suggested improvements to the MARTINI coarse-grained model in 
relation to polysaccharides.[336] The apparent disparity between AA and CG results seen 
in this study illustrates the need for similar improvements to the glycolipids.  
Xu et al. went on to experimentally verify the effect of Na
+
 ions on GM3-CD169 
binding. They measured the binding of recombinant CD169 to surface-immobilized 
GM3-presenting artificial virus nanoparticles in NaCl-free HEPES as well as in 1x PBS 
and 150 mM NaCl. The CD169 contained a His-tag, which was used for quantification 
via ELISA. The CD169 binding with artificial virus nanoparticles with a GM3/PS ratio of 
3/10, was observed to drop significantly if a Na
+
-free HEPES buffer is exchanged with 
1x PBS or 150 mM NaCl (Figure 5.1f). In contrast to artificial virus nanoparticles with a 
GM3/PS ratio of 3/0, the measured change was not significant. Based on these 
experimental findings complemented by MD simulations, we concluded that Na
+ 
mediated
 
co-localization of the negatively charged GM3 and PS head groups interferes 
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with the recognition of the lipids through their cellular receptors and effectively reduces 
the avidity of artificial virus nanoparticles containing both GM3 and PS.  
In the biological context, lipid-mediated reductions in avidity of virus particles 
facilitate weak binding allowing the virus to scan different target cells. HIV-1 may have 
evolved to take advantage of this to allow viral glycoproteins to find their binding partner 
on the host cell surface after an initial, lipid-mediated transient contact gets established. 
 
5.2 Systematic investigation of gangliosides-phospholipid quaternary mixtures  
This section describes the simulations carried out exploring a plasma membrane “raft 
mixture” containing GM3, DPPC, DOPC, and cholesterol. In the previous study, apparent 
disparities were observed between the predictions of the CHARMM36 all-atom 
model[138, 198, 330] and MARTINI 2.2 coarse-grained model[132, 133, 332, 337] Main 
disagreements were observed in predictions of lipid-lipid interactions and lipid head 
group solvation. As a result we performed a systematic investigation of the two models as 
well as a newer set of coarse-grained parameters for gangliosides proposed by Gu and 
coworkers.[331, 338] In addition, we explored the effects of ganglioside concentration 
and effects of cholesterol concentration on membrane properties. Finally, as the 
membrane surface interaction, as well as lateral lipid segregation, was found to be driven 
by charge mediation, we also investigated the effects of salt concentrations on membrane 
surface properties. 
5.2.1 Simulation protocols 
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We performed all-atom (AA) and coarse-grained (CG) simulations of a “raft mixture” 
containing GM3, PSM, DOPC, and cholesterol in the following ratios (Table 5.1). 
Table 5.1: Compositions of the simulated quaternary lipid mixtures of 
GM3:PSM:CHOL:*PC (with DOPC for AA systems and DIPC for CG systems). NaCl 
salt contractions are considered zero when systems contain neutralizing counter ions. 
CHOL mol% GM3  mol% PSM mol% *PC mol% [NaCl] mM 
0 4 48 48 150.0 
20 4 38 38 150.0 
40 4 28 28 150.0 
0 20 40 40 150.0 
20 20 30 30 150.0 
40 20 20 20 150.0 
20 4 38 38 0** 
40 4 28 28 0** 
20 20 30 30 0** 
40 20 20 20 0** 
Atomistic simulations AA lipid membranes, consisting of 300 lipids in a periodic 
simulation box with the dimensions 8 nm x 8 nm x 12 nm, were constructed with the 
compositions detailed in Table 5.1. Initial random membrane configurations were 
prepared using the CHARMM-GUI Membrane Builder[148, 150] with CHARMM36 all-
atom lipid force field[138, 198, 330] parameters and TIP3P water model[113]. 
Membranes were prepared with 40.0 ‎Å water thickness and Na+ and Cl- ions at an 
approximate concentration of 150 mM, or with neutralizing counter ions. Systems were 
minimized and equilibrated according to the CHARMM-GUI protocols. Production runs 
were maintained at the temperature of 296 K using the Nose-Hoover thermostat[115, 
116] and pressure of 1 bar using the Parrinello-Rahman barostat with semi-isotropic 
coupling.[117] The Smooth Particle-Mesh Ewald method was used to model long-range 
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interactions.[118] Simulations including 150 mM NaCl aqueous environment were 
performed up to 1 µs, employing the leap-frog integrator with a time step of 2 fs. 
Simulations with an aqueous environment of neutralizing counter ions were carried out 
up to 500 ns. 
Coarse-grained simulations Lipid membranes with similar compositions, water 
thicknesses, and ion concentrations were constructed using two sets of MARTINI coarse-
grained parameters. 
MARTINI 2.2 parameter set: Phospholipids and cholesterols were modeled with 
MARTINI 2.2 parameters[132, 133, 241] and gangliosides were modeled with Lopez et 
al. parameters.[337]  
MARTINI 2.2P (Gu et al. for GM3) parameter set: Phospholipids and cholesterols 
were modeled with MARTINI 2.2P parameters[133, 338] and gangliosides were modeled 
with Gu et al. parameters.[331] 
DIPC lipid was used (rather than DOPC lipid) in the CG simulations due to its 
well documented ability to facilitate domain separation.[25, 166, 238, 252] Each 
membrane consisted of 2000 lipids in a periodic simulation box with the dimensions 22 
nm x 22 nm x 10 nm and temperature and pressure of 296 K and 1 bar, via the velocity-
rescaling thermostat and semi-isotropic Berendsen barostat.[113] Membranes were 
prepared with a 40.0 ‎Å water thickness and Na+ and Cl- ions at an approximate 
concentration of 150 mM, or with neutralizing counter ions. Production simulations were 
carried out to 9 µs with a 20 fs time step.The GROMACS 2016.3 simulation platform 
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was used for both all-atom and coarse-grained MD simulations[120, 333, 334]. 
GROMACS analysis packages and in-house python scripts were employed in the 
analysis, and VMD[335] was used for molecular visualizations. 
5.2.2 Comparison of MARTINI 2.2 and MARTINI 2.2P (Gu et al. for GM3) CG 
parameters with AA simulations 
Our  previous study[317] indicated significant disparities between the predictions of AA 
and CG models in describing complex membranes with gangliosides. As such, we have 
performed a detailed comparison of the CHARMM36 AA model, CG model we 
previously used (MARTINI 2.2) [132, 133, 241, 337], and a newer set of CG parameters 
(MARTINI 2.2P (Gu et al. for GM3))[133, 331, 338] in raft-mimicking membranes with 
low (4 mol%) and high (20 mol%) ganglioside content (Figure 5.2). As seen from the 
radial distributions in Figure 5.3, MARTINI 2.2P (Gu et al. for GM3) CG parameters 
capture GM-GM and GM-CHOL interactions admirably. Due to the known issues with 
the CG water model and the highly approximate treatment of electrostatics,[171] GM-
Na
+
 interactions are found to be quite different at the AA and CG levels. One of the main 
weaknesses of the previous CG GM model[337] was the relative hydrophobicity of the 
carbohydrate groups, favoring the association the carbohydrate groups with the 
membrane surface, and disfavoring conformations extending to the aqueous environment. 
MARTINI 2.2P (Gu et al. for GM3) parameter set leads to enhanced solvation of the 
carbohydrate groups favoring more extended conformations. (Figure 5.2 bottom panel, 
Figures 5.3 and Figure 5.4)    
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Figure 5.2: Visualizations of the bilayer surface with lipid head groups represented by in 
space-filling (upper), a tessellated view of the lipid tail group surface (middle), and the 
cross-section view (lower) of the equilibrated configurations of membranes with the 
composition PSM:DOPC(DIPC):CHOL:GM3 4:28:28:40 simulated with CHARMM36, 
MARTINI 2.2P (Gu et al. for GM3), and MARTINI 2.2 parameters. Membrane 
components and tesselations are color-coded, GM3: magenta, PSM:blue, DOPC(DIPC): 
red, CHOL: green, Na
+
: orange, Cl
-
: teal and water: cyan.  
172 
 
 
 
 
Figure 5.3: Radial distribution functions, g(r), of the GM3 carbohydrate groups (carb) 
(center of mass), GM3 ceramide groups (cer) (C1F and C3S atoms), or GM3 ceramide 
groups paired with CHOL head groups (O3 atoms), GM3 carbohydrate groups, or Na
+
 in 
membranes simulated with CHARMM36, MARTINI 2.2P (Gu et al. for GM3) and 
MARTINI 2.2 parameters. 
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Figure 5.4: Distribution of GM3 carbohydrate groups, lipid head groups, ions, and water 
positions along the membrane normal, relative to the membrane midplane in systems 
with low (4 mol%) and high (20 mol%) ganglioside content simulated with 
CHARMM36, MARTINI 2.2P (Gu et al. for GM3) or MARTINI 2.2 parameters. 
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Figure 5.5: Normal density profiles of, GM3, CHOL, PSM, and DOPC(DIPC) in 
membranes simulated with CHARMM36, MARTINI 2.2P (Gu et al. for GM3) or 
MARTINI 2.2 parameters. 
  
175 
 
5.2.3 Effects of GM3 concentration on membrane properties 
 
Figure 5.6: (a) Time evolutions of binary mixing entropy, Smix, 
mix 1 2 1 2 2 2log ( ) log ( )S p p p p  calculated based on PSM and DIPC contacts, where 
1p  and 2  p are contact probabilities between similar types of lipids, and dissimilar types 
of lipids in CG systems simulated with MARTINI 2.2P (Gu et al. for GM3) parameters. 
The time series are smoothed by performing a running average over a 100 ns window. 
Tessellated views of the lipid tail group surface in the final configurations of the 
simulated membranes with (b) low ganglioside content and (c) high ganglioside content. 
The tessellations are color-coded in a similar fashion to Figure 2. 
Since a top-down CG model like MARTINI, maps a group of heavy atoms to one 
bead, capturing the normal distribution of the lipid atoms can be a difficult task. 
MARTINI 2.2P (Gu et al. for GM3) parameter set seems to capture the GM3 lipid tail 
interdigitation with some success, but there are marked disparities between lipid and 
CHOL normal density profiles of CG models when compared with AA results. (Figure 
5.5)  
  
176 
 
Figure 5.7: Distributions of the area per lipid tail of PSM, (DOPC) DIPC, CHOL, and 
GM3 in systems simulated with CHARMM36 or MARTINI 2.2P (Gu et al. for GM3) 
parameters.  
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Figure 5.8: Normal density profile of sodium ions in membranes simulated with 
CHARMM36, MARTINI 2.2P (Gu et al. for GM3), or MARTINI 2.2 parameters. 
After establishing strengths and weaknesses of CG MARTINI 2.2P (Gu et al. for 
GM3) parameter set in describing raft-mimicking membrane with gangliosides, we 
systematically probed the membrane properties while varying ganglioside content, 
cholesterol content, and salt concentration. 
As gangliosides are major components of the lipid rafts,[51, 74] and could 
associate favorably with the sphingomyelins through saturated tail packing and hydrogen 
bonding, the effect of gangliosides on domain separation is important to consider. Since 
lipid domain formation requires large lipid systems, on the order of 1,000 or more lipids, 
and long time scale observations, on the order of 20 micros or more,[166] simulations 
using a CG model remain the only viable choice for routine investigation of these 
systems. (Figure 5.2) As seen from the time series of binary mixing entropies of the 
simulated systems (Figure 5.6), at lower concentrations gangliosides appear to enhance 
domain separation and localize entirely inside raft-like ordered domains. However, at 
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high concentrations domain separation is impeded due to the formation of large 
ganglioside networks (Figure 5.6). Similar observations of the destabilizing effect of 
gangliosides on lipid phase separation at higher concentration (>10 mol%) have been 
reported by Liu et al. for CG membranes containing DPPC, DIPC, CHOL, and 
gangliosides.[339]  Other features like radial distributions of ganglioside (Figure 5.3) and 
the distribution of GM3 carbohydrate groups, lipid head groups, ions, and water position 
along the membrane normal (Figure 5.4) remains mostly independent of ganglioside 
concentration.  
Figure 5.9: Distribution of charge along the membrane normal in systems containing low 
(4 mol%) or high (20 mol%) ganglioside content in aqueous environments with 150 mM 
NaCl simulated with CHARMM36 or MARTINI 2.2P (Gu et al. for GM3) parameters. 
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5.2.4 Effects of cholesterol concentration on membrane properties 
Cholesterol concentration mainly affects the membrane properties through changes in 
lipid packing and tail order. In binary lipid mixtures, increasing cholesterol content is 
known to condense the membrane and increases the lipid tail order in a non-uniform 
manner.[340]  
In the simulated ternary and quarterly lipid mixtures, a clear condensing effect (2-
3 Å
2
) can be seen from 0 mol% CHOL to higher CHOL content, but the effect is more 
subtle when CHOL content increase from 20 to 40 mol% (Figure 5.7). Magarkar et al. 
reported that increasing the level of CHOL in a zwitterionic phospholipid membrane 
decreases Na
+
 binding to the membrane surface.[341] This is due to the increased 
hydrophobicity of the membrane surface, as the CHOL OH groups replace the 
phospholipid head groups. In our simulations we see a similar effect in systems with low 
(4 mol%) ganglioside content, and the opposite effect in systems with high (20 mol%) 
ganglioside content (Figures 5.4 and 5.8). At high ganglioside content, we expect the 
Na
+
-membrane surface interactions to be dominated by the negatively charged GM3. 
Increased CHOL content can only have indirect effects on theses interactions since the 
GM3 carbohydrate groups extend to the extra-membrane environment. The observed 
slight increase in Na
+
 binding may be due to the condensing effect of increasing CHOL 
content (Figure 5.7).  
5.2.5 Effects of salt concentration on membrane surface properties 
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Membrane surface charge density influences the protein uptake and cell signaling 
through modulation of electrostatic driven membrane binding.[342] Since our previous 
study[317] highlighted the role of the cation in mediating lipid-lipid interaction, we 
investigated the effect of salt concentration in the extra-membrane environment on the 
membrane surface. As seen from Figures 5.9 and 5.10, charge density at the membrane 
surface mostly remains neutral even in systems with high ganglioside content, where the 
negative charge carried by the GM3 might dominate.  
Figure 5.10: Distribution of the total charge along the membrane normal in systems with 
aqueous environments containing either 150 mM NaCl or neutralizing counter ions 
simulated with CHARMM36 or MARTINI 2.2P (Gu et al. for GM3) parameters. 
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This observation is supported by the experiments done by Himeno et al. in 
membranes containing negatively charged lipids.[343] They have observed negatively 
charged lipids to behave similarly to the zwitterionic counterparts in the presence of salt 
(10 mM NaCl). Surprisingly, charge density at the membrane surface doesn’t show 
significant differences in systems having only neutralizing counter ions in the aqueous 
environments, which were simulated as a control (Figure 5.10). This may be due to the 
limitations of the force fields since factors essential to electric field modulation, like 
polarizability, are not explicitly treated.[344, 345]  
5.3 Conclusions 
Using all-atom and coarse-grained simulations, we have modeled complex lipid 
environments containing gangliosides and phosphoserines. In conjunction with 
experiments, we have elucidated the role of cation in mediating the interaction between 
negatively charged lipids.  Those simulations have provided insight into the antagonistic 
role played by phosphoserines in GM3 functionalized artificial virus nanoparticles.  
We went on to systematically compare the coarse-grained force field parameters 
available to model ganglioside containing raft mimicking environments and found the 
parameters proposed by Gu et al.[331] to describe the structural properties of 
gangliosides well while still suffering from the limitations of the water model and 
approximate treatment of electrostatics.   
We then characterized the effect of ganglioside, cholesterol, and salt 
concentration on membrane properties. At lower concentrations we observed that 
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gangliosides support domain separation, while high concentrations impede domain 
formation as a result of the formation of large ganglioside networks. Cholesterol 
concentration was largely observed to modulate membrane properties through a 
condensation effect that is apparent in the area per lipid tail distributions. The salt 
concentration was found to be crucial as charge condensation induces a neutral charge 
density at the membrane surface, prompting the negatively charged lipids to act similarly 
to their zwitterionic counterparts. 
 
Chapter 6 Summary and future perspectives 
6.1 Summary 
To investigate the membrane structure and dynamics in controlled environments, we have 
studied model membranes containing phosphatidylcholines, sphingomyelins, and 
cholesterol. This study led to a detailed characterization of the cholesterol dimer structure 
ensemble into sub-states that elaborate on the classic view of face-flush cholesterol 
dimers. The Hong laboratory at MIT has recently confirmed our findings. In 
collaboration, we have extended the investigation to characterize cholesterol clustering 
that occurs via cooperation of inter- and intra-leaflet contacts in ternary lipid mixtures. 
To probe the dynamic interplay of lipids and proteins in lipid raft-mimicking 
environments, we accurately modeled laterally heterogeneous membranes and explored 
the migration of transmembrane proteins using coarse-grained and fully atomistic 
simulations. To quantify protein partitioning between lipid domains, we have developed 
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an algorithm capable of detecting domain boundaries in soft matter systems and 
extracting mechanical and interfacial properties of heterogeneous membranes. We have 
observed transmembrane proteins to preferably co-localize at the domain boundaries, 
reducing the excess free energy of forming an interface in both coarse-grained and fully 
atomistic simulations. This observation has implications in cellular signal transduction 
processes that involve transmembrane proteins, as well as to proteins related to amyloid 
beta genesis and the amyloid cascade hypothesis, such as amyloid precursor protein 
(APP), alpha-secretase, and beta-secretase. 
Venturing beyond the simple model membrane mixtures, we have characterized 
the specific interaction of gangliosides and phosphoserines in membrane environments.  
Characteristic roles played by cations in mediating the interactions between these 
negatively charged lipids were examined as components of artificial virus nanoparticle 
surfaces to identify lipid-mediated virus-cell interactions, in close collaboration with the 
Reinhard laboratory at Boston University. We have further investigated “raft-mimicking” 
quaternary membrane mixtures that contain gangliosides. We have observed that at lower 
concentrations gangliosides enhance domain separation, while at high concentration they 
tend to impede phase separation due to the formation of large ganglioside networks. 
6.2 Future perspectives 
6.2.1. Simulating membranes with leaflet asymmetry 
Biological lipid membranes are compositionally asymmetric between leaflets.[36–39] 
Most of the experimental and theoretical insights in membrane structure and function 
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have been derived from studies of symmetric membranes. While there have been recent 
experimental advances derived from the systematic investigation of leaflet 
asymmetry,[12]  simulation studies have mostly been limited to coarse-grained 
models.[346, 347] Modeling asymmetric lipid membranes employing atomistic resolution 
and system sizes that support thermodynamically stable lipid domains,[166] remains 
critical to the development of a microscopic understanding of biological cell membranes. 
In addition, future advances are dependent on our ability to advance simulation methods 
that are capable of facilitating and enhancing the trans-leaflet equilibration of lipids and 
cholesterol in these asymmetric systems as the relevant time-scales for trans-leaflet lipid 
exchanges (flip-flops) currently stand beyond routine simulations.  While advances will 
continue through brute force methods, extending the time scale accessible to molecular 
dynamic simulation, more complex systems will require more inventive simulation 
approaches.  Notably, there have been recent advances in enhanced sampling methods 
that hold the promise of greatly enhancing our ability to reach thermodynamic 
equilibrium in complex lipid bilayer assemblies.[348] 
6.2.2. Exploring the effects of negatively charged lipids 
The majority of model lipids used in probing lipid-lipid and membrane-lipid interactions 
are zwitterionic. We have previously reported the possible antagonistic role of 
phosphoserines in receptor protein recognition and the role of cations in mediating charge 
repulsion facilitating the interaction between negatively charged lipids.[317] Membrane 
models containing biologically relevant charged lipids like phosphoserines and 
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phosphatidylinositol in their cytosolic leaflet may be important to understand the protein-
lipid interactions. Charged lipids play the role of signaling molecules in cellular functions 
like apoptosis.[44] As such, developing a detailed microscopic understanding of lipid-
specific interactions and how those interactions modulate membrane properties remains 
imperative. 
6.2.3 Modeling ‘raft-like’ atomistic lipid membranes  
We have demonstrated that de novo domain separation is achievable, and domain 
separated lipid membranes can remain stable with appropriate systems sizes and 
appropriate lipid mixtures. Employing similar strategies, lipid domains with raft-like 
membrane compositions containing sphingolipids, gangliosides, and ceramides in 
coexistence with liquid-disordered domains can be modeled with fully atomistic details.   
6.2.4 Modeling transmembrane proteins with post-translational modifications 
We have established that interfaces between raft-like and non-raft domains play an 
important role in co-localizing transmembrane proteins.[167] Hypothetically once 
proteins are at the domain boundary, they can be directed into the raft domain through 
post-translational modifications including  palmitoylation,[349] or glycosylation.[350] As 
such, systematic examination of the effects of post-translational modifications of proteins 
in laterally heterogeneous membrane environments should be undertaken at a fully 
atomistic level to further elucidate the role of raft-targeting in membrane protein 
function. 
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6.2.5 Addressing excessive protein aggregation in existing coarse-grained models 
Modeling laterally heterogeneous membrane environments using all-atom models and 
realizable simulation time and length scales requires substantial computational resources. 
As a result,  coarse-grained simulations remain a necessity in membrane modeling for the 
foreseeable future.[351] As proteins compose upward of 50% of the biological membrane 
mass,[68] developing adequate models of membrane environments with appropriate 
protein ratios is a critical goal. Proteins are thought to act as crowders,[68] disrupt 
domain separation through steric pressure between proteins,[73], or exert the opposite 
effect and induce stability in microdomains in certain cases.[8] Coarse-grained membrane 
and protein models potentially well-suited to probe t these properties due to the long-time 
scales and large systems sizes achievable using those reduced models. However, at this 
time existing coarse-grained models of membrane proteins demonstrate an excessive 
tendency to aggregate [167, 290] leading to exaggerated protein clustering even at 
moderate protein concentrations. Hence careful optimization of the coarse-grained 
transmembrane protein models to reproduce the appropriate protein-protein association 
levels remains the first hurdle in the development of coarse-grained models suitable for 
the simulation of systems exhibiting biological levels of protein contents in lipid 
membranes.  
6.2.6 Exploring flexible coarse-grained models for transmembrane proteins 
In order to probe cellular signaling related events, protein insertions, and membrane 
surface protein interactions in laterally heterogeneous membranes, flexibility, and 
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adaptability of the simulation models for proteins must be carefully considered. Various 
membrane properties like hydrophobic thickness, fluidity, and membrane dipole potential 
can modulate protein structure. However the best current coarse-grained protein models 
have a restrained secondary structure that makes them too rigid and unable to exhibit 
transition in secondary structure critical to many protein self-assembly processes.[171] 
There have been some advances in this arena where structurally flexible protein 
backbones were introduced,[352] or protein rigidity was augmented with elastic 
networks.[353] There exist polymer-based protein models that have shown to 
successfully capture key features in the behavior of both structured,[354, 355] and 
intrinsically disordered proteins.[356] There is a pressing need to build on these insights 
and design coarse-grained transmembrane protein models that are adaptive to the changes 
in the aqueous or membrane environments. 
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