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Abstrakt
Tato bakalářská práce řeší detekci významných oblastí v obrazech. Při pozorování prostředí je
člověk schopen odlišit oblasti zájmu od nedůležitého pozadí. Automatické nalezení takovýchto
oblastí by mohlo pomoci v mnoha aplikacích analýzy obrazu, např. k urychlení detekce a roz-
poznání objektů v obrazech. Cílem této práce je analyzovat a porovnat chování tří známých
metod pro detekci významných oblastí a ověřit jejich úspěšnost na vybrané množině obrazů.
V první části této práce představíme přehled existujících metod detekce významných oblastí v
obrazech, následně popíšeme a analyzujeme tři z těchto metod. Na závěr tyto metody otestujeme
na množině obrazů z veřejného datasetu MSRA10K a porovnáme výsledky.
Klíčová slova: významné oblasti; obraz; detekce
Abstract
This bachelor’s thesis studies the detection of salient regions in images. When observing the
environment, one is able to distinguish areas of interest from an unimportant background. Au-
tomatic detection of such areas could help in many image analysis applications, such as speeding
up the detection and recognition of objects in images. The aim of this work is to analyze and
compare the behavior of three known methods for the detection of salient regions and to verify
their success on a selected set of images. In the first part of this work we present an overview
of existing methods for salient region detection in images, then we describe and analyze three
of these methods. Finally, we test these methods on a set of images from the public MSRA10K
dataset and compare the results.
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Seznam použitých zkratek a symbolů
HC – Histogram-based Contrast
MBD – Minimum Barrier Distance
SR – Spectral Residual
RGB – Red Green Blue
CBIR – Content-based Image Retrieval
FT – Frequency-tuned
CA – Context-aware
RC – Region-based Contrast
GC – Global Cues
SF – Saliency Filters
HDCT – High-Dimensional Color Transform
BMS – Boolean Map-based Saliency
RBD – Robust Background Detection
GMR – Graph-based manifold ranking
HS – Hierarchical Saliency
LR – Low rank
SMD – Structured matrix decomposition
ST – Saliency Tree
PCA – Principal Component Analysis
CNN – Convolutional Neural Network
MSRA – Microsoft Research Asia
FPS – Frames per second
OpenCV – Open Computer Vision Library
ROC – Receiver operating characteristic
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1 Úvod
Lidé často a bez námahy posuzují důležitost oblastí ve svém okolí a zaměřují svou pozornost
pouze na důležité části. Automatické detekování těchto významných oblastí počítačovými sys-
témy zůstává důležitým cílem, jelikož umožňuje preferenční alokaci výpočetních zdrojů v ná-
sledné obrazové analýze. Extrahované mapy významnosti jsou široce používány v mnoha aplika-
cích počítačového vidění, včetně segmentace obrazu na části s objekty zájmu [1, 2], rozpoznávání
objektů [3], adaptivní komprese obrazů [4] a editace obrazu se zohledněním obsahu [5, 6, 7, 8].
Významnost vzniká z vizuální jedinečnosti, nepředvídatelnosti, vzácnosti nebo překvapení
a je často připisována variacím v atributech obrazů, jako je barva, gradient, hrany a hranice.
Vizuální význam, úzce související s tím, jak vnímáme a zpracováváme vizuální podněty, zkoumají
různé obory včetně kognitivní psychologie [9, 10], neurobiologie [11, 12] a počítačového vidění [13,
14]. Teorie lidské pozornosti předpokládají, že lidský vizuální systém zpracovává pouze některé
části okolí podrobně, zatímco ostatní části zůstávají téměř nezpracovány.
Cílem detekce významných objektů je vypočítání a nalezení mapy významnosti, která zvý-
razňuje hlavní objekty a potlačuje pozadí scény. V poslední době tento problém získal díky své
užitečnosti velký zájem o výzkum v mnoha aplikacích počítačového vidění, např. detekce ob-
jektů, rozpoznávání dění a různé aplikace pro zpracování obrazu / videa. Vzhledem k rozvíjejícím
se aplikacím na mobilních zařízeních a rozsáhlým datasetům by metody detekce významných
objektů neměly pouze vytvářet vysoce kvalitní mapy významnosti, ale měly by být také vysoce
výpočetně efektivní.
1.1 Cíle práce
Cílem této práce je analyzovat a porovnat chování tří známých metod pro detekci významných
oblastí a ověřit jejich úspěšnost na vybrané množině obrazů.
V první části této práce představíme přehled existujících metod detekce významných oblastí
v obrazech, následně popíšeme a analyzujeme tři z těchto metod. První metoda se zaměřuje na
využití histogramového kontrastu (HC), zatímco druhá využívá transformaci přibližné minimální
bariérové vzdálenosti (MBD), a třetí aplikuje logaritmické spektrum pro získání spektrálního re-
zidua (SR). Na závěr tyto metody otestujeme na množině obrazů z veřejného datasetu MSRA10K
[15] a porovnáme výsledky.
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2 Přehled existujících metod detekce významných oblastí v ob-
razech
V minulých letech bylo představeno mnoho metod pro detekci významných objektů a oblastí.
Existuje celá řada technik vizuální salience, z nichž většina spadá do dvou hlavních kategorií:
predikce vizuální fixace a detekce významných oblastí.
2.1 Predikce vizuální fixace
V minulosti byla predikce fixace důležitou větví detekce významnosti. Tato technika využívá
kontrast prvků nízké úrovně, jako je barva, orientace a intenzita. V roce 1998 Itti a kol. [13]
představili metodu kontrastu zaměřeného na střed pro detekci významnosti pomocí barev, inten-
zity a orientačních rysů. Ma a Zhang [16] navrhli novou metodu pro generování map významnosti
založenou na analýze lokálního kontrastu. Na základě současného porozumění chování lidského
vizuálního systému, Meur a kol. [17] navrhli ucelený výpočetní systém k modelování vizuální
pozornosti zdola nahoru. Borji a Itti [18] představili model salience, který zvažuje lokální a
globální rarity obrazových patchů jako dva komplementární procesy. Harel a kol. [19] navrhli
grafové schéma vizuální významnosti pro detekci významných oblastí. Frintrop a kol. [20] upra-
vili model výběhu Itti a kol. [13] zavedením dvojité pyramidy pro výpočet gaussovských rozdílů
a využili ji pro segmentaci obrazu na části s objekty zájmu.
2.2 Detekce významných oblastí
Metody detekce významných objektů založené na globálních atributech prokázaly výhody v
některých úlohách. Lze je obecně rozdělit do dvou kategorií: metody využívající model zdola
nahoru a model shora dolů.
2.2.1 Modely zdola nahoru:
Tyto modely používají pouze nízkoúrovňové vlastnosti pro detekci významnosti. Achanta a kol.
[21] představili metodu segmentace pro detekci významných oblastí. Liu a kol. [22] vypočítali
lokální kontrast hran a objem barev v barevném prostoru HSV pro detekci významných oblastí
a použili další zpracování ve srovnání s tradičním vyhledáváním obrazů podle obsahu (CBIR).
Achanta a kol. [14] zavedli metodu frekvenčního vyladění (FT) pro detekci významných oblastí.
Tato metoda využívá barevné a jasové vlastnosti a může vytvářet mapy významnosti v plném
rozlišení s dobře definovanými hranicemi pro významné objekty. Goferman a kol. [23] představili
kontextovou (CA) metodu detekce významnosti, která si klade za cíl detekovat obrazové oblasti
představující scénu. Cheng a kol. [24, 25, 26] navrhli metodu histogramového kontrastu (HC)
a využili globální podněty (GC) a oblastní kontrast (RC) pro detekci významnosti. Mezitím,
Perazzi a kol. [27] navrhli použití salienčních filtrů (SF) pro detekci významných oblastí. Kim
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a kol. [28] představili novou techniku, která automaticky detekuje hlavní oblasti obrazu pomocí
barevné transformace ve vysokém rozlišení (HDCT). Zhang a Sclaroff [29] navrhli nový boo-
leovský mapový model (BMS). Li a kol. [30] prozkoumali využití světelných polí pro detekci
významnosti.
2.2.2 Modely shora dolů:
Modely shora dolů využívají vysokoúrovňové vlastnosti nebo algoritmy strojového učení speci-
ficky zaměřené na detekci významnosti.
a) Modely využívající vysokoúrovňové vlastnosti: Wei a kol. [31] navrhli geodetickou me-
todu, která využívá vlastnosti pozadí. Jiang a kol. [32] zvažovali odchylku a prostorové rozložení
významných objektů a pozadí. Zhu a kol. [33] představili novou metodu měření pozadí, která
používá intuitivní geometrickou interpretaci pro detekci pozadí s vysokou přesností (RBD). Ji-
ang a kol. [34] navrhli nový segmentační algoritmus k integraci významných nízkoúrovňových
podnětů a objektových vlastností tvarů. Zhang a kol. [35] představili algoritmus pro transfor-
maci přibližné minimální bariérové vzdálenosti (MBD) pro detekci významných oblastí. Yang a
kol. [36, 37] navrhli metodu varietního pořadí založeného na grafech (GMR) pro extrakci poza-
ďových oblastí a významných objektů v popředí a rozšířili ho do víceúrovňového grafu. Yan a
kol. [38] představili hierarchický model (HS) snižující efekt složitých struktur, zatímco Shi a kol.
[39] rozšířili tento model o vícevrstvý přístup. Shen a Wu [40] navrhli metodu obnovení matice s
nízkým hodnocením (LR), která spojuje tradiční nízkoúrovňové vlastnosti spolu s vysokoúrov-
ňovými pro vyšší úroveň detekce významných objektů. Peng a kol. [41] představili nový model
rozkladu strukturované matice (SMD) se dvěma strukturálními regularizacemi pro detekci vý-
znamných objektů. Liu a kol. [42] navrhli model stromů významnosti (ST) pro její efektivní
měření.
b) Modely využívající algoritmy strojového učení: Margolin a kol. [43] navrhli nový pří-
stup k odhalování významných oblastí prostřednictvím identifikace jedinečných vzorů (PCA),
zatímco Hou a kol. [44] navrhli spektrální reziduální (SR) přístup. Wang a kol. [45, 46] předsta-
vili integraci kontrolovaných atributů k diskriminační integraci významných prvků pro výpočet
významnosti. He a kol. [47] představili novou metodu, která používá konvoluční neuronovou
síť (CNN) zaměřenou na superpixely k detekci významných oblastí. Zhao a kol. [48] využili
techniky hlubokého učení k detekci významnosti, přičemž jak globální tak lokální kontext jsou
brány v úvahu. Chen a kol. [49] využili metodu deep-CNN k progresivnímu učení reprezentací vý-
znamnosti a Li a kol. [50] navrhli víceúrovňový model významnosti založený na plně konvoluční
neuronové sítí. Li a Yu [51] představili koncovou síť hlubokého kontrastu pro detekci významných
objektů. Liu a Han [52] navrhli hlubokou hierarchickou síť pro detekci významnosti.
Výše uvedené metody jsou některé z těch nejmodernějších metod detekce významnosti. Toet
[53] a Borji a Itti [54] předložili přehled stávajících modelů významnosti.
Vytvoření metody, která má vysokou výpočetní efektivitu a generuje vysoce kvalitní mapy
významnosti však zůstává náročné.
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3 Výběr metod
V kapitole 2 byla představena řada metod pro detekci významných objektů a oblastí. V příštích
kapitolách budou popsány tři metody z tří různých kategorií.
Tyto tři metody jsme si vybrali, jelikož představují tři různé druhy způsobů řešení problému
detekce významných oblastí v obrazech a výborně znázorňují výhody a nevýhody jednotlivých
druhů.
Metoda histogramového kontrastu
Tato metoda, zastupující kategorii zdola nahoru bude představena v kapitole 4. Principem
této metody je přiřazení hodnot významnosti jednotlivým barvám v obraze pomocí porovnání
barevného kontrastu. Tento způsob je účinný při detekci významnosti v obrazech, kde významná
oblast sestává z barev, které se výrazně odlišují od pozadí jak kontrastem, tak barvou.
Metoda minimální bariérové vzdálenosti
Metoda MBD, představena v kapitole 5, je zastupitelem kategorie shora dolů, konkrétně
pak podkategorie modelů využívajících vysokoúrovňové vlastnosti. Tato metoda je založena na
principu, že oblasti pozadí jsou obvykle spojeny s okrajem obrazu. Pro efektivní výpočet to-
hoto spojení je použit algoritmus rastrového skenování. Tento princip má však jednu výraznou
nevýhodu - nedokáže rozpoznat významné oblasti, které se dotýkají okraje. Tato skutečnost je
podrobněji zkoumána v kapitole “objekty dotýkající se okrajů” na straně 34.
Metoda spektrálního rezidua
V kapitole 6 bude popsána metoda SR, která podobně jako metoda MBD patří do kategorie
shora dolů, ale na rozdíl od ní spadá do podkategorie modelů využívajících algoritmy strojového
učení. Spektrální reziduum je rozdílem logaritmického spektra a zprůměrovaného logaritmického
spektra obrazu, obsahuje tedy části spektra, které se vymykají průměru. Tyto části korespondují
s inovacemi v obraze, což znamená, že metoda SR je výborná pro detekci oblastí, kde se rychle
mění barva a kontrast.
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4 Metoda histogramového kontrastu
Náš biologický vizuální systém je vysoce citlivý na kontrast. Na základě tohoto pozorování
navrhli Cheng a kol. [24, 25, 26] metodu histogramového kontrastu (HC) pro definování hodnot
významnosti u jednotlivých pixelů. Tato metoda definuje významnost pixelu pomocí barevného
kontrastu tohoto pixelu a všech ostatních pixelů v obraze. Můžeme tedy říci, že významnost





kde D(Ik, Ii) je metrika barevné vzdálenosti pixelů Ik a Ii v barevném prostoru L∗a∗b∗. Rovnice
(1) může být rozepsána do podoby
S(Ik) = D(Ik, I1) + D(Ik, I2) + · · ·+ D(Ik, IN ) (2)
kde N je počet pixelů v obraze I. Můžeme si všimnout, že pixely stejné barvy mají stejnou
významnost, což nám umožní seskupit termíny se stejnou barvou cj v rovnici (2) dohromady.
Tímto způsobem dostaneme hodnotu významnosti pro jednotlivé barvy:




kde cl je barva pixelu Ik, n je počet různých barev v obraze I, fj je pravděpodobnost výskytu
barvy cj v obraze I, a D(cl, cj) je metrika barevné vzdálenosti barev cl a cj v barevném prostoru
L∗a∗b∗.
4.1 Zrychlení založené na histogramu
Vyhodnocení hodnoty významnosti pro každý obrazový pixel pomocí rovnice (1) trvá O(N2),
což je výpočetně příliš drahé i pro středně velké obrázky. Ekvivalentní reprezentace v rovnici
(3) však trvá O(N) + O(n2), což znamená, že výpočetní účinnost může být zlepšena na O(N),
pokud O(n2) ≤ O(N). Klíčem k urychlení je tedy snížení počtu barev v obraze. Barevný prostor
RGB však obsahuje 2563 možných barev, což je obvykle více než počet pixelů.
Zhai a Shah [55] snižují počet barev n používáním pouhého jasu. Tímto způsobem je n2 =
2562 (obvykle 2562 ≪ N). Tato metoda však ignoruje odlišnost informací v celém barevném
spektru. V této práci používáme celý barevný prostor namísto jasu. Abychom snížili počet
barev, které je třeba vzít v úvahu, nejprve kvantifikujeme každý barevný kanál tak, aby měl
pouze 12 různých hodnot, což snižuje počet barev na 123 = 1728. Vzhledem k tomu, že barva v
přirozeném obrazu obvykle pokrývá pouze malou část celého barevného prostoru, dále snižujeme
počet barev ignorováním méně často se vyskytujících barev. Výběrem častěji se vyskytujících
barev a zajištěním, že tyto barvy pokrývají více než 95% obrazových pixelů, nám obvykle zůstane
kolem n = 85 barev. Barvy zbývajících pixelů, které tvoří méně než 5% obrazu, jsou v histogramu
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Obrázek 1: Pro vstupní obrázek (vlevo) vypočítáme jeho barevný histogram (uprostřed). Od-
povídající barvy zásobníků histogramu jsou zobrazeny ve spodní liště. Kvantifikovaný obrázek
(vpravo) používá pouze 43 barev histogramu a stále si zachovává dostatečnou vizuální kvalitu
pro detekci významnosti.
nahrazeny nejbližšími barvami. Typický příklad takové kvantifikace je znázorněn na obr. 1.
Povšimněme si, že kvůli efektivitě volíme jednoduchou kvantifikaci založenou na histogramu
namísto optimalizace pro specifickou barevnou paletu obrazu.
4.2 Vyhlazení barevného prostoru
Ačkoli můžeme efektivně spočítat barevný kontrast vytvořením kompaktního barevného histo-
gramu pomocí kvantifikace barev a výběrem častějších barev, samotná kvantifikace může vy-
tvořit artefakty. Některé podobné barvy mohou být kvantovány na různé hodnoty významnosti.
Aby Cheng a kol. [26] snížili výskyt těchto anomálií, používají vyhlazovací postup k upřesnění
hodnoty významnosti pro každou barvu. Tato hodnota je pro každou barvu nahrazena váženým
průměrem hodnot významnosti podobných barev. Po výběru m = n/4 nejbližších barev můžeme
upřesnit hodnotu významnosti barvy c tímto způsobem
S′(c) = 1(m− 1)T
m∑︂
i=1
(T −D(c, ci))S(ci) (4)
kde T =
∑︁m
i=1 D(c, ci) je součet vzdáleností mezi barvou c a její m nejbližšími sousedy ci, a nor-
malizační faktor pochází z
∑︁m
i=1(T−D(c, ci)) = (m−1)T . Povšimněme si, že používáme lineárně
se měnící vyhlazovací váhu (T − D(c, ci)) k přiřazení větší váhy barvám blíže k c v barevném
prostoru. Obr. 2 ukazuje typický účinek vyhlazení barevného prostoru s odpovídajícími histo-
gramy seřazenými podle klesajících hodnot významnosti. Povšimněme si, že podobné zásobníky
histogramu jsou po takovém vyhlazení blíže k sobě, což naznačuje, že podobným barvám bude
pravděpodobně přiřazena podobná hodnota významnosti, čímž se sníží kvantifikační artefakty.
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Obrázek 2: Významnost každé barvy v histogramu před (vlevo) a po (vpravo) vyhlazení barev-
ného prostoru, spolu s odpovídajícími mapami významnosti.
4.3 Implementační detaily
Cheng a kol. [26] rovnoměrně rozdělili každý barevný kanál do 12 úrovní, aby kvantifikovali ba-
revný prostor na 123 různých barev. Zatímco kvantifikování barev prováděli v barevném prostoru
RGB, barevné rozdíly měřili v barevném prostoru L∗a∗b∗ vzhledem k jeho percepční přesnosti.
Kvantifikování se neprovádí přímo v barevném prostoru L∗a∗b∗, protože ne všechny barvy v roz-
sahu L∗ ∈ [0, 100] a a∗, b∗ ∈ [−127, 127] nutně odpovídají skutečným barvám. Cheng a kol. [26]
experimentálně pozorovali horší kvantifikační artefakty pomocí přímé kvantifikace barevného
prostoru L∗a∗b∗. Nejlepší výsledky byly získány kvantifikací v RGB prostoru a při měření vzdá-
lenosti v barevném prostoru L∗a∗b∗, na rozdíl od provádění kvantifikace a výpočtu vzdálenosti
v jediném barevném prostoru, buď RGB nebo L∗a∗b∗.
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5 Metoda minimální bariérové vzdálenosti
Vzhledem k rozvíjejícím se aplikacím na mobilních zařízeních a rozsáhlých datasetech by žádoucí
metoda detekce významných objektů neměla produkovat pouze vysoce kvalitní mapy význam-
nosti, ale měla by být také vysoce výpočetně efektivní. Zhang a kol. [35] ve svém článku před-
stavili algoritmus pro transformaci přibližné minimální bariérové vzdálenosti (MBD) pro detekci
významných oblastí a zabývali se jak požadavky na kvalitu, tak na rychlost detekce významných
objektů.
Bylo dokázáno, že teorie připojení okraje obrazu (Image Boundary Connectivity Cue), která
předpokládá, že oblasti pozadí jsou obvykle spojeny s okrajem obrazu, je efektivní pro detekci
významných objektů [31, 29, 36, 33]. Aby bylo možné tuto teorii využít, předchozí metody
založené na geodetické vzdálenosti [31, 33] nebo na difuzi [36, 32] se při extrakci superpixelů
opírají o krok abstrakce oblasti. Reprezentace superpixelů pomáhá odstranit irelevantní detaily
obrazů a/nebo činí tyto modely výpočtově proveditelné. Tento krok abstrakce oblasti se však
také stává rychlostní překážkou pro tento typ metod.
Pro zvýšení rychlosti navrhují Zhang a kol. [35] metodu využití připojení okraje obrazu bez
abstrakce oblasti. K měření připojení pixelu k okraji obrazu používají minimální bariérovou
vzdálenost (MBD) [56, 57]. Ve srovnání s široce používanou geodetickou vzdáleností je MBD
mnohem odolnější vůči kolísání hodnot pixelů.
Protože přesný algoritmus pro transformaci MBD není příliš efektivní, představili Zhang a
kol. [35] FastMBD, rychlý rastrový skenovací algoritmus pro transformaci MBD, který poskytuje
dobrou aproximaci transformace MBD v rámci milisekund, což je o dva řády rychlejší než přesný
algoritmus [57].
5.1 Transformace vzdálenosti
Transformace vzdálenosti obrazu se zaměřuje na výpočet mapy vzdálenosti s ohledem na mno-
žinu počátečních pixelů. Jako velmi mocný nástroj pro geometrickou analýzu obrazů se jedná o
dlouho studované téma v počítačovém vidění [58].
Formálně uvažujeme 2-D jednokanálový digitální obraz I. Cesta π = ⟨π(0), · · · , π(k)⟩ v
obraze I je posloupnost pixelů, kde po sobě jdoucí dvojice pixelů sousedí. Pro určení hodnoty
významnosti obrazového pixelu t potřebujeme podle teorie připojení okraje obrazu najít nejkratší
cestu π spojující pixel t s množinou počátečních pixelů S. Když uvažujeme nákladovou funkci
F a množinu počátečních pixelů S, problém transformace vzdálenosti vyžaduje výpočet mapy




kde ΠS,t je množina všech cest, které spojují pixel t s pixely v množině S.
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Definice nákladové funkce F je závislá na aplikaci. V [31, 33] je použita geodetická vzdá-
lenost pro detekci významných objektů. Když uvažujeme jednokanálový obraz I je geodetická




|I(π(i− 1))− I(π(i))| (6)
kde I(·) označuje hodnotu pixelu. Geodetická vzdálenost je tedy součtem všech rozdílů mezi









Tato vzdálenost se nazývá minimální bariérová vzdálenost (MBD) a bylo dokázáno, že při seg-
mentaci obrazů je odolnější vůči šumu a rozmazání než geodetická vzdálenost [56, 57]. Stručně
řečeno je MBD rozdílem mezi největší a nejmenší hodnotou pixelů v cestě π. Přesný algoritmus
pro transformaci MBD však vyžaduje časovou složitost O(mn log n) [57], kde n je počet pixelů
v obraze a m je počet odlišných hodnot pixelů. V praxi může optimalizovaná implementace pro
přesnou transformaci MBD trvat asi půl sekundy pro obraz 300 × 200 [57].
5.2 Rychlá transformace MBD pomocí rastrového skenování
Inspirováni rychlou geodetickou transformací vzdálenosti pomocí techniky rastrového skenování
[59, 60], navrhují Zhang a kol. [35] FastMBD, přibližný iterační algoritmus pro transformaci
MBD. V praxi FastMBD obvykle vydává uspokojivý výsledek v několika iteracích, a proto lze
říci, že má lineární složitost vzhledem k počtu obrazových pixelů. Stejně jako všechny algoritmy
rastrového skenování je také šetrný k mezipaměti, takže je v praxi vysoce účinný.
Podobně jako algoritmus rastrového skenování pro geodetickou nebo euklidovskou transfor-
maci vzdálenosti musíme během průchodu navštívit každý pixel x v rastrovém skenovacím nebo
inverzním rastrovém skenovacím pořadí. Poté bude každý sousední pixel y v odpovídající po-
lovině sousedství x (viz obr. 3) použit k iterativní minimalizaci nákladů na cestu v x tímto
Obrázek 3: Ilustrace rastrového skenovacího průchodu a inverzního rastrového skenovacího prů-





⎧⎨⎩D(x)βI(P(y) · ⟨y, x⟩) (8)
kde P(y) označuje cestu aktuálně přiřazenou k pixelu y, ⟨y, x⟩ označuje okraj od y do x, a
P(y) · ⟨y, x⟩ je cesta pro x, která připojuje okraj ⟨y, x⟩ k P(y).
Nechť Py(x) označuje P(y) · ⟨y, x⟩. Povšimněme si, že
βI(Py(x)) = max{U(y), I(x)} −min{L(y), I(x)} (9)
kde U(y) a L(y) jsou nejvyšší a nejnižší hodnoty pixelů na P(y). Novou nákladovou funkci
βI(Py(x)) lze proto efektivně vypočítat pomocí dvou pomocných map U a L, které sledují
nejvyšší a nejnižší hodnoty na aktuální cestě pro každý pixel.
Algoritmus 1: FastMBD
vstup : obraz I = (I, V ), množina počátečních pixelů S, počet průchodů K
výstup : MBD mapa D
pomocné mapy: U ,L
nastav D(x) na 0 pro ∀x ∈ S; jinak nastav D(x) na ∞;
nastav L ← I a U ← I;
for i = 1 : K do




Algoritmus 2: RasterScan(D,U ,L; I)
for každé x, které je navštíveno v pořadí rastrového skenování do
for každé y v maskované oblasti pro x do
vypočítej βI(Py(x)) podle rovnice (9);




Když uvažujeme obraz I a množinu počátečních pixelů S, je inicializace distanční mapy D
a pomocných map U a L popsána v alg. 1. Poté se střídavě aplikují dva podprogramy, rastrový
skenovací průchod a inverzní rastrový skenovací průchod, pro aktualizaci D a pomocných map,
dokud není dosaženo požadovaného počtu průchodů (viz alg. 1). Podprogram rastrového ske-
nování je popsán v alg. 2. Inverzní rastrový skenovací průchod je v podstatě stejný jako alg. 2,
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kromě toho, že prochází pixely v obráceném pořadí a používá různé masky sousedství, jak je
znázorněno na obr. 3.
Každá iterace alg. 2 odpovídajícím způsobem aktualizuje U a L. V každém stavu alg. 1 je
tedy D(x) nákladem nějaké cesty, která spojuje množinu počátečních pixelů S s pixelem x. Z toho
vyplývá, že D(x) je horní mez přesné hodnoty MBD x v kterémkoli kroku. Alg. 1 konverguje,
jelikož každá hodnota v D je během aktualizace nezáporná a nezvyšuje se. Konvergované řešení
bude také horní hranicí přesné hodnoty MBD pro každý pixel.
5.3 Transformace MBD pro detekci významných objektů
Podobně jako v [31], abychom uplatnili teorii připojení okraje obrazu, nastavíme pixely podél
okraje obrazu jako množinu počátečních pixelů S a vypočítáme transformaci MBD pro každý
barevný kanál pomocí FastMBD. Pak jsou MBD mapy pro všechny barevné kanály sečteny po
pixelech dohromady, aby vytvořily kombinovanou MBD mapu B, jejíž hodnoty pixelů jsou dále
upraveny tak, že maximální hodnota je 1. V alg. 1 používáme tři průchody.
5.4 Post-processing
Zhang a kol. [35] popisují řadu efektivních operací pro zvýšení kvality výsledné mapy význam-
nosti V = B. Tyto operace nezvyšují výpočetní zátěž, ale mohou účinně vylepšit finální výsledek.
Podobně jako v mnoha předchozích metodách [40, 23], aby Zhang a kol. [35] zohlednili
zkreslení středu, které je pozorováno v mnoha datasetech detekce významných objektů [61],
násobí pixely V s mapou soustředění C = [cij ]W ×H , která je definována jako
cij = 1−
√︂
(i− H2 )2 + (j −
W
2 )2√︂




kde cij je pixel v mapě soustředění C na souřadnicích i a j, H je počet řádků a W je počet
sloupců v mapě významnosti V.
Nakonec Zhang a kol. [35] škálují hodnoty V tak, aby maximální hodnota byla 1, a aplikují





kde b je předdefinovaný parametr pro řízení úrovně kontrastu.
Obrázek 4: Mapa významnosti před (uprostřed) a po (vpravo) post-processing operacích
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6 Metoda spektrálního rezidua
Většina modelů pro detekci významných objektů se zaměřuje na shrnutí vlastností cílových ob-
jektů. Není však pravděpodobné, že by existovaly obecné vlastnosti sdílené různými kategoriemi
objektů. V [44] řeší Hou a Zhang tento problém alternativním způsobem: zkoumají vlastnosti
pozadí. Při analýze logaritmického spektra obrazu získají spektrální reziduum, které potom
transformují na prostorovou doménu, aby získali mapu významnosti.
6.1 Od spektrálního rezidua k mapě významnosti
Systém zaměřený na minimalizaci redundantních vizuálních informací si musí být vědom sta-
tistických podobností vstupních podnětů. Proto v různých logaritmických spektrech, kde lze
pozorovat značné podobnosti tvarů, si zaslouží naši pozornost informace, které se vymykají z
hladkých křivek. Hou a Zhang [44] předpokládají, že statistické singularity ve spektru mohou
být zodpovědné za neobvyklé oblasti v obraze, kde se objevují významné objekty.
Pro výpočet logaritmického spektra L(f) používáme amplitudové spektrum A(f) Fourierovy
transformace obrazu:
L(f) = log (A(f)) (12)
Logaritmické spektrum L(f) obsahuje statistickou charakteristiku vstupního obrazu. Pro
nalezení statistických singularit v této charakteristice potřebujeme nejprve najít průměrný tvar
logaritmického spektra jeho rozmazáním.
Hou a Zhang [44] používají místní průměrný filtr hn(f) pro rozmazání L(f), kde n se rovná
3. Změna velikosti hn(f) změní výsledek jen nepatrně, viz obr. 5. Zprůměrované spektrum Z(f)
lze získat rozmazáním logaritmického spektra:
Z(f) = hn(f) ∗ L(f) (13)





1 1 . . . 1
1 1 . . . 1
...
... . . .
...
1 1 . . . 1
⎞⎟⎟⎟⎟⎟⎠ (14)
Pro nalezení statistických singularit v logaritmickém spektru L(f) od něj stačí odečíst zprů-
měrované spektrum Z(f). To, co nám zbude, jsou části logaritmického spektra, které se vymykají
průměru, přičemž Hou a Zhang [44] předpokládají, že tyto části odpovídají významným oblas-
tem obrazu. Tyto zbylé části definujeme jako spektrální reziduum R(f), které lze získat pomocí
R(f) = L(f)−Z(f) (15)
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Spektrální reziduum obsahuje inovace v obraze. Slouží jako komprimovaná reprezentace scény.
Pomocí inverzní Fourierovy transformace můžeme v prostorové doméně sestrojit výstupní mapu
významnosti. Tato mapa obsahuje především netriviální část scény. Obsah spektrálního rezidua
lze také interpretovat jako neočekávanou část obrazu. Proto umocníme hodnotu v každém bodě
mapy významnosti na druhou, aby indikovala chybu odhadu. Pro lepší vizuální efekt vyhladili
Hou a Zhang [44] mapu významnosti pomocí gaussovského filtru g(x) (σ = 1.7).





















Z(f) = hn(f) ∗ L(f) (19)
R(f) = L(f)−Z(f) (20)




R(f) + i · P(f)
)︁]︂2
(21)
kde F a F−1 označují Fourierovu transformaci a inverzní Fourierovu transformaci, A(f) je am-
plitudové spektrum, P(f) je fázové spektrum, L(f) je logaritmické spektrum, R(f) je spektrální
reziduum, hn(f) a g(x) označují průměrný a gaussovský filtr, i je imaginární jednotka, a [·]2
označuje operaci umocnění každé hodnoty matice na druhou.
Pro daný vstupní obraz se jeho logaritmické spektrum L(f) počítá z obrazu škálovaného
na 64 × 64 px. Výběr velikosti vstupu souvisí s vizuální škálou. Vztah mezi vizuální škálou a
významností je diskutován v části 6.2.
Obrázek 5: Ilustrace efektu velikosti místního průměrného filtru.
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6.2 Výběr vizuální škály
Vizuální systém funguje pod určitými měřítky. Například ve velkém měřítku můžeme vnímat
dům jako objekt, ale v malém měřítku je velmi pravděpodobné, že budeme jako objekt vnímat
spíše přední dveře domu. Výběr měřítka v našem experimentu odpovídá výběru velikosti vstup-
ního obrazu. Když je obraz velký, vynechají se podrobné vlastnosti a vizuální vyhledávání se
provádí ve velkém měřítku. V jemnějším měřítku se však větší rysy stanou méně konkurence-
schopnými vůči malým, ale náhlým změnám v obraze. Změna měřítka vede k odlišnému výsledku
v mapě významnosti. Tato vlastnost je znázorněna na obr. 6.
Obrázek 6: Ilustrace efektu vizuálního měřítka. Původní obraz (vlevo) je transformován na mapu
významnosti po škálování na 32x32 (uprostřed) a 256x256 (vpravo). Můžeme vidět, že ve větším
měřítku je jako objekt vnímám celý květ, zatímco v menším měřítku je objektem střed květu.
6.3 Reakce na psychologické vzorce
Metodu spektrálního rezidua Hou a Zhang [44] otestovali na umělých vzorcích. Tyto vzorce jsou
zkoumány v řadě experimentů pozornosti [62, 63].
Všeobecně se uznává, že určité komplexní rysy přesahují možnosti podvědomého vnímání.
K rozlišování singularit ve vzorcích, jako je „Uzavření“ na obr. 7, musí být použit delikátnější
a časově náročnější vyhledávací proces. Z tohoto důvodu nedokáže metoda spektrálního rezidua
najít kruh mezi „c“.
Obrázek 7: Reakce na psychologické vzorce [44]
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7 Porovnání
V této sekci se zaměříme na porovnání výše popsaných metod detekce významných objektů podle
různých kategorií. První kategorie se bude zabývat precision-recall křivkou, druhá kategorie se
zaměří na porovnání rychlosti naší implementace těchto metod, zatímco poslední kategorie bude
porovnávat úspěšnost metod na různých typech obrazů.
7.1 Precision-recall křivka
K vyhodnocení celkové kvality metod pro detekci významných objektů používáme precision-
recall křivky. Pro mapy významnosti vytvořené jednotlivými metodami na 10000 obrazech z
datasetu MSRA10K [15] vygenerujeme množinu binárních obrazů pomocí prahování s prahovací
hodnotou v rozsahu [0, 255]. Pro všechny takto vytvořené binární obrazy vypočítáme jejich
precision a recall hodnoty při porovnání s odpovídajícími mapami významnosti vytvořenými
člověkem, převzatými z datasetu MSRA10K. Pro přehledné grafické znázornění můžeme použít
precision-recall křivku, ve které jsou na ose x vyneseny hodnoty recall a na ose y hodnoty
precision. Na obr. 8 můžeme vidět precision-recall křivky pro jednotlivé metody, zprůměrované
na celém datasetu MSRA10K podle jednotlivých prahovacích hodnot.
Hodnota precision je definována jako poměr správně detekovaných významných oblastí ke
všem detekovaným oblastem, vyjadřuje tedy přesnost dané metody - jak často daná metoda
detekuje pouze správné oblasti. Hodnota recall vyjadřuje poměr správně detekovaných význam-
ných oblastí vůči oblastem, které měly být detekovány, ukazuje tedy jak často daná metoda
nachází všechny správné oblasti.
Podle výsledných precision-recall křivek našich implementací metod na obr. 8 můžeme vidět,























Obrázek 8: Precision-recall křivky
25
7.2 Rychlost
Pro porovnání rychlostí našich implementací metod detekce významných oblastí jsme postupně
jednotlivými metodami vypočítali mapy významnosti na 1000 obrazech o velikosti 400× 300 px
z datasetu MSRA10K [15]. Toto porovnání jsme prováděli na 8-vláknovém procesoru Intel Core
i5-8300H @2.30 GHz.
Tabulka 1: Porovnání rychlostí jednotlivých metod - experimentální výsledky
Metoda GC Metoda MBD Metoda SR
Pokus # sekundy FPS sekundy FPS sekundy FPS
1 318,98 3,1349 156,19 6,4024 7,5241 132,91
2 318,12 3,1435 158,98 6,2901 7,5075 133,20
3 319,51 3,1298 158,90 6,2933 7,5283 132,83
4 319,29 3,1319 158,08 6,3259 7,5434 132,57
5 318,14 3,1433 161,55 6,1900 7,5501 132,45
6 316,33 3,1613 158,36 6,3147 7,4547 134,14
Průměr 318,39 3,1408 158,68 6,3027 7,5180 132,50
Podle výsledků z tabulky 1 můžeme vidět že metoda spektrálního rezidua je výrazně rychlejší
než zbylé dvě metody. Tento fakt můžeme vysvětlit naší neefektivní implementací těchto zbylých
metod a také tím, že metoda spektrálního rezidua pracuje s obrazy zmenšenými na 64× 64 px
a její implementace používá z většiny knihovní metody OpenCV [64].
7.3 Různé kategorie obrazů
Tato kapitola bude porovnávat úspěšnost metod na různých kategoriích obrazů, které budou
vždy rozděleny na tabulku obrazů podobného typu a na zhodnocení a porovnání map význam-
nosti vytvořených jednotlivými metodami. Každá tabulka obrazů podobného typu je rozdělena
na 5 sloupců, které postupně označují: originální obraz, mapu významnosti vytvořenou meto-
dou histogramového kontrastu, minimální bariérové vzdálenosti, spektrálního rezidua, a nakonec
sloupec s mapou významnosti vytvořenou člověkem. Originální obrazy i mapy významnosti vy-
tvořené člověkem byly převzaty z veřejného datasetu MSRA10K.
26
Kategorie: květiny
Obrázek 9: Porovnání metod na obrazcích květin
Květiny se svým tvarem a zbarvením obvykle podstatně odlišují od pozadí, proto si všechny
tři metody radí s touto kategorií velice dobře. Metoda spektrálního rezidua má tendenci roz-
lišovat části obrazu kde se mění barva a kontrast, proto často označuje jako salienční oblasti
pouze okraje květin. Můžeme si také povšimnout, že na prvním řádku je významný rozdíl mezi
dvěma prvními metodami - metoda GC označuje jako významný stonek květiny dotýkající se
okraje obrazu, zatímco metoda MBD nikoliv. Tato skutečnost je podrobněji zkoumána v kapitole
“objekty dotýkající se okrajů” na straně 34.
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Kategorie: zvířata
Obrázek 10: Porovnání metod na obrazcích zvířat
U obrazů se zvířaty je určení významných oblastí náročné, jelikož ani jedno zvíře nebylo
správně označeno všemi metodami, kromě černých kachen, které se výrazně odlišují od pozadí
jak kontrastem, tak barvou.
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Kategorie: kočky
Obrázek 11: Porovnání metod na obrazcích koček
Kočky se prokazují být nejtěžší kategorií pro všechny tři metody. Nejenže se často podobají




Obrázek 12: Porovnání metod na obrazcích všedních objektů
Určení významných oblastí u obrazů s všedními objekty je snadné pro MBD, ale i ostatní
dvě metody si radí poměrně dobře. Jedinou výjimkou je poslední obraz s třešněmi, kde metoda
MBD označila jako salienční oblast celý obraz kromě okrajů. Tento fakt je způsoben tenkým
černým okrajem na vstupním obraze. MBD je založena na rozdílu minimálního a maximálního




Obrázek 13: Porovnání metod na obrazcích lidí
Všechny tři metody zvládají označit jednotlivé lidské postavy na kontrastním pozadí bez
větších problémů, zatímco obrazy s větším seskupením lidí jsou nesprávně označeny hlavně z
důvodu velkých barevných a kontrastních rozdílů v oblečení jednotlivých lidí. Znovu si mů-
žeme povšimnout, že metoda MBD nedokázala označit významnou oblast na obraze s člověkem
dotýkajícím se okraje - viz. kapitola “objekty dotýkající se okrajů” na straně 34.
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Kategorie: auta
Obrázek 14: Porovnání metod na obrazcích aut
S auty si každá metoda radí různě. Metoda MBD dokázala skvělé najít významné oblasti
na posledních pěti obrazech, ale na prvních čtyřech měla problém buďto s koly a skly, nebo s
karosérií auta. Metoda SR se jako obvykle zaměřila hlavně na obrysy objektů - v tomto případě
na rámy a kola aut.
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Kategorie: dopravní značky
Obrázek 15: Porovnání metod na obrazcích dopravních značek
V této kategorii si můžeme povšimnout velice důležitého rozdílu mezi metodou MBD a
metodami GC a SR. Metoda MBD vnímá jako objekt celou dopravní značku, včetně nápisu na
značce, který se většinou výrazně odlišuje od pozadí značky. Metoda GC dokáže rozeznat značku
kromě nápisu, zatímco metoda SR vnímá jako významné nápisy i okraje značek.
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Kategorie: objekty dotýkající se okrajů
Obrázek 16: Porovnání metod na obrazcích objektů dotýkajících se okrajů
Metoda MBD má jednu velice výraznou nevýhodu - předpokládá že se významná část obrazu
nedotýká okraje, a že tedy jakýkoliv objekt není barevně spojen s okrajem obrazu. Tato nevýhoda
způsobuje, že metoda MBD není schopná rozeznat významné objekty dotýkající se okraje jak je
patrné na obr. 16.
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8 Závěr
Cílem této práce bylo analyzovat a porovnat chování tří známých metod pro detekci významných
oblastí a ověřit jejich úspěšnost na vybrané množině obrazů.
V první části této práce jsme představili přehled existujících metod detekce významných ob-
lastí v obrazech, následně jsme popsali a analyzovali tři z těchto metod. První metoda se zaměřuje
na využití histogramového kontrastu (HC), druhá využívá transformaci přibližné minimální bari-
érové vzdálenosti (MBD), a třetí aplikuje logaritmické spektrum pro získání spektrálního rezidua
(SR). Na závěr jsme tyto metody otestovali na množině obrazů z veřejného datasetu MSRA10K
[15] a porovnali výsledky. Metoda MBD, využívající principu připojení okraje obrazu, dosáhla při
porovnání pomocí precision-recall křivek ze všech tří metod nejlepších výsledků. U všech metod
jsme však našli kategorie obrazů, u kterých nejsou metody schopny správně označit významné
oblasti.
Metoda MBD nedokáže kvůli využití výše zmíněného principu připojení okraje obrazu roz-
poznat významné objekty dotýkající se okraje.
Metoda GC, která přiřazuje hodnoty významnosti jednotlivým barvám v obraze pomocí po-
rovnání barevného kontrastu a četnosti výskytu, není schopna rozpoznat jako významné objekty
sestávající se z více kontrastně odlišných barev, jako je tomu například u dopravních značek nebo
koček.
Metoda SR využívá pro detekci významnosti logaritmické spektrum, což znamená, že dete-
kuje oblasti, kde se rychle mění barva a kontrast. Tento princip se v praxi příliš neosvědčuje,
jelikož metoda SR často označuje jako významné pouze okraje objektů, což vysvětluje, proč tato
metoda dosáhla při porovnání pomocí precision-recall křivek nejhorších výsledků.
Proto usuzujeme, že tyto metody jsou vhodné pro využití v aplikacích analýzy obrazu za-
měřujících se pouze na specifické typy obrazů.
Z hlediska budoucího vývoje bychom se mohli zaměřit na efektivnější implementaci jednotli-
vých metod, což by umožnilo porovnání více druhů metod na více datasetech. Další naskýtající
se možností je použití lepších prostředků pro porovnávání. Precision-recall křivka je pouze jed-
nou z možností pro zhodnocení úspěšnosti binárních klasifikačních systémů, proto bychom v
budoucnu mohli využít další porovnávací techniky jako třeba ROC křivku nebo F-skóre. Mohli
bychom také využít zkušeností získaných při analýze výše zmíněných metod k vytvoření nové
metody pro detekci významných oblastí.
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