Abstract-A method for determining both velocity magnitude and angle in a synthetic aperture ultrasound system is described. The approach uses directional beamforming along the flow direction and cross correlation to determine velocity magnitude. The angle of the flow is determined from the maximum normalized correlation calculated as a function of angle. This assumes the flow direction is within the imaging plane. Simulations of the angle estimation method show both biases and standard deviations of the flow angle estimates below 3 for flow angles from 20 to 90 (transverse flow). The method is also investigated using data measured by an experimental ultrasound scanner from a flow rig. A commercial 128 element 7-MHz linear array transducer is used, and data are measured for flow angles of 60 and 90 . Data are acquired using the RASMUS experimental ultrasound scanner, which samples 64 channels simultaneously. A 20-s chirp was used during emission and eight virtual transmit sources were created behind the transducer using 11 transmitting elements. Data from the eight transmissions are beamformed and coherently summed to create high-resolution lines at different angles for a set of points within the region of flow. The velocity magnitude is determined with a precision of 0.36% (60 ) and 1.2% (90 ), respectively. The 60 angle is estimated with a bias of 0.54 and a standard deviation of 2.1 . For 90 the bias is 0.0003 and standard deviation 1.32 . A parameter study with regard to correlation length and number of emissions is performed to reveal the accuracy of the method. Real time data covering 2.2 s of the carotid artery of a healthy 30-year-old male volunteer is acquired and then processed offline using a computer cluster. The direction of flow is estimated using the above mentioned method. It is compared to the flow angle of 106 with respect to the axial direction, determined visually from the -mode image. For a point in the center of the common carotid artery, 76% of the flow angle estimates over the 2.2 s were within 10 of the visually determined flow angle. The standard deviation of these estimates was below 2.7 . Full color flow maps from different parts of the cardiac cycle are presented, including vector arrows indicating both estimated flow direction and velocity magnitude.
I. INTRODUCTION

C
URRENT ultrasound velocity estimation systems only estimate the blood velocity projected onto the direction of the steered ultrasound beam [1] , [2] . The velocities are, thus, only found in one direction in the image, and velocities in the direction perpendicular to the beam cannot be estimated. Neither the correct velocity magnitude nor the velocity angle are, thus, estimated. A two-dimensional (2-D) velocity estimation system should be able to give both velocity magnitude and direction [3] - [5] . A directional beamforming approach was suggested for conventional ultrasound imaging in [6] and for synthetic aperture (SA) flow imaging in [7] and [8] . Here, the received echoes are dynamically focused in points along a line following the direction of the flow. A cross-correlation estimator is then used to find the velocity magnitude along the flow direction. In these papers, the angle for the beam processing is, however, manually determined from the -mode image before beamforming.
This paper presents a method for also estimating the velocity angle in a SA flow system as originally suggested in [9] . The procedure determines both velocity magnitude and angle using cross correlation of the received signals, and it can be employed for estimation of both blood velocity and tissue motion. This paper will described the method in details and give data for its performance for simulated data, measured data from a flow rig, and in vivo data. The basic principle of directional synthetic aperture flow imaging is described in Section II and the angle determination procedure is detailed in Section III. In Section IV, simulations of the angle determination method is presented for a wide range of flow angles. The performance of the approach is determined in Section V from data measured using an experimental ultrasound scanner and a flow rig, and a parameter study is given in Section VI. Finally, examples of vector velocity images are presented in Section VII for flow rig data and for in vivo data from the carotid artery in Section VIII.
II. METHOD FOR SA FLOW IMAGING
SA ultrasound images are acquired by emitting a spherical wave with one or a collection of transducer elements [10] , [11] . The scattered signals are then received by all transducer elements, and a low-resolution image is generated by focusing the received signal in all points of the image. The process is repeated for other sets of transmitting elements and new low-resolution images are formed. Combining all low-resolution images will give a high-resolution image, that is dynamically focused in both transmit and receive, thus, yielding a higher resolution than traditional images, if a sufficient number of transmissions are used [12] . A new high-resolution image can be formed after each transmission, if the transmission sequence is repeated. The oldest transmission event is then replaced by the newest, and the imaging can therefore be done recursively [13] .
SA images can also be used for flow estimation, if the data collection is repeated. Data from two high-resolution images can be correlated to obtain the velocity of the blood or tissue [14] . It is here important that the two images are acquired in a short time interval, and that the emission sequence is exactly the same to maximize correlation. The recursive image formation can also be employed here and a new correlation function estimate formed after each emission. It is vital that the image formation sequence is exactly the same and high-resolution images emissions apart should only be correlated. The correlation functions can, however, be averaged for all emissions, if the velocity is constant [14] .
SA flow imaging has several advantages compared to traditional ultrasound flow imaging. The primary one is the continuously available data for all points in the image. The velocity estimation can, therefore, take place continuously, the initialization of stationary echo canceling filters becomes trivial, and the number of samples for velocity estimation are only restricted by the time for which the flow can be assumed quasi-stationary.
Another advantage of SA flow imaging is that data can be focused in any direction. It is, thus, possible to focus signals along the flow direction as suggested in [7] and shown in Fig. 1 . Here, a three-dimensional (3-D) cartesian coordinate system with origo at the center of the transducer surface is used, where follows the lateral direction, the elevation direction, and the axial direction. The high-resolution image data are then beamformed along the direction of the flow. The focusing points are given by , where is spatial sampling interval, sample index, flow angle between the flow vector and -axis, and depth of the vessel. The data are focused for each emission and the final high-resolution directional signal is obtained by adding all low-resolution images
The spatial movement between high-resolution images is , where the blood velocity is , and is the pulse repetition period. This distance corresponds to a sample index of (2) Correlating two received signals over samples from two high-resolution images gives (3) where is the directional signal focused after emission and is its autocorrelation function. A global maximum is found at and the velocity magnitude is estimated from (4) The spatial sampling interval must be below to obey the sampling criterion, where is the wavelength, but reducing increases the amount of beamformation. Parabolic interpolation [15] , [16] is used to increase the precision of the estimated velocity.
III. DETERMINATION OF VELOCITY ANGLE
The velocity angle for beam formation has previously been determined manually from the -mode image, and this section introduces an automatic approach for determining the angle.
The primary reason for decorrelation of traditional flow signals is the velocity distribution within the range gate. This makes part of the scatterers travel faster or slower than others, which decorrelates the received signal from emission to emission. Directional beamforming along the true flow direction avoids the decorrelation, since it tracks the scatterers in the correct direction and thereby maintains a high correlation. When beamforming along all other directions, the signals will again decorrelate. This observation is used to devise a method for automatic angle determination. The correlation peak found for the correct angle normalized by the power of the signal must, therefore, have the highest correlation values, since it has the least decorrelation due to a velocity distribution. This is stated as (5) (6) where is the maximum value of the cross-correlation function for the angles and is the corresponding power of the signal. The correct angle is found where the normalized correlation function as a function of angle has its peak value. An example of the calculated normalized correlation is shown in Fig. 2 for a true angle of 90 . The data are from the measurements described in Section V. The correlation has been calculated for every 2 , and the global maximum coincides with the correct angle.
The resolution in angle determination is here equal to 2 , which is less accurate than desired. An interpolated value using a parabolic approximation of the peak is calculated for the angle as [15] , [16] (7) to avoid having to calculate the directional signals for too many directions. Here, is the angle sampling interval. The number of values can of course be narrowed down, if prior information can be used to determine a rough estimate. This could be from either temporal or spatial neighbors to the current estimate.
IV. SIMULATION
The angle determination method was tested along a wide range of flow angles using simulated data from the simulation program Field II [17] , [18] . A parabolic flow was simulated inside a 10-mm-long cylinder with a radius of 2.5 mm, centered at mm. The cylinder was rotated to the angle , as shown in Fig. 1 . For each volume of , where is the wavelength given in Table I , 10 scatterers were randomly distributed, and their amplitudes were generated from a Gaussian distribution with zero mean. At each emission, the scatterers were propagated according to their radial position (8) where is the distance propagated along at each emission, is the peak velocity, is the radial position of the scatterer, and is the cylinder radius. As the scatterers reached the cylinder end, they were feed back to the beginning.
A 7-MHz commercial linear array transducer was simulated. The simulations have been performed by using eight emissions equally spread over the 128 element aperture, with each emission using 11 defocused elements to emulate a spherical wave emission [10] . A frequency encoded chirp is used in transmission, which in measurement situations will increase the signal-to-noise ratio (SNR) [19] , [12] . The chirp has a duration of 20 s and a bandwidth of 7 MHz centered around the transducer center frequency. Only 64 receiving elements are used at each reception, and they are multiplexed to be closest to the emitting center element, and all 128 receiving elements are hereby sampled. The transmission is repeated with a pulse repetition frequency of 3 kHz and 1280 individual emissions have been simulated by repeating the sequence 160 times. A summary of the parameters used for simulation and processing is shown in Table I .
The received radio frequency (RF) element signals are first matched filtered to compress the signals in the axial direction and increase the SNR [19] . The resulting signals are beamformed along every 5 covering a total of 180 . Hereby, low-resolution directional signals are formed, and high-resolution signals are made by adding the latest eight low-resolution signals. Stationary echo canceling is performed separately for each direction by finding the mean value of the focused lines and then subtracting this from the signals. The focused directional signals from the same image formation are subsequently cross-correlated and added to the other cross-correlation functions, and the velocity angle is found from the combined cross-correlation function, as described in Section III.
Ten simulations at flow angles equally spaced from 0 (axial flow) to 90 (lateral flow) have been performed. The velocity angle was found in the center of the cylinder from 16 sequences of eight emissions, each corresponding to a total of 128 emissions. Hereby, 10 independent estimates are made from the 1280 emissions. The bias and standard deviation of the angle estimates have been calculated and is plotted in Fig. 3 as a function of the true flow angle.
Both the bias and standard deviation of the angle estimates are below 3 for flow angles from to 90 . At flow angles of 0 (axial flow) and 10 , an unfortunate combination of the flow velocity and the pulse repetition frequency result in higher bias and standard deviation. Here, the propagation between shots at the vessel center coincide with a quarter of a wavelength , resulting in a reduction of the SNR and an increase in sidelobes levels [20] . A higher pulse repetition frequency than 3 kHz would solve this problem [20] . 
V. MEASUREMENTS
The angle determination method was also investigated using a circulating flow rig. A Smedegaard EcoWatt 1 pump circulates a blood mimicking fluid made by Danish Phantom Service consisting of water, glycerol, orgasol, Trition x-100, NaBenzoat, and diluted 10 to 1 with demineralised water. A reduction valve was used to control the velocity. The tubing consisted of a 1.2-m-long, 20-mm-diameter steel tube before the flow entered a 18-mm-diameter heat shrink tubing. The thickness of the heat shrink tubing was 0.5 mm giving an internal diameter of 17 mm. The flow was maintained with a peak velocity less than 0.15 m/s giving a Reynolds number of 1276 assuming a viscosity of 2 cP and a parabolic profile.
Measurements were performed using the RASMUS research scanner [21] . It can emit arbitrary signals in 128 individual channels and can simultaneously sample signals from 64 receive channels at 40 MHz with 12-bits precision. A two-to-one multiplexing makes it possible to cover all 128 transducer elements in twp emissions. Data are stored in the system's 16 GB of memory in real-time, and they are transferred to a Linux computer cluster with 100 CPUs for beam formation and velocity estimation.
The 7-MHz commercial linear array transducer previously simulated was also used in the experiments. It was mounted in a fixation device above the tube at a certain beam to flow angle and at a certain distance from the tube center. The transmission sequence was the same as for the simulations, again using a linear chirp and generating spherical waves from eight different locations each time using 11 defocused elements. A total of 3000 individual emissions was acquired by repeating the sequence 375 times. A summary of the parameters used for data acquisition and processing is shown in Table II . The data is the same as that used in [8] for investigating the velocity estimation.
Two experiments at flow angles of 60 and 90 (transverse velocity) were performed. The velocity along the flow direction was found from 16 sequences of eight emissions, each corresponding to a total of 128 emissions. This is the same number of emissions that is used in normal spectral velocity imaging [2] over which the flow normally can be considered quasi-stationary in the human body. The velocity could be estimated with a standard deviation over the whole profile of 0.36% relative to the peak velocity of the vessel for a velocity angle of 60 . The standard deviation was 1.2% for 90 [7] .
The angle determination method has been applied on the data and the results are shown in the bottom part of Fig. 4 for a true velocity angle of 60 . One line is shown for each of the 10 independent velocity estimates, and the velocity has been found for 180 in steps of 5 . The vessel boundaries are between 30 and 46 mm. Here, the mean value of all estimates is 60.54 and the standard deviation is 2.1 . A slight increase in standard deviation as a function of depth is seen. This is probably due to the decrease in SNR as a function of depth.
The same experiment has been repeated for a true velocity angle of 90 and the result is shown in the top part of Fig. 4 . Here, the mean value is 90.0003 and the standard deviation is 1.32 . The standard deviation rises sharply at the edges of the vessel. Here, the velocity is low and the echo canceling will remove most of the signal power. The SNR is, thus, low and the accuracy of the estimates is thereby low. The standard deviation and bias are, therefore, found using only data inside the vessel to avoid domination by these edge effects.
The velocity magnitude profiles after both angle and velocity estimation can be seen in Fig. 5 . First, the angle has been determined and then the corresponding velocity for the angle has been used as the velocity magnitude. No interpolation between the 5 angle estimates have been performed, before the velocity magnitude was determined, and the velocity is just found at the angle with the peak normalized correlation given by (6) . The top graph shows the ten profiles at 90 and the bottom at 60 . The standard deviation of data averaged over the profile at 60 is 0.0046 m/s or 2.9% relative to the peak velocity. At 90 it is 0.0034 m/s or 2.1397%. The standard deviation is, thus, somewhat increase compared to when no determination of angle is used.
VI. PARAMETER STUDY
A parameter study has been performed on the data described in the previous section. Here, the influence of a variation in the number of lines and the correlation length has been performed for the 60 and 90 data sets. The standard parameters shown in Table II are used for the processing.
In Fig. 6 , the variation in the mean estimated deviation from the true angle is shown in the top graph as a function of correlation interval given as a multiple of the wavelength . The correlation is over an interval of the range given on the figures axis. A value of 10, thus, indicates a correlation range of . The bias and standard deviation have been found in the center of the vessel, which is from 31.8 to 44.1 mm at 90 and from 31.8 to 46.0 mm at 60 . Hereby the angle is only found in the center part of the vessel and the uncertain and less important estimates at the edges are excluded. The standard deviation is shown in the lower graph in Fig. 6 . For all ranges above , the bias is below 2 at 60 and below 1 at 90 flow angles. The std. also drops for increasing range, since more data is available in the correlation for 60 . At 90 , the standard decreases until after which it increases. The standard drops in the middle of the vessel but rises at the edges, since the correlation range is so large, that directional lines reaches outside the vessel and this affects the angle estimator. The graph with the squares show the performance in the central core of the vessel at depths between 33.7 and 43 mm. Here, there are no edge effects and the standard deviation and bias decreases with increasing correlation range. It is, thus, not advisable to have too long directional lines in this case, and lower ranges are also an advantage, when nonlaminar flow patterns and turbulence are encountered. Fig. 7 shows the performance as a function of number of highresolution images employed in the estimation process. Each sets corresponds to eight emissions that makes up a high-resolution image. For this stationary flow measurement, it is an advantage to use more lines as both mean deviation (top) and standard deviation (bottom) is reduced for an increasing number of sets. For 60 , the bias does no decrease and this might be due to a misalignment of the vessel, so that the true angle is closer to 61.5 than 60 .
VII. VECTOR VELOCITY IMAGE
The acquired data can be used to find both direction and velocity magnitude for a full image from the 128 emissions. Such a velocity vector image is shown in Fig. 8 . The velocity vector is found for every 1 mm in the lateral and axial direction, and the velocity magnitude and direction are shown as arrows with a length proportional to velocity. The underlying velocity color map has been made from the estimates by interpolating the values by a factor of 10 in each direction and encode the color from the velocity magnitude. Only velocity estimates above a magnitude of 0.005 m/s are shown and else the underlying -mode image is shown. The -mode image has been made from eight emissions and a dynamic range of 40 dB is used. Most of the vessel is filled with color and the direction is found to be 90 at nearly all locations.
A similar image for 60 is shown in Fig. 9 . The lower left corner shows erroneous velocity estimates, which is due to lack of signal. Only noise is present in this part and random velocity vectors are, thus, found. These could be removed by employing a discriminator using the energy of the signals and excluding estimates only based on noise. The energy is found as (9) where is the number of samples in the directional lines and is the number of directional signal used for a single velocity estimation. This could be compared to the expected noise energy of current setup. data of the common carotid artery of a healthy 30-year-old male volunteer was acquired using the RASMUS multichannel sampling system [21] and a 128 element linear array transducer. The scanning was done by an experienced sonographer. Data processing was performed offline on a 100 CPU computer cluster. The parameters used for data acquisition and processing are outlined in Table III. Due to hardware limitations, only 64 elements of the full 128 element array was used at reception. The receiving subaperture was slid at each emission to be centered around the emitting subaperture. The excitation waveform was a 20-s chirp linearly sweeping frequencies from 3 to 8 MHz, amplitude tapered by a 10% Tukey window. The received signals were compressed using a mismatch compression filter, which was the time-inverse chirp tapered by a Chebyshev window with 70% relative sidelobe attenuation [22] .
Data were processed in blocks of 128 emissions corresponding to 12.8 ms of data. The flow angle was estimated for every data block, as described in Section III for a 1-mm grid of points ranging from 16 to 31 mm depth and to 10 mm lateral. The velocity magnitude was estimated along the angle found for each individual point. The estimation process for each point was therefore mutually independent.
-mode images were simply made by beamforming highresolution lines along the axial direction followed by envelope detection and logarithmic compression. All -mode images are shown in 30-dB dynamic range only. The reason for the low -mode image quality compared to that of [24] is found in the sparse emission sequence used for flow estimation. A solution could be to make interleaved emission sequences of both -mode and flow emissions. Full 2-D vector flow images were made by combining -mode images with both colors indicating velocity magnitude and vector arrows showing the estimated flow direction and velocity magnitude. Velocity estimates were displayed when the energy of the directional signals after stationary echo canceling was above a certain fraction of the energy of the signals prior to echo canceling. This can be written as (10) where denotes the stationary echo canceling operation, is the number of samples in the directional lines, is the number of directional signal used for a single velocity estimation, and is the required energy fraction. Fig. 10 shows a synthetic aperture vector flow image made at mid-diastole. Both the common carotid artery and a cross section of the jugular vein is seen. The base of each vector arrow shows the point of estimation, and the vector direction and length indicates the flow angle and magnitude, respectively. The bottom plot indicates the velocity at point [0,0,24] mm over the entire 2.2 s of data, and the vertical bar indicates the time of the current frame. The peak systoles occur around time and s. A vector flow image made at end systole is shown in Fig. 11 . The increased velocity is indicated both by a lighter color, and by the increased length of the vector arrows. A slight discrimination problem between tissue and blood is seen at the border between the carotid artery and the jugular vein. Fig. 12 shows a vector flow image made at peak systole. Dark velocity vectors are used for better visualization. In the vessel center, the majority of the angle estimates are within the expected range, but close to the vessel border the performance is poor. This is mainly due to problems of suppressing the large vessel border movements during the systolic phase.
The top plot of Fig. 13 shows the estimated angles for a point in the center of the common carotid artery over time. The majority of the estimates are centered around which corresponds to the flow angle visually determined from the -mode image (see Fig. 10 ). The bottom plot shows a histogram of the angle estimates, where 76% of the 171 estimates are within the range of , which is considered adequate for finding the velocity magnitude. These estimates within the range have a standard deviation below 2.7 . 69% of the estimates are within the range of . There seems to be a tendency for an increasing number of false estimates around time , 1.3, and 2.0 s where the peak systoles are found. Furthermore, it is noticed that the majority of the erroneous estimates are close to perpendicular to the flow direction, indicating that the suppression of the high amplitude tissue signal by the stationary echo canceling filter is not optimal. This can potentially be solved by applying more advanced stationary echo canceling filters.
IX. CONCLUSION
An approach for determining both velocity magnitude and angle in a SA flow system has been presented. For data measured using an experimental ultrasound scanner and a flow rig, both magnitude and angle could be determined with a relative standard deviation of roughly 2% for flow angles of 60 and 90 . A parameter study showed the influence of the number of lines in an estimate and the correlation length.
The synthetic aperture 2-D vector velocity estimation method was applied to in vivo data from the human common carotid artery. Full color flow maps including 2-D vectors showing the flow direction were presented from both the diastolic and systolic phase. For a point in the vessel center, the flow angle is estimated over time and 76% of the estimates were within of the flow direction visually determined from the -mode image.
