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LOCAL POLYNOMIAL ESTIMATION OF THE INTENSITY OF A DOUBLY
STOCHASTIC POISSON PROCESS WITH BANDWIDTH SELECTION
PROCEDURE
THOMAS DESCHATRE
Abstract. We consider a doubly stochastic Poisson process with stochastic intensity λt =
nq (Xt) where X is a continuous Itoˆ semimartingale and n is an integer. Both processes are
observed continuously over a fixed period [0, T ]. An estimation procedure is proposed in a non
parametrical setting for the function q on an interval I where X is sufficiently observed using a
local polynomial estimator. A method to select the bandwidth in a non asymptotic framework
is proposed, leading to an oracle inequality. If m is the degree of the chosen polynomial, the
accuracy of our estimator over the Ho¨lder class of order β is n
−β
2β+1 if m ≥ ⌊β⌋ and it is optimal
in the minimax sense ifm ≥ ⌊β⌋. A parametrical test is also proposed to test if q belongs to some
parametrical family. Those results are applied to French temperature and electricity spot prices
data where we infer the intensity of electricity spot spikes as a function of the temperature.
Mathematics Subject Classification (2010): 60G55, 60J75, 62G05, 62G08, 62M86, 62P05.
Keywords: Doubly stochastic Poisson process, Non parametric estimation, Oracle inequality,
Local polynomial estimator, Minimax optimality, Semimartingale, Dependence, Electricity prices,
Temperature.
1. Introduction
1.1. Motivation. Jump processes and point processes are used in several domains such as finance,
insurance or neuroscience, see [20] for more details. In finance, they allow to model discontinuities
in equity prices time series and heavy tails in asset returns [33]. An application for insurance is
the model of extreme events such that occurrence times of earthquakes [27]. In neuroscience, these
processes model spikes which is a potential difference in the membrane of a neuron [34]. Spikes is
a high increase of the potential in the membrane followed by a quick reversion to the initial level of
the potential. They are also present in electricity spot prices time series and can be both negative
and positive: price level is very high or very low during a short time period before coming back to
its original level [5]. One way to model them is to use mean reverting jump processes [9, 24].
In all these areas, the frequency of the jumps can be explained by an exogenous variable.
Modeling these dependences can not be omitted, because they have an impact on risk management
or prediction and help us to understand some behaviors. In [34], the author explains the neural
spiking activity with three king of covariates: the previous spikes, exogenous stimuli and concurrent
neural activity. In [3], the authors propose a model for financial contagion. Financial contagion is
the fact that a large price move in a market causes large price moves in other markets ; jumps are
explained by a first jump and in this case we often use multidimensional Hawkes process which are
mutually exciting processes, see [3]. For electricity spot prices, spikes are often caused by abnormal
temperatures which are not modeled by a jump process. In a general case, when the covariate is
not an other jump process, we often use doubly stochastic Poisson processes, which are Poisson
processes with stochastic intensity. Two of the most famous models are the Aalen multiplicative
1
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model introduced in [1] where the intensity process is of the form αtYt with αt a function of time
and Yt a stochastic process and the Cox regression model introduced in [13] where the intensity
process is of the form αt exp
(
βTZ
)
with Z a multi-dimensional random variable. A non parametric
version of the Cox model exists where the intensity is of the form αt exp (f (Z)) [10]. These models
are used mainly for life times modeling.
A large literature is dedicated on methods of estimation for intensity estimation of Poisson
process, especially in a non parametric setting. In the case of inhomogeneous Poisson processes,
[31] and [32] use projection estimators and model selection techniques. Several finite dimensional
spaces called models are considered to find projection estimators and they propose a penalty
criterion in order to select a model. They work in a non asymptotic framework and a concentration
inequality is derived. Furthermore, minimax rates are found over several classes of functions. A
different approach for the estimation of the intensity is the use of kernel methods as in [16] and
[8]. In [16] and [8] , asymptotic properties of the kernel estimator are studied ; in [8], methods
to select the bandwidth is proposed. In [39], the intensity can be stochastic and is also estimated
as a function of time with a kernel estimator in an asymptotic framework. In the context of Cox
and Aalen processes, [12] also proposes model selection techniques with projection estimators ;
local polynomial estimator, which is a generalization of kernel estimators, is proposed by [11] and
studied in an asymptotic framework. A method of estimation in asymptotic framework for Cox
regression with a time dependent covariable is established in [25]. Lasso penalization is proposed
in [22] for Cox regression in the context of high dimensional covariate.
1.2. Objectives and results. In our case, we are interested in a doubly stochastic Poisson process
denoted by N where its intensity λ is a function of an exogenous covariate which is a stochastic
process Xt
λt = q (Xt)
and our goal is to estimate the function q. In this case, conditionally on (Xs)s≥0, (Ns)s≥0 is a
inhomogeneous Poisson process. We assume that we observe N and X over a time horizon [0, T ].
We can think of the example of the frequency of electricity spot prices spikes as a function of the
temperature depending also on time.
This framework has already been studied. Indeed, [36] proposes a kernel estimator of the
function q in the case where T goes to∞ and when X satisfies some asymptotical conditions, which
can be for instance stationarity. A kernel estimator is also proposed in [26] where the covariates
depends on time and asymptotic properties are studied in the case of n i.i.d. observations and
n goes to infinity. In the same context of i.i.d. observations with time dependent covariables,
[28] proposes a non parametric estimator based on model selection and asymptotic properties are
studied. In [14], Xt corresponds to the fractional part of a Brownian motion and the doubly
stochastic Poisson process is used to model the limit order book ; an estimation procedure is
proposed in an asymptotic framework.
We consider a different framework where X is a continuous Itoˆ semimartingale having a local
time lxT for x in R. This local time measures the time spend by X around x before time T and
verifies properties of Proposition 1. It existence and properties can be insured by low restrictions
given in Assumption 1. The function q can be estimated at point x only if X takes this value
before time T , or if lxT > 0. We estimate q on an arbitrarily interval I and we work conditionally
on the event
D (I, ν) = {ω ∈ Ω, inf
x∈I
lxT (ω) ≥
νT
|I| }
3with ν ∈ (0, 1]. We choose to work in a non parametric framework and in a non asymptotic
framework. To our knowledge, inferencing the intensity of a doubly stochastic Poisson process as
a function of a continuous Itoˆ semimartingale in a non-asymptotic framework is not present in the
literature.
A local polynomial estimator qˆh of q is proposed in Section 3 with h a bandwidth parameter.
The criteria used to evaluate the performance of our estimator is the L2 norm on I, ‖ · ‖I . We
also gives a method to select a bandwidth over a finite set H. We adapt the method of [21] used
for density estimation with i.i.d. observations to our context of intensity estimation for doubly
stochastic Poisson process. The method consists in approximating the bias of qˆh by an estimator of
‖qh− qhmin‖2I where qh = E
(
qˆh|FXT
)
,
(FXt )0≤t≤T is the natural filtration of X and hmin = min H.
Indeed, if hmin is sufficiently small, the bias of qˆhmin is negligible and ‖qh − qhmin‖2I ≈ ‖q − qh‖2I .
A biased estimator of ‖qh− qhmin‖2I is ‖qˆh− qˆhmin‖2I . Correcting this bias and adding an estimator
of the variance term, our method consists in choosing a bandwidth hˆ minimizing a criteria of the
form
‖qˆh − qˆhmin‖2I + penα (h)
where penα (h) is a penalty function and α > 0 a parameter chosen by the statistician weighting
the variance. This method is an extension of the one of Goldenshluger and Lepski [17].
One of our main results is the oracle inequality of Proposition 6. If we write
λt = nq (Xt)
with n ∈ N, n ≥ 1, we obtain
E
(‖q − qˆ
hˆ
‖2I |D (I, ν)
) ≤ (α ∨ 1
α
+O
(
log (n)−1
))
min
h∈H
E
(‖q − qˆh‖2I |D (I, ν))
+O
(
log (n)E
(‖q − qhmin‖2I |D (I, ν)))+O
(
log (n ∨ |H|)6
n
)
.
This inequality is asymptotically optimal when α = 1.
Furthermore, if we consider that q belongs the Ho¨lder class on I with parameter β, our estimator
is optimal in the minimax rate sense and the minimax rate of convergence is n−
β
2β+1 if the degree
of the polynomial is larger than ⌊β⌋, see Proposition 7. In addition to give a method of estimation
for the intensity as a function of X , we have also shown that the method of [21] is adapted to
inhomogeneous Poisson process because the case Xt = t respects the different assumptions.
A second objective is to test if our function q belongs to some class of parametrical model.
Indeed, non parametric estimators are not convenient for operational applications. This objective
is achieved in Section 4 where a test is proposed. We test
H0 : q = qθ on I for some θ ∈ Θ
against
H1 : q 6= qθ on I for all θ ∈ Θ
where Θ ∈ Rd. We consider the contrast Mn (θ) defined in (11) that is an unbiased estimator of
the distance between q and gθ based on our estimator qˆhˆ which is an estimator of q under both
hypothesis. Under H0, the minimum of the contrast gives an estimator of θ, θˆn, converging at the
rate
√
n towards θ when n → ∞ and a central limit theorem is provided, see Proposition 8 (i).
Furthermore, the quantity hˆ
1
2nMn
(
θˆn
)
converges in law towards a normal random variable under
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H0, see Proposition 8 (ii), but to ∞ under H1, see Proposition 8 (iii). This allows us to propose a
critical region for the test.
In Section 5, our estimation procedure is applied on electricity prices and temperature data in
order to model the dependence between the spikes frequency of electricity prices and the temper-
ature. In Section 6, results on simulated data are given.
Proof of the oracle inequality is given in Section 7 and other proofs in Section 8.
2. Statistical setting
Let (Xt)0≤t≤T be a real valued continuous semimartingale of the form
(1) Xt = X0 +
∫ t
0
µsds+
∫ t
0
σsdWs
defined on a filtered probability space
(
Ω,F , (Fs)0≤s≤T ,P
)
where (Wt)0≤t≤T is a standard Brow-
nian motion, (bt)0≤t≤T and (σt)0≤t≤T are ca´dla´g, progressively measurables and verify∫ T
0
(|µs|+ σ2s) ds < ∞ almost surely. Let also consider the natural filtration of X , (FXt )0≤t≤T .
Let (Nt)0≤t≤T be a doubly stochastic Poisson process with intensity (λt)0≤t≤T also defined on(
Ω,F , (Fs)0≤s≤T ,P
)
. We observe the two processes on [0, T ] with T finite. We assume that the
intensity, which is the function of interest, is of the form
λt = nq (Xt)
where n ∈ N, n ≥ 1 corresponds to the asymptotic. As we observe the counting process on a finite
time horizon, we need to have a sufficient number of jumps during this finite period, which is of
order
∫ T
0 λudu and then in our case of order n. We denote by Λ· =
∫ ·
0 λudu the compensator of N
and byM = N−Λ the compensated Poisson process. Conditionally on FXT , N is an inhomogeneous
Poisson process with deterministic intensity at time t nq (Xt). Our aim is to estimate the function
(q (x) , x ∈ I) for an arbitrary compact interval I.
Assumption 1. We assume that one of the following assumptions is true:
(i) inf
0≤s≤T
σs ≥ σ with σ > 0 a deterministic constant and
E
(∫ T
0
|µs|ds+ sup
0≤t≤T
|
∫ t
0
σsdWs|
)
<∞,
(ii) Xt = t for all t in [0, T ].
Remark 1. Assumption 1 (ii) can be more general. These assumptions are sufficient but not
necessary conditions for existence of a local time. In the case µ deterministic and σ = 0, we need
for all 0 ≤ s ≤ T , µs 6= 0 but only the case µ = 1 is interesting for us. Existence of local time with
a stochastic drift and a null volatility could also be considered but existing results about local times
for absolute continuous processes are not enough in the literature to consider it.
Proposition 1. Let X the process defined in (1). Under Assumption 1, there exists a function
defined on R× [0, T ] and denoted (x, t) 7→ lxt verifying
(i) an occupation time formula of the form∫ t
0
f (Xs) ds =
∫
R
f (x) lxt dx, 0 ≤ t ≤ T
5for any measurable function f on Ω× R,
(ii) E
(
sup
x∈R
lxT
)
<∞ and
(iii) x 7→ lxT is continuous on R under Assumption 1 (i) and has one point of discontinuity
under Assumption 1 (ii).
As noticed in [18], the estimation of q (x) at point x ∈ I is meaningful only if the process X hits
the point x before time T , or if lxT > 0. Indeed, l
x
T is equal to
lim
ǫ→0
1
2ǫ
∫ T
0
1|Xs−x|≤ǫds
and measures the time spend by X around the point x. For ν ∈ (0, 1], let us define the event
D (I, ν) = {ω ∈ Ω, inf
x∈I
lxT (ω) ≥
νT
|I| }
with |I| the Lebesgue measure of I. From now, we work conditionally on the event D (I, ν), and
assuming P (D (I, ν)) > 0. Under (ii), if Xt = t, the natural choice of I is [0, T ] and ν = 1.
Remark 2. We choose ν being dimensionless, justifying the normalization by |I|
T
. Indeed, the
local time have dimension equal to time times the inverse of the dimension of X. Furthermore, if
I =
[
I, I¯
]
, and if we do the mapping X ′t =
XtT−I
|I| for t ∈ [0, 1], we have inf
x∈[0,1]
lx1 (X
′) = |I|
T
inf
x∈I
lxT
where lx1 (X
′) is the local time of X ′ at time 1 and point x. As
∫
I
lxTdx ≥ inf
x∈I
lxT |I| and
∫
I
lxTdx =∫ T
0
1Xs∈Ids ≤ T , inf
x∈I
lxT ≤ T|I| and ν has to be bounded by 1.
3. Local polynomial estimation
Let m > 0 be an integer, K a kernel function and S+m+1 the set of positive definite matrix of
R
(m+1)×(m+1). Let
Kh (u) = h
−1K
(u
h
)
, u ∈ R, h > 0.
Let us consider the local polynomial estimator, for h > 0 and x ∈ R,
(2) qˆh (x) =
1
n
∫ T
0
w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈IdNs
with
(3) w (x, h, z) = UT (0)B (x, h)
−1
U (z)1B(x,h)∈S+m+1 , z ∈ R,
U (x) =
(
1, x,
x2
2!
, ..,
xm
m!
)T
,
and
(4) B (x, h) =
∫ T
0
U
(
Xs − x
h
)
UT
(
Xs − x
h
)
Kh (Xs − x) 1Xs∈Ids.
If B (x, h) ∈ S+m+1, the estimator qˆh (x) is equal to UT (0) θˆh (x) with
θˆh (x) = argmin
θ∈Rm+1
− 2
n
θT
∫ T
0
U
(
Xs − x
h
)
Kh (Xs − x)1Xs∈IdNs
+ θT
∫ T
0
U
(
Xs − x
h
)
UT
(
Xs − x
h
)
Kh (Xs − x)1Xs∈Idsθ.
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The case l = 0 corresponds to the classical Nadaraya Watson estimator. The term 1Xs∈I allows
us to avoid issues at the boundaries. We denote by qh the conditional expectation of qˆh given FXT :
qh (x) =
∫ T
0
w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈Iq (Xs) ds.
If q is a polynomial function of degree m on I, qh (x) is equal to q (x), see Proposition 2.
Proposition 2. Let x ∈ I and h > 0 such that B (x, h) ∈ S+m+1 where B is defined in (4). Let Q
be a polynomial function of degree ≤ m. For any realization of the process X, we have∫ T
0
w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈IQ (Xs) ds = Q (x) .
In particular, ∫ T
0
w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈Ids = 1,∫ T
0
w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈I (Xs − x)k ds = 0, 1 ≤ k ≤ m.
Proof of Proposition 2 is immediate noticing that
∫ T
0 w
(
x, h, Xs−x
h
)
Kh (Xs − x)1Xs∈IQ (Xs) ds
is the first component of the quantity minimizing∫ T
0
(
θTU
(
Xs − x
h
)
−Q (Xs)
)2
Kh (Xs − x) 1Xs∈Ids
and using the Taylor’s expansion of a polynomial function ; it is similar to the proof of [35,
Proposition 1.12].
For B (x, h)
−1
to be defined, the positive matrix B (x, h) must be definite. Assumption 2 is
sufficient for B (x, h)
−1
to be well defined on the event D (I, ν), see Proposition 3.
Assumption 2. We assume that:
(i) there exists Kmin > 0 and ∆ > 0 such that K (u) ≥ Kmin1|u|≤∆ for all u in R,
(ii) K has a compact support belonging to [−1, 1] and ‖K‖∞ = sup
x∈R
|K (x) | <∞.
Proposition 3. Let 0 < h ≤ 23 |I|∆ . Under Assumption 2, on the event D (I, ν), the matrix B (x, h)
defined in (4) belongs to S+m+1 and for x ∈ I, z ∈ R,
|w (x, h, z)1|z|≤1| ≤ |I|
AKνT
with w defined in Equation (3) and AK a constant depending on K.
3.1. Method for bandwidth selection. Our objective is to propose a method in order to
choose the bandwidth h. We want for this bandwidth to minimize the L2 loss on the interval
I, E
(‖q − qˆh‖2I |D (I, ν)), with ‖f‖2I = ∫I f (x)2 dx for f ∈ L2 (I) and let < ·, · >I the associated
scalar product. This loss is equal to the sum of a bias term, E
(‖q − qh‖2I |D (I, ν)), which depends
on the regularity of q and is usually increasing with h, and a variance term E
(‖qˆh − qh‖2I |D (I, ν)),
decreasing with h. The theoretical bandwidth minimizing this quantity depends on the function
q itself which is unknown and is called the oracle. One wants to find an estimator of this oracle,
hˆ, such that E
(‖q − qˆ
hˆ
‖2I |D (I, ν)
) ≤ (1 + o (1))min
h∈H
E
(‖qˆh − q‖2I |D (I, ν))+ o (1) when n→∞, in
7order to have a loss with hˆ close to the minimal one ; this type of inequality is called an oracle
inequality. The usual method to find this estimator of the oracle, which is done in this section,
is to find an unbiased estimator of the bias and of the variance then to consider the bandwidth h
minimizing the sum of the two estimators.
In order to select the bandwidth parameter, we use the approach of [21] which is used for
density estimation. We consider a finite set H of (0,∞) and hmin = minH. The idea is to
approximate the bias by E
(‖qh − qhmin‖2I |D (I, ν)) with hmin sufficiently small. A natural estimator
of E
(‖qh − qhmin‖2I |D (I, ν)) is
(5) ‖qˆh − qˆhmin‖2I .
The estimator (5) induces a bias equal to the expectation of
1
n
∫ T
0
∫
I
(
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)− w
(
x, hmin,
Xs − x
hmin
)
Khmin (Xs − x)
)2
1Xs∈Idxq (Xs) ds
which can be estimated by the unbiased estimator
1
n2
∫ T
0
∫
I
(
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)− w
(
x, hmin,
Xs − x
hmin
)
Khmin (Xs − x)
)2
1Xs∈IdxdNs.
This estimator can be written as
Vˆh + Vˆhmin − 2Vˆh,hmin
where
Vˆh =
1
n2
∫ T
0
∫
I
(
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)
)2
1Xs∈IdxdNs
and
Vˆh,hmin =
1
n2
∫ T
0
∫
I
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)w
(
x, hmin,
Xs − x
hmin
)
Khmin (Xs − x)1Xs∈IdxdNs.(6)
An unbiased estimator of E
(‖qh − qhmin‖2I |D (I, ν)) is then
‖qˆh − qˆhmin‖2I − Vˆh − Vˆhmin + 2Vˆh,hmin.
An unbiased estimator of the variance which is equal to
E
(
1
n
∫ T
0
∫
I
(
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)
)2
1Xs∈Idxq (Xs) ds|D (I, ν)
)
is given by
Vˆh =
1
n2
∫ T
0
∫
I
(
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)
)2
1Xs∈IdxdNs.
In order to choose the bandwidth, we then use the criteria
‖qˆh − qˆhmin‖2I + penα (h)
where
(7) penα (h) = αVˆh − Vˆh − Vˆhmin + 2Vˆh,hmin, with α > 0.
The term α > 0 is used to weight the variance term. The optimal bandwidth hˆ is given by
(8) hˆ = argmin
h∈H
‖qˆh − qˆhmin‖2I + penα (h) .
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In the following, we want to derive an oracle inequality for the estimator qˆ
hˆ
which has not be
done to our knowledge.
3.2. Concentration inequalities. In order to compute this oracle inequality, we first need the
two following concentration inequalities, from [32] and [19]. The concentration inequality of Propo-
sition 4 is a weak Bernstein inequality, the one of Proposition 5 is an inequality for the Poisson
U-statistic. These inequalities will be useful in our case because N is an inhomogeneous Poisson
process conditionally on FXT .
Proposition 4. [32, Equation (2.2)] Let T > 0. Let N be an inhomogeneous Poisson process with
intensity λ·, Λ· =
∫ ·
0
λudu and M = N − Λ. For all u ≥ 0, with probability larger than 1− e−u
∫ T
0
f (s) dMs ≤
√
2u
∫ T
0
f2 (s) dΛs +
sup
x∈[0,T ]
|f (x) |u
3
.
Proposition 5. [19, Theorem 4.2] Let T > 0. Let N be an inhomogeneous Poisson process with
intensity λ·, Λ· =
∫ ·
0
λudu and M = N−Λ. For all ǫ, u ≥ 0, with probability larger than 1−2.77e−u∫ T
0
∫ s−
0
f (u, s)dMudMs ≤ 2 (1 + ǫ)
3
2 C
√
u+ 2η (ǫ)Du+ β (ǫ)Bu
3
2 + γ (ǫ)Au2
where
η (ǫ) =
√
2κ
(
2 + ǫ+ ǫ−1
)
, β (ǫ) = e
(
1 + ǫ−1
)2
κ (ǫ) +
(√
2κ
(
2 + ǫ+ ǫ−1
)) ∨ (1 + ǫ)2√
2
,
γ (ǫ) =
(
e
(
1 + ǫ−1
)2
κ (ǫ)
)
∨ (1 + ǫ)
2
3
, κ = 6, κ (ǫ) = 1.25 +
32
ǫ
and
A = sup
(u,s)∈[0,T ]2
f (u, s) , B2 = max{sup
s≤T
∫ s
0
f (u, s)
2
dΛu, sup
u≤T
∫ T
u
f (u, s)
2
dΛs},
C2 =
∫ T
0
∫ s
0
f (u, s)2 dΛudΛs, D = sup∫
T
0
a2udΛu=1,
∫
T
0
b2sdΛs=1
∫ T
0
au
∫ T
u
bsf (u, s)dΛsdΛu.
3.3. Oracle inequality. For a function f ∈ L∞ (I), we denote by ‖f‖I,∞ the norm sup
x∈I
|f (x) |. We
will also need for the kernel the following norms: ‖·‖1, ‖·‖ = ‖·‖2 and ‖·‖∞ corresponding respec-
tively to the L1, L2 and L∞ norms on R, with the Lp norm defined by ‖f‖p =
(∫
R
|f (x) |p) 1p , p ≥ 1
and ‖f‖∞ = sup
x∈R
|f (x) |. Proposition 6 gives an oracle inequality for qˆ
hˆ
.
Proposition 6. Assume 1 and 2. Let x ≥ 1, ǫ ∈ (0, 1). Let H a finite subset of (0,∞) such that
minH = hmin ≥ ‖K‖∞‖K‖1|I|n and maxH ≤ 23 |I|∆ . Let qˆh the local polynomial estimator defined
in (2) and hˆ the bandwidth defined in (8). With conditional probability given FXT larger than
C1|H|e−x, on the event D (I, ν),
‖qˆ
hˆ
− q‖2I ≤ C0 (ǫ, α)min
h∈H
‖qˆh − q‖2I + C2 (ǫ, α) ‖qhmin − q‖2I
+
C3 (ǫ,K, α) |I|
ν2T 2
(
(1 + ‖q‖I,∞‖lT ‖I,∞|I|)x2
n
+
x3|I|
n2hmin
)(9)
9where C0 (ǫ, α) = α+ ǫ if α ≥ 1 and C0 (ǫ, α) = 1α + ǫ if 0 < α < 1, C1 is a constant, C2 (ǫ, α) is a
constant depending only on ǫ and α and C3 (ǫ,K, α) is a constant depending only on ǫ, K and α.
Furthermore, C2 (ǫ, α) ≍ 1ǫ and C3 (ǫ,K, α) ≍ 1ǫ3 when ǫ→ 0.
We also have,
E(‖qˆ
hˆ
− q‖2I |D (I, ν)) ≤
(
α ∨ 1
α
+
C˜1
log (n)
)
min
h∈H
E
(‖qˆh − q‖2I |D (I, ν))
+ C˜2 (α) log (n)E
(‖qhmin − q‖2I |D (I, ν))
+
C˜3 (K,α) |I|
ν2T 2
(
(1 + ‖q‖I,∞E (‖lT ‖I,∞|D (I, ν)) |I|) log (n ∨ |H|)5
n
+
log (n ∨ |H|)6
n
)
+ C˜4
‖q‖2I
n4
+
C˜5 (K) |I|
ν2T 2
√∑4
i=1 (‖q‖∞,IT )i
n
.
(10)
where C˜1 and C˜4 are constant, C˜2 (α) is a constant that only depends on α, C˜3 (K,α) is a constant
that only depends on K and α and C˜5 (K) is a constant that only depends on K.
In inequality (10), one can see the presence of an error of order log (n)E
(‖qhmin − q‖2I |D (I, ν)).
This error comes from the approximation of the bias ‖qh − q‖2I by ‖qh − qhmin‖2I and is negligi-
ble if hmin is small enough and q regular enough. We also remark that the oracle inequality is
asymptotically optimal when α = 1.
3.4. Adaptative minimax estimation. In this section, we study the performance of the esti-
mator qˆ
hˆ
in terms of convergence rate. We now work with the asymptotic n → ∞, meaning the
number of jumps becomes large when n → ∞. For ρ, β, L > 0, let Λρ,β = {f : I → R : f (x) ≥
ρ, ‖f‖I,∞ <∞}∩Σ (β, L, I) where Σ (β, L, I) is the Ho¨lder class on I defined as the set of l = ⌊β⌋
differentiable functions f : I → R whose derivative f (l) verifies
|f (l) (x) − f (l) (x′) | ≤ L|x− x′|β−l, ∀x, x′ ∈ I,
see [35, Definition 1.2]. We will restrict to the study of q ∈ Λρ,β.
To evaluate the performance of an estimator q˜n of q, we consider the minimax risk
R (q˜n,Λρ,β , ϕn) = sup
q∈Λρ,β
E
(
ϕ−2n
∫
I
(q˜n (N,X, x)− q (x))2 dx|D (I, ν)
)
.
An estimator q˜∗n is said to attain an optimal rate of convergence ϕn (Λρ,β) if
lim sup
n→∞
R (q˜∗n,Λρ,β, ϕn (Λρ,β)) <∞
and no estimator can attain a better rate:
lim inf
n→∞
inf
q˜n
R (q˜n,Λρ,β, ϕn (Λρ,β)) > 0
where the infimum is taken over all estimators.
Proposition 7. Assume 1 and 2. Let us consider the set of bandwidth H = {h > 0|h ≥
‖K‖∞‖K‖1|I|
n
, h ≤ 23 |I|∆ and |I|h−1 ∈ N}. Let qˆhˆ the local polynomial estimator defined in Propo-
sition 6 and let m be the degree of the corresponding polynomial. In the case where m ≥ ⌊β⌋, qˆ
hˆ
is optimal in the minimax sense and the optimal rate of convergence is given by ϕ (Λρ,β) = n
−β
2β+1 .
In the case where m < ⌊β⌋, the rate of convergence of qˆ
hˆ
is n
−m
2m+1
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4. Test for a parametric family
Let us consider the parametric family P = {gθ (·) , θ ∈ Θ} with Θ a subset of Rd, d ≥ 1. Our
objective is to test if the intensity function q belongs to P . Let us consider the two hypothesis:{
H0 : ∃θ0 ∈ Θ, q (·) = gθ (·)
H1 : q /∈ P .
We want to test H0 against H1. Under both hypothesis, one way to estimate q is to use the local
polynomial estimator qˆ
hˆ
. As we work in an asymptotic framework, we denote by hn the optimal
bandwidth hˆ. Under H0, to estimate the parameter θ, let us consider the contrast
Mn (θ) = ‖qˆhn (·)−
∫ T
0
w
(
·, hn, Xs − ·
hn
)
Khn (Xs − ·) 1Xs∈Igθ (Xs) ds‖2I
− 1
n2
∫
I
∫ T
0
w2
(
x, hn,
Xs − x
hn
)
K2hn (Xs − x)1Xs∈IdNsdx.
(11)
The contrast defined in (11) is similar to the one in [2], used in the case of the estimation of the drift
and the volatility of an Itoˆ diffusion. However, in [2], the norm is weighted by the density of X ,
that is lxT is our case. As it is important to have a good estimate of q everywhere on I, the norm is
not weighted in (11). The second term in the right hand side of (11) is a correction of the bias. We
can also notice that we use the function
∫ T
0
w
(
·, hn, Xs−·hn
)
Khn (Xs − ·)1Xs∈Igθ (Xs) ds and not di-
rectly gθ (·) in order to eliminate the bias term
∫ T
0 w
(
·, hn, Xs−·hn
)
Khn (Xs − ·) 1Xs∈I (gθ (Xs)− gθ (·)) ds
that would appear and then avoid us to make assumptions on the speed of convergence of this
term which depends on the regularity of gθ. An estimator of θ under H0 is
(12) θˆn = inf
θ∈Θ
Mn (θ) .
Under classical Assumption 3, this estimator is consistent at a speed rate of
√
n, see Proposition 8
(i). The idea of the test is that under H0, Mn
(
θˆn
)
is close to M (θ0) which is equal to 0. The rate
of convergence is of order n
√
hn, see Proposition 8 (ii). However, under H1, Mn
(
θˆn
)
converges to
inf
θ∈Θ
‖q − gθ‖2I which is different from 0 and then n
√
hnMn
(
θˆn
)
goes to ∞, see Proposition 8 (iii).
Assumption 3. We assume that
(i) The set Θ is compact in Rd.
(ii) For some M =MI > 0,
sup
x∈I
|gθ1 (x)− gθ2 (x) | ≤M‖θ1 − θ2‖d for θ1, θ2 ∈ Θ
where ‖ · ‖d is the Rd Euclidian norm.
(iii) For all x in I, θ 7→ gθ (x) is three times continuously differentiable. Furthermore, x 7→
gθ (x), x 7→ ∂θgθ (x) are continuous on I and ∂2,θgθ∂θi∂θj ,
∂3,θgθ
∂θi∂θj∂θk
are bounded on I for i, j,
k = 1, .., d for all θ ∈ Θ.
(iv) For some η = ηI > 0,
inf
(x,θ)∈I×θ
λmin
(
∂θgθ (x) ∂θgθ (x)
T
)
≥ η
where λmin (A) is the smallest eigenvalue of a matrix A.
(v) The equality gθ1 = gθ2 on I implies θ1 = θ2.
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(vi) hn → 0 and n
√
hn →∞.
(vii) The intensity function q is continuous on I and the kernel function K is continuous on R.
Proposition 8. Let Mn (θ) and θˆn defined respectively by (11) and (12). We work under As-
sumption 1, Assumption 2 and Assumption 3. On the event D (I, ν), conditionally on FXT , under
H0,
(i)
√
n
(
θˆn − θ0
) L→ N
(
0,
(∫
I
∂θgθ0 (u) ∂θgθ0 (u)
T du
)−1 ∫
I
∂θgθ0 (u) ∂θgθ0 (u)
T
gθ0 (u)
luT
du
)
,
(ii)
n
√
hnMn
(
θˆn
) L→ N
(
0, 2
∫
R
(∫
R
w (u)w (u+ p)K (u)K (u+ p) du
)2
dp
∫
I
(gθ0 (y))
2
(lyT )
2 dy
)
with
w (u) = UT (0)
(∫
R
U (z)UT (z)K (z) dz
)−1
U (u)
and under H1,
(iii)
|n
√
hnMn
(
θˆn
)
| p→∞.
In order to test the null hypothesis at level γ ∈ (0, 1), we reject H0 when
|Mn (θn) | ≥ cˆ (γ) = n−1h−
1
2
n
√
VnΦ−1
(
1− γ
2
)
where
Vn = A (K)
∫
I
(
g
θˆn
(y)∫ T
0 Khn (y −Xs)1Xs∈Ids
)2
dy,
A (K) = 2
(∫
R
K (u) du
)2 ∫
R
(∫
R
w (u)w (u+ p)K (u)K (u+ p) du
)2
dp
only depends on K and Φ is the cumulative distribution function of a N (0, 1) random variable.
5. Dependence between the frequency of electricity spot spikes and temperature
5.1. Data. We dispose of
• the hourly French EPEX spot price between the first January of 2007 and the first of
January 2017 not included,
• the hourly French temperature, which is an spatial average of the temperature over 32
cities, between the first January of 2007 and the first of January 2017 not included.
The times series are given in Figure 1 for the year 2010.
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Figure 1. French spot price and temperature during 2010.
5.2. Detection of the jumps. In the spot price time series, we observe spikes that are character-
istic of the electricity spot market. A spike can be defined as a jump with a strong mean reversion.
We then assume that the spot price S has the following dynamic:
St = Yt + Zt
with Yt a continuous Itoˆ semi-martingale and
Zt =
∫ t
0
∫
R
xe−β(t−s)p (dt, dx)
with p a Poisson measure on R+ × R with compensator q = λtdt⊗ ν (dx). Z has the dynamic
dZt = −βZtdt+
∫
R
xp (dt, dx)
corresponding to a mean reverting Poisson process and models the spikes. Let us consider N
the Poisson process associated to the jump times of X . N has intensity (λt)0≤t≤T which is the
intensity we want to estimate as a function of the temperature. In order to detect the jumps, we
use the method of [15] with a threshold equal to 5σˆ∆0.49 where ∆ is the frequency of observations
and σˆ is the multipower variation estimator of order 20. We keep only the increments verifying
∆iS∆i+1S < 0 as jumps with ∆iS = Sti − Sti−1 . When the frequency of observations ∆ goes to
0 and when β is large enough, [15] proves that this filtering allows to detect with probability one
every spikes under some asymptotic conditions. The data are segmented in periods of one year for
the detection of the jumps in order to avoid too much change in the volatility. In [15], the intensity
of the Poisson process is constant. Assuming that λ is bounded below and above, the results can
easily be extended to the case where λ is stochastic. Jump times are represented in Figure 1. In
the following, we consider that we observe N but we are aware that we only have an estimator of
it.
5.3. Dependence with temperature. In this section, we estimate the intensity of the jump
process as a function of the temperature, using the method of Section 3. In addition to the statistic
interest, quanto options are financial options with temperature and spot price as underlying. They
can be used for instance to hedge both volume and price risks. In order to price these options, it
is necessary to capture the dependence between the temperature and the spot price. More details
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are given in [6] where the dependence between the two is only modeled by a correlation and the
spikes are not represented.
The temperature is illustrated in Figure 1 along with the jump times. The spikes seems
to happen more often for low temperatures. The observed temperature belongs to the interval
[−8.50, 33.95]. The temperature is not observed continuously but because of the high frequency of
the data and the long range of observation, we pretend that the error due to the discretization is
negligible. One wants to estimate the intensity of the spike process as a function of the temperature
on the interval [−5, 33] where the temperature is sufficiently observed. To estimate the intensity
function, we consider the Epanechnikov kernel K (u) = 34
(
1− u2)1|u|≤1 and the local polynomial
estimator with degree 1 considered in Section 3. We choose hmin equal to
|I|‖K‖1‖K‖∞
NI
= 0.13,
where ‖K‖1 = 1, ‖K‖∞ = 34 and NI = 219 is the number of jumps in the interval I. The tuning
parameter of the estimation procedure α is chosen equal to 1. The optimal bandwidth is selected
among the set H = {h = hmin + 0.1i, h ≤ 25}. The minimum of the criteria is achieved for
hˆ = 8.73 and the estimator for this value of h is given in Figure 2. The estimator takes small
negative values for high temperatures, which is caused by the total absence of jumps in this area ;
one can take the maximum between the estimator and a small positive value for the intensity.
−5 0 5 10 15 20 25 30
Temperature
0.000
0.005
0.010
0.015
0.020
0.025
0.030
In
te
ns
ity
 (p
er
 h
ou
r)
Parametric estimator
Local polynomial estimator
Parametric estimator (MLE)
Figure 2. Local polynomial estimator (in the case α ∈
{0.5, 0.75, 1, 1.25, 1.5, 1.75}), parametric estimator and maximum likelihood
parametric estimator (MLE) of the intensity as a function of the temperature.
This result confirms our intuition: spikes happen more often when temperature is low. We now
want to test the hypothesis that the intensity is a quadratic function of the temperature:
q (x) = a0 exp (a1x) for x ∈ I
with a0 > 0, a1 < 0. The constant∫
R
(∫
R
w (u)w (u+ p)K (u)K (u+ p) du
)2
dp =
413113
985600
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Figure 3. Local polynomial estimator of the intensity as a function of the tem-
perature in the case α = 0.25.
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Figure 4. Criteria to minimize in order to find hˆ for different values of α.
is needed for the test. We find that the null hypothesis is not rejected for a level of confidence at 95%
(with a p value equals to 0.083) and that the estimated parameters are (aˆ0, aˆ1) = (1033.8,−0.2).
Figure 2 includes the parametric estimator of the intensity as a function of the temperature in the
case α = 1. The maximum likelihood estimator (MLE) of the parametric model q (x) = a0 exp (a1x)
is equal to (1035.7,−0.17) and gives a similar estimator for q, see Figure 2. However, the MLE
estimator of q is closer to the local polynomial estimator than our parametric estimator ; this can
be caused by the weight introduced in the norm in (11) for gθ. In a second time, we test if the
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intensity function is independent from the temperature, corresponding to q constant: the test is
rejected for a level of confidence at 95% (with a p value equals to 0).
To study the sensibility to the choice of α, we perform our estimation procedure for α ∈
{0.25, 0.5, 0.75, 1.25, 1.5, 1.75}. Results remains the same for α ∈ {0.5, 0.75, 1.25, 1.5, 1.75}: hˆ =
8.73. However, it differs significantly when α = 0.25: hˆ = 0.23 which is closed to hmin leading
to a high bias, which is consistent with a small value of α, see Figure 3 for the estimator of the
intensity considering this value of h. The criteria to minimize in order to find hˆ is given in Figure
4 for the different values of α. Similar results than [21, Theorem3] can be derived in our context:
the minimum penalty we can consider is achieved for α = 0, and for α < 0 the criteria leads
to a value of h closed to hmin with high probability and then induces a high bias. α = 0.25 is
positive but more likely to produce an under-biased estimator, which has happened in our case.
The question of the choice of α remains open but a value of α since the asymptotical one, that is
α = 1, seems satisfying. This choice is also supported by [37] (corresponding paper in progress) in
the case of density estimation where numerical experiments are performed: the tuning parameter
can be chosen equals to 1 without impact on the density estimation.
6. Numerical results
In order to evaluate the performance of our estimation procedure, we present some simulation
results. To be consistent with data, let us consider a model reproducing the temperature data and
the spike times.
As in [7], we model the temperature θt as the sum of a trend seasonality function
Γt = a+ bt+ c1 sin
(
2πt+ τ1
365× 24
)
+ c2 sin
(
2πt+ τ2
24
)
corresponding to yearly and daily seasonality and a diffusion Xt having dynamics
dXt = −ϑXtdt+ σdWt
whereWt is a standard Brownian motion. In [7], the temperature is modeled by a CARMA process
with stochastic seasonal volatility but for simplicity we consider the simplest one corresponding
to an Ornstein Uhlenbeck process. Using classical estimation procedures, we find a = 12.06,
b = 0.0000072, c1 = 7.81, c2 = −3.18, τ1 = −16924.50, τ2 = 10.84, ϑ = 0.011, σ = 0.46.
The spike intensity λt is considered as an exponential function of the temperature
λt = a0 exp (a1θt)
with a0 = 1033.8 and a1 = −0.2. As the quality of the estimation procedure depends on the
interval of estimation, we consider three intervals: [−1, 29], [−3, 31] and [−5, 33]. As for the
estimation on data, we consider a local polynomial estimator of degree 1 with a Epanechnikov
kernel. On each interval, we apply our estimation procedure and our bandwidth selection method
with hmin =
|I|‖K‖1‖K‖∞
200 and H = {h = hmin + 0.1i, h ≤ 11} and we focus the analysis on the
case where the tuning parameter α is set to 1. To evaluate the performance on our estimator, we
consider the error
e = E
(∫
I
(
q (x)− qˆ
hˆ
(x)
)2
dx∫
I
q2 (x) dx
)
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where hˆ is the optimal bandwidth given by our estimation procedure and we compare it to the
oracle error
eo = min
h∈H
E
(∫
I
(q (x)− qˆh (x))2 dx∫
I
q2 (x) dx
)
.
In practice, we consider estimators of these errors, eˆ and eˆo. In a second time, we test if the
intensity is of the form a0 exp (a1x) and if it is constant, that is independent of the temperature.
Results are given in Table 1 where 500 simulations of the model during 6 years with a step
time of one hour are considered. % converged corresponds to the percentage estimators that have
been computed, meaning that their local time was large enough and the matrix B invertible. This
percentage diminishes with the length of the interval, and is very low for the last interval. However,
this interval corresponds to the one we have estimated the parameters. One explanation is that
the model does not capture all the features of the data. For instance, seasonal volatility is not
modeled whereas it impacts the number of high and low values taken by the temperature. The two
errors eˆ and eˆ0 increases with the length of the interval, caused by boundary effects: less values of
the temperature are observed near the bounds. Furthermore, the ratio between eˆ and eˆ0 increases:
the bandwidth selection procedure is less efficient for larger interval. This corresponds to the term
1
ν2
in the oracle inequality. Columns % exponential and constant corresponds to the percentage
of simulation for which the corresponding test has not been rejected at level 95%. Results are
satisfying both for exponential and constant test. Estimators of a0 and a1 are consistent with the
true parameters but present a small bias, probably due to the form of Mn (θ) that adds a weight
term inside the norm. The mean of qˆ
hˆ
is represented in Figure 5 for each interval I. One can see
that there is a bias in the lower boundary for each interval.
Interval eˆ eˆo % converged % exponential % constant a0 a1
[−1, 29] 0.055 0.026 100 97 0 [1030.60, 1059, 65] [−0.210,−0.202]
[−3, 31] 0.082 0.03 81 97 0.25 [1015.67, 1041.91] [−0.223,−0.202]
[−5, 33] 0.19 0.04 12.6 73 0 [935.77, 973.50] [−0.253,−0.2212]
Table 1. Performance of the local polynomial estimation procedure and para-
metrical test on different intervals for simulated data.
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Figure 5. Mean of local polynomial estimators for different intervals with sim-
ulated data.
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7. Proof of Proposition 6
In order to prove Proposition 6, we need Proposition 9 and Proposition 10. Proposition 9 gives
an approximation of the error by the bias and the variance. This proposition is similar to the one
of [23, Proposition 4.1] in the context of density estimation.
During the proof, C˜ denotes a constant that can change from line to line. C˜ (·) denotes a
constant depending on · that can also change from line to line.
Proposition 9. Assume 1 and 2. Let x ≥ 1, η ∈ (0, 1]. Let H a finite subset of (0,∞) such that
minH = hmin ≥ ‖K‖∞‖K‖1|I|n and maxH ≤ 23 |I|∆ . Let qˆh the local polynomial estimator defined
in (2) and hˆ the bandwidth defined in (8). With conditional probability given FXT larger than
1− C˜|H|e−x, on the event D (I, ν), for any h ∈ H,
‖q − qˆh‖2I ≤ (1 + η)
(‖q − qh‖2I + Vh)+ C˜ |I|
(
1 + ‖q‖I,∞‖lT‖I,∞|I|‖K‖21
)
x2
nA2Kν
2T 2η3
and
‖q − qh‖2I + Vh ≤ (1 + η) ‖q − qˆh‖2I + C˜
|I| (1 + ‖q‖I,∞‖lT‖I,∞‖|I|K‖21)x2
nA2Kν
2T 2η3
where
Vh =
1
n
∫ T
0
(∫
I
(
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)
)2
1Xs∈Idx
)
q (Xs) ds
and AK is a constant depending on K which is introduced in Proposition 4.
Proposition 10. Assume 1 and 2. Let x ≥ 1, θ ∈ (0, 1). Let H a finite subset of (0,∞) such that
minH = hmin ≥ ‖K‖∞‖K‖1|I|n and maxH ≤ 23 |I|∆ . Let qˆh the local polynomial estimator defined in
(2) and hˆ the bandwidth defined in (8). Let Vˆh,hmin defined in Equation (6) and pen (α) defined in
Equation (7) with α > 0. With conditional probability given FXT larger than 1−C1|H|e−x, on the
event D (I, ν), for any h ∈ H,
(1− θ) ‖qˆ
hˆ
− q‖2I ≤ (1 + θ) ‖qˆh − q‖2I +
(
penα (h)− 2Vˆh,hmin
)
−
(
penα
(
hˆ
)
− 2Vˆ
hˆ,hmin
)
+
C2
θ
‖qhmin − q‖2I +
C (K) |I|
ν2T 2θ
(
(1 + ‖q‖I,∞‖lT‖I,∞|I|)x2
n
+
x3|I|
n2hmin
)
where C1 and C2 are constant and C (K) is a constant depending on K.
7.1. Proof of Proposition 9. In the following, we work conditionally on FXT . We also work
on the event D (I, ν). Conditionally on FXT , the process N is a inhomogeneous Poisson process.
Proposition 4 and Proposition 5 are then verified taking the conditional probability given FXT .
The norm ‖q− qˆh‖2I is the sum of ‖q− qh‖2I which is a bias term, ‖qˆh− qh‖I which is a variance
term and the cross term 2 < q − qh, qh − qˆh >I . In order to control ‖q − qˆh‖2I by ‖q − qh‖2I + Vh,
we will control the variance term by Vh and the cross term by ‖q − qh‖2I + Vh. We consider a real
number x ≥ 1 in the following.
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Control of the variance term. First, let us control the term ‖qh − qˆh‖2I . This term is equal to
1
n2
∫
I
(∫ T
0
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)1Xs∈IdMs
)2
dx
which can be written as the sum of
(13)
1
n2
∫ T
0
∫
I
w2
(
x, h,
Xs − x
h
)
K2h (Xs − x)1Xs∈IdxdNs
and
(14)
2
n2
∫ T
0
∫ s−
0
∫
I
w
(
x, h,
Xs − x
h
)
w
(
x, h,
Xu − x
h
)
Kh (Xu − x)Kh (Xs − x) dx1Xs∈I1Xu∈IdMudMs.
The term (13) is a simple Poisson integral and can be controlled with Proposition 4. As
1
n2
∫
I
w2
(
x, h,
Xs − x
h
)
K2h (Xs − x) 1Xs∈Idx ≤
‖K‖1‖K‖∞|I|2
n2A2Kν
2T 2h
≤ |I|
nA2Kν
2T 2
and
1
n4
∫ T
0
(∫
I
w2
(
x, h,
Xs − x
h
)
K2h (Xs − x)1Xs∈Idx
)2
dΛs
is bounded by
1
n2
sup
z∈I
∫
I
w2
(
x, h,
z − x
h
)
K2h (z − x) dxVh ≤
‖K‖1‖K‖∞Vh|I|2
A2Kν
2T 2hn2
≤ Vh|I|
nA2Kν
2T 2
,
with conditional probability given FXT larger than 1− 2|H|e−x, on D (I, ν), for any h ∈ H,
| 1
n2
∫ T
0
∫
I
w2
(
x, h,
Xs − x
h
)
K2h (Xs − x) dx1Xs∈IdNs − Vh| ≤
√
2|I|x
nA2Kν
2T 2
Vh +
|I|x
3nA2Kν
2T 2
.
Using Young’s inequality
(15) 2ab ≤ ǫa2 + b
2
ǫ
, for all ǫ > 0,
we find, for θ > 0, with conditional probability given FXT larger than 1− 2|H|e−x, on D (I, ν), for
any h ∈ H,
(16) | 1
n2
∫ T
0
∫
I
w2
(
x, h,
Xs − x
h
)
K2h (Xs − x) dx1Xs∈IdNs − Vh| ≤ θVh + C˜
x|I|
nA2Kν
2T 2θ
.
The term (14) is an U-statistics which can be controlled with Proposition 5. With conditional
probability given FXT larger than 1 − 6.44e−x, it is dominated in absolute value and on D (I, ν),
by
C˜
(
C
√
x+Dx+Bx
3
2 +Ax2
)
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with A, B, C and D defined in the following. We have
A =
1
n2
sup
(u,s)∈[0,T ]2
∫
I
w
(
x, h,
Xs − x
h
)
w
(
x, h,
Xu − x
h
)
Kh (Xu − x)Kh (Xs − x)1Xs∈I1Xu∈Idx
≤ ‖K‖∞‖K‖1|I|
2
n2A2Khν
2T 2
≤ |I|
nA2Kν
2T 2
.
The term
B2 = max{sup
s≤T
∫ s
0
(∫
I
w
(
x, h,
Xs − x
h
)
w
(
x, h,
Xu − x
h
)
Kh (Xu − x)Kh (Xs − x)1Xs∈I1Xu∈Idx
)2
dΛu,
sup
u≤T
∫ T
u
(∫
I
w
(
x, h,
Xs − x
h
)
w
(
x, h,
Xu − x
h
)
Kh (Xu − x)Kh (Xs − x)1Xs∈I1Xu∈Idx
)2
dΛs}
is bounded by, using the occupation time formula,
|I|4 sup
(v,z)∈I2
∫
I
Kh (z − x)Kh (v − x) dx sup
u∈[0,T ]
∫
I
∫
I
Kh (z − x)Kh (Xu − x) 1Xu∈IdxlzTnq (z)dz
n4A4Kν
4T 4
≤ ‖K‖∞‖K‖
3
1‖q‖I,∞‖lT ‖I,∞|I|4
hn3A4Kν
4T 4
≤ ‖K‖
2
1‖q‖I,∞‖lT‖I,∞|I|3
n2A4Kν
4T 4
.
Using again the occupation time formula and Young’s inequality for convolutions,
C2 =
∫ T
0
∫ s
0
(∫
I
w
(
x, h,
Xs − x
h
)
w
(
x, h,
Xu − x
h
)
Kh (Xu − x)Kh (Xs − x)1Xs∈I1Xu∈Idx
)2
dΛudΛs
is bounded by
‖lT ‖I,∞‖q‖I,∞|I|2
n3A2Kν
2T 2
∫ T
0
∫
I
(∫
I
w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈IKh (z − x) dx
)2
dzdΛs
≤ ‖lT‖I,∞‖q‖I,∞|I|
2
n3A2Kν
2T 2
∫ T
0
‖w
(
·, h, Xs − ·
h
)
Kh (Xs − ·)1Xs∈I1·∈I ∗Kh (·) ‖2dΛs
≤ ‖lT‖I,∞‖q‖I,∞|I|
2
n3A2Kν
2T 2
∫ T
0
‖w
(
·, h, Xs − ·
h
)
Kh (Xs − ·)1Xs∈I1·∈I‖2‖Kh‖21dΛs
=
‖lT‖I,∞‖q‖I,∞‖K‖21Vh|I|2
nA2Kν
2T 2
.
Using twice Cauchy Schwarz inequality, D which is equal to
sup
∫
T
0
a2udΛu=1,
∫
T
0
b2sdΛs=1
∫ T
0
au
∫ T
u
bs
∫
I
w
(
x, h,
Xs − x
h
)
w
(
x, h,
Xu − x
h
)
Kh (Xu − x)Kh (Xs − x) 1Xs∈I1Xu∈IdxdΛsdΛu
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can be bounded in the same way than C and
D ≤
√
‖lT‖I,∞‖q‖I,∞‖K‖21Vh|I|2
nA2Kν
2T 2
.
After applying (15), we obtain for θ ∈ (0, 1] that with conditional probability given FXT larger than
1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
2
n2
|
∫ T
0
∫ s−
0
∫
I
w
(
x, h,
Xu − x
h
)
w
(
x, h,
Xs − x
h
)
Kh (Xu − x) 1Xu∈IKh (Xs − x)1Xs∈IdxdMudMs|
≤ θVh + C˜
|I| (1 + ‖q‖I,∞‖lT ‖I,∞|I|‖K‖21)x2
ν2T 2A2Knθ
.
(17)
Combining (16) and (17) with θ˜ = θ2 , we find for θ˜ ∈ (0, 1], with conditional probability given FXT
larger than 1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
(18) |‖qh − qˆh‖2I − Vh| ≤ θ˜Vh + C˜
|I| (1 + ‖q‖I,∞‖lT ‖I,∞|I|‖K‖21)x2
nA2Kν
2T 2θ˜
.
Control of the cross term. The cross term < qˆh − qh, qh − q >I is equal to
1
n
∫ T
0
(∫
I
(qh (x)− q (x))w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈Idx
)
dMs
and thus can be controlled using Proposition 4. Using Cauchy Schwarz,
1
n
∫
I
(qh (x)− q (x))w
(
x, h,
Xs − x
h
)
Kh (Xs − x)1Xs∈Idx ≤
1
n
‖qh − q‖I
√
‖K‖1‖K‖∞|I|2
hA2Kν
2T 2
≤ ‖qh − q‖I
√
|I|
nA2Kν
2T 2
and for θ > 0, 1
n
∫
I
(qh (x)− q (x))w
(
x, h, Xs−x
h
)
Kh (Xs − x) 1Xs∈Idx is bounded by
(19)
θ‖qh − q‖2I
2
+
|I|x2
2nθA2Kν
2T 2
.
Using Cauchy Schwarz inequality again,
1
n2
∫ T
0
(∫
I
(qh (x)− q (x))w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈Idx
)2
dΛs ≤ ‖qh − q‖2IVh.
We can also bound this term using the occupation time formula and Young’s inequality for convo-
lution by
|I|2‖lT‖I,∞‖q‖I,∞
nA2Kν
2T 2
‖Kh (·) ∗ (qh − q) (·)1·∈I‖2 ≤ ‖lT ‖I,∞‖q‖I,∞‖K‖
2
1|I|2
nA2Kν
2T 2
‖qh − q‖2I
Thus,
1
n2
∫ T
0
(∫
I
(qh (x)− q (x))w
(
x, h,
Xs − x
h
)
Kh (Xs − x)1Xs∈Idx
)2
dΛs
21
is bounded by
‖q − qh‖2I
√
Vh
√
‖lT‖I,∞‖q‖I,∞‖K‖21|I|2
nA2Kν
2T 2
and for θ, u > 0,√
2
n2
∫ T
0
(∫
I
(qh (x)− q (x))w
(
x, h,
Xs − x
h
)
Kh (Xs − x)1Xs∈Idx
)2
dΛsx
is bounded by
θ‖q− qh‖2I +
1
2θ
√
Vh
√
‖lT‖I,∞‖q‖I,∞‖K‖21|I|2x
nA2Knν
2T 2
≤ θ‖q− qh‖2I +
uVh
θ
+
x‖lT ‖I,∞‖q‖I,∞‖K‖21|I|2
16θuA2Knν
2T 2
.
Thus, for θ ∈ (0, 1], with u = θ2, we obtain, with conditional probability given FXT larger than
1− C˜|H|e−x, on D (I, ν), for any h ∈ H,√
2
n2
∫ T
0
(∫
I
(qh (x)− q (x))w
(
x, h,
Xs − x
h
)
Kh (Xs − x)1Xs∈Idx
)2
dΛsx
is bounded by
(20) θ
(‖q − qh‖2I + Vh)+ C˜ x‖lT ‖I,∞‖q‖I,∞‖K‖21|I|2θ3nA2Kν2T 2 .
Using Proposition 4, bounds (19) and (20), we have for θ ∈ (0, 1], with conditional probability
given FXT larger than 1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
(21) 2| < qh − qˆh, qh − q >I | ≤ 3θ
(‖q − qh‖2I + Vh)+ C˜ |I|
(
1 + ‖q‖I,∞‖lT‖I,∞|I|‖K‖21
)
x2
nA2Kν
2T 2θ3
.
Combining (18) and (21), we find for θ ∈ (0, 1], with conditional probability given FXT larger than
1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
(22) ‖q − qˆh‖2I − ‖q − qh‖2I ≤ 3θ‖q − qh‖2I + (1 + 4θ)Vh + C˜
|I| (1 + ‖q‖I,∞‖lT ‖I,∞|I|‖K‖21)x2
nA2Kν
2T 2θ3
and
(23)
‖q− qˆh‖2I −‖q− qh‖2I ≥ −3θ
(‖q − qh‖2I + Vh)+ (1− θ) Vh − C˜ |I|
(
1 + ‖q‖I,∞‖lT‖I,∞|I|‖K‖21
)
x2
nA2Kν
2T 2θ3
.
Taking θ = η4 for (22) and θ =
η
4(1+η) for (??) with η ∈ (0, 1], the proof is achieved.
7.2. Proof of Proposition 10. We continue to work conditionally on FXT and on the event
D (I, ν). The beginning of the proof is similar to the one of [21, Theorem 9]. For any h ∈ H,
‖qˆ
hˆ
− q‖2I + penα
(
hˆ
)
= ‖qˆ
hˆ
− qˆhmin‖2I + penα
(
hˆ
)
+ ‖qˆhmin − q‖2I + 2 < qˆhˆ − qˆhmin , qˆhmin − q >I
≤ ‖qˆh − qˆhmin‖2I + penα (h) + ‖qˆhmin − q‖2I + 2 < qˆhˆ − qˆhmin , qˆhmin − q >I
≤ ‖qˆh − q‖2I + 2‖q − qˆhmin‖2I + 2 < qˆh − q, q − qˆhmin >I +penα (h)
+ 2 < qˆ
hˆ
− qˆhmin, qˆhmin − q >I .
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We then have
‖qˆ
hˆ
− q‖2I ≤ ‖qˆh − q‖2I + (penα (h)− 2 < qˆh − q, qˆhmin − q >I)
−
(
penα
(
hˆ
)
− 2 < qˆ
hˆ
− q, qˆhmin − q >I
)
.
(24)
We want to approach < qˆh− q, qˆhmin− q >I= S (h, hmin) by Vˆh,hmin with S (h, h′) =< qˆh− qh, qh′ −
q >I for h, h
′ ∈ H. We have
< qˆh − q, qˆhmin − q >I =< qˆh − qh + qh − q, qˆhmin − qhmin + qhmin − q >I
=< qˆh − qh, qˆhmin − qhmin >I +S (h, hmin) + S (hmin, h)
+ < qh − q, qhmin − q >I .
Furthermore, we can easily show that
< qˆh − qh, qˆhmin − qhmin >I= Vˆh,hmin + U (h, hmin)
with
Vˆh,hmin =
1
n2
∫ T
0
∫
I
w
(
x, h,
Xs − x
h
)
w
(
x, hmin,
Xs − x
hmin
)
Kh (Xs − x)Khmin (Xs − x) 1Xs∈IdxdNs,
U (h, hmin) =
1
n2
∫ T
0
∫ s−
0
(Gh,hmin (Xu, Xs) +Ghmin,h (Xs, Xu)) dMudMs
and
Gh,h′ (Xu, Xs) =∫
I
w
(
x, h,
Xu − x
h
)
w
(
x, hmin,
Xs − x
hmin
)
Kh (Xu − x)1Xu∈IKhmin (Xs − x) 1Xs∈Idx.
Thus,
(25) < qˆh−q, qˆhmin−q >I= Vˆh,hmin+U (h, hmin)+S (h, hmin)+S (hmin, h)+ < qh−q, qhmin−q >I .
In the following, we consider two real numbers x ≥ 1 and θ′ ∈ (0, 1).
Control of U (h, hmin). The term U (h, hmin) can be controlled using Proposition 5. With condi-
tional probability given FXT larger than 1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
|U (h, hmin) | ≤ C˜
(
C
√
x+Dx+Bx
3
2 +Ax2
)
with A, B, C and D defined below. We have
A =
1
n2
sup
(u,v)∈I2
|Gh,hmin (u, v) +Ghmin,h (v, u) |
≤ 2
n2
sup
(u,v)∈I2
|Gh,hmin (u, v) |
≤ 2‖K‖∞‖K‖1|I|
2
A2Kν
2T 2n2hmin
.
We have B2 equal to
1
n4
max{sup
s≤T
∫ s
0
(Gh,hmin (Xu, Xs) +Gh,hmin (Xs, Xu))
2
dΛu, sup
u≤T
∫ T
u
(Gh,hmin (Xu, Xs) +Gh,hmin (Xs, Xu))
2
dΛs}
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and bounded by
≤ 1
n4
sup
u≤T
∫ T
0
(Gh,hmin (Xu, Xs) +Gh,hmin (Xs, Xu))
2 dΛs
≤ 2
n4
sup
u≤T
∫ T
0
(Gh,hmin (Xu, Xs))
2
dΛs +
∫ T
0
(Gh,hmin (Xs, Xu))
2
dΛs.
Using Cauchy Schwarz inequality,
(26)
1
n4
∫ T
0
(Gh,hmin (Xs, Xu))
2
dΛs ≤ Vh‖K‖
2|I|2
n2A2Kν
2T 2hmin
.
Using the occupation time formula and Young’s inequality for convolutions,
1
n4
∫ T
0
(Gh,hmin (Xu, Xs))
2
dΛs ≤ ‖q‖I,∞‖lT‖I,∞|I|
4‖Kh (Xu − ·) ∗Khmin (·) ‖2
n3A4Kν
4T 4
≤ ‖q‖I,∞‖lT‖I,∞‖K‖
2
1‖K‖2|I|4
hminn3A4Kν
4T 4
.(27)
Thus, combining (26) and (27),
B2 ≤ 2Vh‖K‖
2|I|2
A2Kn
2ν2T 2hmin
+
2‖q‖I,∞‖lT‖I,∞‖K‖21‖K‖2|I|4
hminA4Kn
3ν4T 4
,
B ≤
√
2Vh‖K‖2|I|2
A2Kn
2ν2T 2hmin
+
√
2‖q‖I,∞‖lT‖I,∞|I|4‖K‖21‖K‖2
n3A4Khminν
4T 4
and
Bx
3
2 ≤ θ
′
3
Vh +
3
2θ′
‖K‖2|I|2x3
A2Kn
2ν2T 2hmin
+
‖K‖2|I|2x3
2hminA2Kn
2ν2T 2
+
‖K‖21‖q‖I,∞‖lT ‖I,∞|I|2
nA2Kν
2T 2
≤ θ
′
3
Vh +
1
θ′
‖K‖∞‖K‖1|I|2x3
A2Kn
2ν2T 2hmin
+
‖K‖21‖q‖I,∞‖lT ‖I,∞|I|2
θ′nA2Kν2T 2
.
To dominate
C2 =
1
n4
∫ T
0
∫ s
0
(Gh,hmin (Xu, Xs) +Gh,hmin (Xs, Xu))
2
dΛudΛs
which is bounded by
(28)
4
n4
∫ T
0
∫ T
0
(Gh,hmin (Xu, Xs))
2
dΛsdΛu,
we use the occupation time formula and Young’s inequality for convolutions:
C2 ≤ 4‖q‖I,∞‖lT ‖I,∞|I|
2
n3A2Kν
2T 2
∫ T
0
‖w
(
·, h, Xu − ·
h
)
Kh (Xu − ·) 1Xu∈I1·∈I ∗Khmin (·) ‖2dΛu
≤ 4‖q‖I,∞‖lT ‖I,∞‖K‖
2
1|I|2
n3A2Kν
2T 2
∫ T
0
‖w
(
·, h, Xu − ·
h
)
Kh (Xu − ·)1·∈I1Xu∈I‖2dΛu
=
4‖q‖I,∞‖lT ‖I,∞‖K‖21|I|2
A2Knν
2T 2
Vh.
We then have
C
√
x ≤ θ
′
3
Vh + C˜
‖K‖21‖q‖I,∞‖lT‖I,∞|I|2x
nA2Kν
2T 2θ′
.
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Using twice Cauchy Schwarz inequality, we find that
D = sup
∫
T
0
a2udΛu=1,
∫
T
0
b2sdΛs=1
∫ T
0
au
∫ T
u
bs (Gh,hmin (Xu, Xs) +Gh,hmin (Xs, Xu)) dΛsdΛu
is bounded by (28) and then
Dx ≤ θ
′
3
Vh + C˜
‖K‖21‖q‖I,∞‖lT ‖I,∞|I|2x2
nA2Kν
2T 2θ′
.
Finally, with conditional probability given FXT larger than 1− C˜|H|e−x, on D (I, ν),
(29) |U (h, hmin) | ≤ θ′Vh + C˜ ‖K‖
2
1‖q‖I,∞‖lT‖I,∞|I|2x2
nν2T 2θ′
+ C˜
‖K‖∞‖K‖1|I|2x3
ν2T 2A2Kθ
′n2hmin
.
Control of S. We need to control S (h, hmin) and S (hmin, h). Let h, h
′ in H. We can write
S (h, h′) =
1
n
∫ T
0
∫
I
(qh′ − q)w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈IdxdMs
and it is possible to control it with Proposition 4. First, using occupation time formula and noticing
that
q (x)− qh (x) =
∫ T
0
(q (x)− q (Xs))w
(
x, h,
Xs − x
h
)
Kh (Xs − x)1Xs∈Ids
using Proposition 2, we have
1
n
∫
I
(qh′ − q) (x)w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈Idx ≤
|I|
nAKνT
‖K‖1‖q − qh′‖I,∞
≤ 2‖K‖
2
1‖lT ‖I,∞‖q‖I,∞|I|2
nA2Kν
2T 2
.
Using the occupation time formula and Young’s inequality for convolutions, the term
1
n2
∫ T
0
(∫
I
(qh′ − q) (x)w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈Idx
)2
dΛs
is bounded by
‖lT‖I,∞‖q‖I,∞|I|2
nA2Kν
2T 2
‖ (qh′ − q) (·)1·∈I ∗Kh (·) ‖2 ≤ ‖qh
′ − q‖2I‖K‖21‖lT ‖I,∞‖q‖I,∞|I|2
nA2Kν
2T 2
.
With conditional probability given FXT larger than 1− C˜e−x, on D (I, ν), we then have
(30) S (h, h′) ≤ θ
′
2
‖qh′ − q‖2I + C˜
‖K‖21‖lT‖I,∞|I|2‖q‖I,∞x
nA2Kν
2T 2θ′
.
We apply (30) for S (h, hmin) and S (hmin, h).
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Control of < qh − q, qhmin − q >I . We have:
(31) | < qh − q, qhmin − q >I | ≤
θ′
2
‖qh − q‖2I +
1
2θ′
‖qhmin − q‖2I .
At the end, combining (25), (29), (30) and (31), we have with conditional probability given FXT
higher than 1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
| < qˆh − q, qˆhmin − q >I −Vˆh,hmin| ≤ θ′
(‖qh − q‖2I + Vh)+
(
θ′
2
+
1
2θ′
)
‖qhmin − q‖2I
+
C˜ (K) |I|
ν2T 2θ′
(‖q‖I,∞‖lT ‖I,∞|I|x2
n
+
x3|I|
n2hmin
)
.
(32)
Furthermore, Proposition 9 states that with conditional probability given FXT higher than 1 −
C˜|H|e−x for any h ∈ H, on D (I, ν),
(33) ‖q − qh‖2I + Vh ≤ 2‖q − qˆh‖2I + C˜
|I| (1 + ‖q‖I,∞‖lT ‖I,∞|I|‖K‖21)x2
nA2Kν
2T 2
.
We combine (24), (32) and (33) and we take θ′ = θ4 to conclude.
7.3. Proof of Proposition 6.
Proof of (9). Let x ≥ 1, τ = α − 1, ǫ ∈ (0, 1) and θ ∈ (0, 1) depending on ǫ and specified later.
Using Proposition 10, with conditional probability given FXT larger than 1− C˜|H|e−x, on D (I, ν),
for any h ∈ H,
(1− θ) ‖qˆ
hˆ
− q‖2I + τVˆhˆ ≤ (1 + θ) ‖qˆh − q‖2I + τVˆh +
C˜
θ
‖qhmin − q‖2I
+
C˜ (K) |I|
ν2T 2θ
(
(1 + ‖q‖I,∞‖lT‖I,∞|I|)x2
n
+
x3|I|
n2hmin
)(34)
Equation (16) states that with conditional probability given FXT larger than 1 − C˜|H|e−x, on
D (I, ν), for any h ∈ H,
(35) |Vˆh − Vh| ≤ θ
2
Vh + C˜
x|I|
nA2Kν
2T 2θ
.
First, let us consider the case τ ≥ 0. We then have, with conditional probability given FXT larger
than 1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
(1− θ) ‖qˆ
hˆ
− q‖2I ≤ (1 + θ) ‖qˆh − q‖2I + τ
(
1 +
θ
2
)
Vh +
C˜
θ
‖qhmin − q‖2I
+
C˜ (K) |I|
ν2T 2θ
(
(1 + ‖q‖I,∞‖lT ‖I,∞|I|) x2
n
+
|I|x3
n2hmin
)
.
Using Proposition 9 with η = θ2+θ , with conditional probability given FXT larger than 1− C˜|H|e−x,
on D (I, ν), for any h ∈ H,
(36) τVh ≤ τ
(
1 +
θ
2 + θ
)
‖q − qˆh‖2I + τ
C˜ (K) |I| (1 + ‖q‖I,∞‖lT ‖I,∞|I|)x2
nθ3ν2T 2
.
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Combining inequality (36) with (34) and (35) and as
(
1 + θ2
) (
1 + θ2+θ
)
= 1+ θ, we find that with
conditional probability given FXT larger than 1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
(1− θ) ‖qˆ
hˆ
− q‖2I ≤ (1 + θ + (1 + θ) τ) ‖qˆh − q‖2I +
C˜
θ
‖qhmin − q‖2I
+
|I|C˜ (K)
ν2T 2
(
1
θ
+
1
θ3
)(
(1 + ‖q‖I,∞‖lT‖I,∞|I|)x2
n
+
|I|x3
n2hmin
)
.
With θ = ǫ
ǫ+2+2τ , we have
‖qˆ
hˆ
− q‖2I ≤ (1 + τ + ǫ) ‖qˆh − q‖2I +
C˜ (ǫ+ 2 + 2τ)
2
(2 + 2τ) ǫ
‖qhmin − q‖2I
+
C˜ (K) |I| (ǫ+ 2 + 2τ)4
ν2T 2 (2 + 2τ) ǫ3
(
(1 + ‖q‖I,∞‖lT ‖I,∞|I|)x2
n
+
x3|I|
n2hmin
)
.
Inequality (9) is then proved in the case α ≥ 1 with
C0 (ǫ, α) = α+ ǫ,
C2 (ǫ, α) = C˜
(ǫ+ 2α)2
αǫ
and
C3 (ǫ,K, α) = C˜ (K)
(ǫ+ 2α)
4
αǫ3
.
Now, let us consider the case −1 < τ ≤ 0. According to Proposition 9, with conditional
probability on FXT larger than 1− C˜|H|e−x, on D (I, ν),
(37) τV
hˆ
≥ τ (1 + θ) ‖q − qˆ
hˆ
‖2I + τ
C˜ (K) |I| (1 + ‖q‖I,∞‖lT‖I,∞|I|)x2
nθ3ν2T 2
.
We find, combining (37) with (34) and (35) , that with conditional probability given FXT larger
than 1− C˜|H|e−x, on D (I, ν), for any h ∈ H,
(1− θ + τ (1 + θ))‖qˆ
hˆ
− q‖2I ≤ (1 + θ) ‖qˆh − q‖2I +
C˜
θ
‖qhmin − q‖2I
+
|I|C˜ (K)
ν2T 2
(
1
θ
+
1
θ3
)(
(1 + ‖q‖I,∞‖lT‖I,∞|I|)x2
n
+
x3|I|
n2hmin
)
.
Taking θ = ǫ(τ+1)
2
2+ǫ(1−τ2) < 1, we obtain, with conditional probability given FXT larger than 1 −
C˜|H|e−x, on D (I, ν), for any h ∈ H,
‖qˆ
hˆ
− q‖2I ≤
(
1
1 + τ
+ ǫ
)
‖qˆh − q‖2I +
C˜ (2 + ǫ (1− τ))2
2ǫ (τ + 1)
3 ‖qhmin − q‖2I
+
C˜ (K) (2 + ǫ (1− τ))4 |I|
2ǫ3 (τ + 1)
7
(
(1 + ‖q‖I,∞‖lT ‖I,∞|I|) x2
n
+
x3|I|
n2hmin
)
.
Inequality (9) is then verified in the case α < 1 with
C0 (ǫ, α) =
1
α
+ ǫ,
C2 (ǫ, α) = C˜
(2 + ǫ (2− α))2
2ǫα3
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and
C3 (ǫ,K, α) = C˜ (K)
(2 + ǫ (2− α))4
2ǫ3α7
.
Proof of (10). Let us use (9) with x = 5 log (n ∨ |H|) and ǫ = C˜ (log (n))−1. Let E be the event
on which (9) is true. Integrating with respect to FXT and dividing by P (D (I, ν)), we find
E
(‖qˆ
hˆ
− q‖2I1E |D (I, ν)
) ≤ (α ∨ 1
α
+ C˜ (log (n))
−1
)
min
h∈H
E
(‖qˆh − q‖2I |D (I, ν))
+ C˜ (α) log (n)E
(‖qhmin − q‖2I |D (I, ν))
+
C˜ (K,α) |I| log (n)3
ν2T 2
(
25|I|‖q‖I,∞E (‖lT ‖I,∞|D (I, ν)) log (n ∨ |H|)2
n
+
125|I| log (n ∨ |H|)3
n2hmin
)
.
(38)
Let NI =
∫ T
0
1Xs∈IdNs. On Ec ∩D (I, ν), using Cauchy Schwarz inequality,
‖qˆ
hˆ
− q‖2I ≤ 2‖q‖2I +
2|I|2
ν2T 2A2Kn
2
NI
∫
I
∫ T
0
K2h (Xs − x) 1Xs∈IdNsdx
≤ 2‖q‖2I +
2N2I ‖K‖∞‖K‖1|I|2
ν2T 2A2Kn
2h
≤ 2‖q‖2I +
2N2I |I|
ν2T 2A2Kn
.
Using Cauchy Schwarz inequality again, we have
E
(
N2I 1Ec |FXT
) ≤ E (N4I |FXT ) 12 P (Ec|FXT ) 12 .
Using Laplace transform formula, we easily show that NI has the law of a Poisson random variable
with parameter n
∫ T
0
q (Xs)1Xs∈Ids conditionally on FXT and
E
(
N4I |FXT
) ≤ C˜n4 (‖q‖I,∞T + (‖q‖I,∞T )2 + (‖q‖I,∞T )3 + (‖q‖I,∞T )4) .
We also have
P
(Ec|FXT ) ≤ C˜ |H|n5 ∨ |H|5
≤ C˜
n4
.
Integrating with respect to FXT and dividing by P (D (I, ν)), we find
(39) E
(‖qˆ
hˆ
− q‖2I1Ec |D (I, ν)
) ≤ C˜ ‖q‖2I
n4
+ C˜ (K)
|I|
√∑4
i=1 (‖q‖∞,IT )i
ν2T 2n
.
We obtain (10) combining (38) and (39).
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8. Other proofs
8.1. Proof of Proposition 1. Under Assumption 1 (i), we can define a local time in the sense
of the continuous semimartingale Lxt continuous in t, cadlag in x, see [30, Chapter 6] for more
information. [30, Exercise 1.15] states that for every measurable function h on [0, T ]× Ω× R.∫ t
0
h (s,Xs) d < Xs, Xs >=
∫
R
da
∫ t
0
h (s, a) dLas .
Let f be a measurable function on Ω × R. As σs ≥ σ > 0 for every s ∈ [0, T ] almost surely and
d < Xs, Xs >= σ
2
sds, we have ∫ t
0
f (Xs) ds =
∫
R
f (a) da
∫ t
0
1
σ2s
dLas
and (i) is verified with lxT =
∫ T
0
1
σ2s
dLas . According to [4, Equation (III)γ ], as
E
(
sup
0≤t≤T
|
∫ t
0
σsdWs|+
∫ T
0
|µs|ds
)
<∞,
E
(
sup
x∈R
LxT
)
<∞
and because σs ≥ σ a.s., we obtain (ii). The continuity of x 7→ lxT follows from [38, Example 2.2.3
(a)] and σ2s > 0 for all s ∈ [0, T ].
Under Assumption 1 (ii), we have lxt = 1x∈[0,t] for all x in R and t in [0, T ].
8.2. Proof of Proposition 3. Let ‖ · ‖m+1 be the Euclidian norm on Rm+1. For a symmetric
positive semi-definite matrix A, let λmin (A) the smallest eigenvalue of A. In the following, we
work on D (I, ν). We have
λmin (B (x, h)) = inf‖v‖m+1=1
vTB (x, h) v.
Let v in Rm+1 with ‖v‖m+1 = 1. Using the occupation time formula, we have
vTB (x, h) v =
∫ T
0
(
vTU
(
Xs − x
h
))2
Kh (Xt − x) 1Xs∈Ids
=
∫
I
(
vTU
(
u− x
h
))2
Kh (u− x) luTdu
≥ νTKmin|I|h
∫
I
(
vTU
(
u− x
h
))2
1|u−x|<∆hdu.
If x ∈ [min I +∆h,max I −∆h],
1
h
∫
I
(
vTU
(
u− x
h
))2
1|u−x|<∆hdu =
∫
R
(
vTU (u)
)2
1|u|<∆du,
if x ∈ [min I,min I +∆h], because h ≤ 23 |I|∆ ,
1
h
∫
I
(
vTU
(
u− x
h
))2
1|u−x|<∆hdu ≥
∫
R
(
vTU (u)
)2
10<u<∆
2
du
29
and if x ∈ [max I −∆h,max I],
1
h
∫
I
(
vTU
(
u− x
h
))2
1|u−x|<∆hdu ≥
∫
R
(
vTU (u)
)2
1−∆
2
<u<0du.
Thus, for all x ∈ I, λmin (B (x, h)) is larger than
νT
|I|Kminmin
(
inf
‖v‖m+1=1
(∫
R
(
vTU (u)
)2
10<u<∆
2
du
)
, inf
‖v‖m+1=1
(∫
R
(
vTU (u)
)2
1−∆
2
<u<0du
))
=
νT
|I|Kminmin
(
λmin
(∫
R
U (u)UT (u)10<u<∆
2
du
)
, λmin
(∫
R
U (u)UT (u)1−∆
2
<u<0du
))
and
min
(
λmin
(∫
R
U (u)UT (u)10<u<∆
2
du
)
, λmin
(∫
R
U (u)UT (u)1−∆
2
<u<0du
))
> 0
applying [35, Lemma 1.4] with K (u) = 10≤u≤∆
2
and K (u) = 1−∆
2
≤u≤0.
We have
|w
(
x, h,
Xs − x
h
)
1|Xs−x
h
|≤1| ≤ ‖B (x, h)−1 U
(
Xs − x
h
)
‖m+11|Xs−x
h
|≤1
≤ 1
λmin (B (x, h))
‖U
(
Xs − x
h
)
‖m+11|Xs−x
h
|≤1
≤ 1
λmin (B (x, h))
√
1 +
1
(1!)
2 +
1
(2!)
2 + ...+
1
(m!)
2
≤ 2
λmin (B (x, h))
.
Then,
(40) |w
(
x, h,
Xs − x
h
)
1|Xs−x
h
|≤1| ≤
|I|
AKνT
with
AK =
Kminmin
(
λmin
(∫
R
U (u)UT (u)10<u<∆
2
du
)
, λmin
(∫
R
U (u)UT (u)1−∆
2
<u<0du
))
2
> 0.
8.3. Proof of Proposition 7.
Lower bound. We suppose for simplicity that I = [0, 1]. As in [35, Section 2.6.1], we consider a
real number c0 > 0 and
m = ⌊c0n 12β+1 ⌋+ 1, hn = 1
m
, xk =
k − 12
m
,
ϕk (x) = Lh
β
nK
(
x− xk
hn
)
, k = 1, ..,m, x ∈ [0, 1]
with
K (u) = a exp
(
− 1
1− 4u2
)
1|2u|≤1, a > 0.
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For a sufficient small, K ∈ Σ (β, 12) ∩ C∞ (R). According to [35, Equation (2.5)], the functions ϕk
belongs to Σ
(
β, L2 , I
)
and the set of function
C = {q : q (x) = ρ+
m∑
k=1
wkϕk (x) , wk ∈ {0, 1}, x ∈ I}
is included in Λρ,β as the functions ϕk have disjoint supports.
Let us suppose that m ≥ 8. According to [35, Lemma 2.9], there exists a subset C˜ of C such
that for all fw = ρ+
∑m
k=1 wkϕk (x) ∈ C˜ and all fw′ = ρ+
∑m
k=1 w
′
kϕk (x) ∈ C˜, we have
m∑
k=1
(wk − w′k)2 ≥
m
8
and with
M ≥ 2
m
8
where M + 1 = |C˜|. Now, if we consider two elements fw and fw′ of C˜, we have
‖fw − fw′‖I = Lhβ+
1
2
n ‖K‖
√√√√ m∑
k=1
(wk − w′k)2
≥ Lhβ+ 12n ‖K‖
√
m
16
=
L
4
‖K‖m−β .
Thus, if n ≥ n∗ =
(
7
c0
)2β+1
, m ≥ 8 and mβ ≤ (2c0)β n
β
2β+1 . Hence,
(41) ‖fw − fw′‖I ≥ 2sn
with sn = An
− β
2β+1 and A = L8 ‖K‖ (2c0)−β .
The following part of the proof differs from [35]. C˜ can be written {q0, q1, ...qM}. Let us denote
by Pj the probability measure associated to the intensity nqj (Xs) , s ∈ [0, T ]. We consider the
Kullback divergence between P0 and Pj conditionally on D (I, ν), that is E
P0
(
log
(
dPj
dP0
)
|D (I, ν)
)
,
denoted by K (P0,Pj). We have
K (P0,Pj) = E
(∫ T
0
n
(
qj (Xs)− q0 (Xs)− q0 (Xs) log
(
qj (Xs)
q0 (Xs)
))
ds|D (I, ν)
)
= E
(∫ T
0
nq0 (Xs)
(
qj (Xs)− q0 (Xs)
q0 (Xs)
− log
(
1 +
qj (Xs)− q0 (Xs)
q0 (Xs)
))
ds|D (I, ν)
)
≤ E
(∫ T
0
nq0 (Xs)
(
qj (Xs)− q0 (Xs)
q0 (Xs)
− log
(
1 +
qj (Xs)− q0 (Xs)
q0 (Xs)
))
ds|D (I, ν)
)
≤ E
(∫ T
0
n
(qj (Xs)− q0 (Xs))2
qj (Xs)
ds|D (I, ν)
)
(42)
31
using the fact that for x > −1, log (1 + x) ≥ x1+x . Continuing from (42), we have:
K (P0,Pj) ≤ nh
2β
n L
2T ‖K‖2∞
ρ
=
L2T ‖K‖2∞c−(2β+1)0 m
ρ
.
Let α ∈ (0, 18). As log (M) ≥ log(2)m8 , we choose
c0 =
(
8L2‖K‖2∞T
α log (2)ρ
) 1
2β+1
and we have
(43)
1
M
M∑
j=1
K (P0,Pj) ≤ α log (M) .
We have according to (41) and (43)
(i) ‖λj − λk‖I > 2sn for all j 6= k with sn = An−
β
2β+1 and
(ii) 1
M
∑M
j=1K (P0,Pj) ≤ α log (M).
We can conclude using [35, Theorem 2.5]:
lim inf
n→∞
inf
Tn
R
(
Tn,Λρ,β , n
−β
2β+1
)
> 0.
Upper bound. Let us assume that l ≤ m. Let h in H. If q ∈ Σ (L, β, I), the bias part of
E
(‖qˆh − q‖2I |D (I, ν)), E (‖q − qh‖2I |D (I, ν)), is equal to, using Proposition 2,
(44) E

∫
I
(∫ T
0
w
(
x, h,
Xs − x
h
)
Kh (Xs − x) 1Xs∈I (q (Xs)− q (x)) ds
)2
dx|D (I, ν)

 .
Using Proposition 2 and Taylor’s expansion, there exists (τs)0≤s≤T such that the integral inside
the expectation in (44) is equal to, on the event D (I, ν),
∫
I
(∫ T
0
w
(
x, h,
Xs − x
h
)
Kh (Xs − x)1Xs∈I
(
q(l) (x+ τs (Xs − x))− q(l) (x)
) (Xs − x)l
l!
ds
)2
dx.
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The bias term is then bounded by
E

∫
I
(∫ T
0
|w
(
x, h,
Xs − x
h
)
|Kh (Xs − x) 1Xs∈I
L|Xs − x|β
l!
ds
)2
dx|D (I, ν)


≤ E

∫
I
(∫ T
0
|w
(
x, h,
Xs − x
h
)
|Kh (Xs − x)1Xs∈I
Lhβ
l!
ds
)2
dx|D (I, ν)


≤ |I|
2L2h2β
ν2T 2A2K (l!)
2E
(
‖lT‖I,∞
∫
I
∫
I
∫ T
0
Kh (Xs − x)Kh (z − x) 1Xs∈IdslzTdzdx|D (I, ν)
)
≤ L
2h2βE (‖lT‖I,∞|D (I, ν)) ‖K‖21|I|2
ν2TA2K (l!)
2 .
The variance part is equal to
E
(‖qˆh − qh‖2I |D (I, ν)) = 1nE
(∫
I
∫ T
0
w2
(
x, h,
Xs − x
h
)
K2h (Xs − x) q (Xs) dsdx|D (I, ν)
)
≤ ‖q‖I,∞|I|
2
A2Kν
2T 2n
E
(∫
I
∫ T
0
K2h (Xs − x) dsdx|D (I, ν)
)
≤ ‖q‖I,∞‖K‖
2|I|2
nhA2Kν
2T
.
Hence, we have
min
h∈H
E
(‖qˆh − q‖2I |D (I, ν)) ≤ C1 (q,E (‖lT‖I,∞|D (I, ν)) ,K, T, β, |I|)n −2β2β+1
and according to (10), as |H| ≤ C˜ (K, |I|)n where C˜ (K, |I|) is a constant depending only on K
and |I| and E (‖q − qhmin‖2|D (I, ν)) is of order n−2β ,
E
(‖qˆ
hˆ
− q‖2I |D (I, ν)
) ≤ C2 (q,E (‖lT‖I,∞|D (I, ν)) ,K, T, β, |I|)n −2β2β+1
with C1 (q,E (‖lT‖I,∞|D (I, ν)) ,K, T, β, |I|) and C2 (q,E (‖lT‖I,∞|D (I, ν)) ,K, T, β, |I|) constants
depending on q, E (‖lT‖I,∞|D (I, ν)), K, T , β and |I|. Finally,
lim sup
n→∞
R
(
qˆn,Λρ,β, n
−β
2β+1
)
<∞.
In the case where l > m, we apply the Taylor expansion formula of the bias up to the order m
and we find that the bias is of oder n2m as q(m) is bounded. The convergence rate is then of order
n
−m
2m+1 .
8.4. Proof of Proposition 8. For simplicity, the proof is done in the case where Θ ⊂ R, that is
when d = 1. The proof is similar for any d ≥ 1. In the following, let us use the following notation:
K˜ (x, h, z) = w (x, h, z)K (z) , for x ∈ I, h > 0, z ∈ R.
As X is an ancillary statistic, one can work as if X was deterministic. We also work on the event
D (I, ν).
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Convergence of θˆn. First, let us study the convergence ofMn (θ) for θ ∈ Θ. We can writeMn (θ)
as the sum of
(45)
2
n2h2n
∫ T
0
∫ s−
0
∫
I
K˜
(
x, hn,
Xs − x
hn
)
K˜
(
x, hn,
Xu − x
hn
)
1Xs∈I1Xu∈IdxdMudMs,
(46)
1
h2n
∫
I
(∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈I (q (Xs)− gθ (Xs)) ds
)2
dx
and
(47)
2
nh2n
∫
I
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈IdMs
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
(q (Xs)− gθ (Xs))1Xs∈Idsdx.
The first term (45) has expectation 0 and variance equal to
4
n4h4n
∫ T
0
∫ s−
0
(∫
I
K˜
(
x, hn,
Xs − x
hn
)
K˜
(
x, hn,
Xu − x
hn
)
1Xs∈I1Xu∈Idx
)2
n2q (Xu) q (Xs) duds
which is equal to
(48)
2
n2h4n
∫ T
0
∫ T
0
(∫
I
K˜
(
x, hn,
Xs − x
hn
)
K˜
(
x, hn,
Xu − x
hn
)
1Xs∈I1Xu∈Idx
)2
q (Xu) q (Xs) duds.
Using the occupation time formula, (48) is equal to
2
n2h4n
∫
I
∫
I
(∫
I
K˜
(
x, hn,
r − x
hn
)
K˜
(
x, hn,
y − x
hn
)
dx
)2
q (r) lrT q (y) l
y
T drdy.
By writing I =
[
I, I¯
]
, (48) is equal to
2
hnn2
∫
I
∫ I¯−y
hn
I−y
hn
(∫ y−I
hn
y−I¯
hn
K˜ (y − uhn, hn, u) K˜ (y − uhn, hn, u+ p)du
)2
q (y + hnp) l
y+hnp
T q (y) l
y
Tdpdy.
Using the continuity properties of x 7→ lxT from Proposition 1, several times the dominated conver-
gence theorem and the fact that inf
x∈I
lxT ≥ ν > 0 and ‖lT ‖I,∞ <∞, we find that
K˜ (x, hn, z) −→
n→∞
(lxT )
−1 w (z)K (z) , for x ∈ I, z ∈ R
with
w (u) = UT (0)
(∫
R
U (z)UT (z)K (z) dz
)−1
U (u)
and that (48) is equivalent to
2
hnn2
∫
R
(∫
R
w (u)w (u+ p)K (u)K (u+ p)du
)2
dp
∫
I
(q (y))
2
(lyT )
2 dy.
Thus, (45) is of order Op
(
1
n
√
hn
)
and goes to 0 in probability. Concerning the second term (46),
using the dominated convergence theorem again, we find that it converges to∫
R
w (u)K (u) du
∫
I
(q (x)− gθ (x))2 dx
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and ∫
R
w (u)K (u)du = 1
as it is the limit of
∫ T
0
w
(
x, hn,
Xs−x
hn
)
Khn
(
Xs−x
hn
)
ds which is equal to 1 according to Proposition
2. The last term (47) has mean 0 and variance equal to O
(
1
n
)
and goes to 0 when n→∞. Thus,
Mn (θ)
p→M (θ) = ‖q − gθ‖2I .
Under Assumption 3, we easily show that
|Mn (θ1)−M (θ1)− (Mn (θ2)−M (θ2)) | . |θ1 − θ2|.
According to Kolmogorov continuity criterion, the convergence is then uniform in θ. Furthermore,
under H0, the minimum of M (θ) is achieved for θ = θ0 which is the unique minimum under
Assumption 3. We then have, under H0,
θˆn
p→ θ0.
Using Taylor’s formula, on the event {M (2)n (θ0) + (θˆn−θ0)2 M (3)
(
θ˜n
)
6= 0},
√
n
(
θˆn − θ0
)
=
−√nM ′n (θ0)
M
(2)
n (θ0) +
(θˆn−θ0)
2 M
(3)
(
θ˜n
)
with θ˜n between θ0 and θˆn. M
′
n (θ) is equal to
− 2
nh2n
∫ T
0
f (hn, θ,Xs) (dNs − ngθ (Xs) ds)
with
f (hn, θ,Xs) =
∫
I
∫ T
0
K˜
(
x, hn,
Xu − x
hn
)
1Xu∈I∂θgθ (Xu) duK˜
(
x, hn,
Xs − x
hn
)
1Xs∈Idx,
M
(2)
n (θ) to
− 2
nh2n
∫ T
0
∂θf (hn, θ,Xs) (dNs − ngθ (Xs) ds)
+
2
h2n
∫
I
(∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈I∂θgθ (Xs) ds
)2
dx
and M
(3)
n (θ) to
− 2
nh2n
∫ T
0
∂2,θf (hn, θ,Xs) (dNs − ngθ (Xs) ds)
+
6
h2n
∫
I
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈I∂θgθ (Xs) ds
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈I∂2,θgθ (Xs) dsdx.
Under H0, Ms = Ns − n
∫ s
0 gθ0 (Xs) ds. Thus,
√
nM ′n (θ0) has expectation 0 and variance
4
h4n
∫ T
0
(∫
I
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
∂θgθ0 (Xs)1Xs∈IdsK˜
(
x, hn,
Xu − x
hn
)
1Xu∈I
)2
gθ0 (Xu) du
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that converges to
4
∫
I
(∂θgθ0 (u))
2
gθ0 (u)
luT
du.
We can easily show that
8 (
√
n)
3
n3h6n
∫ T
0
(f (hn, θ,Xs))
3
ngθ0 (Xu) du = O
(
1√
n
)
and converges to 0. Thus, according to [29, Theorem 3], we have the following central limit theorem
(49) −√nM ′n (θ0) L→
√
4
∫
I
(∂θgθ0 (u))
2
gθ0 (u)
luT
duN (0, 1) .
Under H0, the first term of M
(2)
n (θ0)
(50) − 2
nh2n
∫ T
0
∂θf (hn, θ,Xs) dMs
has mean 0 and variance
4
n2h4n
∫ T
0
(∂θf (hn, θ,Xs))
2
ngθ0 (Xs) ds = O
(
1
n
)
.
Then, (50) converges to 0 in probability. The second term of M (2) (θ0)
2
h2n
∫
I
(∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈I∂θgθ (Xs) ds
)2
dx
converges in probability to
2
∫
I
(∂θgθ0 (x))
2 dx.
Then,
(51) M (2)n (θ0)
p→ 2
∫
I
(∂θgθ0 (u))
2
du.
The absolute value of M (3)
(
θ˜n
)
has mean equal to O (1). As θˆn − θ p→ 0,
(52)
(
θˆn − θ
)
M (3)n
(
θ˜n
)
p→ 0.
Using (49), (51) and (52),
√
n
(
θˆn − θ0
) L→
√∫
I
(∂θgθ0 (u))
2
gθ0 (u)
lu
T
du∫
I
(∂θgθ0 (u))
2
du
N (0, 1) ,
achieving the proof of (i).
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Convergence of Mn
(
θˆn
)
under H0. Mn
(
θˆn
)
is the sum of (45), (46) and (47), replacing θ by
θˆn. Concerning (45), we have
16
n4h6n
∫ T
0
∫ s−
0
(∫
I
K˜
(
x, hn,
Xs − x
hn
)
K˜
(
x, hn,
Xu − x
hn
)
1Xs∈I1Xu∈Idx
)4
n2q (Xu) q (Xs) duds
which is equivalent to
8
hnn2
∫
R
(∫
R
w (u)w (u+ p)K (u)K (u+ p) du
)4
dp
∫
I
(q (y))
2
(lyT )
6 dy
and converges to 0. According to [29, Theorem 3],
2
√
hnn
n2h2n
∫ T
0
∫ s−
0
∫
I
K˜
(
x, hn,
Xs − x
hn
)
K˜
(
x, hn,
Xu − x
hn
)
dx1Xs∈I1Xu∈IdMudMs
converges in law to√√√√2 ∫
R
(∫
R
w (u)w (u+ p)K (u)K (u+ p) du
)2
dp
∫
I
(q (y))2
(lyT )
2 dyN (0, 1) .
The term (46) is of the same order than
(
θˆn − θ0
)2
which is Op
(
1
n
)
and
√
hnn
h2n
∫
I
(∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈I
(
q (Xs)− gθˆn (Xs)
)
ds
)2
dx = Op
(√
hn
)
p→ 0.
The last term corresponding to (47) is bounded by
2
nh2n
MI |θ0 − θˆn|
∫
I
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈IdMs
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈Ids
equal to Op
(
1
n
)
. Thus,
2
√
hnn
nh2n
∫
I
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)
1Xs∈IdMs
∫ T
0
K˜
(
x, hn,
Xs − x
hn
)(
q (Xs)− gθˆn (Xs)
)
1Xs∈Ids
is equal to Op
(√
hn
)
and converges to 0 in probability. Finally,
n
√
hnMn
(
θˆn
) L→
√√√√2 ∫
R
(∫
R
w (u)w (u+ p)K (u)K (u+ p) du
)2
dp
∫
I
(q (y))
2
(lyT )
2 dyN (0, 1) .
Convergence of Mn
(
θˆn
)
under H1. As the convergence of Mn (θ) is uniform in θ, Mn
(
θˆn
)
converges to inf
θ∈Θ
‖q − gθ‖2I which is strictly positive under H1. Thus, under H1,
|n
√
hnMn
(
θˆn
)
| → ∞.
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