Abstract. The scaled Rényi information plays a significant role in evaluating the performance of information processing tasks by virtue of its connection to the error exponent analysis. In quantum information theory, there are three generalizations of the classical Rényi divergence-the Petz's, sandwiched, and log-Euclidean versions, that possess meaningful operational interpretation. However, these scaled noncommutative Rényi informations are much less explored compared with their classical counterpart, and lacking crucial properties hinders applications of these quantities to refined performance analysis. The goal of this paper is thus to analyze fundamental properties of scaled Rényi information from a noncommutative measure-theoretic perspective. Firstly, we prove the uniform equicontinuity for all three quantum versions of Rényi information, hence it yields the joint continuity of these quantities in the orders and priors. Secondly, we establish the concavity in the region of s ∈ (−1, 0) for both Petz's and the sandwiched versions. For the applications, we show that the strong converse exponent in classical-quantum channel coding satisfies a minimax identity. The established concavity is further employed to prove an entropic duality between classical data compression with quantum side information and classical-quantum channel coding, and a Fenchel duality in joint source-channel coding with quantum side information in the forthcoming papers.
Introduction
Error exponent analysis aims at evaluating the exponential behavior of the performance (e.g. the error probability or success probability) of the underlying system when a certain size or rate is fixed. Early studies can be found in hypothesis testing, detection and estimation theory, and varieties of statistical applications [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] . It is arguably a substantial research topic in information theory because the analysis can be viewed as a refinement of Shannon's seminal source coding and channel coding theorem [14] . In this paper, we focus on the problems of information transmission or the so called channel coding. Let W : x → W x be a probabilistic channel that maps symbols from the input alphabet X to an output measurable space. The goal of a communication system is to design a good coding strategy for n uses of the channel that minimizes the error probability of decoding. Drawing connection to the large deviation principle [13] , the optimal exponent given a fixed transmission rate R is determined by the Fenchel-Legendre transform of the scaled Rényi information E (1) 0 (s, P ) [15, 16, 17, 18, 19, 20, 21, 19, E-mail address: haochung.ch@gmail.com, ligao@math.tamu.edu, min-hsiu.hsieh@uts.edu.au. Date: November 13, 2018. 22, 23, 24, 25] :
0 (s, P ) − sR , R < C W (1)
0 (s, P ) − sR , R > C W (2) where ε ⋆ (n, R) denotes the optimal error probability; C W is the channel capacity; and E
0 (s, P ) for a prior probability mass function P is called the auxiliary function introduced by Gallager [18, 19] : 
where ν is any reference measure 2 such that W x is absolutely continuous with respect to ν for all x with P (x) > 0.
The auxiliary function presented above has a close relation to an one-parameter generalization of Shannon's mutual information. Sibson [27] introduced one candidate in terms of Rényi's divergence D α [28, 29] and showed that it equals a scaled version of Gallager's auxiliary function:
= E
0 (s, P ) s
where the infimum is taken over all probability measures q on the output measurable space, and P • W denotes the joint probability measure between the input and output spaces. We termed I
(1)
α (P, W) the order α Rényi information for a prior P .
Augustin [30] and Csiszár [31] proposed another generalization 3 of Shannon's mutual information, which is termed as the order α Augustin information for a prior P [30, 31, 34, 35] :
When maximizing over all priors P , both Rényi information and Augustin information equal the order α Rényi capacity [36, 31, 37, 35] :
α (P, W) = sup
α (P, W).
One can define the auxiliary function associated with the Augustin information by drawing inspiration from Eq. (5):
0 (s, P ) := sI (P, W).
Similar to the role of E
0 (s, P ) in Eqs. (1) and (2), the Fenchel-Legendre transform of E
0 (s, P ) was shown to be equal to the optimal exponent of channel coding with constant composition codes [38, 39, 40, 41, 30, 42, 43, 44, 23, 45, 31, 46, 26, 47, 48, 49] . 1 More precisely, Eq. (1) was proven for any fixed rate below the channel capacity and above the critical rate [18, 20, 19, 26] , i.e. the 1 2 order Rényi capacity C 1 2 ,W defined in Eq. (7) later. Recently, Nakiboglu in [25, Lemma 14] showed that Eq. (1) holds for any fixed rate greater than C 1
1+L
,W under list decoding [26] with list size L ∈ {1, . . . , M − 1}, where M is the size of the message set. 2 Note that the quantity E (1) 0 (s, P ) does not depend on the choice of the reference measure. 3 There is an another version defined by Arimoto [32] . After maximizing over all priors, the three quantity correspond to the order α Rényi capacity in Eq. (7) . However, we omit the discussion of this version due to the limited uses. We refer the readers' to the comparison by Verdú [33] .
In addition to the channel coding problems, the connections of the auxiliary functions 4 to the exponents in other information tasks, e.g. source coding and channel coding networks, have been established as well [56, 57, 58, 59, 45, 60, 61, 62, 63] . This justifies the operational significance of the auxiliary functions in information theory. Therefore, understanding their properties is of substantial interest and allows us to better characterize the performance of the information tasks. Early works on the continuity properties were done by Gallager [18, p. 28] , Shannon, Gallager and Berlekamp [20, p. 101] , and Csiszár [64, 26] . The first-order and second-order derivatives at s = 0 correspond, respectively, to Shannon's mutual information and information variance [19, p. 142] , [65, Lemma 1] . Those properties are critical to highorder analysis in finite blocklength regime [66, 67, 68, 48, 69, 70] and moderate deviation analysis [65, 52] . The concavity of E (1) 0 (s, P ) in s > −1 was first proved by Gallager [19, Theorem 5.6 .3] using Hölder's inequality. Essentially, the concavity of E (1) 0 is equivalent to Littlewood's version of Hölder's inequality 5 [71, Theorem 5.5.1]. As for E (2) 0 (s, P ), Csiszár [31, (A24) , (A27)] (see also [29, Theorem 30] , [72] ) proved a variational representation for the case of finite-dimensional output spaces:
where the infimum is taken over all dummy channels on the same input and output spaces of W; I(P, V) is Shannon's mutual information; and D(· ·) is the Kullback-Leibler divergence. Then, the concavity in s > −1 immediately follows because a pointwise infimum of linear functions is concave. We remark that the concavity property in s has a plethora of usefulness. For examples, it determines the convexity and decreases of the entropic quantities in R [19, p. 142] , and it is indispensable in proving the saddle-point property in sphere-packing exponents [73, 51, 53] , and the moderate deviations [65] . The properties of the auxiliary functions can also be derived via those of the Rényi and Augustin information. We refer the readers to the review literature by Verdú [74, 33] , Dalai [34] , and the excellent expositions by Nakiboglu [37, 35] from a measure-theoretic aspect.
In classical information theory, the (channel) output space consists of probability measures. It can be extended to more general noncommutative measure spaces, i.e. von Neumann algebras as any quantummechanical system can be modelled by a density operator. One prominent example is the classicalquantum channel coding where the output space contains density matrices [75, 76, 77, 78] . Therefore, one of the main aims of the current paper is to investigate properties of the auxiliary functions using noncommutative measure theory. Moreover, the established results could be employed to perform refined analysis in quantum information processing tasks [51, 52, 53, 54, 55] .
There are at least three quantum generalizations of the classical Rényi divergence [28]: Petz's Rényi divergence D α [79] , the sandwiched Rényi divergence D * α [80, 81, 82] , and the log-Euclidean Rényi divergence D ♭ α [83, 84] . The quantum auxiliary functions are defined accordingly: for (t) = {}, * or ♭,
Due to the noncommutative nature, it is generally more difficult to derive properties for them. Furthermore, there are no closed-form expressions except for E
0 (s, P ). Actually the three versions inherit different properties of the classical function. A quantum Sibson's identity holds for the Petz's version as in Eq. (5) [85] ; the sandwiched version relates to noncommutative L p -norms; and the log-Euclidean version satisfies the variational representation as in Eq. (9) . We will exploit these facts in our derivations later. 4 The auxiliary functions in different protocols are defined in a slightly different but similar way [50, 51, 52, 53, 54, 55] . We refer the readers to Section 5 for further discussion. 5 There are several versions of Hölder's inequality.
The one used by Gallager [19, (5B.10) 
θ for all aj, bj ≥ 0 and θ ∈ [0, 1]. On the other hand, Littlewood's version, which is also called interpolation inequality, states that u 1/((1−θ)p+θq) ≤ u Burnashev and Holevo [86, 87] first generalized Gallager's expression in Eq. (3) to a quantum auxiliary function:
where the {W x } x is a set of density operators in the output space. Sharma and Warsi [85] proved a quantum Sibson's identity to show that the expressions in Eqs. (4) and (5) are equal to Petz's version E
0 (s, P ). If the density operators are all rank-one (i.e. pure-state channels), Burnashev and Holevo [86, 87] proved a random coding bound (i.e. achievability) on the optimal error probability in terms of the Fenchel-Legendre transform of E (1) 0 (s, P ). Burnashev and Holevo [86, 87] also conjectured that their result holds when the output space consists of general density operators. Hayashi proved an achievability bound with a sub-optimal auxiliary function [88, 76] . Recently, Qi et al. extended Hayashi's expression to entanglement-assisted classical communications over quantum channels [89] . The sphere-packing bound (i.e. optimality) was first studied by Winter [90] , and he proved the bound with the log-Euclidean version. Recently, Dalai [91] and part of the present authors [51] established a sphere-packing bound for all codes with Petz's version when maximizing over all priors P as in the Eq. (1). The sphere-packing bound for constant composition codes were also proved by using E (2) 0 (s, P ) [92, 51] . Comparing with Winter's result, the Petz's version is tighter than the log-Euclidean when R < C W by Golden-Thompson's inequality [93, 94, 95, 34, 51] . In the strong converse regime (R > C W ), Mosonyi and Ogawa [84] proved that the strong converse exponent is determined by the sandwiched version, see Eq. (2) with E (i), * 0 (s, P ) and i = {1, 2}.
Regarding the properties of the auxiliary functions, Holevo [87] conjectured that E 
Since the convexity assumption is true by [84, Lemma 3.12] , the concavity on s ≥ 0 for all the versions were proved. However, the concavity for Petz's version E (i) 0 (s, P ), i = {1, 2} and the sandwiched version E (i), * 0 (s, P ), i = {1, 2} on s ∈ (−1, 0) remain unknown. The main contribution of this paper is proving continuity of the quantum auxiliary functions and completing the last missing part of the concavity. First, we show that the finiteness of the order α Rényi capacity implies the uniform equicontinuity of the Rényi information and Augustin information in the prior, respectively, in the region (0, min{1, α}] for Petz's version, in (0, α] for log-Euclidean version, and in [1/2, α] for sandwiched version (Propositions 3 and 4). Combining with the continuity of the Rényi information and Augustin information in the order, we thus prove the joint continuity of the auxiliary functions in the argument (Theorem 10). Second, we establish the concavity property of the auxiliary functions on s ∈ (−1, 0) for both the Petz's and sandwiched versions (Theorems 8 and 9), which solves the open problems raised by Holevo [87] , Mosonyi and Ogawa [84] . Moreover, the concavity results hold for any finite von Neumann algebras.
To prove the concavity, our main technique is the complex interpolation theory for noncommutative L p spaces. First, we show that the Rényi auxiliary function for the sandwiched version, i.e. E (i), * 0 (s, P ), i = {1, 2}, can be represented by the amalgamented L p -norm introduced by Junge and Parcet [97] . Then, the concavity in s ∈ (−1, 0) is equivalent to an interpolation inequality 6 , namely, the log-convexity of the 6 The interpolation inequality in commuting Lp spaces reduces to the Hölder's inequality.
where M is a finite von Neumann algebra 7 ; S(N ) denotes the density operators in the subalgebra N ⊂ M; and · p is the L p -norm on M. This inequality (13) was proved by Junge and Parcet 8 [97] Second, in order to prove the concavity of the Augustin auxiliary function for the sandwiched version, we need an interpolation inequality with a specific form: the log-convexity of the map
where H is a Hilbert space, S(H) denotes the set of density operators on H, and B(H) means the set of bounded operators on H. The infimum in Eq. (14) is no longer taken over all density operators in a subalgebra N as in Eq. (13) but over all tensor-product states. This interpolation inequality (14) is shown in Theorem 8. Regarding Petz's version, both the Rényi and Augustin auxiliary functions E
, cannot be represented as a Banach space norm. For the former, we require the log-convexity of the map
To 
0 (s, P ) thus follows from the log-convexity of the map (Theorem 6)
For the Augustin auxiliary function of Petz's form, we prove an interpolation inequality (Theorem 9): the log-convexity of the map
The possible and future applications of the established results are the following. The joint continuity is useful in higher-order analysis in finite blocklength regime, and the variable-length classical data compression with quantum side information (also called the classical-quantum Slepian-Wolf source coding) [54] . For s ∈ (−1, 0), the auxiliary functions E (i),(t) 0 (s, P ) are convex in the prior P by Propositions 3 and 4. Hence, the established concavity in s ∈ (−1, 0) together with Sion's minimax theorem [98] immediately implies a minimax identity for the strong converse exponent:
Moreover, the concavity is critical in proving an entropic duality between the classical data compression with quantum side information and a classical-quantum channel coding, and a Fenchel duality in joint source-channel coding with quantum side information (see [54] and a forthcoming paper [55] ). We provide the comparisons of different notions of the auxiliary functions in Table 1 . The paper is organized as follows. In Section 2, we introduce the definition and notation for various quantum entropic quantities and the corresponding auxiliary functions. Section 3 reviews basics of complex interpolation and proves an interpolation inequality. We prove several properties of the auxiliary functions in Section 4, and discuss their applications in Section 5. Finally, we conclude this paper in Section 6. 7 The readers not familiar with von Neumann algebras can think of it as the set of bounded linear operators on some Hilbert space. 8 See Eq. (44) in Section 3 for the more detailed expression.
Setting
Range of s Positivity Monotone Concave in s Continuity 
0,s (s), and E (t) 0,s (s, P ), respectively, correspond to the auxiliary functions of Rényi information, Augusting information in classical-quantum channel coding, and the auxiliary functions in classical data compression with quantum side information of i.i.d. sources [53] , and type-dependent sources [54] . The three values of (t) = { }, * , and ♭ denote the Petz's, sandwiched, and log-Euclidean Rényi divergence. In the last two columns, we assume the auxiliary functions are secondorder differentiable with respect to s. The information variance quantities are defined by
, and
We refer the readers to Sections 2 and 4 for detailed definitions.
Preliminaries and Notation
Throughout this paper, we consider a complex separable Hilbert space H. Let B(H) and L ≥0 (H) denote the algebra of bounded linear operators and non-zero? positive semi-definite operators on H. We use S(H) to denote the set of density operators (i.e. positive semi-definite operators with unit trace) on H. We also use S(M) to denote the density operators in a von Neumann algebra (M, Tr) equipped with the trace Tr. We denote by P(X ) the set of all probability measures on a finite set X . For 0 < p ≤ ∞, we denote by ρ p := (Tr |ρ| p ) 1 p the Schatten p-norm for B(H) and also the L p -norm for a von Neumann algebra (M, Tr). For two real-valued functions f and g, f ∨ g is the pointwise maximum of f and g, and f ∧ g is the pointwise minimum. We use supp(A) to denote the support of an operator or a function A. We denote by A ≪ B if the operator A is absolutely continuous with respect to B.
2.1. Quantum Entropies. For ρ, σ ∈ L ≥0 (H) and α ∈ (0, ∞)\{1}, the Petz's Rényi divergence [79] , log-Euclidean Rényi divergence [83, 84] , and sandwiched Rényi divergence [80, 81] are defined as
It is known [99, 80, 81] that all the α-Rényi divergences converge to the Umegaki relative entropy [100]
9 The three quantities are finite when ρ ≪ σ, or ρ is not orthogonal to σ and α < 1. Otherwise, they are positive infinite.
The cases of D 
We note that (a) was proved in [84 [84, Proposition 3.20] ).
Finally, the quantum relative entropy variances [104, 105] are defined as
2.2. Rényi and Augustin Information. In this section, we introduce the Rényi information and Augustin information. These quantities are usually defined for a channel. However, in the case of classicalquantum channels, the channel output can be viewed as a collection density operators or noncommutative measures. We can thus define the Rényi and Augustin information from a perspective of noncommutative measure space without introducing the classical-quantum channels. The connection can be easily understood, and we delay this until Section 5. Let W ⊂ S(H) be a set of density operators on H. Given a prior probability mass function P ∈ P(W), and α ∈ [0, ∞], we define the order α Rényi information and the order α Augustin information, respectively, by
for (t) = { }, * and ♭. Here, P • W := ω P (ω)|ω ω| ⊗ ω is a joint probability measure whose marginal distribution on the support of P is P and whose conditional distribution is ω ∈ W; and
For α = 1, these two quantities correspond to the Holevo quantity [106] :
where P W := w∈W P (ω)ω is the marginal state on the output Hilbert space. If the measures are commutative, it is exactly Shannon's mutual information.
Definition 2 (Rényi and Augustin Means). Let (t) be { }, * or ♭, if the infimum in Eq. (27) is attained, i.e. ∃σ α,P ∈ S(H) such that
we termed such state as the Rényi mean. Likewise, if the infimum in Eq. (28) is attained, i.e. ∃σ
we termed such state as the Augustin mean.
If the Hilbert space H is finite dimensional, the set of state space S(H) is compact. The existence of the Rényi mean and Augustin mean follows from the lower-semicontinuity of the Rényi divergence in its second argument (Lemma 1-(e)) and the extreme value theorem for lower-semicontinuous functions [ 
for ( (a) For any P ∈ P(W), I
(1),(t) α (P, W) is non-negative and monotone increasing in α. Moreover, I
(
and
is uniformly equicontinuous in P ∈ P(W).
The proof of Proposition 3 is given in Appendix A.
Proposition 4 (Properties of Augustin Information). Let W ⊂ S(H) be a classical-quantum channel, (t)
be any of the three values: {}, * , or ♭, and let A (t) be defined in (34) .
(a) For every P ∈ P(X ), I 
(c) For any α ∈ (0, ∞), P ∈ P(W), there exists a unique Augustin mean σ α,P ∈ S(H) for I (2) α (P, W). Moreover, ω ≪ σ α,P for all ω ∈ supp(P ) and σ α,P satisfies
and for all τ ∈ S(H)
The proof of Proposition 4 is given in Appendix A.
Complex Interpolation and Noncommutative L p Spaces
In this section, we first recall the definition of the complex interpolation and the noncommutative L p spaces. The main result in this section is an interpolation inequality corresponding to Petz's Rényi divergence, which will be used to prove the concavity of Petz's auxiliary function in Section 4.
Let us start with complex interpolation. We refer to [108] for a detailed account of interpolation spaces. Let X 0 and X 1 be two Banach spaces. Assume that there exists a Hausdorff topological vector space X such that X 0 , X 1 ⊂ X as subspaces. Let Z = {z |0 ≤ Re(z) ≤ 1} be the unit vertical strip on the complex plane, and Z 0 = {z |0 < Re(z) < 1} be its open interior. Let F(X 0 , X 1 ) be the space of all functions f : S → X 0 + X 1 , which are bounded and continuous on Z and analytic on Z 0 , and moreover
F (X 0 , X 1 ) is again a Banach space equipped with the norm
The complex interpolation space (X 0 , X 1 ) θ , for 0 ≤ θ ≤ 1, is the quotient space of F (X 0 , X 1 ) as follows,
where quotient norm is
It is clear from the definition that (39) is the interpolation inequality that for a fixed element x ∈ X 0 ∩ X 1 ,
This follows from applying maximal principle to the analytic map
x. The most basic example is that the p-integrable function spaces L p (Ω, µ) of a positive measure space (Ω, µ). L p (Ω, µ) for 1 ≤ p ≤ ∞ forms a family of interpolation spaces, i.e.
. The noncommutative analog of (40) is that for a von Neumann algebra M with trace Tr
In particular, the Schatten-p class on a Hilbert space H satisfies
Here we identify S ∞ (H) the compact operators on H. The interpolation relation has been already used in many works in quantum information theory, e.g. [81] .
In [97] Junge and Parcet introduced the amalgamented L p -space for a subalgebra N ⊂ M. Here for simplicity we consider the case (M, Tr) being a finite von Neumann algebra equipped with normal faithful finite trace Tr and N is a subalgebra of M. Let 1 ≤ p ≤ ∞ and
where the infimum runs over all factorizations x = ayb such that a, b ∈ N and y ∈ M. When x is positive, the above expression simplifies to
where the infimum takes over all invertible density operators σ ∈ N . For example, let N = C1 H A ⊗B(H A ) and M = B(H A ) ⊗ B(H B ) equipped with usual matrix trace on H A and H A ⊗ H B respectively. This is the L p -norm corresponds to sandwiched Rényi conditional entropy [80, 81] :
This special case was introduced and studied by Pisier in [109] as vector-valued noncommutative L pspaces. In general for an inclusion N ⊂ M, Junge and Parcet proved that
As a consequence, the following interpolation inequality holds:
It is natural to ask if such an interpolation inequality holds for the expression corresponding to Petz's version [79] as well. Namely,
To show the interpolation inequality for the above definition, we need the following Sibson identity [27, 85] for a subalgebra N ⊂ M. Recall that the conditional expectation E : M → N is the unique completely positive trace preserving map such that
Proposition 5 (Noncommutative Sibson Identity). Let M be a finite von Neumann algebra and N ⊂ M be a subalgebra. For all ρ ∈ M, σ ∈ N , and α ∈ (0, ∞), it follows that
where
In particular, inf
Proof. Using the property of conditional expectation,
Note that
The last assertion follows form the non-negativity of Petz's Rényi divergence D α (σ ⋆ σ) (see e.g. [82] ).
Remark 3.1. Proposition 5 is a generalization of the quantum Sibson identity proved by Sharma and Warsi [85] for the case
and E is the partial trace on system A. We observe that the quantum Sibson identity can be interpreted from a more general framework of noncommutative measure space with conditional expectation.
By using Proposition 5, we can rewrite for all p ≥ 1,
Now, we are ready to show the interpolation inequality for 54), is equivalent to that for any σ 0 , σ 1 ∈ S(N ),
Starting with Cauchy-Schwartz inequality,
where inequality (58) follows from the fact that the conditional expectation E is a contraction for 1-norm, and Eq. (59) uses the module property of E, i.e.
The
Here, σ 1 1 = σ 0 1 = 1 because they are density operators. This proves the inequality for γ = 1 2 . Using induction, we obtain the inequality for 2 n -partition points p = k2 −n (p 1 − p 0 ) + p 0 for all k, n ∈ N, 0 ≤ k ≤ 2 n . The case for general p follows from the continuity.
Remark 3.2. For finite dimensional matrices, the above interpolation inequality, Eq. (54), is a special case of [110, Corollary 3.7] with trace norm: for all unitary-invariant norms ||| · ||| and ν > 0, the map
is jointly log-convex on (0, ∞)×(−∞, ∞) for any positive linear maps Λ on positive semi-definite matrices. We remark that for von Neumann algebras similar results have been studied by Shao [111] . In particular, our inequality for conditional expectation can also be derived from [111, Corollary 3.13] via an averaging trick.
Properties of Auxiliary Functions
This section is devoted to proving fundamental properties of the auxiliary functions, which are defined as scaled versions of the Rényi information and Augustin information introduced in Section 2.2. We first present the convexity and concavity property of the auxiliary functions in the prior probability distribution. Second, we complete the open problems of the concavity in the order s ∈ (−1, 0). Finally, we employ the concavity and the equicontinuity of the Rényi and Augustin information shown in Section 2.2 to establish the joint continuity. Let W ⊂ S(H) be a set of density operators on H. Given s > −1, and a prior probability mass function P ∈ P(W), and (t) ∈ { }, * , and ♭, we define the auxiliary functions for a set of density operators W ⊂ S(H) in terms of the Rényi information and Augustin information. 
Theorem 7 (Convexity/Concavity in Prior). Let (t) be any of the three values. Then, (a) E
(1),(t) 0 (s, P ) is quasi-concave in P for s ≥ 0, and convex in P for s ∈ [−1, 0).
(s, P ) is concave in P for s ≥ 0, and convex in P for s ∈ [−1, 0).
Proof of Theorem 7. The assertions follow from item (b) in Proposition 3, item (b) in Proposition 4, and the definitions given in Eq. (65) and (66).

Theorem 8 (Concavity of E
,W < ∞ for some z > −1. Then, for any probability mass function P ∈ P(W), the map
is concave on (z, 0) for i = 1 and 2.
Remark 4.1. If |W| < ∞, we have C ∞,W < ∞. The concavity holds for all s ∈ (−1, 0).
Proof of Theorem 8. We first prove the concavity for E
(1), * 0 (s, P ) and then for E (2), * 0 (s, P ). Let M = ⊕ x∈X B(H) and
Denote S(N ) as the space of density operators. Then, for
the amalgamated noncommutative L α 1 -norm gives 
By the substitution s i = (1 − α i )/α i , i ∈ {0, 1}, s = (1 − θ)s 0 + θs 1 , the above inequality is exactly the concavity of s → E
(1), * 0 (s, P ) on (−1, 0). Next, we prove the concavity of E * , (2) 0 (s, P ). From continuity given in Proposition 4-(d) and the assumption that C 1 1+z ,W < ∞, it suffices to consider a probability distribution P such that the probability P (ω) is rational for all ω ∈ W. Because k := |supp(P )| < ∞, we can write P (ω) = nω n with some positive integers n ω and n such that ω∈W n ω = n. Given such a distribution P , we choose the following product state in B(H) ⊗n :
where {W 1 , W 2 , . . . , W k } ⊆ W. We consider the infimum on following set of densities
We have
where ρ is the density chosen in (70) , and α ′ is the conjugate of α, i.e. (s, P ) it suffices to prove the following interpolation-type inequality: for all 1 ≤ α 0 , α 1 ≤ ∞,
Note that the set in Eq. (71) is not a convex set hence not the state space of a subalgebra. So for this case, the argument using amalgamated L p spaces dose not applies. Instead, we provide a direct interpolation
where the infimum is taken over all positive τ with τ 2α ′ = 1. Given 1 ≤ α 0 , α 1 ≤ ∞ and ǫ > 0, we choose τ 0 and τ 1 such that τ 0 2α
(τ
Using Devinatz's factorization theorem [112] (see also Pisier's paper [113] for a precise statement of Devinatz's theorem adapted to our aims), there exists an operator valued analytic function w : {z |0 ≤ Re(z) ≤ 1} → B(H) such that w(z) is invertible for all z and
which implies
by interpolation inequality. Next, consider the analytic function
Note that for all t ∈ R,
because the polar decomposition w(it) = u(t)τ
0 for some unitary function u(t), v(t). Then, by interpolation,
On the other hand, by w(θ) * 2α ′ ≤ 1 and choosing τ =
Taking ǫ → 0, we obtain the desired interpolation inequality.
Using the same reasoning in the above proof, we obtain the concavity of E 0 .
Theorem 9 (Concavity of E 0 (s, P ) in Order). Let W ⊂ S(H) with C 1 1+z ,W < ∞ for some z > −1. Then, for any probability mass funciont P ∈ P(W), the map
Proof. The concavity of E (1) 0 follows from the interpolation inequality given in Theorem 6 for · L p 1 (N ⊂M) . For E (2) 0 , using the construction in Eqs. (70) and (71), it suffices to prove the following interpolation inequality: for all 1 ≤ α 0 , α 1 ≤ ∞,
= inf
where the infimum in the last line is taken over all positive τ with τ 2
inequality (90) can be rewritten as inf
Given 1 ≤ α 0 , α 1 ≤ ∞ and ǫ > 0, we choose τ 0 and τ 1 such that τ 0 2
Using Devinatzs factorization theorem again as in the proof of Theorem 8, there exists an operator valued analytic function w : {z |0 ≤ Re(z) ≤ 1} → B(H) such that w(z) is invertible for all z and
, one can verify that
Thus, interpolation inequality implies that
Next, consider the analytic function
because the polar decomposition w(it) = u(t)σ
On the other hand, by w(λ) 2 α−1
Proof of Theorem 10. Corollary B.2, and Proposition B.5 in [84] , together with the established Theorems 8 and 9 above imply that s → E ,W < ∞. By [114, Corollary 6.3.3] , the map is also continuous. Therefore, recalling the definitions given in Eq. (65) and (66) , the assertions follow from the continuity in s and the equicontinuity in P proven in Proposition 3-(d) and Proposition 4-(d).
Applications of Auxiliary Functions in Error Exponent Analysis
Before commencing the section, we first introduce the two relevant information-processing tasks-the classical-quantum (c-q) channel coding and the classical source coding with quantum side information (QSI). Then, we explain the roles the auxiliary functions in error exponent analysis in these tasks 5.1. Quantum Information-Processing Tasks. In the problems of c-q channel coding, the aim is to transmit classical information through a c-q channel with some coding strategy. The classical information is represented by the messages in a finite message set, which we denote by I. An (n-block) encoder is a map from the message set to an n-fold input alphabet X , i.e. f n : I → X n , such that each message m ∈ I is encoded to a codeword x n (m) := x 1 (m)x 2 (m) . . . x n (m) ∈ X n . A classical-quantum (c-q) channel W : x → W x is a map from symbols in the input alphabet X to a density operator on the output alphabet, which is conventionally modelled by some Hilbert space B ≡ H B . Moreover, n-blocklength codeword x n (m) through the c-q channel will be mapped to a product state:
The decoder D n is described by a positive operator-valued measurement (POVM) Π = {Π 1 , . . . , Π |I| } on H ⊗n , where Π i ≥ 0 and
The error probability of sending a message m with the code C n is ε m (C n ) := 1 − Tr Π m W ⊗n x n (m) . The average error probability is defined byε c (C n ) = 1 |I| m∈I ε m (C n ). We denote by ε ⋆ c (n, R) the minimum average probability of error among all the channel coding strategies with a blocklength n and transmission rate R, i.e.
where the subscript 'c' is used to indicate that the underlying protocol is channel coding. A constant composition code with a composition (or the so-called type) Q refers to a codebook whose codewords all have the same empirical distribution Q, i.e.
for any indicator function 1. We denote by ε ⋆ c (n, R, Q) the minimum average probability of error over all n-blocklength constant composition codes with type Q and transmission rate R, i.e. 
In the problems of classical source coding with QSI, the aim is to compress classical data and decompress them with the aid of QSI. The classical data are represented by n-length sequence x n ∈ X ⊗n . The sequence can be produced from an identical and independently distributed (i.i.d.) probability distribution P ∈ P(X ), i.e.
where we denote by T n Q the type class that contains all n-length sequences with type Q. The encoder E n : X n → I maps the source to a finite index set I with compression rate R :
is a product state and can be viewed as a c-q channel applied on the sequence as described in Eq. (111). For the case of i.i.d. source, the joint distribution that governs the sources and QSI can be modelled as a so-called c-q state ρ XB := x∈X P (x)|x x| ⊗ ρ x B ∈ S(XB). This is nothing but the joint measure P • W described above when W : x → ρ x B ∈ S(B). The decoder D n is a family of POVM {Π (i)
x n } i∈I that receive the index i ∈ I and the corresponding density operator ρ x n B n to reproduce the sourcex n . The error probability of the code C n = (E n , D n ) is thus
We denote by ε ⋆ s (n, R) the minimum average probability of error among all n-length source codes and compression rate R, i.e.
where the subscript 's' is used to indicate that the underlying protocol is source coding. Similarly, we denote by ε ⋆ s (n, R, Q) the minimum average probability of error over all n-length source codes with type Q and transmission rate R, i.e. ε ⋆ s (n, R, Q) := inf{ε s (C n ) : C n is an (n, R, Q)-code with type Q}.
5.2. Error Exponent Analysis with Auxiliary Functions. One of the fundamental and critical problems in quantum information theory is to characterize the exponent of ε c in terms of the coding blocklength and a fixed rate. Burnashev and Holevo [86, 87] first proved a random coding bound for pure-state channels (i.e. the channel output consists of rank-one density operators):
Here, the auxiliary function E
0 is defined in Eq. (65) with Petz's Rényi divergence [79] . We note that the c-q channel W : x → W x can be viewed as a collection of density operators indexed by x ∈ X . Hence, the definitions given Eqs. (65) and (66) naturally apply. The achievability bound in Eq. (120) was conjectured to hold for general classical-quantum channels. However, it is still open.
For the optimality (i.e. lower bound of ε c ), Winter [90] employed a dummy channel method by Haroutunian [42] to prove a sphere-packing bound for c-q channel:
We note that the quantity before optimizing for all P equals Csiszár's expression [46] in Eq. (9) . Via a variational representation, the right-hand side of Winter's bound can be rewritten in terms of the auxiliary function E (2),♭ 0 defined by the log-Euclidean Rényi divergence:
Later, Dalai [91] generalized the approach by Shannon, Gallager, and Berlekamp [20, 21] to prove another version of sphere-packing bound for c-q channels:
Part of the authors further refined Dalai's result to the finite blocklength regime with higher-order terms of order O( log n n ). According to Lemma 1-(f) and Eq. (33), we have, for all s ≥ 0,
Hence, the entropic exponent defined with Petz's version is tighter in the optimality bound. Moreover, the right-hand side of Eqs. (123) and (120) coincides when R ≥ C 1/2,W . That is the reason why the entropic exponent wit Petz's version is believed to be the optimal error exponent. If we restrict the channel codes to have a fixed type P , it is proved that the exponent defined by E corresponds to the first order of the exponent of ε ⋆ c (n, R, P ) [92, 51] :
where the the higher-order term can be explicitly determined in [51] . However, the it is still open for general codes even in the classical case.
In the strong converse region (R > C W ), the optimal exponent has been determined by Mosonyi and Ogawa [84] :
Note that the auxiliary functions in the above equality have been switched the sandwiched version. Recently, the sphere-packing bound was proved for the classical source coding with QSI as well [53, 54] . For rate greater the compression limit, i.e. R > H(X|B) ρ := −D (ρ XB 1 X ⊗ ρ B ) , the bound for sources with a fixed type Q is,
and for i.i.d. sources is,
Here, the auxiliary functions for source coding with QSI are defined as follows [53, 54] :
The strong converse exopnent (when R < H(X|B) ρ ) has been completely determined in terms of the sandwhiched version [53] :
To ease the burden of notaion, we define the following exponent functions for classical-quantum channel coding and Slepian-Wolf coding with quantum side information, respectively: for R ≥ 0 and P ∈ P(X ),
The following propositions collect applications of the auxiliary functions proved in Section 4.
Proposition 11 (A Minimax Identity in Strong Converse Regime). For every R > C W ,
Proposition 12 indicates that the exponent for i.i.d. source coding with side information can be reproduced by the type-dependent source; see [54] .
Proposition 12 (Entropic Duality in Source Coding with Quantum Side Information [54] ). Let ρ XB = x∈X P X (x)|x x|⊗ρ x B ∈ S(XB) be a joint state of a Slepian-Wolf coding with quantum side information. For any R ≥ 0, the following holds:
Using the concavity of the auxiliary functions given in Section 4, Fenchel's duality theorem [115] directly yields the following useful duality representation in joint source-channel coding with quantum side information [55] .
Proposition 13 (Fenchel Duality in Joint Source-Channel Coding with Quantum Side Information [55] ). Let P, Q ∈ P(X ). Consider a joint source-channel coding with a classical-quantum joint state ρ XB = x∈X Q(x)|x x| ⊗ ρ x B ∈ S(XB) and a classical-quantum channel W : X → S(H). It follows that inf
Conclusions
We study the Rényi information and Augustin information defined via Petz's, sandwiched, and logEuclidean Rényi divergences. The uniform equicontinuity and the convexity/concavity in the prior probability distributions were proved. For various quantum auxiliary functions, we established the joint continuity in the order and the priors. Moreover, we solve the open problems of the concavity in the region of s ∈ (−1, 0).
(d) Let A (t) be given in Eq. (34) . Assume the Rényi mean exists. For
is uniformly equicontinuous in P ∈ P(W). 3-(a) . The assertion about the monotonicity follows directly from Lemma 1-(a) and the definition of I (1),(t) α given in Eq. (27) , which was also pointed out by Mosonyi and Ogawa [84, Lemma 4.6] .
Proof of Proposition
We move on to prove the upper bound. Recall Eq. (24) , it suffices to prove it for Petz's version. Owing to the noncommutative Sibson's identity established in Proposition 5 (see also Ref. [85] ), it holds for every α ∈ (1, ∞),
I
(1) 
Therefore, we have
which completes the proof.
Proof of Proposition 3-(b).
The arguments follow similar from [74, Theorems 7, 8] . Note that for every σ ∈ S(H),
Since 1 α log (α) is a decreasing function for α ∈ [0, 1) and concave function for α ≥ 1, the assertions follow because pointwise infimum of quasiconcave functions is concave.
Proof of Proposition 3-(c).
The proof follows from the noncommutative Sibson's identity established in Proposition 5 and the positive-definiteness given in Lemma 1-(b) by choosing E : S(X ⊗ H) → S(H) and ρ = P • W in Eq. (48) .
Proof of Proposition 3-(d).
Let t be any of three values, and fix any α ∈ A (t) . We prove our claim by showing for any P 1 , P 2 ∈ P(X ),
where δ := 1 2 P 1 − P 2 1 and h(δ) := −δ log δ − (1 − δ) log(1 − δ). We remark that the presentation follows from the commuting case in Ref. [37] for readers' convenience.
Invoke the decomposition provided in [37, Lemma 4-(c)], i.e.
. For notational convenience, we let Q
α (ρ σ) . Further, we denote the Rényi mean for any distribution P ∈ P(X ) and α > 0 by
We begin the proof by showing a lower bound on I
(1),(t) α (P 1 , W). Note that the order one Rényi mean σ 1,P equals to the average state P W (see e.g. [118] ). Direct calculation shows that
where the inequality follows from the non-negativity of the Rényi divergence given by Lemma 1-(b). Using Eq. (151), it follows that for α = 1,
where the inequality follows from the definition of I 
Then, from Eqs. (154) and (156), we have
where for any δ ∈ [0, 1], α > 0, γ ∈ R, we define the function g(δ, α, γ) by
Since α → g(δ, α, γ) is nonincreasing (see [37, p. 25] ), we have
Moreover, the map γ → g(δ, α, γ) is nondecreasing. Hence, by using I
η,W , we obtain
in Eq. (27), we have
where the inequalities follows from the subadditivity of supremum and I 
I
(1),(t) 0
Hence, Eqs. (181) along with (184) lead to
A lower bound on I (P 1 , W) can be shown by using similar argument and reversing the roles of P 1 and P 2 . As a result, Eq. (150) holds for η = 0 and α = 0.
Finally, the case of η > 0 and α = 0 follows by noting that η η − 1 log (1 − δ)
Proposition 4 (Properties of Augustin Information). Let W ⊂ S(H) be a classical-quantum channel, (t) be any of the three values: {}, * , or ♭, and let A (t) be defined in (34) .
(a) For every P ∈ P(X ), I
(2),(t) α (P, W) is non-negative and monotone increasing in α. Moreover, I (c) For any α ∈ (0, ∞), P ∈ P(W), there exists a unique Augustin mean σ α,P ∈ S(H) for I (2) α (P, W). Moreover, ω ≪ σ α,P for all ω ∈ supp(P ) and σ α,P satisfies σ α,P = 
and for all τ ∈ S(H) is uniformly equicontinuous in P ∈ P(W).
Proof of Proposition 4-(a).
As in Proposition 3-(a), the assertion about the monotonicity follows direct from Lemma (a) and the definition of I 
where the last inequality follows from Lemma 1-(c).
Proof of Proposition 4-(b).
The concavity immediately follows from the definition of I given in Eq. (28) , and the fact that pointwise infimum of concave functions is concave.
Proof of Proposition 4-(c).
We first prove Eq. (188) for α ∈ (0, 1). The same argument holds for the other range α ∈ [1, ∞). Our proof follows similar idea in [35, Lemma 13] .
Fix α ∈ (0, 1). Let u satisfy the fixed-point identity in Eq. (187):, and ω ≪ σ α,P for all ω ∈ supp(P ). Then,
By substitution, one can find D α (u σ) = 1 α − 1 log ω P (ω)e (α−1)(Dα (ω σ)−Dα(ω u)) , ∀σ ∈ S(H).
Then, by Jensen's inequality and the concavity of logarithm, the following holds for all σ ∈ S(H),
For the case α ∈ (0, 1), optimizing the above inequality over all σ ∈ S(H) and noting that D α (u σ) = 0 if and only if u = σ by Lemma 1-(b), we have proven the existence of the Augustin mean for α ∈ (0, 1), i.e. D α (W u|P ) = I
It remains to show the existence of the Augustin mean for α ∈ (1, ∞). For any α ∈ (1, ∞) and σ ∈ S(H) such that ω ≪ σ for all ω ∈ supp(P ), 
and choosing p = α − 1 > 0, X = u, and Y = σ −1 . This inequality also holds for general σ ∈ S(H) because D α (W σ|P ) = ∞ if there is some ω ≪ σ, P (ω) > 0.
Proof of Proposition 4-(d).
Fix t be any of the three values. To prove the equicontinuity, we need the following inequality: 
for any P 1 , P 0 ∈ P(X ), P β = βP 1 + (1 − β)P 0 , β ∈ (0, 1), α ∈ [0, 1]; and we shorthand H(β) := −β log β − (1 − β) log(1 − β) the binary entropy function. We denote the Augustin mean for any distribution P ∈ P(X ) and α > 0 by σ α,P ∈ arg min 
= βI 
Let s ∧ , s 1 , s 0 be
One can verify that.
Then, the concavity of P → I 
for α ≥ 0. Thus, using the monotone increases of α → I 
The above inequality implies the equicontinuity as desired.
