Introduction
In the theory of optimization, in connection with ordinary and partial differential equations, a number of closure and lower closure theorems have been obtained in different contexts and under a variety of conditions and modes of convergence. In particular "seminormality" conditions (property (Q) and its variants) have played different roles. In this paper we first prove closure and lower closure theorems for orientor fields in a rather abstract context, all based on weak convergence and MAZUR'S theorem (w167 and 5). In the context of orientor fields, these theorems can be given the most satisfactory formulation and simplest proofs (see, e.g., th. (4.i), (5.i)). Furthermore, in the present new approach, the interplay of "seminormality" conditions and modes of convergence can be easily seen: the stronger the mode of convergence, the weaker are the "seminormality" conditions that are needed. From these theorems we then derive, as corollaries, closure and lower closure statements for Mayer and Lagrange problems (~ 6 and 7) and lower semicontinuity statements for free problems (w Under suitable hypotheses, no seminormality condition (or property (Q)) is needed. Further theorems without seminormality conditions, as well as other details, are discussed in [3] . In particular, we show that seminormality conditions can be removed, not only under standard Lipschitz requirements, as expected, but also under much more satisfactory simple growth conditions, as proposed some time ago by E. H. ROTHE for free problems. Applications to multidimensional Lagrange problems are discussed in [8] .
Notations
We shall denote by cl Z and co Z the closure and the convex hull of any arbitrary subset Z of EN, and we denote by I zI its Lebesgue measure if Z is measurable.
Let A denote any set of the tx-space E~• t=(t x .... , t~), x=(x 1 ...
.. x~); for any t~E v let A(t)=[x~E.l(t, x)~A]
and let A o denote the set of all t for which A (t):~ (14o is the projection of A on Ev). Let G be any measurable subset of E~ with finite measure, GcAo~E~. For every (t, x)~A let Q(t, x) be a given subset of the z-space E r, z= (z 1, ..., z').
We shall consider pairs ~(t)---(~ t ..... ~'), x(t)=(x 1, ..., x"), t~G, of measurable functions on G such that (2.1) ~(t)EQ(t,x(t)), t~G (a.e.).
We call (2.1) an abstract orientor field equation. In most applications, of course, is actually related to x by some differential or more general relation. We shall mention this situation whenever it is relevant.
For every (7, ~)~A and 6>0 we denote by N~(t, ~)[N~, ~(~)] the set of all points (t, x)eA [(t, x) eA] at a distance -<6 from (7, 2) . The following concepts of upper semicontinuity of variable sets are of interest here. We say that the sets Q(t, x) satisfy property (K) with respect to (t, x) at a point (t, ~)~A (i.e. Kuratowsky's upper semicontinuity condition), provided (2.2) Q(t, x)= n el U Q(t, x).
t~>O (t,x)eN6(~, ~)
We say that the sets Q (t, x) satisfy property (Q) with respect to (t, x) at a point (t, ~)eA, provided (2.3) Q(t, x)= N clco U
Q(t,x).

~>0 (t,x)6N6(t-,.~)
We say that the sets Q (t, x) satisfy property (K), or (Q), with respect to x only at (t, ~) provided relation (2.2), or (2.3), holds with Na. 7(YO replacing N a ~, x-).
We shall say that the sets Q(t, x) satisfy property (K), or property (Q), with respect to (t, x), or with respect to x only, in a subset A' of A, if the corresponding properties hold at every (t, x)eA'. Sets Q (t, x) possessing property (K) are closed since they are intersections of closed sets; sets possessing property (Q) are closed and convex since they are intersections of closed and convex sets.
We introduced property (Q) in [1 a ], where we also proved a number of statements relating properties (K) and (Q) (property (K) was called property (U) in [la] ). In [I bcd] we stated a number of criteria in order that the sets which are relevant in Lagrange problems have property (Q). For equibounded compact sets property (K) reduces to the usual metric upper semicontinuity of sets; for equibounded compact convex sets property (Q) also reduces to metric upper semicontinuity.
In [1 cd] we proved that property (Q) for Lagrange problems is the extension of TONELLI'S and MCSnANE'S seminormality condition for free problems.
Closure Theorems with respect to Uniform Convergence and Variants
These theorems have been proved in earlier papers [1 ab] for the case v= 1, r=n, G= [a, b] , a fixed interval in E 1, x absolutely continuous (AC), and r x' (t), t~ [a, b] (a.e.).
( satisfy property (Q) both in A 1 and in A 2 (but not in A), and the contention of (3.i) is not true. Thus in (3.i) property (Q) "with respect to x only" would not suffice. Also note that (in view of w below) in (3.i) the uniform convergence Xk(t ) ~x(t) does not imply weak convergence of the derivatives x~ toward x' in L a, as the following trivial example shows: v = r = n = 1, x (t) = 0, x k (t) = k-~ sin k 2 t, 0 < t < 2 re, k = l, 2 ..... where the derivatives x~ (t) = k cos k 2 t are not bounded in the Ll-norm and certainly do not converge weakly to zero.
3.i) (L. CESARI [I a]). If A is closed and contained in E1 x E,, if T O is a subset of Ao of measure zero, To~Ao~E1, with G=[a,b]~Ao, Ho=An(To• Ao =.4 n (G x E,), if the sets Q (t, x) satisfy property (Q) with respect to (t, x) in
Closure Theorems for Orientor Fields with Respect to Weak Convergence of the Derivatives
We shall use the same notations as in w Thus points in the Ev, E,, E, spaces will be denoted by t= ( Proof. Let Tx be the subset of measure zero in G defined in the proof of (4.i) relative to the weak convergence of ~k to ~ for s= 1. Then the set T--T o u T 1 also has measure zero in G. 
and if ~k --' 4 weakly in (L 1 (G)f and Xk(t ) --, x(t) in measure in G as k --, ~, then
(4.2) x(t)~A(t), ~(t)eQ(t, x(t)), t~G (a.e.
~k ~ ~ weakly in (L~ (G)f, xk(t) ~ x(t) in measure in G as k ~ oo, and
(5.4)
llk(t)>=2k(t), 4, 2keL~ (G ), 2~-~ 2 weakly in L~(G), then there is a function ll(t), t~G, tleL ~ (G), such that (5.5) x(t)sA(t), (tl(t),~(t))~Q(t,x(t)), t~G(a.e.) and Itl(t)dt<i.
In this formulation of (5.i), 2 k ~ 2 weakly in L1 (G); hence [I hi II 1 is a bounded sequence, and the part i >-oo of requirement (5.2) is a consequence of (5.4). 
Indeed, we have then tlk(t)>=2k(t)= --~(t)--V[~k(t)], t~G,
~)(t)= y, (') c~,~,+~(t), ~)(t)= y~ (')
k=l k=l then ),~)-, 2 strongly in L~ (G) and ~)~ ~ strongly in (L~ (G)f, this being true for every s = 1, 2 ..... Then, for every s, there is also a subset T~ of measure zero of points teG, and a sequence of integers N~ ~), h= 1, 2 .... , with Nh(')~ oo, such that, for t~G--T~ both 2(t) and ~(t) are finite and 2ts~ ) (
t)-,A(t), (t~O(t)-,~(t) as
h--, oo. Let T denote the subset of measure zero in G which is the union of all sets T 0, T~, T~, s = 1, 2 ..... Note that 
Thus t/(~)(t) is finite a.e. in G and of class Lx(G).
Let T~ denote the set of measure zero of all points teG where r/(')(t) is not
teG,
then again we have
tl(t)>2(t), t~G, Stl(t)dt<=i.
Thus, ,/(t) is finite a.e. in G and of class L1 (6). Let T6' denote the set of measure zero of all points t~G where q is not finite.
Let T denote the set of measure zero in G which is the union of all sets To, 
[ ~ c,,). t t , (5.7) u
Finally, for N= N~ ~) and h--, 0% the points in the first member of (5.7) form a sequence possessing (~/(to), ~(to)) as an element of accumulation in E,+ 1 (both t/(to) and ~ (to) are finite). Thus (5.8) (to))ecl co U s>=so.
xeN~, to(xo)
Note that q(to)= limt/(s)(to) is finite, so that (~l(to), ~(to)) is certainly a point of 
Thus, for every (t, x)eA and zeQ(t, x) we have -co < a'(t, x, z) <a"(t, x, z)< co, where A' and A" cannot both be -co or both be + co at any point.
We shall denote by {a, b} any closed interval in El, finite or infinite, that is, any interval of one of the forms [a, b] , [a, + co), (-co, b], (-co, + co). Note that if (~(t, x) is convex, then also Q(t, x) is convex, and for every z~Q(t, x) the set A (t, x, z) is an interval in E 1. Moreover, if the set (~ (t, x) is convex and closed,
We may extend the functions A', A" to all of Ev x E, x E, by taking, say,
A'(t, x, z)=A"(t, x, z)= -co for all (t, x, z) which are not of the form (t, x)eA, zeQ(t, x).
Whenever the sets Q(t, x) are closed and convex, the set valued function (t, x) ~ (~ (t, x) is defined by the real valued functions A', A" (with possible values -oo and + co). Instead of introducing the usual general concept of measurable set valued functions, we shall simply say here that the set valued function (t, x) --} Q(t, x) (with values (~(t, x) closed and convex) is B-measurable provided the real valued functions A', A" are B-measurable.
We say that the sets (~ (t, x) have the upper property provided that for every (t, x)~A and (s z)eQ(t, x) any otherpoint (z ~ z) with z~163 ~ also belongs to Q(t,
x). Thus for closed convex sets Q(t, x) with the upper property, we have -co ~ A' (t, x, z) < A" (t, x, z)=co for all (t, x)eA and zeQ(t, x).
A real valued functionf(t), tEQ, is said to be of class L-(G) [L + (G)] provided fis measurable on G and its Lebesgue integral ~f(t)dt exists and is either finite G or -co [+ co]. Note that forfeL-(G) we allowfto attain the value -co in any measurable subset of G, and the value + co in a set of measure zero. An analogous convention holds forfeL + (G).
We can now formulate the following further theorems which are analogous to statement (5.i):
except that the set valued function (t, x) Q(t, x) is B-measurable, and (5.4) is replaced by qk(t)~_Ak(t), Ak(t)~_Ak+~(t), 2k(t)--~2(t) pointwiseask--~oo, (5.9) (~k(t), ~k(t))~Q(t, xk(t))
, t~G (a.e.), k= 1, 2 .....
Then there is a function tl (t), teG, ~leL-(G), q (t) finite almost everywhere in G,
such that (5.5) holds.
Note that in (5.9) the functions 2, 2k are measurable, but not necessarily L-integrable in G. Thus (5.9) implies that the functions 2 k have finite values a.e, in G, while 2 may have the value -oo even in a set of positive measure, and 2, 2keL-(G) (with S2(t)dt<_i, as will be shown in the proof). If 2eLl(G), then G also the function t/in statement (5.i)' is of class L 1 (G). As will become apparent in the proof of (5.i)' the following requirement can replace (5. 
Then the conclusion of(5.1)' holds with tl~L 1 (G).
In particular, we can guarantee that t/EL~ (G) if we know that the sets Q(t, x) have the upper property.
Proof of (5.i)'. We proceed as in the proof of (5.i), except now we apply MAZUR'S theorem to the sequences ~s+k(t), teG, k= 1, 2 .... , and we define, as in the proof of (5.i), the real numbers c~I ~ 0, the integers N~ '), and the sets T~ of measure zero, s= 1, 2, ....
Note that the functions 2k(t ), 2(0, teG, are only measurable now. Nevertheless, the relations tlk(t)~2t~(t), 2k(t)_~2~+l(t), 2~(t)J,2(t) imply tlk(t)~ 2k(t)_>2(t), teG, k= 1, 2 ..... Since the functions t/k are of class L, (G), we conelude that the functions 2~, 2 are of class L-(G), where 2 may have the value -oo in a set of positive measure. Moreover, for every k we have j tlk(t) we have (z ~ z) e (~ (t, x) for every real number z ~ -oo < z ~ < 0% with A' (t, x, z) < z ~ < A" (t, x, z). Let
L.(t)=A'(t, x(t), ~(t)), L*(t)=A"(t, x(t), ~(t)), t~G.
Since A', A" are B-measurable, both L. and L* are measurable in G. We shall prove below that (5.10)
-oo<=L.(t)<=2(t)<L*(t)<=oo, teG-T.
Let to be any point in G-T, and put Xo=X(to). Since xk(to)-~Xo as k~ o% we see that, given e > 0, there is some So such that s >So implies I Xk (t0)--XO [ < e. Relation (5.10) has been proved for every teG-T.
Since 2 eL-(G), then for every integer/~ > 0 the function 
As in the proof of (5.i)' we put
teG, tls+ l(t)=As+ t(t)<=I2'ts)(t)< A" (t)< oo,
Since 2~'(t)l"A"(t), t~G, as s~ oo, we conclude that 
-~ <L. (t)<2(t)<2"(t)<L*(t)~ oo,
tEG.
teG-T.
Now we have 2eL-(G), 2"eL + (G); we define/t as in the proof of (5. 
rl(t)=2"(t) if -oo<=2(t)<=2"(t)<-i~.
If S 1, $2, $3 denote the sets of points teG where the cases (5.15), (5.16), (5.17) occur, then 2(t)__>-# on S 1 and the fact that ;teL-(G) implies 2eLl(Sx). Also /7 is a constant on $2. Finally 2"eL+(G), 2"__<-/~ on $3 so that 2"eLl(Sa); hence r/eL 1
(Sa). Thus qeL I(G). The relation r/(t)~ D~(t)]_u implies .Itl(t)dt<=i
as in the proof of (5.i)', but now we know that r/eL t (G). Note that if the sets Q(t, x) have the upper property, then we can take 2~'(t)= Max [r/l (t) ..... r/k(t)] , teG, k= l, 2 ..... and the sequence ).~,' satisfies all requirements of (5.i)". 
i) hold, except that the subsets Q(t, x) of E,+ I satisfy only property (K) with respect to x in A c-Ho, and ~k(t)--~ ~(t) pointwise a.e. in G as k --, oo. Then the conclusion of (5.i) also holds.
Again, as for statement (5.i), functions 2, ~'k satisfying (5.4) can be found immediately (with the consequent inequality i>-~) under the conditions (~), (fl) with 7 = 0, (7) with ~ = 0, and (~) of Remark 5 above.
Conditions (fl) and (7) with 7 > 0 do not apply, however. To see this we may consider the counterexample of Remark 6 with the following modification. Define Q(t,x) as in Remark6 for 0__<t<l, 0<x<l, t+x<l, and for t=l, 0<x_<l, but take instead Q(t,x)=[(z~176 -1] for 0<t<l, 0<x<l, t+x>__l. Correspondingly, choose ~lk(t) as in Remark6, and put
~k(t)=tlk(t), ~(t)=0, 0<t<l. NOW ~k(t)--'~(t) pointwise in [0, 1] as k-,~ and condition (fl) holds for ~k(t)=0, 7=
l, yet the conclusions of (5.i, ii) do not hold. (~k(t),-~k(t))~Q(t, x(t)), tr (a.e.) , where ~k still converges to weakly in (L~(G)) r and lira ~k(t)dt=i. In other words, we need to know that G
t~k(t)=~(t)--~(t)--,O weakly in (L~ (G))" and ,5~
weakly in L~ (G) as k-~ or. This situation actually occurs in a large class of problems (see Remark 12 below), and in this situation the sets Q(t, x) need be assumed only convex and closed (properties (Q) or (K) are not required).
(5.iii) Let the hypotheses of (5.i) hold, except that the subsets Q(t, x) of E,+ t are only assumed to be closed and convex for every (t, x)eAo-Ho, where ~--,~ weakly in (L~ (G))" as k--* oo, and x~(t)=x(t) for all t and k. Then the conclusion of (5.i) holds.
For this statement (5.iii) too there are functions 2, 2~ satisfying (5.4), with consequent inequality i>-oo, under the same conditions (~t), or (fl) with ~>0, or (~) with ~>0, or (6) of Remark 5 above (exactly as for (5.i)).
Closure Theorems for Mayer Problems
We shall use essentially the notation of w Points in Ev, E,, Era, E, spaces will be denoted by t = (t l .. 
(t)=[x~E,l(t,x)EA]. A subset U(t,x) of Em is assigned for every (t, x)~A, and we put M= [(t, x, u)[(t, x)~A, uEU(t, x)]~E, x
E, x Era. Here f(t, x, u)=(fl .... , f,) is a given function on M, and, for every (t, x)~A, Q(t, x) will denote the subset of E, defined by
Q(t, x)=f(t, x, U(t, x))=[z~Erlz=f(t, x, u), ueU(t, x)].
We shall denote by G and T O given subsets of A o in Ev; then Ao and H o are the sets AoffiAn (GxE,) 
(t), teG, with values u(t)~ U(t, x(t))
a.e. in G, are said to be controls relative to the state function x(t), t~G.
In [1 ab] we have already proved closure theorems for Mayer problems for v = 1 by direct application of statement (3.i) (or variants of this given in Remark 2) and the use of the McSHANE-WARFmLD implicit function theorem [10] . Analogously, we have proved [1 ghi] similar closure theorems for v > 1. We shall not, however, discuss them here.
In the following we shall need only a very mild closure and continuity requirement on A, M, and f, which we refer to as property (C) (Carath6odory type condition). We shall say that condition (C) is satisfied, provided that given an e>0 there is a compact subset K of G such that IG-K[<8, the sets AK= 
and if Xk(t)~x(t) in measure in G and ~k-* ~ weakly in (L1 (G))" as k ~ oo, then there is some measurable function u(t), t e G, such that
(6.2)
x(t)eA(t), u(t)e U(t, x(t)), ~(t)=f(t, x(t), u(t)), teG (i.e.).
Note that for (6.i) to hold we do not need the full force of property (Q) with respect to x. All we need is the existence of a subsequence ks such that
xko(t)--+x(t) pointwise i.e. in G, and such that for almost all teG we have Q (t, x (t)) = cl co t, Xk,(t), Uk, (t) .
h=l s
The same remark holds for theorem (6.ii) below. 
~ (t) = x' (t), ~k(t)=x~(t), t~ [a, b] (a.e.), and (t, Xk(t))eA , Uk(t)e U(t, xk(t)), x~(t)=f(t, Xk(t), us(t)), t6[a, b]
t, x(t))eA, u(t)eU(t, x(t)), x'(t)=f(t, x(t), u(t)), t~[a, b] (a.e.). (6.ii) Let the hypotheses of (6.i) hold, except that the sets Q(t, x) satisfy only property (K) with respect to x in AG-Ho, where 4, ~k are only measurable, and where ~k(t)~ ~(t), Xk(t)--~ x(t) pointwise i.e. in G as k ~ co. Then the conclusion of (6.i) holds.
If we assume that the sets U
(t) depend on t only, if ~(t), ~k(t), x(t), xk(t), uk(t), t~G, k= 1, 2 ..... are measurable functions, and if, as usual, xk(t)eA(t), Uk(t)eU(t), ~k(t)=f(t, xk(t), us(t))
, teG (i.e.), k= 1, 2, ..., we may consider the auxiliary functions ~k (t) =f (t, X (t), U k (t)), t e G, and the differences (6.3)
~(t)=f(t, xk(t), Uk(t))--f(t, x(t), Uk(t)),
teG, k= 1, 2 ..... (t), teG, k= 1, 2, . .., are equiabsolutely integrable in G.
In Remark 9 below we list a few conditions under which ~k ~ 0 strongly in (L1 (G))'. Further conditions, details and proofs are given in [3] .
The following simple closure theorem, in which no condition (Q) or (K) is required, is now a corollary of (4.iii). Instead of the orientor field relations ~k(t)eQ(t, Xk(t)), t6G(a.e.), we simply consider the orientor field relations ~k(t)eQ(t, x(t)), t6G (a.e.), k= 1, 2 ..... and apply (4.iii).
(6.iii) Let the hypotheses of (6.
i) hold, except that the sets U(t) depend on t only, the sets Q(t, x) are assumed to be only convex and closed for every (t, x)~ A~ -H o, where 4, 4k, 6k e (L, (G))', 4k "* 4, 6k ~ 0 weakly in (L, (G)f, and x k (t) ~ x (t)
pointwise a.e. in G as k ~ oo. Then the conclusion of(6.i) holds.
Remark 9. A great many particular conditions guarantee that 6k ~ 0 strongly in (L 1 (G))'. We mention here, for example, Lipschitz-type hypotheses such as (Fp), (Fo~) below, and growth-type hypotheses such as (Gpq), (Good) below. The latter type has been proposed by F. E. BROWDER (Arch. Rational Mech. Anal. 20, 1965, 251-258) and by E. H. ROTrIE (Arch. Rational Mech. Anal. 21, t966, 151-162) for free problems of the calculus of variations. We list briefly some of these hypotheses here, referring to [3] for further conditions and details. In any case, we assume that fsatisfies the continuity condition (C).
(Fp) For 1 <p<oo, we have x k, xe(Lp(G))", IIx~-xllp-~0, and 
If(t, xk(t))--f(t, x(t), uk(t))[ <F(t, Uk(t)) h([Xk(t)--x(t)[), teG
[f(t, Xk(t), uk(t))--f(t, x(t), uk(t))l <F(t, Uk(t)) h(lXk(t)--x(t)l), tEG, where h is as in (Fp), and F(t, Uk(t))~Ll (G), SF(t, uk(t))dt< C.
If(t,x,u)-f(t, y,u)l<=~k(O+c(lxl~-~+lylP-n)+c'lul q-a.
(Goo,) For l<q<oo, x, xke(Loo(G)) ~, u, uke(La(G)) m, Ilxll| Ilxd~<Zo, Ilull~, Iluklla<Z, L, Zo given constants, we have xk(t)~x(t) pointwise a.e. in G as k-, ~, and there are constants c', fl, 0<fl~q, a function ~(t)>0, t~G, ~L1 (G), and a monotone nondecreasing function a (~) ~ 0, 0 < ~ < + oo, such that for all (t, x, u), (t, y, u)E M we have If(t, x, u)-f(t, y, u) l~O(O(~r(lxl)+a(lyl))+c'lul q-p. Note that in (G.~), (G~ a) we do not assume that a (0 +)= 0. These conditions are only growth conditions, the continuity of f (property (C) having the main role in the proof that 6k ~ 0). Note that, for f linear in x, that is, of the form f (t, x, u)=B(t, u)x+C(t, u) , where B=[btj(t, x)], C=[ci(t, x)] are matrices of the types rxn, rx 1, with lbij(t, u)l__<~(t) for ~(t)__>0, teG, ~ELf(G), condition (Fp) is certainly satisfied. 
-,(Lx(G))', M: S--*(LI(G))", and a class T of measurable controls u(t), tEG, such that if x(t)=(My)(t), ~(t)=(Ly)(t), t~G, then x(t)~A(t), u(t)eU(t, x(t)), ~(t)=f(t, x(t), u(t)), teG (a.e.), that is, we may have to satisfy the constraints (My)(t)eA(t), u(t)e U(t, (My)(t))
, and the system of equations (Ly)(t) =f(t, (My)(t), u(t)), t~ G (a.e.). We then take into consideration a functional I 
Lower Closure Theorems for Lagrange Problems
We shall use essentially the notations of w Points in Ev, E., E m, E,+ t spaces will be denoted by t=(t t .... , tv), x= (x 1, ..., x~) 
We shall denote by G and T o given subsets of Ao in E; then AG 2(t) ~k-~ ~ weakly in (Ll (G))', xk(t)-~ x(t) in measure in G as k-~ oo, (7.4) 
. ,jr) satisfy the continuity property (C) on M, if the corresponding subsets O.(t, x) of E,+ 1 defined above satisfy property (Q) with respect to x m A~-H o, if ~(t), x(t), ~k(t), qk(t), xk(t), uk(t),
~lk(t)>=).k(t), ,~, 2k~LI (G ), ;.k-~ 2 weakly in LI (G), then there is some measurable function u(t), t~G, such that, if ~l(t)=fo(t, x(t), u(t)), tEG, then ~leL-(G), and x(t)~A(t), u(t)eU(t, x(t)), ~(t)=f(t, x(t), u(t))
, t~G (a.e.),
Proof. In view of (5.i) there is a function ~(t), teG, "~eL 1 (G), such that
x(t)eA(t), (~(t), ~(t))EQ(t, x(t)), t~G, (a.e.), S~(t)dt~i.
G
By the McShane-Warfield theorem there is a measurable function u(t), t~G,
such that
x(t)EA(t), u(t)~U(t,x(O), ~(t)=f(t,x(t),u(t)), fo(t, x(t), u(t))~(t), t~G (a.e.).
Finally, by taking
tl(t)=fo(t, x(t), u(t)), teG,
we have
tl(t)<~(t ), t~G, ~tl(t)dt< ~(t)dt<i, G G
and t/ is certainly measurable and of class L-(G). In any case, relations (7.5) hold, and statement (7.i) is proved. Note that, for (7.i) to hold, we do not need the full force of property (Q) with respect to x. All we need is that there is a subsequence k~ such that xk,(t) ~ x(t) pointwise a.e. in G, and such that, for almost all t~G, we have
Q.(t, x(tl)= Q cl co 9 (t, x..(t), uk,(t)) .
where j? =(fo,f)=(fo,fl ..... f,). The same remark holds for theorem (7.ii)below Remark 11. Requirement (7.4) and the L-integrability of t/in statement (7.i) can be guaranteed under a variety of conditions, for instance, any of the following.
(~o) There is a real valued function ~(t)>0, teG, ~bELI(G), such that fo(t, x, u)__> -~b(t) for all (t, x, u) eM.
Indeed, as in w under (ct) of Remark 5, we have th(t)>2k(t)= -~b(t), t~G, k = 1, 2 ..... Then in the proof of (7.i) we have -~ (t) < t/(t) =fo (t, x (t), u (t))__< ~ (t), t~G, where both ~ and ~ are L-integrable; hence t/~L~ (G).
(to) There exists a real valued function ~b(t)>0, t~G, ~beLl(G), and a constant 7>0 such that fo(t, x, u)> -~(t) x, u) [ for all (t, x, u) 
V'a(t), a(t)>O, t~G.
On the other hand, in the proof of (7.i), we have -~O(t)-7Ix (t)[-7'[~ (t)l< ~/(t)=fo(t, x (t), u (t))< ~ (t), t ~ G, and again q eL1 (G). Other analogous cases can be treated similarly.
Remark 12. Statement (7.i) is usually applied to sequences for which it is known that i= lim ~rlk(t)dt< oo. Since tp2eLI(G) is absolutely integrable, the last integral approaches zero as k --* ~. Thus, ~k "* 0 weakly in L 2 (G). (7. ii) Let the hypotheses of (7.i) hold, except that the sets Q(t, x) are required to satisfy only property (K) with respect to x in A 6-Ho, and ~k(t)~ ~ (t) pointwise a.e. in G as k --* oo. Then the conclusion of (7.i) holds.
~l(t)=f(t, x(t), u(t)
The proof is the same as for (7.i), where use is made of (5.ii). Requirement (7.4) and the L-integrability of t/ in statement (7.ii) can be guaranteed under the same conditions, that is (~0), or (to) with 7=0, or (Yo) with y=0, or (60) of Remark 11. Conditions (to) with y>0, and (Yo) with y>0 do not apply to statement (7.ii) (cfr. discussion in w 5).
(7.iii) Let the hypotheses of (7.i) hold, except that the sets Q(t, x) are only assumed to be convex and closed, and ~k ~ ~ weakly in (L 1 (G))" as k--* oo, and Xk(t)=x(t) for all t and k. Then the conclusion of (7.i) holds.
The proof is the same as for (7.i), where use is made of (5.iii). Requirement (7.4) and the L-integrability of the function r/ in statement (7.iii) can again be guaranteed under the same conditions, that is (%), or (to) with y_>-0, or (Yo) with y~0, or (6o) of Remark 11 (exactly as for (7.i) 
6k(t)=f(t, Xk(t), Uk(t))--f(t, x(t), ukft)),
6~ Xk(t), Uk(t))--fo(t, x(t), Us(t))
, t6 G, k= 1, 2 ....
which exist because U(t) depends on t only. We shall assume as in (7.i) that xs (t) -~ x(t) pointwise a.e. in G, that ~s "-* ~ weakly in (LI (G))" as k ~ oo, and that -oo < i< + oo. In addition let us assume here that 6k -* 0 weakly in (t. 1 (~)', (7.6) oo > lim S 6 ~ (t) d t >__ 0.
G
This occurs under natural conditions, as mentioned in Remark 9 (see also [3] ).
Actually, under such conditions 6t--,0 strongly in (LI (G))', 60-,0 strongly in L1 (G), and thus (7.6) holds trivially. Under assumption (7.6), then, for the analogous functions ~s(t)=f(t, We have seen that actually it is enough that (7.6) holds.
Remark 15. In the present situation, the lower closure theorem (7.i) essentially contains as a particular case (indeed, the particular case (~o) under Remark 11 with U a fixed set) an analogous proposition recently stated by M. 
Lower Semicontinulty Theorems
We shall use essentially the notations of w Points in Ev, E,, Era, El spaces will be denoted by t= (t 1 ..... t~), X~-(X i .... , x~), u=(u 1, ..;, u~) , and z ~ or ~/, respectively. As usual, A is a subset of Ev x En, `4o the projection of A on E~, and (t) = (x 1 ..... x"), u (t) = (u 1, ..., urn), rl (t) , te G, given functions on G.
In other words, we have the situation of w minus the function f Namely, we are particularizing w by assuming r=m, f(t, x, u)=u. Thus, the sets Q of w are here the sets Qo (t, x) = [(z ~ u) lz ~ -->fo (t, x, u), ue U(t, x)].
By assuming that fo satisfies condition (C), we know that there is a set T o of measure zero such that the sets A(t) are closed for all teG-To, the sets Mr= [(x, u)[(t, x, u)eM] are also closed, and fo(t, x, u), as a function of (x, u), is continuous on M r It is easy to see that, for any teG-To, the sets Qo(t, x) are closed and satisfy property (K) with respect to x in A (t).
In [1 cd] we expressed property (Q) in terms of "seminormality" conditions. In the particular case under consideration (r=m, f= u), and using the notations in fled], we say that for any given teG-To the function fo(t, x, u), thought of as a function of (x, u) in M,, is seminormal with respect to u at the point (2, ~), (2cA (t), fie U(t, 2)), provided that given e>0 there are real numbers 6 > 0, and Here bu denotes the usual inner product in Era. Again, for any given teG-To, fo(t, x, u) is said to be seminormal with respect to u in A(t), provided fo(t, x, u) is seminormal with respect to u at every point (,2, fi), "2cA(t), fie U(t, "2).
The seminormality condition we have just defined is a slight extension of TONELLI'S and MCSHANE'S seminormality condition for free problems of the calculus of variations.
For the particular sets Qo(t, x) defined above, our results in [1 cd] yield: (*) For any given teG-To the sets Qo (t, x), xeA (t), have property (Q) with respect to x in A(t) if and only iffo(t, x, u), thought of as a function of (x, u) in M t, is "seminormal" with respect to u for xeA (t).
The following lower semicontinuity theorems correspond to the lower closure statements (7.i-iii). Heref=u; hence, in the notations of w ~(t)=u(t), ~k(t)= uk(t). ( 
8.i) If G is a measurable set of finite measure, and T o has measure zero, if fo (t, x, u) satisfies the continuity condition (C), if the sets U(t, x) are convex for every (t, x)eA~-Ho, if fo(t , x, u) is convex with respect to u in U(t, x), and the sets Qo (t, x) satisfy condition (Q) with respect to x in A G-H o (or, equivalently, for every teG-To, fo(t, x, u) is seminormal with respect to u for xeA(t)), if qk(t), x(t), u(t), xk(t), uk(t), 2(t), 2k(t), teG, k= 1, 2, ..., are measurable functions with xk(t)eA(t), uk(t)eU(t , xk(t)) , qk(t)=fo(t , xk(t), uk(t)) , teG (a.e.), /f u, uk~(Ll(G)) m, qkeLa(G ), u~u weakly in (LI(G)) m, xk(t)~x(t ) in measure, and
