Necessary and su cient conditions are derived for the robust convergence of the twostage nonlinear algorithms for identi cation in H 1 . Some improved upper bounds for worst case identi cation error are also obtained.
identi ed model as the best stable approximation to this unstable approximation. A general class of two-stage nonlinear algorithms was analyzed in 5] where a su cient condition was obtained that guarantees the robust convergence of the resulting identi cation algorithm. Each algorithm in this class is characterized by a particular \window function" which multiplies the inverse discrete Fourier transform of the given experimental data. And the su cient condition is imposed on the window function. A signi cant advantage of the approach developed in 5] is that one gets not one but a whole family of robustly convergent identi cation algorithms. This includes the previous algorithms in 6, 4, 23, 24] as special cases.
In this paper, we take a di erent approach to the analysis of the general two-stage identi cation algorithms. We analyze the performance of the identi cation algorithm in terms of the Fourier transform of the aforementioned window function. This is in contrast to the approach taken in 5] where the analysis was made directly in terms of the window function. Here we establish conditions for the robust convergence of the two-stage nonlinear algorithm. These conditions are given in terms of properties of the Fourier transform of the window function. The su ciency of the conditions holds for a general class of window functions, while the necessity is proved for robust convergence of the rst stage of the algorithm under the mild additional restriction that the window function is even symmetric. This approach also leads to improved error bounds, although they may be harder to compute in some cases. The problem of identi cation in H 1 formulated by Helmicki, Jacobson and Nett 6] can be brie y described as follows.
Assume: that the \true" unknown system to be identi ed is a stable, linear, shift invariant discrete-time system with transfer functionĥ 2 S A. Here needed.
An algorithm that satis es the above requirements is called \convergent", and is called \ro-bustly convergent and (untuned)" if in addition it does not depend on the a priori information contained in the set S and the noise bound . It turns out that in order to have a solution to this problem, we need to make some boundedness assumption on the set S of all possible systems.
This implies a certain minimal amount of a priori information on the unknown system. This assumption is called admissibility in 5] and described below. Let P n be the collection of all polynomials in z with degree no larger than n. Then, P n A. Eachp n 2 P n corresponds to a nite impulse response system. It is known from 31] that for eachĥ 2 A, there exists ap n 2 P n such that E n (ĥ) = kĥ ?p n k 1 = inffkĥ ?p n k 1 :p n 2 P n g:
Clearly,p n is the optimal approximation ofĥ in the set P n and will be denoted as p n (ĥ): The optimal error as in (2.7) is also a function ofĥ. Note that E n (ĥ) is monotone nonincreasing function of n.
De nition 2.1 A subset S A is called admissible, if Roughly speaking, admissibility requires that the set of systems be bounded and be uniformly approximable by polynomials. We will assume that S is an admissible set in the remainder of this paper. It can be shown that admissibility is equivalent to total boundedness of S. We will also assume in the remainder of this paper that the set S is nontrivial as de ned below. As mentioned in the introduction, several robustly convergent nonlinear algorithms have been proposed in 6, 4, 23, 24] . These algorithms share the following \two-stage" structure. At the rst stage inverse discrete Fourier transform and a window function are used to arrive at a good, possibly nonanalytic (i.e., unstable) approximation to the given frequency response data. Then in the second stage, Nehari's theorem 2, 21] is used to approximate this rst stage approximation to obtain an analytic, i.e., stable, identi ed model. where I denotes the set of integers.
In this paper, we will study identi cation algorithms having the following two-stage structure:
Two That is, Stage 1 is robustly convergent if and only ifĥ = 0 2 S can be identi ed robustly and for any modelĥ 2 S, it can be identi ed exactly as N; n ! 1 with noise absent.
In the above lemma, e noise N ( ) stands for the worst case noise error while e app N stands for the worst case approximation error. Lemmas 2.4 and 2.5 imply that that although the identi cation algorithm considered in this paper is nonlinear, the resulting identi cation error admits linear analysis.
Main Result
In this section, we will establish necessary and su cient conditions on the Fourier transform of the window function which ensures the robust convergence of the rst stage of the nonlinear algorithm. For each window function w n;k , de ne K n (!) = n X k=?n w n;k e jk! :
The main result of this paper is the following theorem. Theorem 3.1 Consider the two-stage nonlinear identi cation algorithm described in the previous section. Suppose that the set S is admissible. Let K n (!) be given in (3.1) with N > 2n. Conversely, suppose the set S is admissible and nontrivial, and the window function is evensymmetric, i.e., w n;k = w n;?k for all k; n. If the rst stage of the two-stage nonlinear algorithm is robustly convergent then conditions 1 and 2 are satis ed.
Proof: Since multiplication in the time domain is equivalent to (circular) convolution in the frequency domain, it can be easily veri ed that the pre-identi ed model is given bŷ Since > 0 is arbitrary, the worst case approximation error e app N at rst stage also converges to zero. By combining this with (3.3) and using Lemma 2.5, we have established the su ciency of the conditions 1 and 2.
We show next that the conditions 1 and 2 are necessary for robust convergence at the rst stage of the nonlinear identi cation algorithm. Since the set S is nontrivial, the robust convergence of the rst stage implies that for each k 0, lim n!1 w n;k = 1: (See also the proof of Proposition (3.5) in 5].) Now taking limit N > 2n ! 1 in equation (3.4), we get that the condition 1 is true.
To prove necessity of the condition 2, setĥ = 0 in (3.2). We will assume that N is an even positive integer. A similar argument applies for N odd. Now using the facts that K n (!) is periodic with period 2 and that the noise^ i+1 satis es the conjugate symmetry property, we have^ N pi (e j! ) = 1
We set next c n;N (!) = 1 N (jK n (!)j + jK n (! + )j):
(3.14)
Since the window function is even symmetric, the kernel K n (!) is a real function of !. We would like to point out that although the conditions in Theorem 3.1 are necessary and su cient, it is di cult to compute the upper bound M w as in condition 2 above, except some special cases which is contrast to the time domain conditions as in 5] where error bounds can be easily established for many commonly used window functions. In what follows, we will apply the result in Theorem 3.1 to a parameterized window function as proposed in 5]. We begin with the triangular window t n;k = 1 ? jkj n ; jkj < n; w n;k = 0; jkj n: See 10] for a proof of the above lemma. The window function we are going to analyze is the trapezoidal window a n;k = 1; 0 k 2m; a n;k = n + m ? k n ? m ; 2m k n + m; and (3.19) a n;k = 1 + k n ? m ; m ? n k 0; and a n;k = 0; elsewhere; with m < n. Although the trapezoidal window does not satisfy the even symmetry property, the shifted window w n;k = a n;k?m does and Theorem 3. (It is noted that the above bound is strictly smaller than the one as reported in 5] if n > m).
Proof: Since the worst case noise error as de ned in Lemma 2.5 is shift invariant, we need only to consider following window function w n;k = a n;k?m (3.22) which is even-symmetric with respect to k. It is noted that the window function above can be written as the di erence of two triangular window functions w n;k = n n ? m t n;k ? m n ? m t m;k ; (3.23) where t n;k is given in (3.16 
Conclusion
In this paper, we have established necessary and su cient conditions on the kernel of the window function for the robust convergence of the two-stage nonlinear algorithm. Using the main result of this paper, worst case identi cation error bound can be improved in general.
