Methods of analysing genotype-environment interaction were extensively reviewed by Freeman (1973) and Hill (1975) . A large number of papers involving such analyses have been published since then, some of them providing new methods, particularly of the multivariate type.
In earlier times, methods of analysing genotypeenvironment interaction were associated with the linear regression approach. This was first introduced by Mooers (1921) and was given prominence by Yates and Cochran (1938) , who used the mean performance of all genotypes grown in an environment as a suitable index of its productivity.
The performance of each genotype was plotted against this index for each environment, and simple linear regression fitted by least squares to summarise the genotype's response, the mean regression slope being 1O.
An identical technique was used by Mandel (1959) and Mandel and Lashofl (1959) to compare the results of tests on a number of materials at several different laboratories. The use of this approach as a basis for an analysis of variance and associated tests of hypotheses was discussed by Mandel (1961) , who showed it to be an extension of Tukey's one degree of freedom for non-additivity (Tukey, 1949; Scheffe, 1959, pp 129-134 genotypes, he removed a component with t-1 degrees of freedom from the interaction sum of squares. This component represents the sum of squares for heterogeneity of t regression slopes and Mandel proved that if the slopes are identical, it is distributed as chi-squared and is independent of environmental effects. Thus an F-test can be made of the existence of different genotype slopes, the null hypothesis being that the slopes are all the same. Finlay and Wilkinson (1963) used the regression technique in examining the yield stability of various barley genotypes, although they claimed that better fits were obtained with logtransformed yields. In assessing stability, they considered that simply comparing regression slopes was not enough: the overall yield level of a genotype also had to be taken into account. The slope of the regression line for each genotype was, accordingly, plotted against its mean yield over environments. Genotypes with a slope near 10 and a high mean yield were regarded as being well adapted to all environments. As mean yield decreased, genotypes with high or low slopes were regarded as being specifically adapted to favourable or unfavourable environments, respectively. Eberhart and Russell (1966) also used a linear regression approach. They regarded deviations from the regression line as another important component of varietal stability, a stable variety being one with a regression line of slope near to 10 with a small sum of squared deviations. They seemed to be unaware, however, that this sum of squares is not independent of the slope (see, for example, Hardwick and Wood, 1972) . Tai (1971) used an essentially similartechnique to Eberhart and Russell (1966) ; however, he employed an alternative method of fitting, using maximum likelihood estimation of a structural relationship where an appropriate joint normal distribution had been assumed. All the authors mentioned so far assumed an expected linear response to environment. The relative stability approach of Hanson (1970) also assumed a specific function of environment as expected response, although this did not need to be linear. Plaisted and Peterson (1959) computed an analysis of variance for every pair of genotypes so as to estimate the interaction variance for every combination of two genotypes. The mean of the interaction variances obtained for each genotype was used as an indicator of the contribution of that genotype to the total genotype-environment interaction. Wricke (1962 Wricke ( , 1964 proposed, in a similar analysis, that the contribution of a genotype to the interaction sum of squares in a two-way analysis of variance be used as a measure of its instability. This was criticised by Freeman and Perkins (1971) on the grounds that, given t genotypes and s environments, consideration of the alternative form of the interaction sum of squares in terms of totals shows that there is no way of dividing it into groups. Further, the degrees of freedom are (t-1)(s -1), and this number is not in general divisible by t.
St-Pierre, Klinck and Gauthier (1967) tried a completely different approach: they defined the percentage adaptability of a genotype to be that percentage of the environments being tested in which its performance was better than the mean performance of all genotypes. Easton and Clements (1973) carried out an experiment on wheat genotypes in which differences in environment were, they claimed, due entirely to measurable amounts of nitrogen fertiliser. Some of the genotypes gave atypical (non-linear) responses to fertiliser amount. The linear regression parameters of Finlay and Wilkinson (1963) and the parameter of St-Pierre et a!. (1967) failed to identify the aberrant genotypes. Although the parameters of Plaisted and Peterson (1959) , Wricke (1962 Wricke ( , 1964 and Eberhart and Russell (1966) gave poor stability measures to these genotypes, given the conditional nature of these measures (Knight, 1970; Witcombe and Whittington, 1971) , they concluded that "caution should be exercised in describing as unstable those genotypes with high values of these parameters." As an illustration, they examined a subset of six entries out of the 25 originally analysed; five of the six were aberrant in that the highest nitrogen levels were supra-optimal, the other entry showing a sustained yield response up to the highest nitrogen level. This latter entry, when evaluated by means of the Eberhart-Russell parameter in the original set of 25 genotypes, was regarded as a very stable line, a low value being obtained.
However, when the subset of six entries was considered as a separate group, this same entry appeared to be unstable, giving a comparatively large value when Eberhart-Russell parameters were calculated. Thus, a variety could have marked deviations from linear regression, not because it was inherently irregular, but because it showed a different response pattern from the majority of the group with which it was being compared. It is clear, then, that the stability measures mentioned above are far from satisfactory and, consequently, are not recommended.
Some authors, such as Baker (1969) and Byth, Eisemann and Delacy (1976) have criticised the linear regression approach on the grounds that in an analysis of variance, the proportion of the genotype-environment interaction sum of squares attributable to linear regression on the environmental indices may be very small. Mungomery, Shorter and Byth (1974) , in advocating the application of cluster analysis, emphasised "that the definition of an 'expected', or a 'suitable' or 'ideal' response is unnecessary, and that actual responses are examined". It is clear that not using such definitions avoids arguments about the relevance of particular expected response functions. Hill (1975) attempted to counter the criticisms of the linear regression approach made by Easton and Clements (1973) and Mungomery eta!. (1974) : he stated that "there is not, as these workers have supposed, any a priori reason for believing that the interaction of the genotype and environment will be a linear function of the environment". To support this statement, he put forward the argument that "indeed, the null hypothesis (his italics) being tested by the linear regression analysis is that no relationship exists between the interaction of genotype and environment and the additive environmental component apart from that due to chance variation". Unfortunately, Hill fails to appreciate the provisional role of the null hypothesis in statistical tests. Furthermore, it is clear that he misunderstands, not only the nature of the null hypothesis, but also the role of the alternative hypothesis, which indeed, in this case, asserts the existence of a linear relationship.
In the case of the linear regression approach to genotype-environment interaction analysis, even if a good counter-argument could be produced along these lines, it would be nugatory.
Whether regarded as revealing a true linear relationship, or whether linearity is regarded as merely empirical, an assumption of convenience or however regarded, in every known instance where this methodology has been used, a linear regression was fitted to the data, usually by least squares. It is also a fact that such fits can be largely determined by one or two data points (see, for example, Weisberg, 1980, Chapter 5, and Daniel and Wood, 1980, Chapter 7) , and particularly by points which are some distance from the centroid. This means that stability statistics of a variety may be unduly influenced by its performance in only one or two environments, and, to that extent, may be seriously misleading. Consider, for example, data used by Yates and Cochran (1938) , reproduced in table 1.
In this example, worse fits were obtained from log-transformed data and so the original values were used. The fitted regressions for three of the varieties are displayed in fig. 1 ; the fitted lines for the other two varieties were effectively parallel to that of variety 3 but were lower down and, as they did not cross any of the other lines, they were left out of the figure to improve its clarity. The regression coefficients and the residual mean squares for each variety are shown in table 2, and the same statistics are shown for the regressions fitted after, firstly, excluding the highest yielding site and, secondly, excluding the lowest yielding site.
It can be seen from this table that the slopes of the lines fitted for varieties 1 and 3 were relatively insensitive to omission of either of these points. The highest yielding site was 699 units value from the regression omitting this site was 1813. This was remarkable, since the lowest yielding site was not so far from the overall mean (41.1 units). To summarise, it is clear that the fitted lines for three of the varieties were strongly influenced by one or two data points.
Because of such possibilities, the linear regression aproach to analysing genotype-environment interaction can not be regarded as trustworthy.
CLUSTER ANALYSIS Abou-El-Fittouh, Rawling and Miller (1969) applied cluster analysis to classify locations used in cotton variety trials in the U.S.A. They used a distance coefficient and a correlation coefficient as dissimilarity measures and a variable group clustering strategy. However, they did not apply cluster analysis to classifying varieties. Mungomery et al. (1974) employed an unstandardised squared Euclidean distance as dissimilarity measure, using an unweighted group average link clustering strategy (Sokal and Michener, 1958) . The calculations were done using the general agglomerative algorithm of Lance and Williams (1967) . Byth et a!. (1976) attempted to use clustering methods to analyse CIMMYT data from the 4th International Spring Wheat Nursery. They used a variance-standardised squared Euclidean distance as dissimilarity measure and an incremental sum of squares clustering strategy. The calculations for this method can also be done using the general agglomerative algorithm of Lance and Williams (1967) .
Although Mungomery et a!. (1974) and Byth et a!. (1976) used clustering methods as a result of rejecting the linear regression approach, Lin and Thompson (1975) attempted to make use of cluster analysis to extend this approach. They took as the dissimilarity measure for a subset of t genotypes the variance ratio for testing the null hypothesis of a common linear regression line against the alternative hypothesis of t independent regression (Mandel, 1961) . They proved that this dissimilarity measure equalled the mean of the measures for all possible pairs of genotypes in the subset. Thus, the index conformed to the conditions set by Sokal and Michener (1958) for use of their unweighted group average link strategy for clustering. Lin and Thompson (1975) tried their method on the data of Yates and Cochran (1938) This result need not be the most useful from a practical point of view, particularly if stability in low-yielding sites is of interest. Although the fitted line for variety 4 had the highest slope and this variety also had the highest mean yield, variety 5 performed much better than variety 4 at the lowest yielding site (see fig. 1 and table 1), where it was clearly the highest yielding variety. At the lowest but one yielding site (site 6), the two varieties performed about the same. Although variety 4 outyielded variety 5 in the lowest but two yielding site (site 1), it was not by much and variety 5 had a higher mean yield than variety 4 over the three lowest yielding sites, where it also exhibited remarkably similar yields (1 82 5, 190 1 and 1844). Lin (1982) , dropping the linear regression approach but retaining the clustering strategy, proposed a dissimilarity measure for a pair of genotypes to be the squared distance between them adjusted for the average effects of genotypes. Using the Yates and Cochran data again, his calculated dissimilarity matrix was not quite correct (the measure for varieties 2 and 3 should be 875, not 885); this, however, did not affect the conclusion, which was to find the same two groups: variety 4 and the four other varieties. Ramey and Rosielle (1983) modified Lin's method by minimising the total sum of squares for genotype-environment interaction within clusters at each fusion cycle. Fox and Rosielle (1982) observed that "the scale of observations may have marked influences on determination of distances". They considered a diagram similar to fig. 2 in which four environments are plotted on axes representing the performance of two genotypes. Fox and Rosielle (1982, p. 647) remarked:
"Environment El ranks genotypes 1 and 2 equally, E3 ranks genotype 1 above genotype 2 while E4 ranks genotype 2 above genotype 1. In terms of squared Euclidean distance these 3 environments are equally separated and closer to each other than to E2 which, like El, ranks the genotypes together.
It is important to emphasise that though El and E2 are ranking genotypes identically they are the furthest apart in terms of distance because of the large difference in their environmental main effects".
After examining coded, ratio and standardised data, they concluded that standardisation was the most effective procedure for removing potentially dominant effects of environmental means on squared Euclidean distance measures of dissimilarity. Johnson (1977) also employed cluster analysis as part of his examination of the yield and stability of a set of maize hybrids. He used what he described as weighted Euclidean distance as measure of similarity and maximum distance between clusters as clustering metric. Ghaderi, Everson and Cress (1980) used cluster analysis to classify environments and genotypes in wheat, with a distance coefficient as dissimilarity measure and a complete link clustering strategy. Ghaderi, Adams and Saettler (1982) also rejected the regression approach and used clustering methods to analyse data on beans. The correlation coefficient of genotypes over environments was taken as similarity measure and a complete link clustering strategy employed. As we have seen, when using cluster analysis to elucidate genotype-environment interaction, many different dissimilarity measures and clustering strategies have been used. More are possible:
in fact, Cormack (1971) , in a review of Another damning criticism of clustering methods made by Gordon (1981, Chapter 5 ) is that they "can force unwarranted structure on a data set, suggesting misleading results. It is a useful precaution also to employ methods of analysis which are not obliged to present their results in the form of a certain number of groups. As Cormack (1971, p. 340) remarks: 'When the data have not been forced into clusters, the observer can assess better whether clusters exist' ". Mandel (1971) considered the principal components approach further, using a multiplicative model. This method indicated the number of dimensions necessary to contain the genotypic variation and gave estimates of the corresponding coefficients, without, however, any prior knowledge of which factors these dimensions represented. When the deviations from regression on the environmental mean are substantial but no environmental variables have been measured, Hardwick and Wood (1972) Principal components analysis was used, among others, by Freeman and Dowker(1973) , Goodchild and Boyd (1975) and Hill and Goodchild (1981) . However, the chief difficulty with this approach is in the interpretation of the resulting principal components, which may not bear any obvious relationship to environmental conditions (see, for example, Silvey, 1982) . ENVIRONMENTAL 
VARIABLES
In the case when deviations are large and measurements of environmental variables are available, Williams' (1952) approach was extended by Hardwick and Wood (1972) and further elaborated by Wood (1976) . However, environmental measurements are very seldom available. This is remarkable, considering that in many countries or states it is common experience to find large variation in crop yields: the maximum yield obtained for a crop usually exceeds greatly the mean yield over the whole area of the country or state. In view of such large variation, studies are needed to understand the relative importance of its causes, whether it be due to unchangeable differences in soils or climate, or to changeable differences in the management methods which are used or in the varieties which are grown: such studies are of even greater importance at the international level. Much effort has been devoted by research workers in all crops to gain this kind of understanding, although comparatively little has been done by international agricultural research centres. It is possible that such research could be aided by the measurement and appropriate analysis of environmental variables.
Many workers have emphasised the importance of genotype-environment interaction in both breeding and variety testing (see, for example, Arnold, 1972 , Campbell and Lafever, 1977 , Hamblin, Fisher and Ridings, 1980 , Patterson and Silvey, 1980 , Pederson and Rathjen, 1981 , and Wright, 1976 Jones, 1979, and Beckett, 1982) . When one independent variable dominates the situation, then, of course, the corresponding simple linear regression will show this correctly. However, when several independent variables are influential (even when acting additively), or when several of them are intercorrelated, such an analysis is no longer appropriate (see, for example, Daniel and Wood, 1980, section 4.1, and Weisberg, 1980 , section 2.1).
Where many factors are involved, analysis using multiple regression has been suggested (see, for example, Knight, 1970, p. 230) . In using this technique, more research is needed on which variables to include in the full r.egression equation. For example, in addition to agency, edaphic and climatic variables, the times at which the various physiological growth stages are reached may also need to be present. Another difficulty is that if many environmental variables are considered together with interaction and polynomial terms (in an attempt to cope with non-additivity), many environments will be needed in order to fit the regressions satisfactorily. However, as already mentioned, large yield variation is common and so, despite the cost, more environments are often needed in any case for the results to be applicable over an adequate range and so be unbiassed.
Climatic variables have been included in a multiple regression analysis by various authors, although they were used to predict overall yields of a crop rather than the yields of particular genotypes. Recent papers include those by Feyerherm and Paulsen (1981) on wheat and by Haun (1982) on maize. These authors used the stepwise regression technique for selection of a subset of regression variables, presumably because this is the only subset selection computer program available in some widely-used statistical packages.
However, the stepwise regression procedure is known to have serious pitfalls (see, for example, Berk, 1978) . None of the authors on this subject seem to be aware of more modern methods for selection of subsets in multiple regression (see, for example, Miller, 1984) .
Clearly, much more needs to be done in this important area of research. However, since environmental data are not often available at present, the rest of this paper will be devoted to analyses in which an environment is measured by the mean yield of the genotypes grown in it. GEOMETRICAL 
METHODS
In so-called geometrical methods, the basic aim is to represent each object (genotype or environment, in this case) by a point in some Euclidean space so that objects which are similar to one another are represented by points which are close together. The configuration of points is then investigated in an attempt to detect any underlying structure.
Thus, unlike cluster analysis, no structure is forced on the data. Geometrical methods include principal coordinates analysis, non-metric multidimensional scaling, the biplot method and correspondence analysis.
Principal coordinates analysis was developed by Schoenberg (1935) , Young and Householder (1938) and Torgerson (1952) and is sometimes referred to as "classical scaling". It was popularised by Gower (1966) , who noted some of its links with other statistical procedures. Given a matrix whose elements are known (or assumed) to represent the squared distances between points in some Euclidean space, the procedure determines the coordinates of the points. If a set of coordinates is found, another set with the same interpoint distances can be found by translating the axes; this indeterminacy is removed by requiring the centroid of the set of points to lie at the origin of coordinates. The matrix of squared distances is first transformed into a symmetric inner product matrix. The requirement that the centroid of the final configuration of points should be at the origin is equivalent to centring this inner product matrix by subtracting from each element the means of the row and column in which it lies and adding the grand mean. The required coordinates are then found from the eigenvalues and eigenvectors of the centred matrix: the axes turn out to be just the principal axes.
If a similarity matrix, S, is used as starting point, the resulting principal coordinates reproduce a matrix of squared "distances" equal to 2(J-S), where J is a matrix of l's of the same size as S (see, for example, Gordon, 1981, section 5.2). However, if S, when centred, is not nonnegative definite, negative eigenvalues will be found and the resulting "distances" cannot be represented accurately in Euclidean space. In any event, a representation can be found in a space of smaller dimension, r, by ignoring small eigenvalues. By analogy with principal components analysis, the adequacy of such a representation could be measured by the proportion of the sum of the eigenvalues due to the first r. However, this can be misleading if there are any large negative eigenvalues (indicating that the interpoint distances are not Euclidean).
The dimension of the Euclidean space used in an adequate representation is less than the number of genotypes, but may be quite large. As the human brain finds it difficult to imagine high-dimensional data sets, the first two coordinates can be represented in a two-dimensional scatter diagram. In order to discard as little as possible of the information contained in the remaining coordinates, metroglyphs (Anderson, 1960) can be used, where the information in extra dimensions is represented by rays radiating from the scatter point, the length of a ray depicting the absolute value of the coordinate which it represents. It needs some practice to assimilate the information in metroglyphs quickly: Anderson (1960) thought that the eye worked most efficiently with between three and seven rays.
Another insurance against discarding information needlessly is to superimpose the minimum spanning tree (Gower and Ross, 1969) of the whole configuration on the two-dimensional scatter diagram. Given n genotypes in a graph, a tree spanning these genotypes is a set of edges such that the genotypes form a connected graph which contains no loops. When each of the n(n -1)/2 possible edges is assigned a length equal to the dissimilarity between the corresponding pair of genotypes, a minimum spanning tree is a spanning tree for which the sum of the edge lengths is a minimum. Even if most of the variability is present in the two-dimensional representation, the positions of a few genotypes could still be inaccurate: genotypes which are nearer to each other could be less similar than some which are further apart. Superimposing the minimum spanning tree can identify genotypes whose relationships are distorted in the geometrical representation.
Principal coordinates analysis was used in the study of genotype-environment interaction by Mungomery et aL (1974) , Shorter, Byth and Mungomery (1977) and Fox and Rosielle (1982) . A squared Euclidean distance was used in these cases, but this was arbitrary, in the sense that it was not obviously appropriate and yet no justification of it was attempted. Configurations resulting from equally plausible metrics could perhaps be compared by Procrustes analysis (Gower, 1975; ten Berge, 1977) to examine the robustness of any observed structure.
The singular value decomposition of Eckart and Young (1936) is a well-known and useful procedure for the canonical decomposition of twoway tables and leads to an expression for the table matrix involving, in a product, although not in this order, a diagonal matrix of singular values and two other matrices which are orthogonal. The orthogonality means that, for all r, the first r columns of the matrices involved in the product give rise to the least squares fit to the table in r dimensions. The extension of this procedure to a three-way table leads to a decomposition involving, in a product, a diagonal matrix and three other matrices. Difficulties arise because these three other matrices are not necessarily orthogonal and the first r columns of the matrices involved will not, generally, give the least squares fit to the table in r dimensions. Carroll and Chang (1970) , however, developed an individual scaling algorithm based on this procedure. Basford (1982) used a non-metric version of their algorithm (Takane, Young and de Leeuw, 1977) to match the weighted Euclidean distance between genotypes (referred to assumed underlying axes) to the observed distance between genotypes within an environment, where each genotype was represented by several attributes and the estimated weights reflected the relative importance of the underlying axes for the various environments. He used the data previously analysed by Mungomery et a!. (1974) and Shorter et aL (1977) and claimed that, by considering six attributes simultaneously in a single analysis, information was revealed which was not forthcoming from separate analyses of two of these attributes.
Other non-metric multidimensional scaling methods (see, for example, Gordon, 1981, section 5.3) do not seem to have been used for analysing genotype-environment interaction and may repay further study.
The biplot method was proposed by Gabriel (1971) . A two-dimensional approximation to an r x c table can be obtained from the least squares fit to the table in two dimensions. As mentioned earlier, this can be obtained by using the first two columns of the matrices involved in the singular value decomposition of the table matrix. The adequacy of this rank 2 approximation may be measured by that proportion of the sum of squared singular values which is due to the first two. Assuming that the approximation is good, the original table can thus be approximated by the product of an rx 2 matrixG and the transpose of a c x 2 matrix H (see, for example, Gordon, 1981, section 5.6 Kempton (1984) used this approach to form principal components biplots and also extended the previously mentioned plots of Finlay and Wilkinson (1963) . By providing a simple way of using the biplot to give the expected response of a genotype in an environment, he made the information available from conventional regression and principal components analysis more accessible. However, the criticisms which were made earlier of these latter techniques also apply, by extension, to this use of biplots.
Correspondence analysis (reviewed by Hill, 1974) , which would also involve the simultaneous representation of genotypes and environments, seems to have been relatively neglected in the context of genotype-environment interaction studies.
Further geometrical methods were described by Gnanadesikan (1977) , but their use also seems to have been unexplored in this context.
STOCHASTIC DOMINANCE
Another technique which has been little used in analysing genotype-environment interaction and genotypic stability is the stochastic dominance procedure. New technologies in general and new crop varieties in particular may often be regarded by farmers as more risky than more traditional ones.
Risk may then tend to act as an impediment to their adoption. Improved varieties that would be preferred by "risk-averse" farmers can be identified by the stochastic dominance procedure under certain assumptions. Anderson (1974, section 2) performed such an exercise on the sixth International Spring Wheat Yield Nursery administered by CIMMYT. He made three assumptions: firstly, that it makes sense to talk about a world (or large regional) probability distribution of wheat yields; secondly, that the selection of sites, cooperators, fields and growing and disease conditions is representative of the relevant world (or regional) domain of production and thirdly, that yield per se provides a reasonable surrogate for the argument of the average farmer's utility function. This assumption involves ignoring variable production costs. Anderson claimed that such an assumption "is unavoidable in processing international nursery data since each trial is in general grown under differing regimes of irrigation (where practised), tillage, fertilizers and weed and pest control that are most difficult to cost". Menz (1980) used the cluster analysis of Byth et a!. (1976) to analyse CIMMYT International Spring Wheat Yield Nurseries over five years and also, for comparison purposes, used stochastic dominance. He found that variety groups based on each method showed a considerable degree of coincidence and concluded that, while the stochastic dominance procedure is no panacea, it "appears to be useful as an adjunct to other analytical pro- Methods involving the linear regression approach and related stability parameters cannot be recommended, nor can the defects of these methods be overcome by the use of either cluster analysis or principal components analysis.
As prophesied by Freeman (1973) , new multivariate techniques have appeared in view of the available range of modern computers. However, continued research is needed on the use of environmental variables. In assessing series of trials, at present most or all of the effort is concentrated on measuring the genotypes, while little or none is devoted to measuring the environments. It is little wonder, then, that detailed, and hence more useful, knowledge of genotype-environment interaction is difficult to obtain. However, the question of how best to analyse environmental data has still not been properly addressed and more research is needed in an attempt to find a solution to this statistical problem.
In the cases where environmental variables are unlikely to be measured, further research is needed on relatively unexplored techniques like stochastic dominance, multidimensional scaling and correspondence analysis. Other geometrical methods may also repay study in the context of genotypeenvironment interaction and stability studies.
