SAMPLING RANDOM VALUES FROM A PROBABILITY DISTRIBUTION
Let X be a random variable (rv) obeying a cumulative distribution function (cdf) (2) We now aim at sampling numbers from the cdf   iii) if the sequence {X} is periodic, the period after which the numbers start repeating should be as large as possible.
Among all the distributions, the uniform distribution in the interval [0,1), denoted as U[0,1) or, more simply U(0,1), plays a role of fundamental importance since sampling from this distribution allows obtaining rv"s obeying any other distribution.
Sampling from the uniform distribution U[0,1)
The cdf and pdf of the distribution U[0,1) are:
The generation of random numbers R uniformly distributed in [0,1) has represented, and still represents, an important subject of active research. In the beginning, the outcomes of intrinsically random phenomena were used (e.g. throwing a coin or dice, 4 spinning the roulette, counting of radioactive sources of constant intensity, etc.), but soon it was realized that, apart from the disuniformity due to imperfections of the mechanisms of generation or detection, the frequency of data thus obtained was too low and the sequences could not be reproduced, so that it was difficult to find and fix the errors in the computer codes in which the sampled random numbers were used.
To overcome these difficulties, the next idea was to fill Tables of random numbers to store in the computers (in 1955 RAND corporation published a Table with 10 6 numbers), but the access to the computer memory decreased the calculation speed and, above all, the sequences that had been memorized were always too short with respect to the growing necessities. ) (
The sequence thus generated is inevitably periodic: in the course of the sequence, when a number is obtained that had been obtained before, the subsequence between these two numbers repeats itself cyclically, i.e. the sequence enters a loop. Furthermore, the sequence itself can be reproduced so that it is obviously not "random", but rather deterministic. However, if the function ) ( g is chosen correctly, it can be said to have a pseudo-random character if it satisfies a number of randomness tests.
In particular, Von Neumann proposed to obtain Presently the most commonly used methods for generating sequences {R} of numbers from a uniform distribution are inspired by the Monte Carlo roulette game [1] [2] [3] [4] [5] [6] .
In a real roulette game, the ball, thrown with high initial speed, performs a large number of revolutions around the wheel and finally it comes to rest within one of the numbered compartments. In an ideal machine nobody would doubt that the final compartment, or its associated number, is actually uniformly sampled among all the possible compartments or numbers. In the domain of the real numbers, within the interval [0,1), the game could be modelled by throwing a point on the positive x-axis very far from the origin, utilizing a method having an intrinsic dispersion much larger than unity.
The difference between the value so obtained and the largest integer smaller than this value may then be reasonably assumed as sampled from U[0,1). Obviously this statement is true if a suitable method is utilized for throwing the point. In a computer, the above procedure is performed by means of a mixed congruential relationship of the kind
In words, the new number and m=7, the sequence is {5, 2, 1, 3, 6, 0, 5, …}, with a period p=6. The sequences generated with the above described method are actually deterministic so that the sampled numbers are more appropriately called pseudorandom numbers. However, the constants a,c,m may be selected so that:
-the sequence satisfies essentially all randomness tests; -the period p is very large.
Clearly the numbers generated by the above procedure are always smaller than m so that, when divided by m, they lie in the interval [0,1).
Research to develop algorithms for generating pseudorandom numbers is still ongoing.
Good statistical properties, low speed in numbers generation and reproducibility are central requirements for these algorithms to be suitable for MC simulation.
Other Pseudo -Random Number Generation (PRNG) algorithms include the Niederreiter [7] , Sobol [8] , and Mersenne Twister [9] algorithms. For example, this latter allows generating numbers with an almost uniform distribution in the range [0, 2k-1], where k is the computer word length (nowadays, k=32 or 64). Further details on other methods are given in [10] - [21] , with wide bibliographies which we suggest to the interested reader.
Before leaving this issue, it is important to note that for the generation of pseudo-random numbers U[0,1) many computer codes do not make use of machine subroutines, but use congruential subroutines which are part of the program itself. Thus, for example, it is possible that an excellent program executed on a machine with a word of length 7 different from the one it was written for, gives absurd results. In this case it should not be concluded that the program is "garbage", but it would be sufficient to appropriately modify the subroutine that generates the random numbers.
Sampling by the inverse transform method: continuous distributions
is a non decreasing function, for any y  [0,1), its inverse may be defined
With this definition, we take into account the possibility that in some interval
is constant (and
In this case, from the definition in equation (1) (9) Corresponding to a number R extracted from a ) (r U R , we calculate the number X = ) ( 1 R F X  and wish to determine its distribution. As it can be seen in Figure 1 , for the variable X we have
Because X F is an increasing function, by applying X F to the arguments at the rhs of equation (6), the inequality is conserved and from equation (8) we have
In terms of cdf,
This is the fundamental relationship of the inverse transform method which for any R value sampled from the uniform distribution 
For a fixed number n of points i x upon which the interpolation is applied, the described procedure can be improved by interpolating with arcs of parabolas in place of line segments. The arcs can be obtained by imposing continuity conditions of the function and its derivatives at the points i x (cubic splines). The expression of X as a function of R is in 11 this case more precise, but more burdensome to calculate. Currently, given the ease with which it is possible to increase the RAM memory of the computers, to increase the precision it is possibly preferable to increase the number n of points and to use the polygonal interpolation: as a rule of thumb, a good choice is often n=500. Ordering the {x} sequence so that 1 kk xx   , the cdf is Following the scheme of the inverse transform method, given a value R sampled from the uniform distribution, the probability that R falls within the interval 
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EXAMPLES OF APPLICATIONS OF THE SAMPLING METHODS
Uniform distribution in the interval (a,b)
A rv X is uniformly distributed in the interval (a,b) if
Substitution in equation (13) With regards to sampling a realization t of the exponentially distributed random variable T, this can be obtained by solving equation (13) 
