Abstract: Among non-destructive inspection (NDI) techniques, General Visual Inspection (GVI), global or zonal, is the most widely used, being quick and relatively less expensive. In the aeronautic industry, GVI is a basic procedure for monitoring aircraft performance and ensuring safety and serviceability, and over 80% of the inspections on large transport category aircrafts are based on visual testing, both directly and remotely, either unaided or aided via mirrors, lenses, endoscopes or optic fiber devices coupled to cameras. This paper develops the idea of a global and/or zonal GVI procedure implemented by means of an autonomous unmanned aircraft system (UAS), equipped with a low-cost, high-definition (HD) camera for carrying out damage detection of panels, and a series of distance and trajectory sensors for obstacle avoidance and inspection path planning. An ultrasonic distance keeper system (UDKS), useful to guarantee a fixed distance between the UAS and the aircraft, was developed, and several ultrasonic sensors (HC-SR-04) together with an HD camera and a microcontroller were installed on the selected platform, a small commercial quad-rotor (micro-UAV). The overall system concept design and some laboratory experimental tests are presented to show the effectiveness of entrusting aircraft inspection procedures to a small UAS and a PC-based ground station for data collection and processing.
Introduction
General Visual Inspection (GVI) is a common method of quality control, data acquisition and data analysis, involving raw human senses such as vision, hearing, touch, smell, and/or any non-specialized inspection equipment. Unmanned aerial systems (UAS), i.e., unmanned aerial vehicles (UAV) equipped with the appropriate payload and sensors for specific tasks, are being developed for automated visual inspection and monitoring in many industrial applications. Maintenance Steering Group-3 (MSG-3), a decision logic process widely used in the airline industry [1] , defines GVI as a visual examination of an interior or exterior area, installation or assembly to detect obvious damage, failure or irregularity, made from within touching distance and under normally available lighting condition such as daylight, hangar lighting, flashlight or drop-light [2] . As stated by the Federal Aviation Administration (FAA) Advisory Circular 43-204 [3] , visual inspection of aircrafts is used to:
Provide an overall assessment of the condition of a structure, component, or system; -Provide early detection of typical airframe defects (e.g., cracks, corrosion, engine defects, missing rivets, dents, lightning scratches, delamination, and disbonding) before they reach critical size; -Detect errors in the manufacturing process; -Obtain more information about the condition of a component showing evidence of a defect.
As far as aircraft maintenance, safety and serviceability are concerned, entrusting GVI tasks to a UAS with hovering capabilities may be a good alternative, allowing more accurate inspection procedures and extensive data collection of damaged structures [4] . Traditional aircraft inspection processes, performed in hangars from the ground or using telescopic platforms, can typically take up to 1 day, whereas drone-based aircraft GVI could significantly reduce the inspection time. Moreover, a recent study [5] quantified aircraft visual inspection error rates up to 68%, classifying them as omissions (missing a defect) rather than commissive errors (false alarms, i.e., flagging a good item as defective). The use of a reliable automatic GVI procedure with a UAS could substantially lower the incidence of omissions, which could be catastrophic for aircraft serviceability, whereas false positives, or commissive errors, are not a major concern. From this standpoint, the development of a drone-based GVI approach is justified by the following aspects:
Reduced aircraft permanence in the hangar and reduced cost of conventional visual inspection procedures; -accelerated and/or facilitated visual checks in hard-to-reach areas, increased operator safety; -possibility of designing specific and reproduceable inspection paths around the aircraft, capturing images at a safe distance from the structures and at different viewpoints, and transmitting data via dedicated links to a ground station; -accurate defect assessment by comparing acquired images with 3D structural models of the airplane; -ease of use, no pilot qualification needed; -possibility of gathering different information by installing on the UAV cost-effective sensors (thermal cameras, non-destructive testing sensors, etc.); -increased quality of inspection reports, real-time identification of maintenance issues, damage and anomalies comparison with previous inspections; -possibility of producing automatic inspection reports and performing accurate inspections after every flight.
Ease of access to the inspection area is important in obtaining reliable GVI procedures. Access consists of the act of getting into an inspection position (primary access) and performing the visual inspection (secondary access). Unusual and unreachable positions (i.e., crouching, lying on back, etc.) are examples of difficult primary access [3] . This paper describes the preliminary design of a GVI system onboard a commercial VTOL (Vertical Take-Off and Landing) UAV (a quadrotor). The experimental setup is composed of a ground station (PC-based), an embedded control system installed on the airframe, and sensors devoted to GVI. To ensure a minimum safety distance from the aircraft is inspected, an ultrasonic distance keeper system (UDKS) has been designed. A high-definition (HD) camera will detect visual damage caused by hail strikes or lightning strikes, which are among the most dangerous threats for the airframe. The incidence of lightning strikes on aircrafts in civil operation is of the order of one strike per aircraft per year, whereas hail strikes are much more common and dangerous. The hovering UAS will be pushed along the fuselage and wings, and the vehicle automatically maintains a safe standoff distance from the aircraft due to ultrasonic sensors which are part of the devised UDKS.
The paper is structured as follows: After justifying in the Introduction the use of a UAV-based aircraft inspection system, a Background (Section 2) focuses on literature review of related work. In Section 3, the chosen UAV, the GVI equipment and the UDKS are presented. Section 4 shows preliminary results obtained from initial test flights, evaluating the performance of the UDKS and of the image acquisition/processing module for damage detection. Conclusions and further developments as outlined in Section 5.
Background
The potential for UAV-based generation of high-quality images of structural details to detect structural damage and support condition assessment of civil structures is very high, particularly in difficult-to-access areas [6] . Drone-based visual inspection is used for monitoring oil and gas platforms [7] , drilling rigs, pipelines [8] , transmission networks [9] , infrastructures like bridges [10] and buildings [11] , assessing road conditions [12] , 3D mapping of pavement distresses [13] , inspecting power lines [14] and equipment [15] , photovoltaic (PV) plants [16] , cracks in concrete civil infrastructures [17] , construction sites [18] , elevators [19] , as well as viaducts, subways, tunnels, level crossings, dams, reservoirs, etc. [20] . Integration of Unmanned Ground Vehicles (UGV) and UAVs is also being exploited for industrial inspection tasks [21] .
Nowadays, a broad range of UAVs exist, from small and lightweight fixed-wing aircraft to rotor helicopters, large-wingspan airplanes and quadcopters, each one for a specific task, generally providing persistence beyond the capabilities of manned vehicles [22] . UAVs can be categorized with respect to mass, range, flight altitude, and endurance (Table 1) . Table 1 . UAV categorization (adapted from References [23, 24] ).
Mass (kg)
Range ( VTOL aircrafts offer many advantages over Conventional Take-Off and Landing (CTOL) vehicles, mainly due to the small area required for take-off and landing, and the ability to hover in place and fly at very low altitudes and in narrow, confined spaces. Among VTOL aircrafts, such as conventional helicopters and crafts with rotors like the tiltrotor and fixed-wing aircraft with directed jet thrust capability, the quadrotor, or quadcopter, is very frequently chosen, especially in academic research on mini or micro-size UAVs, as an effective alternative to the high cost and complexity of conventional rotorcrafts, due to its ability to hover and move without the complex system of linkages and blade elements present in single-rotor vehicles [25] [26] [27] . Quadrotors are widely used in close-range photogrammetry, search and rescue operations, environment monitoring, industrial component inspection, etc., due to their swift maneuverability in small areas. The quadrotor has good ranking among VTOL vehicles, yet it has some drawbacks. The craft size is comparatively larger, energy consumption is greater, implying lower flight time, and the control algorithms are very complicated due to the fact that only four actuators are used to control all six degrees of freedom (DOF) of the quadrotor (which is classified as an underactuated system), and that the changing aerodynamic interference patterns between the rotors have to be taken into account [26, [28] [29] [30] .
UAV and GVI Equipment

Unmanned Aerial Vehicle
The unmanned aircraft chosen for this application is a micro-UAV (MAV, see Table 1 ) quadrotor, model "RC EYE One Xtreme" (Figure 1 ), produced by RC Logger [31] . It spans 23 cm from the tip of one rotor to the tip of the opposite rotor; has a height of 8 cm, a total mass of 260 g; with a 100-g, 7.4-V LiPo battery; and a payload capacity of 150 g. Typical flight time is of the order of 10 min, with a 1150-mAh battery and the payload. This vehicle consolidates rigid design, modern aeronautic technology as well as easy maintainability into a versatile multi-rotor platform, durable enough to survive most crashes. Six-axis gyro stabilization technology and a robust brushless motor-driven flight control are embedded within a rugged yet stylish frame design. The One Xtreme is an ideal platform for flight applications (the maximum transmitter range is approximately 150 m in free field) ranging from aerial surveillance, imaging or simply unleashing acrobatic fun flight excitement. A low-level built-in flight control system can balance out small undesired changes to the flight altitude, and allows one to select three flight modes: beginner, sport and expert. In this work, all experimental data sessions were performed flying the UAV in the beginner's mode. 
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The One Xtreme can be operated both indoors and outdoors during calm weather conditions,
137
since the empty weight of the UAV (260 g) makes it react sensitively to wind or draughts. In order to
138
control and manage all the phases of flight during a GVI session (in particular, the landing procedure
139
and the cruise at a fixed distance from the fuselage of the aircraft to be inspected), a distance 140 acquisition system using sonic ranging (SR) sensors was built and tested. 
GVI and image processing equipment
142
The image acquisition subsystem devised for the GVI equipment consists of a Raspberry Pi
143
Camera Module v2, released in 2016 [32] , mounted on a small single-board computer, the Raspberry a camera interface (CSI port, located behind the Internet port) with dedicated camera software. A Wi-
146
Fi dongle was installed on the Raspberry board for real-time transmission of images to the PC-based 147 control station. The total weight of the image acquisition hardware (close-range camera, computer 148 module and case) is 50 g. 
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To avoid buffer overload and excessive computational cost, the resolution was set to 1920 × 1080 (2 acquisition system and the installation on the quadrotor, respectively. The One Xtreme can be operated both indoors and outdoors during calm weather conditions, since the empty weight of the UAV (260 g) makes it react sensitively to wind or draughts. In order to control and manage all the phases of flight during a GVI session (in particular, the landing procedure and the cruise at a fixed distance from the fuselage of the aircraft to be inspected), a distance acquisition system using sonic ranging (SR) sensors was built and tested.
GVI and Image Processing Equipment
The image acquisition subsystem devised for the GVI equipment consists of a Raspberry Pi Camera Module v2, released in 2016 [32] , mounted on a small single-board computer, the Raspberry Pi 2 Model B [33] , with a 900-MHz quad-core ARM Cortex-A7 CPU, 1-GB RAM, two USB ports, and a camera interface (CSI port, located behind the Internet port) with dedicated camera software. A Wi-Fi dongle was installed on the Raspberry board for real-time transmission of images to the PC-based control station. The total weight of the image acquisition hardware (close-range camera, computer module and case) is 50 g. Table 2 reports some technical specifications of the Pi Camera Module v2. The module allows manual control of the focal length, in order to set up specific and constant values. It can acquire images with a maximum resolution of about 6 Megapixels at a maximum rate of 90 frames per second. To avoid buffer overload and excessive computational cost, the resolution was set to 1920 × 1080 (2 Megapixel), corresponding to HD video. Figures 2 and 3 show the standalone assembled image acquisition system and the installation on the quadrotor, respectively. 
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Close-range camera calibration, i.e., the process that allows determining the interior orientation
162
of the camera and the distortion coefficients [34] , has been performed by means of a dedicated toolbox 163 developed in the Matlab environment and using some coded targets [35] . The principal point or
164
image center, the effective focal length and the radial distortion coefficients were estimated to account
165
for the variation of lens distortion within the field of view, and to determine the location of the camera 166 in the scene.
167
The basic image-processing task for the GVI system is object recognition, i.e., the identification 168 of a specific object in an image. Several methodologies exist for automatic detection of circular targets 169 in a frame. They can be divided in two categories, namely, no-initial-approximation-required, which
170
allows to obtain the coordinate center of a circular target on an image in a completely autonomous 
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image center, the effective focal length and the radial distortion coefficients were estimated to account 165 for the variation of lens distortion within the field of view, and to determine the location of the camera 166 in the scene.
167
170
allows to obtain the coordinate center of a circular target on an image in a completely autonomous Close-range camera calibration, i.e., the process that allows determining the interior orientation of the camera and the distortion coefficients [34] , has been performed by means of a dedicated toolbox developed in the Matlab environment and using some coded targets [35] . The principal point or image center, the effective focal length and the radial distortion coefficients were estimated to account for the variation of lens distortion within the field of view, and to determine the location of the camera in the scene.
The basic image-processing task for the GVI system is object recognition, i.e., the identification of a specific object in an image. Several methodologies exist for automatic detection of circular targets in a frame. They can be divided in two categories, namely, no-initial-approximation-required, which allows to obtain the coordinate center of a circular target on an image in a completely autonomous way, and initial-approximation-required, which needs an approximated position of the target center and can detect the center with high accuracy.
The damages (modeled as circular anomalies) can be detected automatically through a Circle Hough Transform (CHT), based on the Hough Transform applied to an edge map [36] and by means of edge detection techniques such as the Canny edge detector [37, 38] . The CHT has been chosen due to its effectiveness for automatic recognition in real time and because it is already developed in the OpenCV library and customizable in the Python environment.
The visual inspector can use CHT-processed images to highlight probable damage, delimited by a circular or rectangular area. The image processing algorithm, developed by the authors [35] and transferred to the embedded computer board of the quadrotor, essentially loads and blurs the image to reduce the noise, applies the CHT to the blurred image, and displays the detected circles (probable damaged areas) in a window.
Ultrasonic Distance Keeper System (UDKS) and Data Filtering
Detecting and avoiding obstacles in the inspection area is a fundamental task for a safe, automatic GVI procedure. The system developed is based on a commercial off-the-shelf ultrasonic sensor, the HC-SR04, as shown in Figure 4 [39] . It provides distance measurements in the range of 2-400 cm with a target accuracy of 3 mm. These features guarantee a correct distance from the aircraft and other obstacles in the inspection area.
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The module includes the ultrasonic transmitter and receiver and control circuitry. The shield has
190
four pins (VCC and Ground for power supply, Echo and Trigger for initialization and distance 191 acquisition). Technical specifications of the HC-SR04 are reported in Table 3 .
192 Figure 4 . HC-SR04 sonic ranging sensor. To start measurements, the trigger pin of the sensor needs a high pulse (5V) for at least 10 μs,
196
which initiates the sensor. Eight cycles of ultrasonic burst at 40 kHz are transmitted, and when the 197 sensor detects ultrasonic echo returns, the Echo pin is set to High. The delay between the Trig pulse The module includes the ultrasonic transmitter and receiver and control circuitry. The shield has four pins (VCC and Ground for power supply, Echo and Trigger for initialization and distance acquisition). Technical specifications of the HC-SR04 are reported in Table 3 . To start measurements, the trigger pin of the sensor needs a high pulse (5V) for at least 10 µs, which initiates the sensor. Eight cycles of ultrasonic burst at 40 kHz are transmitted, and when the sensor detects ultrasonic echo returns, the Echo pin is set to High. The delay between the Trig pulse and the Echo pulse is proportional to the distance from the reflecting object. Figure 5 summarizes the ranging measurement sequence. If no obstacles are detected, the output pin will give a 38-ms-wide, high-level signal. For optimal performance, the surface of the object to be detected should be at least 0.5 square meters. Assuming a value of 340 m/s for the speed of sound, the distance (in centimeters) is given by the delay time divided by 58. 
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To improve measurement accuracy, the relationship between the speed of sound and 206 temperature and relative humidity variation has been considered:
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where is the heat capacity ratio (1.44 for air), is the universal gas constant (287 J/kg K for 
215
of the sonic ranging sensor were presented in previous works [41] [42] [43] .
216
To obtain high reliability, a wider scanning area and accurate distance measurements, the 217 designed UDKS employs four ultrasonic sensors [44] in a cross configuration (Figures 6 and 7) . The 218 frame has been designed and realized by the authors with a 3D printer. The total weight (frame and To improve measurement accuracy, the relationship between the speed of sound a and temperature and relative humidity variation has been considered:
where γ is the heat capacity ratio (1.44 for air), R is the universal gas constant (287 J/kg K for air) and T is the temperature (K). A low-cost digital temperature and humidity sensor (DHT11) has been integrated in the sensor suite. The sensor provides a digital signal with 1-Hz sampling rate. The humidity readings are in the range of 20-80% with 5% accuracy, and the temperature readings are in the range 0-50 • C with ±2 • C accuracy [40] . The adjustment is performed during the acquisition of distance data by means of Arduino sketches and libraries for the management of sensors (DHT11 and HC-SR04) and for data collection. Experimental results and an analysis on the improved performance of the sonic ranging sensor were presented in previous works [41] [42] [43] . To obtain high reliability, a wider scanning area and accurate distance measurements, the designed UDKS employs four ultrasonic sensors [44] in a cross configuration (Figures 6 and 7) . The frame has been designed and realized by the authors with a 3D printer. The total weight (frame and sensors) is 78 g. 
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The microcontroller which acquires and manages measurements from the four-sensor structure
225
is an Arduino Mega2560 board, powered by the LiPo battery of the MAV. The board acquires distance (see Equation. (1)) and are successively smoothed with a simple 1D Kalman filter.
229
The data acquisition system and the observation model are described by the following equations:
where is the k-th distance; is the model noise, assumed as Gaussian with zero mean and
232
variance Q, is the k-th measurement; is the measurement noise, assumed as Gaussian with 233 zero mean and variance R (in our case, 0.09 cm 2 , as declared by the manufacturer, see Table 3 ). In our 
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The implementation of Equations. (4) to (7) The microcontroller which acquires and manages measurements from the four-sensor structure is an Arduino Mega2560 board, powered by the LiPo battery of the MAV. The board acquires distance data from the sensors at 20-Hz sampling rate and sends the measurements to the PC-based ground station via a Wi-Fi link. The distance readings are corrected for temperature and humidity variations (see Equation. (1)) and are successively smoothed with a simple 1D Kalman filter.
where x k is the k-th distance; w k is the model noise, assumed as Gaussian with zero mean and variance Q, y k is the k-th measurement; v k is the measurement noise, assumed as Gaussian with zero mean and variance R (in our case, 0.09 cm 2 , as declared by the manufacturer, see Table 3 ). In our case, A and C are scalar quantities equal to 1. The Kalman filter algorithm is based on a predictor-corrector iterative sequence, as follows:
x k+1|k =x k|k (predicted distance value, before measurement) (3)
x k+1|k+1 =x k+1|k + K k+1 (y k+1 −x k+1|k ) (new estimate from current measurement) (6)
The implementation of Equations (4) to (7) in the Arduino IDE (Integrated Development Environment) is reported in Figure 8 as a function (kalmanSmooth) called whenever a new distance measurement (the variable Reading) is available from the sensors.
All data (raw distance measurements, smoothed distances, raw and processed images) received via the Wi-Fi link are stored in the PC-based ground station for analysis and further processing with Matlab. As an alternative, a LabVIEW VI (Virtual Instrument), developed by the authors, performs offline data processing (noise removal, calibration). 
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During the first experimental sessions, the UDKS has been positioned below the quadrotor. A 253 complete UDKS will use a second cross configuration, like the one depicted in Figure 7 , coupled to 254 the lateral side of the UAV, to insure range detection when the quadrotor is flying over the fuselage
255
and along the sides of the aircraft to be inspected. Figure 9 shows the assembly. The total payload 256 weight slightly exceeds the limits imposed by the manufacturer, but by using wider blades (or,
257
obviously, a greater quadrotor) the lift-off weight will increase. The complete configuration has not 258 been tested and will be the object of future experimental campaigns.
259 260 Figure 9 . UDKS installation, configuration in front of and below the quad rotor.
261
Another idea to be developed is a real-time obstacle mapping system, obtained by coupling the
262
SR sensor with a servomotor in a rotary configuration, as shown in Figure 10 During the first experimental sessions, the UDKS has been positioned below the quadrotor. A complete UDKS will use a second cross configuration, like the one depicted in Figure 7 , coupled to the lateral side of the UAV, to insure range detection when the quadrotor is flying over the fuselage and along the sides of the aircraft to be inspected. Figure 9 shows the assembly. The total payload weight slightly exceeds the limits imposed by the manufacturer, but by using wider blades (or, obviously, a greater quadrotor) the lift-off weight will increase. The complete configuration has not been tested and will be the object of future experimental campaigns. 
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SR sensor with a servomotor in a rotary configuration, as shown in Figure 10 Another idea to be developed is a real-time obstacle mapping system, obtained by coupling the SR sensor with a servomotor in a rotary configuration, as shown in Figure 10 -a sort of ultrasonic radar which sends data to a PPI (Plan Position Indicator)-like screen provided by the Arduino IDE and allows the inspector to visually detect the presence of obstacles in the surroundings of the drone (Figure 11 ). 
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Arduino IDE.
Experimental Results
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This section shows some preliminary results of a test flight (in manual mode) of the MAV 
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As an example of the UDKS measurements, Figure 12 shows an acquisition at 1.20-m horizontal 
292
can be noted during the movement of the craft along the direction of the test panel, due to the manual Figure 11 . Real-time distance mapping and manual obstacle detection through the embedded Arduino IDE.
Experimental Results
This section shows some preliminary results of a test flight (in manual mode) of the MAV equipped with the GVI hardware (camera, UDKS, microcontroller) previously illustrated. The main objectives of this first flight test are to verify correct distance acquisition by the sensors and to evaluate the performance of the image-processing software. The inspected targets are different aircraft test panels damaged by hail and lightning strikes. The minimum distance considered for the GVI procedure is about 1.5-2 m from the aircraft and other obstacles in the area. The UAS flew in a cylindrical "safety area", with the axis corresponding to the nominal inspection path to avoid collisions with the aircraft. The flight time, due to the high current absorption of the payload, was of the order of 5 min, about 50% of the nominal endurance as specified by the manufacturer.
According to Illuminating Engineering Society (IES), direct, focused lighting is the recommended general lighting for aircraft hangars [45] . Generally, most maintenance tasks require between 75 and 100 fc (foot-candles), i.e., 800-1100 lux (or lumen per square meter). The room in which the flight tests were performed is 10 × 6-m 2 , 4-m high, with high-reflectance walls and floor, helping in reflecting light and distributing it uniformly. The average measured brightness was 80 fc (860 lux). We arranged the experimental setup in order to obtain direct, focused lighting and minimize specular reflection from the test panels, avoiding glare. Compatibility with particular lighting conditions such as flashlight or drop-light, has not been tested.
As an example of the UDKS measurements, Figure 12 shows an acquisition at 1.20-m horizontal distance from the test panel and 1.60-m hovering height from the floor. Kalman filtering has been applied in real-time by the microcontroller to reduce measurement noise. A small drift (about 10 cm) can be noted during the movement of the craft along the direction of the test panel, due to the manual mode: In this initial test, no automatic path planning was implemented, and the UAS was piloted by a human operator located on the ground station a few meters away from the quadrotor.
\r mode: In this initial test, no automatic path planning was implemented, and the UAS was piloted by 294 a human operator located on the ground station a few meters away from the quadrotor. Figure 14a shows the second test item damaged by a lightning strike, which was simulated in a laboratory by inducing a current on the panel. The damaged area was correctly identified by the image-processing algorithms and is highlighted in Figure 14b . From these preliminary tests, it can be deduced that automated damage detection, even in areas not easily reachable by a human inspector, allows us to significantly reduce the inspection time. Moreover, the remote operator can identify structural damages in real time and verify the correctness of the UAS flight path by analyzing the distance measurements provided by the UKDS.
Conclusions and Further Work
This paper has presented the conceptual design of an embedded system, useful for GVI in aircraft maintenance, installed on a commercial micro unmanned aircraft vehicle (MAV) and coupled to a remotely-operated PC-based ground station. The architecture of the ultrasonic distance keeper system (UDKS) and of the image acquisition subsystem have been presented and analyzed. The tools and processing used for this research were: -MAV (quadrotor); -Microprocessor and embedded HD camera (Raspberry); -Open-source image processing libraries; -Wi-Fi link for data transmission to a PC-based ground station; -SR sensors for distance measurements; -Microcontroller (Arduino) and IDE; -Matlab/LabVIEW for post-processing and data presentation.
The first tests have shown the correctness of the distance acquisition system (UDKS) and the capability of the HD camera, managed by a computer board with embedded image processing software, to identify damaged areas and send in real time images of the critical (damaged) zones to a remote operator in a ground control station, equipped with a laptop computer.
Future developments of the research activity are mainly focused on the full-field trajectory planning. During a GVI procedure, the UAS must be able to plan and follow a specific path, which mainly depends on the type and size of the aircraft to be inspected. Collecting top views of the aircraft will allow us to define a safe inspection trajectory, and to perform fully automatic inspection flights around the structure of the craft. Work is currently underway in defining algorithms for generating optimal paths that maximize the coverage of the aircraft structure [46] . Different path-planning algorithms will be tested, and the most promising, from preliminary studies, seems to be the Rapidly-exploring Random Tree (RRT) methodology [47] .
Furthermore, different sensors are being evaluated and tested to increase the accuracy of distance measurements. Currently, experiments with a Lidar (Laser Detection and Ranging) are giving good results in terms of increased accuracy and reduced power consumption. Another issue to be dealt with in future work is the design of an effective automated Detect-And-Avoid (DAA) strategy, to ensure safe flight of the UAS and to eliminate possible collisions with obstacles in the flight path [48, 49] . Other issues, such as increasing the endurance (flight time) with high-capacity LiPo batteries, or using a larger platform to accommodate different sensors, still remaining in the MAV category, are also under examination.
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