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Re´sume´
Un (v, k, t)-covering design est un ensemble de blocs (sous ensemble a` k e´le´ments
d’un ensemble de re´fe´rence V a` v e´le´ments) tel que tout sous-ensemble a` t e´le´ments
de V soit contenu dans un des blocs. Conside´rant v, k et t, le proble`me de Cove-
ring Design consiste a` trouver un covering contenant le moins de blocs possible. Pour
re´soudre le proble`me, nous avons adapte´ des me´taheuristiques au Covering Design.
Nous avons en particulier conc¸u un algorithme tabou avec diversification et un algo-
rithme me´me´tique. Afin de rendre ces algorithmes plus rapides, nous les avons munis
de nouvelles structures de donne´es totalement incre´mentales. Nos algorithmes de bas
niveau sont devenus ainsi plus rapides et moins gourmands en espace me´moire. Nos
algorithmes ont donc e´te´ capables de traiter des jeux de donne´es que les pre´ce´dentes
me´taheuristiques de´veloppe´es ne pouvaient pas tester. En matie`re de vitesse, nos algo-
rithmes sont entre 10 et 100 fois plus rapides et l’acce´le´ration est d’autant plus e´leve´e
que les jeux de donne´es a` traiter sont gros. Nous avons teste´ nos algorithmes sur plus
de 700 jeux de donne´es. Nous avons ainsi re´ussi a` trouver un meilleur covering design
pour 77 jeux de donne´es, dont 71 n’ont pas e´te´ ame´liore´s par la suite.
vAbstract
A (v, k, t)-covering design is a collection of k-subsets (called blocks) of a v-set V
such that every t-subset of V is contained in at least one block. Given v, k and t,
the goal of the Covering Design problem is to find a covering made of a minimum
number of blocks. In this paper, we present a new tabu algorithm with a mechanism
of diversification and a new memetic algorithm for the solution of the problem. Our
algorithms use a new implementation totally incremental designed in order to eval-
uate efficiently the performance of the neighbors of the current configuration. The
new implementation is much less space-consuming than the currently used technique,
making it possible to tackle much larger problem instances. It is also significantly
faster (between 10 and 100 times faster) and the speeding rate gets higher and higher
as the size of the instances raises. We mesured the performance of our tabu algorithm
trying more than 700 problem instances. Thanks to the improved data structures,
our tabu algorithm was able to improve the upper bound of 77 problem instances and
still hold the record for 71 of them.
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1Chapitre 1
INTRODUCTION
Peut-on augmenter ses chances de gagner au Lotto graˆce aux mathe´matiques ?
La re´ponse imme´diate est non bien suˆr, mais il peut eˆtre inte´ressant de regarder le
fonctionnement du jeu en de´tail. Au Que´bec, le Lotto 6/49 consiste en un tirage
de 6 nume´ros parmi 49 toutes les semaines. On gagne la cagnotte lorsqu’on posse`de
un ticket contenant les 6 bons nume´ros. On peut aussi gagner des sommes moins
importantes si on posse`de 5, 4 ou 3 nume´ros gagnants. Il va de soi que pour gagner
a` coup suˆr le gros lot il faut posse´der tous les tickets (pour eˆtre certain d’avoir les 6
bons nume´ros). Qu’en est-il pour les lots moins gros ? Combien de tickets a` 6 nume´ros
(et lesquels) faut-il pour eˆtre suˆr d’avoir par exemple 4 nume´ros gagnants ?
Nous nous inte´ressons ici au proble`me de Covering Design qui soule`ve la meˆme
question. En effet, on peut voir un ensemble de tickets, qui garantissent d’avoir un
certain nombre de nume´ros gagnants (nombre que nous de´finissons a` l’avance) sur
l’un des tickets quelque soit le tirage effectue´, comme un covering design selon une
de´finition e´tendue. Notre objectif sera de trouver une me´thode nume´rique perfor-
mante pour trouver des covering designs. Nous chercherons en particulier a` trouver
des covering designs ayant le moins de blocs (voir la de´finition juste en dessous)
possible.
1.1 De´finitions
Dans le proble`me de Covering Design, on donne trois entiers v, k et t tels que
0 < t < k < v. Soit V = {1, . . . , v} un ensemble de re´fe´rence contenant v e´le´ments.
On appelle blocs les sous-ensembles de V contenant k e´le´ments et t-subsets les sous-
ensembles de V contenant t e´le´ments. Un (v, k, t)-covering design est un ensemble de
blocs tel que tout t-subset est contenu dans au moins un bloc. E´tant donne´s v, k
et t, le proble`me de Covering Design consiste a` trouver un (v, k, t)-covering design
contenant un nombre de blocs le plus petit possible.
2Illustrons cela par un exemple. Conside´rons le cas ou` v = 12, k = 6 et t = 2. Nous
pouvons par exemple former les ensembles V1, V2, V3 et V4 comme sur la figure 1.1,
chacun contenant 3 e´le´ments. On obtient une solution au proble`me en conside´rant par
exemple les blocs forme´s par chacune des paires de l’ensemble {V1, V2, V3, V4}. Soit S
la solution conside´re´e, alors S = {V1 ∪ V2, V3 ∪ V4, V1 ∪ V3, V2 ∪ V4, V1 ∪ V4, V2 ∪ V3}.
En effet, si on conside`re un t-subset T c’est-a`-dire une paire d’e´le´ments, alors on a :
– Soit les deux e´le´ments appartiennent au meˆme sous-ensemble Vi et le t-subset
T est bien couvert par un bloc qui contient ce Vi
(par exemple (1, 2) ⊂ V1 ⊂ V1 ∪ V2).
– Soit les deux e´le´ments appartiennent a` des sous-ensembles diffe´rents Vi et Vj
avec i 6= j. Dans ce cas le t-subset T est couvert par le bloc Vi ∪ Vj
(par exemple (3, 4) ⊂ V1 ∪ V2 car 3 ∈ V1 et 4 ∈ V2).
Notons que la solution S contient 6 blocs et que c’est le mieux qu’on puisse faire ici :
la solution est optimale.
Figure 1.1 Exemple pour v = 12, k = 6 et t = 2
L’exemple que nous venons de pre´senter peut eˆtre qualifie´ de tre`s petit (dans nos
expe´riences, nous avons traite´ des exemplaires beaucoup plus grand, par exemple avec
v = 30, k = 15 et t = 5). Mais nous pouvons de´ja` constater sur cet exemple a` quel
point la combinatoire de ce proble`me est grande. En effet, sur cet exemple il y a
66 t-subsets a` couvrir et 924 blocs disponibles. Ainsi si on veut former une solution
contenant 6 blocs, nous avons environ 6×1017 possibilite´s (donne´ par ((vk)
b
)
) dont tre`s
peu forment une solution valide c’est-a`-dire qui couvre tous les t-subsets. Pour des
parame`tres v, k et t donne´s, il y a
(
v
t
)
t-subsets a` couvrir et on doit choisir parmi
3(
v
k
)
blocs possibles pour former une solution : le nombre de t-subsets et de blocs aug-
mente exponentiellement lorsque v augmente. De plus, il n’existe vraisemblablement
pas d’algorithme polynomial pour re´soudre le proble`me et il est irre´aliste d’essayer
toutes les possibilite´s. Nous avons cependant besoin de solutions, non ne´cessairement
optimales, dans l’optique de pouvoir les utiliser dans des applications pratiques. Ce
proble`me a en effet des applications dans le de´codage par pie´geage d’erreurs [7], la
compression de donne´es [13] et peut eˆtre utilise´ pour les jeux de loteries [27] comme
nous avons vu au de´but. Nous pouvons imaginer que les applications qui utilisent des
covering designs cherchent a` avoir de bonnes solutions, c’est-a`-dire qui contiennent le
moins de blocs possible.
1.2 E´le´ments de la proble´matique
Ce proble`me a beaucoup e´te´ e´tudie´ par le passe´ et suscite toujours de l’inte´reˆt. De
nombreux articles ont e´te´ e´crits sur le sujet depuis environ 40 ans. Avant l’ave`nement
des me´taheuristiques et plus ge´ne´ralement des techniques informatiques, de nombreux
mathe´maticiens s’e´vertuaient a` chercher des re´sultats the´oriques permettant de don-
ner une borne supe´rieure ou une borne infe´rieure au nombre de blocs que pouvait
contenir un covering design particulier [34] (ou une famille de covering designs de´finie
par des parame`tres spe´cifiques). Avec l’apparition des techniques nume´riques, une
communaute´ beaucoup plus large s’est lance´e dans la re´solution du proble`me.
On trouve maintenant des archives sur internet contenant les meilleures solutions
e´tablies pour un grand nombre de jeux de donne´es. Le site internet de Gordon : La
Jolla Covering Repository [22] montre a` quel point le proble`me suscite de l’inte´reˆt
parmi les mathe´maticiens et les informaticiens. Les contributeurs de ces archives se
disputent en effet les meilleures solutions. Les re´sultats de La Jolla sont ainsi mis a`
jour quotidiennement et on y voit re´gulie`rement des ame´liorations.
Notre objectif sera ici d’appliquer les me´taheuristiques au proble`me. Les me´taheu-
ristiques sont une famille de techniques qui nous permettent, pour un proble`me d’op-
timisation difficile (typiquement NP-Difficile), d’obtenir de bonnes solutions rapide-
ment a` de´faut de pouvoir obtenir des solutions optimales dans un temps raisonnable.
Les me´taheuristiques peuvent eˆtre classe´es selon diffe´rentes approches utilise´es pour
re´soudre les proble`mes. Nous avons des approches constructives (algorithme glou-
ton, etc.), des approches de recherche locale (algorithme de descente, recuit simule´,
4algorithme tabou, recherche a` voisinage variable, etc.), des approches d’e´volution (al-
gorithme ge´ne´tique, strate´gie d’e´volution, programmation e´volutive, etc.), ainsi que
des approches hybrides (algorithme me´me´tique, GRASP, colonies de fourmis, etc.).
Pour re´soudre le proble`me de Covering Design, nous avons conc¸u un algorithme
tabou. L’algorithme tabou est une technique de recherche locale. La recherche lo-
cale est un proce´de´ qui permet d’explorer une suite de solutions afin de trouver la
meilleure possible. On de´finit pour cela une notion de voisinage par laquelle chaque
solution a un petit nombre de solutions qui sont ses voisines. L’algorithme peut alors
parcourir l’espace des solutions en se de´plac¸ant d’une solution a` une de ses voisines
selon certaines re`gles qui caracte´risent l’algorithme.
Beaucoup de me´thodes ont e´te´ propose´es pour re´soudre le proble`me de Covering
Design. On trouve des me´thodes s’appuyant sur la the´orie de Tura´n, sur la ge´ome´trie
projective, des me´thodes d’exploration arborescente et des me´thodes de construction.
Les me´taheuristiques ont e´galement de´ja` e´te´ utilise´es pour re´soudre le proble`me de
Covering Design. Il y a principalement deux me´taheuristiques qui ont e´te´ propose´es
pour re´soudre le proble`me. La premie`re est un algorithme de recuit simule´ de´veloppe´
par Nurmela et O¨sterg˚ard en 1993 [31]. La seconde est un algorithme multi-niveau
coope´ratif avec ope´rateur tabou propose´ par Dai et al. en 2005 [10].
En analysant ces deux heuristiques, il nous apparait que deux aspects sont par-
ticulie`rement critiques lorsqu’on veut appliquer les me´taheuristiques au proble`me de
Covering Design. L’un apparait a` bas niveau et l’autre a` haut niveau. On appelle al-
gorithmes de haut niveau les proce´dures qui de´terminent de quelle fac¸on se comporte
l’algorithme pour re´soudre le proble`me. Les algorithmes de haut niveau de´terminent,
par exemple, comment on choisit le prochain mouvement. Par opposition les algo-
rithmes de bas niveau n’ont aucune influence sur le comportement de l’algorithme.
Les algorithmes de bas niveau de´terminent comment on effectue les sous-proce´dures
(par exemple calculer le couˆt d’un voisin) et quelles sont les structures de donne´es
qu’on utilise. Elles ont seulement une influence sur la rapidite´ de l’algorithme.
Le premier aspect concerne les algorithmes de bas niveau. Nous cherchons a` avoir
des algorithmes incre´mentaux pour implanter la recherche locale. Des algorithmes
sont dits incre´mentaux lorsque le calcul du couˆt d’une solution voisine est effectue´
en ne tenant compte que de ce qui a change´ par rapport a` la configuration courante.
Ainsi pour les proble`mes qui s’y preˆtent bien, on peut gagner beaucoup en rapidite´ en
e´vitant de recalculer comple`tement le couˆt d’une solution. Si on parvient a` avoir en
5temps constant le couˆt d’une configuration voisine, nous disons que les algorithmes
sont totalement incre´mentaux. Dans le proble`me de Covering Design, les algo-
rithmes de bas niveau, et en particulier ceux qui permettent le calcul du couˆt d’une
solution voisine, sont critiques. En effet, sans disposition particulie`re, la complexite´
en temps pour calculer le couˆt d’une solution est tre`s e´leve´e. Nurmela a de´veloppe´
des algorithmes incre´mentaux pour son recuit simule´. Ces techniques ont meˆme e´te´
reprises par Dai et al. Les re´sultats obtenus par Nurmela et par la suite par Dai
ont e´te´ tre`s bons. Cependant, il y a des limitations importantes quant a` l’utilisation
des algorithmes de bas niveau propose´s par Nurmela. En effet, la taille me´moire des
structures de donne´es ne´cessaires a` l’utilisation de ces algorithmes devient rapide-
ment trop importante lorsque les parame`tres v ou t deviennent trop grands. De plus,
ces algorithmes meˆme si relativement e´labore´s ne sont pas totalement incre´mentaux.
Nous avons donc pense´, a` juste titre, qu’il e´tait possible de faire mieux en concevant
des algorithmes de bas niveau totalement incre´mentaux. Les contraintes du proble`me
ont une de´finition complexe (une contrainte correspond a` la couverture d’un t-subset).
C’est pourquoi il est complexe de concevoir des algorithmes simplement incre´mentaux
et encore plus ardu de cre´er des algorithmes totalement incre´mentaux.
Le second aspect concerne un phe´nome`ne de stagnation de la recherche. Nous
disons que la recherche stagne lorsque le couˆt des configurations ne s’ame´liore plus
bien qu’une solution a` couˆt nul existe. Ce phe´nome`ne a e´te´ observe´ par Dai et al. [10].
Afin d’empeˆcher ce phe´nome`ne, Dai et al. ont propose´ un me´canisme multi-niveau.
Nous n’avons cependant pas la preuve que le proble`me de stagnation a e´te´ re´solu
de manie`re ide´ale graˆce au multi-niveau. Nous souhaitons donc mettre en œuvre de
nouvelles techniques pour essayer de re´soudre le proble`me de stagnation.
1.3 Objectifs de recherche
Notre objectif ge´ne´ral est d’imple´menter des me´taheuristiques efficaces pour la
re´solution du proble`me de Covering Design. Plus spe´cifiquement :
– Nous avons de´veloppe´ un algorithme tabou pour la re´solution du Covering De-
sign.
– Afin d’acce´le´rer la recherche, nous avons conc¸u et imple´mente´ des algorithmes
de bas niveau totalement incre´mentaux.
– Par ailleurs, nous avons essaye´ d’analyser les phe´nome`nes qui font que la re-
6cherche stagne.
– Pour tenter d’y reme´dier, nous avons implante´ une technique de diversifica-
tion visant a` ressortir de la re´gion dans laquelle la solution est bloque´e. Nous
tentons de contrer la stagnation en combinant notre algorithme tabou avec un
me´canisme de diversification.
– Nous avons aussi essaye´ d’obtenir un algorithme plus efficace en cre´ant un al-
gorithme me´me´tique. L’ide´e e´tait d’inse´rer notre ope´rateur de recherche locale
dans un me´canisme de plus haut niveau visant a` guider la recherche en fournis-
sant des solutions initiales prometteuses.
1.4 Plan du me´moire
Ce me´moire est organise´ comme il suit :
Le chapitre 2 donne plus de de´tails sur le proble`me de Covering Design ainsi
que quelques proble`mes qui lui sont apparente´s et ses applications pratiques. Nous
de´crivons quelles sont les me´thodes qui ont e´te´ propose´es pour re´soudre le Covering
Design. Nous pre´sentons aussi dans cette partie certaines me´taheuristiques afin de
faciliter la compre´hension de ces me´thodes dans le me´moire.
Dans le chapitre 3, nous donnons une description de´taille´e des techniques que nous
avons mises en œuvre afin de re´soudre le proble`me. Cela comprend l’algorithme de
recherche avec tabous et l’algorithme me´me´tique que nous avons imple´mente´s, ainsi
que les algorithmes de bas niveau que nous avons conc¸us et imple´mente´s dans nos
algorithmes afin de les rendre aussi rapides que possible.
Dans le chapitre 4, nous pre´sentons l’ensemble des re´sultats que nous avons ob-
tenus avec notre algorithme tabou : quelles sont les performances des algorithmes de
bas niveau en terme de vitesse d’exe´cution et de consommation de me´moire et quels
sont les re´sultats que nous avons re´ussi a` obtenir. Nous analysons aussi le compor-
tement de notre algorithme tabou avec diversification ainsi que les performances de
notre algorithme me´me´tique.
Enfin, le chapitre 5 permet de conclure le me´moire.
7Chapitre 2
REVUE DE LITTE´RATURE
Nous pre´sentons, dans une premie`re partie, les proble`mes apparente´s a` savoir
les Coverings et Packings et la version la plus ge´ne´ralise´e du proble`me de Covering
Design. Nous verrons aussi dans cette partie des applications du proble`me.
Pour re´soudre le Covering Design, nous avons utilise´ des heuristiques. C’est pour-
quoi nous ferons une pre´sentation ge´ne´rale de ces heuristiques dans une seconde partie.
Nous verrons enfin quelles me´thodes ont e´te´ utilise´es pour re´soudre le proble`me et en
particulier comment on a adapte´ au proble`me certaines des heuristiques.
2.1 Proble`mes apparente´s et applications
2.1.1 Proble`mes apparente´s au Covering Design
Le proble`me de Covering Design fait partie de la famille des proble`mes de Co-
vering. Un proble`me de Covering peut se voir comme un proble`me dans lequel on a
deux types d’objets mathe´matiques. Nous appelons les objets du premier type des
points et les objets du second type des blocs. Les blocs ont la proprie´te´ de couvrir
des points. Le but du proble`me de Covering est de trouver un ensemble S de blocs tel
que tout point est couvert par au moins un des blocs de S. On cherche a` optimiser la
solution S en cherchant a` minimiser le nombre de blocs qu’elle contient.
Par exemple, le proble`me de Set Covering est le proble`me dans lequel les blocs
sont des ensembles de points pre´de´finis. On dit alors qu’un bloc couvre un point si le
point conside´re´ appartient a` ce bloc. Dans le proble`me de Covering Design, les points
correspondent aux t-subsets. On dit ici qu’un bloc couvre un t-subset s’il est inclus
dans le bloc.
Le proble`me de Covering posse`de un proble`me dual qui est le proble`me de Packing.
Dans un proble`me de Packing, on cherche a` choisir un ensemble E de blocs tel que
chaque point est couvert par au plus un bloc. On essaie ici de maximiser le nombre
8de blocs contenus dans E. Les proble`mes de Covering et de Packing ont e´te´ re´fe´rence´s
par Mills et Mullin dans [30].
Le proble`me de Covering Design peut eˆtre e´nonce´ de fac¸on ge´ne´ralise´e. On appelle
un t− (v,m, k, λ) Covering Design un ensemble de blocs (i.e. des sous-ensembles de V
contenant k e´le´ments) tel que tout sous-ensemble de V a` m e´le´ments (m-subset) ait
une intersection d’au moins t e´le´ments avec au moins λ blocs. Il est facile de voir que
le proble`me que nous traitons correspond au cas ou` λ = 1 et m = t. Il est possible
de trouver d’autres e´nonce´s du proble`me qui sont des cas particuliers du proble`me
ge´ne´ralise´ (correspondant par exemple au sous-cas ou` m = t et au sous-cas ou` λ = 1).
Le proble`me de Covering Code, par exemple, correspond a` un cas particulier du
Covering Design. Un covering code C(v, k, R) est un ensemble S de blocs tel que
n’importe quel bloc est a` une distance de Hamming infe´rieure a` R par rapport a` l’un
des blocs de S. Le proble`me consiste a` trouver un covering code contenant le moins de
blocs possible. Le proble`me de Covering Code tel qu’e´nonce´ correspond au proble`me
de Covering Design dans lequel t = k −R, m = k et λ = 1.
Un autre proble`me s’ave`re eˆtre tre`s proche du Covering Design : il s’agit du
proble`me de Lotto Design. Le proble`me peut s’exprimer de la fac¸on suivante : on
appelle un lotto design note´ LD(n, k, p, t, b) un ensemble de b blocs (sous-ensembles
a` k e´le´ments de {1, ..., n}) tel que tout p-subset ait une intersection d’au moins t
e´le´ments avec au moins un bloc. Le proble`me du Lotto Design est donc un proble`me
de de´cision ou` on cherche a` savoir si LD(n, k, p, t, b) existe. Notons que le proble`me
de Covering Design peut alors se voir comme le proble`me ou` on cherche le plus petit
b tel que LD(v, k, t, t, b) existe.
Le proble`me de Covering Design posse`de un proble`me dual qui est le proble`me
du Packing Design. Dans le proble`me de Packing Design, on cherche un ensemble
de blocs tel que chaque t-subset soit contenu dans au plus λ blocs. On appelle cet
ensemble de bloc un t − (v, k, λ)-packing design. On cherche a` maximiser le nombre
de blocs du packing.
2.1.2 Applications du proble`me de Covering Design
Nous avons trouve´ peu d’informations quant aux applications. Les articles traitant
du Covering Design citent des applications sans les de´crire tre`s en de´tail. L’application
qui revient le plus est celle de la ge´ne´ration de tickets de loterie (lottery schemes en
9anglais, voir [27]). Dans certaines loteries (on en trouve en Italie et en Sue`de), il est
possible de gagner sans avoir tous les bons nume´ros et d’acheter des super tickets
(c’est-a`-dire plusieurs tickets regroupe´s en un seul). Si les nume´ros qu’on peut tirer
vont de 1 a` v et que le tirage est de k nume´ros, alors un t− (v, k, k, 1)-covering design
donne toutes les configurations qui permettent d’avoir au moins t nume´ros gagnants et
C(v, k, t) repre´sente le nombre de tickets. Certains pensent qu’ils peuvent utiliser ces
informations pour augmenter leurs chances de gagner. Certaines personnes en ont tire´
avantage en vendant sur internet des coverings ou des programmes les ge´ne´rant (voir
les liens sur le site de la Jolla [22]). Les autres applications cite´es sont la compression
de donne´es [13] et le de´codage par pie´geage d’erreurs [7] (error trapping decoding en
anglais).
2.2 Pre´sentation des heuristiques
La the´orie de la complexite´ a permis de classer les proble`mes combinatoires se-
lon la difficulte´ a` re´pondre a` ces proble`mes graˆce a` des algorithmes. Les proble`mes
NP-Difficile constituent une famille de proble`mes ne pouvant pas, a` l’heure actuelle,
eˆtre re´solus en temps polynomial sur une machine de´terministe [18]. Ces proble`mes
ne´cessitent en ge´ne´ral un temps CPU ou de l’espace me´moire bien au-dela` de ce qu’on
peut leur impartir afin de pouvoir eˆtre re´solus de fac¸on exacte. Les heuristiques consti-
tuent une famille de me´thodes qui, a` de´faut d’eˆtre exactes, permettent de fournir de
bons re´sultats a` ce genre de proble`me dans un temps imparti ge´ne´ralement faible.
Ces me´thodes permettent de trouver des solutions qui se rapprochent de l’optimum
la` ou` il est impossible de trouver la solution optimale avec des me´thodes exactes.
On les utilise largement pour pouvoir re´soudre des proble`mes d’optimisation discrets.
Ces proble`mes consistent a` trouver une configuration optimale parmi un ensemble
de configurations donne´es qui forment l’espace de recherche et qui sont e´value´es qua-
litativement par une fonction. On cherche donc a` minimiser (ou maximiser selon le
proble`me) la fonction sur l’espace de recherche.
Une revue de´taille´e sur les me´taheuristiques peut eˆtre trouve´e dans [4]. Plus
spe´cifiquement, on trouve des descriptions sur la recherche locale dans [1], l’algorithme
tabou dans [19, 20, 21, 2], le recuit simule´ dans [26, 6, 29], l’algorithme GRASP dans
[14, 32], la recherche a` voisinage variable dans [24], la recherche locale ite´re´e dans
[33], les algorithmes e´volutionnaires dans [12, 15, 25] et les algorithmes de colonies de
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fourmis dans [11]. Plusieurs heuristiques seront e´voque´es, voire de´crites par la suite,
aussi voila` ci-apre`s une courte description de ces heuristiques.
2.2.1 L’algorithme glouton
Un algorithme glouton est un algorithme qui ge´ne`re une solution en utilisant une
approche de construction. Le principe consiste ainsi a` construire ite´rativement une
solution en comple´tant pas a` pas une solution partielle.
On part d’une solution initiale, ge´ne´ralement vide, et on cherche a` comple´ter e´tape
par e´tape cette solution partielle. Les diffe´rents e´le´ments possibles pour comple´ter la
solution sont e´value´s par un score et on choisit pour comple´ter la solution l’e´le´ment
qui posse`de le meilleur score. On s’arreˆte lorsqu’une solution comple`te est construite.
Plusieurs strate´gies peuvent eˆtre mises en œuvre, par exemple en changeant la fac¸on
d’e´valuer les e´le´ments. L’efficacite´ d’un algorithme glouton est d’ailleurs grandement
lie´e a` cette fac¸on d’e´valuer les candidats.
Les algorithmes gloutons sont des me´thodes peu couˆteuses a` mettre en pratique
en terme de temps CPU. Les solutions obtenues ne sont ge´ne´ralement pas optimales,
mais fournissent des solutions meilleures que des solutions ale´atoires. Des techniques
plus e´labore´es, par exemple celles utilisant la recherche locale, permettent d’obtenir
de meilleures solutions.
2.2.2 La recherche locale et l’algorithme de descente
La recherche locale consiste a` parcourir une suite de configurations dans l’espace
de recherche afin de trouver la meilleure possible. Pour parcourir cet espace, on se
munit d’une structure de voisinage, en ge´ne´ral la plus simple et naturelle possible et
qui, a` chaque configuration, associe des configurations qui sont appele´es ses voisines.
Un algorithme de recherche locale est un algorithme qui parcourt une chaˆıne de
recherche locale, c’est-a`-dire une suite de configurations (Si)i=1..N de l’espace de re-
cherche telle que, pour tout i, Si+1 est un voisin de Si. A` partir d’un me´canisme
d’exploration de´fini, l’algorithme de´termine quel sera la prochaine configuration vi-
site´e (i.e. si la configuration courante est Si, le me´canisme d’exploration permet de
de´finir quel sera Si+1).
Un des algorithmes les plus e´le´mentaires qu’on peut imaginer et qui utilise la
recherche locale est l’algorithme dit de best improvement. Il consiste, partant d’une
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configuration en ge´ne´ral prise au hasard, a` e´valuer le couˆt de chacun de ses voisins et
a` choisir le voisin qui posse`de le couˆt minimal (si on cherche a` minimiser la fonction
de couˆt, maximal si on veut la maximiser) et a` recommencer partant de la nouvelle
configuration choisie. On s’arreˆte lorsqu’il n’est plus possible d’ame´liorer la fonction
de couˆt, on obtient de cette fac¸on un optimum local.
Le principe de recherche locale est un principe puissant dans la mesure ou` il permet
de parcourir efficacement un espace de recherche pour trouver des optima locaux. Des
algorithmes plus sophistique´s, utilisant la recherche locale, existent et permettent de
trouver des solutions de meilleure qualite´ en ressortant des zones contenant des optima
locaux. Nous en pre´sentons deux par la suite : le recuit simule´ et la recherche avec
tabous.
2.2.3 L’algorithme de recuit simule´
L’algorithme de recuit simule´ constitue historiquement la premie`re me´taheuris-
tique [29, 26, 6]. Le principe du recuit simule´ est de permettre des mouvements
ale´atoires qui de´gradent la solution selon une certaine distribution de probabilite´
qui e´volue au cours de la recherche. A` chaque ite´ration, on engendre un mouvement
ale´atoire qui sera accepte´ ou non selon un crite`re qui e´volue au cours de la recherche.
Ainsi au de´but de la recherche, l’algorithme accepte fre´quemment les mouvements
de´gradant la solution, tandis qu’a` la fin de la recherche, ces mouvements sont presque
tout le temps refuse´s. L’algorithme fait de´croˆıtre lentement la probabilite´ d’accep-
tation des moins bons mouvements (l’algorithme accepte toujours les mouvements
ame´liorant la fonction de couˆt). La probabilite´ d’acceptation est mode´lise´e graˆce a` la
notion de tempe´rature : une haute tempe´rature correspond a` une probabilite´ d’accep-
tation e´leve´e et une basse tempe´rature a` une probabilite´ faible. En faisant de´croˆıtre la
tempe´rature, ni trop lentement ni trop rapidement, il est possible trouver de bonnes
solutions.
L’algorithme de recuit simule´ a connu beaucoup de succe`s et continue a` eˆtre lar-
gement utilise´. Il permet en effet de fournir des re´sultats tre`s satisfaisants sur de
nombreux proble`mes.
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2.2.4 La recherche avec tabous
La recherche avec tabous est une me´thode de recherche locale propose´e par Fred
Glover en 1986 [21] et qui a connu un grand succe`s depuis pour les bons re´sultats
qu’elle a obtenus sur de tre`s nombreux proble`mes.
La composante principale d’un algorithme tabou est un me´canisme de diversifi-
cation a` court terme qu’on appelle liste taboue. La liste taboue permet d’empeˆcher
de faire des cycles a` court terme en interdisant l’algorithme de retourner dans des
re´gions re´cemment visite´es.
Deux me´canismes peuvent eˆtre mis en place pour aider la recherche avec tabous.
Le premier est un me´canisme de diversification a` long terme qui est une fac¸on de se
de´placer plus largement dans tout l’espace de recherche afin de visiter de nouvelles
re´gions. Le second est un me´canisme d’intensification qui permet d’explorer plus en
profondeur certaines re´gions qui paraissent contenir des configurations prometteuses.
2.2.5 L’algorithme me´me´tique
L’algorithme me´me´tique est une me´taheuristique hybride qui combine un algo-
rithme ge´ne´tique avec un ope´rateur de recherche locale. Le concept d’un algorithme
ge´ne´tique est de faire e´voluer une population de solutions en utilisant ge´ne´ralement
deux ope´rateurs. Le premier est un ope´rateur de croisement qui permet de cre´er une
nouvelle solution prometteuse en combinant les structures de deux solutions de la
population. Le second est un ope´rateur de mutation qui permet d’alte´rer le´ge`rement
la structure d’une solution.
L’ope´rateur de recherche locale permet de rendre l’algorithme plus agressif en al-
lant chercher syste´matiquement les meilleures solutions dans le voisinage des membres
de la population. Il est possible de re´gler les parame`tres pour accorder plus d’impor-
tance au coˆte´ e´volutionniste ou a` la recherche d’une bonne solution dans l’espace de
recherche.
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2.3 Les me´thodes de re´solutions existantes pour le
Covering Design
Beaucoup de me´thodes ont e´te´ mises en œuvre pour re´soudre le proble`me de Cove-
ring Design. Les mathe´maticiens et les informaticiens cherchent en effet des me´thodes
toujours plus efficaces pour trouver de bons coverings. Le nombre de blocs d’un co-
vering donne´ constitue une borne supe´rieure pour le nombre de blocs d’un covering
optimal. Un bon covering est un covering dont le nombre de blocs est le plus petit
connu.
Un grand nombre des techniques connues ont e´te´ de´crites par Gordon et al. [23].
Les autres techniques de´crites ici correspondent principalement a` l’algorithme de re-
cuit simule´ de Nurmela et O¨sterg˚ard [31] et l’algorithme coope´ratif multiniveau avec
ope´rateur tabou de Dai et al. [10]. Nous pre´senterons ci-apre`s ces me´thodes.
2.3.1 Les me´thodes mathe´matiques
Les me´thodes que nous appelons mathe´matiques sont les me´thodes qui utilisent
des concepts mathe´matiques avance´s pour trouver des coverings. On trouve parmi ces
concepts la the´orie de Tura´n et la ge´ome´trie projective.
Notons que les travaux les plus anciens ont e´te´ re´alise´s par des mathe´maticiens
qui ont cherche´ de bons coverings pour des parame`tres ou des familles de parame`tres
spe´cifiques. D’autres travaux consistent pour des jeux de donne´es particuliers a` trou-
ver le nombre de coverings non isomorphes qu’ils posse`dent. Ce genre de travaux
continue a` eˆtre mise en œuvre (voir re´cemment [5, 9, 3]).
D’autres re´sultats ont e´te´ obtenus graˆce aux nombres de Tura´n T (n, l, r) qui repre´-
sentent le plus petit nombre de r-subsets d’un ensemble a` n e´le´ments tels que tout
l-subset contienne au moins un des r-subsets. La relation entre C et T s’exprime alors
par :
C(v, k, t) = T (v, v − t, v − k) (2.1)
Le paralle´lisme entre les deux proble`mes a permis d’obtenir le re´sultat suivant :
C(v + 1, k + 1, t+ 1) ≤ b(2v − k)C(v, k, t)/vc+ C(v − 1, k + 1, t+ 1) (2.2)
La construction des coverings peut se faire en utilisant la ge´ome´trie finie et en
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particulier la ge´ome´trie projective [23]. Nous n’entrerons pas dans les de´tails quant a`
la manie`re de construire ces coverings, mais ces me´thodes permettent d’obtenir des
coverings pour des familles de jeux de donne´es ayant des parame`tres v, k et t bien
spe´cifiques. En sont de´duits les deux re´sultats suivants : Soit q, m et k trois entiers,
on a :
C
(
qm+1 − 1
q − 1 ,
qk+1 − 1
q − 1 , k + 1
)
≤
[
m+ 1
k + 1
]
q
(2.3)
C
(
qm, qk, k + 1
) ≤ qm−k[m
k
]
q
(2.4)
avec
[
n
k
]
q
=
(qn − 1)(qn−1 − 1) . . . (qn−k+1 − 1)
(qk − 1)(qk−1 − 1) . . . (q − 1) (2.5)
2.3.2 Les me´thodes d’exploration arborescente
Ces me´thodes explorent l’ensemble des solutions comme un arbre de recherche et
sont donc des me´thodes exactes.
Le plus ancien algorithme de´veloppe´ pour re´soudre le Covering Design est d’apre`s
la litte´rature un simple algorithme de retour-arrie`re (backtracking) de´veloppe´ par
Bates en 1978.
L’autre me´thode d’exploration arborescente trouve´e dans la litte´rature est le
Branch-and-Cut de Margot [28]. La me´thode de Branch-and-Cut consiste a` explo-
rer l’espace de recherche comme un arbre et a` e´laguer (pruning) les branches qui
conduisent a` des configurations isomorphes a` celles qui peuvent se trouver dans une
branche de´ja` explore´e. La me´thode permet de re´duire grandement l’arbre de recherche
a` parcourir. La me´thode n’est cependant pas tre`s compe´titive dans la mesure ou` les
ame´liorations pre´sente´es par Margot correspondent a` un petit nombre de jeux de
donne´es.
2.3.3 Les me´thodes de construction de Gordon, Kuperberg
et Patashnik
Ces me´thodes permettent de construire des coverings a` partir d’autres coverings
existants. On peut par exemple construire un covering a` partir d’un covering plus
grand (me´thode de re´duction) ; ou construire un covering a` partir de coverings plus
petits (me´thode de combinaison). Nous pre´sentons en de´tail ces deux exemples.
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Le principe de la me´thode de re´duction est le suivant : on connait un (v, k, t)-
covering S et on souhaite construire un (v′, k′, t)-covering tel que v′ < v et k′ < k.
Pour ce faire, on choisit v′ e´le´ments ale´atoirement parmi V . Conside´rant S, on sup-
prime de ses blocs tous les e´le´ments ne faisant pas partie des v′ choisis et on e´limine
les blocs contenant moins de t e´le´ments.
Prenons alors un bloc, et soit l le nombre d’e´le´ments de ce bloc :
- Si l < k′, il suffit d’ajouter des e´le´ments quelconques.
- Si l = k′, le bloc a le bon nombre d’e´le´ments et n’a donc pas besoin d’eˆtre modifie´.
- Si l > k′ alors on remplace le bloc par les blocs d’un (l, k′, t)-covering.
On obtient alors un (v′, k′, t)-covering.
Gordon et al. pre´cisent que dans le cas ou` les parame`tres sont“petits” cette me´thode
fonctionne bien si les rapports k′/k et v′/v sont similaires ; dans le cas ou` les pa-
rame`tres sont “grands”, si l est proche de v
′k
v
et si on connait un bon (l, k′, t)-covering.
La me´thode de combinaison permet de construire un (v1 + v2, k1 + k2, t1 + t2)-
covering de taille b1×b2 a` partir d’un (v1, k1, t1)-covering de taille b1 et d’un (v2, k2, t2)-
covering de taille b2. Ainsi, un bloc du covering re´sultant peut toujours eˆtre construit
a` partir de deux blocs appartenant chacun a` l’un des coverings plus petits. Si on
conside`re l’ensemble des blocs construits comme la concate´nation d’un bloc du (v1, k1, t1)
covering et d’un bloc du (v2, k2, t2) alors cet ensemble forme un (v1+v2, k1+k2, t1+t2)-
covering design. On peut, pour ame´liorer cette solution, enlever d’emble´e les blocs
inutiles. Il est possible de trouver un covering, le meilleur possible, en cherchant la
meilleure combinaison des petits coverings utilise´s. Il est alors possible de construire
une solution ite´rativement en utilisant la programmation dynamique.
D’autres me´thodes de construction e´le´mentaires permettent de donner les re´sultats
suivants :
C(v, k + 1, t) ≤ C(v, k, t) (2.6)
C(v + 1, k + 1, t) ≤ C(v, k, t) (2.7)
C(v + 1, k, t) ≤ C(v, k, t) + C(v, k − 1, t− 1) (2.8)
C(v − 1, k, t) ≤ C(v, k, t) (2.9)
C(v − 1, k − 1, t− 1) ≤
⌊
k
v
C(v, k, t)
⌋
(2.10)
C(m.v,m.k, t) ≤ C(v, k, t) (2.11)
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Le succe`s de ces me´thodes de´pend fortement de la qualite´ des coverings qui per-
mettent de construire les nouveaux coverings. La me´thode de combinaison est tre`s
importante car c’est celle qui a permis de trouver les meilleurs re´sultats sur un grand
nombre de jeux de donne´es des archives de la Jolla, en particulier pour les jeux de
donne´es que les me´taheuristiques ne peuvent pas traiter. Ainsi lorsque des meilleures
solutions sont de´couvertes pour des “petits” covering designs (v et t petits), cette
me´thode permet tre`s souvent de trouver des ame´liorations pour des coverings plus
grands.
2.3.4 Les me´thodes heuristiques
Plusieurs heuristiques ont e´te´ applique´es pour re´soudre le proble`me de Covering
Design. Parmi ces me´thodes, on trouve : un algorithme glouton propose´ par Gordon
et al. [23], un algorithme de recuit simule´ propose´ par Nurmela et O¨sterg˚ard [31] et un
algorithme coope´ratif multiniveau avec ope´rateur tabou propose´ par Dai et al. [10].
L’algorithme glouton
Gordon et al. pre´sentent plusieurs variantes d’un algorithme glouton. L’algorithme
ge´ne´rique se pre´sente de la fac¸on suivante : on arrange tous les blocs possibles dans
une liste. Puis, on choisit ite´rativement le bloc qui couvre le plus de t-subsets et en
cas d’e´galite´ on choisit le premier dans la liste. On s’arreˆte lorsque tous les t-subsets
sont couverts.
La diffe´rence entre les diffe´rentes variantes pre´sente´es provient de la fac¸on dont on
arrange les blocs. Les expe´riences effectue´es par Gordon et al. montrent des re´sultats
plutoˆt similaires, les arrangements utilise´s e´tant (range´s en ordre de´croissant d’effica-
cite´) l’ordre lexicographique, l’ordre colex (idem que lexicographique, mais en lisant
les nombres de la droite vers la gauche), le code de Gray et un ordre ale´atoire.
Les coverings obtenus ont permis de de´finir des bornes supe´rieures meilleures
que celles obtenues the´oriquement. Les me´thodes gloutonnes ont fourni les premiers
re´sultats de l’archive La Jolla [22]. Des techniques plus e´labore´es les ont rapidement
battues. On trouve par exemple les techniques utilisant la recherche locale qui per-
mettent d’obtenir de meilleures solutions.
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L’algorithme de recuit simule´ de Nurmela et O¨sterg˚ard
Le recuit simule´ propose´ par Nurmela et O¨sterg˚ard constitue la premie`re heuris-
tique de´veloppe´e pour le proble`me de Covering Design [31]. Une contribution impor-
tante de ces auteurs est d’avoir conc¸u des structures de donne´es efficaces (qui seront
reprises par la suite par Dai et al. dans leur algorithme multiniveau).
L’espace de recherche est constitue´ de configurations S contenant un nombre b de
blocs fixe´, b e´tant un parame`tre. La fonction de couˆt est de´finie par une approche
de pe´nalite´. Le proble`me est en effet un proble`me de satisfaction de contraintes. On
conside`re le fait de couvrir un t-subset comme une contrainte. Le couˆt d’une confi-
guration s’e´value alors comme le nombre de contraintes qu’elle viole. On e´value donc
le couˆt comme le nombre de t-subsets non couverts par la configuration conside´re´e.
On cherche a` minimiser ce couˆt (une configuration de couˆt nul est une solution du
proble`me). Deux configurations sont de´finies comme voisines si elles n’ont qu’un seul
bloc non commun et si les deux blocs diffe´rents ne diffe`rent que par un e´le´ment.
Pour ne pas a` avoir a` calculer en permanence la liste des voisins d’une configura-
tion, les blocs sont nume´rote´s et on conserve pour chacun d’entre eux la liste des blocs
qui sont ses voisins. De meˆme, on conserve la liste de t-subsets couverts par chaque
bloc. Enfin, on conserve pour chaque t-subset le nombre de blocs qui le couvrent.
On peut alors calculer le couˆt d’un mouvement (ou` on remplace le bloc B par B′)
en cherchant dans un tableau le nombre de blocs couvrant les t-subsets couverts par
B ou B′. Un bloc couvert par B uniquement et non couvert par B′ fait augmenter
la fonction de couˆt de 1. Un bloc non couvert avant le mouvement, mais couvert
par B′ fait diminuer la fonction de couˆt de 1. La performance d’un mouvement est
donc e´value´e en O
(
k
t
)
,
(
k
t
)
correspond en effet au nombre de t-subsets couverts par un
bloc. Le temps de calcul d’un mouvement est critique dans ce proble`me. En effet sans
toutes les informations en me´moire, le calcul d’un mouvement a une complexite´ en
temps CPU e´leve´. Un algorithme ne stockant aucune information en me´moire serait
donc bien moins rapide.
L’algorithme de recuit simule´ imple´mente´ est assez classique. Le sche´ma de refroi-
dissement choisi consiste a` re´duire la tempe´rature par paliers : la tempe´rature reste
la meˆme pour un certain nombre d’ite´rations. Elle est re´duite de fac¸on ge´ome´trique
(i.e. T := r × T , ou` r est un parame`tre et T repre´sente la tempe´rature).
A` l’e´poque de la publication des re´sultats, les tables de la Jolla n’existaient pas.
L’algorithme propose´ a donne´ un grand nombre d’ame´liorations dont certaines n’ont
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jamais e´te´ battues. En outre, la me´thode a e´te´ cite´e et reprise de nombreuses fois.
Il existe cependant une limitation importante de la me´thode due au fait que les
structures de donne´es propose´es sont tre`s couˆteuses en espace me´moire. La me´thode
e´tait donc limite´e quant aux jeux de donne´es qu’elle pouvait traiter. Le proble`me
continue de restreintre l’ensemble des jeux de donne´es traitables, meˆme si les machines
ont beaucoup gagne´ en capacite´ me´moire et en vitesse de calcul. Nous avons fait des
tests avec cette imple´mentation et des comparaisons avec ce que nous proposons dans
la partie 4.1.
L’algorithme coope´ratif multiniveau avec ope´rateur tabou (MLTS) de Dai,
Li et Toulouse
Dai et al. ont pre´sente´ une me´thode hybride novatrice pour re´soudre le proble`me
de Covering Design. L’hybridation consistant a` associer une approche multiniveau
avec un ope´rateur de recherche tabou.
Le concept ge´ne´ral du multiniveau consiste a` simplifier plusieurs fois un proble`me
initial en cre´ant des versions de plus en plus grossie`res de ce proble`me. Ces diffe´rentes
versions sont donc de plus en plus simples a` re´soudre, mais apportent des solutions
de moins en moins pre´cises qui peuvent s’e´loigner des bonnes solutions. Conside´rons
deux versions A et B telles que B est la version simplifie´e de A. Alors une fac¸on
de re´soudre A consiste a` : re´soudre B ; projeter sur A la solution trouve´e pour B ;
raffiner cette solution dans une proce´dure re´solvant A. On peut par exemple e´largir le
concept en partant du niveau correspondant a` la version du proble`me la plus grossie`re
et en projetant et raffinant de proche en proche jusqu’au niveau correspondant au
proble`me initial. L’approche multiniveau est tre`s souple et peut eˆtre mise en œuvre
de beaucoup de fac¸ons [8]. Nous pre´senterons par la suite comment Dai et al. l’ont
adapte´e au Covering Design.
La me´thode MLTS repose grandement sur l’ide´e qu’une solution est compose´e
de bons blocs. Il faut en effet la bonne combinaison de blocs pour construire une
solution. On essaie au cours de la recherche de promouvoir les blocs ayant participe´ a`
des configurations prometteuses dans l’espoir de trouver une bonne solution construite
a` partir de ces blocs.
L’approche multiniveau mise en place consiste, au fur et a` mesure qu’on monte
dans les niveaux, a` rendre de moins en moins de blocs disponibles pour la recherche.
En utilisant moins de blocs, l’espace de recherche est plus petit donc son parcours
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est plus facile, mais on prend le risque de passer a` coˆte´ de bonnes configurations. Si
on appelle (Ai)i∈0..l la famille de blocs qui constituent les diffe´rents niveaux alors A0
contient tous les blocs et on a Al ⊂ Al−1 ⊂ .. ⊂ A1 ⊂ A0. Le voisinage utilise´ est
le meˆme que celui de Nurmela, mais a` chaque niveau i, on utilise les blocs contenus
dans Ai exclusivement. En particulier pour le voisinage, on ne peut pas acce´der a` une
configuration voisine si celle-ci contient un bloc non contenu dans Ai. Deux ope´rateurs
ont e´te´ mis en œuvre dans l’algorithme :
Un ope´rateur qu’on appelle Remonter consiste a` promouvoir les blocs d’une confi-
guration particulie`rement bonne d’un niveau i donne´ en e´changeant le niveau ou` ils
sont autorise´s avec celui de blocs de rang maximum l.
Soit Si la meilleure configuration pour le niveau i et M le vecteur associant a`
chaque bloc le niveau le plus bas auquel il appartient. Le pseudo-code s’e´crit :
Proce´dure Remonter (Si)
S := Si ;
Tant que S non vide
Choisir un bloc B dans S ale´atoirement ;
S := S −B ;
Si (M [B] 6= l) alors
Choisir un bloc B′ ∈ Al tel que B′ /∈ Sl ∪ Sl−1 ∪ ... ∪ Si ;
// B′ est choisi de fac¸on a` ne pas rendre ille´gale a` leur niveau les meilleures configurations
M [B′] := M [B] ;
M [B] := l ;
FinSi
FinTantque
Le second ope´rateur appele´ interpolation consiste simplement a` initialiser la re-
cherche a` un niveau i avec une configuration d’un niveau j tel que j > i (dans
l’algorithme, soit j = i + 1, soit i = 0 et j = l). Il est utilise´ comme ope´rateur
d’intensification.
L’approche utilise´e pour l’ope´rateur de recherche locale est la meˆme que celle
pre´sente´e par Nurmela : elle utilise le meˆme espace de recherche et la meˆme fonction
de couˆt. Conside´rons le mouvement qui consiste a` remplacer un bloc B par un bloc
B′. Le me´canisme tabou est compose´ de deux listes : la premie`re est compose´e de
mouvements, lorsque le mouvement est effectue´, on rend tabou le mouvement inverse
(remplacer B′ par B) mais aussi le meˆme mouvement (remplacer B par B′). La
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seconde liste contient des blocs, elle consiste apre`s un mouvement a` empeˆcher le
bloc entrant (ici B′ par exemple) de sortir a` nouveau. La seconde liste e´tant plus
restrictive, la longueur de la liste utilise´e est plus courte. Notons aussi que la seconde
liste empeˆche en particulier de remplacer B′ par B et est donc un peu redondante.
On de´finit la proce´dure TabuSearch(A, S) comme la proce´dure effectuant une
recherche avec tabous partant d’une configuration initiale S et en autorisant a` entrer
dans la configuration seulement des blocs appartenant a` l’ensemble A. La proce´dure
retourne la meilleure configuration rencontre´e.
La proce´dure ge´ne´rale est de´crite ci-apre`s et consiste dans sa boucle principale a`
alterner diffe´rentes sous-proce´dures qu’on se propose de de´crire par la suite.
Proce´dure MLTS(.)
Cre´er les diffe´rents niveaux Ai, i ∈ 0..l ;
Pour (i = l; i ≤ 0; i−−) faire
Ge´ne´rer une configuration S compose´e de b blocs de Ai ;
Si := TabuSearch(A,S) ;
FinFor
j := 1 ;
Tant que le crite`re de terminaison n’est pas satisfait
Si (j mod 4 6= 0)
SearchCycle(j, ExplorationFactor) ;
Si (j mod 4 = 0)
InterpolationCycle(j) ;
Si ((j mod 4 = 1)&(j 6= 1))
RestartSearch(j, h, r) ;
j++ ;
FinTantque
En cours d’exe´cution l’algorithme exe´cute de fac¸on re´pe´te´e les proce´dures :
SearchCycle, SearchCycle, InterpolationCycle, SearchCycle, RestartSearch.
La proce´dure SearchCycle est la proce´dure de recherche standard. Elle comporte
plusieurs phases de recherche tabou, de la diversification possible et l’utilisation de
l’ope´rateur Remonter.
Proce´dure SearchCycle(j,ExplorationFactor)
Pour (i = l; i ≥ 0; i−−) faire
S := TabuSearch(Ai, Si) ; //on repart de la meilleur configuration du cycle pre´ce´dent : Si
Si (i 6= l) alors
21
Si (f(S) ≥ f(Si)) alors //f est la fonction de couˆt
S := TabuSearch(Ai −Ai+1, S) ; //On lance une proce´dure de diversification
dans le cas ou` la recherche n’aurait
pas fait mieux qu’avant.
S := TabuSearch(Ai, S) ;
Sinon
S := TabuSearch(Ai, Si) ;
FinSi
//On choisit de faire remonter les blocs de la nouvelle meilleure configuration si celle-ci
est meilleure ou pas beaucoup moins bien que l’ancienne meilleure configuration
Si (f(S) ≤ f(Si)+ExplorationFactor) alors
Remonter(S) ;
Si := S ;
Sinon
Remonter(Si) ;
FinSi
FinSi
FinFor
La proce´dure InterpolationCycle est la proce´dure au cours de laquelle on utilise
l’ope´rateur d’interpolation, qui constitue une phase d’intensification.
Le principe consiste a` initialiser la recherche d’un niveau i avec la meilleure confi-
guration du niveau i + 1 cela pour i allant de 0 a` l − 1 et a` remonter les blocs des
meilleures configurations trouve´es. On effectue alors une recherche au niveau l. Enfin
on initialise la recherche au niveau 0 avec la meilleure configuration trouve´e au niveau
l. On remonte a` nouveau les blocs de la meilleure solution trouve´e.
Proce´dure InterpolationCycle(j)
For (i = 0; i ≤ l − 1; i++) do
S := TabuSearch(Ai, Si+1) ; // on initialise la recherche au niveau i avec la meilleure
solution du niveau i+ 1
Si := S ;
Remonter(Si) ;
FinFor
Sl := TabuSearch(Al, Sl) ;
S0 := TabuSearch(A0, Sl) ;
Remonter(S0) ;
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Enfin la proce´dure RestartSearch est la proce´dure qui permet de relancer pe´riodi-
quement la recherche a` partir d’une configuration construire ale´atoirement a` partir
d’un ensemble de blocs pre´se´lectionne´s.
Proce´dure RestartSearch(j,h,r)
Construire un ensemble R contenant les blocs des meilleurs solutions des h derniers
cycles plus r blocs pris au hasard dans A0 −A1 ;
Calculer une configuration initiale S compose´e de b blocs pris au hasard dans R ;
Sj := TabuSearch(Aj , S) ;
Les re´sultats obtenus avec cet algorithme ont e´te´ particulie`rement bons. 38 nou-
veaux records ont e´te´ soumis a` la Jolla en 2005, dont 23 qui sont encore d’actualite´.
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Chapitre 3
TECHNIQUES PROPOSE´ES
Dans ce chapitre, nous pre´sentons les techniques que nous avons mises en œuvre
pour re´soudre le proble`me de Covering Design. Nous pre´senterons d’abord les algo-
rithmes de haut niveau, c’est-a`-dire les me´taheuristiques que nous avons de´veloppe´es :
un algorithme tabou et un algorithme me´me´tique. Nous de´crivons ensuite les struc-
tures de donne´es et algorithmes de bas niveau utilise´s pour acce´le´rer substantiellement
l’algorithme.
3.1 Algorithmes de haut niveau
Nous ne re´solvons pas directement le proble`me de Covering Design mais un pro-
ble`me de de´cision que nous appelons b-CD Problem. Ce proble`me consiste a` trouver
une solution contenant un nombre de blocs fixe´ b (b e´tant alors un nouveau parame`tre).
On peut en effet taˆcher de trouver la solution du proble`me d’origine en essayant de
trouver une succession de solutions pour des b de´croissants.
Pour la suite, nous utilisons les notations suivantes : Nous appelons V un ensemble
de re´fe´rence contenant v e´le´ments, K l’ensemble des blocs, T l’ensemble des t-subsets
et I l’ensemble des indices des b blocs contenus dans la configuration courante :
V = {1, . . . , v} ; K = {P ⊂ V : |P | = k} ; T = {P ⊂ V : |P | = t} ; I = {1, . . . , b}.
Espace de recherche et fonction de couˆt
Pour pouvoir re´soudre le b-CD problem, nous adoptons une approche par pe´nalite´.
On e´largit l’espace de recherche en autorisant des configurations qui ne couvrent pas
tous les t-subsets. L’ide´e consiste a` donner une pe´nalite´ pour chaque contrainte viole´e,
une contrainte e´tant de couvrir un t-subset. Les pe´nalite´s permettent de quantifier le
degre´ de violation des contraintes - voir [17]. Conforme´ment aux principes de cette
approche, une configuration S est un ensemble quelconque de b blocs repre´sente´e par
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un vecteur :
S = (B1, B2, . . . , Bb) ∈ Kb (3.1)
Soit une configuration S, son couˆt f(S) est de´fini par le nombre de t-subsets qui ne
sont pas couverts par S :
f (S) = |{T ∈ T : ∀i ∈ I, T 6⊂ Bi}| (3.2)
Le but est de trouver une configuration dont le couˆt est nul, i.e. un covering design
contenant b blocs. Pour trouver de telles configuration nous proposons un algorithme
tabou et un algorithme me´me´tique dont une description de´taille´e est pre´sente´e par la
suite.
3.1.1 Algorithme tabou
Les principes de l’algorithme tabou et plus ge´ne´ralement de la recherche locale ont
e´te´ pre´sente´s dans les parties 2.2.4 et 2.2.2 respectivement. Nous rappelons que l’algo-
rithme tabou est une technique de recherche locale qui empeˆche l’algorithme de revenir
vers des zones de´ja` visite´es quitte a` de´grader la fonction de couˆt. Nous pre´sentons
d’abord les e´le´ments ne´cessaires a` de´finir le fonctionnement de notre ope´rateur tabou,
a` savoir la de´finition du voisinage et le fonctionnement de la liste taboue.
Fonction de voisinage
Effectuer un mouvement sur une configuration S = (B1, . . . , Bb) consiste a` mo-
difier un seul bloc Bi en lui enlevant un e´le´ment y et en y inse´rant un e´le´ment x : un
tel mouvement est note´ < i, x, y >. La nouvelle configuration obtenue ainsi est note´e
S⊕ < i, x, y >. Ainsi S ′ = S⊕ < i, x, y >= (B′j)j=1..b est de´fini par :
– ∀j 6= i B′j = Bj
– B′i = (Bi − {y}) ∪ {x}
On appelle performance d’un mouvement son impact sur la fonction de couˆt. Si nous
conside`rons une configuration S, la performance d’un mouvement < i, x, y > note´e
δ (i, x, y) vaut :
δ (i, x, y) = f (S⊕ < i, x, y >)− f(S) (3.3)
Nous introduisons maintenant la de´finition de ce que nous appelons un mouvement
critique. Un mouvement < i, x, y > est dit critique si le fait d’inse´rer l’e´le´ment x dans
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le bloc Bi rend possible de couvrir au moins un t-subset non couvert. Dans ce cas, on
dit e´galement que la paire (i, x) est critique :
le mouvement < i, x, y > est critique ⇔ la paire (i, x) est critique
⇔ (∃T ∈ T : (∀j ∈ I, T 6⊂ Bj) et T ⊂ (Bi ∪ {x}))
Si nous voyons les t-subsets non couverts comme des erreurs pre´sentes dans la
solution alors les mouvements critiques sont des mouvements qui essaient de“re´parer”
les erreurs, tandis que les mouvements non critiques n’affectent que des parties de la
solution ou` aucune erreur n’est pre´sente. Conforme´ment a` une strate´gie fre´quemment
utilise´e (voir [17]), et contrairement aux algorithmes propose´s par Nurmela [31] et
Dai et al. [10], notre algorithme n’effectue que des mouvements critiques, car nous
supposons a priori que cette approche est plus efficace.
On peut voir que, si f(S) > 0, il existe au moins un mouvement critique. Cette
proprie´te´ est importante car elle garantit que, tant que l’algorithme n’a pas de´couvert
une solution (f(S) > 0), la recherche ne sera pas entrave´e faute de mouvements cri-
tiques. Cette proprie´te´ peut eˆtre montre´e comme il suit :
Supposons que f(S) > 0, conside´rons un t-subset non couvert T , et un bloc Bi tel que
|T −Bi| est minimum :
∀j ∈ I, 0 < |T − Bi| ≤ |T − Bj |
Si T −Bi = {x}, alors (i, x) est critique.
Sinon, |T −Bi| ≥ 2.
Conside´rons un ensemble E ⊆ Bi−T , tel que |E| = |T −Bi|− 1, et un e´le´ment x ∈ T −Bi.
Soit maintenant T ′ = E ∪ (Bi ∩ T ) ∪ {x}.
Alors T ′ −Bi = {x}, donc |T ′ − Bi| = 1.
Si T ′ n’est pas couvert (i, x) est critique.
Sinon, soit Bj le bloc qui couvre T ′, Bj couvre (Bi ∩ T )∪{x} donc |T −Bj | = |T −Bi|−1,
contradiction.
On a donc prouve´ que (i, x) e´tait ne´cessairement critique.
Me´canisme tabou
L’algorithme choisit ainsi toujours le meilleur mouvement critique, meˆme si ce
mouvement augmente la valeur de la fonction de couˆt. Afin d’e´viter des cycles a`
court terme dans la recherche, nous introduisons un me´canisme tabou. L’ide´e est la
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suivante : lorsqu’un e´le´ment est inse´re´ dans un bloc, l’algorithme empeˆche cet e´le´ment
d’eˆtre enleve´ du bloc pour un certain nombre d’ite´rations. De meˆme, lorsqu’un e´le´ment
est retire´ d’un bloc, l’algorithme lui interdit d’y eˆtre re´inse´re´ trop rapidement. De
fac¸on plus formelle, nous de´finissons deux listes taboues qu’on appelle Tabu-In et
Tabu-Out qui repre´sentent des ensembles contenant des paires (i, x) ∈ I × V . Le
statut tabou d’un mouvement de´pend du contenu de Tabu-In et Tabu-Out :
le mouvement < i, x, y > est tabou⇔ (i, x) ∈ Tabu-In ou (i, y) ∈ Tabu-Out
Apre`s qu’un mouvement < i, x, y > soit effectue´, le couple (i, x) est inse´re´ dans
Tabu-Out pendant lgtlout ite´rations et le couple (i, y) dans Tabu-In pendant lgtlin
ite´rations.
Nous avons essaye´ de re´soudre le proble`me de stagnation en utilisant des listes
taboues de longueurs variables. Notre ide´e consiste a` faire varier pe´riodiquement et de
fac¸on radicale la longueur de chaque liste. Nous donnons ci-apre`s les formules exactes
que nous avons utilise´es ainsi qu’une figure repre´sentant la variation de la longueur de
la liste. Les valeurs de lgtlout et lgtlin de´pendent d’un parame`tre lgtl0 et du nume´ro
de l’ite´ration courante :
lgtlout = lgtl0 × ctr[iter mod 128] (3.4)
tel que
(ctr[i])i = (1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 3, 2, 1,
1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8,
8, 8, 8, 8, 8, 8, 8, 8, 8, 7, 6, 5, 4, 3, 2, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1,
4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 3, 2, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1)
lgtlin = lgtlout ×
⌊
v − k
k
⌋
(3.5)
Le fait d’utiliser une longueur de liste variable procure d’avantage de robustesse
a` l’algorithme, car son efficacite´ de´pend beaucoup moins de la valeur du parame`tre
lgtl0. Le parame`tre est ainsi plus facile a` re´gler.
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Figure 3.1 Sche´ma repre´sentant une pe´riode des variations de la liste tabou entre
lgtl0 et 8lgtl0
Me´canisme de diversification
Le me´canisme tabou utilise´ dans l’algorithme tabou est, dans de nombreux cas,
suffisant pour e´viter des cycles a` court terme tant qu’une valeur approprie´e du pa-
rame`tre lgtl0 est choisie. Cependant, afin de permettre a` l’algorithme de visiter de
nouvelles zones de l’espace de recherche et dans l’espoir de contrer le phe´nome`ne
de stagnation, nous utilisons une technique supple´mentaire de diversification. La
technique employe´e est une technique de diversification continue s’appuyant sur la
fre´quence des attributs de la configuration [35]. Le principe est le suivant : l’algo-
rithme tabou alterne entre des phases normales et des phases plus courtes consacre´es
a` la diversification. Pendant les phases normales, l’algorithme me´morise la fre´quence
des attributs pre´sents dans les configurations visite´es. Puis, durant la phase de diver-
sification qui suit, la fonction de couˆt est modifie´e pour pe´naliser les attributs les plus
fre´quents. Nous de´finissons les attributs comme des couples (i, x) ou` i est l’indice d’un
bloc et x un e´le´ment, et on dit qu’un attribut (i, x) est pre´sent dans la configuration
S = (Bj)j=1..b si et seulement si x ∈ Bi. La fre´quence d’un attribut (i, x) est note´
Freq(i, x). Si on retient les fre´quences pour un intervalle [it1, it2 − 1], on a quelque
soit (i, x) ∈ I × V :
Freq (i, x) =
|{it ∈ [it1, it2−1] : (i, x) est contenu dans Sit }|
it2 − it1 (3.6)
28
ou` Sit repre´sente la configuration ge´ne´re´e par l’algorithme tabou a` l’ite´ration it. La
fonction de couˆt utilise´e pour e´valuer S lors des phases de diversification est :
fdiv (S) = f (S) + α×
∑
(i,x):x∈Bi
Freq(i, x) (3.7)
Pour nos expe´riences, la valeur de α e´tait fixe´e a` 4.
Pseudo-code de l’ope´rateur tabou standard
Nous de´crivons la proce´dure TS-b-reg() qui effectue une recherche avec tabous
sans diversification. En plus de v, k et t, la proce´dure rec¸oit 3 parame`tres : Sa configu-
ration initiale S0, le nombre maximum d’ite´rations itermax, et la valeur du parame`tre
lgtl0 utilise´e pour de´finir la liste taboue. La configuration S0 est utilise´e comme point
de de´part de la recherche. A` chaque ite´ration, l’algorithme choisit le meilleur mou-
vement critique non tabou, i.e. le mouvement ayant la plus petite valeur δ(.) (avec
choix ale´atoire parmi les ex aequo). Les listes taboues sont alors mises a` jour selon
la technique pre´sente´e dans la partie pre´ce´dente concernant le me´canisme tabou. La
matrice des fre´quences est aussi mise a` jour. La recherche s’arreˆte lorsqu’une configu-
ration de couˆt nul est trouve´e ou apre`s que le nombre maximum d’ite´rations (itermax)
est atteint. Cette proce´dure renvoie la configuration obtenue a` la fin de la recherche
ainsi que la matrice des fre´quences. Le pseudo-code de cette proce´dure est le suivant :
Proce´dure TS-b-reg(S0, itermax, lgtl0)
S := S0 ;
iter := 0 ;
Initialiser la matrice Freq ;
Tabu-out := {} ; Tabu-in := {} ;
Tant que (iter < itermax et f(S) > 0) faire
Choisir le meilleur mouvement critique < i, x, y > non tabou ;
S := S⊕ < i, x, y > ;
Calculer lgtlout et lgtlin conforme´ment aux e´quations (3.4) et (3.5) ;
Inse´rer (i, x) dans Tabu-out pour lgtlout ite´rations ;
Inse´rer (i, y) dans Tabu-in pour lgtlin ite´rations ;
Mettre a` jour la matrice Freq ;
iter := iter + 1 ;
FinTantque
Renvoyer (S, Freq) ;
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Ope´rateur de diversification
La proce´dure TS-b-div() est la proce´dure conc¸ue pour effectuer la diversification.
Ses parame`tres d’entre´e sont les meˆmes que pour TS-b-reg() avec en plus la matrice
Freq. La proce´dure est semblable a` TS-b-reg() mis a` part que durant la recherche,
la fonction de couˆt utilise´e est fdiv qui est influence´e par la fre´quence des attributs
(voir e´quation (3.7)).
Algorithme tabou avec diversification
La proce´dure TS-b-CD() est la proce´dure de niveau supe´rieur qui appelle al-
ternativement les ope´rateurs TS-b-reg() et TS-b-div(). Les parame`tres d’entre´e
additionnels sont iterreg et iterdiv qui indiquent le nombre d’ite´rations maximum des
phases normale et de diversification respectivement. La proce´dure TS-b-CD() est la
suivante :
Proce´dure TS-b-CD(S0, itermax, iterreg, iterdiv, lgtl0)
S := S0 ;
Nbsteps := (itermax − iterreg)/(iterdiv + iterreg) ;
Faire Nbsteps fois
(S, Freq) :=TS-b-reg(S, iterreg, lgtl0) ;
Si f(S) = 0 alors Renvoyer S ;
S := TS-b-div(S, iterdiv, lgtl0, F req) ;
S := TS-b-reg(S, iterreg, lgtl0) ;
Renvoyer S ;
3.1.2 Algorithme me´me´tique
Dans cette section nous pre´sentons l’algorithme me´me´tique que nous avons imple´-
mente´. Nous rappelons que l’algorithme me´me´tique est un algorithme hybridant une
approche e´volutive et un ope´rateur de recherche locale (voir partie 2.2.5). L’approche
e´volutive permet de ge´ne´rer de nouveaux membres en combinant la structure de
membres existants. L’ope´rateur de recherche locale permet de chercher de bonnes solu-
tions dans le voisinage des configurations de la population. Nous utilisons l’algorithme
me´me´tique afin de ge´ne´rer des configurations prometteuses qui servent de points de
de´part dans l’espace de recherche pour notre ope´rateur tabou. Nous pre´senterons
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d’abord l’algorithme en ge´ne´ral pour ensuite nous inte´resser aux diffe´rents croise-
ments que nous avons essaye´s.
Proce´dure ge´ne´rale
Notre algorithme me´me´tique fait e´voluer une population P de configurations. Il
re´sout le proble`me de de´cision b-CD et renvoie VRAI s’il trouve une solution et FAUX
sinon. Le pseudo-code de notre algorithme me´me´tique se pre´sente comme suit :
Proce´dure MA-CD(b, itermax, taillepop, nbgen)
P :=InitPopulation(taillepop) ;
Pour i = 0..nbgen faire
(S1, S2) :=ChoixParents(P ) ;
S :=Croisement(b, S1, S2) ;
S :=TS-b-reg(S, itermax, ..) ;
Si f(S) = 0 alors
Renvoyer V RAI ;
P :=MiseAJour(P, S) ;
finPour
Renvoyer FAUX ;
Les parame`tres de l’algorithme sont :
– b : correspond a` la taille du covering design qu’on cherche.
– itermax : donne le nombre maximum d’ite´rations effectue´es a` chaque appel de
l’algorithme TS-b-reg.
– taillepop : indique la taille de la population P manipule´e.
– nbgen : correspond au nombre de ge´ne´rations effectue´es par l’algorithme avant
de s’arreˆter.
Apre`s avoir cre´e´ une population initiale, l’algorithme effectue des ge´ne´rations. Lors
d’une ge´ne´ration, l’algorithme choisit deux membres de la population S1 et S2 (graˆce
a` la proce´dure ChoixParents) afin de ge´ne´rer graˆce a` un croisement un nouvel individu
S (proce´dure Croisement). Cet individu, qui est en fait une nouvelle configuration,
sera le point de de´part d’une recherche avec tabous. Si cette configuration aboutit
a` une solution (c’est-a`-dire qui couvre tous les t-subsets) alors l’algorithme renvoie
V RAI. L’algorithme met a` jour la population P en tenant compte du nouvel individu
S (proce´dure MiseAJour). Puis on recommence une nouvelle ge´ne´ration. Si aucune
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solution n’a e´te´ trouve´e au cours de toutes les ge´ne´rations, alors l’algorithme renvoie
FAUX.
Proce´dure InitPopulation : La proce´dure InitPopulation est la proce´dure qui
ge´ne`re et initialise la population P de configurations. Cette proce´dure consiste a`
ge´ne´rer ale´atoirement taillepop configurations puis a` effectuer une recherche avec ta-
bous a` partir de chacune des configurations en utilisant l’algorithme TS-b-reg. Pour
rappel, l’algorithme TS-b-reg prend une configuration S, effectue itermax mouvements
(s’il ne trouve pas de solution) et renvoie la configuration courante a` laquel il a abouti.
Si l’algorithme trouve une solution alors c’est cette solution qu’il renvoie.
Proce´dure ChoixParents : La proce´dure ChoixParents est la proce´dure qui de´ter-
mine quels membres de la population sont utilise´s pour engendrer de nouvelles confi-
gurations. Notre proce´dure choisit deux configurations distinctes de la population au
hasard.
La proce´dure Croisement, dont nous parlerons par la suite, permet d’engendrer la
nouvelle configuration.
Proce´dure MiseAJour : La proce´dure MiseAJour est la proce´dure qui de´cide
comment la population e´volue.
Nous avons choisi de faire un algorithme ge´ne´tique stationnaire. Cela signifie qu’une
fois les configurations parentes choisies et que la nouvelle configuration est engendre´e,
la configuration engendre´e remplace la configuration parente qui posse`de le moins bon
score.
Ope´rateur de croisement
La proce´dure Croisement permet d’engendrer une nouvelle configuration a` partir
de deux configurations existantes. Cette proce´dure est cruciale pour le bon fonction-
nement de l’algorithme me´me´tique. En effet, c’est cette proce´dure qui permet de cre´er
de nouveaux points de de´part pour l’ope´rateur tabou dans l’espace de recherche. Un
croisement vise a` placer l’algorithme dans des re´gions potentiellement prometteuses
de l’espace de recherche. Nous de´crivons ici les diffe´rentes proce´dures de croisement
que nous avons essaye´es :
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Croisement X1 utilisant les distances entre les blocs des configurations :
Le premier croisement que nous avons implante´ est inspire´ du croisement utilise´ dans
l’algorithme me´me´tique conc¸u par Galinier et Hao pour le proble`me de coloriage de
graphe dans [16]. Le croisement X1 essaie de cre´er une configuration en choisissant des
blocs dans les deux configurations parentes alternativement. Chaque bloc est choisi
de fac¸on a` eˆtre le plus diffe´rent possible des blocs qui n’appartiennent pas a` la meˆme
configuration d’origine et qui sont de´ja` pre´sents dans le re´sultat partiel qui formera
la configuration engendre´e. En cas d’e´galite´, l’algorithme choisit un bloc au hasard
parmi les ex aequo. En particulier, le tout premier bloc choisi le sera au hasard, car
il n’y a aucun bloc de´ja` pre´sent dans le re´sultat partiel.
Afin d’effectuer ce croisement, nous de´finissons une notion de distance entre deux
blocs. On utilise une distance de Hamming : la distance entre deux blocs se de´finit
comme le nombre d’e´le´ments qui sont pre´sents dans un bloc, mais pas dans l’autre.
Ainsi, deux blocs identiques se situent a` une distance nulle l’un de l’autre, tandis que
deux blocs n’ayant aucun e´le´ment en commun (si v ≥ 2k) se situent a` une distance
maximale (e´gale a` 2k). Le croisement est de´crit de la fac¸on suivante :
Proce´dure X1(b, S1, S2)
(B1i)i=1..b = S1 ; (B2j)j=1..b = S2 ;
Pour i, j = 0..b faire
D(B1i, B2j) := distance entre B1i et B2j ;
S := {} ;
Pour i = 0..b faire
Si b est pair alors
Choisir le bloc B ∈ S1 − S tel que
minB′∈S2∩S{D(B,B′)} est maximal ;
S := S ∪B ;
Sinon
Choisir le bloc B′ ∈ S2 − S tel que
minB∈S1∩S{D(B,B′)} est maximal ;
S := S ∪B′ ;
finPour
Renvoyer S ;
Par souci de clarte´, nous n’avons pas indique´ dans ce pseudo-code les cas d’ex aequo
qui sont de´partage´s au hasard.
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Croisement X2 utilisant une technique gloutonne : De la meˆme fac¸on que
dans le croisement X1, l’algorithme choisit les blocs alternativement dans les configu-
rations parentes. Maintenant, par contre, l’algorithme choisit a` chaque fois le bloc qui
couvre le plus de t-subsets non de´ja` couverts par les blocs de´ja` se´lectionne´s (on choisit
au hasard entre les e´ventuels ex aequo). En cela, nous pouvons dire que le croisement
X2 a le meˆme comportement qu’un algorithme glouton, mais qui choisirait parmi un
ensemble plus restreint de blocs (les blocs des solutions parentes). Le pseudo-code du
croisement X2 est le suivant :
Proce´dure X2(b, S1, S2)
S := {} ;
Pour i = 0..b faire
Si b est pair alors
Choisir le bloc B ∈ S1 − S qui couvre
le plus de t-subsets non de´ja` couverts par les blocs de S ;
S := S ∪B ;
Sinon
Choisir le bloc B′ ∈ S2 − S qui couvre
le plus de t-subsets non de´ja` couverts par les blocs de S ;
S := S ∪B′ ;
finPour
Renvoyer S ;
Croisement X3 essayant de pre´server la cohe´rence d’une configuration :
Le troisie`me croisement que nous avons essaye´ est un croisement qui essaie de conser-
ver la structure forme´e par une configuration. Le principe consiste a` former une demi-
configuration a` partir des blocs de la premie`re configuration et a` la comple´ter avec
des blocs de la seconde configuration.
Pour former la premie`re moitie´ de la configuration re´sultat, l’algorithme se´lectionne
des blocs proches les uns des autres au sens de la distance de´finie pour le croisement
X1.
La seconde moitie´ sera comple´te´e de fac¸on gloutonne en choisissant des blocs qui
couvrent a` chaque fois un maximum de t-subsets non de´ja` couverts de la meˆme fac¸on
que dans le croisement X2. L’algorithme est le suivant :
Proce´dure X3(b, S1, S2)
S := {} ;
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Pour i = 0.. b2 faire
Choisir le bloc B ∈ S1 − S tel que
minB′∈S{D(B,B′)} est minimal ;
S := S ∪B ;
finPour
Pour i = ( b2 + 1)..b faire
Choisir le bloc B′ ∈ S2 − S qui couvre
le plus de t-subsets non de´ja` couverts par les blocs de S ;
S := S ∪B′ ;
finPour
Renvoyer S ;
3.1.3 Re´solution du proble`me d’optimisation
Les proce´dures tabou et me´me´tique pre´sente´es plus haut re´solvent le proble`me
b-CD, c’est-a`-dire le proble`me de de´cision qui consiste, pour un b donne´, a` chercher
un covering de taille b. Afin de re´soudre le proble`me de Covering Design, c’est-a`-dire
le proble`me d’optimisation cherchant a` trouver une solution avec le moins de blocs
possible, nous avons de´veloppe´ une proce´dure de haut niveau utilisant l’algorithme
tabou avec diversification pre´sente´ auparavant. La proce´dure essaie de re´soudre suc-
cessivement le proble`me de de´cision a` b fixe´ pour des valeurs de b qu’on de´cre´mente
en partant d’une valeur fixe´e par un parame`tre.
La proce´dure TS-CD() construit tout d’abord une configuration ale´atoire de b0
blocs. Puis elle appelle la proce´dure TS-b-CD() avec le parame`tre b e´gal a` b0. Si la
proce´dure parvient a` trouver une solution, i.e. une configuration S a` couˆt nul, un bloc
de S est enleve´ afin de construire une configuration de b0− 1 blocs (le bloc supprime´
est celui qui permet d’obtenir une nouvelle configuration couvrant le maximum de
t-subsets). La nouvelle configuration est transmise a` la proce´dure TS-b-CD() avec
b e´gal a` b0 − 1. Ce processus est re´pe´te´ avec des valeurs de´croissantes de b jusqu’a` ce
la proce´dure TS-b-CD() e´choue.
Proce´dure TS-CD(b0, itermax, iterdiv, iterreg, lgtl0)
Pour i = 1..b0 faire
Bi := Choisir ale´atoirement k entiers diffe´rents
compris entre 1 et v ;
S := (B1, . . . , Bb0) ;
stop := FAUX ;
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b := b0 ;
Tant que stop = FAUX faire
S :=TS-b-CD(S, itermax, iterreg, iterdiv, lgtl0) ;
Si f(S) = 0 alors
S := S− {le bloc tel que la (b− 1)-configuration obtenue
couvre un maximum de t-subsets} ;
b := b− 1 ;
Sinon
stop := V RAI ;
Renvoyer b+ 1 ;
3.2 Algorithmes de bas niveau
Dans cette partie, nous de´crivons l’imple´mentation de l’algorithme tabou et les
algorithmes de bas niveau utilise´s. Dans l’algorithme tabou, il faut calculer a` chaque
ite´ration la performance de chacun des mouvements possibles. Le proble`me de Co-
vering Design est un proble`me dans lequel calculer la performance d’un mouvement
est a priori cher en temps de calcul. Il y a en effet une explosition combinatoire
du nombre de contraintes (une contrainte consiste a` couvrir un t-subset et il y a
un nombre exponentiel de t-subsets). Il est donc ne´cessaire de rendre efficaces les
ope´rations permettant de calculer la performance d’un mouvement.
Nous rappelons que rendre un algorithme incre´mental consiste a` acce´le´rer le cal-
cul de la performance d’un mouvement en ne conside´rant que ce qui a change´ dans
la configuration (voir partie 1.2). Nous rappelons aussi que Nurmela a de´ja` propose´
des algorithmes de bas niveau incre´mentaux (voir partie 2.3.4). Nous proposons des
algorithmes de bas niveau plus efficaces que ceux de Nurmela et que nous appe-
lons totalement incre´mentaux. Nos algorithmes totalement incre´mentaux permettent
d’e´valuer la performance d’un mouvement en temps constant.
Nous montrons dans cette partie comment concevoir de telles structures de donne´es
et comment on peut les mettre a` jour.
3.2.1 De´finition des structures de donne´es
Par la suite, on conside´rera une configuration de re´fe´rence S = (Bi)i=1..b. E´tant
donne´ un t-subset T , nous appelons cov(T,S) le nombre de blocs dans S qui couvrent
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T : cov(T, S) = |{i ∈ I : T ⊆ Bi}|. Soit l’indice d’un bloc i ∈ I, x ∈ V − Bi et
y ∈ Bi, nous de´finissons < +, i, x > l’ope´ration consistant a` inse´rer x dans le bloc Bi,
et < −, i, y > l’ope´ration consistant a` retirer y de Bi :
S ′ = S⊕ < +, i, x >⇔ (∀j 6= iB′j = BjetB′i = Bi ∪ {x}) (3.8)
S
′′
= S ′⊕ < −, i, y >⇔
(
∀j 6= iB′′j = B′jetB
′′
i = B
′
i − {y}
)
(3.9)
Nous de´finissons alors γ+ (i,x) le nombre de t-subsets qui ne sont pas couverts dans
S mais qui seraient couverts si l’e´le´ment x serait inse´re´ dans Bi. De meˆme, γ
− (i,y)
repre´sente le nombre de t-subsets couverts dans S et qui ne le seraient plus si on
enlevait l’e´le´ment y de Bi :
γ+ (i, x) = f (S⊕ < +, i, x > )− f (S) (3.10)
γ− (i, y) = f (S)− f (S⊕ < −, i, y > ) (3.11)
Enfin, nous de´finissons θ (i, x, y) la composante corrective e´gale a` γ+ (i, x)−γ− (i, y)−
δ (i, x, y) de sorte que :
δ (i, x, y) = γ+ (i, x)− γ− (i, y)− θ (i, x, y) (3.12)
Dans l’imple´mentation propose´e, nous utilisons un vecteur de taille
(
v
t
)
, trois matrices
de tailles respectives b × k, b × (v − k) et b × v × v afin de conserver les valeurs de
cov, γ−, γ+ et θ, respectivement. Ces structures de donne´es sont initialise´es au de´but
de la recherche. Elles sont mises a` jour a` chaque ite´ration lorsqu’un mouvement est
effectue´. La performance δ (i, x, y) de chaque mouvement < i, x, y > peut alors eˆtre
obtenue en temps constant graˆce a` l’e´quation (3.12), car les valeurs ne´cessaires au
calcul sont simplement lues dans les matrices γ+, γ− and θ.
3.2.2 Formules de mise a` jour de γ+, γ− et θ
Afin de de´terminer comment initialiser et mettre a` jour les structures de donne´es,
nous analysons ce qu’il se passe au niveau de chaque t-subset. Ainsi, nous introdui-
sons les nouvelles notations suivantes : γ+T (.), γ
−
T (.) et θT (.) qui correspondent a` la
projection de γ+(.), γ−(.) et θ(.) sur un t-subset T en particulier.
De plus, nous de´finissons I0T,S l’ensemble des indices des blocs de la configuration S
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qui couvrent T :
I0T,S = {i : |T −Bi| = 0} (3.13)
I1T,S les indices des blocs qui couvrent tous les e´le´ments de T sauf un :
I1T,S = {i : |T −Bi| = 1} (3.14)
I2T,S les indices des blocs qui couvrent tous les e´le´ments de T sauf deux :
I2T,S = {i : |T −Bi| = 2} (3.15)
Enfin I>2T,S l’ensemble des indices des autres blocs :
I>2T,S = I − I0T,S − I1T,S − I2T,S (3.16)
On remarque que I0T,S, I1T,S, I2T,S et I>2T,S forment une partition de I,
et que cov(T, S) =
∣∣I0T,S∣∣.
Nous de´finissons f(T,S) par :
– f(T, S) = 1 si cov(T, S) = 0
– f(T, S) = 0 sinon
Ainsi, f(T, S) correspond a` la contribution d’un t-subset T a` la fonction de couˆt f et
on a :
f(S) =
∑
T∈T
f(T, S) (3.17)
Nous introduisons les de´finitions suivantes, ∀i ∈ I, ∀x ∈ V −Bi, ∀y ∈ Bi :
γ+T,S (i, x) = f (T, S⊕ < +, i, x > )− f (T, S) (3.18)
γ−T,S (i, y) = f (T, S)− f (T, S⊕ < −, i, y > ) (3.19)
θT,S (i, x, y) = γ
+
T,S (i, x)− γ−T,S (i, y)− (f (T, S⊕ < i, x, y > )− f (T, S))(3.20)
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On peut remarquer que :
γ+(i, x) =
∑
T∈T
γ+T,S (i, x) (3.21)
γ−(i, y) =
∑
T∈T
γ−T,S (i, y) (3.22)
θ(i, x, y) =
∑
T∈T
θT,S(i, x, y) (3.23)
Nous avons la proprie´te´ suivante :
Pour tout t-subset T , les valeurs de γ+T,S, γ
−
T,S et θT,S(i, x, y) valent 0, sauf dans les
cas indique´s dans le tableau 3.1 ci-apre`s.
Tableau 3.1 Contributions aux matrices γ et θ selon les diffe´rents cas de figures
Cas Condition Ele´ments de γ+T,S (.), γ
−
T,S (.),
et θT,S (.) diffe´rents de ze´ro.
C cov(T, S) = 0 ∀i ∈ I1T,S, T −Bi = {x} , γ+T,S (i, x) = 1
∀y ∈ T ∩Bi, θT,S (i, x, y) = 1
R cov(T, S) = 1 I0T,S = {i} , ∀y ∈ T, γ−T,S (i, y) = 1
Les matrices γ+, γ− et θ peuvent eˆtre initialise´es de la fac¸on suivante : on e´nume`re
tous les t-subsets tels que cov(T, S) = 0 ou 1 ; on met a` jour les structures de donne´es
en fonction de la valeur de cov(T, S). Conside´rons a` pre´sent un mouvement m. Nous
appelons ∆γ+T,S (m, i, x) le changement dans γ
+
T,S (i, x) apre`s que le mouvement m soit
effectue´ et de´fini par :
∆γ+T,S (m, i, x) = γ
+
T (i, x, S ⊕m)− γ+T (i, x, S) (3.24)
∆γ−T,S (m, i, y), ∆θT (m, i, x, y, S), ∆cov(m,T, S) se de´finissent de la meˆme fac¸on. En
conside´rant tous les cas possibles, on remarque que les valeurs de ∆γ+T,S (m, i, x),
∆γ−T,S (m, i, y), ∆θT,S (m, i, x, y) et ∆cov(m,T, S) sont nulles sauf dans des cas pre´cis
de´taille´s dans le tableau suivant. Il faut remarquer que nous utilisons des nota-
tions simplifie´es dans le tableau. Ainsi, ∆γ+T (i, x) remplace ∆γ
+
T,S (m, i, x), ∆γ
−
T (i, y)
remplace ∆γ−T,S (m, i, y), ∆θT (i, x, y) remplace ∆θT,S (m, i, x, y) et cov(T ) remplace
cov(T, S).
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3.2.3 Algorithmes de bas niveau
Apre`s l’exe´cution d’un mouvement m = (im, xm, ym), les matrices γ
+, γ− et θ
peuvent eˆtre mises a` jour ainsi : pour chaque t-subset T , l’algorithme ve´rifie si T
ve´rifie les conditions correspondant a` l’une des lignes de tableaux 3.2 ou 3.3. Si c’est
le cas, l’algorithme met a` jour les matrices γ+, γ− et θ et le tableau cov selon les
valeurs de ∆γ+T,S(.), etc. En pratique, plutoˆt que d’e´nume´rer tous les t-subsets, il est
plus efficace d’e´nume´rer les t-subsets qui ve´rifient les conditions de la ligne l, pour
l = 1..7.
Tableau 3.2 Modification des matrices γ et θ selon les diffe´rents cas de figures (cas
1 a` 4)
Cas Conditions Ele´ments de ∆γ+T (.), ∆γ
−
T (.),∆θT (.),
et ∆cov(.) diffe´rents de zero
∆cov(T ) = +1
cov (T, S) = 0 ∆γ+T (im, xm) = −1
xm ∈ T ∆γ−T (im, xm) = +1
1 ym /∈ T ∀y′ ∈ T − {xm} , ∆θT (im, xm, y′) = −1
im ∈ I1T ∆γ−T (im, y′) = +1
∀j ∈ IT,1, j 6= im, p = T −Bj, ∆γ+T (j, p) = −1
∀q ∈ T − {p} , ∆θT (j, p, q) = −1
cov (T, S) = 1
2 xm ∈ T ∆cov(T ) = +1
ym /∈ T soit IT,0 = {l} ,∀q ∈ T, ∆γ−T (l, q) = −1
im ∈ I1T
∆cov(T ) = −1
cov (T, S) = 1 ∆γ+T (im, ym) = +1
xm /∈ T ∆γ−T (im, ym) = −1
3 ym ∈ T ∀x′ ∈ T − {ym} , ∆θT (im, x′, ym) = +1
im ∈ I0T ∆γ−T (im, x′) = −1
∀j ∈ IT,1, j 6= im, p = T −Bj, ∆γ+T (j, p) = +1
∀q ∈ T − {p} , ∆θT (j, p, q) = +1
cov (T, S) = 2
4 xm /∈ T ∆cov(T ) = −1
ym ∈ T soit IT,0 = {im, l} , ∀q ∈ T, ∆γ−T (m, l, q) = +1
im ∈ I0T
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Tableau 3.3 Modification des matrices γ et θ selon les diffe´rents cas de figures (cas
5 a` 7)
Cas Conditions Ele´ments de ∆γ+T (.), ∆γ
−
T (.),∆θT (.),
et ∆cov(.) diffe´rents de zero
cov (T, S) = 0
5 xm ∈ T p = T −Bim − {xm} , ∆γ+T (im, p) = +1
ym /∈ T ∀q ∈ T − {p} , ∆θT (im, p, q) = +1
im ∈ I2T
cov (T, S) = 0
6 xm /∈ T p = T −Bim , ∆γ+T (im, p) = −1
ym ∈ T ∀q ∈ T − {p} , ∆θT (im, p, q) = −1
im ∈ I1T
cov (T, S) = 0 ∆γ+T (im, xm) = −1
7 xm ∈ T ∀y′ ∈ T − {xm} , ∆θT (im, xm, y′) = −1
ym ∈ T ∆γ+T (im, ym) = +1
im ∈ I1T ∀x′ ∈ T − {ym} , ∆θT (im, x′, ym) = +1
3.2.4 Illustration
Dans cette partie, nous expliquons a` l’aide de figures comment s’effectuent les
mises a` jour de´crites dans les parties pre´ce´dentes. Pour cela, nous montrons comment
obtenir les formules dans les tableaux 3.1,3.2 et 3.3. Nous rappelons que les valeurs
dans la matrice γ+ indiquent des gains de t-subsets couverts donc de contraintes
respecte´es, les valeurs de γ− des pertes et les valeurs dans θ des termes correctifs.
Le tableau 3.1 pre´sente deux situations qu’on appelle situations statiques. Lors-
qu’un t-subset et un bloc sont dans une de ces situations, ils contribuent aux valeurs
des matrices γ+, γ− ou θ.
La premie`re situation, que nous appelons situation Candidat ou situation “C”, est
la situation dans laquelle un bloc Bi est en bonne position pour couvrir un t-subset
T non couvert. Ainsi, si on a un t-subset T non couvert (i.e. tel que cov(T, S) = 0)
et un bloc Bi couvrant tous les e´le´ments de T sauf un (tel que i ∈ I1T,S), alors soit
x l’e´le´ment de T non couvert (x = T − Bi). La contribution γ+T,S(i, x) a` la matrice
γ+ est de 1 car le fait d’ajouter x au bloc Bi permet de couvrir le t-subset T comme
on peut le voir sur la situation “C” de la figure 3.2 ci-apre`s. Les contributions a` la
matrice θ permettent de prendre en compte le fait que si on ajoute x a` Bi mais qu’on
lui retire un e´le´ment qui appartient aussi au t-subset T alors T ne sera pas couvert
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apre`s le mouvement (et ainsi γ+T,S(i, x)− θT,S(i, x, y) = 1− 1 = 0).
La seconde situation, que nous appelons situation Rempart ou situation “R”, est
la situation dans laquelle un bloc Bi est le seul bloc a` couvrir un t-subset T . Ainsi,
dans cette situation, le seul bloc qui couvre T est Bi donc cov(T, S) = 1 (un seul
bloc de la configuration S couvre T ) et I0T,S = {i} (l’ensemble des blocs qui couvre T
est le singleton {i}). Alors, pour tous les e´le´ments y de T , la contribution γ−T,S(i, y)
a` la matrice γ− est de 1 car le fait de retirer l’e´le´ment y du bloc Bi de´couvrirait le
t-subset T comme on peut le voir sur la situation “R” de la figure 3.2 ci-apre`s.
Figure 3.2 Situations statiques : Ce sche´ma repre´sente les e´le´ments par des disques
(par exemple l’e´le´ment x est repre´sente´ par un disque vert). Le t-subset T est
repre´sente´ par un rectangle bleu. Le bloc Bi est repre´sente´ par un ovale vert dans
la premie`re situation et bleu dans la seconde. Remarquons qu’ici un e´le´ment est
contenu dans un ensemble, si le disque qui repre´sente l’e´lement est a` l’inte´rieur de la
figure repre´sentant cet ensemble. Par exemple sur le sche´ma de gauche, l’e´le´ment x
est contenu dans T car le disque qui le repre´sente est contenu dans le rectangle bleu,
mais n’est pas contenu dans Bi car le disque vert n’est pas a` l’inte´rieur de l’ovale vert.
Conside´rons a` pre´sent le mouvement < i, x, y >. Les mises a` jour dans les ta-
bleaux 3.1,3.2 et 3.3 correspondent simplement aux changements de situations des
blocs conside´re´s par rapport a` un t-subset T . Par exemple, dans le cas 1 du tableau,
le bloc Bi et le t-subset T sont dans la situation Candidat avant le mouvement (car
cov(T, S) = 0, i ∈ I1T,S et x ∈ T ) et dans la situation Rempart apre`s (car y /∈ T donc
le bloc Bi couvre T apre`s le mouvement et est le seul dans ce cas). Les e´ventuels blocs
Bj avec j 6= i qui e´taient aussi dans la situation Candidat pour couvrir T avant le
mouvement ne sont plus dans cette situation apre`s (lorsqu’un bloc n’est dans aucune
des deux situations particulie`res on dira qu’il est en situation “0”).
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Figure 3.3 Cas 1 : Le bloc Bi en situation Candidat couvre le t-subset T graˆce au
mouvement
On peut, a` partir de cette analyse, de´duire les variations affiche´es dans le ta-
bleau 3.2 de la fac¸on suivante.
Avant le mouvement, Bi et les e´ventuels Bj sont en situation Candidat, donc on
a :
– γ+T,S (i, x) = 1
– ∀y′ ∈ T − {x}, θT,S(i, x, y′) = 1
– γ−T,S(i, x) = 0
– ∀y′ ∈ T − {x}, γ−T,S(i, y′) = 0
– ∀j ∈ IT,1, j 6= i, p = T −Bj, γ+T,S (j, p) = 1
– ∀q ∈ T − {p} , θT,S (j, p, q) = 1
Apre`s le mouvement, Bi est en situation Rempart et les Bj dans aucune des deux
situations, donc on a :
– cov(T, S) = 1
– γ+T,S (i, x) = 0
– ∀y′ ∈ T − {x}, θT,S(i, x, y′) = 0
– γ−T,S(i, x) = 1
– ∀y′ ∈ T − {x}, γ−T,S(i, y′) = 1
– ∀j ∈ IT,1, j 6= i, p = T −Bj, γ+T,S (j, p) = 0
– ∀q ∈ T − {p} , θT,S (j, p, q) = 0
En observant les changements avant et apre`s, on de´duit les variations du cas 1
donne´es dans le tableau 3.2.
Notons qu’on repre´sente en vert (ou en bleu pour Bj dans les figures 3.3 et 3.5)
43
le bloc en situation Candidat et l’e´le´ment associe´ (c’est a` dire celui qu’il faut ajouter
au bloc pour couvrir le t-subset T ) et en rouge le bloc en situation Rempart ainsi que
tous les e´le´ments du t-subset concerne´.
Les autres cas peuvent s’analyser de fac¸on similaire. Le tableau 3.4 ci-apre`s donne
les situations des blocs par rapport a` un t-subset T avant et apre`s le mouvement. Les
figures illustrant ces diffe´rentes situations sont donne´es par la suite.
Tableau 3.4 Situation des blocs par rapport au t-subset T selon les diffe´rents cas
e´nonce´s
Cas Bloc Avant Apre`s Figure
1 Bi C R figure 3.3
Bj C 0
2 Bl R 0 figure 3.4
3 Bi R C figure 3.5
Bj 0 C
4 Bl 0 R figure 3.6
5 Bi 0 C figure 3.7
6 Bi C 0 figure 3.8
7 Bi C C figure 3.9
Figure 3.4 Cas 2 : Le bloc Bl quitte la situation Rempart suite a` la couverture du
t-subset T par le bloc Bi apre`s le mouvement
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Figure 3.5 Cas 3 : Le bloc Bi en situation Rempart avant le mouvement passe en
situation Candidat en de´couvrant le t-subset T
Figure 3.6 Cas 4 : Le bloc Bl passe en situation Rempart suite a` la de´couverture du
t-subset T par Bi
Figure 3.7 Cas 5 : Le mouvement fait entrer le bloc Bi en situation Candidat par
rapport au t-subset T
45
Figure 3.8 Cas 6 : Le mouvement fait sortir le bloc Bi de la situation Candidat par
rapport au t-subset T
Figure 3.9 Cas 7 : Le mouvement modifie la situation Candidat du bloc Bi par
rapport au t-subset T qui e´tait candidat avec l’e´le´ment x avant le mouvement et qui
est candidat avec l’e´le´ment y apre`s
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Un dernier point concerne la fac¸on dont on trouve les t-subsets, par exemple ceux
qui ve´rifient les conditions du cas 1 du tableau 3.2. En pratique, l’algorithme de mise
a` jour e´nume`re tous les (t−1)-subsets contenus dans (Bi−{y}). Soit E un tel (t−1)-
subset, on pose T = E ∪ {x}. Si cov(T, S) = 0, alors on est suˆr que le t-subset T
ve´rifie toutes les conditions du cas 1 du tableau 3.2.
3.2.5 Indic¸age des t-subsets
Un proble`me rencontre´ lors de l’imple´mentation consiste a` trouver un moyen ef-
ficace d’indicer les t-subsets. Nous en avons besoin en particulier pour manipuler le
tableau cov et nous assurer qu’il a une taille optimale.
Le proble`me consiste a` trouver une bijection entre l’ensemble des t-subsets (sous-
ensembles a` t e´le´ments de V) et l’ensemble {1 . . . (v
t
)}. Il faut pour cela ranger les
t-subsets selon l’ordre lexicographique. Des algorithmes permettant de trouver un
t-subset a` partir de sa position ou le contraire peuvent eˆtre trouve´s dans [36].
Dans nos algorithmes, nous cherchons la position de t-subsets donne´s dans l’en-
semble des t-subsets range´s en ordre lexicographique. Soit (m1, . . . ,mt) un t-subset
(tel que m1 < · · · < mt) et i la position de ce t-subset, la formule donnant i est :
i =
k∑
j=1
(
mj
j
)
(3.25)
Pour trouver la position d’un t-subset, il faut utiliser des coefficients binomiaux.
Nous avons pour cela pre´calcule´ le triangle de pascal pour avoir tous les coefficients
binomiaux
(
i
j
)
avec i et j plus petits que v.
3.2.6 Imple´mentation efficace d’ensembles d’e´le´ments
Dans nos algorithmes, les ope´rations les plus e´le´mentaires et qui influencent gran-
dement la rapidite´ d’exe´cution sont les ope´rations concernant les ensembles d’e´le´ments
tels que les blocs ou les t-subsets. Il arrive en effet fre´quemment que l’algorithme teste
si un e´le´ment ou un t-subset appartient a` un bloc. Cela arrive dans la proce´dure de
mises a` jour pour tester la plupart des conditions des tableaux 3.2 et 3.3. Pour pou-
voir faire des ope´rations efficaces, il est crucial d’utiliser une bonne repre´sentation
nume´rique des ensembles d’e´le´ments.
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Conside´rons un bloc qui contient donc k e´le´ments. Une fac¸on simple de repre´senter
ce bloc serait par exemple de lui associer un vecteur de taille k dans lequel serait
range´ chaque e´le´ment appartenant au bloc. Cependant, cette fac¸on de faire n’est pas
efficace. En effet pour savoir si un e´le´ment appartient a` un bloc, l’algorithme est
oblige´ de comparer l’e´le´ment en question avec les e´le´ments contenus dans le vecteur
repre´sentant le bloc (ope´ration qui se fait en O(log(k)) si on conside`re l’ope´ration
consistant a` comparer deux nombres comme e´le´mentaire).
Notre approche consiste a` utiliser la repre´sentation binaire des nombres qui peuvent
eˆtre vus comme des vecteurs de bits. Par exemple, le bloc (1, 2, 5) peut se repre´senter
par le nombre 19 qui s’e´crit 10011 en nombre binaire (on e´crit 1910 = 100112). De
fac¸on plus mathe´matique soit l le nombre repre´sentant le bloc (m1, . . . ,mk) alors :
l =
k∑
j=1
2mj−1 (3.26)
L’avantage de cette repre´sentation est qu’elle acce´le`re les tests d’appartenance graˆce
aux ope´rateurs logiques : pour savoir si un e´le´ment j appartient a` un bloc B repre´sente´
par l, il suffit de conside´rer le nombre re´sultant d’un ET binaire entre ces deux
nombres. Si [(2j−1 ET l) = 0] est ve´rifie´e alors j /∈ B. De meˆme pour tester si un
bloc B repre´sente´ par l couvre un t-subset repre´sente´ par r, on teste si l’e´galite´
[(l ET r) = r] est ve´rifie´e.
Nous pouvons maintenant de´crire plus en de´tail les ope´rations consistant a` savoir
si l’indice d’un bloc appartient a` I0T,S, I1T,S ou I2T,S. Soit Bi un bloc repre´sente´ par
l et T un t-subset repre´sente´ par l. Savoir si i ∈ I0T,S consiste a` savoir si Bi couvre
T et a de´ja` e´te´ de´crit pre´ce´demment. Tester si i ∈ I1T,S peut se faire en listant tous
les e´le´ments n’appartenant pas a` Bi ; soit j un tel e´le´ment, il suffit de tester si T est
couvert par Bi ∪ {j}. Il suffit donc de tester si l’e´galite´ [((l + 2j−1) ET r) = r] est
vraie. Comme il faut tester tous les e´le´ments non contenus dans Bi et qu’on ne sait
pas a priori si un e´le´ment appartient a` Bi ou non, l’ope´ration se fait en O(v). Il faut
tester si i ∈ I2T,S dans le cas 5 du tableau et ce cas uniquement. Notons que dans
ce cas, nous conside`rons le mouvement < im, xm, ym > et nous avons une condition
supple´mentaire qui est xm ∈ T . En particulier xm /∈ Bi. Ainsi pour savoir si i ∈ I2T,S
il suffit de tester si Bi ∪ {xm} ∪ {j} couvre T ou` j est un e´le´ment diffe´rent de xm
n’appartenant pas a` Bi. De meˆme que pre´ce´demment, il suffit donc de conside´rer
48
tous les j possibles et de tester si l’e´galite´ [((l + 2xm−1 + 2j−1) ET r) = r] est vraie.
L’ope´ration se fait donc aussi en O(v).
Une dernie`re remarque concerne le calcul de 2j−1. 2j−1 est la repre´sentation binaire
de l’e´le´ment j (en effet si par exemple j = 4 alors 2310 = 810 = 10002). Le calcul de 2
j−1
peut se faire simplement en utilisant l’ope´rateur de de´calage de bits vers la gauche
(<< en C++). Ainsi en C++, 2j−1 se calcule en utilisant l’expression [1<<(j − 1)]
(on de´cale un bit j − 1 fois).
3.2.7 Pseudo-code des algorithmes de mise a` jour
Nous donnons dans cette partie deux proce´dures pour faire des ope´rations ensem-
blistes et la proce´dure permettant de faire les mises a` jour. La proce´dure Union prend
en argument deux ensembles et renvoie l’union ensembliste de ces deux ensembles.
Proce´dure Union(ensemble1, ensemble2)
Renvoyer ensemble1 + ensemble2 ;
La proce´dure Appartient prend en argument deux ensembles et renvoie VRAI si le
premier ensemble est inclus dans le second.
Proce´dure Appartient(ensemble1, ensemble2)
Si [(ensemble1 ET ensemble2) = ensemble1] alors Renvoyer V RAI ;
Sinon Renvoyer FAUX ;
Pour imple´menter ces deux proce´dures, on utilise les vecteurs de bits comme de´crit
dans la partie 3.2.6. Pour simplifier par la suite on notera E1 ∪ E2 a` la place de
Union(E1,E2) et E1 ∈ E2 a` la place de Appartient(E1,E2).
Nous de´crivons a` pre´sent la proce´dure MiseAJour qui permet d’effectuer les mises
a` jour du tableau cov et des matrices γ+, γ− et θ comme de´crit dans les parties 3.2.2
et 3.2.3.
Proce´dure MiseAJour(S, b, i, x, y)
∀E sous-ensemble de Bi − {y} a` (t− 1)-e´le´ments faire
T1 = E ∪ {x} ;
Si cov(T1) = 0 alors //traitement du cas 1
γ+(i, x)−− ;
Pour q = 1..v, si q ∈ T1 faire
γ−(i, q) + + ;
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Si q 6= x
θ(i, x, q)−− ;
finSi
finPour
Pour j = 1..b, j 6= i faire
Pour p = 1..v, si p ∈ T1 faire
Si NON p /∈ Bj ET T1 ∈ Bj ∪ {p} alors
γ+(j, p)−− ;
Pour q = 1..v, si q ∈ T1 ET q 6= p faire
θ(j, p, q)−− ;
finPour
finSi
finPour
finPour
finSi
Si cov(T1) = 1 alors //traitement du cas 2
Pour j = 1..b, si T1 ∈ Bj faire
Pour q = 1..v, si q ∈ T1 faire
γ−(j, q)−− ;
finPour
finPour
finSi
cov(T1) + + ;
T2 = E ∪ {y} ;
Si cov(T2) = 1 alors //traitement du cas 3
γ+(i, x) + + ;
Pour q = 1..v, si q ∈ T2 faire
γ−(i, q)−− ;
Si q 6= y
θ(i, y, q) + + ;
finSi
finPour
Pour j = 1..b, j 6= i faire
Pour p = 1..v, si p ∈ T2 faire
Si NON p /∈ Bj ET T2 ∈ Bj ∪ {p} alors
γ+(j, p) + + ;
Pour q = 1..v, si q ∈ T2 ET q 6= p faire
θ(j, p, q) + + ;
finPour
finSi
finPour
50
finPour
finSi
Si cov(T1) = 2 alors //traitement du cas 4
Pour j = 1..b, si T2 ∈ Bj faire
Pour q = 1..v, si q ∈ T2 faire
γ−(j, q) + + ;
finPour
finPour
finSi
cov(T2)−− ;
∀E′ sous-ensemble de Bi − {y} a` (t− 2)-e´le´ments faire
Pour p = 1..v, si p /∈ E′ ∪ {x} ∪ {y} faire
T3 = E′ ∪ {x} ∪ {p} ; //traitement du cas 5
Si cov(T3) = 0 alors
γ+(i, p) + + ;
Pour q = 1..v, si q ∈ T3 ET q 6= p faire
θ(i, p, q) + + ;
finPour
finSi
T4 = E′ ∪ {y} ∪ {p} ; //traitement du cas 6
Si cov(T4) = 0 alors
γ+(i, p)−− ;
Pour q = 1..v, si q ∈ T3 ET q 6= p faire
θ(i, p, q)−− ;
finPour
finSi
finPour
T5 = E′ ∪ {x} ∪ {y} ; //traitement du cas 7
Si cov(T5) = 0 alors
γ+(i, x)−−
Pour q = 1..v, si q ∈ T5 ET q 6= p faire
θ(i, x, q)−− ;
finPour
γ+(i, y) + +
Pour q = 1..v, si q ∈ T5 ET q 6= p faire
θ(i, y, q) + + ;
finPour
finSi
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Chapitre 4
RE´SULTATS EXPE´RIMENTAUX
Dans cette partie, nous pre´sentons l’ensemble des re´sultats obtenus lors de nos expe´rimentations.
Celles-ci ont consiste´ dans un premier temps a` mesurer le gain obtenu lorsqu’on utilise les structures
de donne´es que nous avons conc¸ues. Puis nous pre´sentons les performances de notre algorithme
TS-CD lorsque nous l’avons teste´ sur les jeux de donne´es pre´sents dans les archives de La Jolla
Covering Repository [22]. Ensuite nous e´tudions comment se comporte notre algorithme tabou avec
diversification sur un petit nombre de cas choisis. Enfin, nous pre´sentons les re´sultats obtenus par
notre algorithme me´me´tique.
4.1 Ame´liorations due aux structures de donne´es
Nous avons voulu e´valuer l’efficacite´ de nos structures de donne´es en comparant nos algorithmes
de bas niveau a` ceux propose´s pre´ce´demment par Nurmela puis par Dai et al. Nous avons pour
cela imple´mente´ un algorithme tabou identique au noˆtre, mais utilisant les anciennes structures de
donne´es (celles de´veloppe´es par Nurmela [31]). Nous comparons a` la fois la taille me´moire ne´cessaire a`
la mise en œuvre de chacune des imple´mentations et la vitesse d’exe´cution en temps CPU. La taille
me´moire a e´te´ calcule´e tandis que le temps CPU a e´te´ mesure´ en utilisant les meˆmes conditions
(meˆme algorithme de haut niveau, meˆmes ressources mate´rielles et meˆme compilateur pour chacune
des imple´mentations).
Pour rappel, dans l’imple´mentation de Nurmela les structures de donne´es principales sont les
suivantes :
– La matrice contenant pour chaque bloc les nume´ros de ses voisins : il y a
(
v
k
)
blocs, chacun
ayant k(v − k) voisins soit au total (vk)× k(v − k) pour la taille de cette matrice.
– La matrice contenant pour chaque bloc les nume´ros des t-subsets qu’il couvre : un bloc couvre(
k
t
)
t-subsets donc la taille de cette matrice est
(
v
k
)× (kt).
– Le vecteur contenant pour chaque t-subset le nombre de bloc qui le couvre : ce vecteur est de
taille
(
v
t
)
qui est le nombre de t-subsets.
Nos structures de donne´es contiennent :
– Le vecteur cov qui contient pour chaque t-subset le nombre de bloc qui le couvre et qui est
de taille
(
v
t
)
.
– La matrice γ+ de taille b× (v − k)
– La matrice γ− de taille b× k
– La matrice θ de taille b× v × v
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E´tant donne´ que chaque entier est enregistre´ sur 4 octets, les tailles totales des structures de donne´es
sont donne´es par les formules suivantes :
Size1 = 4/1024
((
v
k
)
× (v − k) +
(
v
k
)
×
(
k
t
)
+
(
v
t
))
(4.1)
Size2 = 4/1024
(
b× v + b× v × v +
(
v
t
))
(4.2)
Ou` Size1 et Size2 de´signent les tailles en ko des structures de donne´es de Nurmela et des noˆtres
respectivement.
Nous avons compare´ les deux imple´mentations dans le tableau ci-apre`s pour diffe´rents jeux de
donne´es. Les 4 premie`res colonnes donnent les caracte´ristiques des jeux de donne´es (v, k, t et b). Les
colonnes 5 et 6 donnent le temps CPU en secondes ne´cessaire pour faire 1000 ite´rations. La colonne
5 donne les temps de calcul pour l’algorithme tabou utilisant les structures de donne´es de Nurmela
tandis que la colonne 6 donne les temps de calcul de notre algorithme tabou utilisant les structures
de donne´es que nous proposons. Les tests ont e´te´ effectue´s sur une machine Intel Xeon @ 2.2Ghz
avec 8Go de me´moire vive. Les programmes ont e´te´ e´crits en C++ (compile´s avec g++ avec l’option
O3). La colonne 7 donne l’acce´le´ration obtenue avec les nouvelles structures de donne´es. Il s’agit du
rapport entre la valeur qui se trouve dans la colonne 6 et celle de la colonne 5. Pour plusieurs jeux
de donne´es, notre machine n’a pas pu exe´cuter l’algorithme avec l’imple´mentation de Nurmela faute
d’espace me´moire. Pour ces jeux de donne´es, il n’y a pas de valeur dans les colonnes 5 et 7. Les
colonnes 8 et 9 indiquent la taille me´moire en ko des principales structures de donne´es ne´cessaires a`
l’exe´cution de chaque imple´mentation (colonne 8 pour celle de Nurmela et colonne 9 pour la noˆtre).
Ces nombres sont calcule´s graˆce aux formules donne´es pre´ce´demment pour Size1 et Size2. Nous
avons ve´rifie´ sur 3 jeux de donne´es que les nombres calcule´s correspondaient bien a` la taille me´moire
effectivement utilise´e par la machine.
D’apre`s ces donne´es, le temps d’une exe´cution de 106 ite´rations varie pour notre imple´mentation
entre moins de 4 minutes (pour (v, k, t) = (12, 5, 3)) et plus de 48 heures (pour (v, k, t) = (25, 16, 8)).
Sur les jeux que peut traiter l’autre imple´mentation, cela irait the´oriquement jusqu’a` 58 jours (pour
(v, k, t) = (22, 14, 7)). Nous observons par ailleurs que l’acce´le´ration obtenue par nos algorithmes par
rapport a` ceux de Nurmela varie entre 5 et 95 sur les jeux de donne´es teste´s. L’acce´le´ration est faible
(infe´rieure a` 10) pour seulement les deux jeux de donne´es les plus petits. De plus, l’acce´le´ration a
tendance a` augmenter lorsque la taille des jeux de donne´es augmente (i.e. la taille de v, t et b).
Nous remarquons que la quantite´ de me´moire ne´cessaire a` l’exe´cution de l’algorithme avec les
structures de donne´es de Nurmela explose : pour (v, k, t) = (30, 16, 5) l’algorithme aurait the´oriquement
besoin de 2.6 To de me´moire pour s’exe´cuter (contre 778 ko pour notre imple´mentation). Tous les
jeux de donne´es qui ne´cessitent plus de 8 Go de me´moire n’ont d’ailleurs pas pu eˆtre exe´cute´s. Nos
structures de donne´es utilisent l’espace me´moire de fac¸on plus raisonnable et n’ont jamais eu besoin
de plus de 5 Mo sur les jeux de donne´es teste´s.
En re´sume´, les donne´es pre´sente´es ci-dessus montrent que l’implantation que nous avons propose´e
ne pose pas de proble`me d’explosion de la taille de la me´moire, contrairement a` la meilleure technique
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Tableau 4.1 Comparaison entre deux imple´mentations : celle de Nurmela (Impl.1)
et la noˆtre (Impl.2) pour diffe´rents jeux de donne´es
Jeu de donne´es Temps cpu pour 1000 ite´rations Espace me´moire (en ko)
v k t b Impl. 1 Impl. 2 Acce´le´ration Impl. 1 Impl. 2
12 5 3 28 1.04 0.22 5 140 18
12 7 5 58 5.10 0.55 9 176 38
13 9 6 38 11.42 0.99 12 342 34
16 9 6 168 99.05 4.26 23 6600 210
18 12 8 205 857.01 16.20 53 41287 445
20 9 5 219 315.02 9.30 34 147682 420
20 12 7 185 1178.37 39.15 30 437261 606
21 11 6 233 1074.47 24.16 44 788312 632
22 14 7 133 5020.98 64.74 78 4427482 929
23 7 4 252 148.86 12.61 12 140808 578
23 12 4 30 169.61 1.79 95 3311569 99
23 12 5 80 756.34 10.54 72 4880288 304
23 16 8 150 - 96.82 - 12434057 2239
24 11 3 19 47.36 0.80 59 3003181 52
24 12 5 85 - 18.21 - 9887236 365
25 16 8 297 - 174.95 - 103860774 4979
27 16 7 232 - 170.70 - 591597954 4154
30 11 4 143 - 13.62 - 115016180 627
30 16 5 61 - 16.70 - 2608519789 778
connue jusqu’a` pre´sent (l’imple´mentation propose´e par Nurmela [31]). De plus, elle est ge´ne´ralement
de 10 a` 100 fois plus rapide. La technique propose´e constitue donc un progre`s conside´rable par
rapport aux techniques existantes. Elle pourra eˆtre utilise´e avec profit par ceux qui implanteront
dans l’avenir des algorithmes de recherche locale pour le proble`me du Covering Design.
4.2 Re´sultats obtenus avec l’algorithme TS-CD
Dans cette partie, nous pre´sentons les re´sultats obtenus avec notre algorithme TS-CD. Nous
avons teste´ tous les jeux de donne´es tels que v ≤ 32 et t ≤ 8 avec k suffisamment grand pour avoir
un nombre de blocs b plus petit que 300. De fait, c’est plus de 700 jeux de donne´es qui ont e´te´ teste´s.
Au cours des expe´rimentations, nous avons utilise´ les parame`tres suivants :
itermax = 106, iterdiv = 103, iterreg = 2 × 105 − 103. Nous avons choisi de prendre itermax = 106
car cela permet a` une exe´cution de durer moins de 30 minutes pour la plupart des jeux de donne´es.
Pour lgtl0, nous avons teste´ les valeurs 2, 3 et 4. E´tant donne´ que la longueur de liste taboue varie
beaucoup, une de ces trois valeurs est ade´quate conside´rant les jeux de donne´es teste´s. Nous avons
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fixe´ le parame`tre b0 a` UB − 1, ou` UB repre´sente la meilleure borne supe´rieure connue au moment
ou` nous avons fait nos expe´riences, afin de chercher directement des coverings meilleurs que ceux
actuellement existant. Nous avons effectue´ 10 exe´cutions pour chaque jeu de donne´es teste´.
Ces expe´rimentations nous ont permis de trouver de nouveaux records pour 75 jeux de donne´es,
dont 70 toujours valides (voir le tableau en Annexe). Chaque ligne du tableau correspond a` un
jeu de donne´es. La premie`re colonne donne les valeurs des parame`tres v, k et t pour le jeu de
donne´es conside´re´. La quatrie`me colonne (note´e “LB”) donne la meilleure borne infe´rieure connue.
La cinquie`me colonne (“UB”) indique la borne supe´rieure connue avant que nous commencions nos
expe´riences. Les deux colonnes suivantes donnent la nouvelle borne supe´rieure trouve´e par notre
algorithme (“new UB”) et la diffe´rence entre la nouvelle borne et l’ancienne (“diff.”). Les deux
colonnes qui suivent (“nb.succ.”) indiquent combien d’exe´cutions (parmi 10) ont conduit a` une
ame´lioration de la pre´ce´dente borne supe´rieure (colonne 9) et combien ont pu atteindre la nouvelle
borne (colonne 8). Enfin, la dernie`re colonne (“lgtl0”) affiche la valeur du parame`tre lgtl0 utilise´e
pour atteindre le re´sultat pre´sente´ ici. Par exemple pour (v, k, t) = (28, 11, 4) (avant dernie`re ligne
de la premie`re page du tableau en annexe), l’ancienne borne supe´rieure valait UB = 108. Notre
algorithme a donc e´te´ exe´cute´ 10 fois avec b0 = UB − 1 = 107. Les meilleures solutions trouve´es
par l’algorithme contiennent 104 blocs, ce qui constitue une ame´lioration de 4 unite´s. Pour ce jeu
de donne´es, l’algorithme est parvenu a` trouver 3 fois une solution constitue´e de 104 blocs ; 2 autres
exe´cutions ont conduit a` une solution le´gale compose´e de 105, 106 ou 107 blocs ; tandis que les 5
exe´cutions restantes ont e´choue´ dans la recherche d’une solution avec 107 blocs.
Nous observons dans le tableau en annexe que les bornes supe´rieures ont e´te´ ame´liore´es de 1
unite´ dans 29 cas, de 2 dans 20 cas, de 3 dans 13 cas, de 4 dans 4 cas, de 5 dans 2 cas, de 6 dans 2
cas et de 9 ou plus dans 3 cas. Notre algorithme a par exemple permis d’ame´liorer un des anciens
records de 20 unite´s (pour (v, k, t) = (30, 10, 4)). On remarque aussi que notre algorithme n’a e´te´
en mesure d’obtenir qu’une seule ame´lioration (pour 10 exe´cutions) dans un peu moins de la moitie´
des cas.
En plus des test de´crits ci-dessus, nous avons re´alise´ des tests comple´mentaires en utilisant
d’autres techniques. En particulier, un record a e´te´ battu graˆce a` la me´thode des filons (c.f. par-
tie 4.4.4). Il s’agit du jeu de donne´es (30, 11, 4) (situe´ sur la deuxie`me page du tableau en annexe).
Jusqu’a` pre´sent, les meilleurs re´sultats obtenus en utilisant des me´taheuristiques, e´taient ceux
utilisant l’algorithme MLTS [10]. L’algorithme MTLS avait e´te´ utilise´ pour traiter des jeux de
donne´es tels que v ≤ 20, t ≤ 8 et b ≤ 200. Il a permis de trouver des nouveaux records pour
38 jeux de donne´es dont 23 sont encore d’actualite´. Si nous analysons le tableau en annexe, nous
remarquons que notre algorithme a e´te´ efficace pour deux cate´gories de jeux de donne´es. La premie`re
contient 69 jeux de donne´es et correspond aux plus grandes valeurs de v (20 ≤ v ≤ 32) et aux petites
valeurs de t (3 ≤ t ≤ 6) : ces jeux de donne´es correspondent aux 69 premie`res lignes du tableau.
Notons que ces jeux de donne´es (sauf les trois pour lesquels v = 20) n’ont pas pu eˆtre traite´s avec
l’algorithme MLTS a` cause de la valeur trop grande de v. La seconde cate´gorie correspond a` 6 jeux
de donne´es pour lesquels v est assez petit (15 ≤ v ≤ 20) et la valeur de t est grande (t = 7 ou 8). De
plus, nous pouvons remarquer que notre algorithme n’est pas efficace pour de grandes valeurs de b
avec seulement deux records battus pour b ≥ 150.
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Il est remarquable de constater que notre algorithme est arrive´ a` battre des records pour des
jeux de donne´es assez petits compare´s a` l’ensemble des jeux de donne´es qu’on peut trouver sur le
site de Gordon [22] (v ≤ 32 alors que La Jolla contient des jeux de donne´es pouvant aller jusqu’a`
v = 99 et b < 300 alors qu’il existe des coverings contenant plusieurs milliers de blocs). Ces jeux sont
donc plus faciles a` traiter mais plus difficile a` ame´liorer, car ils ont e´te´ vraisemblablement beaucoup
plus teste´s par les gens qui s’inte´ressent au proble`me que les gros jeux dans l’archive.
Nous n’avons pas compare´ nos re´sultats a` ceux obtenus avec les autres me´taheuristiques. Les
re´sultats pre´sente´s par Nurmela et O¨sterg˚ard sont anciens et assez peu pertinents (les jeux de donne´es
traite´s sont petits et peu nombreux). Quant aux re´sultats pre´sente´s par Dai et al., il nous manque
un certain nombre de renseignements pour pouvoir faire une comparaison qui a du sens. En effet,
Dai et al. nous donnent des plages de parame`tres pour l’ensemble des jeux de donne´es plutoˆt que des
parame`tres spe´cifiques pour chaque jeu de donne´es. Nous ne connaissons que la meilleure valeur de
la fonction de couˆt trouve´e pour un b donne´ pour l’ensemble des jeu de donne´es. Dai et al. pre´cisent
pour les jeux de donne´es pour lesquels ils ont trouve´ une ame´lioration un nombre d’ite´rations et un
temps CPU, mais nous ne savons pas si ce sont des moyennes ou les meilleurs re´sultats trouve´s, ni
sur quelle machine chaque re´sultat a e´te´ trouve´.
4.3 Expe´rimentations effectue´es avec l’algorithme
me´me´tique
Nous pre´sentons ici les tests que nous avons effectue´s avec l’algorithme me´me´tique. Nous nous
sommes inte´resse´s a` deux aspects : savoir lequel des trois croisements que nous avons propose´s est
le plus efficace et savoir si en re´glant correctement les parame`tres nous pouvions faire mieux que
l’algorithme tabou avec diversification.
Nous avons tente´ de comparer le nombre de re´ussites pour 10 exe´cutions sur chacun des 5 jeux
de donne´es. Les jeux de donne´es ont e´te´ choisis de fac¸on a` n’eˆtre ni trop faciles (nous ne voulons
pas que toutes les techniques re´ussissent 10 fois) ni trop difficiles (nous ne voulons pas non plus
qu’elles e´chouent 10 fois). Les jeux de donne´es ont e´te´ pris parmi ceux qui ont e´te´ ame´liore´s par
notre algorithme tabou. Afin de ne pas introduire de biais, nous avons aussi relance´ notre algorithme
TS-b-CD sur les jeux de donne´es et nous pre´sentons pour celui-ci nos derniers re´sultats.
4.3.1 Comparaison des diffe´rents croisements propose´s
Nous avons compare´ les trois croisements dans les meˆmes conditions a` savoir avec les parame`tres
suivants : taillepop = 5, nbgen = 25 et itermax = 40000.
Les re´sultats sont pre´sente´s dans le tableau 4.2 ci-apre`s :
– Chaque ligne correspond a` un croisement (X1, X2 et X3).
– Chaque colonne correspond a` un jeu de donne´es pre´sente´ par ses parame`tres sous la forme
(v, k, t) et b le nombre de blocs pour lequel nous cherchons une solution (nous rappelons qu’on
re´sout ici le proble`me de de´cision consistant a` trouver une solution pour un b fixe´).
56
– Dans chaque case du tableau, nous indiquons le nombre de fois ou` une solution est trouve´e
sur un total de 10 essais.
Tableau 4.2 Nombre de solutions trouve´es par chacun des croisement pour 10
exe´cutions sur diffe´rents jeux de donne´es
(v, k, t) : (16, 9, 6) (30, 15, 5) (24, 15, 5) (27, 11, 4) (28, 8, 3)
b 169 94 36 95 73
X1 0 4 0 0 0
X2 1 5 0 1 1
X3 0 9 0 0 0
Il nous apparait que le meilleur croisement est X2. Pour les 5 jeux de donne´es, X1 n’a jamais
fait mieux que X2 et n’a trouve´ que des (30, 15, 5)-covering designs (4 sur 10 contre 5 pour X2). X3
a fait mieux que X2 sur ce meˆme jeu de donne´es en trouvant une solution 9 fois sur 10, mais n’a
rien trouve´ non plus pour les autres jeux de donne´es. X2 a en effet re´ussi a` trouver au moins une
solution pour 4 jeux de donne´es sur les 5 essaye´s.
4.3.2 Re´glages des parame`tres avec le croisement X2 et com-
paraison avec l’algorithme tabou avec diversification
Dans cette nouvelle se´rie d’expe´riences, nous avons teste´ diffe´rentes combinaisons de valeurs
pour taillepop, nbgen et itermax. Nous pre´sentons donc le tableau ci-apre`s ou` :
– Chaque colonne correspond a` un jeu de donne´es comme pre´ce´demment.
– La deuxie`me ligne donne les re´sultats de notre algorithme de de´cision TS-b-CD pour 106
d’ite´rations. Nous avons relance´ les tests, car nous avons constate´ un biais par rapport aux
re´sultats originaux (nous avons en effet choisi les jeux de donne´es, spe´cifiquement a` cause de
la bonne performance de l’algorithme tabou exe´cute´ la premie`re fois sur ces jeux).
– Les lignes suivantes correspondent toutes a` des exe´cutions de l’algorithme me´me´tique avec le
croisement X2 et des jeux de parame`tres diffe´rents. Nous les de´notons dans le tableau par un
triplet de la forme
(taillepop, nbgen, itermax/1000).
– Dans chaque case du tableau, nous indiquons le nombre de fois ou` une solution est trouve´e
sur un total de 10 essais chaque.
Notons enfin que pour que la comparaison soit e´quitable, nous avons attribue´ le meˆme nombre
d’ite´rations que pour l’algorithme tabou a` toutes les exe´cutions. Ainsi nbgen × itermax = 106 pour
toutes les exe´cutions.
Les re´sultats de ce tableau ne montrent pas vraiment de jeu de parame`tres particulie`rement
plus efficace que les autres ou que l’algorithme tabou. Si nous nous inte´ressons, pour chaque ligne,
au nombre de jeux de donne´es pour lesquels nous avons trouve´ au moins une solution, alors seul le
jeu de parame`tres (4, 25, 40) a re´ussi a` faire aussi bien que l’algorithme tabou en re´ussissant pour 4
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Tableau 4.3 Tests avec le croisement X2 pour diffe´rents jeux de parame`tres
(v, k, t) : (16, 9, 6) (30, 15, 5) (24, 15, 5) (27, 11, 4) (28, 8, 3)
b 169 94 36 95 73
TS-b-CD 1 6 1 0 1
(10, 100, 10) 0 7 1 0 2
(4, 25, 40) 2 8 1 0 1
(5, 12, 83) 0 7 0 0 0
(5, 50, 20) 0 8 0 2 0
(10, 25, 40) 0 9 0 0 1
(10, 50, 20) 1 4 0 0 1
jeux de donne´es. Ce jeu de parame`tres est d’ailleurs le seul qui a re´ussi a` faire mieux que tabou sur
tous les jeux de donne´es, bien que sa domination ne soit pas e´crasante. D’autres jeux de parame`tres
arrivent a` faire ponctuellement mieux que (4, 25, 40) ou tabou, mais les re´sultats sont ge´ne´ralement
tre`s proches les uns des autres.
Conside´rant ces re´sultats, il apparait que l’algorithme me´me´tique avec le croisement propose´
n’est pas la solution miracle, meˆme si ses re´sultats semblent un peu meilleurs que ceux de l’algorithme
tabou avec diversification.
4.4 Analyse du comportement de l’algorithme
Dans cette partie, nous pre´sentons et analysons des profils d’exe´cution. Un profil d’exe´cution
donne une ide´e du comportement de l’algorithme en montrant comment e´volue la fonction de couˆt au
cours de la recherche. Nous avons graˆce a` cela mis en e´vidence des phe´nome`nes apparaissant lors de
l’exe´cution de notre algorithme tabou. Nous caracte´risons en particulier les diffe´rentes manifestations
du phe´nome`ne de stagnation. Le phe´nome`ne de stagnation se caracte´rise par le fait que la fonction
de couˆt se maintient autour d’une valeur donne´e malgre´ une ame´lioration possible (i.e. la fonction de
couˆt peut encore diminuer). Nous montrons en particulier pour certains jeux de donne´es une e´volution
inattendue de la fonction de couˆt. Certains profils pre´sentent en effet un phe´nome`ne de chute qui se
caracte´rise par une diminution importante et brusque de la fonction de couˆt apre`s une stagnation
qui a lieu a` une valeur e´leve´e de la fonction de couˆt et que nous appelons “hyperstagnation”.
4.4.1 Profil d’exe´cution
Un profil d’exe´cution est une courbe reliant des points dont les coordonne´es sont en abscisse le
nume´ro d’ite´ration et en ordonne´e la valeur de la fonction de couˆt pour la configuration pre´sente a`
l’ite´ration conside´re´e.
Nous pre´sentons ci-dessous un profil d’exe´cution typique pour un algorithme de recherche locale
sur un proble`me de satisfaction de contraintes. La fonction de couˆt, dans ce cas, correspond au
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nombre de contraintes viole´es. L’objectif est donc de re´duire ce nombre a` ze´ro en satisfaisant les
contraintes.
Figure 4.1 Exemple d’un profil typique d’un algorithme de recherche local pour un
proble`me de satisfaction de contraintes
Nous observons ici une de´croissance rapide au de´part. Ce comportement s’explique aise´ment car
il y a beaucoup de contraintes viole´es au de´but de la recherche et qu’il est donc facile d’en satisfaire
un certain nombre. A` mesure que le nombre de contraintes viole´es diminue, il devient difficile de
satisfaire celles qui restent. C’est pour cela que la courbe diminue moins rapidement (stagne presque)
pour finalement obtenir une solution. C’est ce genre de courbe que nous nous attendions a` obtenir
pour notre proble`me.
4.4.2 Observation du phe´nome`ne de stagnation
Nous observons le profil d’exe´cution de notre algorithme tabou sans diversification.
Nous observons qu’au tout de´but de la recherche lors des 10000 premie`res ite´rations (x < 10), la
fonction de couˆt diminue de fac¸on tre`s rapide pour atteindre une valeur stationnaire autour de 10.
La recherche semble alors rester dans la meˆme re´gion de l’espace des configurations tout au long de
l’exe´cution. Nous disons que la recherche stagne car nous savons que cet exemplaire est re´alisable (il
est possible de trouver une configuration a` couˆt nul). Notons que ce phe´nome`ne peut eˆtre beaucoup
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Figure 4.2 Profil d’exe´cution de l’algorithme tabou sans diversification
plus marque´ et qu’on peut stagner a` des niveaux plus e´leve´s (qu’on observera par la suite). Lors de
la stagnation, il ne sert a` rien de continuer. C’est pourquoi nous faisons appel a` un me´canisme de
diversification.
Comparons la courbe pre´ce´dente a` la courbe de la meˆme exe´cution, mais cette fois avec le
me´canisme de diversification.
Nous pouvons de´ja` faire plusieurs observations concernant cette courbe.
Nous pouvons facilement observer l’effet du me´canisme de diversification qui se de´clenche toutes
les 200000 ite´rations. Nous observons, aux abscisses 200, 400, 600 et 800, une augmentation de la
fonction de couˆt qui monte jusqu’a` une valeur d’environ 80. Apre`s la phase de diversification (de
1000 ite´rations), la fonction de couˆt diminue plus ou moins brutalement (en moyenne ici sur 40000
ite´rations) pour atteindre a` nouveau des valeurs stationnaires.
Entre deux pics dus a` la diversification, la valeur de f reste en ge´ne´ral stationnaire. Cette valeur
change apre`s chaque pic de diversification.
On observe ici que la stagnation a lieu autour de valeurs relativement faibles. Ce jeu de donne´es
peut eˆtre qualifie´ de relativement facile (un jeu vraiment facile est un jeu pour lequel notre algorithme
trouve une solution rapidement et presque syste´matiquement).
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Figure 4.3 Profil d’exe´cution de l’algorithme tabou avec diversification
Nous pre´sentons ici le profil d’une exe´cution pour laquelle on peut observer tre`s nettement le
phe´nome`ne de stagnation. La fonction de couˆt se stabilise en effet tre`s vite.
Nous observons ici une e´volution normale de la fonction de couˆt lors des 100000 premie`res
ite´rations (pour x < 100). La diversification a` l’abscisse 200 ne semble pas avoir eu d’effet sur la
recherche, car la fonction de couˆt stagne au meˆme niveau avant et apre`s. Notons que la phase de
descente apre`s la diversification est ici tre`s courte. La fonction de couˆt reste quasiment constante a`
une valeur d’environ 40 jusqu’a` l’abscisse 400. Apre`s la diversification qui a lieu a` l’abscisse 400, la
recherche parvient a` atteindre une re´gion ou` la fonction de couˆt est plus petite (environ e´gale a` 20)
et stagne a` ce niveau. La diversification ayant lieu a` l’abscisse 600 de´grade la recherche en l’amenant
dans une zone ou` la fonction de couˆt stagne a` une valeur de 230. Enfin, la dernie`re diversification
permet de faire redescendre la fonction de couˆt en dessous de 70. A` la fin de la recherche, il ne semble
pas y avoir de stagnation.
On voit bien, sur cette figure, que le phe´nome`ne de stagnation peut se produire a` diffe´rents
paliers : on distingue trois valeurs autour desquelles la fonction de couˆt stagne : une a` 40 (100 < x <
400), une a` 20 (400 < x < 600) et une a` 230 (600 < x < 800). Il est clair qu’on passe d’un palier de
stagnation a` un autre graˆce au me´canisme de diversification. La proce´dure de diversification parfois
ame´liore, parfois de´grade la recherche. Nous constatons ici que le me´canisme de diversification n’est
pas adapte´ a` ce jeu de donne´es. Dans cet exemple en effet, on peut reprocher a` la diversification
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Figure 4.4
de se de´clencher trop tard et donc de laisser la recherche stagner trop longtemps. Cependant, e´tant
donne´ que le comportement varie e´norme´ment d’un jeu de donne´es a` l’autre, il est tre`s difficile de
trouver un re´glage de la diversification qui conviendrait a` tous les jeux de donne´es.
4.4.3 Identification du phe´nome`ne d’hyperstagnation avec
chute
Nous avons remarque´ un phe´nome`ne assez particulier sur certains jeux de donne´es que nous
appelons phe´nome`ne d’hyperstagnation avec chute. Le phe´nome`ne se caracte´rise par une stagnation
de la fonction de couˆt autour d’une valeur tre`s e´leve´e (ce que nous appelons “hyperstagnation”)
puis d’une diminution brusque de la fonction de couˆt (que nous appelons “chute”) pour stagner a`
un palier beaucoup plus bas. Nous illustrons ce phe´nome`ne par les 10 profils d’exe´cutions effectue´es
avec le jeu de donne´es (v, k, t, b) = (21, 12, 6, 127) que voici.
Nous observons ici que pour 9 exe´cutions sur les 10 effectue´es la fonction de couˆt de´croit tre`s
rapidement d’une valeur palier situe´e entre 1400 et 1500 jusqu’a` une valeur plus petite que 300.
La chute survient a` diffe´rents moments (entre les abscisses 280 et 840) et il faut parfois attendre
beaucoup avant de la voir arriver. La dernie`re exe´cution (couleur vert clair) pre´sente une fonction
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Figure 4.5 Hyperstagnation avec chute
de couˆt qui ne descend jamais en dessous de 1300 (il n’y a pas de chute).
Notons que pendant la pe´riode ou` l’exe´cution est dans sa phase d’hyperstagnation (i.e. lorsque
la fonction de couˆt stagne autour de 1400, avant la chute) la diversification semble n’avoir aucun
effet sur la recherche. D’abord, la diversification ne fait pas remonter la fonction de couˆt. Ensuite,
la diversification ne permet pas de sortir de l’hyperstagnation.
En effet, ce phe´nome`ne ne semble pas eˆtre lie´ a` la diversification : nous voyons par exemple 3
courbes effectuer leur descente entre les abscisses 280 et 360 alors que les diversifications ont lieu
aux abscisses 200 et 400.
Apre`s la chute, f stagne autour d’une valeur comprise entre 0 et 300 selon les exe´cutions. Il
semble qu’a` ce moment, la recherche est dans une phase de stagnation simple comme celle observe´e
dans la partie pre´ce´dente. On peut de plus constater que la diversification fait a` nouveau effet sur
la recherche.
Ce phe´nome`ne est une version plus grave de la stagnation simple. Il faut attendre la chute pour
retourner a` un comportement habituel.
Le phe´nome`ne observe´ touche cependant assez peu de jeu de donne´es. Les jeux de donne´es sont
souvent des jeux pour lesquels il est difficile de trouver une solution.
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4.4.4 Identification du phe´nome`ne d’hyperstagnation avec
descente lente
Nous pre´sentons les exe´cutions effectue´es sur le jeu de donne´es (v, k, t) = (30, 10, 4) et b = 230.
Figure 4.6 Hyperstagnation avec descente lente
On observe le phe´nome`ne d’hyperstagnation seulement pour toutes les courbes sauf deux (courbes
en marron et en vert clair). La fonction de couˆt stagne autour de la valeur 1100. Pour ces courbes,
il ne semble y avoir aucune e´volution de la recherche. Les deux dernie`res courbes montrent une
de´croissance lente de la fonction de couˆt. La de´croissance de la premie`re courbe a lieu pour x > 120
et celle de la seconde pour x > 720. La de´croissance de la fonction de couˆt est lente. En outre les
phases de diversification font remonter la fonction de couˆt. Nous observons une descente progressive,
mais pas de stagnation.
Le phe´nome`ne d’hyperstagnation sans chute n’est ni plus ni moins le meˆme que celui pre´sente´
juste avant sans le phe´nome`ne de chute. Notons que ce cas est un cas aggrave´ du pre´ce´dent. D’abord
la descente est plus rare (par exemple ici elle correspond a` 2 cas sur 9). Et de plus, lorsque la descente
se produit elle se produit beaucoup plus lentement.
Ide´alement, il faudrait laisser faire l’ope´rateur tabou et ne pas de´clencher de diversification tant
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que la fonction de couˆt diminue. Le phe´nome`ne de descente nous a donne´ une nouvelle ide´e que nous
appelons “me´thode des filons”. Au lieu d’initialiser la recherche avec une configuration ale´atoire, on
relance la recherche en partant d’une configuration qu’on trouve a` une ite´ration prise pendant la
pe´riode ou` la fonction de couˆt diminue. La me´thode des filons nous a permis de battre un record
(voir partie 4.2).
4.4.5 Phe´nome`ne d’hyperstagnation pure
Nous montrons ici le cas le plus grave du phe´nome`ne, c’est-a`-dire celui dans lequel aucune
descente ne se produit. Les courbes sont tre`s proches les unes des autres. Aussi par soucis de lisibilite´
nous ne pre´sentons que trois profils d’exe´cutions pour v = 20, k = 13, t = 8 et b = 262.
Figure 4.7 Hyperstagnation pure
On ne voit que de l’hyperstagnation pour les trois exe´cutions. L’algorithme est totalement im-
puissant.
Si on re´capitule, la stagnation a lieu en ge´ne´ral pour des jeux de donne´es difficiles. Nous avons
observe´ un phe´nome`ne de stagnation simple, pour lequel chaque phase de diversification entraine une
perturbation, suivie d’une descente puis de stagnation. Nous avons observe´ un phe´nome`ne d’hyper-
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stagnation avec chute : la fonction de couˆt stagne a` une valeur e´leve´e, puis diminue brutalement pour
ensuite revenir a` un comportement habituel de stagnation simple. Nous avons ensuite vu l’hypersta-
gnation avec descente lente : on observe de l’hyperstagnation et pour certaines exe´cutions (rarement)
une de´croissance lente de la fonction de couˆt. Enfin nous avons observe´ des cas d’hyperstagnation
pure, pour lesquels la fonction de couˆt ne diminue jamais et qui semblent eˆtre des cas de´sespe´re´s.
4.4.6 Comportement de la proce´dure de haut niveau qui
re´sout le proble`me d’optimisation
Nous observons ici ce qu’il se passe avec la proce´dure d’optimisation lorsqu’une solution de couˆt
nul est trouve´e. Dans ce cas, l’algorithme retire un bloc de la solution trouve´e (celui qui permet
de de´couvrir le moins de t-subsets), et transmet la configuration re´sultante (contenant un bloc de
moins) a` la proce´dure TS-b-CD avec le parame`tre b de´cre´mente´ (voir la description de l’algorithme
dans la partie 3.1.3).
Nous montrons sur la figure ci-apre`s a` la fois la fonction f (repre´sente´e par la courbe bleue) et
la fonction b (repre´sente´e par la courbe rouge) qui donne la valeur de b au cours de la recherche. Les
deux fonctions partagent le meˆme graphe, mais ne sont pas a` la meˆme e´chelle. En plus de l’e´chelle
pour f en noir, nous indiquons en rouge l’e´chelle pour b.
La courbe bleue, qui repre´sente f , de´crit une de´croissance progressive sur 800000 ite´rations
jusqu’a` la valeur 0.
La courbe rouge de´crit la de´croissance de b. Nous voyons que b reste constant jusqu’a` l’abscisse
855, moment ou` une solution est trouve´e pour b = 230. Plusieurs solutions pour des valeurs de b
comprises entre 230 et 225 sont rapidement trouve´es entre les abscisses 855 et 865. La fonction de
couˆt reste alors a` une valeur de b de 225 entre les abscisses 865 et 1000. Au moment ou` une solution
est trouve´e pour b = 225, nous observons a` nouveau une de´croissance de la courbe. Des solutions
pour b compris entre 225 et 219 sont trouve´es en l’espace de 1000 ite´rations. On arrive par la suite
rapidement a` une solution pour b = 213 autour de l’abscisse 1020 (remarquons que nous avons
ame´liore´ la solution de 12 unite´s en l’espace de quelques milliers d’ite´rations). L’exe´cution trouve
ensuite des solutions pour b = 212 et b = 211 autour des abscisses 1120 et 1770 respectivement. Une
dernie`re remarque concernant f : a` partir du moment ou` l’algorithme trouve la premie`re solution
jusqu’a` la fin de l’exe´cution, la valeur de f ne remonte jamais au dessus de 40. L’exemple pre´sente´
illustre un phe´nome`ne important : il est efficace de continuer la recherche quand l’algorithme a
trouve´ une solution plutoˆt que de repartir d’une solution ale´atoire qui risque de conduire a` un e´chec
avec une forte probabilite´.
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Figure 4.8 Mise en e´vidence du me´canisme qui de´cre´mente b en repartant de la
configuration trouve´e
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Chapitre 5
CONCLUSION
Nous re´sumons ici le travail que nous avons effectue´ et les contributions que nous avons apporte´es.
Enfin nous pre´sentons les limitations des solutions propose´es et les voies vers lesquelles il pourrait
eˆtre inte´ressant d’aller pour des ame´liorations futures.
5.1 Synthe`se des travaux
Notre travail a consiste´ a` concevoir et imple´menter des me´taheuristiques permettant de re´soudre
le proble`me de Covering Design. Nous avons de´veloppe´ un algorithme tabou efficace. Afin de contrer
le phe´nome`ne de stagnation, nous avons muni notre me´canisme tabou d’une longueur de liste va-
riable. Cela n’e´tait pas suffisant, c’est pourquoi nous avons ensuite combine´ notre me´canisme tabou
a` un me´canisme de diversification permettant pe´riodiquement de changer la zone d’exploration de
l’algorithme dans l’espace de recherche. L’algorithme TS-CD inte´grant a` la fois l’ope´rateur tabou et
l’ope´rateur de diversification n’a permis de re´soudre que partiellement le proble`me de stagnation.
Nous avons donc inse´re´ notre ope´rateur tabou dans un algorithme me´me´tique. Nous avons de´veloppe´
trois croisements pour cet algorithme afin de trouver une alternative au me´canisme de diversification.
Pour acce´le´rer nos algorithmes, nous avons conc¸u et imple´mente´ de nouvelles structures de donne´es.
Nous avons effectue´ des expe´rimentations afin de tester nos algorithmes. Nous avons compare´
nos structures de donne´es aux structures pre´ce´demment propose´es par Nurmela et O¨sterg˚ard [31] et
e´galement utiise´es par Dai et al. [10]. Nous avons ensuite teste´ nos algorithmes sur plus de 700 jeux
de donne´es correspondant a` tous les jeux ve´rifiant v ≤ 32, 3 ≤ t ≤ 8 et b ≤ 300. Nous avons compare´
les re´sultats obtenus aux meilleurs re´sultats connus. Nous avons effectue´ des tests pour mesurer la
performance de notre algorithme me´me´tique et des croisements que nous avons propose´s. Enfin,
nous avons analyse´ le comportement de notre algorithme a` travers l’analyse de plusieurs profils
d’exe´cution. Nous avons ainsi mis en e´vidence le phe´nome`ne de stagnation et nous avons montre´
qu’il se manifeste sous plusieurs formes que nous avons de´crites.
5.2 Principales contributions
La contribution la plus importante de ce me´moire est constitue´e de nos nouvelles structures de
donne´es et les algorithmes de bas niveau que nous avons conc¸us et imple´mente´s pour le proble`me
de Covering Design. Nos nouvelles structures de donne´es sont tre`s e´conomiques en taille me´moire
et rendent nos algorithmes de bas niveau tre`s rapides. Par rapport aux algorithmes de bas ni-
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veau pre´ce´dents, nos algorithmes sont entre 10 et 100 fois plus rapides sur les jeux de donne´es
teste´s. En outre, l’acce´le´ration augmente quand la taille des jeux de donne´es augmente. Nos struc-
tures de donne´es et nos algorithmes de bas niveau pourraient constituer le nouveau standard
pour les me´thodes de recherche locale de´die´es au proble`me de Covering Design. Les practiciens
en me´taheuristiques pourront en effet s’appuyer sur ces structures de donne´es pour de´velopper de
nouvelles heuristiques ou acce´le´rer les anciennes.
Notre algorithme TS-CD a obtenu de tre`s bons re´sultats sur les jeux de donne´es teste´s. Dai
et al. s’e´taient fe´licite´s en 2005 d’avoir battu 38 records. Nous avons obtenu 77 records et nous en
posse`dons toujours 71, ce qui constitue environ un record pour 10 jeux de donne´es essaye´s.
5.3 Limitations et perspectives
Nous avons remarque´ plusieurs limitations dans les algorithmes propose´s. D’abord, il y a le fait
que nous soyons limite´s par le nombre v d’e´le´ments (v ≤ 32). Cela est duˆ au fait que nous utilisons
des entiers comme vecteurs de bits et que les plus grands entiers utilisables en C++ ont 32 bits. Il
serait possible de se passer de l’utilisation de vecteurs de bits, mais cela cre´erait vraisemblablement
un ralentissement important de notre algorithme. Une fac¸on de contourner le proble`me en continuant
d’utiliser des vecteurs de bits serait de passer le code en langage C ce qui permettrait en utilisant
une machine 64 bits de pouvoir agir sur les jeux de donne´es tels que v ≤ 64.
En outre, notre algorithme tabou ne fonctionne pas bien lorsque les valeurs de t ou b sont grandes
(quand t > 6 ou b > 150). De fac¸on ge´ne´rale, nos algorithmes ne fournissent pas un comportement
satisfaisant au vu des profils d’exe´cutions. Nous observons en effet un phe´nome`ne de stagnation voire
d’hyperstagnation lorsque la taille des jeux est tre`s grande. Ni notre ope´rateur de diversification, ni
notre algorithme me´me´tique ne semblent fournir une solution ve´ritablement satisfaisante au proble`me
de stagnation.
La diversification telle que nous l’avons faite est criticable et pourrait vraisemblablement eˆtre
ame´liore´e. Notre algorithme appelle la proce´dure de diversification a` intervalles fixes. Dans certains
cas, la diversification est tardive et l’algorithme perd du temps a` stagner trop longtemps. Dans
d’autres cas, la diversification intervient alors que la recherche est dans une phase de descente.
Il serait plus efficace d’avoir un syste`me qui de´clenche le me´canisme de diversification de fac¸on
dynamique. On pourrait par exemple observer pe´riodiquement la de´croissance de la fonction de couˆt
afin de de´terminer le moment ou` la recherche commmence a` stagner et de´clencher la diversification
a` ce moment.
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Annexe 1 : Ame´liorations obtenues
avec notre algorithme TS-CD
v k t LB UB new
UB
diff. nb. succ. lgtl0 battu
22 9 3 27 29 28 -1 9 9 2 N
23 7 3 63 67 66 -1 1 1 2 O
26 8 3 59 65 64 -1 2 2 2 N
27 8 3 65 70 69 -1 3 3 2 N
27 10 3 33 36 35 -1 5 5 3 N
27 16 3 9 11 10 -1 1 1 3 N
28 8 3 70 76 73 -3 2 4 2 N
28 11 3 28 32 31 -1 1 1 3 N
30 8 3 83 97 94 -3 1 1 2 O
31 9 3 66 74 73 -1 1 1 3 N
32 9 3 72 78 77 -1 1 1 3 N
32 14 3 19 23 22 -1 1 1 2 N
23 10 4 63 77 74 -3 1 7 3 N
24 10 4 70 89 87 -2 1 4 2 N
24 11 4 46 59 57 -2 2 2 3 O
25 10 4 80 98 97 -1 3 3 3 N
25 11 4 55 70 66 -4 1 5 2 N
25 14 4 22 27 26 -1 10 10 3 N
26 10 4 89 119 118 -1 1 1 2 N
27 10 4 103 138 129 -9 1 1 3 N
27 11 4 72 97 95 -2 2 4 2 N
27 12 4 54 65 63 -2 1 1 3 N
27 15 4 22 27 26 -1 7 7 3 N
28 11 4 84 108 104 -4 3 5 2 N
28 12 4 59 79 76 -3 1 1 2 N
73
v k t LB UB new
UB
diff. nb. succ. lgtl0 battu
28 13 4 39 55 54 -1 5 5 2 N
29 11 4 90 118 115 -3 1 2 2 N
29 13 4 47 63 59 -4 1 4 3 N
29 16 4 22 28 27 -1 9 9 3 N
30 10 4 165 231 211 -20 1 1 4 O
30 11 4 112 144 133 -11 1 1 3 N
30 12 4 73 102 96 -6 1 7 2 N
30 14 4 35 50 48 -2 2 8 3 N
31 12 4 86 115 112 -3 1 3 3 N
31 14 4 47 62 60 -2 1 2 3 N
31 17 4 22 30 28 -2 1 3 2 N
31 18 4 19 25 24 -1 6 6 2 N
31 19 4 15 20 19 -1 5 5 2 N
31 20 4 13 17 16 -1 6 6 2 N
32 13 4 72 101 96 -5 1 4 3 N
32 15 4 39 52 49 -3 1 3 3 N
32 17 4 27 30 29 -1 2 2 2 N
32 19 4 16 24 22 -2 1 2 2 N
20 10 5 90 108 105 -3 1 3 3 N
20 11 5 50 65 64 -1 1 1 3 N
20 13 5 24 33 31 -2 1 1 3 N
21 12 5 42 56 54 -2 3 6 3 N
21 13 5 25 38 37 -1 1 1 3 N
22 14 5 24 34 33 -1 9 9 3 N
23 13 5 43 56 54 -2 1 4 3 N
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v k t LB UB new
UB
diff. nb. succ. lgtl0 battu
23 14 5 32 44 42 -2 1 5 2 N
23 15 5 23 30 29 -1 4 4 2 N
24 13 5 50 67 66 -1 7 7 2 N
24 15 5 24 38 36 -2 3 7 3 N
25 15 5 32 47 44 -3 1 10 2 N
25 16 5 24 35 32 -3 4 5 2 N
26 13 5 76 103 102 -1 1 1 3 N
26 15 5 39 54 52 -2 2 7 3 N
27 16 5 34 49 46 -3 1 4 2 N
28 16 5 39 54 52 -2 1 3 3 N
29 16 5 46 61 59 -2 1 1 3 N
30 15 5 68 96 94 -2 3 10 3 N
31 17 5 50 62 61 -1 1 1 3 N
31 18 5 35 55 52 -3 1 3 3 N
32 18 5 40 61 56 -5 1 7 3 N
32 19 5 32 48 47 -1 1 1 3 N
21 12 6 88 128 127 -1 1 1 3 N
23 14 6 56 93 91 -2 1 2 2 N
26 16 6 52 84 80 -4 1 1 3 N
15 9 7 220 276 270 -6 1 1 3 N
15 10 7 78 112 108 -2 1 1 3 N
16 11 7 62 83 80 -3 3 3 3 N
19 13 7 56 81 77 -4 2 2 3 N
17 12 8 61 132 130 -2 1 1 2 O
20 14 8 80 125 119 -6 1 1 3 N
